Spatio-Temporal Transformer for Dynamic Facial Expression Recognition in the Wild
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ABSTRACT
Previous methods for dynamic facial expression in the wild are mainly based on Convolutional Neural Networks (CNNs), whose local operations ignore the long-range dependencies in videos. To solve this problem, we propose the spatio-temporal Transformer (STT) to capture discriminative features within each frame and model contextual relationships among frames. Spatio-temporal dependencies are captured and integrated by our unified Transformer. Specifically, given an image sequence consisting of multiple frames as input, we utilize the CNN backbone to translate each frame into a visual feature sequence. Subsequently, the spatial attention and the temporal attention within each block are jointly applied for learning spatio-temporal representations at the sequence level. In addition, we propose the compact softmax cross entropy loss to further encourage the learned features have the minimum intra-class distance and the maximum inter-class distance. Experiments on two in-the-wild dynamic facial expression datasets (i.e., DFEW and AFEW) indicate that our method provides an effective way to make use of the spatial and temporal dependencies for dynamic facial expression recognition. The source code and the training logs will be made publicly available.
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• Computing methodologies → Activity recognition and understanding; Supervised learning.
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1 INTRODUCTION
Facial expression is one of the most important ways for human to convey their emotions and communicate with each other[10]. Facial expression recognition (FER) has been an emerging topic, due to its essential real-world applications in driver safety monitoring [56], human robot emotional interaction [39], elderly healthcare[5] and so on. Accurately and automatically recognizing facial expression in videos is an interdisciplinary and integrated research, which spans from psychology to computer science. Previous intensive studies (such as [31, 41, 63]) have been conducted on static facial expression recognition (SFER). However, a facial expression is a dynamic process, which consists of various facial muscle motions in different facial regions. Temporal facial expression cues are of significance for understanding the emotional state.

Researchers have focused more and more attention on dynamic facial expression recognition (DFER) in recent years. DFER aims to classify a facial image sequence into several discrete expressions (such as happiness, surprise, neutral, sadness, fear, disgust, anger). Constrained by the limited dynamic facial expression datasets, most of DFER methods are designed based on several lab-collected datasets, such as Oulu-CASIA[60], MMI[52] and CK+[40]. The relatively few samples of these lab-collected datasets are not enough for training deep learning-based methods. The lack of large-scale databases seriously hinders the progress of dynamic facial expression recognition. Fortunately, Jiang et al. [21] propose a novel and well-annotated dataset named DFEW, with samples shown in Fig. 1. DFEW is the largest in-the-wild dynamic facial expression dataset with respect to the data volume and the sample sources, compared with other datasets (such as Aff-Wild [26], AFEW [11] and CAER [28]), which will definitely push forward the development of in-the-wild DFER.

Previous DFER methods can be mainly divided into two categories (i.e., static frame-based methods and dynamic sequence based methods) [32]. Most of the static frame-based methods utilize
local binary patterns [19], Gabor wavelets [29] and convolutional features [38, 57] to select peak (apex) frames in videos, and further conduct facial expression recognition on these frames. For example, Zhao et al. [61] propose to use a sample with peak expression to supervise the peak-piloted deep network to learn from a sample of non-peak expression. In addition, Meng et al. [42] propose to use the attention mechanism to aggregate some discriminative frames into a single video representation, achieving superior performance on AFEW and CK+. Although these methods perform well by selecting peak frames, they neglect the temporal dynamics and correlation among facial frames.

Different from static frame-based methods, dynamic sequence based methods usually use 3D convolution neural networks (3D CNN) [2], long-short term memory (LSTM) [54] to learn the spatio-temporal relationships, which can model long-term dependencies and improve the performance of DFER. For instance, Kim et al. [23] propose to use a LSTM network to learn the temporal characteristics of the spatial features, which achieves higher recognition rates. Chen et al. [8] propose a 3D-Inception-Resnet to directly make the learned features more representative by calculating a spatial-temporal-wise and a channel-wise attention map. Very recently, Li et al. [37] utilize a CNN to extract clip-level features and re-weight each clip-based representation to achieve clip-aware dynamic facial expression. Although several approaches have been proposed for in-the-wild DFER, the performances of these methods are still far from being satisfactory, because of occlusions, variant head poses, poor illumination and other unexpected issues in real-world scenes.

It is a challenging task to capture discriminative features in the spatial and temporal domain for in-the-wild DFER. Recent flourishing of Transformer-based methods on computer vision tasks has considerably deepened our understanding about discriminative feature representation and contextual information modeling. Therefore, we propose a simple but effective spatio-temporal Transformer (STT) for in-the-wild DFER, which can exploit and capture the facial appearance information in the spatial domain as well as the evolution information in the temporal domain to enhance the recognition performances. Specifically, we firstly translate each facial frame from a video into a visual feature sequence. Each patch of the feature map can be regard as a token of the feature sequence. We elaborately design the spatio-temporal Transformer for capture discriminative feature tokens and model temporal dependencies among different frames. To further increase the model discriminant ability, we impose the constraint on the prediction distribution by the loss function, following [21, 25, 35, 55]. We propose the compact softmax cross entropy loss to decrease the intra-class distance and increase the inter-class distance. The quantitative results and the visualization results demonstrate the effectiveness of our method for in-the-wild dynamic facial expression recognition. We summarize the contributions of our method as follows:

- We design a simple but effective spatio-temporal Transformer to capture discriminative features and model temporal relationships among facial frames.
- Towards enhancing the intra-class correlation and maximizing the inter-class distance, we propose the compact softmax cross entropy loss to supervise our model in a regularization manner.
- The extensive results and the visualization results on two in-the-wild DFER datasets demonstrate the superiority of our method.

2 RELATED WORK

2.1 Dynamic Facial Expression Recognition in the Wild

With the development of deep learning, especially Convolutional Neural Networks, researchers have made significant progress on dynamic facial expression recognition in the wild. An intuitive way to extract the facial expression sequence is to learn the spatial and temporal representations separately. Under this paradigm, several methods [6, 23, 27] have been proposed to use a 2D CNN for extracting spatial features and apply a recurrent neural network (such LSTM) to model temporal correlation. For example, Li et al. [33] use a deep network to extract spatial features from each frame and model temporal dynamics by a convolutional network. The discriminative fused features are obtained by a Bi-LSTM network. A global face module is proposed to learn spatial features from the peak frame and a LSTM module is used to extract temporal information [59]. Similarly, Zhang et al. propose a novel framework named STRNN to integrate both spatial and temporal information separately. These methods use the spatio-temporal information of image sequence to improve the recognition performances.

Another way to learn the spatial and temporal representation is to model such correlation by the 3D CNN. Liu et al. [34] directly apply a 3D CNN with deformable facial action parts constraints to learn part-based representations for dynamic expression recognition. Jung et al. [22] also use the 3D CNN to learn spatial features along the time axis and aggregate temporal geometry features to boost the performance. Although these methods employ the 3D CNN to capture the temporal correlation, they only use one or two layers with 3D convolutional filters and fail to model the complicated spatio-temporal correlation. Very recently, Ayral et al. [2] propose to re-weight different clips and achieve a clip-aware 3D CNN for dynamic facial expression, which outperforms other methods on AFEW. A novel framework called EC-STFL [21] is also proposed to reduce the inter-class distance and enhance the intra-class correlation. Although these deep-learning based methods can extract spatial and temporal information, they all decouple the spatial features and the temporal features at different stages. We argue that if we can jointly get the spatial and temporal information, the performance of DFER will boost.

2.2 Transformers for Facial Expression Recognition

Transformer-based methods have shown dominant performance on various computer vision tasks, such as object detection [3], image synthesis [13] and pose estimation [58]. ViT [12] directly apply a standard Transformer network for a facial patch sequence and prove its power on image classification. Moreover, the Transformer-based methods [4, 47] have been proposed for video understanding. Regarding the facial expression recognition (FER) task, Ma et al. [41] first use Transformers to dynamically modeling the relationships among facial patches, and achieve outstanding performances.
on occlusion and pose-variant FER. Following this idea, Huang et al. [20] use the visual Transformer to capture the relationships of different facial regions. Gao et al. also achieve occlusion-aware FER by a Transformer architecture. Similarly, Li et al. [30] propose a novel mask vision Transformer to focus on discriminative facial parts and filter out the complex backgrounds. Very recently, Former-DFER[62] is proposed to separately extract spatial and temporal correlations by Transformers. Former-DFER achieves current state-of-the-art performances on DFER. The self-attention mechanism of Transformers has the ability to capture long-range interactions among features tokens, which is of significance for the in-the-wild facial expression recognition. Therefore, the applications of Transformers, especially for in-the-wild DFER, are worth exploring.

3 METHOD

3.1 Overview

The proposed framework is shown in Fig. 2, which consists of three parts, i.e., input embedding generation, spatio-temporal Transformer and the compact softmax cross entropy loss. We first use the uniform sampling strategy to obtain the fixed-length facial frame sequence from a video. Then the CNN (i.e., ResNet18) is applied for extracting visual feature maps. We flatten and project the features maps as the input of the spatio-temporal Transformer (STT). The STT utilizes the spatial attention and the temporal attention to jointly learn the discriminative features from the sequence. Subsequently, the compact softmax cross entropy loss is used for minimizing the intra-class distance and maximizing the inter-class distance and further improving the recognition performance.

3.2 Input Embedding Generation

Given an image sequence $X \in \mathbb{R}^{F \times H_0 \times W_0 \times 3}$ with $F$ RGB facial frames of size $H_0 \times W_0$ sampled from the video, we utilize the CNN backbone to extract frame-level features. Specifically, we first divide the video into $S$ segments and uniformly sample $T$ consecutive frames from each segment for training. Finally, we obtain $F = S \times T$ training frames for each video sample. During inference, $T$ frames in the mid of each segment are heuristically selected, and the length of testing frames is also $F = S \times T$.

A standard CNN backbone (i.e., ResNet18) is used to generate high-level feature maps of size $H \times W$ for each frame. The clip-level features $f_0 \in \mathbb{R}^{F \times H \times W \times C}$ are obtained by concatenating all frame-level feature maps. Then we flatten the spatial dimension of the clip-level feature maps $f_0$ and project them by a $1 \times 1$ convolution, resulting in a new feature sequence $f_1 \in \mathbb{R}^{F \times (H \times W) \times d}$. It is noted that the temporal order of $f_1$ is in accordance with that of the input $X$. To supplement the spatio-temporal positional information for the feature sequence $f_1$, we incorporate the learnable positional embeddings with $f_1$. Specifically, we add the spatial positional embedding by

$$f_2 = f_1 + e_{pos}^{\text{space}}, \tag{1}$$

where $e_{pos}^{\text{space}} \in \mathbb{R}^{1 \times (H \times W) \times d}$ is a learnable spatial positional embedding.

We also prepend the classification token to the sequence $f_2$ at the temporal dimension, which models the global state of the sequence and is further used for recognition. Then we reshape the new $f_2 \in \mathbb{R}^{(F+1) \times (H \times W) \times d}$ into $f_3 \in \mathbb{R}^{(H \times W) \times (F+1) \times d}$, and similarly add the temporal positional embedding by

$$z_0 = f_3 + e_{pos}^{\text{time}}, \tag{2}$$

where $e_{pos}^{\text{time}} \in \mathbb{R}^{1 \times (F+1) \times d}$ is a learnable temporal positional embedding. Finally, the input embedding $z_0$ to the spatio-temporal Transformer is obtained.

3.3 Spatio-Temporal Transformer

The spatio-temporal Transformer jointly utilizes the multi-head spatial attention and the multi-head temporal attention to learn a discriminative representation for each frame and exploit the long-range temporal dependencies to perform dynamic facial expression recognition. The spatio-temporal Transformer consists of $N$ blocks and each block is composed with the multi-head spatial attention and the multi-head temporal attention, which iteratively learns the contextual and discriminative spatio-temporal feature representation.
Multi-Head Spatial Attention: At the $i$-th block of the spatio-temporal Transformer, we calculate the query/key/value vector for each patch of the same frame, which can be formatted by

$$q^{(i,a)}_{(p,t)} = W^{(i,a)}_{Q} \text{LN}(z^{(i-1)}_{(p,t)})$$

$$k^{(i,a)}_{(p,t)} = W^{(i,a)}_{K} \text{LN}(z^{(i-1)}_{(p,t)})$$

$$v^{(i,a)}_{(p,t)} = W^{(i,a)}_{V} \text{LN}(z^{(i-1)}_{(p,t)})$$

where $a$ is an index over multiple spatial heads, and $p \in \{1, \ldots, H \times W\}$, $t \in \{1, \ldots, F\}$ are the patch and frame index, respectively. In addition, $W_Q$, $W_K$, $W_V$ are the parameters of linear projections. The hidden dimensions of $q, k, v$ for each head is set to $d/d_{N_h}$, and $N_h$ is the number of multiple heads.

The spatial attention is applied between feature patches of the same frame. Therefore, the spatial attention weights are obtained by the scale dot-product by:

$$a^{(i,a)\text{space}}_{(p,t)} = \text{SM}\left(\frac{q^{(i,a)\text{}}_{(p,t)} k^{(i,a)\text{}}_{(p,t)}}{\sqrt{D_{h}}}, \{k^{(i,a)\text{}}_{(p',t)}\}_{p'=1\ldots,H\times W}\right),$$

where $\text{SM}$ represents the softmax activation function. The output of each head is given by

$$s^{(i,a)}_{(p,t)} = \sum_{p'}^{H\times W} a^{(i,a)\text{space}}_{(p,t), (p',t)} v^{(i,a)}_{(p',t)}$$

Subsequently, the outputs are concatenated and projected, using the residual connection:

$$z^{(i)}_{(p,t)} = W_{O}^{'} s^{(i,0)}_{(p,t), \ldots, s^{(i,N_h)}_{(p,t)}} + z^{(i-1)}_{(p,t)}$$

where $W_{O}^{'}$ denote the parameters of a linear projection for the concatenated multi-head features. Although the multi-head spatial attention provides a powerful representation in the spatial dimension, it does not reflect the temporal dependencies across different facial frames.

Multi-Head Temporal Attention: To further capture the temporal correlation within the frame sequence, we apply the multi-head temporal attention on the encoding $z^{(i)}_{(p,t)}$ generated by the multi-head spatial attention. Towards obtaining the multi-head temporal attention, we make $F+1$ query-key comparisons, using each patch $(p, t)$ with all patches at the same spatial location in the other frames. The query/key/value vector $(q^{r(i,a)}_{(p,t)}, k^{r(i,a)}_{(p,t)}, v^{r(i,a)}_{(p,t)})$ for each patch $(p, t)$ is generated similarly in Eq. 3, Eq. 4, Eq. 5, respectively. Considering that a classification token is prepended to the frame feature sequence in the temporal dimension, we calculate the temporal attention weights by

$$a^{r(i,a)\text{time}}_{(p,t)} = \text{SM}\left(\frac{q^{r(i,a)\text{}}_{(p,t)} k^{r(i,a)\text{}}_{(p,t)}}{\sqrt{D_{h}}}, \{v^{r(i,a)\text{}}_{(p,t')}\}_{t'=1\ldots F}\right)$$

where $k^{r(i,a)\text{}}_{(p,t)}$ is the corresponding key value of the classification token at frame 0. The temporal attention weights $a^{r(i,a)\text{time}}_{(p,t)}$ are used to sum over the values for each temporal head:

$$s^{r(i,a)}_{(p,t)} = a^{r(i,a)\text{time}}_{(p,0)} v^{r(i,a)}_{(p,t)} + \sum_{t'=1}^{F} a^{r(i,a)\text{time}}_{(p,t')} v^{r(i,a)}_{(p,t')}.$$  

The outputs from all temporal heads are concatenated, projected, and passed through a multi-layer perception with a GELU [17] activation function, which can be defined as:

$$z^{r(i)}_{(p,t)} = W'_{O} \left[ s^{r(i,1)}_{(p,t)}, \ldots, s^{r(i,N_h)}_{(p,t)} \right]^T + z^{r(i)}_{(p,t)},$$

$$z^{r(i)}_{(p,t)} = \text{MLP}(\text{LN}(z^{r(i)}_{(p,t)})) + z^{r(i)}_{(p,t)}.$$  

The spatio-temporal encoding $z^{r(i)}_{(p,t)}$ of the $i$-th block serves as the input to the $(i+1)$-th block. And we apply a single fully connected (FC) layer to the classification token $z^{(N)}_{(0,0)}$ of the final block:

$$p = FC(z^{(N)}_{(0,0)}),$$

where $p$ is the prediction distribution of $C$ facial expression classes.

3.4 Compact Softmax Cross Entropy Loss

The cross softmax entropy loss with softmax is undoubtedly the most common used supervision loss for the facial expression recognition task. However, learning discriminative spatio-temporal features for in-the-wild DFER requires the loss function to have the ability of maximizing the feature distance between different categories. Therefore, we need a more versatile loss function for DFER.

The label smoothing strategy has been a great success in training deep CNNs, which helps the models overcome the overfitting issue and learn more discriminative features. Given a training sample $(x, y)$ and the prediction $\hat{y}$, the label smoothing strategy performs label regularization by introducing uniform distribution $u$ over $C$ classes on the ground-truth label distribution $q$:

$$s = q + \lambda u,$$

where $\lambda$ is the balancing factor and $q$ can be denoted as $q(\hat{y} = y|x) = 1$ and $q(\hat{y} \neq y|x) = 0$. Therefore, we compute the cross entropy loss by

$$L_{soft} = - \sum_{k=1}^{C} s_k \log(p_k),$$

where $s_k$ is the smoothing factor for the label distribution $q$. (15)
where $s_k$, $p_k$ are the soft label and the predicted probability for the target category $k$, respectively. Furthermore, the loss $L_{soft}$ can be rewritten as:

$$L_{soft} = -(1 - \lambda) L_{ce} - \lambda L_{reg}$$

$$= -(1 - \lambda) \log(p_y) - \frac{\lambda}{C} \sum_{c=1}^{C} \log(p_c)$$

(16)

where $L_{ce}$ and $L_{reg}$ denotes the standard cross entropy loss and a regularization term. The Kullback-Leibler (KL) divergence $\mathcal{D}(u||p)$ measures the difference between the two distributions $u$ and $p$, and suppresses the diversity of $p$ in the loss $L_{soft}$.

Based on the label smoothing regularization, we design the compact softmax cross entropy loss to decrease the intra-class distance and increase the inter-class distance. Specifically, we leverage the symmetric KL divergence as the regularization term and impose the constraint on the prediction distribution $p'$, with the target prediction excluded. By combining with the standard softmax cross entropy loss, our loss results in

$$L_{compact} = L_{ce} + \beta L'_{reg}$$

$$= \log(p_y) + \frac{\beta}{2} (\mathcal{D}(u'||p') + \mathcal{D}(p'||u'))$$

(17)

of which the KL divergences are given by

$$\mathcal{D}(u'||p') = \sum_{c \notin y} \log \left( \frac{1}{(C-1)p'} \right)$$

$$\mathcal{D}(p'||u') = \sum_{c \in y} \log \left( \frac{1}{(C-1)p'} \right)$$

(18)

(19)

The uniform distribution $u'$ is generated over $C - 1$ classes, excluding the target $y$. Additionally, we calculate the new predicted distribution $p'$ using the softmax function:

$$p' = \frac{\exp(y_c^{\text{logits}})}{\sum_{c \in y} \exp(y_c^{\text{logits}})}$$

(20)

where $(y_c^{\text{logits}})_{c \in y}$ represents the non-target predicted logits. With the regularization term $L'_{reg}$, our loss function guides the model to increase the uniformity of the non-target predicted logits. To summarize, our proposed loss function has the ability to induce the smaller intra-class distance and the larger inter-class distance, which is crucial to in-the-wild DFER.

4 EXPERIMENTS

4.1 Datasets

DFEW [21] is the largest publicly available DFER dataset, with 16,372 in-the-wild facial expression video clips. All video clips are extracted from more than 1500 movies, whose themes cover tragedy, comedy, love and so on. Due to the unconstrained conditions, DFEW is a significantly challenging dataset, of which the samples suffer occlusions, head pose changes, extreme illuminations and other problems. Each clip of DFEW is labelled by ten independent professionally trained annotators with one of seven basic facial expressions (i.e., happiness, surprise, neutral, sadness, fear, disgust, anger), indicating that DFEW is a reliable dataset with very few annotation errors. Similar with other FER databases, DFEW has the imbalanced category distribution issue. To better evaluate different methods on the selected 12,509 clips, five-fold cross-validation protocol is adopted.

DFEW has served as an evaluation dataset for the annual EmotiW from 2013 to 2019. The videos of AFEW are close to real-world data with a wide range of challenges (e.g., complicated backgrounds, different head poses and movements), because the video samples are collected from TV serials and movies. Same with DFEW, each video in AFEW is assigned to seven emotion labels. AFEW consists of 773 videos from 67 movies for training, 383 samples from 33 movies for validation. Since the official test dataset is unavailable, we report the results on the validation dataset to make a fair comparison with other state-of-the-art methods.

4.2 Implementation Details

Data Preprocessing: For DFEW, the processed face region images are publicly available, officially detected and aligned by Megvii Face API [1] and SeetaFace [36]. We directly use the processed data for fair comparison. For AFEW, the FFmpeg toolkit [49] is used to extract frames from the raw videos. We then detect and align faces from the frames by the Dlib toolbox [24]. All the face region images are resized to 112x112 pixels as the inputs to our model.

Training and Testing Settings: We train our model with the PyTorch [43] platform with two NVIDIA GTX 1080Ti GPU cards. Our model is trained with the batch-size of 32 on DFEW and AFEW for 100 epochs and 20 epochs, respectively. The SGD optimizer [45] with an initial learning rate of 0.01 is used to optimize our proposed model on DFEW. The learning rate is divided by 10 every 40 epochs during training. Since AFEW is a relatively tiny dataset, we follow Former-DFER [62] to fine-tune the model on AFEW by the pretrained weights on DFEW (fd1). The learning rate on AFEW is initialized to 0.001. We use the pretrained ResNet18 on MS-Celeb-1M [14] as our CNN backbone. During training, each video clip is divided into $S = 8$ segments and uniformity sample $T = 2$ consecutive frames from each segment. During testing, $S$ and $T$ keep the same settings, and $T = 2$ samples are selected from the mid of each segment, result in 16 facial frames as the input. The number of spatio-temporal Transformer layers $N$ and the number of heads $a$ are empirically assigned to 4 and 8, respectively. In addition, the hidden dimension $d$ is set to 512 and the loss balancing factor $\beta$ is set to 0.2. The unweighted average recall (UAR) and the weighted average recall (WAR) serves as the evaluation metrics.

4.3 Ablation Study

We conduct the ablation experiments to analyze the impact of each component of our model (i.e., spatio-temporal Transformer and the compact softmax cross entropy loss). All the experiments are conducted on the DFEW dataset with 5-fold cross validation.

Importance of the spatio-temporal Transformer: We first explore the impact of multi-head spatial attention and multi-head spatial attention. The experimental results on DFEW in terms of the UAR and the WAR are shown in Tab. 1. Our proposed spatio-temporal Transformer applies the temporal attention after the spatial attention in one block. To demonstrate things their influences, we replace the spatio-temporal Transformer with a simple LSTM as the baseline. The baseline achieves the UAR and the WAR at 52.02% and 64.48% respectively. The use of multi-head spatial attention
improves the UAR and the WAR by 1.13% and 0.75% over the baseline. And employing the multi-head temporal attention improves the baseline by 1.28% and 0.91% in terms of the UAR and the WAR. Moreover, when the spatial attention and the temporal attention are both applied, the UAR and the WAR are enhanced significantly by 2.56% and 2.71% over the baseline, respectively.

To further demonstrate the impact of the spatial attention and the temporal attention, we visualize the activation maps by Grad-CAM [46] in Fig. 4. As shown in the first frame sequence of Fig. 4, we can find that the first two facial frames are not highlighted on the facial regions. We speculate that our model can learn the temporal correlations among the frames, because the first two frames contribute very less to the target category surprise. Our model can concatenate on the facial regions of the other frames of the first sequence, which indicates the effectiveness of our spatio-temporal Transformer for in-the-wild DFER. The activation maps in the frames from the second sequence also support our conclusion.

**Effect of the compact softmax cross entropy loss:** We then investigate the influences of different loss functions (i.e., the standard cross entropy loss, label smoothing, our compact loss). The corresponding results are shown in Tab. 2. With the standard cross entropy loss, our model still achieves the UAR of 54.15% and the WAR of 66.39%. Label smoothing and our compact softmax cross entropy loss both improve the performance of our model purely with the cross entropy loss. Specifically, our model trained with label smoothing achieves the gains of 0.14% and 0.11% in terms of the UAR and the WAR. Our compact softmax cross entropy loss achieves the UAR of 54.58% and the WAR of 66.65%, which are 0.43% and 0.26% better than that with the standard softmax cross entropy loss.

To better understand the effect of our proposed loss, we utilize t-SNE [53] to visualize the learned features on DFEW (fd1∼fd5) in Fig. 5. The feature distribution on a 2D plane can reflect the intra-class
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(a) Baseline on DFEW.
(b) Ours on DFEW.

Figure 5: Visualization of the feature distribution generated by t-SNE [53] on DFEW (fd1–fd5). (a) denotes our model with the standard cross entropy loss. (b) represents our model with the compact cross entropy loss.

Figure 6: Evaluation of our method with different layers on DFEW.

Impact of Hyper-parameters: Finally, we study the impact of different number of spatio-temporal Transformer layers. We vary the number of layers $N \in \{1, 2, 3, 4, 5, 6\}$ to conduct experiments. $N$ is a trade-off parameter for balancing the recognition performance and the complexity of the model. The experimental results are shown in Fig. 6. It is apparent that choosing the value of $N = 4$ obtains the best performances of 54.58% and 66.65% in terms of the UAR and the WAR, respectively. The results also indicates that the shallower model’s feature representation ability is more limited.

4.4 Comparison with State-of-the Art Methods

We compare our method with other methods on DFEW (5-fold cross validation) and AFEW, with respect to the UAR, the WAR.

Comparison on DFEW: To make a fair comparison, we compare our methods with current state-of-the-art spatio-temporal networks on DFEW, which can be divided into 3D CNNs-based methods and 2D CNN-based methods. The comparison results are shown in Tab. 3. Our method obtains the best results using both metrics. Specifically, Former-DFER is the previous state-of-the-art method with the UAR of 53.69% and the WAR of 66.65%. Our method outperforms Former-DFER by 0.89% and 0.95% in terms of the UAR and the WAR, respectively. Moreover, our method improves EC-STFL by 9.23% and 10.14% in UAR and WAR, which also aims to enhance the intra-class correlation and increase the inter-class distance. As shown in Tab. 3, our method also obtains better results with respect to the category-level accuracy compared with other methods. Specifically, our method achieves the highest accuracies on "happiness", "sadness", "anger" and "fear", and obtains the second best results on "surprise" and "disgust". It is noted that the performances of the expressions "disgust" and "fear" are poor, which are mainly due to insufficient training samples.

Comparison on AFEW: We follow previous methods to conduct transfer learning experiments from DFEW to AFEW. The pre-trained weights on DFEW (fd1) are used to initialize the model.
### Table 3: Comparison with other state-of-the-art methods on DFEW with 5-fold cross validation. The best results are in bold. Underline represents the second best. TI denotes time interpolation and DS denotes dynamic sampling. The evaluation metrics include the unweighted average recall (UAR) and the weighted average recall (WAR).

| Method                  | Sample | Accuracy of Each Emotion (%) | Metrics (%) |
|-------------------------|--------|------------------------------|-------------|
|                         |        | Strategies                  | Happiness   | Sadness   | Neutral  | Anger     | Surprise  | Disgust   | Fear      | UAR       | WAR       |
| C3D [50]                | TI     | 75.17                        | 39.49       | 55.11     | 62.49    | 45.00     | 1.38      | 20.51     | 42.74     | 53.54     |
| P3D [44]                | TI     | 74.85                        | 43.40       | 54.18     | 60.42    | 50.99     | 0.69      | 23.28     | 43.97     | 54.47     |
| R(2+1)D18 [51]         | TI     | 79.67                        | 39.07       | 57.66     | 50.39    | 48.26     | 3.45      | 21.06     | 42.79     | 53.22     |
| 3D ResNet18 [15]       | TI     | 73.13                        | 48.26       | 50.51     | 64.75    | 50.10     | 0.00      | 26.39     | 44.73     | 54.98     |
| 3D-RGB [7]             | TI     | 78.61                        | 44.19       | 56.69     | 55.87    | 45.88     | 2.07      | 20.51     | 43.40     | 54.27     |
| VGG11+LSTM [18, 48]      | TI     | 76.89                        | 37.65       | 58.04     | 60.70    | 43.70     | 0.00      | 19.73     | 42.39     | 53.70     |
| ResNet18+LSTM [16, 18]  | TI     | 78.00                        | 40.65       | 53.77     | 56.83    | 45.00     | 4.14      | 21.62     | 42.86     | 53.08     |
| 3D ResNet18 [15]       | DS     | 83.56                        | 61.56       | 68.27     | 65.29    | 51.26     | 0.00      | 29.34     | 51.32     | 63.85     |
| ResNet18+LSTM [16, 18]  | DS     | 82.87                        | 63.83       | 65.06     | 68.51    | 52.00     | 0.86      | 30.14     | 51.68     | 64.02     |
| Former-DFER [62]       | DS     | 84.05                        | 62.57       | 67.52     | 70.03    | **56.43** | 3.45      | 31.78     | 53.69     | 65.70     |
| STT (Ours)             | DS     | **87.36**                    | **67.90**   | **64.97** | **71.24**| **53.10** | **3.49**  | **34.04** | **54.58** | **66.65** |

### Table 4: Comparison with other state-of-the-art methods on AFEW. The best results are in bold.

| Methods                  | Sample | Metrics (%) |
|-------------------------|--------|-------------|
|                         |        | Strategies  | UAR | WAR |
| EmotiW-2019 Baseline [11]| -      | -           | 38.81 |
| C3D [50]                | DS     | 43.75       | 46.72 |
| 3D-RGB [7]              | DS     | 41.86       | 45.41 |
| R(2+1)D [51]            | DS     | 42.89       | 46.19 |
| 3D ResNet18 [15]        | DS     | 42.14       | 45.67 |
| ResNet18+LSTM [16, 18]  | DS     | 43.96       | 48.82 |
| ResNet18+GRU [9, 16]    | DS     | 45.12       | 49.34 |
| Former-DFER [62]        | DS     | 47.42       | 50.92 |
| STT (Ours)              | DS     | **49.11**   | **54.23** |

weights for AFEW. The comparison results are shown in Tab. 4. Our method also achieves the best results in UAR and WAR compared with other state-of-the-art methods. Specifically, the performances of our method are 1.69% and 3.31% better than these of Former-DFER. In addition, our method improves the UAR and the WAR of 3D ResNet18 by 6.97% and 8.56%, respectively. We provide the detailed recognition results of different facial expressions by the confusion matrix in Fig. 7. Similar with the results on DFEW, the performances of the expressions “disgust” and “fear” are still far from being satisfactory and can be improved in the future work.

### 5 CONCLUSION

In this paper, we propose a simple but effective spatio-temporal Transformer and the compact softmax cross entropy loss for in-the-wild dynamic facial expression recognition (DFER). Specifically, the spatio-temporal Transformer is utilized to handle DFER with the real-world scenario issues (e.g., occlusions, head poses and illuminations) by sequence modeling. We jointly apply the spatial attention and the temporal attention within each block to learn spatio-temporal representations iteratively. The spatial facial cues and the temporal dependencies are captured by a sequence of frame-level feature tokens from a global perspective. To further increase the model discriminant ability, we impose the constraint on the prediction distribution by the compact loss to enhance the intra-class correlation and increase the inter-class distance. The experimental results and the visualization results demonstrate that our method learns discriminative spatio-temporal feature representations and
enhances the classification margin, which result in our favorable performance compared with other state-of-the-art methods.
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