FLOW BY POWERS OF THE GAUSS CURVATURE

BEN ANDREWS, PENGFEI GUAN, AND LEI NI

Abstract. We prove that convex hypersurfaces in \( \mathbb{R}^{n+1} \) contracting under the flow by any power \( \alpha > \frac{1}{n+2} \) of the Gauss curvature converge (after rescaling to fixed volume) to a limit which is a smooth, uniformly convex self-similar contracting solution of the flow. Under additional central symmetry of the initial body we prove that the limit is the round sphere.

1. Introduction

In this paper we study the flow of convex hypersurfaces \( \tilde{\mathcal{X}}(\cdot, \tau) : M \rightarrow \mathbb{R}^{n+1} \) by the \( \alpha \)-power of Gauss curvature:

\[
\frac{\partial}{\partial \tau} \tilde{\mathcal{X}}(x, \tau) = -\tilde{K}^\alpha(x, \tau) \nu(x, \tau).
\]

Here \( \nu(x, \tau) \) is the unit exterior normal at \( \tilde{\mathcal{X}}(x, \tau) \) of \( \tilde{M}_\tau = \tilde{\mathcal{X}}(M, \tau) \), and \( \tilde{K}(x, \tau) \) is the Gauss curvature of \( \tilde{M}_\tau \) at \( \tilde{X}(x, \tau) \) (the tildes distinguish these from the normalized counterparts introduced below).

Equation (1.1) is a parabolic fully nonlinear equation of Monge-Amperé type, hence the study sheds light on the general theory of such equations. The case \( \alpha = 1 \) was proposed by Firey [18] as a model for the wearing of tumbling stones. The equation with general powers also arises in the study of affine geometry and of image analysis [1, 14, 30, 32, 33]. For large \( \alpha \) the equation becomes more degenerate and for small \( \alpha \) it becomes more singular. Studying them together gives an example of nonlinear parabolic equations with varying degeneracy. The interested reader may consult [7] for motivation for the study of this flow. For the short time existence, it was proved in [38] for \( \alpha = 1 \), and for any \( \alpha > 0 \) in [16] that the flow shrinks any smooth, uniformly convex body \( M_0 = \partial \Omega_0 \) to a point \( z_\infty \) in finite time \( T > 0 \). An important differential Harnack estimate (also referred as Li-Yau-Hamilton type estimate) was later proved in [17] (see also [2]). The current paper concerns the asymptotics of the solutions as the time approaches to the singular time \( T \).

The study of the asymptotic behavior is equivalent to the large time behavior of the normalized flow, which is obtained by re-scaling about the final point to keep the enclosed volume fixed, and suitably re-parametrizing the time variable (see section 3 for details):

\[
\frac{\partial}{\partial t} X(x, t) = -\frac{K^\alpha(x, t)}{f_\alpha} K_{\alpha-1} \nu(x, t) + X(x, t).
\]

Here we write \( \int_{\mathbb{S}^n} f(x) d\theta(x) = \frac{1}{\omega_n} \int_{\mathbb{S}^n} f(x) d\theta(x) \) for any continuous function \( f \) on \( \mathbb{S}^n \), where \( \omega_n = |\mathbb{S}^n| \), and we interpret \( K \) as a function on \( \mathbb{S}^n \) via the Gauss map diffeomorphism \( \nu : M_t \rightarrow \mathbb{S}^n \). It can be easily checked that \( M_t = X(M, t) \) encloses a convex body \( \Omega_t \) whose volume \( |\Omega_t| \) changes.
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according to the equation:

\[
\frac{d}{dt} |\Omega_t| = -\frac{1}{\mathbb{R}^n} \int_{M_t} K^\alpha + \int_{M_t} \langle X, \nu \rangle = -\omega_n + (n + 1)|\Omega_t|.
\]

Hence if \(|\Omega_0| = |B(1)| = \frac{\omega_n}{n+1}\), where \(B(1) \subset \mathbb{R}^{n+1}\) is the unit ball, then \(|\Omega_t| = |B(1)|\) for all \(t\).

We briefly summarize previous work on the asymptotic behaviour of these flows: Chow \[16\] analyzed the case \(\alpha = \frac{1}{n}\) and proved that solutions of the normalized flow converge to the unit sphere as \(t \to \infty\), by using pointwise estimates on the second fundamental form as previously carried out by Huisken \[22\] for the mean curvature flow. Convergence to spheres is known in some other special cases: This was proved for \(n = 1\) and \(\alpha > 1\) in \[5\], for \(n = 1\) and \(\frac{1}{4} < \alpha < 1\) in \[6\] and for \(n = 2\), \(\alpha = 1\) in \[6\] by the first author (see also \[15\] Proposition 2.3) for the case \(n = 1\), and for \(n = 2\) and \(\frac{1}{4} < \alpha < 1\) by Chen and the first author \[11\]. The convergence of the flow was also completely analyzed for \(\alpha = \frac{1}{n+2}\) by the first author in \[3\] for any dimension (the case \(n = 1\) was treated by Sapiro and Tannenbaum \[34\]): In this case the flow has a remarkable affine invariance, and the rescaled solutions converge to ellipsoids. It seems a plausible conjecture (generalising a conjecture of Firey \[18\] for the case \(\alpha = 1\)) that solutions of \((1.2)\) should converge to spheres for any \(\alpha > \frac{n+2}{n+1}\), but this is at present still open except for the cases mentioned above and the case \(\alpha \geq 1\) with central symmetry treated in this paper.

The sphere is a stationary solution of \((1.2)\) for any \(\alpha\), corresponding to a ‘soliton’ solution of \((1.1)\) which shrinks without change of shape. Convergence to (possibly non-spherical) solitons was established for \(\alpha \in (\frac{1}{n+2}, \frac{1}{n})\) in \[7\] by the first author, not only for the flow \((1.1)\), but also for a family of anisotropic generalisations. When \(\alpha \in (0, \frac{1}{n+2})\), convergence to solitons was proved under the additional assumption that the isoperimetric ratio remains bounded, and examples were provided of non-spherical solitons for small \(\alpha\). However it was proved in \[5\] for \(n = 1\) and \(0 < \alpha < \frac{1}{3}\) that the isoperimetric ratio of solutions generically becomes unbounded as the curve shrinks to a point, so the solutions of the normalized flow do not converge. This is expected to remain true in higher dimensions for \(\alpha < \frac{1}{n+2}\). The methods of \[7\] do not apply for \(\alpha > \frac{1}{n}\), and indeed for any such \(\alpha\) there are examples of flows with smooth, strictly positive anisotropy where no positive lower bound on the Gauss curvature can hold. This demonstrates that the analysis in these cases is much more subtle than for smaller \(\alpha\). Nevertheless, smooth convergence to solitons was established recently for the case \(\alpha = 1\) (without anisotropy) by the second and the third authors in \[20\].

The present paper generalizes the methods of \[20\] to the more general case \(\alpha > \frac{1}{n+2}\). We prove smooth convergence of solutions of \((1.2)\) to solitons for arbitrary smooth, uniformly convex initial hypersurfaces, for any \(\alpha > \frac{1}{n+2}\). The crucial observation (in Lemma \[20\]) is that an associated ‘entropy point’, generalizing the classical Santaló point, lies strictly in the interior for any convex body of full dimension. From this we arrive at a uniform lower bound on the support function (Theorem \[4.1\]), and this in turn implies a uniform lower bound on the Gauss curvature (Theorem \[5.2\]). A new feature here is that we prove this without appealing to the different Harnack estimate of \[2\] which extends to the anisotropic flow. These estimates make it possible to use the methods of \[17\] to deduce a uniform \(C^2\) estimate (Theorem \[5.3\]), and to conclude that the solution of the normalized flow for any smooth initial convex body \(\Omega_0\) converges smoothly as \(t \to \infty\) to a uniformly convex soliton (Theorem \[6.2\]).
As a corollary of the main result and a soliton classification result (Proposition 7.1) we prove the smooth convergence to a round sphere for \( \alpha \geq 1 \), provided that the initial data is centrally symmetric, by adapting an argument of Firey [18] for the case \( \alpha = 1 \) to prove that centrally symmetric solitons are spheres.

Since the main convergence result is already known for the case \( \alpha \in [\frac{1}{n+2}, \frac{1}{n}] \) we focus mainly on the case \( \alpha \in (\frac{1}{n+2}, \infty) \), but our techniques do provide a uniform treatment for all \( \alpha \in (\frac{1}{n+2}, \infty) \). In the last section we also prove some stability estimates involving the entropy quantities. This generalizes the entropy nonnegativity result established in the next section. We expect applications of such estimates in the study of convex bodies and their flows.

2. The entropy and its basic properties

Our argument is based on the analysis of an ‘entropy’ functional, defined \( \alpha \in (0, \infty) \) by

\[
E_\alpha(\Omega) := \sup_{z_0 \in \Omega} \mathcal{E}_\alpha(\Omega, z_0),
\]

where

\[
\mathcal{E}_\alpha(\Omega, z_0) := \begin{cases} \frac{\alpha}{\alpha-1} \log \left( \frac{\int_{\mathbb{S}^n} u_{z_0}(x)^{1-\frac{\alpha}{\alpha-1}} \, d\theta(x)}{\int_{\mathbb{S}^n} \log u_{z_0}(x) \, d\theta(x)} \right), & \alpha \neq 1; \\
\frac{1}{n+1} \int_{\mathbb{S}^n} \log u_{z_0}(x) \, d\theta(x), & \alpha = 1.
\end{cases}
\]

where \( u_{z_0}(x) := \sup_{x \in \Omega} \langle z - z_0, x \rangle \) is the support function of \( \Omega \) in direction \( x \) with respect to \( z_0 \). When \( \alpha = 1 \) this agrees with the entropy used in [20], first introduced by Firey [18]. When \( \alpha = \frac{1}{n+2} \), the entropy is related to the minimum volume of the polar dual body \( \Omega^* \) of \( \Omega \), which is attained at the Santaló point \( z_0 \) [35 §10.5]. The general case was also used in [23] recently. We briefly recall the definition of the polar dual: Given \( \Omega \) and \( z_0 \in \text{Int}(\Omega) \), the polar dual of \( \Omega \) with respect to \( z_0 \) is defined by

\[
\Omega^*_0 - z_0 = \{ w \mid \langle w, z - z_0 \rangle \leq 1, \forall z \in \Omega \}.
\]

Writing \( w \) in polar coordinates we have that

\[
\Omega^*_0 - z_0 = \{ (r, x) \in (0, \infty) \times \mathbb{S}^n \mid r u_{z_0}(x) \leq 1 \}.
\]

This implies the formula for the volume of the dual body [35 §1.7], [29]:

\[
|\Omega^*_0| = \int_0^{1/u_{z_0}(x)} r^n \, d\theta = \frac{1}{n+1} \int_{\mathbb{S}^n} \frac{1}{u_{z_0}^{n+1}(x)} \, d\theta(x).
\]

The volume of \( \Omega^*_0 \) varies with \( z_0 \), and is minimized at a unique point \( z_0 \) called the Santaló point. We also denote \( \Omega^*_0 \) by \( \Omega^*_\ast \). The Blaschke-Santaló inequality ([12] p.208, [31], [29]) states

\[
|\Omega| : |\Omega^*_\ast| \leq |B(1)|^2.
\]

If \( |\Omega| = |B(1)| \), then this implies \( |\Omega^*_\ast| \leq |B(1)| = \frac{\omega_n}{n+1} \).

**Proposition 2.1.** For any fixed convex body of full dimension and \( z_0 \in \text{Int}(\Omega) \), the entropy \( \mathcal{E}_\alpha(\Omega, z_0) \) is continuous and nondecreasing in \( \alpha \) (strictly unless \( u_{z_0} \) is constant).

**Proof.** For continuity at \( \alpha = 1 \), see for example [19] Problem 7.1. Monotonicity for either \( \alpha > 1 \) or \( 0 < \alpha < 1 \) is a direct consequence of the Hölder inequality (see [19] page 146)). \( \square \)

**Corollary 2.2.** Let \( \Omega \) be a bounded convex body in \( \mathbb{R}^{n+1} \) with \( |\Omega| = |B(1)| \). Then for each \( \alpha > \frac{1}{n+2} \)

we have \( \mathcal{E}_\alpha(\Omega) \geq 0 \), with equality if and only if \( \Omega \) is a ball.
Proposition 2.3. Let terms of a weighted volume of the dual body, analogous to [20, Proposition 2.2]:

\[ \mathcal{E}_{\frac{1}{n+2}}(\Omega, z_0) = -\frac{1}{n+1} \log \left( \int_{\mathbb{S}^n} u_{z_0}^{-\alpha}(x) \omega(x) \right) = -\frac{1}{n+1} \log \left( \frac{n+1}{\omega_n} |\Omega^*_z| \right). \]

It follows that the supremum \( \mathcal{E}_{\frac{1}{n+2}}(\Omega) \) is attained when \( z_0 \) is the Santaló point \( z_s \), and that \( \mathcal{E}_{\frac{1}{n+2}}(\Omega) \geq 0 \) by (2.4). The Corollary follows by the monotonicity in \( \alpha \) of Proposition 2.1. We have \( \mathcal{E}_\alpha(\Omega) \geq \mathcal{E}_\alpha(\Omega, z_s) \geq \mathcal{E}_{\frac{1}{n+2}}(\Omega, z_s) \geq 0. \]

Proof. We observe that

\[ \mathcal{E}_{\frac{1}{n+2}}(\Omega, z_0) = -\frac{1}{n+1} \log \left( \int_{\mathbb{S}^n} u_{z_0}^{-\alpha}(x) \omega(x) \right) = -\frac{1}{n+1} \log \left( \frac{n+1}{\omega_n} |\Omega^*_z| \right). \]

Before proving the key estimates involving the entropy, we provide a geometric interpretation in terms of a weighted volume of the dual body, analogous to [20, Proposition 2.2]:

Proposition 2.3. Let \( \Omega_0^{z_o} = \cap_{z \in \Omega} \{ x \in \mathbb{R}^{n+1} : (z - z_0, x) \leq 1 \} = \Omega_0^{z_o} - z_0 \). Then for \( \alpha < 1 \),

\[ \omega_n \mathcal{E}_{\alpha}(\Omega, z_0) = \int_{\Omega_{z_0}} u_0^{-\frac{n}{\alpha}}(x) d\theta(x) = \frac{1}{\alpha - 1} \int_{\mathbb{R}^n} |w|^{\frac{n}{\alpha} - n - 2} dw \]

and for \( \alpha > 1 \)

\[ \omega_n \mathcal{E}_{\alpha}(\Omega, z_0) = \int_{\Omega_{z_0}} u_0^{-\frac{n}{\alpha}}(x) d\theta(x) = \frac{1}{\alpha - 1} \int_{\mathbb{R}^n} |w|^{\frac{n}{\alpha} - n - 2} dw. \]

That is, \( \int_{\Omega_0} u_0^{-\frac{n}{\alpha}} \) is the weighted volume of \( \Omega_0^{z_o} \) for \( \alpha < 1 \), or the weighted volume of \( \mathbb{R}^{n+1} \setminus \Omega_0^{z_o} \) for \( \alpha > 1 \), with respect to the measure \( |w|^{\frac{n}{\alpha} - n - 2} dw \). In particular, for any \( z_0 \) with \( |\Omega_0^{z_o}| \leq |B(1)| \), we have \( \int_{\Omega_0} u_0^{-\frac{n}{\alpha}}(x) d\theta(x) \leq 1 \) for \( \alpha < 1 \), and \( \int_{\Omega_0} u_0^{-\frac{n}{\alpha}}(x) d\theta(x) \geq 1 \) for \( \alpha > 1 \). Moreover, for \( 0 < \alpha < 1 \), there is a unique point \( z_0 \in \text{Int}(\Omega) \) such that \( \mathcal{E}_\alpha(\Omega) = \mathcal{E}_\alpha(\Omega, z_0) \), which satisfies

\[ \int_{\Omega_0^{z_o}} w |w|^{n+2-\frac{n}{\alpha}} dw = 0. \]

That is, \( z_0 \) is the unique point for which the center of mass of \( \Omega_0^{z_o} \) with respect to the weighted measure \( \frac{d\omega}{|w|^{n+2-\frac{n}{\alpha}}} \) lies at the origin.

Proof. Direct calculation yields

\[ \int_{\Omega_{z_0}} u_0^{-\frac{n}{\alpha}}(x) d\theta(x) = \frac{1}{\alpha - 1} \int_{\Omega_{z_0}} \int_0^{\pi/\alpha} r^{\frac{n}{\alpha} - 1} r^{-n} dr d\theta(x) \]

\[ = \frac{1}{\alpha - 1} \int_{\Omega_{z_0}} \int_0^{\pi/\alpha} r^{\frac{n}{\alpha} - 2} dw \]

\[ = \frac{1}{\alpha - 1} \omega_n \int_{\Omega_{z_0}} |w|^{\frac{n}{\alpha} - n - 2} dw. \]

This proves the identity for \( \alpha < 1 \). For \( \alpha > 1 \) the computation is the same.

If \( |\Omega_0^{z_o}| \leq |B(1)| \), then \( |B(1) \setminus \Omega_0^{z_o}| \geq |\Omega_0^{z_o} \setminus B(1)| \). Hence we have

\[ \frac{1}{\alpha - 1} \int_{\Omega_0^{z_o}} |w|^{\frac{n}{\alpha} - n - 2} dw = \frac{1}{\alpha - 1} \left( \int_{\Omega_0^{z_o} \cap B(1)} + \int_{\Omega_0^{z_o} \setminus B(1)} |w|^{\frac{n}{\alpha} - n - 2} dw \right) \]

\[ \leq \frac{1}{\alpha - 1} \left( \int_{\Omega_0^{z_o} \cap B(1)} + \int_{B(1) \setminus \Omega_0^{z_o}} |w|^{\frac{n}{\alpha} - n - 2} dw \right) \]

\[ = \frac{1}{\alpha - 1}. \]

For the inequality above we used that \( |w|^{\frac{n}{\alpha} - n - 2} \leq 1 \) for \( w \in \Omega_0^{z_o} \setminus B(1) \) while \( |w|^{\frac{n}{\alpha} - n - 2} \geq 1 \) for \( w \in B(1) \setminus \Omega_0^{z_o} \). The last equality is via a simple calculation.
For $\alpha > 1$ the proof can be done by reversing some of the estimates above. The last statement on the center of mass follows by a calculation similar to the proof of the first identity in the proposition.

Remark 2.4. From the proof one can derive the following identities from which Proposition 2.2 is also obvious. For \( \frac{1}{n+2} \leq \alpha < 1 \),

\[
(2.5) \quad e^{-\alpha E(\Omega, z_0)} = 1 - \frac{1}{(\frac{1}{\alpha} - 1)\omega_n} \left( d_{n+2-\frac{1}{\alpha}}(\Omega^0_{z_0}, B(1)) + (|B(1) \setminus \Omega^0_{z_0}| - |\Omega^0_{z_0} \setminus B(1)|) \right),
\]

where \( d_{n+2-\frac{1}{\alpha}}(A, B) \) denotes the measure of the symmetric difference of two sets \( A, B \) with respect to the measure \( |w|^{n-2} - 1 \) \( dw \). For \( \alpha > 1 \),

\[
(2.6) \quad e^{-\alpha E(\Omega, z_0)} = 1 + \frac{1}{(1 - \frac{1}{\alpha})\omega_n} \left( d_{n+2-\frac{1}{\alpha}}(\Omega^0_{z_0}, B(1)) + (|B(1) \setminus \Omega^0_{z_0}| - |\Omega^0_{z_0} \setminus B(1)|) \right).
\]

The next lemma is important in obtaining the crucial estimates for the flow.

Lemma 2.5. If \( \Omega \) is a bounded convex domain with \( \text{Int}(\Omega) \neq \emptyset \), then there exists a unique point \( z_e \in \text{Int}(\Omega) \) such that \( E(\Omega) = E(\Omega, z_e) \). Moreover

\[
(2.7) \quad \int_{\mathbb{R}^n} \frac{x_j}{\frac{1}{\alpha} u_{z_e}(x)} d\theta(x) = 0.
\]

Furthermore, if \( z \neq z_e \) is in \( \text{Int}(\Omega) \) then \( E(\Omega, z) < E(\Omega) \).

Proof. Apply the argument in the proof of Lemma 2.3 in [20].

Remark 2.6. It is crucial to our later argument that the ‘entropy point’ \( z_e \) constructed in Lemma 2.5 is in the interior of \( \Omega \). The proof of this fact is the only place where our argument fails in the more general situation of the anisotropic Gauss curvature flows considered in [7]. Accordingly, our main result of smooth convergence to solitons holds for any anisotropy for which it can be established that the entropy point is in the interior of the domain.

The next result allows us to control the geometry of a convex body \( \Omega \) in terms of the entropy \( E(\Omega) \). Let \( \rho_+(\Omega) \) (\( \rho_-(\Omega) \)) be the outer (inner) radius of a convex body \( \Omega \). By definition, the outer radius is the radius of the smallest ball which contains \( \Omega \) and the inner radius is the radius of the biggest ball which is enclosed by \( \Omega \). There is also a width function \( w(x) \) which is defined as \( u_{z_0}(x) + u_{z_0}(-x) \), where \( u_{z_0} \) is the support function with respect to \( z_0 \). It is clear that these are independent of the choice of \( z_0 \). Let \( w_+ \) and \( w_- \) denote the maximum and minimum of \( w(x) \). Recall from [25, 37] that

\[
(2.8) \quad \frac{1}{2} w_+ \leq \rho_+ \leq w_+ \sqrt{\frac{2(n+1)}{n+2}}, \quad \frac{1}{2} w_- \geq \rho_- \geq \frac{w_-}{2\sqrt{n+1}}.
\]

Proposition 2.7. (i) For each \( \alpha > \frac{1}{n+2} \) there exist positive constants \( B \) and \( C \) depending only on \( \alpha \) and \( n \) such that for every convex body \( \Omega \) with \( |\Omega| = |B(1)| \),

\[
(2.9) \quad \min\{\rho_-(\Omega), w_-(\Omega)\} \geq C^{-1} e^{-\beta E(\Omega)},
\]

and

\[
(2.10) \quad \max\{w_+(\Omega), \rho_+(\Omega)\} \leq C e^\beta E(\Omega).
\]
(ii) For any $\alpha \in (0, \frac{1}{n+1})$ there exists a positive constant $C$ depending only on $\alpha$ and $n$ such that for any convex body $\Omega$ of full dimension,

$$
(2.11) \quad \left| E_\alpha(\Omega) - \frac{1 - \alpha(n+2)}{1 - \alpha} \log (\rho_-(\Omega)) \right| \leq C.
$$

Proof. We use the result of John and Löwner [24] which provides for any convex body $\Omega$ of full dimension the existence of an ellipsoid $E$ and centre $z_0$ such that $E + z_0 \subset \Omega \subset (n+1)E + z_0$. In our case this means that the volume of $E$ is comparable to that of the unit ball. The inclusion also implies that $\frac{1}{n+1} E^* \subset \Omega_0^* \subset E^*$. The principal axis theorem allows us to rotate so that $E = \{z : \sum_{i=1}^{n+1} a_i^2 z_i^2 \leq 1\}$, so that the principal semi-axes of $E$ have lengths $a_i^{-1}$, $i = 1, \ldots, n+1$. Then $E^* = \{w : \sum_{i=1}^{n+1} a_i^{-2} w_i^2 \leq 1\}$ has principal semi-axes of length $a_i$, $i = 1, \ldots, n+1$, which we arrange in non-decreasing order. We estimate the entropy using weighted area expression in Proposition 2.9, observing that $|w| \geq |w_{n+1}|$ and that $E^* \subset Q = \{w : |w| \leq a_i, i = 1, \ldots, n+1\}$. Since $E_\alpha(\Omega)$ is nondecreasing in $\alpha$, the result for larger $\alpha$ follows from that for smaller $\alpha$, so in the following we assume that $\frac{1}{n+2} < \alpha < \frac{1}{n+1}$. This gives

$$
\frac{1 - \alpha}{\alpha} \omega_n e^{-\frac{\alpha}{n} E_\alpha(\Omega)} \leq \frac{1}{\alpha} \omega_n e^{-\frac{\alpha}{n} E_\alpha(\Omega, z_0)}
$$

$$
= \int_{\Omega_0^*} |w|^\frac{\alpha}{n+1} - 2 - n \, dH^{n+1}
$$

$$
\leq \int_{E^*} |w_{n+1}|^\frac{\alpha}{n+1} - 2 - n \, dH^{n+1}
$$

$$
\leq \int_Q |w_{n+1}|^\frac{\alpha}{n+1} - 2 - n \, dH^{n+1}
$$

$$
= \int_{a_{n+1}}^{2n+1} \left( \prod_{i=1}^{n+1} a_i \right) \left| z \right|^\frac{\alpha}{n+1} - 2 - n \, dz
$$

$$
= \frac{2^{n+1}}{\alpha - n - 1} \left( \prod_{i=1}^{n+1} a_i \right) a_{n+1}^{\frac{\alpha}{n+1} - 2 - n}
$$

$$
= \frac{2^{n+1}}{\alpha - n - 1} \left( \prod_{i=1}^{n+1} a_i \right) a_{n+1}^{\frac{\alpha}{n+1} - 2 - n}
$$

Now we observe that $2^{n+1} \prod_{i=1}^{n+1} a_i$ is the volume of $Q$, which is $(n+1)2^{n+1}\omega_n^{-1}$ times the volume of $E^*$. Since $E$ is an ellipsoid we have $|E| \cdot |E^*| = \frac{\omega_n^2}{(n+1)^2}$, and we also have $|\Omega| = \frac{\omega_n}{\alpha^{n+1}} \leq (n+1)^{n+1} |E|$ by the inclusion $\Omega \subset (n+1)E + z_0$. This gives $\prod_{i=1}^{n+1} a_i \leq ((n+1))^{n+1}$, and we conclude that

$$
\frac{1 - \alpha}{\alpha} \omega_n e^{-\frac{\alpha}{n} E_\alpha(\Omega)} \leq \frac{2(n+1)^{n+1}}{\alpha - n - 1} a_{n+1}^{\frac{\alpha}{n+1} - 2 - n}
$$

Finally, we observe that $a_{n+1}^{-1} = \frac{w_-(E)}{2}$, so by the inclusion $E + z_0 \subset K$ we have $a_{n+1}^{-1} \leq \frac{w_-(\Omega)}{2}$, implying the estimate

$$
e^{-\frac{\alpha}{n} E_\alpha(\Omega)} \geq \left( \frac{1 - \alpha(\frac{1}{n+1} - n - 1)\omega_n}{\alpha(n+1)^{n+1}} \right)^{\frac{(n+2-\frac{\alpha}{n})}{2}}$$

and we have proved the estimate (2.9) (since $w_-$ and $\rho_-$ are comparable in view of (2.8)). To obtain the estimate (2.10), we observe that $\Omega$ contains the convex hull of the union of a diameter of $\Omega$ with an insphere of $\Omega$, and hence has volume no less than $\frac{\omega_{n-1}}{n(n+1)} \rho_+ \rho_-.^n$. Since $|\Omega| = \frac{1}{n+1} \omega_n$, it follows that $\rho_- \leq \frac{\omega_{n-1}}{n(n+1)} \rho_+ \rho_-^n$, so that (2.10) follows from (2.9).
The estimate (2.11) follows by a similar argument in the case \(0 < \alpha < \frac{1}{n+2}\). \(\square\)

We remark that the estimate (2.11) will play no further role in our argument (since our results concern only the case \(\alpha > \frac{1}{n+2}\), but has an interesting consequence for the flow (1.2) with \(\alpha < \frac{1}{n+2}\):

By the second inequality in (2.11), any initial convex body \(\Omega_0\) with \(|\Omega_0| = |B(1)|\) with large diameter (equivalently, small inradius) has entropy far below zero (whereas \(B(1)\) has entropy equal to zero). The monotonicity results proved in the next section for the entropy under (1.2) imply that the entropy remains far below zero, and the second inequality in (2.11) then implies that the diameter remains large. In particular the solution of (1.2) from such initial data remains far from spherical. It seems a plausible conjecture that in such situations the diameter will always become unbounded under (1.2) if it is initially sufficiently large.

3. MONOTONICITY FORMULAE AND GEOMETRIC BOUNDS FOR THE SOLUTIONS

It will be useful during our argument to use both the un-normalised flow (1.1) and the normalised flow (1.2), so we provide a more precise account of the relation between the two here: Given a solution \(\tilde{X} : M \times [0,T) \to \mathbb{R}^{n+1}\) of (1.1), we translate so that \(\tilde{X}_\tau\) shrinks to the origin as \(\tau\) approaches \(T\), and make the following definitions:

\[
\text{(3.1)} \quad t := \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\Omega_\tau|} \right),
\]
and (writing \(\tilde{\Omega}_\tau\) for the region enclosed by \(\tilde{M}_t = \tilde{X}(M, \tau)\))

\[
\text{(3.2)} \quad X(x, t) := \left( \frac{|B(1)|}{|\Omega_\tau|} \right)^{\frac{1}{n+1}} \tilde{X}(x, \tau).
\]

A direct computation then shows that \(X\) is a solution of (1.2). Note that the results of Tso [38] and Chow [16] guarantee that \(|\tilde{\Omega}_\tau|\) approaches zero as \(\tau\) approaches \(T\), and consequently \(t\) approaches infinity as \(\tau\) approaches \(T\) and the solution \(X_t\) exists for all positive times. We remark that the entropy of \(X\) is related to that of \(\tilde{X}\) as follows:

\[
\text{(3.3)} \quad \mathcal{E}_\alpha(\Omega_t, e^t z_0) = \mathcal{E}_\alpha(\tilde{\Omega}_\tau, z_0) - \frac{1}{n+1} \log \left( \frac{|\tilde{\Omega}_\tau|}{|B(1)|} \right).
\]

The monotonicity of the entropy \(\mathcal{E}_\alpha(\Omega_t)\) along the flow (1.1)–(1.2) was first proved in [4]. The result below is a refinement of it.

**Theorem 3.1.** Assume that \(\alpha > 0\). Then

(i). Under the un-normalised flow (1.1), if \(z_0 \in \text{Int}(\hat{\Omega}_{\tau_1})\), then \(z_0 \in \text{Int}(\hat{\Omega}_\tau)\) for all \(\tau \in [0, \tau_1]\), and \(\mathcal{E}(\hat{\Omega}_\tau, z_0) - \frac{1}{n+1} \log \left( \frac{|\hat{\Omega}_\tau|}{|B(1)|} \right)\) is non-increasing, strictly unless \(\hat{\Omega}_\tau\) is a soliton shrinking to \(z_0\). Furthermore we have the following for \(0 \leq \tau_0 < \tau_1 < T\):

\[
\mathcal{E}_\alpha(\hat{\Omega}_{\tau_1}, z_0) - \mathcal{E}_\alpha(\hat{\Omega}_{\tau_0}, z_0) - \frac{1}{n+1} \log \left( \frac{|\hat{\Omega}_{\tau_1}|}{|\hat{\Omega}_{\tau_0}|} \right) \leq - \int_{\tau_0}^{\tau_1} \left[ \frac{\int_{\mathbb{S}^n} f_{z_0} \tilde{I}^{1+\frac{1}{\alpha}} d\tilde{\sigma}}{\int_{\mathbb{S}^n} f_{z_0}^\alpha d\tilde{\sigma}} - \frac{\int_{\mathbb{S}^n} \tilde{f}_{z_0} d\tilde{\sigma}}{\int_{\mathbb{S}^n} f_{z_0} d\tilde{\sigma}} \right] d\tau \leq 0,
\]

where \(\tilde{f}_{z_0}(x, \tau) = \tilde{K}_t^\alpha(x, \tau)\), \(d\tilde{\sigma}(x) = \frac{\tilde{a}_{\alpha_0}(x, \tau)}{K_t(x, \tau)} d\theta(x)\).

(ii). Under the normalised flow (1.2), \(\mathcal{E}_\alpha(\hat{\Omega}_\tau)\) is non-increasing, strictly unless \(\Omega_0\) is a soliton. Furthermore, \(\mathcal{E}_\alpha^\infty := \lim_{t \to \infty} \mathcal{E}_\alpha(\Omega_t)\) exists if \(\alpha \geq \frac{1}{n+2}\), and we have the following inequality:

\[
\text{(3.5)} \quad \mathcal{E}_\alpha(\Omega_{t_0}) - \mathcal{E}_\alpha^\infty \leq - \int_{t_0}^{\infty} \left[ \frac{\int_{\mathbb{S}^n} f_{z}^{1+\frac{1}{\alpha}} d\sigma_t \cdot \int_{\mathbb{S}^n} f d\sigma_t}{\int_{\mathbb{S}^n} f^\alpha d\sigma_t} - \frac{\int_{\mathbb{S}^n} f_{z} d\sigma_t}{\int_{\mathbb{S}^n} f d\sigma_t} \right] dt \leq 0.
\]
Here \( f(x, t) = \frac{K^\alpha(x, t)}{u(x, t)} \) \( d\sigma_t(x) = \frac{u(x, t)}{K(x, t)} d\theta(x). \)

**Proof.** In terms of the support function the flow (1.1) can be written as
\[
(3.6) \quad \ddot{u}_\tau(x, \tau) = -\dot{K}^\alpha(x, \tau),
\]
while the normalised flow (1.2) becomes the following:
\[
(3.7) \quad u_t(x, t) = -\frac{K^\alpha(x, t)}{\int_{\mathbb{S}^n} K^{\alpha-1}(y, \tau) d\theta(y)} + u(x, t).
\]

Since the origin is assumed to be the shrinking limit of the un-normalized flow, we have \( \ddot{u}(x, \tau) > 0 \) under (1.1), hence also \( u(x, t) > 0 \) for all \( (x, t) \in \mathbb{S}^n \times (0, +\infty) \) under (1.2). We first prove the monotonicity under the un-normalised flow: Since \( M_t \) is shrinking we have \( \hat{\Omega}_\tau \subset \hat{\Omega}_\tau \) for any \( \tau < \tau_1 \), and if \( z_0 \in \text{Int}(\hat{\Omega}_{\tau_1}) \) then we have \( \ddot{u}_{z_0}(x, \tau) > 0 \) for all \( (x, \tau) \in \mathbb{S}^n \times [0, \tau_1] \). We note that \( \int_{\mathbb{S}^n} 1 d\sigma_t = (n + 1)|\hat{\Omega}_\tau| \), \( \int_{\mathbb{S}^n} \dot{f}_{z_0} d\sigma = \int_{\mathbb{S}^n} \dot{K}^\alpha d\theta \), and \( \int_{\mathbb{S}^n} \dot{f}_{z_0} d\sigma = \int_{\mathbb{S}^n} \dot{u}_{z_0} \alpha \) \( d\theta \), while
\[
\frac{\partial}{\partial \tau} \left[ \mathcal{E}_\alpha(\hat{\Omega}_\tau) - \frac{1}{n+1} \log \left( \frac{|\hat{\Omega}_\tau|}{|B(1)|} \right) \right] = - \left[ \int_{\mathbb{S}^n} \dot{f}^{1+\frac{\alpha}{2}} d\sigma \frac{\mathcal{E}_\alpha(\hat{\Omega}_\tau)}{\int_{\mathbb{S}^n} \dot{f} d\sigma} \right].
\]

The right-hand side is non-positive to the Hölder inequality, with equality if and only if \( \dot{f}_{z_0} \) is constant, in which case \( \dot{K}^\alpha = c\ddot{u}_{z_0} \) and \( \hat{\Omega}_\tau \) is a soliton shrinking to \( z_0 \).

The monotonicity for the normalized flow follows: If \( t_1 > t_0 \) then \( \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) = \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) - \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\hat{\Omega}_{t_1}|} \right) \) for \( i = 1, 2 \), where \( \tau_i \) corresponds to \( t_i \) under (3.1). Let \( \hat{\tau}_1 \in \text{Int}(\hat{\Omega}_{\tau_1}) \) be the entropy point of \( \hat{\Omega}_{\tau_1} \).

Then we have
\[
(3.8) \quad \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) = \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) + \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\hat{\Omega}_{t_1}|} \right)
\]
\[
= \mathcal{E}_\alpha(\hat{\Omega}_{t_1}, \hat{z}_1) + \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\hat{\Omega}_{t_1}|} \right)
\]
\[
= \mathcal{E}_\alpha(\hat{\Omega}_{t_0}, \hat{z}_1) + \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\hat{\Omega}_{t_0}|} \right) - \int_{\tau_0}^{\tau_1} \left[ \frac{\int_{\mathbb{S}^n} \dot{f}^{1+\frac{\alpha}{2}} d\sigma}{\int_{\mathbb{S}^n} \dot{f} d\sigma} \right] d\tau
\]
\[
\leq \mathcal{E}_\alpha(\hat{\Omega}_{t_0}) + \frac{1}{n+1} \log \left( \frac{|B(1)|}{|\hat{\Omega}_{t_0}|} \right) - \int_{\tau_0}^{\tau_1} \left[ \frac{\int_{\mathbb{S}^n} \dot{f}^{1+\frac{\alpha}{2}} d\sigma}{\int_{\mathbb{S}^n} \dot{f} d\sigma} \right] d\tau.
\]
The monotonicity of \( \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) \) follows. Since \( \mathcal{E}_\alpha(\hat{\Omega}_{t_1}) \) is bounded below by zero for \( \alpha \geq 1 \) by Corollary 2.2 it follows that \( \mathcal{E}_\alpha^\infty \) exists and is non-negative. The expression (3.2) follows by taking the limit \( t \to \infty \) and changing variables from \( \tau \) to \( t \) in the integral, noting that in this limit \( \tau \to T \) the entropy point \( \hat{\tau}_1 \in \hat{\Omega}_\tau \) converges to the origin.

**Corollary 3.2.** Let \( M_t = \partial \hat{\Omega}_t \) be a solution to (1.2) with \( |\hat{\Omega}_t| = |B(1)| \) and \( \alpha > \frac{1}{n+2} \). Then there exists \( C = C(\hat{\Omega}_0) \) such that
\[
(3.9) \quad \max(w_+(\hat{\Omega}_t), \rho_+(\hat{\Omega}_t)) \leq C, \quad \min(\rho_-(\hat{\Omega}_t), w_-(\hat{\Omega}_t)) \geq \frac{1}{C},
\]
forall \( t > 0 \).
where

For each compact convex body $\Omega$ of full dimension, we denote by $z$ \( u \) let $E$ be a smooth closed bounded convex domain with $|\Omega| = |B(1)|$. Assume that origin is the shrinking limit of the flow \( [F_t] \) with support function $u$. Then

\[
\int_{S^n} u^{1 - \frac{1}{n}}(x) d\theta(x) \leq 1, \quad \text{if} \quad \frac{1}{n+2} \leq \alpha < 1; \quad \int_{S^n} u^{1 + \frac{1}{n}}(x) d\theta(x) \geq 1 \quad \text{if} \quad \alpha > 1.
\]

**Proof.** This follows from the expression in the third line of \( \text{[L2]} \), after taking the limit $\tau_1 \to T$. \qed

4. \( C^0 \)-Estimates for the Flow by $K^\alpha$

The main result of this section is to establish a uniform lower bound for the support function $u(x, t)$ under \( [K_t] \) for any $\alpha > \frac{1}{n+2}$. Note that since the entropy is non-increasing under the flow, the estimates of Proposition \( \text{[L4]} \) provide a lower bound for the inradius or minimum width, so we can easily obtain a lower bound on the support function $u$ if we are willing to translate the solution.

The subtle point in the following theorem is to obtain a lower bound for the support function about the origin (which is chosen to be the shrinking limit of the solution) without translations.

**Theorem 4.1.** Suppose $u(x, t) > 0$ is the solution of \( \text{[L4]} \) with initial data $u(x, 0) = u_0(x)$, where $u_0(x)$ is the support function of a convex body $\Omega_0$ with $|\Omega_0| = |B(1)|$, and the corresponding solution of \( \text{[L1]} \) converges to the origin. Then there exists $\epsilon = \epsilon(n, E(\Omega_0)) > 0$ and $T_0 = T(\Omega_0)$ such that for $t \geq T_0$ and $x \in S^n$,

\[
(4.1) \quad u(x, t) \geq \epsilon.
\]

The proof is built upon three elementary lemmas. In order to state these, we first define for each $\rho \in (0, 1)$ the following collection of convex bodies:

\[
(4.2) \quad \Gamma_\rho = \left\{ \Omega \subset \mathbb{R}^{n+1} \text{ compact, convex} \mid \{\rho_+(\Omega), \rho_-(\Omega)\} \subset \left[\rho, \frac{1}{\rho}\right] \right\}.
\]

For each compact convex body $\Omega$ of full dimension, we denote by $z_\epsilon(\Omega)$ the ‘entropy point’ of $\Omega$ characterised by Lemma \( \text{[L5]} \).

**Lemma 4.2.** $\mathcal{E}_\alpha(\Omega, z)$ is a concave function of $z$ for any $\Omega$. Furthermore, for each $\alpha > 0$ and $\rho \in (0, 1)$ there exists $D > 0$ such that for every $\Omega \in \Gamma_\rho$ and every $z \in \text{Int}(\Omega)$,

\[
\mathcal{E}_\alpha(\Omega, z) \leq \mathcal{E}_\alpha(\Omega) - \min\{1, D|z - z_\epsilon(\Omega)|^2\}.
\]

**Proof.** At $z_\epsilon$, $\mathcal{E}_\alpha(\Omega, z)$ attains its maximum with respect to $z$. Fix $z \neq z_\epsilon$, and let $z(s) = z_\epsilon + s\tilde{a}$, where $\tilde{a} = \tilde{z} \frac{z - z_\epsilon}{|z - z_\epsilon|}$. Define $F(s) = \mathcal{E}_\alpha(\Omega, z(s))$. By assumption we have $F(0) = \mathcal{E}_\alpha(\Omega)$ and $F'(0) = 0$. Direct calculation shows that

\[
F''(s) = -\frac{\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} x \cdot \tilde{a} \ d\theta(x)}{\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} \ d\theta(x)} + \left(\frac{1}{\alpha} - 1\right) \frac{\left(\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} x \cdot \tilde{a} \ d\theta(x)\right)^2}{\left(\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} \ d\theta(x)\right)}
\]

\[
(4.3) \quad \leq -\frac{1}{\alpha} \left(\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} \ d\theta\right)^2 \left\{ \int_{S^n} u_{z(s)}(x) \ d\theta \cdot \int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} (x \cdot \tilde{a})^2 \ d\theta - \left(\int_{S^n} u_{z(s)}(x) \frac{\alpha - 1}{\alpha} x \cdot \tilde{a} \ d\theta\right)^2 \right\}
\]
The bracket on the right of (1.3) can be estimated as follows:

\[
\int_{\mathbb{S}^n} u_{z(x)}^{\frac{n-1}{2}} \, d\theta \cdot \int_{\mathbb{S}^n} u_{z(s)}^{-\frac{1+n}{2}} (x \cdot \vec{a})^2 \, d\theta - \left(\int_{\mathbb{S}^n} u^{-\frac{1}{2}} x \cdot \vec{a} \, d\theta\right)^2 \geq \frac{1}{2} \int_{\mathbb{S}^n} \int_{\mathbb{S}^n} \frac{u_{z(x)}(y) x \cdot \vec{a} - u_{z(s)}}{u_{z(s)}(x) + u_{z(s)}(y)} \, d\theta(x) d\theta(y) \geq \frac{1}{2} \left(\text{diam}(\Omega)\right)^{-2} \int_{\mathbb{S}^n} \int_{\mathbb{S}^n} u_{z(x)}(y) x \cdot \vec{a} - u_{z(s)}(x) y \cdot \vec{a}^2 \, d\theta(x) d\theta(y) \geq 0.
\]

The integral on the right is now invariant under translations. Evaluating at the center of mass where \(\int_{\mathbb{S}^n} u_z(x) x \cdot \vec{a} \, d\theta(x) = 0\), it equals \(\frac{2}{n+1} \int_{\mathbb{S}^n} u_z(x)^2 \, d\theta(x) \geq \frac{2}{n+1} \left(\int u_z(x) \, d\theta(x)\right)^2 \geq 2c(n) \text{diam}(\Omega)^2\), since \(\int_{\mathbb{S}^n} u_z(x) \, d\theta\) is the mean width of \(\Omega\).

Next we control the denominator on the right-hand side of (1.3): If \(\alpha \geq 1\) then \(\int_{\mathbb{S}^n} u_{z(x)}^{\frac{n-1}{2}} \, d\theta \leq (\text{diam}(\Omega))^{\frac{n+1}{2}}\). Thus in these cases we have \(F''(s) \leq -2D\), where \(D = \frac{c(n)}{(\text{diam}(\Omega))^2}\), and hence \(E_\alpha(\Omega, z) \geq E_\alpha(\Omega) - D|z - z_c|^2\).

In the case \(0 < \alpha < 1\) we write \(\int_{\mathbb{S}^n} u_{z(x)}^{\frac{n-1}{2}} \, d\theta = e^{\frac{-1}{n} F(s)}\), so we have either \(F(s) \leq F(0) - 1\) or \(F''(s) \leq -2D\), where \(2D = c(n) \text{diam}(\Omega)^{-2} e^{\frac{2(1-\alpha)}{\alpha}} e^{\frac{2(1-\alpha)}{\alpha}}\), and the estimate of the Lemma follows. We note that \(E_\alpha(\Omega)\) (and hence also \(D\)) is controlled above and below in terms of \(\rho\), in view of Proposition 2.7. □

**Lemma 4.3.** Fix \(\alpha > 0\). For \(\Omega \in \Gamma_\rho\) let \(z_c(\Omega)\) be the entropy point of \(\Omega\). Then \(E_\alpha(\Omega)\) and \(z_c(\Omega)\) are both continuous functions on \(\Gamma_\rho\) with respect to Hausdorff distance.

**Proof.** Fix \(\Omega_0 \in \Gamma_\rho\), and let \(z_0 \in \text{Int}(\Omega_0)\) be the entropy point of \(\Omega_0\). We will prove continuity of the entropy and entropy point at \(\Omega_0\). Let \(u_z^0\) be the support function of \(\Omega_0\) about \(z\), for each \(z \in \text{Int}(\Omega_0)\), and let \(u_z\) be the support function of a neighbouring convex set \(\Omega\). Since \(z_0\) is in the interior of \(\Omega_0\), there is \(\eta > 0\) such that \(u_{z_0}^0(x) \geq \eta\) for all \(x \in \mathbb{S}^n\). We may assume that \(\eta D \leq 1\). It follows that for \(|z - z_0| < \frac{\eta}{2}\) we have \(u_z^0(x) \geq \frac{\eta}{2}\) for all \(x \in \mathbb{S}^n\). Now assume that \(\sigma = d_H(\Omega, \Omega_0) < \frac{\eta}{4}\). Then \(u_z^0(x) - u_z^0(x) \leq \sigma\), so we have \(|u_z(x) - u_z^0(x)| \leq \sigma \leq \frac{2\eta}{3} u_z^0(x)\) for each \(x \in \mathbb{S}^n\) and each \(z\) with \(|z - z_0| < \frac{\eta}{2}\). Since \(e^{2\alpha}\) is homogeneous of degree one in \(u\), it follows that for such \(z\) we have

\[E_\alpha(\Omega_0, z) + \log\left(1 - \frac{2\sigma}{\eta}\right) \leq E_\alpha(\Omega_0, z) \leq E_\alpha(\Omega_0) + \log\left(1 + \frac{2\sigma}{\eta}\right).
\]

In particular, we have \(E_\alpha(\Omega_0, z_0) \geq E_\alpha(\Omega_0) + \log(1 - \frac{2\sigma}{\eta})\). On the other hand, by Lemma 1.2 provided \(\sigma < \frac{\eta}{4} \tanh\left(\frac{D\eta}{2}\right)\), for any \(z\) with \(|z - z_0|^2 = \frac{1}{D} \log\left(\frac{\eta + 2\eta}{\eta - 2\eta}\right)\) we have \(D|z - z_0|^2 < 1\) and so

\[E_\alpha(\Omega_0, z) \leq E_\alpha(\Omega_0) - D|z - z_0|^2 + \log(1 + \frac{2\sigma}{\eta}) \leq E_\alpha(\Omega_0) + \log(1 - \frac{2\sigma}{\eta}) \leq E_\alpha(\Omega, z_0).
\]

Since \(E_\alpha(\Omega, z)\) is concave in \(z\) by Lemma 1.2 it follows that the maximum of \(E_\alpha(\Omega, z)\) occurs in the ball \(B_{\frac{1}{D} \log\left(\frac{\eta + 2\sigma}{\eta - 2\sigma}\right)}(z_0)\), so we have \(|z_c(\Omega) - z_0| \leq \sqrt{\frac{1}{D} \log\left(\frac{\eta + 2\sigma}{\eta - 2\sigma}\right)} \leq \sqrt{\frac{2\sigma}{\eta D}} \to 0\) (as \(\sigma \to 0\)), and

\[E_\alpha(\Omega_0) + \log(1 - \frac{2\sigma}{\eta}) \leq E_\alpha(\Omega) \leq E_\alpha(\Omega_0) + \log(1 + \frac{2\sigma}{\eta}),
\]

so that \(|E_\alpha(\Omega) - E_\alpha(\Omega_0)| \leq \max\{\log(1 + \frac{2\sigma}{\eta}), \log\left(\frac{1}{1 - \frac{2\sigma}{\eta}}\right)\} \to 0\) as \(\sigma \to 0\). □
Lemma 4.4. For any \( \delta > 0 \) there exists \( \varepsilon_1 > 0 \) such that for every \( \Omega \in \Gamma_\delta \),
\[
(4.4) \quad \text{dist}(z_c(\Omega), \partial \Omega) \geq \varepsilon_1.
\]

Proof. We argue by the contradiction. Suppose that the statement (4.4) is not true. Then there is a sequence \( \{\Omega_k\} \) of domains in \( \Gamma_\rho \) such that
\[
\text{dist}(z_k, \partial \Omega_k) \to 0, \quad k \to \infty.
\]
By Blaschke selection theorem (cf. [35, Theorem 1.8.7]), there exists a subsequence of \( \{\Omega_k\} \) in \( \Gamma_\delta \), which we still denote as \( \Omega_k \), converging to a convex body \( \Omega_0 \in \Gamma_\rho \). By Lemma 4.3, \( z_c(\Omega_0) = \lim_{k \to \infty} z_c(\Omega_k) \in \partial \Omega_0 \). This contradicts Lemma 2.5. \( \square \)

Now we are ready to prove Theorem 4.1.

Proof of Theorem 4.1. Note that under (1.2) for \( \alpha > \frac{1}{n+2} \), we have for all \( t \geq 0 \) that \( |\Omega_t| = |B(1)| \), and (by Proposition 2.7 and Corollary 3.2) there exists \( \rho > 0 \) such that \( \Omega_t \in \Gamma_\rho \) for every \( t \geq 0 \).

By (3.5) we have that
\[
\mathcal{E}_\alpha(\Omega_t) - \mathcal{E}_\alpha^\infty \leq \mathcal{E}_\alpha(\Omega_t, 0) - \mathcal{E}_\alpha^\infty \leq 0.
\]
This implies that \( \lim_{t \to \infty} \mathcal{E}_\alpha(\Omega_t, 0) = \mathcal{E}_\alpha^\infty \) and \( \lim_{t \to \infty} (\mathcal{E}_\alpha(\Omega_t, 0) - \mathcal{E}_\alpha(\Omega_t)) = 0 \). Let \( z_c(\Omega(t)) \) be the entropy point of \( \Omega(t) \). By Lemma 1.2 we have that when \( \mathcal{E}_\alpha(\Omega(t)) > \mathcal{E}_\alpha(\Omega_t) - 1 \),
\[
|z_c(\Omega(t)) - 0|^2 \leq \frac{1}{D} (|\mathcal{E}_\alpha(\Omega(t)) - \mathcal{E}_\alpha(\Omega_t)|
\]
which approaches to zero as \( t \to \infty \). The claimed result then follows from Lemma 4.4. \( \square \)

Corollary 4.5. Let \( u(x, t) \) be as in Theorem 4.1. Then there exists \( \Lambda = \Lambda(\Omega_0, \alpha, n) > 0 \) such that
\[
(4.5) \quad \frac{1}{\Lambda} \leq u(x, t) \leq \Lambda.
\]

Proof. The upper bound is immediate since the diameter of \( \Omega_t \) is bounded by Proposition 2.7. The lower bound for \( t \geq T_0 \) is provided by Theorem 4.1 and for \( t < T_0 \) we use the fact that \( \tilde{u}(x, \tau) = u(x, t)e^{-\tau} \) is non-increasing in \( \tau \), hence in \( t \), so we have
\[
u(x, t) \geq e^{t-T_0}u(x, T_0) \geq \varepsilon e^{-T_0}.
\]

\( \square \)

5. \( C^2 \)-estimates

In this section we derive uniform \( C^2 \)-estimates from the \( C^0 \)-estimate (4.3). The first is an upper estimate on the Gauss curvature, which was first proved by Tso [38] for the case \( \alpha = 1 \) (see also Hamilton [21]) and by the first author in [7] (Theorem 6) for all other \( \alpha > 0 \):

Theorem 5.1. Suppose \( u(x, t) \) is the solution of (3.7) with initial data \( u(x, 0) = u_0(x) \), where \( u_0(x) \) is the support function of \( \Omega_0 \) with \( |\Omega_0| = |B(1)| \) and \( \Omega_0 \in \Gamma_\rho \) for some \( \rho \in (0, 1) \). Then there exists a constant \( C = C(n, \alpha, \rho) > 0 \) such that
\[
(5.1) \quad K(x, t) \leq C \min \left\{ \sup_{M_0} K, 1 + t^{-\frac{n+2}{n+1}} \right\}.
\]

Proof. See [7, Theorem 6]. \( \square \)

Our crucial new contribution is the following lower bound on the Gauss curvature, which crucially uses the lower bound on the support function from Theorem 4.1.
Theorem 5.2. Suppose $u(x, t) > 0$ is a positive solution of (3.7), obtained from the un-normalized flow (1.2), with initial data $u(x, 0) = u_0(x)$, where $u_0(x) > 0$ is the support function of $\Omega_0$ with $|\Omega_0| = |B(1)|$. Then there exists a constant $\epsilon_2 = \epsilon_2(u, \Omega_0) > 0$ such that

$$K^\alpha(x, t) \geq \epsilon_2.$$

Proof. The result can be proved by a similar line of argument as in the proof of Theorem 5.2 of [20]. We provide a different argument here. We observe that the minimum of $\tilde{K}$ over $\tilde{M}_r$ is non-decreasing, so we have positive lower bounds on $K$ for any finite time, given by $K(x, t) \geq (\inf_{\tilde{M}_r} K) e^{-nt}$. Thus it suffices to obtain a uniform lower bound for large $t$.

The key result we will use is the following estimate for the normalized flow (see [10, 36]):

Lemma 5.3. If $\tilde{u}$ evolves according to (3.6), then for any $\tau_2 > \tau_1$ and any $x \in \mathbb{S}^n$ we have

$$\tilde{K}^\alpha(x, \tau_2) \geq \frac{\tilde{u}(x, \tau_1) - \tilde{u}(x, \tau_2)}{(1 + n\alpha)(\tau_2 - \tau_1)}.$$

Proof. See [10] Theorem 14. \qed

To apply this, we first show that for any time $t$ corresponding to an un-rescaled time $\tau_1$, we can choose a suitable $\tau_2 > \tau_1$ so that the numerator is uniformly positive, using the bounds from Corollary 4.5. Since $\lambda \leq u(x, t) \leq \Lambda$ for all $x$ and $t$, we have for (3.6) the following:

$$\lambda e^{-t} \leq \tilde{u}(x, \tau(t)) \leq \Lambda e^{-t}.$$

It follows that if we choose $\tau_1 = \tau(t)$ and $\tau_2 = \tau(t + \log(2\lambda))$ then

$$\tilde{u}(x, \tau_2) \leq \Lambda e^{-t} \frac{\lambda}{2\Lambda} = \frac{\lambda}{2} e^{-t} \leq \tilde{u}(x, \tau_1) - \frac{\lambda}{2} e^{-t}.$$

We also observe that $\tau_2 - \tau_1$ is no greater than the extinction time of $\tilde{\Omega}_{\tau_1}$. By comparing with an enclosing sphere of radius $r_+ = \Lambda e^{-t}$, we find the time to extinction is no greater than $r_+^{1+n\alpha} = 1 + n\alpha \Lambda e^{(1+n\alpha)t}$. This gives the estimate

$$K^\alpha(x, t + \log\left(\frac{2\Lambda}{\lambda}\right)) = \left(\frac{\lambda}{2\Lambda}\right)^{n\alpha} e^{-n\alpha t} \tilde{K}^\alpha(x, \tau_2) \geq \left(\frac{\lambda}{2\Lambda}\right)^{n\alpha} e^{-n\alpha t} \frac{\tilde{u}(x, \tau_1) - \tilde{u}(x, \tau_2)}{(1 + n\alpha)(\tau_2 - \tau_1)} \geq \left(\frac{\lambda}{2\Lambda}\right)^{n\alpha} e^{-n\alpha t} \frac{\lambda}{2 \Lambda} e^{-t} \frac{\lambda}{2\Lambda} e^{(1+n\alpha)t}.$$

Since $t \geq 0$ is arbitrary, this provides a uniform lower bound on $K^\alpha$ for all sufficiently large times, and the Theorem is proved. \qed

There exists however another proof of Theorem 5.2 which uses neither Lemma 5.3 nor the differential Harnack estimate. Instead when $\alpha \neq 1$ it needs a simple lemma comparing the entropies. The proof is more self-contained. The following quantity was introduced in [17] (for the normalized flow (3.7)) generalizing the entropy introduced in [17]:

$$Z_\alpha(t) := \left(\int_{\mathbb{S}^n} K^{\alpha-1}(x, t) d\theta(x)\right)^{\frac{1}{n-1}}.$$
Lemma 5.4. Let $\Omega$ be a convex body with $V(\Omega) = V(B(1))$. For any $\alpha > 0$ we have that
\[
Z_\alpha(\Omega) \geq e^{E_\alpha(\Omega)}.
\]
The equality holds if and only if $\lambda u = K^\alpha$ for $\lambda = \int_{S^n} K^{\alpha - 1} d\theta$.

Proof. Without the loss of the generality we may assume that $E_\alpha(\Omega)$ is attained at $z_0 = 0$. We simply denote the support function $u_{z_0}(x)$ with respect to $z_0$ as $u(x)$. The condition $V(\Omega) = V(B(1))$ yields that $\int_{S^n} \frac{u}{K} d\theta = 1$. Hence viewing $d\sigma = \frac{u}{K} d\theta$ as a probability measure, for $\alpha \in (0, 1)$,
\[
\int_{S^n} K^{\alpha - 1} d\theta = \int_{S^n} \frac{K^\alpha u}{K} d\theta = \int_{S^n} \frac{K^\alpha}{u} d\sigma \\
\leq \left( \int_{S^n} \frac{K}{u} d\sigma \right)^\alpha = \left( \int_{S^n} \frac{K}{u} \frac{u}{K} d\theta \right)^\alpha.
\]
The claimed result follows from the above easily. Equality holds if and only if $\frac{K^\alpha}{u} = \lambda$, a constant, which can be determined by $\int_{S^n} \frac{u}{K} d\theta = 1$. For $\alpha > 1$,
\[
\int_{S^n} K^{\alpha - 1} d\theta = \int_{S^n} \frac{K^\alpha u}{K} d\theta \geq \left( \int_{S^n} \frac{K}{u} \frac{u}{K} d\theta \right)^\alpha.
\]
The result follows by taking $\frac{1}{\alpha - 1}$ power on the both side. For $\alpha = 1$, it can be obtained by taking the limit. \qed

Now by Corollary 5.3 we can conclude that $Z_\alpha(\Omega) \geq 1$ if the volume is normalized. This is all we need on $Z_\alpha(\Omega)$ (in particular the monotonicity of $Z_\alpha(t)$ is not needed).

Alternate proof of Theorem 5.2. Consider the solution $u(x, t)$ of the normalized flow (8.3). By Corollary 4.5 and Theorem 5.1 we may assume that $\frac{1}{\Lambda} \leq u \leq \Lambda$ and $K \leq \Lambda$ for some $\Lambda > 0$. Set $\eta(\alpha) = (Z_\alpha(t))^{\alpha - 1}$, $A = (u_{ij} + \tilde{u}g_{ij})$, and $\mathcal{L} = \alpha \sigma_n^2(A) \nabla, \nabla$ with $\sigma_n(A)$ being the $n$-th elementary symmetric function of $A$ with $\sigma_n(A) = K^{-1}$. Here recall the notations from (20) with $A$ being the inverse of the second fundamental form and $\nabla$ being the covariant derivative of $S^n$ and $\tilde{g}$ being the round metric. Since $u$ satisfies (8.3),
\[
K^\alpha = \eta(u - u_t).
\]
Using this equation, direct computations yield
\[
(\frac{\partial}{\partial t} - \mathcal{L}) K^\alpha = -n\alpha K^\alpha + \frac{\alpha \sigma_{n - 1}(A) K^{2\alpha}}{\eta \sigma_n(A)}, \tag{5.3}
\]
\[
(\frac{\partial}{\partial t} - \mathcal{L}) u = -\frac{1 + n\alpha}{\eta} K^\alpha + u + \frac{\alpha n \sigma_{n - 1}(A) K^\alpha}{\eta \sigma_n(A)}. \tag{5.4}
\]
At the mean time observe the formula that for any $l \geq 0$
\[
(\frac{\partial}{\partial t} - \mathcal{L}) \log(fg^l) = \frac{1}{f} \left( \frac{\partial}{\partial t} - \mathcal{L} \right) f + \frac{l}{g} \left( \frac{\partial}{\partial t} - \mathcal{L} \right) g + \alpha \frac{\dot{\sigma}_n^2(A)}{\sigma_{n + 1}^2(A)} \nabla_i f \nabla_j f \\
+ l \alpha \frac{\dot{\sigma}_n^2(A)}{\sigma_{n + 1}^2(A)} \nabla_i g \nabla_j g \\
\geq \frac{1}{f} \left( \frac{\partial}{\partial t} - \mathcal{L} \right) f + \frac{l}{g} \left( \frac{\partial}{\partial t} - \mathcal{L} \right) g.
\]
Combining with (5.3) and (5.4) we have the estimate
\[
(\frac{\partial}{\partial t} - \mathcal{L}) \log(K^\alpha u^l) \geq (l - n\alpha) - \frac{l(1 + n\alpha) K^\alpha}{\eta(t) u} \tag{5.5}
\]
Note that for $\alpha \geq 1$, $\eta(t) \geq 1$ and for $\alpha < 1$, $\eta(t) \geq \Lambda^{\alpha - 1}$. Now let $m(t) = \min_{y \in S^n} K^{\alpha}(\cdot, t) u^l(\cdot, t)$ for $l = n\alpha + 1$. Clearly by Corollary 4.5 for estimating $K^{\alpha}$ from the below it suffices to obtain a lower estimate on $m(t)$. Set $\lambda = \frac{100}{(n\alpha + 1)^2 \Lambda^{\alpha + 1 - \alpha}}$. By enlarging $\Lambda$ we may assume that $m(0) \leq \frac{\lambda}{2}$. We prove below by contradiction that $m(t) \geq \lambda$ for all $t \geq 0$. Assume the contrary, and let $t_0$ be the first time when $m(t_0)$ touches $\lambda$. If $x(t_0)$ is where the minimum $m(t_0)$ is attained for $K^{\alpha}(\cdot, t) u^{1+n\alpha}(\cdot, t)$ then (5.5) implies at $t = t_0$ with $l = n\alpha + 1$

$$0 \geq \frac{d}{dt} \log m(t) \geq 1 - (1 + n\alpha)^2 \frac{K^{\alpha}(x(t), t)}{\Lambda^{\alpha - 1} u(x(t), t)}
$$

$$= 1 - \frac{(1 + n\alpha)^2 K^{\alpha}(x(t), t) u^l(x(t), t)}{u^{l+1}(x(t), t)}
$$

$$\geq 1 - (1 + n\alpha)^2 \Lambda^{\alpha + 2 - \alpha} m(t).$$

Here we have used that $u \geq \frac{1}{\Lambda}$. The above implies that $m(t_0) \leq \frac{\lambda}{100}$. But this is a contradiction since $m(t_0) = \lambda$.

Once we have the two sided estimates of $K^{\alpha}$, the proof of Theorem 10 in [7] gives the following estimate on the second fundamental forms of $M_t$.

**Theorem 5.5.** Suppose $u(x, t) > 0$ is the solution of (5.2) with initial data $u(x, 0) = u_0(x)$, where $u_0(x) > 0$ is the support function of $\Omega_0$ with $|\Omega_0| = |B(1)|$. There exists a constant $C > 0$, depending on $n, \Omega_0$ such that

$$\text{trace}(\nabla_i \nabla_j u + u \delta_{ij}) \leq C.$$  

Moreover the symmetric tensor $A$ has the lower estimate:

$$\nabla_i \nabla_j u + u \delta_{ij} \geq \frac{1}{C} g_{ij}.$$  

Combining Proposition 2.7, Corollary 3.2, Theorem 3.1, Theorem 4.1, Theorem 5.1 and Theorem 6.5, we conclude that there exists a positive constant $C$ depending only on the initial data such that for the unique positive solution to (3.6)

$$\|u(\cdot, t)\|_{C^2(S^n)} \leq C.$$  

**6. Convergence to solitons**

Since (3.6) is a concave parabolic equation, by Krylov’s theorem [26] and the standard theory on the parabolic equations, estimates (5.8) and (5.7) imply the bounds on all derivatives (space and time) of $u(x, t)$. More precisely, for any $k \geq 3$, there exists $C_k \geq 0$, depending only on the initial value such that for $t \geq 1$

$$\|u(\cdot, t)\|_{C^k(S^n)} \leq C_k.$$  

Now for any $T > 0$ and sequence $\{t_j\} \rightarrow \infty$, consider $u_j(x, t) = u(x, t - t_j)$. We have the following result on the sequential convergence.

**Proposition 6.1.** After passing to a subsequence, on $S^n \times [-T, T]$, $\{u_j\}$ converges in the $C^\infty$ topology to a smooth function $u_\infty(x)$ which is a self-similar solution to (3.7). Namely it satisfies the equation

$$\lambda u_\infty(x) = K_\infty^{\alpha}(x)$$

where $\lambda = \frac{1}{\Omega_\infty} K_\infty^{\alpha - 1}(x) d\theta(x).$
Proof. For each $k \in \mathbb{N}$, let $u_j(x, t) := u(x, t + j)$. Then $u_j$ is a solution of (6.7) for each $j$, and we have bounds in $C^k$ for every $k$, independent of $j$. It follows that $u_j : \mathbb{R}^n \times [0, 1] \to \mathbb{R}$ converges (for a subsequence of $j$) in $C^\infty$ to a limit $u^\infty$ which is again a solution of (6.7). Furthermore, if we denote by $\Omega_j^t = \Omega_{t+j}$ the corresponding convex body, then we have $E_\alpha(\Omega_j^t) = E_\alpha(\Omega_{t+j}) \to E^\infty_\alpha$ for every $t$, so we have that $E_\alpha(\Omega^\infty)$ is constant. It follows from Theorem 3.1 that $u^\infty$ is a soliton: The function $f = \frac{K^\alpha}{u}$ is constant, so that

$$K^\alpha_\infty(x, t) = c(t)u_\infty(x, t)$$

for some constant $c(t)$. Since $\frac{\partial}{\partial t} \frac{K^\alpha}{u} = 1$, we deduce that $c(t) = \frac{\partial}{\partial t} \frac{K^\alpha}{u}$. But now (3.7) gives that $\frac{\partial}{\partial t} = 0$, so that $u$ is a stationary solution.

Theorem 2 of [4], together with the previous proposition, implies the following result.

Theorem 6.2. The flow (1.2) converges in $C^\infty$-topology to a smooth soliton $u_\infty$ ($M^\infty$) which has $K > 0$ and satisfies the soliton equation:

$$(6.2) \quad \lambda u \cdot (\det(u \text{id} + \nabla^2 u))^{1-\alpha} = 1.$$ 

Here $\lambda = \int_{\mathbb{R}^n} (\det(u \text{id} + \nabla^2 u))^{1-\alpha} d\theta(x)$.

7. Convergence to spheres in the centrally symmetric case

It remains an interesting question whether or not the round sphere (ball) is the unique compact soliton for $\alpha > \frac{1}{n+2}$. For $\alpha = \frac{1}{n+2}$, it was proved by Calabi [13] that the solitons are ellipsoids. Hence Theorem 6.2 recovers the main result of [3]. Since when $\alpha = \frac{1}{n}$, the soliton must be round sphere by [28] Theorem 5.2 recovers the main theorem of [10]. For the case $\alpha \geq 1$ we have the following result for the centrally symmetric case, which generalizes the result of Firey [18].

Proposition 7.1. Assume $u$ is a soliton with associated body $\Omega$ (namely $\lambda u = K^\alpha$ with $\lambda = \int_{\mathbb{R}^n} K^{\alpha-1}$). Then the following holds.

(i). The origin is the entropy point of $\Omega$ and $|\Omega| = |B(1)|$.

(ii). When $\alpha \geq 1$, the volume of $\Omega^\alpha_0$ satisfies

$$\int_{\mathbb{R}^n} (\det(u \text{id} + \nabla^2 u))^{1-\alpha} d\theta(x).$$

This implies that if the origin is the Santaló point of $\Omega$, then $\Omega$ is a ball.

(iii). More generally, if $\alpha \geq 1$, for any $\alpha' \in \left[\frac{1}{n+2}, \frac{\alpha}{\alpha+1}\right]$ \n
$$E_{\alpha'}(\Omega, 0) \leq 0.$$ 

This implies that if the origin is also the entropy point of $E_{\alpha'}(\Omega)$ for some $\alpha' \in \left[\frac{1}{n+2}, \frac{\alpha}{\alpha+1}\right]$, then $\Omega$ must be a ball.

In particular, if $\Omega$ is centrally symmetric then $\Omega = B(1)$, and the flow (1.2) converges in $C^\infty$-topology to a ball if the initial body is centrally symmetric.

Proof. The equation clearly gives $\int_{\mathbb{R}^n} u^\alpha = 1$. On the other hand $\int_{\mathbb{R}^n} u^\alpha = (n+1)|\Omega|$. This proves that $|\Omega| = |B(1)|$. By the soliton equation it is easy to check that

$$\int_{\mathbb{R}^n} \frac{\partial}{\partial t} \left(\frac{x}{u^\alpha(x)} \right) d\theta(x) = 0.$$ 

Hence $\theta$ is the entropy point with respect to $E_\alpha(\Omega)$. 

For $\alpha > 1$, we have (in the notation of Theorem 3.1)
\[
\lambda = \int K^{\alpha - 1} d\theta = \int f d\sigma \geq \left( \int f^{1 \over \alpha} d\sigma \right)^{\alpha} = e^{(\alpha - 1)E_\alpha(\Omega)} \geq 1,
\]
where we used \( \int d\sigma = |\Omega| |B(1)| = 1 \), and then we argue as follows:
\[
|\Omega |^{\alpha - 1} |B(1)| = \int_{S^{n - 1}} u_{\alpha + 1} d\theta = \lambda^{n + 1} \int_{S^n} \frac{1}{K^{(\alpha + 1)}} d\theta \\
\geq \int_{S^n} \frac{1}{K^{\alpha(\alpha + 1)}} d\theta \\
\geq \left( \int_{S^n} \frac{1}{K} d\theta \right)^{\alpha(\alpha + 1)} \\
\geq 1.
\]
At the last line above we use the isoperimetric inequality \( \int_{S^n} \frac{1}{K} d\theta(x) \geq 1 \). By the Blaschke-Santaló inequality, if 0 is the Santaló point we have that \( |\Omega^*| \leq |B(1)| \). Hence equality holds in the above inequalities, from which it is easy to see \( u = 1 \). The proof of part (iii) is similar. \( \square \)

8. Applications and stability for the entropy

Using the proposition we derive some estimates on the entropy for general convex domains which can be viewed as stability results for Corollary 2.2. These results are inspired by [23]. To formulate the result we recall the concept of the curvature image \( \Lambda_\alpha \Omega \) [27], which can be defined via the solution to certain Monge-Amperé equation (precisely the Minkowski problem) and the compatibility conditions (2.7), which hold if the origin is the entropy point. The convex body \( \Lambda_\alpha \Omega \) is characterised by having the so-called surface area measure function \( f_{\Lambda_\alpha \Omega}(x) \) (for the smooth case it is the reciprocal of the Gauss curvature) given by
\[
(8.1) \quad f_{\Lambda_\alpha \Omega}(x) = \frac{|\Omega|}{|B(1)|} e^{-\frac{n - 1}{\alpha}E_\alpha(\Omega)} u_\alpha^{\frac{1}{\alpha}}(x).
\]
The (normalised) mixed volume \( V_1(\Lambda_\alpha \Omega, \Omega) = \frac{1}{n + 1} \int_{S^n} u_{\alpha + 1}(x)f_{\Lambda_\alpha \Omega}(x) d\theta(x) \) is then given by
\[
V_1(\Lambda_\alpha \Omega, \Omega) = |\Omega|.
\]
which then implies (by the Alexandrov-Fenchel inequality) that
\[
(8.2) \quad \frac{|\Omega|}{|\Lambda_\alpha \Omega|} \geq 1 \quad \text{and} \quad \frac{V_1(\Omega, \Lambda_\alpha \Omega)}{|\Lambda_\alpha \Omega|} \geq 1.
\]

We first derive the estimates as a corollary of Proposition 7.1.

Corollary 8.1. Let \( \Omega \) be a smooth strictly convex body. Suppose that either \( \alpha = \frac{1}{n} \), or \( \alpha \geq 1 \) and \( \Omega \) is centrally symmetric. Then
\[
(8.3) \quad E_\alpha(\Omega) \geq \frac{1}{n + 1} \log \left( \frac{|\Omega|}{|B(1)|} \right) + \frac{n}{n + 1} \log \left( \frac{|\Omega|}{|\Lambda_\alpha \Omega|} \right).
\]
The equality holds if and only if \( \Omega \) is a round ball.

Proof. The proof is essentially from [23]. The key is the observation that the entropy point of \( E_\alpha(\Omega) \) is invariant under the flow
\[
(8.4) \quad \frac{\partial}{\partial t} X(x, t) = \frac{(X(x, t), \nu(x, t))^1 + \frac{1}{\alpha}}{K(x, t)} \nu(x, t)
\]
which in terms of the support function can be written as

\[(8.5) \quad \frac{\partial}{\partial t} u(x, t) = \frac{u^{1+\frac{1}{\alpha}}(x, t)}{K(x, t)}.
\]

Hence we shall assume that the origin is the entropy point of the initial convex domain \(\Omega\). Let \(\Omega_t\) be the evolving convex domain. Here \(u(x, t)\) and \(K(x, t)\) denote the support function and the Gauss curvature of \(\partial \Omega_t\) (with respect to the origin). We denote by \(u_{\Lambda_\alpha \Omega_t}\) and \(K_{\Lambda_\alpha \Omega_t}\) the support function and the Gauss curvature of \(\partial (\Lambda_\alpha \Omega_t)\). The evolution equation of the following three quantities \(J_i\) \((1 \leq i \leq 3)\) along the flow \(8.5\) holds the key to the proof. A straightforward computation yields

\[(8.6) \quad \frac{d}{dt} J_1(t) = (n + 1) \int_{S^n} f^{-\frac{1}{\alpha}} d\sigma \frac{\partial}{\partial t} u(x, t), \quad \text{with} \quad J_1(t) = \log \left( \frac{|\Omega_t|}{|B(1)|} \right),
\]

where as before we write \(f = \frac{K}{u}\) and \(d\sigma = \frac{1}{K} d\theta\). We also have

\[(8.7) \quad \frac{d}{dt} J_2(t) = \frac{\int_{S^n} |\sigma| d\sigma}{\int_{S^n} f^{-\frac{1}{\alpha}} d\sigma}, \quad \text{with} \quad J_2(t) = E_\alpha(\Omega_t).
\]

Combining the above we have that the scaling invariant quantity \(Q(t) = E_\alpha(\Omega_t) - \frac{1}{n+1} \log \left( \frac{|\Omega_t|}{|B(1)|} \right)\), which by Corollary 2.2 is always bounded below by 0, satisfies the equation:

\[(8.8) \quad \frac{d}{dt} Q(t) = J_2 - \frac{1}{n+1} J_1' \leq 0.
\]

This together with Proposition 7.1 controls the support function from above and below under the evolution, and the curvature can be estimated above and below following the methods of 23 (or by the method of Section 5). It follows that the solution exists for finite time and expands to infinity under \(8.4\), and that after rescaling to fixed volume the solutions converge smoothly (for a subsequence of times) to a soliton.

To obtain the result of the theorem we derive the evolution equation of \(\log |\Lambda_\alpha \Omega_t|\). The following computation has been carried in 23. Note that \(K_{\Lambda_\alpha \Omega_t}^{-1}(x, t) = f_{\Lambda_\alpha \Omega_t}(x)\) is given by \(8.1\), and

\[|\Lambda_\alpha \Omega_t| = \frac{1}{n+1} \int_{S^n} u_{\Lambda_\alpha \Omega_t}(x, t) d\theta(x), \quad \frac{d}{dt} |\Lambda_\alpha \Omega_t| = \frac{1}{n} \int_{S^n} u_{\Lambda_\alpha \Omega_t}(x, t) \frac{\partial}{\partial t} K_{\Lambda_\alpha \Omega_t}^{-1}(x, t).
\]

Hence we have

\[(8.9) \quad \frac{d}{dt} \log |\Lambda_\alpha \Omega_t| = (n + 1) \frac{1}{n+1} J_1' - \left( n + 1 \right) \frac{1}{n} \frac{1}{\alpha} J_2' - \frac{n+1}{n} V_1(\Omega_t, \Lambda_\alpha \Omega_t) J_1' J_2'.
\]

Next we consider the scaling invariant quantity \(J_3(t) = \frac{n}{n+1} \log \left( \frac{|\Omega_t|}{|\Lambda_\alpha \Omega_t|} \right)\) and its evolution equation:

\[(8.10) \quad \frac{d}{dt} J_3 = -\frac{1}{n+1} J_1' \left( 1 - \frac{1}{\alpha} \right) J_2' + \frac{1}{\alpha} \frac{V_1(\Omega_t, \Lambda_\alpha \Omega_t)}{|\Lambda_\alpha \Omega_t|} J_1' J_2' \geq -\frac{1}{n+1} J_1' + J_2' = \frac{d}{dt} Q.
\]

Thus \(Q - J_3\) is non-increasing, and the claimed estimate follows from the above and the classification of solitons provided by Firey [18] for the case \(\alpha = 1\), by Chow [16] for the case \(\alpha = \frac{1}{n}\) and Proposition 7.1 for the case \(\alpha \geq 1\): These imply that the limiting soliton is a ball, in which case \(Q = J_3 = 0\), so necessarily \(Q \geq J_3\) initially. \(\square\)
The central symmetry assumption and the condition \( \alpha \geq 1 \) appear in the above proof only in the classification of solitons, and so the inequality holds whenever it can be established that solitons are spheres. In particular, our generalised conjecture would imply the inequality for all \( \alpha > \frac{1}{n+2} \) without any central symmetry assumption. Indeed, in the next section we provide a different argument which establishes this inequality without using the flow.

9. Entropy stability via isoperimetric inequalities

Now we present a result which contains Corollary 8.1 as a special case without assuming the central symmetry. To present this more general result we extend the definition of the entropy to \( \alpha < 0 \) by adopting the definition (2.2) without change, and modifying the definition (2.1) by taking an infimum rather than a supremum for \( \alpha < 0 \). As before there is a unique entropy point in the interior of the domain in the case \( \alpha < 0 \) (the proof of Lemma 2.5 applies without change). The result of Corollary 2.2 (which used the Blaschke-Santaló inequality) gives that \( E_{\alpha}(\Omega) \geq 0 \) whenever \( |\Omega| = |B(1)| \), and this result can easily be extended to \( \alpha < 0 \) using an isoperimetric inequality: We have by the Hölder inequality for \( \alpha < 0 \) that

\[
e^{E_{\alpha}(\Omega,z)} = \left( \int_{\mathbb{S}^n} u^{1-\frac{\alpha}{n+2}} \, d\theta \right)^{\frac{n+2}{n-\alpha}} \geq \int_{\mathbb{S}^n} u \, d\theta = \frac{1}{|B(1)|} V_1(B,\Omega) \geq \left( \frac{|\Omega|}{|B(1)|} \right)^{\frac{n+2}{n}} = 1,
\]

where the last inequality is the Minkowski inequality relating mean width and volume (see [35, Theorem 7.2.1]), for which equality holds if and only if \( \Omega \) is a ball.

We recall the affine isoperimetric inequality: For any convex body \( \Omega' \), if \( f_{\Omega'} \) is its surface area measure, one may define the affine surface area by

\[
A(\Omega') = \int_{\mathbb{S}^n} f_{\Omega'}^{\frac{n+1}{n}}(x) \, d\theta(x).
\]

The affine isoperimetric inequality relates this to the volume (see [27, 35]):

**Theorem 9.1.** For any convex body \( \Omega \),

\[
A(\Omega)^{n+2} \leq (n+1)^{n+2} |B(1)|^2 |\Omega|^n.
\]

We now proceed to the main result:

**Theorem 9.2.** For any convex body \( \Omega \), for \( \alpha \geq \frac{1}{n+2} \),

\[
E_{\alpha}(\Omega) \geq \frac{1}{n+1} \log \left( \frac{|\Omega|}{|B(1)|} \right) + \frac{n}{n+1} \log \left( \frac{|\Omega|}{|\Lambda_\alpha \Omega|} \right).
\]

For \( \alpha < 0 \),

\[
E_{\alpha}(\Omega) \leq \frac{1}{n+1} \log \left( \frac{|\Omega|}{|B(1)|} \right) + \frac{n}{n+1} \log \left( \frac{|\Omega|}{|\Lambda_\alpha \Omega|} \right).
\]

The equality holds if and only if \( \Omega \) is a round ball, unless \( \alpha = \frac{1}{n+2} \), in which case equality also holds for ellipsoids.

**Proof.** Without the loss of generality we may always assume that the origin is the entropy point. Recall that the surface area measure of \( \Lambda_\alpha \Omega \) is given by equation (8.1). For the case \( \alpha \geq \frac{1}{n+2} \), we proceed as follows:

\[
A(\Lambda_\alpha \Omega)^{n+2} = \omega_n^{n+2} \left( \frac{|\Omega|}{|B(1)|} \right)^{n+1} e^{-\frac{n+1}{n} E_{\alpha}(\Omega)} \left( \int_{\mathbb{S}^n} \left( \frac{1}{u(x)} \right)^{\frac{n+1}{n}} \, d\theta(x) \right)^{n+2}.
\]
Since $\alpha \geq \frac{1}{n^2}$ we have $\frac{1}{n+1} \geq \frac{1}{\alpha}$, and the Hölder inequality gives

$$\left( \int_{S^n} \left( \frac{1}{u(x)} \right)^{\frac{n+1}{n}} d\theta(x) \right)^{n+2} \geq \left( \int_{S^n} \left( \frac{1}{u(x)} \right)^{\frac{n}{n+1}} d\theta(x) \right)^{\frac{n+1}{n}} = e^{-\frac{n+1}{n} \mathcal{E}_n(\Omega)}.$$  

Note that the case $\alpha = 1$ follows as a limit. Hence we have that

$$(9.4) \quad A(\Lambda_\alpha \Omega)^{n+2} \geq \omega_n^{n+2} \left( \frac{|\Omega|}{|B(1)|} \right)^{n+1} e^{-(n+1)\mathcal{E}_n(\Omega)}.$$  

The claimed result follows by combining the above with the affine isoperimetric inequality (9.1) for the body $\Lambda_\alpha \Omega$.

For the case $\alpha < 0$ we apply instead the isoperimetric inequality, namely

$$A^{n+1}(\Lambda_\alpha \Omega) \geq \left( \frac{|\Lambda_\alpha \Omega|}{|B(1)|} \right)^n \omega_n^{n+1},$$  

where $A(\Omega')$ is the surface area of $\partial \Omega'$ for any convex body $\Omega'$.

On the other hand, the Hölder inequality implies that

$$(9.6) \quad A^{n+1}(\Lambda_\alpha \Omega) = \left( \frac{|\Omega|}{|B(1)|} \right)^{n+1} e^{-\frac{n+1}{n} \mathcal{E}_n(\Omega)} \left( \int_{S^n} u^{-\frac{1}{n}}(x) d\theta(x) \right)^{n+1} \leq \left( \frac{|\Omega|}{|B(1)|} \right)^{n+1} e^{-(n+1)\mathcal{E}_n(\Omega)} \omega_n^{n+1}.$$  

Putting (9.5) and (9.6) together we have (9.3).

Special cases of Theorem 9.2 were proved for $n = 1$ in [23] using the flow method.
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