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Abstract. In neural machine translation (NMT), cyclic neural networks, especially long-term and short-term memory networks and gated recurrent neural networks, have been regarded as the latest methods for sequence modeling and transduction problems for a long time, such as language modeling and machine translation. When the cyclic neural network is running, the sequence information is processed one by one, strictly following the order from left to right or from right to left, processing one word at a time, and parallel operation cannot be realized, resulting in slow running speed. With the rapid development of neural machine translation (NMT) network architecture, cyclic neural network has been effectively replaced by convolution network and self-attention. Convolution neural network has replaced the divine circulation neural network due to its parallel computation of convolution. The Transformer model replaces the long-term and short-term memory network with a complete self-attention structure, and abandons the traditional encoder and decoder model which must combine the inherent mode of convolutional neural network or circular neural network and only uses the self-attention mechanism. Although the biggest innovation of Transformer architecture is to use full self-attention, there are several other factors, such as multi-head attention and residual connection. The model flexibly combine several common building blocks in the Transformer architecture with the cyclic neural network. By borrowing the framework of the Transformer architecture without using full self-attention, experiments show that the cyclic model can be very close to the performance of the Transformer Our model achieved 26.7 BLEU in the WMT 2014 English to German translation task and 37.8 BLEU in the WMT 2014 English to French translation task. Using these two scores alone is very close to the score of the Transformer architecture using full attention, so even if the cyclic neural network is used instead of full self-attention, it can perform well on the data set.

1. Introduction
Machine translation is that a computer can automatically translate one human language into another human language, thus realizing automatic conversion between different languages [1]. Traditional machine translation methods include rule-based machine translation, instance-based machine translation and statistics-based machine translation. With the rapid development of artificial intelligence, depth-based learning has also been widely used in the field of natural language processing. The emergence of neural machine translation (NMT) has significantly improved the quality of machine translation, thus becoming the mainstream machine translation method in the current industry.

The mainstream model framework of neural machine translation is encoder - decoder model. The model uses two different neural networks as encoder and decoder respectively. The encoder is used to
read the source sentence, encode it into a vector of fixed dimension, and then the decoder reads the vector and generates the corresponding target language sequence.

The neural networks used in the current mainstream encoder and decoder models are cyclic neural networks, their variants and convolutional neural networks. However, when the input sentence is long, the vector with fixed dimensions is difficult to store enough information, so the academic circle introduces an attention mechanism to solve this problem. The attention mechanism allows the decoder to look up words or fragments of the input sentence at any time, so it is not necessary for the intermediate vector to store all information.

Then Ashish Vaswani proposed the Transformer model, which uses self-Attention, i.e. the model is completely dependent on the attention mechanism. Through the Attention layer, global connections can be captured one step at a time without obtaining step by step, thus leading to significant acceleration of training time and improvement of quality. Transformer includes other differences besides self-attention, including layer standardization of the whole model, multi-source attention mechanism, multi-head attention mechanism, residual connection and the use of feed-forward layer.

This paper propose to introduce the multi-head attention, residual connection and feed-forward network into the cyclic neural network in the Transformer architecture, and the cyclic neural network can also be very close to the Transformer model in performance.

2. Related Work
In 2014, Ilya Sutskever et al. proposed an end-to-end sequence learning method that uses a multi-layer LSTM to map an input sequence to a vector of fixed dimensions and then another depth LSTM to decode the target sequence of the vector [2]. This can be understood as

In 2017, Jonas Gehring et al. proposed a fully convoluted sequence-to-sequence model that replaces the cyclic neural network originally used in encoders and decoders, while equipped with gated linear elements and residuals in the model. Connected and introduced the attention mechanism [3]. Compared with RNN, CNN framework accelerates the operation speed by multi-level convolution operation on the source and target sentence sequences, and better handles and extracts the complex relationship information in the sentence structure. The sequence-dependent structure of RNN itself is quite unfriendly for massively parallel computing, because the calculation of T time depends on the hidden layer calculation result at time T-1, and the calculation of T-1 time depends on the hidden layer calculation at time T-2. As a result, so-called sequence dependencies are formed, which makes it difficult for RNNs to have efficient parallel computing capabilities.

Attention mechanisms have become an integral part of the compelling sequence modeling and transformation models of various tasks, allowing modelling of dependencies regardless of their distance in the input or output sequence [6, 12]. In a few cases [13], this attention mechanism is used in conjunction with a circular network.

In the same year, Ashish Vaswani et al. proposed a network structure called Transformer in the paper "Attention is all you need", which completely relies on the attention mechanism and completely abandons the recursive structure [4], in addition to multiple Attention focused network. Similar to CNN, Transformer sets the maximum length of the input. If the sentence is not so long, it is padded with Padding. However, due to the fixed context length of the Transformer model, the model cannot capture any long-term dependencies that exceed the predefined context length. But so far, Transformer is still one of the best performing models on multiple data sets.

3. Model

3.1. Transformer
Any text or material outside the aforementioned margins will not be printed.

The sequence model of most neural networks has an encoder-decoder structure [2][5][6]. The encoder maps the input sequence of the symbolic representation \((x_1, \ldots, x_n)\) to the sequence of consecutive representations \(z = (z_1, \ldots, z_n)\). Given \(z\), the decoder then generates the output
The sequence \((y_1, \ldots, y_m)\) symbol is one element at a time. In each step, the model is autoregressive [7], consuming the previously generated symbols as additional inputs when generating the next one. Transformer follows this overall architecture, using a stacking layer of self-focused and fully point-by-point encoders and decoders. As shown in Figure 1.

The encoder is made up of the same 6 modules, each of which has two sublayers. The first sub-level is the Multi-Head self-attention mechanism, where self-attention indicates that both the input and output sequences are the same. The second sub-level uses a fully connected network, the main role is to pay attention to the characteristics of the sub-level. In addition, each sub-level adds a residual connection and hierarchical normalization.

The decoder is also composed of the same six modules. Each decoder module has three sub-layers. Each sub-layer also adds residual connection and hierarchical normalization. The first and third sublayers are identical to the encoder's Multi-Head Self-Attention Layer and the Full Connection Layer, respectively, and the Multi-Head Attention mechanism used by the second sub-layer uses the encoder's output as Key and Value. The output of the first sublayer of the decoding module is used as the Query.

Figure 1: The Transformer model architecture

3.2. The RNN Model

Cyclic neural network is mainly used to process sequence data, especially for variable length sequence data [29]. Most of the neural machine translation uses cyclic neural network to realize the original encoder decoder for the cyclic neural network, and improve Long-term and short-term memory networks, gated cyclic neural networks, for sequence modeling. Cyclic neural network models typically take into account the calculation of the symbol positions along the input and output sequences. Aligning the positions with the steps in the calculation time, they generate a series of hidden states \(h_t\) as a function of the inputs of the previously hidden states \(h_{t-1}\) and position \(t\).

The input \(x\) is mapped to the output \(O\) by the cyclic neural network, \(y\) is the target sequence to be reached by the model (usually given by the training corpus), \(L\) is the loss function, \(U\) is the weight
matrix input to the hidden layer, and W is the hidden layer to the hidden The weight matrix of the layer, V is the weight matrix of the hidden layer to the output, and the time series t ranges from [1, T]. The entire network is updated as follows:

\[ \alpha_t = Wh_{t-1} + Ux_t + b \]  \hspace{1cm} (1)
\[ h_t = \tanh(\alpha_t) \]  \hspace{1cm} (2)
\[ O_t = Vh_t + c \]  \hspace{1cm} (3)
\[ y_t = \text{softmax}(O_t) \]  \hspace{1cm} (4)

After the cyclic neural network is unfolded, it can be trained by backpropagation algorithm, which is called time back propagation. In practical applications, gradient disappearance problem will occur [9]. The long-and-short-time memory neural network [10] is a deformed structure of the cyclic neural network, which adopts a more efficient mechanism of forgetting and updating, has similar structures and advantages as the cyclic neural network, and has better performance. The threshold loop unit [11] merges the input gate and the forgetting gate of the long and short memory loop unit into an update gate, and introduces a reset gate. The update gate is used to control the current state and the forgotten history information and the accepted new information are reset. How much information in the gate control candidate state is obtained from the historical information. This structure is a simplification of the long and short memory neural network, the effect is similar to the latter, and the calculation amount is reduced.

3.2.1 Embedding
Each word in the input layer is represented by a real vector, which is called "word embedding." Word embedding can be understood as embedding a vocabulary into a real space of a fixed dimension. Converting a word number into a word vector reduces the input dimension, reduces the parameters and statistics of the cyclic neural network, and the word vector converts the sparse number into a vector of chips, so that the word vector can contain more information.

3.2.2 Encoder and Decoder
The encoder consists of three parts, input x, hidden state h, output y. The encoder reads the input \( x = (x_1, \ldots, x_T) \) and encodes it as a hidden state \( h = (h_1, \ldots, h_T) \) when using a cyclic neural network:

\[ h_t = f(x_t, h_{t-1}) \]  \hspace{1cm} (5)
\[ c = q([h_1, \ldots, h_T]) \]  \hspace{1cm} (6)

\( c \) is the source language sentence representation, \( f \) and \( q \) are nonlinear functions.

The task of the decoder is to obtain the maximum probability of the next word in the wood. The target language term \( y_t \) is generated in a given language representation \( c \) and the precursor output \( \{y_1, \ldots, y_{t-1}\} \), as defined below:

\[ P(y) = \prod_{t=1}^{T} p(y_t|y_1, \ldots, y_{t-1}, c) \]  \hspace{1cm} (7)

The Encoder-Decoder model is a general framework that can be implemented by different neural networks, such as long and short memory neural networks, gated cyclic neural networks.

3.3. RNN To Transformers
The difference between Transformer and RNN includes multiple source attention layers, multi-head attention, layer normalization and the residual upscaling feed-forward layers. The modules in our Transformer model introduce a cyclic neural network to improve the circulating neural network.

The encoder consists of a layer of bi-RNN and a stack of six identical layers. Of the six identical layers, each layer is divided into two sub-layers, the first sub-layer is the RNN network, and the second sub-layer is a simple, fully connected feedforward network. The paper use residual connections around both sublayers and then normalize the layers.
3.3.1 RNN
Here, the cyclic neural network can use LSTM [6] or GRU [15]. In addition, Bi-RNN can be used. Bi-RNN runs one RNN in the forward direction and another RNN in the other direction, and connects the two results. This article uses Bi-RNN. One of the benefits of using an RNN network is the ability to learn the sequence of sequences so that positional embedding can be used instead.

3.3.2 Feed-Forward Networks
Each of our encoders and decoders contains a fully connected feedforward network that is applied to each location separately and identically. This includes two linear transformations with RELU activation in between. Although linear transformations are identical at different locations, they use different parameters between layers. Another way to describe this situation is to understand it as two convolutions with a kernel size of one. The dimensions of the input and output are $\sqrt{d_{model}=512}$.

3.3.3 Attention
Inputs consist of the query and key of dimension $d_k$ and the value of dimension $d_v$. The model use all the keys to calculate the point product of the query, divide each term by $\sqrt{d_k}$, and apply the Softmax function to get the weight of these values. In practical applications, The model compute the attention function of a set of queries at the same time and package them into a matrix Q. The keys and values are also packed into matrices K and V. The calculation of the output matrix is:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$  \hspace{1cm} (8)

3.3.4 Multi-Head Attention
Multi-Head Attention allows the linear projection of queries, keys and values, h times to the dk, dk and dv dimensions, respectively. Then, on each of these projected versions of the query, keys, and values, The model execute the attention function in parallel to generate the dv-dimensional output value. They are connected in series and are projected again to get the final value, which is calculated as h=8.

$$\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \text{head}_2, \ldots, \text{head}_h) W^O$$

where $\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)$

3.3.5 Layer normalization and residual connection
Layer normalization [16] is normalized using mean and standard deviation. Calculated as follows:

$$\text{Layer}(x_t) = \frac{d}{\theta_t} (x_t - \theta_t) + b$$  \hspace{1cm} (9)

$$\theta_t = \frac{1}{d} \sum_{j=1}^{d} x_{t,j}$$  \hspace{1cm} (10)

$$\theta_t = \frac{1}{d} \sum_{j=1}^{d} (x_{t,j} - \theta_t)$$  \hspace{1cm} (11)

The residual layer adds the output of any layer 1 to the current hidden state, which is defined as:

$$\text{res}(x_t, l) = x_t + l(x_t)$$  \hspace{1cm} (12)

The decoder consists of six identical layer stacks, one layer of attention and one layer of feedforward network. In addition to the two sublayers in each encoder layer, the decoder uses two additional sublayers that perform multi-head attention on the output of the encoder stack. Similar to the encoder, The model use a residual connection around each sublayer and then normalize the layer.
4. EXPERIMENTS

4.1. Environment and Data
The experimental hardware environment is Ubuntu16.04+cuda8.0+GTX1080. This paper used TensorFlow as a deep learning framework. Two datasets are used in this article. WMT'14 English-German dataset, in this dataset we use 4.5M sentence pairs for training. The other dataset is WMT'14 English-French, The model use the complete training set of 36M sentence pairs, delete sentences with more than 175 words and pairs with source/target length ratios over 1.5, so we will have sentences of 35.5M in size. Pair training.

4.2. Evaluation
The method of automatic evaluation of quality in the field of machine translation is BLEU [14]. BLUE is a text evaluation algorithm, which is used to evaluate the correspondence between machine translation and professional human translation. The core idea is that the closer the machine translation is to the professional human translation. The better the quality, the score obtained by the BLUE algorithm can be used as one of the indicators of machine translation quality. Co-occurrence frequency. BLEU is essentially the calculation of the co-occurrence frequency of two sentences, but the use of some techniques in the calculation process, the value of the pursuit of calculation can measure the degree of agreement between the two sentences, the formula is as follows:

$$\text{BLEU} = \text{BP} \times \exp \left( \sum_{n=1}^{N} w_n \log p_n \right)$$  \hspace{1cm} (13)

4.3. Result
This paper use the BLEU score to assess translation quality. The results are shown in Table 1. It can be seen that in the WMT 2014 English-German translation task, our best result was obtained by Transformer. The score reached RNN to Transformer. The translation did not exceed Transformer, but the results were quite close, only the difference. 0.9 BLEU, and significantly better than RNN-based
translation. In the WMT 2014 English-French translation task, our RNN to Transformer model achieved a BLUE score of 37.8, which is far superior to the pure RNN translation. The score difference with the Transformer model is 0.3 BLEU, and the effect is very close. The results show that even if you do not use full self-attention, and use the cyclic neural network, it can perform well according to the corresponding improvement.

Table 1: The Experiments result

| MODEL                 | EN - DE | EN - FR |
|-----------------------|---------|---------|
| RNN                   | 25.16   | 35.1    |
| TRANSFORMER           | 27.6    | 38.1    |
| RNN TO TRANSFORMER    | 26.7    | 37.8    |

5. Conclusion
In this article, we propose to improve the location information by modeling the multi-head attention, residual connection, feedforward network and cyclic neural network in the Transformer architecture by parasitizing the RNN into the Transformer model. The problem. The model have achieved good results on WMT 2014 English to German and English to French machine translation tasks. The results show that even if we do not use fully self-focused models, The model can perform well and make some construction of the model. If we adjust, we believe that This model will get better results.

It should be noted that although the introduction of RNN into the Transformer model has improved the translation effect of the original model, it also brings some problems of the RNN itself, such as parallel computing, which is also needed for our future work.
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