Effects of gas–liquid phase transitions on soundwave propagation: A molecular dynamics study
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To understand ultrasonic cavitation, it is imperative to analyze the effects of the gas–liquid phase transitions on soundwave propagation. Since current methods based on fluid dynamics offer limited information, it is imperative to carry out further research on this phenomenon. In this study, we investigated the effects of cavitation and near-critical fluid on soundwaves using the molecular dynamics (MD) simulations of Lennard-Jones fluids. In the first-order liquid-to-gas transition region (far from the critical point), the waveform does not continuously change with the temperature and source oscillation amplitude owing to the discontinuous change in the density due to the phase transition. Meanwhile, in the continuous transition region (crossing near the critical point), the waveform continuously varies with temperature regardless of the amplitudes because phase separation is not involved in this region. The density fluctuations increase as the amplitude increases; however, it does not affect the waveform. Thus, we clarified that the first-order and continuous transitions have different impacts on soundwaves. Moreover, we determined the acoustic characteristics, such as attenuation and nonlinear parameters, by comparing the results of the numerical solution of Burgers’ equation and MD simulation. Burgers’ equation clearly describes the soundwave phenomenon until phase separation or bubble formation occurs. In the continuous transition region, the attenuation parameters tend to diverge, reflecting a critical anomaly trend. We observed the bubbles move forward with the oscillation of their radii owing to their interaction with the soundwaves. This is the first direct observation of the interaction using MD simulations.

I. INTRODUCTION

Ultrasound waves are soundwaves with frequencies above 20 kHz, which cannot be heard by the human ear. Ultrasound waves are used in various fields owing to their ability to propagate through a wide range of solid, liquid, and gaseous media. For example, metal processing uses the energy of ultrasound, and sonar uses its propagation properties to detect objects. In energy applications, ultrasonic cavitation is used in chemical reactions, wastewater treatment, medical treatment, food processing, and casting among others. Ultrasonic cavitation is induced by irradiating a liquid with powerful ultrasonic waves for bubble generation. The bubbles expand, deflate, and occasionally collapse because of their interaction with the soundwaves. A high-temperature and high-pressure field is locally generated by the bubble collapse. In addition, a jet is also generated when the bubble collapse occurs near the wall of an object. These chemical and physical effects cause molecular dissociation and peeling off of the adhered materials. Ultrasonic cavitation treatment has potential applications in various fields as an earth-conscious technology because of its low environmental impact due to the localized nature of the extreme environment. Therefore, a thorough understanding of the mechanism of ultrasonic cavitation is vital for fluid engineering and its application in various fields. However, ultrasonic cavitation is a highly complex phenomenon that involves the repeated generation and dissipation of bubbles under highly nonequilibrium conditions. Thus, several aspects of this phenomenon remain unclear.

Ultrasound horns are widely used in laboratory experiments to generate ultrasonic cavitation, such as for the preparation of dispersions. To date, several experimental studies have been conducted on ultrasonic cavitation using ultrasonic horns. These experiments mainly focused on observing the dynamics of the bubbles using video cameras and measuring the sound pressure using hydrophones. As cavitation occurs, numerous bubbles are generated below the horn, which form a conical bubble structure. The interior of a bubble structure is known to have high chemical activity. In addition, the sound pressure signal during cavitation is characterized by the generation of harmonics due to nonlinearity, subharmonics of large bubble clusters attached to the horn, and broadband signals from the collapse of bubbles with various sizes. The cavitation behavior with respect to different parameters, such as horn shape, diameter, frequency, amplitude, and physical properties of the liquid has been investigated. For industrial applications, it is crucial to understand the cavitation morphology and sound pressure characteristics for scaling up the device. However, a major problem is that cavitation only occurs in a limited area near the horn because the bubbles prevent soundwave propagation, which is essential for cavitation inception. Therefore, studies have been conducted to efficiently utilize cavitation, such as placing a channel close to the horn. Moreover, it is essential to understand the interactions between soundwaves and bubbles for appropriate cavitation control.

The acoustic properties of soundwaves propagating in a fluid, such as speed of sound, attenuation, and nonlinearity,
are evaluated based on the physical properties of the fluid, including elastic modulus and viscosity. For a liquid with bubbles, these properties are significantly altered depending on the bubble size and content. Thus, deeper understanding of ultrasonic cavitation could be obtained by establishing a theoretical model for soundwaves propagating in bubbly liquids, which has also been applied to ultrasonic cavitation by ultrasonic horns. These theories are based on fluid dynamics, where a small number of parameters, such as bubble size distribution and content, describes the bubbles. For a more accurate description of the sound field, it is important to consider the effects of bubble formation, growth, splitting, coalescence, and collapse. Further, it is necessary to understand the interactions between the liquid and bubbles, such as bubble–liquid and bubble–bubble interaction; the former is related to the first Bjerknes force, whereas the latter is related to the second Bjerknes force. Researches on these interactions have been conducted mainly through computer simulations. However, despite the gas–liquid phase transition as the origin of bubble inception, it is challenging to analyze the phase transition effects on the soundwaves based on fluid dynamics.

In this study, we analyzed soundwave propagation in fluids involving gas–liquid phase transitions through molecular dynamics (MD) simulations. Although analyses of bubble vibration, and multiple bubble formation and growth in a stationary liquid have already been conducted, this study is the first attempt to analyze ultrasonic cavitation induced by soundwaves on a molecular scale. In our previous study, sound propagation in a fluid in the absence of phase transitions was quantitatively analyzed using MD simulations. The Kármán vortex, including cavitation, has also been simulated by MD. Here, we investigate the effect on soundwaves for the first-order transition region from the liquid to gas phases, which are observed far from the critical point, and continuous transition region near the critical point. We also estimated the acoustic parameters, such as attenuation coefficient and nonlinearity, based on the hydrodynamic calculations. Finally, we performed large-scale MD simulations to investigate the effects of bubble generation and oscillation on the soundwaves.

The rest of the paper is organized as follows: Section II describes the simulation model and method. Section II.B describes the protocol of acoustic parameter estimation. The results are presented in Sec. III. Section IV presents a summary and discussion.

II. METHOD

A. MD simulation

In this study, the fluid is modeled to consist of monatomic molecules with a smoothed-cutoff Lennard-Jones (LJ) potential interaction:

\[ u_{sLJ}(r, r_c) = \begin{cases} u_{LJ}(r) - u_{LJ}(r_c) & (r < r_c) \\ 0 & (r > r_c) \end{cases} \]

where \( r \) is the intermolecular distance, and \( r_c \) is the cutoff distance of the potential function, which is set to \( r_c = 2.5\sigma \). The prime symbol (') in Eq. (1) represents the derivative with respect to \( r \). Hereafter, all physical quantities are expressed in units of length \( \sigma \), energy \( \epsilon \), and time \( \tau = \sqrt{m\sigma^2/\epsilon} \) (\( m \): mass of a molecule).

The simulation box is a rectangular parallelepiped with dimensions \( L_x \times L_y \times L_z = 50000 \times 25 \times 25 \) (Fig. 1). Periodic boundary conditions are applied along the \( x \)- and \( z \)-axes. The oscillating and stationary walls are placed at \( x = 0 \) and 50 000, respectively. These walls are modeled by fixing the LJ molecules on the square lattice points of the \( yz \)-plane, where the surface density of the wall molecules is 0.82. The interactions between the wall and fluid molecules are \( u_{sLJ}(r; 2.5) \). The orange and gradation areas (49 000 \( \leq x \leq 50 \) 000, i.e., \( L_{th} = 1000 \)) in Fig. 1 impose the Langevin thermostat to annihilate soundwaves. The friction coefficient of the Langevin thermostat linearly increases with \( x \) from 0.0001 to 0.1 in 49 000 \( \leq x < 49 \) 500 (gradation color in Fig. 1) \( L_{linear} = 500 \) and 0.1 in the rest of the area (orange color in Fig. 1) \( L_{const} = 500 \).

At the initial time, the fluid molecules are randomly placed without overlapping in the simulation box, except at the wall position. We study two densities, \( \rho_0 = 0.6 \) and 0.4 with 18 749 626 and 12 499 751 molecules, respectively. The former examines the soundwaves in the first-order transition region far from the critical point, and the latter in the continuous transition region crossing near the critical point, respectively. The temperature ranges of the two systems are shown in Fig. 2. The gas–liquid phase boundary of the LJ system (the black line in Fig. 2) was obtained by the gas–liquid coexistence simulation. The initial velocities of the
fluid molecules are generated according to the Maxwell distribution with temperature \( T_0 \) and zero average velocity. The wall, which is the sound source, oscillates sinusoidally in the \( x \)-direction. The position of the oscillating wall at time \( t \) is given by:

\[
x_{w}(t) = A \sin(2\pi ft),
\]

where \( A \) and \( f \) are the oscillation amplitude and frequency, respectively. A low frequency \( f = 0.001 \) is chosen for minimal influence of the nonlinear effects, as indicated in a previous study.\(^\text{28}\)

LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)\(^\text{28}\) is used for the numerical integration of the equations of motion of the molecules. The velocity Verlet algorithm is adopted for the numerical integration. The time increment is \( \Delta t = 0.004 \), and the maximum number of steps is approximately 20 000 000. A total of 1 000 000 steps is needed for the initial equilibration, and 5 000 000 steps are required to reach a steady wave propagation. The remaining steps are used to estimate the sound field. The statistical averages and errors are evaluated using three or more independent simulations.

The waveform is obtained from the spatial variation of the mean flow velocity \( \bar{V}^{x} \) in the \( x \)-direction. The simulation box is divided into slices with a thickness of \( \Delta x = 25 \). For each slice, the instantaneous flow velocity at time \( t \) is obtained as:

\[
V^{x}_{i}(t) = \frac{1}{n_{i}(t)} \sum_{k \in G_{i}} v^{x}_{k}(t),
\]

where \( n_{i}(t) \) is the number of molecules in the \( i \)th slice at time \( t \), and \( v^{x}_{k}(t) \) is the \( x \)-component of the velocity of the \( k \)th molecule at time \( t \), and \( G_{i} \) is the set of molecules in the \( i \)th slice. Here, a time-synchronous averaging is used to obtain the waveform \( \bar{V}^{x} \):

\[
\bar{V}^{x}_{i}(\tau_{j}) = \frac{1}{M_{\text{osc}}} \sum_{k=0}^{M_{\text{osc}}-1} V^{x}_{i}(\tau_{j} + k \frac{\tau}{f}),
\]

where \( M_{\text{osc}} \) is the number of oscillations in the oscillating wall during the observation, \( \tau_{j} = j/(fN_{p}) \) \( (j = 0, 1, \cdots, N_{p} - 1) \), which is the phase of the oscillating wall, and \( N_{p} \) is the number of divisions in phase, which is set to \( N_{p} = 200 \). The density profile is calculated using the same slice: \( \rho_{i}(t) = n_{i}(t)/V_{\text{slice}} \), where the slice volume \( V_{\text{slice}} = 15625 \).

Furthermore, the density field is estimated by dividing the simulation box into cells with the dimensions \( l_{x} \times l_{y} \times l_{z} = 2.5 \times 2.5 \times 2.5 \).

### B. Acoustic properties

Hydrodynamic calculations are performed to investigate the influence of phase transitions on the acoustic properties. The typical parameters considered in this study are the speed of sound, attenuation coefficient, and nonlinearity parameter. These parameters are estimated using Burgers’ equation, as follows\(^\text{30}\):

\[
\frac{\partial p_{a}}{\partial x} + \frac{1}{c_{0}} \frac{\partial p_{a}}{\partial t} - \frac{b}{2c_{0}^{2}} \frac{\partial^{2} p_{a}}{\partial t^{2}} - \frac{\beta p_{a}}{\rho_{0}c_{0}^{2}} \frac{\partial p_{a}}{\partial t} = 0,
\]

where \( p_{a} \), \( c_{0} \), \( b \), and \( \beta \) are the fluctuating component of the pressure, speed of sound, attenuation parameter, and nonlinear parameter, respectively. We search for a set of parameters \((c_{0}, b, \beta)\) to ensure that the numerical solution of Burgers’ equation is compatible with the waveform obtained from the MD simulation. Thus, the parameters are explored that minimize the loss function, \( \chi^{2} \), defined as follows:

\[
\chi^{2} = \frac{1}{M_{\text{osc}}N_{p}} \sum_{\tau_{j}} \left( \frac{\bar{V}^{x}_{i}(\tau_{j})}{V_{\text{max}}^{x}} - \frac{p_{a}(x_{i}, \tau_{j})}{p_{a}^{\text{max}}} \right)^{2},
\]

where \( V_{\text{max}}^{x} \) is the maximum velocity of the oscillating wall. The plane wave relation \( p_{a} = \rho_{0}c_{0}V^{x} \) is assumed between the velocity and pressure fluctuation components. The maximum value of the pressure fluctuation is \( p_{a}^{\text{max}} = \rho_{0}c_{0}V_{\text{w}}^{\text{max}} \). Burgers’ equation is discretized and numerically integrated using the central difference method in the time direction and second-order backward difference method in the spatial direction.\(^\text{31}\)

The oscillation condition of the wall at \( x = 0 \) and periodic boundary condition along the time direction are imposed as follows:

\[
p_{a}(x = 0, t) = p_{a}^{\text{max}} \sin(2\pi ft),
\]

\[
p_{a}(x, t) = p_{a} \left( x, t + \frac{1}{f} \right).
\]

The widths of the discretization in time and space are \( \Delta t = 0.5 \) and \( \Delta x = 3.125 \), respectively.
III. RESULTS

A. First-order transition region

Figure 3 shows the temperature dependence of the waveform in the first-order transition region ($\rho_0 = 0.6$). The waveform is normalized using the maximum velocity $V_{w,\text{max}}$ of the oscillating wall, which is also applied to the waveforms of the subsequent figures. As the temperature decreases from $T_0 = 1$ to $T_0 = 0.85$ (boiling point), the waveform changes discontinuously. The minimum value of the time-averaged density profile changes discontinuously at the boiling point. Therefore, the density profile varies discontinuously owing to the gas phase caused by the phase transition, thereby changing the waveform.

If the sudden changes in the waveforms shown in Figs. 3 and 4 are attributed to the phase transition, the influence should be visible in the density field. Figure 5 shows the typical density field, where the blue and red cells indicate the liquid and gas phases, respectively. Figures 5(a), (b), and (c) show the density changes as the temperature $T_0$ decreases under a constant amplitude, $A = 10$. The corresponding movies of Figs. 5(b) and (c) are shown in Movies 1 and 2 in the supplementary material, respectively. At a high temperature ($T_0 = 1$), the entire area is in the liquid state. At the boiling point, the bubble nuclei appear in some portions and subsequently disappear (Fig. 5(b)). In the phase separation region, the gas phase appears in the vicinity of the oscillating wall (Fig. 5(c)). Meanwhile, the liquid phase exists between the oscillating wall and gas phase. Figure 5(d) shows the density field for a larger amplitude ($A = 13$) at the boiling point, which corresponds to the condition in Fig. 4(d). Although the gas phase appears, the location and extent of the gas phase differ from that in Fig. 5(c). At $A = 12$, as shown in Fig. 4(c), phase separation occurs in one run, but not in the other two runs. Thus, this amplitude is close to the threshold required to induce separation. Therefore, the average waveform is an intermediate between that in $A = 11$ and $A = 13$. Thus, in the first-order transition region, the density field changes discontinuously due to the phase transition in response to the changes in temperature and amplitude, resulting in sudden changes in the waveform. Figure 4 shows that the phase transition does not affect the wavelength, which implies that the gas phase does not affect the speed of sound.

The variations in the density at each slice reveal the discontinuous change in the density field. Figure 6 shows the temperature dependence of the maximum and minimum values of the time-averaged density profile. The minimum value of the density exhibits a discontinuous change at the boiling point. Therefore, the density field varies discontinuously owing to the gas phase caused by the phase transition, thereby

![Figure 3](image_url)

**FIG. 3.** Temperature $T_0$ dependence of the waveform in the first-order transition region (density $\rho_0 = 0.6$). (a) $T_0 = 1$, (b) $T_0 = 0.95$, (c) $T_0 = 0.9$, (d) $T_0 = 0.85$, and (e) $T_0 = 0.84$. The boiling temperature is $T_0 = 0.85$, and the amplitude of the oscillating wall is $A = 10$. As the temperature decreases, the wavelength decreases, and the attenuation rate of the soundwave increases. Although the change until $T_0 = 0.85$ is continuous, that of $T_0 = 0.84$ is not continuous. The rapid change is attributed to the phase transition. The flow velocity is normalized by the maximum velocity $V_{w,\text{max}}$ of the oscillating wall, which was also applied to Figs. 4, 7, 8, and 12. The black dashed lines indicate the numerical solution of Burgers’ equation by parameter fitting.
FIG. 4. Dependence of the waveform on the amplitude $A$ of the oscillating wall at the first-order transition point ($\rho_0 = 0.6$, $T_0 = 0.85$). (a) $A = 10$, (b) $A = 11$, (c) $A = 12$, and (d) $A = 13$. The black dashed lines show the numerical solution of Burgers’ equation obtained by parameter fitting.

B. Continuous transition region

Figures 7 and 8 show the waveform dependence on the temperature $T_0$ and oscillation amplitude $A$ in the continuous transition region ($\rho_0 = 0.4$), respectively. With decreasing temperature, the wavelength decreases, and the amplitude attenuation rate increases. At $T_0 < 1$, the rate of change increases. With increasing amplitude $A$, the amplitude of the velocity oscillation increases linearly, while the waveform remains unchanged. Unlike in the first-order transition region, the waveform does not exhibit discontinuous changes at the boiling point $T_b = 0.94$, regardless of the variations of $T_0$ or $A$.

Figure 9 shows the density fields in the continuous transition region. Figures 9(a)–(d) show the density field with decreasing temperature at a constant amplitude (Movie 3 in the supplementary material, corresponding to Fig. 9(d)). At a high temperature ($T_0 = 1.2$), the density is approximately homogeneous. Moreover, the low-density area gradually increases with decreasing temperature. At $T_0 = 0.93$, the density field exhibits a slight tendency toward phase separation. However, this separation is not prominent, unlike that of the...
first-order transition region. As shown in Fig. 6, the density fluctuation continuously increases with decreasing temperature in the continuous transition region. Therefore, the waveform continuously varies with the temperature change. In contrast, increasing the amplitude at the boiling point amplifies the overall density fluctuation (Figs. 9e and f, in the supplementary material), whereas the waveform remains unchanged. Furthermore, in contrast to the first-order transition region, phase separation does not occur. Thus, the behavior of the density field, and consequently, its effects on the soundwave are different for the first-order and continuous transition regions.

C. Acoustic properties

We determined the parameters of Burgers’ equation to clarify the effects of the phase transition. As shown in Figs. 4 and 8, the wavelength is not affected by the phase transition. We use the adiabatic speed of sound $c_s$ obtained by equilibrium MD simulation as $c_0$. Therefore, the fitting parameters are the attenuation parameter $b$ and nonlinear parameter $\beta$. Figure 10 shows the results of the parameter search in the first-order transition region. The minimum loss function $\chi^2$ is obtained at $b = 2.0$ and $\beta = 5.5$. The intervals for $b$ and $\beta$ are $\Delta b = 0.5$ and $\Delta \beta = 0.5$, respectively. Similar parameters searches yield the parameters for all waveforms of the MD simulations, except for the phase-separated state, as shown in Figs. 5(c) and 4(d). The numerical solutions of Burgers’ equation are indicated by the black lines in Figs. 3 and 7 and 8.

Overall, Burgers’ equation reproduces the results of the MD simulation well with only slight deviations at a distance from the oscillating wall due to thermal fluctuations.

Figure 11 shows the temperature dependence of the attenuation and nonlinear parameters obtained by fitting. In both the first-order and continuous transition regions, the attenuation parameter increases with decreasing temperature. For the continuous transition regions, the attenuation parameters exhibit divergent behavior, reflecting the effects of the critical anomalies. In the first-order transition region, the attenuation parameter exhibits only a small change near the transition point. The nonlinear parameters also exhibit an increasing linear trend with decreasing temperature. The attenuation is predominant in the continuous transition region, whereas nonlinearity is more dominant in the first-order transition region. Thus, Burgers’ equation allows the estimation of the acoustic properties.

D. Bubble effects

In the first-order transition region, a layer of the gas phase is formed parallel to the wall due to the interconnection of the bubbles through the periodic boundary. Hence, a larger system size is required to obtain spherical bubbles with long life. Therefore, we expand the dimensions of the simulation box to $L_x \times L_y \times L_z = 10 000 \times 100 \times 100$. The Langevin thermostat area is $9000 \leq x \leq 10 000$ ($L_{th} = 1000$), where the friction coefficient increases linearly at $9000 \leq x < 9500$ ($L_{linear} = 500$) and is equal to a constant value of 0.1 at $9500 \leq x \leq 10 000$ ($L_{const} = 500$). The thermodynamic state is set on the first-order transition point ($\rho_0 = 0.6$ and $T_0 = 0.85$) with 59 994 001 molecules. The computations are executed on 144 nodes of the ISSP supercomputer (AMD EPYC 7702, 64 cores × 2 per node). The simulation is parallelized using the flat message passing interface (MPI) (18 432 MPI processes), and its execution time for 15 000 000 steps (time $t = 60 000$ in LJ unit) is approximately 50 h.

Figure 12 shows the amplitude $A$ dependence of the waveform. As shown in Fig. 4, there are no changes in the waveform for small amplitudes (Figs. 12(a) and (b)). At $A = 15$, the attenuation rate of the soundwave slightly increases. The sudden change in the waveform has the same tendency as that of small systems. However, the waveform changes are considerably gradual compared to the phase separation, as shown in Fig. 3. The attenuation rate of the soundwave increases with a further increase in the amplitude. In contrast to the results for the small system, the attenuation rate exhibit a continuous increase.

Figure 13 shows the density field. The simulation box is divided into cells with the dimensions $L_x \times L_y \times L_z = 5 \times 5 \times 5$ (Movies 5 and 6 in the supplementary material, corresponding to Figs. 13(b) and (c), respectively). At $A = 5$, the entire system is in a liquid state without gas. For $A = 10$, the gas state of the cell occasionally appears in some places. These bubble nuclei do not grow and quickly disappear. As the amplitude further increases, at $A = 15$, an obvious bubble emerges close.
FIG. 7. Temperature $T_0$ dependence of the waveform in the continuous transition region ($\rho_0 = 0.4$) at the oscillation amplitude $A = 10$. (a) $T_0 = 1.5$, (b) $T_0 = 1.4$, (c) $T_0 = 1.3$, (d) $T_0 = 1.2$, (e) $T_0 = 1.1$, (f) $T_0 = 1$, (g) $T_0 = 0.96$, (h) $T_0 = 0.95$, (i) $T_0 = 0.94$, and (j) $T_0 = 0.93$. The boiling temperature is $T_b = 0.94$. As the temperature decreases, the wavelength decreases, and the attenuation rate increases. Moreover, the rate of change increases with approaching the boiling point. The waveform changes continuously against the temperature, even in the phase-separation region. Black dashed lines show the numerical solution of Burgers’ equation by the parameter fitting.

To the oscillating wall. When the amplitude reaches $A = 20$, a cylindrical bubble appears, and when $A = 40$, a gas layer parallel to the wall is formed, as seen in the case of a small system. Therefore, increasing the size of the system allowed us to observe the dynamics of spherical bubbles, which could not be captured in the small system.

We investigated whether the soundwaves can be described by Burgers’ equation when bubbles exist in the system. Figure 12 shows the results of the numerical solutions of Burgers’ equation. Although Burgers’ equation and MD results agree well for small amplitudes $A \leq 10$, the results exhibit a poor fit for larger amplitudes, where bubbles or gas phases appear. Therefore, Burgers’ equation fails to describe a system with phase separation.

Figure 14 and Movie 6 (supplementary material) show the time evolution of the bubbles in the system with $A = 15$. A bubble appears owing to the generation and growth of the bubble nuclei near the wall. When the bubble grows sufficiently, it moves in the direction of the wave propagation, and begins to deflate after traveling for a certain distance. Simultaneously, new bubbles appear near the wall. The distal bubble eventually disappears, and the subsequent bubble near the wall grows, moves, and disappears. Thus, the bubble repeats the cycles of formation, growth, movement, and disappearance.

To study the time evolution of the bubble size, we estimate
the gyration radius \( R_g \) as follows:

\[
R_g^2 = \frac{1}{n_{bc}} \sum_i (x_i^b - \bar{x}^b)^2, \tag{10}
\]

\[
\bar{x}^b = \frac{1}{n_{bc}} \sum_i x_i^b, \tag{11}
\]

where \( n_{bc} \) is the number of cells in a bubble, \( x_i^b \) is the geometric center position of the bubble, and \( \bar{x}^b \) is the center position of the \( i \)th cell of the bubble. The summations of Eqs. (10) and (11) are taken for the cells contained in a given bubble. A cell with a density less than or equal to \( (\rho_l + \rho_g)/2 = 0.34 \) is defined to be in the gaseous state. \( \rho_l \) and \( \rho_g \) are the liquid and gas phase densities at the gas–liquid coexisting state at \( T_0 = 0.85 \), respectively. Cells are defined to be bound if a gaseous cell is adjacent to another gaseous cell. Moreover, a bubble is defined to be a cluster of bonded bubble cells. Figure 15 shows the time evolution of the maximum \( R_g \) (i.e., \( R_g \) of the largest bubble) in the system. The pressure wave emitted from the oscillating wall at a time \( \Delta \tau = x^b/c_S \) ago reaches the position of the bubble. Figure 15 shows the amplitude \( p_{in} \) of the pressure wave at its emission. The bubble repeatedly expands and contracts owing to the pressure waves, such that \( R_g \) and \( p_{in} \) exhibit oscillations that are synchronized in the antiphase.

As shown in Fig. 14 the period from bubble generation to disappearance is relatively long. We investigate the effect of the bubble motion on the pressure waves generated by the oscillating wall in this period. Figure 16(a) shows the time evolution of the pressure in the range of \( 25 \leq x < 50 \) over approximately two cycles of bubbles. We calculate the pressure using the virial theorem. At \( A = 10 \), whereby small bubbles are generated, the pressure oscillates with a relatively constant amplitude. However, when large bubbles appear (\( A = 15 \)), the amplitude increases and decreases following a slow cycle up to \( \sim 30 \) 000. Figure 16(b) shows the time evolution of the total number of bubbles in the system. At \( A = 10 \), bubbles repeatedly appear and disappear, and their amplitudes fluctuate randomly. Meanwhile, with \( A = 15 \), the number of bubbles rapidly increases at \( t \simeq 10 \) 000 and 40 000. This increase is attributed to the bubble formation near the oscillating wall accompanied by an increase in the pressure amplitude, as shown in Fig. 16(a). Therefore, the dynamics during bubble generation have a significant effect on the pressure wave.

IV. SUMMARY AND DISCUSSION

In this study, we investigated the effects of gas–liquid phase transitions on soundwaves. The phenomena observed in the first-order and continuous transition regions are significantly different. For the first-order transition region, the amplitude of the soundwave rapidly decays under slight changes in the temperature or amplitude of the oscillating wall. This is attributed to the first-order transition involving a discontinuous change in the density field. The rapid decay of the soundwave at the gas–liquid interface reflects the high attenuation in the gas phase. Meanwhile, for the continuous transition region, the changes are only continuous even with the temperature sensitivity of the soundwaves. Moreover, unlike the first-order transition region, phase separation does not clearly occur. Furthermore, the amplitude of the density fluctuations rapidly increases near the boiling point. Although the fluctuation amplification is attributed to the critical anomaly, it does not affect the waveform. Therefore, the soundwaves depend only on the thermodynamic state in the continuous transition region.

To quantitatively understand the effects of the gas–liquid phase transitions on the acoustic properties, we fitted the results of the MD simulation and Burgers’ equation to obtain the attenuation and nonlinear parameters. The numerical solution
FIG. 9. Typical snapshots of the density field in the continuous transition region ($\rho_0 = 0.4$). (a) The temperature $T_0 = 1.2$ and oscillation amplitude $A = 10$. (b) $T_0 = 1$ and $A = 10$. (c) $T_0 = 0.95$ and $A = 10$. (d) $T_0 = 0.93$ and $A = 10$. (e) $T_0 = 0.95$ and $A = 20$. (f) $T_0 = 0.95$ and $A = 40$. Low-density parts appear as the temperature decreases. In the phase-separation region ($T_0 < T_b = 0.94$), a slight tendency of phase separation is observed. However, no clear phase separation occurs. The density fluctuations increase with increasing amplitude.

is compatible with the MD results, except for phase-separated systems. Meanwhile, the attenuation parameters exhibit a divergence tendency in the continuous transition region, reflecting a critical anomaly. In the first-order transition region, a small amount of bubbles are generated before the steady phase separation. Although the effect is not remarkable for critical anomalies, the precursors of phase transitions are expected to affect the acoustic properties. Thus, we demonstrated the estimation of the acoustic properties from the waveform obtained by MD simulation.

We performed large-scale simulations to examine the effects of the bubbles on the soundwaves. A bubble appears in the vicinity of the oscillating wall, grows, and moves in the sound propagation direction with its radius oscillating. The bubble disappears at a specific distance from the wall, while a new bubble appears near the wall. A detailed analysis of the bubble motion reveals the interaction between the soundwaves and bubbles (first Bjerknes force\textsuperscript{31,32}). Furthermore, we found that the dynamics of the bubble generation affect the pressure wave. The growth dynamics at the initial stage of the bubble generation of several bubble nuclei in the vicinity of the wall affect the pressure wave amplitude. For the first time, the Bjerknes forces are observed on a molecular scale. Further investigation of the bubble dynamics will help us to better understand ultrasonic cavitation.

In this study, there was no effect of bubble generation on the wavelength, and consequently, the speed of sound did not change. According to the oscillating behavior of the bubbles, the frequency of the oscillating wall is lower than the natural frequency of the bubbles. Therefore, the speed
FIG. 10. Distribution of the loss function $\chi^2$ at temperature $T_0 = 0.95$ and density $\rho_0 = 0.6$ in the first-order transition region at the oscillation amplitude $A = 10$. $\chi^2$ reaches a minimum at the attenuation parameter $b = 2.0$ and the nonlinear parameter $\beta = 5.5$.

of sound should decrease owing to the appearance of bubbles.\textsuperscript{21,22} However, unlike the experimental results, only a single bubble is observed in this study. Therefore, a large number of bubbles in the system is needed to observe the change in speed of sound. Hence, a larger simulation and analysis should clarify these effects, which would also elucidate on critical issues related to acoustic cavitation, such as interaction between bubbles.

The MD simulation in this study allowed us to observe the phase transition, bubble growth, and bubble–sound interaction without using any phenomenological models. The analysis of the interaction between the bubbles and soundwaves based on the molecular theory is a powerful tool for the justification of hydrodynamic models. Therefore, our approach has a significant potential for a deeper understanding of flows and soundwaves involving phase transitions.

SUPPLEMENTARY MATERIAL

See the supplementary material for the movies of the time evolution of the density field.
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FIG. 11. Temperature dependence of (a) attenuation parameter $b$ and (b) nonlinear parameter $\beta$ at the oscillation amplitude $A = 10$. The temperature $T_0$ is normalized by the boiling temperature $T_b$.
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