Modified Opportunistic Deficit Round Robin Scheduling for improved QOS in IEEE 802.16 WBA networks
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Abstract— Packet and flow scheduling algorithms for WiMAX has been a topic of interest for a long time since the very inception of WiMAX networks. WiMAX offers advantages particularly in terms of Quality of service it offers over a longer range at the MAC level. In our work, we propose two credit based scheduling schemes one in which completed flows distributes the left over credits equally to all higher priority uncompleted flows(ODRRSDEC) and another in which completed flows give away all the excess credits to the highest priority uncompleted flow(ODRRSADC). Both the schemes are compatible with 802.16 MAC protocol and can efficiently serve real time bursty traffic with reduced latency and hence improved QOS for real time flows. We compare the two proposed schemes for their latency, bandwidth utilization and throughput for real time burst flows with the opportunity based Deficit Round Robin scheduling scheme. While the ODRR scheduler focuses on reducing the credits for the flows with errors, our approach also distributes these remaining credits together with the credits from completed flows equally among the higher priority uncompleted flows or totally to the highest priority uncompleted flow.
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I. INTRODUCTION

IEEE 802.16 in PMP mode, defines five types of scheduling services[1] to support quality of service. They can be classified as Unsolicited Grant Services(UGS), Real-time Polling services(rtPS), Extended rtPS, non Real-time polling services(nrtPS) and Best Effort(BE).

Application of Unsolicited grant services (UGS) is Voice over IP (VoIP) without silence suppression. The mandatory service flow parameters that define this service are maximum sustained traffic rate, maximum latency, tolerated jitter, and request/transmission policy.

Applications of Real-time Polling service (rtPS) are Streaming audio and video, MPEG (Motion Picture Experts Group) encoded. The mandatory service flow parameters that define this service are minimum reserved traffic rate, maximum sustained traffic rate, maximum latency, and request/transmission policy.
credits to the highest priority flow which is yet to be completed. The schemes are used to schedule flows between two classes of flows, real-time and non real-time flows.

We compare the two schemes in terms of the QoS parameters namely the throughput, bandwidth utilization, maximum latency etc., and observe that though the former one is based on fair scheduling, the latter in fact offers better performance under similar conditions compared to the opportunity-based DRR scheduling scheme.

II. PREVIOUS WORK

A significant amount of work has already gone into scheduling disciplines that provide delay guarantees and fairness.

Time stamp scheduler essentially uses the idea of assigning time stamps to packets and then transmitting the packets in some order that achieves fairness.WFQ[3] and WFQ[4] algorithms fall into this category. However, both of the schemes require a reference with the GPS server to be maintained. Variants of WFQ include Self-Clocked FairScheduling [5] and Virtual Clock [6], which do not need to maintain a reference GPS server and hence can compute the time stamp in a more efficient way. Though time stamp schedulers have good delay properties, their processing time is quite high.

Round-robin schedulers [7][8][9][10] are the other broad class of work-conserving schedulers. These schedulers typically assign time slots to flows in some sort of round-robin fashion. Though they have better complexity compared to packet schedulers, however they have poor delay characteristics, particularly for packets of varying sizes.

Several improvements have been proposed to improve the delay properties of the basic Round-robin scheduler. There is another class of algorithms that try to combine the tight delay bound of time stamp based schedulers and the low time complexity of round robin based schedulers. They usually adopt a basic round robin like scheduling policy plus time stamp based scheduling on a reduced number of units [11]. Bin Sort Fair Queueing [12] is based on arranging packets into different bins based on their time stamps and scheduling in a FIFO manner.

Stratified Round Robin [13] uses the round robin approach for inter-class scheduling and the time stamp approach for intra-class scheduling after grouping flows into respective classes.

Recently proposed algorithms like ADRR [14] enhance the deficit round robin scheduling discipline by taking into account the channel quality experienced by the transmitting node. The ADRR scheduler is designed to achieve performance isolation among links characterized by heterogeneous channel conditions.

In the DRR scheme, Stochastic fair queuing is used to assign flows to queues. For servicing the queues, Round-robin servicing is used, with a quantum of service attached to each queue. It differs from the traditional Round-robin in that if a queue is unable to send a packet in the previous round because a packet was too large, the remainder from the previous quantum is added to the quantum for the next round. Queues that are not completely serviced in a round are compensated in the next round. However, once a flow is serviced, irrespective of its weight, it must wait for N−1 other flows to be serviced until it is serviced again. Also, during each round, a flow transmits its entire quantum at once. As a result, DRR has poor delay and burstiness properties.

The Smoothed Round Robin discipline addresses the output burstiness problem of DRR. This is done by spreading the quantum allocated to a flow over an entire round using a Weight Spread Sequence. Although SRR also results in better delay bounds than DRR, the worst case delay experienced by a packet is still proportional to N, the number of flows.

The Opportunity-based Deficit Round Robin scheduling scheme [16] is an improvement over the DRR scheme in that it considers the channel status in decisions it makes in serving flows. Opportunity-based scheduling ensures that a flow is not allowed to win a larger allocation of the resource if it uses its allocated resource inefficiently. ODRR used a penalty factor defined as \( \text{PenaltyFactor} = \frac{S_i}{S_A} \) to achieve fairness in allocation of resource S, where \( S_i \) is the ideal number of bytes transmitted per unit of resource consumed and \( S_A \) is the actual number of bytes transmitted per unit of resource S consumed.

With the use of the penalty factor, during an execution of the ODRR scheduler, a flow that takes longer to transmit a packet will have its deficit counter decremented by a larger amount than another flow that takes less time to successfully transmit a packet. As in DRR, when the packet to be transmitted next is predicted, the deficit counter is decremented and if it falls below 0, the scheduler proceeds to serve the next flow after adding the required quantum once it aborts transmission attempts from the current flow. The ODRR scheduler removes a packet from the queue only if its transmission succeeds.

![](http://sites.google.com/site/ijcsis/)

Fig. 1. The ODRR Scheduler
To understand how the ODRR scheduler works, consider the above scenario in Fig. 1. Since quantum size is 750, the packet with size 750 is processed in the first round. In the beginning of second round the credit count is incremented by remaining credits 0 plus quantum size 750. So in the second round, actually packets with sizes 50, 500 and 150 can be served. However because of error in packet four, only 550 bytes can be served in the second round. Thus, the penalty factor = 550/700 = 0.78571.

Thus the DC becomes DC=750-.78571*700= 750-550 = 200. Flow 2 is added to the queue. So when the flow 2 is scheduled next, after other flows without errors are complete (not shown in figure), it receives only 200 + 750 credits, which is enough to send the packet number 4, together with the other packets successfully.

Clearly, the ODRR scheme is an improvement over the DRR scheme in terms of fairness and the throughput achieved. However, the problem with ODRR is that if a flow becomes backlogged due to errors, it has to wait until all the other subsequent flows without errors are completed before it is scheduled again. This may result in a large delay, and is undesirable, particularly if the flow is a high priority one and has encountered an error in the beginning of a round. The situation is similar to DRR[2] if all flows encounter errors in packet transmissions at the beginning each round.

The above problem could be considerably alleviated if we allow for distribution of the unused credits. It has to be understood that the distribution of credits occurs in case if a flow is complete and it has balance credits.

Our scheme is different from ODRR in the following aspects:

1) It provides for sharing of credits among uncompleted flows, allowing them to complete faster.

2) In addition to reducing the credits for a flow with error, we try to increase the credits for other uncompleted flows without errors enabling them to complete faster.

3) It does not consider the penalty factor when distributing credits. This reduces the overhead of determining the fraction of the packets transmitted with errors to those transmitted without error in case of an error, the balance credits are simply the quantum size minus the sum of credits of successfully transmitted packets, excluding the current packet with error.

Our proposed algorithm effectively reduces the latency between flows while at the same time providing an improved throughput and ensuring fairness.

III. OPPURTUNISTIC DEFICIT ROUND ROBIN SCHEDULING WITH EQUAL DISTRIBUTION OF CREDITS (ODRREDC)

In our proposed algorithm, when a flow encounters an error, it is suspended and added to a queue. All the other completed flows distribute their balance credits among the higher priority flows. Thus all the higher priority flows that are incomplete in a round receive some additional credits, in addition to the quantum size in their next round.

This allows the other flows without errors to complete faster, which in turn reduces the delay for processing the flows with errors in the queues in the order of their priority.

Our model uses Inter-class scheduling for servicing the flows. It assumes fixed scheduling intervals between flows associated with a particular flow class. For each class \( F_k \), the length of a scheduling interval is always \( 2^k \) slots. If a scheduling interval for \( F_k \) starts at slot \( t \), the next scheduling interval for \( F_k \) starts at slot \( t + 2^k \), and so on. A flow is backlogged if it has not received its fair share of bandwidth, i.e., it still requires to be serviced in the next rounds. Backlogged flows are considered to be active. After every pending flow is serviced in the current time slot, clock time is \( t_c \) is incremented. Otherwise, \( t_c \) is advanced to the earliest time when some flow class becomes pending again.

Also, in our model the bandwidth is shared equally between the flows.

The following scenario explains the operation of the ODRREDC. For simplicity, we have chosen the quantum size to be at least equal to the maximum packet size and the service pointer advances after each flow has been served.

![Fig. 2. The Simulation Setup](http://sites.google.com/site/ijcsis/)

![Fig. 3. Beginning of Round one](http://sites.google.com/site/ijcsis/)
At the beginning of round 4, the entire 650+750 credits go to the first flow in the queue with error, left over credits plus 750 go to second flow in the queue in the next (fifth) round. It can be observed that if flow 1 was not supplied with the excess credits, it would have taken one more additional round to complete.

It can be noted that flows which are complete donate their debit to the highest priority flows yet to be completed, while other flows proceed the same way as in the DRR scheme.

Fig. 10. The ODRREDC algorithm
IV. OPPURTUNISTIC DEFICIT ROUND ROBIN SCHEDULING WITH SINGLE DISTRIBUTION OF CREDITS (ODRRSDC)

In our proposed algorithm, when a flow encounters an error, it is suspended, added to a queue. All the other completed flows distribute their balance credits to the highest priority pending flow. Thus highest priority flows that are incomplete in a round receive some additional credits, in addition to the quantum size in their next round.

This allows the other flows without errors to complete faster, which in turn reduces the delay for processing the flows with errors in the queues in the order of their priority.

The SCBSS differs from other scheduling schemes as in [15] where generally a completed flow distributes its credits continuously in subsequent rounds to the higher priority flows until it has no more credits to distribute.

ODRRSDC operates the same as ODRREDC till end of round three in Fig. 8. However, at the beginning of round four, all 50 credits from the completed flow are given away to the highest priority flow 1. This is shown in the figure below.

![Fig. 11. Beginning of Round four for ODRRSSDC](http://sites.google.com/site/ijcsis/)

| Deficit counter |
|-----------------|
| 750 | 750 | 150 | 500 | 50 | 750 |
| 550 + 50 + 750 |

![Fig. 12. The ODRRSSDC algorithm](http://sites.google.com/site/ijcsis/)

V. PROOFS

Theorem I: The proposed algorithm ODRREDC is better or atleast equal in terms of throughput and fairness compared to the ODRR.

Lemma 1: In an execution of the ODRR scheduler, at the end of round k,.

$$0 \leq DC_i(k) \leq M$$

for any flow i, where M is the maximum packet size.

The lemma is identical to that in the case of DRR and the proof can be found in [2].

Lemma 2: During an execution of the ODRR scheduler over any m rounds, for any flow i,

$$mQ_i - M \leq SPT_i(M) \leq mQ_i + M$$

where SPT(M) is the total potential throughput that can be achieved by a flow in m rounds, M is the maximum packet size and Qi is the quantum size to be added to a flow before the starting of each round. The potential throughput that a flow i may achieve during a round K is

$$PT_i(K) = Qi + DC_i(k) - DC_i(k-1)$$

$$mSPT_i(M) = \sum_{k=1}^{m} PT_i(K) = mQi + DC_i(0) - DC_i(m) - 1$$

Applying lemma 1, the statement of the lemma can be proved.

For our proposed method,

$$mSPT_i(M) = \sum_{k=1}^{m} PT_i(K) = mQi + DC_i(0) - DC_i(m) - 1$$

Since in the proposed method, we are not reducing the quantum size given to packets with deficit credits, $Q_i \geq Q_i$ for all m.

and since all completed flows distribute their balance credits to higher priority flows, for any round there exist flows with $DC_i(m) \leq DC_i(m)$.

From equations 1-4, it can be deduced that

$$SPT_i(M) \geq SPT_i(M)$$

for some m

Theorem II: The proposed algorithm provides fairness atleast equal to that of the ODRR.

The fairness measure based on potential throughput measured across interval $(t_1,t_2)$ is given by

$$FM(t_1,t_2) = \max_{i,j} \left[ SPT_i(t_1,t_2)/w_i - SPT_j(t_1,t_2)/w_j \right]$$

Where $w_i$ and $w_j$ are the weights of flows i and j respectively.

For our proposed method,

$$FM(t_1,t_2) = \max_{i,j} \left[ SPT_i(t_1,t_2)/w_i - SPT_j(t_1,t_2)/w_j \right]$$

It has already been proved that

$$SPT_i(t_1,t_2)/w_i - SPT_j(t_1,t_2)/w_j \leq Q + 2M$$

from lemma 2. Since for our proposed method $Q = Q + \delta$, it follows that

$$SPT_i(t_1,t_2)/w_i - SPT_j(t_1,t_2)/w_j \leq SPT_i(t_1,t_2)/w_i - SPT_j(t_1,t_2)/w_j$$
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FM(t1, t2) \leq FM'(t1, t2) for any interval (t1,t2)

which completes our proof.

VI. SIMULATION RESULTS

We use a custom simulator written in java. The simulation runs in two threads - the flow generator that generates packet and the scheduler that checks at every configurable scheduling period and schedules the packets. Both these modules can be run either concurrently or independently. Simulation has been carried out on 20 queues, each containing maximum packets of variable size, for different quantum sizes for 20 seconds and the results have been evaluated. The packets are generated according to Poisson arrival process. For our results we limited the number of flows so that the sum total of their minimum bandwidth requirements matches the maximum capacity of the network. We have chosen a 9Kbps output queue and each input queue has six packets of maximum size 750 bytes and has a bandwidth of 4500 bps. All flows are critical and are arranged in the decreasing order of their priorities.

Our algorithm has shown reasonable improvement in terms of latency of critical flows, which makes it suitable for real time communications such as real time Video-on demand. If all latency critical flows meet the requirements, the maximum delay between latency critical flows should not exceed \((n * s) + Max/B\) where \(n\) is number of latency critical flows, \(B\) bandwidth of the output line, \(s\) is maximum size of packet in a flow, Max is maximum quantum size.

VII. CONCLUSIONS

In our work, we have proposed two scheduling schemes ODRREDC and ODRRSSC for scheduling real time flows. It was observed from the results that while both the schemes perform better compared with the Opportunistic Deficit Round Robin scheduling scheme, the former is more suitable for real time flows under unsteady traffic conditions. In our method, any excessive idle bandwidth is reallocated to avoid wasting of available transmission capacity. In both cases, we assume scheduling under erroneous channel conditions.

Scheduling on Multiple Input Multiple Output channels with multiple antennas, scheduling on multi-hop networks for end to end service guarantees are also areas that demand further improvement.
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