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ABSTRACT:

This paper presents a new method for collecting multimodal sign language (SL) databases, which is distinguished by the use of multimodal video data. The paper also proposes a new method of multimodal sign recognition, which is distinguished by the analysis of spatio-temporal visual features of SL units (i.e. lexemes). Generally, gesture recognition is a processing of a video sequence, which helps to extract information on movements of any articulator (a part of the human body) in time and space. With this approach, the recognition accuracy of isolated signs was 88.92%. The proposed method, due to the extraction and analysis of spatio-temporal data, makes it possible to identify more informative features of signs, which leads to an increase in the accuracy of SL recognition.

1. INTRODUCTION

Despite the great practical potential of automatic sign language (SL) recognition systems, the problem of effective SL recognition has not yet been resolved due to serious differences in the vocabulary and grammatical structure of spoken and sign languages, so that a straightforward application of spoken language recognition methods to SL would be pointless (Stokoe W.C, 2005). This explains why nowadays there are no fully automated operating models and methods for sign language recognition systems. In order to create full-fledged models of this kind, a deep semantic and grammatical analysis of spoken languages is required (Battison R., 1978), implying a lot of preliminary work on creation of algorithms for text analysis, as well as databases. It is worth to mention that the abovementioned problems are caused by the general lack of universal methods for creating multimodal SL corpora. Moreover, there has been felt a lack of methods and algorithms that increase the efficiency of machine learning and the accuracy of automatic SL recognition, making use of various video capture devices that allow obtaining not only high-quality images in optical mode, but also additional data from the coordinates of graphical areas of interest (depth map mode, infrared mode, etc.) (Ryumin et. al., 2017).

A new method for collecting multimodal SL databases in this paper is distinguished by the use of multimodal video data. SL corpora are required for testing and comparing sign (hand gesture) recognition methods and algorithms. The SL corpora collection technique should include a layer of annotation of images obtained from the video stream (Kagirov et. al., 2020). Such annotation must be suitable for computer vision and machine learning tasks, that is, it should be oriented not only on linguistic tasks, but also on image recognition problems. In other words, the annotation should be based on features that could be used not only for linguistic notation, but also for computer analysis and gesture recognition. Using this technique, a collection and annotation of the multimodal corpus of Russian sign language was carried out. The used approach includes two main stages, involving a sequential execution of eight steps.

Besides methodology, the paper also proposes a new approach of multimodal sign recognition. This method is distinguished by the analysis of spatio-temporal visual features of SL units (i.e. lexemes). Generally, gesture recognition is a processing of a video sequence, which helps to extract information on movements of any articulator (a part of the human body) in time and space. The exception are static gestures, implying no articulator movements. Complex gestures cause quite serious recognition problems due to the relatively small size of the images of the articulators in comparison with the entire scenery. Moreover, the task of SL gestural information recognition includes other important matters, such as the size of the recognition dictionary, the variability of signs (including signer's unique language habits), and the parameters of the information transmission channel. The lexical components of SL (meaningful, significant hand gestures) are classified according to several parameters: the handshape, the localization of articulators, the manner of movement, mimics, articulation (Brentari D., 1998). The task of isolated signs recognition is important; however, an adequate processing of a sign series (including coarticulation problems) seems to be of more importance. Therefore, it is reasonable to build the SL recognition process taking into account the spatio-temporal component of SL utterances.

2. RELATED WORK

Recently, computer vision- and machine learning-based approaches to detecting and recognizing hand gestures have gained most popularity, since they support contactless human-machine interaction tools (Kaur et. al., 2016). However, there are also many problems due to the use of various hardware tools for gesture video capturing (optical, infrared, thermal and other cameras) (Sonkusare et. al., 2017).
2015). Among the former are: 1) constant light changes; 2) occlusion effects; 3) dynamic background; 4) processing time, heavily depending on resolution and frame rate; 5) additional objects of the foreground and background resembling to human hands and/or having the same color (Garg et. al., 2009; Murthy et. al., 2009).

In (Uddin et. al., 2016), an approach to hand gesture recognition is used, that makes use of conversion of a RGB color image to HSV (Hue Saturation Value) color space. Then Gabor filters are applied to extract features; the filters scale and rotate the image in 5 and 8 different variations. The output is a convolution of the original image with the filtered images.

It is worth mentioning of convolutional neural networks that take raw images as input, independently extract distinctive visual features, and classify hand gestures (Alnaim et. al., 2019; Chung et. al., 2019).

The work (Xi et. al., 2018) presents a 3D approach for hand segmentation using the depth map of the Kinect v2 sensor, which determines the locations of the fingers using three-dimensional connections, Euclidean and geodesic distances (in English geodesic distance) from the pixels of the hand skeleton. Another 3D approach to hand gesture recognition based on a machine learning model using bidirectional convolutional neural networks is presented in (Devineau et. al., 2018).

In (Premaratne et. al., 2017), the authors propose a method of tracking hand gestures, which is based on the trajectories of the center of mass. In this case, 16 graphemes of the English alphabet were recognized, which were drawn by the hand in the air by the signer. The gesture classification algorithm applied was HMM.

In order to analyze dynamic hand gestures, networks with long short-term memory (abbreviated as LSTM) are also used, receiving consecutive frames in input. For instance, in (John et. al., 2016), a hybrid approach to hand gesture recognition was proposed, implying feeding a raw image to the input of a CNN, then the LSTM network is used for the task of hand gesture classification.

Approaches to hand gestures recognition, based on 3D models of the hand, use information about the distance of visual elements, making it possible to form a volumetric model of the hand. In (Tekin et.al., 2019), a model for recognizing a hand action using a single RGB image was proposed. In (Malik et. al., 2018), a new algorithm based on a 3D CNN was proposed, which learns to detect a hand from a 3D image. In (Ryumin et.al., 2019) also uses an approach to detect and recognize 3D one-handed gestures using CNN to recognize hand configurations. The drawbacks of 3D-approaches include the need for large datasets and high computational costs.

Current research results make it clear that DNN-based machine learning methods, if compared to "classical" approaches (Ivanko et. al., 2018; Ryumin et. al., 2020), which are based on linear classifiers (such as SVV, support vector machine), show quite good results in segmentation, classification, as well as recognition of both static and dynamic gestures.

3D CNNs (Ji et. al., 2010) can be used for simultaneous extraction of short-term spatio-temporal features. However, LSTM networks (Hochreiter et. al., 1997; Ryumina et. al., 2020) are best suited for storing temporal features. Therefore, it is argued that it is reasonable to use a 3D convolutional neural network (Ji et. al., 2010; Ryumina et. al., 2020) to extract short-term spatio-temporal characteristics and then use LSTM to extract spatio-temporal relationships from video sequences. Therefore, a 3D convolutional LSTM neural network, due to the storage of 3D spatial information, can form more efficient spatial and temporal characteristics of a gesture.

3. METHODOLOGY

The analysis showed (Ryumin et. al., 2019) the complete absence of RSL corpora with multimodal (multiple data types) representation of signs. In addition, it is revealed that most of the existing RSL corpora are aimed at researching the process of nonverbal communication exclusively through hand gestures and excluding such no less important communicative techniques of natural interaction as facial expressions and human posture in general. These shortcomings of existing SL corpora (including RSL) have revealed the need to develop their own universal methodology for collecting and annotating the multimodal SL corpus, which can be used for such scientific tasks as: 1) researching the features of articulations of sign languages; 2) determining the linguistic content of sign statements; 3) training various neural network models aimed at automatic interpretation of statements in sign language into text representation.

The proposed methodology for creating multimodal gesture corpora is illustrated in Figure 1 and consists of two main stages, which involve the sequential execution of eight steps.

Based on the application, for the solution of which the multimodal corpus of SL is written, the dialect of sign language is determined, and the first preparatory stage is performed, consisting of four steps.

1. The preparatory stages.

1.1. The formation of the lexical dictionary is carried out depending on the scenarios for using the multimodal corpus of SL (for example, automatic gesture recognition in intelligent information systems, virtual reality, etc.).

1.2. The structure of the multimodal corpus of SL is determined depending on the type of system (speaker-dependent / speaker-independent) and includes the number of informants with their total number of repetitions of letters / words / phrases / sentences (hereinafter lexical units) from the lexical dictionary. The logical component of the structure is presented in the form of a hierarchical model for the physical storage of gesture information and connections between its elements. As a result, all the
necessary data forms a file system, which consists of a root directory and a hierarchy of subdirectories with a set of files grouped by format.

1.3. The choice of equipment is made in accordance with a certain format of multimodal input video data, their quantity, and technical characteristics.

1.4. The final step of the preparatory stage is aimed at creating software for recording the multimodal corpus of SL.

2. The recording stages.

2.1. The recording of signers should be carried out in conditions that are close to the real conditions of using an automatic system, applying the developed software.

2.2. The recorded multimodal data must be checked for correctness and correspondence to lexical units from the previously formed lexical dictionary.

2.3. The determining the visual characteristics of a gesture depends on many factors, the main ones being the lexical vocabulary and the selected informants. It is important to understand that the demonstration of gestures by signers often differs in such details as hand configuration and localization, however, the nature of the gesture (movement) most often remains unchanged. Therefore, a notation that allows searching by corpus and sign recognition should consider not all hypothetically possible characteristics of a gesture, but only those that allow distinguishing one gesture from another.

2.4. In the last step, all collected multimodal data must be (semi) automatically annotated and segmented at the level of minimum gesture units (classes) in a semi-automatic or automatic way.

Using this methodology, a multimodal corpus of RSL elements was collected (hereinafter TheRuSLan). The TheRuSLan multimodal corpus contains video recordings of RSL gestures in color optical format, in depth map mode, and in the infrared range (Figure 2), making it a one-of-a-kind resource for RSL material.

![Figure 2](image-url) Examples of video frames showing RSL gestures in FullHD format, in depth map mode, and in the infrared range from the TheRuSLan multimodal corpus.

The presence of video data obtained from the depth map introduces a third dimension to the description, which allows more accurately determining the position of one object relative to another, in this case, the position of the hands relative to each other and the speaker's body. The distance between the active and passive hands and the distance of the hands from the body are a means of expressing a variety of lexical meanings in the SL.

4. DESCRIPTION OF THE METHOD

Generally, gesture recognition can be described as processing a video sequence, providing information about movements of articulators (hands, head etc.) in time and space (Cao et. al., 2018). Static gestures, however, are different, because the position of hands and fingers do not change (Oyedotun et. al., 2017). Besides, complex scenery on video frames causes serious recognition problems due to relatively small size of human hands in comparison to the entire scene. In addition, the task of recognizing gestural information of any sign language is characterized by other important features: the size of the recognition dictionary, signs varieties and signers' individual differences, characteristics of the transmission channel. The boundaries of words in the stream of continuous signing can be determined only in the process of recognition (decoding of signs) by selecting the optimal sequence of gestures that best matches the input stream using mathematical models. The lexical components of sign languages (meaningful signs) are built up of several components: hand(s) configuration, hand(s) localization, the manner of hand movement, facial expressions, articulation. The task of recognizing gestural information is important per se, however, a more urgent task is to understand the meaning of an utterance by a recognized series of gestures. Therefore, it is reasonable to build the gesture recognition process taking into account their spatio-temporal component. The functional diagram of the proposed method is shown in Figure 4.

![Figure 4](image-url) The functional diagram of the proposed method.
4.1 Face and palm detection

At the next step, the graphic area of the face and the palms of the hands is detected within the formed rectangular area with the human (Figure 3d). Next, the spatio-temporal features (characteristics) of the reproduced SL element are calculated and normalized. The final stage is aimed at recognizing SL element, taking into account its spatio-temporal component.

A distinctive feature of the proposed new method of multimodal hand gesture recognition lies in the analysis of the SL elements as spatio-temporal (Figure 3).

In order to solve the problem of face detection, various methods of face detection were investigated using the multimodal Russian SL corpus TheRuSLan: 1) an improved Viola-Jones method (Viola et. al., 2004); 2) a method based on the Single Shot MultiBox Detector (SSD) architecture (Liu et. al., 2016) with a reduced model of the ResNet-10 network (He et. al., 2016); 3) based on HOG (Déniz et. al., 2011) and SVM methods (Chang et. al., 2011); 4) Max-Margin Object Detection (MMOD) method (King D.E., 2015). To score the quality of detectors used quantitative indicators (metrics) in the object detection: Average Precision (averaged across all categories the values of average precision, hereinafter AP), AP50, AP75, APsmp(S), APMed(M), APLarge(L). Subscripts 50 and 75 define a minimum threshold crossing was found area with the annotated area, so in the case of 50% crossing positively detected area is the face area if the crossing with annotated area exceeds 50%. The subscripts S, M, and L show the value of the AP metric when the image is reduced to 32, from 32 to 96, and above 96, respectively. Comparative analysis is presented in the Table 1.

In the course of the experiments, it was revealed that for determining the graphic area of the face, the optimal face detector must be based on the Single Shot MultiBox Detector architecture with a reduced ResNet-10 network model, which is implemented in the open-source computer vision library OpenCV. When compared with other detectors, it was determined that it works at different face orientations, is resistant to occlusions, and also works in real time both on the Central Processing Unit (hereinafter CPU), and on the Graphics processor Unit (hereinafter GPU).

| Face detector       | FPS  | AP50 | AP75 | APsmp | APMed | APLarge |
|---------------------|------|------|------|-------|-------|---------|
| Viola-Jones         | 19   | 0.05 | 0.36 | 0.02  | 0.04  | 0.10    |
| SSD OpenCV (Caffe)  | 62   | 0.41 | 0.86 | 0.25  | 0.06  | 0.37    |
| SSD OpenCV (TensorFlow) | 61   | 0.49 | 0.83 | 0.21  | 0.07  | 0.33    |
| HOG & SVM (Dlib)    | 15   | 0.12 | 0.65 | 0.01  | 0.03  | 0.09    |
| MMOD (Dlib)         | 9    | 0.08 | 0.44 | 0.01  | 0.02  | 0.07    |

Table 1. Comparative analysis of face detectors.

To recognize handshapes, several convolutional neural network (2D CNN) architectures with different hyperparameter configurations were investigated, which are included in the open-source software platform TensorFlow Object Detection API v1 and v2, as well as in the object recognition module of the open-source library Keras. Training of convolutional neural networks was performed using marked - up data with hand shapes and of 18 one-handed signs from the TheRuSLan multimodal corpus of RSL (RGB and depth map), which was divided into training and test sets in a ratio of 10:3 informants. The process of annotating the p alms of the hands to extract their shapes was carried out using the labeling tool LabelImg. Annotated areas are represented in the special PASCAL VOC format as XML text files. This format is widely used, for example, in the ImageNet visual database designed to study various approaches to recognizing visual objects.

It is revealed that the correct recognition of the hand shape with the elimination of false positives is performed under the following conditions:

- the best trained convolutional neural network model with EfficientDet-D7 architecture determines the shape of the hand;
- the center coordinate of the hand (element) received from the Kinect v2 sensor is located within the recognized hand-shaped area.

At the stage of formation of spatio-temporal features vectors, the coordinates of the areas of the face and the hands are calculated with a subsequent normalization. The 3D distance between the upper left coordinate of the face area and the same coordinate of the human hand area is calculated as.
well. In addition, the intersection area of the face and hand regions is calculated. The informative spatio-temporal characteristics of a sign at a certain point in time are: 1) normalized 2D and 3D distances from face to hand (zone of gesture articulation); 2) normalized 2D area of intersection of the face and the hands (in the absence of intersection, the area is zero); 3) handshape (represented by a numerical value of the class).

4.2 LSTM neural network model

At the last step, it is proposed to recognize RSL one-handed signs using the LSTM neural network. In general terms, an LSTM network is a type of recurrent neural network. In turn, a recurrent neural network is a neural network that models events (phenomena) that change over time or sequence, for example, as sign recognition. This is done by feedback of the output of the neural network level at time $t$ with the input of the same network level at time $t + 1$. However, the usual recurrent neural network has a disadvantage, which is a vanishing gradient. This problem occurs when the network tries to model a dependency within a long sequence of training set. This is because small gradients or weights (values less than 1) are repeatedly multiplied over several time steps, and therefore the gradients are compressed to zero. As a result, the weights of earlier steps will not be significantly changed, and therefore the network will not study long-term dependencies. The LSTM network solves this problem and that is why the choice was made in its favor. The architecture of the LSTM neural network model is shown in Figure 5.

![Figure 5](image)

**Figure 5.** Architecture of the LSTM neural network model for RSL elements recognition.

As it can be seen, functional cores of signs, which consist of context-independent hand movements in relation to other signs, should be fed to the input of the LSTM network. In a more extended understanding of LSTM neural network takes a sequence of $N$ frames $\times$ 4 values from the sign characteristics, in particular: normalized 2D and 3D distances from the face to the palm of the hand (represented by floating-point numbers); normalized 2D areas of the intersection of the face and the palm of the hand, which are also represented by floating-point numbers; shapes of the palm of the hand are integers. A comparative table of the proposed method with other methods is presented in Table 2.

For comparison, the following methods were selected: 1) the Restricted Graph-Based Genetic Programming (hereinafter RGGP) (Liu et. al., 2013); 2) the Elliptical Density Shape Model (hereinafter EDS) (Tung et. al., 2014); 3) the Multi-Stream Recurrent Neural Network (hereinafter MRNN) (Nishida et. al., 2015); 4) Recurrent 3D Convolutional Neural Network (hereinafter R3DCNN) (Molchanov et. al., 2016); 5) the Multi-Dimensional Convolutional Neural Networks (hereinafter MultiD-CNN) (Elboushaki et.al., 2020).

| Method     | Modality        | Accuracy, % |
|------------|-----------------|-------------|
| RGGP       | RGB             | 69.74       |
|            | Depth map       | 53.07       |
| EDS        | RGB + depth map | 77.43       |
| MRNN       | RGB             | 68.23       |
| R3DCNN     | RGB + depth map | 84.67       |
| MultiD-CNN | RGB + depth map | 87.38       |
| Proposed   |                 | 88.92       |

**Table 2.** Comparison table of the proposed method with other methods.

All the methods from table 2 were implemented based on primary sources in the form of papers and were trained on 18 one-handed signs from the TheRuSLan multimodal corpus of RSL.

5. CONCLUSIONS AND FUTURE WORK

Thus, in paper a universal methodology for creating multimodal sign corpora is proposed, which is distinguished by the use of multimodal video data, with the use of which the collection and annotation of the multimodal corpus of the Russian sign language elements was carried out. Also, a new method of multimodal hand gesture recognition is proposed, which is distinguished by the analysis of spatio-temporal visual features of sign language elements.

Experiments have shown that the lowest recognition accuracy is shown by signs where the hand shapes are similar, and the articulation area is in the face region. With this approach, the recognition accuracy of isolated signs was 88.92%.

In further research, we plan to expand the multimedia database with new demonstrators. We also plan to research and develop new methods based on neural networks.
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