Spatio-temporal statistics of the turbulent piston-removed phase and Zernike coefficients for two distinct beams
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In the context of adaptive optics for astronomy, one can rely on the statistics of the turbulent phase to assess a part of the system’s performance. Temporal statistics with one source and spatial statistics with two sources are well-known and are widely used for classical adaptive optics systems. A more general framework, including both spatial and temporal statistics, can be useful for the analysis of the existing systems and to support the design of the future ones. In this paper, we propose an expression of the temporal cross power spectral densities of the turbulent phases in two distinct beams, that is from two different sources to two different apertures. We either consider the phase as it is, without piston, or as its decomposition on Zernike modes. The general formulas allow to cover a wide variety of configurations, from single-aperture to interferometric telescopes equipped with adaptive optics, with the possibility to consider apertures of different sizes and/or sources at a finite distance. The presented approach should lead to similar results with respect to existing methods in the Fourier domain, but it is focused on temporal frequencies rather than spatial ones, which might be convenient for some aspects such as control optimization. To illustrate this framework with a simple application, we demonstrate that the wavefront residual due to the anisoplanatism error in a single-conjugated adaptive optics system is overestimated when it is computed from covariances without taking into account the temporal filtering of the adaptive optics loop. We also show this overestimation in the case of a small-baseline interferometer, for which the two beams are significantly correlated. © 2022 Optical Society of America
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1. INTRODUCTION

In the context of adaptive optics (AO) for astronomy, one can rely on the statistics of the turbulent phase to assess and optimize a part of the system’s performance. Many studies of the turbulence statistics have been done considering a wavefront decomposition on the Zernike modes [1–13]. They indeed represent an orthogonal basis on a circular aperture [14], that is the most common aperture shape in optical systems. These studies mostly focus on the temporal statistics of the turbulence seen from one source to one aperture [3, 6, 15] or the spatial covariance from one or two sources to one or two apertures [1–4, 12, 13]. Though, the knowledge of both temporal and spatial statistics in a general framework can be useful for the development of new analytical expressions to estimate the adaptive optics performance. These tools can help in the analysis of existing Single-Conjugated Adaptive Optics (SCAO) or Wide-Field AO (WFAO) systems [16–19] and future systems that are going to equip the next generation of telescopes [20–25]. Indeed, the classical approach for the analysis of the performance of an AO system is to decompose the overall residual in several sources of errors (temporal, anisoplanatism, noise, aliasing, fitting...), considering them uncorrelated [26–31]. In that case, most of the error computations do not take into account the temporal filtering of the AO loop, while alternative approaches [32–35] apply the AO control in the whole performance analysis, highlighting for example the correlation between the temporal and the anisoplanatism errors. These methods to evaluate the AO performance often rely on an analysis in the spatial frequency domain [27, 28, 30–33].

In this paper, we use the geometry presented by Whiteley et al. [13], who expressed the spatial and temporal covariance of Zernike modes for two different sources and two different apertures, to derive temporal Cross Power Spectral Densities (CPSDs) of the piston-removed phase seen on two distinct beams. We slightly modify the formalism in order to include the case of sources at infinity. We use our calculations to develop an expression of the CPSDs of two Zernike coefficients as well, starting
from the one that has been introduced by Whiteley [13]. To our knowledge, this framework is the only one that offers the possibility to directly take into account the following aspects altogether in a single formula, while allowing the application of a time filtering: distinct apertures of different size, distinct sources at finite or infinite distance, direction of the wind. It should provide similar results with respect to spatial-frequency-based approaches, given the same assumptions, but it is focused on the temporal frequencies. It thus allows a simpler exploration of a different dimension of the problem, which might be convenient for control optimization for example. We then present a case study that makes use of the CPSDs to derive the anisoplanatism error for a SCAO system and for an interferometer such as the Large Binocular Telescope Interferometer (LBTI) [36]. We show that a simple computation from covariances would overestimate the anisoplanatism error with respect to a more precise computation that takes into account the temporal filtering of the AO loop.

In section 2, we present the aperture-source geometry used throughout the paper. In section 3, we give the expression of the inter-aperture spatial covariance of the piston-removed phase, that we then use to compute the corresponding spatio-temporal CPSDs (section 4). In section 5, we use the formalism introduced in section 4 to extend the expression of the Zernike coefficients CPSDs. Finally, in section 6, we present the case study where we consider a SCAO correction on either a single-aperture or a two-aperture interferometric telescope.

2. GEOMETRY

The aperture-source geometry we consider here is the one introduced by Whiteley et al. [13], that is reproduced in Fig. 1. We have two apertures of radii $R_1$ and $R_2$ (located by the vectors $r_{s1}$ and $r_{s2}$) observing two different sources (located by the vectors $r_{11}$ and $r_{12}$) through a turbulent layer at altitude $z_l$. A ray coming from the first (respectively the second) source and arriving at a point located by the vector $R_1\rho_1$ (resp. $R_2\rho_2$) with respect to the first (resp. the second) aperture center will pass by the point located by $q_{11}$ (resp. $q_{12}$) in the aperture footprint in the turbulent layer. The projected vectors $q_{11}$ and $q_{12}$ are expressed as follows:

$$q_{11} = (1 - A_{11})R_1\rho_1$$

$$q_{12} = (1 - A_{12})R_2\rho_2$$

where $A_{11}$ and $A_{12}$ are the layer scaling factors:

$$A_{11} = \frac{z_2 - r_{s1} \cdot \hat{z}}{(r_{11} - r_{s1}) \cdot \hat{z}}$$

$$A_{12} = \frac{z_2 - r_{s2} \cdot \hat{z}}{(r_{12} - r_{s2}) \cdot \hat{z}}$$

If $r_{s1} = r_{s2} = 0$, then Eq. (3) and Eq. (4) simplify into:

$$A_{11} = \frac{z_2}{z_1}$$

$$A_{12} = \frac{z_2}{z_2}$$

with $z_1$ and $z_2$ the sources’ altitudes.

In the following, we will need to express the vector joining two points of the apertures’ footprints in the turbulent layer:

$$A_s = q_{21} - q_{11} + s_l$$

3. INTER-APERTURE COVARIANCE OF THE PISTON-REMOVED PHASE

In this section, we consider the whole phases $\phi_1$ and $\phi_2$ in the respective apertures 1 and 2, without any decomposition on wavefront modes. We define their piston-filtered covariance as:

$$C_{\phi_1,\phi_2} = E\left\{ \int dp' \phi_1(R_1\rho) - \int dp' \phi_1(R_1\rho') P(\rho') \right\}$$

$$\times \left\{ \phi_2(R_2\rho) - \int dp'' \phi_2(R_2\rho'') P(\rho'') \right\} P(\rho)$$

where $P(\rho) = \int \rho P(\rho)$ is the aperture weighting function:

$$P(\rho) = \begin{cases} \frac{1}{\pi} & \text{if } |\rho| < 1 \\ 0 & \text{otherwise} \end{cases}$$

We develop Eq. (9):

$$C_{\phi_1,\phi_2} = E\left\{ \int dp \int dp'\phi_1(R_1\rho)\phi_2(R_2\rho') P(\rho') P(\rho) \right\}$$

$$- \int dp \int dp'\phi_1(R_3\rho')\phi_1(R_3\rho) P(\rho') P(\rho)$$

$$- \int dp \int dp''\phi_1(R_3\rho)\phi_2(R_3\rho'') P(\rho') P(\rho)$$

$$+ \int dp P(\rho') \int dp'\phi_1(R_3\rho')\phi_2(R_3\rho'') P(\rho') P(\rho)$$

\times P(\rho'')$$
We then have:

$$E \{ \phi_l (R_l \rho_1) \phi_l (R_2 \rho_2) \} = \sum_i B_{\phi_l} (q_{1l}, q_{2l})$$

with \( q_{1l} \) and \( q_{2l} \) as defined by Eq. (1) and Eq. (2). Assuming that the turbulent phase is spatially stationary, the cross-correlation \( B_{\phi_l} (q_{1l}, q_{2l}) \) only depends on the vector separating the two considered points:

$$B_{\phi_l} (q_{1l}, q_{2l}) = B_{\phi_l} (\Delta s_l) = B_{\phi_l} (q_{2l} - q_{1l} + s_l)$$

We then have:

$$C_{\phi_l, \phi_l} = \sum_i C_{\phi_l, \phi_l, i} = \sum_i \frac{1}{R_1 (1 - A_{1l})} \int dq_{1l}$$

$$\times B_{\phi_l} (q_{2l} - q_{1l} + s_l) P \left( \frac{q_{1l}}{R_1 (1 - A_{1l})} \right)$$

$$- \frac{1}{R_1 R_2 (1 - A_{1l})(1 - A_{2l})} \int dq_{1l} \int dq_{2l}$$

$$\times B_{\phi_l} (q_{2l} - q_{1l} + s_l) P \left( \frac{q_{2l}}{R_2 (1 - A_{2l})} \right)$$

$$\times P \left( \frac{q_{1l}}{R_1 (1 - A_{1l})} \right)$$

with \( q_{2l} = (1 - A_{2l}) R_2 \rho'' \). Since \( \rho = \rho_1 = \rho_2 \), we must have:

$$q_{2l} = (1 - A_{2l}) R_2 \rho = (1 - A_{2l}) R_2 (1 - A_{1l}) R_1 q_{1l} = K q_{1l}$$

We evaluate the first integral using the variable change \( q = (K - 1) q_{1l} \):

$$T_1 = \frac{1}{R_1 (1 - A_{1l})} \int dq_{1l} B_{\phi_l} (q_{2l} - q_{1l} + s_l) P \left( \frac{q_{1l}}{R_1 (1 - A_{1l})} \right)$$

$$= \frac{1}{R_1 (1 - A_{1l}) (K - 1)} \int dq B_{\phi_l} (q + s_l)$$

$$\times P \left( \frac{q}{R_1 (1 - A_{1l}) (K - 1)} \right)$$

Using Parseval’s theorem, we can write \( T_1 \) as:

$$T_1 = \frac{1}{R_1 (1 - A_{1l}) (K - 1)} \int df FT \{ B_{\phi_l} (q + s_l) \}^*$$

$$\times FT \left\{ P \left( \frac{q}{R_1 (1 - A_{1l}) (K - 1)} \right) \right\}$$

where \( FT \{ \} \) is the Fourier transform (from \( q \) to \( f \) in this case). The Fourier transform of the phase correlation is given by Wiener-Khinchin’s theorem:

$$FT \{ B_{\phi_l} (q + s_l) \} = W_{\phi_l} (f) \exp [2i \pi f \cdot s_l]$$

where \( W_{\phi_l} \) is the spatial power spectral density of the turbulent phase in the layer \( l \), often assumed to follow von Karman’s model [4]:

$$W_{\phi_l} (f) = \left[ \frac{24}{5} \frac{\Gamma \left( \frac{6}{5} \right)}{\Gamma \left( \frac{1}{5} \right)} \right]^2 \frac{\Gamma \left( \frac{11}{5} \right)}{2 \pi \frac{\Gamma \left( \frac{3}{5} \right)}{\Gamma \left( \frac{5}{5} \right)}} \left( \frac{r_0}{L_0} \right)^{-\frac{11}{5}} \left( f^2 + \frac{1}{L_0^2} \right)^{-\frac{3}{5}}$$

with \( \Gamma (\cdot) \) the gamma function, \( r_0 \) the Fried parameter and \( L_0 \) the outer scale. Hence, we finally have:

$$T_1 = \int df W_{\phi_l} (f) \exp [-2i \pi f \cdot s_l] \int \frac{1}{\pi R_1 (1 - A_{1l}) (K - 1) f} \frac{1}{\pi R_1 (1 - A_{1l}) (K - 1) f}$$

with \( I_1 \) the Bessel function of the first kind and order 1. The second integral to evaluate is:

$$T_2 = \frac{1}{R_1 R_2 (1 - A_{1l})(1 - A_{2l})} \int dq_{1l} \int dq_{2l} B_{\phi_l} (q_{2l} - q_{1l} + s_l)$$

$$\times P \left( \frac{q_{1l}}{R_2 (1 - A_{2l})} \right) P \left( \frac{q_{1l}}{R_1 (1 - A_{1l})} \right)$$

Again, using Parseval’s and Wiener-Khinchin’s theorems with a Fourier transform on \( q_{2l} \), we find:

$$T_2 = \frac{1}{R_1 (1 - A_{1l})} \int dq_{1l} \int df W_{\phi_l} (f) \exp [2i \pi f \cdot (q_{1l} - s_l)]$$

$$\times \frac{1}{\pi R_1 (1 - A_{1l})} \frac{1}{\pi R_2 (1 - A_{2l})} \frac{1}{\pi R_2 (1 - A_{2l})}$$

When re-ordering the integrals, one finds a Fourier transform in \( q_{1l} \), leading to:

$$T_2 = \int df W_{\phi_l} (f) \exp [-2i \pi f \cdot s_l]$$

$$\times \frac{1}{R_2 (1 - A_{2l})} \frac{1}{R_2 (1 - A_{2l})}$$

The piston-filtered covariance for the layer \( l \) is then:

$$C_{\phi_l, \phi_l, i} = T_1 - T_2 = \int df W_{\phi_l} (f) \exp [-2i \pi f \cdot s_l]$$

$$\times \left[ \frac{I_1 \left( 2 \pi R_1 (1 - A_{1l}) (K - 1) f \right)}{\pi R_1 (1 - A_{1l}) (K - 1) f} - \frac{I_1 \left( 2 \pi R_2 (1 - A_{2l}) f \right)}{\pi R_2 (1 - A_{2l})} \frac{1}{\pi R_2 (1 - A_{2l})} \right]$$

For a single aperture and sources at infinity, the last term of the integral becomes the classical filter function for piston removal

$$1 - \frac{I_1 \left( \frac{2 \pi \rho f}{L_0} \right)}{\pi \rho f}$$

[2] (we remind that \( I_1 (0) = 1 \)). When integrating over the angle, we find:

$$C_{\phi_l, \phi_l, i} = 2 \pi \int_0^{\infty} df W_{\phi_l} (f) \int_0 (2 \pi \rho f)$$

$$\left[ \frac{I_1 \left( 2 \pi R_1 (1 - A_{1l}) (K - 1) f \right)}{\pi R_1 (1 - A_{1l}) (K - 1) f} - \frac{I_1 \left( 2 \pi R_2 (1 - A_{2l}) f \right)}{\pi R_2 (1 - A_{2l})} \frac{1}{\pi R_2 (1 - A_{2l})} \right]$$

4. SPATIO-TEMPORAL CROSS POWER SPECTRUM OF THE PISTON-REMOVED PHASE

We now consider that we observe the first source at a time \( t = 0 \) and the second source at \( t = \tau \). Here, we assume a motion of the turbulent layer following Taylor’s frozen flow hypothesis along
the wind vector \( \mathbf{v}_l \) (Fig. 1), while the sources and apertures remain fixed. We can then define the effective footprint separation as a function of \( \tau \) in the layer \( l \):

\[
s'_l(\tau) = s_l - \mathbf{v}_l \tau
\]  

(26)

The spatio-temporal cross-correlation is then (from Eq. (24)):

\[
R_{\phi_1,\phi_2,f}(\tau) = \int df \ W_{\phi_1}(f) \exp[-2i\pi f \cdot s'_l(\tau)]
\times \left[ \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} - \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} \right]
\times \exp[2i\pi \nu \tau]
\]  

(27)

If \( \tau = 0 \), one retrieves \( C_{\phi_1,\phi_2,f} \). The spatio-temporal CPSD of the piston-removed phase is the Fourier transform of its cross-correlation:

\[
S_{\phi_1,\phi_2,f}(\nu) = \int d\tau \ R_{\phi_1,\phi_2,f}(\tau) \exp[2i\pi \nu \tau]
\]  

(28)

\[
S_{\phi_1,\phi_2,f}(\nu) = \int d\tau \ \int df \ W_{\phi_1}(f) \exp[-2i\pi f \cdot s'_l(\tau)]
\times \left[ \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} - \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} \right]
\times \exp[2i\pi \nu \tau]
\]  

(29)

where \( \nu \) is the temporal frequency. We replace \( s'_l(\tau) \) with \( s_l - \mathbf{v}_l \tau \):

\[
S_{\phi_1,\phi_2,f}(\nu) = \int df \ W_{\phi_1}(f) \exp[-2i\pi f \cdot s_l]
\times \left[ \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} - \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} \right]
\times \int d\tau \ \exp[2i\pi (\nu + f \cdot \mathbf{v}_l) \tau]
\]  

(30)

We now consider the components of \( f, f_{\perp} \), and \( f_{\parallel} \), so that \( f_{\perp} \) is orthogonal to \( \mathbf{v}_l \) and \( f_{\parallel} \) is parallel to \( \mathbf{v}_l \) (see Fig. 2). We also define the unitary vector along the wind direction \( \hat{u} = \frac{\mathbf{v}_l}{v_l} \). Eq. (30) can be written:

\[
S_{\phi_1,\phi_2,f}(\nu) = \frac{1}{v_l} \int df_{\perp} \ \int df_{\parallel} \ W_{\phi_1}(f_{\parallel}, f_{\perp}) \exp[-2i\pi f \cdot s_l]
\times \left[ \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} - \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} \right]
\times \int d\tau \ \exp[2i\pi (\frac{\nu}{v_l} + f_{\parallel} \cdot \hat{u}) \nu \tau]
\]  

(31)

The last integral is a Dirac function. If we consider that \( f_{\parallel} \) is positive when \( f_{\parallel} \) is pointing towards the same direction as \( \mathbf{v}_l \) and negative otherwise, then:

\[
\int d\tau \ \exp[2i\pi (\frac{\nu}{v_l} + f_{\parallel} \cdot \hat{u}) \nu \tau] = \frac{1}{v_l} \int dt \ \exp[2i\pi (\frac{\nu}{v_l} + f_{\parallel} |t|)]
= \frac{1}{v_l} \delta \left( f_{\parallel} + \frac{\nu}{v_l} \right)
\]  

(32)

where we made the variable change \( t = v_l \tau \). We also define the sign of \( f_{\perp} \): it is positive when the cross product \( \mathbf{v}_l \times f_{\perp} \) points towards the reader, and negative otherwise. Hence, re-placing \( f_{\parallel} \) with \( -\frac{\nu}{v_l} \) and considering both signs for \( f_{\perp} \), we find two frequency vectors that satisfy the Dirac condition, \( f_1 \) and \( f_2 \), with a norm \( f = f_1 = f_2 = \sqrt{f_{\parallel}^2 + (\frac{\nu}{v_l})^2} \) and respective angles \( \theta_1 = \theta_0 + \theta_v \) and \( \theta_2 = -\theta_0 + \theta_v \), with \( \theta_0 = \arcsin \left( \frac{f_{\parallel}}{f} \right) = \arcsin \left( \frac{v_l}{v_1} \right) \) and \( \theta_v \) the angle between \( \mathbf{v}_l \) and the X axis. Eq. (31) then becomes:

\[
S_{\phi_1,\phi_2,f}(\nu) = \frac{1}{v_l} \int df_{\perp} \ \int df_{\parallel} \ W_{\phi_1}(f_{\parallel}, f_{\perp}) \exp[-2i\pi f \cdot s_l]
\times \left[ \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} - \frac{I_1(2\pi R_1(1-A_{1l})(K-1)f)}{\pi R_1(1-A_{1l})(K-1)f} \right]
\times \left\{ W_{\phi_1} \left( -\frac{\nu}{v_l}, f_{\perp} \right) \exp[-2i\pi f_{\parallel} \cdot s_{l}] + W_{\phi_1} \left( -\frac{\nu}{v_l}, -f_{\perp} \right) \exp[-2i\pi f_{\parallel} \cdot s_{l}] \right\}
\]  

(33)

By definition, \( W_{\phi_1} \) is a radial quantity, so \( W_{\phi_1} \left( -\frac{\nu}{v_l}, f_{\perp} \right) = W_{\phi_1} \left( -\frac{\nu}{v_l}, -f_{\perp} \right) = W_{\phi_1}(f) \). We can thus write the final expres-
sion of the piston-removed phase CPSD:

\[
S_{\phi_1,\phi_2}(v) = \frac{1}{v_1} \int_0^\infty df_{\perp} W_\phi (f) \left[ \frac{J_1(2\pi R_1(1-A_1))(K-1)f}{\pi R_1(1-A_1)(K-1)f} \right.
- \left. \frac{J_1(2\pi R_1(1-A_1)f)}{\pi R_1(1-A_1)f} \right] \times \left\{ \exp[-2i\pi f s_1 \cos(\theta_1 - \theta_2)] + \exp[-2i\pi f s_1 \cos(\theta_2 - \theta_1)] \right\}
\]

(34)

with \( \theta_2 \) the angle between \( s_1 \) and the X axis. We can also write the CPSD value at the corresponding negative frequency:

\[
S_{\phi_1,\phi_2}(-v) = \frac{1}{v_1} \int_0^\infty df_{\perp} W_\phi (f) \left[ \frac{J_1(2\pi R_1(1-A_1))(K-1)f}{\pi R_1(1-A_1)(K-1)f} \right.
- \left. \frac{J_1(2\pi R_1(1-A_1)f)}{\pi R_1(1-A_1)f} \right] \times \left\{ \exp[-2i\pi f s_1 \cos(\theta_2 - \theta_1)] + \exp[-2i\pi f s_1 \cos(\theta_1 - \theta_2)] \right\}
\]

(35)

with \( \theta_3 = \pi + \theta_1 = \pi + \theta_0 + \theta_2 \) and \( \theta_4 = \pi + \theta_2 = \pi - \theta_0 + \theta_2 \). One can easily show that \( S_{\phi_1,\phi_2}(-v) \) is the conjugate of \( S_{\phi_1,\phi_2}(v) \). We then have \( \int_0^\infty dv S_{\phi_1,\phi_2}(v) = \int_0^\infty dv S_{\phi_1,\phi_2}^*(v) = C_{\phi_1,\phi_2}^* \), with \( S_{\phi_1,\phi_2}^*(v) = 2Re \left[ S_{\phi_1,\phi_2}(v) \right] \), \( Re \left[ \right] \) being the real part, that is:

\[
S_{\phi_1,\phi_2}^*(v) = \frac{2}{v_1} \int_0^\infty df_{\perp} W_\phi (f) \left[ \frac{J_1(2\pi R_1(1-A_1))(K-1)f}{\pi R_1(1-A_1)(K-1)f} \right.
- \left. \frac{J_1(2\pi R_1(1-A_1)f)}{\pi R_1(1-A_1)f} \right] \times \left\{ \cos[2i\pi f s_1 \cos(\theta_1 - \theta_2)] + \cos[2i\pi f s_1 \cos(\theta_2 - \theta_1)] \right\}
\]

(36)

Using the classical trigonometry formulas for the combination of sinusoids, we can write Eq. (36) as:

\[
S_{\phi_1,\phi_2}^*(v) = \frac{4}{v_1} \int_0^\infty df_{\perp} W_\phi (f) \left[ \frac{J_1(2\pi R_1(1-A_1))(K-1)f}{\pi R_1(1-A_1)(K-1)f} \right.
- \left. \frac{J_1(2\pi R_1(1-A_1)f)}{\pi R_1(1-A_1)f} \right] \times \cos[2i\pi f s_1 \cos(\theta_1 - \theta_2)] \cos(\theta_1)

\times \cos[2i\pi f s_1 \sin(\theta_1 - \theta_2) \sin(\theta_0)]
\]

(37)

or equivalently:

\[
S_{\phi_1,\phi_2}^*(v) = \frac{4}{v_1} \cos \left[ \frac{2\pi v s_1 \cos(\Delta \theta)}{v_1} \right] \int_0^\infty df_{\perp} W_\phi (f) \left[ \frac{J_1(2\pi R_1(1-A_1))(K-1)f}{\pi R_1(1-A_1)(K-1)f} \right.
- \left. \frac{J_1(2\pi R_1(1-A_1)f)}{\pi R_1(1-A_1)f} \right] \times \cos \left[ \frac{2\pi f s_1 \sin(\Delta \theta)}{v_1} \right]
\]

(38)

with \( \Delta \theta = \theta_1 - \theta_2 \).

In Fig. 3, we show the CPSD of the piston-removed phase as derived from Eq. (38). We considered a single-layer turbulent profile with \( \nu_0 = 16 \text{cm} \), \( L_0 = \infty \), \( z_1 = 10 \text{km} \), \( v_1 = 10 \text{m/s} \), \( \theta_0 = 0^\circ \) and both a single 8m aperture and two 8m apertures looking at one source at infinity. We retrieve the \( v^{-8/3} \) power law at high frequencies, as shown by Conan et al. [3] for the full turbulent phase (the piston contribution is negligible at high frequencies). At low temporal frequencies, we get a \( v^{-2/3} \) power law that reflects the major contribution of tip/tilt due to the piston filtering. We also note that the frequencies \( v_0 \) representing the transition from correlation to anti-correlation (and vice versa) show a dependence on the apertures separation. From the formula, we also find a dependence on the wind velocity and \( \Delta \theta \). The complete expression is: \( v_0 = \frac{1}{4} \frac{1}{v_1} \frac{1}{s_1} \cos(\Delta \theta) (1 + 2k) \), for any integer \( k \).

Fig. 3. CPSD of the piston-removed phase plotted in logarithmic (top) and linear (bottom) scales, for one aperture (green) and two apertures with a separation of 10m (orange) and 20m (blue) along the x-axis. The source is at \( (0^\circ, 0^\circ, \infty) \) in cylindrical coordinates.
5. SPATIO-TEMPORAL CROSS POWER SPECTRUM OF ZERNIKE COEFFICIENTS

We now use the geometry introduced in Fig. 2 to develop Whiteley et al.’s [13] equation describing the spatio-temporal CPSD of the Zernike coefficients:

\[ S_{a_{j1},a_{k2}}(v) = \int d\tau \int df \, W_{\phi_f}(f) \exp[-2i\pi v \cdot s_f] \]
\[ \times Q_j(R_1(1 - A_{11})f) \Phi_k(R_2(1 - A_{22})f) \exp[2i\pi v \tau] \]

(39)

where \( a_{j1} \) and \( a_{k2} \) are the coefficients representing, respectively, the phases \( \phi_1 \) and \( \phi_2 \) in the apertures 1 and 2:

\[ a_{j1} = \int d\rho_1 \phi_1(R_1(\rho_1))Z_j(\rho_1)P(\rho_1) \]

(40)

\[ a_{k2} = \int d\rho_2 \phi_2(R_2(\rho_2))Z_k(\rho_2)P(\rho_2) \]

(41)

and \( Q_j(f) \) is the Fourier transform of \( Z_j(\rho)P(\rho) \):

\[ Q_j(f, \theta) = i^{m_j} \sqrt{n_j + 1 - (m_j - m_0)/2} \sqrt{2^{1 - \delta_m,0}} \]
\[ \times \frac{J_{n+1}(2\pi f)}{\pi f} \cos \left( m_j \theta + \pi \left( 1 - \delta_{m,0} \right) \right) \]

(42)

with \( n_j \) and \( m_j \) the radial and azimuthal orders of \( Z_j \) and \( \delta_{m,0} \) the Kronecker delta (= 1 if \( m_j = 0, = 0 \) otherwise).

Following the reasoning in section 4, we find:

\[ S_{a_{j1},a_{k2}}(v) = \frac{1}{v_l} \int_0^{\infty} df \int f \, W_{\phi_f}(f) \exp[-2i\pi v f] \]
\[ \times Q_j(R_1(1 - A_{11})f) \Phi_k(R_2(1 - A_{22})f) \]
\[ + \exp[-2i\pi f s_f] Q_j(R_1(1 - A_{11})f) \]
\[ \times \Phi_k(R_2(1 - A_{22})f) \]

(43)

We now develop the expressions of \( Q_j \) and \( \Phi_k \) to find the final CPSD expression:

\[ \left( -1 \right)^{m_j n_j + n_k} \sqrt{(n_j + 1)(n_k + 1)} 2^{1 - (\delta_m,0)}/2 \]
\[ \times \left( \frac{v_l \pi^2 R_1 R_2 (1 - A_{11})(1 - A_{22})}{v_l} \right) \]
\[ \times W_{\phi_f}(f) J_{n+1}(2\pi R_1(1 - A_{11})) \]
\[ \times J_{n+1}(2\pi R_2(1 - A_{22})) \]
\[ \times \left[ \exp[-2i\pi f s_f \cos(\theta_1 - \theta_2)] \right] \]
\[ \times \cos \left( m_j \theta_1 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_k \theta_2 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_j \theta_1 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_k \theta_2 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]

(44)

In the specific case of one aperture of radius \( R \), one source only at infinity, \( j = k \) and a wind along the X-axis, we have:

\[ S_{a_{j},a_{j}}(v) = \left( n_j + 1 \right) 2^{1 - \delta_{m,0}} \frac{v_l \pi^2 R^2}{v_l} \int_0^{\infty} df \int f \, W_{\phi_f}(f) J_{n+1}(2\pi R f) \]
\[ \times \cos \left( m_j \theta_0 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \left( 1 - \delta_{m,0} \right) \]

(45)

which is equivalent to the combination of Eqs. (8) and (27) in Connaughton et al. [3], with \( f_1 = f_2 \). Keeping the same assumptions, we also derive the PSD of the differential piston between two apertures of same radius. Assuming a homogeneous and isotropic turbulence, one can demonstrate that this PSD is equal to (with \( j = k = 1 \) for the piston):

\[ S_{d_{pistol}}(v) = S_{a_{11},a_{11}}(v) - S_{a_{21},a_{21}}(v) \]
\[ \times 2 \{ S_{a_{11},a_{11}}(v) - \Re[S_{a_{11},a_{11}}(v)] \} \]

(46)

That is:

\[ S_{d_{pistol}}(v) = \frac{4}{v_l \pi^2 R^2} \int_0^{\infty} df \int f \, W_{\phi_f}(f) J_1(2\pi R f)^2 \]
\[ \times [1 - \cos(2\pi f s)] \]

(47)

Hence:

\[ S_{d_{pistol}}(v) = \frac{8}{v_l \pi^2 R^2} \int_0^{\infty} df \int f \, W_{\phi_f}(f) J_1(2\pi R f)^2 \sin \left( \frac{\pi f s}{v_l} \right)^2 \]

(48)

which is equivalent to Eq. (19) in Connaughton et al. [3] with \( s_1 = B \).

As in section 4, we also compute \( S_{a_{1},a_{2}}(v) \) defined in the same way as \( S_{\phi_1,\phi_2}(v) \). Indeed, in this case as well, one can verify that \( S_{a_{1},a_{2}}(v) = S_{a_{1},a_{2}}(v)^* \). The expression of \( S_{a_{1},a_{2}}(v) \) depends on the parity of \( n_j + n_k \):

- if \( n_j + n_k \) is even:

\[ S_{a_{1},a_{2}}(v) = (-1)^{m_j n_j + n_k} \sqrt{(n_j + 1)(n_k + 1)} \]
\[ \times \left[ \cos(2\pi f s) \cos(\theta_1 - \theta_2) \right] \]
\[ \times \cos \left( m_j \theta_1 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_k \theta_2 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_j \theta_1 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]
\[ \times \cos \left( m_k \theta_2 + \frac{\pi}{4} (1 - \delta_{m,0}) \right) \]

(49)
• if \( n_j + n_k \) is odd:

\[
S'_{\text{tip},\text{tip},j}(v) = (-1)^{m_1}m_{n_j+n_k-1} \sqrt{(n_j+1)(n_k+1)}
\times 2^{2-(\delta_{n_j}+\delta_{n_k})/2}
\times [\cos \left\{ m_{1}\theta_1 + \frac{\pi}{4} (1 - \delta_{n_j}) \right\} (-1)^{j} - 1] \\
\times [\cos \left\{ m_{1}\theta_1 + \frac{\pi}{4} (1 - \delta_{n_k}) \right\} (-1)^{k} - 1] \\
\times \left( \frac{\sin(2\pi f s_1 \cos(\theta_1 - \theta_n))}{2} \right) \\
\times \left( \frac{\sin(2\pi f s_1 \cos(\theta_k - \theta_n))}{2} \right)
\]

We derive the general formula:

\[
S'_{\text{tip},\text{tip},j}(v) = (-1)^{m_1}m_{n_j+n_k-1} \sqrt{(n_j+1)(n_k+1)}
\times 2^{2-(\delta_{n_j}+\delta_{n_k})/2}
\times [\cos \left\{ m_{1}\theta_1 + \frac{\pi}{4} (1 - \delta_{n_j}) \right\} (-1)^{j} - 1] \\
\times [\cos \left\{ m_{1}\theta_1 + \frac{\pi}{4} (1 - \delta_{n_k}) \right\} (-1)^{k} - 1] \\
\times \left( \frac{\sin(2\pi f s_1 \cos(\theta_1 - \theta_n))}{2} \right) \\
\times \left( \frac{\sin(2\pi f s_1 \cos(\theta_k - \theta_n))}{2} \right)
\]

In Fig. 4, we show the CPSDs of tip-tip (\( j = 2, k = 2 \)) and tip-defocus (\( j = 2, k = 4 \)). In Fig. 5, we show the CPSDs of coma-coma (\( j = 8, k = 8 \)) and coma-tip (\( j = 8, k = 2 \)). We used the same parameters as in Fig. 3. The curves behavior is in agreement with Conan et al. [3], indeed we retrieve the following power-laws: \( v^{-17/3} \) at the high frequencies for both \( S'_{2,2} \) and \( S'_{8,8} \) and, at the low frequencies, \( v^{-2/3} \) for \( S'_{2,2} \) and \( v^{-12/3} \) for \( S'_{8,8} \). The CPSDs zeros are at \( v_0 = \left\{ \frac{1}{2} \right\} \left\{ \frac{1}{2} \right\} \left\{ \frac{1}{2} \right\} \left\{ (-1)^{n_j+n_k-1} + k \right\} \), for any integer \( k \). This expression is valid only for \( \Delta \theta = 0 \), as we were unable to derive a general expression for \( \Delta \theta \neq 0 \).
A. Time-filtered anisoplanatism for a single-aperture telescope

We consider an aperture observing a target on axis and sensing the phase aberrations from an off-axis Natural Guide Star (NGS). The residual phase on target is given by the difference between the turbulent phase on target and the correction phase estimated from the NGS, which we write as:

\[
\phi_{\text{res}}(v) = \phi_n(v) - RTF(v)\phi_n(v) \tag{52}
\]

where \(\phi_n\) is the turbulent phase in the direction of the NGS and where we assumed that no noise is introduced in the AO loop. \(RTF\) is the Rejection Transfer Function that, together with the Noise Transfer Function, characterizes the AO control.

In the following, we assume a simple integrator controller with \(RTF(z) = \frac{1}{1 - e^{-t\zeta}}\) and \(NTF(z) = \frac{\nu_e}{\nu}\), where \(\nu\) is the scalar gain, \(d\) is the total delay in frames and \(z\) is the temporal-frequency vector defined as \(z = e^{j2\pi\nu}\nu_e\). Note that we consider a control law that is applied to the whole piston-filtered phase, which is an approximation. In reality, the deformable mirror cannot correct all the high spatial frequency content of the turbulent phase and the correction strategy might foresee different gains for different wavefront modes (e.g., a higher gain on tilt/piston to deal with vibrations).

The residual phase on target is then:

\[
\phi_{\text{res,target}}(v) = \phi_t(v) - \phi_{\text{res}}(v) = \phi_t(v) - \phi_n(v) + RTF(v)\phi_n(v) \tag{53}
= RTF(v)\phi_t(v) + NTF(v)(\phi_n(v) - \phi_t(v))
\]

where \(\phi_t\) is the turbulent phase in the direction of the target and where we used the following relationship for the transfer functions: \(RTF(v)\cdot NT\)F\(v) = 1\). It is worth noting that anisoplanatism, described in the equation by the difference between \(\phi_n\) and \(\phi_t\), is filtered as a noise by the AO loop.

From Eq. (53), we can compute the temporal PSD of the phase residuals on target as:

\[
S_{\text{res,target}}(v) = \langle \phi_{\text{res,target}}(v)\phi_{\text{res,target}}(v)^\dagger \rangle
= |RTF(v)|^2S_{\text{turb}}(v) + 2\text{Re}\{NTF(v)(S_{n,t}(v))\} \tag{54}
\]

where \(\langle \rangle\) is the mean, \(S_{\text{turb}}\) is the PSD of the turbulence and \(S_{n,t}\) is the CPSD between the phase on the NGS and the phase on target. By assuming homogeneous and isotropic atmospheric turbulence, we considered \(S_{n,t} = S_{n,t} = S_{\text{turb}}\) and \(S_{n,t} = S_{n,t}\).

The first term of the equation represents the residual PSD left in the direction of the NGS [26]. The last two terms represent the residual PSD due to anisoplanatism as filtered by the AO control. If integrated with respect to the temporal frequencies, it provides the anisoplanatism error that is generally computed through the spatial covariances of the phase as [27, 29, 37]:

\[
\sigma_{\text{aniso}}^2 = 2(\sigma_{n,t}^2 - \sigma_{n,t}^2) \tag{55}
\]

In Fig. 6, we investigate the difference between the anisoplanatism error computed through the CPSDs or through the covariances. We show the results for the phase and we use Eq. (38) to compute the CPSDs, in order to limit the integration to the temporal frequency range \([0,\infty)\) and thus gain computation time.

As a case study, we considered the LBT [39] observing with one of the two 8.2m pupils and compensating the turbulence-induced distortions through a SCAO correction characterized by \(v_{\text{loop}} = 500\text{Hz}, g = 0.2\) and \(d = 2\). The turbulence profile we used to compute the CPSDs is a four-layer profile taken from Agapito et al. [40]. The parameters are shown in Table 1. We computed every CPSD as sum of the single-layer CPSDs, assuming that the phase perturbations at each layer are not correlated.

As expected, the anisoplanatism error computed through the CPSD method is smaller than the one computed through the covariances, as it includes the temporal filtering by the AO control. We note that this behavior is valid within the whole range of \(L_0\), which is between limit values of 1m and \(\infty\). For the typical values (10m - 50m), measuring the anisoplanatism error through the covariances leads to an overestimation of \(\sim 40\%\) at \(\sim 2\arcsec\) off axis. It is also worth noting that the filtered anisoplanatism error given by the presented approach can be used to compute the isoplanatic patch after AO correction, defined for example in Agapito et al. [40] as \(\theta_N\), in a much faster way than with end-to-end simulations.

| Height [m] | 103 | 725 | 2637 | 11068 |
|-----------|-----|-----|------|------|
| \(C_N^2\) fraction | 0.70 | 0.06 | 0.14 | 0.10 |
| Wind speed [m/s] | 2 | 4 | 6 | 25 |
| Seeing [arcsec] | 0.66 |
| Zenith angle [°] | 40 |

Table 1. Parameters of the atmospheric turbulence profile. The seeing and layer altitudes are given at zenith and are scaled with respect to the airmass in the simulation.

Fig. 6. Difference between the anisoplanatism error computed through the CPSD or with the covariance method, as a function of the angular off-axis distance of the NGS and for several values of the turbulence outer scale. The assumed telescope is the LBT.

B. Time-filtered anisoplanatism for an interferometric telescope

We now consider a two-aperture interferometric telescope. The off-axis NGS is needed to sense the differential phase between the two sides of the telescope, that is the signal to be minimized in interferometric observations.

In this case, we have to determine the residual PSD from the
difference between the residual phases on the two sides of the interferometer. Thus, we define the temporal PSD in the direction of the target as:

\[
S_{\text{res,target}}(v) = \left\langle \left( \varphi_{\text{res},1}(v) - \varphi_{\text{res},2}(v) \right) \left( \varphi_{\text{res},1}(v) - \varphi_{\text{res},2}(v) \right)^* \right\rangle \\
= 2 \left\{ |\text{RTF}(v)|^2 (S_{\text{turb}}(v) - S_{n_1,n_2}(v)) + 2 \text{Re} \left[ \text{NTF}(v)(S_{n_1,t_1}(v) - S_{\text{turb}}(v)) \right] + \text{Re} \left[ \text{NTF}(v)(2S_{n_1,n_2}(v) - S_{n_1,t_2}(v) - S_{n_2,t_1}(v)) \right] \right\} \\
\tag{56}
\]

where \( \varphi_{\text{res},1} \) and \( \varphi_{\text{res},2} \) are the residual phases on the first and the second aperture of the interferometer, both given by Eq. (53), \( S_{\text{turb}} \) is the PSD of the turbulent phase in a given line of sight seen by a single aperture and \( S_{x,y} \) is the CPSD between the turbulent phases seen from two directions \( (x,y) \) by two apertures \( (i,j) \). Here, \( x \) and \( y \) can either be \( n \) for the NGS or \( t \) for the target. By assuming homogeneous and isotropic atmospheric turbulence, we used the following relationships for the CPSDs: \( S_{n_1,n_2} = S_{t_1,t_2} = S_{n_1,n_1} = S_{n_2,n_2} = S_{\text{turb}}, S_{n_1,1} = S_{n_2,2}, S_{t_1,2} = S_{t_2,1} = S_{n_1,n_2} = S_{n_2,n_1}, S_{t_1,2} = S_{n_2,t_2} \). The two AO systems equipping each side of the interferometer work independently from one another, but as they see the same atmospheric conditions and the same star, we assumed that they have the same control law (e. g. the same integrator gain and delay), hence they are characterized by the same RTF and NTF. As in the single-aperture case, we note that the first two terms represent the residual PSD left in the direction of the NGS, while the last five terms, if integrated on the temporal frequencies, represent the anisoplanatism error as filtered by the AO loops. This last source of error is usually computed through the spatial covariances of the phase, as we find in Esposito et al. [41]. The formula, presented for the differential piston errors but still valid for the differential phase in general, is:

\[
\sigma_{\text{aniso}}^2 = 2(2\sigma_{\text{turb}}^2 - 2\sigma_{t_1,n_1}^2 - 2\sigma_{n_1,t_2}^2 + \sigma_{n_1,n_2}^2 + \sigma_{t_1,n_1}^2) \\
\tag{57}
\]

In Fig. 7, we show the difference between the anisoplanatism error computed through the CPSDs or through the covariances. As an interferometric telescope, we considered the LBTI, that is characterized by two 8.2m pupils and a center-to-center distance of 14.4m. We used the same parameters as in the previous paragraph for the AO loop and the turbulence profile. As in the single-aperture case, we note that the AO temporal filtering has a significant effect in reducing the contribution of anisoplanatism, with a difference greater than 200 nm at 10° off axis for typical \( L_0 \) values.

![Fig. 7](image.png)

**Fig. 7.** Difference between the anisoplanatism error computed through the CPSD or with the covariance method, as a function of the angular off-axis distance of the NGS and for several values of the turbulence outer scale. The assumed interferometric telescope is the LBTI.

This application shows that the two beams of a small-baseline interferometer are likely to be highly correlated. This correlation between adjacent beams can be of interest for the study of segmented telescopes. For example, the Giant Magellan Telescope (GMT) [23], that has a primary composed of 7 segments and a deformable secondary segmented in the same way, could be considered as a 7-aperture interferometer, since each pair primary segment - secondary segment is equivalent to one side of the LBT. The question is then: is it better to make each segment work independently from the others as in an interferometer, and then adjust the differential pistons, or to consider the full pupil in the control scheme, using global wavefront modes? We do not intend to answer here, as this topic would deserve a publication on its own, but the presented framework should be of great help for such a study.

**7. CONCLUSION**

In this paper, we derived analytical formulas for the temporal Cross Power Spectral Densities of the turbulent phases in a configuration with two apertures looking at two distinct sources. We considered either the piston-removed phase or the phase decomposition on Zernike modes. The general geometry allows to cover a wide range of applications in the field of astronomical observations with ground-based telescopes equipped with adaptive optics. Indeed, the presented framework offers the possibility to directly take into account the following aspects altogether in a single formula, while allowing the application of a time filtering: distinct apertures of different size, distinct sources at finite or infinite distance, direction of the wind. It is also focused on temporal frequencies, in contrast with many spatial-frequency-based methods, hence it provides access to a different dimension of the AO performance evaluation. The spatio-temporal behavior of the turbulence-induced distortions can be exploited as a useful tool to estimate the performance of both single-aperture and interferometric telescopes provided with classical and new-generation adaptive optics systems. In this context, we provided an example of numerical application where we used the CPSDs to estimate the wavefront residuals of a SCAO system due to anisoplanatism, taking into account the effect of the adaptive optics control on this source of error. We
found that anisoplanatism is filtered as a noise by the AO loop. As a consequence, not considering the AO temporal filtering of anisoplanatism (that is, evaluating this source of error through the spatial covariances of the phase) brings to an overestimation of this error term.
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