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Abstract

Term and glossary management are vital steps of preparation of every language specialist, and they play a very important role at the stage of education of translation professionals. The growing trend of efficient time management and constant time constraints we may observe in every job sector increases the necessity of the automatic glossary compilation. Many well-performing bilingual AET systems are based on processing parallel data, however, such parallel corpora are not always available for a specific domain or a language pair. Domain-specific, bilingual access to information and its retrieval based on comparable corpora is a very promising area of research that requires a detailed analysis of both available data sources and the possible extraction techniques. This work focuses on domain-specific automatic terminology extraction from comparable corpora for the English – Russian language pair by utilizing neural word embeddings.

1 Introduction

Terminology studies represent a strictly hierarchical discipline that forms a basement for global scientific knowledge. One of the main challenges of the term extraction task is mostly associated with the “Deficiency of unique norms and rules among linguists and lexicographers to identify a massive amount of modern terminology vocabulary, systematize and place it on international databases because the appearance of new scientific and technological notions occurs faster than it can be defined” (Bidnenko, 2018). Despite the controversy about the notion on “termhood”, the main obstacle in the term extraction process consists in the restricted access to cross-lingual parallel content being a major bottleneck for compiling a high-quality specialised dictionary with minimum effort.

Many well-performing bilingual AET systems are based on processing parallel data, however, such parallel corpora are not always available for a specific domain or a language pair (Uyeama, 2006). Even though the number of parallel corpora available online is gradually increasing, this number is still not sufficient to include a wide range of all possible domains, especially if the domain is relatively new. Comparable corpora, on the contrary, can be an excellent alternative with a lot of potential and greater possibilities for domain- and language adaptability (Pekar et al., 2008). Other advantages of comparable corpora include its relatively cheap construction process and its usefulness in building a domain-specific corpus even for low-resource languages and underrepresented topics. It is important to note that a specialised comparable corpus is traditionally of a smaller size (when compared to a general-language corpus), this is usually related to the scarcity of resources in languages other than English (Hazem and Morin, 2016). Such a corpus may also pose issues associated with the unfavorable duplication of web-crawled texts, noisy data, and a general lack of control over the corpus compilation process. Nevertheless, the use of comparable corpora remains a very promising area of research in both monolingual and bilingual term extraction.

This research is hypothesized on the idea that language specialists are usually provided with the minimum information about an event and little or no additional information about the specific domain they must work with (Gaber et al., 2021). The general pipeline of the terminology extraction process can be divided into three main stages: 1. Building a corpus; 2. Application of term extraction methods; 3. Either automatic or...
manual validation of extracted term candidates. Considering all the advantages of using a bilingual comparable corpus, we would like to exploit its properties in the terminology extraction task and make it domain-independent i.e., adaptable to any other domain where the compilation of corpora is possible; However, this work will be mainly focused on Covid – 19 domain whereas our rationale will be discussed later in the next sections.

2 Related Work

2.1 Statistical Term Extraction Methods

The variety of strategies used for the automatic term extraction was developed with one common objective to obtain the most consistent set of terms being the best representation of a domain in question. The commonly agreed approaches used in the task of term extraction can be clustered into three main groups, depending on the methods of scoring the candidate terms (Astrakhantsev, 2018). Thus, these three main categories are also classified as statistical, linguistic, and hybrid, accordingly. Statistical approach was aimed to determine the potential “termhood” 1 of a candidate word by defining the optimum measures of this “termhood” (Pazienza et al., 2006). The history of frequency-based approaches lasts for decades, thus Total TF-IDF algorithm is based on measuring word informativeness, i.e., the importance of a particular word/potential term in a given document (Evans and Lefferts, 1995). C-value is another traditional yet more comprehensive statistical measure, that is commonly used with multiword expressions, this measure does not only consider the frequency of an expression but its length and the frequency of its constituents in a corpus, it is proved to be very efficient when applied to highly technical domains (Frantzi et al., 2000). Mutual Information (MI) is widely used as one of the statistical measures of term frequency where the independent probability of terms is compared to the probability to see these terms together. MI is very useful for identifying high-frequency terms; however, it overestimates multiword terms consisting of rarely seen words (Church et al., 2003). The idea of using frequency information as the feature for identifying terms has not only resulted in specialized scripts but also inspired the development of frequency-based automatic term extractors. One of such tools is an open-source TBXTools2 developed by A. Oliver and M. Vázquez (2015) with the aim of automating statistical term extraction process and making it realizable for general users with no advanced programming skills. With reference to other language-dependent methods, an attempt to compile a glossary of scientific terms in Russian was made by Bolshakova et al., (2019). Considering the complicated structure of Russian grammar, a set of lexical and syntactic patterns was formed to detect terms based on syntactic and morphological features of the Russian language. Such a collection of rules is very efficient when extracting terms in a particular domain, however a very specific fine-tuning is needed depending on every domain, its size, and language.

2.2 Linguistic and Hybrid Term Extraction

Linguistic methods of term extraction try to identify terms based on their syntactic features. Scholars supporting this approach state that syntactic information is sufficient to determine the termhood of a word (Bourigault, 1992). In their comprehensive review Pazienza et al., (2006) confirm that these two stages can be sufficient for loose term extraction if the initial POS grouping is performed correctly and is based on the deep analysis of the most common syntactic structures of a language in question. Let us consider such a common phrase as “Health protection”, its equivalent in Russian is “Охрана здоровья”, however, the chances that we will be able to obtain the same translation equivalent using the frequency-based or linguistic techniques are quite low, as this term could potentially be used in different contexts, thus the declension of the first word may change to genitive case (“Охраны здоровья”) or dative case (“Охране здоровья”) and others depending on the context. It is important to note that within a linguistic framework of AET other refinement techniques can be applied for further term filtering, such as the creation of customized lists of unwanted words, general-purpose words, or
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1 Termhood is defined as a potential ability of a word to be a term
2 https://github.com/aoliverg/TBXTools
functional words followed by the manual validation of subject-matter experts (Pazienza et al., 2006). The best practice in the traditional approach to AET is to use a combination of both statistical and linguistic techniques to achieve better performance. Such hybrid methods are commonly used in the automated term extraction systems. For example, TermoStat \(^3\) tool was developed with the aim of extracting corpus-specific terminology and performed quite well when extracting simple terms achieving 74% of precision (Drouin, 2003). Another hybrid software used for both term extraction and corpus compilation is SketchEngine \(^4\). This software supports a range of languages and can even be used for domain-specific bilingual term extraction if a parallel corpus is available (Kilgarriff et al., 2014). Some other tools combine nearly all available traditional approaches (ATR4S software that comprises 15 AET methods, including, but not limited to Average Term Frequency, Residual IDF, Relevance and Weirdness scores, etc.) and deliver good results (Astrakhantsev, 2018). Even though the aforementioned techniques performed quite well in both monolingual and bilingual environment, the growing interest to state-of-the-art machine learning methods led to numerous experiments carried out in a range of NLP tasks including term extraction.

### 2.3 Experiments With the Word Embedding Techniques

The main impulse in improving the consistency and accuracy of domain-specific terminology sets was to increase the number of features each term can be represented with rather than treating every word as an atomic unit (Amjadian et al., 2016). With the introduction of word embeddings, it became possible to obtain deeper contextual meanings of words being a set of features. Tomas Mikolov (2013) was the first to propose “A method to learn a linear transformation from the source language to the target language” to improve the task of lexicon extraction from bilingual corpora. Thus, Hazem and Morin (2017) attempted to improve bilingual terminology extraction from specialised corpora by exploiting finer granularity of the word embeddings generated by Word2Vec. In their work, it was argued that the traditional approaches are also not suitable for domain-specific term extraction as the word co-occurrence information for a small size comparable corpus is always not reliable as well as pre-trained neural network models are unable to learn the features if the vocabulary is of modest size. This limitation was then addressed by enriching the distributed word representations with the general domain data. The concatenation of distributed word representations trained on a domain-specific corpus and a general corpus helped to improve the quality of extracted terms comparing to previous works where the algorithms were only trained on specialised corpora.

It is important to mention that the introduction of other word embedding architectures influenced further experiments with vector concatenation. So, Amjadian (2016) used the abovementioned CBOW and Skip-gram architectures to produce so-called "global word vectors" trained on a general language corpus and concatenated them with "local context vectors" generated by means of another word embedding architecture called Glove (Pennington et al., 2014). Besides the promising results of the previously described works, there are some other limitations, that were not taken into account, such as the ability to produce bias results due to the unbalanced dimensionality of domain-specific and general word vectors. This limitation was then addressed in a later work of Liu et al., (2018) where they proposed to restrict the size of domain-specific word vectors to 100 comparing to the size of general domain word vectors being set as 300. This fine-tuning allowed to not only preserve the features of both corpora but to also use available pre-trained models with the minimum changes required.

Even though multiple experiments with the various types of word embeddings for inflected and agglutinative languages (Üstün et al., 2018; Romanov and Khusainova, 2019) have shown that morphological subword embeddings perform very well with the Slavic languages, these types of distributed word representations are still limited due to its static nature i.e., inability to change depending on the context. However, more
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3 http://termostat.ling.umontreal.ca/

4 https://www.sketchengine.eu/
information extraction opportunities occurred with the introduction of the most modern type of deep contextualized word embedding, such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019). Among other possible applications, the BERT model was also considered in the context of binary classification for associating term candidates with their context (Hazem et al., 2020). Given the wide range of neural network-based term extraction experiments we are convinced that state-of-the-art methods can help to improve the AET task for the English – Russian language pair by either being paired with the traditional methods or by applying modern vector concatenation techniques.

3 Methodology on Automatic Term Extraction and Bilingual Mapping of the Terms

3.1 Comparable Corpora as the Main Source of Data

A good example of data scarcity case can be demonstrated by the availability of parallel datasets for En-Ru language pair on such topics as Coronavirus and Vaccination. The rapid growth of interest to this topic is disproportional comparing to the amount of available bilingual data. As of July 2021, the only open-source parallel corpus we could find on the web was Corona Crisis Corpora published by TAUS5 with the aim of ensuring better language coverage. The corpus consists of 192,614 aligned segments and could be very useful for small-scale NLP experiments, however, this data is still not enough to cover all Covid-related domains.

Numerous works in the sphere of term extraction from specialized corpora did not only differ in methods and techniques but also covered many domains and languages. Several factors were considered while choosing a domain for our datasets, which is:

a. Asymmetrical availability of resources – by focusing our experiment mostly on the topic of Covid-19, we believe that we will be able to contribute to the simplification of term extraction process for such domains, where the information in English is prevalent due to their novelty. The topic of the coronavirus remains one of the most popular areas of modern research, however, most up-to-date scientific papers on Covid – 19 are published in English. Consequently, the number of relatively new terms introduced in this language is much greater than it is in any other high-resource languages. This disproportion of terminological equivalents makes the task of glossary compilation even more challenging.

b. Usefulness and timeliness of the topic – despite its novelty, Covid – 19 led to numerous international events where the assistance of language specialists is crucial. We are convinced that this domain will not only remain in high demand for the next several years but will also give rise to the development of other cross-disciplinary domains where the availability of high-quality bilingual terminology sets will be essential.

The comparable corpus of the En-Ru language pair will consist of two monolingual corpora, where the English part of it will be represented by the CORD-19 dataset 6. This exhaustive, open-source dataset was compiled by the leading research groups of the world as a response to the COVID-19 pandemic and it consists of more than 500 000 scientific articles on SARS-COV-19. The compilation of a corpus in Russian will be performed by the automatic web crawling with the subsequent data cleaning and processing. Several websites will be considered as the main source of data in Russian to ensure that the dataset is represented by scientific papers containing plenty of terms. We would like to follow the methodology of A. Rungsawang (2004) for building the web crawler and to ensure that the information from the web pages is collected in an incremental way to avoid data duplication during the subsequent crawls. Thus, the crawler algorithm will be able to learn from search experience and produce filtered results in case of several crawling attempts. Topic relevancy score will be used together with the boilerplate removal to form the textual data. Besides the possibility to have noisy data that requires special treatment and extra attention, another debatable peculiarity of a comparable corpus remains its “comparability” or similarity of genres of the chosen subcorpora.

5 https://md.taus.net/corona

6 The dataset is available at: https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge
therefore the initial selection of data sources will be of paramount importance.

3.2 Word Embeddings as Input to a Neural Network Classifier

Word vectorization is performed by means of pre-trained word embedding models to minimize the effort of parameter engineering and benefit from state-of-the-art algorithms. The final optimal approach will solely depend on the results of the experiments carried out with the concatenation of distributed word representations and changing the dimensionality of word embeddings as well as associating specialized corpora with the external data. There is a range of approaches to using bilingual neural network classifiers to distinguish between the terms and non-terms. Some of such deep learning algorithms are trained on a small set of labelled data and then tested on predicting the class on the big amount of domain-specific unlabelled data (Wang et al., 2016). Hand engineering is a very time-consuming and labor-intensive task that often requires extra supervision and the assistance of subject-matter experts. Following the trend of minimum hand-engineering, another term extraction approach relies on the benefits of using deep contextualized word embeddings as input to Convolutional Neural Networks with minimum supervision (Khosla et al., 2019). We would like to adopt and combine the previous methods proposed by Hazem and Morin (2017), Amjadian et al., (2016), and Liu et al., (2018) and to exploit the idea of the independent training of local and global vectors with minimum fine-tuning of more modern customizable models that are capable of learning the context of words.

3.3 Bilingual Mapping and Results

Evaluation

Considering the monolingual training conditions, one of the final stages of our research will be to find the translation equivalents for the set of candidate terms extracted by the classifier. The task of bilingual mapping, as well as various transformation options, were thoroughly studied by Artetxe et al., (2016) where they proposed a framework for learning the optimal vector transformation that outperformed all the previous techniques and helped to solve the task of zero-shot translation. We would like to follow the upgraded version of the suggested multi-step framework proposed by Artetxe et al., (2018) consisting of the orthogonal mapping of the word vectors and reducing their dimensionality. This technique proved to be very efficient when paired with the state-of-the-art word embeddings trained on two corpora of distant language pairs.

As it was mentioned before, considering the uncertainties about the classification and the definition of terms, the task of data validation in this work is quite challenging. It was decided to avoid human evaluation techniques because a.) we are convinced that this task is very subjective for manual evaluation as the entire process of glossary building often depends on personal preferences and the individual level of expertise b.) this process is very labor-intensive and requires the assistance of domain experts that are not always available. Alternately, standard automatic evaluation metrics such as precision, recall, and F score will be used. To ensure proper evaluation of the terminology extraction task the terminology reference list for the En-Ru language pair is required. It is important to mention that the domain of Covid-19 is still a field of active research and new terminology is coined every day, however, we could not find any gold standard datasets that are currently available on the web. Thus, the reference bilingual terminology list will be compiled manually by consolidating several glossaries provided by such organizations as WIPO Pearl and the official terminology database of the European Union. The list of possible reference sources is not exhaustive and will be updated in the course of searching for the most up-to-date open-source termbases published by trustworthy providers.

4 Research Questions

The main motivation of this research relates to the restricted access to cross-lingual content being a major obstacle for compiling a high-quality specialised dictionary with minimum effort.
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7 Zero-shot translation enables the neural network to pick the nearest possible translation equivalent for the words that were not present in the training data set.

8 COVID 19 multilingual glossary is available at: https://www.wipo.int/pressroom/en/articles/2020/article_0021.html

9 https://data.europa.eu/data/datasets/covid-19-multilingual-terminology-on-iate?locale=en
Thus, our research questions can be formulated as follows:

- What are the limitations of generating a bilingual dictionary for a specific domain when no additional resources are provided?
- Is it possible to compile bilingual glossaries from bilingual comparable corpora?
- If so, what is the most efficient procedure to perform bilingual term extraction?

It is important to note that we would like to address the reality of working conditions that usually imply a significant amount of information that has to be processed by an interpreter in a short period of time to manually compile a glossary; hence our main goal will be to automate glossary creation process to the maximum possible extent and, at the same time, preserve the accuracy and consistency of specialised terms.
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