Helmholtz decomposition of the neuronal current for the ellipsoidal head model
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Abstract

In earlier work, the neuronal primary current was expressed via the Helmholtz decomposition in terms of its irrotational part characterised by a scalar function and its solenoidal part characterised by a vectorial function. Furthermore, it was shown that EEG data is affected only by the irrotational part of the current, whereas MEG data is affected by two scalar functions, namely the irrotational component and the radial part of the solenoidal vectorial function. Here, we focus on the numerical implementation of this approach on the three-layer ellipsoidal model. The parametrization of the unknown functions in terms of ellipsoidal harmonics implicitly regularizes the highly ill-posed associated inverse problems. However, despite the above parametrization of these two unknown functions in terms of ellipsoidal harmonics, the inversion matrices are highly ill-conditioned for both EEG and MEG. In order to bypass this problem, we propose an alternative approach to the inversion problem. This involves revisiting the general inversion formulas presented earlier by one of the authors and expressing them as surface integrals. By choosing a suitable parametrization for the relevant unknown functions, these surface integrals can be evaluated using a method for numerical quadrature over smooth, closed surfaces. The method uses local radial basis function interpolation for generating quadrature weights for any given node set. This gives rise to a stable linear system of equations suitable for inversion and reconstruction purposes. We illustrate the effectiveness of our approach by presenting simple reconstructions for both EEG and MEG in a setting where data are contaminated with Gaussian white noise of signal to noise ratio (SNR) of 20 dB.
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1. Introduction

The medical significance of Electro-Magneto-encephalography, EEG-MEG, is well established, see for examples [1–8]. In particular, the high bandwidth of the EEG signal in comparison to other functional imaging modalities such as PET, SPECT and fMRI, yields a temporal resolution that offers unique insight into the study of spontaneous as well as evoked neural activity in the brain. The primary disadvantage for determining brain activity with EEG or MEG is the highly ill-posed nature of the associated spatial inverse problems: different electric currents can yield identical electric potentials measured in EEG, as well as identical magnetic fluxes measured in MEG. Actually, although it was known to Helmholtz since 1853 [9] that a current within a conductor can not be uniquely identified from the knowledge of the magnetic flux it generates in the exterior of the conductor, the first rigorous determination of the part of the current that can be obtained via MEG for the simple case of the homogeneous spherical conductor appeared in 1996 [10]. Attempts to generalize this result were made by several authors, and a variety of partial results were obtained regarding the following basic question: which part of the current affects the electric potential on the scalp and which part of the current affects the magnetic flux outside the head? In these studies, the current was assumed to be either a finite collection of dipoles or a continuous distribution of dipoles. The answer to the above question was finally obtained in [11]: let the bounded domain $\Omega_c$ represent the cerebrum, which has conductivity $\sigma_c$. A shell $\Omega_f$ with conductivity $\sigma_f$, representing the cerebrospinal fluid which surrounds the domain $\Omega_c$. The cerebrospinal fluid which is surrounded by the skull is characterized by the domain $\Omega_b$ with conductivity $\sigma_b$. Finally, the skull is surrounded by the scalp, which is modelled as a shell $\Omega_s$ with conductivity $\sigma_s$. The domain exterior to the head is denoted by $\Omega_e$, and it is assumed that $\Omega_e$ is not conductive. The permeability of all domains is equal to the permeability $\mu$ of empty space. Let $J^p(\tau), \tau \in \Omega_c$, denote the primary current which is assumed to be supported within the cerebrum $\Omega_c$. This is consistent with the fact that the main source of the primary current consists of the transmembrane currents in the apical dendrites of the pyramidal cells in the cerebral cortex [5, 6]. For the above situation of arbitrary geometry and arbitrary current, it is shown in [11] that the irrotational part of the current, which is characterized by the scalar function $\Psi(\tau)$, contributes to both the electric potential on the scalp and to the magnetic field in $\Omega_e$. On the other hand, the solenoidal part of the current, which is characterized by the vectorial function $A(\tau)$, does not affect the electric potential and furthermore only the radial component of $A(\tau)$ affects the magnetic flux in $\Omega_e$.

It was also shown in [11] that in the case of spherical and ellipsoidal geometries, $\Psi(\tau)$ affects the electric potential on the scalp only through its value as well as the value of $\nabla \Psi$ on the surface $S_c$ of the cerebral cortex. Similarly, the radial component of the magnetic flux outside the head is affected by the above values involving $\Psi$, as well as by the values of $\tau \cdot A(\tau)$ and its gradient of $S_c$. These results imply that in these cases the 3-dimensional nature of current distributed in a three shell head model is ‘invisible’ to measurements. It has been recently shown that these statements are valid for an arbitrary geometry. This fact, together with physiological considerations [5, 6], have provided the motivation to study the important case that
the current has support only on \( S_c \) and is normal to \( S_c \). Explicit formulae expressing EEG and MEG in terms of this current will be presented elsewhere.

Several authors have focused on the dipole source problem for the ellipsoidal head model [22, 23, 25]. In contrast to these works, we concentrate on the distributed source problem by decomposing the neuronal current \( J_p \) into its irrotational and solenoidal components. The basic equations expressing EEG and MEG data in terms of appropriate components of the current are reviewed in section 2. In section 2.2, we show that the general formulae of inversion for both EEG and MEG which are expressed as volume integrals, can actually be expressed as surface integrals. This paves the way for a new robust numerical implementation of the inversion equations. A brief overview of ellipsoidal geometry and ellipsoidal harmonics is presented in section 3. The inversion equations for the three layer ellipsoidal head model are given in section 4. A numerical algorithm for computing the auxiliary function \( v_j \) is presented in section 5. Extensive numerical results are shown in section 6, which include numerical tests involving important terms that feature in the inversion equations derived in [11]. Furthermore, detailed numerical results and discussions are presented with regards to the properties of the inversion matrices computed from the measurement equations of [11] for both EEG and MEG. Our results are further discussed in section 7.

2. Head model

The different compartments of the head model are shown in figure 1. \( \Omega_c \) denotes the cerebrum, which is surrounded by three shells \( \Omega_f, \Omega_b, \Omega_s \), denoting the cerebrospinal fluid, the skull, and the scalp. Their conductivities are respectively denoted by \( \sigma_c, \sigma_f, \sigma_b \) and \( \sigma_s \). The spaces \( \Omega_c, \Omega_f, \Omega_b \) and \( \Omega_s \) are bounded by the surfaces \( S_c, (S_c, S_f), (S_f, S_b) \) and \( (S_b, S_s) \), respectively.

Table 1 presents the conductivity values of the head model as documented in [12–14].

The physiology of the head model is accurately characterized by the four layer compartments shown in figure 1. The distributed inverse source results derived in [11] consider the four layer head model. It can be observed from table 1 that \( \Omega_f \) (CSF), has a higher conductivity than the remaining compartments but it also has a very small thickness. The detailed analysis of [15] shows that the brain-CSF interface has a negligible effect in the forward model. For this reason, in the case of our numerical examples, we ignore \( \Omega_f \) (CSF) and restrict our analysis to the three layer head model involving the compartments \( \Omega_c, \Omega_b \) and \( \Omega_s \).

2.1. Auxiliary functions \( v_j(r, \tau) \)

It was shown in [11] that for a given geometry, the functions \( v_j(r, \tau) \), \( j = c, f, b, s \) are defined via the following boundary value problem:

\[
\nabla^2 v_c(r, \tau) = 0, \quad r \in \Omega_c, \tau \in \Omega_c, \\
\frac{\partial}{\partial n} \left[ \frac{1}{|r - \tau|} + v_c(r, \tau) \right] = \sigma_f \frac{\partial v_f(r, \tau)}{\partial n}, \quad r \in S_c; \\
\nabla^2 v_f(r, \tau) = 0, \quad r \in \Omega_f, \tau \in \Omega_c, \\
v_f(r, \tau) = \frac{1}{\sigma_c} \left[ \frac{1}{|r - \tau|} + v_c(r, \tau) \right], \quad r \in S_c, \\
\sigma_f \frac{\partial v_f(r, \tau)}{\partial n} = \sigma_b \frac{\partial v_b(r, \tau)}{\partial n}, \quad r \in S_f, \tau \in \Omega_f; \\
\]
Equations (1)–(4) are independent of the current \( J^p(\tau) \) and depend only on the geometry and on the conductivities \( \sigma_c, \sigma_f, \sigma_b \) and \( \sigma_s \).

It is shown in \cite{11} that the functions \( v_j(r, \tau) \) can be related to the functions \( u_j(r, \tau) \) with unit Volts, \( r \in \Omega_j, \tau \in \Omega_c, j \in \{c, f, b, s\} \). They are defined in terms of a single dipole with moment \( Q(\tau) \) with unit Coulomb-meter, located at the position vector \( \tau \) via the following equations:

\[
\sigma_c \frac{\nabla^2 v(b, \tau)}{r} = 0, \quad r \in \Omega_b, \tau \in \Omega_c, \tag{3}
\]

\[
v_b(r, \tau) = v_f(r, \tau), \quad r \in \Omega_f, \tag{3}
\]

\[
\sigma_b \frac{\partial v_b(r, \tau)}{\partial n} = \sigma_f \frac{\partial v_f(r, \tau)}{\partial n}, \quad r \in \Omega_b, \tau \in \Omega_c. \tag{3}
\]

\[
\sigma_c \frac{\nabla^2 v_j(r, \tau)}{r} = 0, \quad r \in \Omega_j, \tau \in \Omega_c, \tag{4}
\]

\[
v_j(r, \tau) = v_b(r, \tau), \quad r \in \Omega_b, \tag{4}
\]

\[
\frac{\partial v_j(r, \tau)}{\partial n} = 0, \quad r \in S_j. \tag{4}
\]

Table 1. The conductivity values for the different compartments of the head model.

| Domain \( \Omega \) | Conductivity \( \sigma \) (S m\(^{-1}\)) |
|---------------------|-----------------|
| Cerebrum \( \Omega_c \) | 0.33 |
| CSF \( \Omega_f \) | 1.0 |
| Skull \( \Omega_b \) | 0.0042 |
| Scalp \( \Omega_s \) | 0.33 |
\[ \nabla^2 u_f(r, \tau) = 0, \quad r \in \Omega_f, \]
\[ u_f(r, \tau) = u_c(r, \tau), \quad r \in S_c, \]
\[ \sigma_f \frac{\partial u_f(r, \tau)}{\partial n} = \sigma_b \frac{\partial u_b(r, \tau)}{\partial n}, \quad r \in S_f; \]
\[ \nabla^2 u_b(r, \tau) = 0, \quad r \in \Omega_b, \]
\[ u_b(r, \tau) = u_f(r, \tau), \quad r \in S_f, \]
\[ \sigma_b \frac{\partial u_b(r, \tau)}{\partial n} = \sigma_s \frac{\partial u_s(r, \tau)}{\partial n}, \quad r \in S_b; \]
\[ \nabla^2 u_s(r, \tau) = 0, \quad r \in \Omega_s, \]
\[ u_s(r, \tau) = u_b(r, \tau), \quad r \in S_b, \]
\[ \frac{\partial u_s(r, \tau)}{\partial n} = 0, \quad r \in S_c. \]

The functions \( u_f \) and \( v_j \) are related by the equation
\[ u_f(r, \tau) = \frac{1}{4\pi} Q(\tau) \cdot \nabla_{\tau} v_j(r, \tau), \]
\[ j \in \{f, b, s\}, r \in \Omega_f, \tau \in \Omega_c. \]

2.2. Formulae for a current with three-dimensional support

Let \( v_j(r, \tau) \) be defined by equations (1)–(4) and suppose that the primary current \( J'(\tau) \), \( \tau \in \Omega_c \), is continuously distributed in the cerebral cortex. It is shown in [11] that the electric potential \( u_s(r) \) on the scalp is given by
\[ u_s(r) = -\frac{1}{4\pi} \int_{\Omega_c} \langle \nabla_{\tau} \cdot J'(\tau) \rangle v_j(r, \tau) dV(\tau), \quad r \in S_c. \]

It was assumed in [11] that the support of the primary current is a closed set inside the open set \( \Omega_c \), and therefore it was assumed that there exists an \( \epsilon > 0 \) such that the shell \( S_{c-\epsilon} \) of thickness \( \epsilon \) interior to \( \Omega_c \) is free of neuronal sources. Thus, it was assumed that \( J'(\tau) \) vanishes on \( S_c \).

Under the assumption that \( J'(\tau) \) has sufficient smoothness, we can use the Helmholtz decomposition. The Helmholtz decomposition of an arbitrary vectorial function implies that \( J' \) can be represented in the form
\[ J'(\tau) = \nabla_{\tau} \Psi(\tau) + \nabla_{\tau} \times A(\tau), \quad \tau \in \Omega_c, \]
where \( A(\tau) \) satisfies the constraint \( \nabla \cdot A(\tau) = 0 \). Here, \( A(\tau) \) and \( \Psi(\tau) \) also have sufficient smoothness. The constraint \( \nabla \cdot A(\tau) = 0 \) implies that \( J'(\tau) \) involves three arbitrary scalar functions, namely the scalar function \( \Psi(\tau) \) and the two independent scalar functions characterising \( A(\tau) \).

Replacing in the rhs of (10) the divergence of \( J'(\tau) \) with the Laplacian of \( \Psi(\tau) \), we find
\[ u_s(r) = -\frac{1}{4\pi} \int_{\Omega_c} \langle \nabla^2_{\tau} \Psi(\tau) \rangle v_j(r, \tau) dV(\tau), \quad r \in S_c. \]

It is also shown in [11] that the radial component of the magnetic flux in the space exterior to the head, which is denoted by \( \Omega_c \), is given by
\[ \mathbf{r} \cdot \mathbf{B}(r) = -\frac{\mu}{4\pi} \int_{\Omega_c} (\Delta_\tau(\mathbf{r} \cdot \mathbf{A}(\tau))) \frac{dV(\tau)}{|r - \tau|} \]
\[ + \frac{\mu}{(4\pi)^2} \int_{\Omega_c} (\mathbf{r} \cdot \mathbf{H}(r, \tau))(\Delta_\tau \Psi(\tau))dV(\tau), \quad r \in \Omega_c \]  \hspace{1cm} (13)

where \( \mathbf{H}(\tau) \) is explicitly defined in [11] in terms of \( v_j, j = c, f, b, s \).

Green’s identity states that if \( u \) and \( v \) are sufficiently smooth, then
\[ \int_{\Omega} (u \nabla^2 v - v \nabla^2 u) dV = \int_{\partial\Omega} \hat{n} \cdot (u \nabla v - v \nabla u) dS. \]  \hspace{1cm} (14)

Using this identity with
\[ u = v_j, \quad v = \Psi, \quad \Omega = \Omega_c, \quad \partial\Omega = S_c, \]  \hspace{1cm} (15)
we can map the volume integral appearing in the rhs of (12) to a surface integral. Indeed, the equations defining the functions \( v_j(r, \tau), j = c, f, b, s \), remain invariant under the interchange of \( r \) with respect to \( \tau \). Thus, \( v_j \) is also harmonic with respect to \( \tau \). Thus, using equation (14) with the identifications (15), equation (12) becomes
\[ u_j(r) = \frac{1}{4\pi} \int_{S_c} \hat{n} \cdot \left[ \Psi(\tau) \nabla_\tau v_j(r, \tau) - v_j(r, \tau) \nabla_\tau \Psi(\tau) \right] dS(\tau), \quad r \in S_c. \]  \hspace{1cm} (16)

Under the assumption that \( \mathbf{J}'(\tau) \) vanishes on \( S_c \), which was justified earlier, equation (16) becomes
\[ u_j(r) = \frac{1}{4\pi} \int_{S_c} \hat{n} \cdot \left[ \Psi(\tau) \nabla_\tau v_j(r, \tau) - v_j(r, \tau) \nabla_\tau \Psi(\tau) \right] dS(\tau), \quad r \in S_c. \]  \hspace{1cm} (17)

Thus, in this case \( u(r) \) is affected only by the values of \( \Psi \) and of \( \nabla_\tau \Psi \) on the surface of \( S_c \).

For the particular case of spherical geometry, \( \mathbf{r} \cdot \mathbf{H}(r, \tau) = 0 \) in the second term on the right hand side of equation (13), see [18]. For arbitrary head models, the contribution of this second term is negligible. So, equation (13) reduces to
\[ \mathbf{r} \cdot \mathbf{B}(r) \approx -\frac{\mu}{4\pi} \int_{\Omega_c} (\Delta_\tau(\mathbf{r} \cdot \mathbf{A}(\tau))) \frac{dV(\tau)}{|r - \tau|}, \quad r \in \Omega_c. \]  \hspace{1cm} (18)

Employing equation (14) with
\[ u = \tau \cdot \mathbf{A}(\tau), \quad v = \frac{1}{|r - \tau|}, \quad \Omega = \Omega_c, \quad \partial\Omega = S_c, \] in equation (18) we arrive at the following surface inversion formula for MEG:
\[ \mathbf{r} \cdot \mathbf{B}(r) \approx \frac{\mu}{4\pi} \int_{S_c} \hat{n} \cdot \left[ \mathbf{A}^T \nabla_\tau \left( \frac{1}{|r - \tau|} \right) - \frac{1}{|r - \tau|} \nabla_\tau \mathbf{A}^T(\tau) \right] dS(\tau), \quad r \in \Omega_c, \]  \hspace{1cm} (19)

where \( \mathbf{A}^T(\tau) := \tau \cdot \mathbf{A}(\tau) \). Thus, \( \mathbf{r} \cdot \mathbf{B}(r) \) is affected only by the values of \( \mathbf{A}^T(\tau) \) and of \( \nabla_\tau \mathbf{A}^T(\tau) \) on the surface of \( S_c \).
In the particular cases of spherical and ellipsoidal geometries, equations (17) and (19) were actually already obtained in [11] (see equations (4.6) and (5.14) of [11]). However, it was not realized in [11] that equations (17) and (19) are actually valid for an arbitrary geometry.

3. Ellipsoidal geometry

Ellipsoidal shells provide a good approximation for a human brain [11, 22–26]. It is well known that ellipsoidal harmonics are far more complicated than spherical harmonics [16]. However, the comprehensive paper of Bardhan and Knepley [27] facilitates the computational implementation of ellipsoidal harmonics for a large class of problems ranging from molecules to solar systems. The above paper elucidates the various challenges occurring in ellipsoidal harmonics, including the sign ambiguities associated with different coordinate transformations. It also discusses limitations associated with certain numerical implementations, and it includes readily available open source codes for both the Matlab and Python platforms.

In what follows we adopt the notations of [27]. An ellipsoidal surface satisfies the equation

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1,$$

where the constants $a, b, c$ called the ellipsoidal semi-axes, satisfy the inequalities $0 < c < b < a < \infty$. The term ellipsoidal is used for a tri-axial ellipsoidal (three unequal semi-axes).

3.1. Ellipsoid coordinates and separation of variables

In the ellipsoid coordinate system, a point $\mathbf{r} = (x, y, z)$ in Cartesian coordinates is written as $(\lambda, \mu, \nu)$ in ellipsoidal coordinates. Each ellipsoidal coordinate is a root of the following equation which is a cubic algebraic equation in the variable $s^2$:

$$\frac{x^2}{s^2} + \frac{y^2}{s^2-h^2} + \frac{z^2}{s^2-k^2} = 1,$$

with

$$h^2 = a^2 - b^2, \quad k^2 = a^2 - c^2, \quad 0 < h < k.\quad (22)$$

The squares of the ellipsoidal coordinates are in the following ranges:

$$\lambda^2 \in [k^2, +\infty], \quad \mu^2 \in [h^2, k^2], \quad \nu^2 \in [0, h^2].$$

Points on the surface of the ellipsoid with semi-axes $a, b$ and $c$, satisfy the equation $\lambda = a$, where $\lambda \in [k, +\infty)$. However, the authors of [27] do not enforce the non-negativity assumption as this poses a problem for inverse coordinate transformation (this issue is discussed in sections 3 and 5 of [27]).

For a given point $\mathbf{r} = (x, y, z)$, the magnitude of the ellipsoidal coordinates $(\lambda, \mu, \nu)$ can be computed via the following equations:
\[ \lambda^2 = 2\sqrt{Q}\cos\left(\frac{\theta}{3}\right) - \frac{w_1}{3}, \]
\[ \mu^2 = 2\sqrt{Q}\cos\left(\frac{\theta}{3} + \frac{4\pi}{3}\right) - \frac{w_1}{3}, \]
\[ \nu^2 = 2\sqrt{Q}\cos\left(\frac{\theta}{3} + \frac{2\pi}{3}\right) - \frac{w_1}{3}, \]

(23)

where
\[ Q = \frac{w_1^2 - 3w_2}{9}, \]
\[ R = \frac{9w_1w_2 - 27w_3 - 2w_1^3}{54}, \quad \cos(\theta) = \frac{R}{\sqrt{Q}}, \]
\[ w_1 = -(x^2 + y^2 + z^2 + h^2 + k^2), \]
\[ w_2 = x^2(h^2 + k^2) + y^2k^2 + z^2h^2 + h^2k^2, \quad w_3 = -x^2h^2k^2. \]

(24)

The Cartesian coordinates can be expressed in terms of the ellipsoidal coordinates via the equations
\[ x^2 = \frac{\lambda^2\mu^2\nu^2}{h^2k^2}, \]
\[ y^2 = \frac{(\lambda^2 - h^2)(\mu^2 - h^2)(h^2 - \mu^2)}{h^2(k^2 - h^2)}, \]
\[ z^2 = \frac{(\lambda^2 - k^2)(k^2 - \mu^2)(k^2 - \nu^2)}{k^2(k^2 - h^2)}. \]

(25)

3.2. The Lamé equation and its solutions

In ellipsoidal harmonics, the Laplace equation separates in a symmetric way, so that the solution of each coordinate satisfies the same differential equation, which is called Lamé’s equation:
\[ (s^2 - h^2)(s^2 - k^2) \frac{d^2E(s)}{ds^2} + s(2s^2 - h^2 - k^2) \frac{dE(s)}{ds} + (p - qs^2)E(s) = 0, \]

(26)

where \( p \) and \( q \) are unknown constants. It turns out that \( q = n(n + 1) \) and \( p \) is an eigenvalue of a finite dimensional matrix. The solutions of interest belong to four classes of polynomials, which are often labelled \( K(s), \mathcal{L}(s), \mathcal{M}(s), \mathcal{N}(s) \). For every non-negative polynomial of degree \( n \), there are a total of \( 2n + 1 \) solutions within these classes. These solutions of degree \( n \) and order \( p \) are denoted by \( \{E_p^n(s) : 1 \leq p \leq 2n + 1\} \). Defining \( r = \frac{n}{2} \) for \( n \) even and \( r = \frac{n - 1}{2} \) for \( n \) odd, the number of solutions are shown in table 2.

The solutions in table 2 are known as Lamé functions of the first kind. However, these solutions diverge as \( s \to \infty \) and therefore are not suitable for solving the Laplace equation in the exterior of a bounded domain. A closely related set of solutions, known as Lamé functions of the second kind, are bounded as \( s \to \infty \). These solutions involve only the radial-like coordinate \( \lambda \) and are expressed by the equation
\[ F_p^n(s) = (2n + 1)E_p^n(s)I_p^n(\lambda), \]

(27)
are given by
\[ E^\mu_\nu \mid_\tau = E^\mu_\nu \mid_\tau \]
with \( \nu \in \mathbb{D} \)
and
\[ E^\mu_\nu \mid_\tau \]
respectively. The surface harmonics satisfy the orthogonality condition
\[ \int_{\mathbb{D}} E^\mu_\nu \mid_\tau \ast E^\nu_\lambda \mid_\tau \, d\mathcal{S}(\tau) = \gamma^\mu_\nu \delta(n - n') \delta(p - p'), \]
where the normalization constants \( \gamma^\mu_\nu \) are given by
\[ \gamma^\mu_\nu = \int_{\mathbb{D}} \left( E^\nu_\lambda \mid_\tau \right)^2 \, d\mathcal{S}(\tau) / \left( a - \mu^2 \sqrt{a - \nu^2} \right). \]

The Coulomb potential at \( r \) due to a unit charge at \( \tau \) with \( |r| > |\tau| \), can be expanded in terms of ellipsoidal harmonics via the equation
\[ \frac{1}{|r - \tau|} = \sum_{n=0}^{\infty} \sum_{p=1}^{2n+1} 4\pi \frac{1}{2n+1} \gamma^p_n(\tau) E^p_n(r). \]

The normal derivative at the ellipsoid surface defined by \( \lambda = a \) is computed via the equation
\[ \frac{\partial}{\partial n} = \hat{n} \cdot \nabla = \frac{bc}{\sqrt{a^2 - \mu^2 \sqrt{a^2 - \nu^2}}} \frac{\partial}{\partial \lambda}. \]

If \( \hat{n} \) is the unit normal to the ellipsoid surface \( \lambda = a \), then
\[ \nabla \left( \frac{1}{|r - \tau|} \right) \cdot \hat{n} = \sum_{n=0}^{\infty} \sum_{p=1}^{2n+1} \frac{4\pi bc}{2n+1} \gamma^p_n(\tau) \frac{E^p_n(\nu) E^p_n(\mu)}{\sqrt{a^2 - \mu^2 \sqrt{a^2 - \nu^2}}} \frac{dE^p_n(\lambda)}{d\lambda}. \]

Equations (34) and (36) are verified numerically in section 6.
4. Measurement equations for the three layer ellipsoidal head model

The objective in this section is to present equations (12) and (13) for the particular case of the three layer ellipsoidal head geometry (ignoring the CSF layer). The ellipsoidal harmonics are computed using the open source code provided by [27].

The surfaces $S_c, S_b, S_s$ shown in figure 1 are now co-focal surfaces with the following characteristics:

$S_c : 0 < c_3 < b_3 < a_3, \quad S_b : 0 < c_2 < b_2 < a_2, \quad S_s : 0 < c_1 < b_1 < a_1.$

The surface of the cerebrum $S_c$ is defined by the equation

$$\frac{x^2}{a_3^2} + \frac{y^2}{b_3^2} + \frac{z^2}{c_3^2} = 1. \tag{37}$$

Using, the results of [11, 23, 25, 27] together with extensive numerical testing, we have obtained the following numerically stable representation for the auxiliary function $\psi_s(r, \tau)$:

$$\psi_s(r, \tau) = 4\pi \sum_{n=1}^{\infty} \sum_{p=1}^{2l+1} \frac{C_p^r}{\gamma_p^r} \psi_p^r(\tau) \|E_p^r\|^2(r), \tag{38}$$

where $C_p^r$ are geometry dependent coefficients, $r = (\lambda, \mu, \nu)$ is the position vector of the electrode and $\gamma_p^r$ is given by equation (33). In other words, in order to obtain a numerically stable approach for computing the expansion coefficients of $\psi_s$, it is convenient to express these coefficients in the form $\frac{C_p^r}{\gamma_p^r}$. A numerically robust approach for estimating the coefficients $C_p^r$ using a BEM solver will be discussed in section 5.

Equation (38) yields

$$\frac{\partial \psi_s(r, \tau)}{\partial \lambda} = 4\pi \sum_{l=1}^{\infty} \sum_{m=1}^{2l+1} \frac{C_p^m}{\gamma_p^m} \frac{dE_p^m(\lambda)}{d\lambda} E_p^m(\mu) E_p^m(\nu) \|E_p^m\|^2(r). \tag{39}$$

It is shown in [11] that the function $H(r, \tau)$ defined in equation (2.17) of [11] can be expressed in the following form:

$$\frac{1}{4\pi} H(r, \tau) = \sum_{n=1}^{\infty} \sum_{m=1}^{2n+1} \frac{\|E_n^m(r)\|^2}{(2n+1)\gamma_n^m} \sum_{l=1, l \neq m}^{2n+1} H_{n,l}^m \psi_l^m(\tau), \tag{40}$$

where the Cartesian components of the constant vector $H_{n,l}^m$ depend on the conductivities and on the parameters of the co-focal surfaces $\{(a_i, b_i, c_i) : i \in \{1, 2, 3\}\}$. An explicit formula for $H_{n,l}^m$ is given in the appendix of [11], however, $H_{n,l}^m$ can be computed directly, in analogy with the approach for computing $C_p^r$. Fortunately, the contribution of the second term of (13) is much smaller than the contribution of the first term of the rhs of (13), thus in practice the second term can be neglected.

For $\tau \in \Omega_\tau$, the function $\Psi(\tau)$ can be expanded in the form

$$\Psi(\tau) = \sum_{n=1}^{\infty} \sum_{p=1}^{2n+1} \psi_n^p(\lambda) E_n^p(\mu) E_n^p(\nu), \tag{41}$$

where $\{\psi_n^p(\lambda)\}$ are unknown functions. Similarly, $\tau A^T(\tau)$ can be expanded in the form
It is shown in [11] that equation (12) yields the following equation for the case of the ellipsoidal geometry:

\[ u_s(r) = 4\pi b_2c_3 \sum_{n=1}^{\infty} \sum_{m=-1}^{n=1} C_m^l E_m^p(r) \left[ \psi_n^p(a_3) \hat{E}_n^p(a_3) - \psi_n^p(a_3) E_n^p(a_3) \right], \]
\[ r \in S. \]  

Similarly, equation (13) yields the equation

\[ \frac{4\pi}{\mu} \cdot B(r) = 4\pi b_3c_3 \sum_{n=1}^{\infty} \sum_{m=-1}^{n=1} \left\{ \frac{f_n^p(a_3) \hat{E}_n^p(a_3) - f_n^p(a_3) E_n^p(a_3)}{2n+1} \right\} + \sum_{l=1}^{N} \frac{1}{4\pi} r \cdot H_n^p \left[ \psi_n^p(a_3) \hat{E}_n^p(a_3) - \psi_n^p(a_3) E_n^p(a_3) \right], \]
\[ r \in \Omega_c. \]  

5. Estimating the geometry dependent coefficients \( C_l^m \)

The coefficients \( C_l^m \) appearing in (38) have been derived in [23]. However, unlike the analogous expression in the case of spherical geometry derived in [19], the expressions derived in [23] are far more complex. We propose to estimate the relevant geometry-dependent coefficients \( C_l^m \), using data generated from a BEM solver: in the case of an ellipsoidal head model, using equations (9) and (38) the electric potential \( u_s(r, \tau, Q(\tau), C_l^m) \) due to a dipole source \( Q(\tau) \) is given by

\[ u_s(r, \tau, Q(\tau), C_l^m) = \sum_{l=1}^{\infty} \sum_{m=1}^{2l+1} \frac{C_l^m}{l} \cdot \nabla_{\tau} \bar{E}_l^m(\tau) \bar{E}_l^m(r), \]

where \( \nabla_{\tau} \bar{E}_l^m(\tau) \) can be estimated accurately, using a finite difference approximation (numerical results regarding the accuracy of a finite difference approximation of \( \nabla_{\tau} \bar{E}_l^m(\tau) \) are given in section 6, see figure 4). There exist several freely available numerical solvers for the boundary value problem described by equations (5)–(8) for an arbitrary head model, see for example [20, 21]. The steps for a numerical estimate of \( C_l^m \) are as follows:

(i) Choose \( N \) source-observation pairs \((\tau, r)\) of randomly oriented dipoles \( Q(\tau) \).

(ii) Employ a BEM/FEM solver to compute the potentials for each source observation pair \((\tau, r)\). Here, we use the freely available openMEEG solver openMEEG [20] to obtain these potentials and denote them by \( \{\tilde{u}_i: i = 1, \ldots, N\} \). These solutions feature as data in a minimization algorithm.

(iii) It is clear from equation (45), that the relationship between \( u_s(r, \tau, Q, C_l^m) \) and \( C_l^m \) is linear. The least squares estimate of \( C_l^m \) is obtained by the minimizing function

\[ H(C_l^m) = \min \sum_{i=1}^{N} ||\tilde{u}_i - u_s(r_i, \tau_i, Q, C_l^m)||^2, \]
where \( u_s(r, \tau, Q, C^m_{m}) \) denotes the parametric form of equation (45) and \( \{ \tilde{u}_i : i = 1, \ldots, N \} \) are the data generated in step (ii). The estimated geometry-dependent coefficients using the proposed numerical procedure are denoted by \( \tilde{C}_m^0 \) to differentiate them from the exact coefficients denoted by \( C_m^0 \).

(iv) The above procedure can be cross validated as follows: Choose a new set of source-observation pairs \((\tau, r)\) of randomly oriented dipoles \(Q(\tau)\). Employ a BEM/FEM solver to compute the potential for each source observation pair \((\tau, r)\) to generate the data set \(\{ u_i : 1 \leq i \leq T \}\). Then, employing the estimated \( \tilde{C}_m^0 \) (step 3) in equation (45) to generate estimated data \( u_s(r, \tau, Q, \tilde{C}_m^0) \) and compare them with the cross validation data. Results of such comparison are shown in section 6, see figure 5.

6. Numerical results

Numerical tests relevant to the implementation of ellipsoidal harmonics employed in this study are presented in [27]. Here we present additional numerical results for several important terms which feature in the inversion formulae of [11] with the relevant root mean square errors (RMSE). Following the recommendations of the authors of [27] regarding numerical stability, we have restricted the order of the ellipsoidal harmonics to \( n \leq 12 \).

The parameters of the three layer ellipsoidal head model used in this study are given in table 3. These parameters are obtained by fitting ellipsoidal shells to a realistic head model.

### 6.1. Numerical verification of (34) and (36)

In this section we compare numerically the left and right hand sides of equations (34) and (36). This provides comparisons between analytic expressions and their corresponding ellipsoidal harmonic expansions, where the maximum degree is \( n_{\text{max}} = 12 \). These comparisons provide important insight into the convergence properties of ellipsoidal harmonics and the accuracy of the implementation described in [27]. We consider two different cases, relevant to EEG and MEG.

In the first case, we place the observation point on the surface of the scalp, i.e. \( r \in S_s \). This is relevant to EEG, where the sensor array is positioned on the scalp. Results are shown in figure 2. Subplot (a) compares the left and right hand sides of equation (34). Subplot (b) compares the left and right hand sides of equation (36). The absolute errors between the analytic expressions and the corresponding ellipsoidal harmonic expansions are shown in subplots (c) and (d). As before, subplot (c) depicts the absolute error between the left and right hand sides of equation (34). Subplot (d) is the absolute error between the left and right hand sides of equation (36).

| Domain  | Conductivity (S m\(^{-1}\)) | \( a \) (m) | \( b \) (m) | \( c \) (m) | Nodes | Triangles |
|---------|-----------------------------|-------------|-------------|-------------|-------|-----------|
| Cerebrum| 0.33                        | 0.0702      | 0.0614      | 0.0527      | 3124  | 6244      |
| Skull   | 0.0042                      | 0.0780      | 0.0683      | 0.0585      | 3124  | 6244      |
| Scalp   | 0.33                        | 0.0867      | 0.0758      | 0.0650      | 3126  | 6248      |
The second test case is identical to the first case except that the observation point is placed outside the head, i.e. \( r \in \Omega_e \). This is relevant to MEG, where the sensor array is outside the head. Results are shown in figure 3. Subplot (a) compares the left and right hand sides of equation (34). Subplot (b) compares the left and right hand side of equation (36). The absolute errors between the analytic expressions and its corresponding ellipsoidal harmonic expansions are shown in subplot (c) and subplot (d). More precisely, subplot (c) depicts the absolute error between the left and right hand sides of equation (34), whereas subplot (d) depicts the absolute error between the left and right hand sides of equation (36).

A comparison of the absolute errors of figures 2 and 3 (subplots (c) and (d)) suggest the numerical stability in the implementation of ellipsoidal harmonics as outlined in [27] is sensitive to the distance between the source point \( \tau \in S_c \) and the observation point \( r \), i.e. \( d = |r - \tau| \). More precisely, the errors between the left and right hand sides of equations (34) and (36) increase substantially as the distance between the source-observation pair \( (\tau, r) \) decreases. Moreover, in tests involving increasing the number of terms in the ellipsoidal harmonic expansion for the right hand sides of equations (34) and (36), we have found that the numerics become very unstable for \( n_{\text{max}} > 12 \), consistent with discussions in [27].

6.2. The computation of \( C_m^l \)

Equation (45) requires the computation of the gradient \( \nabla_{\tau} E_p^m(\tau) \), which we choose to estimate using the simple finite difference technique. A reasonable test in assessing this estimate \( \nabla_{\tau} E_p^m(\tau) \) is to consider again a simple test involving equation (34): we consider the scalar product of the gradient of equation (34) with a dipole \( \mathbf{Q}(\tau) \). We place 462 dipoles \( \mathbf{Q}(\tau) \) in the cerebrum, \( \tau \in \Omega_c \), and choose an arbitrary observation vector on the scalp surface \( r \in S_s \). The test involves comparing \( \mathbf{Q} \cdot \nabla_{\tau} \frac{1}{|r - \tau|} \) (which is straightforward to compute) with its corresponding ellipsoidal harmonics approximation given below

\[
\mathbf{Q} \cdot \frac{(r - \tau)}{|r - \tau|^3} \approx \sum_{n=1}^{12} \sum_{p=1}^{2n+1} \frac{4\pi}{2n+1} \frac{1}{\gamma^m_n} \mathbf{Q} \cdot \nabla_{\tau} E_p^m(\tau) E_p^m(r). \tag{47}
\]

The finite difference technique is used to estimate \( \nabla_{\tau} E_p^m(\tau) \) occurring in the right hand side of (47). The results are shown in figure 4.

6.3. Cross validation of \( C_m^l \)

In section 5, a numerical procedure was outlined for computing the geometry-dependent coefficients \( C_m^l \) appearing in equation (38). These coefficients are central to the forward problem. The estimated coefficients \( \tilde{C}_m^l \) are then used to generate a new data set which is compared with data generated from a BEM solver [20]. This approach is referred to as cross validation. A total of 9700 source-observation pairs were used during the estimation step, i.e. \( N = 9700 \) in equation (46). The geometric and mesh parameters used in the BEM computations are given in table 3.

The results of this analysis are shown in figure 5. Subplot (a) depicts the estimated coefficients \( \log(\tilde{C}_m^l) \) presented in sequential order. For example, on the x-axis, index 10, refers to the coefficient \( \tilde{C}_4^l \). Subplot (b) depicts the comparison between the estimated data using equation (45) and data generated using a BEM solver, on a new set of source-observation pairs. Subplot (c) shows the absolute error, i.e. \( \text{Error}(i) := |u_i - u_s(r_i, \tau_i, \mathbf{Q}, \tilde{C}_m^l)| \), where \( C_m^l \) have been used to generate the estimated data.
In this section, we present reconstructions for EEG using synthetic data. Recall the EEG inversion formula given by equation (43). For reasons related to the sign ambiguity issue and discussed in [27], we rewrite the parametrization of equation (41) as

\[ \Psi(\tau) = \sum_{n=1}^{\infty} \sum_{p=1}^{2n+1} \psi_{np}^p(\lambda) \mathcal{E}_n^p(\tau), \]  

(48)

where the functions \( \psi_{np}^p(\lambda) \) have a \( \lambda \) dependence. For the particular case of the spherical head model, for both EEG and MEG a procedure was outlined in [17] to establish the radial dependence via a minimization procedure. The expansion of data on an ellipsoidal surface fixes the

Figure 2. Comparison of the left hand and right sides of equations (34) and (36) and the corresponding error plots. The observation point is on the surface \( S_s \), i.e. \( r \in S_s \). The set of points \( \{ \tau_j \} \in S_c \) are chosen to be a subset of nodes of the surface mesh \( S_c \). For reasons associated with numerical stability we choose the limit of the outer sum to be \( n_{\text{max}} = 12 \). Subplot (a) shows the left hand side and right hand side of equation (34), i.e. \( \frac{1}{|r - \tau|} \). The blue solid line with circle depicts the left hand side and the red solid line with dots depicts the right hand side. Subplot (c) shows the absolute error between the two sides of equation (34), RMSE = 0.0039. Subplot (b) shows the left hand side and right hand side of equation (36), i.e. \( \nabla \frac{1}{|r - \tau|} \cdot \hat{n} \). The blue solid line with circle depicts the left hand side and the red solid line with dots depicts the right hand side. Subplot (d) shows the absolute error between the two sides of equation (36), RMSE = 110.45.

6.4. EEG inversion matrix

In this section, we present reconstructions for EEG using synthetic data. Recall the EEG inversion formula given by equation (43). For reasons related to the sign ambiguity issue and discussed in [27], we rewrite the parametrization of equation (41) as
angular dependence, thus only the radial dependence is not determined. Here, for simplicity we assume that \( \psi_p(\lambda) \) takes the form \( \psi_p(\lambda) = \lambda a_p \). In future studies this dependence will be fixed via the minimization of \( L_2 \) norm. Equation (48) is employed in the numerical computations due to problems associated with sign ambiguity in the implementation of ellipsoidal harmonics discussed in [27]. On the surface \( S_c, \lambda = a_1 \), and \( \{a_p\} \) are the unknown coefficients linearly related to data. Equation (43) gives rise to the following system of linear equations:

\[
\mathbf{u} = \mathbf{E} \alpha,
\]

where \( \mathbf{u} \) is the data (from EEG electrodes), \( \mathbf{E} \in \mathbb{R}^{N_x \times N_p} \) is the ellipsoidal inversion matrix constructed exactly as stated by equation (43), and \( \alpha = \{a_p\} \in \mathbb{R}^{N_p} \) is the vector of unknown coefficients to be estimated from the data. Most electrode caps have between 60 to 128
electrodes. However, for the sake of a more rigorous analysis and understanding of the properties of the ellipsoidal inversion matrix, we have assumed a sensor array of 312 electrodes distributed evenly around the scalp, i.e. \( N_s = 312 \). Indeed, this is a theoretical study aiming to improve our understanding in preparation for the practical implementations. The position vectors of the electrodes on the surface \( S_s \) are simply a subset of the nodes of the surface \( S_s \). Surface \( S_s \) has \( N = 3121 \) nodes and one electrode has been placed for every tenth node of this mesh. This is an ideal scenario. In practice, it is physically impossible to place one electrode at every tenth node. Despite this ideal situation, the results will show that this problem is still highly ill-conditioned. Moreover, we have restricted the dimension of the vector of unknown coefficients \( \alpha \) to be \( N_p = 100 \), i.e. \( \alpha \in \mathbb{R}^{100} \). So, we are intentionally considering the case that we have more data than unknowns.

Our first numerical test involves a very simple test of generating a vector of random coefficients \( \alpha = \{ a_p \} \) to obtain a data set via equation (49), \( u = E\alpha \). We then obtain an

---

**Figure 4.** Subplot (a) Blue solid line with cross depicts the left hand side of (47) and the red solid line with circle depicts the right hand side of (47). Subplot (b) shows the absolute error with a RMSE = 30.7. A total of 462 dipoles inside the cerebrum \( \tau \in \Omega_c \), have been selected to perform this test. The observation point, \( r \in S_s \), has been chosen on the surface \( S_c \).
estimate of $\alpha$ via the same equation, $\hat{\alpha} = E^{-1}u$. This test, involving no additive noise reveals some interesting properties of the ellipsoidal inversion matrix $E$. The results are shown in figure 6. Figure 6(a) compares the randomly generated vector $\alpha$ and its corresponding estimate $\hat{\alpha}$. It can be observed that we can only recover around 25 coefficients out of 100. This corresponds to the degree $n$ and order $p$ of the ellipsoidal harmonics $E_{pl}$ being in the set $\{(n,p) : 0 < n \leq 5, 0 \leq p \leq 2n\}$. Moreover, $\{(n = 0, p = 0), (n = 1, p = 0)\}$ are also excluded from this set. The reason for recovering only a small subset of $\alpha$ can be explained by figure 6(b), which depicts the logarithmic plot of all entries of the ellipsoidal inversion matrix, i.e. $\{\log|E_{pl}| : i \leq N_s, j \leq N_p\}$. This figure shows that for all sensors (rows of $E$), the entries multiplying the relevant coefficients $\{a_{pl}\}$ decay very quickly with increasing degree.

**Figure 5.** Subplot (a) depicts the plot of the logarithm of the geometry-dependent coefficients in sequential order, i.e. $\log|C_{lm}|$. For example on the $x$-axis, index 5 refers to $(l = 2, m = 0)$ and index 25 on the $x$-axis, refers to $(l = 4, m = 8)$, i.e. $C_{48}^{2}$. In these computations, $n_{\text{max}} = 12$. Subplot (b) depicts the comparison between test data and estimated data $u_{r}(r, \tau, Q, C_{lm})$. Subplot(c) depicts the absolute error between test and estimated data depicted in Subplot (b) with a RMSE $= 1.7285$. 
So, the contribution to the data from higher degree ellipsoidal harmonic terms is very small. For example, on average, the matrix entry in $E^\ast_{ij}$ multiplying the coefficient $a_{11}$, is $3 \times 10^{12}$ larger than the entry multiplying $a_{84}^8$, i.e. $\frac{E^\ast_{ij}}{E^\ast_{84,25}} \approx 3 \times 10^{12}$, $\forall k \leq N_s$. This fact poses a severe restriction to the class of functions that can be represented by the expansion of equation (41). Figure 6(c) depicts the logarithmic plot of the singular values of the ellipsoidal inversion matrix $E$. The rank of this ellipsoidal matrix is 23.

---

**Figure 6.** Subplot (a) compares the randomly generated vector of $\alpha = \{a_n^p\}$ and its corresponding estimate $\hat{\alpha}$ obtained via equation (49). The blue solid line with cross is $\alpha = \{a_n^p\}$ and the red solid line with circle is $\hat{\alpha}$. Subplot (b) depicts the logarithm of the matrix entries of the ellipsoidal inversion matrix $\{\log[E]_{ij} : i \leq 312, j \leq 100\}$. The rows correspond to sensor indices and the columns are the corresponding indices to the coefficients $a_n^p$, see equation (49). Subplot (c) depicts the logarithm of the singular values of the ellipsoidal inversion matrix $E$. The rank of this ellipsoidal matrix is 23.
numerically solved via the technique of reproducing kernels [18]. However, deriving such kernels for the ellipsoid head model is challenging and is work in progress. It is worth noting that equation (43) may still be employed to generate data for a given restricted class of $\Psi(\tau)$ functions.

In summary: first, the expansion in terms of ellipsoidal harmonics is suitable only for a very restricted class of functions, and second, this expansion yields an inversion matrix with a very high condition number.

Figure 7. This figure shows a reconstruction on an ellipsoidal head model outlined in section 6.5. Subplot (1,1) and Subplot (1,2) depict the normalized $\Psi(\tau)$ corresponding to $\{a^p_0 = 0, a^p_8 = 1\}$ from different viewing angles. Subplot (2,1) and subplot (2,2) depict the corresponding reconstructions. The signal to noise ratio is SNR = 20 dB.
Due to the above difficulty we will not solve the inverse problem using the ellipsoidal harmonics and equation (49). Instead, we construct an inversion matrix using the surface inversion equation (17), and a numerical quadrature technique involving local radial basis functions as outlined in [29]. This important paper outlines a numerical scheme for the integration of functions on any smooth, closed, triangulated surface. This technique only requires function values of the integrands at the nodes of the triangulated mesh. Moreover, the paper is complemented with an open source Matlab implementation which includes detailed numerical tests. In this setting, we choose to parametrize $\Psi(\tau)$ using multi-quadratic radial basis functions:

$$\Psi(\tau) = \sum_{n=1}^{N} \beta_j \sqrt{\| \tau - \tau_j \|^2 + c^2},$$

where $\{\beta_j\}$ are the radial basis coefficients and $c$ is the shape parameter. The shape parameter should be estimated from the data. However, to avoid high computational costs, we have arbitrarily set this parameter to be $c = 10^{-2}$. In order to avoid the inverse crime [28], we generate the data using the ellipsoidal harmonic inversion equation (49). This restricts the class of functions analysed here, but the inversion method introduced in this section is valid for any smooth

\[\text{Figure 8.} \text{ This figure shows a reconstruction on an ellipsoidal head model outlined in section 6.5. The signal to noise ratio is SNR = 20 dB. Subplot (a) depicts the comparison of } \Psi(\tau) \text{ and its corresponding reconstruction } \hat{\Psi}(\tau). \text{ The blue solid line with circle is } \Psi(\tau) \text{ and the red solid line with cross is } \hat{\Psi}(\tau). \text{ Subplot (b) depicts the absolute error } E(j) := |\Psi(\tau_j) - \hat{\Psi}(\tau_j)| \text{ for every node index with a RMSE = 0.0028.}\]
function. The construction of the inversion matrix involves employing equations (50) in (17). The surface integral is evaluated using the quadrature integration method outlined in [29].

We consider the case that data is contaminated with additive white Gaussian noise (WGN) with a signal to noise ratio of 20 dB (SNR = 20 dB). This leads to the following system of linear equations

\[ u = L\beta, \]  

(51)
where $L \in \mathbb{R}^{N_s \times N}$. Here $N_s = 312$ is the number of electrodes and $N = 3124$ and is the number of nodes in the surface mesh of the cerebrum (see table 3 for details of the surface meshes of the head ellipsoidal head model).

Recall that figure 6(b) depicts $\log|E_{ij}|$, which decays quite rapidly with increasing degree $n$ and order $p$. Moreover, figures 6(a) and (c) suggest that only 25 coefficients can be recovered. So, in this simple test case we consider that data is generated from only the coefficient $a_{25}^p$, which corresponds to column entry 25 that multiplies the matrix entries $E_{k,25}$, for all sensor indices $k$. All other coefficients are set to zero, i.e. $\{a_{n}^{p} = 0 : n \neq 4, p \neq 8\}$.

The reconstruction steps are outlined below:

Figure 10. This figure depicts a reconstruction test case on an ellipsoidal head model for MEG. Subplot(1,1) and Subplot(1,2) depict the normalized $A^\tau(\tau)$ corresponding to $\{a_{n}^{p} = 0, a_{3}^{4} = 1\}$ from different viewing angles. Subplot (2,1) and subplot (2,2) depict the corresponding reconstructions, respectively. The signal to noise ratio is SNR = 20 dB.
(i) Set \( \{a^n_p\} = 0 \), except for \( n = 4, p = 8 \), which is set to \( a^n_4 = 1 \), \( \lambda = a_3 \) on surface \( S_c \), and \( \psi^n_3(a_3) = a_3a^n_2 \) in equation (48), i.e. \( \psi^n_3(a_3) = a_3 \). Compute \( \{\Psi(\tau_j) : j = 1, \ldots, N\} \) at the nodes of the surface mesh.

(ii) Generate the synthetic data via equation (49), \( u = E\alpha \) and add noise. The signal to noise ratio is set at 20 dB, i.e. \( \text{SNR} = 20 \text{ dB} \).

(iii) Reconstruct using equation (51), i.e. \( u = L\beta \). Here, we employ the truncated singular value decomposition (TSVD) to invert the matrix \( L \) with 40 of the largest singular values.

(iv) Substitute the estimated \( \hat{\beta} \) into equation (50) to obtain the estimated \( \hat{\Psi}(\tau) \).

(v) The reconstructions on an ellipsoidal head model are shown in figure 7. The same reconstructions and the error \( |\Psi(\tau) - \hat{\Psi}(\tau)| \) are shown in figure 8.

Figure 11. This figure depicts a reconstruction test case on an ellipsoidal head model for MEG. The signal to noise ratio is \( \text{SNR} = 20 \text{ dB} \). Subplot (a) depicts the comparison of \( A^T(\tau) \) and its corresponding reconstruction \( \hat{A}^T(\tau) \). Blue solid line with circle is \( A^T(\tau) \) and the red solid line with cross is \( \hat{A}^T(\tau) \). Subplot (b) depicts the absolute error \( E(j) := |A^T(\tau_j) - \hat{A}^T(\tau_j)| \) for every node index with a RMSE = 0.2206.
6.6. MEG inversion matrix

In this section, we present reconstructions using synthetic data for MEG. Recall, from equation (42) that $\tau A^T(\tau)$ can be parametrized in the form below

$$\tau A^T(\tau) = \sum_{n=1}^{\infty} \sum_{p=1}^{2n+1} f_n^p(\lambda) E_n^p(\tau), \quad \tau \in \Omega_c.$$  \hspace{1cm} (52)

We follow an identical procedure to the one outlined in section 6.4 to study the properties of the MEG inversion matrix. A typical MEG machine has generally 102 magnetometers. Here we assume an array of 518 magnetometers distributed evenly outside the head. On average, we placed one magnetometer $r \in \Omega_c$ for every six nodes of the surface $S_r$. Despite employing far more magnetometers than a MEG machine, the results will show that the relevant inversion matrix is highly ill-conditioned. The inversion formula used for this reconstruction is given by equation (44). The contribution from the second term in equation (44) involving $r : H^m r$ is negligible and will be omitted in this analysis, see [18]. For simplicity, we assume that the functions $f_n^p(\lambda)$ take the form $f_n^p(\lambda) = \lambda a_n^p$. On the surface $S_r$, $\lambda = a$ and $\{a_n^p\}$ are the unknown coefficients linearly related to data, i.e. to the left hand side of equation (44). Equation (44) gives rise to the following system of linear equations:

$$b = M \eta,$$ \hspace{1cm} (53)

where $b$ is the data (from MEG electrodes), $M \in \mathbb{R}^{N \times N_p}$ is the MEG inversion matrix constructed from equation (44), neglecting the contribution from the second term. The vector $\eta = \{a_n^p\} \in \mathbb{R}^{N_p}$ is the vector of unknown coefficients to be estimated from data. Most MEG sensor arrays are between 108 to 306 channels. We have restricted the dimension of the vector of unknown coefficients $\eta = \{a_n^p\}$ to be $N_p = 100$, i.e. $\beta \in \mathbb{R}^{100}$. So, we are considering the case that we have more data than unknowns.

Similar to the case of EEG of section 6.4, we generate a vector of random coefficients $\eta = \{a_n^p\}$ to obtain a data set via equation (53), $b = M \eta$. We proceed to obtain the estimate $\hat{\eta}$ via the same equation, $\hat{\eta} = M^{-1} b$. In this test, we have not added noise to the data. The results are shown in figure 9. Figure 9(a) shows the comparison of the randomly generated vector $\beta$ and its corresponding estimate $\hat{\eta}$. It can be observed that we can only recover at most around 22 coefficients out of 100. This corresponds to the degree $n$ and order $p$ of the ellipsoidal harmonics $E_n^p$ being in the set $\{(n, p) : 0 < n \leq 4, 0 \leq p \leq 2n\}$. Moreover, $\{(n = 0, p = 0), (n = 1, p = 0)\}$ are also excluded from this set. This result can be explained by figure 9(b), which shows the logarithmic plot of all entries of the matrix, i.e. $\log|\langle M \eta \rangle| : i \leq N, j \leq N$. This figure shows that for all sensors (rows of $M$), the entries multiplying the relevant coefficients $\{a_n^p\}$ decay very quickly. So, the contribution of higher degree ellipsoidal harmonic terms are very small on the data. For example, the matrix entry in $E_{s,j}$ multiplying the coefficient $a_n^p$ is $2.8 \times 10^8$ larger than the entry multiplying $a_n^p$, i.e. $|\frac{M_{s,j}}{M_{k,l}}| \approx 2.8 \times 10^8, \forall k \leq N_r$. This limits the class of functions that can be represented by the expansion of equation (42). Figure 9(c) shows the logarithmic plot of the singular values of the matrix $M$ which is consistent with the conclusion drawn from figure 9(b): it shows that the singular values decay quickly and the rank of this matrix is 22 with a condition number of $\kappa(M) = 2.38 \times 10^{29}$. As in the case of EEG, this matrix is highly ill-conditioned and difficult to invert.

The reconstruction steps are the same steps taken for the case of EEG as discussed in section 6.5. However, here we set $a_n^1 = 1$ and the remaining $a_n^p = 0$. The data is generated via equation (53). For the inversion step, an inversion matrix is constructed using the surface
inversion equation (19) and a numerical quadrature technique involving local radial basis functions as outlined in [29]. The reconstructions for MEG on an ellipsoidal head model are depicted in figure 10. Figure 11(a) depicts the comparison between the test function and the reconstructed function for every node on the surface of the cortex and figure 11(b) depicts the corresponding absolute error.

7. Conclusion

The modeling of dipole sources for an ellipsoidal head geometry has been covered rigorously in the important studies of [22, 23, 25]. Here, we analyze the case that $J^p(\tau)$ is continuously distributed in $\Omega_c$ [11]. In the particular case of the ellipsoidal head model, the assumption that ellipsoidal harmonics represent a suitable basis for the expansion of the unknown functions $\Psi(\tau), A^T(\tau)$ may be interpreted as implicit regularization and an attempt to mitigate the ill-posedness of the associated inverse problems. However, we show that the inversion matrices constructed from equations (43) and (44) are highly ill-conditioned and unsuitable for reconstructions. This is the case even for a highly overdetermined system of equations (more data than unknowns). Robust inversion techniques such as the reproducing kernel method were successful for the EEG and MEG inversion problem in the case of the spherical head model [18]. However, deriving these kernels for the ellipsoidal geometry is more challenging and is currently under study. The above difficulties can be overcome by using an alternative approach to the inversion equation. This involves reformulating the volume integral equations of (12) and (13) as the surface integrals of (17) and (19). In this setting, $\Psi(\tau)$ and $A^T(\tau)$ were parametrized in terms of multiquadratic radial basis functions. The surface integrals were computed using the powerful numerical quadrature technique outlined in [29]. This gave rise to inversion matrices suitable for reconstructions. In order to avoid the ‘inverse crime’, data were generated using the ellipsoidal harmonic expansions and equations (43) and (44). Reconstructions shown in figures 7 and 10 suggest that the above approach based on the inversion equations (17) and (19) is a new, robust, reconstruction approach to the distributed inverse source problem in EEG and MEG.
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