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Comparison across growth kinetic models of alkaline protease production in batch and fed-batch fermentation using hybrid genetic algorithm and particle swarm optimization
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The aim of this study was to estimate the kinetic parameters of alkaline protease production with consideration of different growth kinetic models in order to establish the most adequate one to describe the bioprocess dynamics in both batch and fed-batch modes. As a result, a particular method for parameter estimation is developed in this paper. In this method, a hybrid of two metaheuristic techniques, genetic algorithm (GA) and particle swarm optimization (PSO), which takes advantage of both techniques, is applied. In the suggested hybrid algorithm, GA provides the initial population for PSO and then PSO performs the improvement task. The method needs low-intensive computation and proved to be superior to the traditional methods. As a result of applying this method, it was found that the Contois model, in spite of its simplicity, provides a satisfactory agreement with the experimental data, whereas the adoption of more detailed models leads to negligible improvements of the fit. Finally, for comparison of performance of the hybrid algorithm, we used GA only and PSO only. It was shown that the proposed hybrid between meta-heuristics GA and PSO is more effective in terms of running time (two-fold faster) and solution quality, since it benefits from synergy. Also it was concluded that PSO performed slightly better than GA.
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Introduction

Alkaline proteases are the most commercialized and used enzymes in the world.[1] Microbial alkaline proteases dominate the global enzyme market, as they are known to account for about two-thirds of the detergent industry in the world.[2] They are widely used in the tanning industry, in the manufacturing of biological detergents, meat tenderization, peptide synthesis, food industry, pharmaceutical industry, and in bioremediation processes.[3] Microbial proteases are gaining more importance than conventional chemicals that cleave peptides because of the cheaper production cost and use of renewable resources.[4] Among all protease-producing microbial systems, microbes belonging to the Bacillus genus have gained importance because of extracellular enzyme production under submerged fermentation conditions.[5] Although there have been a number of studies on protease production by Bacillus species, there are only a few reports on kinetic analysis of the protease production process.

In order to effectively analyze and subsequently optimize a biological process, the kinetics of the process need to be understood and quantified. Although a lot of kinetic models have been developed for the growth of cells in bioprocesses, unstructured models are considered to still give the most basic understanding of metabolism of microbiological processes.[6] These unstructured models include a set of kinetic parameters. The large number of parameters and the nonlinearity of the differential equations describing these models pose serious challenges when it comes to fitting them to experimental data. The employment of classical nonlinear optimization techniques, such as the Levenberg–Marquardt algorithm,[7] has limited success, especially when there are many parameters, the search space for each of them is vast, and there is not a good initial estimate for their values. These limitations serve as a motivation to use metaheuristics to perform the optimization, as opposed to fully deterministic algorithms.[8,9]

Different metaheuristic methods have been applied to circumvent the parameter estimation difficulties. Genetic algorithms (GAs) were first proposed by John Holland in 1975.[10] GAs are quite promising as a stochastic global optimization method.[11] They are adaptive heuristic search algorithms based on the evolutionary ideas of natural selection and genetics.[12] GA is perhaps the most popular method used in the parameter estimation problem.[13] GA requires only information concerning the quality of the solution and does not need linearity of the parameters. Properties such as noise tolerance and ease of interfacing and hybridization make GA a suitable method
for the identification of parameters in fermentation models.[11] Particle swarm optimization (PSO) is also an evolutionary algorithm first proposed by Kennedy and Eberhart in 1995.[14] The theoretical fundamental of PSO is the social influence and social learning mechanism of a kind of social psychological modal motivated by the behaviour of organisms such as fish schooling and bird flocking.[15] PSO shares many similarities with evolutionary computation techniques such as GA.[16] Both methods are issued from artificial intelligence which makes them possible to handle highly nonlinear problems based on efficient stochastic optimization formalisms.[17] Both are population-based search approaches and they depend on information shared among their population members to improve their search processes using probabilistic rules.[18] However, unlike GA, PSO has no evolution operators such as crossover and mutation.[16]

Considering the efficiency of PSO and the compensatory property of GA and PSO, combining the searching abilities of both methods in one algorithm seems to be a logical approach to decrease the computational time and improve their effectiveness (solution quality) and convergence.[18,19]

In recent years, both GA and PSO, as well as hybrid algorithms combining the two, have been applied to parameter estimation problems, in the context of kinetic models of microorganisms.[9,13,20–24]

In this study, parameter estimation was carried out in different growth kinetic models in both batch and fed-batch modes to satisfy the experimentally measured growth rate, substrate concentration, and enzyme production.

Materials and methods

Microorganisms

The bacterial strain used in this study was isolated from soils collected at different locations in north Iran. It was identified as Bacillus licheniformis (strain MG5) as described previously.[25] The strain was maintained on nutrient agar slant and used throughout the study.

Fermentation conditions

The pre-culture medium was nutrient broth containing yeast extract, 2 g/L; peptone, 5 g/L; NaCl, 5 g/L; beef extract, 1 g/L. It was sterilized at 121 °C for 15 min.[26] Production of protease was carried out in 500-mL shake flasks with 100 mL medium containing the following constituents: glucose, 20 g/L; K₂HPO₄, 7 g/L; KH₂PO₄, 2 g/L; MgSO₄·7H₂O, 0.2 g/L; NaCl, 0.5 g/L; (NH₄)₂SO₄, 1 g/L; CaCl₂, 0.07 g/L. Separately sterilized glucose was added to the medium as a carbon source just before inoculation. The cultures were inoculated with the above-mentioned pre-cultures and incubated at 35 °C and 150 r/min.

To identify the model parameters, a reaction was carried out for 32 h in batch and fed-batch modes.

The initial concentration of substrate in both batch and fed-batch modes was 40 g/L, and in fed-batch mode, the feed rate and feed concentration were 0.01 L/h and 40 g/L, respectively.

Analytical procedures

Periodically, samples were withdrawn and the concentrations of cells and residual glucose as well as protease enzyme activity were determined. Bacterial growth was monitored by using a spectrophotometer at the optical density of 600 nm (OD₆₀₀), which was then converted to cell dry weight (CDW), using a calibration curve. A standard graph was plotted for CDW versus absorbance for further estimation of CDW.[26] Dinitrosalicylic acid was used for residual sugar assessment.[27] Protease activity was determined as released tyrosine from the supernatants, according to a modified Lowry method.[28] One unit of enzyme activity was defined as the amount of the enzyme resulting in the release of 1 mg of tyrosine per minute at 34 °C under the reaction conditions.

All experiments were performed in triplicate and the experimental data given in this paper were arithmetic mean values of the triplicate experiments.

Problem formulation

The following set of differential equations [24] describes a fermentation process:

\[
\frac{dX}{dt} = \mu X - k_d X - \frac{fX}{V} \tag{1}
\]

\[
\frac{dS}{dt} = - \frac{1}{Y_{X/S}} \mu X - m_X S \frac{k + S}{k + S} + \frac{f(S_0 - S)}{V} \tag{2}
\]

\[
\frac{dP}{dt} = \alpha \mu X - k_p P \frac{fP}{V} \tag{3}
\]

\[
\frac{dV}{dt} = f \tag{4}
\]

In the above equations, \( X, S, P, t, \) and \( \mu \) are cell mass concentration, substrate concentration, product concentration, the fermentation time, and specific growth rate, respectively. Equation (1) describes the dynamics of cell mass concentration. In this equation, \( k_d \) denotes the death constant for biomass. Equation (2) describes the dynamics of substrate concentration. In this equation, \( Y_{X/S}, m_X, k, \) and \( S_0 \) are the yield of biomass per unit mass of substrate, maintenance coefficient, saturation constant for the enzyme, and initial substrate concentration, respectively. Equation (3) describes the product formation. In this equation, \( \alpha \) is the product yield parameter and \( k_p \) is the decomposition rate of the enzyme. Equation (4) gives...
the reactor volume \( (V) \) in terms of feed-in rate \( (f) \) and initial volume. It should be noted that in batch mode \( f \) was taken to be zero.

The growth of microorganisms during bioconversion is a complex process.[6] The kinetic model of microbial fermentation is a fundamental tool for better understanding cell growth and product formation in a quantitative manner.[29] Many mathematical models have been suggested to describe microbial growth as a function of concentration of the growth-limiting medium component and a set of kinetic parameters.[30]

The Monod equation is usually used to relate the specific growth rate \( (\mu) \) to the concentration of the substrate \( (S) \) with Equation (9) in Table 1. Today, this model is widely used for simulation of microbial growth processes in biotechnology and microbial ecology. Nevertheless, Monod’s equation has been criticized in various respects and, therefore, many alternative models (Equations (5)—(11)) have been proposed in the literature (Table 1). [6,30]

**Parameter estimation**

In this paper, we investigate a hybrid metaheuristic method that combines GA and PSO. In the proposed algorithm, first, GA generates a set of population randomly. Each population introduces a set of potential solutions to the problem. The potential solution (individual) is coded as a binary vector called a chromosome, the elements of which are called genes and situated in predefined positions indicated as alleles. One chromosome consists of eight or nine genes (depending on the number of parameters in each kinetic model (Equations (5)—(11))), coding for the parameters \( (\mu_{\text{max}}, k_d, Y_{X/S}, m_i, \alpha, k_P, k_S, k_X, k, k_{L,S}, n) \), respectively. One gene is coded by a binary string of 20 bits. Therefore, every possible solution of the parameters is simply represented by a binary string of 160 or 180 bits (Figure 1).

Then, via decoding, the binary number of each gene in the chromosome is transformed to a decimal system. In the next step, for obtaining simulated values of biomass, substrate, and product, a set of nonlinear differential equations (Equations (1)—(4)) is solved by the fourth-order Runge–Kutta method (equation kinetic parameters are replaced with the ones estimated in the previous step). Next, value of objective function is calculated.

The estimation of the parameters in the biological model is often formulated as an optimization problem. Formally, the objective function of the problem is usually intended to minimize the difference between the model outputs produced by the estimated parameters and the respective experimental measurements.[22] In this study, the objective function (Equation 12) is presented as a minimization of a distance measure \( \varphi \) between the experimental and the calculated values of the main state variables \( (X, S, \text{and } P) \):

\[
\varphi = \sum_{i=1}^{m} \left( \frac{X_{\text{exp}}(i) - X_{\text{pred}}(i)}{X_{\text{pred}}(i)} \right)^2 + \sum_{i=1}^{m} \left( \frac{S_{\text{exp}}(i) - S_{\text{pred}}(i)}{S_{\text{pred}}(i)} \right)^2 + \sum_{i=1}^{m} \left( \frac{P_{\text{exp}}(i) - P_{\text{pred}}(i)}{P_{\text{pred}}(i)} \right)^2, \tag{12}
\]

where \( m \) is the number of the experimental data; \( X_{\text{exp}}, S_{\text{exp}}, \text{and } P_{\text{exp}} \) are the experimental data for biomass \( (B. \text{licheniformis}) \), substrate (glucose), and product (alkaline protease); \( X_{\text{pred}}, S_{\text{pred}}, \text{and } P_{\text{pred}} \) are the predicted values for biomass, substrate, and production with a given set of parameters.

After calculating the value of the objective function, the final criteria are investigated. These can typically be (1) maximum number of generations: 100; or (2) minimization of the objective function \( (\varphi \leq \varepsilon \text{ and } \varepsilon = 0.5) \). While the final criteria are met, the values of parameters would be printed; otherwise an elite solution (the upper-half of the best-performing individuals in a population are regarded as elites) would be enhanced by PSO. In PSO, particles (50 particles) search for the best solution across the search space consisting of the elite solution.

![Figure 1. Chromosome structure in GA.](image-url)
The position and velocity of particles are updated by applying an operator so that particles can be expected to change towards the better solution. The updating procedure is defined by the following equations:

\[ \omega^t = \omega_{\text{max}} - \frac{(\omega_{\text{max}} - \omega_{\text{min}}) \cdot t}{M}, \]

(13)

- New velocity

\[ V^{t+1}_i = \omega^t \cdot V^t_i + c_1 \cdot r_1 \cdot (p_{\text{best}}^t - x^t_i) + c_2 \cdot r_2 \cdot (g_{\text{best}}^t - x^t_i), \]

(14)

- New position

\[ x^{t+1}_i = x^t_i + V^{t+1}_i, \]

(15)

Figure 2. Depiction of the velocity and position updates in PSO.

Figure 3. The flowchart of hybrid GA/PSO.
where $V_t$ is the velocity of the $i$-th particle in the $t$-th iteration, $x_t$ is the position of the $i$-th particle in the $t$-th iteration, $pbest_i$ is the best previous position of the $i$-th particle (personal best), $gbest$ is the best previous position among all particles in the $t$-th iteration (global best); $c_1$ and $c_2$ are two positive constants called cognitive and social parameter, respectively, which are normally taken as 2; $r_1$ and $r_2$ are random numbers in the range of $[0,1]$, their role is to keep the population diversity; $\omega$ is the inertia weight factor and controls the impact of previous velocity of the particle. $M$ is the maximum number of iterations (in this study, $M = 100$) and $t$ is the current number of iterations. Also, $\omega_{max}$ and $\omega_{min}$ are the maximum and minimum value of the weighting factor, respectively ($\omega_{min} = 0.4$ and $\omega_{max} = 0.9$). The updated procedure is illustrated in Figure 2.

In the next step, a set of nonlinear differential equations (Equations (1)–(4)) is solved by the fourth-order Runge–Kutta method (equations kinetic parameters are replaced with the ones estimated in the previous step) and then the final criterion (minimization of the objective function) is investigated. While the final criterion is met, values of parameters would be printed; otherwise a new population is generated. The enhanced elites constitute half of the population in the new generation, whereas the other half is generated by applying GA operators (crossover and mutation) on these enhanced elites.

This loop would continue until the final criteria are reached. The flowchart of the hybrid GA/PSO is shown in Figure 3.

It should be noted that all calculations of hybrid GA/PSO were implemented in Matlab R2012b (MathWorks Inc., Massachusetts, USA).

**Results and discussion**

In this study, the kinetic models that are presented in Table 1 were validated against experimental data by estimating the model parameters ($\mu_{max}, k_d, Y_{SS}, m_s, k_p, k_b, k_s, k, k_l, n$). The final results of parameter estimation obtained by hybrid GA/PSO for growth kinetic models are presented in Table 2. These parameters are used to generate time profiles of substrate, biomass, and product concentrations for the model.

Figures 4(a)–(g) and 5(a)–(g) show the comparison between simulated data and experimental data for various growth kinetic models in batch and fed-batch mode, respectively. The simulated data are obtained by solving Equations (1)–(4) by the fourth-order Runge–Kutta method (equation kinetic parameters are replaced with the ones estimated by hybrid GA/PSO).

The results presented in Table 2 indicate that for an initial glucose concentration ($S_0$) of 40 g/L, the Contois model shows a better fit as compared to other models in both batch and fed-batch modes, i.e. the value of the
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**Table 2. Estimated kinetic parameters by hybrid GA/PSO method and value of objective function for various kinetic models.**
The objective function is less than those in the other growth kinetic models ($D = 0.0582$ for batch and $D = 0.0518$ for fed-batch).

The results show that the Contois model was able to replicate the concentrations of product, substrate, and biomass as obtained in the experiment. This is evident by the low value of the objective function and, hence, the model exhibits a good fit with the experimental data. Thus, the Contois model may be proposed as the best model to describe alkaline protease production in both batch and fed-batch modes.

To evaluate the performance of the hybrid algorithm, we used GA only and PSO only for comparison. As an example, this comparison was performed for the best-fit model (the Contois model).

Figures 6 and 7 along with Figures 4(c) and 5(c) illustrate that all the three algorithms successfully model the dynamics of protease production in both batch and fed-batch modes. Nevertheless, the values of the objective function ($D$) and computation time that are presented in Table 3 revealed that the hybrid GA/PSO fits the real experimental data more precisely than either conventional GA or PSO.

---

**Figure 4.** Comparison of the experimental and simulated data of batch fermentation by various growth kinetic models: Aiba (a), Andrews (b), Contois (c), Haldane (d), Monod (e), Moser (f), and Tessier (g). Experimental concentrations of X (‚†), S (○), and P (‡) vs. hybrid GA/PSO simulated data (solid lines). Note: X, biomass (B. licheniformis); S, substrate (glucose); P, product (protease). Initial concentration of substrate is 40 g/L.
alone. We observed that our hybrid GA/PSO algorithm achieves results similar to those obtained by GA only and PSO only, i.e., the values of the objective function are close to those obtained by each of the algorithms alone, but uses less computation time ($t = 53.21$ and 57.02 s in batch and fed-batch mode, respectively). The time needed is about two-fold less compared to others.

Furthermore, in all three algorithms, the computation time in fed-batch mode was observed to be slightly higher than that in batch mode. This is due to more complicated computation in fed-batch mode than in batch mode. In fed-batch mode, a set of four nonlinear differential equations (Equations (1)–(4)) must be solved, unlike the batch mode which needs three simpler equations (Equations (1)–(3) with $f = 0$).

The results also show that PSO has slightly better performance and possesses better convergence properties than GA. The simple structure associated with minimal parameter tuning helps PSO algorithm in outperforming GA. A higher convergence rate of PSO over GA is also

Figure 5. Comparison of the experimental and simulated data of fed-batch fermentation by various growth kinetic models: Aiba (a), Andrews (b), Contois (c), Haldane (d), Monod (e), Moser (f), and Tessier (g). Experimental concentrations of $X$ ($\ast$), $S$ (○), and $P$ (○) vs. hybrid GA/PSO simulated data (solid lines). Note: $X$, biomass ($B. licheniformis$); $S$, substrate (glucose); $P$, product (protease). Initial concentration of substrate is 40 g/L; feed rate = 0.01 L/h.
reported in [33] with fed-batch optimization of \( \alpha \)-amylase and protease production.

It should be noted that while applying PSO and GA, a number of parameters are required to be specified. An appropriate choice of the parameters affects the speed of convergence of the algorithm. In this study, the parameters of GA were set as follows: population size 80, maximum generations 100, cross-over probability 0.5, and mutation probability 0.0009. In the case of PSO, the parameters of particle size, maximum generations, and inertia weight were set to 50, 100, and 0.4, respectively.

In general, the fitting of fermentation data to kinetic models of microbial growth is a complex problem for which the usual deterministic optimization algorithms based on the derivatives of the objective function often yield poor results. Alternatively, the present nature-inspired optimization approaches may replace the traditional gradient-based ones and give new perspectives in the optimization studies of industrial enzyme production.

### Table 3. Comparison of performance across GA, PSO, and hybrid GA/PSO.

| Algorithm      | Batch/Fed-batch | Computation time (s) | Objective function(\( \phi \)) |
|----------------|-----------------|----------------------|---------------------------------|
| GA             | Batch           | 117.59               | 0.0989                          |
|                | Fed-batch       | 126.34               | 0.0932                          |
| PSO            | Batch           | 102.63               | 0.0778                          |
|                | Fed-batch       | 115.84               | 0.0789                          |
| Hybrid GA/PSO  | Batch           | 53.21                | 0.0582                          |
|                | Fed-batch       | 57.02                | 0.0518                          |

### Conclusions

This work tested an alternative parameter estimation strategy using two population-based stochastic optimization algorithms, namely PSO and GA. Different growth models were investigated in order to establish the most adequate one to describe the bioprocess dynamics. The hybrid GA/PSO technique was successfully used here for parameter estimation of the models. The results proved that hybrid GA/PSO is a good and often superior technique for parameter estimation problem in the studied biological models by fitting the simulation data with the corresponding experimental measurements. A comparison of the proposed hybrid GA/PSO algorithm with
conventional GA and conventional PSO was also made. The results revealed that combination of these two meta-heuristic algorithms speeds up the search (twice, in comparison to conventional GA and conventional PSO) to locate a better solution.

Symbols

\( f \) feed rate (L/h)
\( k \) saturation constant for product (g/L)
\( k_d \) decay rate or death constant for biomass (h\(^{-1}\))
\( k_{S} \) substrate-inhibition constant (g/L)
\( k_p \) product decomposition rate (h\(^{-1}\))
\( k_S \) saturation constant (g/L)
\( k_X \) Contois saturation constant (g/L)
\( m_s \) maintenance coefficient (g)
\( n \) exponential term for Moser model
\( P \) product concentration (g/L)
\( S \) substrate concentration (g/L)
\( S_0 \) initial substrate concentration (g/L)
\( V \) reactor volume (L)
\( X \) cell mass concentration (g/L)
\( Y_{X/S} \) yield of biomass per unit mass of substrate (g/g)
\( \alpha \) product yield parameter (g/g)
\( \mu \) specific growth rate (h\(^{-1}\))
\( \mu_{max} \) maximum specific growth rate (h\(^{-1}\))
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