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Abstract

The existence of completely aligned and paired multi-modal neuroimaging data has proved its effectiveness in diagnosis of brain diseases. However, collecting the full set of well-aligned and paired data is expensive or even impractical, since the practical difficulties may include high cost, long time acquisition, image corruption, and privacy issues. A realistic solution is to explore either an unsupervised learning or a semi-supervised learning to synthesize the absent neuroimaging data. In this paper, we tend to approach multi-modality brain image synthesis task from different perspectives, which include the level of the supervision, the range of modality synthesis, and the synthesis-based downstream tasks. Particularly, we provide in-depth analysis of how cross-modality brain image synthesis can improve the performance of different downstream tasks. Finally, we evaluate the challenges and highlight several open challenges and future research directions. All resources are available at https://github.com/M-3LAB/awesome-multimodal-brain-image-synthesis.

1 Introduction

The majority of multicenter neuroimaging datasets [Aljabar et al., 2011; Siegel et al., 2019], are often high-dimensional and heterogeneous. For instance, positron emission tomography (PET) and magnetic resonance imaging (MRI) are the imaging techniques to measure the information of organs for auxiliary diagnosis or monitor treatment. The paired/registered multi-modal data provide more complementary information to investigate certain pathologies or neurodegenerations. However, it is not feasible to acquire a full set of completely paired and aligned multi-modal neuroimaging data since: 1) collecting multi-modal neuroimaging data is very costly, for example, a normal MRI can take more than one thousand dollars in some cities; 2) many medical institutions cannot share their data, since medical data are especially restricted to the local regulations, despite the identifiable information can be removed for protecting the privacy of patients; 3) patients’ motions may result in severe misaligned neuroimaging data; 4) the state-of-the-art deformable registration algorithms still require tens of minutes to hours for processing a pair of scans. As a result, there is a clear need to handle the absent data through a cross-modality synthesis method. Figure 1 covers the synthesis range reviewed in this survey. From the number of published papers, we can easily observe that cross-modality brain synthesis has has attracted more and more attention.

Open Challenges As a recent developing area, researches on multi-modality brain image synthesis is still not systematic. The challenging topics required to be investigated are summarized as follows.

- **Q1:** How to jointly optimize the cross-modality neuroimage synthesis and their downstream tasks with either semi-supervised or unsupervised learning? Previously, image synthesis is generally regarded as a standalone task, which seems to have overlooked one important fact: whether the synthesized results can improve their downstream tasks.
- **Q2:** How to ensure the correctness of the synthesized lesions? Previously, most of the cross-modality im-
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agence synthesis algorithms pay attention to the whole image quality, which fails to highlight the more important disease-related regions (see description in Fig. 5).

- **Q3:** How to build up an appropriate metric to evaluate the results of cross-modality image synthesis? The existing measurements are evaluated by PSNR and SSIM, which are established on natural images but ignore the inherent properties of neuroimage. The translated medical data with highest PSNR or SSIM may be still blurred or missing important tissue representations which should be correctly highlighted.

- **Q4:** How to utilize the misaligned neuroimaging data for cross-modality image synthesis? In practice, there exists many misaligned neuroimaging data in each vendor (i.e., hospital). The state-of-the-art image registration algorithm takes plenty of time for each misaligned brain image. It requires huge amount of labor work to verify the effect of registration algorithm. It’s questionable whether the strong dependence on registration and fully utilization of misaligned data can be eliminated for cross-modality synthesis.

- **Q5:** How to build up a unified model for cross-modality brain image synthesis? Previously, most of work pay attention to various modality synthesis in MR, CT and PET. However, a simultaneous work for synthesizing varying modality among MR, CT and PET is lacked.

- **Q6:** How to solve the data isolation problems without protecting the patients’ privacy for cross-modality brain image synthesis? The current state-of-the-art brain image synthesis algorithms just consider a centralized training strategy. However, many medical institutions cannot share their data, which is restricted to the privacy legislation.

**Related Reviews and Surveys** Yi et al. [2019] provide a comprehensive review of GAN in medical imaging before 2019, including single-modality synthesis, cross-modality synthesis and the usage of GAN in different downstream tasks, e.g. classification, segmentation, registration. However, there are several constraints: 1) The work in [Yi et al., 2019] was published in 2019, whereas most of the reviewed cross-modality synthesis methods in Yi et al. [Yi et al., 2019] are supervised. In other words, most of synthesis algorithms require fully paired medical data for training. 2) The performance of downstream task by leveraging the synthesized results is lost to review. We think it is of great importance since the fundamental purpose of cross-modality synthesis is to work as an auxiliary procedure for their downstream tasks, e.g., segmentation.

Zhao and Zhao [2020] comprehensively review the state-of-the-art deep learning-based methods applied in brain MRI, including segmentation, registration and diagnosis. This work mentions cross-modality brain synthesis but it does not discuss it in detail. Furthermore, a taxonomy review by [Zhao and Zhao, 2020] is presented, which mainly depends on the task without considering the level of supervision. In addition, it reviews brain MRI-related works, generally ignoring other common imaging ways like CT and PET.

Different from previous surveys, we concentrate on cross-modality brain image synthesis by considering the level of supervision, the range of modality synthesis, and the performances on different downstream tasks. Particularly, we deeply analyze how unsupervised and semi-supervised cross-modality synthesis can largely improve the performance of

| Sub-Taxonomy          | Methods                                                                 |
|-----------------------|-------------------------------------------------------------------------|
| Supervised (Sec. 3.1) | Dictionary learning: [Zeiler et al., 2010] [Huang et al., 2017a] [Huang et al., 2017b] GAN: [Wang et al., 2018] [Siddiquee et al., 2019] [Zhou et al., 2020] [Kwon et al., 2019] [Huang et al., 2019a] [Huang et al., 2019a] [Selvaraju et al., 2019] [Yurt et al., 2021] [Jog et al., 2017] [Lee et al., 2019] |
| Semi-supervised (Sec. 3.2) | [Guo et al., 2021] [Guo et al., 2021] [Shen et al., 2021] [Zhou et al., 2021a] |
| Unsupervised (Sec. 3.3) | [Huang et al., 2020b] [Huang et al., 2020a] [Jiao et al., 2020] [Zeng and Zheng, 2019] [Yang et al., 2021] [Yang et al., 2020] [Tomar et al., 2021] [He et al., 2021] |
| MRI To CT (Sec. 4.1) | Supervised: [Huang et al., 2019b] [Huang et al., 2017a] [Joyce et al., 2017] [Chartias et al., 2018] [Zhou et al., 2020] [Kwon et al., 2019] [Huang et al., 2019a] [Li et al., 2019] [Liu et al., 2021] [Ren et al., 2021] [Chartias et al., 2018] [Chen et al., 2021] [Yurt et al., 2021] [Jog et al., 2017] [Sun et al., 2020] [Pan et al., 2021] [Lee et al., 2019] [Toikkanen et al., 2021] [Siddiquee et al., 2019] Semi-supervised: [Huang et al., 2019b] [Huang et al., 2018] [Hemsley et al., 2020] [Guo et al., 2021] [Shen et al., 2021] Unsupervised: [Huang et al., 2020b] [Yang et al., 2021] [Tomar et al., 2021] [Huang et al., 2020a] [Yu et al., 2021] |
| MRI To PET (Sec. 4.2) | [Nie et al., 2017] [Huo et al., 2019] [Zeng and Zheng, 2019] [Zhou et al., 2021a] [Kläser et al., 2021] |
| PET (Sec. 4.3) | [Wei et al., 2018] [Shin et al., 2020] [Pan et al., 2021] [Hu et al., 2022] |
| Ultrasound to PET (Sec. 4.4) | [Jiao et al., 2020] |
| Segmentation (Sec. 5.1) | [Huo et al., 2019] [Chen et al., 2021] [Yu et al., 2021] [Shen et al., 2021] [Zhou et al., 2021a] |
| Classification (Sec. 5.2) | [Pan et al., 2021] [Shin et al., 2020] [Hu et al., 2020] [Liu et al., 2022] |
| Detection (Sec. 5.3) | [Sun et al., 2020] |
| Diagnosis (Sec. 5.4) | [Pan et al., 2021] |
different downstream tasks. Finally, we analyze the growing trend of unsupervised learning and semi-supervised learning.

**Main Contributions** are summarized as follows:

- To the best of our knowledge, it is the first work to deeply review the cross-modality brain image synthesis task by considering the level of supervision, especially for both unsupervised and semi-supervised cross-modality synthesis.
- We are the first one to provide a comprehensive review on the relationship between cross-modality synthesis with their downstream tasks. Our work aims to motivate the medical GANs to focus on how to make an appropriate cross-modality brain image synthesis to correctly improve their downstream tasks, such as image segmentation, registration and diagnosis.
- The proposed work is the first one to summarize the main issues and potential challenges in cross-modality brain image synthesis, which outlines the underlying research directions for future works.

2 **Timeline**

Figure 2 gives a chronological overview of the cross-modality brain synthesis methods on the basis of the level of supervision, the relevant downstream tasks, and the range of modality synthesis. As far as we know, Huang et al. [2017a], Joyce et al. [2017] and Nie et al. [2017] are the first gradient of works to introduce the cross-modality brain image synthesis into the medical GAN community. Their methods are supervised, i.e., their training data are totally paired. Huang et al. construct a closed loop filter learning strategy to learn the convolutional sparse coding (CSC), which is able to eliminate the requirement of large scale training data. Meanwhile, it is also the first one to undertake super-resolution and multi-modality neuroimaging data in MRI. The authors of Joyce et al. [2017] propose a multi-modal modality invariant latent embedding model for synthesis. The purpose of this method is to utilize the mutual information from multi-modality maximally and fuse them into the generated modality image. Nie et al. [2017] introduce a synthesis method by translating brain MRI data to brain CT data. The authors in [Nie et al., 2017] incorporate the detailed information from brain MRI into GANs model to generate the brain CT data. After that, Huang et al. [2017b] provide a first semi-supervised learning approach for cross-modality brain image synthesis. The work in [Huang et al., 2017b] regards the unpaired data as an auxiliary resources. Huang et al. [2017b] propose a hetero-domain image alignment method to enforce the correspondence for unpaired auxiliary data, which can directly substantiate the benefits of the combination with a few paired data and massive unpaired data. Chartsias et al. [2018] firstly propose a unified generator model for various MRI modalities. Huo et al. [2019] firstly apply an unsupervised learning method to cross-modality brain image synthesis. In other words, the multi-modality training data are unpaired. Specifically, the work in [Huo et al., 2019] adopts CycleGAN [Zhu et al., 2017] to generate the target modality data from source modality data. After that, the authors [Huo et al., 2019] leverage both the synthesis modality data and the source modality data for segmentation. It is also the first one to employ unsupervised learning methods for different downstream tasks. Wei et al. [2018] provide a challenging synthesis approach to synthesize from MRI image to PET image. In specific, Sketcher-Refiner GANs proposed by Wei et al. [2018] decompose the synthesis problem as a sketch-refinement process, in which the sketchers generate the preliminary anatomical and physiological information, and the refiner refines the structure of tissue myelin content. Pan et al. [2021] provide a method to jointly optimize both cross-modality synthesis task and the diagnosis task. The authors in [Pan et al., 2021] design a disease-image-specific network (DSNet) by feeding the features generated from disease-image-specific network into Feature-Consistency GANs (FC-GANs) to generate the target domain neuroimaging data. Since DSNet is closely associated with FC-GANs, the missing target domain data can be synthesized in a diagnosis-oriented manner. Hu et al. [2020] and Shin et al. [2020] are the first ones to utilize the synthesized neuroimaging data to improve the performance of a classification task. Zhou et al. [2021b] are the first one to propose a generator to synthesize an arbitrary modality in PET. Klăser et al. [2021] utilize two modalities data, i.e., CT and MRI, to synthesize PET data. Sun et al. [2020] utilize the synthesized data to deal with a brain lesion detection task. Yu et al. [2021] jointly optimize the synthesis and segmentation.

![Figure 2: The chronological review of multi-modality brain image synthesis.](image-url)
problems by using the unsupervised learning methods. Jiao et al. [2020] synthesize MRI from ultrasound image using a new fusion scheme to utilize various modality from unpaired data. Zeng and Zheng [2019] synthesize CT from MR by using the self-supervised methods.

3 Learning Paradigms

3.1 Supervised Methods

Dictionary Learning Before 2018, most of synthesis algorithms adopt convolutional sparse coding (CSC) filter [Zeiler et al., 2010]. But the major drawback of CSC is to require huge amount of paired data to train. Huang et al. [2017a] and Huang et al. [2017b] employ dual filter training strategy and hetero-domain image alignment to significantly reduce the requirement of huge amount of paired data.

GAN Supervised GANs are still the mainstream for cross-modality neuroimaging data synthesis [Wang et al., 2018; Siddiquee et al., 2019]. Zhou et al. [2020] pay more attention to the layer-wise fusion strategy from multiple input modality data and designs a Mixed Fusion Block (MFB) to combine the latent representation from each source modality. Kwon et al. [2019] apply the alpha-GAN to generate 3D brain MRI from a random vector. Huang et al. [2019a] project multi-modality brain MRI data into one common feature space and utilize the modality invariant information represented in the common feature space to generate the missing target domain image space. After that, the authors in [Huang et al., 2019a] apply gradient-weighted class activate mapping (GradCAM) [Selvaraju et al., 2019] to interpret why the synthesis neuroimaging could be utilized for potential clinical usage. Yurt et al. [2021] utilize multi-modalities neuroimaging data and fuse their features to generate the target domain data. Jog et al. [2017] adopt a multi-scale feature extraction scheme and feed the features to three random forest trees to predict the corresponding area of target modality data. CollaGAN is proposed by [Lee et al., 2019], which utilizes the invariant embedding features from multi-modality data and fuses their information to synthesize the target modality data. Tomar et al. [2020] also leverage the high level tasks to guide the cross-modality image synthesis. The similar idea is also applied in [Zhou et al., 2021a].

3.2 Semi-Supervised Methods

Guo et al. [2021] adopt a supervised method to train a lesion segmentation network. Then, the segmentation network was treated as a teacher to guide the generator by using unpaired training data. Similar with the idea from Guo et al. [2021], Shen et al. [2021] also leverage the high level tasks to guide the cross-modality image synthesis. The similar idea is also applied in [Zhou et al., 2021a].

3.3 Unsupervised Methods

Huang et al. [2020b] and Huang et al. [2020a] make full use of unpaired cross-modality data and project them into a common space. Their architectures are described in Fig. 3. The attributed features from the common space bring great helpful to synthesize the missing target modality data. Yu et al. [2021] provide a similar work with the method shown in [Huang et al., 2020b; Huang et al., 2020a]. However, the authors pay more attention to the mouse brain dataset. Jiao et al. [2020] also extract the feature and map them into the common space from different modalities. Moreover, the author in [Jiao et al., 2020] design a new cross-modal attention module for fusion and propagation. Zeng and Zheng [2019] use two models, in which one is the 3D generator network and the other is the 2D discriminator. The authors utilize the result from the 2D discriminator treated as a weak label to supervise the 3D generator, such that the output of the generator can be more close to the output of CT. Yang et al. [Yang et al., 2021] design a uniformed generator for MRI synthesis. The method is also similar with [Huang et al., 2020b; Huang et al., 2020a], which mainly depends on the common feature space. Yang et al. [2020] also borrow the concept of common feature space and design a module to make the feature be more closer from various modalities. Tomar et al. [2021] develop a learnable self-attentive spatial normalization with GAN, which can greatly improve the generator’s performance. He et al. [2021] treat the synthesis problem as the domain generalization problem. The performance of the generator on the unseen target modality cannot be guaranteed due to the domain shift problems.

4 The Range of Modality Synthesis

Since most of work reviewed in this paper are the different modalities of MRI to MRI, we do not give them in more detail. The related references are summarized in Table 1.

4.1 MRI To CT

Computed tomography (CT) is of great importance for different clinical applications, such as PET attenuation correction and radiotherapy treatment planning. However, the patients need to be exposed in radiation during CT acquisition, which may cause side effect. But MRI is much safer than CT. There is a clear need to synthesize CT [Nie et al., 2017; Huo et al., 2019; Zeng and Zheng, 2019; Zhou et al., 2021a] from MRI. Kläser et al. [2021] construct two networks. The role of the first network is to generate CT (pseudo CT) from MRI. The role of the second network is to generate PET from pseudo CT. The total training process can be divided into two parts. The first part is to make pseudo CT be more consistent with the real CT, and the second part is to make the generated PET be more consistent with the real PET.

4.2 MRI To PET

Positron emission tomography (PET) is a very essential measure to measure myelin content changes in-vivo in multiple sclerosis. However, PET imaging is very expensive and invasive due to the injection of a radioactive tracer. In contrast, MRI is much safer since it is not invasive. Therefore, it significantly motivates the researchers to synthesize MRI from PET [Wei et al., 2018]. In addition, PET is also regarded as the gold standard for the diagnosis of Alzheimer’s disease (AD). As previous mentioned, PET can be prohibitive due to the cost and invasive. Shin et al. [2020] propose a conditional GAN to synthesize from MRI to PET where the auxiliary information is from AD diagnosis. Furthermore, Pan et al. [2021] generate MRI from CT and CT from MRI, respectively. Liu et al. [2022] employ a GAN to synthesize PET from MRI and then feed the generated PET and real MRI
into the segmentation task. Hu et al. [2022] employ a bidirectional mapping mechanism to synthesize MR to CT and CT to MR simultaneously.

### 4.3 PET

Unlike previous methods, i.e., one-to-one fixed modality translation, Zhou et al. [2021b] propose a 3D unified cycle-gan (UCAN) to synthesize the arbitrary modality in PET. Wang et al. [2019] propose a 3D auto-encoder to capture various PET modality features into one common space and then utilize the common feature space for synthesize arbitrary PET modalities.

### 4.4 Ultrasound to MRI

Ultrasound is a most common method to detect abnormalities in the fetal brain and growth restriction. However, the quality of ultrasound is easily affected by acoustic windows and occlusions, which mainly come from fetal brain skull. MRI is unaffected by this case and is able to provide more complete spatial details for full anatomy. One major drawback is that the paired data for ultrasound and MRI is extremely difficult to collect. Jiao et al. [2020] employ the self-supervised methods to synthesize MRI from ultrasound images.

### 5 Downstream Tasks

#### 5.1 Segmentation

Huo et al. [2019] directly use the accuracy of the segmented results to evaluate whether the synthesized data is helpful, while lacking to evaluate the quality of the synthesized results by PSNR and SSIM. Chen et al. [2021] pay more attention to the brain MRI of infant. The author in [Chen et al., 2021] incorporate the manual annotations of tissue segmentation maps into the synthesis procedure and make the generated data to be more segmented-oriented. Finally, Chen et al. [2021] prove that the synthesized maps can significantly improve the segmentation accuracy. Yu et al. [2021] jointly optimize the synthesis task and the segmentation task by using an unsupervised learning method. Guo et al. [2021], Shen et al. [2021] and Zhou et al. [2021a] leverage the segmentation task to guide the synthesis task. We notice that the downstream task can also improve the quality of target synthesis domain data.

#### 5.2 Classification

Similar with Pan et al. [2021], Shin et al. [2020] incorporate AD’s information as the auxiliary method to improve the performance of target modality image synthesis. Since the synthesis process is a classification-oriented manner, the synthesized brain image can largely improve the performance of AD’s classification. Hu et al. [2020] design a bidirectional mapping mechanism to preserve the brain structures into the high-dimensional details. The work in [Hu et al., 2020] verifies that the synthesized neuroimaging data can be able to improve the classification accuracy. Liu et al. [2022] jointly optimize the synthesis task and the segmentation task by feeding the features from the generator (encoder and decoder) into the classification network.

#### 5.3 Detection

Sun et al. [2020] treat the synthesis problem as an anomaly detection problem since cross-modality image synthesis can be worked as an auxiliary method to detect the lesion more accurately.

#### 5.4 Diagnosis

Pan et al. [2021] utilize the synthesized neuroimaging data for assisting disease diagnosis. However, this work adopts a supervised learning method by inputting paired multi-modality neuroimaging data, which is difficult to apply to other tasks, since the fully paired data is very difficult to collect.

### 6 Future Research Direction

In Fig. 4, we represent the trend of each learning manner in multi-modality brain image synthesis. We can see that Fig. 4(a) indicates the number of different levels of supervision paper published chronologically. We can easily observe that the number of the unsupervised learning method and semi-supervised learning methods is increasing. The researchers do get more attention to unsupervised learning and semi-supervised learning methods. Fig. 4(b) indicates the number of various downstream tasks with each supervision level method. It can be easily observed that most of the unsupervised learning and semi-supervised methods are jointly optimized with the segmentation task. But the detection, classification, and diagnosis task are ignored by unsupervised learning.
learning and semi-supervised learning methods. Hence, we think that future works should pay more attention to that. Fig. 4(c) presents the modality synthesis range according to levels of supervision. We notice that most of the algorithms would like to conduct cross-modality synthesis for MRI. But PET and MRI to PET have not received enough attention by unsupervised learning and semi-supervised learning algorithm. We expect future works could propose a uniform generator to synthesize an arbitrary modality range among PET, MRI to PET, MRI to CT in unsupervised learning manners or semi-supervised learning manners.

Q1 From all the paper mentioned in this review, we find out that the works for jointly optimizing the synthesis task and their downstream task are very few [Pan et al., 2021; Huo et al., 2019; Shin et al., 2020; Chen et al., 2021; Liu et al., 2022]. The unsupervised learning methods [Yu et al., 2021; Sun et al., 2020; He et al., 2021] and the semi-supervised learning approaches [Shen et al., 2021; Zhou et al., 2021a] start to pay attention to the downstream tasks rather than only focusing on the quality of synthesized results. There are still some down-streams tasks can be applied, such as lesion detection.

Q2 Until now, this question is still unsolved. From our review paper, we predict that the method of [Sun et al., 2020] provides a potential way to solve this question since the lesion diagnosis can be treated as an anomaly detection problem. If we can detect the disease region and use it as the guidance for cross-modality brain image synthesis, the generated output is given in a disease-highlighted and lesion-oriented manner.

Q3 This question is still unsolved. We think it is necessary to build a new metric to evaluate the synthesized quality of images. One of the biggest difference between cross-modality natural images synthesis and brain images synthesis is that the disease region for each modality can be highlighted. However, either PSNR or SSIM is to evaluate the whole image quality without considering the specific region of neuroimaging data.

Q4 Kong et al. [2021] and Xie et al. [2022a] attempt to eliminate the need of registration and make full use of the misaligned neuroimaging data for synthesis. Kong et al. [2021] incorporate the correction loss into CycleGAN [Zhu et al., 2017], while Xie et al. [2022a] regard the misaligned neuroimaging data as a data augmentation of self-supervised learning method and design an affined transform loss to let the discriminator overcoming the overfitting problem. Furthermore, the authors in [Xie et al., 2022a] stimulate the severe misaligned neuroimaging data and find out that their methods perform better in severe misaligned condition. However, both of them [Kong et al., 2021; Xie et al., 2022a] ignore a problem that the data setting of inference process should be included the misaligned data rather than only for the well-aligned data.

Q5 Chartsias et al. [2018] propose a multi-input and multi-output fully convolutional network model to synthesize various modalities of MRI. Similar with Chartsias et al. [2018], Liu et al. [2021] propose a unified conditional disentanglement work to synthesize various modality of MRI. The work in [Liu et al., 2021] adopts a cycle encoder-decoder architecture to extract the invariant features from different modalities. Zhou et al. [2021b] use a cycle-consistant GAN to extract the invariant features from different modalities. Kläser et al. [2021] generate PET modality data by progressively using MRI and pseudo CT data. However, the limitation is that these methods require centralized training method and all training data are paired, which is very difficult to implement in reality. Yang et al. [2021] design a uniform generator for MRI cross-modality synthesis by an unsupervised learning method. However, the uniform generator generated by semi- or self-supervised learning algorithm to synthesize PET from MR and PET from MR are still missing.

Q6 Xie et al. [2022b] is the first one to solve this question. However, the work in [Xie et al., 2022b] do not consider the downstream task with the synthesized neuroimaging data. In this field, there are still lots of spaces to improve.
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