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Abstract

Robustness against unwanted perturbations is an important aspect of deploying neural network classifiers in the real world. Common natural perturbations include noise, saturation, occlusion, viewpoint changes, and blur deformations. All of them can be modelled by the newly proposed transform-augmented convolutional networks. While many approaches for robustness train the network by providing augmented data to the network, we aim to integrate perturbations in the network architecture to achieve improved and more general robustness. To demonstrate that wiggling the weights consistently improves classification, we choose a standard network and modify it to a transform-augmented network. On perturbed CIFAR-10 images, the modified network delivers a better performance than the original network. For the much smaller STL-10 dataset, in addition to delivering better general robustness, wiggling even improves the classification of unperturbed, clean images substantially. We conclude that wiggled transform-augmented networks acquire good robustness even for perturbations not seen during training.

1. Introduction

Where most of the current network designs understandably focus on accuracy, we consider ways to robustify networks against unwanted perturbations, as robustness is important for building trust in the new technology.

Neural network accuracy is affected by Gaussian noise or blur in the image, as is documented in [1, 8, 30]. Also, occlusion or color saturation will have a profound but different effect on the network’s performance. To achieve robustness, some train with perturbed rather than clean images [34]. In [32], training images are perturbed by an uncorrelated, learning noise generator. In [31], it was proposed to train the network with images from a generative model, while [46] showed that training with noised perturbations help against high-frequency perturbations. Adversarial training [15] also belongs to the group of perturbed training methods. To date, it remains an open question whether adversarial training generalizes the robustness to a broad class of natural perturbations [11, 16, 47]. In this work, we aim to contribute to general robustness without augmenting data.

Instead, we focus on modifying the network to enhance the generality of the robustness by considering the broad class of perturbations described by image filter transforms. As an example of our approach, we integrate six transformations in the network by wiggling the weights, see Figure 2. Apart from delivering better results on general robustness, the method also leaves future computational optimization and mathematical guarantees open.

We are inspired by [6, 7, 13, 21], building geometric trans-
formations into the network to achieve equivariance. Effectively, equivariant networks deliver a solution for robustness against geometric transforms. We consider geometrical transformations to be robust against natural perturbations both global: rotation-scaling perturbation, perturbation by object occlusion and Gaussian Blur transformations, and local ones: Gaussian Noise, Elastic deformations and Snow occlusion. Together, they cover the breadth of 15 natural perturbations, as extensively documented in [18]. The six selections provide a good sample of realistic, real-world perturbations to which the network should be robust against, see Figure 5.

To permit a fair comparison on the effectiveness of network modifications for improved robustness, we tune the decay in the classification performance to be equal for all styles of perturbation.

- We propose Transform-augmented convolutions to integrate diverse perturbations for the enhancement of their general robustness.
- We demonstrate general robustness of our method on perturbations seen during training and, more importantly, also on perturbations unseen during training, including adversarial perturbations.
- Besides enhancing the general robustness against natural perturbations, we improve the classification performance on clean images, leading to the state-of-the-art on the STL-10 dataset, 95.45%, and CIFAR-10, 94.97%, without data augmentation.

2. Related Work

Vulnerability of Classifiers to Natural Perturbations. In [12, 23] authors showed that neural networks are not even robust to translations and rotations. [14] deduced that the performance of neural networks drops significantly as compared to humans with the increase of the signal-to-noise ratio of images. [9] also concluded that although neural networks are on par in performance with humans, they fail to perform well in the presence of perturbations like Gaussian noise or blur, which are easily handled by humans. Therefore, it is crucial to build robustness against such perturbations into the classification without degrading the performance on clean images, especially in such applications like autonomous driving and health.

Benchmarking Natural Perturbations. To promote the study of robustness against naturally occurring perturbations, a few benchmarks have been proposed [14, 17, 18]. Closely related to our work, in [18] the authors have introduced a large benchmark for natural perturbations, quite a few of which will be correlated [27]. In our work, we selected six more or less independent types of natural perturbations covering the breadth of styles, see Figure 5. In the reference, the authors have gone through the effort of defining five levels of severity for each type of perturbation. These levels are based on the visual effect, but not standardized on their effect on the classification. As robustness is primarily aimed at the loss of classification performance, in this work at first we quantitatively standardize the comparison among differently trained networks to analyze the effect on their robustness. Table 1 shows the significance of our standardization method for fair comparison of robustness. When using the mean square error (MSE) between clean and perturbed images for standardization of perturbations, we see that the MSE shows a large variation in classification performance among different types of perturbations. Especially, the MSE calculated for adversarial and other natural perturbations show different behavior. This is because adversarial perturbations are generated in order to misclassify an image while keeping the optical difference between clean and adversarial images to a minimum. We start from standardizing according to their effect on classification accuracy. Hence, we drop the accuracy of the network by a constant value for each type of perturbation, Table 1. This enables the comparison among different perturbations and the robustness of classifiers.

Robustness to Natural Perturbations. To improve the robustness against natural perturbations, [34] proposed to use batch normalization performed on perturbed images instead of clean ones. Similarly, [41] introduced two different normalization techniques, Selfnorm and Crossnorm to enhance the robustness against perturbations. [2] also utilized perturbed samples and proposed to rectify batch normalization statistics for enhancing the robustness of neural networks against perturbations. Simultaneously, [33] introduced a noise generator that learns uncorrelated noise distributions. Training on these noisy images enhanced the performance against natural perturbations. [16] trained on images with adversarial as well as natural perturbations like occlusions.

| Input            | Our standardization | MSE   |
|------------------|---------------------|-------|
| Adversarial      | 10.22               | 0.02  |
| Elastic          | 10.60               | 54.31 |
| Occlusion        | 10.24               | 199.73|
| Gaussian Noise   | 10.10               | 11.79 |
| Wave             | 10.18               | 602.61|
| Saturation       | 10.40               | 269.71|
| Blur             | 10.51               | 18.20 |

Table 1. Significance of our standardization for CIFAR-10. To permit fair comparison, perturbation’s parameters are tuned in such a way to standardize the drop in classification performance, here approximately 10%. Standardizing on the basis of the mean square error (MSE) between clean and perturbed images gives a large difference in classification performance, and hence is considered an unfair criterion for the purpose of robustness evaluation.
or elastic deformations, while achieving good generalization for many other unseen perturbations. [31] and [43] argued that it is impossible to capture all possible natural perturbations mathematically. Therefore, they used generative models to generate images with perturbations to train the network. Instead of training with perturbed inputs, in this work we integrate predefined common perturbations into the network to enhance robustness.

Robustness to Adversarial Perturbations. In [40], the authors explored the robustness of neural networks. They showed that by adding small amounts of carefully crafted noise i.e. adversarial perturbations to the images it is possible to change the prediction of the classifier. Since then, plenty of research [4, 25, 28, 29, 39] has been performed on finding different types of adversarial perturbations and study the robustification against them [4, 10, 15, 15, 25]. In this work, we utilize a strong yet undefended attack basic iterative method [25] for generating adversarial perturbations. [32] focused on robustification against adversarial as well as natural perturbations by using properly tuned Gaussian and Speckle noise. In this work, instead of generating tuned noise and then training the network, we build-in six different types of perturbations in the network which enhance the robustness against both natural and adversarial perturbations.

Built-in Image Transforms. The idea of analysing images together with their transformed versions has a long history. One of the first methods suggested modelling transformations as small units that locally transform their inputs for estimating geometric changes, i.e. capsules [19]. In contrast, in [35] neural networks are not modified and the update rule of the gradient descent is adapted to learn transformation-invariant weights. Later, both directions evolved a lot. In [3, 6, 7, 36, 38, 42, 44, 45] the authors equip neural networks with an extra notion of either rotation or scale transformation for the purpose of better transformation processing in tasks where it is the main factor. In [21, 22, 26] neural networks are considered almost as block boxes and modifications are proposed to make them invariant under input transformations.

While these methods considered specific geometric transformations to perform better analysis of downstream tasks, we focus on natural perturbations in general and demonstrate that any of them can be incorporated into a CNN for improved robustness.

3. Method

3.1. Image Transformations

Let us consider an image \( f \). It can be reshaped as a vector \( f \). A wide range of image transformations can be parametrized by a linear operator: scaling, in-plane rotations, shearing. Other transformations, such as out-of-plane rotations, can not be parametrized in an image agnostic way. However, for small deviation from the original image Taylor expansions can be used, which gives a linear approximation for many image transformations of practical use. Indeed,

\[
T[f](\epsilon) \approx T[f](0) + \epsilon \left( \frac{\partial T[f]}{\partial \epsilon} \right)_{\epsilon=0} = f + \epsilon L_T \times f = (I + \epsilon L_T) \times f = T \times f
\]

where \( T \) is a transformation, \( \epsilon \) is the parameter of the transformation and \( T \) is a linear approximation of \( T \) for small values of the parameter. For scaling the parameter is the logarithm of the scaling factor, for rotations it is the angle, and so on. \( L_T \) is a matrix representation of an infinitesimally
normal generator of $T$. An image $f$ can also be viewed as a real-value function of its coordinates $f : x \to f(x)$. We focus here on transformations which can be represented by a smooth field of displacements $\tau$ in the space of coordinates. Equation 1 can then be rewritten as follows:

$$T[f(x)](\epsilon) \approx f(x + \epsilon \tau(x))$$

(2)

We will refer to such transformations as elastic transformations. We will consider them as a linear approximation of a wide range of complex (camera) transformations. All other perturbations can be derived in a similar way up to an additive noise. We give a more detailed illustration of this derivation in supplementary materials.

3.2. Transform-Augmented Convolutions

Let us consider a convolutional layer $\Phi$ parameterized by a filter $\kappa$. It takes input image $f$. The output is:

$$\Phi(f, \kappa) = f * \kappa = K \times f$$

(3)

where $K$ is a matrix representation of the filter. While, when data augmentation is used, a transformed version of the image can be fed as an input.

$$\Phi(T[f], \kappa) = T[f] * \kappa$$

$$= K \times (T \times f)$$

$$= (K \times T) \times f = \Phi(f, T' [\kappa])$$

(4)

In the most general case, $KT$ is a matrix representation of a zero padding, followed by a convolution with a kernel and a cropping afterwards. The size of the kernel $T' [\kappa]$ depends on the nature of the transformation $T$. If the transformation is global, the kernel can be of a size bigger than the input image. We will consider only the cases when $T' [\kappa]$ is of the same or of a slightly bigger size than the original one.

To incorporate the data augmentation into the convolutional layers of the network, we propose transform-augmented convolutions, shortly TAConv, as follows:

$$\text{TAConv} = \max \left\{ \beta_0 \Phi(f, \kappa), \beta_1 \Phi(f, T_1 [\kappa]), ..., \beta_n \Phi(f, T_n [\kappa]) \right\}$$

(5)

where $\beta_i$ are trainable coefficients. We initialize them such that $\beta_0 = 1$, and the rest are zeros. The maximum is calculated per pixel among different transformations of the kernel. At the beginning of training, the operation is thus identical to the original convolution with the same filter. If it is required during training, the other coefficients will activate the corresponding transformations.

3.3. Transformations of a Complete Basis

In order to apply transformations to filters, we parametrize each filter as a linear combination of basis functions:

$$\kappa = \sum_i w_i \psi_i$$

(6)

where $\psi_i$ are functions of a complete fixed basis and $w_i$ are trainable parameters. The approach is illustrated in Figure 3. We follow [20] and choose a basis of 2-dimensional Gaussian derivatives.

The transformations when applied to the basis form a transformed basis. Thus, for every transformation from the set, there is a corresponding transform basis. Weights $w_i$ are shared among all bases. We propose different sets of local and global transformations, we detail one global (rotations-scaling) and one local transformation (elastic) here, details for the rest of them i.e. object occlusions, snow occlusions, Gaussian noise, and Gaussian blur are given in the appendix.

Let us assume that the center of a filter is a point with coordinates $(0, 0)$. For every function from the basis, we first generate a grid of coordinates $(x, y)$. Then we evaluate the value of the function in the coordinates when projected on the pixel grid.

Global Rotation-scaling. In order to transform the functions, we add a small displacement to the coordinates, which leaves the center untransformed. Given a grid of coordinates $(x, y)$, $\alpha$ the deformation intensity and $\sigma$ be the scaling factor, we define rotation-scaling (See Figure 4, Row top, 2) displacements as follows:

$$x' = x + \alpha (x \cos(\theta) + y \sin(\theta))$$

$$y' = y + \alpha (-x \sin(\theta) + y \cos(\theta))$$

(7)

(8)

where $x', y'$ are the displaced coordinates. And $\theta$ is the scale-rotation parameter. When $\cos(\theta)$ is equal to 0 the whole transformation parametrizes rotation. When $\sin(\theta)$ is equal to 0 then it performs scaling. For all other cases, the transformation is a combination of both. The elasticity coefficient controls the severity of the transformations. Thus, for the case of rotation, it is a linear approximation of the sin of the rotation angle. For the case of scaling, $\alpha$ the scaling coefficient.

Local Elastic Transform. Given a grid of coordinates $(x, y)$, $\alpha$ the elasticity coefficient and $\sigma$ be the scaling factor we define the elastic transformed filter as following (See
Figure 4. Row top: smooth perturbations for the **global rotation-scaling transforms**. Row 2: an original filter and its transformed versions. Row 3: smooth perturbations for the **local elastic transforms**. Bottom row: an original filter and its transformed versions.

Figure 4, Row 3, bottom, i) we take a 2D affine transform
\[ A_\theta \]
and map the coordinates \((x, y)\) to the target coordinates \((x_t, y_t)\):
\[
\begin{bmatrix}
 x_t \\
 y_t \\
 1
\end{bmatrix} =
\begin{bmatrix}
 \theta_{11} & \theta_{12} & \theta_{13} \\
 \theta_{21} & \theta_{22} & \theta_{23} \\
 \theta_{31} & \theta_{32} & \theta_{33}
\end{bmatrix}
\begin{bmatrix}
 x \\
 y \\
 1
\end{bmatrix}
\]  
\[ (9) \]

In order to find \(\theta\) parameters we select three points in the input grid \((x, y)\) and map them to the output \((x_t = x + U(-\alpha, \alpha), y_t = y + U(-\alpha, \alpha))\). Where, \(U\) is the uniform distribution. ii) We get another set of displaced coordinates \((x', y')\) by mapping the coordinates of the kernel as follows:
\[
x' = x + \alpha \left( \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} \right)
\]
\[
y' = y + \alpha \left( \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{y^2}{2\sigma^2}} \right)
\]
\[ (10) \]
\[ (11) \]

iii) Finally, we map the target coordinates \((x_t, y_t)\) to \((x', y')\) using bilinear interpolation.

We follow [38] and use a basis of 2 dimensional Hermite polynomials with the Gaussian envelope for all transforms:
\[
\psi_\sigma(x', y') = A \frac{1}{\sigma^2} H_n \left( \frac{x'}{\sigma} \right) H_m \left( \frac{y'}{\sigma} \right) \exp \left[ -\frac{x'^2 + y'^2}{2\sigma^2} \right]
\]
\[ (12) \]

where, \(A\) is the normalization constant, \(H_n\) is the Hermite polynomial of \(n\)-th order and \(\sigma\) is the scaling factor. We iterate over \(n, m\)-pairs to generate functions.

### 3.4. Transform-Augmented Residual blocks

In order to transform residual networks, we propose a straightforward generalization of the proposed convolution.

The standard residual block can be formulated as follows:
\[
\text{ResBlock} = f + G(f, \kappa_1, \kappa_2, \ldots)
\]
\[ (13) \]

The according augmented block is formulated as follows:
\[
\text{TAResBlock} = f + \max \left[ \begin{bmatrix} \beta_0 G(f, \kappa_1, \kappa_2, \ldots) \\ \beta_1 G(f, T_1^1, \kappa_1, T_1^2, \kappa_2, \ldots) \\ \vdots \\ \beta_n G(f, T_n^1, \kappa_1, T_n^2, \kappa_2, \ldots) \end{bmatrix} \right]
\]
\[ (14) \]

Transformed kernels augmented in the network architecture are shown in the Figure 2.

### 3.5. Weights Transfer

In order to train neural networks successfully, initializing neural networks with Imagenet pretrained model weights is a common practice. However, it is not straightforward to transfer the weights of a standard network to our TAConv network because our network is composed of fixed basis and trainable weights, i.e. multiple parallel networks connected to each other Figure 2. Inspired by [37] we assume that in TAConv there is a subnetwork which is identical to the standard network, hence, we can transfer the weights of the standard network to our TAConv subnetwork. We start by disconnecting parallel networks by initializing all the weights responsible for inter correlations to zero. Now, the TAConv network until the TAConv max pooling layer (equation 14) consists of several parallel networks disconnected to each other. Convolutional layers of TAConv for which filter sizes match with the standard network, we initialize them with the weights from the standard network.
Figure 5. Top: Sample image from STL-10 dataset showing clean and six different natural perturbations. Bottom: Their respective filter representations in the network.

| Test Input          | Network           | Transform Augmented Convolutions for clean inputs |
|---------------------|-------------------|---------------------------------------------------|
| Clean (CIFAR-10)    | Standard Net      | Rotation-scaling | Object Occlusion | Gaussian Blur | Gaussian Noise | Elastic | Snow Occlusion |
|                     | 92.53             | 94.50             | 94.37             | 94.13         | 94.30          | 94.97   | 93.96          |
| Clean (STL-10)      | 84.40             | 94.12             | 95.29             | 94.67         | 94.33          | 95.45   | 94.49          |

Table 2. Transform augmented convolutional networks achieve an improvement in the performance on clean data for CIFAR-10, and a significant improvement of \( \approx 11\% \) for clean STL-10 data. This shows that our TAConv enhances the generalization on clean images.

1 \( \times \) 1 convolutions of the standard network and the TAConv network are identical, therefore, we copy the weights from the standard to the TAConv network.

4. Experiments and Results

Datasets. Two datasets of varying input image sizes i.e. CIFAR-10 32 \( \times \) 32 pixels, STL-10 96 \( \times \) 96 pixels are considered in our experiments. CIFAR-10 consists of ten classes with 50000 training and 10000 test images [24]. STL-10 contains 5000 training and 8000 test images in ten categories [5].

Evaluating the Standard Network. We begin by training standard networks for each dataset on clean images. We fine-tune Resnet-152 networks pretrained on Imagenet and achieve 92.53\% and 84.40\% for CIFAR-10 and STL-10 clean test set respectively, see Table 2. We use cyclic learning rate scheduler with the learning rate of 0.05. The only data augmentation used while training is random horizontal flip.

Standardizing Network Robustness. While considering standard networks as the baseline, we standardize the comparison among robustness of different networks by setting the desired drop at 10\% for each dataset, shown in Table 3. We succeed in reaching a standardized drop with a maximum standard deviation of 0.44. Hence, our standardization enables fair comparison among robustified networks on different types of perturbations.

4.1. Evaluating Transform Augmented Convolutional Network

We train each classifier network with transform augmented convolutions. For both datasets, we initialize the weights of TAConv Resnet-152 with Imagenet weights and fine-tune it. We add transform augmented convolution to the first convolutional layer with four different versions of a transform throughout the network as shown in Figure 2.

4.1.1 Evaluating Robustified Networks on Clean Images.

For both datasets, we experiment by augmenting the first convolutional layer with rotation-scaling, object occlusion, Gaussian blur, Gaussian noise, elastic and snow occlusion convolutions one-at-a-time. Introducing TAConv only to the first convolutional layer showed an improvement in the performance. For clean CIFAR-10 test set, elastic augmented convolutions showed the best performance with an improvement of 2.44\%, rotation-scaling following it with an improvement of 1.94\%, see Table 2.

For STL-10, the improvement in the performance is significant, with elastic augmented convolutions, leading to an improvement of 11.05\% and object occlusion being the second best with an improvement of 10.89\%, see Table 2. We contend that the reason behind the significant improvement in the performance for STL-10 dataset is that, STL-10 is a
Transform Augmented Convolutions for seen (on-diagonal) and unseen (off-diagonal) naturally perturbed images

| Test Input          | CIFAR-10 | STL-10 |
|---------------------|----------|--------|
|                      | Standard Net | Rotation-scaling | Object Occlusion | Gaussian Blur | Gaussian Noise | Elastic | Snow Occlusion |
| Rotation-scaling    | 82.81 | 82.73 | 82.56 | 84.63 | **87.00** | 86.59 | 85.97 |
| Object Occlusion    | 81.90 | 78.35 | 77.48 | 80.31 | 76.95 | 80.18 | 81.81 |
| Gaussian Blur       | 82.60 | 87.96 | 85.56 | 87.44 | 88.42 | **90.03** | 87.72 |
| Gaussian Noise      | 81.47 | 88.96 | 87.51 | 89.72 | 89.38 | 83.67 | 86.09 |
| Elastic             | 82.61 | 85.62 | 82.70 | 84.01 | 85.91 | 87.12 | 86.09 |
| Snow Occlusion      | 82.81 | 83.86 | 83.12 | 84.99 | **85.63** | 85.23 | 85.82 |
| Adversarial ϵ = 2   | 73.98 | 89.48 | 92.91 | 91.77 | 91.27 | 92.29 | 91.62 |
| Object Occlusion    | 73.28 | 74.56 | 85.58 | **84.04** | 77.09 | 81.90 | 79.27 |
| Gaussian Blur       | 73.86 | 87.41 | 90.85 | 90.70 | 90.33 | **91.01** | 89.76 |
| Gaussian Noise      | 73.60 | 90.70 | 86.91 | 92.03 | 89.65 | **92.60** | 90.18 |
| Elastic             | 73.88 | 87.96 | 89.30 | 89.91 | 89.92 | 90.94 | **89.99** |
| Snow Occlusion      | 73.49 | 90.49 | **91.96** | 86.88 | 89.58 | 85.63 | 90.15 |

Table 3. Evaluating Transform augmented convolutions for seen (on-diagonal) and unseen (off-diagonal) naturally perturbed images. For a standard network, we drop the performance to, ≈ 10% by adding perturbations. Our TAConv recovers the drop in the performance for all the perturbations on CIFAR-10 except Occlusion. For STL-10 besides all other perturbations we also recover the drop due to occlusions. This shows that our TAConv enhances the robustness against natural perturbations.

| Test Input          | CIFAR-10 | STL-10 |
|---------------------|----------|--------|
|                      | Standard Net | Rotation-scaling | Object Occlusion | Gaussian Blur | Gaussian Noise | Elastic | Snow Occlusion |
| Adversarial ϵ = 2   | 82.13 | 86.42 | 83.40 | **87.58** | 86.23 | 86.49 | 83.90 |
| Adversarial ϵ = 2   | 28.48 | 28.27 | 25.23 | **37.15** | 28.57 | 28.48 | 24.73 |
| Adversarial ϵ = 2   | 71.91 | 88.12 | 90.62 | 90.28 | 88.29 | **91.72** | 89.68 |
| Adversarial ϵ = 2   | 27.04 | 40.35 | 35.21 | 40.92 | 40.79 | **50.06** | 46.04 |

Table 4. Evaluating Transform augmented convolutions for adversarially perturbed images. As before, for a standard network, we drop the performance by adding adversarial perturbations to cause, ≈ 10% drop and a higher drop with ϵ = 2. For CIFAR-10, our Gaussian blur TAConv recovers the drop in the performance for both drop levels. For STL-10, Elastic TAConv recover best at ≈ 23%. TAConv enhances the robustness against adversarial perturbations.

4.1.2 Evaluating Robustified Networks on Seen Naturally Perturbed Images.

Table 3 (on-diagonal) compares the performance of a standard and our transform augmented networks in the presence of seen naturally perturbed images. Sample test perturbations are shown in Figure 5.

We observe that for CIFAR-10, our transform augmented convolutions recover the drop in the performance on seen perturbations except rotation-scaling and object occlusions. Gaussian noise augmented convolutions show the best recovery in the drop when tested on Gaussian.

On the other hand, on STL-10, our transform augmented convolutions recover the drop for all the seen perturbations, with elastic augmented convolutions showing the best performance when tested on elastic perturbations. Hence, our proposed transform augmented convolutions are generally robust against seen natural perturbations.

4.1.3 Evaluating Robustified Networks on Unseen Naturally Perturbed Images.

On the CIFAR-10, we observe that all the transform augmented networks recover the drop in the performance for all the perturbed unseen inputs except occlusions, see Table 3. For Gaussian noise perturbations, Gaussian blur augmented convolutions, for rotation-scaling and snow perturbations Gaussian noise augmented convolutions, and for Gaussian blur elastic augmented convolutions, and for elastic perturbations snow augmented convolutions showed the best recovery in the drop of the performance. Thus, our proposed transform augmented convolutions show robustness against unseen natural perturbations except occlusions for CIFAR-10 dataset. We argue that the lack in the recovery due to occlusions is because CIFAR-10 images are small, making
it difficult for the networks to recover the information lost in the occlusion.

On the STL-10, in Table 3 we test our transform augmented networks on five different natural unseen perturbations. We observe that all of our transform augmented networks recover the drop in the performance on unseen perturbations. On rotation-scaling, and snow occlusion, object occlusion augmented convolutions perform the best. On object occlusion Gaussian blur augmented convolutions, for Gaussian noise and Gaussian blur elastic augmented convolutions and for elastic perturbations snow augmented convolutions perform the best. In contrast with CIFAR-10 on STL-10, our models show significant recovery in the drop for occlusion perturbations too. Hence, our transform augmented convolutions show general robustness on unseen naturally perturbed images.

4.1.4 Evaluating Robustified Networks on Adversarially Perturbed Images.

In Table 4, we contrast the performance of a standard network with our transform augmented networks. We test the performance for ≈ 10% drop as well as for high drop with the high intensity adversarial perturbations, i.e. ϵ = 2.

On the CIFAR-10, we observe all our transform augmented networks counteract adversarial perturbations causing a ≈ 10% drop, with blur augmented convolutions being the best. While for adversarial perturbations with the ϵ = 2 causing a drop of, ≈ 64% only blur augmented convolutions succeed in defending against them. Hence, our proposed robustified networks also help against adversarial perturbations on CIFAR-10.

For STL-10 dataset, our transform augmented network with all the perturbations show resistance against adversarial perturbations. On adversarial perturbations which cause a drop of ≈ 10% elastic augmented, occlusion augmented and blur augmented convolutions show the best resistance. However, for a drop of ≈ 57% with, the ϵ = 2 elastic augmented convolutions show the best recovery of ≈ 23% with rotation scaling and blur augmented convolutions following it with a recovery of ≈ 13%. Thus, our transform augmented networks also defend adversarial perturbations for both low and high drops.

4.2. Comparison with Data Augmentation

To compare our transform augmented convolutions with the data augmentation, we select a perturbation from our global group, i.e. object occlusion and a perturbation from local group, i.e. elastic transform and train a Resnet-152 with each of them separately.

Figure 6 performs the comparison between a standard, two transform augmented and two data augmented networks on the CIFAR-10. For the clean test, we observe both our TAConv networks show ≈ 2% improvement, while with the data augmentation only object occlusion show ≈ 0.9% improvement. For naturally perturbed test, although data augmentation shows better recovery for seen perturbations, i.e. occlusion augmentation for occlusion test, but lacks generalization to unseen perturbations. Our TAConv generalizes best to unseen perturbations.

5. Conclusions

We formulate a connection between input image perturbations and corresponding transformations of the convolutional filters of a network. We propose a universal approach for integrating any such natural perturbation into a convolutional architecture for enhancing its robustness.

In the evaluation, we first note that our method enhances the network classification accuracy on clean, CIFAR-10 and STL-10 datasets. We conclude that improving the robustness also helps to increase clean accuracy, unexpectedly, where a small loss would also have been acceptable.

To permit a fair comparison in the performance on perturbed images, we first tune the perturbation parameters to the same drop in classification performance. In this standardized setting, we demonstrate the effectiveness of our method by improving the performance against natural and adversarial perturbations over standard networks. Among the various natural perturbation models, elastic augmented convolutions, corresponding to viewpoint change deformation, generally performs the best. From the experiments, we conclude that TAConv obtains good levels of general robustness.
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6. Appendix

6.1. Transformations for Filters

Here we detail the rest of four transformations used in our experiments to design transform augmented convolutions (TAConv).

**Gaussian Blur.** We know from the scale-space theory, a smoothed function is the convolution of the original function $f$ with the Gaussian weight function $G$.

\[
\psi_{\sigma}(x, y) = (f * G_\sigma)(x, y)
\]

\[
G_\sigma(x, y) = \frac{1}{2\pi\sigma^2} \exp\left[-\frac{x^2 + y^2}{2\sigma^2}\right]
\]

The size of the local neighborhood is determined by the scale ($\sigma$) of the Gaussian weight function, see Figure 7 (Top).

**Gaussian Noise.** The Gaussian Noise (see Figure 7 (Row 2)) is implemented as follows:

\[
\psi(x', y') = \psi(x, y) + G_\sigma(x, y)
\]

\[
G_\sigma(x, y) = \frac{1}{2\pi\sigma^2} \exp\left[-\frac{x^2 + y^2}{2\sigma^2}\right]
\]

**Object Occlusion.** We introduce occlusion transforms by creating a circular mask $M_{c_x, c_y}$ with the center being $c_x$ and $c_y$. The values for $c_x$ and $c_y$ are selected randomly from the discrete uniform distribution $U[\text{low}, \text{high}]$. The radius of the circular mask is a hyperparameter. All the values in the $M$ are set to zero, see Figure 7 (Row 3).

**Snow Occlusion.** We introduce snow occlusion transforms by creating line shaped $n$ number of masks $M_{x, y, s}$ with $x, y, s$ being coordinates of starting and ending point and slope respectively. The number of masks $n$ is a hyperparameter, the slope is selected from the discrete uniform distribution $U[\text{slope}_{\text{low}}, \text{slope}_{\text{high}}]$, see Figure 7 (Bottom).
Figure 7. Top: Filter visualizations for varying blur transform. Row 2: Filter visualizations for varying Gaussian Noise transform. 3: Filter visualizations for varying object occlusion transform. Bottom: Filter visualizations for varying snow occlusion transform.