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ABSTRACT

Context. The problem of approximation of empirical data in the decision-making system in safety management. The object of the study was to verify the adequate coefficients of the mathematical model for data approximation using information technology.

Objective. The goal of the work is the creation adequate mathematical model using information technology on the bases analyze different approaches for approximating empirical data and that can be used to predict the current state of the operator in the flight safety system.

Method. A comparative analysis of the description of the transformation of information indicators with a non-standard structure. The following models of transformation of information indicators with similar visual representation are selected for comparison: parabolas of the second and third order, single regression and regression with jumps. It is proposed to use new approaches for approximation, based on the use of the criterion proposed by Kuzmin and the Heaviside function. The adequacy of the approximation was checked using these criteria, which allowed to choose an adequate mathematical model to describe the transformation of information indicators. The stages of obtaining a mathematical model were as follows: determining the minimum sum of squares of deviations for all information indicators simultaneously; use of the Heaviside function; optimization of the abscissa axis in certain areas; use of the linearity test. The obtained mathematical model adequately describes the process of transformation of information indicators, which will allow the process of forecasting changes in medical and biological indicators of operators in the performance of professional duties in aviation, as one of the methods of determining the human factor in a proactive approach in flight safety.

Results. The results of the study can be used during the construction of mathematical models to describe empirical data of this kind.

Conclusions. Experimental studies have suggested recommending the use of three-segment linear regression with jumps as an adequate mathematical model that can be used to formalize the description of empirical data with non-standard structure and can be used in practice to build models for predicting operator dysfunction as one of the causes of adverse events in aviation.

Prospects for further research may be the creation of a multiparameter mathematical model that will predict the violation of the functional state of the operator by informative parameters, as well as experimental study of proposed mathematical approaches for a wide range of practical problems of different nature and dimension.
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ABBREVIATIONS

ALoSP – Acceptable level of safety performance;
AP – Adaptive potential;
DF – Factor of destabilization;
EASA – European Union Aviation Safety Agency;
EC – European Commission;
ERAS – European Plan for Aviation Safety;
ERCS – European Regional Safety Plan;
ESARR – Eurocontrol Safety Regulatory Requirement;
KRA – Key risk areas;
SI – Safety issues;
SRM – Safety risk management.

NOMENCLATURE

x_{\text{jump}1} \text{ is a 1-st abscissa of the jumps cross sections;}
x_{\text{jump}2} \text{ is a 2-nd abscissas of the jumps cross sections;}
h(x) \text{ is Heaviside function;}
n \text{ is the total quantity of empirical data.}

INTRODUCTION

Statistical analysis, which uses as empirical data information indicators from unstable objects is one of the most difficult tasks [1, 2]. The use of statistical analysis is closely related to the use of mathematical statistics, spectral analysis, regression and variance analysis, splines, applied geometry, etc. [3–5]. However, the use of empirical data obtained from the transformation of information indicators of unstable objects often cannot be adequately described using standard methods that are widely used, for example, for stable technical objects.

The object of study is the process of approximation of information indicators to determine an adequate model
that can be used in the decision-making process on the functional state of operators.

The process of deciding on the state of the object takes a long time due to the need to analyze the information indicators of different informativeness and is often subjective. Therefore, to reduce the time of decision-making and increase its reliability requires the development of a mathematical model that adequately describes the state of the object on the information indicators.

**The subject of study** is the process of modeling information indicators that can be used to predict changes in the functional state of the operator as one of the triggers of an adverse event in the aviation security management system.

Due to the variability, unpredictability and instability of the object from which the information indicators are obtained, there are many factors influencing the correct choice of the transformation model and the accuracy of estimating the coefficients of the mathematical model. This is due to the fact that such information indicators have structural features and therefore cannot be adequately described by standard methods, therefore, for adequate mathematical modeling it is necessary to approximate the experimentally obtained data using new non-standard approaches. The subject of the study is the process of modeling with non-standard approaches to the approximation of empirical data.

The **purpose of the work** is to increase the hang the reliability of the use of mathematical methods to describe the functional state change of the operator using transformation information indicator in decision-making system.

### 1 PROBLEM STATEMENT

The purpose of the EPAS (the European Plan for Aviation Safety (EPAS) – Safety Management at European Level) is to ensure that the principles of safety management are applied within the European Aviation Community so as to continually improve safety performance. Using the Regulation (EU) 2018/1139, known as the European Union Aviation Safety Agency (EASA) Basic Regulation, are fundamental to the continuous improvement of civil aviation safety [6]. It to ensure the application of ICAO safety management principles. The EPAS seeks to anticipate emerging industry safety risks and make best use of technical, mathematical resources and information technology for planning and implementing safety improvement actions. EASA develops the EPAS in close collaboration with the Member States and other relevant stakeholders and is being developed annually and looks ahead to the following four years. There are determined prioritisation of issues and evaluates options to address them on based relevant safety information sources (notably occurrences). It identifies the main areas of concern affecting the European aviation safety system, one such problem is the influence of the human factor [7] (Fig. 1).

The ability of a person to make erroneous or illogical decisions in specific situations, which is referred to as a human factor is associated with limitations or errors that are characteristic of any person moreover psychophysical characteristics of a operator do not always correspond to the level of complexity of the tasks or problems to be solved. The resolution adopted by the ICAO Assembly on flight safety and the role of the human factor in the interaction with equipment, processes, the environment and interaction with each other is to identify features of human factor assessment as a source of risk [8]. This assessment should be based on a practical solution to safety problems, based on the analysis of erroneous actions of all participants in the human-machine system, which led or could lead to accidents [8]. The goal of a pro-active approach to the human factor is to minimize aviation accidents through erroneous or illogical decisions in non-standart situations human fault. In this regard, the ideology of risk management is developed, which directs the search for ways and determines the early detection of hazards and dangerous factors that occur in the form of certain events, predictors of Fig. 1. [9]. Given that due to a number of circumstances due to the complexity of the process to quickly identify hazards associated with the human factor, proactive approach to assessing the current functional state of the operator will allow to reduce the development of adverse events. The use of mathematical methods to describe and formalize the current functional state of the operator will allow on the basis of the obtained mathematical model to predict the imbalance of the operator, which can cause erroneous decisions. But the mathematical description of such a complex object has a number of difficulties [10]. Often, empirical data obtained in the process of measuring various information indicator describing the current state of the operator rarely have a pronounced pattern and are characterized by a limited amount of data, which complicates the formalization process.

### 2 REVIEW OF THE LITERATURE

Analysis of literature sources [10–23], specializing in statistical analysis allows us to draw conclusions about the active use of researchers to build multi-segment mathematical models with jumps.

Thus, in [23], researchers used a mathematical model of two linear regression lines for one data set, but the peculiarity of this use was the fact that empirical data were clearly divided into clusters. Based on the research conducted in [23], the author developed a method for constructing two regression lines, but this method has a number of technical difficulties in its practical use for engineering problems.

In books [15, 16] the authors solve the problem of constructing a multistage regression using a fictitious variable. The peculiarity of this study is that the author considers an option in which there is only one jump. While often empirical data may contain a certain number of jumps.
So, the results of modern research show that although jump regressions are used, the problems of optimizing the abscissa of the jump point and constructing models with multiple jumps have not been given enough attention. Therefore, this article solves the urgent scientific, technical and practical problem of constructing a multi-segmented regression with jumps with optimization of the jump point abscissa and using the Heaviside function to obtain the general equation.

3 MATERIALS AND METHODS

The functional purpose of the decision-making system is to ensure the maximum completeness of obtaining information about the parameter of the object by controlled physical quantities correlated with this parameter. The fact that the primary information after transformation takes the form of quantitative judgments about the state of the object does not prevent us from considering any multi-parameter diagnostic system as an information system.

If we consider a complex object characterized by the $Y$ parameter, then $X_1, \ldots, X_k$ are measured physical quantities that reflect the properties of a physical object. Often, $Y$ must be considered as a random variable in a certain sense, which is due to the lack of the possibility of an accurate, metrologically justified reproduction of its given value in the range of $A_j$ of all its possible changes. However, the dispersion of the $Y$ value at any point in the range is a constant value ($\sigma_Y^2 = \text{const}$).

Moreover, at the functional level, there is an a priori unknown relationship between the mean value $Y$ and $\{X_i\}$:

$$M[Y] = F(M[X_1], \ldots, M[X_k]).$$

In addition, for any of the controlled values there is a conditional density $f(X_j | Y, \{X_i\}_{i \neq j})$ in addition, for any of the controlled values there is a conditional density, which reflects the stochastic relationship between the $X_j$ value and the remaining controlled values, provided that $\{Y = Y_j = \text{const}, j = 1,2,\ldots\}$. All quantities belong to the set of real numbers, and their number is theoretically considered unlimited, although for technical reasons, the condition $k < \infty$ takes place.

The generalized decision-making structure based on the transformation of measurement information about the $Y$ value based on the measurement of the values of controlled quantities, Fig. 2.

$$Y \rightarrow Y_f$$

According to the structure in Fig. 2, in order to make a decision about the state of a complex object, it is necessary at the first stage to obtain the value $X_1^*, \ldots, X_n^*$ by primary converters, which at the second stage are converted into an estimate $Y^*$ of the value of the parameter $Y$:

$$Y^* = \hat{F}(X_1, \ldots, X_n | a_1, \ldots, a_p),$$

Figure 1 – The place of the human factor in aviation safety management methodologies

Figure 2 – The generalized decision-making structure
where $a_1,...,a_p$ – are the coefficients of the mathematical model of transformation. The coefficients $a_1,...,a_p$ are estimated at the stage of studying the object according to the sample data of size $n$ for each of the fixed values $Y_{j}, j = \{1,...,m\}$ of the levels of parameter $Y$ (training stage).

Decision making selects one $y_j(a_1,b_1)^{m}$ from the set $\{y_j\}^m$ of decisions about the value of $Y$ in accordance with the decision selection rule

$$\forall Y^* y^* \in (a_1,b_1) \rightarrow Y^* \in Y_j$$

Figure 2 $\{\psi \}$ indicates the factors that affect the correct choice of the transformation model $\hat{f}(\cdot)$ and the accuracy of estimating the coefficients $a_1,...,a_p$ of this model.

The estimate of the amount of information about the parameter $Y$ (assuming that the width $\Delta$ of the tolerance intervals $(a_j,b_j), j = 1,k$ is the same, and their total number is equal to $k$) is determined by the difference between the initial $H(Y)$ and the conditional entropy $H(Y \mid Y_j)$:

$$I = H(Y) - H(Y \mid Y_j).$$

The initial entropy depends on the distribution density $f(y)$ of the value $Y$ in the range $A$:

$$H(Y) = -\sum_{j=1}^{k} \left[ \frac{b_j}{a_j} \int_{a_j}^{b_j} f(y) dy \right] \ln \left[ \frac{b_j}{a_j} \int_{a_j}^{b_j} f(y) dy \right].$$

We find the conditional entropy by the conditional probability $P(Y_j \mid Y_j)$ that the true value of $M[Y] = Y_j$, while the result of the solution $y_j$ gives the value $Y = Y_j$:

$$H(Y_j) = -\sum_{i=1}^{k} P(Y_i \mid Y_j) \ln P(Y_i \mid Y_j).$$

Assuming the model $\hat{f}(\cdot)$ is represented by linear multiple regression

$$\hat{y} = a_0 + \sum_{i=1}^{k} a_i x_i$$

estimation of the coefficients $a_0 ... a_k$ to give an adequate mathematical model based on empirical data. However, empirical data that can be used to assess the functional state of the operator often have structural features and therefore cannot be adequately described by standard methods.

4 EXPERIMENTS

The construction of a mathematical model was based on empirical data. When it comes to empirical data obtained from biological objects, obtaining the amount of data necessary for reliable statistical processing is always difficult. Therefore, the use of methods that show good predictive performance on small samples is necessary. Also, finding mathematical approaches tested for adequacy based on real data is the main step in the decision-making system. Empirical data were used in the work, which described the dependence of systolic blood pressure and anthropometric characteristics, among which body weight was chosen. The measurements were carried out in male operators of the age group from 25 to 30 years. The measurement results are presented in Table 1.

| $x$    | 143 | 149 | 155 | 158 | 159 | 165 | 167 | 168 | 169 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $y$    | 124 | 125 | 128 | 133 | 128 | 130 | 133 | 132 | 133 |
| another| 170 | 172 | 174 | 175 | 180 | 180 | 183 | 187 | 190 |
| $x$    | 150 | 153 | 149 | 146 | 156 | 156 | 158 | 159 | 160 |
| $y$    | 192 | 195 | 200 | 210 | 212 | 215 | 215 | 150 | 165 |
| the rest| 160 | 163 | 148 | 140 | 151 | 150 | 165 | 170 | 240 |

Based on the measured values, a graph was representation for visual interpretation of their results Fig. 3.

According to Fig. 3, after visual analysis of the initial data, the following conclusion can be drawn. The distribution of the initial data has a non-standard form, which causes difficulties in their description. Such a description of a single functional dependence with satisfactory accuracy is hampered by the presence of several clusters, which are clearly visible in Fig. 3. (indicated by a dash-dotted line).

As can be seen from Fig. 3, one of the clusters is shifted up relative to the linear trend, which forces to choose non-standard approaches for approximation. One such approach is to use the Heaviside function together with the criterion proposed by Kuzmin [25]. Kuzmin’s criterion [25] is used to determine nonlinearity, but in this paper the authors used it to test the mathematical model for adequacy.
Several hypotheses have been put forward in the paper to determine the most adequate mathematical model.

5 RESULTS
Hypothesis 1. Using a simple linear regression.
The least squares method for approximating the function of one variable was used, which allowed to obtain the following regression equation:

\[ y(x) = 69.104 + 0.419x. \]

Visualization of the obtained regression equation to approximate the data is shown in Fig. 5.

The nonlinearity test conducted in this work provided an opportunity to conclude that it is impossible to approximate the data in Table 1 using a single regression line. A sequence of deviations of the data from the line found by the least squares method was found.
The cumulative residual curve is defined as the sum of deviations of data from the line obtained by the method of least squares. Visualization of the results is presented in Fig. 6. Features of the use of the cumulative curve are given in [25].

Calculation results: range of cumulative residual curve: 101.7; relative range (range to standard deviation ratio): 11.4. Using the table of critical values [26], the limit value is 10.44 (for a probability of 0.99). Carrying out calculations makes it possible to draw a conclusion about the nonlinearity of data and the impossibility of their approximation by a single linear regression: that is, Hypothesis 1 is rejected.

Hypothesis 2. Using the second order parabola.
The second hypothesis suggests the possibility of using as a mathematical model to approximate the data of the parabola function of the second order:

\[ y(x) = a_0 + a_1x + a_2x^2, \]

where \( a_0, a_1, a_2 \) are unknown coefficients of the mathematical model.

Using empirical data using the least squares method, the unknown coefficients of the mathematical model were determined, which allowed the equation to be written as follows:

\[ y(x) = -112.77 + 2.36x - 5.09\cdot10^{-3}x^2. \]

The results of the second-order parabolic approximation are shown in Fig. 7.

As can be seen from Fig. 7, the curve tends to decrease after passing the extremum, while this contradicts the nature of the change in empirical data. An analysis of the results obtained indicates the need to build a more accurate approximation. Hypothesis 2 is rejected.

Hypothesis 3. Using the third order parabola.
An analysis of the results obtained in the study of the second hypothesis allows us to put forward a new hypothesis about the possibility of using a third order parabola to describe empirical data:

\[ y(x) = a_0 + a_1x + a_2x^2 + a_3x^3, \]

where \( a_0, a_1, a_2, a_3 \) are unknown coefficients of the mathematical model.

Similarly, the unknown coefficients of approximation are found. As a result, we obtain the equation

\[ y(x) = -1112 + 18.48x - 0.09x^2 + 1.49\cdot10^{-4}x^3. \]
The results of the third order parabolic approximation are shown in Fig. 8.

Figure 8 – Approximation initial data by the third order parabola

Visual analysis of the graph in Fig. 8 shows the discrepancy between the obtained approximating curve and the empirical data. This discrepancy is especially manifested at the beginning and at the end of the graph, which does not correspond to the physical properties of changes in systolic pressure. All this does not allow us to accept the hypothesis about the possibility of using the changes in systolic pressure. All this does not allow us to accept the hypothesis about the possibility of using the third-order parabola function as a mathematical model for describing the change in the values of the processed empirical data. The data approximation curve using the third-order parabola function is shown in Fig. 8

Hypothesis 4. Using of a three-segmented linear regression with jumps.

After carrying out the analysis and analysis of hypotheses 1..3, the authors is a precondition for choosing a three-segment linear regression with lines for approximating empirical data.

As shown in Fig. 3 empirical data can be divided into three clusters. The first cluster is filled by points 1 to 9 (Table 1). But the second and third clusters have a questionable point with coordinates (200; 148). The importance of the correct hit of the point in the corresponding cluster significantly affects both the accuracy of the approximation and, accordingly, the quality of the forecast, which will be carried out according to the obtained mathematical model. To determine the location of this point in the corresponding cluster, the following calculations were performed.

Due to the lack of data for calculating the angle of inclination within each segment, it is assumed that these angles are the same, which simplifies the calculations when building a mathematical model.

Incorrect assignment of questionable point to any clusters can significantly affect the approximation accuracy, as well as the prediction quality. We make the assumption that the slope angles inside each segments of the poly-segmented regression are the same to simplify the calculations when constructing a mathematical model. General view of the equation of three-segment linear regression with jumps:

$$y(x) = a_0 + a_1x + a_2h(x-x_{jump1}) + a_3h(x-x_{jump2}),$$

where $a_0$, $a_1$, $a_2$, $a_3$ are unknown coefficients of the mathematical model, $x_{jump1}$, $x_{jump2}$ are abscissas of the jumps cross sections, $h(x)$ is Heaviside function.

The system of normal equations for finding the unknown approximation coefficients is given below:

$$\begin{align*}
    a_0n + a_1 \sum_{i=1}^{n} x_i + a_2 \sum_{i=1}^{n} h(x-x_{jump1}) + a_3 \sum_{i=1}^{n} h(x-x_{jump2}) &= \sum_{i=1}^{n} y_i, \\
    a_0 \sum_{i=1}^{n} x_i + a_1 \sum_{i=1}^{n} x_i^2 + a_2 \sum_{i=1}^{n} x_i h(x-x_{jump1}) + a_3 \sum_{i=1}^{n} x_i h(x-x_{jump2}) &= \sum_{i=1}^{n} x_i y_i, \\
    a_0 \sum_{i=1}^{n} h(x-x_{jump1}) + a_1 \sum_{i=1}^{n} x_i h(x-x_{jump1}) + a_2 \sum_{i=1}^{n} h(x-x_{jump1}) + a_3 \sum_{i=1}^{n} h(x-x_{jump2}) &= \sum_{i=1}^{n} y_i h(x-x_{jump1}), \\
    a_0 \sum_{i=1}^{n} h(x-x_{jump2}) + a_1 \sum_{i=1}^{n} x_i h(x-x_{jump2}) + a_2 \sum_{i=1}^{n} h(x-x_{jump2}) + a_3 \sum_{i=1}^{n} h(x-x_{jump2}) &= \sum_{i=1}^{n} y_i h(x-x_{jump2}).
\end{align*}$$

where $n$ is the total quantity of empirical data.

The solution of system of normal equations allows to determine unknown coefficients.

As can be seen from Fig. 3, the first cluster is clearly defined, and the abscissa of the cross section of the first jump $x_{jump1}$ can be calculated as the sum of the two limit values of the first and second clusters:

$$x_{jump1} = \frac{x_9 + x_{10}}{2} = 169.5.$$
Step 2. The calculation of the unknown coefficients of the regression model \( a_0, a_1, a_2, a_3 \) for the values of obtained abscissa variation \( x_{\text{jump2}} \) in stage 1 is performed. The results of the calculations are shown in Table 2.

| \( x_{\text{jump2}} \) | 188 | 194 | 200 | 206 | 212 |
|------------------------|-----|-----|-----|-----|-----|
| \( a_0 \)              | 83.13 | 71.51 | 46.16 | 58.23 | 113.89 |
| \( a_1 \)              | 0.293 | 0.366 | 0.525 | 0.449 | 0.100 |
| \( a_2 \)              | 18.21 | 16.21 | 12.99 | 13.46 | 20.22 |
| \( a_3 \)              | -7.61 | -11.22 | -19.99 | -16.43 | 4.61 |

Step 3. The sum of squares of deviations for each variant of three-level regression with jumps according to the following formula is calculated:

\[
S_\Sigma = \sum_{i=1}^{n} y_i^2 - a_0 \sum_{i=1}^{n} y_i - a_1 \sum_{i=1}^{n} x_i y_i - a_2 \sum_{i=1}^{n} x_i h(x - x_{\text{jump1}}) - a_3 \sum_{i=1}^{n} x_i h(x - x_{\text{jump2}}).
\]

The obtained data are given in Table 3.

| \( x_{\text{jump2}} \) | 188 | 194 | 200 | 206 | 212 |
|------------------------|-----|-----|-----|-----|-----|
| \( S_\Sigma \)         | 721.028 | 641.642 | 322.882 | 531.575 | 807.057 |

Step 4. The optimization of the data values from Table 3 is performed on the basis of the least squares method [27]. The resulting equation has the form:

\[
S_\Sigma(x_{\text{jump2}}) = 9841 - 980.863 x_{\text{jump2}} + 2.455 x_{\text{jump2}}^2.
\]

The optimal abscissa of the second section of the jump has the following form (in the case when the first derivative of this equation is zero):

\[
x_{\text{jump2opt}} = 199.7896.
\]

It can be concluded that the 21st point (with coordinates (200; 148)) of empirical data belongs to the third cluster. This partition optimization technique can be used as a special approach to data clustering.

As a result of using the usual least squares method, the final optimal three-segment linear regression with jumps is searched for. We obtain the final equation:

\[
y(x) = 46.160 + 0.525x + 12.997h(x - 169.5) - 19.992h(x - 199.79).
\]

A graphical representation of the final approximation is shown in Fig. 9.

Figure 9 – Approximation by the final three-segmented linear regression with jumps

A comparative analysis of the four approximation methods considered above is performed. The coefficient of adequacy and standard deviation values were calculated to determine a mathematical model that adequately describes the empirical data of Table 1 and can be used in the decision-making system. Calculating the amplitude of the cumulative residual curve and the standard deviation is the relative maximum range, which is defined as the adequacy factor. Despite the fact that criterion [25] is used to verify the data on nonlinearity in this article, it was used for testing adequacy, was originally planned to test empirical data for non-linearity. However, studies have shown that in some cases it can be used for testing adequacy, it was done in this article.

The calculation results are given in Table 4. As can be seen from Table 4, linear regression with jumps has lower values of standard deviation and adequacy ratio: for example 3.6 and 4.05 compared to 7.5 and 8.4 (compared to single third order parabola).

It indicates that the special approximation proposed by the authors in the form of a three-segmented linear regression with jumps is the is a more reliable mathematical model for describing studied variant empirical data.

| Approximation type | Coefficients number | Standard deviation | Adequacy coefficient |
|--------------------|---------------------|--------------------|---------------------|
| Single linear regression | 2 | 8.920 | 11.420 |
| Single second order parabola | 3 | 8.097 | 8.744 |
| Single third order parabola | 4 | 7.558 | 8.396 |
| Three segmented linear regression with jump | 4 | 3.668 | 4.050 |

At the same time have proposed a special approximation in the form of a trisegment linear regression with stripes, which is promising for selection in the formalization of the process of describing of biological parameters.
6 DISCUSSION

As can be seen from Fig. 1, real empirical data obtained from non-standard objects with stochastic influence are difficult to approximate by standard methods. So, using 3 methods of linear regression, it was not possible to achieve an adequacy coefficient below 8.3. This gave impetus to finding standard approaches for approximating empirical data. The importance of a reliable approximation of empirical data obtained from real biological data is related to the content in these values of an important component that can serve as an indicator of a violation of the functional state of a biological object and plays an important role in making a decision about the state of the operator as a possible trigger in aviation safety management.

The use of standard methods leads to the formation of approximation functions, which often contradict the physical processes that form empirical data obtained from biological objects or inaccurately describe the pattern of their behavior (Fig. 5, Fig. 7, Fig. 8). This is due to the fact that the distribution of values obtained from biological objects often cannot be described by standard mathematical models, because the behavior of parameter values that describe biological objects is influenced by many factors of both external and internal nature. Therefore, the description of such complex objects must be carried out with the maximum similarity of the approximating curve to real values. Also, a feature of the empirical data of biological objects is their non-linearity. The use of data clustering methods also has its own difficulties in determining the belonging of doubtful points that can be attributed to different classes (suspected point Fig. 3).

Another reason may be that points located on the outer boundaries of classes, but not important for the separation of adjacent classes, can be recognized as individually significant if their belonging to classes is neglected. Point characterize separately the properties of an instance as informative with respect to external and internal boundaries which is their specific in tasks of visualization and data analysis.

It should also be noted that obtaining adequate coefficients of a mathematical model significantly affects its reliability. It has been established that an increase in the coefficients of mathematical models of various forms of approximation increases the value of the adequacy coefficient.

The methodology for calculating the information content indicators of individual specimens not only quantitatively, but also qualitatively affects the formed sample. Therefore, the paper presented a methodology for determining the boundaries of clusters, which should be performed taking into account the complexity of describing specific empirical data.

The closest analogue of the proposed method is the nonlinearity test proposed in [25]. In contrast to those proposed in this paper, this technique was also used to check for the adequacy of the approximation of the mathematical model.

At the same time have proposed a special approximation in the form of a trisegment linear regression with stripes, which is promising for selection in the formalization of the process of describing of biological parameters.

CONCLUSIONS

The article is devoted to the approximation of empirical data. In general, four data approximation options were considered: a single linear regression, the second order parabola, the third order parabola, three-segmented linear regression with jumps.

Analysis of empirical data obtained from biological objects indicates their unusual structure, which cannot be correctly described by standard methods, which became a prerequisite for the use of non-standard approximating function – three-segment linear regression with jumps.

The equation for three-segment linear regression with jumps was obtained using the following methods: using the Heaviside function, determining the minimum sum of squares of deviations for the whole set of empirical data simultaneously, optimizing the abscissa cross section, using the linearity test.

The scientific novelty of obtained results is that the method of approximating empirical data was previously proposed, which characterizes the relevance of the biological parameters of the operator for the three-segment linear regression with lines. The use of this method allows us to take a more reliable result of the formalization of the fallibility of biological parameters, which was demonstrated on specific butts. The variation of the optimization of the position of the sections can serve as a new approach to the clustering of data and it allows to take into account the fallow of the empirical data. Data can be compared to change the parameter of the cardiovascular system according to changes in anthropometric data for the prognosis.

The calculations showed that the standard deviation and the adequacy coefficient for a three-segmented linear regression with jumps are more than two times better than other approximation methods. This corroborates the necessity for a three-segmented linear regression with jumps.

The results of the study can be used during the construction of mathematical models to describe empirical data of this kind.

The practical significance of obtained results is that the software realizing the proposed indicators is developed, as well as experiments to study their properties are conducted. The experimental results allow to recommend the proposed indicators for use in practice, as well as to determine effective conditions for the application of the proposed indicators.

Prospects for further research are to study the proposed set of indicators for a broad class of practical problems.
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АНОТАЦІЯ

Актуальність. Проблема апроксимації емпіричних даних у системі прийняття рішень в управлінні безпекою. Об’єктом дослідження була перевірка адекватних коефіцієнтів математичної моделі для апроксимації даних за допомогою інформаційних технологій. Метою роботи є створення адекватної математико-матичної моделі з використанням інформаційних технологій на основі аналізу різних підходів до апроксимації емпіричних даних, які можуть бути використані для прогнозування поточного стану оператора в системі безпеки польотів. Аналіз літератури показав, що методи наступних квадратів часто використовуються в задачах апроксимації навіть у випадках коли досліджуваний набір даних різко змінює геометричну структуру У статті аналізуються статистичні дані з незвичайною структурою. Для побудови математичної моделі для їх опису висуваються чотири гіпотези: опис за допомогою однієї лінійної регресії, параболою третього порядку, параболою третього порядку, трисегментної лінійної регресії зі стрибками. Проведені розрахунки та візуальний аналіз відхилень за всіма інформаційними показниками одночасно; використання функції Хевісайда; оптимізація осі абсцис на експертним підхід до безпеки польотів.

Результати. Результати дослідження можуть бути використані під час побудови математичних моделей для опису емпіричних даних такого роду.

Висновки. Експериментальні дослідження довели можливість використання трисегментної лінійної регресії зі стрибками як адекватної математичної моделі, яка може бути використана для формалізації опису емпіричних даних з нестандартною структурою та може бути використана на практиці для побудови моделей для прогнозування функціонального стану оператора за однієї причин несприятливих подій в авіації.

Перспективами подальших досліджень може бути створення багатопараметричної математичної моделі, яка дозволяє прогнозувати порушення функціонального стану оператора за інформативними параметрами, а також експериментальне вивчення запропонованих математичних підходів для широкого кола практичних задач різного характеру та розмірності.

КЛЮЧОВІ СЛОВА: система безпеки польоту, апроксимація, метод найменших квадратів, трисегментна лінійна регресія зі стрибками, оптимізація точки стрибка по абсцисах, тестовий зразок лінійності, фрактальна розмірність, метрика якості, кластер, формування вибірки.
АННОТАЦИЯ

Актуальность. Проблема аппроксимации эмпирических данных в системе принятия решений в управлении безопасностью полетов. Объектом исследования является проверка на адекватность коэффициентов математической модели для аппроксимации данных с помощью информационных технологий. Целью работы является разработка адекватной математической модели с использованием информационных технологий на основе анализа разных подходов к аппроксимации эмпирических данных, которые могут быть использованы для прогнозирования функционального состояния оператора в системе безопасности полетов. Анализ литературы показал, что метод наименьших квадратов часто используется в задачах аппроксимации даже в тех случаях, когда исследуемый набор данных резко меняет геометрическую структуру. В статье анализируются статистические данные с необычной структурой. Для построения математической модели для их описания выдвигаются четыре гипотезы: описывание с помощью простой линейной регрессии, параболой второго порядка, параболой третьего порядка; трехсегментная линейная регрессия со скачками. Проведенные расчеты и визуальный анализ графика позволили выявить скачки, а четвертая гипотеза о визуальном представлении эмпирических данных с помощью трех сегментных линий была дополнительно рассмотрена. Во время построения трех сегментной линейной регрессии со скачками была оптимизирована абсцисса сечения скачка. Полученный аналитический вид для трехсегментной линейной регрессии со скачками стал возможным благодаря использованию функции Хэвисайда. Проведенный анализ подтвердил гипотезу о возможности использования трисегментной регрессии со скачками в сравнении с рассмотренными первыми тремя гипотезами. Анализ показывает преимущество использования трех сегментной линейной регрессии со скачками за параметрами точки аппроксимации и прогноза.

Метод. Предлагаются четыре варианта аппроксимации данных с нестандартной структурой, и именно: одиночная линейная регрессия; парабола второго порядка; парабола третьего порядка; трехсегментная линейная регрессия со скачками. Предлагается использовать новые подходы для аппроксимации, основанные на использовании критерия, предложенного Кузьминым, и функции Хэвисайда. Проверка адекватности аппроксимации по этим критериям позволит определить адекватную математическую модель для описания информационных параметров. Для получения математической модели использовались следующие подходы: определение минимальной суммы квадратов отклонений для всего набора данных одновременно; использование функции Хэвисайда; оптимизация оси абсцисс прыжкового участка; использование теста на линейность. Данная математическая модель позволит осуществлять процесс прогнозирования изменений функционального состояния эксплуатанта при выполнении профессиональных обязанностей в авиации, как основного тритера человеческого фактора в парадигме про активного подхода в обеспечении безопасности полетов.

Результаты. Результаты исследования были использованы в построении математических моделей для описания эмпирических данных подобного рода.

Выводы. Эксперименты подтвердили адекватность использования трисегментной линейной регрессии со скачками для задачи описания эмпирических данных с нестандартной структурой и позволили рекомендовать ее к использованию на практике для решения задач формализации описания изменений функционального состояния. Эксплуатанта как часть человеческого фактора в системе безопасности полетов. Перспективами дальнейших исследований может быть создание математической модели прогнозирования изменения функционального состояния оператора при различных дестабилизирующих факторах, а также экспериментальное изучение предложенных показателей на более сложных практических задачах разного характера и размерности.
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