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In this paper, we establish a Fischer type log-majorization of singular values on partitioned positive semidefinite matrices, which generalizes the classical Fischer’s inequality. Meanwhile, some related and new inequalities are also obtained.

1. Introduction

We denote by $M_{n,m}$ the vector space of all complex $n \times m$ matrices. In particular, when $n = m$, $M_n$ represents the set of square matrices of order $n$. Let $A$ and $B$ be Hermitian matrices. We use the notation $A \preceq B$ or $B \succeq A$ to mean that $B - A$ is positive semidefinite. Particularly, $B \succeq 0$ ($B > 0$) means that $B$ is positive semidefinite ($B$ is positive definite).

The singular values of $A \in M_n$ are the nonnegative square roots of the eigenvalues of $A^*A$. We denote that $s_j(A)$ is the $j$th largest singular value of $A \in M_n$ and we denote $s(A) = (s_1(A), s_2(A), \ldots, s_n(A))$. Denote by $\|\|_\infty$ the spectral norm. For $A \in M_n$, it is evident that $\|A\|_\infty = s_1(A)$.

We rearrange the components of $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ in decreasing order as $x_{[1]} \geq x_{[2]} \geq \cdots \geq x_{[n]}$. Let $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{R}^n$. If

$$\prod_{i=1}^{k} x_{[i]} \leq \prod_{i=1}^{k} y_{[i]}, \quad k = 1, 2, \ldots, n,$$

then we say that $x$ is weakly log-majorized by $y$ and denotes $x \prec_w \log y$. If $x \prec_w \log y$ and $\prod_{i=1}^{n} x_i = \prod_{i=1}^{n} y_i$, then we say that $x$ is log-majorized by $y$ and denotes $x \prec \log y$.

A norm on $M_n$ is called unitarily invariant if $\|UAV\| = \|A\|$ for any $A \in M_n$ and any unitary $U, V \in M_n$. For $A \in M_n$ and $1 \leq k \leq n$, the $k$th compound matrix of $A$ is denoted by $C_k(A)$. We list one of the useful properties on compound matrices: for $A, B \in M_n$, $C_k(AB) = C_k(A)C_k(B)$. A series of properties of compound matrices can be seen in [1–3]. A complex matrix $C$ is called contraction if $C^*C \leq I$ or equivalently $s_1(C) \leq 1$. We denote the block matrix

$$\begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix},$$

by $A \oplus C$.

The well-known Fischer’s inequality for determinant on the partitioned positive semidefinite matrix is the following. Let

$$H = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \succeq 0,$$

with $A \in M_p$ and $C \in M_q$. Then

$$\prod_{i=1}^{k} x_{[i]} \leq \prod_{i=1}^{k} y_{[i]}, \quad k = 1, 2, \ldots, n,$$
Then
\[
\det(H) \leq \det(A) \det(C) = \det(A \oplus C). \tag{5}
\]

Let the eigenvalues of \(A \in M_n\) be \(\lambda_1, \lambda_2, \cdots, \lambda_n\) with \(|\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_n|\). Weyl [4] proved that \(\{\lambda_i\}_{i=1}^n \prec \log(A)\). Since for positive semidefinite matrices, singular values and eigenvalues are the same. Fischer’s inequality can be rewritten as the following.

\[
\det(H) = \prod_{i=1}^{p+q} s_i(H) \leq \prod_{i=1}^{p} s_i(A) \prod_{i=1}^{q} s_i(C) = \prod_{i=1}^{p+q} s_i(A \oplus C) = \det(A \oplus C). \tag{6}
\]

The motivation of this paper is to give the log-majorization relationship between the singular values of partitioned positive semidefinite matrix and its main diagonal matrix, which generalizes classical Fischer’s inequality. In addition, we will also establish some singular value inequalities between partitioned positive semidefinite matrix and its main diagonal matrix.

2. Main Results

First, we list some lemmas that are used in our proofs.

**Lemma 1** (Zhan [1], p. 71). Let \(C\) be a complex matrix (not necessary square). Then, \(C\) is a contraction if and only if
\[
\begin{pmatrix}
I & C \\
C^* & I
\end{pmatrix} \succeq 0. \tag{7}
\]

**Lemma 2** (Zhan [1], Theorem 3.34).
\[
\begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \succeq 0, \tag{8}
\]

if and only if \(A \succeq 0, C \succeq 0, \) and there exists a contraction \(W\) such that \(B = A^{1/2}WC^{1/2}\).

**Lemma 3** (Zhan [1], p. 80). If the singular values of \(A \in M_n\) are \(s_1, \cdots, s_n\), then the eigenvalues of
\[
\varphi(A) = \begin{pmatrix}
0 & A \\
A^* & 0
\end{pmatrix}
\]

are \(s_1, \cdots, s_n, -s_n, \cdots, -s_1\).

More general, by Jordan-Wielandt theorem ([5], Theorem 4.2), for \(A \in M_{p,q}(p \geq q)\), the matrix
\[
\begin{pmatrix}
0 & A \\
A^* & 0
\end{pmatrix}
\]

has eigenvalues \(\pm s_1, 0, \cdots, 0\) \(p\)-times, \(i = 1, \cdots, q\).

Applying Lemma 3, we obtain the following.

**Lemma 4.** Let \(W \in M_{p,q}(p \geq q)\) be the contractive matrix. Then,
\[
s \begin{pmatrix}
I & W \\
W^* & I
\end{pmatrix} = s(I + \varphi(W)) = \begin{pmatrix}
I & s_1 \\
I & s_1 + s_2, \cdots, I & s_1 + \cdots + s_q, I & I - s_q, \cdots, I - s_1
\end{pmatrix}, \tag{11}
\]

where \(s_i\) is the \(i\)th largest singular value of \(W\).

**Proof.** \(W\) is a contractive matrix if and only if
\[
\begin{pmatrix}
I & W \\
W^* & I
\end{pmatrix} \succeq 0. \tag{12}
\]

For positive semidefinite matrices, singular values and eigenvalues are the same. Note that
\[
\begin{pmatrix}
I & W \\
W^* & I
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
0 & I
\end{pmatrix} + \begin{pmatrix}
0 & W \\
W^* & 0
\end{pmatrix}, \tag{13}
\]

by Lemma 3 and spectral mapping theorem, this completes the proof?

Next, we will establish the log-majorization relationship between the singular values of partitioned positive semidefinite matrix and its main diagonal matrix.

**Theorem 5.** Let
\[
\begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \in M_{p+q}, \tag{14}
\]

be positive semidefinite matrix with \(A \in M_p, C \in M_q(p \geq q)\). Then, there exists a contractive matrix \(W \in M_{p,q}\) such that
\[
s \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \prec_{\log} \left\{s_i(I + \varphi(W))s_i(A \oplus C)\right\}_{i=1}^{p+q}. \tag{15}
\]

**Proof.** Applying Lemma 2, there exists a contractive matrix \(W\) such that \(B = A^{1/2}WC^{1/2}\). Then,
\[
\begin{pmatrix} A & B \\ B^* & C \end{pmatrix} = \begin{pmatrix} A^{1/2} & 0 \\ 0 & C^{1/2} \end{pmatrix}^* \begin{pmatrix} I_p & W \\ W^* & I_q \end{pmatrix} \begin{pmatrix} A^{1/2} & 0 \\ 0 & C^{1/2} \end{pmatrix}.
\] (16)

Denote
\[
H = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}, \quad Q = \begin{pmatrix} I_p & W \\ W^* & I_q \end{pmatrix},
\]
\[
P = \begin{pmatrix} A^{1/2} & 0 \\ 0 & C^{1/2} \end{pmatrix}, \quad T = A \oplus C.
\] (17)

The equality (16) can be rewritten as \( H = P^* Q P \). Using compound matrices and the fact that for any square matrix \( A \), \( \|A\|_\infty = \|A^* A\|_\infty \), for \( 1 \leq k \leq p + q \), we have
\[
\prod_{j=1}^{k} s_j(H) = \prod_{j=1}^{k} s_j(P^* Q P) = s_1(C_k(P^* Q P))
\]
\[
= s_1(C_k(P^* C_k(Q) C_k(P)))
\]
\[
\leq \|C_k(P^* C_k(Q) C_k(P))\|_\infty
\]
\[
\leq \|C_k(P^*)\|_\infty^2 \|C_k(Q)\|_\infty \|C_k(P)\|_\infty
\] (18)

In addition, for \( k = p + q \), we have
\[
\det(H) = \prod_{j=1}^{p+q} s_j(H) = \det(P^* Q P) = \det(Q T)
\]
\[
= \prod_{j=1}^{p+q} s_j(I + \varphi(W)) \prod_{i=1}^{p+q} s_i(A \oplus C)
\] (19)
\[
= \prod_{j=1}^{q} (1 - s_j(W)^2) \prod_{i=1}^{p+q} s_i(A \oplus C),
\]
where the last equality is due to Lemma 4, this completes the proof.

**Corollary 6.** Let
\[
H = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \in M_{p+q},
\] (20)

be positive semidefinite matrix with \( A \in M_p, C \in M_q (p \leq q) \).

Then, there exists a contractive matrix \( W \in M_{p+q} \) such that
\[
\det(H) = \prod_{j=1}^{q} (1 - s_j(W)^2) \det(A \oplus C).
\] (21)

**Remark 7.** From the equality (21), we can see that \( \det(H) \leq \det(A \oplus C) \). The equality holds if and only if \( s(W) = 0 \), i.e., \( W = 0 \); it also implies that \( B = 0 \).

**Corollary 8.** Let
\[
H = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \in M_{p+q},
\] (22)

be positive semidefinite matrix with \( A \in M_p, C \in M_q \). Then, there exists a contractive matrix \( W \in M_{p+q} \) such that
\[
\left\| \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \right\| \leq \left(1 + s_1(W)\right) \cdot \|A \oplus C\|.
\] (23)

for all unitarily invariant norms \( \|\cdot\| \).

**Proof.** Recall that weak log-majorization is stronger than weak majorization, i.e., \( x \ll_{\log} y \) implies \( x \ll y \). By Theorem 5, we have
\[
(s_1(H), \cdots, s_{p+q}(H))
\]
\[
\ll_{\omega}(1 + s_1(W))s_1(A \oplus C), \cdots, (1 - s_1(W))s_{p+q}(A \oplus C)).
\] (24)

It is clear that
\[
((1 + s_1(W))s_1(A \oplus C), \cdots, (1 - s_1(W))s_{p+q}(A \oplus C))
\]
\[
\ll_{\omega}(\cdots, (1 + s_1(W))s_1(A \oplus C), \cdots, (1 + s_1(W))s_{p+q}(A \oplus C)).
\] (25)

Therefore, we have
\[
(s_1(H), \cdots, s_{p+q}(H))
\]
\[
\ll_{\omega}(\cdots, (1 + s_1(W))s_1(A \oplus C), \cdots, (1 + s_1(W))s_{p+q}(A \oplus C)).
\] (26)

Using the Fan Dominance Principle (see [6]), this completes the proof.

In the following section, we will establish some singular value inequalities between partitioned positive semidefinite matrix and its main diagonal matrix. The following well-known result is due to Ky Fan [1].

**Lemma 9.** Let \( A, B \in M_n, 1 \leq i, j \leq n, i + j - 1 \leq n \). Then,
\[
s_{i+j-1}(AB) \leq s_i(A)s_j(B).
\] (27)
In particular,
\[ s_j(AB) \leq s_i(A)s_j(B), \quad s_j(AB) \leq s_j(B)s_i(A), \quad j = 1, \cdots, n. \quad (28) \]

**Theorem 10.** Let
\[
\begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \in M_{p,q},
\]
be positive semidefinite matrix with \( A \in M_p, C \in M_q(p \geq q) \). Then, there exists a contractive matrix \( W \in M_{p,q} \) such that
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \leq (I + s_j(W))s_i(A \oplus C), \quad i = 1, \cdots, p + q.
\]

In addition, for \( 1 \leq i \leq q \),
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \leq (I + s_i(W))s_j(A \oplus C),
\]
for \( q + 1 \leq i \leq q + p \),
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \leq s_j(A \oplus C).
\]

**Proof.**
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} = s_j \begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix}^* \begin{pmatrix}
I_p & W \\
W^* & I_q
\end{pmatrix} \begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix}
\leq s_j \begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix} \begin{pmatrix}
I_p & W \\
W^* & I_q
\end{pmatrix} s_j \begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix}
\leq s_j \begin{pmatrix}
I_p & W \\
W^* & I_q
\end{pmatrix} s_j \begin{pmatrix}
A & 0 \\
0 & C
\end{pmatrix}
= (1 + s_j(W))s_j \begin{pmatrix}
A & 0 \\
0 & C
\end{pmatrix}.
\]

In (33), change the position of
\[
\begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix},
\]
and
\[
\begin{pmatrix}
I_p & W \\
W^* & I_q
\end{pmatrix} \begin{pmatrix}
A^{1/2} & 0 \\
0 & C^{1/2}
\end{pmatrix},
\]
we have
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} = s_j \begin{pmatrix}
A & -B \\
-B^* & C
\end{pmatrix}.
\]

By similar proof method, we can get the following inequality.
\[
s_j \begin{pmatrix}
A & B^* \\
B & C
\end{pmatrix} \leq s_j \begin{pmatrix}
I & W^* \\
W & I
\end{pmatrix} s_j(A \oplus C), \quad i = 1, \cdots, p + q.
\]

Using Lemma 4, we can divide into the following cases:

Case 1. \( 1 \leq i \leq q \). Then,
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \leq (1 + s_j(W))s_j(A \oplus C).
\]

Case 2. \( q + 1 \leq i \leq p + q \). Then,
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \leq s_j(A \oplus C).
\]

This completes the proof?

The following theorem is proved by using the result given by Hirzallah and Kittaneh [7].

**Lemma 11.** Let \( A, B \in M_n \) and \( 0 < \alpha < 1 \). Then,
\[
s_j(\alpha A + (1 - \alpha)B) \leq s_j(A \oplus B), \quad j = 1, \cdots, 2n.
\]

In particular, letting \( \alpha = 1/2 \), we have
\[
s_j \left( \frac{A + B}{2} \right) \leq s_j(A \oplus B), \quad j = 1, \cdots, 2n.
\]

**Theorem 12.** Let
\[
\begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \in M_{p,q},
\]
be positive semidefinite matrix with \( A \in M_p, C \in M_q(p \geq q) \). Then, for \( j = 1, \cdots, p + q \),
\[
s_j \begin{pmatrix}
A & 0 \\
0 & C
\end{pmatrix} \leq s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \oplus \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix}.
\]

**Proof.** Since
\[
\begin{pmatrix}
I_p & 0 \\
0 & -I_q
\end{pmatrix} \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} \begin{pmatrix}
I_p & 0 \\
0 & -I_q
\end{pmatrix} = \begin{pmatrix}
A & -B \\
-B^* & C
\end{pmatrix},
\]
we have
\[
s_j \begin{pmatrix}
A & B \\
B^* & C
\end{pmatrix} = s_j \begin{pmatrix}
A & -B \\
-B^* & C
\end{pmatrix}.
\]
Meanwhile
\[
\begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} = \frac{1}{2} \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} + \frac{1}{2} \begin{pmatrix} A & -B \\ -B^* & C \end{pmatrix}.
\] (45)

Applying Lemma 11 to (45), we have
\[
s_j \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} \leq s_j \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \oplus \begin{pmatrix} A & -B \\ -B^* & C \end{pmatrix} = s_j \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \oplus \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}.
\] (46)

This complete the proof.

Remark 13. One may ask whether the inequality holds
\[
s_j \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} \leq s_j \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}, \quad j = 1, \ldots, p + q.
\] (47)

But it needs not be true. For example, setting
\[
\begin{pmatrix} A & B \\ B^* & C \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \succeq 0, \quad \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\] (48)

Then,
\[
s_1 \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} = (2, 0), \quad s_1 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = (1, 1).
\] (49)

Obviously,
\[
s_2 \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} = 0 < 1 = s_2 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\] (50)
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