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Abstract

In arithmetic statistics and analytic number theory, the asymptotic growth rate of counting functions giving the number of objects with order below $X$ is studied as $X \to \infty$. We define general counting functions which count epimorphisms out of an object on a category under some ordering. Given a probability measure $\mu$ on the isomorphism classes of the category with sufficient respect for a product structure, we prove a version of the Law of Large Numbers to give the asymptotic growth rate as $X$ tends towards $\infty$ of such functions with probability 1 in terms of the finite moments of $\mu$ and the ordering. Such counting functions are motivated by work in arithmetic statistics, including number field counting as in Malle’s conjecture and point counting as in the Batyrev-Manin conjecture. Recent work of Sawin–Wood gives sufficient conditions to construct such a measure $\mu$ from a well-behaved sequence of finite moments in very broad contexts, and we prove our results in this broad context with the added assumption that a product structure in the category is respected. These results allow us to formalize vast heuristic predictions about counting functions in general settings.
1 Introduction

Distributions of arithmetic objects are commonly studied via counting functions. A classic example is the prime number theorem, which determines the asymptotic growth rate of

\[ \pi(X) = \#\{ \text{prime } p \mid p \leq X \} \approx \frac{X}{\log X} \]

as \( X \) tends to infinity. Counting functions on subsets of prime numbers is one way that we work to understand the distribution of the prime numbers. Cramér made rigorous a heuristic argument of Gauss for predicting the distribution of prime numbers in [Cra94], whereby a sequence of independent variables \( X_n \) indexed by natural numbers and valued in \( \{0, 1\} \) are considered, for which \( X_n = 1 \) with probability \( \frac{1}{\log(n)} \) as suggested by the prime number theorem. By asking the same distribution questions of the sequence \( X_n \) instead of the sequence of prime numbers, Cramér is able to prove that this sequence satisfies a number of properties conjectured to be true for the primes with probability 1. See [Gra95] for a summary of Cramér’s random model and some improvements.

In arithmetic statistics, other objects are frequently studied in this way. Given an ordering of the objects satisfying a Northcott property, one can ask for the asymptotic growth rate of the counting function

\[ \#\{ \text{object } \mid \text{order(object) } \leq X \} \]

as \( X \) tends to \( \infty \). The standard examples are points on schemes (or stacks) bounded by height, whose asymptotic growth rates are predicted by the Batyrev-Manin conjecture [BMT89, BM90], and counting \( G \)-extensions of a global field \( K \) ordered by discriminant, whose asymptotic growth rates are predicted by Malle’s conjecture [Mal02, Mal04].

Malle’s conjecture in particular is closely related to the study of class group statistics, where one asks for the distribution of the \( p \)-parts of the class group of an extension \( K/\mathbb{Q} \) as \( K \) varies over some family of extensions ordered by discriminant. This distribution is very often predicted to agree with a true probability distribution on random groups. For a non-exhaustive list of examples for statistics of very general unramified objects over a family of global fields see [CLS84, FWS99, BH17, LWZ19]. Despite this close relation, there has been no attempt to make predictions for Malle’s counting function using similar random structures. Like with Cramér’s model, it is reasonable to consider that there exists a random group with some discriminant structure which models the absolute Galois group of the global field \( K \) for which Malle’s conjecture holds with probability 1. Potentially the same is true for other counting functions in arithmetic statistics.

Another eye-catching feature of Malle’s conjecture is the Galois correspondence. \( G \)-extensions \( L/K \) are in a 1-to-\( |\text{Aut}(G)| \) correspondence with surjective homomorphisms \( \text{Gal}(\overline{K}/K) \to G \). The recent work of Sawin–Wood [SW22] solved the moment problem for random objects in a category, where they proved in great generality that given a sequence \( M_G \) on (isomorphism classes of) the category of finite objects \( C \) that “do not grow too fast”, there exists a measure \( \mu \) on (isomorphism classes of) the category of pro-objects \( \mathcal{P} \) whose finite moments are given by \( M_G \). In the setting of objects in a category, this is taken to mean

\[ \int_{\mathcal{P}} \#\text{Epi}(\mathcal{G}, G) \ d\mu(\mathcal{G}) = M_G \]

for each finite object \( G \). Here we see an immediate similarity with Malle’s conjecture - Malle’s conjecture can be interpreted as an asymptotic count for the number of epimorphisms from the absolute Galois group of \( K \) to a fixed finite group. This suggests that the setting Sawin–Wood work in, which they state was built with statistics of
unramified objects in mind, is also an excellent setting to model Malle’s conjecture. By extension, random models for other counting functions may also exist in the setting considered by Sawin–Wood as long as they can be interpreted as counting epimorphisms.

The goal of this paper is to consider counting functions in the broad setting described by Sawin–Wood. The remainder of this introduction is separated into two subsections - the first defining a counting function with respect to an ordering for counting epimorphisms in a category (see Definition 1.1), and the second for stating Law of Large Numbers results to determine the asymptotic growth rate of these counting functions with probability 1 (see Theorem 1.3). We will prove the Law of Large Numbers for random objects in a category in as great of generality as possible, with the intention of allowing these results to easily translate to a variety of other counting functions in other settings. In a forthcoming paper [Alb23], the author will apply these results to the case of Malle’s conjecture to both recreate and improve on existing predictions for the asymptotic growth rate. This will be done by constructing a category of “groups with local data”, applying the results of [SW22] to construct a measure on this category, and applying the results of this paper to prove that 100% of random groups with local data satisfy Malle’s conjecture.

We adopt the notation and terminology of [SW22] throughout. Let \( C \) be a diamond category in the sense of [SW22, Definition 1.3] with countably many isomorphism classes, and suppose \( \mu \) is a probability measure (so the whole space has measure 1) on the isomorphism classes of corresponding pro-objects, \( P \), under the level topology with finite moments \( M_G \) for each \( G \in C/\cong \). Sawin–Wood give sufficient conditions for a sequence \( M_G \) to correspond to such a measure in [SW22, Theorem 1.7 and 1.8]. Our results do not require \( \mu \) to be constructed in this way, but the author expects that most interesting examples will come from the existence results proven by Sawin–Wood.

1.1 Counting Functions

To translate the setting given by [SW22] to that of counting functions more closely resembling (1), we very generally define an ordering to be a sequence of functions \( f_n : C/\cong \to \mathbb{C} \) indexed by positive integers \( n \). We are motivated by classical orderings such as the discriminant and height functions, which correspond to \( f_n \) being the characteristic function of an increasing chain of finite sets \( A_n \subseteq C/\cong \), i.e. a chain of subsets for which \( A_n \subseteq A_{n+1} \). In the general format described in (1), we would choose the ordering

\[
f_n(\text{object}) = \begin{cases} 1 & \text{order(\text{object})} \leq n \\ 0 & \text{else.} \end{cases}
\]

The property that such functions have finite support is called the Northcott Property, and is known to hold for discriminant and height orderings among many others.

**Definition 1.1.** The counting function on a pro-object \( \mathcal{G} \in P \) ordered by \( f_n : C/\cong \to \mathbb{C} \) is defined by

\[
N(\mathcal{G}, f_n) = \sum_{G \in C/\cong} f_n(G) \# \text{Epi}(\mathcal{G}, G)
\]

as a function of \( n \), when the series is convergent.

In the classical setting, a Northcott Property is used to guarantee that the counting function is well-defined by forcing the series to be finite. We remark that in the classical setting \text{order(\text{object})} is taken to be bounded above by a real number \( X \), while Definition 1.1 restricts to only using integer bounds, \( n \). This will not make a difference for classical orderings, as the (norm of the) discriminant and height functions are integer-valued.
However, it is an artifact of the methods we use that we ask the sequence \((f_n)_{n=1}^\infty\) to be indexed by a countable set rather than the uncountable set of positive real numbers.

In our general setting, we may relax the Northcott requirement and still guarantee an (almost everywhere) well-defined counting function. Fix a probability measure \(\mu\) on the category of pro-objects \(P\) with finite moments \(M_G\). For convenience, we package the sequence \(M_G\) as a discrete measure \(M : C/ \京 \to \mathbb{R}_{>0}\) with \(M\{(G)\} = M_G\) (note that while we require \(\mu\) to be a probability measure, \(M\) need not be).

**Definition 1.2.** Fix a probability measure \(\mu\) on the category of pro-objects \(P\) with finite moments \(M_G\). We call \(f_n\) an \(L^1\)-ordering with respect to \(\mu\) if

\[
\int_C |f_n| \, dM = \sum_{G \in C/\approx} |f_n(G)| M_G < \infty.
\]

In other words, the \(f_n\) are \(L^1\)-functions for the discrete measure \(M\) induced by \(\mu\). We will often omit “with respect to \(\mu\)” if the probability measure is clear from context.

We will prove in Lemma 3.1 that \(N(\mathcal{G}, f_n)\) is well-defined as a function of \(n\) for almost all \(\mathcal{G}\) whenever \(f_n\) is an \(L^1\)-ordering (i.e., there exists a measure 1 set of \(\mathcal{G}\) on which the counting function is well-defined as a function on the positive integers), and that the expected value is given by

\[
\int_C N(\mathcal{G}, f_n) \, d\mu(\mathcal{G}) = \int_C f_n \, dM.
\]  
(2)

In the classical case, if \(f_n\) has finite support in an increasing chain as \(n\) tends towards \(\infty\), then the counting function \(N(\mathcal{G}, f_n)\) is a sum of increasing length depending on \(n\), where the summands \(f_n(G)\#Epi(\mathcal{G}, G)\) are random variables as \(\mathcal{G}\) varies according to \(\mu\). This is precisely the setting of the Law of Large Numbers, which suggests a much stronger result of the form

\[
\frac{N(\mathcal{G}, f_n)}{\int_C f_n \, dM} \to 1
\]

as \(n \to \infty\) with probability 1 in some appropriate sense. Typically, there is some requirement of pairwise independence between the summands in order to prove such a statement (see [SS93] for the classical statement, and [Sen13] for a brief history of the Law of Large Numbers, including cases that relax the requirement of pairwise independence). The work of Korchevsky–Petrov [KP10] on nonegative random variables, building on work in [Ete83a, Ete83b, Pet09a, Pet09b], is particularly relevant to these counting functions, as \(\#Epi(\mathcal{G}, G)\) is always nonegative. We will prove several different versions of the Law of Large Numbers for \(N(\mathcal{G}, f_n)\) of varying strengths under sufficiently nice orderings.

### 1.2 Main Results

Take \(C\) to be a diamond category with countably many isomorphism classes, \(P\) the category of pro-objects, and \(\mu\) a probability measure on \(P\) with finite moments \(M_G\). Theorem 1.3 is our primary probabilistic result, while Theorems 1A and 1M are our primary category theoretic results.

**Theorem 1.3** (Law of Large Numbers in a Category). Let \(f_n : C/ \京 \to \mathbb{R}\) be a real-valued \(L^1\)-ordering for which \(\liminf_{n \to \infty} \left| \int_C f_n \, dM \right| > 0\). Suppose there exists an integer \(k\) and a non-decreasing function \(\gamma : \mathbb{N} \to \mathbb{R}^+\) for which \(\lim_{n \to \infty} \gamma(n) = \infty\), and

\[
\int_{\mathcal{G}} \left| N(\mathcal{G}, f_n) - \int_C f_n \, dM \right|^k \, d\mu(\mathcal{G}) = O \left( \frac{\left| \int_C f_n \, dM \right|^k}{\gamma(n)} \right).
\]  
(3)
Then each of the following hold:

(i) (Weak Law of Large Numbers) 

\[
\frac{N(\mathcal{G}, f_n)}{\int_C f_n \, dM} \overset{p}{\to} 1
\]

as \( n \to \infty \), where the “p.” stands for converges in probability with respect to \( \mu \).

(ii) (Strong Law of Large Numbers) If we additionally assume that \( \sum_{n=1}^{\infty} \frac{1}{\gamma(n)} < \infty \) then 

\[
\frac{N(\mathcal{G}, f_n)}{\int_C f_n \, dM} \overset{a.s.}{\to} 1
\]

as \( n \to \infty \), where the “a.s.” stands for converges almost surely with respect to \( \mu \).

(iii) (Strong Law of Large Numbers) If we additionally assume that 

- \( f_n \) is nonnegative,
- the counting function \( n \mapsto N(\mathcal{G}, f_n) \) is almost everywhere nondecreasing, and 
- \( \gamma(n) = \psi(\int_C f_n \, dM) \) for a nondecreasing function \( \psi : \mathbb{R} \to \mathbb{R}^+ \) for which 

\[
\sum_{n=1}^{\infty} \frac{1}{\psi(n)} < \infty,
\]

then 

\[
\frac{N(\mathcal{G}, f_n)}{\int_C f_n \, dM} \overset{a.s.}{\to} 1
\]

as \( n \to \infty \), where the “a.s.” stands for converges almost surely with respect to \( \mu \).

The primary new contribution of Theorem 1.3 is the connection between counting functions and the Law of Large Numbers. The probabilistic content is largely standard, and in fact the proof of Theorem 1.3(iii) is essentially the same as that of [KP10]. We follow a standard technique for bounding probabilities using Chebyshev’s law and the first Borel-Cantelli lemma. Most standard references will have some version of this technique, sometimes in the context of the “method of moments”, such as [Fis11, Chapter 4]. This technique is ubiquitous to the point that examples can be found in proofs on Wikipedia [wik22] and a number of Math StackExchange posts such as [Mic17,Ele18].

If the \( f_n \) are specifically characteristic functions with finite support in an increasing chain then Theorem 1.3(iii) is a special case of [KP10, Theorem 3]. We state and prove these results separately from work in [KP10] to allow for a more general class of orderings, although the proof requires no new ideas. For example, we can now directly consider orderings of the form 

\[ f_n(\text{object}) = \begin{cases} 
1 & \text{if } n < \text{order(}\text{object}\text{)} \leq 2n \\
0 & \text{else.}
\end{cases} \]

This type of ordering gives counting functions \( N(\mathcal{G}, f_n) \) that count objects landing in the moving interval \( [n, 2n] \). These sorts of counting functions are used to avoid errant behavior for small objects, and can be useful for proving averaging results.

In cases for which \( \lim \inf_{n \to \infty} \left| \int_C f_n \, dM \right| = 0 \), there is something we can say using the more general results Theorem 4.1 and Theorem 4.2 we prove in the main body of the paper. This requires a finer study of the rate of convergence, as we are no longer allowed to have \( \int_C f_n \, dM \) on the denominator for such cases.

The bound on \( k^{th} \) moments in (3) is a concrete way to state that the random variables are “close enough to independent” for the Law of Large Numbers. Our
primary categorical result is on bounding this quantity in terms of purely categorical structures of $C$ and $P$ together with the discrete moments of the ordering $f_n$.

Given an ordering $f_n : \mathcal{C} / \cong \to \mathcal{C}$, we extend the ordering multiplicatively to the product category $f_n : C^k / \cong \to \mathcal{C}$ by

$$f_n(G_1, ..., G_k) = f_n(G_1) \cdots f_n(G_k).$$

We also define the discrete measure $M^{(j)} : C^j / \cong \to \mathbb{R}_{\geq 0} \cup \{\infty\}$ given by the mixed moments of the measure $\mu$ as

$$M^{(j)}_{(G_1, ..., G_j)} = \prod_{i=1}^j \#\text{Epi}(\mathcal{G}, G_i) \, d\mu(\mathcal{G}).$$

This is sufficient information to prove a bound for (3) for $k = 2$.

**Theorem 1.4.** Let $f_n : \mathcal{C} / \cong \to \mathbb{R}$ be a real-valued $L^1$-ordering. Then

$$\int_{\mathcal{G}} |N(\mathcal{G}, f_n) - \int_C f_n \, d\mathcal{M}|^2 \, d\mu(\mathcal{G}) \ll_k \max_{j \in \{1, 2\}} \int_{C^{2k}(E(2, M))} |f_n| \, d\mathcal{M}^{(j)}(d\mathcal{M})^{2-k},$$

where $E(2, M) \subseteq C^2$ is the full subcategory of pairs $(G_1, G_2) \in C^2$ such that

(a) the epi-product $G_1 \times_{\text{epi}} G_2$ exists (defined in Definition 5.1), and

(b) $M_{G_1 \times_{\text{epi}} G_2} = M_{G_1} M_{G_2}$.

Taking away the full subcategory $E(2, M)$ of $C^2$ is the new content, and allows for bounds on the higher moments that can be computed solely from data given by $M$, $C$, and $f_n$ without reference to the measure $\mu$. The epi-product in condition (a) is a special type of product structure in a category, satisfying a similar universal property to the direct product with every morphism in the diagram being an epimorphism (Definition 5.1). We will show that the existence of an epi-product together with (b) implies the random variables $\#\text{Epi}(\mathcal{G}, G_1)$ and $\#\text{Epi}(\mathcal{G}, G_2)$ are uncorrelated. This will be key for bounding the moments. It will often be the case that determining the existence or nonexistence of epi-products is easier than approaching the bound (3) in Theorem 1.3 directly. We include some examples using this approach in Section 6.

We will prove a similar bound for (3) when $k > 2$ is even, but this will require more assumptions on the category. These extra assumptions can prove useful for applying Theorem 1.4 as they give us extra tools for calculating the integral with respect to $M^{(2)}$. Lemma 5.3 will be very useful in this regard, and we give an example demonstrating its use in Section 6.

**Theorem 1.5.** Suppose $C$ is a category with for which every morphism factors uniquely (up to isomorphism) as a composition of an epimorphism with a monomorphism. Let $f_n : \mathcal{C} / \cong \to \mathbb{R}$ be a real-valued $L^1$-ordering and $k$ a positive integer. Then

$$\int_{\mathcal{G}} |N(\mathcal{G}, f_n) - \int_C f_n \, d\mathcal{M}|^{2k} \, d\mu(\mathcal{G}) \ll_k \max_{j \in \{1, ..., 2k\}} \int_{C^{2k}(E(2k, M))} |f_n| \, d\mathcal{M}^{(j)}(d\mathcal{M})^{2k-j},$$

where $E(2k, M) \subseteq C^{2k}$ is the full subcategory of tuples $(G_1, G_2, ..., G_{2k})$ for which there exists an index $i$ such that for each subset $A \subseteq \{1, ..., k\}$ with $i \notin A$

(a) the product object $G_A := \prod_{m \in A} G_m$ exists in $C^{2k}$,

(b) $G_A$ has finitely many subobjects up to isomorphism,

(c) the epi-product $G_1 \times_{\text{epi}} H$ exists for each subobject $H \hookrightarrow G_A$ (defined in Definition 5.1), and
(d) $M_{G_i \times_{eq} H} = M_G M_H$ for each subobject $H \hookrightarrow G_A$.

Unique factorization of morphisms is known for many categories of interest, including finite sets, finite groups, and finite modules over a ring. In fact, each of these categories automatically satisfies parts (a) and (b) as well. Thus, in numerous categories of interest, Theorem 1.5 requires no extra input over Theorem 1.4.

We also prove an upper bound utilizing simpler categorical structures that holds without the restrictions of Theorem 1.3.

**Corollary 1.6.** Let $C$ be a diamond category which has countably many isomorphism classes, $\mu$ be a probability measure on the isomorphism classes of the corresponding category of pro-objects $\mathcal{P}$ with finite moments $M_G$, and $f_n \colon C/ \cong \to \mathbb{C}$ an $L^1$-ordering.

Then for any $\epsilon > 0$ and any positive integer $k$

$$\frac{N(\emptyset, f_n)}{n^{1+\epsilon \max_j \left\{ \int_{C^k} |f_n| \ dM^{(j)}(dM)^{k-j} \right\}^{1/k}} \xrightarrow{a.s.} 0$$

as $n \to \infty$, where the “a.s.” stands for converges almost surely with respect to $\mu$.

Corollary 1.6 is motivated by Malle’s predicted weak upper bound, although the correspondence is less than obvious. In the classical case $f_n$ is a nonegative function so that $\int f_n \ dM = \int |f_n| \ dM$, and when $j = 1$ the denominator is given by

$$n^{1+\epsilon} \int_C f_n \ dM.$$

Ignoring the other values of $j$ and taking $k$ sufficiently large, Corollary 1.6 appears to give an upper bound of the form

$$N(\emptyset, f_n) \ll n^{\epsilon} \int_C f_n \ dM$$

with probability 1, where we recall that $n$ is playing the role of $X$ in Malle’s counting function. Of course, we cannot actually ignore the other values of $j$, and depending on $C$ and $M$ it is possible for these bounds to be worse.

Theorem 1.3 and Corollary 1.6 can be used to provide evidence for conjectures about counting functions in great generality. We state this as an explicit heuristic:

**Heuristic 1.7** (Vast Counting Heuristic). Let $C$ be a diamond category which has countably many isomorphism classes and let $\mu$ be a probability measure on the isomorphism classes of the corresponding category of pro-objects $\mathcal{P}$ with finite moments $M_G$. Choose an $L^1$-ordering $f_n$.

Let $G$ be an element of $\mathcal{P}/ \cong$ for which $N(G, f_n)$ is well-defined. If $G$ is an object we expect to behave typically* with respect to the probability measure $\mu$, such as an object coming from arithmetic, then

(i) (Strong form) If $f_n$ satisfies the bound in 1.3 for some positive integer $k$, then

$$N(\emptyset, f_n) \sim \int_C f_n \ dM$$

as $n \to \infty$.

(ii) (Weak form) For each $\epsilon > 0$ and each positive integer $k$

$$N(G, f_n) \ll n^{1+\epsilon \max_j \left\{ \int_{C^j} |f_n| \ dM^{(j)}(dM)^{k-j} \right\}^{1/k}.$$

\[7\]
The asterisk on “typically” is meant to highlight that this word is where the intricacies of counting conjectures lie, and in particular is in recognition of counter-examples to Malle’s conjecture and the like. For number field counting, Malle’s original conjecture is incorrect due to behavior coming from roots of unity that Malle did not initially consider. For the purpose of a general statement, this can be interpreted as saying “if there are no obstructions, this is what we expect”. Heuristic 1.7 provides a baseline for counting predictions when we believe there are no “non-random” structures of \( G \) missing from the measure \( \mu \) on the category \( \mathcal{P} \). Issues, like those occurring in Malle’s conjecture from roots of unity, might be fixed by either (a) incorporating the missing structure into a modified version of the category (this is analogous to the approach commonly take in the study of Malle’s conjecture), or (b) excluding epimorphisms from the count which are affected by the missing structure (this is the approach taken for the Batyrev-Manin conjecture).

The literature on proving new cases of the Law of Large Numbers is vast, and it is possible that Theorem 1.3 may be extended with finer probabilistic arguments. From a categorical perspective, we’ve stated Theorem 1.3, Theorem 1.5, Corollary 1.6, and Heuristic 1.7 in the greatest generality possible so that they might be applied to make predictions on a variety of different counting functions in arithmetic statistics independent of the author’s immediate knowledge. We hope that these results will be useful as a starting point for many future predictions for the asymptotic growth rates of counting functions.

### 1.3 Layout of the Paper

We begin in Section 2 with a discussion of what we mean by an asymptotic version of the Law of Large Numbers. This is conceptually important for understanding the methods of this paper, as the references to the Law of Large Numbers are not just in analogy. Korchevsky–Petrov’s result [KP10, Theorem 3] is a particular example of the type of Law of Large Numbers result we consider.

We prove well-definedness of the counting function in Section 3. We give the probabilistic proofs of Theorem 1.3 and Corollary 1.6 in Section 4. These proofs closely follow the methods of [KP10]. We define epi-products in Section 5, prove some useful features of these objects, and prove Theorems 1.4 and 1.5.

Lastly, we include Section 6 to work out a couple of important special cases. The arithmetic statistics questions that primarily motivated the author will require independent work to set up the necessary category, measure, and orderings which the author will present in a forthcoming paper [Alb23]. We instead include simpler examples where these steps are either shorter or done by previous work such as in [SW22], and we pay particular attention to when epi-products exist in such cases. Despite the easier nature of these examples, we recover existing important random models from number theory as special cases of Theorems 1.3 and Heuristic 1.7.
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2 An asymptotic version of the Law of Large Numbers

Given a sequence of independent, identically distributed random variables \( \{X_i\} \) the Law of Large Numbers says that we expect \( \frac{1}{n} (X_1 + \cdots + X_n) \) to converge to the expected value of \( X_i \) in some sense. A version of this statement can sometimes also hold for random variables which are neither independent nor identically distributed. If the variables are not identically distributed, then \( \mathbb{E}[X_i] \) may vary depending on \( i \), which necessarily alters the statement we want to make. We will instead be comparing

\[
\sum_{i=1}^{n} X_i \quad \text{with} \quad \sum_{i=1}^{n} \mathbb{E}[X_i]
\]

as \( n \to \infty \). When the random variables are pairwise independent, identically distributed, and have bounded variance in some sense, the difference of these is known to grow slower than \( n \) almost surely by Kolmogorov’s strong law [Ete81, SS93]. Rather than a convergence statement, we will state the Law of Large Numbers as an asymptotic statement. The conclusion of Kolmogorov’s strong law would then be written as

\[
\text{Prob} \left( \frac{1}{n} \sum_{i=1}^{n} X_i - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i] = o(1) \text{ as } n \to \infty \right) = 1.
\]

We can understand this term from the perspective of asymptotic counting functions as picking out a “main term + \( O \) (error term)”. Kolmogorov’s strong law can then be understood as

\[
\sum_{i=1}^{n} X_i = \sum_{i=1}^{n} \mathbb{E}[X_i] + o(n)
\]

as \( n \to \infty \) with probability 1. It is often the case with the Law of Large Numbers that such results are written as

\[
\frac{\sum_{i=1}^{n} X_i - \sum_{i=1}^{n} \mathbb{E}[X_i]}{n} \xrightarrow{a.s.} 0.
\]

The statements of Theorem 1.3 can be interpreted as something similar to this. \( N(\emptyset, f_n) \) is defined to be a sum of random variables \( f_n(G) \# \text{Epi}(\emptyset, G) \), so if we label \( X_G = f_n(G) \# \text{Epi}(\emptyset, G) \) we can understand the counting function as

\[
N(\emptyset, f_n) = \sum_{G, f_n(G) \neq 0} X_G.
\]

The ordering is analogous to a statement of the form “order(\( G \)) < n” , although our results apply to more general orderings. We can then see that \( N(\emptyset, f_n) \) behaves like a sum of random variables \( X_G \), whose length is growing with \( n \). The philosophy of the Law of Large Numbers suggests that we should expect this to be close to

\[
\sum_{G, f_n(G) \neq 0} \mathbb{E}[X_G] = \int_G f_n \, dM.
\]

However, there is no reason to expect an error term like \( o(n) \) to hold. This isn’t precisely what we want, we are interested in a statement of the form

\[
N(\emptyset, f_n) = \int_G f_n \, dM + o \left( \int_G f_n \, dM \right)
\]

with probability 1. This error does not necessarily agree with \( o(n) \).

We consider two examples to demonstrate the intricacies of the error term.
Consider the following example: Let $X$ be a random variable equal to 1 with probability 1/2 and 0 with probability 1/2, and consider the dependent sequence $X_n = \frac{1}{n}X$. Classical SLLN certainly holds for this sequence, as

\[
\left| \sum_{i=1}^{n} X_i - \sum_{i=1}^{n} \mathbb{E}[X_i] \right| \leq \sum_{i=1}^{n} X_i + \frac{n}{2i} \leq \frac{1}{i} + \frac{1}{2i} = \sum_{i=1}^{n} \frac{1}{3i} = O(\log n) = o(n).
\]

However, the $X_n$ are identically 0 with probability 1/2, so

\[
\text{Prob} \left( \sum_{i=1}^{n} X_i \sim \sum_{i=1}^{n} \mathbb{E}[X_i] \text{ as } n \to \infty \right) \leq \frac{1}{2}.
\]

This example satisfies the $o(n)$ error term, but it is certainly not what we want. What is happening here is that

\[
\sum_{i=1}^{n} \mathbb{E}[X_i] = o(n)
\]

right from the start, so the classical error for the Law of Large Numbers does not actually tell us much about how close $\sum X_i$ is to $\sum \mathbb{E}[X_i]$.

- If we instead work backwards, we might ask for error terms which are smaller than

\[
\text{o} \left( \sum_{i=1}^{n} \mathbb{E}[X_i] \right),
\]

so that the sum of expected values can rightly be recognized as the main term. In the classical setting with identically distributed random variables with nonzero expected value $E$, these notions coincide as

\[
\text{o} \left( \sum_{i=1}^{n} \mathbb{E}[X_i] \right) = o(En) = o(n).
\]

In fact, this is known more generally. Korchevsky–Petrov [KP10 Theorem 3] give sufficient conditions for when

\[
\frac{S_n - \mathbb{E}[S_n]}{\mathbb{E}[S_n]} \xrightarrow{a.s.} 1
\]

as $n \to \infty$, when $S_n = \sum_{i=1}^{n} X_i$ is a sum of nonnegative random variables. Theorem 1.3(iii) is based on their result.

However, in the case that $\mathbb{E}[X_i] = 0$ for all $i$ this is asking for a trivial error term and a trivial main term. This is certainly an issue, as in the classical case with a sequence of independent identically distributed random variables with mean 0 the central limit theorem forces the error term to be about $\sqrt{n}$ (i.e., not $o(0)$). The case that all expected values are zero is important in the classical study and applications of the Law of Large Numbers, so we do not want to exclude this case.
The condition \( \liminf_{n \to \infty} \left| \int_{C} f_n \, dM \right| > 0 \) in Theorem 1.3 is a consequence of the second bullet above. This corresponds to the condition that \( \mathbb{E}[S_n] \neq 0 \) for all but finitely many \( n \), so that we can make sense of having \( \mathbb{E}[S_n] \) on the denominator. This issue can alternatively be fixed by avoiding what we want for an error term. Some options might include \( o \left( \sum_{i=1}^{n} \mathbb{E}[|X_i|] \right) \) to guarantee the sum is nonzero unless \( X_i \) are identically zero, or something of the form \( o \left( n^{1/2+\epsilon} \right) \) to give an error of a similar nature to the Central Limit Theorem. We give a version of Theorem 1.3(i,ii) in Theorems 4.1 and 4.2 with explicit rates of convergence. These results can be used to produce probability 1 statements even in the case that \( \liminf \left| \int_{C} f_n \, dM \right| = 0 \), although they will no longer be of the form \( N_p G, f_n q \). 

3 Well-defined counting functions

A sequence of such \( L^1 \)-functions \( f_n \) is called an \( L^1 \)-ordering as in Definition 1.2. As in Definition 1.1, we define the counting function

\[
N(\mathcal{G}, f_n) = \sum_{G \in C/\mathcal{G}} f_n(G) \# \text{Epi}(\mathcal{G}, G)
\]

for each \( \mathcal{G} \in \mathcal{P} \). By allowing \( f_n \) to have possibly infinite support, we need to make sure that the counting function is well-defined and the linearity of expectation behaves as we expect. In the case of \( L^1 \)-orderings, we prove this below:

**Lemma 3.1.** If \( f_n \) is an \( L^1 \)-ordering, then

(a) \( N(\mathcal{G}, f_n) \) is well-defined as a function on the positive integers \( n \) almost surely (i.e. with probability 1) with respect to \( \mu \), and

(b) \( \int_{\mathcal{P}} N(\mathcal{G}, f_n) \, d\mu(\mathcal{G}) = \int_{C} f_n \, dM. \)

**Proof.** This follows from the Fubini-Tonelli theorem. Indeed, \( f_n \) being \( L^1 \) means

\[
\sum_{G \in C/\mathcal{G}} |f_n(G)| \# \text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G}) < \infty.
\]

All probability spaces are \( \sigma \)-finite, so it follows from the Fubini-Tonelli theorem that

\[
\int_{\mathcal{P}} \sum_{G \in C/\mathcal{G}} |f_n(G)| \# \text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G}) = \int_{C} \sum_{G \in C/\mathcal{G}} |f_n(G)| \# \text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G})
\]

\[
= \sum_{G \in C/\mathcal{G}} \int_{\mathcal{P}} |f_n(G)| \# \text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G})
\]

\[
= \sum_{G \in C/\mathcal{G}} |f_n(G)| M_G < \infty.
\]

Certainly \( \mathbb{E}[|X|] < \infty \) implies \( X < \infty \) almost surely, so it must be that for fixed \( n \) the counting function

\[
N(\mathcal{G}, f_n) = \sum_{G \in C/\mathcal{G}} f_n(G) \# \text{Epi}(\mathcal{G}, G)
\]

converges absolutely for almost all \( \mathcal{G} \). As there are countably many \( n \), countable additivity implies \( N(\mathcal{G}, f_n) \) is well-defined almost surely as a function on the positive integers.
The fact that the integrals of \( |f_n| \) are finite also implies
\[
\int \sum_{C} f_n(G) \#\text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G}) = \sum_{C} \int_{\mathcal{G}} f_n(G) \#\text{Epi}(\mathcal{G}, G) \, d\mu(\mathcal{G})
\]
by the Fubini-Tonelli Theorem. Evaluating the inner sum/integral gives
\[
\int \sum_{C} N(\mathcal{G}, f_n) \, d\mu = \sum_{C} f_n(G) M_G = \int_{\mathcal{G}} f_n \, dM \leq \int_{\mathcal{G}} |f_n| \, dM < \infty,
\]
proving (b).

\[\square\]

4 Law of Large Numbers for categories

We prove Theorem 1.3 and Corollary 1.6 in this section. The probabilistic content of each proof is essentially Chebyshev’s bound, the Borel-Cantelli lemma, and a few tricks for nonegative orderings previously applied in [KP10]. We prove Theorem 1.3(i,ii) with explicit control on the rate of convergence, in part to make the proof of Corollary 1.6 more straightforward.

4.1 The Weak Law of Large Numbers

We prove the following result, which is Theorem 1.3(i) together with an explicit rate of convergence.

**Theorem 4.1.** Let \( f_n : C/ \mathcal{G} \to \mathbb{R} \) be a real-valued \( L^1 \)-ordering. Suppose there exists an integer \( k \), a non-decreasing function \( \gamma : \mathbb{N} \to \mathbb{R}^+ \) for which \( \lim_{t \to \infty} \gamma(t) = \infty \), and a function \( E : \mathbb{N} \to \mathbb{R}^+ \) for which
\[
\int_{\mathcal{G}} \left| N(\mathcal{G}, f_n) - \sum_{C} f_n(G) \right|^k \, d\mu(\mathcal{G}) = O \left( \frac{E(n)^k}{\gamma(n)} \right).
\]
Then
\[
\frac{N(\mathcal{G}, f_n)}{E(n)} \to 0 \quad \text{as} \quad n \to \infty,
\]
where the “p.” stands for converges in probability with respect to \( \mu \).

Theorem 1.3(i) follows by taking \( E(n) = \max \{ \| \sum_{C} f_n(G) \|, \delta \} \) for some small \( \delta > 0 \).

**Proof.** If \( Y \) is a random variable with \( \mathbb{E}[Y] = 0 \), then Chebyshev’s bound states that for each positive integer \( k \),

\[
\text{Prob}(\|Y\| > \lambda) \leq \lambda^{-k} \mathbb{E}[|Y|^k].
\]
(See, for instance, [MU17].) In the context of this proof, we let \( \mathbb{E} \) denote the expected value with respect to \( \mu(\mathcal{G}) \) for the sake of convenience. Set
\[
Y_n = N(\mathcal{G}, f_n) - \int_{\mathcal{G}} f_n \, dM.
\]

It then follows that
\[
\mathbb{E}[|Y_n|^k] = \int_{\mathcal{G}} \left| N(\mathcal{G}, f_n) - \int_{\mathcal{G}} f_n \, dM \right|^k \, d\mu(\mathcal{G}) = O \left( \frac{E(n)^k}{\gamma(n)} \right).
\]
Taking \( \lambda = \epsilon E(n) \), it follows that
\[
\operatorname{Prob} (|Y_n| > \epsilon E(n)) \ll \frac{1}{\epsilon^k \gamma(n)}
\]
for each \( \epsilon > 0 \). Thus,
\[
\limsup_{n \to \infty} \operatorname{Prob} \left( \frac{|Y_n|}{E(n)} > \epsilon \right) = 0.
\]
This is the definition of \( Y_n/E(n) \) converging in probability to 0, and so concludes the proof.

4.2 The Strong Law of Large Numbers

We prove the following result, which is Theorem 1.3(ii) together with an explicit rate of convergence.

**Theorem 4.2.** Let \( f_n : C \to \mathbb{R} \) be a real-valued \( L^1 \)-ordering. Suppose there exists an integer \( k \), a non-decreasing function \( \gamma : \mathbb{N} \to \mathbb{R}^+ \) for which \( \lim_{t \to \infty} \gamma(t) = \infty \), and a function \( E : \mathbb{N} \to \mathbb{R}^+ \) for which
\[
N(\mathcal{G}, f_n) - \int_C f_n \, dM \Big| \Big|_k \, d\mu(\mathcal{G}) = O \left( \frac{E(n)^k}{\gamma(n)} \right).
\]
Additionally, assume that \( \sum_{n=1}^{\infty} \frac{1}{\gamma(n)} < \infty \). Then
\[
\frac{N(\mathcal{G}, f_n) - \int_C f_n \, dM}{E(n)} \overset{a.s.}{\to} 0
\]
as \( n \to \infty \), where the “a.s.” stands for converges almost surely with respect to \( \mu \).

Theorem 1.3(ii) follows by taking \( E(n) = \max \{ \| f_n \|_1, \delta \} \) for some small \( \delta > 0 \).

**Proof.** We proceed in a similar way to the proof of Theorem 4.1. Set
\[
Y_n = N(\mathcal{G}, f_n) - \int_C f_n \, dM
\]
so that
\[
E[|Y_n|^k] = \int \left| N(\mathcal{G}, f_n) - \int_C f_n \, dM \right|^k \, d\mu(\mathcal{G})
\]
\[
= O \left( \frac{E(n)^k}{\gamma(n)} \right).
\]
It then follows from Chebyshev’s bound that
\[
\operatorname{Prob} (|Y_n| > \lambda) \ll \frac{E(n)^k}{\lambda^k \gamma(n)}
\]
Taking \( \lambda = \epsilon E(n) \), it follows that
\[
\sum_{n=1}^{\infty} \operatorname{Prob} (|Y_n| > \epsilon E(n)) \ll \sum_{n=1}^{\infty} \frac{1}{\epsilon^k \gamma(n)} < \infty.
\]
for each $\epsilon > 0$. Thus, the Borel-Cantelli lemma implies

$$\text{Prob} \left( \limsup_{n \to \infty} \left| Y_n \right| > \epsilon E(n) \right. \text{ infinitely often } \left. \right) = 0,$$

so that

$$\text{Prob} \left( \limsup_{n \to \infty} \frac{\left| Y_n \right|}{E(n)} > \epsilon \right) = 0.$$ 

By countable additivity and taking $\epsilon = 1/m$ for $m \in \mathbb{Z}$ tending towards $\infty$, this implies $Y_n/E(n)$ converges to 0 almost surely, concluding the proof. \qed

4.3 Almost Sure Upper Bounds

Corollary [1.6] follows almost immediately from Theorem 4.2.

Proof of Corollary 1.6. We bound

$$\int_{\mathcal{F}} \left| N(\emptyset, f_n) - \int_{C} f_n \, dM \right|^k \, d\mu(\emptyset)$$

$$\leq \int_{\mathcal{F}} \left( \left| N(\emptyset, f_n) \right| + \int_{C} \left| f_n \right| \, dM \right)^k \, d\mu(\emptyset)$$

$$\leq \int_{\mathcal{F}} \left( \sum_{G \in C^k \mid \emptyset} \left| f_n(G) \right| \left( \#Epi(\emptyset, G) + M_C \right) \right)^k \, d\mu(\emptyset)$$

$$\leq \sum_{(G_1, \ldots, G_2) \in C^k \mid \emptyset} \left| f_n(G_1, \ldots, G_2) \right| \sum_{j=0}^{2k} \sum_{\sigma \in S_k} M^{(j)}_{(G_{\sigma(1)}, \ldots, G_{\sigma(j)})} M_{G_{\sigma(j+1)}} \cdots M_{G_{\sigma(k)}},$$

where the last line follows from $f_n$ being an $L^1$ function and moving the integral all the way to the inside. We remark that the sum over permutations $\sigma \in S_k$ is a bit larger than the truth, but this bound will be sufficient for our purposes. This is exactly a sum of mixed moments

$$\leq \sum_{j=0}^{2k} \sum_{\sigma \in S_k} \int_{C^k} \left| f_n \right| \, dM^{(j)}(dM)^{k-j}$$

$$\leq \max_{j \in \{0,1,\ldots,k\}} \left\{ \int_{C^k} \left| f_n \right| \, dM^{(j)}(dM)^{k-j} \right\},$$

noting that $f_n$ is invariant under the permuting the coordinates. Taking

$E(n) = n^{1/\gamma} \max_{j \in \{0,1,\ldots,k\}} \left\{ \int_{C^k} \left| f_n \right| \, dM^{(j)}(dM)^{k-j} \right\}$

and $\gamma(n) = n^{1+\epsilon}$ in Theorem 4.2 is sufficient to conclude the proof. \qed

4.4 The Strong Law of Large Numbers for nonnegative counting functions

Theorem 1.3(iii) takes advantage of some tricks employed by [KP10] for nonnegative functions. The following proof is in essence the same as their main result, however the functions $f_n(G)$ we allow are slightly more general than the sequence of weights $w_k$ utilized in [KP10, Theorem 1].

These tricks are not compatible with controlling the rate of convergence, so we do not state a more general result for this part. It is certainly possible that more can be proven for this case but we do not do so here.
Proof of Theorem 1.3(iii). We remark that $n \mapsto N(\mathcal{G}, f_n)$ being nondecreasing almost everywhere implies

$$n \mapsto \int_C f_n \, dM = \int_P N(\mathcal{G}, f_n) \, d\mu(\mathcal{G})$$

is also nondecreasing.

The primary trick is to prove convergence along a subsequence of indices first, then interpolate to the remaining indices.

Fix $b > 1$. Define the subsequence of natural numbers $(n_i)$ by

$$n_i = \inf \left\{ n : \int_C f_n \, dM \geq b \right\}.$$

These necessarily exist by $\int_C f_n \, dM \to \infty$ with $n$. We apply Chebyshev’s inequality to

$$Y_n = N(\mathcal{G}, f_n) - \int_C f_n \, dM$$

with $\lambda = \epsilon \int_C f_n \, dM$ to prove that

$$\sum_{i=1}^{\infty} \text{Prob} \left( |Y_{n_i}| > \epsilon \int_C f_{n_i} \, dM \right) \leq \sum_{i=1}^{\infty} \frac{1}{e^b \psi(\int_C f_n \, dM)} \leq \sum_{i=1}^{\infty} e^{b \psi(\epsilon)} b^i,$$

where the second comparison follows from $\psi$ being nondecreasing. A straightforward exercise in the convergence of infinite series shows that if $\sum_{n=1}^{\infty} \frac{1}{\psi(n)}$ converges, then so does $\sum_{n=1}^{\infty} \frac{1}{\psi(n \epsilon)}$ for any $b > 1$ (for a reference, see [Pet09a, Lemma 1]). Similar to the proof of Theorem 4.2, the Borel-Cantelli Lemma then implies

$$\text{Prob} \left( \lim_{i \to \infty} \frac{|Y_{n_i}|}{\int_C f_{n_i} \, dM} = 0 \right) = 1.$$

Next, we interpolate to other indices $n$ not belonging to the subsequence $(n_i)$. There exists an $i$ for which $n_i \leq n \leq n_{i+1}$. We expand

$$\frac{N(\mathcal{G}, f_n) - \int_C f_n \, dM}{\int_C f_n \, dM} = \frac{N(\mathcal{G}, f_n) - \int_C f_{n_{i+1}} \, dM}{\int_C f_{n_{i+1}} \, dM} + \frac{\int_C f_{n_{i+1}} \, dM - \int_C f_n \, dM}{\int_C f_{n_{i+1}} \, dM}.$$

Given that the counting function and its moments are nondecreasing almost everywhere, this produces an almost everywhere upper bound

$$\leq \frac{\left| N(\mathcal{G}, f_{n_{i+1}}) - \int_C f_{n_{i+1}} \, dM \right|}{\int_C f_{n_{i+1}} \, dM} + \frac{\int_C f_{n_{i+1}} \, dM - \int_C f_n \, dM}{\int_C f_n \, dM}.$$

The subsequence $(n_i)$ is nondecreasing, and if $n_i < n_{i+1}$ it follows that

$$b^i \leq \int_C f_{n_i} \, dM \leq \int_C f_{n_{i+1}} \, dM < b^{i+1} \leq \int_C f_{n_{i+1}} \, dM.$$

We can simplify the upper bound to

$$\leq \frac{\left| N(\mathcal{G}, f_{n_{i+1}}) - \int_C f_{n_{i+1}} \, dM \right|}{\int_C f_{n_{i+1}} \, dM} b^i + (b^2 - 1).$$
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Taking the limit as $i \to \infty$ implies
\[
\limsup_{n \to \infty} \frac{N(\mathcal{G}, f_n) - \int_{\mathcal{C}} f_n \, dM}{\int_{\mathcal{C}} f_n \, dM} \leq b^2 - 1.
\]
Taking $b > 1$ sufficiently close to 1 gives the desired lim sup. The lim inf is calculated similarly using the lower bound
\[
\liminf_{n \to \infty} \frac{N(\mathcal{G}, f_n) - \int_{\mathcal{C}} f_n \, dM}{\int_{\mathcal{C}} f_n \, dM} \geq \frac{N(\mathcal{G}, f_n) - \int_{\mathcal{C}} f_n \, dM}{\int_{\mathcal{C}} f_n \, dM} b^{-2} - 1 + \frac{\int_{\mathcal{C}} f_n \, dM}{\int_{\mathcal{C}} f_n \, dM} \leq b^2 - 1 + b^{-2}.
\]
The limit as $i \to \infty$ can again be made arbitrarily close to 0 by taking $b$ close to 1. \qed

5 Epi-Products

We let $C$ be a diamond category as defined in [SW22, Definition 1.3] with $\mathcal{P}$ the corresponding category of pro-objects. We fix throughout a probability measure $\mu$ on $\mathcal{P}$ with finite moments $M_G$.

Theorem 1.4 and Theorem 1.5 rely on the concept of an epi-product, which is a categorical construction capturing the lack of correlation between $\#\text{Epi}(\mathcal{G}, G)$ and $\#\text{Epi}(\mathcal{G}, H)$ as $\mathcal{G}$ varies according to $\mu$.

5.1 The Definition of an Epi-Product

**Definition 5.1.** We define the epi-product of $G_1$ and $G_2$ to be an object $G_1 \times_{\text{Epi}} G_2$ with epimorphisms to $G_1$ and $G_2$ which satisfies the universal property

\[
\begin{array}{ccc}
H & \longrightarrow & G_2 \\
\downarrow & & \uparrow \\
G_1 & \leftarrow & G_1 \times_{\text{Epi}} G_2
\end{array}
\]

where all morphisms in the diagram (including the universal morphism) are required to be epimorphisms.

This is similar to the definition of a product, except we require all the morphisms (including the universal morphism) to be epimorphisms. Notice that we do not ask that $C$ has epi-products in general. This flexibility will allow us to choose a wider variety of categories to work over. We remark that if both the usual product $G_1 \times G_2$ and $G_1 \times_{\text{Epi}} G_2$ exist then there is necessarily a unique isomorphism between them. However, the existence of one does not imply the existence of the other. We will discuss some basic examples at the end of the paper.

**Lemma 5.2.** Let $\mu$ be a probability measure on the pro-objects of $C$ with finite moments $M_G$, and let $\mathcal{G}$ vary with respect to $\mu$. Then the random variables $\#\text{Epi}(\mathcal{G}, G)$ and $\#\text{Epi}(\mathcal{G}, H)$ for $G, H \in C/ \cong$ are uncorrelated if $G \times_{\text{Epi}} H$ exists and $M_G \times_{\text{Epi}} M_H = M_{G \times_{\text{Epi}} H}$.
Proof. By the definition of uncorrelated, it suffices to prove that
\[ E[\#\text{Epi}(\mathcal{G}, G) \#\text{Epi}(\mathcal{G}, H)] = E[\#\text{Epi}(\mathcal{G}, G)]E[\#\text{Epi}(\mathcal{G}, H)]. \]
The universal property of epi-products implies that
\[ \#\text{Epi}(\mathcal{G}, G) \#\text{Epi}(\mathcal{G}, H) = \#\text{Epi}(\mathcal{G}, G \times \text{Epi} H). \]
Therefore
\[ E[\#\text{Epi}(\mathcal{G}, G) \#\text{Epi}(\mathcal{G}, H)] = E[\#\text{Epi}(\mathcal{G}, G \times \text{Epi} H)] \]
\[ = M_{G \times \text{Epi} H} \]
\[ = M_G M_H \]
\[ = E[\#\text{Epi}(\mathcal{G}, G)]E[\#\text{Epi}(\mathcal{G}, H)]. \]
\[
\square
\]

5.2 The Proof of Theorem 1.4

Theorem 1.4 follows almost immediately from Lemma 5.2.

Proof of Theorem 1.4. For simplicity in this proof, we write \(E\) for the expected value with respect to \(\mu\). When \(f_n\) is real-valued, the square is always positive and we can ignore the absolute value. Thus
\[
\int \mathcal{G} \left( N(\mathcal{G}, f_n) - \int_C f_n \, dM \right)^2 \, d\mu(\mathcal{G}) = E \left[ \left( \sum_{G \in C} f_n(G)(\#\text{Epi}(\mathcal{G}, G) - M_G) \right)^2 \right]
\]
\[
= \sum_{(G_1, G_2) \in C^2, E(2, M)} f_n(G_1, G_2) E \left[ \prod_{i=1}^{2} (\#\text{Epi}(\mathcal{G}, G_i) - M_{G_i}) \right]
\]
\[
= \sum_{(G_1, G_2) \in C^2, E(2, M)} f_n(G_1, G_2) \left( M_{(G_1, G_2)}^{(2)} - M_{G_1} M_{G_2} \right).
\]

By Lemma 5.2 \((G_1, G_2) \in E(2, M)\) implies \(\#\text{Epi}(\mathcal{G}, G_1)\) and \(\#\text{Epi}(\mathcal{G}, G_2)\) are uncorrelated. By definition, this is equivalent to \(M_{(G_1, G_2)}^{(2)} = M_{G_1} M_{G_2}\). Therefore the sum simplifies to
\[
= \sum_{(G_1, G_2) \in C^2, E(2, M)} f_n(G_1, G_2) \left( M_{(G_1, G_2)}^{(2)} - M_{G_1} M_{G_2} \right)
\]
\[
= \int_{C^2, E(2, M)} f_n \, dM^{(2)} - \int_{C^2, E(2, M)} f_n \, (dM)^2.
\]
The result then follows from the triangle inequality. \[
\square
\]

5.3 The Proof of Theorem 1.5

Theorem 1.5 is proven similarly to Theorem 1.4 although the higher power is trickier to keep track of. In particular, some notion of “mutually uncorrelated” random variables is needed to compare the moments of three or more of the \(\#\text{Epi}(\mathcal{G}, G_i)\) terms.

The extra categorical requirements in Theorem 1.5 are used to reframe the mixed moments as first moments, which allows us to more easily capture the required “mutually uncorrelated”ness using subobjects of product objects. This reframing is also useful for computing the mixed moments, so we state and prove it separately:
Lemma 5.3. Suppose $C$ is a category with for which every morphism factors uniquely (up to isomorphism) as a composition of an epimorphism with a monomorphism. Let $G_1, \ldots, G_j \in C$ be objects for which the product $G_1 \times \cdots \times G_j$ exists in $C$ and has finitely many subobjects up to isomorphism. Then

$$M(j)_{(G_1, \ldots, G_j)} = \sum_{\iota : H \to \prod_i G_i} \text{Epi}(\iota, G_i)$$

where the sum is over subobjects $\iota : H \to \prod_i G_i$ up to isomorphism for which $\rho_m \iota$ is an epimorphism.

Proof. By the universal property of the product, there is an embedding

$$\prod_i \text{Epi}(\iota, G_i) \hookrightarrow \text{Hom}\left(\iota, \prod_i G_i\right).$$

Partitioning this embedding based on the possible images gives a bijection to a disjoint union

$$\prod_i \text{Epi}(\iota, G_i) \leftrightarrow \bigcup_{\iota : H \to \prod_i G_i} \text{Epi}(\iota, H).$$

Taking cardinalities and integrating with respect to $\mu$ concludes the proof.

We can now prove Theorem 1.5.

Proof of Theorem 1.5. For simplicity in this proof, we write $E$ for the expected value with respect to $\mu$. When $f_n$ is real-valued and we take the $2k^{th}$ moment, we can essentially ignore the absolute values. We then compute

$$\int_{\mathcal{G}} \left| N(\mathcal{G}, f_n) - \int_{C} f_n \, dM \right|^2 \, d\mu(\mathcal{G})$$

$$= \mathbb{E} \left[ \sum_{G \in C/\mathfrak{G}} f_n(G)(\#\text{Epi}(\mathcal{G}, G) - M(G)) \right]^{2k}$$

$$= \sum_{(G_1, \ldots, G_{2k}) \in C^{2k}/\mathfrak{G}} f_n(G_1, \ldots, G_{2k}) \mathbb{E} \left[ \prod_{i=1}^{2k} (\#\text{Epi}(\mathcal{G}, G_i) - M(G_i)) \right].$$

where we can switch the order of the integral defining $\mathbb{E}$ and the countable sum because $f_n$ is an $L^1$-ordering.

We multiply out the product of random variables to produce

$$\mathbb{E} \left[ \prod_{i=1}^{2k} (\#\text{Epi}(\mathcal{G}, G_i) - M(G_i)) \right] = \sum_{A \subseteq \{1,2,\ldots,k\}} (-1)^{|A|} M^{(\{A\})}_{(G_m)} \prod_{m \notin A} M_{G_m}.$$

It suffices to show this quantity is 0 when $(G_1, \ldots, G_{2k}) \in E(2k, M)$, as the fact that $f_n$, $M^{(j)}$, and $E(2k, M)$ are invariant under permutation implies

$$\max_{j \in \{1,2,\ldots,2k\}} \max_{A \subseteq \{1,2,\ldots,k\}} \sum_{(G_1, \ldots, G_{2k}) \in C^{2k}/\mathfrak{G}} \sum_{|A|=j} (-1)^{|A|} M^{(\{A\})}_{(G_m)} \prod_{m \notin A} M_{G_m}$$

$$\ll_k \int_{C^{2k}/\mathfrak{G}} \left| f_n \right| \, dM^{(j)} \, (dM)^{2k-j}. $$
Now, suppose that \((G_1, \ldots, G_{2k}) \in E(2k, M)\), with distinguished index \(i\). We separate the \(i^{th}\) term of the product out, and compute

\[
E \left[ \prod_{m=1}^{2k} (\#\text{Epi}(G, G_m) - MG_m) \right]
\]

\[
= E \left[ \#\text{Epi}(G, G_i) \prod_{m \neq i} (\#\text{Epi}(G, G_m) - MG_m) \right] - MG_i E \left[ \prod_{m \neq i} (\#\text{Epi}(G, G_m) - MG_m) \right]
\]

\[
= \sum_{A \subseteq \{1, \ldots, 2k\}} \sum_{\substack{H \rightarrow G_A \\rho_{m \neq A} \text{ is an epi.}}} (E \left[ \#\text{Epi}(G, G_i) \#\text{Epi}(G, H) \right] - MG_i MH) \prod_{m \notin A} MG_m.
\]

By Lemma 5.2 and the properties of the distinguished \(i^{th}\) index, it is necessarily the case that

\[
E \left[ \#\text{Epi}(G, G_i) \#\text{Epi}(G, H) \right] = MG_i MH
\]

for each \(H\). Therefore this is a sum of zeros, and cancels out as claimed.

\[
\square
\]

6 Examples

Determining the bound in Theorem 1.4 and Theorem 1.5 is fairly specific to the category, and the motivating examples of number field counting and the Batyrev-Manin conjecture take a fair bit of set up to define the corresponding diamond category \(C\), construct a measure modeling arithmetic behavior, translate classical orderings into a sequence \(f_n\), and compute the moments \(\delta f_n dM\). All this before even considering the question of bounding the higher moments. The plus side is the immense return value of Theorem 1.3 and Corollary 1.6. If you understand when epi-products exist enough to apply these results for one ordering, then it is often the case that the same reasoning will apply to numerous other orderings on the same category.

The author will construct a model for Malle’s counting function and determine the reasonableness of a large collection of orderings in forthcoming work [Alb23]. For the purposes of this paper, we include some more basic examples where these steps are either easier or already done for us in works like [SW22].

6.1 Random subsets with independent elements

We prove a typical tool used to give random models for sets of integers as a special case of our methods:

**Theorem 6.1.** Let \(\mathcal{G}\) be a random subset of \(\mathbb{N}\) where we let the events \((n \in \mathcal{G})\) be pairwise independent with probability \(r_n \in [0, 1]\). This forms a true probability measure on \(2^n\), and for any any \(\epsilon > 0\)

\[
\#(\mathcal{G} \cap \{1, \ldots, n\}) - \sum_{j \leq n} r_j
\]

\[
\sqrt{n^* \left( \sum_{j \leq n} r_j \right)^{a.s.}} \rightarrow 0
\]

as \(n \rightarrow \infty\).

If we let \(r_n = \frac{1}{\log(n)}\) be the probability that \(n\) is prime (with \(r_1 = 0\) and \(r_2 = 1\) in order to make sense) this is precisely Cramér’s original random model for the set of
primes [Cra94]. We reproduce Cramér’s main term with this asymptotic:

$$\#(\mathcal{G} \cap \{1, \ldots, n\}) = \sum_{j=1}^{n} \frac{1}{\log(j)} + o \left( n^{\sqrt[2]{\frac{1}{\log(1)}}} \right).$$

with probability 1. One easily checks using difference calculus that the main term is of the same order of magnitude as $\text{Li}(n)$ in agreement with the prime number theorem. The error we produce, while not as strong as Cramér’s, is still $o(n^{1/2+\epsilon})$ suggesting the truth of the Riemann hypothesis.

**Proof.** Let $C$ be the category gotten by letting $C^{\text{op}}$ be the category of finite subsets of $\mathbb{N}$ whose morphisms are inclusions. The pro-objects are all the subsets of $\mathbb{N}$. This category is incredibly nice for numerous reasons:

(a) $\text{Hom}(A, B) = \text{Epi}(A, B)$ contains only the inclusion map $A \hookrightarrow B$ if $B \subseteq A$ and is empty otherwise.

(b) The product of $A$ and $B$ is given by the union $A \cup B$, and the fact that all morphisms are epimorphisms implies this is an epi-product too.

(c) Any sequence of finite moments $M_A$ on this category is well-behaved in the sense of [SW22], because the well-behavedness sum is always finite. A level is the power set $2^D$ for some finite set $D$, while the elements with epimorphisms from $A$ are precisely the subsets of $A$.

(d) The Möbius function on the lattice of isomorphism classes ordered by epimorphisms is given by $\mu(B, A) = (-1)^{|A| - |B|}$.

The function $\#\text{Epi}(B, A)$ is then the characteristic function of the event $(A \subseteq B)$, which among a level $2^D$ has expected value precisely $\prod_{a \in A} r_a$, so we define this to be $M_A$. Certainly $M_{A \cup B} = M_A M_B$ whenever $A \cap B = \emptyset$. We check that $M_A$ corresponds to a measure on the pro-objects using [SW22, Theorem 1.7]. Indeed,

$$v_{2^D, B} = \sum_{A \subseteq D} \frac{\mu(B, A)}{|\text{Aut}(A)|} M_A$$

$$= \sum_{B \subseteq A \subseteq D} \frac{(-1)^{|A| - |B|}}{1} \prod_{a \in A} r_a$$

$$= \prod_{b \in B} r_b \prod_{d \in D \setminus b} (1 - r_d)$$

$$\geq 0$$

so the measure $\mu$ exists.

We also consider that $\#\text{Epi}(\mathcal{G}, A)$ is the characteristic function of the event $(A \subseteq \mathcal{G})$. Thus, we conclude that

$$\#\text{Epi}(\mathcal{G}, A) \#\text{Epi}(\mathcal{G}, B) = \#\text{Epi}(\mathcal{G}, A \cup B),$$

so that $M_{(A_1, A_2, \ldots, A_{2k})} = M_{A_1 \cup A_2 \cup \cdots \cup A_{2k}}$. In this example, we have a very convenient bound for the finite moments of unions

$$M_{A \cup B} = \prod_{a \in A \cup B} r_a \geq \prod_{a \in A} r_a \prod_{b \in B} r_b = M_A M_B$$

which follows from the assumption that $r_n \in [0, 1]$. In particular, this implies $M^{(j)} \leq M^{(2k)}$ for each $j \leq 2k$. 
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Any ordering \( f_n \) supported on a family of pairwise disjoint sets necessarily satisfies that \( C^{2k} \setminus E(2k, M) \) intersected with the support of \( f_n \) is precisely the collection of tuples \( (A_1, ..., A_{2k}) \) in the support of \( f_n \) which has at most \( k \) distinct coordinates. We choose \( f_n \) to be the characteristic function of singleton sets \( \{m\} \) for which \( m \leq n \). Up to the number of ways to choose matching coordinates, it suffices to consider objects in \( C^k \). Thus, we can bound

\[
\int_{C^{2k} \setminus E(2k, M)} |f_n| \ dM \leq \int_{C^{2k} \setminus E(2k, M)} \sum_{(A_1, ..., A_k) \in C^k} f_n(A_1) \cdots f_n(A_k) M_{A_1 \cup \cdots \cup A_k}
\]

Noting that \( f_n \) is supported on singleton sets, this is equivalent to

\[
\leq k \sum_{1 \leq |A| \leq k} \prod_{a \in A} f_n(\{a\}) M(A) = \left(1 + \int_C f_n \ dM \right)^k - 1.
\]

If \( \int_C f_n \ dM \geq 1 \), we can bound this by a constant times the leading term \( (\int_C f_n \ dM)^k \), and otherwise this is \( O(1) \). Thus we conclude via Theorem 1.5 that

\[
\int_P \left| N(\mathcal{G}, f_n) - \int_C f_n \ dM \right|^{2k} d\mu(\mathcal{G}) \leq k \left( \int_C f_n \ dM \right)^k + O(1).
\]

Taking \( E(n) = (\int_C f_n \ dM)^{1/2} \) and \( \gamma(n) = n^2 \) in Theorem 4.2 then implies

\[
\frac{N(\mathcal{G}, f_n) - \int_C f_n \ dM}{n^{1/k} \sqrt{\int_C f_n \ dM}} \overset{a.s.}{\longrightarrow} 0.
\]

The counting function is given by

\[
N(\mathcal{G}, f_n) = \sum_{m \leq n} \#Epi(\mathcal{G}, \{m\}) = \#(\mathcal{G} \cap \{1, ..., n\}),
\]

while the moments of the ordering are given by

\[
\int_C f_n \ dM = \sum_{m \leq n} f_n(A) M_A = \sum_{m \leq n} \tau_m.
\]

Taking \( k \) sufficiently large concludes the proof.

Keeping in mind the connection with random models for prime numbers, we also prove the following:
Corollary 6.2. Let $\mathcal{G}$ be a random subset of $\mathbb{N}$ where we let the events $(n \in \mathcal{G})$ be pairwise independent with probability $r_n \in [0, 1]$. Let $1_S$ be a characteristic function of some subset $S \subseteq \mathbb{N}$, and define the corresponding ordering $f_n$ supported on singleton sets by $f_n = 1_{S \cap \{1, \ldots, n\}}$. Then

$$\#\{m \leq n : m \in \mathcal{G} \cap S\} = \sum_{j \leq n \atop j \in S} r_j$$

$$n^\delta \sum_{j \leq n \atop j \in S} r_j \xrightarrow{a.s.} 0$$

as $n \to \infty$.

If we let $r_n$ be the probabilities of Cramér’s model (or of the modifications improving the model), Heuristic [17] makes predictions for sets of prime numbers belonging to any subset $S \subseteq \mathbb{N}$ obeying the incredibly mild density condition

$$\sum_{j \leq n \atop j \in S} r_j \gg n^\delta$$

for some $\delta > 0$. This prediction is extremely broad, where the currently “known issues” amount to divisibility by small primes which are accounted for in corrections to Cramér’s random model (see [Gra95] for a nice summary). This example is not “novel”, such measure 1 statements exist throughout the literature on random models for the primes generalizing Cramér’s work as a means to justify a number of the most famous conjectures on the distribution of primes. This includes the likes of the Hardy-Littlewood conjecture (where $f$ is the characteristic function on admissible constellations starting from $j$) and primes of the form $x^2 + 1$ (where $f$ is the characteristic function of integers of the form $x^2 + 1$).

In addition to being a short example with nice properties, this is meant to demonstrate two things. Firstly this example demonstrates that important existing random models (and corresponding results for those models) for the distribution of prime numbers arise as special cases of Heuristic [17] (respectively Theorem 1.3) for the category of subsets of $\mathbb{N}$. Secondly, this example demonstrates the power of working at this level of generality. We have given a concrete description for when such probability 1 results will exist, which allow us to tackle numerous orderings at a time.

6.2 Random groups

Any sequence $M_G = O(G^n)$ on the category of finite groups is well-behaved in the sense of $\text{SW22}$, so their results can be used to determine when such a moment sequence gives rise to a probability distribution. We will focus on the example $M_G = 1$ discussed in $\text{SW22}$. We can use Theorem 1.3 to make predictions for (asymptotically) how many quotients of a “random” profinite group have a given behavior. While questions of this nature are easy enough to formulate, the moments of the most natural orderings $f_n$ can be much harder to compute in practice. Utilizing the results of the preceding subsection, we give the following example:

Theorem 6.3. Let $M_G = 1$ on the category of finite abelian groups with associated probability measure $\mu$ on the profinite abelian groups. Then the average number of maximal subgroups in a random pro-abelian group of index bounded above by $n$ tends to $\log \log n$ in almost surely. More specifically,

$$\frac{\#\{N \leq \mathcal{G} \text{ maximal: } |\mathcal{G} : N| \leq n\}}{\log \log n} \xrightarrow{a.s.} 1$$

as $n \to \infty$. 
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Proof. We take the ordering

\[ f_n(G) = \begin{cases} \frac{1}{p} & G \cong C_p, \ p \leq n \\ 0 & \text{else} \end{cases} \]

All maximal subgroups of an abelian group are normal with quotient isomorphic to \( C_p \) for some prime \( p \), so we can compute

\[ \# \{ N \leq G \text{ maximal : } [G : N] \leq n \} = \sum_{p \leq n} \frac{\# \text{Epi}(G, C_p)}{p - 1} = \sum_{G \in C/\cong} f_n(G) \# \text{Epi}(G, C_p) = N(G, f_n). \]

We note that \( f_n \) is nonegative and that \( n \mapsto N(G, f_n) \) is certainly increasing in \( n \). Thus, we can apply Theorem 1.3(iii). We first compute

\[ \int_C f_n \ dM = \sum_{p \leq n} \frac{1}{p - 1} \sim \log \log n. \]

We next apply Theorem 1.4 to bound (3). The ordering \( f_n \) is supported on the finite simple abelian groups \( C_p \), which are of pairwise coprime order. Thus, the intersection of \( C_{p^2} \times E(2, M) \) with the support of \( f_n \) is precisely the diagonal objects \( (C_p, C_p) \) with \( p \leq n \). We compute

\[ \int_{C_{p^2} \times E(2, M)} f_n \ dM^{(2)} = \sum_{p \leq n} \frac{1}{(p - 1)^2} M_{C_p \times C_p} = \sum_{p \leq n} \frac{1}{(p - 1)^2} (M_{C_p \times C_p} - (p - 1)MC_p) = \sum_{p \leq n} \frac{p}{(p - 1)^2} \sim \log \log n, \]

where the second equality follows from Lemma 5.3, noting that the subgroups of \( C_p \times C_p \) that surject onto each coordinate are the whole group, and \( p - 1 \) subgroups isomorphic to \( C_p \). The \( j = 1 \) integral actually converges as \( n \to \infty \) by a similar computation, so this is the maximum. All together Theorem 1.4 implies

\[ \int_{\mathbb{P}} \left| N(G, f_n) - \int_C f_n \ dM \right|^2 \ d\mu(G) = O(\log \log n) \]

\[ = O \left( \frac{(\log \log n)^2}{(\log \log n)^{1/2}} \right) = O \left( \frac{\int_C f_n \ dM}{\psi \left( \int_C f_n \ dM \right)} \right), \]

where \( \psi(t) = t^{1/2} \) is non decreasing with \( \lim_{t \to \infty} \psi(t) = \infty \). We confirm that \( \sum_{n=1}^{\infty} \frac{1}{\psi(n)} = \sum n^{-3/2} < \infty \) converges, so the result follows from Theorem 1.3(iii).

More general questions on random groups can be asked, but much about the asymptotic behavior of large families of groups is difficult to compute. This makes asymptotic growth rates and error terms also difficult to compute in practice. For instance, it
would be nice to study the ordering $f_n(G) = \frac{1}{|\Aut(G)|}$ if $|G| \leq n$ and 0 otherwise. The corresponding counting function is then

$$N(\mathcal{F}, f_n) = \#\{N \in \mathcal{F} \mid [\mathcal{F} : N] \leq n\}.$$  

This is a naturally interesting function to ask about. However, the corresponding moment

$$\int_C f_n \, dM = \sum_{|G| \leq n} \frac{1}{|\Aut(G)|}$$

is not easy to determine. For instance, there are reasons to suspect that 100% of groups ordered by cardinality are 2-groups, but the author is not aware of a proof of this statement. Moreover, the bound in Theorem 1.4 requires some more serious group theory to translate the results of Lemma 5.3 into bounds on the error.

A number of interesting statistical questions that are simple to state arise in this way. The language of Theorem 1.3 is useful to create a framework for determining asymptotic growth rates, even if the moments of the ordering requires additional study to prove any results.
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