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Abstract

The goal of the present paper is to obtain new free field realizations of affine Kac-Moody algebras motivated by geometric representation theory for generalized flag manifolds of finite-dimensional semisimple Lie groups. We provide an explicit construction of a large class of irreducible modules associated with certain parabolic subalgebras covering all known special cases.
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Introduction

Classical free field realizations (or Fock space realizations) of affine Kac-Moody algebras were introduced by M. Wakimoto \cite{Wakimoto} for \( \mathfrak{sl}(2, \mathbb{C}) \) and later generalized by B. Feigin and E. Frenkel \cite{FeiginFrenkel} for an arbitrary affine Kac-Moody algebra \( \widehat{\mathfrak{g}} \) providing a construction of a family of \( \widehat{\mathfrak{g}} \)-modules now called Wakimoto modules. These modules are generically irreducible and isomorphic to Verma modules induced from standard Borel subalgebras of \( \widehat{\mathfrak{g}} \). On the other hand, generalized imaginary Verma modules correspond to natural Borel subalgebras \( \mathfrak{g} \). These modules have both finite- and infinite-dimensional weight spaces. We refer the reader to \cite{FutornyKrizekSomberg} for their properties.

A free field realization of a class of generalized imaginary Verma modules was obtained in \cite{FutornyKrizekSomberg} and \cite{KrizekSomberg}. For any parabolic subalgebra \( \mathfrak{p} \) of a finite-dimensional simple Lie algebra \( \mathfrak{g} \) we define the natural parabolic subalgebra \( \mathfrak{p}_{\text{nat}} \) of \( \widehat{\mathfrak{g}} \) containing the natural Borel subalgebra. Parabolic induction from a (continuous) representation \( V \) of \( \mathfrak{p}_{\text{nat}} \) leads to an induced \( \widehat{\mathfrak{g}} \)-module called Generalized Imaginary Verma module. The particular classes of such modules are imaginary Verma modules,
non-standard Verma type modules [10], generalized Wakimoto modules [5], loop modules [2] and
generalized loop modules [1], [11], [12], [16].

The goal of our article is to give a uniform construction of geometrical origin for free field real-
izations of all Generalized Imaginary Verma modules for an arbitrary affine Kac-Moody algebras,
thereby generalizing and unifying all known special constructions mentioned in the last paragraph.
Moreover, the results of [13] imply that the Generalized Imaginary Verma modules are irreducible
for a class (conjecturally for all) of inducing \(p_{\text{nat}}\)-modules when the central charge is non-zero.
Therefore, we have an explicit construction of a large new family of irreducible modules for affine
Kac-Moody algebras, which should be considered as an analogue of the process well established
for finite-dimensional semisimple Lie algebras and called localization of representations.

The structure of our article goes as follows. After basic preliminaries on affine Kac-Moody
algebras and their representation theory in Section 1, we discuss in Section 2 certain completions
of infinite-dimensional Weyl algebras which support the Generalized Imaginary Verma modules
of affine Kac-Moody algebras. In Section 3 we present the general construction of Generalized
Imaginary Verma modules through their geometric realization. This is then applied in Section 4
to the affine Kac-Moody algebra \(\hat{sl}(n+1,\mathbb{C})\) and its natural parabolic subalgebra \(p_{\text{nat}}\) determined
by the parabolic subalgebra \(p \simeq \mathbb{C} \oplus sl(n,\mathbb{C})\) of \(sl(n+1,\mathbb{C})\).

Our main results are Theorem 3.3 which provides a geometric realization of affine Kac-Moody
algebras, and Theorem 3.15 which shows an isomorphism between the geometric realization and
the corresponding Generalized Imaginary Verma module.

Following [8] and [7] we work with topological versions of affine Kac-Moody algebras. Through-
out the paper \(\mathbb{C}\) is considered as a topological field with respect to the discrete topology. All
topological vector spaces over \(\mathbb{C}\) are supposed to be Hausdorff. We use the notation \(\mathbb{Z}\) for the ring
of integers, \(\mathbb{N}\) for natural numbers and \(\mathbb{N}_0\) for natural numbers including zero.

1 Affine Kac-Moody algebras

Let \(\mathfrak{g}\) be a complex simple Lie algebra and let \(\mathfrak{h}\) be a Cartan subalgebra of \(\mathfrak{g}\). We denote by \(\Delta\) the
root system of \(\mathfrak{g}\) with respect to \(\mathfrak{h}\), by \(\Delta^+\) the positive root system in \(\Delta\) and by \(\Pi \subset \Delta\) the set
of simple roots. We associate to the positive root system \(\Delta^+\) the nilpotent Lie subalgebras
\[
n = \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_\alpha \quad \text{and} \quad \Pi = \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_{-\alpha} \tag{1.1}
\]
and the solvable Lie subalgebras
\[
\mathfrak{b} = \mathfrak{h} \oplus n \quad \text{and} \quad \overline{\mathfrak{b}} = \mathfrak{h} \oplus \overline{n} \tag{1.2}
\]
of \(\mathfrak{g}\). The Lie algebras \(\mathfrak{b}\) and \(\overline{\mathfrak{b}}\) are the standard and opposite standard Borel subalgebras of \(\mathfrak{g}\),
respectively.

Let us consider a subset \(\Sigma\) of \(\Pi\) and denote by \(\Delta_\Sigma\) the root subsystem in \(\mathfrak{h}^*\) generated by \(\Sigma\).
Then the standard parabolic subalgebra \(p\) and the opposite standard parabolic subalgebra \(\overline{p}\) of \(\mathfrak{g}\)
associated to \(\Sigma\) are defined by
\[
p = l \oplus u \quad \text{and} \quad \overline{p} = l \oplus \overline{u}, \tag{1.3}
\]
where the reductive Levi subalgebra \(l\) of \(p\) and \(\overline{p}\) is defined through
\[
l = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta_\Sigma} \mathfrak{g}_\alpha \tag{1.4}
\]
and the nilradical \(u\) of \(p\) and the opposite nilradical \(\overline{u}\) of \(\overline{p}\) are given by
\[
u = \bigoplus_{\alpha \in \Delta^+ \setminus \Delta_\Sigma^+} \mathfrak{g}_\alpha \quad \text{and} \quad \overline{u} = \bigoplus_{\alpha \in \Delta^+ \setminus \Delta_\Sigma^+} \mathfrak{g}_{-\alpha}. \tag{1.5}
\]
We denote $\Delta^+ \setminus \Delta_{\Sigma}^+$ by $\Delta(\Sigma)$. Moreover, we have a triangular decomposition
\[ \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{l} \oplus \mathfrak{u} \]
(1.6)
of the Lie algebra $\mathfrak{g}$. Furthermore, we define the $\Sigma$-height $\text{ht}_\Sigma(\alpha)$ of $\alpha \in \Delta$ by
\[ \text{ht}_\Sigma(\sum_{i=1}^r a_i \alpha_i) = \sum_{i=1}^r a_i \beta_i \]
(1.7)
where $r = \text{rank}(\mathfrak{g})$ and $\Pi = \{\alpha_1, \alpha_2, \ldots, \alpha_r\}$. If we denote $k = \text{ht}_\Sigma(\theta)$, where $\theta$ is the maximal root of $\mathfrak{g}$ (by definition, the highest weight of its adjoint representation), then $\mathfrak{g}$ is a $|k|$-graded Lie algebra with respect to the grading given by $\mathfrak{g}_i = \bigoplus_{\alpha \in \Delta, \text{ht}_\Sigma(\alpha) = i} \mathfrak{g}_\alpha$ for $0 \neq i \in \mathbb{Z}$, and $\mathfrak{g}_0 = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta, \text{ht}_\Sigma(\alpha) = 0} \mathfrak{g}_\alpha$. Moreover, we have
\[ \mathfrak{p} = \mathfrak{g}_{-k} \oplus \cdots \oplus \mathfrak{g}_{-1}, \quad \mathfrak{l} = \mathfrak{g}_0, \quad \mathfrak{u} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_k. \]
(1.8)

Let $(\cdot, \cdot): \mathfrak{g} \otimes_C \mathfrak{g} \to \mathbb{C}$ be the $\mathfrak{g}$-invariant symmetric bilinear form on $\mathfrak{g}$ normalized by $(\theta, \theta) = 2$, where $\theta$ is the maximal root of $\mathfrak{g}$. Let us recall that we have
\[ (\cdot, \cdot) = \frac{1}{2h^\vee} (\cdot, \cdot)_{\mathfrak{g}}, \]
(1.9)
where $(\cdot, \cdot)_{\mathfrak{g}}: \mathfrak{g} \otimes_C \mathfrak{g} \to \mathbb{C}$ is the Cartan-Killing form on $\mathfrak{g}$ and $h^\vee$ is the dual Coxeter number of $\mathfrak{g}$.

The affine Kac-Moody algebra $\hat{\mathfrak{g}}$ associated to $\mathfrak{g}$ is a universal central extension of the formal loop algebra $\hat{\mathfrak{g}}(t) = \mathfrak{g} \otimes_C \mathbb{C}[[t]]$, i.e. $\hat{\mathfrak{g}} = \mathfrak{g}(t) \oplus \mathfrak{c}$ with the commutation relations
\[ [a \otimes f(t), b \otimes g(t)] = [a, b] \otimes f(t)g(t) - (a, b) \text{Res}_{t=0}(f(t)dg(t)) c, \]
(1.10)
where $c$ is the central element of $\hat{\mathfrak{g}}$, $a, b \in \mathfrak{g}$ and $f(t), g(t) \in \mathbb{C}[[t]]$. If we introduce the notation $a_n = a \otimes t^n$ for $a \in \mathfrak{g}$ and $n \in \mathbb{Z}$, then (1.10) can be rewritten as
\[ [a_m, b_n] = [a, b]_{m+n} + m(a, b)\delta_{m-n} c \]
(1.11)
for $m, n \in \mathbb{Z}$.

We consider the natural Borel subalgebra $\hat{\mathfrak{b}}_{\text{nat}}$ of $\hat{\mathfrak{g}}$ defined by
\[ \hat{\mathfrak{b}}_{\text{nat}} = \hat{\mathfrak{h}}_{\text{nat}} \oplus \hat{\mathfrak{n}}_{\text{nat}}, \]
(1.12)
where the Cartan subalgebra $\hat{\mathfrak{h}}_{\text{nat}}$ is given by
\[ \hat{\mathfrak{h}}_{\text{nat}} = \mathfrak{h} \otimes_C \mathbb{C} \mathfrak{l} \oplus \mathfrak{c} \]
(1.13)
and the nilradical $\hat{\mathfrak{n}}_{\text{nat}}$ of $\hat{\mathfrak{b}}_{\text{nat}}$ and the opposite nilradical $\hat{\mathfrak{n}}_{\text{nat}}$ are
\[ \hat{\mathfrak{n}}_{\text{nat}} = \mathfrak{n} \otimes_C \mathbb{C}[[t]] \oplus \mathfrak{h} \otimes_C t\mathbb{C}[[t]] \quad \text{and} \quad \hat{\mathfrak{n}}_{\text{nat}} = \mathfrak{p} \otimes_C \mathbb{C}[[t]] \oplus \mathfrak{h} \otimes_C t^{-1}\mathbb{C}[[t^{-1}]]. \]
(1.14)
Moreover, we have a triangular decomposition
\[ \hat{\mathfrak{g}} = \hat{\mathfrak{n}}_{\text{nat}} \oplus \hat{\mathfrak{h}}_{\text{nat}} \oplus \hat{\mathfrak{n}}_{\text{nat}} \]
(1.15)
of the Lie algebra $\hat{\mathfrak{g}}$. In addition, we introduce the natural parabolic subalgebra $\hat{\mathfrak{p}}_{\text{nat}}$ of $\hat{\mathfrak{g}}$ associated to a parabolic subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ through
\[ \hat{\mathfrak{p}}_{\text{nat}} = \hat{\mathfrak{l}}_{\text{nat}} \oplus \hat{\mathfrak{u}}_{\text{nat}}, \]
(1.16)
where the reductive Levi subalgebra $\hat{\mathfrak{l}}_{\text{nat}}$ of $\hat{\mathfrak{p}}_{\text{nat}}$ is defined by
\[ \hat{\mathfrak{l}}_{\text{nat}} = \mathfrak{l} \otimes_C \mathbb{C}[[t]] \oplus \mathfrak{c} \]
(1.17)
and the nilradical \( u_{nat} \) of \( p_{nat} \) and the opposite nilradical \( \Pi_{nat} \) are given by

\[
u_{nat} = u \otimes_C \mathbb{C}[[t]] \quad \text{and} \quad \Pi_{nat} = \Pi \otimes_C \mathbb{C}[[t]]. \tag{1.18}
\]

Therefore, we have a triangular decomposition

\[
\hat{\mathfrak{g}} = u_{nat} \oplus \mathfrak{h}_{nat} \oplus u_{nat}
\tag{1.19}
\]

of the Lie algebra \( \hat{\mathfrak{g}} \).

**Definition 1.1.** Let \( \sigma : p_{nat} \to \mathfrak{g}(V) \) be a \( p_{nat} \)-module such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). Then the generalized imaginary Verma module at level \( k \) is the induced module

\[
M_{\sigma, k, \mathfrak{p}} = \text{Ind}_{\mathfrak{p}_{nat}}^{\mathfrak{g}} V = U(\hat{\mathfrak{g}}) \otimes U(p_{nat}) V \simeq U(u_{nat}) \otimes_C V,
\tag{1.20}
\]

where the last isomorphism of vector spaces follows from Poincaré–Birkhoff–Witt theorem.

## 2 Weyl algebras and their completions

In this section we introduce a formalism for infinite-dimensional Weyl algebras and define several of their completions. This will enable us to construct generalized imaginary Verma modules for affine Kac-Moody algebras.

### 2.1 Weyl algebras in the infinite-dimensional setting

Let us consider the commutative \( \mathbb{C} \)-algebra \( \mathcal{K} = \mathbb{C}[[t]] \) with the \( \mathbb{C} \)-subalgebra \( \mathcal{O} = \mathbb{C}[[t]] \). Let \( \Omega_{\mathcal{K}} = \mathbb{C}[[t]] \ dt \) and \( \Omega_{\mathcal{O}} = \mathbb{C}[[t]] \ dt \) be the modules of Kähler differentials. For a finite-dimensional complex vector space \( V \) we define the infinite-dimensional complex vector spaces \( \mathcal{K}(V) = V \otimes \mathcal{K} \) and \( \Omega_{\mathcal{K}}(V^*) = V^* \otimes \mathcal{K} \). The pairing \( \langle \cdot, \cdot \rangle : \Omega_{\mathcal{K}}(V^*) \otimes \mathcal{K}(V) \to \mathbb{C} \) defined by

\[
\langle \alpha \otimes f(t) dt, v \otimes g(t) \rangle = \alpha(v) \text{Res}_{t=0} (g(t) f(t) dt),
\tag{2.1}
\]

where \( \alpha \in V^*, v \in V \) and \( f(t), g(t) \in \mathcal{K} \), allows to identify the restricted dual space to \( \mathcal{K}(V) \) with the vector space \( \Omega_{\mathcal{K}}(V^*) \), and vice versa. Moreover, the pairing (2.1) gives us a skew-symmetric non-degenerate bilinear form \( \langle \cdot, \cdot \rangle \) on \( \Omega_{\mathcal{K}}(V^*) \otimes \mathcal{K}(V) \) defined by

\[
\langle \alpha \otimes f(t) dt, v \otimes g(t) \rangle = -\langle v \otimes g(t), \alpha \otimes f(t) dt \rangle = \alpha(v) \text{Res}_{t=0} (g(t) f(t) dt)
\tag{2.2}
\]

for \( \alpha, \beta \in V^*, v, w \in V \), \( f(t), g(t) \in \mathcal{K} \). Then the Weyl algebras \( A_{\mathcal{K}(V)} \) and \( A_{\Omega_{\mathcal{K}}(V^*)} \) are given by

\[
A_{\mathcal{K}(V)} = T(\Omega_{\mathcal{K}}(V^*) \oplus \mathcal{K}(V))/I_{\mathcal{K}(V)} \quad \text{and} \quad A_{\Omega_{\mathcal{K}}(V^*)} = T(\Omega_{\mathcal{K}}(V^*) \oplus \mathcal{K}(V))/I_{\Omega_{\mathcal{K}}(V^*)},
\tag{2.4}
\]

where \( I_{\mathcal{K}(V)} \) and \( I_{\Omega_{\mathcal{K}}(V^*)} \) denote the two-sided ideals of the tensor algebra \( T(\Omega_{\mathcal{K}}(V^*) \oplus \mathcal{K}(V)) \) generated by \( a \otimes b - b \otimes a + \langle a, b \rangle \cdot 1 \) for all \( a \in \Omega_{\mathcal{K}}(V^*), b \in \mathcal{K}(V) \) and by \( a \otimes b - b \otimes a - \langle a, b \rangle \cdot 1 \) for all \( a \in \Omega_{\mathcal{K}}(V^*), b \in \mathcal{K}(V) \), respectively. The \( \mathbb{C} \)-algebras of polynomials on \( \mathcal{K}(V) \) and \( \Omega_{\mathcal{K}}(V^*) \) we define by \( \text{Pol} \mathcal{K}(V) = S(\Omega_{\mathcal{K}}(V^*)) \) and \( \text{Pol} \Omega_{\mathcal{K}}(V^*) = S(\mathcal{K}(V)) \), respectively.

Let \( \mathcal{L} \) and \( \mathcal{L}^c \) be complementary Lagrangian (maximal isotropic) subspaces of \( \Omega_{\mathcal{K}}(V^*) \otimes \mathcal{K}(V) \), i.e., we have \( \Omega_{\mathcal{K}}(V^*) \otimes \mathcal{K}(V) = \mathcal{L} \oplus \mathcal{L}^c \). The most interesting case for us will be \( \mathcal{L} = \Omega_{\mathcal{K}}(V^*) \) and \( \mathcal{L}^c = \mathcal{K}(V) \).

The symmetric algebra \( S(\mathcal{L}) \) is a subalgebra of \( A_{\mathcal{K}(V)} \), since the elements of \( \mathcal{L} \) commute in \( A_{\mathcal{K}(V)} \). In fact, it is a maximal commutative \( \mathbb{C} \)-subalgebra of \( A_{\mathcal{K}(V)} \). We consider the induced \( A_{\mathcal{K}(V)} \)-module

\[
\text{Ind}_{S(\mathcal{L})}^{A_{\mathcal{K}(V)}} \mathbb{C} \simeq S(\mathcal{L}^c),
\tag{2.5}
\]
where \( \mathbb{C} \) is the trivial \( S(L) \)-module. It follows from (2.5) that the induced \( A_{K(V)} \)-module has a structure of a commutative \( \mathbb{C} \)-algebra. We denote by \( M_L \) the commutative \( \mathbb{C} \)-algebra which is the completion of \( S(L) \) with respect to the linear topology on \( S(L) \) in which the basis of open neighborhoods of \( 0 \) are the subspaces \( \mathcal{I}_n \) for \( n \in \mathbb{Z} \), where \( \mathcal{I}_n \) is the ideal of \( S(L) \) generated by \( L^c \cap (V^* \otimes t^n \Omega) \). We can extend the action of the Weyl algebra \( A_{K(V)} \) to \( M_L \).

Our next step is to pass to a completion of the Weyl algebra \( A_{K(V)} \), because \( A_{K(V)} \) is not sufficiently large for our considerations. Let us denote by \( \text{Fun} K(V) \) the completion of the commutative \( \mathbb{C} \)-algebra \( \text{Pol} K(V) \) with respect to the linear topology on \( \text{Pol} K(V) \) in which the basis of open neighborhoods of \( 0 \) are the subspaces \( \mathcal{J}_n \) for \( n \in \mathbb{Z} \), where \( \mathcal{J}_n \) is the ideal of \( \text{Pol} K(V) \) generated by \( V^* \otimes t^n \Omega \). Consequently, we have \( \text{Fun} K(V) = M_{K(V)} \). Then a vector field on \( K(V) \) is by definition a continuous \( \mathbb{C} \)-linear endomorphism \( \xi \) of \( \text{Fun} K(V) \) which satisfies the Leibniz rule

\[
\xi(fg) = \xi(f)g + f\xi(g) \tag{2.6}
\]

for all \( f, g \in \text{Fun} K(V) \). The vector space of all vector fields is naturally a topological Lie algebra, which we denote by \( \text{Vect} K(V) \). Moreover, there is a split short exact sequence

\[
0 \to \text{Fun} K(V) \to \text{Vect} K(V) \oplus \text{Fun} K(V) \to \text{Vect} K(V) \to 0 \tag{2.7}
\]

dehoto topological Lie algebras. We define the completed Weyl algebra \( \mathbb{A}_{K(V)} \) as the associative \( \mathbb{C} \)-algebra generated by a subalgebra \( \mathbb{K} \) of \( \text{Fun} K(V) \) \( \oplus \text{Fun} K(V) \to A_{K(V)} \), and a Lie subalgebra \( \mathbb{J} \) of \( \text{Vect} K(V) \) \( \to A_{K(V)} \), with the relation

\[
[j(\xi + f), i(g)] = i(\xi(g)) \tag{2.8}
\]

for all \( f, g \in \text{Fun} K(V) \) and \( \xi \in \text{Vect} K(V) \). We obtain that \( \text{Fun} K(V) \) is an \( \mathbb{A}_{K(V)} \)-module.

Let \( \{f_{\alpha}; \alpha \in \Delta(u)\} \) be a basis of \( \mathfrak{u} \). Further, let \( \{x_{\alpha}; \alpha \in \Delta(u)\} \) be the linear coordinate functions on \( \mathfrak{u} \) with respect to the given basis of \( \mathfrak{u} \). Then the set \( \{f_{\alpha} \otimes t^n; \alpha \in \Delta(u), n \in \mathbb{Z}\} \) forms a topological basis of \( K(\mathfrak{u}) = \mathfrak{u}_{\text{mat}} \), and the set \( \{x_{\alpha} \otimes t^{-n-1}dt; \alpha \in \Delta(u), n \in \mathbb{Z}\} \) forms a dual topological basis of \( \Omega_{K(\mathfrak{u})} \cong (\mathfrak{u}_{\text{mat}})^* \) with respect to the pairing \( \mathcal{P} \), i.e. we have

\[
(x_{\alpha} \otimes t^{-n-1}dt, f_{\beta} \otimes t^{m}) = x_{\alpha}(f_{\beta}) \text{Res}_{t=0} t^{m-n-1}dt = \delta_{\alpha \beta} \delta_{nm} \tag{2.9}
\]

for all \( \alpha, \beta \in \Delta(u) \) and \( m, n \in \mathbb{Z} \). If we denote \( x_{\alpha,n} = x_{\alpha} \otimes t^{-n-1}dt \) and \( \partial_{x_{\alpha,n}} = f_{\alpha} \otimes t^n \) for \( \alpha \in \Delta(u) \) and \( n \in \mathbb{Z} \), then the two-sided ideal \( I_{K(\mathfrak{u})} \) is generated by elements

\[
\left( \sum_{n \in \mathbb{Z}} a_{n} x_{\alpha,n} \right) \otimes \left( \sum_{m \in \mathbb{Z}} b_{m} \partial_{x_{\beta,m}} \right) - \left( \sum_{m \in \mathbb{Z}} b_{m} \partial_{x_{\beta,m}} \right) \otimes \left( \sum_{n \in \mathbb{Z}} a_{n} x_{\alpha,n} \right) + \delta_{\alpha \beta} \left( \sum_{n \in \mathbb{Z}} a_{n} b_{n} \right) \cdot 1 \tag{2.10}
\]

and coincides with the canonical commutation relations

\[
x_{\alpha,n}, \partial_{x_{\beta,m}} \equiv -\delta_{\alpha \beta} \delta_{nm} \tag{2.11}
\]

for all \( \alpha, \beta \in \Delta(u) \) and \( m, n \in \mathbb{Z} \). Therefore, we obtain that the Weyl algebra \( A_{K(\mathfrak{u})} \) is topologically generated by \( \{x_{\alpha,n}, \partial_{x_{\alpha,n}}; \alpha \in \Delta(u), n \in \mathbb{Z}\} \) with the canonical commutation relations. We have \( M_{\Omega_{K(\mathfrak{u})}} = \text{Pol} \Omega_{K(\mathfrak{u})} \) with the discrete topology, and \( M_{K(\mathfrak{u})} = \text{Fun} K(\mathfrak{u}) \) with the linear topology in which the basis of open neighborhoods of \( 0 \) are the subspaces \( \mathcal{J}_n \) for \( n \in \mathbb{Z} \), where \( \mathcal{J}_n \) is the ideal of \( \text{Fun} K(\mathfrak{u}) \) generated by \( \mathfrak{u} \otimes t^n \Omega \).

For later purposes, the completed Weyl algebra \( \mathbb{A}_{K(\mathfrak{u})} \) will be denoted by \( \mathbb{A}^{\mathfrak{u}} \).

## 2.2 The local extension

For our purposes we may replace the completed Weyl algebra \( \mathbb{A}^{\mathfrak{u}} \), which is a very large topological algebra, by a relatively small local part. So let us consider the vector space \( \mathcal{F}^{\mathfrak{u}}_{\text{loc}} \) of local functions on \( K(\mathfrak{u}) \) spanned by the Fourier coefficients of the form

\[
\text{Res}_{z=0} P(a_{\alpha}^{*}(z), \partial z a_{\alpha}^{*}(z), \ldots) f(z) dz, \tag{2.12}
\]
where \( P(a^*_\alpha(z), \partial_\alpha a^*_\alpha(z), \ldots) \) is a differential polynomial in \( a^*_\alpha(z) \) for \( \alpha \in \Delta(u) \) and \( f(z) \in \mathbb{C}[[z]] \). Further, let \( \mathcal{T}^{p,p}_{loc} \) be the vector space of local vector fields on \( \mathcal{K}(\mathbb{F}) \) spanned by the Fourier coefficients of the form

\[
\text{Res}_{z=0} P(a^*_\alpha(z), \partial_\alpha a^*_\alpha(z), \ldots) a_\beta(z) f(z) dz,
\]

where we used the fact that the Fourier coefficients of the form

\[
\text{Res}_{z=0} P(a^*_\alpha(z), \partial_\alpha a^*_\alpha(z), \ldots) \partial^m_{\alpha} a_\beta(z) f(z) dz
\]

for \( m > 0 \) may be expressed as linear combinations of \( \text{Res}_{z=0} \). Finally, let us consider the vector space \( A^{p,p}_{\leq m, loc} \) of local differential operators of order at most \( m \in \mathbb{N}_0 \) on \( \mathcal{K}(\mathbb{F}) \) spanned by the Fourier coefficients of the form

\[
\text{Res}_{z=0} P(a^*_\alpha(z), \partial_\alpha a^*_\alpha(z), \ldots) Q(a_\beta(z), \partial_\beta a_\beta(z), \ldots) f(z) dz,
\]

where \( Q(a_\beta(z), \partial_\beta a_\beta(z), \ldots) \) is a differential polynomial in \( a_\beta(z) \) for \( \beta \in \Delta(u) \) of degree at most \( m \). Then \( A^{p,p}_{\leq m, loc} \) for \( m \in \mathbb{N}_0 \) are topological Lie algebras and we get a short exact sequence

\[
0 \rightarrow \mathcal{T}^{p,p}_{\leq 1, loc} \rightarrow A^{p,p}_{\leq 1, loc} \rightarrow \mathcal{T}^{p,p}_{loc} \rightarrow 0
\]

of topological Lie algebras, which has a canonical splitting. Furthermore, we define a topological Lie algebra \( A^{p,p}_{loc} \) by

\[
A^{p,p}_{loc} = \bigcup_{m \in \mathbb{N}_0} A^{p,p}_{\leq m, loc}.
\]

Let us note that \( A^{p,p}_{loc} \) is only a Lie algebra and not an associative algebra. However, there is a construction which associates to \( A^{p,p}_{loc} \) the completed Weyl algebra \( A^{p,p} \).

Now, from the construction we have that \( M_{\mathcal{K}(\mathbb{F})_{p,p}} \) is an \( A^{p,p}_{p,p} \)-module, however \( M_{\mathcal{K}(\mathbb{F})_{p,p}} \) is not an \( A^{p,p}_{p,p} \)-module. Therefore, we need to consider a different completion of the Weyl algebra \( A^{p,p}_{\mathcal{K}(\mathbb{F})} \). Let us note that there are more completions which are closely related to different normal orderings of differential operators. We restrict our attention to a completion suitable for a free field realization of generalized imaginary Verma modules.

Let us consider the vector space \( A^{p,p,op}_{\leq m, loc} \) of local differential operators of order at most \( m \in \mathbb{N}_0 \) on \( \mathcal{K}(\mathbb{F}) \) spanned by the Fourier coefficients of the form

\[
\text{Res}_{z=0} Q(a_\beta(z), \partial_\beta a_\beta(z), \ldots) P(a^*_\alpha(z), \partial_\alpha a^*_\alpha(z), \ldots) f(z) dz,
\]

where \( Q(a_\beta(z), \partial_\beta a_\beta(z), \ldots) \) is a differential polynomial in \( a_\beta(z) \) for \( \beta \in \Delta(u) \) of degree at most \( m \). Then \( A^{p,p,op}_{\leq m, loc} \) for \( m \in \mathbb{N}_0 \) are topological Lie algebras. To construct a short exact sequence of topological Lie algebras similar to \( \text{Res}_{z=0} \), we define a mapping \( \varphi: A^{p,p,op}_{\leq 1, loc} \rightarrow A^{p,p}_{\leq 1, loc} \) by

\[
\varphi(\text{Res}_{z=0} Q(a_\beta(z), \ldots) P(a^*_\alpha(z), \ldots) f(z) dz) = \text{Res}_{z=0} P(a^*_\alpha(z), \ldots) Q(a_\beta(z), \ldots) f(z) dz.
\]

Then we have

\[
\varphi([\text{Res}_{z=0} Q_1(z) P_1(z) f_1(z) dz, \text{Res}_{w=0} Q_2(w) P_2(w) f_2(w) dw])
\]

\[
= \varphi(\text{Res}_{z=0, w=0} (Q_1(z) P_1(z) Q_2(w) P_2(w) + Q_2(w) [Q_1(z), P_2(w)] P_1(z)) f_1(z) f_2(w) dz dw)
\]

\[
= \text{Res}_{z=0, w=0} (P_2(w) [P_1(z), Q_2(w)] Q_1(z) + P_1(z) [Q_1(z), P_2(w)] Q_2(w)) f_1(z) f_2(w) dz dw
\]

\[
= [\text{Res}_{z=0} P_1(z) Q_1(z) f_1(z) dz, \text{Res}_{w=0} P_2(w) Q_2(w) f_2(w) dw]
\]

\[
= [\varphi(\text{Res}_{z=0} Q_1(z) P_1(z) f_1(z) dz), \varphi(\text{Res}_{w=0} Q_2(w) P_2(w) f_2(w) dw)],
\]

where \( Q_1(z), Q_2(z) \) are differential polynomials in \( a_\beta(z) \) for \( \beta \in \Delta(u) \) of degree at most 1 and \( P_1(z), P_2(z) \) are differential polynomials in \( a^*_\alpha(z) \) for \( \alpha \in \Delta(u) \), which implies that the mapping
\[ ϕ: A^{g,p,op}_{≤1,loc} \rightarrow A^{g,p}_{≤1,loc} \] is an isomorphism of topological Lie algebras. Hence, we get a short exact sequence

\[ 0 \rightarrow \mathcal{J}^{g,p}_{loc} \rightarrow A^{g,p,op}_{≤1,loc} \rightarrow \mathcal{J}^{g,p}_{loc} \rightarrow 0 \]  

(2.20)
of topological Lie algebras, which has a canonical splitting. Furthermore, we define a topological Lie algebra \( A^{g,p,op}_{loc} \) by

\[ A^{g,p,op}_{loc} = \bigcup_{m \in \mathbb{N}_0} A^{g,p,op}_{≤ m,loc}. \]  

(2.21)

Let us note that \( A^{g,p,op}_{loc} \) is again only a Lie algebra and not an associative algebra. However, there is a construction which associates to \( A^{g,p,op}_{loc} \) the completed Weyl algebra \( \tilde{A}^{g,p,op}_{loc} \).

Furthermore, let us consider the vector space \( \mathcal{J}^{g,p}_{loc} \subset \mathcal{J}^{g,p} \otimes p_{nat} \) spanned by the Fourier coefficients of the form

\[ \text{Res}_{z=0} P(a^*_α(z), \partial_z a^*_α(z), \ldots) h(z) f(z) dz \]  

(2.22)

and

\[ \text{Res}_{z=0} P(a^*_α(z), \partial_z a^*_α(z), \ldots) cf(z) dz, \]  

(2.23)

where \( P(a^*_α(z), \partial_z a^*_α(z), \ldots) \) is a differential polynomial in \( a^*_α(z) \) for \( α \in Δ(u), h \in p \) and \( f(z) \in \mathbb{C}(z) \). Moreover, we have that \( \partial^{g,p}_{loc} \) is a topological Lie algebra and induces a natural structure of a topological Lie algebra on a semidirect sum

\[ \mathcal{J}^{g,p}_{loc} = A^{g,p,op}_{≤1,loc} \oplus \partial^{g,p}_{loc}. \]  

(2.24)

This topological Lie algebra plays the key role in a free field realization of generalized imaginary Verma modules as we shall observe in the next section.

### 3 Generalized Imaginary Verma modules

In this section we will give a construction of a new family of free field realizations of affine Kac-Moody algebras, based on completed infinite-dimensional Weyl algebra and the generalized imaginary Verma modules.

#### 3.1 A geometric realization of affine Kac-Moody algebras

Let \( R \) be an algebra over \( \mathbb{C} \). Then an \( R \)-valued formal power series (or formal distribution) in the variables \( z_1, z_2, \ldots, z_n \) is a series

\[ a(z_1, \ldots, z_n) = \sum_{m_1, \ldots, m_n \in \mathbb{Z}} a_{m_1 \ldots m_n} z_1^{m_1} \ldots z_n^{m_n}, \]  

(3.1)

where \( a_{m_1 \ldots m_n} \in R \). The vector space of all formal power series is denoted by \( R[[z_1^{±1}, \ldots, z_n^{±1}]] \).

An important example of a \( \mathbb{C} \)-valued formal power series in two variables \( z, w \) is the formal delta function \( \delta(z - w) \) defined by

\[ \delta(z - w) = \sum_{m \in \mathbb{Z}} z^{-m} w^{-m-1}. \]  

(3.2)

The useful properties of the formal delta function are summarized in the following proposition which is standard (cf. [5]).

**Proposition 3.1.** We have
1) $\delta(z - w) = \delta(w - z)$,
2) $\partial_z \delta(z - w) = -\partial_w \delta(z - w)$,
3) $a(z)\delta(z - w) = a(w)\delta(z - w)$,
4) $a(z)\partial_w \delta(z - w) = a(w)\partial_w \delta(z - w) + (\partial_w a(w))\delta(z - w)$,
5) $(z - w)^{n+1}\partial_w^n \delta(z - w) = 0$,
6) $\text{Res}_{z=0} a(z)\delta(z - w) = a(w)$

for all $n \in \mathbb{N}_0$ and $a(z) \in R[[z^{\pm 1}]]$.

We will use the notation of the previous sections. Let $\{f_\alpha; \alpha \in \Delta(u)\}$ be a basis of $\mathfrak{u}$ and let $\{x_\alpha; \alpha \in \Delta(u)\}$ be the linear coordinate functions on $\mathfrak{u}$ with respect to the given basis of $\mathfrak{u}$. For $a \in \mathfrak{g}$ we define the formal distribution $a(z) \in \hat{\mathfrak{g}}[[z^{\pm 1}]]$ by

$$a(z) = \sum_{n \in \mathbb{Z}} a_n z^{-n-1}, \quad (3.3)$$

where $a_n = a \otimes t^n$ for $n \in \mathbb{Z}$. Then the commutation relations (1.11) can be equivalently written as

$$[a(z), b(w)] = [a, b](w)\delta(z - w) + (a, b)e \partial_w \delta(z - w) \quad (3.4)$$

for all $a, b \in \mathfrak{g}$. Further, we also introduce the formal distributions $a_\alpha(z), a_\alpha^*(z) \in \mathcal{A}_{\mathfrak{k}(\pi)}[[z^{\pm 1}]]$ by

$$a_\alpha(z) = \sum_{n \in \mathbb{Z}} a_{\alpha,n} z^{-n-1} \quad \text{and} \quad a_\alpha^*(z) = \sum_{n \in \mathbb{Z}} a_{\alpha,n}^* z^{-n}, \quad (3.5)$$

where $a_{\alpha,n} = \partial_{x_{\alpha,n}}$ and $a_{\alpha,n}^* = x_{\alpha,-n}$, for $\alpha \in \Delta(u)$.

Proposition 3.2. We have

$$[a_\alpha(z), a_\beta(w)] = 0, \quad [a_\alpha(z), a_\beta^*(w)] = \delta_{\alpha\beta} \delta(z - w), \quad [a_\alpha^*(z), a_\beta^*(w)] = 0 \quad (3.6)$$

for $\alpha, \beta \in \Delta(u)$.

Proof. We have

$$[a_\alpha(z), a_\beta^*(w)] = \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} [\partial_{x_{\alpha,n}, x_{\beta,m}}] z^{-n-1} w^m = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} \delta_{\alpha\beta} \delta_{m,n} z^{-n-1} w^m = \delta_{\alpha\beta} \sum_{m \in \mathbb{Z}} z^{-m-1} w^m = \delta_{\alpha\beta} \delta(z - w)$$

for $\alpha, \beta \in \Delta(u)$. The other two commutation relations have analogous proof.

The following theorem is our first main result. It gives an embedding of the affine Kac-Moody algebra $\hat{\mathfrak{g}}$ into the topological Lie algebra $\mathfrak{g}_{\text{loc}}$.

Theorem 3.3. The embedding of $\hat{\mathfrak{g}}$ into $\mathfrak{g}_{\text{loc}}$ is given by

$$\pi(a) = -\sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \partial_{x_{\alpha,n}} \left[ \frac{\text{ad}(u(x))e^{\text{ad}(u(x))}}{e^{\text{ad}(u(x))} - \text{id}_{\mathfrak{g}_{\text{nat}}}} (e^{-\text{ad}(u(x))} a)_{\mathfrak{g}_{\text{nat}}} \right]_{\alpha,n} + (e^{-\text{ad}(u(x))} a)_{\mathfrak{g}_{\text{nat}}} \quad (3.7)$$

for all $a \in \hat{\mathfrak{g}}$, where

$$u(x) = \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} x_{\alpha,n} f_{\alpha,n} \quad (3.8)$$
and \([b]_{\alpha,n}\) is the \((\alpha, n)\)-th coordinate of \(b \in \mathfrak{u}_{\text{nat}}\) with respect to the topological basis \(\{f_{\alpha,n} : \alpha \in \Delta(u), n \in \mathbb{Z}\}\) of \(\mathfrak{u}_{\text{nat}}\).

**Proof.** It follows from the equivalent reformulation in Theorem 3.6.

We will rewrite the formula (3.7) using the formal distributions 3.8 and 3.9 into an equivalent and more compact form. Let us denote by \(\mathcal{P}_{\text{P} \text{P}}^g(z)\) the vector space of all polynomials in \(a^*(z)\) for \(\alpha \in \Delta(u)\), by \(\mathcal{P}_{\text{P} \text{P}}^g(z)\) the vector space of all differential polynomials in \(a^*(z)\) for \(\alpha \in \Delta(u)\), and by \(\mathcal{E}_{\text{P} \text{P}}^g(z)\) the vector space of all formal distributions of the form \(a(z)\) for \(a \in g\). We define a formal power series \(u(z) \in \mathcal{P} \mathcal{C} \mathcal{P}_{\text{P} \text{P}}^g(z)\) by

\[
u(z) = \sum_{\alpha \in \Delta(u)} a^*(z)f_\alpha. \quad (3.9)
\]

Since the mapping \(a \mapsto a(z)\) from \(g\) to \(\mathcal{E}_{\text{P} \text{P}}^g(z)\) is an isomorphism of vector spaces, we define a structure of a Lie algebra on \(\mathcal{E}_{\text{P} \text{P}}^g(z)\) via this isomorphism. Therefore, we obtain that \(\mathcal{E}_{\text{P} \text{P}}^g(z)\) and \(\mathcal{E}_{\text{P} \text{P}}^g(z) \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\) have a natural structure of Lie algebras, and moreover \(g \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\) and \(\mathcal{E}_{\text{P} \text{P}}^g(z) \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\) are \(g \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\)-modules through the adjoint action.

The Lie bracket on \(g \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\) and \(\mathcal{E}_{\text{P} \text{P}}^g(z) \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\) is denoted by \([\cdot , \cdot]\). Let us note that there is no possibility for confusion with the Lie bracket given by (3.4). On the one hand we have \([a(z), b(z)] = [a, b](z)\), on the other hand we get \([a(z), b(w)] = [a, b](w)\delta(z - w) + (a, b)c\partial_z\delta(z - w)\) for \(a, b \in g\), other interpretation does not make sense.

**Lemma 3.4.** We have

\[
(\text{ad}(u(x)))^k(a(z)) = (\text{ad}(u(z)))^k(a(z)) + (-1)^{k-1}(\text{ad}(u(z)))^{k-1}(\partial_z u(z)), a) c
\]

for all \(a \in g\) and \(k \in \mathbb{N}\).

**Proof.** We prove it by induction on \(k \in \mathbb{N}\). For \(k = 1\) we may write

\[
ad(u(x))(a(z)) = \sum_{m \in \mathbb{Z}} \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} x_{\alpha,n}[f_{\alpha,n}, a]_m z^{-m-1}
\]

\[
= \sum_{m \in \mathbb{Z}} \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} x_{\alpha,n}[f_{\alpha,n}, a]_{n+m} z^{-m-1} + \sum_{m \in \mathbb{Z}} \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} n\delta_{n,-m} x_{\alpha,n}(f_{\alpha,n}, a) c z^{-m-1}
\]

\[
= \sum_{m \in \mathbb{Z}} \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} x_{\alpha,n} z^n[f_{\alpha,n}, a]_{n+m} z^{-n-m-1} + \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} n x_{\alpha,n}(f_{\alpha,n}, a) c z^{n-1}
\]

\[
= \sum_{\alpha \in \Delta(u)} a^*_\alpha(a)(z) + \sum_{\alpha \in \Delta(u)} \partial_z a^*_\alpha(a)(z)
\]

\[
= \text{ad}(u(z))(a(z)) + (\partial_z u(z)), a) c
\]

for all \(a \in g\). Now, let us assume that it holds for \(k\). Since \((\text{ad}(u(z)))^k(a(z)) \in \mathcal{E}_{\text{P} \text{P}}^g(z) \otimes \mathcal{P}_{\text{P} \text{P}}^g(z)\), we get

\[
(\text{ad}(u(z)))^k(a(z)) = \sum_{r=1}^{\dim g} P_r(z)b_r(z),
\]

where \(\{b_r \mid r = 1, 2, \ldots, \dim g\}\) is a basis of \(g\) and \(P_r(z) \in \mathcal{P}_{\text{P} \text{P}}^g(z)\) for \(r = 1, 2, \ldots, \dim g\). Then we
Lemma 3.5. We have 
\[(\text{ad}(u(x)))^{k+1}(a(z)) = [u(x), (\text{ad}(u(x)))^k(a(z))] = [u(x), (\text{ad}(u(z)))^k(a(z))]\]

\[= \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} x_{\alpha,n} P_r(z)[f_{\alpha,n}, b_r(z)]\]

\[= \sum_{m \in \mathbb{Z}} \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} x_{\alpha,n} P_r(z)[f_{\alpha,n}, b_r(m)] z^{-m-1}\]

\[= \sum_{m \in \mathbb{Z}} \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} x_{\alpha,n} z^n P_r(z)[f_{\alpha,n} b_n, b_r(n+m) + n\delta_{n,-m}(f_{\alpha,n}, b_r)c) z^{-m-1}\]

\[= \sum_{m \in \mathbb{Z}} \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} x_{\alpha,n} z^n P_r(z)[f_{\alpha,n} b_n, b_r(n+m)] z^{-n-1}\]

\[+ \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} n x_{\alpha,n} z^{n-1} P_r(z)(f_{\alpha,n}, b_r)c\]

\[= \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \sum_{n \in \mathbb{Z}} a^n_{\alpha}(z) P_r(z)[f_{\alpha,n}, b_r(z)] + \sum_{r=1}^{\dim g} \sum_{\alpha \in \Delta(u) \cap Z} \partial_z a^n_{\alpha}(z) P_r(z)(f_{\alpha,n}, b_r)c\]

Therefore, we obtain 
\[(\text{ad}(u(x)))^{k+1}(a(z)) = (\text{ad}(u(z)))^{k+1}(a(z)) + \partial_z u(z), (\text{ad}(u(z)))^k(a)c\]

\[= (\text{ad}(u(z)))^{k+1}(a(z)) + (-1)^k((\text{ad}(u(z)))^k(\partial_z u(z)), a)c,\]

where use used that \((\cdot, \cdot)\) is a \(g\)-invariant symmetric bilinear form on \(g\). Thus, we are done. \(\square\)

**Lemma 3.5.** We have

\[e^{-\text{ad}(u(x))}a(z) = e^{-\text{ad}(u(z))}a(z) - \left(\frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} \partial_z u(z), a\right)c \quad (3.11)\]

for all \(a \in g\).

**Proof.** By (3.10), we may write

\[e^{-\text{ad}(u(x))}a(z) = \sum_{k=0}^{\infty} \frac{(-1)^k(\text{ad}(u(x)))^k}{k!} a(z)\]

\[= \sum_{k=0}^{\infty} \frac{(-1)^k(\text{ad}(u(z)))^k}{k!} a(z) - \sum_{k=1}^{\infty} \frac{(\text{ad}(u(z)))^{k-1}(\partial_z u(z)), a)}{k!} c\]

\[= e^{-\text{ad}(u(z))}a(z) - \left(\frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} \partial_z u(z), a\right)c.\]

The proof is complete. \(\square\)

Now, we may rewrite Theorem 3.3 into an equivalent and more compact form. From (3.7) we
have
\[ \sum_{m \in \mathbb{Z}} \pi(a_m) z^{-m-1} = - \sum_{m \in \mathbb{Z}} \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \partial_{x, \alpha, n} \left[ \frac{\text{ad}(u(x)) e^{\text{ad}(u(x))}}{e^{\text{ad}(u(x))} - \text{id}_\mathfrak{g}_{\text{nat}}} (e^{-\text{ad}(u(x))} a_m)_{\mathfrak{g}_{\text{nat}}} \right]_{\alpha, n} z^{-m-1} + \sum_{m \in \mathbb{Z}} (e^{-\text{ad}(u(x))} a_m)_{\mathfrak{g}_{\text{nat}}} z^{-m-1} \]
\[ = - \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \partial_{x, \alpha, n} \left[ \frac{\text{ad}(u(x)) e^{\text{ad}(u(x))}}{e^{\text{ad}(u(x))} - \text{id}_\mathfrak{g}_{\text{nat}}} (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}} \right]_{\alpha, n} + (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}}. \]

By Lemma 3.5 we get
\[ (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}} = (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{p}} - \left( \frac{e^{\text{ad}(u(z))} - \text{id}}{e^{\text{ad}(u(z))}} \partial_z u(z), a \right) c \quad (3.12) \]
and
\[ (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}} = (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{p}}. \quad (3.13) \]

By a similar computation as in the proof of Lemma 3.3, we obtain
\[ \frac{\text{ad}(u(x)) e^{\text{ad}(u(x))}}{e^{\text{ad}(u(x))} - \text{id}_\mathfrak{g}_{\text{nat}}} (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}} = \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}}, \]
since \((e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} \in \mathfrak{c}_{\text{loc}} \otimes \mathfrak{p}_{\text{loc}}^\mathfrak{f}(z). \) Because
\[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} \in \mathfrak{c}_{\text{loc}} \otimes \mathfrak{p}_{\text{loc}}^\mathfrak{f}(z), \quad (3.14) \]
we have
\[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} = \sum_{\alpha \in \Delta(u)} P_\alpha(z) f_\alpha, \quad (3.15) \]
where \( P_\alpha(z) \in \mathfrak{p}_{\text{loc}}^\mathfrak{f}(z) \) and \( \{ f_\alpha; \alpha \in \Delta(u) \} \) is a basis of \( \mathfrak{g}. \) Thus, we may write
\[ \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \partial_{x, \alpha, n} \left[ \frac{\text{ad}(u(x)) e^{\text{ad}(u(x))}}{e^{\text{ad}(u(x))} - \text{id}_\mathfrak{g}_{\text{nat}}} (e^{-\text{ad}(u(x))} a(z))_{\mathfrak{g}_{\text{nat}}} \right]_{\alpha, n} \]
\[ = \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \sum_{\beta \in \Delta(u)} \partial_{x, \alpha, n} P_\beta(z) [f_\beta(z)]_{\alpha, n} = \sum_{\alpha \in \Delta(u)} \sum_{n \in \mathbb{Z}} \partial_{x, \alpha, n} z^{-n-1} P_\alpha(z) \]
\[ = \sum_{\alpha \in \Delta(u)} a_\alpha(z) P_\alpha(z) = \sum_{\alpha \in \Delta(u)} a_\alpha(z) \left[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}_\mathfrak{g}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} \right]_\alpha, \]
where we used
\[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} = \sum_{\alpha \in \Delta(u)} P_\alpha(z) f_\alpha. \quad (3.16) \]

Taken altogether, we easily obtain the following theorem obviously equivalent to Theorem 3.3.

**Theorem 3.6.** The embedding of \( \hat{\mathfrak{g}} \) into \( \mathfrak{p}_{\text{loc}}^\mathfrak{f} \) is given by \( \pi(c) = c \) and
\[ \pi(a(z)) = - \sum_{\alpha \in \Delta(u)} a_\alpha(z) \left[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{g}} \right]_\alpha + (e^{-\text{ad}(u(z))} a(z))_{\mathfrak{p}} - \left( \frac{e^{\text{ad}(u(z))} - \text{id}}{e^{\text{ad}(u(z))}} \partial_z u(z), a \right) c, \quad (3.17) \]
for all $a \in \mathfrak{g}$, where
\begin{equation}
    u(z) = \sum_{\alpha \in \Delta(u)} a_{\alpha}^*(z) f_{\alpha}
\end{equation}

and $[b]_{\alpha}$ is the $\alpha$-th coordinate of $b \in \mathfrak{u}$ with respect to the basis $\{f_{\alpha}: \alpha \in \Delta(u)\}$ of $\mathfrak{u}$. In particular, we have
\begin{equation}
    \pi(a(z)) = - \sum_{\alpha \in \Delta(u)} a_{\alpha}(z) \left[ \frac{\text{ad}(u(z))}{e^{\text{ad}(u(z))} - \text{id}} \right]_{\alpha}
\end{equation}

for $a \in \mathfrak{u}$ and
\begin{equation}
    \pi(a(z)) = \sum_{\alpha \in \Delta(u)} a_{\alpha}(z) [\text{ad}(u(z))(a)]_{\alpha} + a(z)
\end{equation}

for $a \in \mathfrak{l}$.

**Proof.** If we introduce for greater clarity
\begin{align*}
    D(a, z) &= - \sum_{\alpha \in \Delta(u)} a_{\alpha}(z) \left[ \frac{\text{ad}(u(z)) e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} \right] (e^{-\text{ad}(u(z))} a)_{\alpha}, \\
    A(a, z) &= (e^{-\text{ad}(u(z))} a(z))_{p}, \\
    C(a, z) &= - \left( \frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} \right) \partial_z u(z), a)
\end{align*}

for $a \in \mathfrak{g}$, then
\begin{equation}
    \pi(a(z)) = D(a, z) + A(a, z) + C(a, z).
\end{equation}

By (3.31), we have
\begin{equation}
    \pi([a(z), b(w)]) = \pi([a, b](w)) \delta(z - w) + (a, b) c \partial_w \delta(z - w)
\end{equation}

for all $a, b \in \mathfrak{g}$. On the other hand, we get
\begin{align*}
    [\pi(a(z)), \pi(b(w))] &= [D(a, z) + A(a, z) + C(a, z), D(b, w) + A(b, w) + C(b, w)] \\
    &= [D(a, z), D(b, w)] + [D(a, z), A(b, w)] + [A(a, z), D(b, w)] \\
    &\quad + [D(a, z), C(b, w)] + [C(a, z), D(b, w)] + [A(a, z), A(b, w)],
\end{align*}

where we used that $[A(a, z), C(b, w)] = 0$ and $[C(a, z), A(b, w)] = 0$. In addition, we have
\begin{align*}
    (e^{-\text{ad}(u(z))} a(z))_{p} &= \sum_{r=1}^{\dim \mathfrak{p}} P^a_r(z) d_r(z) & \text{and} & (e^{-\text{ad}(u(z))} b(z))_{p} = \sum_{r=1}^{\dim \mathfrak{p}} P^b_r(z) d_r(z)
\end{align*}

where $\{d_r; r = 1, 2, \ldots, \dim \mathfrak{p}\}$ is a basis of $\mathfrak{p}$ and $P^a_r(z), P^b_r(z) \in \mathcal{P}^{\mathfrak{p}, \mathfrak{p}}_{\text{loc}}(z)$ for $r = 1, 2, \ldots, \dim \mathfrak{p}$, hence we may write
\begin{align*}
    [A(a, z), A(b, w)] &= \left[ (e^{-\text{ad}(u(z))} a(z))_{p}, (e^{-\text{ad}(u(w))} b(w))_{p} \right] = \sum_{r,s=1}^{\dim \mathfrak{p}} P^a_r(z) P^b_s(w)[d_r(z), d_s(w)] \\
    &= \sum_{r,s=1}^{\dim \mathfrak{p}} P^a_r(z) P^b_s(w)([d_r, d_s](w) \delta(z - w) + (d_r, d_s) c \partial_w \delta(z - w)) \\
    &= \sum_{r,s=1}^{\dim \mathfrak{p}} P^a_r(w) P^b_s(w)[d_r, d_s](w) \delta(z - w) + \sum_{r,s=1}^{\dim \mathfrak{p}} P^a_r(z) P^b_s(w)(d_r, d_s) c \partial_w \delta(z - w) \\
    &= ([e^{-\text{ad}(u(z))} a(w)]_{p}, (e^{-\text{ad}(u(w))} b(w))_{p}) \delta(z - w) \\
    &\quad + ([e^{-\text{ad}(u(z))} a(w)]_{p}, (e^{-\text{ad}(u(w))} b(w))_{p}) \delta(z - w),
\end{align*}
Furthermore, we may write

\[ T \]

where we used \([3.4]\) in the third equality. Thus, proving that \( \pi : \mathfrak{g} \to \mathfrak{g}_{\text{loc}}^\# \) is a homomorphism of Lie algebras is equivalent to the following system of equations

\[
[D(a, z), D(b, w)] = D([a, b], w)\delta(z - w),
\]

\[
[D(a, z), A(b, w)] + [A(a, z), D(b, w)] + [A(a, z), A(b, w)]_n = A([a, b], w)\delta(z - w),
\]

\[
[D(a, z), C(b, w)] + [C(a, z), D(b, w)] + [A(a, z), A(b, w)]_c
= C([a, b], w)\delta(z - w) + (a, b)c \partial_u \delta(z - w)
\]

for all \( a, b \in \mathfrak{g} \), where

\[
[A(a, z), A(b, w)]_c = ((e^{-\text{ad}(u(z))}a)_p, (e^{-\text{ad}(u(w))}b)_p)c \partial_u \delta(z - w),
\]

\[
[A(a, z), A(b, w)]_n = [(e^{-\text{ad}(u(z))}a)_p, (e^{-\text{ad}(u(w))}b)_p]\partial(z - w).
\]

A proof of the previous system of equations is a subject of the following lemmas, which then completes the proof of the present theorem.

Let us denote

\[
g(\text{ad}(u(z))) = \frac{e^{\text{ad}(u(z))} - \text{id}}{\text{id}(u(z))}
\]

and

\[
T(a, z) = \frac{\text{ad}(u(z))e^{\text{ad}(u(z))}}{e^{\text{ad}(u(z))} - \text{id}} = \frac{e^{\text{ad}(u(z))}a}_p
\]

for \( a \in \mathfrak{g} \). Then we have

\[
T(a, z) = \sum_{\alpha \in \Delta(u)} T_\alpha(a, z) f_\alpha,
\]

where \( T_\alpha(a, z) = [T(a, z)]_\alpha \) for \( \alpha \in \Delta(u) \).

**Lemma 3.7.** We have

\[
[a_\alpha(z), u(w)] = f_\alpha \delta(z - w) \quad \text{and} \quad [a_\alpha(z), \partial_u u(w)] = f_\alpha \partial_u \delta(z - w)
\]

for all \( \alpha \in \Delta(u) \). Moreover, we have

\[
[D(a, z), u(w)] = -T(a, w)\delta(z - w),
\]

\[
[D(a, z), \partial_u u(w)] = -T(a, w)\partial_u \delta(z - w) - \partial_u T(a, w)\delta(z - w)
\]

for all \( a \in \mathfrak{g} \).

**Proof.** By \([3.9]\), we have

\[
[a_\alpha(z), u(w)] = \sum_{\beta \in \Delta(u)} [a_\alpha(z), a_\beta^*(w)] f_\beta = \sum_{\beta \in \Delta(u)} \delta_{\alpha\beta} f_\beta \delta(z - w) = f_\alpha \delta(z - w),
\]

therefore

\[
[a_\alpha(z), \partial_u u(w)] = \partial_u [a_\alpha(z), u(w)] = f_\alpha \partial_u \delta(z - w).
\]

Furthermore, we may write

\[
[D(a, z), u(w)] = -\sum_{\alpha \in \Delta(u)} T_\alpha(a, z)[a_\alpha(z), u(w)] = -\sum_{\alpha \in \Delta(u)} T_\alpha(a, z)f_\alpha \delta(z - w)
\]

\[
= -T(a, z)\delta(z - w) = -T(a, w)\delta(z - w)
\]
and similarly
\[ [D(a, z), \partial_w u(w)] = - \sum_{\alpha \in \Delta(u)} T_\alpha(a, z)[a_\alpha(z), \partial_w u(w)] = - \sum_{\alpha \in \Delta(u)} T_\alpha(a, z) f_\alpha \partial_w \delta(z - w) \]
\[ = -T(a, z) \partial_w \delta(z - w) = -T(a, w) \partial_w \delta(z - w) - \partial_w T(a, w) \delta(z - w). \]
We are done. \qed

**Proposition 3.8.** We have the following identities

1) \[
\left( \frac{d}{dt} |_{t=0} e^{\operatorname{ad}(u(z) + tx(z))} \right) e^{-\operatorname{ad}(u(z))} = \operatorname{ad}\left( \frac{e^{\operatorname{ad}(u(z))} - \operatorname{id}}{\operatorname{ad}(u(z))} \right) x(z) \quad (3.35)
\]
for all \( x(z) \in E^g_{\text{loc}}(z) \otimes C^p_{\text{loc}}(z) \).

2) \[
\left[ \frac{e^{\operatorname{ad}(u(z))} - \operatorname{id}}{\operatorname{ad}(u(z))} x(z), \frac{e^{\operatorname{ad}(u(z))} - \operatorname{id}}{\operatorname{ad}(u(z))} y(z) \right] = \frac{d}{dt} |_{t=0} \frac{e^{\operatorname{ad}(u(z) + tx(z))} - \operatorname{id}}{e^{\operatorname{ad}(u(z) + ty(z))} - \operatorname{id}} x(z) \quad (3.36)
\]
for all \( x(z), y(z) \in E^g_{\text{loc}}(z) \otimes C^p_{\text{loc}}(z) \).

**Proof.** First of all, for \( x(z), y(z) \in E^g_{\text{loc}}(z) \otimes C^p_{\text{loc}}(z) \) we have
\[
\frac{d}{dt} |_{t=0} (\operatorname{ad}(u(z) + tx(z)))^n(y(z)) = \sum_{k=0}^{n-1} (\operatorname{ad}(u(z)))^k (\operatorname{ad}(x(z))) (\operatorname{ad}(u(z)))^{n-1-k} (y(z))
\]
\[
= \sum_{k=0}^{n-1} (\operatorname{ad}(u(z)))^k ([x(z), (\operatorname{ad}(u(z)))^{n-1-k} (y(z))])
\]
\[
= \sum_{k=0}^{n-1} \sum_{j=0}^{n-1} \binom{k}{j} (\operatorname{ad}(u(z)))^j (x(z)), (\operatorname{ad}(u(z)))^{n-1-j} (y(z))]
\]
\[
= \sum_{j=0}^{n-1} \binom{n}{j+1} (\operatorname{ad}(u(z)))^j (x(z)), (\operatorname{ad}(u(z)))^{n-1-j} (y(z))]
\]
where we used the Leibniz rule for the derivation \( \operatorname{ad}(u(z)) \) of the Lie algebra \( E^g_{\text{loc}}(z) \otimes C^p_{\text{loc}}(z) \) in the third equality and the binomial identity \( \sum_{k=0}^{n-1} \binom{k}{j} = \binom{n}{j+1} \) in the last equality. Therefore
\[
\frac{d}{dt} |_{t=0} (\operatorname{ad}(u(z) + tx(z)))^n(y(z)) = \sum_{j=0}^{n-1} \binom{n}{j+1} (\operatorname{ad}(u(z)))^j (x(z)), (\operatorname{ad}(u(z)))^{n-1-j} (y(z)) \quad (3.37)
\]
for all \( x(z), y(z) \in E^g_{\text{loc}}(z) \otimes C^p_{\text{loc}}(z) \).
Now, we may write
\[
\frac{d}{dt} \bigg|_{t=0} e^{\text{ad}(u(z)+tx(z))} y(z) = \frac{d}{dt} \bigg|_{t=0} \sum_{n=0}^{\infty} \frac{(\text{ad}(u(z) + tx(z)))^n}{n!} y(z)
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{j=0}^{n-1} \binom{n}{j+1} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
\[
= \sum_{j=0}^{\infty} \sum_{n=j+1}^{\infty} \frac{1}{(j+1)!} \frac{1}{(n-1-j)!} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
\[
= \left[ \frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} x(z), e^{\text{ad}(u(z))} y(z) \right]
\]
\[
= \text{ad} \left( \frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} x(z) \right) (e^{\text{ad}(u(z))} y(z)),
\]
where we used (3.37). If we take $e^{-\text{ad}(u(z))}y(z)$ instead of $y(z)$, we obtain the required statement.

For the second identity, we may write
\[
\frac{d}{dt} \bigg|_{t=0} e^{\text{ad}(u(z)+tx(z))} - \text{id} \quad y(z) = \frac{d}{dt} \bigg|_{t=0} \sum_{n=0}^{\infty} \frac{(\text{ad}(u(z) + tx(z)))^n}{(n+1)!} y(z)
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{(n+1)!} \sum_{j=0}^{n-1} \binom{n}{j+1} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
and
\[
\frac{d}{dt} \bigg|_{t=0} e^{\text{ad}(u(z)+ty(z))} - \text{id} \quad x(z) = \frac{d}{dt} \bigg|_{t=0} \sum_{n=0}^{\infty} \frac{(\text{ad}(u(z) + ty(z)))^n}{(n+1)!} x(z)
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{(n+1)!} \sum_{j=0}^{n-1} \binom{n}{j+1} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(x(z))]
\]
\[
= -\sum_{n=1}^{\infty} \frac{1}{(n+1)!} \sum_{j=0}^{n-1} \binom{n}{j} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))].
\]
Hence, for the right hand side of (3.39) we have
\[
\sum_{n=1}^{\infty} \frac{1}{(n+1)!} \sum_{j=0}^{n-1} \binom{n}{j+1} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
\[
= \sum_{n=1}^{\infty} \frac{1}{(n+1)!} \sum_{j=0}^{n-1} \binom{n+1}{j+1} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
\[
= \sum_{j=0}^{\infty} \sum_{n=j+1}^{\infty} \frac{1}{(j+1)!} \frac{1}{(n-j)!} [(\text{ad}(u(z)))^j(x(z)), (\text{ad}(u(z)))^{n-1-j}(y(z))]
\]
\[
= \left[ \frac{e^{\text{ad}(u(z))} - \text{id}}{\text{ad}(u(z))} x(z), e^{\text{ad}(u(z))} - \text{id} \right] y(z),
\]
which completes the claim. \(\square\)

**Lemma 3.9.** We have
\[
[D(a,z), C(b,w)] + [C(a,z), D(b,w)] + [A(a,z), A(b,w)] = C([a,b], w)\delta(z-w) + (a,b)c \partial_w \delta(z-w) \tag{3.38}
\]
for all \(a, b \in \mathfrak{g}\).

**Proof.** We have

\[
[D(a, z), C(b, w)] = -[D(a, z), (g(\text{ad}(u(w)))(\partial_w u(w)), b)]c \\
= -([D(a, z), g(\text{ad}(u(w)))](\partial_w u(w)), b)c - (g(\text{ad}(u(w)))([D(a, z), \partial_w u(w)]), b)c.
\]

The first summand may be written as

\[
([D(a, z), g(\text{ad}(u(w)))](\partial_w u(w)), b)c = -\frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w)) + tT(a, w))(\partial_w u(w)), b)c \delta(z - w),
\]

and the second simplifies to

\[
(g(\text{ad}(u(w)))([D(a, z), \partial_w u(w)]), b)c \\
= -\frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w)))(T(a, w)), b)c \partial_w \delta(z - w) \]

\[
- (g(\text{ad}(u(w)))(T(a, w)), b)c \partial_w \delta(z - w) + (\partial_w g(\text{ad}(u(w)))(T(a, w)), b)c \delta(z - w)
\]

where we used (3.34). Similarly, we obtain

\[
[C(a, z), D(b, w)] = [D(b, w), (g(\text{ad}(z(u)))\partial_z u(z)), a)c \\
= ([D(b, w), g(\text{ad}(u(z)))](\partial_z u(z)), a)c + (g(\text{ad}(u(z)))([D(b, w), \partial_z u(z)]), a)c
\]

with

\[
([D(b, w), g(\text{ad}(u(z)))](\partial_z u(z)), a)c = -\frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w)) + tT(b, w))(\partial_w u(w)), a)c \delta(z - w),
\]

and

\[
(g(\text{ad}(u(z)))([D(b, w), \partial_z u(z)]), a)c \\
= (g(\text{ad}(u(z)))(T(b, w)), a)c \partial_w \delta(z - w) \]

\[
= (g(\text{ad}(u(w)))(T(b, w)), a)c \partial_w \delta(z - w) + (\partial_w g(\text{ad}(u(w)))(T(b, w)), a)c \delta(z - w),
\]

where we used (3.34) and Proposition 3.1. Finally, we have

\[
[A(a, z), A(b, w)]c = ((e^{-\text{ad}(u(z))}a)_p, (e^{-\text{ad}(u(w))}b)_p)c \partial_w \delta(z - w) \\
= ((e^{-\text{ad}(u(w))}a)_p, (e^{-\text{ad}(u(w))}b)_p)c \partial_w \delta(z - w) \\
+ (\partial_w (e^{-\text{ad}(u(w))}a)_p, (e^{-\text{ad}(u(w))}b)_p)c \delta(z - w).
\]

Collecting all terms together and comparing the coefficients in front of \(c \partial_w \delta(z - w)\) and \(c \delta(z - w)\) in (3.33), we obtain that (3.33) is equivalent to

\[
((e^{-\text{ad}(u(w))}a)_\Pi, (e^{-\text{ad}(u(w))}b)_\Pi) + ((e^{-\text{ad}(u(w))}a)_u, (e^{-\text{ad}(u(w))}b)_u) + ((e^{-\text{ad}(u(w))}a)_p, (e^{-\text{ad}(u(w))}b)_p) = (a, b) \tag{3.39}
\]

and

\[
\frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w)) + tT(a, w))(\partial_w u(w)), b) - \frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w)) + tT(b, w))(\partial_w u(w)), a) \\
+ (\partial_w g(\text{ad}(u(w)))(T(b, w)), a) - (\partial_w g(\text{ad}(u(w)))(T(a, w)), b) \\
+ \partial_w ((e^{-\text{ad}(u(w))}a)_\Pi, (e^{-\text{ad}(u(w))}b)_\Pi) + (\partial_w (e^{-\text{ad}(u(w))}a)_u, (e^{-\text{ad}(u(w))}b)_u) \\
= - (g(\text{ad}(u(w)))(\partial_w u(w)), [a, b]) \tag{3.40}
\]
for all $a, b \in \mathfrak{g}$, where we used
\[
(g(\text{ad}(u(w)))(T(a, w)), b) = (e^{\text{ad}(u(w))}(e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, b) = ((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}})
\]
and
\[
(a, g(\text{ad}(u(w)))(T(b, w))) = (a, e^{\text{ad}(u(w))}(e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}) = ((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}).
\]
Since we have
\[
((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}) = ((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}),
\]
we immediately may rewrite the left hand side of (3.39) into the form
\[
((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}) + ((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}) + ((e^{-\text{ad}(u(w))}a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))}b)_{\mathfrak{g}}) = (a, b)
\]
for all $a, b \in \mathfrak{g}$. Therefore, we have proved (3.39).

Moreover, by (3.39) we have
\[
\frac{d}{dt} |_{t=0} e^{\text{ad}(u(w)+tT(a, w))} - \text{id} = \frac{d}{dt} |_{t=0} e^{\text{ad}(u(w)+t\partial_w u(w))} - \text{id} = \left[ e^{\text{ad}(u(w))} - \text{id}, e^{\text{ad}(u(w))} - \text{id} \right] T(a, w)
\]
\[
= -\partial_w e^{\text{ad}(u(w))} (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}
\]
for all $a \in \mathfrak{g}$. This gives us
\[
\frac{d}{dt} |_{t=0} (g(\text{ad}(u(w)) + tT(a, w)))(\partial_w u(w)), b) - \frac{d}{dt} |_{t=0} (g(\text{ad}(u(w)) + t\partial_w u(w)))(T(a, w)), b)
\]
\[
= -((\partial_w e^{\text{ad}(u(w))} (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, b) = -((e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, \partial_w (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}})
\]
for all $a, b \in \mathfrak{g}$, where we used
\[
((\partial_w e^{\text{ad}(u(w))} (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, b) = ((e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, \partial_w (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}}),
\]
which follows from the following computation
\[
((\partial_w e^{\text{ad}(u(w))} (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, b) = \partial_w e^{\text{ad}(u(w))} (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, b) - (e^{\text{ad}(u(w))} \partial_w (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, b)
\]
\[
= \partial_w ((e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}}) - (\partial_w (e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}})
\]
\[
= ((e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, \partial_w (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}}).
\]
Therefore, we have
\[
\frac{d}{dt} |_{t=0} (g(\text{ad}(u(w)) + tT(a, w)))(\partial_w u(w)), b) - \frac{d}{dt} |_{t=0} (g(\text{ad}(u(w)) + t\partial_w u(w)))(T(a, w)), b)
\]
\[
= -((e^{-\text{ad}(u(w))} a)_{\mathfrak{g}}, \partial_w (e^{-\text{ad}(u(w))} b)_{\mathfrak{g}})
\]
Moreover, using \((3.35)\) we finally get
\[
\frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w) + tT(b, w)))(\partial_w u(w)), a) - \frac{d}{dt} \bigg|_{t=0} (g(\text{ad}(u(w) + t\partial_w u(w)))(T(b, w)), a) = -(\partial_w (e^{-\text{ad}(u(w))} a)_u, (e^{-\text{ad}(u(w))} b)_\Pi)
\]
for all \(a, b \in \mathfrak{g}\). Taking the difference of the two equations above and applying the resulting formula on the left hand side of \((3.40)\), we may rewrite the left hand side of \((3.40)\) into the form
\[
-((e^{-\text{ad}(u(w))} a)_\Pi, \partial_w (e^{-\text{ad}(u(w))} b)_u) + (\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_a) + (\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_p)
\]
\[-\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_u) = (\partial_w (e^{-\text{ad}(u(w))} a)_u, (e^{-\text{ad}(u(w))} b)_\Pi) + (\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_u)
\]
\[-\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_u) = (\partial_w (e^{-\text{ad}(u(w))} a)_u, (e^{-\text{ad}(u(w))} b)_\Pi) + (\partial_w (e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b)_u)
\]
Moreover, using \((3.35)\) we finally get
\[
(\partial_w e^{-\text{ad}(u(w))} a, e^{-\text{ad}(u(w))} b) = \left(\text{ad}\left(\frac{e^{-\text{ad}(u(w))} - \text{id}}{\text{ad}(u(w))}\right) \partial_w u(w), (e^{-\text{ad}(u(w))} a, (e^{-\text{ad}(u(w))} b)\right)
\]
\[
= \left(\left[\frac{e^{-\text{ad}(u(w))} - \text{id}}{\text{ad}(u(w))}\right] \partial_w u(w), a\right), (e^{-\text{ad}(u(w))} b)\right)
\]
for all \(a, b \in \mathfrak{g}\). So, we have proved \((3.40)\). The proof is complete. \(\square\)

**Lemma 3.10.** We have
\[
[D(a, z), A(b, w)] + [A(a, z), D(b, w)] + [A(a, z), A(b, w)]_u = A([a, b, w])\partial(z - w) \tag{3.41}
\]
for all \(a, b \in \mathfrak{g}\).

**Proof.** We have
\[
[D(a, z), A(b, w)] = [D(a, z), (e^{-\text{ad}(u(w))} b(w))_p] = -\frac{d}{dt} \bigg|_{t=0} (e^{-\text{ad}(u(w)) + iT(a, w))} b(w))_p \delta(z - w)
\]
\[
= -\left(\text{ad}\left(\frac{e^{-\text{ad}(u(w))} - \text{id}}{\text{ad}(u(w))}\right) T(a, w), (e^{-\text{ad}(u(w))} b(w))_p\right) \delta(z - w)
\]
\[
= \left([e^{-\text{ad}(u(w))} a)_\Pi, e^{-\text{ad}(u(w))} b(w)\right)_p \delta(z - w)
\]
\[
= \left([e^{-\text{ad}(u(w))} a)_\Pi, e^{-\text{ad}(u(w))} b(w)\right)_u \delta(z - w)
\]
for all \(a, b \in \mathfrak{g}\), were we used \([D(a, z), u(w)] = -T(a, w)\delta(z - w)\) in the second equality, Proposition \(8.3\) in the third equality, \((3.31)\) in the fourth equality, and the discussion in the paragraph preceding Lemma \(8.4\) in the last equality. By analogous computation we get
\[
[A(a, z), D(b, w)] = \left([e^{-\text{ad}(u(w))} a)_\Pi, (e^{-\text{ad}(u(w))} b(w))_u \delta(z - w)
\]
for all \(a, b \in \mathfrak{g}\).
for all $a, b \in \mathfrak{g}$. Therefore, for the left hand side of (3.41) we may write
\[
\left[ (e^{-\text{ad}(u(w))}a(w))_{\mathbb{P}}, (e^{-\text{ad}(u(w))}b(w))_{\mathbb{P}} \right] \delta(z - w) + \left[ (e^{-\text{ad}(u(w))}a(w))_{\mathbb{P}}, (e^{-\text{ad}(u(w))}b(w))_{\mathbb{P}} \right] \delta(z - w) + \left[ (e^{-\text{ad}(u(w))}a(w))_{\mathbb{P}}, (e^{-\text{ad}(u(w))}b(w))_{\mathbb{P}} \right] \delta(z - w) = \left[ (e^{-\text{ad}(u(w))}a(w)), (e^{-\text{ad}(u(w))}b(w))_{\mathbb{P}} \right] \delta(z - w) = \left( e^{-\text{ad}(u(w))}(a, b)_{\mathbb{P}} \right) \delta(z - w),
\]
which gives the statement. □

**Lemma 3.11.** We have
\[
[D(a, z), D(b, w)] = D([a, b], w)\delta(z - w)
\]
for all $a, b \in \mathfrak{g}$.

**Proof.** Since we have
\[
[D(a, z), D(b, w)] = \sum_{\alpha, \beta \in \Delta(u)} \left[ a_{\alpha}(z)T_{\alpha}(a, z), a_{\beta}(w)T_{\beta}(b, w) \right]
\]
\[
= - \sum_{\alpha, \beta \in \Delta(u)} \left( a_{\alpha}(z)\left[ a_{\beta}(w), T_{\alpha}(a, z) \right] - a_{\beta}(w)\left[ a_{\alpha}(z), T_{\beta}(b, w) \right] \right) T_{\alpha}(a, z)
\]
it is enough to prove that
\[
T_{\alpha}([a, b], w)\delta(z - w) = \sum_{\beta \in \Delta(u)} \left( [a_{\beta}(z), T_{\alpha}(a, w)]T_{\beta}(b, z) - [a_{\beta}(z), T_{\alpha}(b, w)]T_{\beta}(z, a) \right)
\]
for all $a, b \in \mathfrak{g}$ and $\alpha \in \Delta(u)$, or equivalently
\[
T([a, b], w)\delta(z - w) = \sum_{\beta \in \Delta(u)} \left( [a_{\beta}(z), T(a, w)]T_{\beta}(b, z) - [a_{\beta}(z), T(b, w)]T_{\beta}(z, a) \right)
\]
\[
= - \left( [D(b, z), T(a, w)] - [D(a, z), T(b, w)] \right)
\]
for all $a, b \in \mathfrak{g}$. Further, we may write
\[
[D(a, z), T(b, w)] = - \frac{d}{dt}_{|t=0} \left( \frac{\text{ad}(u(w) + tT(a, w))e^{\text{ad}(u(w) + tT(a, w))}}{e^{\text{ad}(u(w) + tT(a, w))} - \text{id}} \right) (e^{-\text{ad}(u(w) + tT(a, w))}b)_{\mathbb{P}} \delta(z - w),
\]
since $[D(a, z), u(w)] = -T(a, w)\delta(z - w)$. Therefore, we have
\[
[D(a, z), T(b, w)] = - \frac{d}{dt}_{|t=0} \left( \frac{\text{ad}(u(w))}{e^{\text{ad}(u(w))} - \text{id}} \right) \frac{d}{dt}_{|t=0} \left( e^{\text{ad}(u(w))}b \right)_{\mathbb{P}} \delta(z - w)
\]
\[
- \frac{\text{ad}(u(w))}{e^{\text{ad}(u(w))} - \text{id}} \frac{d}{dt}_{|t=0} \left( e^{\text{ad}(u(w))}b \right)_{\mathbb{P}} \delta(z - w)
\]
for all $a, b \in \mathfrak{g}$. From (3.55) we obtain
\[
\frac{d}{dt}_{|t=0} \left( e^{\text{ad}(u(w) + tT(a, w))} \right) (e^{-\text{ad}(u(w))}b)_{\mathbb{P}} = \text{ad} \left( \frac{e^{\text{ad}(u(w))} - \text{id}}{\text{ad}(u(w))} \right) T(a, w) (e^{\text{ad}(u(w))}e^{-\text{ad}(u(w))}b)_{\mathbb{P}}
\]
\[
= \left[ e^{\text{ad}(u(w))}(e^{-\text{ad}(u(w))}a)_{\mathbb{P}}, e^{\text{ad}(u(w))}(e^{-\text{ad}(u(w))}b)_{\mathbb{P}} \right]
\]
\[
= e^{\text{ad}(u(w))}(e^{-\text{ad}(u(w))}a)_{\mathbb{P}}, (e^{-\text{ad}(u(w))}b)_{\mathbb{P}},
\]

and similarly we get
\[
\frac{d}{dt}_{|t=0} e^{-\text{ad}(u(w)) + e \text{ad}(u(w))]} b = \text{ad}\left(\frac{e^{-\text{ad}(u(w))} - \text{id}}{\text{ad}(u(w))}\right) T(a, w) (e^{-\text{ad}(u(w))} b) \\
= -[(e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b].
\]

Finally, we have
\[
\frac{d}{dt}_{|t=0} \text{ad}(u(w) + e \text{ad}(u(w)) + T(a, w)) - \text{id} \text{ad}(u(w)) (e^{-\text{ad}(u(w))} b)^T}
= \frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w)) + e \text{ad}(u(w)) + T(a, w)) - \text{id} \text{ad}(u(w))} T(b, w) \\
= \frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} T(b, w).
\]

If we put all together, we obtain
\[
[D(a, z), T(b, w)] = \frac{\text{ad}(u(w))}{\text{ad}(u(w)) - \text{id}} \frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w)) + e \text{ad}(u(w)) + T(a, w)) - \text{id} \text{ad}(u(w))} T(b, w) \\
+ \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} [(e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b]^T \delta(z - w)
\]
and therefore also
\[
[D(b, z), T(a, w)] = \frac{\text{ad}(u(w))}{\text{ad}(u(w)) - \text{id}} \frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w)) + e \text{ad}(u(w)) + T(b, w)) - \text{id} \text{ad}(u(w))} T(a, w) \\
+ \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} [(e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b]^T \delta(z - w)
\]

Taking the difference of the two equations above, we get for the right hand side
\[
\frac{\text{ad}(u(w))}{\text{ad}(u(w)) - \text{id}} \left(\frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w)) + e \text{ad}(u(w)) + T(a, w)) - \text{id} \text{ad}(u(w))} T(b, w) - \frac{d}{dt}_{|t=0} \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w)) + e \text{ad}(u(w)) + T(b, w)) - \text{id} \text{ad}(u(w))} T(a, w)\right) \\
+ \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} \left([(e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b]^T \delta(z - w) + [(e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b]^T \delta(z - w)\right)
\]
multiplied by \(\delta(z - w)\). With the help of (3.3.3), we rewrite the expression above into the form
\[
\frac{\text{ad}(u(w))}{\text{ad}(u(w)) - \text{id}} \left[\frac{\text{ad}(u(w))}{\text{ad}(u(w))} T(a, w), \frac{\text{ad}(u(w))}{\text{ad}(u(w))} T(b, w)\right] \\
+ \frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} \left([e^{-\text{ad}(u(w))} a]^T, e^{-\text{ad}(u(w))} b]^T \right) + \left([e^{-\text{ad}(u(w))} a]^T, e^{-\text{ad}(u(w))} b]^T \right),
\]
which finally gives
\[
\frac{\text{ad}(u(w)) e \text{ad}(u(w)) - \text{id}}{\text{ad}(u(w))} \left((e^{-\text{ad}(u(w))} a)^T, e^{-\text{ad}(u(w))} b]^T \right) + \left([e^{-\text{ad}(u(w))} a]^T, e^{-\text{ad}(u(w))} b]^T \right)
\]
multiplied by \(\delta(z - w)\).
Hence, we get

\[ T([a, b], w)\delta(z - w) = -([D(b, z), T(a, w)] - [D(a, z), T(b, w)]) \]

for all \( a, b \in \mathfrak{g} \). We are done. \( \square \)

### 3.2 Generalized Imaginary Verma modules

The goal of this section is to construct generalized imaginary Verma modules based on the geometric realization introduced and discussed in the previous section.

**Definition 3.12.** Let \( \mathfrak{g} \) be a topological Lie algebra over \( \mathbb{C} \) and let \( V \) be a topological vector space over \( \mathbb{C} \). A representation \((\sigma, V)\) of \( \mathfrak{g} \) is called continuous if the corresponding mapping \( \mathfrak{g} \times V \to V \) is continuous.

Let us consider a continuous \( p_{\text{nat}} \)-module \((\sigma, V)\) such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). Then the topological vector space \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} V \) has a structure of a continuous \( \hat{\mathfrak{g}} \)-module at level \( k \) defined as follows. From Theorem 3.1 we have an injective homomorphism

\[ \pi: \hat{\mathfrak{g}} \to \mathcal{R}_{\text{loc}}^p \]  

(3.43)

of topological Lie algebras. Therefore, it is sufficient to show that \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} V \) is a continuous \( \mathcal{R}_{\text{loc}}^p \)-module.

**Lemma 3.13.** We have

\[ \partial^k_{\alpha} a^*_\alpha(z) \left( \sum_{n \in \mathbb{Z}} a_n \partial_{x_{\beta,n}} \right) = -\delta_{\alpha\beta} \partial^k_{\beta} \left( \sum_{n \in \mathbb{Z}} a_n z^n \right) \]

(3.44)

in \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \) for all \( k \in \mathbb{N}_0 \) and \( \alpha, \beta \in \Delta(u) \). Moreover, we have

\[ \mathcal{F}_{\text{loc}}(z) \left( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \right) \subset \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} \mathcal{F}(z). \]  

(3.45)

**Proof.** We may write

\[ a^*_\alpha(z) \left( \sum_{n \in \mathbb{Z}} a_n \partial_{x_{\beta,n}} \right) = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} a_n x_{\alpha,m} \partial_{x_{\beta,n}} z^m = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} a_n [x_{\alpha,m}, \partial_{x_{\beta,n}}] z^m \]

\[ = - \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} a_n \delta_{\alpha\beta} \delta_{mn} z^m = -\delta_{\alpha\beta} \sum_{n \in \mathbb{Z}} a_n z^n, \]

where the second equality follows from the fact that \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \) is an \( \mathcal{A}_{p} \)-module. If we take the derivative of this equation with respect to the formal variable \( z \), we obtain the required statement. The rest of the statement is an easy consequence. \( \square \)

**Theorem 3.14.** Let \((\sigma, V)\) be a continuous \( p_{\text{nat}} \)-module such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). Then the topological vector space \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} V \) is a continuous \( \hat{\mathfrak{g}} \)-module at level \( k \).

**Proof.** Because \( V \) is a continuous \( p_{\text{nat}} \)-module and \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \) is a continuous \( \mathcal{F}_{\text{loc}}^p \)-module, we obtain that the completed tensor product \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} V \) is a continuous \( \mathcal{F}_{\text{loc}}^p \otimes \mathbb{C} p_{\text{nat}} \)-module, and therefore also a continuous \( \mathcal{G}_{\text{loc}}^p \)-module, since we have \( \mathcal{G}_{\text{loc}}^p \subset \mathcal{F}_{\text{loc}}^p \otimes \mathbb{C} p_{\text{nat}} \).

In fact, the subspace \( \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \otimes \mathbb{C} V \) is a \( \mathcal{G}_{\text{loc}}^p \)-submodule as follows from the following computation. Let \( P(z) \in \mathcal{F}_{\text{loc}}^p(z) \) and \( p \in \text{Pol} \Omega_{\mathcal{K}}(\mathfrak{p}^*) \), then from (3.45) we have

\[ P(z)p = \sum_{i=1}^r g_i(z)q_i, \]
where \( q_i \in \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \) and \( g_i(z) \in \mathbb{C}(z) \). Therefore, we may write

\[
(\text{Res}_{z=0} P(z)h(z)f(z)dz)(p \otimes v) = \text{Res}_{z=0}(P(z)f(z)p \otimes h(z)v)dz = \sum_{i=1}^{r} \text{Res}_{z=0}(g_i(z)f(z)q_i \otimes h(z)v)dz = \sum_{i=1}^{r} \sum_{n \in \mathbb{Z}} (b_{i,n}q_i \otimes h_n v)
\]

for \( h \in \mathfrak{p} \), \( f(z) \in \mathbb{C}(z) \), \( p \in \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \) and \( v \in V \), where \( g_i(z)f(z) = \sum_{n \in \mathbb{Z}} b_{i,n}z^n \) for \( i = 1, 2, \ldots, r \). Then for all \( j = 1, 2, \ldots, r \), we have

\[
\sum_{n \in \mathbb{Z}} (b_{i,n}q_i \otimes h_n v) = \sum_{n < n_i} (b_{i,n}q_i \otimes h_n v) = \lim_{N \to \infty} \sum_{n = n_i}^{N} (b_{i,n}q_i \otimes h_n v) = \lim_{N \to \infty} \left( q_i \otimes \sum_{n=n_i}^{N} b_{i,n}h_n v \right) = q_i \otimes \sum_{n \in \mathbb{Z}} b_{i,n}h_n v,
\]

since \( b_{i,n} = 0 \) for \( n < n_i \) and \( V \) is a continuous \( p_{\text{nat}} \)-module. Hence, the subspace \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \) is a \( g_{\text{loc}}^{\mathfrak{p},\mathfrak{p}} \)-submodule. Because \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \) is a continuous \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \)-module, we get also a structure of a continuous \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \)-module on \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \). Therefore \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \) is a continuous \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \)-module.

However, since the Lie algebra \( \mathfrak{g}_{\text{loc}}^{\mathfrak{p}} \) is not a direct sum (only semidirect sum) of the Lie algebras \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \) and \( \mathfrak{g}_{\text{loc}}^{\mathfrak{p}} \), we need to verify that \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \) is an \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \)-module. For \( P(z) \in \mathfrak{g}_{\text{loc}}^{\mathfrak{p}}(z) \), \( h \in \mathfrak{p} \) and \( Q(w) = T(w)S(w) \), where \( T(w) \) is a differential polynomial in \( a_{\alpha}(w) \) for \( \alpha \in \Delta(\mathfrak{u}) \) of degree at most 1 and \( S(w) \in \mathfrak{g}_{\text{loc}}^{\mathfrak{p}}(w) \), we have

\[
(\text{Res}_{w=0} Q(w)g(w)dw \text{Res}_{z=0} P(z)h(z)f(z)dz)(p \otimes v)
\]

and

\[
(\text{Res}_{z=0} P(z)h(z)f(z)dz \text{Res}_{w=0} Q(w)g(w)dw)(p \otimes v)
\]

for all \( p \in \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \) and \( v \in V \). Taking the difference of the previous two equations, we obtain for the right hand side

\[
\text{Res}_{z=0, w=0} ([Q(w)g(w), P(z)f(z)]p \otimes h(z)v)dzdw = (\text{Res}_{z=0, w=0}[Q(w)g(w), P(z)f(z)]h(z)dzdw)(p \otimes v) = [\text{Res}_{w=0} Q(w)g(w)dw, \text{Res}_{z=0} P(z)h(z)f(z)dz](p \otimes v),
\]

which we required. A similar computation can be done, if we replace \( h(z) \) by the central element \( c \). Hence, the commutation relations between \( A_{\mathfrak{p},\mathfrak{p}}^{\mathfrak{p},\mathfrak{p}} \) and \( \mathfrak{g}_{\text{loc}}^{\mathfrak{p}} \) are satisfied in \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \). The continuity follows immediately.

Our second main result is the following theorem, which relates generalized imaginary Verma modules \( M_{\sigma,k,p}(V) \) and \( \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \).

**Theorem 3.15.** Let \( (\sigma, V) \) be a continuous \( p_{\text{nat}} \)-module such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). Then we have

\[
M_{\sigma,k,p}(V) \simeq \text{Pol}_{\Omega_k}(\mathfrak{p}^*) \otimes_{\mathbb{C}} V \quad (3.46)
\]
as continuous $\tilde{g}$-modules.

**Proof.** From the previous theorem we obtained a continuous $\tilde{g}$-module $\text{Pol} \Omega k(\overline{\mathfrak{g}}^* \otimes \mathbb{C} V$ at level $k$ for any continuous $p_{\text{nat}}$-module $(\sigma, V)$ such that $\sigma(c) = k \cdot \text{id}_V$ for $k \in \mathbb{C}$. We shall show that this $\tilde{g}$-module is the generalized imaginary Verma module $M_{\sigma, k, p}(V)$. From Theorem 3.6 we have that the canonical mapping

$$\varphi_0: V \rightarrow \text{Pol} \Omega k(\overline{\mathfrak{g}}^* \otimes \mathbb{C} V$$

is a homomorphism of continuous $p_{\text{nat}}$-modules and gives rise to a homomorphism

$$\varphi: M_{\sigma, k, p}(V) \rightarrow \text{Pol} \Omega k(\overline{\mathfrak{g}}^* \otimes \mathbb{C} V$$

of continuous $\tilde{g}$-modules. Since $U(\mathfrak{u}_{\text{nat}})$ and $S(\mathfrak{u}_{\text{nat}}) \approx \text{Pol} \Omega k(\overline{\mathfrak{g}}^*)$ have natural increasing filtrations, we get increasing filtrations on $U(\mathfrak{u}_{\text{nat}}) \otimes \mathbb{C} V$ and $S(\mathfrak{u}_{\text{nat}}) \otimes \mathbb{C} V$. Moreover, we have that $M_{\sigma, k, p}(V)$ and $\text{Pol} \Omega k(\overline{\mathfrak{g}}^*) \otimes \mathbb{C} V$ are filtered $\mathfrak{u}_{\text{nat}}$-modules and $\varphi$ is a homomorphism of filtered $\mathfrak{u}_{\text{nat}}$-modules. To prove that $\varphi$ is an isomorphism, it is enough to show that the associated mapping

$$\text{gr} \varphi: \text{gr} M_{\sigma, k, p}(V) \rightarrow \text{gr} \text{Pol} \Omega k(\overline{\mathfrak{g}}^* \otimes \mathbb{C} V$$

of graded $\mathfrak{u}_{\text{nat}}$-modules is an isomorphism. Let us define

$$f_\alpha^g = \text{Res}_{z=0} f_\alpha(z) g(z) dz \quad \text{and} \quad a_\alpha^g = \text{Res}_{z=0} a_\alpha(z) g(z) dz$$

for $g \in \mathbb{C}[[z]]$ and $\alpha \in \Delta(u)$. Then the set $\{ f_\alpha^g; g \in \mathbb{C}[[z]], \alpha \in \Delta(u) \}$ generates $U(\mathfrak{u}_{\text{nat}})$ and the set $\{ a_\alpha^g; g \in \mathbb{C}[[z]], \alpha \in \Delta(u) \}$ generates $S(\mathfrak{u}_{\text{nat}})$. Further, from (3.19) we have

$$\pi(f(z)) = - \sum_{\beta \in \Delta(u)} \sum_{k=0}^{\infty} B_k a_\beta(z)(\text{ad}(u(z)))^k(f)_{\beta},$$

where the Bernoulli numbers $B_k$ are determined by the generating series

$$\frac{x}{e^x - 1} = \sum_{k=0}^{\infty} B_k \frac{x^k}{k!}$$

for $0 \neq x \in \mathbb{R}$. Furthermore, if we denote

$$R(f_\alpha, z) = - \sum_{\beta \in \Delta(u)} \sum_{k=1}^{\infty} B_k a_\beta(z)(\text{ad}(u(z)))^k(f_\alpha)_{\beta},$$

then we may write

$$\pi(f_\alpha(z)) = -a_\alpha(z) + R(f_\alpha, z).$$

Moreover, we have

$$(\text{Res}_{z=0} R(f_\alpha, z) g(z) dz)(S(\mathfrak{u}_{\text{nat}})_m) \subset S(\mathfrak{u}_{\text{nat}})_m$$

for all $m \in \mathbb{N}_0$. Since

$$\pi(f_\alpha^g) = -a_\alpha^g + \text{Res}_{z=0} R(f_\alpha, z) g(z) dz,$$

we may write

$$(\text{gr} \varphi)_m(f_{\alpha_1}^{g_1} \ldots f_{\alpha_m}^{g_m} \otimes v) = \varphi(f_{\alpha_1}^{g_1} \ldots f_{\alpha_m}^{g_m} \otimes v) \mod S(\mathfrak{u}_{\text{nat}})_{m-1} \otimes \mathbb{C} V$$

$$= \pi(f_{\alpha_1}^{g_1}) \ldots \pi(f_{\alpha_m}^{g_m}) \varphi_0(v) \mod S(\mathfrak{u}_{\text{nat}})_{m-1} \otimes \mathbb{C} V$$

$$= (-1)^m a_{\alpha_1}^{g_1} \ldots a_{\alpha_m}^{g_m} \otimes v \mod S(\mathfrak{u}_{\text{nat}})_{m-1} \otimes \mathbb{C} V$$
for all \( m \in \mathbb{N}_0, \) \( g_1, g_2, \ldots, g_m \in \mathbb{C}(z) \) and \( \alpha_1, \alpha_2, \ldots, \alpha_m \in \Delta(u) \), where we used \( \varphi_0(v) \in S(\mathfrak{u}_{\text{nat}}) \otimes \mathbb{C} V \) in the last equality. This gives that \( \text{gr} \varphi \) is an isomorphism and so \( \varphi \) is also an isomorphism.

In order to employ the irreducibility criterion given in [13], we restrict to the class \((\sigma, V)\) of weight tensor inducing modules with non-zero central charge. The definition of the notion of tensor module can be found in [13], conjecturally all modules belong to this class.

**Corollary 3.16.** Let \((\sigma, V)\) be a weight tensor continuous irreducible \( \mathfrak{u}_{\text{nat}} \)-module regarded as \( \mathfrak{p}_{\text{nat}} \)-module with the trivial action of \( \mathfrak{u}_{\text{nat}} \) such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). If \( k \neq 0 \), then \( \text{Pol}\Omega_{\mathfrak{K}}(\mathfrak{g}) \otimes \mathbb{C} V \) is a continuous irreducible \( \mathfrak{g} \)-module.

**Proof.** By [13] and the assumptions of the corollary is the generalized imaginary Verma module \( M_{\sigma, k, p}(V) \) irreducible. \( \square \)

### 4 Generalized Imaginary Verma modules for \( \widehat{\mathfrak{sl}}(n+1, \mathbb{C}) \)

In the present section we apply the previous general exposition to the case of generalized imaginary Verma modules for the pair given by the complex simple Lie algebra \( \mathfrak{sl}(n+1, \mathbb{C}) \), \( n \in \mathbb{N} \), and its maximal parabolic subalgebra with the commutative nilradical. In the Dynkin diagrammatic notation, this type of parabolic subalgebra is determined by omitting the first simple root in the Dynkin diagram for \( \mathfrak{sl}(n+1, \mathbb{C}) \).

#### 4.1 Representation theoretical conventions

In the rest of the section we consider the complex simple Lie algebra \( \mathfrak{g} = \mathfrak{sl}(n+1, \mathbb{C}) \), \( n \in \mathbb{N} \). The Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \) is given by diagonal matrices

\[
\mathfrak{h} = \{ \text{diag}(a_1, a_2, \ldots, a_{n+1}); a_1, a_2, \ldots, a_{n+1} \in \mathbb{C}, \sum_{i=1}^{n+1} a_i = 0 \}. \tag{4.1}
\]

For \( i = 1, 2, \ldots, n+1 \) we define \( \varepsilon_i \in \mathfrak{h}^* \) by \( \varepsilon_i(\text{diag}(a_1, a_2, \ldots, a_{n+1})) = a_i \). Then the root system of \( \mathfrak{g} \) with respect to \( \mathfrak{h} \) is \( \Delta = \{ \varepsilon_i - \varepsilon_j; 1 \leq i \neq j \leq n+1 \} \). The root space \( \mathfrak{g}_{\varepsilon_i - \varepsilon_j} \) is the complex linear span of \( E_{ij} \), the \((n+1 \times n+1)\)-matrix having 1 at the intersection of the \( i \)-th row and \( j \)-th column and 0 elsewhere. The positive root system is \( \Delta^+ = \{ \varepsilon_i - \varepsilon_j; 1 \leq i < j \leq n+1 \} \) with the set of simple roots \( \Pi = \{ \alpha_1, \alpha_2, \ldots, \alpha_n \} \), \( \alpha_i = \varepsilon_i - \varepsilon_{i+1} \) for \( i = 1, 2, \ldots, n \), and the fundamental weights are \( \omega_i = \sum_{j=1}^{i-1} \varepsilon_j \) for \( i = 1, 2, \ldots, n \). The solvable Lie subalgebras \( \mathfrak{b} \) and \( \mathfrak{h} \) defined as the direct sum of positive and negative root spaces together with the Cartan subalgebra are called the standard Borel subalgebra and the opposite standard Borel subalgebra of \( \mathfrak{g} \), respectively. The subset \( \Sigma = \{ \alpha_2, \alpha_3, \ldots, \alpha_n \} \) of \( \Pi \) generates the root subsystem \( \Delta_{\Sigma} \) in \( \mathfrak{h}^* \), and we associate to \( \Sigma \) the standard parabolic subalgebra \( \mathfrak{p} \) of \( \mathfrak{g} \) by \( \mathfrak{p} = \mathfrak{l} \oplus \mathfrak{u} \). The reductive Levi subalgebra \( \mathfrak{l} \) of \( \mathfrak{p} \) is defined through

\[
\mathfrak{l} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta_{\Sigma}} \mathfrak{g}_\alpha, \tag{4.2}
\]

and the nilradical \( \mathfrak{u} \) and the opposite nilradical \( \mathfrak{u}^\prime \) are given by

\[
\mathfrak{u} = \bigoplus_{\alpha \in \Delta^+ \setminus \Delta_{\Sigma}^+} \mathfrak{g}_\alpha \quad \text{and} \quad \mathfrak{u}^\prime = \bigoplus_{\alpha \in \Delta^+ \setminus \Delta_{\Sigma}^-} \mathfrak{g}_{-\alpha}, \tag{4.3}
\]

respectively. We define the \( \Sigma \)-height \( h_{\Sigma}(\alpha) \) of \( \alpha \in \Delta \) by

\[
h_{\Sigma}(\sum_{i=1}^{n} a_i \alpha_i) = a_1, \tag{4.4}
\]

so \( \mathfrak{g} \) is a \(|1|\)-graded Lie algebra with respect to the grading given by \( \mathfrak{g}_i = \bigoplus_{\alpha \in \Delta, h_{\Sigma}(\alpha) = i} \mathfrak{g}_\alpha \) for \( 0 \neq i \in \mathbb{Z} \), and \( \mathfrak{g}_0 = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta, h_{\Sigma}(\alpha) = 0} \mathfrak{g}_\alpha \). Moreover, we have \( \mathfrak{u} = \mathfrak{g}_1, \mathfrak{u}^\prime = \mathfrak{g}_{-1} \) and \( \mathfrak{l} = \mathfrak{g}_0 \).
Furthermore, the normalized $\mathfrak{g}$-invariant symmetric bilinear form $(\cdot, \cdot): \mathfrak{g} \otimes_{\mathbb{C}} \mathfrak{g} \to \mathbb{C}$ on $\mathfrak{g}$ is given by
\[
(a, b) = \text{tr}(ab)
\] (4.5)
for $a, b \in \mathfrak{g}$, since we have $\theta = \varepsilon_1 - \varepsilon_{n+1}$, and the dual Coxeter number is $h^\vee = n + 1$.

Now, let $\{f_1, f_2, \ldots, f_n\}$ be a basis of the root spaces in the opposite nilradical $\mathfrak{u}$ given by
\[
f_i = \begin{pmatrix}
0 & 0 \\
1_i & 0
\end{pmatrix}
\] (4.6)
and let $\{e_1, e_2, \ldots, e_n\}$ be a basis of the root spaces in the nilradical $\mathfrak{u}$ defined by
\[
e_i = \begin{pmatrix}
0 & 1_i^T \\
0 & 0
\end{pmatrix}.
\] (4.7)
The Levi subalgebra $\mathfrak{l}$ of $\mathfrak{p}$ is the linear span of
\[
h = \begin{pmatrix}
1 & 0 \\
0 & -\frac{1}{n}f_n
\end{pmatrix} \quad \text{and} \quad h_A = \begin{pmatrix}
0 & 0 \\
0 & A
\end{pmatrix},
\] (4.8)
where $A \in M_{n \times n}(\mathbb{C})$ satisfies $\text{tr} A = 0$. Moreover, the element $h$ forms a basis of the center $\mathfrak{z}(\mathfrak{l})$ of the Levi subalgebra $\mathfrak{l}$.

### 4.2 The embedding of $\widehat{\mathfrak{g}}$ into the Lie algebra $\mathcal{R}_{\text{loc}}^{\mathfrak{p}}$

Let us denote by $\{x_i; i = 1, 2, \ldots, n\}$ the linear coordinate functions on $\mathfrak{u}$ with respect to the basis $\{f_i; i = 1, 2, \ldots, n\}$ of the opposite nilradical $\mathfrak{u}$. Then the set $\{f_i \otimes t^m; m \in \mathbb{Z}, i = 1, 2, \ldots, n\}$ forms a topological basis of $\mathcal{K}(\mathfrak{u}) = \mathfrak{u}_{\text{mat}}$, and the set $\{x_i \otimes t^{-m-1} dt; m \in \mathbb{Z}, i = 1, 2, \ldots, n\}$ forms a dual topological basis of $\mathcal{K}(\mathfrak{u}^*) \simeq (\mathfrak{u}_{\text{mat}})^*$ with respect to the pairing (2.21). We denote $x_{i,m} = x_i \otimes t^{-m-1} dt$ and $\partial_{x_{i,m}} = f_i \otimes t^m$ for $m \in \mathbb{Z}$ and $i = 1, 2, \ldots, n$. The Weyl algebra $\mathcal{A}_{\mathcal{K}(\mathfrak{u})}$ is topologically generated by $\{x_{i,m}, \partial_{x_{i,m}}; m \in \mathbb{Z}, i = 1, 2, \ldots, n\}$ with the canonical commutation relations. Furthermore, we define the formal distributions $a_i(z), a_i^*(z) \in \mathcal{A}_{\mathcal{K}(\mathfrak{u})}[[z^{\pm 1}]]$ by
\[
a_i(z) = \sum_{m \in \mathbb{Z}} a_{i,m} z^{-m-1} \quad \text{and} \quad a_i^*(z) = \sum_{m \in \mathbb{Z}} a_{i,m}^* z^{-m},
\] (4.9)
where $a_{i,m} = \partial_{x_{i,m}}$ and $a_{i,m}^* = x_{i,-m}$, for $i = 1, 2, \ldots, n$. Finally, let us introduce the formal power series $u(z) \in \mathfrak{u} \otimes_{\mathbb{C}} \mathcal{R}_{\text{loc}}^{\mathfrak{p}}(z)$ by
\[
u(z) = \sum_{i=1}^{n} a_i^*(z) f_i.
\] (4.10)

**Theorem 4.1.** The embedding of $\widehat{\mathfrak{g}}$ into $\mathcal{R}_{\text{loc}}^{\mathfrak{p}}$ is given by

1) \[ \pi(f_i(z)) = -a_i(z) \] (4.11)
for $i = 1, 2, \ldots, n$;

2) \[
\pi(c) = c, \\
\pi(h(z)) = (1 + \frac{1}{q}) \sum_{j=1}^{n} a_j(z) a_j^*(z) + h(z), \\
\pi(h_A(z)) = -\sum_{r,s=1}^{n} a_{r,s} a_r(z) a_s^*(z) + h_A(z)
\] (4.12)
for all $A = (a_{r,s}) \in M_{n \times n}(\mathbb{C})$ satisfying $\text{tr} A = 0$;
3) \[
\pi(e_i(z)) = \sum_{j=1}^{n} a_j(z) a_j^*(z) a_i^*(z) - \partial_z a_i^*(z)c \\
+ e_i(z) + a_i^*(z)h(z) - \sum_{j=1}^{n} a_j^*(z)h_{E_{j,i}} - \frac{1}{2}r_{i,i}(z)
\] (4.13)

for \(i = 1, 2, \ldots, n\).

**Proof.** By Theorem 3.6 we have
\[
\pi(a(z)) = -\sum_{i=1}^{n} a_i(z) [\frac{\ad(u(z))}{e^{\ad(u(z))}-\id} a]_i
\]
for \(a \in \mathfrak{u}\). Because \(\ad(u(z))(a) = 0\), the expansion of the formal power series in \(\ad(u(z))\) implies
\[
\pi(a(z)) = -\sum_{i=1}^{n} a_i(z)[a]_i,
\]
which gives (4.11). Similarly, from Theorem 3.6 we get
\[
\pi(a(z)) = \sum_{i=1}^{n} a_i(z)[\ad(u(z))(a)]_i + a(z)
\]
for \(a \in \mathfrak{l}\), and we obtain (4.12). Finally, from Theorem 3.6 we have
\[
\pi(a(z)) = -\sum_{i=1}^{n} a_i(z) \left[ \frac{\ad(u(z)) e^{\ad(u(z))}}{e^{\ad(u(z))}-\id} (e^{-\ad(u(z))}a)_\mathfrak{g} \right]_i \\
+ (e^{-\ad(u(z))}a(z))_\mathfrak{p} - \left( \frac{e^{\ad(u(z))}-\id}{\ad(u(z))} \partial_z u(z), a \right)c,
\]
for \(a \in \mathfrak{u}\). Since \(g\) is \(|1|\)-graded, we have \((\ad(u(z)))^{3}(a) = 0\). Therefore, we get
\[
(e^{-\ad(u(z))}a)_\mathfrak{g} = \frac{1}{2}(\ad(u(z)))^2(a) \quad \text{and} \quad (a^{-\ad(u(z))}a(z))_\mathfrak{g} = a(z) - \ad(u(z))(a(z)).
\]
Hence, we may write
\[
\pi(a(z)) = -\frac{1}{2} \sum_{i=1}^{n} a_i(z) [(\ad(u(z)))^2(a)]_i + a(z) - \ad(u(z))(a(z)) - (\partial_z u(z), a)c,
\]
and (4.13) follows from the commutation relations in \(g\). This completes the proof. \(\square\)

We can write explicitly the action of the topological generators of \(\hat{g}\).

**Theorem 4.2.** The embedding of \(\hat{g}\) into \(R_{\text{loc}}^B\) is given by

1) \[
\pi(f_{i,m}) = -\partial_{x_{i,m}}
\] (4.14)

for \(i = 1, 2, \ldots, n\) and \(m \in \mathbb{Z}\);

2) \[
\pi(c) = c, \\
\pi(h_m) = (1 + \frac{1}{n}) \sum_{j=1}^{n} \sum_{k \in \mathbb{Z}} \partial_{x_{j,k+m}} x_{j,k} + h_m, \\
\pi(h_{A,m}) = -\sum_{r,s=1}^{n} \sum_{k \in \mathbb{Z}} a_{r,s} \partial_{x_{r,k+m}} x_{s,k} + h_{A,m}
\] (4.15)

for all \(A = (a_{r,s}) \in M_{n \times n}(\mathbb{C})\) satisfying \(\text{tr} A = 0\) and \(m \in \mathbb{Z}\);
3) \[
\pi(e_{i,m}) = \sum_{j=1}^{\infty} \sum_{k,\ell \in \mathbb{Z}} \partial_{x_{j,k+i+m} x_{i,k+j}} + m x_{i,-m} c
\]
\[+ e_{i,m} + \sum_{k \in \mathbb{Z}} x_{i,k} h_{k+m} - \sum_{j=1}^{\infty} \sum_{k \in \mathbb{Z}} x_{j,k} h_{E_{j,i}-\frac{1}{2} I_{i,i},k+m}
\]
for \(i = 1, 2, \ldots, n\) and \(m \in \mathbb{Z}\).

**Proof.** The proof follows easily from Theorem 4.1 if we expand the corresponding formal power series. \(\square\)

Let \(\sigma: \mathfrak{p}_{\text{nat}} \to \mathfrak{gl}(V)\) be a continuous \(\mathfrak{p}_{\text{nat}}\)-module such that \(\sigma(c) = k \cdot \text{id}_V\) for \(k \in \mathbb{C}\). The generalized imaginary Verma module at level \(k\) is

\[
\mathcal{M}_{\sigma,k,p}(V) = U(\mathfrak{g}) \otimes U(\mathfrak{p}_{\text{nat}}) V \simeq \text{Pol} \Omega_{\mathfrak{k}}(\widetilde{\mathfrak{h}}^*) \otimes \mathbb{C} V,
\]

where the corresponding action of \(\hat{\mathfrak{g}}\) on \(\text{Pol} \Omega_{\mathfrak{k}}(\widetilde{\mathfrak{h}}^*) \otimes \mathbb{C} V\) is given through the mapping

\[
\pi: \hat{\mathfrak{g}} \to \mathcal{R}_{\text{loc}}^{\mathfrak{p},p}
\]
in Theorem 4.2.

### 4.3 Imaginary Verma modules for \(\hat{\mathfrak{sl}}(2, \mathbb{C})\)

For the reader’s convenience, in this subsection we describe explicitly the imaginary Verma modules for the affine Kac-Moody algebra \(\hat{\mathfrak{sl}}(2, \mathbb{C})\). Despite the fact that it corresponds to the choice \(n = 1\) in the previous subsection, it is convenient to state it separately, as the simplest possible case.

Let us consider the standard basis of the Lie algebra \(\mathfrak{g} = \mathfrak{sl}(2, \mathbb{C})\) given by

\[
e = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad h = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad f = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]

The normalized \(\mathfrak{g}\)-invariant symmetric bilinear form \((\cdot, \cdot): \mathfrak{g} \otimes \mathbb{C} \mathfrak{g} \to \mathbb{C}\) on \(\mathfrak{g}\) is given by \((a, b) = \text{tr}(ab)\) for \(a, b \in \mathfrak{g}\), and the dual Coxeter number is \(h^\vee = 2\). In particular, we have

\[
(e, f) = 1, \quad (h, h) = 2, \quad (f, e) = 1,
\]

and zero otherwise.

We consider the Borel subalgebra \(\mathfrak{b} = \mathbb{C} e \oplus \mathbb{C} h\) with the corresponding nilradical \(\mathfrak{n} = \mathbb{C} e \) and opposite nilradical \(\mathfrak{n}^\vee = \mathbb{C} f\). Let \(x: \mathfrak{b} \to \mathbb{C}\) be a linear coordinate function on \(\mathfrak{n}\) defined by \(x(f) = 1\). Then the set \(\{f \otimes t^n; n \in \mathbb{Z}\}\) forms a topological basis of \(\mathcal{K}(\mathfrak{n}) = \mathfrak{n}_{\text{nat}}\), and the set \(\{x \otimes t^{-n-1} dt; n \in \mathbb{Z}\}\) forms a dual topological basis of \(\Omega_{\mathfrak{k}}(\mathfrak{h}^*) \simeq (\mathfrak{n}_{\text{nat}})^*\) with respect to the pairing \((\cdot, \cdot)\). We define the formal distributions \(a(z), a^*(z) \in \mathcal{A}_{\mathfrak{k}}(\mathfrak{n})[[z^\pm 1]]\) by

\[
a(z) = \sum_{n \in \mathbb{Z}} a_n z^{-n-1} = \sum_{n \in \mathbb{Z}} \partial_{x_n} z^{-n-1} \quad \text{and} \quad a^*(z) = \sum_{n \in \mathbb{Z}} a^*_n z^{-n} = \sum_{n \in \mathbb{Z}} x_{-n} z^{-n},
\]

so that we have \(a(z) = a_n(z)\) and \(a^*(z) = a^*_n(z)\). Finally, we introduce the formal power series \(u(z) \in \mathfrak{n} \otimes \mathcal{R}_{\text{loc}}^{\mathfrak{p},b}(z)\) by

\[
u(z) = a^*(z) f.
\]

**Theorem 4.3.** The embedding of \(\hat{\mathfrak{g}}\) into \(\mathcal{R}_{\text{loc}}^{\mathfrak{p},b}\) is given by

\[
\pi(c) = c,
\]
\[
\pi(f_n) = -\partial_{x_n},
\]
\[
\pi(h_n) = 2 \sum_{k \in \mathbb{Z}} \partial_{x_{k+n}} x_k + h_n,
\]
\[
\pi(e_n) = \sum_{k,\ell \in \mathbb{Z}} \partial_{x_{k+l+n}} x_{k+\ell} + n x_{-n} c + \sum_{k \in \mathbb{Z}} x_k h_{k+n} + e_n
\]
for \( n \in \mathbb{Z} \), or equivalently by

\[
\begin{align*}
\pi(c) &= c, \\
\pi(f(z)) &= -a(z), \\
\pi(h(z)) &= 2a(z)a^*(z) + b(z), \\
\pi(e(z)) &= a(z)a^*(z)^2 - \partial_z a^*(z)c + a^*(z)h(z) + e(z),
\end{align*}
\]

if we use the formal distributions.

**Proof.** The proof is a consequence of Theorem 4.2 and Theorem 4.1 for \( n = 1 \). \( \square \)

Let \( \sigma : b_{\text{nat}} \to \mathfrak{gl}(V) \) be a continuous \( b_{\text{nat}} \)-module such that \( \sigma(c) = k \cdot \text{id}_V \) for \( k \in \mathbb{C} \). The imaginary Verma module at level \( k \) is

\[
M_{\sigma,k,b}(V) = U(\mathfrak{g}) \otimes_{U(\mathfrak{p}_{\text{nat}})} V \simeq \text{Pol} \Omega_K(\tilde{n}^*) \otimes_\mathbb{C} V,
\]

where the corresponding action of \( \mathfrak{g} \) on \( \text{Pol} \Omega_K(\tilde{n}^*) \otimes_\mathbb{C} V \) is given through the mapping

\[
\pi : \mathfrak{g} \to R^b_{\text{loc}}
\]

in Theorem 4.3.
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