Small moments without long-range magnetic ordering in the zero-temperature ground state of the double-perovskite iridate $\text{Ba}_2\text{YIrO}_6$
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The spin-orbit coupled double perovskite iridate $\text{Ba}_2\text{YIrO}_6$ with $d^4$ occupancy of Ir is considered as a candidate material for a non-magnetic $J = 0$ ground state. The issue of existence of such a state in $\text{Ba}_2\text{YIrO}_6$ however has opened up intense debates both in experimental and theoretical studies. In this study, we revisit the issue using ab-initio density functional combined with dynamical mean-field theory to investigate the magnetic properties of $\text{Ba}_2\text{YIrO}_6$ down to zero temperature. To reach the ground state, a recently developed impurity solver based on tensor-product states working directly at zero temperature is employed. We find that $\text{Ba}_2\text{YIrO}_6$ has a small instantaneous non-zero magnetic moment, both at $T = 0$ K as well as at room temperature. We did not observe any evidence of magnetic ordering, not even at $T = 0$ K. From the calculated local magnetic susceptibility we see that the quantum fluctuations are very strong and effective in screening the instantaneous moments. This dynamical screening, together with frustration effects in the fcc lattice that can lead to almost degenerate magnetic ground states, prevents any long-range ordering.

I. INTRODUCTION

For a long time, 5$d$ materials have been considered as weakly correlated, as their spatially extended orbitals lead to a larger bandwidth $W$ and a lower interaction parameter $U$, compared to 3$d$ counterparts, pushing them out of the Mott-insulating region which occurs in general at $U \approx W$. However, this paradigm shifted with the famous observation of Kim et al. $^{11}$ that in the 5$d^5$ iridium oxide perovskite $\text{Sr}_2\text{IrO}_4$ the large spin-orbit coupling (SOC) of $\lambda \approx 0.4 \text{eV}$ splits the $t_{2g}$ bands into a fully filled $J_{3/2}^{\text{eff}}$ and a half-filled $J_{1/2}^{\text{eff}}$ bands. The $J_{1/2}^{\text{eff}}$ band itself has rather narrow band width, and a Coulomb repulsion of the order of $U = 2 \text{eV}$ is enough to split this band into two Hubbard bands, creating a $J_{1/2}^{\text{eff}}$ Mott-insulator.

This mechanism of strong correlations in the $J_{1/2}^{\text{eff}}$ leading to an insulating state has been confirmed in many of the subsequent studies, some using the tool of density functional theory (DFT) in conjunction with Dynamical Mean Field Theory (DMFT) $^{2,6}$. While the initial discussions on the above issue involved 5$d^5$ iridium oxides, subsequently other occupancies of iridium, e.g. 5$d^4$ also received attention. In this context, expanding the scope of perovskite architecture with general formula $\text{ABO}_3$ to double perovskites $\text{A}_2\text{BB’O}_6$, with two transition metal ions instead of only Ir, provides the necessary flexibility to alter the $d$ electron count of Ir by suitable choice of the other transition metal ion B’. In particular, we focus on $\text{Ba}_2\text{YIrO}_6$ (BYIO) double perovskite iridate, which has a nominal 5$d^3$ electronic configuration. Using the same arguments as have been put forward for 5$d^5$ iridates, i.e., a large splitting between the $J_{3/2}^{\text{eff}}$ and $J_{1/2}^{\text{eff}}$ states due to large SOC, one expects the $J_{3/2}^{\text{eff}}$ manifold to be fully filled and the $J_{1/2}^{\text{eff}}$ states empty in this case, resulting in a $J = 0$ van-Vleck insulator. However, the situation may be more complex for 5$d^4$ systems, as even a small hopping has been shown to lead to a magnetic state in a two-site calculation $^{7}$. While in 5$d^4$ NaIrO$_3$ a non-magnetic state has been observed $^{8-10}$, it has been attributed to geometric distortions rather than to SOC effects in first-principles calculations $^{11}$.

Among the $d^4$ iridate double perovskites, an unexpected magnetism was first observed in $\text{Sr}_2\text{YIrO}_6$ $^{12}$, as opposed to the predicted $J = 0$ state. This unexpected behavior was attributed to non-cubic crystal field effects, although the non-cubic crystal field splittings were found to be an order of magnitude weaker compared to the strength of SOC $^{11}$. Subsequent studies also focused on BYIO which has a distortion-free cubic crystal structure $^{8}$ $^{13}$ (see the upper panel of Fig. 1). Different to $\text{Sr}_2\text{YIrO}_6$, where the magnetic moments may be at least partly attributed to octahedral distortions in the crystal structure, this mechanism cannot be at work here, and the expectations were indeed to find a $J = 0$ state. However, already from the very first experimental studies, finite magnetic moments have been observed. Magnetic susceptibility measurements $^{8}$ $^{13}$ $^{17}$, involving fitting to Curie-Weiss behavior, reported $\mu_{\text{eff}}$ values between $0.16 \mu_B$ to $0.63 \mu_B$. RIXS $^{15}$ $^{19}$ and Muon-spin-relaxation techniques $^{17}$ $^{20}$ report similar values for the magnetic moment. Furthermore, all studies are consistent not only in the existence and the overall magnitude of the magnetic moment, but also in the fact that no long-range magnetic ordering can be observed down to the lowest reachable temperatures, e.g., $\sim 0.4 \text{K}$ in Ref. $^{8}$. 
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The only experimental result that does not fit into this picture is reported by Terzic et al. [21], which found not only considerably larger moments of up to 1.44 $\mu_B$, but also the onset of long-range order at 1.7 K. The reason for these experimental discrepancies still remains to be resolved.

Although there is consensus on the existence of the small magnetic moments, the explanations why they occur are more diverse. A first possibility is that in small magnetic moments, the explanations why they occurred is that in small magnetic moments, the exciton-condensation mechanism [22]. Calculations based on small clusters indeed find a $J = 0$ ground state [19, 23, 24], but the Ir-Ir interactions are found to be too weak to lead to excitonic condensation [18, 19, 25]. Together with the small variations in the magnetic moments depending on crystal preparations [15, 20], this has led to the interpretation of the magnetic moments coming from an exciton-condensation mechanism [18, 19, 25]. Together with the small variations in the magnetic moments depending on crystal preparations [15, 20], this has led to the interpretation of the magnetic moments coming from an exciton-condensation mechanism [18, 19, 25].

A second possible interpretation is that the polarization into $J_{1/2}^{0}$ and $J_{1/2}^{1}$ is incomplete due to band structure effects, and that the $J = 0$ state is actually never realized. This picture has been put forward early on based on density-functional theory (DFT) calculations [11]. However, the calculations within the DFT+U schemes lead to too large moments of about 1 $\mu_B$, and in addition to long-range magnetic order. Dynamic correlation effects at finite temperatures, included via the dynamical mean-field theory (DMFT) can reduce this moment significantly [26] to reach the experimental range of magnetic moments. However, these calculations are done at rather high temperatures, and cannot give conclusive answers on the existence of a long-range ordered state at zero temperature. In this work, we close this gap and extend the ab-initio many-body description of Ba$_2$YIrO$_6$ down to $T = 0$ K. It is worth mentioning at this point that the picture of homogeneous intrinsic moments is also favoured by the Muon spin relaxation experiments [17] which do not show any evidence for dilute magnetic centers.

In the present work, we use a combination of DFT and DMFT techniques to investigate the magnetic properties of the correlated double perovskite Ba$_2$YIrO$_6$. In contrast to previous DFT+DMFT calculations [25], we not only consider finite temperatures but, importantly, also zero temperature. For this purpose, we make use of a recently developed fork tensor-product state impurity solver (FTPS) [20]. We show that there is indeed an incomplete polarization of the $J_{1/2}^{1}$ orbitals, since the band width of the $J_{1/2}^{1}$ states is larger than the SOC strength. As a result, we find a small but finite intrinsic magnetic moment at all temperatures, when calculated as expectation value of the angular momentum operator. Interestingly, even at $T = 0$ K we do not find any evidence for long-range magnetic order, in agreement with experiments at lowest possible temperatures. We also calculated the local spin susceptibility and find that dynamical screening suppresses the local moments. Furthermore, we will argue below that the also the inherent frustration in the fcc lattice can lead to many possible magnetic states almost degenerate in energy [27], which competes with long-range ordering.

The reminder of the paper is structured as follows. In the next section we present the computational methods, with a special emphasis on the $T = 0$ K DMFT calculations for SOC, including off-diagonal hybridization functions. In Sec. II we first show that BYIO indeed exhibits intrinsic magnetic moments, and in the Appendix we present a benchmark calculation of Sr$_3$MgOsO$_6$ with our DFT+FTPS method, where an ordered state could be stabilized.

II. COMPUTATIONAL METHODS

For the DFT part of the calculation, we take the crystal-structure parameters from experiments [13]. This double-perovskite crystal structure is shown in the upper panel of Fig. 1 where we indicated also the oxygen octahedra surrounding the iridium ions. The DFT calculations including SOC were performed in linear augmented plane wave basis using the Wien2k code package [28] with the generalized gradient approximation for the exchange-correlation potential as formulated by Perdew, Burke and Ernzerhof (PBE). Standard settings of parameters for the plane wave cutoff, muffin-tin radii, etc., are used. Details and input files can be obtained from the authors upon request. The calculations were performed using $10^4$ $k$-points in the irreducible Brillouin zone.

For the many-body treatment of electronic correlations we use a set of projective Wannier functions [29, 30]. From the DFT band structure shown in the lower panel of Fig. 1 one can estimate the necessary energy window for the projection, which we set to $W = [-1.3,4.4]$ eV around the Fermi level, to account for the full Ir $d$ manifold. Note that the $e_g$ and $t_{2g}$, are not exact irreducible representations any more in presence of SOC. Nevertheless, we formulate the DMFT impurity problem only within the low-energy three-band $t_{2g}$-like subset, which means that we formulate our correlated problem in the set of $J_{3/2}^{0}$ and $J_{1/2}^{1}$ states. We will argue and show below that this approximation of neglecting the $e_g$ states is well justified.

The DMFT self-consistency cycle was performed using the TRIQS/DFTTOOLS toolkit [31, 32]. The analytic continuation of the imaginary frequency Green’s functions was performed using the TRIQS/MAXENT code [33]. To include interactions, a Slater-type Hamiltonian with rather standard values of $U_S = 2$ eV and $J_S = 0.3$, eV was added, where the subscript $S$ refers to the Slater convention of interaction parameters [34]. These values are consistent with recent calculations on...
iridates, and also justified by constrained random-phase calculations [2]. Working just in the $t_{2g}$-manifold, the Slater Hamiltonian with these interaction parameters is fully equivalent to a Kanamori-type Hamiltonian with $U_K = 2.34$ eV and $J_K = 0.23$ eV, with subscripts $K$ referring to the Kanamori convention [34]. Note that irrespective of the chosen convention, Slater or Kanamori, the matrix elements of the interaction matrix are exactly the same.

For the calculations concerning a possible long-range antiferromagnetic ordering, we apply a Type-I antiferromagnetic structure that consists of ferromagnetic a-b planes of Ir atoms, which are staggered antiferromagnetically along the c-axis, as suggested in Ref. [11]. The unit cell of the crystal structure was therefore doubled, yielding the Type I antiferromagnetic supercell. For the antiferromagnetic DMFT calculations, we started from a non-magnetic DFT calculation, so all magnetic ordering effects are included on DMFT level by the self energy.

**Impurity solvers**

The choice of solver for the auxiliary impurity model in DMFT has big implications on the reachable temperature regime. While quantum Monte-Carlo (QMC) methods are limited to finite temperatures, zero-temperature methods such as exact diagonalization or matrix-product-states (MPS) solvers, are usually limited by the number of bath sites and/or the number of orbitals. In this work, different to previous studies, we use both QMC as well as MPS-based methods in order to cover the full temperature range from room temperature down to $T = 0$ K.

First, we use a state-of-the-art continuous-time quantum Monte-Carlo solver in the hybridization expansion [35, 36] as implemented in the TRIQS/CTHYB package [37]. While this is a well-established method, it is limited in its application by the fermionic sign problem, in particular in cases with SOC. For high-enough temperatures this can be tackled by working in so-called numerical $j$-basis, where $H_{loc}$ is diagonal, thus improving the average fermionic sign and making calculations feasible. However, as the average sign scales exponentially with the inverse temperature, any fermionic sign smaller than 1.0 will eventually make calculations extremely difficult below some temperature. In particular, for the investigation of a possible magnetic ordering, which is supposed to happen, if at all, only below a temperature of the order of 1 K in BYIO, another method for the solution of the DMFT impurity problem needs to be used.

In order to reach the ground state of the system, a
FIG. 3. Converged DMFT hybridization function for a diagonal element \( \Delta_{0,0}(\omega) \) (top panel) and two off-diagonal elements \( \Delta_{0,1}(\omega) \) (middle panel) and \( \Delta_{0,2}(\omega) \) (bottom panel) of paramagnetic \( \text{Ba}_2\text{YIrO}_6 \) at \( T = 0 \). They correspond to the converged calculations presented below in Fig. 5. In color (blue Re-part, orange Im-Part) is the continuous hybridization function \( \Delta(\omega) \) given by Eq. (1), in black the reconstructed hybridization function from the discretized bath \( \Delta_{\text{Bath}}(\omega) \). For the plot the discretized (delta-)peaks were broadened by \( \eta \sim 0.025 \, \text{eV} \). The apparent noise in \( \Delta(\omega) \) around \( 3 \, \text{eV} \) is coming from the \( k \)-sum in the calculation of \( G_{\text{loc}}(\omega) \), as we have only small imaginary parts of the self energy acting on this energy range (and thus no broadening). The indices 0, 1, 2 refer to the orbitals \( |d_{xy}^\uparrow\rangle, |d_{xz}^\uparrow\rangle, |d_{yz}^\uparrow\rangle \), respectively.

\( T = 0 \) real-axis solver based on MPS in a special geometry, the Fork Tensor Product States (FTPS) solver was employed. This allows good bath discretizations with \( N_b = \mathcal{O}(100) \) bath sites per orbital, even with off-diagonal elements in the hybridization function \( \Delta(\omega) \). Since the application of the FTPS solver to a model with (spin-orbit induced) complex off-diagonal hybridization is not as straight forward as compared to models with diagonal hybridizations only, we take the liberty to briefly outline the discretization process in the following.

As we are working in an MPS representation, we need to define the impurity Hamiltonian (and thus also the hybridization function) in form of an Matrix-Product operator (MPO) using a finite number of discrete bath sites.

Doing so requires a discretization of the continuous hybridization function, given by (the second line coming from Dyson’s equation):

\[
\Delta(\omega) = \omega - G_{\text{loc}}^{-1}(\omega) - H_{\text{loc}} + i\eta = \omega - G_{\text{loc}}(\omega)^{-1} + \Sigma(\omega) - H_{\text{loc}} + i\eta, \tag{1}
\]

with \( \eta \) a small positive number.

We want to emphasize that in the presence of spin-orbit coupling \( \Delta, G_{\text{loc}}, G_0, \Sigma \) and \( H_{\text{loc}} \) all become matrix-valued quantities; the hybridization function allows hopping from impurity \( m \) to the bath sites of impurity \( m' \) and vice versa.

The corresponding part of the impurity Hamiltonian related to the bath degrees of freedom then can be written as

\[
H_{\text{Bath}} = \sum_{ml} \epsilon_{ml} n_{ml} + \sum_{mm'l} V_{mm'l}(c_{ml}^\dagger c_{m'l} + \text{h.c.}), \tag{2}
\]

leading to a (discrete) hybridization function

\[
\Delta_{\text{Bath}}(\omega)_{mm'} = \sum_{\ell} \frac{V_{mm'\ell}}{\omega - \epsilon_{m\ell} + i\eta}. \tag{3}
\]

We denote the correlated orbitals on the impurity by \( m \) and \( m' \) (with the spin implicitly included in \( m, m' \)). For each orbital \( m \), bath sites are attached numbered by the index \( l \), where \( l = 0 \) corresponds to the impurity orbital itself and \( l > 0 \) to the actual bath orbitals. A sketch of this FTPS structure is depicted in Fig. 2. We want to note here that we apply the FTPS in the standard cubic \( t_{2g} \)-basis, since this allows to use the standard Kanamori implementation of the MPO of the interaction Hamiltonian for the time evolution. This is much simpler than using the rotated MPO in the numerical \( j \)-basis.

In the original FTPS structure (see [20]), each impurity orbital \( (l = 0) \) is linked to a chain of bath orbitals, and also to its neighboring impurity orbitals, but no direct couplings between the bath orbitals for different \( m \) are included. In Eq. 2 this corresponds to \( V_{mm'\ell} = V_{ml} \delta_{mm'}. \)

From that it is obvious that this can only represent a hybridization functions that is diagonal in orbital space, i.e. \( \Delta_{mm'}(\omega) = \Delta_m(\omega) \delta_{mm'}. \)

To allow for off-diagonal hybridization functions, we need to add off-diagonal couplings between an impurity orbital (any \( m \), and \( l = 0 \)) to the bath chains of a different impurity orbital (\( m' \neq m, l > 0 \)). The discretization from \( \Delta_{ij}(\omega) \) yielding the parameters \( V_{mm'\ell} \) and \( \epsilon_{ml} \) itself involves a Cholesky decomposition of the integrated hybridization spectral function \( \int d\omega i/(2\pi)(\Delta - \Delta^\dagger) \), as already laid out in the original FTPS work [20]. The continuous hybridization function \( \Delta(\omega) \) from Eq. (1) as well as the discretized bath hybridization function \( \Delta_{\text{Bath}}(\omega) \) used in the DMFT cycle (with 100 bath-sites per orbital) can be seen in Fig. 3 both for a diagonal element as well as for two off-diagonal elements. We find that the \( \Delta_{\text{Bath}}(\omega) \) almost perfectly resembles the continuous hybridization function \( \Delta(\omega) \).
While we omit the high-energy $e_g$-like orbitals in the impurity model, it is obvious from Fig. 3 that there is a significant contribution in the hybridization, seen around 3 eV, coming from $t_{2g}$-$e_g$ hybridizations due to SOC. However, the self energy at these energies is small. As a result, this contribution to $\Delta(\omega)$ is not broadened by any self-energy, and therefore has a more spiky structure. Furthermore we checked whether these high-energy hybridizations have any impact on the results. We benchmarked our results using $\Delta(\omega)$ as shown in Fig. 3 with a calculation where we stopped the bath discretization at 1.8 eV, thus effectively omitting these contributions. We found that results did not change significantly, which is another justification a-posteriori to only use the three $t_{2g}$-like orbitals in the impurity model.

Some attention has to be paid to the actual implementation of these off-diagonal terms into the FTPS tensor structure. If one just adds this link between the two tensors as indicated by the red dashed line in Fig. 2, it is not possible to calculate the Schmidt decompositions, and thus perform the ground-state search à la density-matrix renormalization group (DMRG). However, Schmidt decomposition and DMRG remains possible by adding these terms along the original structure (along the green line in Fig. 2), which leads to a small increase in bond-dimensions in the MPO and thus to an increase in entanglement in the TPS during DMRG and the time evolution, especially between the impurities. To keep to computational cost in control, an upper limit of the bond-dimensions of 250 (200) was chosen between the impurity orbitals (between impurity orbital and bath). This led to a truncated weight in the order of $O(10^{-6})$ during the singular-value decompositions of the time-evolution.

III. RESULTS

A. Atomic limit and tp-equivalence

Let us start the discussion of the electronic properties with a look at the atomic problem. Iridium being a heavy element and the octahedral oxygen environment in (double) perovskites imply that two important competing effects are responsible for the local Hamiltonian and thus, the local energy levels: Spin-orbit coupling $H_{SOC}$ on the one hand, and (cubic) crystal-field splitting $H_{CF}$ on the other hand. In absence of SOC ($H_{SOC} = 0$), the Hamiltonian is spin-diagonal, and the five $d$ orbitals get split into three lower-energy $t_{2g}$ and two higher-energy $e_g$ orbitals per spin. The basis functions for this case we will refer to as the cubic basis. In absence of a crystal field ($H_{CF} = 0$), SOC induces four-fold degenerate lower-energy $J_{3/2}$ and six-fold degenerate higher-energy $J_{5/2}$ orbitals. The basis that diagonalizes this Hamiltonian is called the $j$-basis. These two extreme cases can be seen in Fig. 4. We define a single-particle Hamiltonian $H = \Theta'(\kappa)H_{SOC} + \Theta'(-\kappa)H_{CF}$ with $\Theta'(\kappa) := \kappa - \Theta(\kappa)\kappa + 1$, where $\kappa = -1$ and $\kappa = 1$ refer to the pure crystal field and pure SOC Hamiltonians, respectively.

When both effects act simultaneously, SOC splits the $t_{2g}$ orbitals into two lower-lying $J_{3/2}$ and a higher-lying $J_{1/2}$ orbital. However, $H_{SOC}$ also adds coupling terms between the $t_{2g}$ and $e_g$ blocks. If $t_{2g}$ and $e_g$ are well separated in energy, one can neglect these couplings. The so-called tp-equivalence [38] then states that, considering the $t_{2g}$ orbitals decoupled from the $e_g$ orbitals, $H_{SOC}$ has the same effect as it would have on a $l = 1$, i.e., $p$ manifold but with opposite sign for the angular momentum operators. The tp-equivalence is plotted as black dashed lines in Fig. 4. One can see that for our particular energy levels it works well until roughly $\kappa \approx 0.8$, where the SOC term is 4 times bigger than the CF splitting.

In this single-particle picture in the atomic limit, one might expect the four electrons of $Ba_2YIrO_6$ to fully occupy the $J_{3/2}$ orbitals, leaving the $J_{1/2}$ empty. As this would completely fill the shell, the total magnetic moment would be zero. Conversely, any intrinsic magnetic moment in such a four-electron system can be linked to a non-zero occupancy of the $J_{1/2}$ state. This finite non-zero occupation is very unlikely to occur in the atomic limit, as we will discuss also below, but can happen through large enough band-widths of the $J_{3/2}$ and $J_{1/2}$ derived bands, compared to crystal field splitting and SOC. It is important to note that regardless of the amount of SOC or CF, the $J_{1/2}$ state in Fig. 4 is always given by $\langle \sigma = \uparrow \rangle$.
for + and $\sigma = \downarrow$ for –):

$$J_{1/2, \pm}^{\text{eff}} = 1/\sqrt{3} (|d_{xy}^\sigma\rangle - i |d_{xz}^\sigma\rangle \pm |d_{yz}^\sigma\rangle)$$

We also find that, when diagonalizing the local Hamiltonian to reduce the fermionic sign problem in QMC as described above, the eigenvalue corresponding to the $J_{1/2}^{\text{eff}}$ state is numerically indistinguishable from the form given by Eq. [4].

We want to end this section with noting that this situation would become much more involved in case of non-cubic crystal field splittings. For instance, a tetragonal distortion of the octahedra would lead already without SOC to a splitting into doubly and singly degenerate manifolds, similar to the $J_{3/2}$ and $J_{1/2}^{\text{eff}}$, splitting shown in Fig. 4 for $\kappa = 0$. However, the basis sets diagonalizing the two situations are different, cubic basis functions in case of tetragonal crystal fields vs. $j$-basis for SOC. As a result, neither of the two basis sets diagonalizes the system when tetragonal crystal field and SOC are both present in the Hamiltonian [39]. Therefore, $J$ is not a good quantum number any more, which might lead to a breakdown of the $J = 0$ state in this situation. Arguments along these lines, using non-cubic crystal fields, have been put forward to explain the magnetic behavior of Sr$_2$YIrO$_6$ [11,12].

B. Magnetic Moment from Ab-Initio

As has been reported already earlier [11], calculations within DFT give several magnetically ordered states, which are energetically favored over the non-magnetic ground state. We reproduce here that the DFT gives long-range magnetic ordering in the Type-I magnetic unit cell [11], with an ordered moment of 1.07 $\mu_\text{B}$. However, this magnetic moment is not the moment measured in experiments, which are done in a paramagnetic phase of Ba$_2$YIrO$_6$, and therefore rather related to the expectation value of $J^2$ in the paramagnetic phase. That means that we need to calculate this property from the paramagnetic impurity problem, which we do in the following.

Projecting the paramagnetic DFT results on the correlated subspace, we find the local SOC strength $\lambda$ to be $\approx 0.3$ eV (see Eq. [6]). This is not enough to fully separate the $J_{1/2}^{\text{eff}}$ and $J_{3/2}^{\text{eff}}$ bands as can be seen in Fig. 1, where the $J_{1/2}^{\text{eff}}$ band even intersects the Fermi level around the $\Gamma$ point. This leads to a finite non-zero filling of the $J_{1/2}^{\text{eff}}$ orbital of 0.17 in DFT.

The total local Hamiltonian (including SOC off-diagonal elements) projected onto the $t_{2g}$ subspace in the cubic basis reads as follows (order of the basis vectors $|d_{xy}^\sigma\rangle$, $|d_{xz}^\sigma\rangle$, $|d_{yz}^\sigma\rangle$, $|d_{xz}^\sigma\rangle$, $|d_{yz}^\sigma\rangle$, units in eV):

$$H_{\text{loc}} = 
\begin{pmatrix}
-0.13 & 0.15i & -0.15i \\
-0.13 & 0.15i & -0.15i \\
-0.15i & -0.15 & 0.15i \\
0.15 & -0.15 & -0.13 \\
-0.13 & -0.15i & 0.15i & -0.13
\end{pmatrix}$$

with the diagonal elements of $-0.13$ eV corresponding to the chemical potential.

To account for interactions, a Slater type interaction Hamiltonian with screened Hubbard interaction $U_S = 2$ eV and Hund’s coupling $J_S = 0.3$ eV was added. Exact diagonalization of this interacting system in the atomic limit (thus ignoring band dispersion effects) at finite temperature $\beta = 40$ eV$^{-1}$ yields a non-magnetic ground state for BYIO, since the $J_{1/2}^{\text{eff}}$ orbital is empty in this limit, see Table. [4].

To quantify the magnetic moment beyond the atomic limit within our DMFT calculations, two approaches were taken. Firstly, we simply measured the occupation of the $J_{1/2}^{\text{eff}}$ state. Secondly, we measured the expectation value of the angular momentum operator $\langle J^2 \rangle$.

As we are working in the space of $t_{2g}$ orbitals only, we can take advantage of the tp-equivalence [38], leading to $\langle J^2 \rangle = \langle L^2 \rangle + \langle S^2 \rangle - 2 \langle LS \rangle$, with $L$ being the $l = 1$, $p$-orbital momentum operator (note the minus-sign in the $LS$ term coming from the tp-equivalence).

To actually measure expectation values in our calculations, depending on the method two different approaches were taken: In CTHYB the many-body density-matrix (at finite temperature $\beta = 40$ eV$^{-1}$) can be sampled, allowing to calculate $\langle O \rangle = \text{Tr}(\rho O)$. In FTPS, the operator is simply evaluated in the $T = 0$ K ground state $\langle GS | O | GS \rangle$ given by DMRG: $\langle O \rangle = \langle GS | O | GS \rangle$. The results for both methods, together with the results in the atomic limit, can be found in Table. [4].

While the atomic limit yields a non-magnetic result,
as soon as band-structure effects come into play, the $J_{1/2}$ state becomes partially occupied. This is already the case in DFT(+SOC) without any interactions where we find an occupation of the $J_{1/2}$ orbital of $n_{J_{1/2}}^{\text{DFT}} = 0.17$. When adding interactions, the occupation of the $J_{1/2}$ orbital is reduced, but still remains finite, leaving a non-zero magnetic moment regardless of temperature.

This can also be seen in the orbital-resolved spectral function (Fig. 1), as both in CTHYB and FTPS there is a finite spectral weight of $J_{1/2}$ character around $-3$ eV below the Fermi level. Even on the DFT level (see Fig. 1) there is spectral weight of $J_{1/2}$ below the Fermi level, i.e., the spin-orbit coupling is not strong enough to fully separate the bands. From previous work we know that SOC and Hund’s coupling $J_S$ are competing in terms of spin-orbital polarization. Also here, reducing the Hund’s coupling to $J_S = 0.1$ eV (while keeping all other parameters constant) results in a more polarized state with $n_{J_{1/2}} = 0.03$, whereas increasing it to $J_S = 0.5$ eV gives $n_{J_{1/2}} = 0.14$.

Thus, the finite magnetic moment is due to a band-structure effect - the broadening of the atomic levels due to hopping being too large compared to SOC. The interaction then acts on both $J_{1/2}$ and $J_{3/2}$ orbitals, leading to a metal-insulator transition. A finite Hund’s coupling $J_S$ prevents a full polarization and, thus, leads to an insulating state with finite magnetic moment.

### C. Magnetic Ordering in BYIO

In spin-polarized DFT, Ba$_2$YIrO$_6$ can be stabilized in an antiferromagnetic Type I configuration, consisting of ferromagnetic layers that order antiferromagnetically along the c axis. As already mentioned in the introduction, magnetic long-range ordering was reported in a single experimental work [21], although all others basically disagree [8] [16] [20]. As the suspected ordering temperature lies in the region of $O(1 \text{K})$, quantum Monte-Carlo solvers cannot address this ordering phenomenon - even taking into account that, being a mean-field theory, DMFT overestimates transition temperatures by a factor of up to 2.

As expected, at all temperatures down to 150 K ($\beta = 80 \text{ eV}^{-1}$), the CTQMC-DMFT calculations in a Type I supercell have resulted in no ordering, since the temperatures were much larger than the expected transition temperature. In order to tackle the possible transition temperature, we did the same calculations also carefully at zero temperature, using the FTPS impurity solver as outlined in detail in the previous sections. In these calculations, an external (antiferro-) magnetic field $h_{\text{ext}}$ was added to the local Hamiltonian for the first five DMFT self-consistency iterations, which was then linearly reduced to zero during the next five iterations (see Fig. 0). The main finding is that even with this initial seed, no ordering could be stabilised in this antiferromagnetic Type I structure.

Although we did not find ordering in the Type-I structure, one might think of the possibility that the system wants to order in a different pattern. In order to get a hint, whether this is a likely option, we took the standard unit cell, and did calculations in a ferromagnetic (FM) setup. Although we did not expect the FM state to be the ground state, these calculations normally show whether there is at all some tendency towards ordering. For instance, if the system wants to order in an AF pattern, the DMFT calculation in the FM setting would lead to magnetic moments which are finite, but change sign from one iteration to the next. This oscillating moment behavior vanishes by taking the correct AF sublattice structure into account. This has been found early on in model calculations on the Bethe lattice and is well understood (see, e.g., Ref. [20], page 31f). Here, however, also these calculations lead to a paramagnetic state with vanishing ordered moments. This is a clear indication that the absence of long-range order in the Type-I structure is not due to a wrongly assumed magnetic ordering pattern, but really due to absence of any long-range order.

Finally, let us look into some possible mechanisms that can be responsible for the lack of ordering at zero temperature. While classical mean-field theory always yields a finite transition temperature for finite moments with a finite magnetic coupling, two possible mechanisms leading to a state without long-range ordering are discussed in literature [17]: frustration effects, and formation of non-local spin-singlets. Dealing with the latter first, formation of non-local spin singlets implies that local moments are present at some elevated temperature, but when going below some critical scale, the moments pair up in singlets such that there is no net moment available that could respond to magnetism. This mechanism is very much in line with the Kondo screening of local moments below the Kondo scale. First of all, this non-local screening cannot be captured in a single-site DMFT calculation as we do it here. However, if solely this screening which we do not include in our calculation was at work, we should see a long-range ordering in single-site DMFT. Also experimentally, there is no evidence for this kind of screening. It would mean that the magnetic susceptibility shows a $1/T$ upturn when lowering the temperature, and then eventually saturates below the screening scale.

### TABLE I. Expectation values of angular momenta and orbital filling for the atomic limit (AL), CTHYB-DMFT (at $\beta = 40 \text{ eV}^{-1}$) and FTPS-DMFT (at $T = 0$) calculations. $J^2 = L^2 + S^2 - 2LS$ due to the tp-equivalence [38].

|                | $\langle J^2 \rangle$ | $\langle S^2 \rangle$ | $\langle J S \rangle$ | $\langle J^2 \rangle n_{J_{1/2}}^{\text{DFT}}$ |
|----------------|-----------------------|------------------------|------------------------|-----------------------------------------------|
| AL             | 1.86                  | 1.86                   | 0.00                   | 0.00                                          |
| CTHYB          | 1.85                  | 1.85                   | 1.76                   | 0.19                                          |
| FTPS           | 1.88                  | 1.82                   | 1.75                   | 0.20                                          |
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Finally, let us look into some possible mechanisms that can be responsible for the lack of ordering at zero temperature. While classical mean-field theory always yields a finite transition temperature for finite moments with a finite magnetic coupling, two possible mechanisms leading to a state without long-range ordering are discussed in literature [17]: frustration effects, and formation of non-local spin-singlets. Dealing with the latter first, formation of non-local spin singlets implies that local moments are present at some elevated temperature, but when going below some critical scale, the moments pair up in singlets such that there is no net moment available that could respond to magnetism. This mechanism is very much in line with the Kondo screening of local moments below the Kondo scale. First of all, this non-local screening cannot be captured in a single-site DMFT calculation as we do it here. However, if solely this screening which we do not include in our calculation was at work, we should see a long-range ordering in single-site DMFT. Also experimentally, there is no evidence for this kind of screening. It would mean that the magnetic susceptibility shows a $1/T$ upturn when lowering the temperature, and then eventually saturates below the screening scale.
FIG. 6. Convergence of the magnetic polarization of Ba$_2$YIrO$_6$ towards the non-ordered state, in the $T = 0$ K calculations. Top panel: Orbital densities according to up and down spin polarizations. Bottom panel: An external (antiferro-) magnetic field $h_{\text{ext}}$ was added to the Hamiltonian for the first 10 iterations to initialize the system in an ordered state.

FIG. 7. Local susceptibility $\chi(\omega = 0)$ of Ba$_2$YIrO$_6$ calculated by $\tau$ integration of the dynamic susceptibility $\chi(\tau) = \langle J_z(\tau)J_z(0) \rangle$, which is shown in the inset for $\beta = 20, 40, 60$ eV$^{-1}$ (in blue, orange, and green, resp.) as sampled by CTHYB. The absence of Curie-Weiss behaviour can be seen as $\chi(\tau)$ goes to zero in the center of the imaginary-time interval, making the $\tau$ integration temperature-independent. Just as in the well-known Kondo effect. To our knowledge, no such saturation has been identified up to now.

Another effect that can cause the breakdown of long-range ordering is frustration. In double perovskites, the magnetic ions form an fcc sublattice with edge-sharing, highly frustrated tetrahedra. This geometric frustration generally works against magnetic ordering, even if the magnetic coupling constants are large. As a result, this frustration can lead to many different, almost degenerate magnetic states, in particular for situations with small exchange couplings as we have it here. Taking the DFT total energy difference between different magnetic ordering patterns such as FM, Type I AF, Type III AF (consisting of FM (210) layers, staggered antiferromagnetically), as well as non-magnetic calculations (see the supplementary material of Ref. [11] for actual DFT energies), we can see that all the AF ordered phases lie within an energy range of just 2 meV. Ferromagnetic ordering and non-magnetic are also only an order of 10 meV higher in energy. These tiny differences in energy mean that the couplings themselves are likely to be very small. As a result, there are many different magnetic configurations available for the system, and one could imagine a strong competition between them which prevents the system to eventually choose one of them to be the ground state [27].

To go beyond speculations, we determined the magnetic response of the system by calculating the local spin-susceptibility,

$$\chi(\tau) = \langle J_z(\tau)J_z(0) \rangle; \quad \chi(\omega = 0) = \int_0^\beta \chi(\tau)d\tau, \quad (6)$$

from the Anderson impurity model. Both these quantities, $\chi(\tau)$ as well as the static susceptibility $\chi(\omega = 0)$ are shown in Fig. 7. The dynamical screening of the moments is so strong that the value of $\chi(\tau)$ drops to zero quickly as function of imaginary time $\tau$ (see inset of Fig. 7). This behavior is just the opposite to stable long-lived moments, where this screening is weak and $\chi(\tau)$ tends to a constant for large $\tau$. We therefore conclude that these dynamical screening prevents long-range order, since local moments are not-long lived enough to form such an ordered state.

IV. CONCLUSIONS

We have shown from first-principle DFT+DMFT calculations that Ba$_2$YIrO$_6$ indeed hosts a small, intrinsic magnetic moment at all investigated temperatures. We could show that this moment is absent in atomic-limit calculations, which in turn means that the moment is caused by an incomplete polarization of the $J_{1/2}^{\text{eff}}$ and $J_{3/2}^{\text{eff}}$ orbitals, since SOC is not strong enough to overcome the finite band-widths. The small but finite occupation of the $J_{1/2}^{\text{eff}}$ orbital nicely corroborate the small but finite expectation values of the $\langle J^2 \rangle$ operator, which corresponds to the effective magnitude of the local magnetic moment.

However, although there is a finite magnetic moment present at all temperatures in our DFT+DMFT calculations, there is no stable antiferromagnetic long-range ordering, not even at zero temperature. We argue that this lack of ordering stems from dynamical quantum fluctuations, which screen the local moments. Together with the inherent frustration in the fcc lattice with many magnetic ordering patterns competing at low energy, this further prevents the long-range ordered state.
FIG. 8. Spin resolved FTPS spectral function for ordered Sr$_2$MgOsO$_6$ at $T = 0$. Shown in red is the total DOS for up spins, and in blue for down spins. The black dashed line is the non-magnetic DFT results.
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V. APPENDIX: $T = 0$ MAGNETIC ORDERING IN SR$_2$MGOSO$_6$

As we have found no long-range magnetic ordering at $T = 0$ for BYIO, the question remains whether this is just a shortcoming of our DFT+FTPS method. As, to our knowledge, no ordered calculations at $T = 0$ including spin-orbit coupling have been done within the DFT+FTPS framework, we performed a benchmarking calculation using Sr$_2$MgOsO$_6$ (SMOO) as a sample.

Like BYIO, SMOO crystallizes in a rocksalt-ordered double perovskite structure \[\text{[41]}\]. However, in contrast to Ba$_2$YIrO$_6$ which has a perfect cubic structure, SMOO’s oxygen octahedra are tilted around the c-axis by an angle of 9°, and are compressed by Jahn-Teller distortions leading to a reduced symmetry of $I4/m$ (as opposed to Fm$\overline{3}m$ for BYIO). Furthermore SMOO shows vastly different magnetic and electronic behaviour compared to BYIO: In the atomic picture, its 5$d^2$ electron configuration on the Os atoms leads to half-filling of the $J_{3/2}$ orbitals and thus a large magnetic moment. These large moments order antiferromagnetically at about 110 K, reported the highest Neél temperature among all double perovskite oxides \[\text{[41]}\]. SMOO can thus be used as a benchmark to verify the DFT+FTPS approach for magnetic ordering at $T = 0$.

We repeated our DFT+FTPS approach as introduced in the Methods section. Starting from an unpolarized DFT calculation including SOC, the Bloch bands within an energy window of $W = [-1.2,5.8]$ eV were projected onto the whole Os $d$ manifold. The window was chosen in a way, that the occupations in the local orbitals on the Os site match with the nominal value of 2.0. The two higher-energy $e_g$-like orbitals were omitted in the DMFT calculation, leaving an effective 3-band model as in BYIO. On top of this, a Kanamori-type interaction Hamiltonian with $U_K = 2.5$ and $J_K = 0.375$ (based on cRPA results from \[\text{[42]}\]) was added. The FTPS calculation with 100 bath sites per orbital converged to a clearly ordered solution (see Fig. 8) for SMOO.

An estimate of the ordered magnetic moment can be calculated by the spin-contribution $\mu_S = |n_{\uparrow} - n_{\downarrow}| = 1.35 \mu_B$, which is significantly reduced from the fully polarized $2 \mu_B$ by SOC. We want to emphasize here, that the idea of this benchmark calculation was to stabilize an ordered state at $T = 0$ in the first place. For a realistic quantitative calculation of the ordered magnetic moment in SMOO one should not ignore covalency effects which might further reduce the ordered moment, as discussed in Ref. \[\text{[43]}\]. While such calculations are definitely possible within DFT+DMFT (see, e.g., \[\text{[44]}\]) and have shown to reduce magnetic moments (e.g., \[\text{[45]}\]), the inclusion of oxygen hybridization would not add to the purpose of this benchmark calculation.

We can thus conclude that our DFT+FTPS method is able to produce ordered results at $T = 0$ K, and the absence of long-range magnetic ordering in BYIO is not merely an artifact of the used method.
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