Choice of the Number of Hidden Layers for Back Propagation Neural Network Driven by Stock Price Data and Application to Price Prediction
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Abstract. Since the stock market is dynamic and nonlinear, we adopt the neural network to forecast the stock price. We construct the single hidden layer prediction model firstly, and analyse the effect of prediction accuracy on neurons amount and epochs. To improve the prediction accuracy and operating rate, we then construct the multiple hidden layers prediction model, and provide some theory guide on setting the number of each hidden layer for neural network with multiple hidden layers. Finally, we make a choice of the number of hidden layers by analysing the effect of stock price prediction, and the empirical results obtained demonstrate that the prediction performance of two hidden layers prediction model is better than that of the single hidden layer prediction model. Additionally, the empirical results obtained also demonstrate that the more epochs of training network, the better the results obtained with using the same number of neurons.

1. Introduction

Stock investment is a way to obtain higher returns, and has attracted the favour of the majority of investors. Although high returns and high risks in stocks go hand in hand, it doesn't sap stock investors' appetite. Accurately forecasting the stock price is the best way to effectively avoid stock risk, which has attracted many scholars to participate in the stock market research and provide risk hedging tools for the stock market investors. Recently, scholars have put forward many data analysis methods to predict the future price movement of a stock. Of varied methods, the study methodologies are statistical analysis method and machine learning approach.

The statistical analysis methods have been applied to forecast stock price in [1] and [2], include exponential smoothing method, linear regression method, moving average (MA) and autoregressive integrated moving average (ARIMA). Meanwhile, [3] and [4] propose that ARIMA model is a simple and acceptable method to model stationary time series data, and is widely used to analyse and predict linear time series data, and has strong short-term forecasting potential. However, [5] points out that the stock market is dynamic, nonlinear, complex, non-parametric and chaotic in nature. Literatures [6] and [7] show that autoregressive conditional heteroscedasticity (ARCH) and generalized autoregressive conditional heteroscedasticity (GARCH) can handle nonlinear time series data, but these traditional statistics analytical methods are difficult to reveal the internal law of the stock market.

Machine learning can be also used to model the nonlinear statistical data effectively, such as artificial neural network (ANN) [8], support vector machine regression (SVMR) [9], least squares support vector
machine regression (LS-SVMR) [10] and so on. Moreover, literature [11] has revealed the superiority of ANN over ARIMA model. Thus, as a machine learning method, ANN is considered in this paper.

ANN is one of artificial system, which simulates structural and functional characteristics of biological neural network resorted to engineering technological means, and has been widely used to deal with financial time series data. For instance, feed forward neural network (FFNN) [12], back propagation neural network (BPNN) [13], radial basis function neural network (RBFNN) [14], general regression neural network (GRNN) [15] and so on. Among these methods, FFNN just passes on a message layer-by-layer with relatively slow convergence rate and comparatively high error, and BPNN adopts back propagation algorithm for improving the development of FFNN. Meanwhile, literature [16] shows that BPNN consistently and robustly outperforms the other models by comparing the forecasting results. However, as a non-convex function, neural network exists multiple extremum points, so neural network may find local minimum value rather than global minimum value. In order to prevent the network falling into local minimum and improve the prediction performance of the neural networks, some researchers come up with several methods. For instance, Levenber-Marquardt algorithm [17], additional momentum method and self-adaptive learning rate adjustment method18, genetic algorithm (GA) [19,20,21], simulated annealing algorithm (SA) [22] and so on. Whereas, particle swarm optimization based on uncertain knowledge and wavelet analysis method are used to optimize SVR in [23] and [24].

On the whole, those studies [17,18,19,20,21,22] mainly pay attention to avoiding falling into local minimum value and further increasing the predictive effectiveness of BPNN by combining other optimization methods, rarely considering its constitution. They adopt the BPNN which have only one hidden layer among the input and output layers. In this paper, we first construct the single hidden layer prediction model to forecast the stock price, but the trend of predicted results is not in accord with that of the actual values at some points. We try to solve this problem by increasing the epochs. However, the more epochs we choose, the longer it takes to train the neural network. Then, we construct the multiple hidden layers prediction model to forecast the stock price, and we find that it can improve the prediction performance without increasing the training time of neural network. Additionally, a kind of design method is presented to provide some theory guide on setting the number of each hidden layer for BPNN with multiple hidden layers, and its validity is confirmed by the experiment.

The organization of this paper is as follows. In section 2, we give the preparation knowledge of BPNN. In section 3, we discuss the forecasting experimental results, including single hidden layer prediction experiment and multiple hidden layers prediction experiment. In Section 4, we present some concluding remarks.

2. Preparation Knowledge

ANN does not need to determine the mapping of the inputs to outputs in advance. Through trained, ANN can obtain strong nonlinear mapping ability to learn the data rules and ensure that the actual output closest to the expected output when the input is given. BPNN is a kind of multi-layer feed-forward neural network which is improved by using the error back propagation algorithm (BP algorithm). Therefore, this section presents the content of two aspects, which are the structure of BPNN and the BP algorithm.

2.1 The Structure of BPNN

The typical BPNN consists of one input layer, one or more hidden layers and one output layer. In Figure 1, the BPNN is constructed from \( L \in \{3,4,5,6,\ldots\}\) layers, where the first layer is the input layer, \( 2_{on} \sim L - 1_{on} \) layers are hidden layers, and the \( L_{on} \) layer is the output layer. Obviously, BPNN is the single hidden layer prediction model if \( L = 3 \), and it is the multiple hidden layers prediction model if \( L \geq 4 \). Meanwhile, each note represents a neuron as shown in Figure 1. The input and output layers have \( m \) and \( n \) neurons respectively, and the \( 1_{on} \), \( \ell \in \{2,3,\ldots,L-1\} \) hidden layer has \( s_{\ell} \) neurons.

Denote

\[
x = (x_1, x_2, \ldots, x_{i}, \ldots, x_n)
\] (1)
Figure 1. The typical BP neural network with multiple hidden layers.

\[ y = (y_1, y_2, \ldots, y_j, \ldots, y_m) \]
\[ h^{(l)} = (h_1^{(l)}, h_2^{(l)}, \ldots, h_k^{(l)}, \ldots, h_{j_1}^{(l)}) \]

where \( x \) is the input vector, \( y \) is the output vector of BPNN, and \( h^{(l)} \) is the output vector of the \( l \)th hidden layer. \( x_i \) is the input of \( i_{th} \), \( i \in \{1, 2, \ldots, m\} \) neuron in the input layer, \( y_j \) is the output of \( j_{th} \), \( j \in \{1, 2, \ldots, n\} \) neuron in the output layer, and \( h_k^{(l)} \) is the output of \( k_{th} \), \( k \in \{1, 2, \ldots, s_l\} \) neuron in the \( l \)th hidden layer.

In order to simplify each expression, there is no harm in supposing that \( h^{(0)} = x \) and \( h^{(L)} = y \). Then, the relations among \( x \), \( y \) and \( h^{(l)} \) can be formulated as

\[ h_k^{(l)} = f(\text{net}_k^{(l)}) \],
\[ \text{net}_k^{(l)} = \sum_{j=1}^{s_{l-1}} \theta_{kj}^{(l-1)} h_j^{(l-1)} + \theta_k^{(l)} \],

where \( l \in \{2, 3, \ldots, L\} \), \( k \in \{1, 2, \ldots, s_l\} \). \( \text{net}_k^{(l)} \) is the input of the \( k \)th neuron in the \( l \)th layer, \( \theta_{kj}^{(l)} \in [0,1] \) is the weight between the \( k_{th} \) neuron of the \( l \)th layer and the \( j_{th} \) neuron of the \( l-1 \)th layer, and \( \theta_k^{(l)} \in [0,1] \) is the threshold value of the \( k_{th} \) neuron in the \( l \)th layer. In this paper, we adopt sigmoid function as the activation function \( f(\cdot) \).

Obviously, BPNN is established if \( \theta_{kj}^{(l)} \) and \( \theta_k^{(l)} \) are determined by using the collection data for \( l \in \{2, 3, \ldots, L\} \), \( k \in \{1, 2, \ldots, s_l\} \) and \( j \in \{1, 2, \ldots, s_{l-1}\} \). This procedure is called network training, which consists of two processes, one is the signal forward transmission shown by equation (4)-equation (5), and the other is the error back propagation (BP algorithm) displayed in Figure 1.

2.2 The Description of BP Algorithm

Suppose there a training dataset \( \{(x(k), z(k)), k = 1, 2, \ldots, N\} \), where \( x(k) \) and \( z(k) \) serves as the \( k_{th} \) vector of input and actual output, respectively. Let \( y(k) \) denote the \( k \)th expected output vector of BPNN. Based on equation (1) and equation (2), \( x(k), y(k) \) and \( z(k) \) can be expressed as

\[ x(k) = (x_1(k), x_2(k), \ldots, x_j(k), \ldots, x_m(k)) \],
\[ y(k) = (y_1(k), y_2(k), \ldots, y_j(k), \ldots, y_n(k)) \].
Figure 2. The flow diagram of training BP neural network with using mini-batch gradient descent method. It should be noted that $W$ and $\theta$ respectively consist of all connecting weights and threshold values used in equations (4)-(5).

$$z(k) = (z_1(k), z_2(k), \ldots, z_j(k), \ldots, z_n(k)).$$

Therefore, the mean square error between the actual output and the expected value is calculated via

$$E = \frac{1}{N} \sum_{k=1}^{N} E(k),$$

where $E(k)$ is the error of the $k_{th}$ training sample, that is

$$E(k) = \frac{1}{2} \sum_{j=1}^{q} (z_j(k) - y_j(k))^2.$$

The basic idea of BP algorithm is gradient descent method, which is used to minimize the mean square error (6) through regulating variable weight connection and threshold value. Thus, for each iteration, each weight and threshold value are updated by using

$$\Delta \omega_{kj}^{(l)}(t) = \frac{\partial E}{\partial \omega_{kj}^{(l)}}(t),$$

and

$$\Delta \theta_{kj}^{(l)}(t) = \frac{\partial E}{\partial \theta_{kj}^{(l)}}(t),$$

where the arguments $t+1$ and $t$ are on behalf of the next and the current training step, respectively, $\alpha \in (0, 1)$ is learning rate, $-\frac{\partial E}{\partial \omega_{kj}^{(l)}}(t)$ and $-\frac{\partial E}{\partial \theta_{kj}^{(l)}}(t)$ indicate that the change along the gradient descent direction of mean square error (6).

However, BPNN is easy to fall into local minimum. In order to solve this problem, additional momentum method is used when we construct the single hidden layer prediction model and the multiple hidden layers prediction model [27], $\Delta \omega_{kj}^{(l)}(t)$ and $\Delta \theta_{kj}^{(l)}(t)$ of equation (7)-equation (8) can be revised by
\[ \Delta \omega_{ij}^{(l)}(t+1) = -\alpha \partial E/\partial \omega_{ij}^{(l)}(t) + \eta \Delta \omega_{ij}^{(l)}(t), \]
\[ \Delta \theta_{k}^{(l)}(t+1) = -\alpha \partial E/\partial \theta_{k}^{(l)}(t) + \eta \Delta \theta_{k}^{(l)}(t), \]

where \( \eta \) is a positive momentum constant, and it typically ranges from 0.1 to 0.8.

Equations (7)-(10) suggest that all \( N \) samples of the training dataset are needed to be used for each parameter updating, which will greatly slow down the training speed along with the increase of training sample size, although it makes the algorithm to be converged to global optimal solutions. Thus, we consider using mini-batch gradient descent (MBGD) method [25, 26] to accelerate the convergence.

Comparing gradient descent method to MBGD method, the major difference is MBGD only extracts \( M \) (\( 1 < M < N \)) samples at random from the training set in every training. In other words, when applying MBGD method to conduct the \( i \)th training network, corresponding mean square error \( E^{(i)} \) is calculated by using

\[ E^{(i)} = \frac{1}{M} \sum_{k=1}^{M} E^{(i)}(k), \]
\[ E^{(i)}(k) = \frac{1}{2} \sum_{j=1}^{t} (z_{ij}^{(i)}(k) - y_{ij}^{(i)}(k))^2, \]

where superscript \( i \) indicates that the used data are extracted from the \( i \)th random sampling. That is to say, \( E \) needs to be replaced with \( E^{(i)} \) in formulas (7)-(10) if we adopt MBGD to update each parameter.

3. Experiment Results

The aim of this paper is that comparing the single hidden layer prediction model to the multiple-hidden-layers prediction model, the detailed data analysis procedure can be decomposed into five steps.

- **Step 1**: Select data.
  
  The daily trading data (from June 1, 2016 to June 26, 2018) of Industrial and Commercial Bank of China (ICBC) shares (601398) are obtained by using Tushare, which is a Python package specially providing financial data.

- **Step 2**: Pre-process data.
  
  In order to highlight the function and effect of BPNN, we eliminate the impact of units of measurement and trends embedded in the data by using the formula (11).

  \[ \pi_i = \ln \frac{u_i}{u_{i-1}}, \]

  where \( u_i \) denotes one of the opening price, highest price, lowest price, closing price and trading volume at time \( t \), and \( i \) ranges from June 2, 2016 to June 26, 2018. Obviously, \( u_i = 0 \) if \( i \) is June 1, 2016, and \( \{\pi_i\} \) represents the logarithmic return series when \( \{u_i\} \) is closing price series.

- **Step 3**: Train BP neural network.
  
  The detail procedure is shown in Figure 2. The training dataset consists of data from June 1, 2016 to June 4, 2018. We fetch the value of L from the set \{3,4,5,6,7\}. The opening prices, highest prices, lowest prices, closing prices and trading volumes of each stock for a third day are taken as an input vector, and the closing price of following day is taken as the output.

- **Step 4**: Test BP neural network.
  
  The test dataset consists of data from June 5, 2018 to June 26, 2018. The test effects can be illustrated by their prediction accuracy, and they are measured by using mean absolute error (12).

  \[ \text{MAE} = \frac{1}{T} \sum_{t=1}^{T} |z_t - y_t|, \]

  where \( T \) is the number of forecasting period, \( z_t \) and \( y_t \) respectively denote the actual closing price and expected closing price at period \( t \), \( t \in \{1,2,\ldots,T\} \).
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Step 5: Make a comparison.

Using test results, we compare the single hidden layer prediction model to multiple hidden layers prediction model.

3.1 Data Description

Figure 3 shows that Skewness and Kurtosis of the logarithmic return series of ICBC value $-0.385998 < 0$ and $7.810897 > 0$, which means that these two sets of data respectively exhibit left-skewed peak and right-skewed peak distribution. That is, they have obvious peaks and fat tails. Figure 4 depicts that the logarithmic return series of these two sets of data have agglomeration features. Figure 3 and Figure 4 show that the logarithmic return series of these two sets of data have non-normal, non-stationary and non-linear characteristics. Thus, we need BPNN with different layers to process these data.

3.2 Single-Hidden-Layer Prediction Model

Here, we choose $L$ as $L = 3$ and aim to analyse the effect of different numbers of neurons and epochs for single hidden layer prediction model. According to [27], the number of neurons in hidden layer can be determined by

$$s_2 = \sqrt{mn},$$  \hspace{1cm} (13)

$$s_2 = \log_2 m,$$  \hspace{1cm} (14)

$$s_2 = \sqrt{m + 1 + \alpha},$$  \hspace{1cm} (15)

where $m$ and $n$ respectively denote the neurons count of the input and output layers, and $\alpha \in [0,10]$. Combining equations (13), (14) and (15), we can find that the quantitative range of neurons in the hidden layer should enlarge with increasing the value of $m$.

Since the opening prices, highest prices, lowest prices, closing prices and trading volumes of each stock for a third day are taken as an input vector, which indicates that the input layer consists of fifteen neurons, this is, $m=15$. Meanwhile, the closing price of following day is taken as the output, so we have $n=1$. Based on the formulas (13) and (14), we can find $3 < s_2 < 4$, and formula (15) suggests that $s_2$ can range from 4 to 14. From the above, we can fetch $s_2$ in the set $\{3,4,...,14\}$. 

Figure 3. The histogram and statistical index values of probability density of the logarithmic return series

Figure 4. The time series chart of the logarithmic return series.
Figure 5. Forecast error of single hidden layer prediction model with different numbers of neurons and epochs.

Figure 6. Compared actual values with predicted values of single hidden layer prediction model.

Figure 5 shows that the more times of the network is trained, the better the results obtained by using the same number of neurons. To obtain good prediction effect, we should train network by reaching 1000 epochs and even more. Figure 5 also displays that increasing the number of neurons cannot always assure the improvement of predictive effect when we fix epochs count of training network. As shown in Figure 5, the number of neurons should be respectively chosen as $s_z = 14$ for realizing the optimal prediction effect of ICBC if we train the neural network up to 1000 epochs, and these forecasting results are represented by Figure 6.

As shown in Figure 6, the trend of predicted results is not in accord with that of the actual values a few points. For overcoming this problem, the most direct idea is to increase the epochs. Considering the realization of BP algorithm, more than two hundred parameters are needed to be updated in every training of BPN at this moment. Then, it is not difficult to find that the more epochs you choose, the longer it takes to train the neural network. Thus, we consider to verify whether increasing the number of hidden layers can improve the prediction performance and not increase the training time.

3.3 Multi-Hidden-Layers Prediction Model
For BP neural network with multiple hidden layers, there is no clear theoretical guidance for setting the number of each hidden layer, namely, the number of layers in a neural network is set as \( L \geq 4 \). Here, a kind of design method is presented. Meanwhile, experimental results are given to verify our method when the neural network contains two hidden layers.

For \( i \in \{1,2,\ldots,L\} \), we use \( D^{(i)} \) to denote the \( i_{th} \) layer of original BPNN, which indicates that \( D^{(1)} \) is the input layer, \( D^{(L)} \) is the output layer, and \( D^{(2)}, D^{(3)}, \ldots, D^{(L-1)} \) are hidden layers. Then, we divide the original BPNN to \( L-2 \) new networks. For \( r \in \{1,2,\ldots,L-2\} \), \( D^{(r)}, D^{(r+1)} \) and \( D^{(r+2)} \) are the input layer.

The hidden layer and the output layer in turn. This indicates that each hidden layer of original BPNN can be seen as the input layer for a new network. Then, according to equations (3) and (13)-(15), the neurons counts of the neighbouring hidden layers have the following relations

\[
\begin{align*}
    s_{i+1} &= \sqrt{s_i s_{i+2}}, \\
    s_{i+1} &= \log_2 s_i, \\
    s_{i+1} &= \sqrt{s_i + 1 + \alpha},
\end{align*}
\]

where \( l \in \{2,3,\ldots,L-2\} \).

### 3.4 Choices of Number of Hidden Layers

Let \( L \in \{3,4,5,6,7\} \), and we obtain the relative optimal BPNN architectures through repeated experiments. It is worth mentioning that the network structure is deemed to achieve the best prediction accuracy if it returns the smallest MAE. Table 1 and Figure 7 present the empirical results of ICBC, and the neurons amounts of the corresponding neural networks are respectively \((m, s, n) = (15, 14, 1), (m, s, n) = (15, 4, 10, 1), (m, s, s, n) = (15, 5, 4, 1), (m, s, s, s, n) = (15, 5, 5, 5, 1)\). After a simple calculation, we can find that only about 150 parameters are needed to be updated in every training of BPNN with multiple hidden layer. In contrast to more than 200 parameters needed to be updated in every training of BPNN with single hidden layer, it takes the shorter time to train networks with multiple hidden layers than to train networks with a single hidden layer if we choose same training epochs.

**Table 1.** Sample results of L-layer BPNN of ICBC, where forecast errors are obtained by calculating the difference between actual values and predicted values.

| Date       | Actual Values | Predicted Values |
|------------|---------------|------------------|
|            |               | L=3  | L=4  | L=5  | L=6  | L=7  |
| 06/05/2018 | 5.71          | 5.7087| 5.7074| 5.7102| 5.7105| 5.7090|
| 06/06/2018 | 5.65          | 5.7158| 5.6947| 5.6742| 5.6658| 5.7081|
| 06/07/2018 | 5.69          | 5.6555| 5.6375| 5.6277| 5.6285| 5.6357|
| 06/08/2018 | 5.59          | 5.6951| 5.6864| 5.6678| 5.6749| 5.6802|
| 06/11/2018 | 5.58          | 5.5979| 5.5959| 5.5479| 5.5762| 5.5850|
| 06/12/2018 | 5.61          | 5.5872| 5.5878| 5.5080| 5.5416| 5.5505|
| 06/13/2018 | 5.57          | 5.6150| 5.6062| 5.5334| 5.5702| 5.5971|
| 06/14/2018 | 5.61          | 5.5744| 5.5560| 5.5213| 5.5393| 5.5523|
| 06/15/2018 | 5.71          | 5.6170| 5.6090| 5.6135| 5.5929| 5.5938|
| 06/19/2018 | 5.73          | 5.7218| 5.7076| 5.6947| 5.7130| 5.6899|
| 06/20/2018 | 5.70          | 5.7458| 5.6932| 5.6953| 5.6922| 5.7274|
| 06/21/2018 | 5.68          | 5.7089| 5.6909| 5.6743| 5.6880| 5.6823|
| 06/22/2018 | 5.66          | 5.6845| 5.6600| 5.7085| 5.6801| 5.6607|
| 06/25/2018 | 5.54          | 5.6622| 5.6466| 5.6330| 5.6434| 5.6286|
| 06/26/2018 | 5.42          | 5.5476| 5.5637| 5.5108| 5.5586| 5.5654|
(a) $L=3$ and $L=4$

(b) $L=3$ and $L=5$

(c) $L=3$ and $L=6$
From Figure 7, we can observe that the prediction accuracy level of the single hidden layer prediction model compared with that of the multiple-hidden-layers prediction model is not quite significant. It can be considered that both models have achieved good prediction results based on the prediction mean square errors of both models. Because the experimental data selected in this study are weak nonlinearity, the network prediction effect of two hidden layers is good compared with that of more hidden layers as shown in Figure 7. Additionally, the performance of the two hidden layers prediction model is better than the single hidden layer prediction model in terms of the difference between the predicted values and the actual values as shown in Figure 7 (a). Combined with the prediction accuracy and running speed of the model, there are good reasons to believe that the network with multiple hidden layers is superior to the network with a single hidden layer in stock price prediction.

4. Conclusions

In this paper, the stock data is analysed by using the Python software, and the data treatment results are applied to evaluate the effect of BPNN with different hidden layers for stock price prediction. Based on the experiment results, we find that the more times of training network, the better the results obtained by using the same number of neurons. Meanwhile, both the single hidden layer prediction model and the multiple hidden layers prediction model can achieve good prediction in terms of comparing their mean absolute errors, but some actual values are closer to the predicted values of the multiple-hidden-layers prediction model. In our future studies, hybrid approaches of statistical analysis method and machine learning can be considered to improve the prediction performance of existing predictive models, which is similar to that reported in [29].
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