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Abstract—We address the problem of ego-vehicle navigation in dense simulated traffic environments populated by road agents with varying driver behaviors. Navigation in such environments is challenging due to unpredictability in agents’ actions caused by their heterogeneous behaviors. We present a new simulation technique consisting of enriching existing traffic simulators with behavior-rich trajectories corresponding to varying levels of aggressiveness. We generate these trajectories with the help of a driver behavior modeling algorithm. We then use the enriched simulator to train a deep reinforcement learning (DRL) policy that consists of a set of high-level vehicle control commands and use this policy at test time to perform local navigation in dense traffic. Our policy implicitly models the interactions between traffic agents and computes safe trajectories for the ego-vehicle accounting for aggressive driver maneuvers such as overtaking, over-speeding, weaving, and sudden lane changes. Our enhanced behavior-rich simulator can be used for generating datasets that consist of trajectories corresponding to diverse driver behaviors and traffic densities, and our behavior-based navigation scheme can be combined with state-of-the-art navigation algorithms.

Index Terms—Autonomous Agents, Autonomous Vehicle Navigation, Behavior-Based Systems, Intelligent Transportation Systems, Reinforcement Learning

I. INTRODUCTION

The navigation problem for autonomous vehicles (AVs) corresponds to computing the optimal actions that enable the AV to begin from starting point A and reach destination B via a smooth trajectory while avoiding collisions with dynamic obstacles or traffic agents. A key aspect of navigation is safety because the AVs are expected to keep a safe distance from other vehicles while also making driving more fuel- and time-efficient. Navigation is a central task in autonomous driving, and navigation problems have also been studied extensively in the contexts of motion planning and mobile robots.

There is considerable research on designing prediction and navigation algorithms for autonomous driving, but these algorithms are currently primarily deployed in specific driving scenarios [1] or low-density traffic [2]. Some of these algorithms are intentionally designed to excel in unique cases [3], while others are inevitably limited because they are based on data-driven methods trained on selected datasets with specific driving conditions [4]. Modern prediction and navigation algorithms must be able to handle various driving scenarios to comply with real-world situations. One of these scenarios is dense traffic, which is commonly observed in city centers or in the vicinity of frequent or popular destinations. There are many challenges in terms of handling dense traffic environments, including computing safe and collision-free trajectories, and modeling the interactions between the traffic-agents. Some key issues are related to evaluating the driving behaviors of human drivers and ensuring that the driving pattern of the AV is consistent with traffic norms. It has been observed that current AVs tend to drive hyper-cautiously or in ways that can frustrate other human drivers [5], potentially leading to fender-benders. Moreover, it is important to handle the unpredictability or aggressive nature of human drivers. For example, human drivers may act irrationally and move in front of other vehicles by suddenly changing lanes or aggressively overtaking [6]. In 2016, Google’s self-driving car had a collision with an oncoming bus during a lane change [7]. In this case, the ego-vehicle assumed that the bus driver was going to yield; instead, the bus driver accelerated. Overall, we need better prediction and navigation methods that can account for such behaviors and more diverse datasets enriched with these behaviors so that learning-based methods can produce results that are more applicable to real-world scenarios.

There is considerable work on classifying driver behaviors or styles in traffic psychology [8], [9]. In most cases, driving style is defined with respect to either aggressiveness [10] or fuel consumption [11]. Many recent methods have been proposed to classify driving behaviors based on past trajectories [12], [13], [14] and use them for predicting the vehicle’s future trajectory [15], [16]. On the other hand, recent techniques for prediction and navigation have been based on
reinforcement learning, and they tend to learn optimal policies with suitable rewards for collision handling, lane changing, and traffic rule adherence. Our goal is to extend these learning methods to account for driver behaviors.

Main Contributions: We present a new simulation technique of enriching traffic simulators with behavior-rich vehicle trajectories using driver behavior modeling methods [14]. Once enriched, these simulators can generate lateral and longitudinal driver behaviors demonstrating varying levels of aggressiveness; for example, overspeeding, overtaking, lane-changing, and zig-zagging. Using this behavior-enriched simulator, we train a behaviorally-guided policy using deep reinforcement learning (DRL) that maps a state to a high-level vehicle control command. Our control policy considers the conservative or aggressive behavior of traffic agents and is paired with the simulator and its underlying controls and dynamics to perform local navigation. Overall, the novel components of our work include:

1) We use the CMetric algorithm [14] to enrich existing traffic simulators with behavior-rich trajectories to generate realistic traffic simulations consisting of aggressive and conservative agents. Our technique is general and can generate traffic scenarios corresponding to varying traffic densities and driving styles.

2) We use our behavior-rich simulator to train a DRL-based policy that implicitly models the interactions between agents and leads to improved navigation in dense traffic. Our formulation can automatically model the behavioral interactions between aggressive and conservative traffic agents and the ego-vehicle.

We have integrated our enhanced simulation approach and policy training scheme into an OpenAI gym-based highway simulator [17] paired with the Deep Q Learning algorithm [18] and have evaluated its performance in different kinds of traffic scenarios by varying the traffic density and the behaviors of traffic agents. However, our approach can be easily transferred to other state-of-the-art parametric traffic simulators [19], [20] and combined with different learning algorithms. We observe that our approach based on the behavior-guided simulator exhibits improved performance in dense traffic scenarios over the default OpenAI gym-based simulator which uses uniform driver behaviors. Our new simulation technique can serve as a diverse synthetic data-generating method for producing behavior-aware trajectories with a wide range of behaviors and varying traffic densities. Full set of results including comparison with state-of-the-art DRL methods can be found in the appendix at https://arxiv.org/pdf/2011.03748.pdf.

II. RELATED WORK

A. Navigation Algorithms

There is extensive work on navigation and planning algorithms in robotics and autonomous driving. At a broad level, they can be classified as techniques for vehicle control [21], techniques for motion planning, and end-to-end learning-based methods. Vehicular control methods rely on a very accurate model of the vehicle, which needs to be known a priori for navigating at high speeds or during complex maneuvers. Motion planning methods are either algebraic or probabilistic search-based [22] or use non-linear control optimization [23]. Recently, many learning-based techniques have been proposed [24], [25], [26]. These include reinforcement learning algorithms that aim to find an optimal policy that directly maps the sensor measurements to control commands such as velocity or acceleration and steering angle. Optimal policies for navigation can be learned with suitable rewards for collision handling, lane changing, and traffic rule and regulation adherence. However, the learned policies may not consider the behavior of other road entities or traffic entities. Some methods [25] use a linear constant velocity model that assumes that road-agents move mostly in straight lines with fixed velocities. Other methods use deep learning-based trajectory prediction models to predict the future state [26], [27], [28]. However, the noisy inputs obtained from this model degrade the accuracy of the navigation method [29]. Our behavior-based formulation can be integrated with most of these methods.

B. Driver Behavior Modeling

There is considerable work in traffic literature on classifying driver behavior based on driver attributes [30], [12], [13]. Other sets of classification methods depend on natural factors, including climate or traffic conditions [31] and the mental health of the drivers [32]. Sagberg et al. [33] define driver behavior based on its underlying motives and separate it into global driving styles and specific driving styles. As an example of this taxonomy, drivers who are motivated to get to their destination as fast as possible exhibit certain driving styles such as overspeeding, honking, or tailgating. Based on these directly observable specific driving styles, these drivers are classified into the global driving style of aggressive driving. Although researchers have considered various driver behavior modeling techniques and thereby different numbers of categories of distinct driver behaviors, we ultimately adopt the simple and common distinction suggested by Sagberg et al., which separates driver behavior to aggressive/risky and conservative/defensive.

Many approaches have also been proposed for modeling driver behavior [34]. These strategies are based on partially observable Markov decision processes (POMDPs) [35], [36], data mining techniques [37], game theory [38], [39], and imitation learning [40]. The approach we use [14] is based on graph theory [41], [42], [43] and only uses directly observable features to classify driver behaviors without making any assumptions about the psychological conditions and personalities of the drivers.

C. Traffic Simulators

Traffic simulators are being widely used in autonomous driving research for testing and benchmarking new approaches and technologies. Many of these simulators model traffic from a bird’s eye view [19], [17], [44], while others adopt a more realistic approach that is closer to a human driver’s point of view [20] or data-driven methods [45]. While these simulators provide multiple options in terms of driving scenarios (highway, roundabout, intersection, etc.) and other advanced capabilities, they do not offer built-in functionality for generating diverse driving behaviors. Some of them [20], [17] explicitly define aggressive and defensive agents, but their underlying policies are simple and rigid since they often rely on heuristic-based models that directly encode traffic rules. There have been some recent advances in generating behavior-rich driving policies [46], [47] using learning-based methods, but these methods broadly focus on generating a diverse set of driving behaviors without explicitly characterizing the generated trajectories. Our proposed simulation technique is different and explicitly considers aggressive and conservative
C. CMetric - A Driver Behavior Model

In the CMetric measure, the nearby traffic entities are represented using a proximity graph. The vertices denote the positions of the vehicles, and the edges denote the Euclidean distances between the vehicles in the global coordinate frame. Using centrality functions \[48\], CMetric presents techniques to model both longitudinal (along the axis of the road) and lateral (perpendicular to the axis of the road) aggressive driving behaviors.

1) Lateral Behaviors: Sudden lane changing, overtaking, and weaving are some of the most typical lateral maneuvers made by aggressive vehicles. We model these maneuvers using the closeness centrality, which measures how centrally placed a given vertex is within the graph. The closeness centrality is computed by calculating the reciprocal of the sum of shortest paths from the given vertex to all other vertices. If a vertex is located more centrally, it results in a smaller sum, and thereby a higher value of the closeness centrality. The centrality for a given vehicle thus increases as the vehicle moves towards the center and decreases as it moves away from the center. Lateral driving styles (i.e., styles executed perpendicular to the axis of the road) are modeled using the closeness centrality.

2) Longitudinal Behaviors: Longitudinal aggressive driving behavior consists of over-speeding. We model the over-speeding by using the degree centrality, which measures the number of neighbors of a given vertex. Intuitively, an aggressive or over-speeding vehicle will observe new vehicles (increasing degree) at a higher rate than a neutral or conservative vehicle. We use this property to distinguish between over-speeding and non-over-speeding vehicles.

IV. Offline Training

In this section, we present our simulation technique for generating behavior-rich trajectories and our scheme for training a behavior-based navigation policy using this simulation technique. In order to learn such a policy, it is necessary to use a simulation environment with traffic agents that have varying behaviors, ranging from conservative to aggressive. These behaviors can be controlled using different parameters within a simulator, which are computed offline using a state-of-the-art driver behavior model \[14\]. Our behavior-enriched simulator is used within a deep reinforcement learning (DRL) paradigm to learn a policy for behavior-guided navigation. We highlight this offline training setup in Figure 2.

A. Enriching the Simulator with Driver Behaviors

Many techniques have been proposed to classify driver behaviors \[34\]. In this work, we use the CMetric \[14\] measure to generate aggressive driver behaviors in a simulated environment. A vehicle’s behavior in a simulator can be controlled through specific parameters. Depending on the values of behaviors. It does not require manual parameter adjustment and can be easily integrated into any of the state-of-the-art parametric traffic simulators.

III. Problem Formulation and Background

A. Problem Formulation

Our goal is to design a behavior-rich simulator and use our simulator to train a behavior-rich policy for safe ego-navigation in dense traffic. Such a behavior-rich navigation policy is trained using deep reinforcement learning.

B. Markov Decision Processes (MDP) and Deep Q Networks

A standard model used in deep reinforcement learning is the Markov Decision Process (MDP). An MDP \(\mathcal{M}\) consists of states \(s \in \mathcal{S}\), controls \(u \in \mathcal{U}\), and a state transition matrix \(\mathcal{T}(s',s,u)\) that computes the probability of the next state given the current state and control. A policy \(\pi(u|s)\) represents a distribution for each state. The goal in an MDP is to find a policy that obtains high future rewards. For each state \(s \in \mathcal{S}\), the agent executes a control \(u \in \mathcal{U}\). Upon execution, the agent receives a reward \(\mathcal{R}(s,u)\) and reaches a new state \(s'\), determined from the transition matrix \(\mathcal{T}(s'|s,u)\). A policy \(\pi(u|s)\) specifies the control that the agent will execute in each state. The goal of the agent is to find the policy \(\pi(u|s)\) that maps states to controls to maximize the expected discounted total reward over the agent’s lifetime.

The optimal policy \(\pi^*(s,u)\) of a given state-control pair \((s,u)\) is an estimate of the expected future reward that can be obtained from \((s,u)\) when following policy \(\pi\). The optimal value function \(Q^*(s,u)\) provides maximal values in all states and is determined by solving the Bellman equation:

\[
Q^*(s,u) = \mathbb{E} \left[ R(s,u) + \gamma \sum_{s'} P(s'|s,u) \max_{a'} Q^*(s',a') \right]
\]

The optimal policy \(\pi^*\) is then \(\pi^*(s) = \arg \max_{u \in \mathcal{U}} Q^*(s,u)\). Deep Q Networks (DQNs) \[18\] approximate the value function \(Q(s,u)\) with a deep neural network that outputs a set of control values \(Q(s,:;\theta)\) for a given state input \(s\), where \(\theta\) are the parameters of the network.

A. Offline Training

We highlight our new behavior-rich simulation technique and use it to generate a behavior-guided navigation policy for autonomous driving. In Step 1, we use the CMetric behavior modeling algorithm to compute a set of parameters that characterize aggressive behaviors such as over-speeding, overtaking, and sudden lane changing. In Step 2, we use these parameters to train a behavior-based navigation policy.

![Offline Training](image-url)
TABLE I: We use CMetric to obtain the simulation parameters that define the conservative and aggressive vehicle classes.

| Model | Parameter         | Conservative | Aggressive |
|-------|-------------------|--------------|------------|
| IDM   | Time gap \( T \) | 1.5s         | 1.2s       |
|       | Min distance \( s_0 \) | 5.0 m        | 2.5 m      |
|       | Max comfort acc. \( a \) | 3.0 m/s²     | 6.0 m/s²   |
|       | Max comfort dec. \( b \) | 6.0 m/s²     | 9.0 m/s²   |
| MOBIL | Politeness \( p \) | 0.5          | 0          |
|       | Min acc gain \( \Delta a_{th} \) | 0.2 m/s²    | 0 m/s²     |
|       | Safe acc limit \( b_{sa(f,t)} \) | 3.0 m/s²    | 9.0 m/s²   |

these parameters, a vehicle’s trajectory can exhibit aggressive or conservative behavior. In our parametric simulator, the problem of generating aggressive behaviors reduces to finding the appropriate range of parameter values that can generate realistically aggressive behaviors. The overall method for generating these parameters is summarized as follows:

1) **Step 1 (Initialization):** At the first iteration, we begin by randomly choosing \( \Xi(A) \), which represents the set of simulation parameters for generating aggressive agents.

2) **Step 2 (Simulate behaviors):** \( \Xi(A) \) is then passed as an input to the simulator to generate the trajectories for aggressive vehicles. These vehicles perform both longitudinal and lateral aggressive maneuvers. We compute the likelihood of these trajectories being aggressive using CMetric.

3) **Step 3 (Feedback update):** Based on this likelihood feedback, we update the parameters, \( \Xi(A) \), for the next iteration.

4) We repeat this process until convergence.

The final values from this procedure (Table I) are used to generate aggressive and conservative trajectories. In the remainder of this section, we provide further details about our algorithm.

In the first step, we initialize the parameters of the Highway-env simulator [49] (described in Table I) with random values. Our goal is to iteratively update these parameters so that the resulting trajectories that are generated by the simulator describe two types of drivers—aggressive and conservative. During each iteration, we first generate trajectories using the current parameter values and determine the behavior of these trajectories using the CMetric algorithm. The CMetric algorithm models the first- and second-order derivatives of these trajectories to output a final score that represents the level of aggressiveness of the trajectory. Further details can be found in Appendix I in the full version of the paper [50]. For both the aggressive and conservative behavior class, we have a corresponding target CMetric value that each trajectory must reach in order to be categorized in that class. These targets are chosen heuristically. After generating a trajectory, we compare its CMetric score with the target score and update the underlying parameters accordingly. For example, for the aggressive class of behaviors, if the CMetric score for a particular trajectory is lower than its target score, then we would decrease the politeness factor and increase acceleration to increase the aggressiveness of the trajectory for the next iteration. This iterative process terminates once the trajectory reaches its target CMetric score.

### B. Training a Behavior-Rich Policy

We frame the underlying problem of learning a navigation policy for the ego-vehicle as a Markov Decision Process (MDP) represented by \( M := \{ S, U, T, \gamma, R \} \). The sets of possible states and controls are denoted by \( S \) and \( U \), respectively. \( T : S \times S \times U \rightarrow \mathbb{R} \) captures the state transition dynamics, \( \gamma \) is the discounting factor, and \( R \) is the set of rewards defined for all of the states in the environment. We explain each of these further below:

**State Space:** The state of the world \( S \) at any time step is equal to a matrix \( F \times V \), which includes the state \( s \) of every vehicle in the environment, where \( s \in \mathbb{R}^F \). \( V \) is the number of vehicles considered and \( F \) is the number of features used to represent the state of a vehicle. \( V \) is fixed for the entire duration of a set of experiments (\( V = 5 \) for the sparse traffic case and \( V = 40 \) for the dense case). \( F \) includes the following:

- **presence:** a binary variable denoting whether a vehicle is observable at the current time step. A vehicle is considered observable if it lies within a specified distance from the ego-vehicle.
- **x:** the longitudinal coordinate of the center of a vehicle.
- **y:** the lateral coordinate of the center of a vehicle.
- **v_x:** the longitudinal velocity of a vehicle.
- **v_y:** the lateral velocity of a vehicle.

In our experiments we consider a fully observable setting, but we also model a partially observable state where vehicles are only observable if they are within a smaller radius around the ego-vehicle, assuming limited ego-sensing capabilities.

**Environment:** The environment consists of a highway with four unidirectional lanes containing conservative and aggressive traffic agents generated using CMetric.

**Control Space:** The ego-vehicle can execute five different controls: \( U = \{ \text{"accelerate"}, \text{"decelerate"}, \text{"right lane-change"}, \text{"left lane-change"}, \text{"idle"}\} \).

**Reward Distribution:** The philosophy for orchestrating the reward function \( R \) is based on our objective for training an agent that can safely and efficiently navigate in dense traffic while respecting other road agents in its neighborhood. To this end, we use four rules to determine the reward of a state. At every time step \( t \), collision with any (conservative or aggressive) road-agent earns the ego-vehicle \( r_{CC} \) points, lane changing earns \( r_{LC} \) points, staying in the rightmost lane gives \( r_{RL} \) points, and maintaining high speed increases \( r_{HS} \):

\[
R^t = r_{CC}^t + r_{LC}^t + r_{RL}^t + r_{HS}^t.
\]

**State Transition Probability:** The state transition matrix \( T \) boils down to a state transition probability \( P(s'|s) \), which is defined as the probability of beginning from a current state \( s \) and arriving at a new state \( s' \). This probability is calculated by the kinematics of the simulator, which depends on the underlying motion models (described further in Section V), and thus it is equal to 1, establishing a deterministic setting.

### C. Reinforcement Learning-Based Navigation

Learning to navigate autonomously in dense traffic environments is a difficult problem due to both the number of agents involved and the uncertainty inherent in their road behavior. The problem becomes even more challenging when the agents demonstrate varying behaviors ranging from conservative behaviors, which can disrupt the smoothness of the traffic flow, to aggressive maneuvers, which increase the probability of an accident. We integrate these behaviors into the simulator using CMetric and thereby generate more realistic traffic scenarios.

Using these behaviors, we employ a Deep Reinforcement Learning setup to achieve autonomous navigation. Specifically,
we use a Multilayer Perceptron (MLP) that receives an observation of the state space as input and implicitly models the behavioral interactions between aggressive and conservative agents and the ego-vehicle. Ultimately, the MLP learns a function that receives a feature matrix, which describes the current state of the traffic as input and returns the optimal \( Q \) values of the state space. Finally, the ego-vehicle can use the learned model during evaluation time to navigate its way around the traffic by choosing the best control that corresponds to the maximum \( Q \) value for its state at every time step.

V. RUNTIME NAVIGATION AND TRAJECTORY COMPUTATION

At runtime, our goal is to perform behaviorally-guided navigation using the RL policy trained offline. The traffic simulator provided by the OpenAI gym environment is modified to account for driver behaviors in a fashion similar to the offline training phase (explained in Section IV). At each time step, we record the state of the environment, which consists of the positions and velocities of all vehicles in that frame, as described in Section IV-B. We store the state in a feature matrix that is passed to the trained behavior-guided policy, computed from the offline training phase. The policy is then used to predict the optimal ego-control for the next time step, which is passed to the simulator control system and executed to generate the final trajectory. We present an overview in Figure 3.

The motion models and controllers used by the simulator compute the final local trajectory, guided by the high-level control predicted by the trained policy. The linear acceleration model is based on the Intelligent Driver Model (IDM) [51] and is computed via the following kinematic equation,

\[
\dot{v}_a = a \left[ 1 - \left( \frac{v_a}{v_0} \right)^4 - \left( \frac{\Delta v_a}{s_a} \right)^2 \right].
\]  

(1)

Here, the linear acceleration, \( \dot{v}_a \), is a function of the velocity \( v_a \), the net distance gap \( s_a \), and the velocity difference \( \Delta v_a \) between the ego-vehicle and the vehicle in front. The deceleration term depends on the ratio of the desired minimum gap (\( s^*(v_a, \Delta v_a) \)) and the actual gap (\( s_a \)), where \( s^*(v_a, \Delta v_a) = s_0 + vT + \frac{\Delta v_a}{2\sqrt{a_b}} \), \( s_0 \) is the minimum distance in congested traffic, \( vT \) is the distance while following the leading vehicle at a constant safety time gap \( T \), and \( a, b \) correspond to the comfortable maximum acceleration and comfortable maximum deceleration, respectively.

Complementary to the longitudinal model, the lane changing behavior is based on the MOBIL [52] model. As per this model, there are two key aspects to keep in mind:

1) Safety Criterion: This condition checks if, after a lane change to a target lane, the ego-vehicle has enough room to accelerate. Formally, we check if the deceleration of the successor \( a_{target} \) in the target lane exceeds a predefined safe limit \( b_{safe} \):

\[
a_{target} \geq -b_{safe}.
\]

2) Incentive Criterion: This criterion determines the total advantage to the ego-vehicle after the lane change, measured in terms of total acceleration gain or loss. It is computed with the formula

\[
\tilde{\omega}_{ego} - \omega_{ego} + p(\tilde{a}_n - a_n + \tilde{a}_o - a_o) > \Delta a_{th},
\]

where \( \tilde{\omega}_{ego} - \omega_{ego} \) represents the acceleration gain that the ego-vehicle would receive after the lane change. The second term denotes the total acceleration gain/loss of the immediate neighbors (the new follower in the target, \( a_{target} \), and the original follower in the current lane, \( a_o \)) weighted with the politeness factor \( p \). By adjusting \( p \), the intents of the drivers can be changed from purely egoistic (\( p = 0 \)) to more altruistic (\( p = 1 \)). We refer the reader to [52] for further details.

The lane change is executed if both the safety criterion is satisfied and the total acceleration gain is more than the defined minimum acceleration gain \( \Delta a_{th} \). We use C Metric to adjust the parameters \( p, \Delta a_{th}, \tilde{\omega}_{safe} \) in order to introduce aggressive and conservative driving behaviors (Table I).

VI. EXPERIMENTS AND RESULTS

A. Simulator

We used the OpenAI gym-based highway-env simulator [17] and enriched it with various driving behaviors using CMetric [14] (as shown in Figure 2). Our approach is easily transferable to other state-of-the-art simulators [19], [20]. More specifically, the parameters from the underlying motion models we are using [51], [52] are widely used in these simulators. Consequently, CMetric is used to tune these parameters, which can then be used in any of these simulators. In our benchmarks, we consider dense traffic scenarios on a four-lane (lane width = 4 m), one-way highway environment populated by vehicles with various driving behaviors. The ego-vehicle always navigates in the middle of its current lane and can reach speeds ranging from 10 m/s to 30 m/s.

B. Implementation and Reward Tuning

We use the PyTorch-based Deep Q Learning implementation [53] to train a 3-layer MLP model for 3000 episodes (episode duration=60 seconds) in order to tune the reward values using the Epsilon Greedy policy. We initially set \( \epsilon = 1 \) with 0.05 decay and train using the Adam optimizer with a learning rate of \( \eta = 0.0005 \) and the Mean Squared Error (MSE) loss function. We save the reward values for every 50 episodes and test the model for 20 episodes. To avoid sampling correlated samples during the training of the Deep Q network agent, we use Prioritized Experience Replay [54].

The MLP model receives as input a feature matrix that includes
inspect the performance at test time and increase $r_{LC}$ when the ego-vehicle tends to stay too long behind other vehicles while the adjacent lanes are empty to encourage overtaking maneuvers. In contrast, we decrease $r_{LC}$ when the ego-vehicle performs many "unnecessary" lane changes, since they disrupt the smoothness of the generated trajectory and increase the possibility of an accident.

### C. Evaluation and Results

We evaluate the performance of our method in both sparse and dense traffic scenarios by varying the number of aggressive and conservative agents. We apply three metrics for evaluation averaged over multiple 100-episode runs:

- **Collision frequency (%)** of the ego-vehicle as a percentage over the total test runs.
- **Average speed (m/s)** of the ego-vehicle, as it captures distance per second covered in a varying time interval.
- **Number of lane changes** performed by the ego-vehicle on average during the given duration.

In terms of density, we consider a sparse traffic scenario ($n = 5$) and a dense traffic scenario ($n = 40$). In terms of driver behaviors, we examine seven distinct types of traffic consisting of $\{0\%$, $20\%$, $40\%$, $50\%$, $60\%$, $80\%$, $100\%\}$ aggressive drivers. The remaining drivers in each scenario are conservative agents. For example, in the second scenario, we consider $20\%$ aggressive agents and $80\%$ conservative agents. Figure 4 shows the performance of our behavior-rich policy compared to the default policy generated by the simulator, which does not consider driver behavior. The default policy was trained using an identical training routine in a simulator environment where all the cars follow a default built-in behavior based on the IDM model [51]. In these experiments, the vehicles are observable if they are within $d = 180m$ from the ego-vehicle.

In both the sparse (Figure 4a) and the dense (Figure 4b) scenario, our behavior-rich policy leads to a significantly lower collision rate than the baseline policy of the simulator. We observe fewer collisions when all the road-agents are either aggressive ($100\%$ Aggressiveness) or conservative ($0\%$ Aggressiveness) than when the traffic is mixed ($20\%$, $40\%$, $60\%$, $80\%$ Aggressiveness). This occurs because the ego-vehicle gets confused by the combination of slow-moving vehicles and aggressive agents. To further improve performance, we would need a different set of rewards to be tuned for each specific type of traffic examined. The default policy has a lower collision frequency when the behaviors are aggressive, both in the sparse scenario (Figure 4a) and in the dense scenario (Figure 4b). This occurs because the ego-vehicle, using the default policy, drives with reduced speed, compared to the aggressive vehicles that overspeed and drive ahead. This creates an empty space around the ego-vehicle as it is "left behind" and reduces the collision frequency compared to the mixed and conservative traffic scenarios when there are vehicles around the ego-vehicle driving at comparable speed.

The average speed of the ego-vehicle increases (Figures 4c, 4d) as the traffic ranges from conservative to aggressive with our behavior-rich policy, as slow-moving conservative vehicles tend to slow the ego-vehicle down. In contrast, the speed in the default policy remains almost unchanged, indicating that the ego-vehicle is unable to adjust to the behaviors of the road-agents and maintains a uniform behavior. Finally, the number of lane changes performed by the ego-vehicle increases as the traffic becomes more aggressive for...
The navigation performance drops as the radius decreases and the perception radius around the ego-vehicle decreases, especially for the dense traffic scenario (Figure 4b), where the ego-vehicle decreases as the surrounding agents become more aggressive. We show qualitative results in Figure 5.

In addition to the initial experiments that consider a perception radius of $d_1 = 180m$ around the ego-vehicle, we present results (Figure 6) using our behavior-rich simulation technique for limited sensing abilities corresponding to radii of $d_2 = 90m$ and $d_3 = 30m$, respectively. The results show that the navigation performance drops as the perception radius decreases, especially for the dense traffic scenario 6b, where the ego-vehicle has to deal with a larger number of agents. In summary, our new simulation technique combined with this DRL-based navigation scheme offers the following benefits:

- **Increased Safety:** Our behavior-rich policy results in a significantly lower collision frequency than the default policy baseline.
- **Behavior-Aware Trajectories:** Our behavior-rich policy generates behavior-aware trajectories. The ego-vehicle learns to adjust its behavior based on the behavior of its neighbors, both in terms of speed regulation and the number of executed lane changes.

**VII. CONCLUSION, LIMITATIONS, AND FUTURE WORK**

We proposed a new simulation technique for enriching traffic simulators with behavior-rich trajectories corresponding to varying levels of aggressiveness. Based on this technique, we presented a navigation scheme that is based on deep reinforcement learning and considers driver behavior to perform behaviorally-guided navigation. Our preliminary results in many benchmarks are encouraging and our approach can handle scenarios with high traffic density and aggressive behaviors. Our behavior generation module can be easily transferred to any state-of-the-art parametric traffic simulator and can generate synthetic traffic datasets consisting of realistic behavior-rich trajectories, which can provide fruitful and diverse training scenarios to state-of-the-art data-driven approaches.

Our method has several limitations. For example, in some cases, the ego-vehicle avoids aggressive vehicles by decelerating and performing fewer lane changes, thereby acting conservatively. In some scenarios, it may be necessary to execute non-conservative actions such as increasing the frequency of lane changes or following local traffic norms. Furthermore, the performance of our approach drops as the perception radius of the ego-vehicle decreases, which means that it would require very good sensing for it to be applicable to real-world scenarios. In terms of future work, we plan to extend our approach to different environments like roundabouts, intersections, and parking lots and perform more detailed evaluation. Furthermore, we plan to develop efficient navigation techniques to handle heterogeneous traffic-agents such as pedestrians or bicycles.
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APPENDIX A
CMETRIC: MAPPING TRAJECTORIES TO BEHAVIOR

A. Centrality Measures

In graph theory and network analysis, centrality measures \([48]\) are real-valued functions \(\zeta : \mathcal{V} \rightarrow \mathbb{R}\), where \(\mathcal{V}\) denotes the set of vertices and \(\mathbb{R}\) denotes a scalar real number that identifies key vertices within a graph network. So far, centrality functions have been restricted to identifying influential personalities in online social media networks \([55]\) and key infrastructure nodes in the Internet \([56]\), to rank webpages in search engines \([57]\), and to discover the origin of epidemics \([58]\). There are several types of centrality functions. The ones that are of particular importance to us are the degree centrality and the closeness centrality denoted as \(\zeta_d(t)\) and \(\zeta_c(t)\), respectively. These centrality measures are defined in \([14]\) (See section III-C). Each function measures a different property of a vertex. Typically, the choice of selecting a centrality function depends on the current application at hand. In this work, the closeness centrality and the degree centrality functions measure the likelihood and intensity of specific driving styles such as overspeeding, overtaking, sudden lane-changes, and weaving \([14]\).

B. Algorithm

Here, we present the main algorithm, called CMetric. CMetric maps vehicle trajectories to specific styles by computing the likelihood and intensity of the latter using the definitions of the centrality functions. The specific styles are then used to assign global behavioral traits \([33]\). We summarize the CMetric algorithm as follows:

1) Obtain the positions of all vehicles using localization sensors deployed on the autonomous vehicle and form traffic-graphs at each time-step.
2) Compute the closeness and degree centrality function values for each vehicle at every time-step.
3) Perform polynomial regression to generate univariate polynomials of the centralities as a function of time. 
4) Measure likelihood and intensity of a specific style for each vehicle by analyzing the first- and second-order derivatives of their centrality polynomials.

We begin by forming the traffic-graphs for each frame and use the definitions in \([14]\) to compute the discrete-valued centrality measures. Since centrality measures are discrete functions, we perform polynomial regression using regularized Ordinary Least Squares (OLS) solvers to transform the two centrality functions into continuous polynomials, \(\zeta_c(t)\) and \(\zeta_d(t)\), as a function of time. We describe polynomial regression in detail in the following subsections. We compute the likelihood and intensity of specific styles by analyzing the first- and second-order derivatives of \(\zeta_c(t)\) and \(\zeta_d(t)\).

C. Polynomial Regression

In order to study the behavior of the centrality functions with respect to how they change with time, we convert the discrete-valued \(\zeta[t]\) into continuous-valued polynomials \(\zeta(t)\), using which we calculate the first- and second-order derivatives of the centrality functions as explained in Section A-E.

In this work, we choose a quadratic centrality polynomial can be expressed as \(\zeta(t) = \beta_0 + \beta_1 t + \beta_2 t^2\), as a function of time. Here, \(\beta = [\beta_0, \beta_1, \beta_2]^{T}\) are the polynomial coefficients. These coefficients can be computed using ordinary least squares (OLS) equation as follows,

\[
\beta = (M^TM)^{-1} M^T \zeta(t)
\]

Here, \(M \in \mathbb{R}^{T \times (d+1)}\) is the Vandermonde matrix \([59]\), and is given by,

\[
M = \begin{bmatrix}
1 & t_1 & t_1^2 & \cdots & t_1^d \\
1 & t_2 & t_2^2 & \cdots & t_2^d \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & t_T & t_T^2 & \cdots & t_T^d 
\end{bmatrix}
\]

D. Style Likelihood and Intensity Estimates

In the previous sections, we used polynomial regression on the centrality functions to compute centrality polynomials. In this section, we analyze and discuss the first and second derivatives of the degree centrality, \(\zeta_d(t)\), and closeness centrality, \(\zeta_c(t)\), polynomials. Based on this analysis, which may vary for each specific style, we compute the Style Likelihood Estimate (SLE) and Style Intensity Estimate (SIE) \([14]\), which are used to measure the probability and the intensity of a specific style.

a) Overtaking/Sudden Lane-Changes: Overtaking is when one vehicle drives past another vehicle in the same or an adjacent lane, but in the same direction. The closeness centrality increases as the vehicle navigates towards the center and vice-versa. The SLE of overtaking can be computed by measuring the first derivative of the closeness centrality polynomial using \(SLE(t) = \frac{\partial \zeta_c(t)}{\partial t} \) The maximum likelihood \(SLE_{\text{max}}\) can be computed as \(SLE_{\text{max}} = \max_{t \in \Delta t} SLE(t)\). The SIE of overtaking is computed by simply measuring the second derivative of the closeness centrality using \(SIE(t) = \frac{\partial^2 \zeta_c(t)}{\partial t^2} \)

Sudden lane-changes follow a similar maneuver to overtaking and therefore can be modeled using the same equations used to model overtaking.

b) Overspeeding: The degree centrality can be used to model overspeeding. As \(A_t\) is formed by adding rows and columns to \(A_{t-1}\), the degree of the \(i^{th}\) vehicle (denoted as \(\theta_i\)) is calculated by simply counting the number of non-zero entries in the \(i^{th}\) row of \(A_t\). Intuitively, a drivers that are overspeeding will observe new neighbors along the way (increasing degree) at a higher rate than conservative, or even neutral, drivers. Let the rate of increase of \(\theta_i\) be denoted as \(\theta_j\). By definition of the degree centrality and construction of \(A_t\), the degree centrality for an aggressively overspeeding vehicle will monotonically increase. Conversely, the degree centrality for a conservative vehicle driving at a uniform speed or braking often at unconventional spots such as green light intersections will be relatively flat. Therefore, the likelihood of overspeeding can be measured by computing,

\[
SLE(t) = \frac{\partial \zeta_c(t)}{\partial t}
\]

Similar to overtaking, the maximum likelihood estimate is given by \(SLE_{\text{max}} = \max_{t \in \Delta t} SLE(t)\).

c) Weaving: A vehicle is said to be weaving when it “zigzags” through traffic. Weaving is characterized by oscillation in the closeness centrality values between low values towards the sides of the road and high values in the center. Mathematically, weaving is more likely to occur near the critical points (points at which the function has a local minimum or
Table II: Comparison with Prior Work: We compare B-GAP with prior DRL-based navigation methods. For fair comparison, we compare % collisions along with the number of vehicles and the number of episodes used for training.

| Methods  | # vehicles | # episodes | % collisions |
|---------|------------|------------|--------------|
| DDPG [2] | 4          | 4000       | 10.13        |
| PS-DDPG [1] | 5          | 600        | 11.40        |
| B-GAP   | 5          | 3000       | 3.00         |

maximum) of the closeness centrality polynomial. The critical points \( t_c \) belong to the set \( T = \{ t_c | \partial^2 \zeta_c(t_c)/\partial t^2 = 0 \} \). Note that \( T \) also includes time-instances corresponding to the domain of constant functions that characterize conservative behavior. We disregard these points by restricting the set membership of \( T \) to only include those points \( t_c \) whose \( \varepsilon \)-sharpness \([60]\) of the closeness centrality is non-zero. The set \( T \) is reformulated as follows,

\[
T = \left\{ t_c | \left| \frac{\partial^2 \zeta_c(t_c)}{\partial t^2} \right| = 0 \right\}
\]

where \( B_\varepsilon(y) \in \mathbb{R}^d \) is the unit ball centered around a point \( y \) with radius \( \varepsilon \). The SLE of a weaving vehicle is represented by \(|T|\), which represents the number of elements in \( T \). The SIE\((t)\) is computed by measuring the \( \varepsilon \)-sharpness value of each \( t_c \in T \).

d) Conservative Vehicles: Conservative vehicles, on the other hand, are not inclined towards aggressive maneuvers such as sudden lane-changes, overspeeding, or weaving. Rather, they tend to stick to a single lane \([61]\) as much as possible, and drive at a uniform speed \([33]\) below the speed limit. Correspondingly, the values of the closeness and degree centrality functions in the case of conservative vehicles remain constant. Mathematically, the first derivative of constant polynomials is 0. The SLE of conservative behavior is therefore observed to be approximately equal to 0. Additionally, the likelihood that a vehicle drives uniformly in a single lane during time-period \( \Delta t \) is higher when,

\[
\left| \frac{\partial \zeta_c(t)}{\partial t} \right| \approx 0 \text{ and } \max_{t \in B_\varepsilon(t^*)} \text{SLE}(t) \approx \text{SLE}(t_c).
\]

The intensity of such maneuvers will be low and is reflected in the lower values for the SIE.

E. Comparison with DRL-Based Navigation Methods

We compare our navigation scheme with state-of-the-art DRL-based methods that train navigation policies in highway environments consisting of \( 4 - 5 \) vehicles, with a maximum density of \( 5 \) vehicles. However, these methods do not consider aggressive agents and have not been tested in complex scenarios with high numbers of vehicles and varying behaviors, as we have evaluated (with \( n = 40 \)) in Figure 4. Our navigation method results in very few collisions in high density scenarios (\( n = 40 \) as compared to maximum 5 used in \([1]\) with aggressive agents (Figure 4).

In Table II, we compare our approach with these methods in terms of % collisions. For fair comparison, we use \( n = 5 \) in the aggressive environment since prior methods \([2], [1]\) have also tested with \( 4 - 5 \) vehicles, respectively. We also include the number of vehicles and training episodes since the performance of these methods depends on them. It should be noted that these approaches use a continuous action space, while we use a discrete action space.