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Abstract

Recent work shows issues of consistency with explanations, with methods generating local explanations that seem reasonable instance-wise, but that are inconsistent across instances. This suggests not only that instance-wise explanations can be unreliable, but mainly that, when interacting with a system via multiple inputs, a user may actually lose confidence in the system. To better analyse this issue, in this work we treat explanations as objects that can be subject to reasoning and present a formal model of the interactive scenario between user and system, via sequences of inputs, outputs, and explanations. We argue that explanations can be thought of as committing to some model behaviour (even if only prima facie), suggesting a form of entailment, which, we argue, should be thought of as non-monotonic. This allows: 1) to solve some considered inconsistencies in explanation, such as via a specificity relation; 2) to consider properties from the non-monotonic reasoning literature and discuss their desirability, gaining more insight on the interactive explanation scenario.

1 Introduction

A growing body of research is dedicated to provide (post-hoc) explanations to AI models, in particular machine learning systems. However, there is no standardised formal definition of explanation, and what properties explanations should satisfy, with different explanation methods having different goals, often implicit.

Issues of consistency have been raised in recent work. Camburu et al. [2020] show how inconsistent textual explanations can be generated for a natural language inference task. Merrer and Trédan [2020] argue that local explanations for a single prediction are always subject to manipulability by hiding how a protected feature was used, but present, as a method of detecting this manipulation, that an auditor queries the system multiple times and detects whether there is an inconsistency in the returned explanations. Thus, lack of consistency may not only cause a user to wrongly expect some system behaviour, but may also cause loss of user’s confidence in the system overall, or imply that the explanations are not faithful, or even malicious. Therefore it is increasingly important to discuss the meaning of consistency in the case of local explanations, an issue that can occur when querying a system multiple times, with different inputs.

While the idea of consistency may first evoke classical logic, a well-established tradition in logic-based AI argues that in many applications the form of reasoning more natural for humans it not classical logic, but different models of reasoning which are non-monotonic, meaning that, in the presence of extra premises, previous conclusions may become unwarranted [Makinson, 1994; Kraus et al., 1990]. Indeed, a line of work in psychology empirically evaluates inferences humans make in a task with conditional arguments. Understanding explanations as presenting conditional arguments for expected outputs given some inputs would, then, lead one to model explanations as non-monotonic reasoning (NMR).

This is precisely what we do here, proposing an analysis of reasoning with explanations for an interactive scenario. We think of explanations as objects that can be reasoned upon. Thus we model explanations abstractly and define which inferences we can make from them, while also considering which reasoning properties they may satisfy. Our framework allows one to define analogous of traditional properties of NMR, and we hypothesise which properties might be expected or desirable.

2 The interactive explanation process

Consider the scenario of a user or auditor evaluating the behaviour of a model. They may ask for the output for a specific input, and ask as well for an explanation. While much of this literature treats this as a one-off task, a single explanation may be insufficient. The user could keep exploring model behaviour by querying for more outputs (with the same or different inputs) and explanations of the model. We thus consider an interactive process (as overviewed in Fig. 1), where the user queries for an output and explanation thereof, given an input, the system returns them, and then the user may query again. We see the AI system as including a classifier¹ and an

¹This choice is dictated by the focus, in the XAI literature, on explaining outputs of classifiers. However, our conceptual understanding of the interactive explanation process is applicable to any model.
explainer, with both considered black-boxes by our conceptual model.

We assume that the explanation method (although not the classifier) can keep track of the history of inputs it received and their outputs. This allows supporting two scenarios: i) of an explainer that tries to improve its explanations by knowing what it explained before; and ii) of a malicious explainer that, trying to manipulate or mislead the user and to avoid being detected, keeps track of what was explained before. Histories give a snapshot of the process by finite sequences of inputs and their outputs. Note that we assume the explainer to be a function, thus ignoring randomness of the explanation method itself. This assumption implies that no information about the computed explanations needs to be stored in the history, as awareness of earlier inputs and outputs already gives all information needed to know what explanations were also previously returned.²

Example 1. For concreteness, let us consider a scenario where inputs are drawn from \( X = \mathbb{R}^2 \), outputs from \( Y = \{0, 1\} \), and explanations \( \mathcal{E} \) are decision sets [Lakkaraju et al., 2016], that is, sets of rules, each of the form \( s \rightarrow y = c \), where \( s \) is an itemset (a conjunction of predicates of the form feature, operator, value), such as \( f > 1 \), and \( c \in Y \).

A possible scenario of interaction is as follows. The user queries for \( x_0 = (5, 0) \), corresponding to feature assignments \( f = 5, g = 0 \); the classifier returns \( y_0 = 1 \), and the explanation given is \( E_0 = \{ f > 0 \rightarrow y = 1 \} \). The user decides to investigate further and tries \( x_1 = (20, 5) \). Even though this is covered by the previous rule, which would commit to the output \( y_1 = 1 \), suppose the output is \( y_1 = 0 \) and the explanation is \( E_1 = \{ f > 10 \land g > 3 \rightarrow y = 0 \} \). How should the user interpret this? Is this an inconsistency in the explanatory process?

³Our assumption here simplifies our modelling, especially Fig. 2 (discussed later). In case it is not deterministic, such as in method that includes sampling, past explanations should be included directly in the history. We leave this extension of our model to future study.

³However, as opposed to the original definition in [Lakkaraju et al., 2016], we assume no default class and no tie-breaking function.

3 Formal modelling

We assume an input set \( X \) and an output set \( Y \) as well as a set of possible explanations \( \mathcal{E} \), that we keep abstract. Regarding notation, for a set \( S \), we denote the set of finite sequences of element of \( S \) as \( Seq(S) \), i.e., \( Seq(S) = \bigcup_{i \in \mathbb{N}} S^i \) for \( S^i \), a sequence of \( i \) elements of \( S \). Given \( n \in \mathbb{N} \), we use the notation \( [n] = \{ m \in \mathbb{N} \mid m \leq n \} \). Thus a sequence \( (s_0, s_1, \ldots, s_n) \in Seq(S) \) can be written as \( (s_i)_{i \in [n]} \).

We consider that the system is composed of a classifier \( C : X \rightarrow Y \) and an explanation method \( E : Seq(X \times Y) \rightarrow Seq(E) \), mapping from a sequence of input-output pairs \( (x_i, y_i)_{i \in [n]} \) to a sequence of explanations \( (E_i)_{i \in [n]} \), of the same length as the sequence of pairs. Notice that the explainer uses information on the entire past of inputs-outputs, as we discussed in Section 2. We can think of this sequence of pairs as a history. We consider that at each time step \( t \in \mathbb{N} \), the user queries for an input \( x_t \in X \), which receives a classification \( C(x_t) = y_t \) and an explanation \( E_t \). In this way, the explainer provides an explanation motivated by a specific input-output, while considering the history \( ((x_i, y_i))_{i \in [t]} \).

An important particular case is when there is a function \( E^* : X \times Y \rightarrow \mathcal{E} \), mapping from a single example \( (x, y) \) to an explanation \( E \). In this case, the explainer function \( E \) can be defined as applying \( E^* \) to each element of the sequence: formally, \( E(((x_i, y_i))_{i \in [n]} = (E^*(x_i, y_i))_{i \in [n]} \). In this particular case the history is disregarded when explanations are computed.

The reader may notice that this view of the interactive explanation process does not enforce that previously exhibited explanations are kept, that is, that \( E_i \) is unchanged for all \( i \in [t] \) when \( x_{i+1} \) is queried. If instead we want past explanations to be unretractable, in the sense that the system cannot replace the explanation of any previous query, then we can enforce the following property:

Definition 1 (Interaction-stability). An explainer \( E \) is said to be interaction-stable whenever, for every sequence of input-output pairs \( (x_i, y_i)_{i \in [n]} \) and for every \( m < n \), if \( (E_i)_{i \in [m]} = E(((x_i, y_i))_{i \in [m]} \) and \( (E'_i)_{i \in [m]} = E(((x_i, y_i))_{i \in [m]} \) then \( E_i = E'_i \) for any \( i \in [m] \).

That is, an interaction-stable explainer will always keep the explanation \( E_i \) associated to the pair \( (x_i, y_i) \), even as the interaction moves on. It is straightforward to see that an explainer \( E^* \) derived from a function \( E^* \), is always interaction-stable.

We now turn to the modelling of inference. We assume
that a sequence of explanations \( (E_i)_{i \in [n]} \) “commits” to some model behaviour. We model this by an entailment relation \( \models \) between \( \text{Seq}(\mathcal{E}) \) and \( X \times Y \), in such a way that \( (E_j)_{j \in [n]} \models (x, y) \) means that \( (E_j)_{j \in [n]} \) “commits” to the outcome \( y \), given the input \( x \). We will abuse notation and define \( E \models (x, y) \) to mean \( (E) \models (x, y) \) (for \( E \) the sequence with just one explanation, \( E \)). This entailment relation we keep abstract and application-dependent. What is important is that it captures how a user would interpret the explanation or plausible inferences therefrom, including as regards the input-output being explained. One example is explanations as sufficient reasons: any sufficient reason is exactly a rule that guarantees the output for a part of the input space, including the given input. An important particular case of entailment is when it does not depends on the order of the elements of the sequence. In this case, a set-based representation would be enough, and it is in this sense that sequences generalise sets.

Example 1 (continued). Assume the entailment relation \( \models \) from sequences of explanations \( (E_i)_{i \in [n]} \) is to be interpreted as classification from the union \( \bigcup_{i \in [n]} E_i \) of all explanations, corresponding to a naive interpretation of decision sets without tie-breaks. Then, \( x_1 \) is covered by both \( E_0 \) and \( E_1 \), for different classifications, which the user may take to be an inconsistency, since no input can have two different outputs. A different intended interpretation of the sequence of rules is possible. Define a rule to be more specific than another whenever every input \( x \) that satisfies the itemset of the first rule also satisfies the itemset of the second rule. Now assume that only most specific rules are applicable. For this example, \( E_1 \) is more specific than \( E_0 \), solving the inconsistency issue. This interpretation is non-monotonic since, while \( (E_0) \models (x_1, 0) \), we have \( (E_0, E_1) \models (x_1, 1) \), while \( (E_0, E_1) \models (x_1, 0) \). That is, adding a new explanation made a previous consequence now invalid.

From this core notion of \( \models \), relating explanations to input-output, we can derive two “homogeneous” notions of “entailment”, that is, from sequences of elements of a set to elements of the same set. This makes that notion more analogous to the notion of entailment in logic, which is defined from sets of formulas to a single formula. One such notion is at input-output level, and the other at explanation level.

For the former, we say \( (x_i, y_i)_{i \in [n]} \models (x, y) \) iff \( E \models (x_i, y_i)_{i \in [n]} \models (x, y) \). For the latter, \( (E_i)_{i \in [n]} \models E \) iff \( \forall (x, y) \in X \times Y, \) if \( E \models (x, y) \) then \( (E_i)_{i \in [n]} \models (x, y) \) (summarised in Fig. 2).

4 Consistency and non-monotonicity

We now turn to properties of explainers, expressed by properties of consistency and non-monotonicity for the relations associated with explainers.

Definition 2 (Consistency). A sequence of explanations \( (E_i)_{i \in [n]} \) is said to be consistent iff there does not exist \( x \in X, y, y' \in Y \), with \( y \neq y' \), such that \( (E_0)_{i \in [n]} \models (x, y) \) and \( (E_1)_{i \in [n]} \models (x, y') \). An entailment relation \( \models \) is said to be consistent iff every sequence of explanations is consistent. A relation \( \models \) is said to be consistent iff there does not exist \( x \in X, y, y' \in Y \), with \( y \neq y' \), and \( ((x_i, y_i))_{i \in [n]} \) such that \( ((x_i, y_i))_{i \in [n]} \models (x, y) \) and \( ((x_i, y_i))_{i \in [n]} \models (x, y') \).

Since the relations \( \models \) and \( \models \), derived from the base notion of \( \models \), are “homogeneous”, we can define properties borrowed from the literature on non-monotonic reasoning [Makinson, 1994; Kraus et al., 1990], what would not be possible for the relation \( \models \). We only generalise them to sequences, instead of sets (as typical).

Our hypothesis is that if they are important in (non-monotonic, defeasible) reasoning, and if the (interactive) explanation process can be seen as form of (non-monotonic) reasoning, then satisfying (or not) these properties may play a role on how users interact with explanations and what expectations they may (legitimately) have from them. Indeed, conditional reasoning has been explicitly evaluated in humans via questions motivated by such properties and, preliminary, support has been found for some properties, such as cautious monotonicity [Neves et al., 2004], although the general picture is less clear in evaluations comparing human inferences with different non-monotonic logic formalisms [Ragni et al., 2016b; Ragni et al., 2016a]. What seems, however, to be clear is how monotonic logic is insufficient for capturing conditional reasoning in humans [Byrne, 1989].

Formally, some properties are:

Definition 3 (Non-monotonicity). The relation \( \models \) is said to be non-monotonic iff there is \( (E_i)_{i \in [n]} \), \( E_{n+1} \) and \( (x, y) \) such that \( (E_i)_{i \in [n]} \models (x, y) \) and \( (E_{n+1})_{i \in [n+1]} \not\models (x, y) \). Also, given a set \( S \), a relation \( \models \) from \( \text{Seq}(S) \) to \( S \), and \( s, s_i \in S \), for \( i \in \mathbb{N} \), the relation \( \models \) is said to satisfy:

- non-monotonicity iff there is \( (s_i)_{i \in [n]}, s_{n+1}, s \) s.t. \( (s_i)_{i \in [n]} \models s \) and \( (s_i)_{i \in [n+1]} \not\models s \);
- reflexivity iff for every \( (s_i)_{i \in [n]} \) and \( i, (s_i)_{i \in [n]} \models s_i \);
- cautious monotonicity iff for every \( (s_i)_{i \in [n]}, s_{n+1}, s \), if \( (s_i)_{i \in [n]} \models s_{n+1} \) and \( (s_i)_{i \in [n]} \not\models s \), then \( (s_i)_{i \in [n+1]} \models s \);
- cut iff for every \( (s_i)_{i \in [n]}, s_{n+1}, s \), if \( (s_i)_{i \in [n+1]} \models s \) and \( (s_i)_{i \in [n]} \models s_{n+1} \), then \( (s_i)_{i \in [n]} \models s \).

We can make some general considerations regarding those properties. Refexivity asserts that whatever is a premise should also be entailed. We would expect this to hold for the relation \( \models \) for many explainers, since violating this means that, after some interactions, an input-output pair could become unexplained by the current understanding of the sequence of explanations. That is, the interactive process fails.
for some asked input and returned output, which seems a failure of explanation. On the other hand, for \( \vdash_{\kappa} \), a failure of reflectivity would not be surprising. Indeed, Example 1 shows such a failure, where \((E_0, E_1) \nvdash_{\kappa} E_0\).

Regarding cautious monotonicity, intuitively it captures the idea that if an expected behaviour is confirmed and made explicit, then other previously expected behaviours are still expected, i.e., a break of expectation is only caused by explicitly observing an unexpected behaviour). For \( \vdash \) this means that, when querying for an input which is classified as the (then) expected output, the resulting sequence of explanations, regardless of what it is, does not entail any less than what was entailed before. Cut, on the other hand, is in a way the converse: the resulting sequence of explanations does not entail any more than what was already entailed. As for \( \vdash_{e} \), what cautious monotonicity means is that, if a sequence of explanations entails a single explanation, and this is appended to the sequence, then no entailment is lost. Again, cut means that no conclusion is gained.

We hypothesise that a violation of cut would be less severe than one of cautious monotonicity. Cut fails in some probabilistic logics [Makinson, 1994], and indeed one can think of further explanations as detailing the previous ones, even if already entailed, so that more cases are covered. Cautious monotonicity also has a pragmatic motivation of reducing updates in beliefs [Kraus et al., 1990], which arguably could be relevant for the plausibility to, or comfort of a user in an interactive explanation process. Which concrete methods satisfy which of those properties and what is the impact on user experience are open questions.

**Example 2.** As a variation of Example 1, assume the specificity interpretation and that for the input \( x_1 = (20, 5) \), the output was \( y = 0 \) and the second explanation was instead \( E_1 = \{ f > 10 \land g \leq 0 \Rightarrow 0, f > 10 \land g > 0 \Rightarrow y = 1 \} \). It is the case that \((E_0) \vdash (x_1, 0)\), and so \((x_0, 0) \vdash (x_1, 0)\). Now consider a third input \( x_2 = (20, -10) \). While \((E_0) \vdash (x_2, 0)\) (thus \((x_0, 0) \vdash (x_2, 0)\)), we now have that \((E_0, E_1) \vdash (x_2, 1)\), since both rules in \( E_3 \) are more specific than the one in \( E_0 \). Therefore \((x_0, 0), (x_2, 0) \vdash (x_2, 0)\), violating cautious monotonicity.

**4.1 Specificity for non-monotonic reasoning**

We will generalise here how the idea of specificity used in Examples 1 and 2 can be defined for general entailment relations \( \vdash \), or even to characterise one, in an abstract way.

**Definition 4.** A sequence of explanations \((E_i)_{i \in [n]}\) is said to cover an input \( x \in X \) iff there is \( y \in Y \) such that \((E_i)_{i \in [n]} \vdash (x, y)\). A sequence of explanations \((E_i)_{i \in [n]}\) is said to be more specific than another \((E'_i)_{i \in [m]}\) iff for every input \( x \in X \) that \((E_i)_{i \in [n]}\) covers is also covered by \((E'_i)_{i \in [m]}\).

In the definitions above, we can use single explanations as sequence of explanations, following our mentioned abuse of notation. We can now define what respecting specificity means for an entailment relation \( \vdash \).

**Definition 5.** An entailment relation \( \vdash \) respects specificity iff it is consistent and if \( E_{n+1} \) is more specific than \((E_i)_{i \in [n]}\) and \( E_{n+1} \vdash (x, y) \), then \((E_i)_{i \in [n+1]} \vdash (x, y)\).

A sceptical definition of \( \vdash \) can be defined by extending the entailment relation from single explanations to sequences recursively via specificity. This exemplifies how one could define entailment in sequences from entailment in single explanations, based only on the abstract concept of entailment presented in this formalism, independent of instantiation. The definition below captures such entailment relations, presenting the inductive step:

**Definition 6.** An entailment relation \( \vdash \) is most sceptically specific iff it is consistent, it respects specificity, and, if \( E_{n+1} \) is not more specific than \((E_i)_{i \in [n]}\), for every \( x \in X, y, y' \in Y \): a) if \( E_{n+1} \vdash (x, y) \) and \((E_i)_{i \in [n]} \vdash (x, y')\), with \( y \neq y' \), then there is no \( y'' \in Y \) such that \((E_i)_{i \in [n+1]} \vdash (x, y'')\); else b) if \( E_{n+1} \vdash (x, y) \) or \((E_i)_{i \in [n]} \vdash (x, y)\), then \((E_i)_{i \in [n+1]} \vdash (x, y)\).

This does not imply our framework is restricted to such entailment relations, as it can capture many other explanations, but we deem this special case to be of interest.

**5 Discussion and future steps**

Consistency properties have already been advocated in the literature, as discussed in the introduction. The link between classification itself and NMR is less studied, but NMR-inspired properties have been presented for the task of classification and applied for a specific method built on argumentation [Paulino-Passos and Toni, 2021]. A related but different direction is using interactions and explanations for changing the model itself or predictions for a particular instance [Sreedharan et al., 2021; Rago et al., 2021]. A line of work with connections to this as well is on building model interpretation (global explanations) from local explanations [Setzu et al., 2021; Zhou et al., 2022]. Indeed, one possible instantiation of \( \vdash \) is by generating local explanations \((E_i)_{i \in [n]}\) for \((x_i, y_i)_{i \in [n]}\), and then aggregating the resulting explanations into a single, global, explanation \( E_{agg} \), and saying \((E_i)_{i \in [n]} \vdash (x, y)\) exactly when \( E_{agg} \vdash (x, y)\). In summary, we presented a first approach to modelling an interactive explanation scenario, and discussed possible properties of it, specially ones based on non-monotonic reasoning (NMR). We also show how the general concept of specificity in NMR may be used to extend entailment from single explanations to sequences of them. We believe considerations inspired by non-monotonic reasoning can inspire questions and angles of study of explainability methods. We leave to future work analyses of specific systems and algorithms, as well as empirical evaluations of the impact of the presence or absence of particular NMR properties with human users.
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