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Abstract

We consider the inhomogeneous nonlinear Schrödinger (INLS) equation in $\mathbb{R}^N$

$$i\partial_t u + \Delta u + |x|^{-b}|u|^{2\sigma} u = 0,$$

where $N \geq 3$, $0 < b < \min\left\{ \frac{N}{2}, 2 \right\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. The scaling invariant Sobolev space is $\dot{H}^{s_c}$ with $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$. The restriction on $\sigma$ implies $0 < s_c < 1$ and the equation is called intercritical (i.e. mass-supercritical and energy-subcritical). Let $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ be a radial initial data and $u(t)$ the corresponding solution to the INLS equation. We first show that if $E[u_0] \leq 0$, then the maximal time of existence of the solution $u(t)$ is finite. Also, for all radially symmetric solution of the INLS equation with finite maximal time of existence $T^* > 0$, then $\limsup_{t \to T^*} \|u(t)\|_{\dot{H}^{s_c}} = +\infty$. Moreover, under an additional assumption and recalling that $\dot{H}^{s_c} \subset L^{\sigma_c}$ with $\sigma_c = \frac{2N\sigma}{2-b}$, we can in fact deduce, for some $\gamma = \gamma(N, \sigma, b) > 0$, the following lower bound for the blow-up rate

$$c \|u(t)\|_{\dot{H}^{s_c}} \geq \|u(t)\|_{L^{\sigma_c}} \geq |\log(T - t)|^\gamma \text{ as } t \to T^*.$$

The proof is based on the ideas introduced for the $L^2$ super critical nonlinear Schrödinger equation in the work of Merle and Raphaël \cite{14} and here we extend their results to the INLS setting.
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1. Introduction

In this work we consider the initial value problem (IVP) for the inhomogeneous nonlinear Schrödinger (INLS) equation

$$\begin{aligned}
&i\partial_t u + \Delta u + |x|^{-b}|u|^{2\sigma} u = 0, \quad x \in \mathbb{R}^N, \ t > 0, \\
&u(0) = u_0,
\end{aligned}$$

(1.1)

for $N \geq 3$, $0 < b < \min\left\{ \frac{N}{2}, 2 \right\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. Note that the case $b = 0$ is the classical nonlinear Schrödinger (NLS) equation. The physical relevance of the INLS model \cite{11} appears naturally in nonlinear optics, we refer the reader to Gill \cite{9} and Liu and Tripathi \cite{13} for more details.

Throughout this manuscript, we will work with the standard $L^2$-based Sobolev spaces $H^s = H^s(\mathbb{R}^N)$ and $\dot{H}^s = \dot{H}^s(\mathbb{R}^N)$, for $s \in \mathbb{R}$, equipped with the norm $\|f\|_{H^s} := \|\langle \xi \rangle^2 \widehat{f}\|_{L^2}$ and $\|f\|_{\dot{H}^s} := \|\langle |\xi|^2 \rangle^{\frac{s}{2}} \widehat{f}\|_{L^2}$, respectively.
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In particular, $\dot{H}^0 = H^0 = L^2$. The $\dot{H}^1$ flow admits the energy conservation law given by

$$E[u(t)] = \frac{1}{2} \int |\nabla u(x,t)|^2 dx - \frac{1}{2\sigma + 2} \int |x|^{-b}|u(x,t)|^{2\sigma + 2} dx = E[u_0].$$

(1.2)

Another fundamental conserved quantity for the $L^2$ flow is the mass conservation

$$M[u(t)] = \int |u(x,t)|^2 dx = M[u_0].$$

(1.3)

Moreover, the scaling symmetry $u(x,t) \mapsto \lambda^{\frac{2+b}{2\sigma}} u(\lambda x, \lambda^2 t)$ plays an important role in our analysis, since it leaves invariant the norm in the homogeneous Sobolev space $\dot{H}^s$, where $s_c = \frac{N}{2} - \frac{2+b}{2\sigma}$. If $s_c = 0$ (alternatively $\sigma = \frac{2+b}{N}$) the problem is mass-critical and if $s_c = 1$ (alternatively $\sigma = \frac{2+b}{N-2}$) it is energy-critical. Finally the problem is mass-supercritical and energy-subcritical or just intercritical if $0 < s_c < 1$ (alternatively $\frac{2+b}{N} < \sigma < \frac{2+b}{N-2}$).

The well-posedness for the Cauchy problem (1.1) has been receiving increasing attention over the past years, see for instance Genoud and Stuart [8], Guzmán [10], Dinh [4], Lee and Seo [12]. Recently, in a joint work with Guzmán [2], the authors studied this problem in the space $H^s \cap \dot{H}^1$, showing local well posedness for $N \geq 3$, $0 < b < \min \{\frac{N}{2}, 2\}$ and $\frac{2+b}{2} < \sigma < \frac{2+b}{N-2}$. More precisely, it was proved that for all $u_0 \in H^s \cap \dot{H}^1$, there exist $T(\|u_0\|_{H^s \cap \dot{H}^1}) > 0$ and a unique solution $u \in C([0, T); H^s \cap \dot{H}^1)$ of (1.1). Furthermore, let $T^* > 0$ denotes the maximal time of existence for this solution, if $T^* < +\infty$, then there exist $c, \theta > 0$ such that

$$\|u(t)\|_{H^s \cap \dot{H}^1} \geq \frac{c}{(T^*-t)^\theta}.\tag{1.4}$$

The existence of solutions with finite maximal time of existence is already known in $H^1$ for the INLS model (1.1). As for the classical NLS equation this is a consequence of the following virial identity satisfied by solutions to (1.1) with initial data $u_0 \in \Sigma := \{f \in H^1; \ |x|f \in L^2\}$

$$\frac{d}{dt} \int |x|^2 |u(x,t)|^2 = 8(2\sigma s_c + 2) E[u_0] - 8\sigma s_c \|\nabla u(t)\|_{L^2}^2.$$

(1.5)

This was obtained by the second author in [6], following the approach developed by Holmer and Roudenko [11] in their study of the intercritical classical NLS equation (case $b = 0$, $N \geq 3$ and $\frac{2}{N} < \sigma < \frac{2}{N-2}$). Later, Dinh [5] extended this result assuming radial initial data $u_0 \in H^1$, using the ideas of Ogawa and Tsutsumi [16].

In the present work we are interested in solutions of (1.1) with initial data in $H^s \cap \dot{H}^1$ and finite maximal time of existence. More precisely, we establish sufficient conditions for the existence of such solutions. In a second step, we investigate the behavior of its $\dot{H}^s$ norm. Note that since $\|u\|_{\dot{H}^s \cap \dot{H}^1} = \|u\|_{\dot{H}^s} + \|u\|_{\dot{H}^1}$, this last goal is not a direct consequence of the inequality (1.4).

For the intercritical classical NLS equation, this question was studied by Merle and Raphaël [14]. They showed that radially symmetric initial data with non-positive energy is a sufficient condition to deduce the finite time blow-up of the $\dot{H}^s_0$ norm, with $s_0 = \frac{N}{2} - \frac{1}{\sigma}$. Furthermore, recalling that $\dot{H}^s_0 \subset L^{\sigma_0}$ with $\sigma_0 = N\sigma$, they in fact proved the following lower bound for the blow-up rate

$$c \|u(t)\|_{\dot{H}^s_0} \geq \|u(t)\|_{L^{\sigma_0}} \geq |\log(T^* - t)|^{C_N,\sigma}, \ as \ t \to T^*.$$

Note that this type of result breaks down in the $L^2$ critical case ($\sigma = \frac{2}{N}$ and $s_0 = 0$), since the $L^2$ norm is conserved.
Inspired by the work of Merle and Raphaël, our aim in this paper is to extend their results to the INLS setting. In the first theorem, we show the existence of non-positive energy solutions with finite maximal time of existence. In particular, this result generalizes the results obtained by the second author in [6] and Dinh [5] to the regularity $\dot{H}^{s_c} \cap \dot{H}^1$. More precisely, we prove the following.

**Theorem 1.1.** Let $N \geq 3$, $0 < b < \min\{N, 2\}$ and $\frac{2b}{N} < \sigma < \frac{2-N}{2}$. If $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ is radially symmetric and $E(u_0) \leq 0$, then the maximal time of existence $T^* > 0$ of the corresponding solution $u(t)$ to (1.1) is finite.

The next result describes the behavior of the $\dot{H}^{s_c}$ norm for any solution of (1.1) with initial data in $\dot{H}^{s_c} \cap \dot{H}^1$ and finite maximal time of existence.

**Theorem 1.2.** Let $s_c = \frac{N}{2} - \frac{2b}{2\sigma}$ and $\sigma_c = \frac{N\sigma}{2-\sigma}$ such that $\dot{H}^{s_c} \subset L^{\infty}$. Assume $N \geq 3$, $0 < b < \min\{N, 2\}$ and $\frac{2b}{N} < \sigma < \frac{2-N}{2}$. Given $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ radially symmetric and assume that the maximal time of existence $T^* > 0$ of the corresponding solution $u$ to (1.1) is finite. Assume that

$$||\nabla u(t)||_{L^2} \geq \frac{c}{(T^* - t)^{\frac{1}{\gamma}}},$$

for some constant $c = c(N, \sigma)$ and $t$ close enough to $T^*$. Then there exists $\gamma = \gamma(N, \sigma, b) > 0$ such that

$$c||u(t)||_{\dot{H}^{s_c}} \geq ||u(t)||_{L^{\infty}} \geq \log(T^* - t)^{\gamma}, \text{ as } t \to T^*.$$

The condition (1.6) is a natural assumption. It is automatically satisfied for the classical NLS equation from the local Cauchy theory in $\dot{H}^1$ obtained by Cazenave and Weissler (see the Introduction in Merle and Raphaël [14]). Due to the lack of a local Cauchy theory in $\dot{H}^1$ for the INLS model we include this assumption on the statement of Theorem 1.2. Moreover, assuming additionally that the initial data $u_0 \in H^1 \subset \dot{H}^{s_c} \cap \dot{H}^1$, the lower bound (1.6) has been obtained in a recent work by Aloui and Tayachi [1].

The proofs of Theorems 1.1 and 1.2 follow the approach introduced by Merle and Raphaël [14]. The first obstacle here is to control the term $|x|^{-b}$ present in the potential part of the energy (see Lemma 2.1(ii)). After that, we carry out a careful study to understand how the introduction of the parameter $b$ will affect the rest of the analysis.

More precisely, to prove Theorem 1.1, we first observe that for all functions in $L^{s_c}$ the $L^2$ norm over balls around the origin $\{|x| \leq R\}$ grows slower than $R^{s_c}$, as $R \to \infty$ (see Lemma 2.1(i)). On the other hand, for a radial solutions with non-positive energy, there exists a radius $R(t)$ (depending on time $t$) such that the $L^2$ norm of the initial data over the ball $\{|x| \leq R(t)\}$ is at least $cR(t)^{s_c}$ for some universal constant $c > 0$ (see Proposition 4.2 (4.8)). Moreover, for a global radial solution with non-positive energy, in view of a global dispersive estimate (see Proposition 4.1 (4.4)), there exists a sequence of times $\{t_n\}_{n=1}^{\infty}$ growing to infinity such that the $L^2$ norm of the gradient goes to zero. This implies that $R(t_n) \to \infty$, reaching a contradiction.

The proof of Theorem 1.2 requires a more refined analysis. Indeed, first consider a renormalization $v^{(t)}(\tau)$ of the original solution such that, assuming (1.6), exists for large times and where we can apply Propositions 4.1 and 4.2 uniformly (see Lemma 6.1). In this new setting, the problem is reduced to show an specific lower bound on the $L^{s_c}$ norm of the initial data $v^{(t)}(0)$ (see inequality (6.7)). Then, in the worst case scenario, an uniform lower bound for this norm restricted to suitable annulus on space holds (see inequality (6.12)). Finally, summing over a family of disjoint annuli yields the desired result.

The next result is a direct consequence of Theorem 1.2.
Corollary 1.3. Let $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$. Assume $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. Given $u_0 \in H^{s_c} \cap \dot{H}^1$ radially symmetric and assume that the maximal time of existence $T^* > 0$ of the corresponding solution $u$ to (1.1) is finite, then
\[
\limsup_{t \to T^*} \|u(t)\|_{H^{s_c}} = +\infty.
\] (1.8)

This is in sharp contrast to the $L^2$-critical case ($s_c = 0$), where the mass is preserved, see (1.3), and thus (1.8) cannot occur. So, we extend the situation observed by Merle and Raphaël [14] for the classic NLS equation to the INLS model, for radially symmetric initial data. Moreover, the assumption (1.6) is only needed to deduce the lower bound on the blow-up rate (1.7) and is not required in Corollary 1.3.

In our last result, if we assume in addition that $u_0 \in H^1$, we obtain an upper bound on blow-up rate for radially symmetric initial data.

Theorem 1.4. Let $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. Let $u_0 \in H^1$ with radial symmetry and assume that the maximal time of existence $T^* > 0$ for the corresponding solution $u \in C([0,T^*) : H^1)$ of (1.1) is finite. Define $\beta = \frac{2-\sigma}{\sigma(N-1)+b}$, then the following space-time upper bound holds
\[
\int_t^{T^*} (T^* - \tau) \|\nabla u(\tau)\|_{L^2}^2 d\tau \leq C_{u_0} (T^* - t)^{\frac{2\beta}{2+\beta}},
\] (1.9)
for $t$ close enough to $T^*$.

This is an application of a localized virial type inequality satisfied by the solutions of the INLS equation (see Lemma 3.1) and its proof is based on the ideas introduced by Merle, Raphaël, and Szeftel [15] for the classical NLS equation.

As a consequence of (1.9) we have the following upper bound
\[
\liminf_{t \to T^*} (T^* - t)^{\frac{1}{2+\sigma}} \|\nabla u(t)\|_{L^2} < +\infty.
\]

In particular, there exists a sequence $\{t_n\}_{n=1}^{+\infty} \subset [0,T^*)$ with $t_n \to T^*$ such that
\[
\|\nabla u(t_n)\|_{L^2} \leq \frac{C}{(T^* - t_n)^{\frac{1}{2+\sigma}}}, \quad \text{as} \quad n \to +\infty.
\]

It should be emphasized that it is an open problem to show the previous upper bound for every sequence $\{t_n\}_{n=1}^{+\infty}$ with $t_n \to T^*$.

This paper is organized as follows. In Section 2 we established a radial interpolation estimate. A virial type estimate and the proof of Theorem 1.4 is discussed in Section 3. In Section 4, we obtain the key propositions needed to prove our main results. The last two sections are devoted to the proofs of Theorems 1.1-1.2 and Corollary 1.3.

2. A radial Gagliardo-Nirenberg inequality

We first recall a Gagliardo-Nirenberg type inequality proved in [2]
\[
\int |x|^{-b}|u(x)|^{2\sigma+2} \, dx \leq \frac{\sigma+1}{\|u\|_{L^2}^{2\sigma}} \|\nabla u\|_{L^2}^{2\sigma} \|u\|_{L^{2\sigma}}^{2\sigma},
\] (2.1)
where $V$ is a solution to elliptic equation

$$\Delta V + |x|^{-b}|V|^{2\sigma}V - |V|^\sigma c^{-2}V = 0 \quad (2.2)$$

with minimal $L^{\sigma_c}$-norm.

The main goal of this section is to improve this last inequality in the radial setting and away from the origin. For this purpose, we use the following scaling invariant Morrey-Campanato type semi-norm

$$\rho(u, R) = \sup_{R \geq R} \frac{1}{(R')^{2\sigma_c}} \int_{R' \leq |x| \leq 2R'} |u|^2 \, dx. \quad (2.3)$$

In the next result, we present the radial interpolation estimate adapted to the INLS setting.

**Lemma 2.1.** Let $N \geq 3$, $0 < b < \min \left\{ \frac{N}{2}, 2 \right\}$, $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$, $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$ and $\sigma_c = \frac{2N\sigma}{2-b}$. The following statements hold.

(i) There exists a universal constant $c > 0$ such that for all $u \in L^{\sigma_c}$ and $R > 0$

$$\frac{1}{R^{2\sigma_c}} \int_{|x| \leq R} |u|^2 \, dx \leq c \|u\|_{L^{\sigma_c}}^{2}. \quad (2.4)$$

Moreover

$$\lim_{R \to +\infty} \frac{1}{R^{2\sigma_c}} \int_{|x| \leq R} |u|^2 \, dx = 0. \quad (2.5)$$

(ii) For all $\eta > 0$, there exists a constant $C_\eta > 0$ such that for all $R > 0$ and $u \in \dot{H}^{\sigma_c} \cap \dot{H}^{1}$ with radial symmetry the following inequality holds

$$\int_{|x| \geq R} |x|^{-b}|u|^{2\sigma+2} \, dx \leq \eta \|\Delta u\|_{L^2(|x| \geq R)}^{2} + \frac{C_\eta}{R^{2(1-\sigma_c)}} \left\{ (\rho(u, R))^{\frac{1}{2\sigma}} + (\rho(u, R))^{\sigma+1} \right\}. \quad (2.6)$$

**Proof.** (i) This item was proved by Merle and Raphael in [14, Lemma 1]. For the convenience of the reader, we also present the proof here. Since $0 < s_c < 1$, from Hölder’s inequality, we have

$$\int_{|x| \leq R} |u|^2 \, dx \leq \left( \int_{|x| \leq R} |u|^{s_c} \, dx \right)^{\frac{2}{s_c}} \left( \int_{|x| \leq R} 1 \, dx \right)^{\frac{2}{s_c}}.$$

then (2.4) follows.

Let $R > A > 1$ and divide the integral in the left hand side of (2.4) in two parts to get

$$\frac{1}{R^{2\sigma_c}} \int_{|x| \leq R} |u|^2 \, dx \leq \frac{1}{R^{2\sigma_c}} \int_{|y| \leq A} |u|^2 \, dx + \frac{1}{R^{2\sigma_c}} \int_{A \leq |y| \leq R} |u|^2 \, dx$$

$$\leq \frac{1}{R^{2\sigma_c}} \int_{|y| \leq A} |u|^2 \, dx + \int_{A \leq |y| \leq R} |u|^2 \, dx.$$

Now, given $\varepsilon > 0$, choose $R > A > 1$ large enough such that

$$\int_{|y| \geq A} |u|^2 \, dx < \frac{\varepsilon}{2} \quad \text{and} \quad \left( \frac{A}{R} \right)^{2\sigma_c} < \frac{\varepsilon}{2c}.$$  

Thus, using (2.4) we deduce

$$\frac{1}{R^{2\sigma_c}} \int_{|x| \leq R} |u|^2 \, dx \leq c \left( \frac{A}{R} \right)^{2\sigma_c} \|u\|_{L^{\sigma_c}}^{2} + \int_{|y| \geq A} |u|^2 \, dx < \varepsilon,$$
which completes the proof of item (i).

(ii) We first assume that \( u \) is a smooth radially symmetric function. For \( D > 0 \), define the following set

\[ C = \{ x \in \mathbb{R}^N : D \leq |x| \leq 2D \}. \]

Let \( x_0 \in C \) such that \( |u(x_0)| = \|u\|_{L^\infty(C)} \). If there exists \( y_0 \in C \) such that

\[ |u(y_0)| \leq \frac{1}{2} |u(x_0)|, \tag{2.7} \]

then

\[ \|u\|_{L^2}^2 = \frac{4}{3} \left| |u(x_0)|^2 - \frac{1}{4} |u(x_0)|^2 \right| \leq \frac{4}{3} \left| |u(x_0)|^2 - |u(y_0)|^2 \right|. \tag{2.8} \]

Since \( u \) is a radial function we set \( u(x) = v(|x|) = v(r) \), then

\[ \int_C |u(x)|^2 \, dx = \int_D |u(x)|^2 \, dx = \frac{2D}{3} \int_D \left( \int_{S^{N-1}} |v(r)|^2 \, d\omega \right) r^{N-1} \, dr \geq c D^{N-1} \int_D |v(r)|^2 \, dr, \tag{2.9} \]

where \( S^{N-1} \) denotes the surface of the unit ball in \( \mathbb{R}^N \).

Moreover, since \( \partial_x u = \frac{\partial}{\partial r} \partial_r v \), using the same argument we also deduce

\[ \int_C |\nabla u(x)|^2 \, dx \geq c D^{N-1} \int_D |v'(r)|^2 \, dr. \tag{2.10} \]

Hence, by (2.8), (2.9), (2.10) and Cauchy-Schwarz inequality, we get

\[ \|u\|_{L^2}^2 \leq c \left| |v(|x_0|)|^2 - |v(|y_0|)|^2 \right| = c \left| \int_{|y_0|}^{x_0} \partial_r |v(r)|^2 \, dr \right| \leq c \int_D |v(r)| |v'(r)| \, dr \leq \frac{c}{D^{N-1}} \|\nabla u\|_{L^2(C)} \|u\|_{L^2(C)}. \]

Thus,

\[ \int_C |x|^{-b} |u|^{2\sigma+2} \, dx \leq D^{-b} \|u\|_{L^\infty(C)}^{2\sigma} \|u\|_{L^2(C)}^2 \leq \frac{c}{D^{\sigma(N-1)+b}} \|\nabla u\|_{L^2(C)}^2 \|u\|_{L^2(C)}^{2+\sigma} \]

\[ \leq \frac{c}{D^{(2-\sigma)(1-s_c)} \|\nabla u\|_{L^2(C)}^2} \left( \frac{1}{D^{2s_c}} \int_{D \leq |x| \leq 2D} |u|^2 \, dx \right)^{\frac{2+\sigma}{2}} \]

\[ \leq \frac{c}{D^{(2-\sigma)(1-s_c)} \|\nabla u\|_{L^2(C)}^2} \left( D^{2(1-s_c)} \rho(u, D) \right)^{\frac{2+\sigma}{2}}. \tag{2.11} \]

For all \( \eta > 0 \), from the Young inequality, there exists a constant \( C_\eta > 0 \) such that

\[ \int_C |x|^{-b} |u|^{2\sigma+2} \, dx \leq \eta \|\nabla u\|_{L^2(C)}^2 + C_\eta \frac{1}{D^{2(1-s_c)} \rho(u, D)^{\frac{2s_c}{2}}}. \]

On the other hand, if (2.11) does not hold for any \( y \in C \), then

\[ \frac{1}{2} |u(x_0)| \leq |u(y)| \]

then,

\[ \|u\|_{L^2(C)} \geq \|u\|_{L^\infty(C)} \left( \frac{2D}{3} \int_D \left( \int_{S^{N-1}} \, d\omega \right) r^{N-1} \, dr \right)^{\frac{1}{2}} \geq c D^{\frac{N}{2}} \|u\|_{L^\infty(C)}. \]
Hence, we deduce the following estimate for the potential energy over $C$

$$\int_C |x|^{-b}|u|^{2\sigma + 2} \, dx \leq c \|u\|_{L^{2\sigma + 2}(C)}^{2\sigma + 2} D^{N-b} \leq \frac{c}{D^{N-s_c}} \|u\|_{L^2(C)}^{2\sigma + 2} \leq \frac{c}{D^{2(1-s_c)}} \left[\rho(u, D)\right]^{\sigma + 1}.$$ 

Therefore, in both cases, given $\eta > 0$ there exists a constant $C_\eta > 0$ such that

$$\int_C |x|^{-b}|u|^{2\sigma + 2} \, dx \leq \eta \|\nabla u\|_{L^2(C)}^2 + \frac{C_\eta}{D^{2(1-s_c)}} \left\{\left[\rho(u, D)\right]^\frac{2-\sigma}{2} + \left[\rho(u, D)\right]^{\sigma + 1}\right\}. \quad (2.12)$$

Now, we extend the above estimate for the set $\{x \in \mathbb{R}^N : |x| \geq R\}$. Indeed, given $R > 0$ and $j \in \mathbb{N}$, we first note that

$$\rho(u, 2^j R) = \sup_{R' > 2^j R} \left\{ \frac{1}{(R')^{2s_c}} \int_{R' \leq |x| \leq 2R'} |u|^2 \, dx \right\} \leq \sup_{R' > R} \left\{ \frac{1}{(R')^{2s_c}} \int_{R' \leq |x| \leq 2R'} |u|^2 \, dx \right\} = \rho(u, R).$$

Therefore, since

$$\int_{|x| \geq R} |x|^{-b}|u(x)|^{2\sigma + 2} \, dx$$

we obtain, using (2.12) with $D = 2^j R$, that

$$\int_{|x| \geq R} |x|^{-b}|u(x)|^{2\sigma + 2} \, dx$$

$$\leq \eta \sum_{j=0}^\infty \|\nabla u\|_{L^2(2^j R \leq |x| \leq 2^{j+1} R)}^2 + C_\eta \left\{ \left[\rho(u, R)\right]^\frac{2-\sigma}{2} + \left[\rho(u, R)\right]^{\sigma + 1}\right\} \sum_{j=0}^\infty \frac{1}{(2^j R)^{2(1-s_c)}}$$

$$\leq \eta \|\nabla u\|_{L^2(|x| \geq R)}^2 + C_\eta \frac{1}{R^{2(1-s_c)}} \left\{ \left[\rho(u, R)\right]^\frac{2-\sigma}{2} + \left[\rho(u, R)\right]^{\sigma + 1}\right\}. \quad (2.13)$$

Note that in the inequalities (2.11) and (2.13) we have used

$$\sigma < 2 \text{ and } s_c > 0, \text{ since } \frac{2-b}{N} < \sigma < \frac{2-b}{N-2}.$$

In the general case, given $u \in \dot{H}^{s_c} \cap \dot{H}^1$ radially symmetric, consider a sequence of smooth radially symmetric functions $u_n$ such that $u_n \to u$ in $\dot{H}^{s_c} \cap \dot{H}^1$ as $n \to +\infty$. From the Sobolev embedding $\dot{H}^{s_c} \subset L^{s_c}$ it follows that $u_n \to u$ in $L^{s_c}$. Thus, given $\epsilon > 0$ choose $n_0 \in \mathbb{N}$ large enough such that for all $n \geq n_0$ we deduce

$$\|u_n - u\|_{L^1} < \epsilon, \|u_n - u\|_{L^{s_c}} < \epsilon \text{ and } \int |x|^{-b}|(u_n - u)(x)|^{2\sigma + 2} \, dx < \epsilon, \quad (2.14)$$

where in the last inequality we have used the Gagliardo-Nirenberg inequality (2.11). For every $R > 0$, since $s_c > 2$, by Holder’s inequality and (2.14), we have

$$\frac{1}{R^{s_c}} \left\|u_n\|_{L^2(R \leq |x| \leq 2R)} - \|u\|_{L^2(R \leq |x| \leq 2R)} \right\| \leq \frac{1}{R^{s_c}} \|u_n - u\|_{L^2(R \leq |x| \leq 2R)}$$

$$\leq \frac{c}{R^{s_c}} \|u_n - u\|_{L^{s_c}R^{s_c}}$$

$$= c \|u_n - u\|_{L^{s_c}} < c \epsilon,$$

where $c > 0$ is independent of $R > 0$. Therefore

$$\rho^\frac{1}{2}(u_n, R) \leq c \epsilon + \rho^\frac{1}{2}(u, R). \quad (2.15)$$
Finally, using (2.13), (2.14) and (2.15), we obtain
\[
\int_{|x| \geq R} |x|^{-b}|u|^{2\sigma+2} \, dx \leq 2^{2\sigma+2} \left( \int_{|x| \geq R} |x|^{-b}|u-u_n|^{2\sigma+2} \, dx + \int_{|x| \geq R} |x|^{-b}|u_n|^{2\sigma+2} \, dx \right)
\]
\[
< c \varepsilon + c\eta \|\nabla u_n\|_{L^2(|x| \geq R)}^2 + \frac{cC_\eta}{R^{2(1-s_c)}} \left\{ \left[ \rho(u_n, R) \right]^{\frac{4-2\sigma}{\sigma+2}} + \left[ \rho(u_n, R)^{\sigma+1} \right] \right\}
\]
\[
< c \varepsilon + c\eta \left( \varepsilon + \|\nabla u\|_{L^2(|x| \geq R)} \right)^2 + \frac{2^{2\sigma+2}C_\eta}{R^{2(1-s_c)}} \left\{ \left[ c \varepsilon + \rho^{\frac{1}{\sigma}}(u, R) \right]^{\frac{4-2\sigma}{\sigma+2}} + \left[ c \varepsilon + \rho^{\frac{1}{\sigma}}(u, R)^{\sigma+2} \right] \right\}.
\]
Since \( \varepsilon > 0 \) is arbitrary we conclude the proof of item (ii) and finishes the proof of Lemma 2.1. 

3. A virial type estimate and the proof of Theorem 1.4

In this section, we recall a localized version of the viral identity (1.1) and use it to deduce an estimate that plays an important role in the analysis. Indeed, consider a non-negative radial function \( \phi \in C^\infty_0(\mathbb{R}^N) \), such that
\[
\phi(x) = \begin{cases} 
\frac{|x|^2}{2}, & \text{se } |x| \leq 2 \\
0, & \text{se } |x| \geq 4
\end{cases} \quad (3.1)
\]
satisfying
\[
\phi(x) \leq c|x|^2, \quad |\nabla \phi(x)|^2 \leq c\phi(x) \quad \text{and} \quad \nabla^2 \phi(x) \leq 1, \quad \text{for all } x \in \mathbb{R}^N, \quad (3.2)
\]
with \( r = |x| \). Then, define \( \phi_R(x) = R^2 \phi \left( \frac{x}{R} \right) \).

Let \( v \in C([0, \tau_a], \dot{H}^{s_c} \cap \dot{H}^1) \) be a solution to (1.1). For any \( R > 0 \) and \( \tau \in [0, \tau_a] \) define
\[
z_R(\tau) = \int \phi_R(x)|v(x, \tau)|^2 \, dx.
\]
Note that, in view of Lemma 2.1 and Sobolev embedding, \( z_R(\tau) \) is well-defined since
\[
z_R(\tau) = R^2 \int_{|x| \leq 4R} \phi \left( \frac{x}{R} \right) |v(\tau)|^2 \, dx \leq cR^{2s_c} \|v(\tau)\|_{\dot{H}^{s_c}}.
\]
Moreover, since \( v(\tau) \) is a solution of the INLS equation, we deduce the following virial identities,
\[
z'_R(\tau) = 2R \, Im \int_{\mathbb{R}^N} \nabla \phi \left( \frac{x}{R} \right) \cdot \nabla \bar{v} \, dx = 2\text{Im} \int \nabla \phi_R \cdot \nabla \bar{v} \, dx. \quad (3.3)
\]
and
\[
z''_R(\tau) = 4 \sum_{j,k=1}^{N} \int \partial_{x_j} v \partial_{x_k} \nabla^2 \phi \left( \frac{x}{R} \right) \partial_{x_j} v \partial_{x_k} \phi \left( \frac{x}{R} \right) \, dx - \frac{1}{R^2} \int |v|^2 \Delta^2 \phi \left( \frac{x}{R} \right) \, dx
\]
\[
- \frac{2\sigma}{\sigma+1} \int |x|^{-b} |v|^{2\sigma+2} \Delta \phi \left( \frac{x}{R} \right) \, dx + \frac{2R}{\sigma+1} \int \nabla \left( |x|^{-b} \nabla \phi \left( \frac{x}{R} \right) \right) |v|^{2\sigma+2} \, dx. \quad (3.4)
\]
(see, for instance, Proposition 7.2 in [7]).

In the next result, we use the identities (3.3)–(3.4) to deduce an important virial type estimate.
Lemma 3.1. Let \( v \in C([0, \tau_b] : \dot{H}^{s_c} \cap \dot{H}^1) \) be a radial solution to (3.1) with initial data \( v_0 \in \dot{H}^{s_c} \cap \dot{H}^1 \). Then, there exists \( c > 0 \) depending only on \( N, \sigma, b \) such that for all \( R > 0 \) and \( \tau \in [0, \tau_b] \) we have

\[
2\sigma_c \int |\nabla v|^2 \, dx + \frac{d}{d\tau} \text{Im} \int \nabla \phi_R \cdot \nabla v \, dx - 4(\sigma_c + 1)E[v_0] \leq c \left( \frac{1}{R^2} \int_{2R < |x| < 4R} |v|^2 \, dx + \int_{|x| > R} |x|^{-b}|v|^{2\sigma + 2} \, dx \right).
\]

Proof. By the virial identity (3.4), we deduce

\[
\frac{1}{2} \frac{d}{d\tau} \text{Im} \int \nabla \phi_R \cdot \nabla v \, dx = \frac{1}{2} \frac{d}{d\tau} \left( \frac{1}{2} \frac{d}{d\tau} \phi_R(\tau) \right) = \frac{1}{4} \phi''_R(\tau)
\]

\[
= \sum_{j,k=1}^{N} \int \partial_{x_j} v \partial_{x_j} \nabla \partial_{x_j x_k}^2 \phi \left( \frac{x}{R} \right) \, dx
- \frac{1}{4R^2} \int |v|^2 \Delta^2 \phi \left( \frac{x}{R} \right) \, dx
- \frac{\sigma}{2\sigma + 2} \int |x|^{-b}|v|^{2\sigma + 2} \Delta \phi \left( \frac{x}{R} \right) \, dx
+ \frac{R}{2\sigma + 2} \int \nabla \phi \left( \frac{x}{R} \right) |v|^{2\sigma + 2} \, dx.
\]

Recall that for a radially symmetric function \( f \) we have

\[
\partial_{x_j} f = \frac{x_j}{r} \partial_r f \quad \text{and} \quad \partial_{x_j x_k} f = \left( \frac{\delta_{jk}}{r} - \frac{x_j x_k}{r^3} \right) \partial_r f + \frac{x_j x_k}{r^2} \partial_r^2 f.
\]

So, since \( v \) and \( \phi \) are radially symmetric, from the previous relations we obtain

\[
\sum_{j,k=1}^{N} \int \partial_{x_j} v \partial_{x_j} \nabla \partial_{x_j x_k}^2 \phi \left( \frac{x}{R} \right) \, dx = \sum_{j,k=1}^{N} \int |\partial_r v|^2 \frac{x_j x_k}{r^2} \left( \frac{\delta_{jk}}{r} - \frac{x_j x_k}{r^3} \right) \partial_r \phi \left( \frac{x}{R} \right) \, dx
+ \sum_{j,k=1}^{N} \int |\partial_r v|^2 \frac{x_j^2 x_k^2}{r^4} \partial_r^2 \phi \left( \frac{x}{R} \right) \, dx
= \int |\partial_r v|^2 \frac{1}{r} \partial_r \phi \left( \frac{x}{R} \right) \, dx - \int |\partial_r v|^2 \frac{1}{r} \partial_r \phi \left( \frac{x}{R} \right) \, dx
+ \int |\partial_r v|^2 \partial_r^2 \phi \left( \frac{x}{R} \right) \, dx
= \int \partial_r^2 \phi \left( \frac{x}{R} \right) |\nabla v|^2 \, dx.
\]

Thus, using the properties of \( \phi \) (3.1), we have

\[
\frac{1}{4} \phi''_R(\tau) = \int \partial_r^2 \phi \left( \frac{x}{R} \right) |\nabla v|^2 \, dx - \frac{1}{4R^2} \int_{2R < |x| < 4R} \Delta^2 \phi \left( \frac{x}{R} \right) |v|^2 \, dx
- \frac{\sigma}{2\sigma + 2} \int |x|^{-b}|v|^{2\sigma + 2} \Delta \phi \left( \frac{x}{R} \right) \, dx
+ \frac{R}{2\sigma + 2} \int \nabla \phi \left( \frac{x}{R} \right) |v|^{2\sigma + 2} \, dx
- \left( \frac{N\sigma + b}{2\sigma + 2} \right) \int |x|^{2b} \, dx.
\]
Splitting the last integral in the right hand side in the regions \( \{|x| > 2R\} \) and \( \{|x| \leq 2R\} \), we obtain
\[
\frac{1}{4} \varepsilon_R''(t) = |\nabla v|_{L^2}^2 - \frac{1}{4R^2} \int_{2R \leq |x| \leq 4R} \Delta^2 \phi \left( \frac{x}{R} \right) |v|^2 dx + \left( \frac{N\sigma + b}{2\sigma + 2} \right) \int_{|x| > 2R} |x|^{-b} |v|^{2\sigma + 2} dx
\]
\[
- \frac{\sigma}{2\sigma + 2} \int_{2R \leq |x| \leq 4R} |x|^{-b} |v|^{2\sigma + 2} \Delta \phi \left( \frac{x}{R} \right) dx
\]
\[
+ \frac{R}{2\sigma + 2} \int_{2R \leq |x| \leq 4R} \nabla \left( |x|^{-b} \right) \cdot \nabla \phi \left( \frac{x}{R} \right) |v|^{2\sigma + 2} dx
\]
\[
- \left( \frac{N\sigma + b}{2\sigma + 2} \right) \int |x|^{-b} |v|^{2\sigma + 2} dx.
\]

Since \(|\nabla \phi(x)| \leq c|x|\) from (3.2), we deduce
\[
\frac{1}{4} \varepsilon_R''(t) - |\nabla v|_{L^2}^2 + \left( \frac{N\sigma + b}{2\sigma + 2} \right) \int |x|^{-b} |v|^{2\sigma + 2} dx
\]
\[
\leq c \left( \frac{1}{R^2} \int_{2R \leq |x| \leq 4R} |v|^2 dx + \int_{|x| > 2R} |x|^{-b} |v|^{2\sigma + 2} dx \right). \tag{3.7}
\]

Now, the definition of the energy (1.2) and \( s_c = \frac{N}{2} - \frac{2-b}{2\sigma} \) yield
\[
|\nabla v|_{L^2}^2 - \left( \frac{N\sigma + b}{2\sigma + 2} \right) \int |x|^{-b} |v|^{2\sigma + 2} dx = 2(\sigma s_c + 1) E[v_0] - \sigma s_c |\nabla v|_{L^2}^2.
\]
and then (3.7) implies the desired inequality (3.5). \( \square \)

Now, we are able to prove Theorem 1.4. This is an extension of the result obtained by Merle, Raphaël, and Szeftel [15, Theorem 1.1] for the classical NLS equation to the INLS model and is a direct consequence of Lemma 3.1

**Proof.** [Proof of Theorem 1.4] Let \( R, \varepsilon > 0 \) real number to be chosen later. By the Strauss inequality for radial functions [17] (see, for instance, [7, Lemma 4.1] for a proof) we first have
\[
|u|_{L^\infty(|x| > R)} \leq c \frac{\|\nabla u\|_{L^2}^2 \|u\|_{L^2}^2}{R^{\frac{N-2}{2}}},
\]
Then, by the mass conservation (1.3) and Young's inequality
\[
\int_{|x| > R} |x|^{-b} |u|^{2\sigma + 2} dx \leq \frac{1}{R^b} \|u|_{L^\infty(|x| > R)} \|u\|_{L^2(|x| > R)} \|u\|_{L^2(|x| > R)} \leq \frac{C(u_0)}{R^{\sigma(N-1)+1}} \|\nabla u\|_{L^2}^2 \|u_0\|_{L^2}^{\sigma+2}
\]
\[
\leq \varepsilon \|\nabla u\|_{L^2}^2 + \frac{C(u_0, \sigma, \varepsilon)}{R^{\sigma s_c + \frac{2}{2\sigma}}}.
\]
where we have used that $\sigma < 2$. Let $\beta = \frac{2-\sigma}{\sigma(N-1)+\sigma}$. Combining inequality (3.5), energy and mass conservation (1.2) and (1.3) and the previous inequality we deduce

\[
2\sigma c \int |\nabla u|^2 \, dx + \frac{d}{dt} \text{Im} \int \nabla \phi \nabla u \bar{u} \, dx \\
\leq C_{u_0} \left( 1 + \frac{1}{R^2} + \int_{|x|>R} |x|^{-b} |u|^{2\sigma+2} \, dx \right) \\
\leq C_{u_0} \left( 1 + \frac{1}{R^2} + \varepsilon \int |\nabla u|^2 \, dx + \frac{1}{R^\delta} \right).
\]

Fix $\varepsilon > 0$ small enough. If $R \ll 1$, since $0 < \beta < 1$, then

\[
\sigma c \int |\nabla u|^2 \, dx + \frac{d}{dt} \text{Im} \int \nabla \phi \nabla u \bar{u} \, dx \leq \frac{C_{u_0}}{R^{\delta}}.
\]

Integrating (3.8) from $t$ to $\tau$ and then from $t$ to $t_2$, in time, we get

\[
\int_t^{t_2} (t_2 - \tau) \|\nabla u(\tau)\|^2 \, d\tau + \frac{1}{2} \int \phi_R |u(t_2)|^2 \, dx \\
\leq C_{u_0} \frac{(t_2 - t)^2}{2R^{\delta}} + \frac{1}{2} \int \phi_R |u(t)|^2 \, dx + (t_2 - t) \text{Im} \int \nabla \phi_R \nabla u \bar{u}(t) \, dx \\
\leq C_{u_0} \left( \frac{(t_2 - t)^2}{R^\delta} + R^2 + R(t_2 - t) \|\nabla u(t)\|_{L^2} \right),
\]

where we have used Cauchy-Schwarz inequality and the mass conservation (1.3) in the last inequality. Taking $t_2 \to T^*$ in the above inequality, we conclude that the first integral on the left hand side converges and

\[
\int_t^{T^*} (T^* - \tau) \|\nabla u(\tau)\|^2 \, d\tau \leq C_{u_0} \left( \frac{(T^* - t)^2}{R^\delta} + R^2 + R(T^* - t) \|\nabla u(t)\|_{L^2} \right).
\]

Thus, choosing $R \ll 1$ so that the first two terms on the right hand side are equals, more precisely

\[
R(t) = (T^* - t)^{\frac{2}{1+\delta}},
\]

the inequality (3.9) can be rewritten as

\[
\int_t^{T^*} (T^* - \tau) \|\nabla u(\tau)\|^2 \, d\tau \leq C_{u_0} \left( (T^* - t)^{\frac{2\delta}{1+\delta}} + (T^* - t)^{\frac{\beta}{1+\delta}}(T^* - t) \|\nabla u(t)\|_{L^2} \right) \\
\leq C_{u_0} (T^* - t)^{\frac{2\delta}{1+\delta}} + (T^* - t)^2 \|\nabla u(t)\|^2_{L^2}.
\]

where we have used Young’s inequality in the last step.

Define

\[
h(t) = \int_t^{T^*} (T^* - \tau) \|\nabla u(\tau)\|^2 \, d\tau.
\]

Note that inequality (3.10) implies that $h(0) \leq C_{u_0}$ and moreover

\[
h(t) \leq C_{u_0} (T^* - t)^{\frac{2\delta}{1+\delta}} - (T^* - t) h'(t),
\]

that is,

\[
\left( \frac{h(t)}{T^* - t} \right)' = \frac{1}{(T^* - t)^2} ((T^* - t) h'(t) + h(t)) \leq C_{u_0} \frac{1}{(T^* - t)^{1+\delta}}.
\]
Integrating the above inequality from 0 to $t$,
\[
\frac{h(t)}{T^* - t} \leq \frac{h(0)}{T^*} + \frac{C_{u_0}}{(T^* - t)^{\frac{2-\beta}{\beta + 3}}} - \frac{C_{u_0}}{(T^* - t)^{\frac{2-\beta}{\beta + 3}}} \leq \frac{C_{u_0}}{(T^* - t)^{\frac{2-\beta}{\beta + 3}}},
\]
for $t$ close enough to $T^*$, since $0 < \beta < 1$. Therefore
\[
h(t) \leq C_{u_0} (T^* - t)^{\frac{2\beta}{\beta + 3}},
\]
which implies (1.9) and completes the proof. \hfill \Box

### 4. The main propositions

In this section, we prove two propositions that are the key pieces in the proof of Theorems 1.1 and 1.2. First, we deduce a control on the semi-norm $\rho$ and the $\dot{H}^1$ norm for radially symmetric solutions to (1.1), assuming an initial control on the $L^{\sigma_c}$ norm and the energy.

**Proposition 4.1.** Let $N \geq 3$, $0 < b < \min \{N, 2\}$, $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$ and $v(\tau) \in C([0, \tau_*] : \dot{H}^{\sigma_c} \cap \dot{H}^1)$ a radial solution to (1.1) with initial data $v_0 \in \dot{H}^{\sigma_c} \cap \dot{H}^1$. Assume
\[
\tau_*^{1-\sigma} \max \{E[v_0], 0\} < 1 \tag{4.1}
\]
and
\[
M_0 := \frac{4|v_0|_{L^{\sigma_c}}}{\|V\|_{L^{\sigma_c}}} \geq 2, \tag{4.2}
\]
where $V$ is a solution to elliptic equation (2.2) with minimal $L^{\sigma_c}$-norm. Then, there exist universal constants $C_1, \alpha_1, \alpha_2 > 0$ depending only on $N, \sigma$ and $b$ such that, for all $\tau_0 \in [0, \tau_*]$, the following uniform control of the semi-norm $\rho$ holds
\[
\rho(v(\tau_0), M_0^{\alpha_1} \sqrt{\tau_0}) \leq C_1 M_0^2 \tag{4.3}
\]
and also the global dispersive estimate
\[
\int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} d\tau \leq M_0^{\alpha_2} \tau_0^{1+\sigma_c}. \tag{4.4}
\]

Next, under the same hypothesis of Proposition 4.1 and assuming an additional restriction on the energy, we obtain a lower bound on the $L^2$ norm of the initial data in a suitable closed ball around the origin.

**Proposition 4.2.** Let $N \geq 3$, $0 < b < \min \{N, 2\}$, $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$ and $v \in C([0, \tau_*] : \dot{H}^{\sigma_c} \cap \dot{H}^1)$ a radial solution to (1.1) with initial data $v_0 \in \dot{H}^{\sigma_c} \cap \dot{H}^1$ such that (4.2), (4.3) and (4.4) of Proposition 4.1 hold. Let
\[
\tau_0 \in [0, \frac{\tau_*}{2}]. \tag{4.5}
\]
Define $\lambda_v(\tau) = \|\nabla v(\tau)\|_{L^2}^{-\frac{1}{2\sigma_c}}$ and assume that
\[
E[v_0] \leq \frac{\|\nabla v(\tau_0)\|_{L^2}^2}{4} = \frac{1}{4\lambda_v^{2(1-\sigma_c)}(\tau_0)}. \tag{4.6}
\]
Then, there exist universal constants $C_2, \alpha_3 > 0$ depending only on $N, \sigma$ and $b$ such that if

$$F_* = \frac{\sqrt{\tau_0}}{\lambda_\tau(\tau_0)} \quad \text{and} \quad D_* = M_0^{\alpha_3} \max[1, F_*^{1+\beta_c}], \quad (4.7)$$

then

$$\frac{1}{\lambda_\tau^{2\beta_c}(\tau_0)} \int_{|x| \leq D_\tau \lambda_\tau(\tau_0)} |v_0|^2 \, dx \geq C_2. \quad (4.8)$$

We postpone the proofs of the above propositions to the subsection 4.2. Next, we state and prove some preliminary results.

4.1. Auxiliary lemmas

In the next result we use Lemma 2.1 and Lemma 3.1 to deduce a first control in the quantities that appears in the left hand side of (4.4) and in the definition of the semi norm $\rho$ (2.3) for a suitable choice of $R > 0$.

**Lemma 4.3.** Let $v \in C([0, \tau_*] : \dot{H}^{s_c} \cap \dot{H}^1)$ be a radially symmetric solution to (1.1) with initial data $v_0 \in \dot{H}^{s_c} \cap \dot{H}^1$. For all $A > 0$ and $\tau_0 \in [0, \tau_*]$, let $R = A\sqrt{\tau_0}$ and $M_\tau$, defined by

$$M_\tau^2(A, \tau_0) = \max_{\tau \in [0, \tau_0]} \rho(v(\tau), A\sqrt{\tau}). \quad (4.9)$$

Then, there exists a universal constant $c > 0$ such that

$$2\sigma_c \int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|_{L^2}^2 \, d\tau \leq c \tau_0^{1+s_c} \left[ A^{2(1+s_c)} \|v_0\|_{L^\infty}^2 + \left( \frac{M_\tau^2(A, \tau_0)}{A^{2(1-s_c)}} \right)^{\frac{2}{1+s_c}} + M_\tau^2(A, \tau_0) \right] + 2\tau_0 \left[ \text{Im} \int \nabla \phi_R \cdot \nabla v_0 v_0 \, dx + 2\tau_0 (\sigma s_c + 1) E[v_0] \right] \quad (4.10)$$

and

$$\frac{1}{R^{2s_c}} \int_{R \leq |x| \leq 2R} |v(\tau_0)|^2 \, dx \leq c \|v_0\|^2_{L^\infty} + \frac{c}{A^4} \left[ \left( \frac{M_\tau^2(A, \tau_0)}{A^{2(1-s_c)}} \right)^{\frac{2}{1+s_c}} + M_\tau^2(A, \tau_0) \right] + \frac{4}{\tau_0^{s_c} A^{2(1+s_c)}} \left[ \text{Im} \int \nabla \phi_R \cdot \nabla v_0 v_0 \, dx + 2\tau_0 (\sigma s_c + 1) E[v_0] \right]. \quad (4.11)$$

**Proof:** By the definition of the semi-norm $\rho$ and $M_\tau$ with $R = A\sqrt{\tau_0}$, see (2.3) and (4.9) respectively, we have

$$\rho(v(\tau), R) = \rho(v(\tau), A\sqrt{\tau_0}) \leq \rho(v(\tau), A\sqrt{\tau}) \leq M_\tau^2(A, \tau_0), \quad \text{for all } \tau \in [0, \tau_0].$$

Thus, we deduce the following estimate

$$\frac{1}{R^2} \int_{2R \leq |x| \leq 4R} |v|^2 \, dx \leq \frac{(2R)^{2s_c}}{R^2} \frac{1}{(2R)^{2s_c}} \int_{2R \leq |x| \leq 4R} |v|^2 \, dx \leq \frac{c}{R^{2(1-s_c)}} \rho(v(\tau), 2R) \leq \frac{c}{R^{2(1-s_c)}} M_\tau^2(A, \tau_0). \quad (4.12)$$
From estimate (2.9) with $R = A\sqrt{\tau_0}$, for all $\tau \in [0, \tau_0]$ and $\eta > 0$ we obtain
\[
\int_{|x| > R} |x|^{-b} |v|^{2\sigma + 2} \, dx 
\leq \eta \int_{|x| > R} |\nabla v|^2 \, dx + \frac{C\eta}{R^{2(1-s_c)}} \left[ \rho(v(\tau), R) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ \rho(v(\tau), R) \right]^{\sigma + 1} 
\leq \eta \int_{|x| > R} |\nabla v|^2 \, dx + C \eta \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1},
\] (4.13)

Choosing $\eta > 0$ small enough, we inject (4.13) and (4.12) into (3.5) to deduce
\[
\sigma s_c \int |\nabla v|^2 \, dx + \frac{d}{d\tau} \text{Im} \left( \int \nabla \phi_R \cdot \nabla \overline{v} \, dx \right) - 4(\sigma s_c + 1)E[v_0] 
\leq c \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1},
\]
where we use $\frac{2+\sigma}{2-\sigma} > \sigma + 1 > 1$. Given $\tau \in [0, \tau_0]$ and integrating the above inequality from 0 to $\tau$, we get
\[
\sigma s_c \int_0^\tau \|\nabla v(s)\|^2_{L^2} \, ds + \frac{d}{d\tau} \text{Im} \left( \int \nabla \phi_R \cdot \nabla v(\tau) \overline{v(\tau)} \, dx \right) 
\leq \text{Im} \left( \int \nabla \phi_R \cdot \nabla v(0) \overline{v(0)} \, dx \right) + 4\tau(\sigma s_c + 1)E[v_0] 
+ c\tau \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1}.
\] (4.14)

We integrate one more time from 0 to $\tau_0$ and use (3.5) to obtain
\[
\sigma s_c \int_0^{\tau_0} \int_0^\tau \|\nabla v(s)\|^2_{L^2} \, dsd\tau + \frac{1}{2} \int \phi_R |v(\tau_0)|^2 \, dx - \frac{1}{2} \int \phi_R |v_0|^2 \, dx 
\leq \tau_0 \text{Im} \left( \int \nabla \phi_R \cdot \nabla v(\tau_0) \overline{v(\tau_0)} \, dx \right) + 2\tau_0^2(\sigma s_c + 1)E[v_0] 
+ \frac{c}{2} \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1}.
\] (4.14)

Now, note that integration by parts yields
\[
\int_0^{\tau_0} \int_0^\tau \|\nabla v(s)\|^2_{L^2} \, dsd\tau = \int_0^{\tau_0} 1 \int_0^\tau \|\nabla v(s)\|^2_{L^2} \, dsd\tau 
= \tau_0 \int_0^{\tau_0} \|\nabla v(\tau)\|^2_{L^2} \, d\tau - \int_0^{\tau_0} \|\nabla v(\tau)\|^2_{L^2} \, d\tau 
= \int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} \, d\tau.
\]

Then, we can rewrite (4.14) as
\[
2\sigma s_c \int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} \, d\tau + \int \phi_R |v(\tau_0)|^2 \, dx 
\leq \int \phi_R |v_0|^2 \, dx + 2\tau_0 \left[ \text{Im} \left( \int \nabla \phi_R \cdot \nabla v(\tau_0) \overline{v(\tau_0)} \, dx \right) + 2\tau_0(\sigma s_c + 1)E[v_0] \right] 
+ \frac{c\tau_0^2}{2} \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1}
\leq cR^{2(1+s_c)} \|v_0\|^2_{L^2} + 2\tau_0 \left[ \text{Im} \left( \int \nabla \phi_R \cdot \nabla v(\tau_0) \overline{v(\tau_0)} \, dx \right) + 2\tau_0(\sigma s_c + 1)E[v_0] \right] 
+ \frac{c\tau_0^2}{2} \left[ M^2_2(A, \tau_0) \right]^{\frac{2+\sigma}{2-\sigma}} + \left[ M^2_2(A, \tau_0) \right]^{\sigma + 1},
\] (4.15)
where we have used, from inequality (2.4), that
\[
\int |\phi_R|^2 dx \leq cR^2 \int_{|x| \leq 4R} |v_0|^2 dx \leq cR^{2(1+s_c)} \|v_0\|^2_{L^{s_c}}.
\] (4.16)

Now, since \( R = A\sqrt{\tau_0} \), we deduce from (4.15) that
\[
2\sigma_{s_c} \int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} d\tau + \int \phi_R |v(\tau_0)|^2 d\tau \\ \leq c\tau_0^{1+s_c} A^{2(1+s_c)} \|v_0\|^2_{L^{s_c}} + 2\tau_0 \left[ Im \left( \int \nabla \phi_R \cdot \nabla v_0 \, dx \right) + 2\tau_0 (\sigma_{s_c} + 1) E[v_0] \right] \\
+ c\tau_0^{1+s_c} \left[ \frac{M_{A_s}^2(A, \tau_0)}{A^{2(1-s_c)}} \right] + \frac{2M_{A_s}^2(A, \tau_0)}{\tau_0^{s_c} A^{2(1+s_c)}}.
\] (4.17)

which yields (4.10).

Next, observe that for all \( R > 0 \) the definition of \( \phi \) (see (3.1)) yields
\[
\frac{1}{R^{2(s_c + 1)}} \int \phi_R |v(\tau_0)|^2 d\tau = \frac{1}{R^{2s_c}} \int \phi \left( \frac{x}{R} \right) |v(\tau_0)|^2 d\tau \\ \geq \frac{1}{R^{2s_c}} \int_{|x| \leq 2R} |x|^2 |v(\tau_0)|^2 d\tau \geq \frac{1}{2R^{2s_c}} \int_{|x| \leq 2R} |v(\tau_0)|^2 d\tau.
\]

Dividing inequality (4.17) by \( R^{2(1+s_c)} \) where \( R = A\sqrt{\tau_0} \), we have
\[
\frac{1}{2R^{2s_c}} \int_{|x| \leq 2R} |v(\tau_0)|^2 d\tau \\ \leq c\|v_0\|^2_{L^{s_c}} + \frac{c}{A^2} \left[ \frac{M_{A_s}^2(A, \tau_0)}{\tau_0^{s_c} A^{2(1+s_c)}} \right] + \frac{2M_{A_s}^2(A, \tau_0)}{\tau_0^{s_c} A^{2(1+s_c)}} \left[ Im \left( \int \nabla \phi_R \cdot \nabla v_0 \, dx \right) + 2\tau_0 (\sigma_{s_c} + 1) E[v_0] \right],
\]
which implies (4.11) and concludes the proof. □

In what follows, let \( v \in C \left( [0, \tau_*] : \dot{H}^{s_c} \cap \dot{H}^1 \right) \) be a solution to (4.1) with initial data \( v_0 \in \dot{H}^{s_c} \cap \dot{H}^1 \) and \( \varepsilon > 0 \) a fixed small enough real number to be chosen later. For \( M_0 \) as in (4.2), we define
\[
G_\varepsilon = M_0^{\frac{1}{4}} \quad \text{and} \quad A_\varepsilon = \left( \frac{\varepsilon G_\varepsilon}{M_0} \right)^{\frac{1}{1+s_c}}.
\] (4.18)

Consider the following estimates
\[
\int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} d\tau \leq G_\varepsilon \tau_0^{1+s_c}
\] (4.19)
and
\[
M_{A_s}^2(A, \tau_0) \leq \frac{2M_0^2}{\varepsilon}.
\] (4.20)

We define
\[
S_\varepsilon = \{ \tau \in [0, \tau_*] : \text{ (4.19) and (4.20) hold for all } \tau_0 \in [0, \tau] \}
\]
and
\[
\tau_1 = \max_{\tau \in [0,\tau_*]} S_\varepsilon.
\] (4.21)
Note that $S_{\varepsilon} \neq \emptyset$ for $\varepsilon > 0$ sufficiently small. In fact, by the regularity of $v(\tau)$, there exists $0 < \delta' < \min\{1, \tau_0\}$ such that

$$\|\nabla v(\tau)\|_{L^2} < 1 + \|\nabla v_0\|_{L^2}, \quad \text{for all } \tau \in [0, \delta'].$$

Next, multiplying the last inequality by $(\tau_0 - \tau)$ and integrating from 0 to $\tau_0$ with $\tau_0 \in [0, \delta']$, we have

$$\int_0^{\tau_0} (\tau_0 - \tau)\|\nabla v(\tau)\|_{L^2}^2 \, d\tau \leq \left( \frac{1 + \|\nabla v_0\|_{L^2}^2}{2} \right) \tau_0^{1-s} \leq M_0^2 \tau_0^{1-s},$$

for sufficiently small $\varepsilon > 0$, since $M_0 \geq 2$. Furthermore, we recall from (2.4) and (4.2) that there exist universal constants $c, C > 0$ such that for every $R > 0$

$$\rho(v_0, R) \leq c\|v_0\|_{L^2}^2 \leq CM_0^2.$$ 

Again using the regularity of $v \in C([0, \tau_0] : H^{s_c} \cap H^1)$ and definition (4.9), there exists $0 < \delta'' \leq \tau_0$ such that for all $\tau \in [0, \delta'']$

$$M_2^2(A_\varepsilon, \tau) < 2CM_0^2 \leq \frac{2M_0^2}{\varepsilon},$$

for sufficiently small $\varepsilon > 0$. Hence, there exists $\varepsilon_0 > 0$, depending only on $v_0$, such that $\min\{\delta', \delta''\} \in S_{\varepsilon}$, for all $\varepsilon \leq \varepsilon_0$. In the next lemma, reducing this $\varepsilon_0 > 0$ if necessary we obtain an initial control on the virial quantity (3.3), assuming an a priori bound on the energy.

**Lemma 4.4.** Consider $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. Let $v_0 \in H^{s_c} \cap H^1$ radially symmetric and $v \in C([0, \tau_0] : H^{s_c} \cap H^1)$ the corresponding solution to (1.1). In addition, assume the energy control (4.1) and let $\tau_1 > 0$ and $A_\varepsilon > 0$ given by (4.21) and (4.18), respectively. Then, there exists $\varepsilon_1 \leq \varepsilon_0$ small enough and $c > 0$ a universal constant such that, for all $\tau_0 \in [0, \tau_1]$, $0 < \varepsilon \leq \varepsilon_1$, $A \geq A_\varepsilon$ and $R = A\sqrt{\tau_0}$, the following inequality holds

$$\text{Im} \int \nabla \phi_R \cdot \nabla v_0 \overline{v_0} \, dx + 2\tau_0(\sigma s_c + 1)E[v_0] \leq c \frac{M_0^2 A^{2(1+s_c)}}{\varepsilon^{1+s_c}} \tau_0^{s_c}. \quad (4.22)$$

**Proof.** We split the proof in several steps.

**Step 1.** Let $\tau_0 \in [0, \tau_1]$ and $\varepsilon \leq \varepsilon_0$. We first claim that there exists a universal constant $K(N, \sigma, b) > 0$ and a time $t_0$ such that

$$t_0 \in \left[ \frac{\varepsilon^{1+s_c}}{4} \tau_0, \frac{\varepsilon^{1+s_c}}{2} \tau_0 \right] \quad \text{and} \quad \|\nabla v(t_0)\|_{L^2} \leq \frac{KG_\varepsilon}{t_0^{1-s_c}}. \quad (4.23)$$

In fact, let $t = \frac{\varepsilon^{1+s_c}}{4} \tau_0 \leq \tau_0 \leq \tau_1$. If (4.23) does not occur, then from (4.19) we have

$$G_\varepsilon t^{1+s_c} \geq \int_0^t (t - \tau)\|\nabla v(\tau)\|_{L^2}^2 \, d\tau \geq \frac{t}{2} \int_0^t \|\nabla v(\tau)\|_{L^2}^2 \, d\tau \geq K_\varepsilon \frac{t}{2} \int_0^t \tau^{1-s_c} \, d\tau \geq cK_\varepsilon t^{1+s_c}$$

which yields a contradiction for $K > 0$ large enough and thus (4.23) is valid.

**Step 2.** For $A \geq A_\varepsilon$, let $A_1 > 0$ so that $R = A\sqrt{\tau_0} = A_1 \sqrt{\tau_0}$, and thus,

$$\frac{\varepsilon^{1+s_c}}{2} \leq \frac{A}{A_1} \leq \varepsilon^{1+s_c}. \quad (4.24)$$
Next, we show the following inequality

\[
\frac{1}{R^{2(1+s_c)}} \int \phi_R |v(t_0)|^2 \, dx \leq c \left[ M_0^2 + \frac{G_z}{A_1^{2(1+s_c)}} \right]. \tag{4.25}
\]

Indeed, by the virial identity \[3.3\], Cauchy-Schwarz inequality and the properties of \( \phi \) \[3.2\] we obtain

\[
\frac{d}{dt} \int \phi_R |v|^2 \, dx \leq 2 \left| \text{Im} \left( \int \nabla \phi_R \cdot \nabla |v| \, dx \right) \right| \leq c \| \nabla |v| \|_{L^2} \left( \int \phi_R |v|^2 \, dx \right)^{1/2}. \tag{4.26}
\]

and therefore

\[
\frac{d}{dt} \left( \int \phi_R |v|^2 \, dx \right)^{1/2} \leq c \| \nabla (\tau) \|_{L^2}. \]

Integrating the above inequality from 0 to \( t_0 \), square both sides, using inequality \[4.16\], the definition of \( M_0 \) \[4.2\] and Cauchy-Schwarz inequality

\[
\int \phi_R |v(t_0)|^2 \, dx \leq c \left[ \int \phi_R |v_0|^2 \, dx + \left( \int_0^{t_0} \| \nabla |v| \|_{L^2} \, d\tau \right)^2 \right] \\
\leq c \left[ R^{2(1+s_c)} M_0^2 + t_0 \int_0^{t_0} \| \nabla |v| \|_{L^2}^2 \, d\tau \right]. \tag{4.27}
\]

Since \( 2t_0 \leq \frac{1}{\tau_0} \tau_0 \leq \tau_0 \leq \tau_1 \) and using estimate \[4.19\], we get

\[
\int_0^{t_0} \| \nabla |v| \|_{L^2}^2 \, d\tau \leq \frac{1}{t_0} \int_0^{2t_0} (2t_0 - \tau) \| \nabla |v| \|_{L^2}^2 \, d\tau \leq c G_z t_0^{s_c}. \tag{4.28}
\]

Thus, recalling that \( R = A_1 \sqrt{t_0} = A_1 \sqrt{t_0} \) we combine \[4.28\] and \[4.27\] to obtain

\[
\int \phi_R |v(t_0)|^2 \, dx \leq c \left[ R^{2(1+s_c)} M_0^2 + G_z t_0^{1+s_c} \right] \leq c R^{2(1+s_c)} \left[ M_0^2 + \frac{G_z}{A_1^{2(1+s_c)}} \right]
\]

completing the proof of \[4.26\].

**Step 3.** Now, we control the virial quantity \[3.3\] at time \( t_0 \). From the second inequality in \[4.26\], we apply \[4.23\] and \[4.25\] to deduce for \( R = A_1 \sqrt{t_0} = A_1 \sqrt{t_0} \) that

\[
\left| \text{Im} \left( \int \nabla \phi_R \cdot \nabla |v(t_0)| \, dx \right) \right| \leq c \left( \frac{K G_z}{t_0^{1-s_c}} \right)^{1/2} R^{1+s_c} \left[ M_0^2 + \frac{G_z}{A_1^{2(1+s_c)}} \right]^{1/2} \\
= c \left( \frac{G_z}{t_0^{1-s_c}} \right)^{1/2} A^{1+s_c} t_0 \left[ M_0 + \frac{G_z}{A_1^{1+s_c}} \right] \\
= c M_0^2 A^{2(1+s_c)} t_0^{s_c} \left[ \left( \frac{G_z}{A^{2(1+s_c)} M_0^2} \right)^{1/2} \left( \frac{A}{A_1} \right)^{1-s_c} + \frac{G_z}{A^{2(1+s_c)} M_0^2} \left( \frac{A}{A_1} \right)^{2s_c} \right].
\]

So, for all \( A \geq A_\varepsilon \), we deduce

\[
\left| \text{Im} \left( \int \nabla \phi_R \cdot \nabla |v(t_0)| \, dx \right) \right| \leq c M_0^2 A^{2(1+s_c)} t_0^{s_c} \left[ \left( \frac{G_z}{A^{2(1+s_c)} M_0^2} \right)^{1/2} \left( \frac{A}{A_1} \right)^{1-s_c} + \frac{G_z}{A^{2(1+s_c)} M_0^2} \left( \frac{A}{A_1} \right)^{2s_c} \right] \\
\leq c M_0^2 A^{2(1+s_c)} t_0^{s_c}. \tag{4.29}
\]
where in the last inequality we have used definition (4.18) and relation (4.24).

**Step 4.** Finally, we prove an initial control on the virial quantity (3.3). Recall that $A \geq A_\varepsilon$, $R = A\sqrt{\varepsilon}$ and $2t_0 \leq \varepsilon^{1+s_\varepsilon}{\tau_0}$. From (4.12), (4.18) and (4.20), for all $\tau_0 \in [0, \tau_1]$

$$\left| \int \Delta^2 \phi_R |v(\tau_0)|^2 \, dx \right| \leq \frac{c}{R^2} \int_{2R \leq |x| \leq 4R} |v(\tau_0)|^2 \, dx \leq \frac{c}{\varepsilon} \frac{M^2_0}{A^{2(1+s_\varepsilon)}_\varepsilon} t_0^{1-s_\varepsilon} \leq \frac{1}{\eta_0} t_0^{1-s_\varepsilon},$$

for $\varepsilon > \eta$ small enough. Choose $\varepsilon_1 \leq \varepsilon_0$ such that (4.30) hold. Using the above estimate, the conservation of the energy and the virial estimate (3.6).

$$\left| \int \nabla \phi_R \cdot \nabla v \, dx \right| \leq c \left[ \int |\nabla v|^2 \, dx + |E[v_0]| + \frac{1}{t_0} \right].$$

Now, integrating from 0 to $t_0$, we obtain

$$\left| \int \nabla \phi_R \cdot \nabla v_0 \, dx \right| \leq \left| \int \nabla \phi_R \cdot \nabla v(t) \, dx \right| + c \left[ \int_0^{t_0} \|\nabla v(t)\|^2_{L^2} \, dt + t_0 |E[v_0]| + t_0^2 \right].$$

In view of inequalities (4.28) and (4.30), we deduce

$$\left| \int \nabla \phi_R \cdot \nabla v_0 \, dx \right| \leq \frac{c}{\varepsilon} \frac{M^2_0 A^{2(1+s_\varepsilon)}_\varepsilon}{\eta_0^{1+s_\varepsilon}} + c G_{\varepsilon} t_0^s + c t_0 |E[v_0]|.$$

To estimate the second term in the right hand side of (4.31) we use (4.18) and (4.23) to obtain

$$G_{\varepsilon} t_0^s \leq \frac{A^{2(1+s_\varepsilon)}_\varepsilon}{\varepsilon} \frac{M^2_0}{2s_\varepsilon} \frac{t_0^{1-s_\varepsilon}}{\eta_0} \leq \frac{c}{\varepsilon} \frac{M^2_0 A^{2(1+s_\varepsilon)}_\varepsilon}{\eta_0^{1+s_\varepsilon}} t_0^s.$$

On the other hand, to control the last term in the right hand side of (4.31), we observe that

$$2(\sigma s_\varepsilon + 1)E[v_0] + c \varepsilon^{1+s_\varepsilon} |E[v_0]| \leq c \max\{E[v_0], 0\},$$

for $\varepsilon > 0$ small enough. Therefore, using again (4.23) and the assumption (4.1), we have

$$2\tau_0 (\sigma s_\varepsilon + 1)E[v_0] + c t_0 |E[v_0]| \leq \left[ 2(\sigma s_\varepsilon + 1)E[v_0] + c \varepsilon^{1+s_\varepsilon} |E[v_0]| \right] \tau_0,$$

$$\leq c \max\{E[v_0], 0\} \tau_0^{1-s_\varepsilon} \tau_0^s \leq c \tau_0^s.$$

Finally, collecting (4.31), (4.32) and (4.33) we complete the proof of estimate (4.22). \[\square\]

4.2. The proofs of Propositions 4.1 and 4.2

**Proof.** [Proof of Proposition 4.1] We will show that the estimates (4.3) and (4.4) are consequence of (4.10) and (4.11) obtained in Lemma 4.3. Recall inequalities (4.19) and (4.20) used in the definition of $\tau_1$ in (4.21). We first claim that for all $\tau_0 \in [0, \tau_1]$, we have

$$\int_0^{\tau_0} (\tau_0 - \tau) \|\nabla v(\tau)\|^2_{L^2} \, d\tau \leq \frac{G_\varepsilon}{2} \tau_0^{1+s_\varepsilon}.$$
and

\[ M^2_{\varphi}(A, \tau) = \max_{\tau \in [0, \tau_0]} \rho(v(\tau), A\sqrt{\tau}) < \frac{M^2_0}{\varepsilon}, \]

(4.35)

for small enough \( \varepsilon > 0 \). Assuming that (4.34) and (4.35) hold, by the regularity of \( v \), we obtain a contradiction with the definition of \( \tau_1 \). Therefore inequalities (4.19) and (4.20) hold at the maximal time \( \tau_0 \), which clearly imply (4.34) and (4.35), in view of definitions (4.18).

Thus, it remains to show (4.34) and (4.35). First observe that from (4.18) and (4.20) we deduce

\[ \left[ \frac{M^2_{\varphi}(A, \tau_0)}{A^2_{\varepsilon}(1-s_1)} \right]^{\frac{2+\varepsilon}{\varepsilon}} + \frac{M^2_0}{A^2_{\varepsilon}(1-s_1)} \leq c \frac{1}{\varepsilon} \left( \frac{M^2_0}{\varepsilon} \right)^{\frac{2+\varepsilon}{\varepsilon} + \frac{1+\varepsilon}{\varepsilon}} \leq \frac{1}{10}, \]

for \( \varepsilon > 0 \) small enough, where we have used the assumption (4.2). Combining the last inequality with (4.10) and (4.19), we have, for \( R = A\sqrt{\tau_0} \), that

\[ \int_0^{\tau_0} (\tau_0 - \tau) \| \nabla v(\tau) \|^2_{L^2} d\tau \]

\[ \leq c\tau_0^{1+s_1} \left[ \frac{M^2_0 A^2_{\varepsilon}(1+s_1)}{M^2_{\varphi}(A, \tau_0)} \right] + 2c\tau_0 \left[ \text{Im} \int \nabla \varphi_R \cdot \nabla v_0 \bar{v}_0 \, dx + 2\tau_0 (\sigma s_1 + 1) E[v_0] \right] \]

\[ \leq c\tau_0^{1+s_1} \left[ \varepsilon G_{\varepsilon} + \frac{1}{10} \right] + 2c\tau_0 \left[ \text{Im} \int \nabla \varphi_R \cdot \nabla v_0 \bar{v}_0 \, dx + 2\tau_0 (\sigma s_1 + 1) E[v_0] \right] \]

\[ \leq G_{\varepsilon} \tau_0^{1+s_1} \left[ \frac{c}{10} + \frac{2c}{G_{\varepsilon} \tau_0^{s_1}} \left[ \text{Im} \int \nabla \varphi_R \cdot \nabla v_0 \bar{v}_0 \, dx + 2\tau_0 (\sigma s_1 + 1) E[v_0] \right] \right] \]

\[ \leq G_{\varepsilon} \tau_0^{1+s_1} \left[ \frac{1}{10} + \frac{2c}{G_{\varepsilon} \tau_0^{s_1}} \left[ \text{Im} \int \nabla \varphi_R \cdot \nabla v_0 \bar{v}_0 \, dx + 2\tau_0 (\sigma s_1 + 1) E[v_0] \right] \right], \]

for \( \varepsilon \) small enough. Now, from Lemma 4.3 with \( A = A_{\varepsilon} \), for all \( \tau_0 \in [0, \tau_1] \) and since \( R = A_{\sqrt{\tau_0}} \), we get

\[ \int_0^{\tau_0} (\tau_0 - \tau) \| \nabla v(\tau) \|^2_{L^2} d\tau \leq G_{\varepsilon} \tau_0^{1+s_1} \left[ \frac{1}{10} + \frac{M^2_0 A^2_{\varepsilon}(1+s_1)}{G_{\varepsilon} \tau_0^{s_1}} \right] \]

\[ = G_{\varepsilon} \tau_0^{1+s_1} \left[ \frac{1}{10} + c \frac{1}{\varepsilon} \right] \leq \frac{G_{\varepsilon}}{2} \tau_0^{1+s_1}, \]

and thus (4.34) is proved.

To show (4.35), let \( A \geq A_{\varepsilon} \) and \( R = A_{\sqrt{\tau_0}} \). First, since \( \rho \) is non-increasing in \( R \), then for all \( \tau_0 \in [0, \tau_1] \) we obtain

\[ M^2_{\varphi}(A, \tau_0) \leq M^2_{\varphi}(A_{\varepsilon}, \tau_0) \leq M^2_{\varphi}(A_{\varepsilon}, \tau_1) \leq \frac{2M^2_0}{\varepsilon}, \]

where in the last inequality we have used (4.20).
Combining (4.11) with (4.2), the last inequality and (4.22) we deduce
\[
\frac{1}{R^{2\alpha}} \int_{R \leq |x| \leq 2R} |v(\tau_0)|^2 \, dx \leq 8cM_0^2 + \frac{c}{A^4} \left[ |M_0^2(\lambda, \tau_0)| \right]^{\frac{2+\sigma}{2\sigma}} + M_0^2(\lambda, \tau_0)
\]
\[
+ \frac{4}{\tau_0^{2\alpha}} \frac{2M_0^2}{\lambda^{2\alpha}} + \frac{2M_0^2}{\epsilon^{1+\alpha}} + 4cM_0^2
\]
\[
= M_0^2 \left[ 8c + \frac{1}{M_0^{2\alpha+1-\sigma}} \left( \frac{M_0^2}{\epsilon} \right)^{\frac{2+\sigma}{2\sigma}} + \frac{4c}{\epsilon^{1+\alpha}} \right] \leq M_0^2 \frac{1}{\epsilon},
\]
for \( \epsilon > 0 \) small enough. The last inequality implies (4.36) and completes the proof of Proposition 4.31. \( \square \)

**Proof:** [Proof of Proposition 4.2] We first define the following renormalization of \( v(\tau_0) \)
\[
w(x) = \lambda_v^{-\frac{1}{\alpha}}(\tau_0)v(\lambda_v(\tau_0)x, \tau_0),
\]
where \( \lambda_v(\tau_0) = \|\nabla v(\tau_0)\|_{L^2}^{-\frac{1}{\alpha}} \). Therefore
\[
\|\nabla w\|_{L^2}^2 = \lambda_v(\tau_0)^{2(1-s)}\|\nabla v(\tau_0)\|_{L^2}^2 = 1.
\]
(4.36)

Moreover, the conservation of the energy (1.2) and assumption (4.6) yield
\[
E[w] = \frac{1}{2} \int |\nabla w|^2 \, dx - \frac{1}{2\sigma} \int |x|^{-b} |w|^{2\sigma+2} \, dx
\]
\[
= \lambda_v^{2(1-s)}(\tau_0)E[v(\tau_0)] = \frac{E[v(\tau_0)]}{\|\nabla v(\tau_0)\|_{L^2}^2} \leq \frac{1}{4}.
\]
Thus,
\[
\int |x|^{-b} |w|^{2\sigma+2} \, dx = (2\sigma + 2) \left( \frac{1}{2} \int |\nabla w|^2 \, dx - E[w] \right) \geq (2\sigma + 2) \left( \frac{1}{2} - \frac{1}{4} \right) \geq \sigma + \frac{1}{2}.
\]
(4.37)

Next recalling the definition of \( F_* \) in (4.7), we set
\[
J_* = C_* \max\{M_0^{\alpha\beta} F_*, M_0^{\alpha-\frac{2\alpha}{1+\sigma}} \},
\]
(4.38)

for \( C_* > 1 \) large enough to be chosen later.

From the definition of the semi-norm \( \rho (2.3) \), we get
\[
\rho(w, J_*) = \sup_{R \geq J_*} \frac{1}{R^{2\alpha}} \int_{R \leq |x| \leq 2R} |w|^2 \, dx 
\]
\[
\leq \sup_{R \geq M_0^{\alpha\beta} F_*} \frac{1}{R^{2\alpha}} \int_{R \leq |x| \leq 2R} |w|^2 \, dx 
\]
\[
= \sup_{R \geq M_0^{\alpha\beta} F_*} \frac{1}{R^{2\alpha}} \int_{R \leq |x| \leq 2R} |w(\tau_0)|^2 \, dx
\]
\[
= \sup_{R \geq \lambda_v(\tau_0) M_0^{\alpha\beta} F_*} \frac{1}{R^{2\alpha}} \int_{R \leq |x| \leq 2R} |v(x, \tau_0)|^2 \, dx 
\]
\[
= \rho(v(\tau_0), M_0^{\alpha\beta} \sqrt{\tau_0}) \leq cM_0^2,
\]
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where, in the last two steps, we have used the definition of $F_*$ (4.7) and the estimate (4.3) obtained in Proposition 4.1.

Thus, for all $\eta > 0$ the estimate (4.6) implies

$$
\int_{|x| \geq J_*} |x|^{-b}|w|^{2\sigma + 2} \, dx \leq \eta \| \nabla w \|^2_{L^2} + \frac{C_{\eta}}{J_*^{2(1-s_c)}} \left[ (\rho(w, J_*))^\frac{b}{2(1-s_c)} + (\rho(w, J_*))^{\sigma + 1} \right] \\
\leq \eta + \frac{C_{\eta}}{J_*^{2(1-s_c)}} M_0^{2(2+\sigma)} .
$$

Choosing $\eta > 0$ small enough and $C_* > 0$ large enough (see the definition of $J_*$ in (4.38)), from (4.37) we obtain

$$
\int_{|x| \leq J_*} |x|^{-b}|w|^{2\sigma + 2} \, dx \geq \sigma + \frac{1}{4} .
$$

(4.39)

Considering $\varphi \in C^\infty_0 (\mathbb{R}^N)$ a cut-off function such that

$$
\varphi(x) = \begin{cases} 
1, & |x| \leq 1 \\
0, & |x| \geq 2
\end{cases}
\quad \text{and} \quad \varphi_A(x) = \varphi \left( \frac{x}{A} \right) ,
$$

(4.40)

we have

$$
\| \nabla (\varphi J_* w) \|_{L^2} = \| \nabla \varphi J_* w + \varphi J_* \nabla w \|_{L^2} \leq \| \nabla \varphi J_* w \|_{L^2} + \| \varphi J_* \nabla w \|_{L^2} \\
\leq c (\| w \|_{L^2(|x| \leq 2 J_*)} + 1),
$$

where we have used (4.36) in the last inequality. Applying the Gagliardo-Nirenberg type inequality

$$
\int |x|^{-b} |f|^{2\sigma + 2} \, dx \leq c \| \nabla f \|^{2s_{\sigma} + 2} \| f \|^{2\sigma(1-s_c)}_{L^2}
$$

(see [6, Theorem 1.2]) in the left hand side of (4.39), we have

$$
\frac{\sigma + 1}{4} \leq \int_{|x| \leq J_*} |x|^{-b}|w|^{2\sigma + 2} \, dx \leq \int |x|^{-b} |\varphi J_* w|^{2\sigma + 2} \, dx \\
\leq c \| \nabla (\varphi J_* w) \|^{2s_{\sigma} + 2}_{L^2} \| \varphi J_* w \|^{2\sigma(1-s_c)}_{L^2} \leq c \left( \| w \|^{2\sigma + 2}_{L^2(|x| \leq 2 J_*)} + \| w \|^{2\sigma(1-s_c)}_{L^2(|x| \leq 2 J_*)} \right) .
$$

Therefore, there exists a constant $c_3 > 0$ such that

$$
0 < 2c_3 \leq \int_{|y| < 2 J_*} |w|^2 \, dx = \frac{1}{\lambda^{2s_{\sigma}}(\tau_0)} \int_{|x| < 2 J_* \lambda_{\varphi}(\tau_0)} |v(\tau_0)|^2 \, dx .
$$

(4.41)

To complete the proof of Proposition 4.2, we need to show that the above estimate is also verified at 0. For this purpose, we show that for all $\varepsilon > 0$ there exists $\tilde{R} > 0$ such that the following inequality holds

$$
\frac{1}{\lambda^{2s_{\sigma}}(\tau_0)} \left| \int \varphi_{\tilde{R}} |v(\tau_0)|^2 \, dx - \int \varphi_{\tilde{R}} |v_0|^2 \, dx \right| < \varepsilon,
$$

(4.42)

with $\varphi_{\tilde{R}}$ as in (4.40). More precisely, we show that for all $\varepsilon > 0$ there exists $C_\varepsilon > 0$ such that if

$$
D_\varepsilon = C_\varepsilon \max \left[ F_* , F_*^{\frac{1+2s_c}{1-s_c}} \right] \max \left[ M_0^{\alpha_1} , M_0^{\frac{2+2\alpha_1}{2-2s_c}} \right] ,
$$

(4.43)

and $D \geq D_\varepsilon$, then the inequality (4.42) holds for

$$
\tilde{R} = \tilde{R}(D, \tau_0) = D \lambda_{\varphi}(\tau_0) .
$$

(4.44)
Assuming that (4.42) is true, from (4.41) and since \( \|\varphi_R\|_{L^\infty} = 1 \), we have
\[
\frac{1}{\lambda_2^{2s_1} (\tau_0)} \int_{|x| \leq 2\tilde{R}} |v_0|^2 \, dx \geq \frac{1}{\lambda_3^{2s_1} (\tau_0)} \int |\varphi_R|^2 \, dx - \varepsilon \geq c_3 > 0,
\]
for \( \varepsilon > 0 \) small enough. So, choosing \( \alpha_3 > 0 \) such that
\[
M_0^{\alpha_3} \max[1, F_*^{\frac{1}{1+s_1}}] \geq \tilde{D}_\varepsilon,
\]
we deduce the desired inequality (4.8). Thus, it only remains to show (4.42). Indeed, given (4.4) and (4.44), we get for \( \tilde{R} = D\lambda_6 (\tau_0) \geq D_* \frac{\lambda_6 (\tau_0)}{\sqrt{\tau_0}} \geq \frac{D_*}{F_*} \sqrt{\tau} \geq M_0 \sqrt{\tau} \), for all \( \tau \in [0, \tau_0] \),
and thus, using (4.39) and the monotonicity of \( \rho \) we have
\[
\rho(v(\tau), \tilde{R}) \leq \rho(v(\tau), M_0 \sqrt{\tau}) \leq cM_0^2, \text{ for all } \tau \in [0, \tau_0].
\]
Now, using Hölder’s inequality
\[
\left| \frac{d}{d\tau} \int |\varphi_R|^2 \, dx \right| = 2 \left| \operatorname{Im} \left( \int \nabla \varphi_R \cdot \nabla v \, dx \right) \right| \\
\leq \frac{c}{\tilde{R}} \left\| \nabla v(\tau) \right\|_{L^2} \left( \int_{|x| \leq 2\tilde{R}} |v(\tau)|^2 \, dx \right)^{\frac{1}{2}} \\
\leq c \frac{M_0}{R^{1-s_1}} \left\| v(\tau) \right\|_{L^2}.
\]
Next, we integrate from 0 to \( \tau_0 \in [0, \frac{\tau_0}{2}] \) and use (4.4) to obtain
\[
\frac{1}{\lambda_{2s_1}^{2s_1} (\tau_0)} \int \varphi_R |v(\tau_0)|^2 \, dx - \int \varphi_R |v_0|^2 \, dx \leq c \frac{D^{2s_1} M_0}{R^{2s_1} R^{1-s_1}} \int_0^{\tau_0} \left\| \nabla v(\tau) \right\|_{L^2} \, d\tau \\
\leq c \frac{D^{2s_1} M_0}{R^{1+s_1}} \left( \int_0^{\tau_0} \left( 2\tau_0 - \tau \right) \left\| \nabla v(\tau) \right\|_{L^2}^2 \, d\tau \right)^{\frac{1}{2}} \\
\leq c \frac{D^{2s_1} M_0}{R^{1+s_1}} \left( \int_0^{\tau_0} \left( 2\tau_0 - \tau \right) \left\| \nabla v(\tau) \right\|_{L^2}^2 \, d\tau \right)^{\frac{1}{2}} \\
\leq c \frac{D^{2s_1} M_0}{R^{1+s_1}} \left( \int_0^{\tau_0} \left( 2\tau_0 - \tau \right) \left\| \nabla v(\tau) \right\|_{L^2}^2 \, d\tau \right)^{\frac{1}{2}} \\
\leq c M_0^{\frac{2s_2}{2}} \frac{F_*^{\frac{1}{1+s_1}}}{D^{1-s_1}} \left( \frac{\tau_0}{R^2} \right)^{\frac{1}{1+s_1}} \\
= c M_0^{\frac{2s_2}{2}} \frac{F_*^{\frac{1}{1+s_1}}}{D^{1-s_1}},
\]
where we have used definitions (4.7) and (4.44) in the last step.

Finally, since \( D \geq \tilde{D}_\varepsilon \geq C_1 F_*^{\frac{1}{1+s_1}} M_0^{\frac{1}{1-s_1}} \) by (4.43), taking \( C_\varepsilon > 1 \) large enough we conclude (4.42) and complete the proof of Proposition 4.2.

\[ \square \]

5. Blow-up of radial solutions with non-negative energy

In this section, we prove Theorem 1.1 which follows as a direct consequence of Propositions 4.1 and 4.2.
Lemma 6.1. Assume by contradiction that there exists \( u \in C([0, +\infty) : \dot{H}^{s_c} \cap \dot{H}^1) \) radially symmetric global solution to (1.1) with non-positive energy. From the Gagliardo-Nirenberg type inequality (2.1) we deduce that
\[
E[u_0] \geq \frac{1}{2} \|\nabla u_0\|_{L^2}^2 \left[ 1 - \left( \frac{\|u_0\|_{L^{\infty}}}{\|V\|_{L^{\infty}}} \right)^2 \right].
\]
Since \( E[u_0] \leq 0 \), the conditions (4.1) and (4.2) are satisfied. Thus, for all \( \tau_* > 0 \), we apply Proposition 4.1 and inequality (4.4) to deduce
\[
\int_0^{\tau_*} (\tau_* - \tau) \|\nabla u(\tau)\|_{L^2}^2 d\tau \leq C_u \tau_*^{1+s_c}.
\]
In particular, we obtain the existence of a sequence \( \{\tau_n\} \) such that \( \tau_n \to +\infty \), as \( n \to +\infty \), and
\[
\|\nabla u(\tau_n)\|_{L^2} \leq \frac{C_u}{\tau_n^{1+s_c}}, \quad \text{for all } n \in \mathbb{N}.
\]
Therefore for \( \lambda_n(\tau) = \|\nabla u(\tau)\|_{L^2}^{-s_c} \) we have
\[
\lambda_n(\tau_n) = \left( \frac{1}{\|\nabla u(\tau_n)\|_{L^2}} \right)^{1-s_c} \geq C_u \sqrt{\tau_n}.
\]
Again from the conservation of the energy, we have that the solution \( u(\tau) \in \dot{H}^{s_c} \cap \dot{H}^1 \) satisfies conditions (1.1), (4.1) and (4.2) with \( \tau_0 = \tau_n \). Now, applying Proposition 4.2 inequality (4.8), at time \( \tau_n \) and denoting \( F_* = F_n = \frac{\sqrt{\tau_n}}{\lambda_n(\tau_n)} \) From (6.1), \( F_n \leq C_u \) for all \( n \in \mathbb{N} \) and hence there exists \( D_* \), independent of \( n \), such that
\[
\frac{1}{\lambda_n^{2s_c}(\tau_n)} \int_{|x| \leq D_* \lambda_n(\tau_n)} |u_0|^2 \, dx \geq C_2 > 0,
\]
in view of inequality (4.8).

On the other hand, in view of (5.1), \( \lambda_n(\tau_n) \to +\infty \), as \( n \to +\infty \). Moreover, since \( u_0 \in \dot{H}^{s_c} \subset L^{s_c} \), we apply Lemma 2.1 more precisely (2.5) with \( R = D_* \lambda_n(\tau_n) \), to obtain
\[
\lim_{n \to +\infty} \frac{1}{D_* \lambda_n(\tau_n)^{2s_c}} \int_{|x| \leq D_* \lambda_n(\tau_n)} |u_0|^2 \, dx = 0,
\]
which is a contradiction with (5.2). Therefore, the maximal time of existence \( T^* \) of the solution \( u(t) \) is finite and the proof of Theorem 1.1 is complete.

6. A lower bound for the blow-up rate

Here, we show that Theorem 1.2 is also a consequence of Propositions 4.1 and 4.2. We start with a preliminary and simple result.

Lemma 6.1. Let \( N \geq 3 \), \( 0 < b < \min \{ \frac{N}{2}, 2 \} \) and \( \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} \). Consider \( u_0 \in \dot{H}^{s_c} \cap \dot{H}^1 \) with radial symmetry and assume that the maximal time of existence \( T^* > 0 \) of the corresponding solution \( u(t) \) to (1.1) is finite. Also assume that
\[
\lim_{t \to T^*} \|\nabla u(t)\|_{L^2} = \infty.
\]

\[\text{(6.1)}\]
For $t$ close enough to $T^*$, consider the following renormalization of $u$

$$v(t, x, \tau) = \lambda_u^{-\frac{1}{s_c}}(t) u(\lambda_u(t), x, t - \lambda_u^2(t)\tau),$$

(6.2)

where $\lambda_u$ is given by

$$\lambda_u(t) = \left(\frac{1}{\|\nabla u(t)\|_{L^2}}\right)^{\frac{1}{s_c}}.$$  

(6.3)

Then, $v(t) \in C([0, T^*] : \hat{H}^{s_c} \cup \hat{H}^1)$ is a solution to (1.1) with $\tau(t) = \frac{t}{\lambda_u^2(t)}$ and $v(t)(\tau_0)$ satisfies the conditions of Propositions 4.1 and 4.2 for any $\tau_0$ such that

$$\tau_0 \in \left[0, \frac{1}{\lambda_u(t)}\right].$$

Proof: For $t > 0$ fixed, to simplify the notation we write $v = v(t)$. From scaling symmetry $u(x, t) \rightarrow \lambda_u^{-\frac{1}{s_c}} u(\lambda x, \lambda^2 t)$ it is easy to see that $v(t)$ is a solution to (1.1) on the time interval $[0, \frac{1}{\lambda_u(t)}]$. Moreover, from the assumption (6.1) we get

$$\frac{t}{\lambda_u^2(t)} \geq \frac{2}{\lambda_u(t)},$$

for $t$ close enough to $T^*$. Set $\tau = \frac{2}{\lambda_u(t)}$, then $v(t)$ is a solution to (1.1) on the time interval $[0, \tau]$. Now, we need to check that (4.1), (4.2), (4.5) and (4.6) are satisfied. First note that if $\tau_0 \in \left[0, \frac{1}{\lambda_u(t)}\right] = \left[0, \frac{\tau}{T^*}\right]$, then (4.5) holds. Also, it is clear that

$$\|\nabla v(0)\|_{L^2} = 1 \quad \text{and} \quad E[v(0)] = \lambda_u(t)^{2(1-s_c)} E[u_0].$$

(6.4)

In particular,

$$\tau_0^{-1-s_c} |E[v(0)]| = (\tau_0 \lambda_u^2(t))^{1-s_c} |E[u_0]| = (2\lambda_u(t))^{1-s_c} |E[u_0]| \rightarrow 0, \quad \text{as} \quad t \rightarrow T^*$$

and (4.2) follows for $t$ close enough to $T^*$. In addition, from the Gagliardo-Nirenberg type inequality (2.1) and (6.4),

$$E[v(0)] \geq \frac{1}{2} \left(1 - \left(\frac{\|v(0)\|_{L^{s_c}}}{\|v\|_{L^{s_c}}^2}\right)^{2s_c}\right),$$

which implies (4.2), for $t$ close enough to $T^*$, since $E[v(0)] \rightarrow 0$, as $t \rightarrow T^*$. Next, for all $\tau_0 \in \left[0, \frac{1}{\lambda_u(t)}\right]$, we have

$$\lambda_u(\tau_0) = \left(\frac{1}{\|\nabla v(\tau_0)\|_{L^2}}\right)^{\frac{1}{s_c}} = \left(\frac{1}{\lambda_u(t)^{1-s_c} \|\nabla u(t - \lambda_u^2(t)\tau_0)\|_{L^2}}\right)^{\frac{1}{s_c}} = \frac{\lambda_u(t - \lambda_u^2(t)\tau_0)}{\lambda_u(t)},$$

and

$$t - \lambda_u^2(t)\tau_0 \geq t - \lambda_u(t) \rightarrow T^*, \quad \text{as} \quad t \rightarrow T^*.$$  

Combining these last two relation with (6.4), we deduce

$$\lambda_u^{2(1-s_c)}(\tau_0)|E[v(0)]| = (\lambda_u(\tau_0) \lambda_u(t))^{2(1-s_c)} |E[u_0]|$$

$$= (\lambda_u(t - \lambda_u^2(t)\tau_0))^{2(1-s_c)} |E[u_0]| \rightarrow 0, \quad \text{as} \quad t \rightarrow T^*,$$

and then (4.6) holds for $t$ close enough to $T^*$.

Now, we are ready to complete the proof of Theorem 1.2.
Proof. [Proof of Theorem 1.2] We consider $u_0 \in \dot{H}^\infty \cap \dot{H}^1$ radially symmetric and $u(t) \in \dot{H}^\infty \cap \dot{H}^1$ the corresponding solution to (1.1) with finite maximal time of existence $T^* > 0$. Assume that

$$\|\nabla u(t)\|_{L^2} \geq \frac{c}{(T^* - t)^{1/2}}.$$  (6.5)

Define

$$N(t) = -\log \lambda_u(t) \text{ or equivalently } e^{N(t)} = \frac{1}{\lambda_u(t)},$$  (6.6)

and let $v = v(t)$ be as in Lemma 6.1. So, we can apply Propositions 4.1 and 4.2 to $v(\tau_0)$ with $\tau_0 \in [0, e^{N(t)}]$. Moreover, from the definition of $v$ in (6.2), it is easy to see that

$$\|u(t)\|_{L^\sigma_c} = \lambda_u^{-\frac{2-b}{2\sigma_c}}(t) \left( \int |v(\lambda_u(t)^{-1}x, 0)|^{\sigma_c} dx \right)^{\frac{1}{\sigma_c}} = \lambda_u^{-\frac{2-b}{2\sigma_c} + \frac{c}{\sigma_c}} \|v(0)\|_{L^\sigma_c} = \|v(0)\|_{L^\sigma_c}.$$  (6.7)

Also, from (6.3), (6.5) and (6.6) we have

$$N(t) \geq c|\log(T^* - t)^{1/2}| = C|\log(T^* - t)|.$$  

Therefore, to deduce the desired lower bound (1.7), we reduce our problem to show

$$\|v(0)\|_{L^\sigma_c} \geq [N(t)]^\gamma,$$  (6.7)

for some universal constant $\gamma = \gamma(N, \sigma, b) > 0$ and for $t$ close enough to $T^*$.

To this end, for the constant $\alpha_2$ given in (4.4), define

$$M(t) = \frac{4\|v(0)\|_{L^\sigma_c}}{\|V\|_{L^\sigma_c}} \geq 2, \quad \text{and} \quad L(t) = [100M(t)]^{\alpha_2} \frac{1}{2(1-\sigma_c)}.$$  (6.8)

We consider, without loss of generality, that for all $t$ close enough to $T^*$

$$L(t) < e^{\frac{\sqrt{\eta_0^1}}{2}},$$  (6.9)

otherwise we would have

$$\|v(0)\|_{L^\sigma_c} = \frac{\|V\|_{L^\sigma_c}}{4}M(t) = c[L(t)]^{\frac{2(1-\sigma_c)}{\alpha_2}} \geq c e^{\frac{2\sqrt{\eta_0^1}}{\alpha_2} \frac{\sqrt{\eta_0^1}}{2}} \geq N(t),$$

which implies (6.7).

Now, for all $i \in [\sqrt{\eta_0(t)}, N(t)]$, we show the existence of times $\tau_i \in [0, e^i]$ such that

$$F(\tau_i) \leq L(t) \quad \text{and} \quad \frac{1}{10L(t)^{\frac{1}{\alpha_2}}} \leq \lambda_v(\tau_i) \leq \frac{10}{L(t)} e^{\frac{\sqrt{\eta_0^1}}{2}},$$  (6.10)

where $F(\tau) = \sqrt{\tau}/\lambda_v(\tau)$ as in (4.7). Let $i \in [\sqrt{\eta_0(t)}, N(t)]$ and consider

$$\mathcal{A} = \left\{ \tau \in [0, e^i] ; \lambda_v(\tau) > \frac{\sqrt{\eta_0^1}}{L(t)} \right\}.$$  

First, using (6.4) and estimate (6.9), we get

$$\lambda_v(0) = \left( \frac{1}{\|v(0)\|_{L^2}} \right)^{1-\sigma_c} = 1 < \frac{\sqrt{\eta_0^1}}{L(t)} \leq \frac{\sqrt{\eta_0^1}}{L(t)},$$

and

$$\frac{\sqrt{\eta_0^1}}{L(t)} = \frac{\sqrt{\eta_0^1}}{L(t)} \leq \frac{\sqrt{\eta_0^1}}{L(t)},$$  

$$\frac{\sqrt{\eta_0^1}}{L(t)} = \frac{\sqrt{\eta_0^1}}{L(t)} \leq \frac{\sqrt{\eta_0^1}}{L(t)},$$

Therefore,
and thus, $0 \notin \mathcal{A}$. If $\mathcal{A}$ is nonempty, the continuity of $\lambda_v(\tau)$ implies the existence of $\tau_i \in [0, e^i]$ such that $\lambda_v(\tau_i) = \frac{e^{i+1}}{e \tau_i}$. Moreover,

$$F(\tau_i) = \frac{\sqrt{\tau_i}}{\lambda_v(\tau_i)} \leq L(t) \frac{\sqrt{e^i}}{e \frac{e^{i+1}}{e \tau_i}} \leq L(t)$$

and

$$\frac{1}{10} \frac{e^{i+1}}{L(t)} \leq \frac{e^{i+1}}{L(t)} = \lambda_v(\tau_i) = \frac{e^{\frac{i}{2}}}{L(t)} \leq \frac{10e^{\frac{i}{2}}}{L(t)}$$

which proves (6.10).

On the other hand, if $\mathcal{A}$ is empty, then, for all $\tau \in [0, e^i]$

$$\lambda_v(\tau) \leq \frac{e^{i+1}}{L(t)} \leq \frac{10}{L(t)} e^{\frac{i}{2}}.$$

By contradiction, assume that for all $\tau \in [e^{i-1}, e^i]$

$$F(\tau) \geq L(t), \quad \text{that is} \quad \|\nabla u(\tau)\|_{L^2} \geq \left( \frac{L(t)}{\sqrt{\tau}} \right)^{1-s_c}.$$

Thus, from the estimate (44), we get

$$[M(t)^{\alpha_2} e^{i(1+s_c)}] \geq \int_0^{e^i} (e^i - \tau) \|\nabla v(\tau)\|_{L^2}^2 \, d\tau$$

$$\geq \int_{e^{i-1}}^{e^i} \tau \|\nabla v(\tau)\|_{L^2}^2 \, d\tau$$

$$\geq [L(t)]^{2(1-s_c)} \int_{e^{i-1}}^{e^i} \tau \|\nabla v(\tau)\|_{L^2}^2 \, d\tau$$

$$\geq \frac{[L(t)]^{2(1-s_c)}}{e^{1+s_c}} e^{i(1+s_c)} \left( \frac{1}{2^{1+s_c} - \frac{1}{e^{1+s_c}}} \right)$$

$$> \frac{[L(t)]^{2(1-s_c)}}{100} e^{i(1+s_c)}$$

$$= [M(t)]^{\alpha_2} e^{i(1+s_c)}$$

where we have used in the last step the definition of $L(t)$ in (6.8). Thus, we obtain a contradiction. Consequently, there exists $\tau_i \in [e^{i-1}, e^i]$ such that $F(\tau_i) \leq L(t)$. Moreover

$$\lambda_v(\tau_i) = \frac{\sqrt{\tau_i}}{F(\tau_i)} \geq \frac{\sqrt{e^{i-1}}}{L(t)} \geq \frac{e^{i+1}}{10L(t)}$$

and (6.10) is proved.

Next, we prove an uniform lower bound for the $L^{\infty}$ norm over a suitable annulus on space. Let $i \in [\sqrt{N(t)}, N(t)]$ be an integer and $\tau_i \in [0, e^i]$ the times satisfying (6.10). We show the existence of universal positive constants $\alpha_4(N, \sigma, b), c_4(N, \sigma, b) > 0$ such that in the annulus

$$S_i = \left\{ x \in \mathbb{R}^N; \frac{\lambda_v(\tau_i)}{[M(t)]^{\alpha_4}} \leq |x| \leq [M(t)]^{\alpha_4} \lambda_v(\tau_i) \right\} \quad (6.11)$$

we have

$$\int_{S_i} |v(0)|^{\sigma_c} \, dx \geq \frac{c_4}{[M(t)]^{\alpha_4 s_c \sigma_c}}. \quad (6.12)$$
Indeed, from (6.8) and (6.10) we have
\[ F(t_i) \leq L(t) = [100[M(t)]^{\alpha_2}]^{1/[2(\alpha_2 - 1)]}. \]

Moreover
\[ D_\star(t) := [M(t)]^{\alpha_3} [F(t_i)]^{\mu_3} \leq [M(t)]^{\alpha_4}, \tag{6.13} \]
for some \( \alpha_4(N, \sigma_c) > 0 \), independent of \( t \). Thus, the choice of \( D_\star(t) \) in (6.13) is uniform with respect to \( i \) and, in view of Lemma 6.1, we can apply Proposition 4.2 to \( v(t_i) \). Therefore, for all \( i \in [\sqrt{N(t)}, N(t)] \) we apply Hölder’s inequality, (6.13), (6.8) and (6.8), to get
\[
\int_{|x| \leq [M(t)]^{\alpha_3} \lambda_\star(t_i)} |v(0)|^2 \, dx \leq \int_{|x| \leq [M(t)]^{\alpha_3} \lambda_\star(t_i)} |v(0)|^2 \, dx - \int_{|x| \leq [M(t)]^{\alpha_3} \lambda_\star(t_i)} |v(0)|^2 \, dx
\geq \int_{|x| \leq D_\star(t) \lambda_\star(t_i)} |v(0)|^2 \, dx - \frac{c}{[M(t)]^{2\sigma_c}} \|v(0)\|_{L^{\sigma_c}}^2
\geq \lambda^{-2\sigma_c}(t_i) \left( C_2 - \frac{cM^2(t)}{[M(t)]^{2\sigma_c}} \right) \geq \lambda^{-2\sigma_c}(t_i) \frac{C_2}{2},
\]
for \( \alpha_4 > 0 \) large enough\(^1\). Moreover, again Hölder’s inequality yields
\[
\int_{|x| \leq [M(t)]^{\alpha_3} \lambda_\star(t_i)} |v(0)|^2 \, dx \leq c \lambda^{-2\sigma_c}(t_i) [M(t)]^{2\alpha_4} \left( \int_{[C_i]} |v(0)|^{\sigma_c} \, dx \right)^{\frac{2}{\sigma_c}}.
\]
Combining the last two inequalities we conclude the proof of (6.12).

Now, let \( p(t) > 1 \) an integer such that
\[ 10^3[M(t)]^{2\alpha_4} \leq \frac{p(t)}{t^2 \lambda(t)} \leq 10^7[M(t)]^{2\alpha_4}. \tag{6.14} \]
Note that, if \( p(t) > \sqrt{N(t)} \), then by definition (6.8)
\[ \|v(0)\|_{L^{\sigma_c}}^{2\alpha_4} = c[M(t)]^{2\alpha_4} \geq c \frac{p(t)}{t^2 \lambda(t)} \geq p(t) \geq \sqrt{N(t)}, \]
which implies (6.7). On the other hand, consider \( p(t) < \sqrt{N(t)} \). Let \( (i, i + p(t)) \in [\sqrt{N(t)}, N(t)] \times [\sqrt{N(t)}, N(t)] \), then by (6.10) and (6.14)
\[ \lambda_\star(t_i+p(t)) \geq \frac{\alpha_1 \frac{p(t)}{t \lambda(t)}}{10L(t)} \geq \frac{10^3[M(t)]^{2\alpha_4} e^{\frac{\mu_3}{10}}}{10L(t)} \geq [M(t)]^{2\alpha_4} \frac{10e^{\frac{\mu_3}{10}}}{L(t)} \geq [M(t)]^{2\alpha_4} \lambda_\star(t_i), \]
and, dividing the previous inequality by \([M(t)]^{\alpha_4}\), we deduce that the annuli \( C_i \) and \( C_{i+p(t)} \) given by (6.11) are disjoints for each \( (i, i + p(t)) \in [\sqrt{N(t)}, N(t)] \times [\sqrt{N(t)}, N(t)] \).

Since \( p(t) < \sqrt{N(t)} \) and \( \frac{1}{10} < 1 - \frac{N(t)}{\sqrt{N(t)}} \) for \( t \) close enough to \( T^* \), there are at least \( \frac{N(t)}{10p(t)} \geq \frac{1}{10} \sqrt{N(t)} \) disjoint annuli satisfying the uniform lower bound (6.12). Hence, summing over these sets, we finally deduce
\[
\|v(0)\|_{L^{\sigma_c}}^{\sigma_c} \geq \sum_{k=0}^{N(t)} \int_{C_{k+p(t)+\sqrt{N(t)}}} |v(0)|^{\sigma_c} \, dx \geq \frac{c_4}{[M(t)]^{\alpha_4 \sigma_c}} \frac{\sqrt{N(t)}}{10} = C \frac{\sqrt{N(t)}}{\|v(0)\|_{L^{\sigma_c}}^{\sigma_c}},
\]
where we have used (6.8) in the last step. The previous inequality implies (6.7) and completes the proof of Theorem 1.2.

Finally, we prove our last result, which asserts that even without the assumption \( (1.0) \) the \( \dot{H}^{\sigma_c} \) norm of finite time radially symmetric solutions in \( \dot{H}^{\sigma_c} \cap \dot{H}^1 \) is never uniformly bounded in time.

\(^1\)Note again that this choice is independent of \( t \) since \( M(t) \geq 2 \) for all \( t \in [0, T^*) \).
Proof: [Proof of Corollary 1.3] Let \( u \in C([0, T^*) : \dot{H}^{s_c} \cap \dot{H}^1) \) be a solution to (1.1) with finite maximal time existence \( T^* > 0 \) such that

\[
\sup_{t \in [0, T^*)} \| u(t) \|_{\dot{H}^{s_c}} = M < +\infty, \tag{6.15}
\]

Then for any \( t \in [0, T^*) \), we consider the following scaling of \( u \)

\[
v^{(t)}(x, \tau) = \rho^{\frac{2-s_c}{m}}(t) u(\rho(t)x, t + \rho^2(t)\tau),
\]

where \( \rho(t)^{1-s_c} \| \nabla u(t) \|_{L^2} = 1 \). Hence,

\[
\| v^{(t)}(0) \|_{\dot{H}^{s_c}} = \| u(t) \|_{\dot{H}^{s_c}} \leq M \quad \text{and} \quad \| \nabla v^{(t)}(0) \|_{L^2} = \rho(t)^{1-s_c} \| \nabla u(t) \|_{L^2} = 1
\]

and thus, from the local Cauchy theory in \( \dot{H}^{s_c} \cap \dot{H}^1 \) (see [2, Theorem 1.2.]), there exists \( \tau_0 \), independent of \( t \), such that \( v^{(t)} \) is defined on \( [0, \tau_0] \). Therefore, \( t + \rho^2(t)\tau_0 < T^* \) and this is (1.6). From Theorem 1.2 the lower bound (1.7) holds and, in particular, we have that

\[
\lim_{t \uparrow T^*} \| u(t) \|_{\dot{H}^{s_c}} = +\infty,
\]

which is a contradiction with (6.15).
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