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Due to recent technological advancements, more diversified customer demand, and increasingly harder competition, traditional postal service systems have experienced significant changes all over the world. In Norway, through a strategic reform called post-in-shop, undertaken in 2013, most postal services are now provided at postal service counters located in retailer stores in order to improve accessibility, operational efficiency, and cost-effectiveness. This has led to a complex decision-making problem for the redesign of urban postal service networks across the country. In this paper, a two-stage method is proposed to solve a real-world urban postal service network redesign problem. First, two location models are employed to determine the optimal locations of postal service counters. In the second stage, a simulation model is built to evaluate the urban postal service system with different location and demand allocation plans under a realistic and stochastic environment. Among other insights, our results show that the proposed two-stage method can be used to effectively improve the accessibility of postal service networks by making optimal location-allocation decisions.

1. Introduction

In recent years, with the rapid development and increasing use of computer technologies, the traditional postal service system has experienced significant changes in order to better satisfy customer demand and to survive in a more competitive market [1, 2]. The wide adoption of digitalization and information and communication technology (ICT) across businesses, public sectors, and individuals has led to two major challenges in the postal service system. On the one hand, customer demand for traditional letter delivery services has declined drastically due to the extensive use of electronic platforms, e.g., e-mail and digital mailboxes [1, 3]. However, on the other hand, the technological development has also altered customer behavior, and the customer demand fulfilled by online channels has increased unprecedentedly [4]. At the same time, the growth of online shopping has generated a significant increase in customer demand for parcel delivery [5]. Furthermore, due to the increased labor cost and the emergence of international competitors for parcel delivery, e.g., DHL, UPS, and FedEx, the traditional postal service system faces a much harder competition [6]. Hence, worldwide postal service providers need to shift their focus and replan their postal service systems to improve operational efficiency and accessibility.

In Norway, an ambitious strategic reform and structural change of the urban postal service network, named post-in-shop, was launched by Posten Norge in 2013. The scheme has been implemented across the whole country with the aim of converting the traditional centrally located post offices into smaller postal service counters at local supermarkets and grocery stores [3]. Through a partnership with retailers, Posten Norge can not only reduce the cost of opening and operating large dedicated post offices in city centers but also can improve the accessibility of postal service by locating a larger number of postal service counters that are closer to customer demand. Meanwhile, the utilization of space and personnel at local supermarkets and grocery stores can also be improved.
To implement this scheme optimally, an analysis of the urban postal service network redesign problem is essential. The problem can be modeled as a service facility location problem, which aims at selecting the optimal facility locations to provide services and determining the allocation of customer demand. Facility location is one of the most crucial decisions in strategic management throughout a wide range of businesses and public sectors [7,8]. Mathematical models, as well as other qualitative and quantitative approaches, such as analytical hierarchy process (AHP) [9,10], geographical information systems (GIS) [11,12], and simulation [13], have been investigated and applied to the optimization of facility locations with respect to different criteria.

In service facility location problems, one widely formulated objective is to maximize the accessibility of a service network to targeted customer demand [14]. Accessibility can be measured either by the coverage of customer segments [15] or by the distance or travel time [14,16]. To improve the accessibility of an urban postal service system, we proposed a two-stage optimization-simulation approach, where two classical location models were first employed to choose the best locations of postal service counters, and a simulation model was then applied to evaluate different facility location and demand allocation strategies. One reason for applying simulation after the optimization phase is that several real-life features, namely, stochasticity, cannot be readily incorporated into the mathematical models. In addition, the output of the optimization models depends on the aggregation levels used for the inputs.

This paper aims at effectively using the strengths of both optimization and simulation to solve a real-world urban postal service network redesign problem. Even though the problem is motivated and derived from a specific problem in Norway, the methodological framework can be adopted in a wide range of applications. The remainder of this paper is organized as follows. With a focus on practical applications, Section 2 presents an extensive literature review on the location models and on simulation for network optimization problems. This is followed by the problem description in Section 3. Section 4 introduces the methodology. Section 5 is devoted to data generation, results, and discussions. Conclusions follow in Section 6.

2. Literature Review

The redesign of postal networks has been the object of attention in recent years. Mathematical models were developed to analyze cost efficiency [17] and optimize network replanning decisions, i.e., postbox locations [1,2]. The urban post office relocation problem was modeled by Sarac et al. [18] who used a set covering location problem (SCLP) to determine the minimum number of permanent post offices required for providing a certain level of service. However, due to the resource limitation in a large number of real-world problems, the urban postal network may not be able to provide a desired level of coverage to all customers. Thus, this paper focuses on improving the accessibility of an urban postal service system with a limited number of postal service counters installed.

The redesign of an urban postal service network belongs to service facility location problems, which have been investigated by a large number of researchers [19]. In this paper, we proposed a two-stage method where service facility location models with budgetary constraints were first used to generate optimal locations. Then, a simulation model was developed and used for performance evaluation. Hence, our literature review focuses on the recent development and applications with respect to the aforementioned methods.

2.1. Maximal Covering Location Problem. The maximal covering location problem (MCLP) was put forward by Church and ReVelle [20]. Over the years, the MCLP has become one of the most extensively investigated location models due to its applicability to a wide range of practical problems [21]. In the MCLP, the distance or the travel time between customers and facilities is the measurement of the satisfaction of customer demand [20]. The MCLP aims at maximizing the coverage of weighted customer demand with limited facilities [22].

Recent research has focused on the development of improved models and computational algorithms for the MCLP [23]. Seyhan et al. [24] proposed a new model and heuristic for a MCLP under competition between different players. Janković et al. [25] improved the formulation and solution approach of an uncapacitated single or multiple allocation p-hub MCLP. Combining both exact and meta-heuristic methods, Pereira et al. [26] investigated an efficient solution approach for a probabilistic maximal covering location-allocation problem. Cordeau et al. [27] developed an enhanced Benders decomposition approach to solve large maximal covering models.

Real-world applications of the MCLP have also been documented. The improvement of the accessibility of healthcare facilities with improved MCLPs was studied by Murawski and Church [28]; Verter and Lapierre [29]; and Sorensen and Church [30]. Recently, Frade and Ribeiro [31] investigated the optimal design of an urban bike-sharing system under a budget constraint. Pasandideh et al. [32] proposed a multiobjective hub MCLP to simultaneously maximize both network reliability and commodity flow. Taking into account the uncertainty related to the impact of disasters, Li et al. [33] formulated a cooperative MCLP for the design of a humanitarian relief logistics network. Paul et al. [34] formulated an improved biobjective MCLP for the network redesign of a large-scale emergency response system. The model aims at simultaneously maximizing the demand coverage and minimizing the efforts needed for modifying the existing system.

2.2. p-Median Location Problem. The p-median problem (PMP) was first formulated by Hakimi [35,36], where it was used to determine the optimal locations of switching centers in a telecommunications network. The PMP aims at minimizing the total travel distance or travel time by opening a fixed number p of service facilities [37]. To better cope with practical problems, several extensions of the classic PMP have been formulated, e.g., the capacitated PMP [38], the
Hamiltonian PMP [39], the p-hub median problem [40], and the competitive PMP [41].

The PMP is NP-hard (see, e.g., [42]), so the computational performance with both improved heuristics and commercial solvers has been tested in recent works [43]. Hale et al. [44] solved a large-scale classic PMP with an improved Lagrangian search approach. Erdoğan et al. [45] and Bektaş et al. [46] tested different exact and approximation methods to solve a Hamiltonian PMP. Stefanello et al. [47] proposed an iterated reduction heuristic combining both mathematical programming techniques and local search heuristics to solve a capacitated PMP. Drezner and Salhi [48] solved a planar PMP using efficient neighborhood reductions combined with heuristics. Colmenar et al. [49] put forward an enhanced greedy randomized adaptive search approach for an obnoxious PMP.

Focusing on real-world applications, De Azevedo and Pizzolato [50] investigated an urban real estate location problem in Rio de Janeiro modeled as a PMP. To cope with the rapid increases in demands, Adler et al. [51] used the p-hub median model to evaluate expansion alternatives for an existing airline network in Africa. Wheeler [52] improved the location decisions on police patrol areas with a modified PMP so that both the total travel distance and the inequality of call allocation can be reduced. Cintrano et al. [53] applied a neighborhood search algorithm to determine the best locations of public bike stations in Malaga. In addition, comparisons between both the MCLP and the PMP were reported in several practical applications, e.g., healthcare services [54], printer locations in an university campus [55], and public charging stations for the electric vehicle [16].

2.3. Computer-Based Simulation. Real-world decisions are rarely made without uncertainty [56]. To capture the stochasticity of a decision-making problem, one may need to employ several assumptions and stochastic parameters, which may either reduce the accuracy of the analysis [30] or increase the computational complexity. The rapid development of computer-based simulation has provided opportunities to solve this problem and to explore the system's performance at a more detailed level [57]. Recently, the use of simulation has become an attractive tool to evaluate a model's output in several problems, e.g., factory flow optimization [58], production planning [57], service accessibility [59], and intermodal transport under uncertainty [60].

Even though computer-based simulation has already been used in a wide variety of industries and in the public sector [61–63], its application in facility location problems has been less common until recently. Considering the flow of customer demands and demographic data, Rouzaafzoon and Helo [64] and Helo et al. [65] investigated agent-based simulation modeling to compare different network configurations of service supply chains in Southern Finland. Li et al. [66] simulated a facility fortification problem in order to mitigate the supply chain risk caused by both natural and human-related disasters. Kim et al. [67] tackled the network design problem of a biomass supply chain by using a two-phase simulation method. Elia et al. [68] developed a simulation-based framework to evaluate both economic and environmental performances of a reverse logistics system.

2.4. Summary and Scientific Contributions. In strategic location problems, the idea of using the hybrid optimization-simulation method originated from the mid-1990s (see, e.g., [69]) and was mostly used in emergency medical service (EMS) location problems, where the vehicle busyness and the rate of call response were analyzed with discrete-event simulation [30, 70]. However, in service network design problems, the potential of combining both optimization and simulation has not been fully exploited. For this reason, we propose a two-stage optimization-simulation method in this paper to solve a real-world urban postal service network redesign problem, where the focus is accessibility. In the first stage, the MCLP and the PMP are used to select the optimal facility locations. In the second stage, a simulation model is built with AnyLogic to evaluate the location decisions with respect to different demand allocation strategies.

Our scientific contributions are summarized as follows:

1. We develop a two-stage optimization-simulation method to improve the accessibility of an urban service system with continuous demand distribution

2. We show the applicability and effectiveness of the proposed method to a real-world urban postal service system redesign problem

3. With the simulation tool, the network accessibility is evaluated under the stochasticity of time, location, and demand volume

3. Problem Description

3.1. Background. The post-in-shop scheme aims to provide postal services in retail outlets where a postal service counter and a storage space for parcels and letters will be installed. In this paper, the problem under investigation is inspired by a real-world case of the post-in-shop relocation problem in Narvik, which is a small but strategically important town in Northern Norway. With one of the largest ice-free deep-water ports inside the Arctic Circle and the world's northernmost railway connection, Narvik is an important transportation hub in the Arctic region, especially for the shipment of high-quality iron ore mined in northern Sweden.

The original post office in Narvik was located at a large shopping mall in the city center, but it was closed in 2013 with the implementation of the post-in-shop scheme. Instead of the original large and centrally located post office in Narvik, two postal service counters were relocated at two supermarkets, Coop Extra Bolaget and SPAR Finnbekken, as shown in Figures 1 and 2. The customers were assigned to different postal service counters based only on their postcodes (the customers with postcode 8514 were assigned to SPAR Finnbekken, and those with postcode 8517 were assigned to Coop Extra Bolaget). The relocation of post offices expands the urban postal service network by opening more facilities closer to the customers. However, many
customers will need to travel a larger distance than before in order to pick up their parcels due to the postcode-based demand allocation. For instance, as shown in Figure 1, customer A located in the postcode 8514 area needs to go to a much further postal service counter (Coop Extra Bolaget) to pick up a parcel instead of going to the closest one (SPAR Finnbekken).

3.2. The Problem. The urban postal service system redesign is, by nature, a service network design problem that determines the locations of service facilities and allocates customers to different locations. In the design of some service systems, e.g., petrol stations and ATM networks, only facility locations need to be determined, and customers are free to choose the facilities for respective services. However,
for an urban postal service system, customers need to be assigned to specific locations to pick up their parcels. Thus, both facility location and customer allocation decisions are of essential importance to determine the overall performance of this service system in terms of accessibility, convenience, and customer satisfaction. An improperly designed service system, as illustrated in Figure 1, may result in increased travel distance for customers and reduced accessibility. Moreover, this may further increase fuel consumption and hence greenhouse gas emissions. To solve this problem, both facility location and customer allocation decisions need to be optimized.

Designing a service system consists of two-stage decision-making. First, the number and locations of service facilities are selected from a set of candidate points. In an urban postal service system, taking into account the storage space requirement for parcels, the candidate points can only be located at large- and medium-size shops. Figure 1 depicts the candidate locations for potential postal service counters in the urban area of Narvik (three REMA 1000, two SPAR, two Coop Extra, and one Coop Prix). In order to provide a high accessibility to customer demand under budgetary constraints, the determination of the number and locations of service facilities is usually done with the objective either to maximize the demand coverage (the MCLP) or to minimize the total travel distance by customers (the PMP).

Based on the first-stage decisions, the demand allocation can be determined in the second stage, where customers can be either assigned to a specific location or to the nearest facility. In the urban postal system redesign problem, we are interested in the comparison of both postcode-based and distance-based demand allocation strategies, and their implications to the overall system’s accessibility are evaluated.

4. Methodology

In order to solve the problems of traditional mathematical methods such as demand aggregation and oversimplified assumptions, we proposed a two-stage optimization-simulation method for the service system design problem with special focus on the urban area and tested it with a real-world case study of the urban postal service system redesign in Narvik. We first describe the framework of the two-stage method. Then, the two classical optimization models and the simulation method are briefly introduced.

4.1. Methodological Framework. Figure 3 illustrates a two-stage methodological framework for the service system design problem. In the first stage, we apply the MCLP and the PMP to obtain an optimal network configuration with different objectives and requirements. In the second stage, the AnyLogic simulation is used for performance measurement. To set up the simulation model, the GIS information is given based on the optimal locations obtained, and the generation intervals of stochastic parameters are determined in accordance with the data used in the first stage. The agent’s behavior is set up based on different demand allocation strategies. It is noted that a stability and quality check is performed so that the proposed method can be used with a high level of confidence in order to solve large problem instances.

In this research, we exploit the strengths of both mathematical optimization and computer-based simulation. The terms of optimization and simulation are used interchangeably in several cases [71]. However, they are two very different techniques that should be properly applied in different problems. Optimization aims, through a model and an algorithm, at searching an optimal objective value within the feasible domain of a problem. It is capable of solving combinatorial optimization problems with a large number of alternatives. However, due to the simplifications made in the models, e.g., demand aggregation, the results obtained may not be sufficiently accurate [30]. Furthermore, the incorporation of input stochasticity into a mathematical model may significantly increase its computational complexity [72].

Simulation, on the contrary, aims at the performance evaluation of a set of alternatives under different conditions [73], which can better reproduce real-world problems with stochastic parameters, real-world GIS, and real planning horizon. Moreover, it is also a powerful tool to create an animation of the physical installations and flows of the system modeled. However, while the primary objective of simulation is for performance evaluation, it can neither solve a complex combinatorial optimization problem nor generate proven optimal decisions when the number of potential alternatives is large. Tables 1 and 2 show the strengths and weaknesses of the two approaches.

4.2. The Location Optimization Models. Both the MCLP and the PMP optimize the network performance under budgetary constraints through installing a limited number of facilities. The sets, parameters, and variables used in the model formulation are first given in Table 3.

| Equation | Description |
|----------|-------------|
| \( \text{Maximize } \sum_{i \in I} d_i z_i \) | (1) |
| subject to | |
| \( z_i \leq \sum_{j \in N_i} y_j, \quad \forall i \in I \) | (2) |
| \( \sum_{j \in J} y_j = p_i \) | (3) |
| \( z_i, \quad y_j \in \{0, 1\}, \quad \forall i \in I, \quad j \in J \) | (4) |
Table 1: Strengths and weaknesses of optimization.

| Strengths                                                                 | Weaknesses                                                                 |
|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| (1) Capability of selecting an optimal solution among a large number of alternatives | (1) Inaccurate analytical results due to the simplifications made           |
| (2) Capability of generating high-quality solutions to complex decision-making problems | (2) Increased complexity in modeling and computation due to the inclusion of uncertainty |
| (3) The numerical results may be difficult to be understood by decision makers who do not possess the relevant knowledge | (3) The numerical results may be difficult to be understood by decision makers who do not possess the relevant knowledge |

Table 2: Strengths and weaknesses of simulation.

| Strengths                                                                 | Weaknesses                                                                 |
|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| (1) Capability of evaluating different predetermined alternatives under a realistic environment | (1) Ineffectiveness and incapability of selecting an optimal solution among a large number of alternatives |
| (2) Capability of incorporating the uncertainty, real-world GIS, and time horizon of a decision-making problem | (2) Ineffectiveness and incapability of generating high-quality solutions to complex decision-making problems |
| (3) Capability of generating high-quality animation of the physical system |                                                                          |

Table 3: Sets, parameters, and variables.

| Sets            | Parameters                                                                 |
|-----------------|---------------------------------------------------------------------------|
| $I$ Set of customers, indexed by $i$ | $d_i$ Demand of customer $i$ |
| $J$ Set of candidate locations for the service facility, indexed by $j$ | $c_{ij}$ Distance between customer $i$ and service facility $j$ |
|                 | $r$ The coverage distance of a service facility | $j_i = \{ j \in J : c_{ij} \leq r \}$ The set of candidate locations $j$ of the service facility within the coverage distance of customer $i$ |
|                 | $p$ The number of service facilities to be installed | |
| Variables       | Binary variable: $y_j = 1$ if a service facility is installed at candidate location $j$; $y_j = 0$, otherwise | Binary variable: $z_i = 1$ if the demand from customer $i$ is covered; $z_i = 0$, otherwise |

Figure 3: Methodological framework.
The PMP aims at minimizing the total weighted travel distance by all customers. It not only selects the locations of the service facility but also determines the allocation of customer demands. Hence, an additional variable for demand allocation is defined as follows.

\[ x_{ij}: \text{binary variable; } x_{ij} = 1 \text{ if customer } i \text{ is assigned to service facility } j; x_{ij} = 0, \text{ otherwise.} \]

\[
\begin{align*}
\text{Minimize} & \sum_{i \in I} d_i c_{ij} x_{ij}, \\
\text{subject to} & \sum_{j \in J} x_{ij} = 1, \quad \forall i \in I, \\
x_{ij} & \leq y_j, \quad \forall i \in I, j \in J, \\
\sum_{j \in J} y_j & = p, \\
x_{ij}, y_j & \in \{0, 1\}, \quad \forall i \in I, j \in J. 
\end{align*}
\]

Objective function (5) minimizes the total weighted travel distance of all customers. Constraints (6) assign each customer \( i \) to a single service facility. Constraints (7) guarantee that the demand of a customer is allocated to a service facility only if it has been located. Constraint (8) sets the number of service facilities to be installed. Constraints (9) define the domain of the variables. Clearly, in the PMP, the demand is assigned to a facility based only on the travel distance.

4.3. The Simulation Method. Real-world decision-making is usually affected by uncertainties, so an agent-based simulation model was built with AnyLogic to evaluate the network performance under input stochasticity. AnyLogic is one of the most powerful simulation packages, and by using multiple methods including system dynamics and agent-based and discrete-event modeling, it can be used to simulate complex systems with different features [61]. In our case study, we consider demand stochasticity in performance evaluation. The customer demands for postal service are generated in the real-world GIS with random locations, random time, and random demand. This will affect the objective values of the optimization model due to the stochasticity in parameters \( d_i, c_{ij}, \) and \( N_i \). The movement of individual customers or agents is governed by the demand allocation strategy, which can be to go to a specific service facility or to travel to the nearest one for service.

The simulation model is, by nature, a stochastic form of the optimization model. It can be written as a generic objective function \( f(y_j, \xi(d_i, c_{ij}, N_i)) \) to calculate either coverage (to be maximized) or distance (to be minimized), where \( y_j \) is the location decision and \( \xi \) is the scenario tree. With given probability distributions for the stochastic parameters, an infinite number of decision trees can be generated. However, we focus on the model’s behavior but not on the scenario generation procedures [56], so the output of the simulation model should be stable with different scenario trees [74], as shown in equation (10). Therefore, a Monte Carlo simulation method is used, which runs the AnyLogic model for \(|S| \) times in order to test the stability of the analytical results:

\[
f(\tilde{y}_j, \xi(d_i, c_{ij}, N_i)) \approx f(\hat{y}_j, \xi(d_i, c_{ij}, N_i)), \quad \forall p, q \in S. 
\]

Real-world problems can be extremely large and may therefore lead to a significant computational challenge. In this regard, instead of performing a full-size simulation with a large number of agents and a long-time horizon, a reliable sampling method may be used to approximate the objective value of the real problem, as shown in equation (11), where the sampling problem \( \tilde{y} \) is much smaller than that of the real problem \( y \):

\[
f(\tilde{y}_j, \gamma(d_i, c_{ij}, N_i)) \approx f(\hat{y}_j, \xi(d_i, c_{ij}, N_i)), \quad \forall p \in S. 
\]

When a smaller size simulation is used to analyze the real problem, both the stability and the quality of the sampling procedures must be checked. This idea is based on the sample average approximation (SAA) [75]. For a location decision \( \tilde{y} \) and a given sample size, stability is checked with \(|S| \) repetitions, as shown in equation (12). Then, the simulation is run with a set of increased samples generated from the same probability distribution. The gap between the objective values obtained is used to measure the quality of the approximation. If the gap estimators satisfy the quality criteria, the given sample size can be used to approximate the result of the real problem, as shown in equation (13). Otherwise, an increased sample size or repetition is needed.

\[
\begin{align*}
f(\tilde{y}_j, \gamma(p(d_i, c_{ij}, N_i))) & \approx f(\hat{y}_j, \xi(p(d_i, c_{ij}, N_i))), \quad \forall p, q \in S, \\
f(\tilde{y}_j, \gamma(p(d_i, c_{ij}, N_i))) & \approx f(\hat{y}_j, \xi(p(d_i, c_{ij}, N_i))), \quad \forall p, q \in S. 
\end{align*}
\]

5. Application and Results

In this section, the data generation procedures for both optimization and simulation are first introduced. Then, discussions are given based on the numerical results.

5.1. Data Generation and Model Implementation. To implement the optimization models for the urban postal service network redesign problem in Narvik, input data were first generated based on the following assumptions:

1. The urban area of Narvik is divided into 40 same-size customer segments (A1, A2,..., E8), as shown in Figure 4.

2. The customer demands for postal service are directly proportional to the population size of each customer segment.
(3) The population size is determined by the demographic distribution and by the portion of the residential area of each customer segment. Thus, the customer segments with very low coverage of the residential area, e.g., A1, are eliminated from the analysis. In total, 29 customer segments are included in the optimization.

(4) The weighted customer demands are aggregated into the center point of each customer segment.

The demand of each customer segment is first estimated. Customers need to go to the postal service counters to pick up their parcels and registered letters. Compared with the volume of registered letters delivered for individuals, the volume of parcel delivery for individuals is much higher. Therefore, the demand estimation is based mainly on parcel delivery with customer pickup at postal service counters. The total volume of parcel delivery in Norway is 59.9 million units [5], among which 60% is assumed to be parcel delivery for individuals with customer pickup at postal service counters, and the others are related to business demands and value-added home delivery. The total population in Norway is 5.296 million [76]. Hence, the average demand for parcel delivery with customer pickup per capita is approximately six to seven times a year, based on which the aggregated annual customer demand for postal service of each customer segment can be estimated by demand = demand per capita × population.

The distance matrix between the center point of each customer segment and the candidate locations for postal service counters is calculated on Google Maps. The customer-preferred distance to the postal service counter is considered as the facility coverage radius, which was determined by interviews with randomly selected customers in Narvik. For a detailed discussion on the coverage radius of postal services in European countries, see [18]. In this study, the coverage radius of a postal service counter is set to 900 m. Based on the distance matrix and coverage radius, the coverage matrix can be established as in Table 4. The optimization problems consist of 29 customer segments and eight candidate locations for postal service counters. Both MCLP and PMP were solved using LINGO 18.0. Since the sizes of the optimization problems are very small, the models can be solved within two seconds.

In the second stage, an agent-based simulation model was built in AnyLogic 8.4 to test different combinations of location plans and allocation strategies. Agent-based modeling (ABM) is able to simulate the behaviors of individuals within a system as well as the interactions among them [77]. Hence, the characteristics of the urban postal system redesign problem can be better represented in the simulation. The simulation model was implemented under the following assumptions:

(1) The average number of people per family in Narvik is 2.13 [78], and the demand for postal services is seven times per person per year. In the simulation, one agent represents the customer demands from the same family. Considering uncertainty, customer demands were randomly generated from a continuous uniform distribution with an upper bound calculated by $c^{\text{upper}} = (1 + \beta)c^m$ and a lower bound calculated as $c^{\text{lower}} = (1 - \beta)c^m$ [79], where $c^m = 14$ and $\beta = 0.15$ were used.

(2) The map of Narvik was created with a real GIS (OSM classic), in which the customer demand points were
randomly generated over the residential area. The locations of the postal service counters in different scenarios were obtained from the optimization models. Besides, the travel distance between two points was calculated with real road information.

(3) Two demand allocation strategies were modeled. In the first one, customers are assigned to a postal service counter based only on their postcodes. For the other one, customers choose their nearest postal service counter.

(4) In the simulation, the sample size of demand points was set to 1,000, and the virtual time for simulation was set to one year. For the stability check, 20 repetitions were performed for each scenario. The coefficient of variation (CV) was used for stability check, and the confidence level was set equal to 90%.

(5) Due to the computational challenge, the full simulation could not be efficiently completed with the hardware configuration and software package used in the experiment. Therefore, instead of conducting a full-size simulation, four other scenarios with an increase in either the sample size (2,000 and 3,000) or in the virtual time of simulation (three and five years) were tested for quality check. The expectation on the level of confidence in this step was set to 90%.

5.2. Results and Discussion. When the number of postal service counters installed is equal to one or two, both the MCLP and the PMP yield the same optimal location decisions. Considering several combinations of location-allocation plans, six scenarios were first compared, as shown in Table 5. When only one postal service counter is installed in scenarios S1 and S2, all customers are obviously assigned to the same location. Scenarios S3, S4, S5, and S6 are two-facility scenarios with different location and demand allocation strategies.

Table 4: The coverage matrix.

| Candidate | Demand coverage |
|-----------|-----------------|
| 1         | A6, B5, B6      |
| 2         | A4, A5, B3, B4, B5, B6, C3, C4, C5, C6, C7, D4, D5, D6 |
| 3         | A3, B2, B3, B4, C2, C3, C4, C5, C6, D2, D4 |
| 4         | A4, B4, B5, C3, C4, C5, C6, D4, D5, E4 |
| 5         | A5, A6, B4, B5, B6, C4, C5, C6, C7, D5, D6 |
| 6         | B6, C5, C7, C8, D5, D6, D7, E6 |
| 7         | C3, D1, D2, D4 |
| 8         | B4, B5, C3, C4, C5, C6, D4, D5, D6, E4 |

All simulation models were run on a PC with the same configuration as that used in the first stage. The CPU time varies from 300 to 1,100 seconds with respect to different sample sizes and virtual time for simulation.

Table 5: Scenarios with different location and demand allocation strategies.

| Scenarios | Number of facilities | Facility locations | Location plan | Candidate | Allocation plan |
|-----------|----------------------|--------------------|---------------|-----------|-----------------|
| S1        | 1                    | Original           | 5             |
| S2        | 1                    | Optimal            | 4             |
| S3        | 2                    | Current            | 2, 7          | Current allocation plan |
| S4        | 2                    | Current            | 2, 7          | Optimal allocation plan |
| S5        | 2                    | Optimal            | 3, 5          | Current allocation plan |
| S6        | 2                    | Optimal            | 3, 5          | Optimal allocation plan |

Table 6: Performance evaluation of different scenarios.

| Scenarios | Demand coverage (%) | Travel distance (m) | Standard deviation (m) |
|-----------|---------------------|---------------------|------------------------|
|           | Mean                | Overall median      |                        |
| S1        | 32.9                | 1220.3              | 1176.5                 | 525.8                         |
| S2        | 31.7                | 1221                | 1175.5                 | 532.8                         |
| S3        | 25.2                | 1271                | 1301.1                 | 505.9                         |
| S4        | 35.6                | 1219.3              | 1177.4                 | 557.2                         |
| S5        | 37.1                | 1227                | 1165.7                 | 609                            |
| S6        | 49.2                | 945.5               | 918.3                  | 417.5                         |

Table 6 shows the performance evaluation of the network accessibility with respect to two criteria: demand coverage and travel distance. When only one postal service counter is installed, the simulation result suggests that the difference between the original location and the optimal location is small, and the accessibility cannot be noticeably improved through location optimization. Next, the accessibility of the current two locations of the postal service counters and the current postcode-based demand allocation strategy is evaluated in S3. The performance of both...
Table 7: Estimators for the stability and quality checks.

| Performance evaluation Indicator | Sample Size (year) | Time | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) | Coverage (%) | Distance (%) |
|---------------------------------|-------------------|------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Stability check                 | CV of 20 repetitions | 1,000 | 1 | 7 | 2.2 | 9.9 | 2.5 | 9 | 1.3 | 6.5 | 1.6 | 9.1 | 2.5 | 4.8 | 2 |
|                                 | Gap from the basic sample | 1,000 | 3 | 6.5 | −3.3 | 5.9 | −2.7 | −7.1 | 0.4 | 5.4 | −4.2 | 4.7 | −2.5 | 6.7 | −6.2 |
| Quality check                   | (1000 agents and one year) | 2,000 | 5 | 5.6 | −4.1 | 2.8 | −5.4 | −1.1 | −4.4 | 4.5 | −7 | 8.5 | −1.9 | 0.6 | −4.6 |
|                                 |                   | 3,000 | 1 | −9.8 | 1.3 | −8.7 | 0 | −3.5 | −1 | 6.3 | −1.7 | −0.2 | 2.5 | 8 | −3.6 |

*Note: Table entries are rounded to one decimal place.*
demand coverage and travel distance is reduced compared with the one-facility scenarios, which shows that installing a larger number of facilities may not improve the network accessibility if an improper demand allocation strategy is implemented. When either the allocation strategy (S4) or the location decision (S5) is optimized, the result suggests that an improvement in the performance indicators may be achieved. Finally, when both the optimal location decision and the distance-based allocation strategy are implemented in S6, the accessibility of the urban postal service network can be drastically improved. Compared with the current plant, the demand coverage increases by 95.2%, and the average travel distance reduces by 25.6%. This result illustrates that the accessibility of a service network is determined not only by the number of facilities installed but also by the facility locations and by the demand allocation strategies implemented.

Due to the stochastic nature of the problem, the effective use of the simulation results depends on the stability and quality of the sample with respect to the real problem. Table 7 shows the stability and quality checks. First, the CV \( \frac{\sigma}{\mu} \) of the 20 repetitions with sample size 1,000 is used for the stability check, which ranges from 1.3% to 9.9%. The average value of 20 repetitions is used as the benchmark. With an increase in either sample size or virtual time for simulation, the estimators for the quality check are calculated and normalized to the same scale of the benchmark scenario. The absolute values of these estimators range from 0 to 9.8%. The evaluation result shows that both stability and quality fulfill the requirement of the level of confidence. In addition, we observe that the absolute values of the gap estimators for demand coverage are larger than those of the travel distance in most cases. This can be explained by the fact that the distance between customer locations and postal service counters is the only indicator for calculating the demand coverage, which may be significantly affected by the randomness related to the generation of customer locations and hence result in a high variation. However, on the contrary, the aggregation of the uncertainty related to both customer demand and geographical location in the calculation of total travel distance in the PMP may lead to a more stable result.

The sensitivity of the system performance with respect to the number of postal service counters opened is of interest. Table 8 shows the location decisions obtained by the MCLP and the PMP with an increase in the number of facilities opened. In the sensitivity analysis, only the optimal distance-based demand allocation strategy is considered. When \( p = 3, 4, 5, 6, \) and 7, the MCLP and the PMP yield different location decisions. Table 9 shows the gap estimators for the stability and the quality checks, which exhibit a pattern similar to that of the previous scenarios. Herein, the expected level of confidence for the quality check is relaxed to 87% in order to maintain the computational efficiency. In addition, it is noted that the change of virtual time may have more impact on the simulation results. Table 10 presents the computational performance of the simulation model in the sensitivity analysis. Compared with the change of the virtual time for simulation, the increase in the sample size has much more influence on the computational performance. Therefore, we have shown that the proposed method can effectively maintain its computational efficiency while providing, at the same time, a high level of confidence in the simulation results.

As shown in Figure 5, the result of the sensitivity analysis suggests that the accessibility of the urban postal service system in Narvik evaluated by both indicators can be improved when \( p \) increases from one to three. However, accessibility may not be significantly improved by installing more than three postal service counters. This provides important information to the decision makers on the proper number of postal service counters to install under both accessibility and budget constraints. In addition, we observe that, in most cases, the optimal solution obtained by the PMP may outperform the one calculated by the MCLP in both demand coverage and travel distance.

---

Table 8: Optimal decisions of the MCLP and the PMP with an increased number of facilities to be installed.

| Number of facilities (\( p \)) | MCLP | Optimal locations | PMP | Optimal locations |
|---|---|---|---|---|
| 1 | Candidate 4 | Candidate 4 | Candidate 4 |
| 2 | Candidates 3 and 5 | Candidates 3 and 5 | Candidates 3 and 5 |
| 3 | Candidates 1, 4, and 6 | Candidates 3, 4, and 6 | Candidates 1, 3, 4, and 6 |
| 4 | Candidates 1, 2, 6, and 7 | Candidates 1, 3, 4, 5, and 6 |
| 5 | Candidates 1, 2, 3, 6, and 7 | Candidates 1, 3, 4, 5, 6, and 7 |
| 6 | Candidates 1, 2, 3, 6, 7, and 8 | Candidates 1, 3, 4, 5, 6, 7, and 7 |
| 7 | Candidates 1, 2, 3, 4, 6, 7, and 8 | Candidates 1, 3, 4, 5, 6, 7, and 8 |
| 8 | Candidates 1, 2, 3, 4, 5, 6, 7, and 8 | Candidates 1, 2, 3, 4, 5, 6, 7, and 8 |
Table 9: Estimators for the stability and quality check in sensitivity analyses.

| Performance evaluation | Sample | Three facilities | Four facilities | Five facilities | Six facilities | Seven facilities | Eight facilities |
|------------------------|--------|-----------------|----------------|---------------|---------------|----------------|-----------------|
|                        |        | MCLP p-median   | MCLP p-median  | MCLP p-median | MCLP p-median | MCLP p-median  | MCLP p-median  |
|                        |        | Coverage (%)    | Coverage (%)   | Coverage (%)  | Coverage (%)  | Coverage (%)   | Coverage (%)   |
| Stability check (lower bound) | 1000  | 1.3  2.8  17    | 3.3  2.1  3.3  | 2.6  2.6  2.9  | 3.2  2.6  2.4  | 3.7  3.5  4.2  | 2.1  2.1  2.1  |
| Gap from the basic sample (1000 agents and one year) | 1000  | 5.6  3.5  14  | 12.3  7.6  7.6  | 10.7  4.1  2.8  | 1.7  11.9  0.8  | 11.7  11.2  7.5  | 5.4  5.4  5.4  |
| Quality check (upper bound) | 2000  | 1.0  0.9  0.9  | 12.1  4.3  3.9  | 10.1  6.3  13.1  | 10.9  6.7  8.6  | 6.5  2.5  7.5  | 7.7  7.7  7.7  | 5.3  5.3  5.3  |
|                        | 3000  | 1.0  0.9  0.9  | 12.1  4.3  3.9  | 10.1  6.3  13.1  | 10.9  6.7  8.6  | 6.5  2.5  7.5  | 7.7  7.7  7.7  | 5.3  5.3  5.3  |
| Sample size and virtual time for simulation | One facility | Two facilities | Three facilities | Four facilities | Five facilities | Six facilities | Seven facilities | Eight facilities |
|-------------------------------------------|--------------|---------------|------------------|----------------|----------------|---------------|-----------------|-----------------|
|                                           | Original     | Optimal       | Current          | Optimal        | MCLP p-median | MCLP p-median | MCLP p-median   | MCLP p-median   |
| Sample 1000 for 1 year (average CPU time) | 335          | 334           | 357              | 370            | 365            | 364           | 324             | 351             | 366             | 351             | 339             | 358             | 362             | 338             | 334             |
| Sample 1000 for 3 years                  | 352          | 359           | 367              | 365            | 363            | 364           | 361             | 365             | 334             | 368             | 386             | 385             | 368             | 391             | 360             |
| Sample 1000 for 5 years                  | 382          | 369           | 381              | 369            | 367            | 372           | 379             | 405             | 375             | 378             | 405             | 418             | 373             | 404             | 378             |
| Sample 2000 for 1 year                    | 708          | 689           | 687              | 705            | 682            | 666           | 659             | 672             | 670             | 685             | 707             | 721             | 718             | 720             | 708             |
| Sample 3000 for 1 year                    | 1,063        | 1,025         | 1,039            | 1,059          | 1,010          | 1,004         | 1,016           | 1,000           | 1,025           | 1,050           | 1,039           | 1,074           | 1,094           | 1,082           | 1,081           |
6. Conclusions

Facility location and demand allocation strategies are the most important factors affecting the accessibility of a service system. In this paper, we have proposed a two-stage approach for service system design and tested it with a real-world urban postal service system redesign problem in Norway. First, two mathematical models were used to determine the optimal number and locations of service facilities. Then, a simulation model was built to evaluate different location-allocation strategies. Considering the tradeoff between the quality of analytical results and the computational effort required, instead of performing full-size simulations, sampling procedures based on the SAA were developed for solving large instances. The results of the case study in Narvik reveal that even if another postal service counter had been opened in the current system, the accessibility would have been reduced significantly due to the implementation of the postcode-based demand allocation strategy. When either the location or the demand allocation strategy is optimized, the impacts on the accessibility are relatively insignificant. However, when both optimal location decision and demand allocation strategy are implemented, the accessibility of the urban postal service network can be drastically improved. In addition, the experimental results also suggest that the proper number of facilities for maximizing the accessibility of the urban postal service system is three, beyond which the accessibility cannot be effectively improved with an increase in the number of postal service counters.

Among other insights, the research shows that both facility location and demand allocation strategies may play an important role in determining the accessibility of a service system. Besides, the accessibility may not be improved by increasing the number of facilities when the break-even point of the system performance is reached. From a methodological perspective, the proposed two-stage approach uses the strengths of both optimization and simulation. Mathematical models can effectively obtain optimal decisions with several simplifications. For instance, the aggregation of customer demands into a few points may work well in large systems with discrete customer locations such as investigating the performance of a rural healthcare network [28, 54]. In these systems, the distances between different customer locations are very large, and the demands of a city or a town can be properly aggregated at a higher level. However, in an urban area, this is more complicated due to the continuous distribution of residential areas from which customer demands are generated randomly in terms of time, location, and demand. In this case, aggregating customer demands into a large number of discrete points and taking into account the stochasticity may improve the accuracy of the analytical results, but, on the contrary, the modeling complexity and the computational requirements will be increased dramatically. In this regard, the simulation model can be effectively and efficiently used as a performance evaluation tool of the optimal location decisions and to analyze the system behavior under a more realistic environment with minimal assumptions and simplifications. Even though the proposed method is based on a specific problem, it can be applied to a wide range of service network planning problems, especially in urban areas.

Future work may be conducted to improve the current research in the following aspects:

(i) To better reflect the real-world situation, customers’ trips for postal service may be categorized in more detail, and multitype tours with different purposes, origins, and destinations may be modeled in the simulation.

(ii) The system performance may further be investigated and compared with more criteria, e.g., equity of service [54] and facility utilization.

(iii) The current research only considers accessibility. However, when strategic alliance decisions with retailer stores are to be made, other influencing
factors, i.e., the possible demand increase at shops due to combined customer trips, employee’s satisfaction with increased demand, and multiple tasks, may also be considered in order to have a holistic analysis.
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