INDIGO: Intrinsic Multimodality for Domain Generalization
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Abstract. For models to generalize under unseen domains (a.k.a domain generalization), it is crucial to learn feature representations that are domain-agnostic and capture the underlying semantics that makes up an object category. Recent advances towards weakly supervised vision-language models that learn holistic representations from cheap weakly supervised noisy text annotations have shown their ability on semantic understanding by capturing object characteristics that generalize under different domains. However, when multiple source domains are involved, the cost of curating textual annotations for every image in the dataset can blow up several times, depending on their number. This makes the process tedious and infeasible, hindering us from directly using these supervised vision-language approaches to achieve the best generalization on an unseen domain. Motivated from this, we study how multimodal information from existing pre-trained multimodal networks can be leveraged in an “intrinsic” way to make systems generalize under unseen domains. To this end, we propose IntriNsic multimodality for DomaiN GeneralizatiOn (INDIGO), a simple and elegant way of leveraging the intrinsic modality present in these pre-trained multimodal networks along with the visual modality to enhance generalization to unseen domains at test-time. We experiment on several Domain Generalization settings (ClosedDG, OpenDG, and Limited sources) and show state-of-the-art generalization performance on unseen domains. Further, we provide a thorough analysis to develop a holistic understanding of INDIGO.
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1 Introduction

The underlying assumption that training and test data should comprise identically distributed samples often inhibits the applicability of deep learning models in practical scenarios where such a condition may not hold, including applications such as medical imaging, autonomous driving, robotic manipulation, etc.

* Equal contribution.
Recently, the computer vision community has seen concerted efforts towards defining problem settings as well as developing deep neural network models to build systems that can learn from existing data to generalize to an unseen domain. Domain Generalization (DG) refers to the task of learning a model using data from source domains (e.g. clipart, painting, real world) in order to generalize and predict effectively on an unseen domain (e.g. sketch). Most previous approaches that address/aim to tackle the DG problem use different learning paradigms and training strategies to learn domain-agnostic semantic features that represent an object category and can thus extend to unseen domain samples at test-time. Other methods have also shown that leveraging domain-specific features along with domain-invariant information can further improve the model’s generalization on unseen domains. More recently, vision transformers (ViTs) have demonstrated a better ability at recognizing object shapes in less textured data such as paintings which is a desirable trait for making models generalize to unseen domains.

An alternative strategy to address this task can be to look for other sources of information that can help disentangle domain-specific and domain-agnostic characteristics and thereby equip models with the ability to capture general domain-agnostic class-level cues. Recent progress towards weakly supervised vision-language models have shown their abilities on semantic understanding and triggered the interest in using them for practical use in various settings. These models are learned from weak supervision obtained using noisy web-based automatic label annotations and hashtags. However, these approaches provide a methodology for learning holistic representations from cheap, weakly supervised noisy text annotations that capture class-level semantics of object categories such as shape/content. Such representations can inherently capture object characteristics that generalize to unseen domains. We leverage this potential of vision-language models in this work.

Fig. 1: Illustration of our broader idea. In scenarios where we don’t have access to explicit modalities like image captions for source domain data, we leverage the “intrinsic” modality present in pre-trained multimodal networks along with visual modality obtained from image.

Curating semantically dense textual annotations for every image in the dataset can be a daunting task since this requires labor-intensive crowdsourcing pipelines...
and time. Further, when multiple source domains are involved, the annotation cost can blow up several times depending on their number, making the process tedious and infeasible. This creates a bottleneck and hinders us from directly using supervised vision-language approaches [61,43,37] to achieve the best generalization on unseen domains. Motivated from this, we study how the multimodal information in pre-trained multimodal networks [61,43,37] can be leveraged intrinsically to make systems robust to domain-shift and enhance generalization on unseen domains. We propose Intrinsic multimodality for Domain Generalization (INDIGO), a simple and elegant way of leveraging the intrinsic modality present in these pre-trained multimodal networks along with the visual modality to enhance generalization to unseen domains at test-time. Figure 1 provides a broader understanding of the proposed idea. To the best of our knowledge, this is the first effort to study how multimodality can be leveraged intrinsically via pre-trained multimodal models to generalize better to unseen domains. Our key contributions are as follows:

- We propose Intrinsic multimodality for Domain Generalization (INDIGO), a simple and elegant way of leveraging the intrinsic modality present in pre-trained multimodal networks along with the visual modality in order to generalize better to unseen domains. Besides that, we explore other ways of leveraging the intrinsic modality and introduce three new baselines approaches to achieve the same. We use state-of-the-art vision architectures - vision transformers (ViT) [15] - to handle the visual modality.
- We perform comprehensive experiments on standard DG benchmarks - DomainNet and Office-Home and show that INDIGO achieves new state-of-the-art by outperforming prior SOTAs, conventional, and newly introduced baselines. Even on more challenging settings like OpenDG and Limited Sources DG, we show INDIGO consistently outperforms aforementioned baselines.
- We perform a thorough analysis to characterize the efficacy of INDIGO in leveraging intrinsic and visual modalities obtained from pre-trained multimodal network and vision transformer (ViT), respectively.

2 Related Work

Domain Generalization. The reliance of deep learning models on tailored, task-specific data restricts their applicability which makes it crucial to equip these models with ability to tackle domain-shift at test-time [80,92,74,21]. Domain Generalization (DG) [85,53,84,31,20,36] aims to develop models that can learn from source domains (where data is abundant) and generalize to unseen novel domains given that they share same label set. Most previous approaches that tackle domain-shift learn a domain-invariant representation through data manipulation [68,78,93,60], learning strategies [85,53,84,31,20,36,41], or optimization policies [33,34,3]. Other approaches aim to leverage domain-specific characteristics [65,66] or a balance of domain-invariant and domain-specific features to further enhance generalization on unseen domains [8,50]. Recently [69] extended conventional DG setting to an even more practical setup which allows the class label set to be disjoint for multiple source domains. This enables
practical, real-world applications by tackling cases where visual samples for all categories of interest may not be available together for all source domains due to long-tailed distributions or gradual addition of rare novel object categories.

**Vision Transformers.** The recent advent of attention based transformer architectures for computer vision tasks [16,70,10,75] has motivated several efforts to study their application for object recognition [16,75], detection [5,95] and segmentation [82,24]. The success of these models in practical applications can be attributed to the self-attention mechanism that allows them to attend to a sequence of image patches and effectively learn global interactions better than the conv. counterparts [28,55]. Further, these models require minimal inductive bias by design which enables them to effectively model complex functions and capture relationships from large scale datasets [28]. These salient features allow vision transformers to perform exceptionally for computer vision tasks and better tackle nuances like occlusions, adversarial perturbations[55,56]. The capacity of transformer architectures to learn from large scale pre-training and their ability to capture long range content dependent interactions has lead to progress towards utilising these models for processing multiple modalities for vision tasks like object detection [23,27,47] and classification [61,37,43].

**Multimodal Learning.** Multimodal learning aims to build models that can combine and process information from multiple modalities like image and text. Most vision-language models use cross-modal transformers to fuse and align the information between text and image, such as LXMERT [72], UNITER [11], ViLBERT [45], VinVL [90], OSCAR [40]. Other works like ICMLM [64] and VirTex [14] have shown that language supervision on COCO Captions can also produce useful visual representations.

However, contrastive vision-language pre-training (CLIP) [61] recently gained much attention because of its simplicity, scale, and strong results. It proposes a simple pretraining task of predicting which caption goes to which image through a image-text contrastive supervision and demonstrates that the image representations obtained are transferable to several downstream tasks like classification [61], image retrieval [46], object detection [94], image-synthesis [58], video understanding [83], 3D recognition [91], etc. These results have garnered the attention and focus of the vision-language community to develop models using such contrastive objectives. DeCLIP [43] employs additional self-, multi-view, nearest-neighbor supervision along with image-text contrastive supervision to match the performance of CLIP but with 7.1x lesser data. ALBEF [37] uses momentum distillation, a self-training method to learn from pseudo-targets produced by a momentum model. SLIP [52] introduces a multi-task learning framework for combining self-supervised learning and CLIP pre-training. ALIGN [26], uses a larger but noisier uncurated dataset and shows similar results.

In this work, we leverage the intrinsic modality present in such contrastive vision-language multimodal networks as we believe their contrastive learning objective ensures that semantically similar classes representation should cluster together and different should cluster apart, allowing them to implicitly learn to focus on discriminative class-specific semantic cues of a given object category.
3 Intrinsic Multimodality for DG

3.1 Background

Domain Generalization (DG). The goal of DG is to learn a model using data from source domains such that it generalizes to an unseen target domain. Let $S^{Tr} = \{(x, y, d_s) | x \in \mathcal{X}, y \in \mathcal{Y}, d_s \in D^s\}$ denote the training set, where $x$ is an image in the visual space ($\mathcal{X}$) with corresponding class label $y$ from a set of known class labels $\mathcal{Y}$ and domain label $d_s$ from a set of source domains $D^s$. The test set is denoted by $S^{Ts} = \{(x, y, d_u) | x \in \mathcal{X}, y \in \mathcal{Y}, d_u \notin D^s\}$ where $d_u$ represents the unseen target domain. We aim to learn a model that captures the mapping from $\mathcal{X} \rightarrow \mathcal{Y}$ such that it is trained using $S^{Tr}$, but can predict class label $y \in \mathcal{Y}$ for an $x \in \mathcal{X}$ sampled from an unseen domain $d_u \notin D^s$ in $S^{Ts}$.

Vision Transformers (ViTs). A ViT [15] is composed of a sequence of blocks where each block contains multi-headed self-attention (MSA) with a feedforward network (FFN) and layer normalization (LN). An input image, $x$, is first converted into a sequence of patch tokens, $x_{\text{patch}}$, by dividing it with a specific patch size followed by a linear projection. Next, an additional classification (CLS) token, $x_{\text{CLS}}$, is added to the sequence, followed by adding positional embedding $x_{\text{pos}}$ to each token to provide positional information. All tokens are then passed through stacked transformer blocks. The CLS token interacts with all patch tokens and summarizes them in a single embedding vector for final classification. The processing for $k^{th}$ transformer block can be summarized as:

$$
x_0 = [x_{\text{CLS}} || x_{\text{patch}}] + x_{\text{pos}}
$$

$$
o_k = x_{k-1} + \text{MSA}(\text{LN}(x_{k-1}))
$$

$$
x_k = o_k + \text{FFN}(\text{LN}(o_k))
$$

3.2 Motivation: Multimodal networks generalize better to different domains

Most methods that tackle the domain-shift problem devise learning strategies that capture domain-agnostic features. Such methods work based on the assumption that a domain-invariant manifold exists where the object images lie irrespective of the domain in which they are represented. For e.g class-level semantic cues such as long neck, long legs, has spots are stable characteristic features that define the class giraffe. Hence, it is crucial to design models that focus on underlying semantic features that make up an object category and are robust to domain variations.

Text can describe images with syntactically and semantically meaningful sentences, offering a better way to summarize their content than one-hot or soft-label vectors. Vision-language models like CLIP [61] which are trained on noisy weakly aligned image-text pairs with minimal supervision are better at understanding image content in different domains as compared to other vision models (Resnet-50 and ViT-S [55]) trained on ImageNet-1K/-21K [13], and Stylized-ImageNet [19](Figure 2). Since these models are trained with a contrastive learning objective that implicitly encodes information about inter-class relationships,
they develop the ability to focus on class-specific semantic cues (rather than texture) that help them generalize to domain shifts. However, annotating every image with captions in source domains can be a daunting task because of time and labor. Motivated from this, we propose IntrINsic multimodality for Domain GeneralizatiOn (INDIGO) that exploit the large-scale pre-trained vision-language models [14,43,37], by integrating the intrinsic modality present in their representations with the visual modality obtained from a vision transformer trained on source domains.

3.3 INDIGO: Leveraging intrinsic modality present in MViTs

As depicted in Figure 3a, there are three main components in our approach: (1) a multimodal branch which consists of a multimodal vision transformer (MViT) pre-trained on image-text pairs used to extract the intrinsic modality present in it; (2) a visual branch, which trains a vision transformer (ViT) to extract visual modality that will encode meaningful shape-biased concepts from the source domains, useful for generalization; and (3) a fusion module which combines best of both - intrinsic and visual modality through a multi-headed self-attention mechanism for final classification.

Multimodal branch. We leverage pre-trained large-scale vision-language networks like CLIP [61], DeCLIP [43], ALBEF [37] that use a contrastive objective to push the embeddings of matched image-text pairs together and non-matched pairs apart. The pipeline generally consists of an image encoder $f^M(.)$ (in our case a ViT which we call MViT), a text encoder $g(.)$, and linear projection layers $h^I(.)$ and $h^T(.)$. The image and text features (obtained from their respective encoders) are projected to the same dimension, normalized, and then aligned.
Fig. 3: (a) (Proposed approach) INDIGO consists of a multimodal branch comprised of pre-trained MViT to obtain intrinsic modality, a visual branch to extract visual modality and a fusion module to combine both; (New Baselines) (b) Distillation considers MViT as teacher and distills a ViT with a soft distillation loss via DIST token; (c) Early Fusion fuses the intrinsic modality via DIST token in the input layer of the visual branch itself; (d) Cross-Attention uses a CrossViT [9] to cross-attend MViT features with ViT features.

using the following contrastive loss:

\[
\begin{align*}
   z_I^i &= \frac{h_I(f_{\text{CLS}}^M(x_i))}{\|h_I(f_{\text{CLS}}^M(x_i))\|_2} \quad z_T^i &= \frac{h_T(g(t_i))}{\|h_T(g(t_i))\|_2} \\
   L_I &= -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(\text{sim}(z_I^i, z_T^i) / \tau)}{\sum_{j=1}^{N} \exp(\text{sim}(z_I^i, z_T^j) / \tau)} \\
   L_T &= -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(\text{sim}(z_T^i, z_I^i) / \tau)}{\sum_{j=1}^{N} \exp(\text{sim}(z_T^i, z_I^j) / \tau)} \\
   L_{\text{contrastive}} &= (L_I + L_T) / 2
\end{align*}
\]

here \((x_i, t_i)\) denote the \(i^{th}\) image-text pair in a batch of size \(N\). \(f_{\text{CLS}}^M(.)\) represents the MViT’s representation corresponding to the CLS token. The similarity function \(\text{sim}(\cdot, \cdot)\) is measured by dot product, and \(\tau\) is a learnable temperature variable to scale the logits.

In scenarios where we do not have direct access to text annotations, we can assume that an image’s unnormalized projected embedding \(h^I(f_{\text{CLS}}^M(x_i))\) would be weakly aligned with its hypothetical text description. This allows us to leverage the intrinsic modality present in a pre-trained multimodal vision transformer. Hence, we propose to use this unnormalized projected embedding \(h^I(f_{\text{CLS}}^M(x_i))\) as a “intrinsic” modality in our overall pipeline.

**Visual branch.** The visual branch is a sibling to the multimodal branch. We employ a trainable vision transformer, \(f^V(.)\), to learn visual concepts from source domains that might be absent in MViT representations but are relevant to the task. These concepts can be dataset-, domain-, or even class-specific, which, when combined with the “intrinsic” modality, can help boost the overall performance.
on the given task. Moreover, by design, since ViTs are better than CNNs in recognizing object shapes [55,87], we believe their shape-biased representations \( f_{\text{CLS}}^V(x) \) will further assist our overall pipeline in generalizing to unseen domains (as we show through our experiments).

**Fusion module.** The purpose of the fusion module is to fuse the “intrinsic” modality \( h^I(f_{\text{CLS}}^M(x)) \) (obtained from the multimodal branch) and the visual modality \( f_{\text{CLS}}^V(x) \) (obtained from the visual branch) to perform the final classification. We first project both of them to same space via linear projections \( \omega^M(\cdot) \) and \( \omega^V(\cdot) \) to obtain intrinsic modality \( w^M(h^I(f_{\text{CLS}}^M(x))) \) and visual modality \( w^V(f_{\text{CLS}}^V(x)) \) tokens. This is followed by a series of \( K \) multi-headed self-attention blocks (MSA) and feed-forward networks (FFN) to perform inter-modality attention on both tokens as follows

\[
\begin{align*}
    x_0^M &= \omega^M(h^I(f_{\text{CLS}}^M(x))); \\
    x_0^V &= \omega^V(f_{\text{CLS}}^V(x)) \\
    o_k &= x_{k-1} + \text{MSA}(\text{LN}(o_{k-1})) \\
    x_k &= o_k + \text{FFN}(\text{LN}(o_k)) \\
    x_K &= [x_K^M || x_K^V]
\end{align*}
\]

The attention mechanism allows the intrinsic modality token to attend with the visual modality token and incorporate any dataset, domain, or class-specific concepts present in it. Similarly, the visual modality token will interact with the intrinsic modality token to learn multimodal concepts present in it. This ensures that final representations leverage the best of both modalities. Finally, the transformed representation of intrinsic modality \( x_K^M \) is passed through a linear layer \( c^M(\cdot) \) to get class predictions and minimize cross-entropy loss. In addition to this, we add a regularizer that also minimizes classification loss on the transformed representation of visual modality token (by passing \( x_K^V \) through another linear layer \( c^V(\cdot) \)). Overall loss can be written as follows

\[
\begin{align*}
    \hat{y}_M &= c^M(x_K^M); \\
    \hat{y}_V &= c^V(x_K^V) \\
    \mathcal{L}_{\text{cls}} &= \lambda \cdot \mathcal{L}_{\text{CE}}(\hat{y}_M, y) + (1 - \lambda) \cdot \mathcal{L}_{\text{CE}}(\hat{y}_V, y) \tag{3}
\end{align*}
\]

where \( \lambda \) is the regularization hyperparameter. In scenarios like OpenDG, where each source domain holds disparate label sets, chances of learned representations becoming domain biased are high. Rather than minimizing Equation 3, we minimize the following semantic alignment loss

\[
\begin{align*}
    z^M &= \frac{p^M(x_K^M)}{\|p^M(x_K^M)\|_2}; \\
    z^V &= \frac{p^V(x_K^V)}{\|p^V(x_K^V)\|_2} \\
    \hat{y}_M &= \left[ \frac{\exp(\text{sim}(z^M, g(t_1))/\tau)}{\sum_{i=1}^C \exp(\text{sim}(z^M, g(t_i))/\tau)}, \ldots, \frac{\exp(\text{sim}(z^M, g(t_C))/\tau)}{\sum_{i=1}^C \exp(\text{sim}(z^M, g(t_i))/\tau)} \right]
\end{align*}
\]

\[
\begin{align*}
    \hat{y}_V &= \left[ \frac{\exp(\text{sim}(z^V, g(t_1))/\tau)}{\sum_{i=1}^C \exp(\text{sim}(z^V, g(t_i))/\tau)}, \ldots, \frac{\exp(\text{sim}(z^V, g(t_C))/\tau)}{\sum_{i=1}^C \exp(\text{sim}(z^V, g(t_i))/\tau)} \right] \\
    \mathcal{L}_{\text{prompt}} &= \lambda \cdot \mathcal{L}_{\text{CE}}(\hat{y}_M, y) + (1 - \lambda) \cdot \mathcal{L}_{\text{CE}}(\hat{y}_V, y) \tag{4}
\end{align*}
\]
where $p^M(.)$ and $p^V(.)$ are semantic projection layers, $\tau$ is a learnable temperature variable to scale the logits, $t_i$ is the text prompt for $i^{th}$ class i.e "a photo of \{class\}" , and $g(.)$ is the text encoder of the pre-trained multimodal network. Enforcing that images align with their corresponding class prompts ensures that the representations do not get biased towards domains and capture domain-agnostic class-specific semantics described via class prompts.

3.4 Baselines: Other approaches for leveraging intrinsic modality

Besides proposing INDIGO, we also explore other ways to leverage the intrinsic modality obtained from the multimodal branch and combine it with the visual modality extracted from the visual branch. We introduce three baseline approaches (variations to our proposed approach) to achieve the same.

Logit Distillation. As illustrated in Figure 3b, we consider the pre-trained MViT as a teacher network and use a soft-distillation strategy to distill intrinsic modality present in it via an additional distillation (DIST) token similar to DeiT [76].

Early Fusion. Instead of using DIST token for performing logit distillation, we can use it to fuse the intrinsic modality in the input layer of the visual branch itself. This is illustrated in Figure 3c. The CLS token $x_{CLS}$ can now interact with both - intrinsic modality (provided via DIST token) and patch tokens $x_{patch}$ to summarize the information present in them for final classification.

Cross-Attention. We can cross-attend features (corresponding to image patches and CLS token) extracted from vision-language model with image patch embeddings $x_{patch}$ and CLS token $x_{CLS}$. For this purpose, we now employ a Cross-attention Vision Transformer (CrossViT) [9] rather than vanilla ViT [15] in the visual branch. This is illustrated in Figure 3d.

4 Experiments and Analysis

Closed Domain Generalization We first perform experiments on the following domain generalization datasets under closed setting - (1) DomainNet [59], a large scale dataset containing 586,575 examples from 345 classes and six domains (clipart, infographic, painting, quickdraw, real, sketch); and (2) Office-Home [77], containing 15,588 examples from 65 classes and four domains (art, clipart, product, real).

(Baselines) We evaluate and compare four kinds of training pipelines - (1) CNNs, which include state-of-the-arts [6,62,2] that use a Resnet-50 backbone; (2) ViTs, which include DeiT-S [76] (considered equivalent to Resnet-50) backbone trained in AGG manner; (3) MViTs, which include conventional ways (like zero-shot inference, transfer learning using linear layer and attention layers) of using the pre-trained MViT; and (4) MViTs + ViTs, that include our newly introduced fusion baselines (distillation, early fusion, and cross attention) and our proposed fusion, INDIGO (all using a DeiT-S visual backbone). Implementation and architectural details of fusion module are described in the supplementary.

(Training and evaluation protocol) Following previous works [6,62,22], we consider each domain as the target domain and the rest domains as source domains for training. We use test-domain validation (reporting best performance
Table 1: ClosedDG results. Performance of INDIGO on DomainNet (C: clipart, S: sketch, P: painting, Q: quickdraw, I: infograph) and Office-Home (R: real world, C: clipart, P: product, A: art) datasets under closed setting. We highlight the best results and the second best results. The results are averaged over five runs. INDIGO achieves new state-of-the-art by outperforming all compared methods by good margins.

| Method      | DomainNet C | DomainNet S | DomainNet P | DomainNet I | Avg.  | Office-Home C | Office-Home P | Office-Home A | Avg.  |
|-------------|-------------|-------------|-------------|-------------|-------|----------------|----------------|----------------|-------|
| AGG         | 58.4        | 49.9        | 47.3        | 18.4        | 49.8  | 37.76          | 77.3           | 53.4           | 76.5  |
| IBM [1]     | 51.0        | 44.7        | 38.8        | 13.8        | 46.7  | 34.65          | 72.2           | 52.2           | 75.2  |
| DRQ [61]    | 47.8        | 40.7        | 36.3        | 9.0         | 17.2  | 30.22          | 77.7           | 52.6           | 75.5  |
| Mixup [88]  | 55.8        | 49.2        | 46.2        | 12.8        | 19.2  | 36.66          | 79.2           | 54.8           | 64.7  |
| MLDG [93]   | 59.3        | 51.2        | 48.8        | 14.0        | 20.3  | 38.72          | 78.6           | 54.4           | 64.7  |
| CORAL [71]  | 58.8        | 50.0        | 47.5        | 13.6        | 20.8  | 38.13          | 77.9           | 55.6           | 67.6  |
| MMD [36]    | 54.6        | 47.5        | 44.9        | 12.6        | 19.6  | 35.84          | 78.1           | 53.7           | 76.1  |
| DANN [94]   | 53.8        | 46.7        | 43.5        | 11.8        | 17.5  | 34.66          | 76.6           | 51.7           | 74.1  |
| C-DANN [14] | 53.4        | 46.5        | 44.7        | 12.9        | 18.4  | 35.18          | 76.0           | 51.9           | 74.1  |
| EaA [2]     | 65.9        | 57.1        | 55.3        | 16.5        | 23.4  | 43.64          | 81.5           | 59.7           | 69.1  |
| SelfReg [98]| 62.4        | 53.7        | 51.7        | 14.7        | 22.5  | 41.03          | 78.9           | 55.4           | 78.4  |
| SagNet [54] | 57.5        | 49.5        | 46.3        | 13.5        | 19.2  | 37.22          | 78.3           | 54.8           | 75.8  |
| ARM [80]    | 49.6        | 43.9        | 41.5        | 10.8        | 16.5  | 32.46          | 75.2           | 51.0           | 74.1  |
| ViT-B/16    | 43.3        | 37.7        | 32.5        | 9.8         | 14.1  | 27.48          | 76.6           | 53.0           | 75.3  |
| MTL [4]     | 58.0        | 49.0        | 46.2        | 12.7        | 19.2  | 37.02          | 76.8           | 52.4           | 74.9  |
| SAND [67]   | 43.8        | 39.9        | 38.2        | 9.0         | 15.2  | 29.22          | 76.2           | 53.3           | 73.5  |
| RSC [57]    | 55.5        | 47.8        | 44.4        | 12.5        | 18.3  | 35.77          | 75.1           | 51.4           | 74.8  |
| Fisher [62] | 58.3        | 50.5        | 47.9        | 13.6        | 20.2  | 38.11          | 78.3           | 54.4           | 76.2  |
| SWAD [5]    | 66.0        | 55.5        | 53.5        | 16.1        | 22.4  | 42.77          | 80.2           | 57.7           | 78.4  |

| Type        | Method      | Office-Home R | Office-Home P | Office-Home A | Avg.  |
|-------------|-------------|----------------|----------------|----------------|-------|
| CNNs        | AGG         | 63.3           | 63.0           | 17.4           | 46.32 |
| ViTs        | AGG         | 69.14          | 54.25          | 58.15          | 14.83 | 25.17 |
| MVITs       | Zero-Shot   | 67.8           | 61.79          | 64.13          | 13.9  | 25.77 |
| ViT-B/16    | 62.2        | 59.37          | 57.36          | 10.34          | 27.7  | 46.38 |
| MVITs + ViTs | Distillation | 65.23          | 52.29          | 55.55          | 14.06 | 25.81 |
| MVITs + ViTs | Cross Attention | 75.14        | 61.75          | 64.16          | 15.80 | 30.91 |
| MVITs + ViTs | Early Fusion | 76.75          | 64.64          | 65.33          | 17.21 | 41.86 |

The performance of INDIGO on Office-Home [77] and PACS [32] datasets under open setting.

Results Table 1 presents our results when CLIP-ViT-B/16 [61] is used as an MVIT in the multimodal branch. As we can see, INDIGO achieves new state-of-the-art results by outperforming all the compared methods by good margins. In particular, on challenging domains like quickdraw where conventional ways of using MVITs perform worse than prior arts, INDIGO achieves the best performance by leveraging the best of both - intrinsic and the visual modality. Further, we can observe that VIts trained with simple vanilla AGG loss easily beat state-of-the-art CNN-based approaches - SWAD [6], EaA [2]. This shows that their design offers shape-biased representations (compared to CNNs), which INDIGO leverages. Amongst our newly proposed baselines, Early Fusion stands out as the best competition.

Open Domain Generalization Shu et al. [69] introduce OpenDG, a challenging domain generalization setting where each source domain holds disparate label sets. Since different label sets of distinct source domains cause some classes to be present in more domains than other classes, minor classes’ data in a few domains lack diversity. This makes the problem extremely difficult by biasing model representations towards domains than content. Hence, we next evaluate the performance of INDIGO on Office-Home [77] and PACS [32] datasets under an open setting.

Baselines Similar to previous setting, we compare all four kinds of pipelines on test set and training-domain validation model selection criteria (using a validation set) for DomainNet and Office-Home, respectively, as described in [22].
Table 2: OpenDG results. Performance of INDIGO on Office-Home (R: real world, C: clipart, P: product, A: art) and PACS (P: photo, A: art, C: cartoon, S: sketch) datasets under open setting. We highlight the best results and the second best results. The results are averaged over five runs. INDIGO consistently outperforms all compared methods especially on challenging domains like sketch.

| Type   | Method  | Office-Home | PACS |
|--------|---------|-------------|------|
|        |         | R | C | P | A | Avg. | P | A | C | S | Avg. |
| CNNs   | AGG     | 62.4 | 42.83 | 54.27 | 42.22 | 50.43 | 53.15 | 51.35 | 66.43 | 49.75 | 55.17 |
|        | FCR [35] | 62.98 | 41.82 | 56.89 | 42.58 | 51.07 | 62.20 | 44.59 | 71.64 | 51.29 | 45.00 |
|        | Epi-FCR [35] | 63.79 | 41.80 | 54.41 | 44.13 | 51.03 | 60.94 | 51.12 | 69.32 | 51.15 | 58.13 |
|        | PAR [9] | 62.60 | 37.13 | 54.95 | 46.33 | 50.25 | 46.35 | 51.16 | 72.00 | 46.35 | 60.64 |
|        | RSC [25] | 65.98 | 41.27 | 55.37 | 42.40 | 51.26 | 51.86 | 52.97 | 62.77 | 53.62 | 56.56 |
|        | CuMix [40] | 60.85 | 38.60 | 54.61 | 44.19 | 49.56 | 67.53 | 58.47 | 67.51 | 50.17 | 58.92 |
|        | DAML [69] | 64.63 | 41.54 | 57.74 | 42.76 | 51.67 | 65.67 | 51.85 | 74.16 | 37.70 | 57.85 |
| ViTs   | AGG     | 76.71 | 53.76 | 67.39 | 65.35 | 65.89 | 59.55 | 61.70 | 52.15 | 34.12 | 52.98 |
|        | Zero-Shot | 81.2 | 63.69 | 82.33 | 70.8 | 74.5 | 99.99 | 97.87 | 99.53 | 87.34 | 96.18 |
|        | Linear Eval | 52.97 | 46.07 | 50.32 | 47.65 | 49.75 | 79.26 | 82.71 | 82.29 | 72.76 | 79.26 |
|        | Attention Eval | 75.41 | 72.75 | 62.83 | 63.08 | 68.52 | 76.92 | 78.23 | 80.48 | 78.17 | 78.45 |
| MVITs  | Distillation | 79.52 | 63.69 | 56.37 | 67.08 | 66.66 | 65.10 | 56.16 | 53.72 | 38.52 | 54.12 |
|        | Early Fusion | 75.77 | 59.03 | 70.44 | 65.89 | 67.78 | 77.35 | 68.59 | 74.67 | 61.89 | 70.62 |
|        | Cross attention | 68.13 | 67.86 | 74.27 | 64.22 | 70.62 | 76.52 | 77.44 | 87.88 | 83.29 | 81.28 |
| MVITs + ViTs | INDIGO | 83.23 | 73.25 | 83.51 | 77.68 | 76.91 | 91.44 | 91.01 | 91.08 | 90.45 | 92.14 |

- (1) CNNs, which includes prior arts and current state-of-the-art, DAML [69] that uses three Resnet-18 backbones (comparable to Resnet-50); (2) ViTs, which include DeiT-S [76] trained in AGG manner; (3) MVITs, which include conventional ways of using the pre-trained MViT; and (4) MVITs + ViTs, that include our newly introduced fusion baselines and our proposed fusion, INDIGO (all using a DeiT-S visual backbone). Implementation and architectural details of fusion module are described in the supplementary.

(Training and evaluation protocol) Similar to DAML [69], we consider each domain as the target domain and the rest domains as source domains for training. We use training-domain validation model selection criteria for both datasets. We report the accuracy of target domain data from non-open classes as in [69].

(Results) Table 2 presents our results when CLIP-ViT-B/16 [61] is used as an MVIT in the multimodal branch. It can be seen that even in challenging settings like OpenDG, where there is a high chance of model representations becoming domain biased, INDIGO achieves state-of-the-art results on the Office-Home dataset. On PACS, even though zero-shot inference works best on average, INDIGO still performs best on challenging sketch domain (on which all other methods perform worse). Since PACS (under open setting) is a relatively smaller and less-complex (having only six non-open classes) dataset than Office-Home (having 54 non-open classes), we believe it led to overfitting/memorization of the source domain data. This can also be seen with ViTs (trained with vanilla loss), which significantly outperforms state-of-the-art approach DAML [69] on Office-Home but overfits on PACS.

Choice of MVIT. Apart from CLIP, we also experiment with two other pre-trained MViTs - DeCLIP [43] and ALBEF [37]. DeCLIP uses additional self, multi-view, and nearest-neighbor supervision along with image-text contrastive supervision to achieve similar performance as CLIP but with 7.1 x fewer data.
Table 3: Results with other MViTs. Performance of INDIGO with different MViTs on Office-Home (R: real world, C: clipart, P: product, A: art) under closed and open setting. We highlight the best results and the second best results. The results are averaged over five runs. INDIGO consistently achieves best results compared to conventional and newly introduced baseline approaches.

| Multimodal | Method   | Closed Office-Home | Open Office-Home |
|------------|----------|--------------------|------------------|
|            |          | R | C | P | A | Avg. | R | C | P | A | Avg. |
| CLIP       | Zero-Shot| 84.7 | 60.8 | 83.37 | 78.9 | 76.94 | 81.2 | 63.69 | 82.31 | 70.8 | 74.5 |
|            | Linear Eval| 82.51 | 66.66 | 81.22 | 72.86 | 75.81 | 52.97 | 48.07 | 50.32 | 47.65 | 49.75 |
|            | Attention Eval| 88.14 | 69.00 | 88.99 | 77.53 | 80.92 | 75.41 | 72.75 | 62.83 | 63.08 | 68.52 |
|            | Cross-attention| 86.67 | 71.36 | 88.66 | 74.20 | 80.27 | 76.13 | 67.86 | 74.27 | 64.22 | 70.62 |
|            | Early Fusion| 88.75 | 68.86 | 88.33 | 78.68 | 81.16 | 75.77 | 59.03 | 70.44 | 65.89 | 67.78 |
|            | INDIGO   | 89.38 | 73.31 | 90.78 | 79.92 | 83.35 | 83.23 | 73.25 | 83.51 | 67.68 | 76.91 |
| DeCLIP     | Linear Eval| 34.74 | 37.92 | 41.49 | 33.1 | 36.8 | 15.37 | 8.48 | 14.87 | 8.29 | 11.75 |
|            | Attention Eval| 86.36 | 70.53 | 88.45 | 70.16 | 78.87 | 74.51 | 66.69 | 70.51 | 69.10 | 67.06 |
|            | Cross-attention| 79.48 | 65.74 | 81.34 | 63.20 | 72.29 | 56.05 | 57.77 | 51.18 | 56.57 | 54.25 |
|            | Early Fusion| 57.68 | 67.23 | 88.41 | 73.57 | 79.22 | 70.51 | 59.65 | 67.90 | 59.92 | 64.50 |
|            | INDIGO   | 88.61 | 73.28 | 90.45 | 73.05 | 81.35 | 83.17 | 69.70 | 76.41 | 62.61 | 72.97 |
| ALBEF      | Linear Eval| 84.20 | 70.74 | 83.19 | 77.32 | 78.86 | 69.70 | 60.04 | 65.31 | 64.04 | 64.77 |
|            | Attention Eval| 85.86 | 69.40 | 86.30 | 75.85 | 79.35 | 74.61 | 66.45 | 71.68 | 62.09 | 68.68 |
|            | Cross-attention| 86.29 | 71.15 | 86.52 | 73.04 | 71.75 | 74.64 | 63.77 | 67.5 | 63.61 | 67.61 |
|            | Early Fusion| 57.33 | 69.49 | 87.27 | 77.77 | 80.46 | 76.55 | 64.03 | 73.11 | 66.48 | 70.04 |
|            | INDIGO   | 87.52 | 73.42 | 87.46 | 78.68 | 81.77 | 82.59 | 71.47 | 77.79 | 68.39 | 75.06 |

ALBEF, on the other hand, uses momentum distillation, a self-training method to learn from pseudo-targets produced by a momentum model. As shown in Table 3, INDIGO still outperforms conventional and our newly introduced baselines with good margins on the Office-Home dataset under both closed and open settings. This highlights the efficacy of INDIGO when other pre-trained multimodal networks are used in the multimodal branch. Overall, CLIP, when used in INDIGO, performs best.

Choice of visual network and number of layers in fusion module. To highlight that INDIGO is leveraging the visual modality, we perform an ablation where we vary the strength of ViT used in the visual branch. Additionally, we also vary the number of layers used in the fusion module to show its effect on final performance. As shown in Table 4, by using more powerful (Hybrid ViTs) and large (ViT-B) vision transformers [15] in the visual branch, the domain generalization performance of INDIGO improves. This shows that INDIGO can attend to visual modality to learn additional shape-biased concepts, and the performance is not solely because of intrinsic modality. The gain in performance becomes prominent when more layers are used in the fusion module, implying a better inter-modality interaction between intrinsic and visual modality tokens.

Table 4: Ablation on choice of visual network and number of layers in fusion module. Performance of INDIGO when different networks are used in visual branch and layers of fusion module are increased on Office-Home (R: real world, C: clipart, P: product, A: art) under closed setting. The results are averaged over five runs. Stronger and Larger ViTs can be seen to further improve the generalization of INDIGO to unseen domains.

| Backbone | 3 Layers | 12 Layers |
|----------|----------|----------|
|          | R | C | P | A | Avg. | R | C | P | A | Avg. |
| Resnet-50 | 88.8 | 72.91 | 90.1 | 79.34 | 82.78 | 89.0 | 72.48 | 90.2 | 78.2 | 82.47 |
| DeiT-Ti | 89.02 | 72.88 | 90.14 | 80.05 | 83.02 | 89.34 | 73.52 | 90.43 | 79.31 | 83.15 |
| Hybrid-ViT-Ti | 89.1 | 72.77 | 90.3 | 79.94 | 83.02 | 89.7 | 73.82 | 90.50 | 79.9 | 83.48 |
| DeiT-S | 89.38 | 73.31 | 90.78 | 79.92 | 83.35 | 90.1 | 74.32 | 90.99 | 80.2 | 83.90 |
| Hybrid-ViT-S | 89.73 | 73.71 | 91.65 | 81.16 | 83.91 | 90.88 | 75.45 | 91.22 | 81.62 | 84.80 |
| ViT-B | 91.4 | 74.23 | 91.84 | 82.33 | 84.95 | 91.76 | 75.85 | 92.13 | 83.51 | 85.81 |
Choice of fusion mechanism. We analyze how different fusion mechanisms perform as compared to multi-head self-attention modules (MSA) [15], which we currently use in our fusion module. In Table 6, we compare - (1) naive fusion mechanism like concatenation (which just concatenates the intrinsic and visual modality tokens), (2) multi-head self-attention (MSA) [15], (3) multi-head cross-attention (MCA) [9], and (4) MLP-mixer [73]. We observe that MCA performs slightly better than MSA, whereas MLP-mixer and concatenation perform inferior. This shows that the choice of fusion mechanism can affect the overall performance, which we leave for future works to explore.

Can fine-tuning MViT help further? In all our previous experiments, we used a frozen pre-trained multimodal network. As an additional experiment, along with training the visual branch and fusion module, we also finetune the multimodal network (i.e CLIP) . We finetune in two ways - (1) only normalization layers; and (2) last layer. Table 5 shows that the performance of INDIGO further improves while still outperforming standalone finetuning of CLIP.

| Backbone          | Closed Office-Home | Avg.  |
|-------------------|---------------------|-------|
|                   | R   | C    | P    | A    |       |
| CLIP (FT B.N Layers) | 84.00 | 68.92 | 84.13 | 76.47 | 78.38 |
| INDIGO (FT B.N Layers) | 89.38 | 73.31 | 89.70 | 80.03 | 83.35 |
| CLIP (FT Last Layers) | 89.66 | 74.06 | 89.70 | 84.43 | 84.30 |
| INDIGO (FT Last Layer) | 90.38 | 76.87 | 90.04 | 85.91 | 85.81 |

Table 5: Ablation on finetuning the MVIT. Performance of INDIGO when MViT is also finetuned on Office-Home (R: real world, C: clipart, P: product, A: art) under closed setting. We use training-domain validation set model selection criteria. The results are averaged over five runs.

| Backbone          | Closed Office-Home | Avg.  |
|-------------------|---------------------|-------|
|                   | R   | C    | P    | A    |       |
| Concatenation     | 83.37 | 60.76 | 84.79 | 75.06 | 76.0  |
| MSA               | 89.38 | 73.31 | 90.70 | 79.92 | 83.35 |
| MCA               | 89.87 | 73.30 | 90.71 | 80.03 | 83.47 |
| MLP-Mixer         | 88.91 | 72.52 | 90.23 | 78.75 | 82.60 |

Table 6: Ablation on choice of fusion mechanism. Performance of INDIGO when different fusion mechanisms are used in fusion module on Office-Home (R: real world, C: clipart, P: product, A: art) under closed setting. The results are averaged over five runs.

t-SNE plots. We analyze and compare the representations learned by INDIGO with DeiT-S [76] and CLIP [61] on target domain (for 25 classes of Office-Home) via t-SNE plots in Figure 4a. As can be seen, for INDIGO, the plot is less noisy and well segregated into class clusters as compared to DeiT-S and CLIP, resulting in state-of-the-art generalization on these target domains.

DG with limited sources. Generalization to unseen domains can become challenging when data from only a few source domains is available. To test INDIGO under such a challenging scenario, we experiment on Office-Home with real world as the only source domain and rest domains (real world, clipart, product) as target domains. In Figure 4b, we can observe that INDIGO still results in the best average performance when compared with zero-shot CLIP, attention eval (on frozen CLIP features), and Early Fusion baselines.

Attention maps. Similar to [55], in Figure 5, we analyze and compare attention maps of a DeiT-S trained in vanilla (AGG) fashion with the one used in INDIGO’s visual branch. We observe that, when used in INDIGO pipeline, the vision transformer can concentrate on foreground objects in the scene and better ignore the background or style. This confirms that attending with intrinsic modality in the fusion module helps the visual transformer exhibit more...
(a) t-SNE plots. t-SNE visualization of learned feature representations by DeiT-S (standard AGG training), CLIP and our proposed INDIGO method when clipart and art are chosen as target domains for Office-Home dataset, (b) Limited sources DG. Performance of INDGIO when trained only on real world as source domain and evaluated on clipart, art and product as unseen target domains for Office-Home dataset. (Best viewed in color, zoomed in)

shape-bias than a vanilla one. The experiment is performed on DomainNet with quickdraw, sketch and clipart as target domains separately.

Fig. 5: Attention maps for DeiT-S on harder quickdraw, sketch domains and relatively simpler clipart domain trained with Standard (AGG) training and using our proposed INDIGO method. Best attention heads depicted for both approaches.

5 Conclusions

In this work, we study how multimodal information present in pre-trained vision-language models can be leveraged “intrinsically” to build systems that generalize to unseen domains. We propose INDIGO, a simple and elegant way to combine the intrinsic and visual modalities obtained from pre-trained multimodal network and vision transformer (ViT), respectively. We conduct extensive experiments to demonstrate the effectiveness of the approach in generalizing to unseen domains under closed, open, and limited sources settings. We then conduct a
thorough analysis to characterize the efficacy of our approach in leveraging both intrinsic and visual modalities. Our future work will include the development of better methods to effectively fuse both modalities to improve generalization performance in unseen domains further. We also plan to extend and explore the significance of our work in other challenging settings like OOD generalization, data-free domain generalization, zero-shot domain generalization, domain generalized semantic segmentation, and visual grounding.

References

1. Arjovsky, M., Bottou, L., Gulrajani, I., Lopez-Paz, D.: Invariant risk minimization (2019), http://arxiv.org/abs/1907.02893, cite arxiv:1907.02893 10
2. Arpit, D., Wang, H., Zhou, Y., Xiong, C.: Ensemble of averages: Improving model selection and boosting performance in domain generalization. CoRR abs/2110.10832 (2021), https://arxiv.org/abs/2110.10832 2, 9, 10
3. Balaji, Y., Sankaranarayanan, S., Chellappa, R.: Metareg: Towards domain generalization using meta-regularization. In: NeurIPS (2018) 3
4. Blanchard, G., Deshmukh, A.A., Dogan, U., Lee, G., Scott, C.: Domain generalization by marginal transfer learning. Journal of Machine Learning Research 22(2), 1–55 (2021), http://jmlr.org/papers/v22/17-679.html 10
5. Carion, N., Massa, F., Synnaeve, G., Usunier, N., Kirillov, A., Zagoruyko, S.: End-to-end object detection with transformers. ECCV (2020) 4
6. Cha, J., Chun, S., Lee, K., Cho, H.C., Park, S., Lee, Y., Park, S.: Swad: Domain generalization by seeking flat minima. In: Advances in Neural Information Processing Systems (NeurIPS) (2021) 2, 9, 10
7. Chandhok, S., Narayan, S., Cholakkal, H., Anwer, R.M., Balasubramanian, V.N., Khan, F.S., Shao, L.: Structured latent embeddings for recognizing unseen classes in unseen domains. British Machine Vision Conference abs/2107.05622 (2021) 2
8. Chattopadhyay, P., Balaji, Y., Hoffman, J.: Learning to balance specificity and invariance for in and out of domain generalization. vol. abs/2008.12839 (2020) 2, 3
9. Chen, C.F.R., Fan, Q., Panda, R.: CrossViT: Cross-Attention Multi-Scale Vision Transformer for Image Classification. In: International Conference on Computer Vision (ICCV) (2021) 7, 9, 13
10. Chen, X., Hsieh, C.J., Gong, B.: When vision transformers outperform resnets without pretraining or strong data augmentations. arXiv preprint arXiv:2106.01548 (2021) 4
11. Chen, Y.C., Li, L., Yu, L., Kholy, A.E., Ahmed, F., Gan, Z., Cheng, Y., Liu, J.: Uniter: Universal image-text representation learning. In: ECCV (2020) 4
12. DeGrave, A.J., Janizek, J.D., Lee, S.I.: Ai for radiographic covid-19 detection selects shortcuts over signal. medRxiv (2020) 2
13. Deng, J., Dong, W., Socher, R., Li, L.J., Li, K., Fei-Fei, L.: Imagenet: A large-scale hierarchical image database. In: 2009 IEEE conference on computer vision and pattern recognition. pp. 248–255. Ieee (2009) 5
14. Desai, K., Johnson, J.: Virtex: Learning visual representations from textual annotations. 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) pp. 11157–11168 (2021) 4, 6
15. Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., Dehghani, M., Minderer, M., Heigold, G., Gelly, S., Uszkoreit, J., Houlsby, N.: An image is worth 16x16 words: Transformers for image recognition at scale. In: International Conference on Learning Representations (2021), https://openreview.net/forum?id=YicbFdNTTy

16. Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., Dehghani, M., Minderer, M., Heigold, G., Gelly, S., Uszkoreit, J., Houlsby, N.: An image is worth 16x16 words: Transformers for image recognition at scale. ICLR (2021)

17. Dou, Q., de Castro, D.C., Kamnitsas, K., Glocker, B.: Domain generalization via model-agnostic learning of semantic features. In: NeurIPS (2019)

18. Ganin, Y., Ustinova, E., Ajakan, H., Germain, P., Larochelle, H., Laviolette, F., Marchand, M., Lemaitre, V.: Domain-adversarial training of neural networks. The Journal of Machine Learning Research 17(1), 2096–2030 (2016)

19. Geirhos, R., Rubisch, P., Michaelis, C., Bethge, M., Wichmann, F.A., Brendel, W.: Imagenet-trained CNNs are biased towards texture; increasing shape bias improves accuracy and robustness. In: International Conference on Learning Representations (2019), https://openreview.net/forum?id=Bygh9j09KX

20. Ghifary, M., Kleijn, W., Zhang, M., Balduzzi, D.: Domain generalization for object recognition with multi-task autoencoders. 2015 IEEE International Conference on Computer Vision (ICCV) pp. 2551–2559 (2015)

21. Gong, B., Grauman, K., Sha, F.: Reshaping visual datasets for domain adaptation. In: NIPS (2013)

22. Gulrajani, I., Lopez-Paz, D.: In search of lost domain generalization. In: International Conference on Learning Representations (2021), https://openreview.net/forum?id=lQdXeXDoWTI

23. Gupta, T., Kamath, A., Kembhavi, A., Hoiem, D.: Towards general purpose vision systems. ArXiv abs/2104.00743 (2021)

24. Hoyer, L., Dai, D., Gool, L.V.: Daformer: Improving network architectures and training strategies for domain-adaptive semantic segmentation. ArXiv abs/2111.14887 (2021)

25. Huang, Z., Wang, H., Xing, E.P., Huang, D.: Self-challenging improves cross-domain generalization. In: ECCV (2020)

26. Jia, C., Yang, Y., Xia, Y., Chen, Y.T., Parekh, Z., Pham, H., Le, Q., Sung, Y.H., Li, Z., Duerig, T.: Scaling up visual and vision-language representation learning with noisy text supervision. In: Meila, M., Zhang, T. (eds.) Proceedings of the 38th International Conference on Machine Learning. Proceedings of Machine Learning Research, vol. 139, pp. 4904–4916. PMLR (18–24 Jul 2021), https://proceedings.mlr.press/v139/jia21b.html

27. Kamath, A., Singh, M., LeCun, Y., Misra, I., Synnaeve, G., Carion, N.: Mdeetr - modulated detection for end-to-end multi-modal understanding. 2021 IEEE/CVF International Conference on Computer Vision (ICCV) pp. 1760–1770 (2021)

28. Khan, S.H., Naseer, M., Hayat, M., Zamir, S.W., Khan, F.S., Shah, M.: Transformers in vision: A survey. ACM Computing Surveys (CSUR) (2022)

29. Kim, D., Yoo, Y., Park, S., Kim, J., Lee, J.: Selfreg: Self-supervised contrastive regularization for domain generalization. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. pp. 9619–9628 (2021)

30. Krueger, D., Caballero, E., Jacobsen, J.H., Zhang, A., Binas, J., Zhang, D., Priol, R.L., Courville, A.: Out-of-distribution generalization via risk extrapolation (rex). In: Meila, M., Zhang, T. (eds.) Proceedings of the 38th International Conference on Machine Learning. Proceedings of Machine Learning Research, vol. 139,
31. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Deeper, broader and artier domain generalization. 2017 IEEE International Conference on Computer Vision (ICCV) pp. 5543–5551 (2017) 2, 3
32. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Deeper, broader and artier domain generalization. In: Proceedings of the IEEE International Conference on Computer Vision (ICCV) (Oct 2017) 10
33. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Learning to generalize: Meta-learning for domain generalization. In: AAAI (2018) 3, 10, 11
34. Li, D., Zhang, J., Yang, Y., Liu, C., Song, Y.Z., Hospedales, T.M.: Episodic training for domain generalization. 2019 IEEE/CVF International Conference on Computer Vision (ICCV) pp. 1446–1455 (2019) 3
35. Li, D., Zhang, J., Yang, Y., Liu, C., Song, Y.Z., Hospedales, T.M.: Episodic training for domain generalization. In: Proceedings of the IEEE International Conference on Computer Vision. pp. 1446–1455 (2019) 11
36. Li, H., Pan, S.J., Wang, S., Kot, A.: Domain generalization with adversarial feature learning. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition pp. 5400–5409 (2018) 2, 3, 10
37. Li, J., Selvaraju, R.R., Gotmare, A.D., Joty, S., Xiong, C., Hoi, S.: Align before fuse: Vision and language representation learning with momentum distillation. In: NeurIPS (2021) 2, 3, 4, 6, 11
38. Li, L., Gao, K., Cao, J., Huang, Z., Weng, Y., Mi, X., Yu, Z., Li, X., Xia, B.: Progressive domain expansion network for single domain generalization. 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) pp. 224–233 (2021) 2
39. Li, S., Sui, X., Fu, J., Fu, H., Luo, X., Feng, Y., Xu, X., Liu, Y., Ting, D., Goh, R.S.M.: Few-shot domain adaptation with polymorphic transformers. MICCAI (2021) 2
40. Li, X., Yin, X., Li, C., Hu, X., Zhang, P., Zhang, L., Wang, L., Hu, H., Dong, L., Wei, F., Choi, Y., Gao, J.: Oscar: Object-semantics aligned pre-training for vision-language tasks. ECCV 2020 (2020) 4
41. Li, Y., Tian, X., Gong, M., Liu, Y., Liu, T., Zhang, K., Tao, D.: Deep domain generalization via conditional invariant adversarial networks. In: ECCV (2018) 2, 3
42. Li, Y., Gong, M., Tian, X., Liu, T., Tao, D.: Domain generalization via conditional invariant representations. Proceedings of the AAAI Conference on Artificial Intelligence 32(1) (Apr 2018), https://ojs.aaai.org/index.php/AAAI/article/view/11682 10
43. Li, Y., Liang, F., Zhao, L., Cui, Y., Ouyang, W., Shao, J., Yu, F., Yan, J.: Supervision exists everywhere: A data efficient contrastive language-image pre-training paradigm (2021) 2, 3, 4, 6, 11
44. Li, Y., Yang, Y., Zhou, W., Hospedales, T.: Feature-critic networks for heterogeneous domain generalisation. In: The Thirty-sixth International Conference on Machine Learning (2019) 11
45. Lu, J., Batra, D., Parikh, D., Lee, S.: Vilbert: Pretraining task-agnostic visiolinguistic representations for vision-and-language tasks. In: Advances in Neural Information Processing Systems. pp. 13–23 (2019) 4
46. Luo, H., Ji, L., Zhong, M., Chen, Y., Lei, W., Duan, N., Li, T.: CLIP4Clip: An empirical study of clip for end to end video clip retrieval. arXiv preprint arXiv:2104.08860 (2021) 4
47. Maaz, M., Rasheed, H., Khan, S., Khan, F.S., Anwer, R.M., Yang, M.H.: Multimodal transformers excel at class-agnostic object detection. ArXiv 2111.11430 (2021)

48. Mancini, M., Akata, Z., Ricci, E., Caputo, B.: Towards recognizing unseen categories in unseen domains. ArXiv abs/2007.12256 (2020)

49. Mancini, M., Akata, Z., Ricci, E., Caputo, B.: Towards recognizing unseen categories in unseen domains. In: Proceedings of the European Conference on Computer Vision (ECCV) (August 2020)

50. Mangla, P., Chandhok, S., Balasubramanian, V.N., Khan, F.S.: Cocoa: Context-conditional adaptation for recognizing unseen classes in unseen domains. 2022 IEEE/CVF Winter Conference on Applications of Computer Vision (WACV) pp. 1618–1627 (2022)

51. Maniyar, U., Joseph, K.J., Deshmukh, A., Dogan, Ü., Balasubramanian, V.: Zero-shot domain generalization. ArXiv abs/2008.07443 (2020)

52. Mu, N., Kirillov, A., Wagner, D., Xie, S.: Slip: Self-supervision meets language-image pre-training. arXiv preprint arXiv:2112.12750 (2021)

53. Muandet, K., Balduzzi, D., Schölkopf, B.: Domain generalization via invariant feature representation. ArXiv abs/1301.2115 (2013)

54. Nam, H., Lee, H., Park, J., Yoon, W., Yoo, D.: Reducing domain gap by reducing style bias. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (2021)

55. Naseer, M., Ranasinghe, K., Khan, S., Hayat, M., Khan, F., Yang, M.H.: Intriguing properties of vision transformers. In: Thirty-Fifth Conference on Neural Information Processing Systems (2021), https://openreview.net/forum?id=o2ab1-Hmfgd

56. Naseer, M., Ranasinghe, K., Khan, S.H., Khan, F.S., Porikli, F.M.: On improving adversarial transferability of vision transformers. ArXiv abs/2106.04169 (2021)

57. Pandey, P., Raman, M., Varambally, S., Prathosh, A.P.: Generalization on unseen domains via inference-time label-preserving target projections. 2021 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) pp. 12919–12928 (2021)

58. Patashnik, O., Wu, Z., Shechtman, E., Cohen-Or, D., Lischinski, D.: Styleclip: Text-driven manipulation of stylegan imagery. In: Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV). pp. 2085–2094 (October 2021)

59. Peng, X., Bai, Q., Xia, X., Huang, Z., Saenko, K., Wang, B.: Moment matching for multi-source domain adaptation. In: Proceedings of the IEEE International Conference on Computer Vision. pp. 1406–1415 (2019)

60. Qiao, F., Zhao, L., Peng, X.: Learning to learn single domain generalization. 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR) pp. 12553–12562 (2020)

61. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G., Askell, A., Mishkin, P., Clark, J., Krueger, G., Sutskever, I.: Learning transferable visual models from natural language supervision. In: ICML (2021)

62. Rame, A., Dancette, C., Cord, M.: Fishr: Invariant gradient variances for out-of-distribution generalization. arXiv preprint arXiv:2109.02934 (2021)

63. Sagawa*, S., Koh*, P.W., Hashimoto, T.B., Liang, P.: Distributionally robust neural networks. In: International Conference on Learning Representations (2020), https://openreview.net/forum?id=ryxGuJrFvS
64. Sariyildiz, M.B., Perez, J., Larlus, D.: Learning visual representations with caption annotations. In: European Conference on Computer Vision (ECCV) (2020)

65. Segu, M., Tonioni, A., Tombari, F.: Batch normalization embeddings for deep domain generalization. ArXiv abs/2011.12672 (2020) 2, 3

66. Seo, S., Suh, Y., Kim, D., Han, J., Han, B.: Learning to optimize domain specific normalization for domain generalization (2020) 2, 3

67. Shahtalebi, S., Gagnon-Audet, J., Laleh, T., Faramarzi, M., Ahuja, K., Rish, I.: Sand-mask: An enhanced gradient masking strategy for the discovery of invariances in domain generalization. CoRR abs/2106.02266 (2021), https://arxiv.org/abs/2106.02266 10

68. Shankar, S., Piratla, V., Chakrabarti, S., Chaudhuri, S., Jyothi, P., Sarawagi, S.: Generalizing across domains via cross-gradient training. ArXiv abs/1804.10745 (2018) 3

69. Shu, Y., Cao, Z., Wang, C., Wang, J., Long, M.: Open domain generalization with domain-augmented meta-learning. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 9624–9633 (2021) 2, 3, 10, 11

70. Steiner, A., Kolesnikov, A., Zhai, X., Uszkoreit, J., Beyer, L.: How to train your vit? data, augmentation, and regularization in vision transformers. arXiv preprint arXiv:2106.10270 (2021) 4

71. Sun, B., Saenko, K.: Deep coral: Correlation alignment for deep domain adaptation. In: ECCV 2016 Workshops (2016) 10

72. Tan, H., Bansal, M.: Lxmert: Learning cross-modality encoder representations from transformers. In: Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing (2019) 4

73. Tolstikhin, I., Houlsby, N., Kolesnikov, A., Beyer, L., Zhai, X., Unterthiner, T., Yung, J., Steiner, A.P., Keysers, D., Uszkoreit, J., Lucic, M., Dosovitskiy, A.: MLP-mixer: An all-MLP architecture for vision. In: Beygelzimer, A., Dauphin, Y., Liang, P., Vaughan, J.W. (eds.) Advances in Neural Information Processing Systems (2021), https://openreview.net/forum?id=EI2KOXKdnP 13

74. Torralba, A., Efros, A.A.: Unbiased look at dataset bias. CVPR 2011 pp. 1521–1528 (2011) 3

75. Touvron, H., Cord, M., Douze, M., Massa, F., Sablayrolles, A., Jégou, H.: Training data-efficient image transformers & distillation through attention. In: ICML (2021) 4

76. Touvron, H., Cord, M., Douze, M., Massa, F., Sablayrolles, A., Jégou, H.: Training data-efficient image transformers and distillation through attention. In: Meila, M., Zhang, T. (eds.) Proceedings of the 38th International Conference on Machine Learning. Proceedings of Machine Learning Research, vol. 139, pp. 10347–10357. PMLR (18–24 Jul 2021), https://proceedings.mlr.press/v139/touvron21a.html 2, 9, 11, 13

77. Venkateswara, H., Eusebio, J., Chakraborty, S., Panchanathan, S.: Deep hashing network for unsupervised domain adaptation. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. pp. 5018–5027 (2017) 9, 10

78. Volpi, R., Namkoong, H., Sener, O., Duchi, J.C., Murino, V., Savarese, S.: Generalizing to unseen domains via adversarial data augmentation. In: NeurIPS (2018) 3

79. Wang, H., Ge, S., Lipton, Z., Xing, E.P.: Learning robust global representations by penalizing local predictive power. In: Wallach, H., Larochelle, H., Beygelzimer, A., d’Alché-Buc, F., Fox, E., Garnett, R. (eds.) Advances in Neural Information Processing Systems. vol. 32. Curran Associates, Inc. (2019), https://proceedings.
80. Wang, J., Lan, C., Liu, C., Ouyang, Y., Qin, T.: Generalizing to unseen domains: A survey on domain generalization. In: IJCAI (2021) 3
81. Wang, Y., Zhang, D., Cui, Y., Chen, Z., Jing, W., Chen, J., Xiong, R., Wang, Y.: Domain generalization for vision-based driving trajectory generation. ArXiv abs/2109.13858 (2021) 2
82. Xie, E., Wang, W., Yu, Z., Anandkumar, A., Alvarez, J.M., Luo, P.: Segformer: Simple and efficient design for semantic segmentation with transformers (2021) 4
83. Xu, H., Ghosh, C., Huang, P.Y., Okhonko, D., Aghajanyan, A., Metze, F., Zettlemoyer, L., Feichtenhofer, C.: VideoCLIP: Contrastive pre-training for zero-shot video-text understanding. In: Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing. pp. 6787–6800. Association for Computational Linguistics, Online and Punta Cana, Dominican Republic (Nov 2021). https://doi.org/10.18653/v1/2021.emnlp-main.544, https://aclanthology.org/2021.emnlp-main.544 4
84. Xu, Z., Li, W., Niu, L., Xu, D.: Exploiting low-rank structure from latent domains for domain generalization. In: ECCV (2014) 2, 3
85. Yang, P., Gao, W.: Multi-view discriminant transfer learning. In: IJCAI (2013) 2, 3
86. Yue, X., Zhang, Y., Zhao, S., Sangiovanni-Vincentelli, A.L., Keutzer, K., Gong, B.: Domain randomization and pyramid consistency: Simulation-to-real generalization without accessing target domain data. 2019 IEEE/CVF International Conference on Computer Vision (ICCV) pp. 2100–2110 (2019) 2
87. Zhang, C., Zhang, M., Zhang, S., Jin, D., feng Zhou, Q., Cai, Z., Zhao, H., Yi, S., Liu, X., Liu, Z.: Delving deep into the generalization of vision transformers under distribution shifts. ArXiv abs/2106.07617 (2021) 2, 8
88. Zhang, H., Cisse, M., Dauphin, Y.N., Lopez-Paz, D.: mixup: Beyond empirical risk minimization. In: International Conference on Learning Representations (2018), https://openreview.net/forum?id=r1Ddp1-Rb 10
89. Zhang, M., Marklund, H., Dhawan, N., Gupta, A., Levine, S., Finn, C.: Adaptive risk minimization: Learning to adapt to domain shift. In: Advances in Neural Information Processing Systems (NeurIPS) (2021) 10
90. Zhang, P., Li, X., Hu, X., Yang, J., Zhang, L., Wang, L., Choi, Y., Gao, J.: Vinvl: Making visual representations matter in vision-language models. CVPR 2021 (2021) 4
91. Zhang, R., Guo, Z., Zhang, W., Li, K., Miao, X., Cui, B., Qiao, Y., Gao, P., Li, H.: Pointclip: Point cloud understanding by CLIP. CoRR abs/2112.02413 (2021) 4
92. Zhou, K., Liu, Z., Qiao, Y., Xiang, T., Loy, C.C.: Domain generalization: A survey. ArXiv abs/2103.02503 (2021) 3
93. Zhou, K., Yang, Y., Qiao, Y., Xiang, T.: Domain generalization with mixstyle. ArXiv abs/2104.02008 (2021) 2, 3
94. Zhou, X., Girdhar, R., Joulin, A., Krähenbühl, P., Misra, I.: Detecting twenty-thousand classes using image-level supervision. In: arXiv preprint arXiv:2201.02605 (2021) 4
95. Zhu, X., Su, W., Lu, L., Li, B., Wang, X., Dai, J.: Deformable detr: Deformable transformers for end-to-end object detection. ICLR (2021) 4
Supplementary Section:

**INDIGO: Intrinsic Multimodality for Domain Generalization**

Puneet Mangla\(^1\)*, Shivam Chandhok\(^3\)*, Milan Aggarwal\(^1\), Vineeth N Balasubramanian\(^2\), and Balaji Krishnamurthy\(^1\)

\(^1\) Adobe Media and Data Science Research Lab, Noida, India
\(^2\) Indian Institute of Technology, Hyderabad
\(^3\) INRIA, Universite Grenoble Alpes

\{pmangla261, chandhokshivam, milan.ag1994\}@gmail.com, vineethnb@iith.ac.in, kbalaji@adobe.com

In this supplementary section, we discuss the following details, which could not be included in the main paper owing to space constraints:

**A** Additional analysis for the proposed INDIGO approach on:
- Choice of CLIP architecture for multimodal branch.
- Results on Limited data DG.
- Additional t-SNE visualizations.
- Additional attention maps.

**B** Implementation details of INDIGO to facilitate reproducibility, including:
- Architectural details.
- Training details.
- Effect of Varying hyperparameter $\lambda$.

**A Additional Analysis on Office-Home**

**Choice of CLIP architecture.** In our main results (Table 1 and 2 of main manuscript), we used pre-trained CLIP-ViT-B/16 network \([61]\) for the multimodal branch. In order to validate this choice, here we show the performance of our approach when other pre-trained CLIP architectures such as Resnet-50, Resnet-101, Resnet-50x4, Resnet-50x16, and ViT-B/32 are used in the multimodal branch. Figure S1 shows that using powerful architectures like Resnet-50x4, Resnet-50x16 (in comparison to Resnet-50 and Resnet-101) improves generalization on challenging domains like *clipart* and *product*. However, we observe that the attention based vision transformer architectures consistently outperform the convolutional counterparts for all domains. Further, we observe that using a vision transformer with large patch size (ViT-B/32) yields inferior performance compared to one using a smaller patch size (ViT-B/16).

**Limited Data DG.** We further analyze how INDIGO performs in comparison to state-of-art methods, conventional and (proposed) novel baselines when 50%, 75%, and 100% of the original training data is used for training. For this analysis,

* Equal contribution.
we randomly choose \(x \in \{50, 75, 100\}\%\) of samples from all source domains and use it for training the models. We repeat the process five times and report the average performance as shown in Table S1. We observe that even with just 50\% of training data, INDIGO outperforms CNN based state-of-the-arts EoA [2] and SWAD [6] (using 100\% of available data). On challenging domains like clipart, INDIGO trained with just 50\% of training data beats conventional (Zero-shot, Attention Eval) and novel baseline approaches (Early Fusion). INDIGO trained with 75\% of training data on average outperforms all compared methods (trained on full data).

**Additional t-SNE plots.** In Figures S2 and S3, we show additional t-SNE plots comparing the representations learned by INDIGO, DeiT-S [76], and CLIP [61] on target domains of Office-Home under (closed) DG (for 25 classes) and OpenDG (for 16 classes) setting, respectively. It can be clearly seen that for our
Fig. S2: t-SNE plots on Office-Home (ClosedDG). t-SNE visualization of learned feature representations of DeiT-S (standard AGG training), CLIP and our proposed INDIGO method when *product* and *real world* are chosen as target domains for Office-Home dataset (under closed setting).

proposed INDIGO approach, the plots are well segregated into class clusters and are more compact as compared to DeiT-S and CLIP where the class datapoints are potentially leak into other class clusters, resulting in mis-classifications. Thus our method shows better generalization performance on these target domains.

**Additional attention maps.** In Figure S4, we provide additional attention maps of a DeiT-S trained in vanilla (AGG) fashion and the one used in INDIGO’s visual branch. Similar to Figure 5 of main submission, we observe that, when used in INDIGO pipeline, the vision transformer can concentrate on foreground objects in the scene and better ignore the background or style. This confirms that attending with intrinsic modality in the fusion module helps the visual transformer exhibit more shape-bias than a vanilla one. The experiment is performed on DomainNet with *sketch* as target domain.

### B Implementation Details

**Architectural details.** For both DomainNet and Office-Home datasets in ClosedDG setting, the fusion module of INDIGO is composed of three layers, each of which includes MSA (with six heads), FFN and LN modules. In case of OpenDG, the same is composed of 5 and 12 layers of six-headed MSA modules for Office-Home and
Fig. S3: **t-SNE plots on Office-Home (OpenDG).** t-SNE visualization of learned feature representations of DeiT-S (standard AGG training), CLIP and our proposed INDIGO method when *clipart, art, product* and *real world* are chosen as target domains for Office-Home dataset (under open setting).
Fig. S4: **Attention maps** for DeiT-S trained with Standard (AGG) training and using our proposed INDIGO method. Target domain is *sketch*. Best attention heads depicted for both approaches.

PACS respectively. As mentioned in main submission, we use DeiT-S [76] (considered equivalent to Resnet-50) as $f^V(.)$ in our visual branch to handle visual modality. Linear projections $w^M(.)$ and $w^V(.)$ project the intrinsic and visual modality to 384-dimensional tokens. In OpenDG, the semantic projection layers $p^M(.)$ and $p^V(.)$ projects $x^K_M$ and $x^K_V$ to a 512-dimensional semantic space.

**Training details.** The training is done on batch size of 240 for 10 epochs and five runs. The visual branch is optimized using SGD optimizer with learning rate $1e^{-3}$, weight decay $5e^{-5}$, and nesterov momentum 0.9. The fusion module uses same SGD optimizer but with learning rate $5e^{-3}$. The learning rate is reduced by factor of 0.1 after 6th epoch. In Equation 3 and 4 of main submission, the hyperparameter $\lambda$ is set to 1.0 for all experiments. In Figure S5 we vary $\lambda \in [0.1, 1.0]$ and observe that performance on average and across all target domains increases with an increase in $\lambda$. This observation is consistent with our hypothesis as increasing $\lambda$ implies increasing the influence of intrinsic modality - which we leverage in this work.
Fig. S5: **Varying \( \lambda \).** Performance of INDGIO on Office-Home (closed) when \( \lambda \) in Equation 3 (main submission) is varied in \([0, 1.0]\).