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Abstract—This paper proposes an energy-efficient counting rule for distributed detection by ordering sensor transmissions in wireless sensor networks. In the counting rule-based detection in an N-sensor network, the local sensors transmit binary decisions to the fusion center, where the number of all N local-sensor detections are counted and compared to a threshold. In the ordering scheme, sensors transmit their unquantized statistics to the fusion center in a sequential manner; highly informative sensors enjoy higher priority for transmission. When sufficient evidence is collected at the fusion center for decision making, the transmissions from the sensors are stopped. The ordering scheme achieves the same error probability as the optimum unconstrained energy approach (which requires observations from all the N sensors) with far fewer sensor transmissions. The scheme proposed in this paper improves the energy efficiency of the counting rule detector by ordering the sensor transmissions: each sensor transmits at a time inversely proportional to a function of its observation. The resulting scheme combines the advantages offered by the counting rule (efficient utilization of the network’s communication bandwidth, since the local decisions are transmitted in binary form to the fusion center) and ordering sensor transmissions (bandwidth efficiency, since the fusion center need not wait for all the N sensors to transmit their local decisions), thereby leading to significant energy savings. As a concrete example, the problem of target detection in large-scale wireless sensor networks is considered. Under certain conditions the ordering-based counting rule scheme achieves the same detection performance as that of the original counting rule detector with fewer than N/2 sensor transmissions; in some cases, the savings in transmission approaches (N − 1).

Index Terms—Distributed detection; counting rule; ordering; energy-efficiency.

I. INTRODUCTION

Energy-efficient wireless sensor networks (WSNs) have drawn much attention owing to limited computational capabilities of low-cost and low-power sensors that are distributed randomly in an environment to collect observations and make decisions [1]. For example, optimal sensor selection (bit allocation) schemes for distributed detection with constrained system resources such as minimum communication have appeared in [2] - [6]. Energy-efficient routing protocols, cluster-based ad hoc routing scheme for multi-hop sensor networks, and passive clustering techniques have been proposed to enhance the lifetimes of the energy-constrained sensors; see, [7] - [10]. Other techniques for minimizing energy consumption in WSNs include distributed data compression and transmission [11], and collaborative signal processing [12].

In the context of statistical inference in WSNs, different sensor transmission policies have been devised to achieve energy efficiency. This is especially relevant in multi-sensor systems, wherein the local sensors transmit their decisions to a fusion center where the received information is combined to yield the global inference [13]. For instance, in the censoring sensors scheme, the sensors transmit only highly informative observations (i.e., when their likelihoods are very large or very small) to the fusion center; otherwise, the transmissions are ceased or “censored” [14] - [18]. Another approach involves ordering sensor transmissions [19], where a sensor transmits at a time inversely proportional to the magnitude of its likelihood ratio; when it transmits, it transmits the likelihood ratio. When sufficient evidence is collected at the fusion center for decision making, the transmissions are stopped. The ordering scheme incurs the same error probability as the optimum energy-unconstrained approach (where all the sensors transmit) [20], but with far fewer sensor transmissions thereby yielding significant energy (time) savings. Based on [19], numerous papers on ordered transmissions for inference in WSNs have appeared in the literature [21] - [30]. A shortcoming of the ordering scheme is that, the sensor likelihood ratios are transmitted in unquantized form which utilizes more energy and communications bandwidth of the network.

In [31] (see also [32] - [35]), the counting rule detector was proposed for distributed detection in large-scale WSNs with efficient utilization of the network’s communication bandwidth. Rather than transmitting the unquantized versions, the local-sensor decisions are transmitted to the fusion center in binary form (1 denotes detection, 0 otherwise). This minimizes the overall communication bandwidth utilization in the network. At the fusion center, the number of local-sensor detections are counted and compared to a threshold to make a system-level inference. A drawback of this approach is that the fusion center has to collect the binary decisions of all the sensors in order to make the system-level decision. This results in heavy utilization of the communications bandwidth which is undesirable especially in large-scale WSNs. Secondly, in WSNs with randomly deployed sensors, since the sensors that are located far away from the target are likely to
incur higher probability of error because their received signal strength will be very weak due to attenuation. The local-decision errors will degrade the overall system-level detection performance.

In this paper, the underlying principle of ordering sensor transmissions proposed in [19] is exploited to reduce the number of sensor transmissions in the counting rule detector of [31], thereby improving its communications or bandwidth efficiency. As an example, the problem of target detection in a distributed setting in large-scale WSNs considered in [34] is revisited. The setup comprises a stationary target, a large number $N$ of randomly deployed local sensors and a fusion center in the region of interest (ROI). The signal power emitted by the target is assumed to follow the isotropic power attenuation model, i.e., the signal power of a sensor’s observation is inversely proportional to the distance between that sensor and the target (which can be exploited to order sensor transmissions). Since the received signal strength at a sensor is inversely proportional to the distance between the sensor and the target (due to power attenuation), it is highly likely that the sensors closer to the target are more informative about the target’s presence/absence than those that are far away.

Therefore, a sensor is programmed to transmit at a time inversely proportional to a function of its observed signal. Note that, the distance between a sensor and the target is unknown, so the transmission policy depends only on the sensor’s observation. It is assumed that each sensor uses an orthogonal channel to transmit to the fusion center. When sufficient evidence is collected at the fusion center, the transmissions are stopped. It is also assumed that the fusion center has sufficient computational capability, and that there are feedback channels from the fusion center to all the sensors in the WSN. This feedback mechanism is important for improving the energy efficiency of the WSN and has been employed by previous works on this topic; see, for example, [19], [23], [30]. For large $N$ and strong signal power, the average number of transmissions saved (ANTS) approaches $N/2$, while achieving the same system-level detection probability as the counting rule detector of [31]. Simulation results show that significant ANTS is achieved even when the target’s emitted power is not very large. Under certain conditions (which will be made precise later) the ANTS approaches $(N - 1)$.

The remainder of the paper is organized as follows. The system model for target detection in large-scale WSNs is presented in Section II. A brief review of the counting rule detector and ordering sensor transmissions is presented in Section III. The ordering-based counting rule detector is developed in Section IV. Numerical results and discussions are presented in Section V. Section VI concludes the paper.

II. SYSTEM MODEL

The WSN model considered in this paper is adopted from the one in [34]. The target whose presence/absence is to be detected is located at $(x_t, y_t)$ in the two-dimensional plane, which constitutes the ROI represented by a square of area $b^2$ as shown in Fig. 1. A total of $N$ sensors are randomly deployed in this ROI, such that the locations of sensors are unknown to the WSN. The sensor locations are assumed to be i.i.d. and follow a uniform distribution in the ROI. If $(x_i, y_i)$ denote the coordinates of $i^{th}$ sensor ($i = 1, \ldots, N$), then the PDF of its location is given by

$$p(x_i, y_i) = \begin{cases} \frac{1}{\pi b^2}, & x_i, y_i \leq \frac{b}{2}, \\ 0, & \text{otherwise}. \end{cases}$$

(1)

The $i^{th}$ sensor observes $z_i$ and seeks to resolve the following binary hypothesis testing problem:

$$H_0 : z_i = w_i,$$

$$H_1 : z_i = s_i + w_i,$$

where $w_i$ is the sensor receiver noise and is assumed to follow the standard Gaussian distribution, i.e., $w_i \sim N(0, 1)$, and $s_i$ denotes the signal amplitude recorded at the sensor. The signal attenuation model is the same as the one in [34] Section 2, where it is assumed that the signal power at a sensor decays with increasing distance from the target. More precisely,

$$s_i^2 = \frac{P_0}{1 + \alpha d_i^n},$$

(3)

where $P_0$ is the power emitted by the target at distance zero, $n$ is the signal decay exponent (takes values between 2 and 3), $\alpha$ is an adjustable constant (larger $\alpha$ implies faster signal power decay), and $d_i$ is the distance between the target and the $i^{th}$ sensor given by

$$d_i = \sqrt{(x_i - x_t)^2 + (y_i - y_t)^2},$$

(4)

Note that, in practical applications the distance $d_i$ is unknown, since the sensors are randomly deployed. This signal attenuation model can be easily extended to three-dimensional problems.

Each of the $N$ local sensors use the same threshold $\tau$ to make a local decision. This has been shown to be asymptotically optimal for the decentralized binary hypotheses testing problem [35]. The probabilities of false alarm and detection of the $i^{th}$ sensor are given, respectively, by

$$p_{fa} = p_{fa} = \int_{\tau}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dt = Q(\tau),$$

(5)

$$p_{d_i} = \int_{\tau}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dt = Q \left( \frac{P_0}{1 + \alpha d_i^n} m \right),$$

(6)

where $Q(\cdot)$ is the complementary distribution function of the standard Gaussian given by

$$Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dt.$$

(7)

The system level (fusion center) probabilities of false alarm and detection are denoted by $P_{fa}$ and $P_{d}$, respectively.

III. REVIEW OF ENERGY-EFFICIENT SENSOR TRANSMISSION SCHEMES

In this section, a brief review of the counting rule detector of [31] and ordering sensor transmissions approach of [19] for energy-efficient signal detection in WSNs is presented.
The counting rule detector structure is given by

\[ \lambda_2 = \sum_{i=1}^{N} I_i \frac{H_i}{H_0} \geq T, \]  

where \( T \) denotes the test threshold. The system level performance measures \( (P_{fa} \) and \( P_d \)) are given by the following expressions. For large \( N \), \( P_{fa} \) is given by [34, Section 4.1]

\[ P_{fa} \approx Q \left( \frac{T - N p_{fa}}{\sqrt{N p_{fa}(1 - p_{fa})}} \right). \]  

The following notation is introduced before providing an expression for the system-level \( P_d \) [34, Section 4.2]:

\[ \gamma = Q \left( \tau - \sqrt{\frac{P_0}{1 + \alpha r^n}} \right) \]  
\[ \bar{\gamma}_d = \frac{2\pi}{b^2} \int_{0}^{b/2} Q \left( \tau - \sqrt{\frac{P_0}{1 + \alpha r^n}} \right) r dr + \left( 1 - \frac{\pi}{4} \right) \gamma, \]  
\[ \sigma^2 = \frac{2\pi}{b^2} \int_{0}^{b/2} \left( 1 - Q \left( \tau - \sqrt{\frac{P_0}{1 + \alpha r^n}} \right) \right) \times \]  \[ Q \left( \tau - \sqrt{\frac{P_0}{1 + \alpha r^n}} \right) + \left( 1 - \frac{\pi}{4} \right) \gamma \]  

Finally, the system-level \( P_d \) is given by

\[ P_d = Q \left( \frac{T - N \bar{\gamma}_d}{\sqrt{NN^2 \sigma^2}} \right). \]  

The optimality of the counting rule detector was proved in [34, Section 4.5]. In the next subsection, an approach is presented that will significantly improve the efficiency of the counting rule detector, without compromising on its system-level detection probability.

C. Ordering sensor transmissions [19]

In the ordering scheme to achieve energy efficiency presented in [19], the \( j \)th sensor transmits at a time proportional to \( 1/\ln(L_j) \), where \( \ln(L_j) = \ln(f_{Z_j}(z_j|H_1))/f_{Z_j}(z_j|H_0) \) is the log-likelihood ratio. If the \( j \)th sensor transmits, it transmits \( \ln(L_j) \) to the fusion center. The fusion center decides in favor of \( H_1 \) if

\[ \sum_{j=1}^{k} \ln(L_{[j]}) > \ln \left( \frac{1 - p}{p} \right) + (N - k) \ln(L_{[k]}) \], \]  

or, it decides in favor of \( H_0 \) if

\[ \sum_{j=1}^{k} \ln(L_{[j]}) < \ln \left( \frac{1 - p}{p} \right) - (N - k) \ln(L_{[k]}) \],

where \( L_{[j]} \) is the \( j \)th largest likelihood ratio, \( k \) is the number of sensors that have transmitted till a given time and \( L_{[k]} \) is the last sensor likelihood ratio transmission prior to that same time, \( p = Pr(H_1) \), \( \ln((1 - p)/p) \) is the test threshold for the optimal energy unconstrained Bayes detector [20] (where all \( N \) sensors transmit). When one of the thresholds is exceeded, the fusion center informs the sensors to stop transmission via the feedback channel. As shown in [19, Theorem 2], if there

Fig. 1: Distribution of sensors in the ROI. The target is located at the point \((0, 0)\).
is a distance measure $s$ (for example, mean-shift) between the competing distributions such that

$$\Pr(\ln(L_j) > 0|H_1) \xrightarrow{s \to \infty} 1,$$  
$$\Pr(\ln(L_j) < 0|H_0) \xrightarrow{s \to \infty} 1,$$

then $\text{ANTS} \geq N/2$ for equal priors ($\rho = 0.5$), without loss in error probability compared to the optimal energy unconstrained detector. A drawback of the ordering scheme is that, the local sensors transmit their log-likelihood ratio $\ln(L_j)$ which needs more energy and communication bandwidth than what is required to transmit binary decisions. The censoring sensors approach of [13] is similar to ordering, and the local decisions are transmitted to the fusion center as raw data $\{\ln(L_j)\}$. However, censoring incurs a higher error probability compared to the energy unconstrained optimal detector.

The method proposed in this paper achieves the same $\text{ANTS} \geq N/2$ compared to the ordering scheme of [19]; under certain conditions, the ANTS even approaches $N-1$. Further, since the local sensor decisions are transmitted in binary form, the energy and bandwidth savings are higher than that of the ordering scheme, while at the same time achieving the same detection probability as that of the counting rule detector of [31]. In the following, it will be shown that a slight modification of the ordering scheme of [19] significantly improves the energy efficiency of the counting rule detector of [31] without compromising on its detection performance.

IV. ORDERING-BASED COUNTING RULE

From [8], it is evident that the received signal strength at the $i^{th}$ local sensor is inversely proportional to the distance $d_i$ between the sensor and the target. That is, it is highly likely that the observations from the sensors that lie closer to the target are more informative about the target’s presence or absence than those that are far away. Therefore, the $i^{th}$ sensor transmits at a time inversely proportional to a function of its received signal. Essentially, the $i^{th}$ sensor transmits at time $1/i^\tau$, where $\tau$ is calculated using [5]. By doing so, it is highly likely that the sensors closer to the target will enjoy higher priority for transmission compared to those that are farther away.

Similar to the counting rule detector of [31], the decision statistic of the local sensor is denoted by $I_i \in \{+1, 0\}$. $I_i = 1$ when there is detection; otherwise, it takes the value 0. Note that, this scheme does not require system-level a priori knowledge of the distance $d_i$ between the sensor and the target (which, in any case, is unknown). It is assumed that each sensor uses an orthogonal channel with negligible error rates to communicate with the fusion center. In addition, there is a feedback channel with a negligible error rate from the fusion center to every sensor. When sufficient evidence is collected at the fusion center for decision making (i.e., when a stopping criterion is satisfied), the fusion center informs the sensors via the feedback channel to stop transmission. In principle, this approach is similar to the ordering scheme of [19], however, unlike [19] the local sensors transmit their decisions in binary form leading to improved energy savings. In the following, the mechanism to stop sensor transmissions is devised.

At a given time, let $k$ denote the number of sensors that have transmitted their respective binary decision to the fusion center; therefore, $(N-k)$ denotes the total number of sensors that have not transmitted until that time. The fusion center informs (via the noiseless feedback channels) the sensors to stop transmission if one of the following two conditions is satisfied:

$$\sum_{i=1}^{k} I_{[i]} > T,$$  
$$\sum_{i=1}^{k} I_{[i]} < T - (N-k),$$

where $I_{[i]}$ denotes the binary decision of the $i^{th}$ sensor corresponding to the highest signal power. In other words, the set $\{I_{[1]}, \ldots, I_{[k]}\}$ denotes the ordered sequence of binary digits, where $I_{[1]}$ is the decision of the local sensor with the highest signal power, $I_{[2]}$ corresponds to the sensor with the second highest signal power and so on. For a fixed system-level $P_a$ and local sensor-level $p_a$, the threshold $T$ can be calculated using (10):  

$$T = Q^{-1}(P_a) \sqrt{Np_a(1-p_a) + Np_a}.$$  

Note 4.1: Let $r$ denote the likelihood of the target’s presence in the ROI. The likelihood $r$ is essential to characterize the ANTS. However, this likelihood should not be confused with the prior probability that is used in the Bayesian detection criterion. The local sensors and the fusion center employ the Neyman-Pearson setting to make decisions, so knowledge of the likelihood $r$ is not involved in the detection process; it is used only for characterizing the number of transmissions saved using the proposed scheme.

It can be shown that under certain conditions, i.e., for large $N$ and when the likelihood of the target present is 0.5, the ANTS using the proposed scheme approaches $N/2$. Consider the case where the upper threshold is exceeded, i.e., the condition [19] is satisfied. Define

$$k^* = \min_{1 \leq k \leq N} \left\{ \sum_{i=1}^{k} I_{[i]} > T \right\}.$$  

For convenience of analysis, and without loss of generality, $[T]$ is rounded off to the next highest integer. The ANTS for the ordering-based counting rule detector is given by

$$N^* = \mathbb{E}[N - k^*] = \sum_{k=1}^{N} (N-k) \Pr(k^* = k)$$  
$$= \sum_{k=1}^{[T] - 1} (N-k) \Pr(k^* = k) + (N-[T]) \Pr(k^* = [T]) + \sum_{k=[T]+1}^{N} (N-k) \Pr(k^* = k)$$
The ANTS is given by

\[ (b) \sum_{k=1}^{[T]} (N-k) \Pr(k^* = k) + (N-[T]) \Pr(k^* = [T]) \]

\[ (c) \geq (N-[T]) \Pr(k^* \leq [T]) \]

\[ (d) \equiv (N-[T]) \Pr \left( \sum_{i=1}^{[T]} I[i] \geq T \right) \]

\[ (e) \equiv (N-[T]) \left[ \Pr \left( \sum_{i=1}^{[T]} I[i] \geq T \mid H_1 \right) \right] r + \Pr \left( \sum_{i=1}^{[T]} I[i] > T \mid H_0 \right) (1-r) \]

\[ (f) \geq (N-[T]) \Pr \left( \sum_{i=1}^{[T]} I[i] \geq T \mid H_1 \right) r \]

In going from (a) to (b), a positive term is dropped. In going from (b) to (c), the fact that if \( k < [T] \) then \( N-k > [T] \) is utilized. Transition from (c) to (d) follows from (22), while (e) follows from Note 4.1. In going from (e) to (f), a positive term is dropped. When the target’s emitted signal power is large, the term \( \Pr \left( \sum_{i=1}^{[T]} I[i] \geq T \mid H_1 \right) \) is dropped. When the upper threshold \( [T] \) is satisfied, ANTS is lower bounded by \( (N-[T])r \).

Next, consider the case when the lower threshold \( [T] \) is satisfied. Define

\[ k^\dagger = \min_{1 \leq k \leq N} \left\{ \sum_{i=1}^{k} I[i] \leq T - (N-k) \right\}. \]  

The ANTS is given by

\[ N^* = \mathbb{E}[N-k^\dagger] = \sum_{k=1}^{N} (N-k) \Pr(k^\dagger = k) \]

\[ \geq \sum_{k=1}^{N-[T]-1} (N-k) \Pr(k^\dagger = k) + [T] \Pr(k^\dagger = N-[T]) \]

\[ \geq \sum_{k=N-[T]+1}^{N-[T]-1} (N-k) \Pr(k^\dagger = k) \]

\[ \geq [T] \Pr(k^\dagger \leq (N-[T])) \]

\[ \geq [T] \Pr \left( \sum_{i=1}^{N-[T]} I[i] \leq T - (N-(N-[T])) \right) \]

\[ \geq [T] \Pr \left( \sum_{i=1}^{N-[T]} I[i] \leq 0 \right) \]

\[ \geq [T] \Pr \left( \sum_{i=1}^{N-[T]} I[i] \leq 0 \mid H_1 \right) r \]

\[ \geq [T] \Pr \left( \sum_{i=1}^{N-[T]} I[i] \leq 0 \mid H_0 \right) (1-r) \]  

In going from (g) to (h), a positive term is dropped. The lower bound in going from (h) to (i) utilizes the fact that if \( k \leq N-[T] \) then \( N-k \geq [T] \). Transition from (i) to (j) follows from (23), while (k) follows from Note 4.1. In going from (k) to (l), a positive term is dropped. In the absence of a target, it is easy to see that ANTS is lower bounded by \( [T](1-r) \). Since the two events \( \{[T] \} \) are disjoint, when the likelihood of a target present is 0.5, the ANTS \( \geq N/2 \). When the target’s emitted signal power is large, and when the likelihood of the target present (or absent) is very high, simulation results show that ANTS approaches \( N-1 \).

V. NUMERICAL RESULTS AND DISCUSSION

Under hypothesis \( H_1 \), \( N \) mutually independent sensor locations are generated during each Monte Carlo trial according to the uniform distribution within the ROI according to (1). The \( i \)th local sensor observes \( z_i \) and seeks to distinguish between \( H_0 : z_i = w_i \) and \( H_1 : z_i = s_i + w_i \). Towards this end, it generates a “1” or a “0” based on whether the observation \( z_i \) exceeds the local decision threshold \( \tau \), which can be calculated using (5) for a given false alarm rate \( p_{fa} \). The system level threshold \( T \) is calculated using (21) for a given \( P_{fa} \) and \( p_{fa} \). A system level detection is declared if either (19) or (20) is satisfied; otherwise, a missed detection is declared. The ANTS is computed over \( 10^5 \) Monte Carlo trials. For all experiments, the power decay factor \( \alpha = 0.02 \), while the signal decay exponent \( n = 2 \). The system-level \( P_{fa} \) and local sensor-level \( p_{fa} \) are both set at \( 10^{-3} \).

The ordering-based counting rule achieves the same detection probability as that of the original counting rule detector (31). This can be experimentally verified by evaluating the frequency of correct detections during all the Monte Carlo instantiations which gives an estimate of the system level detection probability \( P_d \), however, it can be straightforwardly ascertainment by inspecting the upper and lower thresholds in (19) and (20), respectively.

The plot of ANTS versus \( N \) for different values of signal power \( P_0 \) is shown in Fig. 2. As can be seen from (19) and (20), the ordering-based counting rule achieves the same detection performance as that of the original counting rule detector with far fewer sensor transmissions. The savings approaches \( N/2 \) for increasing signal powers emitted by the target. Even when the signal power is not very high, savings in transmission is significant.

The plot of ANTS versus \( N \) for different values of local sensor false alarm rates and likelihood of target’s presence is shown in Fig. 3. When the local sensor \( p_{fa} \) is very small, the system-level threshold \( T \) takes a very small value. This results...
in fewer observations to make the correct detection when the likelihood $r$ of the target is high, leading to significant savings in transmission. Similarly, when the local $p_{fa}$ is large, the system-level threshold $T$ takes a higher value. This results in fewer observations to make the correct detection when the likelihood of the target is low, again leading to significant savings.

In these extreme cases ANTS approaches $(N - 1)$. When the likelihoods of the target absent or target present are the same, the local sensor $p_{fa}$ has no impact on the savings as long as the emitted power is very high, leading to an average $N/2$ savings in transmission (blue line in Fig. 3) which is the same as the blue line in Fig. 2.

VI. CONCLUDING REMARKS

This paper proposes a method for energy-efficient distributed detection of a stationary target in a wireless sensor network comprising a large number $N$ of randomly deployed sensors making observations of the signal emitted by the target. The local decisions of the sensors are transmitted in binary form to a fusion center, where the number of local-sensor detections are counted and compared to a threshold to make a global inference. In previous work, this mechanism was referred to as the counting rule detector, which requires the binary decisions of all the $N$ local sensors to make a global decision. In this paper, the energy efficiency of the counting rule detector is significantly improved without compromising on its detection probability: a local sensor transmits its decision in binary form to the fusion center at a time inversely proportional to a function of the power of its received signal. Then when sufficient evidence is collected at the fusion center, the transmissions are stopped. For large $N$ and when the likelihood of the target’s presence (or, absence) is 0.5, the average number of sensor transmissions saved approaches $N/2$, achieving the same detection probability as that of the counting rule detector. Numerical results show very high savings when the likelihood of the target present (or absent) is very high. The method proposed in the paper exploits the benefits (in terms of energy efficiency) offered by the counting rule and ordering sensor transmissions to significantly improve the energy efficiency of the WSNs.
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