Direction of arrival estimation of partial sound sources of vehicles with a two-microphone array
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Abstract – The generalized cross-correlation with phase transform (GCC-PHAT) algorithm has proved to be useful for blindly estimating the direction of arrival of compact sound sources from microphone array recordings. In applications with distributions of partial sources, such as the tires of vehicles in urban environments, the GCC-PHAT needs to be improved, otherwise the detected sound directions change values between directions of the main sources or correspond to an intermediate value between these directions. This paper presents an extension of the GCC-PHAT, based on post-processing of the output delay matrix and on image processing techniques, in order to separately identify directions of the sound produced by the front and rear tires of moving vehicles. The proposed approach can be extended to identify the tire noise directions produced by vehicles with multiple axles. The algorithm performance is analyzed using pass-by measurements of two-axle vehicles, acquired by a two-microphone array. The experiments were conducted with passenger vehicles of four distinct models, running at different speeds. The experimental results show that the proposed method is able to estimate the vehicle speed with an average error of 10.8 km/h and the vehicle wheelbase with 26 cm on average. A possible application is multiple source characterization for parametric vehicle sound synthesis in auralization.
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1 Introduction

Noise maps are the main tool for assessing the sound distribution in urban environments. However, it does not portray the real auditory perception of a given urban area, because it is essentially a visual tool displaying long-term sound level averages. An additional approach is the use of auralization [1] in order to extend the noise assessment into audible sound, using recordings and/or simulated data [2–5]. The simulation of an urban acoustic scene must be based on an accurate model for the sound signals from the main sources and for propagation effects due to multiple paths of reflections and diffractions. In the context of urban noise, the most relevant sound sources in road traffic are produced by light and heavy vehicles [6–9].

Car noise emissions contain contributions from various separate sources, whose spectral content are distinct and spatially distributed throughout the vehicle. Among these sources are the tires, the engine and the exhaust system, the first one being dominant for vehicle speeds above 30 km/h [10–12]. This work aims at developing a signal processing method in order to track and separate noise contributions from the main vehicle sound sources, which, as observed in previous recordings, are produced by the front and rear tires on two-axle vehicles. The sound of each individual source, corresponding to tires of one of the axles, is obtained by modifying time delay estimation methods originally designed for a single sound source.

In [13], generalized cross-correlations associated to particle filtering were employed for tracking vehicle sounds. The vehicle noise was modeled as bi-modal source signal to account for the sound coming from both axles. From this model, more accurate estimates of car speed and wheelbase were produced, compared to those obtained with the uni-modal source model. In a subsequent work [14], the authors proposed a methodology for choosing the appropriate intersensor distance to improve the accuracy of wheelbase estimations from pass-by observations, and addressed the problem of tracking road vehicles. However, the separate identification of sound directions coming from front and rear axles has not been addressed in [14], nor, as far as we know, in any other publication.

It is relevant to consider complex partial sound sources in their spatially specific components. In far-field conditions, a sound source may well be characterized by a concentrated source with a directional pattern. This might...
apply to street vehicles or airplanes in very large distance. When it comes to the simulation of dynamic scenes with moving sound sources and moving listeners, near-field conditions are also relevant, so that the vehicle source is perceived as a spatially extended source. This is obvious for trains and trams. However, for street vehicles such as cars there is no comprehensive approach to this aspect. In this paper, we develop a technique to extract data for extended sound sources. This data can be used for physically-based synthesis of virtual sources in virtual acoustic environments.

The estimations of speed and wheelbase from acoustic signals have been reported in the literature, with larger predominance of the former [13, 15–18] over the latter [14, 15]. In [16], for instance, a maximum likelihood approach is proposed for speed estimation, which resulted in more accurate and robust estimates when compared to the conventional analysis of sequential short-time cross-correlations.

In [16], for instance, a maximum likelihood approach is proposed for speed estimation, which resulted in more accurate and robust estimates when compared to the conventional analysis of sequential short-time cross-correlations.

The direction of arrival (DoA) method proposed in this paper combines time difference of arrival (TDoA) estimates of audio signals in a pair of microphones during a determined observation interval. From the results presented in [19], which compared several DoA estimation algorithms for car pass-by recordings, it was concluded that the best TDoA estimates were obtained with the generalized cross-correlation (GCC-PHAT) method [20, 21]. In light of this result, in this work the GCC-PHAT algorithm was employed with the purpose of generating cross-correlation estimates of the signals simultaneously acquired by the two-microphones, for different time-lags. A matrix containing the cross-correlation values of successive time intervals, while the car is close to the microphone array, is formed. By applying image processing techniques to this matrix, the time arrival differences of the predominant source signals are emphasized. Then, using a curve fitting procedure, which employs a dynamical model for the vehicle sound signal, the directions of sound arrival from the front and rear tires are obtained. From parameters extracted from these curves, car speed and wheelbase estimates can be obtained. Since information from the entire pass-by time range is employed to generate such estimates, they are more accurate than those based on data from short periods.

2 Direction of arrival estimation

Acoustic source localization might be achieved by time-delay estimation when more than one input channel is available. Let us consider the setup depicted in Figure 1. A two-microphone array with inter-sensor distance $d$ is placed parallel to a road lane. If a single source contribution is assumed, microphone signals are modeled as,

$$x_1(t) = s(t) + n_1(t),$$

$$x_2(t) = s(t - \tau_0) + n_2(t),$$

where $s(t)$ is the source signal and $n_1(t), n_2(t)$ are the noise components.

Assuming free-field conditions, the DoA needed for tracking the source and represented by azimuth angle $\phi$, might be estimated by,

$$\phi = \arccos \left( \frac{c\tau_0}{d} \right),$$

where $c$ is the sound speed and $\tau_0$ denotes the TDoA between the two microphone signals.

The estimator presented next was tested for DoA estimation of vehicle sound sources in a previous work [19], in which five algorithms were compared when executing such task. The results indicated two algorithms as suitable choices, as shown next.

2.1 Generalized cross-correlation method

The cross-correlation is a measure of similarity between two signals, which is expressed as a function of the delay $\tau_0$ between them. For white noise signals that differ only by a time delay $\tau_0$, the cross-correlation function presents a well-defined peak, with the maximum value occurring for a lag $\tau$ equal to $\tau_0$. For colored noise, such as present in tire noise, the generalized cross-correlation method applies a normalization function to the cross-power spectrum of the two-microphone signals in order to obtain a more prominent peak in the cross-correlation function [20], making it easier to estimate the TDoA.

The cross-power spectrum of the two-microphone discrete-time signals, $x_1(n)$ and $x_2(n)$, can be recursively estimated by [22],

$$\hat{S}_{x1x2}(m, k) = \alpha \hat{S}_{x1x2}(m - 1, k) + (1 - \alpha)X_1(m, k)X_2^*(m, k),$$

where $X_1(m, k)$ and $X_2(m, k)$ are, respectively, the $N$-point discrete Fourier transforms (DFT) of the windowed microphone signals $w(n - mJ)x_1(n)$ and $w(n - mJ)x_2(n)$, with $m$ being the frame index and $k \in \{0, \ldots, N-1\}$ the discrete frequency index. The $N$-length sequence $w(n)$ usually employed in audio applications is the Hamming window with shift-size $J = N/2$. The exponential weighting coefficient $\alpha$ is empirically set to $\alpha = 0.7$. 

![Figure 1. Two-microphone setup for delay $\tau_0$ and direction of arrival $\phi$ estimation.](image-url)
The generalized cross-correlation function for frame $m$ is then calculated as,

$$
\hat{R}_{112}(m, n) = \frac{1}{N} \sum_{k=0}^{N-1} \hat{S}_{112}(m, k) \frac{S_{112}(m, k) e^{j\omega n k}}{|S_{112}(m, k)|^2},
$$

with $n \in \{0, \ldots, N-1\}$. The power spectrum normalization factor employed in Equation (5) is the cross-power estimate magnitude, resulting in a spectral function known as phase transform (PHAT) of $\hat{S}_{112}(m, k)$. The inverse DFT of such function produces the generalized cross-correlation function $\hat{R}_{112}(m, n)$, which presents sharper peaks for most audio signals and gives rise to the GCC-PHAT method [20].

Finally, the TDoA for frame $m$ is estimated from $\hat{R}_{112}(m, n)$ as follows:

$$\tau_{0m} = n_0(m) = \arg \max_n \hat{R}_{112}(m, n),$$

where $T$ is the sampling period of the discrete-time microphone signals $x_1(n)$ and $x_2(n)$.

### 3 Two-axle vehicle tracking

The TDoA estimation of Equation (6) provides a unique value for each time window, corresponding to the sound of the dominant source captured by the microphone signals. Therefore, one can conclude that the GCC-PHAT algorithm, derived for a single sound source, is not suitable for detecting separately the various noises produced by vehicles. The generalized cross-correlation function of Equation (5) calculated from the signals of a car pass-by acquired by a two-microphone horizontal array is shown in Figure 2, where the darker the gray level, the higher the generalized cross-correlation value. The GCC-PHAT estimates, obtained from the dominant GCC peaks by Equation (6), are shown by the blue curve. It can be observed that when the car passes in front of the microphone array, the estimated TDoA alternates between the directions of the front and rear vehicle axles.

To overcome this problem, we propose the two-source DoA estimation system depicted in Figure 3, where image processing techniques followed by a curve fitting method are appended to the single-source GCC-PHAT algorithm. Although GCC-PHAT is used throughout this work, the system was developed to allow changing and testing different single source TDoA estimators, such as those examined in [19]. Optional algorithms, such as maximum-variance distortionless response (MVDR) [23, 24] and least-mean square (LMS) [25, 26] algorithms, can obtain the TDoA estimations using different criteria, but they must have essential characteristics that are exploited in our system. All single-source estimation algorithms must use two-channel audio recordings and provide as output a matrix $A(t, \tau)$, which is a function of the time index $t$ and of the possible discrete time delays $\tau$ between the microphone signals. In GCC-PHAT algorithm, this matrix corresponds to auto-correlation matrix estimate $R_{112}(m, n)$, since the delays are obtained from Equation (6).

![Two-source TDoA Model](image339x560_to_549x719)

**Figure 2.** TDoA estimate obtained by the GCC-PHAT algorithm.

**Figure 3.** Schematic diagram of the proposed two-source DoA estimation system.

Single-source estimators in their original formulation provide a single DoA estimated curve as output, formed by the maximum value estimations for the various time frames. Such single-source estimate stage is ignored in the proposed system and is replaced by the processing which accounts for two sources. The matrix $A(t, \tau)$ is used as an input data for the image processing stage, which handles the information of all relevant time frames together. This is possible for offline applications such as the one aimed in this project.

Besides the data from the single-source TDoA estimator, the curve fitting algorithm must be fed with a curve model. A rough model for TDoA curves is derived in agreement to pass-by dynamic and geometric characteristics, as shown in Section 3.1. Moreover, the steps comprised in the “Two-source Extension” block are explained in Sections 3.2 and 3.3. Data pre-processing stage aims at cleaning and adjusting input matrix $A(t, \tau)$ by removing spurious and irrelevant data. This is carried out in order to improve the curve fitting performance.

#### 3.1 Theoretical TDoA model

The theoretical evolution of TDoA over time is obtained by calculating the difference in sound path between the source and the two microphones separated by a distance $d$.

In the following derivation, it is assumed that: the source is at ground level, in the $z = 0$ plane; the microphone...
array is in the \( y = 0 \) plane, with its axis parallel to the \( z = 0 \) plane and at the height \( h \), measured from the floor up to the array center; the vehicle velocity \( \mathbf{v} \) is parallel to the \( x \)-axis and has constant magnitude \( v_x \). From simple trigonometric relations and assuming that the vehicle speed is much smaller than the sound speed, it can be demonstrated that the time difference of arrival of the source sound in the two sensors in a given snapshot \( t \) is given by,

\[
\tau \approx \frac{l_2(t) - l_1(t)}{v_x},
\]

where,

\[
l_1^2(t) = h^2 + s_x^2 + (s_x(t) - d/2)^2,
\]

\[
l_2^2(t) = h^2 + s_y^2 + (s_x(t) + d/2)^2,
\]

with \( s_x \) and \( s_y \) equal to the distances between the source and the \( x = 0 \) and \( y = 0 \) planes, respectively.

An illustration of the theoretical TDoA behavior for constant speed is shown in Figure 4, where \( \tau \) was obtained from Equations (7)–(9) with \( v_x = 60 \), \( s_y = 3 \), \( d = 0.25 \), and,

\[
s_x(t) = (t - t_0)v_x,
\]

where \( t_0 = 1.5 \) s is the time instant in which the vehicle passes exactly in front of the microphone array.

### 3.2 Data pre-processing

The data provided by the single-source DoA estimation algorithm goes through a pre-processing stage consisting of level scaling and noise reduction to adjust it to the curve fitting algorithm. Using the GCC-PHAT, the matrix \( A(t, \tau) \) contains the generalized cross-correlation between the two-microphone signals for different time windows and lag values. Alternative DoA estimation algorithms can provide metrics other than the cross-correlation. The scaling of the input data is, therefore, needed in order to adjust the two-dimensional data contained in \( A(t, \tau) \), so that it can be treated as a digital image representation, with values in the grayscale range. This image will be further processed to reduce noise by two-dimensional filters.

Due to the decreasing amplitude of the sound propagating over long distances between the source and the microphones, the relevant audio data is concentrated around \( t = t_0 \), when source-receiver distance is minimum and signal-to-noise ratio is maximum. Thus, the data scaling is followed by cropping, which aims to discard irrelevant audio recordings, acquired when the vehicle is far away from the microphones. A 3-length data window is selected around the sample corresponding to maximum signal power \((t = t_0)\) and the rest is ignored.

In a real pass-by scenario, the interfering noise generated by other sources, instead of the vehicle, can corrupt the recordings. Depending on noise source position, intensity and spectral content, this interference can seriously impair the performance of the curve fit method. For this reason, the input data is appropriately filtered, in an attempt to reduce noise.

First, the grayscale image is converted into a binary image using a threshold value, selected based on empirical tests. A binary image, composed of either zero or one values, is required by signal processing algorithms to perform morphological operations, such as dilation and erosion. Such operations are used to reduce noise and to provide more precise edge detection to fit the DoA estimation. This empirical optimization leads to different threshold values for the alternative single-source DoA estimators, as a consequence of the diversity in the pixel distribution of the generated images. To illustrate this effect, the images generated by GCC-PHAT and MVDR are shown in Figure 5, together with the respective histogram plots. The histogram graphs indicate how pixel gray-levels are distributed across intensity levels. While for GCC-PHAT pixels are highly concentrated around the 0.3 level, for the MVDR they are more evenly distributed across the different levels. This clear difference between images indicates the relevance of choosing an appropriate threshold value. Binary images generated for different thresholds are depicted in Figure 6. A trade-off between removing noise and maintaining sufficient relevant data is observed.

Next, we describe the image processing approach proposed for noise reduction, with the illustrative results of the main steps shown in Figure 7. The morphological opening operation (dilation followed by erosion \([27, 28]\)) is performed on the binary image using a square structuring element, which eliminates isolated black pixels. Most noise is removed after the opening operation, as can be observed in Figure 7c.

In this image, two main parallel curves are highlighted, indicating the presence of two dominant noise sources. The time shift between them is in accordance with the sounds emitted by sources whose distance is the average wheelbase in passenger cars. Therefore, it can be concluded that these sound components resulted from the noise
generated by the vehicle’s front and rear axles. This assumption is supported by the work presented in [14], in which a pair of loudspeakers was placed in front of the vehicle’s wheels and the resulting TDoA estimate exhibits the same pattern observed in Figure 7a.

In order to track the noise emitted by the tires of each axle separately, two distinct data sets must be provided to the curve fitting algorithm. Firstly, an “average curve” is calculated to define the points which belong to each axle. This curve is represented by the red line in Figure 7d and is obtained by averaging the indexes of the non-zero values of each column of the binary image. Then, this curve is used as the border line to separate the data into two sets. The data to the left of the average curve, represented in blue in Figure 7e, is associated with the emission of the front-axle tires (since the left curve appears ahead in time). Likewise, the data to the right of the average curve, displayed in orange in Figure 7e, is associated with the emission of the rear-axle tires. These two data sets, corresponding to the left and right pixels with respect to the average TDoA curve, respectively, are delivered to the curve fitting stage.

**Figure 5.** Images obtained with (a) GCC-PHAT and (b) MVDR single-source estimators, with respective pixel histograms in (c) and (d).

**Figure 6.** Binary images after applying the following threshold values: (a) 0.025, (b) 0.1 and (c) 0.25.
3.3 Curve fitting method

The theoretical model obtained for the TDoA in Equation (7) serves here as prototype to fit the data, and the least-squares algorithm is used as optimizer. In light of the non-linear theoretical TDoA graph in Figure 4, the curve fitting method is applied to the image resulting from the pre-processing stage using a trust region for non-linear optimization [29–32]. In addition, spurious data may not be eliminated in pre-processing and may appear as anomaly in the selected data. This is especially problematic, given the known sensitivity of least-squares algorithms to outliers. In this sense, a robust least squares approach is employed.

The cost function is weighted iteratively using bisquare weights [33, 34].

The curve parameters are initialized with random values from a Gaussian distribution. The unknown variables in Equation (7) are the instant \( t_0 \), distance \( s_y \) and the speed \( v_x \). For each of them, we can define lower and upper limits. These intervals can be used as prior knowledge for initialization by setting the mean values of the random distributions as the centers of the defined intervals. The result is a fitted curve for each data vector, as shown in Figure 7.

The fitting algorithm finds the model parameter values that minimize the mean squared error between data points.

Figure 7. Illustration of pre-processing and curve fitting results. (a) Gray-scale image; (b) binary image; (c) image after morphological opening; (d) mean TDoA curve; (e) selected data; (f) fitted curves.
and the corresponding fitted curve values. The speed is a parameter of the model of Equation (7) and is estimated directly in the optimization process. The two curves are adjusted independently and the estimated parameters, including speed, may be slightly different for each axle. For simplicity, the average value is used as speed estimate. On the other hand, the wheelbase is estimated as the distance between the fitted curves. This distance is evaluated when the delay $\tau = 0$, that is, when each axle is symmetrically in front of the microphone array. In a controlled test scenario, the optimized parameters can be compared to the actual values as a measure of the accuracy of the algorithm.

4 Experimental results

A set of experiments was conducted with signals acquired by an array of two microphones, aligned horizontally and spaced by $d = 0.25$ m. It consisted of cars passing on front of the array, one at a time, in a quiet region, without traffic and with negligible background noise, located at the Brazilian National Institute of Metrology (INMETRO), Rio de Janeiro, Brazil. Four different passenger cars were used in the experiments, as detailed in Table 1. Each car passed by the microphone array at constant speeds of around 30, 50, 60 and 70 km/h and with a distance $s_x = 2.0 \pm 0.2$ m from the array origin, as depicted in Figure 8. A GPS device placed inside the vehicle was used to estimate the speed, based on the car position and time. The vehicle wheelbases were obtained from information provided by their respective manufacturers.

The performance of the proposed system was evaluated by comparing the actual values of the speed and wheelbase of the vehicles, measured during the experiments, with the estimated ones. The speed estimates are represented by blue circles in Figure 9 for each test, while measured values are represented by red stars. Test results were sorted in ascending order of the measured speed values for visualization purposes. The average absolute error was 10.8 km/h. It can be seen in this figure that the estimation error clearly increases for higher speeds, especially for values above 50 km/h. On the other hand, if only the experiments with measured speed above 50 km/h are considered, the average absolute error increases to 18.1 km/h.

A tendency of underestimating the car velocity is observed in Figure 9, especially for speeds above 50 km/h. One possible cause could be the simplistic model used for the theoretical evolution of the TDoA over time, which assumed constant speed much smaller than the speed of sound and did not take into account the Doppler effect. The curves obtained for Test 22, which presented the largest speed error, are shown in blue in Figure 10. Despite the poor speed estimation result, the fitted curves are well adjusted to the delays obtained for the noise of the two axles of the vehicle, indicating that the error is not caused by the fitting optimization process, but by the theoretical model of the curve.

The wheelbase estimation results are presented in Figure 11 for the experiments in ascending speed order. Blue circles and red stars indicate estimated and measured values, respectively. The average estimation error was 26 cm. Unlike speed estimation, wheelbase results do not appear to be correlated to the vehicle speed. This is in agreement with the sensitivity study carried out in [13], where the increase of vehicle speed had no influence in wheelbase estimation, but caused larger mean error and standard deviation in speed estimation.

Tests 3 and 8 stand out in Figure 11 for presenting high errors. These two tests share similarities which explain the obtained result. The audio files used in Tests 3 and 8 contain sound emissions from the same vehicle, identified as Car 2 in Table 1. Car 2 emissions were also registered in Tests 4, 15, 16, 19 and 22, which resulted in estimation errors below 30 cm. However, for pass-by trials 3 and 8,
the vehicle was forced to travel in low gear and high engine speed. Engine noise is affected by engine speed [4] and could increase to a level comparable to or higher than tire noise. The proposed system assumes that the tire noise is the dominant sound source and, when this condition is not maintained, such as in Tests 3 and 8, it is expected that the estimation of delay and wheelbase will fail.

Given that the same four vehicles were used throughout the 23 experiments, an average wheelbase estimate is calculated and depicted in Figure 12. For each vehicle, blue circle indicates the wheelbase estimate averaged over all trials in which the vehicle was recorded and red star indicates the measured value. Vehicle 2 presented the highest wheelbase estimation error, equal to 32 cm, due to increased engine noise, whereas Cars 1, 3 and 4 presented errors of 14, 24 and 12 cm, respectively.

A second set of estimations is performed using measured speed values to initialize the parameters, instead of random initialization. As expected, speed estimation error decreases, as depicted in Figure 13, and the average absolute error in this scenario is 4.9 km/h. The underestimate tendency is even more noticeable, as it happens for 22 (or 95%) of the 23 tests. The increasing error for higher speeds is still present, although the absolute error for speeds above 50 km/h decreased to 7.4 km/h.

In contrast, wheelbase estimation is barely affected by this change in initialization. The estimates in Figure 14...
are almost identical to the ones in Figure 11 and the same 26 cm average error was obtained. The wheelbase is estimated as the distance between both fitted curves when $\tau = 0$. Therefore, this value is highly correlated to parameter $t_0$, which indicates the instant when the curve crosses $\tau = 0$. Speed parameter, in contrast, affects the curve slope around $t_0$ and for that reason does not present an impact on wheelbase estimates.

5 Conclusion

In this paper, we presented a method for separately tracking the axles of a two-axle vehicle using a pair of microphones. The approach is divided in two main steps: first, a time difference of arrival estimator calculates short-time cross-correlations between the microphone signals over an observation time interval, which are preprocessed and stored in a data matrix. Secondly, the matrix with the accumulated treated data is used to obtain two curves, corresponding to the direction of the tire noise of the two axles. From the curve fitting results, the speed and wheelbase of the vehicle are estimated. This modularized approach allows easier testing new algorithms and models and comparing their performance.

In the pre-processing stage, the concatenated cross-correlation data is processed altogether using image processing techniques. Thresholding and opening operations are applied to the image for noise reduction. The choice of the threshold value is critical for the overall system performance and should be further investigated and optimized. Image pixels are then separated into two data vectors, which are separately used in the two-curve fitting model. The proposed system relies on a theoretical model for the time difference of arrival which should be improved in further studies.

The results for vehicle noise tracking were satisfactory and can be applied, as intended, for obtaining source models to be used in acoustic virtual reality systems. The speed estimate is not accurate, especially at high speeds, with the absolute mean speed estimate calculated only over low speed experiments equal to 6.3 km/h and calculated over all experiments equal to 18.1 km/h. In contrast, the wheelbase estimation errors were not correlated to the speed estimation errors, with average absolute error equal to 26 cm. With this, we can continue to build improved models of virtual vehicles as sources in virtual acoustic environments.

It is planned to apply the technique in long-term measurements at busy roads. With additional methods to identify categories of vehicle types and their speeds by video annotation, the aim is to fill a database of parametric data of street vehicles.
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