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ABSTRACT In cognitive task execution, retrieval processes transfer memories from long-term storage to working memory, comprising three short-term memories—phonological loop, visuospatial sketchpad, and episodic buffer—controlled by a short-term-memory central executive. The phonological loop and visuospatial sketchpad are prominent in verbal and visuospatial information processing, respectively. Individuals differ in how they retrieve the same information. Discrimination between verbal or visuospatial memory retrieval by monitoring central executive activation is useful. Functional near-infrared spectroscopy (fNIRS) was used to assess blood volume and prefrontal lobe brain activation. Using a novel approach, blood volume during memory retrieval was obtained using fNIRS. To eliminate other factors not related to the central executive activation, a base period was observed. Dynamic range was calculated for both memory retrieval and base periods, and differences obtained at ten positions within the prefrontal lobe were used as features to discriminate between verbal and visuospatial retrieval. For discrimination, k-nearest neighbor (kNN) and support vector machine (SVM) with different kernels were applied. Our method was tested on participants in verbal/visuospatial memory retrieval experiments. As the result, accuracy, positive predictive values, and negative predictive values of kNN and SVM were 1, which indicated that the proposed method successfully discriminated between verbal/visuospatial memory retrieval through prefrontal lobe blood volume observation.

INDEX TERMS k-nearest neighbor, memory retrieval, fNIRS, support vector machine, working memory.

I. INTRODUCTION

Memory retrieval refers to the process of accessing past experiences or information that has been previously encoded and stored in the brain. During the execution of cognitive tasks, retrieval processes transfer memories from long-term storage to working memory. The relationship between memory and brain activation has been studied in numerous contexts [1]–[25]. A functional working memory model has been proposed in [1] and revised in [2]–[5], and many researchers now use the revised model [4]. The primary concept underlying the model is that an operating system called the central executive controls three short-term memory systems: the phonological loop, visuospatial sketchpad, and episodic buffer. Among these, the phonological loop and visuospatial sketchpad play prominent roles in verbal information and visuospatial information processing [4], [6], [7], respectively. The relationship between verbal and visuospatial retrieval and brain activities, including working memory, has also been experimentally researched [26]–[30]. Here, there are individual differences in whether the same information is retrieved verbally or visuospatially. Thus, it is useful to be able to discriminate between whether a person verbally or visuospatially retrieves memories by monitoring
the phonological loop and the visuospatial sketchpad activation. This knowledge can aid in developing suitable teaching materials or generating strategies for student-centered teaching in the field of education. However, monitoring both the phonological loop and visuospatial sketchpad activation requires monitoring two different parts of the brain with multiple sensors. Positioning such sensors precisely on the head would be uncomfortable for the participant. Thus, instead of monitoring both the activation of the phonological loop and the visuospatial sketchpad, here, only the central executive activation is considered for monitoring, which controls the phonological loop and visuospatial sketchpad.

Recent studies have evaluated brain activity using electroencephalography (EEG) [14], [19], [23], functional magnetic resonance imaging (fMRI) [11], [13], [16], [24], [31], functional near-infrared spectroscopy (fNIRS) [15], [17], [18], [21], [22], [32]–[36], and positron emission tomography (PET) [25]. Although fMRI and PET systems have high spatial resolution, they require a special operating environment, such as a magnetically shielded room. In contrast, although EEG and fNIRS have low spatial resolution, they can measure brain activity in normal environments such as the home. Furthermore, these approaches are noninvasive and less restrictive in terms of patient comfort. The EEG is sensitive to myoelectric signals generated due to body movements, whereas fNIRS is insensitive and robust to myoelectric signals and therefore can be used in conjunction with wearable devices. Thus, fNIRS may be particularly suitable for measuring brain activation. Furthermore, the central executive is primarily distributed in the middle prefrontal gyri of the BA46/10, BA9/44, and BA45 areas [12], making the central executive conveniently accessible for fNIRS analysis. Therefore, we know which regions of the brain to focus on when performing verbal/visuospatial memory retrieval discrimination.

In regard to verbal memory retrieval and blood volume measured by fNIRS, Herrmann MJ et al. investigated the blood oxygenation changes associated with the execution of the verbal fluency test (VFT) in the left and right prefrontal brain areas [26]. They found a significant increase in oxyhemoglobin (oxy-Hb) and a significant decrease in deoxyhemoglobin (deoxy-Hb) during the execution of the VFT over both hemispheres. Huang et al. showed different patterns of brain functional connectivity during the two VFT types, which was consistent with the different cognitive requirements of each task [27]. They demonstrated increased brain functional connectivity over the frontal and temporal regions during the letter fluency task than during the category fluency task. With regard to visuospatial memory retrieval and blood volume measured by fNIRS, Ayaz et al. showed that frontal cerebral oxygenation measured by fNIRS increases with the working memory load [28]. Nakahachi et al. measured relative changes in the concentration of oxy-Hb in the frontal area using fNIRS during the Advanced Trail Making Test (ATMT), a tool used to assess visuospatial working memory [29]. The ATMT consists of two tasks, and they showed that channel activation of both tasks was observed at different locations. The more ventral lateral regions exhibited more sustained activity during face working memory delays than during spatial working memory delays, whereas the region in the superior frontal sulcus demonstrated more sustained activity during spatial working memory delays. In contrast, the regions in the medial wall showed equivalent levels of sustained activity during both types of visual working memory delays. Furthermore, in research related to blood volume in both verbal and visuospatial memory retrieval, McKendrick et al. continuously monitored trainees with fNIRS while they performed a dual verbal–spatial working memory task [30]. They observed nonlinear increases in the left dorsolateral prefrontal cortex and right ventrolateral prefrontal cortex with increased exposure to working memory training. The findings of these studies imply that verbal and visuospatial memory retrieval could be discriminated by observing blood volume.

In [35], [36], the various types of tasks to be discriminated from brain activity measured by fNIRS and the classifier used for task discrimination are comprehensively reviewed. The k-nearest neighbor (kNN) has been proposed as a non-parametric method to discriminate tasks from the blood volume measured by fNIRS. Conversely, linear discriminant analysis [33], [34], and threshold-based partial least squares discriminant analysis have been proposed as linear discrimination methods; quadratic discriminant analysis, artificial neural network, support vector machine (SVM) [34], and extreme learning machine as nonlinear discrimination methods; and the hidden Markov model and naïve Bayes classifier as probabilistic discrimination methods. These methods do not discriminate between verbal and visuospatial memory retrieval.

Against this backdrop, in this study, a novel method is proposed that can discriminate between a person retrieving memories verbally or visuospatially by utilizing the measured blood volume via fNIRS to evaluate brain activation in the prefrontal lobe, where the central executive function is located. To eliminate other factors not related to the central executive activation, such as muscle activation, a base period is also observed. The dynamic range is calculated for both the memory retrieval and base periods. The differences in the dynamic ranges obtained at ten positions within the prefrontal lobe are used as features to discriminate between verbal and visuospatial memory retrieval. For discrimination methods, kNN and SVM with different kernels was used. The accuracy, positive predictive values (PPVs), and negative predictive values (NPVs) of kNN and SVM were compared in the verification experiment.

II. PROPOSED METHOD
In this section, a model representing how the central executive affects the blood volume during memory retrieval is proposed along with a signal processing approach that can discriminate between whether a person retrieves memories verbally or visuospatially based on the blood volume...
measured via fNIRS. Fig. 1 shows the complete relation schematic of the model and the signal processing method.

A. MODEL RELATING CENTRAL EXECUTIVE AND BLOOD VOLUME IN PREFRONTAL LOBE DURING MEMORY RETRIEVAL

During the memory retrieval process, the central executive controls the information flow from the phonological loop, visuospatial sketch pad, and episodic buffer [4].

Here, a model is proposed that represents how the operation of the central executive affects the blood volume during memory retrieval. The left panel in Fig. 1 shows the proposed model of the central executive and the corresponding blood volume changes based on memory retrieval. In this study, to construct the model, assumptions (A1) and (A2) are made regarding the central executive and the blood volume.

(A1): Activation of the central executive affects the dynamic range of blood volume during memory retrieval.

(A2): The distribution pattern of the dynamic blood volume range in the prefrontal lobe differs depending on the type of memory retrieval process.

The results of [26], [28], [30] indicate that cerebral blood flow increases or decreases during the recall process, regardless of verbal or visuospatial recall. Therefore, to consider the characteristics, (A1) is assumed. In (A1), the activation of the central executive affects the blood volume during control of information arising due to memory retrieval, particularly the dynamic blood volume range around the prefrontal lobe where the central executive is located. Let $X_i(t)$ ($i = 1, 2, \ldots, n$) be the blood volume with index $i$, which indicates an anatomical location/position on the prefrontal lobe, and $t$ and $n$ denote continuous time and the total number of locations, respectively, in the prefrontal lobe. Hence, the dynamic range is represented as $\text{Max}\{X_i(t)\} - \text{Min}\{X_i(t)\}$. In addition, the results of [27], [29] indicate that the location in which the cerebral blood flow changes vary depending on verbal and visuospatial recall. Therefore, to consider the characteristics, (A2) is assumed. In (A2) because the working pattern for controlling the information flow of the central executive is different depending on the type of memory retrieval, the distribution pattern of the dynamic range at each location $i$ around the prefrontal lobe also differs depending on the type of memory retrieval. In addition, the blood volume is influenced by other factors not related to the activation of the central executive, such as muscle activation. Let $N_i(t)$ denote the blood volume due to these other factors, which also affect the dynamic range, as $\text{Max}\{N_i(t)\} - \text{Min}\{N_i(t)\}$. Therefore, the blood volume $R_i(t)$, which is observable at location $i$ during memory retrieval, can be represented as $R_i(t) = X_i(t) + N_i(t)$, and the dynamic range $\text{Max}\{R_i(t)\} - \text{Min}\{R_i(t)\}$ can be represented as follows:

$$\text{Max}\{R_i(t)\} - \text{Min}\{R_i(t)\} = [\text{Max}\{X_i(t)\} - \text{Min}\{X_i(t)\}] + [\text{Max}\{N_i(t)\} - \text{Min}\{N_i(t)\}]$$

(1)

B. SIGNAL PROCESSING TO DISCRIMINATE BETWEEN VERBAL AND VISUOSPATIAL MEMORY RETRIEVAL FROM BLOOD VOLUME MEASURED BY fNIRS

In this section, a signal processing flow is proposed that can help discriminate between whether a person retrieves
memories verbally or visuospatially, from the blood volume measured by fNIRS. The right panel in Fig. 1 shows the signal processing schematic/method utilized after obtaining the blood volume using fNIRS.

1) DEFINITION OF INDICES BASED ON DYNAMIC BLOOD VOLUME RANGE

To discriminate memory retrieval based on assumptions (A1) and (A2), the dynamic range $\text{Max}\{X_i(t)\} - \text{Min}\{X_i(t)\}$ is obtained at each location around the central executive, and discrimination between verbal and visuospatial memory retrieval is performed by studying the distribution pattern of the dynamic range in the prefrontal lobe.

To obtain $\text{Max}\{X_i(t)\} - \text{Min}\{X_i(t)\}$, the blood volume $R_i(t)$ is measured, which contains both $X_i(t)$ and $N_i(t)$, via fNIRS. The fNIRS probes were attached to the left and right BA46 regions and the center of the BA10 region of the brain. In the international 10–20 system, these positions correspond to the upper F7-Fpz-F8 line. Hence, the fNIRS probes cover the central executive regions. These probes measure oxy-Hb and deoxy-Hb. Here, oxy-Hb is used as the regional cerebral blood volume of dimension $[\text{m(mol/l/mm]}]$. Let $R_i(k)$ be the discrete time series signal of the blood volume measured by fNIRS at $n$ points (channels) on the prefrontal lobe during memory retrieval. Parameter $k$ represents a discrete time period with sampling interval $\Delta t$. Because $R_i(k)$ contains both $X_i(k)$ and $N_i(k)$, $\text{Max}\{R_i(k)\} - \text{Min}\{R_i(k)\}$ also includes both $\text{Max}\{X_i(k)\} - \text{Min}\{X_i(k)\}$ and $\text{Max}\{N_i(k)\} - \text{Min}\{N_i(k)\}$. Hence, to obtain $\text{Max}\{X_i(t)\} - \text{Min}\{X_i(t)\}$ from the measured $R_i(k)$, the base period signal $B_i(k)$ is introduced, which can negate the influence of $N_i(k)$. Next, the indices $S_i$ are defined as follows:

$$S_i = [\text{Max}\{R_i(k)\} - \text{Min}\{R_i(k)\}] - [\text{Max}\{B_i(k)\} - \text{Min}\{B_i(k)\}]. \tag{2}$$

From (1) and (2), when the value of $\text{Max}\{B_i(k)\} - \text{Min}\{B_i(k)\}$ approximates $\text{Max}\{N_i(k)\} - \text{Min}\{N_i(k)\}$, the indices $S_i$ also approximate $\text{Max}\{X_i(k)\} - \text{Min}\{X_i(k)\}$. The indices $S_i$ were obtained at $n$ points on the prefrontal lobe. These are the indices that correspond to assumption (A1) in the signal processing approach.

2) METHODS FOR DISCRIMINATING BETWEEN VERBAL AND VISUOSPATIAL MEMORY RETRIEVAL

To discriminate between verbal and visuospatial memory retrieval via the distribution pattern of $S_i$ at each location, a discrimination method was applied. Let $F = [S_1, S_2 \ldots, S_i]^T$ be an input vector for the discrimination method and $y$ be a function that receives the input vector $F$. Let 0 and 1 be labels for verbal memory retrieval and visuospatial memory retrieval, respectively. The output of $y$ is 0 for verbal memory retrieval and 1 for visuospatial memory retrieval. The kNN and SVM are compared as discrimination methods. In the kNN case, $y$ is expressed in (3), where $k_{nn}$ denotes the number of training data nearest to the test data for kNN:

$$y = \begin{cases} 0, & \text{if } k_{nn} - \text{nearest neighbor (s) are 0} \\ 1, & \text{if } k_{nn} - \text{nearest neighbor (s) are 1} \end{cases} \tag{3}$$

In the case of the SVM, $y$ is expressed as follows:

$$y = \begin{cases} 0, & f(F) < 0 \text{ (Verbal memory retrieval)} \\ 1, & f(F) \geq 0 \text{ (Visuospatial memory retrieval)} \end{cases}, \tag{4}$$

$$f(F) = \sum_{j=1}^{N_s} \alpha_j y_j K(F^TF_j) + b. \tag{5}$$

The parameter $N_s$ in (5) represents the total number of support vectors. The Lagrange multiplier $\alpha$ and bias $b$ are calculated by means of an optimization that maximizes the soft margin. Further, $K(F^TF_j)$ in (5) denotes an SVM kernel. The application of the SVM to $S_i$ distributed around the prefrontal lobe to discriminate between verbal or visuospatial memory retrieval is the processing that corresponds to the (A2) assumption in the signal processing approach.

III. VERIFICATION EXPERIMENTS

To verify the feasibility of the proposed method, verification experiments were conducted.

A. EXPERIMENTAL PROCEDURES

The experiments consisted of a verbal memory retrieval experiment and a visuospatial memory retrieval experiment.

1) VERBAL MEMORY RETRIEVAL EXPERIMENT

The verbal memory retrieval experiment needed to produce only verbal memory retrieval; accordingly, a VFT [37] that has been utilized in studies was used to assess the relationship between verbal function and brain activity [26], [27], [38]–[43]. In the experiment, one letter was presented to participants, who were required to generate as many words as possible in a given time interval that began with the letter presentation. The blood volume measured by fNIRS during the VFT contained not only a memory retrieval component but also a verbalization component.

Fig. 2 shows the experimental paradigm for the verbal retrieval experiment. At the start of the experiment, the experimenter instructed the participant to perform the experimental procedure and attached the headset for fNIRS measurement to the participant. The participant was asked to rest for some time as a mental preparation while the experimenter began the fNIRS measurement. After the baseline fNIRS was calibrated for 10 s during the participant’s rest period, recording of blood volume began. To measure the blood volume associated with brain activation due to verbalization, each participant was asked to repeatedly produce meaningless sounds for 60 s. The recording over the last 10 s was used as the base period signal $B_i(k)$. Next, the participant was asked to work on the VFT. One letter was presented to the participants, who generated words that began with this letter for 20 s as one trial.
because the preliminary research showed that participants could continuously retrieve words throughout the 20 s. The participants repeated the trial three times; therefore, the total test time was 60 s. Different letters were applied for each trial. The VFT and fNIRS measurements were completed after the third trial. The signal obtained over this 60-s period was defined as the retrieval period signal $R_i(k)$. The experimenter then removed the headset from the participant and ended the verbal retrieval experiment.

2) VISUOSPATIAL MEMORY RETRIEVAL EXPERIMENT
The visuospatial memory retrieval experiment was required to produce only visuospatial memory retrieval. Accordingly, the Rey–Osterrieth complex figure (ROCF) test was used [44]. This test has been used in studies that aim to assess visuospatial memory [45]–[51]. Fig. 3 shows the complex figure used in the test.

Fig. 4 shows the experimental paradigm for the visuospatial retrieval experiment. The experimental procedures performed before the ROCF test are the same as those performed in the verbal retrieval experiment. Next, the participant was asked to work on the ROCF test. To measure brain activation artifacts associated with drawing the figure, participants were required to copy a complex figure. The blood volume during copying was measured by fNIRS, and the last 10 s of the measured signal was defined as the base period signal $B_i(k)$. After copying the figure, the participants waited for 3 min. After the 3-min period, the participants drew the same figure, but from memory this time. A time limit of 60 s was imposed, and the blood volume signal produced over this period was defined as $R_i(k)$. The experimenter removed the headset from the participant, which ended the visuospatial retrieval experiment.

In the verification experiment, it was preferable that the participant performed only recall during the measurement. In the ROCF test, the measurement time was set to 60 s because it was known from the preliminary experiment that it would take more than 60 s. In the VFT, the test duration was set to three trials for 60 s because it was known from the previous experiment that participants always recall the information within 20 s. If the number of trials was smaller than that, recall would be delayed, which was not ideal.

B. SETUP FOR VERIFICATION EXPERIMENTS AND PARTICIPANTS
In the experiment, the WOT-100 fNIRS setup by Hitachi Co. was used for fNIRS measurements; Fig. 5 shows the sensor locations. This wearable headset device has 10 channel probes (i.e., the number of points on the prefrontal lobe $n$ is 10 in this experiment) that cover the right and left BA46 and BA10 regions. In this study, all of the detection points were set to prevent any interference due to hair. The array of lower probes measuring channels 3, 6, and 9 was positioned along the F7-Fpz-F8 line of the international 10–20 system. Channels 1–3, 4–7, and 8–10 cover BA46 (right), BA10, and BA46 (left), respectively. This wearable headset device measures both oxy-Hb and deoxy-Hb. In this experiment, the oxy-Hb was used as the blood volume. The sampling interval $\Delta t$ was set to 0.2 s. Fig. 6 shows the experimental environment. The experiment was conducted in an ordinary
room that was quiet enough for participants to concentrate on the task. As shown in Fig. 6, the participants wore the fNIRS system, and a black hood was used to cover it to prevent interference from ambient light. The participants were 20 healthy Japanese university engineering students (7 females and 13 males), aged 20 to 23. All experiments were performed in accordance with the program checked and approved by the Life Science Committee of Aoyama Gakuin University (permission No. M15-17). All participants provided informed consent. For all 20 participants, 10 indices \(S_1, S_2, \ldots, S_{10}\) were calculated for all 10 channels observed, and input vectors \(F\) were obtained for the verbal and visuospatial memory retrieval experiments. Hence, a total of 40 input vectors were obtained.

C. EVALUATION METHOD

The results of the discrimination by kNN or SVM were evaluated using a cross-validation method. A 20-fold cross-validation was performed. For each fold, among all 20 participants’ 40 input vectors, 19 participants’ input vectors \(F\), obtained from both verbal and visuospatial memory retrieval experiments (i.e., 38 input vectors), were used for training data. After training the kNN or SVM, one participant’s two input vectors \(F\), which were not used in training, were used as test data. The above procedure was repeated for all participants. The kNN or SVM discriminated between whether \(F\) represented verbal or visuospatial memory retrieval. The discrimination result was considered correct if the discriminated memory retrieval matched the actual memory retrieval.

IV. EXPERIMENTAL RESULTS

A. TYPICAL RESULTS OF BLOOD VOLUME MEASURED BY fNIRS FOR EACH EXPERIMENT

Figs. 7 to 12 show 10 blood volume signals for three participants, as measured by fNIRS.

Figs. 7 and 8 show typical examples with one participant during verbal and visuospatial memory retrieval experiments. In Fig. 7, the blue line represents the blood volume corresponding to the participant repeatedly producing meaningless sounds for 60 s, and the red line represents the blood volume corresponding to the generation of words with the same initial letter by the participant. The signal in the period from 50 to 60 s is used as the base period signal \(B_i(k)\), and otherwise, the results of the discriminated memory retrieval were interpreted as incorrect. Finally, the true positive (TP), true negative (TN), false positive (FP), and false negative (FN) values, were aggregated and calculated Accuracy, PPV, and NPV were calculated as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN},
\]

\[
\text{PPV} = \frac{TP}{TP + FP},
\]

\[
\text{NPV} = \frac{TN}{TN + FN}.
\]

In our experiments, \(k_{nn} = 1, 3, 5, \) and 10 was applied for kNN; and linear, quadratic, polynomial, and Gaussian kernels were applied for the SVM. Subsequently, the above-mentioned parameters of Accuracy, PPV, and NPV were calculated for each \(k_{nn}\) and kernel.
**FIGURE 7.** Sample blood volume signals measured by functional near-infrared spectroscopy (fNIRS) topography during the verbal memory retrieval experiment. The period from 0 to 60 s, represented by the blue line, shows the blood volume corresponding to the participant repeatedly producing meaningless sounds; and the signal from 50 to 60 s is used as the base period signal $B_i(k)$. After the production of meaningless sounds, the participants generated words whose initial letter was the same as the letter shown on the PC display from 60 to 120 s. The red line, representing the blood volume during the verbal fluency test, is used as the verbal memory retrieval period signal $R_i(k)$.

**FIGURE 8.** Sample blood volume signals measured by functional near-infrared spectroscopy (fNIRS) topography during the visuospatial memory retrieval experiment. In the period from 0 to 60 s, the participant copied the Rey–Osterrieth complex figure. The blue line represents the blood volume during the copying, and the signal of the period from 50 to 60 s is used as the base period signal $B_i(k)$. After copying the figure, the participant waited for 3 min. The waiting period is represented by the green line from 60 to 240 s. From 240 to 300 s, the participant drew the same figure from memory. The red line, which represents the blood volume during the Rey–Osterrieth complex figure test, is used as the visuospatial memory retrieval period signal $R_i(k)$. 
the period from 60 to 120 s is used as the verbal memory retrieval period signal $R_i(k)$. As shown in Fig. 7, when compared with the 10 measured signals, the amplitudes of the signals during the verbal memory retrieval period are different in each region. The amplitudes of signals from ch1–6, located at the right BA46 and BA10 regions, vary within the range 0.1–0.2 m(mol/l)mm. The signal amplitudes of ch7–10, located on the left BA46 region, vary within the range 0.25–0.4 m(mol/l)mm. In Fig. 8, the blue line represents the blood volume corresponding to the interval when the participant copied the ROCF. The green line represents the volume corresponding to the participant waiting for 3 min, and the red line represents the blood volume corresponding to the participant drawing the same complex figure from memory. The signal from the period of 50 to 60 s is used as the base period signal $B_i(k)$, and that from 240 to 300 s is used as the visuospatial memory retrieval signal $R_i(k)$. As shown in Fig. 8, the 10 measured signals can be classified into two patterns. One pattern is that $R_i(k)$ increases for 30 s after the beginning of drawing and subsequently decreases. This pattern is recorded in ch1–4, located in the right BA46 region. The second pattern is that $R_i(k)$ gradually decreases toward the end of the experiment; this pattern is recorded in ch5–7 and ch9–10, which are located in the BA10 and left BA46 regions, respectively.

Figs. 9 and 10 show typical examples with another participant during verbal and visuospatial memory retrieval experiments. As shown in Fig. 9, the minimum values of $R_i(k)$ are observed at approximately 100 s in the right hemisphere (ch1–5) including BA46 and at approximately 80 s in ch6–8. In addition, the averages of the dynamic range were moderately different, 0.55 m(mol/l)mm for...
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig11}
\caption{Sample blood volume signals of a different participant from that of Figs. 7 and 8 measured by functional near-infrared spectroscopy (fNIRS) topography during the verbal memory retrieval experiment.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig12}
\caption{Sample blood volume signals of a different participant from that of Figs. 7 and 8 measured by functional near-infrared spectroscopy (fNIRS) topography during the visuospatial memory retrieval experiment.}
\end{figure}

ch1–5 and 0.89 m(mol/l)mm for ch6–8. In ch1–4 of Fig. 10, $R_i(k)$ increases for 30 s after the beginning of drawing and subsequently decreases, as confirmed in Fig. 7. In this case, this tendency is confirmed in ch5–10 and ch1–4. The average dynamic ranges for ch1–5 and ch6–8 were 0.48 m(mol/l)mm and 0.74 m(mol/l)mm, respectively.

Figs. 11 and 12 show typical examples with another participant during verbal and visuospatial memory retrieval experiments. As shown in Fig. 11, the blood volume $R_i(k)$ tends to increase throughout the verbal retrieval interval in channels except for ch7, whereas $R_i(k)$ decreases significantly at 100 s in ch7. Moreover, the averages of the dynamic range for BA46 (right), BA10, and BA46 (left) were 0.74, 0.75, and 0.90 m(mol/l)mm, respectively. In Fig. 12, the tendency of $R_i(k)$ to increase after the beginning and subsequently decrease is observed in all channels. The average dynamic ranges for BA46 (right), BA10, and BA46 (left) were 0.74, 0.75, and 0.90 m(mol/l)mm, respectively.

B. DISCRIMINATION RESULTS BY kNN AND SVM

Table 1 lists the results for parameters TP, TN, FP, and FN obtained via cross-validation for $k_{nn} = 1, 3, 5,$ and 10. The rows list the actual types of memory retrieval and the columns the discriminated types of memory retrieval obtained using our method. The Accuracy, PPV, and NPV are also listed in each table. In Table 1, cases (a), that is, the cases of $k_{nn} = 1$ because all test data are correctly discriminated, TP and TN = 20, whereas FP = FN = 0. Hence, Accuracy = 1, PPV = 1, and NPV = 1. Similarly, in cases (b), (c), and (d), all test data are correctly discriminated. There was no difference in Accuracy, PPV, and NPV between $k_{nn} = 1, 3, 5,$ and 10.
Table 1 provides a summary of the confusion matrices and overall accuracy, PPV, and NPV for kNN.

| Actual types of memory retrieval | TP = 20 | FN = 0 | TN = 20 | FP = 0 |
|---------------------------------|---------|--------|---------|--------|
| Verbal                          |         |        |         |        |
| Visuospatial                    |         |        |         |        |

Accuracy = 1, PPV = 1, NPV = 1.

V. DISCUSSION

The loop and visuospatial sketchpad are indispensable components of verbal and visuospatial working memory, respectively. Because the phonological loop is located near the cortex in the Sylvian fissure, the insular cortex in the temporal lobe, supramarginal gyrus, and Broca’s area, which are primarily located in the frontal lobe, brain activation in the prefrontal lobe increases markedly during verbal memory retrieval, and our proposed activation index becomes large. In contrast because the visuospatial sketchpad is located in the temporal, parietal, and occipital lobes, the prefrontal lobe is relatively quiescent during visuospatial memory retrieval, and our proposed index is small. Hence, our results indicate that the index defined in (2) discriminated between verbal and visuospatial memory retrieval with great accuracy, independent of the discrimination methods used.

Because there are no existing studies on discriminating between verbal and visuospatial retrieval, a direct comparison with existing methods is not feasible. However, from the cerebral blood volume compiled in [33]–[36], it appears that the existing studies report discrimination accuracies ranging from 0.557 to 0.966 for the other task discrimination (excluding verbal and visuospatial retrieval). In this study,
TABLE 2. Confusion matrices and overall Accuracy, PPV, and NPV for each kernel.

(a) Linear kernel

| Actual types of memory retrieval | Discriminated types of memory retrieval by SVM | Accuracy = 1, PPV = 1, NPV = 1 |
|--------------------------------|---------------------------------------------|--------------------------------|
| Verbal                        | TP = 20, FN = 0                             | (a) Linear kernel              |
| Visuospatial                  | FP = 0, TN = 20                             |

(b) Quadratic kernel

| Actual types of memory retrieval | Discriminated types of memory retrieval by SVM | Accuracy = 0.95, PPV = 0.91, NPV = 1 |
|--------------------------------|---------------------------------------------|-----------------------------------|
| Verbal                        | TP = 20, FN = 0                             | (b) Quadratic kernel              |
| Visuospatial                  | FP = 2, TN = 18                             |

(c) Polynomial kernel

| Actual types of memory retrieval | Discriminated types of memory retrieval by SVM | Accuracy = 1, PPV = 1, NPV = 1 |
|--------------------------------|---------------------------------------------|--------------------------------|
| Verbal                        | TP = 20, FN = 0                             | (c) Polynomial kernel            |
| Visuospatial                  | FP = 0, TN = 20                             |

(d) Gaussian kernel

| Actual types of memory retrieval | Discriminated types of memory retrieval by SVM | Accuracy = 0.9, PPV = 0.83, NPV = 1 |
|--------------------------------|---------------------------------------------|-----------------------------------|
| Verbal                        | TP = 20, FN = 0                             | (d) Gaussian kernel               |
| Visuospatial                  | FP = 4, TN = 16                             |

an accuracy of one was achieved, which could be interpreted as an encouraging result.

Furthermore, among the fNIRS-based classification methods compiled in [35], [36], the most frequent feature was the mean value. To analyze the novelty and improvement of the proposed method, the performance was evaluated using the same dataset by setting mean values as the features instead of the dynamic range used in our proposed method. As for the SVM, Accuracy, PPV, and NPV were 0.60, 0.60, and 0.60 for (a) linear kernel; 0.68, 0.62, and 0.82 for (b) quadratic kernel; 0.63, 0.58, and 0.78 for (c) polynomial kernel; and 0.75, 0.73, and 0.78 for (d) Gaussian kernel. As for kNN, Accuracy, PPV, and NPV were 0.53, 0.52, 0.57 for \( k_{nn} = 1 \), 0.60, 0.56, 0.75 for \( k_{nn} = 3 \), 0.53, 0.51, 0.60 for \( k_{nn} = 5 \), and 0.50, 0.50, 0.50 for \( k_{nn} = 10 \). The experimental results show that the dynamic range is appropriate for verbal and non-verbal retrieval discrimination.

In the evaluation experiment for verbal retrieval, the trials were set with different initial letters lasting for 20 s each. The effects of different initial letters and duration among the trials are still open questions. Our future work will elucidate these dependencies. Furthermore, for the features used in the discrimination methods, 10 indices were obtained, \( S_1, S_2, \ldots, S_{10} \), which were calculated for all 10 channels observed. The features from the 10 channels were used for classification. It is possible to reduce the number of features, which is also one of our future projects.

VI. CONCLUSION

In this study, a method that can discriminate between verbal and visuospatial memory retrieval was described by using prefrontal blood volume. We used fNIRS to evaluate brain activity while participants retrieved memories, and an index that used fNIRS signals to reflect the type of memory retrieval process was defined. The index was used in a kNN classifier or SVM that discriminated between verbal and visuospatial memory retrieval. As a result, for all \( k_{nn} = 1, 3, 5, \) and 10 for the kNN and for both the linear and polynomial kernels for the SVM, the values of Accuracy, PPV, and NPV were 1.

Our experimental results indicate that this method may be applied to fields such as education (to develop suitable teaching materials or customize teaching) and neuromarketing. One topic for our future work includes the evaluation of the perfect-pitch teaching method for children.
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