Numerical analysis of shock wave and supersonic turbulent boundary interaction between adiabatic and cold walls
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ABSTRACT

Direct numerical simulations of shock wave and supersonic turbulent boundary layer interaction in a 24° compression ramp with adiabatic and cold-wall temperatures are conducted. The wall temperature effects on turbulence structures and shock motions are investigated. The results are validated against previous experimental and numerical data. The effects of wall cooling on boundary layer characteristics are analysed. Statistical data show that wall cooling has a significant effect on the logarithmic region of mean velocity profile downstream the interaction region. Moreover, the influence of wall temperature on Reynolds stress anisotropy is mainly limited in the near-wall region and has little change on the outer layer. As the wall temperature decreases, the streamwise coherency of streaks increases. Based on the analysis of instantaneous Lamb vector divergence, the momentum transport between small-scale vortices on cold-wall condition is significantly enhanced. In addition, spectral analysis of wall pressure signals indicates that the location of peak of low-frequency energy shifts toward higher frequencies in cold case. Furthermore, the dynamic mode decomposition results reveal two characteristic modes, namely a low-frequency mode exhibiting the breathing motion of separation bubble and a high-frequency mode associated with the propagation of instability waves above separation bubble. The shape of dynamic modes is not sensitive to wall temperature.

1. Introduction

Shock wave and turbulent boundary layer interaction (SWTBLI) is an important fundamental aerodynamic problem, owing to its wide range of applications in the development of high-speed vehicles. The SWTBLI problem has been investigated extensively by experimental and numerical methods during the past 60 years.

Settles and Fitzpatrick \cite{1} performed an experimental study to detail the interaction in compression ramp with increasing compression angle. The effects of shock strength on mean velocity profile and wall pressure were studied. Erengil and Dolling \cite{2} investigated the unsteadiness in a Mach 5, 28° separated compression ramp under approximately
adiabatic wall conditions. The measured fluctuating wall pressure indicated that the unsteady motion of shock wave correlated with an expanding and contracting motion of bubble. Selig et al. [3] studied the change of turbulence structure through the interaction in compression ramp. A small correlation was found between turbulence amplification and unsteady shock motion. Above experiments were almost performed at relatively high Reynolds number. Recently, Bookey et al. [4] studied a compression ramp at Mach 2.9 and turning angle of 24°. This low Reynolds number experiment was within the reach of direct numerical simulation (DNS). Therefore, the obtained experimental database, including separation and reattachment points, mean wall pressure and velocity profiles, was used extensively to validate the DNS results.

Nowadays, DNS is playing a very important role in the studies of SWTBLI. The first DNS of compression ramp was performed by Adam [5] at Mach = 3 and \( R_e = 1685 \). The deflection angle was 18°. The origin of unsteady large-scale shock wave motion was analysed in detail using their DNS data. However, due to the limited Reynolds number, Adam’s results cannot be validated by experiments. Wu and Martin [6] carried out a DNS of 24° compression ramp at Mach 2.9 and \( R_e = 2300 \), matching the inflow conditions in experiment of Bookey et al. [4]. Their DNS results have shown good agreement with the experimental data. A feedback loop was proposed to explain the low–frequency (LF) unsteadiness of shock motion in their simulation [7]. Moreover, Martin et al. [8] studied the evolution of turbulence structure through compression ramp, including structure angle, streaks and hairpin packets. In addition, Ringuette et al. [9] used the same DNS data obtained by Wu and Martin [6] to analysis the effect of Reynolds number on wall pressure fluctuation and turbulence amplification.

Most previous studies of shock and turbulent boundary interaction have focused on adiabatic wall conditions. Actually, the change of wall temperature can have a significant impact on the interaction. Jaunet et al. [10] performed an experimental study of heated shock wave and boundary layer interaction, and the length and timescales of interaction were investigated. Recently, Zhu et al. [11] have studied the effect of wall temperature on the size of separation bubble in compression ramp and a semi-theoretical formula was proposed. Bernardini et al. [12] studied the heat transfer and wall temperature effects in SWTBLI. However, the research of wall temperature effect on the shock motion and turbulent fluctuations is still scarce.

In this paper, DNSs of shock wave and supersonic turbulent boundary layer interaction in a 24° compression ramp with adiabatic and cold-wall temperature conditions are conducted to study the effect of wall temperature on the shock motions and turbulent structures. The adiabatic case is chosen to approach the experiment of Bookey et al. [4] and DNS of Wu et al. [6]. The obtained DNS results are validated against experimental measures and previous numerical data.

2. Simulation details

The compressible Navier–Stokes equations in curvilinear coordinates are employed:

\[
\frac{\partial U}{\partial t} + \frac{\partial (F_C + F_v)}{\partial \xi} + \frac{\partial (G_C + G_v)}{\partial \eta} + \frac{\partial (H_C + H_v)}{\partial \zeta} = 0
\]
where $U$ denotes the conservative variables, $F_c$, $G_c$ and $H_c$ denote the convective terms in the $\xi$, $\eta$ and $\zeta$ directions. $F_v$, $G_v$ and $H_v$ are the corresponding viscous terms. The viscous stress and heat flux in viscous terms are obtained from the following Newtonian and Fourier models:

$$
\sigma_{ij} = \frac{2\mu}{Re} \left[ \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{1}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right]
$$

$$
q_j = -\frac{\mu}{(\gamma - 1) \text{Re} \text{Pr} M_{\infty}^2} \frac{\partial T}{\partial x_j}
$$

where the perfect gas is selected as the working fluids. The temperature dependence of $\mu$ is based on Sutherland’s law, and the thermodynamic variables are linked by the ideal gas law:

$$
\mu(T) = T^{3/2} (1 + 0.82)/(T + 0.82), \quad p = \frac{\rho T}{\gamma M_{\infty}^2}
$$

An optimised weighted essentially non-oscillatory scheme proposed by Martin and Taylor [13] is used for the convective terms and an eighth-order central scheme for the viscous terms. Due to the symmetry stencils, the numerical dissipation of optimised scheme is very small, which is beneficial to resolve small-scale fluctuations. This scheme has been widely used in previous DNS of SWTBLI [6,7,9,11]. The temporal integration is conducted by using the explicit third-order Runge–Kutta method.

The free-stream Mach number $M_{\infty}$ is 2.9 and the free-stream temperature $T_{\infty}$ is 108.1 K. Thus, the corresponding recovery temperature $T_r$ at wall is about 269.5 K. In the present simulation, the wall temperature ratios $T_w/T_r$ for adiabatic case and cold case are 1.1 and 0.6, respectively. Details of inflow free-stream and boundary layer parameters are both listed in Table 2.

The laminar profiles obtained from auxiliary simulation for flat-plate boundary layer under the same free-stream flow and wall temperature are used as inflow boundary conditions. Turbulence is triggered by the wall-normal blowing and suction perturbation proposed by Pirozzoli et al. [14]. In both cases, the parameters of perturbation, including streamwise location, amplitude and frequency, are the same with our previous work [15]. Periodic conditions are used in the spanwise direction. At the outlet and upper boundary, a non-reflecting boundary condition is used to avoid the reflection of small disturbances. In addition, a buffer region with progressively coarsening grid near the outlet is also used to further minimise the disturbances. Along the wall, the non-slip and isothermal wall conditions are applied.

Figure 1 shows the computational domain for both cases. The ramp corner is placed at $x = 0$. The turning angle of compression ramp is $24^\circ$. The streamwise domain is partitioned into two zones: laminar-transition zone and interaction region. In the present simulations, the boundary layer thickness $\delta$ at reference station labelled in Figure 1 is used as the reference length. The reference station is selected at $x = -35$ mm, where the flow is fully developed turbulence in both cases. Details of domain size and grid resolution are reported in Table 1, where $L_x$, $L_y$ and $L_z$ indicate the length of domain in the streamwise, wall-normal and spanwise directions, respectively. $N_x \times N_y \times N_z$ represents the corresponding number
Table 1. Domain size and grid resolution.

| Wall condition | $N_x \times N_y \times N_z$ | $L_x \times L_y \times L_z$ (mm) | $\Delta x^+$ | $\Delta y_w^+$ | $\Delta z^+$ |
|----------------|----------------------------|---------------------------------|-------------|-------------|-------------|
| Adiabatic      | 2160 $\times$ 160 $\times$ 140 | 386.6 $\times$ 35 $\times$ 14   | 3.74        | 0.43        | 4.28        |
| Cold           | 3000 $\times$ 200 $\times$ 200 | 386.6 $\times$ 35 $\times$ 14   | 5.74        | 0.57        | 8.01        |

Figure 2. Computational mesh.

Table 2. Inflow free-stream and boundary layer parameters at the reference station.

| Wall condition | $M_{in}$ | $T_{in}$ (K) | $T_w$ (K) | $\Delta$ (mm) | $H$ | $Re_{\theta}$ | $C_f$ |
|----------------|----------|--------------|-----------|---------------|-----|---------------|-------|
| Adiabatic      | 2.9      | 108.1        | 307       | 6.5           | 5.02| 2288          | 0.00256 |
| Cold           | 2.9      | 108.1        | 102       | 6.2           | 3.42| 2623          | 0.00271 |

of grid points. The computational mesh is sketched in Figure 2. For better visualisation, the mesh is plotted every five points in both streamwise and wall-normal direction. As shown in Figure 2, the grid points are concentrated in the interaction region ($-35 \text{ mm} \leq x \leq 35 \text{ mm}$) and near-wall region in the wall-normal direction. The grid points are equally spaced in the spanwise direction. In terms of wall units at reference station, the grid resolution in the interaction region of compression ramp for both cases is also given in Table 1.

Table 2 lists the boundary layer parameters at the reference station, where $\delta$, $H$, $Re_{\theta}$ and $C_f$ denote the boundary layer thickness, the shape factor of boundary layer, Reynolds number based on the momentum thickness and skin-friction coefficient, respectively. It must be pointed out that the boundary layer thickness $\delta$ shown in this paper is taken at the reference station ($x = -35 \text{ mm}$). According to the previous simulation [16], the matching Reynolds number $Re_{\theta}$ is used to keep the wall temperature as the only scaling parameter.

Figure 3(a,b) plots the instantaneous temperature flow-fields in the middle section for cold case ($T_w = 0.6 \times T_r$) and the adiabatic case ($T_w = 1.1 \times T_r$), respectively. As expected, transition to turbulence is triggered by the upstream disturbances. In both cases, the fully developed turbulent boundary layers are obtained. Note that the process of transition rapidly accelerates with the decreasing wall temperature [11]. In addition to, Figure 4 compared the mean skin-friction coefficient and theoretical estimates for the fully turbulent region.
given by White [17]. It is shown that the simulation results agree well with the White correlation in the fully turbulent region, which also validates the method of transition triggered by blowing and suction.

After the flows reaches the statistically equilibrium state, the instantaneous flow-fields are collected every $1.23\delta/U_\infty$, where $\delta$ is the boundary layer thickness at $x_{\text{ref}}$. The total number of flow-fields is 600 for cold case and 3000 for adiabatic case. To get the statistical data, time and spanwise average are used.

3. Data validation

To validate the grid resolution in terms of spanwise domain extent, the auto-correlation function in the spanwise direction at the reference location and $x/\delta = 6$ is analysed in Figures 5 and 6. These figures show that, whether at reference location or $x/\delta = 6$, the correlations for velocity components for both cases decay towards zero after a distance of larger than half of the spanwise size of domain, which ensures that the computational domain
Figure 5. Two-point correlation at reference location (a) and $x/\delta = 6$ (b) for cold cases.

Figure 6. Two-point correlation at reference location (a) and $x/\delta = 6$ (b) for adiabatic case.

in the spanwise direction is sufficiently wide to resolve the large-scale vortex structure in turbulence.

Figure 7 plots Van Dirlest transformed mean velocity profile at the reference station ($x = -35$ mm). It is shown that the profiles for adiabatic and cold-wall conditions agree well with the incompressible logarithm law in the logarithmic region. The profiles in the linear viscous sub-layer shrink with decreasing the wall temperature, which is also observed by previous findings [16]. Figure 8 plots the density-weighted turbulence intensities at reference station. The profiles collapse much better on the two wall temperature conditions. Moreover, as the density variation in boundary layer is taken into account, the results of present DNS match very well with that of incompressible DNS data [18] and low-speed boundary experiment [19].

To validate the accuracy of current DNS in the interaction region, Figure 9 plots the mean wall pressure distribution at adiabatic case. For comparison, the DNS results of Wu et al. [6] at $T_w = 1.1 T_r$ have also been plotted and the black squares denote the experimental
Figure 7. Van Driest transformed mean velocity profiles for different wall-temperature conditions at reference station.

Figure 8. Density-weighted turbulence intensities for different wall temperature conditions at reference station: (a) inner scale; (b) outer scale.

Figure 9. Streamwise distribution of the mean wall pressure in compression ramp.
data of Bookey et al. [4] with the error bar of 5%. Evidently, the current simulation result is in good agreement with the DNS data of Wu et al. [6]. Furthermore, both DNS data predict the distribution of wall pressure within the experimental uncertainty. It is shown that there is a rapid pressure rise in the region $x/\delta \geq -3.5$, which is induced by the separation shock. Additionally, the increase of pressure, followed by a plateau value in the corner region, is presented at the reattachment region on ramp surface.

4. Results and discussion

4.1. Flow visualisation

The contours of mean streamwise velocity and streamlines are shown in Figure 10. The negative value of velocity indicates the existence of separation region in both cases. Obviously that as the wall temperature decreases, the separation region decreases. Figure 11 shows the streamwise distribution of wall skin-friction coefficient. This figure also shows that the length of separation region decreases significantly for the cold case. The length of separation bubble ($L_{sep}$) decreases from $3.8 \delta$ for the adiabatic case to $2.0 \delta$ for the cold case. According to studies of Zhu et al. [11], the main reason to explain this reduction in separation region is a kind of Reynolds number effect, by the means of changing the density and viscosity in the near-wall region.
Figure 12 plots the instantaneous density gradient contours for the adiabatic and cold case, respectively. The quantities are defined by Wu et al. [6]:

\[ N_S = 0.8 \exp\left[-10\left(\left|\nabla \rho\right| - \left|\nabla \rho\right|_{\text{min}}\right) / \left(\left|\nabla \rho\right|_{\text{max}} - \left|\nabla \rho\right|_{\text{min}}\right)\right] \]

where \( |\nabla \rho| \) is the density gradient. Regions of high density gradient in this figure are denoted with the dark regions. It is apparent that the intensity of turbulent fluctuation is dramatically amplified through the interaction with shock wave for the both cases. Whether the cold case or adiabatic condition, travelling shocklets extend out from the edge of the boundary layer downstream the interaction region. This figure shows that the main shock in cold-wall condition is much closer to the ramp surface, due to the smaller separation region. This figure also shows that the density gradient in the main shock region is stronger in the hotter wall case.

4.2. Boundary layer evolution

The development of mean velocity profile is shown in Figure 13(a,b) for various stream-wise locations downstream of the reattachment point. We also can see the classical logarithmic law and linear relation in the same figure. Obviously, wall cooling has a significant
Figure 13. Streamwise distributions of wall pressure fluctuations normalised by the local mean wall pressure.

Influence on the profile in the logarithmic region. For both temperature cases in this paper, the profiles downstream the interaction exhibit characteristic dips in the log-layer region. However, development into an equilibrium turbulent state is more rapid for the cold-wall case, especially in the log-layer region. From Figure 13(a) it can be seen that the velocity profile at \( x = 25 \text{ mm} \) is close to the classical logarithmic law.

Figure 14 shows the streamwise variations of r.m.s. of wall pressure fluctuations, which are normalised by the local mean wall pressure and plotted against \( x^* \). The variable \( x^* \) is defined as \((x-x_s)/L_{sep}\), where \( x_s \) is the mean separation point and \( L_{sep} \) is the length of separation region. The data of adiabatic wall is consistent with the trend predicted by the data of cold wall. It is shown that there are two peaks in the intensity of pressure fluctuations, which present near separation and reattachment, respectively. Also note that the results of both temperature cases show a reasonable collapse in the regions upstream the separation.

The effect of wall temperature on Reynolds stress anisotropy is illustrated in Figure 15. This plot shows the second (\( \Pi_B \)) and third (\( \Pi_B \)) invariants of stress anisotropy tensor \([20]\) for two wall temperature cases at selected streamwise stations. The invariants are defined as

\[
\begin{align*}
  b_{ij} &= \frac{\langle \rho u_i'' u_j'' \rangle}{2 \langle \rho \rangle \langle k \rangle} - \frac{1}{3} \delta_{ij} \\
  \Pi_B &= b_{ij} b_{ji} \\
  \Pi_B &= b_{ij} b_{kj} b_{ki}
\end{align*}
\]

As previously shown by Lumley \([20]\), all flow-fields obtained in current simulations lie inside the anisotropy invariant map. In the incoming boundary layer, Figure 15(a), as expected, a two component turbulence state is observed in the near-wall region and an isotropic state is gradually attained in the outer layer. The profiles are very similar to the numerical results of Pirozzoli \([21]\) and Grilli \([22]\). The influence of wall cooling appears to become more pronounced in the near-wall region, where the maximum anisotropy is attained. Note that as the wall is cooled, the state moves much closer to one component turbulence.
Figure 15. Reynolds stress anisotropy invariant map in the boundary layer at selected stations. The red lines denote cold case ($T_w = 0.6 T_r$); the circles denote adiabatic case ($T_w = 1.1 T_r$). The colour map indicates the normal distance from the wall.

Figure 15(b) shows the turbulent state in the separation region. The behaviour is totally different from that in the upstream region. It is shown that a two component axisymmetric turbulence is attained in the very near-wall region for both temperature cases. Moreover, in the inner boundary layer ($0.1 < y^*/\delta < 0.2$), the anisotropy of turbulence is reduced by the existence of separation bubble and the turbulence resembles an isotropic state. It is interesting to note that the tendency to isotropic turbulence is stronger for the cold-wall case. However, the influence of wall cooling becomes much weaker in the outer region, where turbulence approaches an axisymmetric expansion state in the separated shear layer for both cases. The streamwise locations of plots in Figure 15(c,d) are downstream the reattachment point. It is found that the turbulence state close to the wall is characteristic of axisymmetric compression, which is associated with the adverse pressure gradient. Additionally, the results indicate that as the boundary layer develops downstream, the anisotropy in the near-wall region of cold-wall case exhibits an increasing tendency.

Figure 16 shows the instantaneous streamwise velocity field in a wall parallel plane at $y^+ = 5.5$ for adiabatic and cold-wall cases, respectively. The dash-dot lines denote the mean separation and reattachment points. This plot is set to highlight the change of
turbulence structure through the interaction region. For the incoming boundary layer, a typical elongated streak structure is visible in both cases for \( x < -20 \) mm. Compared with the adiabatic case, spanwise meandering is decreased and streamwise coherency is increased for the cold case. This trend is also observed by the previous simulation [16,23]. In the separation region, denoted by blue colour map between the dash-dot lines, the streaky structures disappear and flow-field exhibits chaotic and isotropic. This scenario qualitatively confirmed the above analysis of Reynolds stress anisotropy in Figure 15(b). It is apparent that the tendency for streaks to recover in cold-wall case is much faster than the adiabatic case. There are two possible reasons accounting for the difference. First, the separation region is smaller and shock strength is weaker in the cold-wall case. Second, wall cooling has a significant reduction on the energy exchange in the near-wall region [16].

To characterise the momentum transport in compression ramp, Figure 17 plots the Lamb vector divergence [24], which is defined as

\[
\nabla \cdot L = \tilde{u} \cdot \nabla \times \tilde{\omega} - \tilde{\omega} \cdot \tilde{\omega}
\]

Figure 16. Distribution of the instantaneous streamwise velocity \((U/U_\infty)\) in a wall parallel plane at \( y^+ = 5.5\): (a) \( T_w = 0.6 \, T_r \); (b) \( T_w = 1.1 \, T_r \).

Figure 17. Distributions of the instantaneous Lamb vector divergence \((\nabla \cdot L)\) in the middle section: (a) \( T_w = 0.6 \, T_r \); (b) \( T_w = 1.1 \, T_r \).
where \( \tilde{u} \cdot \nabla \times \omega \) denotes flexion product, \( \tilde{\omega} \cdot \tilde{\omega} \) denotes the enstrophy. According to previous research [24], the negative value of Lamb vector divergence \( \nabla \cdot L \) represents vorticity-bearing motions, while positive value is associated with straining motions. Figure 17(a,b) shows the distribution of instantaneous Lamb vector divergence in the middle section for the adiabatic and cold case, respectively. It is clear that both the turbulent boundary layer and the separated shear layer are characterised by interval of negative and positive values with large magnitude, while in the shock wave region the Lamb vector divergence is relatively small. A similar trend is also observed from numerical investigation of the compressible flow past an aerofoil [25]. The major difference in the distribution of Lamb vector convergence for different wall temperature cases is presented in the near-wall region. Compared with the adiabatic results, the two-layer structures close to wall are more intensive and the scale is much smaller when the wall is cooled, as shown in Figure 17(a). This difference might be due to Reynolds number effect. When the wall temperature decreases, the mean density and viscosity near the wall change significantly. Therefore, the actual local Reynolds number defined by inflow parameters and wall values increases dramatically, which strengthens the momentum transport between small-scale vortices. Also note that the magnitude of Lamb vector divergence in the separation region is relatively small, which indicates a decrease of momentum transport.

4.3. Shock wave motion

The intermittency factor \( \lambda \) is the fraction time that wall pressure exceeds a given threshold value, which is defined as

\[
\lambda = \frac{\text{time} \left[ P_{wi} > (\langle P_{wi} \rangle + 3\sigma (P_{wi})) \right]}{\text{total time}}
\]

where \( \langle P_{wi} \rangle \) refers to the mean wall pressure at reference station and \( \sigma (P_{wi}) \) represents the corresponding standard deviation. In order to estimate the length scale of shock unsteady motion, Figure 18 plots the intermittency \( \lambda \) of wall pressure signals. The streamwise extent of shock motion can be estimated by the length over which \( 0.04 \leq \lambda \leq 0.98 \). It is shown that the shape of profile is not affected by wall temperature. As wall temperature is decreased, the intermittency profile shifts towards ramp corner in the streamwise direction. The intermittent region is decreased from about \( 0.73 \delta \) for adiabatic case to \( 0.44 \delta \) for cold-wall case.
Figure 19. Wall pressure signal at mean separation point for adiabatic case (a) and cold-wall case (b). The dash line denotes time averaged wall pressure.

To further illustrate the effect of wall cooling on the LF unsteadiness of shock wave motion, Figure 19(a,b) shows the wall pressure signals at mean separation point for both cases. The signals are sampled in the middle section with $z = 7$ mm. Time spans of the adiabatic and the cold case are 3000 and 600 $\delta/U_\infty$, respectively. The sampling frequency is about 16 $U_\infty/\delta$ for adiabatic case and 25 $U_\infty/\delta$ for cold-wall case.

In Figure 19, a top-hat low-pass filter is applied to the raw signals to better display the LF unsteadiness. The cut-off frequency used in both cases is $U_\infty/\delta$, which is corresponding to the characteristic frequency in the incoming turbulent boundary layer. As shown in Figure 19(a), the motions over time scale of approximately 100 $\delta/U_\infty$ are apparent. Three shock motions with time scale larger than 100 $\delta/U_\infty$ are highlighted. According to the broadband character, it also exhibits the motions with shorter and longer time scales. When the wall is cooled, it is clear that the time scale of unsteady shock wave motion decreases to lower values, such as 75 and 45 $\delta/U_\infty$ labelled in Figure 19(b), suggesting that the higher frequency are predominant in the cold wall than in the adiabatic case. This trend is consistent with the previous experimental results [10].

In addition, Figures 20 and 21 plot the streamwise evolution of weighted power spectral density (WPSD) as a function of non-dimensional frequency ($f\delta/U_\infty$) for adiabatic and cold-wall cases, respectively. The quantity WPSD is defined as

$$\text{WPSD}(f) = f \cdot \text{PSD}(f) / \int f \cdot \text{PSD}(f) df$$

where PSD is the power spectral density of wall pressure signals. In the incoming turbulent boundary layer ($x/\delta = -5$), as shown by Figures 20 and 21, the most energetic frequency
for both cases is about $U_\infty/\delta$. The effect of wall cooling on the high-frequency (HF) component is negligible. However, the spectrum of wall pressure signals at mean separation point (denoted by the symbol $S$) shows significantly wall temperature dependence. For the adiabatic wall condition, the peak of spectrum is centred on about $0.01\ U_\infty/\delta$, which conforms to the previous findings of LF unsteadiness of shock motion $[6,22,26]$. In the study of shock and turbulent boundary interactions with adiabatic wall conditions, Dussauge $[26]$ proposed a non-dimensional frequency that characterises the relationship between primary frequency of shock motion ($f$) and length of separation bubble ($L_{sep}$), which is defined as $St = fL_{sep}/U_\infty$. According to Figure 11, the separation region in adiabatic condition is about $3.8\ \delta$. Therefore, the calculated Strouhal number (St) with adiabatic case in this paper is approximately 0.038, consistent with previous numerical and experimental data $[6,26]$, namely 0.02–0.05. However, as the wall is cooled, Figure 21 shows clearly that the most energetic frequency shifts toward higher frequency. Additionally, it is obvious that the spectrum in the cold interaction is characteristic of multi-peaks over $0.01–0.1\ U_\infty/\delta$, which is also different from the adiabatic case.

### 4.4. Dynamic mode decomposition

Dynamic mode decomposition (DMD) method $[27–29]$ is used to reveal the wall temperature effect on dynamical processes in shock wave and turbulent boundary interactions.
The spanwise-averaged fluctuating streamwise velocity fields for both cases, between $-30 \text{ mm} < x < 20 \text{ mm}$ in the streamwise direction and $0 < y < 10 \text{ mm}$ in the wall-normal direction, are comparatively analysed. Based on the above analysis of flow-fields, the sub-domain used in this paper is large enough to contain the shock wave and separation bubble. Snapshots are collected at constant time intervals of $0.81 \delta/U_{\infty}$ for cold case and $1.23 \delta/U_{\infty}$ for adiabatic case. The total number of snapshots are 640 and 400, respectively. The corresponding range of resolvable frequency is $0.002–0.6 \ U_{\infty}/\delta$ and $0.002–0.4 \ U_{\infty}/\delta$.

Figures 22 and 23 plot the spectrum of complex eigenvalues detected by the DMD method for adiabatic case and cold case, respectively. Almost all eigenvalues fall on the unit circle, indicating the nonlinear system is statistically stationary. The continuous spectrum shaded by the amplitude of detected modes is present in Figures 22(b) and 23(b). Due to real-valued velocity fluctuations, the distribution of eigenvalues is symmetric. In addition, Figures 22(c) and 23(c) show the amplitude distribution of DMD modes as a function of non-dimensional frequency $f\delta/U_{\infty}$. Note that the peak value of modal amplitude appears in LF region for both wall conditions. Furthermore, the magnitude of LF modes is larger than that of HF modes.
To further illustrate the coherent structure corresponding to characteristic frequency, the dynamic modes of LF and HF, labelled in Figures 18(c) and 19(c), are studied emphatically. The real parts of LF mode for adiabatic and cold-wall cases are shown in Figure 24. For comparison, the mean sonic line is indicated by the dash-dot line and the mean separating streamline is represented by the black solid line. The shape of LF mode is similar in both cases. A stronger fluctuation can be observed in the separated shear layer and shock wave region, particularly in the initial part of shear layer. However, the HF mode, as shown in Figure 25, exhibits a qualitative change. It is apparent that the fluctuation of HF mode is mainly concentrated around the mean sonic line. Furthermore, these fluctuations appear to travel downstream along the detaching shear layer above separation bubble. Also note that the wall cooling has little effect on the spatial organisation of the dynamic mode.

Figure 26 shows the dynamical process of LF mode for the adiabatic wall case. The flowfield corresponding to the characteristic frequency (labelled in Figure 22(c) by blue colour) is reconstructed and then added to the mean field. In Figure 26, the blue region in the ramp corner denotes separation bubble. It is found that the size of bubble starts to decrease, as shown in the first and second frame of Figure 26. Then, the bubble size increases again over the mean streamline in the fourth frame. The reconstructed flow-field is characteristic of contraction and expansion of bubble. The above modal analysis also suggests that the forcing mechanism of LF unsteadiness in shock and turbulent boundary layer interaction has strong relation with downstream-separated flows, rather than upstream turbulent structure.
5. Conclusion

DNSs of a 24° compression ramp with adiabatic and cold-wall condition are performed. The effect of wall temperature on shock wave and supersonic turbulent boundary layer interactions is studied. The accuracy of DNS results is validated against previous experimental and numerical data, including the upstream turbulent boundary layer, mean wall pressure and skin-friction distribution in the interaction region.

The boundary layer evolution throughout the interaction is analysed. Wall cooling has a significant effect on the development of mean velocity profile, particularly in the logarithmic region. Downstream the interaction, the flow recovery in cold case is much faster than the adiabatic case. The intensity of the fluctuating wall pressure for the two cases. It is found that the influence of wall temperature on Reynolds stress anisotropy is limited to near-wall region. Compared with the adiabatic wall case, the streamwise coherency of near-wall streaks in cold-wall case is increased. Analysis of instantaneous Lamb vector divergence indicates that the momentum transport in the interaction region is characteristic of
two-layer structures with positive and negative value. Furthermore, the momentum transport between small-scale vortices on cold-wall condition is significantly enhanced due to Reynolds number effect.

The effect of wall temperature on length and time scales of shock motion is studied. When the wall temperature is decreased, the intermittent region of shock oscillation decreases and the location of peak LF energy shifts toward higher frequencies. The modal analysis of fluctuating streamwise velocity flow-field reveals that a LF mode exhibiting the breathing motion of separation bubble and a HF mode associated with the propagation of instability waves above separation bubble. In addition, the spatial organisation of obtained dynamic mode is not sensitive to wall temperature.
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