A SPHERICAL EXTENSION THEOREM AND APPLICATIONS IN POSITIVE CHARACTERISTIC
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ABSTRACT. In this paper, we prove an extension theorem for spheres of square radii in $\mathbb{F}_q^d$, which improves a result obtained by Iosevich and Koh (2010). Our main tool is a new point-hyperplane incidence bound which will be derived via a cone restriction theorem due to the authors and Lee (2022). Applications on the distance problems will be also discussed.

1. INTRODUCTION

Let $q$ be an odd prime power, and $\mathbb{F}_q$ be a finite field of order $q$. Let $\mathbb{F}_q^d$ be the $d$-dimensional vector space over $\mathbb{F}_q$. We endow the space $\mathbb{F}_q^d$ with counting measure $dc$. We denote the dual space of $\mathbb{F}_q^d$ by $\mathbb{F}_q^{d*}$, and endow it with normalized counting measure $dn$. For any algebraic variety $V$ in $\mathbb{F}_q^{d*}$, we will endow it with the normalized surface measure $d\sigma$ which is defined by the relation $d\sigma(x) = \frac{1}{|V|} 1_V(x) dn(x)$, where $|V|$ denotes the cardinality of $V$.

Let $\chi$ be a nontrivial additive character of $\mathbb{F}_q$. For any function $g : \mathbb{F}_q^d \to \mathbb{C}$, the Fourier transform of $g$ is defined by

$$\hat{g}(x) := \sum_{m \in \mathbb{F}_q^d} g(m) \chi(-x \cdot m).$$

This definition should be compared with the definition of the Fourier transform $\hat{g}$ used in other papers. We emphasize that there does not appear a normalizing factor $q^{-d}$ in the definition of $\hat{g}$, while such a normalizing factor has been used in many other articles such as [12], [7], [1], and [3].

If $f$ is a complex-value function on the dual space, namely, $f : \mathbb{F}_q^{d*} \to \mathbb{C}$, the inverse Fourier transform of $f$ is defined by

$$f^\vee(m) := \frac{1}{q^d} \sum_{x \in \mathbb{F}_q^d} f(x) \chi(m \cdot x).$$

In addition, the inverse Fourier transform of the measure $f d\sigma$ is defined by

$$(f d\sigma)^\vee(m) := \frac{1}{|V|} \sum_{x \in V} f(x) \chi(m \cdot x).$$
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Since there is an isomorphism between $F^d_q$ and its dual space $F^d_q^*$, for the sake of simplicity, we will simply write $F^d_q$ for $F^d_q^*$, and in this paper, the only differences between the two spaces are corresponding measures.

Let $P$ be the paraboloid in $F^d_q$ defined by the equation $x_d = x_1^2 + \cdots + x_{d-1}^2$. For $\beta \in F_q$, let $P_\beta$ be a translate of $P$ by $\beta$ defined by $x_d + \beta = x_1^2 + \cdots + x_{d-1}^2$. For $j \neq 0$, let $S_j$ be the sphere centered at the origin of radius $j$, namely,$$S_j = \{(x_1, \ldots, x_d) \in F^d_q : x_1^2 + x_2^2 + \cdots + x_d^2 = j\}.$$Notice that the definition of a radius in finite fields is different from that in the Euclidean case.

In this paper, the variety $V$ will be often considered as a sphere or the paraboloid $P$.

The $L^p \to L^r$ extension problem for the variety $V$ is to determine all ranges of $1 \leq p, r \leq \infty$ such that the following inequality
\begin{equation}
||| (f d \sigma)^V |||_{L^r(F^d_q, dc)} \leq C ||f ||_{L^p(V, d\sigma)}
\end{equation}
holds for all functions $f$ on $V$, where the positive constant $C$ does not depend on $q$. By duality, the extension estimate (1.1) implies that one has
$$\|\hat{g}\|_{L^p(V, d\sigma)} \leq C \|g\|_{L^r(F^d_q, dc)}$$
for all functions $g$ on $(F^d_q, dc)$, where $1/r + 1/r' = 1$ and $1/p + 1/p' = 1$. We will use the notation $R^*_V(p \to r) \ll 1$ to indicate that the inequality (1.1) holds.

In this paper, we will use the following notation: $X \ll Y$ means that there exists some absolute constant $C_1 > 0$ such that $X \leq C_1 Y$, and $X \sim Y$ means $Y \ll X \ll Y$.

Necessary conditions for $R^*_V(p \to r) \ll 1$ can be given in terms of the size of $V$ and the cardinality of an affine subspace $H$ lying on $V$. Mockenhaupt and Tao [20] indicated that if $V \subset F^d_q$ with $|V| \sim q^{d-1}$ and $V$ contains an affine subspace $H$ with $|H| = q^k$, then one has
$$r \geq \frac{2d}{d-1} \text{ and } r \geq \frac{p(d-k)}{(p-1)(d-1-k)}.$$In recent years, there has been intensive progress in studying $L^2 \to L^r$ and $L^p \to L^4$ extension estimates for spheres. More precisely, for the case of $R^*_S(2 \to r)$, it is believed that
\begin{equation}
R^*_S(2 \to r) \ll 1 \iff r \geq \frac{2d+2}{d-1} \text{ for odd dimensions } d \geq 3,
\end{equation}
and
\begin{equation}
R^*_S(2 \to r) \ll 1 \iff r \geq \frac{2d+4}{d} \text{ for even dimensions } d \geq 2.
\end{equation}
These conjectures can be derived by testing the inequality (1.1) with \( f = 1_H \) and \( f = 1_{S_j} \), where \( H \) denotes a maximal affine subspace lying in \( S_j \). Moreover, it follows from [14, Lemma 1.13] that \(|H| = q^{d-1} \) for odd \( d \geq 3 \), and \(|H| = q^{d-2} \) for even \( d \geq 2 \).

For all \( d \geq 2 \), Iosevich and Koh [8] used Stein-Tomas argument to obtain an \( L^2 \to L^r \) extension result, which matches the conjecture (1.2). They also solved the extension conjecture (1.3) in two dimensions. For the case \( d \geq 4 \) even, we only know that

\[
R_{S_j}^*(2 \to r) \ll 1 \quad \text{for } r \geq \frac{2d+2}{d-1},
\]

which is far from the conjecture (1.3).

Compared to the case of paraboloids, the estimates (1.2) and (1.3) have been proved in [20, 10]. Furthermore, in the case of paraboloids, if \( d = 4k + 3 \) and \(-1\) is not a square, the conjecture is stronger, namely, \( R_p^*(2 \to \frac{2d+6}{d+1}) \ll 1 \). The best current estimate is \( R_p^*(2 \to \frac{2d+4}{d}) \ll 1 \) due to the authors and Vinh [14]. It is known for the paraboloid case that the sharp \( L^2 \to L^r \) extension result can be derived by using the additive energy of a set on a paraboloid, for example, see [16, 17, 18, 22]. However, such a connection is not known for spheres. Moreover, the spherical extension problem is harder than the paraboloid case, since the Fourier transform of non-zero-radius spheres is reduced to the Kloosterman sum whose explicit form is not known yet.

If \(-1\) is not a square and \( d = 4k + 2 \), Iosevich, Lee, Shen, and the authors [11] proved that the conjecture (1.3) holds for the sphere of zero radius. The main difference between the zero radius and non-zero radius spheres is that we can use the Gauss sum in the place of the Kloosterman sum in the Fourier decay. In addition, the explicit form of the Gauss sum is very well-known, for instance, see [19].

Similarly, the \( L^p \to L^4 \) extension problem for the sphere \( S_j \) is to determine all ranges of \( p \) such that the following inequality

\[
\| (f d\sigma)^\vee \|_{L^4(\mathbb{R}^d, d\sigma)} \leq C \| f \|_{L^p(S_j, d\sigma)}
\]

holds for all functions \( f \) on \( S_j \), where the positive constant \( C \) does not depend on \( q \).

In odd dimensional spaces, it is known in [9, Section 2] that the Stein-Tomas exponent toward \( L^p \to L^4 \) cannot be improved in general. This comes from the fact that if \( q \equiv 1 \) mod 4, \( d \) is odd, and the sphere \( S_j \) is of non-zero square radius, then \( S_j \) contains an affine subspace of dimension \( \frac{d-1}{2} \). We refer the interested reader to [9] for more details.

In a recent paper, the authors and Vinh [14] showed that when we study spheres of primitive radii, the Stein-Tomas exponent toward \( L^p \to L^4 \) can be considerably improved. More precisely, the following results have been obtained in [14].
Theorem 1.1 ([14]). Let \( g \) be a primitive element in \( \mathbb{F}_q \). If either \( d = 4k + 1 \) with \( k \in \mathbb{N} \) or \( d = 4k - 1 \) and \( q \equiv 1 \mod 4 \), then we have
\[
R_{S_g}^* \left( \frac{4d}{3d-2} \to 4 \right) \ll 1.
\]

The most interesting aspect of these theorems comes from the view that there is a different extension phenomenon between paraboloids and spheres. More precisely, in the case of the paraboloid \( P \), we know from [20] that if \( d = 4k + 1, k \in \mathbb{N} \) or \( d = 4k - 1 \) with \( q \equiv 1 \mod 4 \), then
\[
R_{P}^*(p \to 4) \ll 1 \quad \text{if and only if} \quad \frac{4d - 4}{3d - 5} \leq p \leq \infty.
\]
These estimates are optimal. Therefore, under the same conditions on \( q \) and \( d \), the spherical extension theorems are much better. Based on dimensions of affine subspaces, the following conjecture has been provided in [14].

Conjecture 1.2. Let \( S_j \) be the sphere with non-zero radius in \( \mathbb{F}_q^d \). The following statements hold.

1. If \( d = 4k + 1, k \in \mathbb{N} \), and \( j \) is not square, then the bound \( R_{S_j}^* \left( \frac{4d + 4}{3d + 1} \to 4 \right) \ll 1 \) gives the sharp \( L^p \to L^4 \) estimate.

2. If \( d = 4k - 1, k \in \mathbb{N}, q \equiv 1 \mod 4 \), and \( j \) is not square, then the bound \( R_{S_j}^* \left( \frac{4d + 4}{3d + 1} \to 4 \right) \ll 1 \) gives the sharp \( L^p \to L^4 \) estimate.

3. If \( d = 4k - 1, k \in \mathbb{N}, q \equiv 3 \mod 4 \), and \( j \) is square, then the bound \( R_{S_j}^* \left( \frac{4d + 4}{3d + 1} \to 4 \right) \ll 1 \) gives the sharp \( L^p \to L^4 \) estimate.

In the proofs of Theorem 1.1, the main tool in [14] is the first association scheme graph, which works for spheres of primitive radii. However, in the case (3) of Conjecture 1.2, namely, when the radius of the sphere is a square, we get nothing from that method. The main purpose of this paper is to address that case. Our main tool is a new point-hyperplane incidence bound in \( \mathbb{F}_q^d \), which will be derived via a cone restriction theorem. Our main result is the following.

Theorem 1.3. Suppose that \( d = 4k - 1 \) with \( k \in \mathbb{N} \), and \( q \equiv 3 \mod 4 \). Let \( S_j \) be a sphere in \( \mathbb{F}_q^d \) of square radius \( j \neq 0 \). Then, we have
\[
R_{S_j}^* \left( \frac{4d}{3d - 2} \to 4 \right) \ll 1.
\]
Although Theorems 1.1 and 1.3 do not match the conjecture, in even dimensions, it has been proved in [11] that the same estimate is sharp.
Applications: We now discuss an application of $L^p \to L^4$ extension estimates to a distance problem.

Given two points $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$ in $\mathbb{F}_q^d$, the distance function between them is defined by the following equation

$$||x - y|| = (x_1 - y_1)^2 + \cdots + (x_d - y_d)^2.$$ 

For $A \subset \mathbb{F}_q^d$, we denote the set of distances determined by pairs of points in $A$ by $\Delta_2(A)$, namely,

$$\Delta_2(A) := \{ ||x - y|| : x, y \in A \}.$$ 

The Erdős-Falconer distance problem over finite fields asks for the smallest number $N$ such that for any $A \subset \mathbb{F}_q^d$ with $|A| \geq Cq^N$ the distance set $\Delta_2(A)$ covers the whole field $\mathbb{F}_q$ or a positive proportion of all possible distances.

In 2007, Iosevich and Rudnev [12] proved that, for any $A \subset \mathbb{F}_q^d$ with $d \geq 2$, if the size of $A$ is at least $4q^{(d+1)/2}$, then $\Delta_2(A) = \mathbb{F}_q$. It was proved in [7] that the exponent $\frac{d+1}{2}$ is sharp in odd dimensional vector spaces in the sense that for every $\epsilon > 0$, there exist a constant $c > 0$ and a set $A \subset \mathbb{F}_q^d$ with $d \geq 3$ odd such that $|A| \geq cq^{\frac{d+1}{2}-\epsilon}$ and $|\Delta_2(A)| \sim q^{1-\epsilon}$.

In even dimensions, it has been conjectured that the right exponent should be $d/2$, which is in line with the Falconer distance conjecture in the continuous setting [4], which is still wide open. In two dimensional vector spaces over finite fields, the best current exponent is $\frac{4}{3}$ for arbitrary finite fields [1] and $\frac{5}{4}$ for prime fields [21].

For $A \subset \mathbb{F}_q^d$, we define

$$\Delta_3(A) := \{ ||x_1 \pm x_2 \pm x_3|| : x_1, x_2, x_3 \in A \}.$$ 

Since any choice of the signs will not play an important role in deducing our results, we choose the positive signs for simple writing in the definition of $\Delta_3(A)$:

$$\Delta_3(A) := \{ ||x_1 + x_2 + x_3|| : x_1, x_2, x_3 \in A \}.$$ 

Covert, Koh, and Pi [2] studied the following variant of the Erdős-Falconer distance problem: For $A \subset \mathbb{F}_q^d$, how large does $A$ need to be such that $\Delta_3(A)$ covers the whole field $\mathbb{F}_q$ or at least a positive proportion of all elements?

The geometric meaning of the size of $\Delta_3(A)$ can be considered as the norm of triple sums of elements of $A$.

It has been indicated in [2] that in odd dimensions, in order to obtain $|\Delta_3(A)| \gg q$, one must have $|A| \gg q^{\frac{d+1}{2}}$, but in even dimensions, we can decrease the threshold $q^{\frac{d+1}{2}}$ to $q^{\frac{d+1}{2} - \epsilon_d}$ for some $\epsilon_d = \epsilon(d) > 0$. More precisely, they proved the following theorem.

**Theorem 1.4.** Let $A$ be a set in $\mathbb{F}_q^d$ with $d$ even.

1. Suppose that $d = 4$ and $|A| \gg q^{\frac{32}{d}}$, then we have $|\Delta_3(A)| \gg q$. 
(2) Suppose that \( d \geq 6 \) and \( |A| \gg q^{d+1\over 2 - \frac{2}{\sqrt{d}} + \epsilon} \) for any \( \epsilon > 0 \), then we have \( |\Delta_3(A)| \gg q \).

The most interesting aspect of this result is that they have made a connection between the size of \( \Delta_3(A) \) and \( L^4 \) extension estimates for spheres in \( \mathbb{F}_q^d \). We now take advantage of the sharp \( L^4 \) estimate for spheres in even dimensions to improve Theorem 1.4. Our improvement is as follows.

**Theorem 1.5.** Let \( A \) be a set in \( \mathbb{F}_q^d \) with \( d \) even.

1. Suppose that \( d = 4 \) and \( |A| \gg q^{12} \), then we have
   \[
   |\Delta_3(A)| = \#\{||x_1 + x_2 + x_3||: x_1, x_2, x_3 \in A\} \gg q.
   \]

2. Suppose that \( d \geq 6 \) and \( |A| \gg q^{d+1\over 2 - \frac{2}{\sqrt{d}}} \), then we have
   \[
   |\Delta_3(A)| = \#\{||x_1 + x_2 + x_3||: x_1, x_2, x_3 \in A\} \gg q.
   \]

2. A new incidence theorem

Let \( \mathcal{P} \) be a set of points in \( \mathbb{F}_q^d \) and \( \Pi \) be a set of hyperplanes in \( \mathbb{F}_q^d \). Let \( I(\mathcal{P}, \Pi) \) be the number of incidences between \( \mathcal{P} \) and \( \Pi \), i.e.

\[
I(\mathcal{P}, \Pi) = \#\{(p, \pi) \in \mathcal{P} \times \Pi: p \in \pi\}.
\]

It is well-known that

\[
(2.1) \quad \left| I(\mathcal{P}, \Pi) - \frac{|\mathcal{P}||\Pi|}{q} \right| \leq q^{d-1\over 2} |\mathcal{P}|^{1/2} |\Pi|^{1/2}.
\]

A proof can be found in [23] or [6] in the language of block designs from the 1980s.

For incidence bounds of this type, the value \( \frac{|\mathcal{P}||\Pi|}{q} \) is understood as the expected number or the main term, and the value \( q^{d-1\over 2} |\mathcal{P}|^{1/2} |\Pi|^{1/2} \) is the error term. There are several examples that show that the error term cannot be improved. Let us have a brief discussion here.

**Example 2.1.** Assume that \( q \equiv 1 \mod 4 \) and \( d \) is odd, there exist sets \( \mathcal{P} \) and \( \Pi \) such that \( |\mathcal{P}| = |\Pi| = q^{d-1\over 2} \) and \( I(\mathcal{P}, \Pi) = q^{d-1\over 2} |\mathcal{P}|^{1/2} |\Pi|^{1/2} \). Indeed, it has been proved in [7] that if either \( d \) is even and \( q \equiv 1 \mod 4 \) or \( d - 1 = 4k \), then there exist \( d-1\over 2 \) vectors \( \{v_1, \ldots, v_{d-1}\} \) in \( \mathbb{F}_q^{d-1} \), which are linearly independent, and \( v_i \cdot v_j = 0 \) for all \( i, j \). Let \( A = \text{Span}(v_1, \ldots, v_{d-1}) \subset \mathbb{F}_q^{d-1} \). Then we have \(|A| = q^{d-1\over 2} \). Given \( \lambda \in \mathbb{F}_q \setminus \{0\} \), define \( \mathcal{P} = A \times \{\lambda\} \) and \( \Pi \) being the set of hyperplanes defined by the equation \( a_1x_1 + \cdots + a_{d-1}x_{d-1} + \lambda x_d = \lambda^2 \) with \( (a_1, \ldots, a_{d-1}) \in A \). Since \(|a - b| = 0 \) and \(|a| = |b| = 0 \) for all \( a, b \in A \), we have \( a \cdot b = 0 \). Hence, the number of incidences between \( \mathcal{P} \) and \( \Pi \) is \(|\mathcal{P}||\Pi| = q^{d-1\over 2} |\mathcal{P}|^{1/2} |\Pi|^{1/2} \).

In the same argument of Example 2.1, we also have the following.
Example 2.2. Assume that \( q \equiv 3 \mod 4 \) and \( d = 4k + 1, k \in \mathbb{N} \). Then there exist sets \( \mathcal{P} \) and \( \Pi \) with \( |\mathcal{P}| = |\Pi| = q^{\frac{d-1}{2}} \) such that \( I(\mathcal{P}, \Pi) = q^{\frac{d-1}{2}} |\mathcal{P}|^{1/2} |\Pi|^{1/2} \).

The main purpose of this section is to provide an improvement of the estimate (2.1) in the case the point set \( \mathcal{P} \) is distributed in at most \( q^{1-\epsilon} \) spheres or translates of the paraboloid \( P \) for some \( 0 < \epsilon < 1 \).

Theorem 2.3. Let \( \mathcal{P} \) be a set of points in \( \mathbb{F}_q^d \) and \( \Pi \) be a set of hyperplanes in \( \mathbb{F}_q^d \). Let \( t \) be the minimum number of spheres of square radii (or translates of the paraboloid \( P \)) that cover the set \( \mathcal{P} \). We assume in addition that \( q \equiv 3 \mod 4 \) and \( d = 4k - 1 \) with \( k \in \mathbb{N} \). Then the number of incidences between \( \mathcal{P} \) and \( \Pi \) satisfies

\[
\left| I(\mathcal{P}, \Pi) - |\mathcal{P}| |\Pi| \right| \ll t^{1/2} q^{\frac{d-2}{4}} |\mathcal{P}|^{1/2} |\Pi|^{1/2} + t^{1/2} q^{\frac{d-3}{4}} |\mathcal{P}|^{1/2} |\Pi|.
\]

Theorem 2.3 is most effective when \( t \) is bounded by a constant number.

3. Proof of Theorem 2.3

To prove Theorem 2.3, we recall the following result from [13, Lemma 4.1].

Lemma 3.1. For \( n \in \mathbb{N} \), let \( C_n \) be the cone in \( \mathbb{F}_q^n \) defined by

\[
C_n := \{ m \in \mathbb{F}_q^n : m_1^2 + \cdots + m_{n-1}^2 = m_n^2 \}.
\]

Suppose that \( n \equiv 0 \mod 4 \) and \( q \equiv 3 \mod 4 \), then, for any \( G \subset \mathbb{F}_q^n \), we have

\[
\| \hat{G} \|_{L^2(C_n,d\sigma)} \ll |G|^{1/2} + |G| q^{-\frac{1}{2}}.
\]

We are ready to prove Theorem 2.3.

Proof of Theorem 2.3. We first prove the case \( t = 1 \). We consider two following cases:

Case 1: Assume that \( \mathcal{P} \) lies on a sphere centered at the origin of radius \( r = u^2 \) for some \( u \in \mathbb{F}_q \setminus \{0\} \). We can assume the center of the sphere is the origin since the number of incidences is invariant under translations. Notice that a hyperplane in \( \Pi \), given by the equation \( a \cdot x = a_{d+1} \), can be identified with a vector \((a, a_{d+1})\) in \( \mathbb{F}_q^d \times \mathbb{F}_q = \mathbb{F}_q^{d+1} \).

Define

\[
\mathcal{P}' := \{ (\lambda p, \lambda u) : p \in \mathcal{P}, \lambda \in \mathbb{F}_q \} \subset \mathbb{F}_q^{d+1},
\]

and

\[
\Pi' := \{ s(a_1, \ldots, a_d, -u^{-1} \cdot a_{d+1}) : s \in \mathbb{F}_q^*, a_1 x_1 + \cdots + a_d x_d = a_{d+1} \in \Pi \}.
\]

It is clear that \( |\mathcal{P}'| \leq q |\mathcal{P}| \) and \( |\Pi'| \leq q |\Pi| \). Note that \( \mathcal{P}' \) is a set on the cone \( C_{d+1} \).
We have
\[ I(\mathcal{P}, \Pi) = \sum_{p \in \mathcal{P}, (a,a_{d+1}) \in \Pi : p = a_{d+1}} 1. \]

The condition \( a \cdot p = a_{d+1} \) is equivalent with the equation \((p,u) \cdot (a,-u^{-1}a_{d+1}) = 0\), which implies that \((\lambda p, \lambda u) \cdot (a,-u^{-1}a_{d+1}) = 0\) for all \( \lambda \in \mathbb{F}_q \). Hence,
\[ I(\mathcal{P}, \Pi) = q^{-1} \sum_{x \in \mathcal{P}', (a,a_{d+1}) \in \Pi : x(a,-u^{-1}a_{d+1}) = 0} 1. \]

Applying the orthogonality property of \( \chi \), the incidence \( I(\mathcal{P}, \Pi) \) becomes
\[ \frac{|\mathcal{P}'|}{q^2} + q^{-2} \sum_{x \in \mathcal{P}', (a,a_{d+1}) \in \Pi \neq 0} \chi(x \cdot s(a,-u^{-1}a_{d+1})). \]

From the definition of \( \Pi' \), we get
\[ I(\mathcal{P}, \Pi) = \frac{|\mathcal{P}'||\Pi|}{q} + \frac{1}{q^2} \sum_{x \in \mathcal{P}', y \in \Pi'} \chi(x \cdot y). \]

By the Cauchy-Schwarz inequality,
\[ \left| I(\mathcal{P}, \Pi) - \frac{|\mathcal{P}'||\Pi|}{q} \right| \leq \frac{1}{q^2} \sum_{x \in \mathcal{P}'} |\hat{\Pi}'(x)| \leq \frac{1}{q^2} |\mathcal{P}'|^{1/2} \left( \sum_{x \in C_{d+1}} |\hat{\Pi}'(x)|^2 \right)^{1/2}. \]

Using Lemma 3.1 with \( G = \Pi' \) and \( n = d + 1 \), we have
\[ \sum_{x \in C_{d+1}} |\hat{\Pi}'(x)|^2 \ll q^d \cdot \left( |\Pi'| + q^{-d+1} |\Pi'|^2 \right). \]

Substituting this estimate into (3.1) gives us
\[ \left| I(\mathcal{P}, \Pi) - \frac{|\mathcal{P}'||\Pi|}{q} \right| \ll q^{d/2} |\mathcal{P}'|^{1/2} |\Pi|^{1/2} + q^{-d/2} |\mathcal{P}'|^{1/2} |\Pi|. \]

**Case 2:** Assume that \( \mathcal{P} \) lies on \( P_{\beta} \), recall, a translate of \( P \) by \( \beta \) defined by \( x_d + \beta = x_1^2 + \cdots + x_{d-1}^2 \). Without loss of generality, we may assume that \( \beta = 0 \) since the number of incidences is not changed by translations. Define
\[ \mathcal{P}' := \{(\lambda p, \lambda) : p \in \mathcal{P}, \lambda \in \mathbb{F}_q^* \} \subset \mathbb{F}_q^{d+1}, \]
and
\[ \Pi' := \{s(a_1, \ldots, a_d, -a_{d+1}) : s \in \mathbb{F}_q^*, a_1 x_1 + \cdots + a_d x_d = a_{d+1} \in \Pi \}. \]

Since \( \mathcal{P} \) lies on the paraboloid \( P \) in \( \mathbb{F}_q^d \), one can check that \( \mathcal{P}' \) lies on the variety defined by the equation
\[ x_{d+1} \cdot x_d = x_1^2 + \cdots + x_{d-1}^2, \]
which is the cone \( C_{d+1} \) after a change of variables. Thus, the argument in the case 1 will give us the desired exponent.
In other words, the case \( t = 1 \) is proved.

For \( t > 1 \), one can partition the point set \( \mathcal{P} \) into \( t \) subsets, each on a variety, then we can apply the case \( t = 1 \) for each of these subsets, and the theorem follows from the Cauchy-Schwarz inequality.

\[ \Box \]

4. AN ENERGY BOUND

For a set \( A \) in \( \mathbb{F}_q^d \), the additive energy, denoted by \( E(A) \), is defined as the number of the pairs \((a, b, c, d) \in A^4\) such that \( a + b = c + d \).

**Theorem 4.1.** Suppose that \( d = 4k - 1 \) and \( q \equiv 3 \mod 4 \). Let \( S_j \) be a sphere of square radius \( j \neq 0 \) in \( \mathbb{F}_q^d \). For \( A \subset S_j \), we have

\[
E(A) \ll \frac{|A|^3}{q} + q^{\frac{d-2}{2}} |A|^2 + q^{\frac{d-3}{4}} |A|^{5/2}.
\]

**Proof.** We start with the following observation. Given \( a, b, c, d \in S_j \), if \( a + b = c + d \), then we have

\[
(b - d) \cdot (a - d) = 0.
\]

This can be viewed as a right angle at \( d \). Thus \( E(A) \) is bounded by the number of triples \((a, b, d) \in A^3\) such that \( (b - d) \cdot (a - d) = 0 \). We now fall into two cases:

**Case 1:** Let \( E_1 \) be the number of triples \((a, b, d) \in A^3\) such that \( ||a - d|| = 0 \) or \( ||b - d|| = 0 \).

We are going to show that

\[
E_1 \ll \frac{|A|^3}{q} + q^{\frac{d-2}{2}} |A|^2 + q^{\frac{d-3}{4}} |A|^{5/2}.
\]

Indeed, if \( ||a - d|| = 0 \), then we have \( a \cdot d = j \). The identity \( a \cdot d = j \) can be understood as an incidence between the point \( d \in A \subset S_j \) and the hyperplane defined by the equation \( a \cdot x = j \). One can apply Theorem 2.3 with \( t \ll 1 \) to show that the number of pairs \((a, b) \in A \times A\) such that \( ||a - d|| = 0 \) is bounded by

\[
\frac{|A|^2}{q} + O(q^{\frac{d-2}{2}} |A| + q^{\frac{d-3}{4}} |A|^{3/2}).
\]

By the same argument, this estimate holds in the case when \( ||b - d|| = 0 \). Thus,

\[
E_1 \ll \frac{|A|^3}{q} + q^{\frac{d-2}{2}} |A|^2 + q^{\frac{d-3}{4}} |A|^{5/2}.
\]

**Case 2:** Let \( E_2 \) be the number of triples \((a, b, d) \in A^3\) such that \( ||a - d|| \neq 0, ||b - d|| \neq 0 \).

We actually prove the case when at least one of \( ||a - d|| \) and \( ||b - d|| \) is not zero, which clearly contains the assumption of Case 2.
For a fixed $d \in A$, we now count the number of pairs $(a, b) \in A^2$ such that $(a - d) \cdot (b - d) = 0$. When $\|a - d\| \neq 0$, there is no other point $a' \in A$ such that $a' - d = \lambda(a - d)$ for some $\lambda \in \mathbb{F}_q \setminus \{1\}$. The same also holds for $b - d$.

We observe that the identity $(a - d) \cdot (b - d) = 0$ is equivalent with an incidence between the point $a \in A$ and the hyperplane defined by $(b - d) \cdot x = (b - d) \cdot d$. Since $A \subset S_j$, Theorem 2.3 with $t \ll 1$ gives us that the number of pairs $(a, b) \in A^2$ such that $(a - d) \cdot (b - d) = 0$ is at most

$$\frac{|A|^2}{q} + O(q^{\frac{d-2}{2}}|A| + q^{\frac{d-3}{4}}|A|^{3/2}).$$

Taking the sum over all $d \in A$,

$$E_2 \ll \frac{|A|^3}{q} + q^{\frac{d-2}{2}}|A|^2 + q^{\frac{d-3}{4}}|A|^{5/2}.$$ 

Putting $E_1$ and $E_2$ together, the theorem follows. \( \square \)

## 5. Extension Theorems for Spheres

In this section, we give a complete proof of Theorem 1.3. We start this section with the following lemma.

**Lemma 5.1.** Suppose that $d = 4k - 1$ and $q \equiv 3 \mod 4$. Let $S_j$ be a sphere of square radius $j \neq 0$ in $\mathbb{F}_q^d$. For $A \subset S_j$ of size $n$, we have

$$\|(Ad\sigma)^v\|_{L^4(\mathbb{F}_q^d,d\sigma)} \ll \begin{cases} 
\frac{n^3}{q} q^{-3d+3} & \text{for } q^{\frac{d+1}{2}} \leq n \ll q^{d-1} \\
\frac{5}{q} q^{-11d+13} & \text{for } q^{\frac{d-1}{2}} \leq n \ll q^{\frac{d+1}{2}} \\
\frac{1}{q} q^{-2d+6} & \text{for } q^{\frac{d-2}{2}} \leq n \ll q^{\frac{d-1}{2}} \\
\frac{3}{q} q^{-3d+4} & \text{for } 1 \leq n \ll q^{\frac{d+1}{2}}, 
\end{cases}$$

where $\|\cdot\|_{L^4}$ denotes the $L^4$ norm.

**Proof.** Using the orthogonal property of $\chi$, we have

$$\|(Ad\sigma)^v\|_{L^4(\mathbb{F}_q^d,d\sigma)} = \frac{q^d}{|S_j|} \cdot E(A)^{1/4} \sim q^{-\frac{3d+4}{4}} E(A)^{1/4}.$$

We now fall into two cases:

**Case 1:** If $q^{\frac{d-2}{2}} \leq n \ll q^{d-1}$, then we can apply Theorem 4.1 to get the desired bounds.

**Case 2:** If $n \ll q^{\frac{d-2}{2}}$, then we use the trivial bound $n^3$ for the energy to conclude the proof. \( \square \)

**Proof of Theorem 1.3.** We begin by observing that the conclusion of Theorem 1.3 in (1.4) is the same as

$$\|(fd\sigma)^v\|_{L^4(\mathbb{F}_q^d,d\sigma)} \ll \|f\|_{L^{4d^2/3d-2}(S_j,d\sigma)} \sim \left(q^{-d+1} \sum_{x \in S_j} |f(x)|^{\frac{2d+1}{2d-2}} \right)^{\frac{2d-2}{2d}}.$$


since the inequality \( \ll \) above follows from the definition of (1.4) and the similarity symbol \( \sim \) above is obtained by using the definition of \( \| f \|_{L^{4d/(3d-2)}(S_j,d\sigma)} \) together with the fact that \( |S_j| \sim q^{d-1} \). Thus, to complete the proof of Theorem 1.3, it suffices to prove the following inequality:

\[
q^{3d^2-5d+2 \over 4d} \| (f d\sigma)^\vee \|_{L^4(f_q^{d}, dc)} \ll \left( \sum_{x \in S_j} \| f(x) \|_{4d/(3d-2)} \right)^{3d^2-2 \over 4d}.
\]

Without loss of generality, we may assume that the test function \( f \) is a nonnegative real valued function since a general complex valued function \( f \) is written as the form \( f_1 + i f_2 \) for some real valued functions \( f_1 \) and \( f_2 \), and a real valued function \( f \) can be expressed as the difference of two nonnegative real valued functions. Furthermore, normalizing the function \( f \) if necessary, we may assume that

\[
(5.1) \quad \sum_{x \in S_j} |f(x)|^{4d/(3d-2)} = 1.
\]

Therefore, it is sufficient to show that

\[
T := q^{3d^2-5d+2 \over 4d} \| (f d\sigma)^\vee \|_{L^4(f_q^{d}, dc)} \ll 1.
\]

Notice that for a nonnegative real valued function \( f \),

\[
\| (f d\sigma)^\vee \|_{L^4(f_q^{d}, dc)} = q^{d \over |S_j|} \left( \sum_{a,b,c,d \in S_j; a+b=c+d} f(a)f(b)f(c)f(d) \right)^{1/4}.
\]

Hence, without loss of generality, we may assume that the test function \( f \) takes the following form:

\[
(5.2) \quad f(x) = \sum_{i=0}^{\infty} 2^{-i} A_i(x),
\]

where \( \{A_i\} \) are disjoint subsets of \( S_j \). It follows from (5.1) and (5.2) that

\[
\sum_{i=0}^{\infty} 2^{-{4d \over 3d-2} i} |A_i| = 1,
\]

which gives us

\[
(5.3) \quad |A_i| \leq 2^{4d \over 3d-2} - i, \quad \forall i.
\]

Let \( N = C \log q \), a positive integer for some sufficiently large constant \( C \). It follows that

\[
T \leq q^{3d^2-5d+2 \over 4d} \sum_{i=0}^{N} 2^{-i} \| (A_i d\sigma)^\vee \|_{L^4(f_q^{d}, dc)} + q^{3d^2-5d+2 \over 4d} \sum_{i=N+1}^{\infty} 2^{-i} \| (A_i d\sigma)^\vee \|_{L^4(f_q^{d}, dc)}
\]

\[=: M + R.\]
We first bound $R$. Since $\| (A_i d \sigma)^\nu(m) \| \leq 1$ for all $m \in \mathbb{F}_q^d$, it is clear that $\|(A_i d \sigma)^\nu\|_{L^4(\mathbb{F}_q^d, dc)} \leq q^{d/4}$. It therefore follows that

$$R \leq q^{d-5d+2} \cdot q^{d} \cdot \sum_{i=N+1}^{\infty} 2^{-i} \ll q^{d-5d+2} \cdot 2^{-N} \ll 1.$$ 

We now estimate $M$. To do this, we decompose the sum $\sum_{i=0}^{N}$ as four subsummands as follows:

\[
\sum_{i=0}^{N} = \sum_{0 \leq i \leq N} + \sum_{1 \leq 2^{i-1} \leq q} + \sum_{2^{i-1} \leq 2^{(d-2)/2}} + \sum_{2^{i-1} \leq 2^{(d-2)/2}} \ll q^{d-1} \ll q^{d-2}.
\]

Then, with notations above, the term $M$ is written by

\[
M = q^{d-5d+2} \cdot q^{d} \cdot \sum_{i=0}^{N} 2^{-i} \| (A_i d \sigma)^\nu \|_{L^4(\mathbb{F}_q^d, dc)} + q^{d-5d+2} \cdot q^{d} \cdot \sum_{i=0}^{N} 2^{-i} \| (A_i d \sigma)^\nu \|_{L^4(\mathbb{F}_q^d, dc)} + q^{d-5d+2} \cdot q^{d} \cdot \sum_{i=0}^{N} 2^{-i} \| (A_i d \sigma)^\nu \|_{L^4(\mathbb{F}_q^d, dc)} + q^{d-5d+2} \cdot q^{d} \cdot \sum_{i=0}^{N} 2^{-i} \| (A_i d \sigma)^\nu \|_{L^4(\mathbb{F}_q^d, dc)} =: M_1 + M_2 + M_3 + M_4.
\]

Employing Lemma 5.1 and using (5.3), we get

\[
M_1 \ll q^{d-1} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^3 \ll q^{d-1} \cdot q^{d} = 1,
\]

\[
M_2 \ll q^{d-1} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^3 \ll q^{d-1} \cdot q^{d} = 1,
\]

and

\[
M_4 \ll q^{d-1} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^3 \ll q^{d-1} \cdot q^{d} = 1.
\]

It remains to show that $M_3 \ll 1$, which will be proven separately in the cases of $d = 3$ and $d = 4k - 1 \geq 7$. As before, it follows by Lemma 5.1 and (5.3) that

\[
M_3 \ll q^{d-7d+8} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^5 \ll q^{d-7d+8} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^5.
\]

Hence, if $d = 3$, then

\[
M_3 \ll q^{d-7d+8} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^5 \ll q^{d-7d+8} \cdot q^{d} \cdot \sum_{0 \leq i \leq N} 2^{-i} |A_i|^5 = 1.
\]
On the other hand, if $d \geq 7$, then we have
\[
M_3 \ll q \frac{d^2 - 7d + 8}{16d} \sum_{0 \leq i \leq N} 2^{-d-4i} \ll q \frac{d^2 - 7d + 8}{16d} = q \frac{-d^2 + 4}{16d} \leq 1.
\]
This completes the proof of the theorem. \qed

6. THREE-DISTANCE PROBLEM (THEOREM 1.5)

To prove Theorem 1.5, we need the following results. The first proposition is known as the interpolation proposition. A detailed proof can be found in [5].

**Proposition 6.1.** Let $1 \leq r_0, r_1, p_0, p_1 \leq \infty$ with $r_0 \leq r_1$ and $p_0 \leq p_1$.

1. Suppose that $T$ is a linear operator and the following two estimates hold for all functions $f$:
   \[
   \|Tf\|_{L^{r_0}} \leq C_0 \quad \text{and} \quad \|Tf\|_{L^{r_1}} \leq C_1.
   \]
   Then we have
   \[
   \|Tf\|_{L^r} \leq C_1^{1-\theta} C_0^\theta
   \]
   for any $0 \leq \theta \leq 1$ with
   \[
   \frac{1-\theta}{r_0} + \frac{\theta}{r_1} = \frac{1}{r}.
   \]

2. Suppose that $T$ is a linear operator and the following two estimates hold for all functions $f$:
   \[
   \|Tf\|_{L^{r_0}} \leq C_0 \|f\|_{L^{p_0}}, \quad \|Tf\|_{L^{r_1}} \leq C_1 \|f\|_{L^{p_1}}.
   \]
   Then we have
   \[
   \|Tf\|_{L^r} \leq C_1^{1-\theta} C_0^\theta \|f\|_{L^p},
   \]
   for any $0 \leq \theta \leq 1$ with
   \[
   \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{r} = \frac{1-\theta}{r_0} + \frac{\theta}{r_1}.
   \]

For $t \in \mathbb{F}_q$, let $\mu_3(t)$ be the number of triples $(x, y, z) \in A^3$ such that $\|x + y + z\| = t$. We recall the following lemma from [2].

**Lemma 6.2** ([2], Lemma 2.6, Lemma 2.7). Let $A \subset \mathbb{F}_q^d$ with $d \geq 4$ even. If $|A| \geq 3q^{d/2}$, then we have
\[
(|A|^3 - \mu_3(0))^2 \geq \frac{|A|^6}{9},
\]
and
\[
q^{-d} \left| \sum_{x \in S_0} (\hat{A}(x))^3 - \mu_3(0) \right|^2 \leq \frac{4|A|^6}{q}.
\]
Here, we note that $\hat{A}(x) = \sum_{m \in A} \chi(-x \cdot m)$. 

Lemma 6.3. Let \( A \) be a set in \( \mathbb{F}_q^d \) with \( d \) even.

1. Suppose that \( |A| \geq 3q^{d/2} \) and \( d = 4 \), then we have
   \[
   \sum_{t \in \mathbb{F}_q^d} \mu_3(t)^2 \ll \frac{|A|^6}{q} + q^3 |A|^{12/3}.
   \]

2. Suppose that \( |A| \geq 3q^{d/2} \) and \( d \geq 6 \), then we have
   \[
   \sum_{t \in \mathbb{F}_q^d} \mu_3(t)^2 \ll \frac{|A|^6}{q} + q^{3d-5d+2} |A|^{5-d-4}.
   \]

Now we will make a reduction for the proof of Lemma 6.3. We observe that
\[
\mu_3(t) = \sum_{x,y,z \in \mathbb{F}_q^d} A(x)A(y)A(z)S_t(x+y+z)
= \frac{1}{q^d} \sum_{x,y,z \in \mathbb{F}_q^d} A(x)A(y)A(z) \sum_{m \in \mathbb{F}_q^d} \hat{S}_t(m) \hat{\chi}(m \cdot (x+y+z))
= \frac{1}{q^d} \sum_{m \in \mathbb{F}_q^d} \hat{S}_t(m) (\hat{A}(m))^3.
\]

Thus, we have
\[
\sum_{t \in \mathbb{F}_q^d} \mu_3(t)^2 = \sum_{t \in \mathbb{F}_q^d} \mu_3(t)\overline{\mu_3(t)} = \frac{1}{q^{2d}} \sum_{m,v \in \mathbb{F}_q^d} \hat{S}_t(m)\overline{\hat{S}_t(v)} (\hat{A}(m))^3 (\hat{A}(v))^3.
\]

We also make use of the following lemma which is taken from [15, Proposition 2.2].

Lemma 6.4. For \( m,v \in \mathbb{F}_q^d \), we have
\[
\sum_{t \in \mathbb{F}_q^d} \hat{S}_t(m)\overline{\hat{S}_t(v)} = q^{2d} \left( \frac{\delta_0(m)\delta_0(v)}{q} + q^{-(d+1)} \sum_{s \neq 0} \chi(s \cdot (||m|| - ||v||)) \right),
\]
where \( \delta_0(m) = 1 \) if \( m \) is a zero vector, and 0 otherwise.

Substituting this bound to (6.1), we get
\[
\sum_{t \in \mathbb{F}_q^d} \mu_3(t)^2 = \frac{1}{q} |\hat{A}(0)|^6 + \frac{1}{q^{d+1}} \sum_{m,v \in \mathbb{F}_q^d} (\hat{A}(m))^3 (\hat{A}(v))^3 \left( \sum_{s \in \mathbb{F}_q^d} \chi(s(||m|| - ||v||)) - 1 \right).
\]

Using the orthogonality of \( \chi \), we get
\[
\sum_{t \in \mathbb{F}_q^d} \mu_3(t)^2 = \frac{|A|^6}{q} + \frac{1}{q^d} \sum_{||m|| = ||v||} (\hat{A}(m))^3 (\hat{A}(v))^3 - \frac{1}{q^{d+1}} \sum_{v \in \mathbb{F}_q^d} (\hat{A}(v))^3 \left| \sum_{p \in \mathbb{F}_q^d} (\hat{A}(p))^3 \right|^2.
\]
Since the last term above is negative, it follows that
\[
\sum_{t \in \mathbb{F}_q} \mu_3(t)^2 \leq \frac{|A|^6}{q} + \frac{1}{q^d} \sum_{|m| = |v|} (\hat{A}(m))^3 (\hat{A}(v))^3 \\
\leq \frac{|A|^6}{q} + \frac{1}{q^d} \sum_{t \neq 0} |\hat{A}(v)|^3.
\]

Lemma 6.2 tells us that
\[
\sum_{t \neq 0} \mu_3(t)^2 \leq \frac{|A|^6}{q} + \frac{1}{q^d} \left( \max_{r \neq 0} \sum_{v \in S_r} |\hat{A}(v)|^3 \right) \sum_{v \in \mathbb{F}_q^d} |\hat{A}(v)|^3
\]
\[
\leq \frac{|A|^6}{q} + |A|^2 \left( \max_{r \neq 0} \sum_{v \in S_r} |\hat{A}(v)|^3 \right),
\]
where we have used the Hölder inequality and the facts that \(\sum_{v \in \mathbb{F}_q^d} |\hat{A}(v)|^2 = q^d |A|\), \(|\hat{A}(v)| \leq |\hat{A}(0)| = |A|\) to bound the sum \(\sum_{v \in \mathbb{F}_q^d} |\hat{A}(v)|^3\).

Therefore, in order to prove Lemma 6.3, it is enough to address the following theorem which will be shown using \(L^p \to L^4\) spherical restriction estimates.

**Theorem 6.5.** For \(A \subset \mathbb{F}_q^d\) with \(d\) even, the following statements hold.

1. Suppose that \(d = 4\), then we have
   \[||\hat{A}||_{L^3(S_t,d\sigma)} \ll |A|^{7/9}\] for any \(t \neq 0\).

2. Suppose that \(d \geq 6\), then we have
   \[||\hat{A}||_{L^3(S_t,d\sigma)} \ll q^{-d^2/3d+6} |A|^{1-d/12} \] for any \(t \neq 0\).

**Proof.** **Case 1:** For any function \(f : S_t \to \mathbb{C}\), we recall the trivial bound
\[||(fd\sigma)^\vee||_{L^\infty(\mathbb{F}_q^d,d\sigma)} \ll ||f||_{L^1(S_t,d\sigma)}\].

It was also proved in [11, Theorem 1.5] that
\[||(fd\sigma)^\vee||_{L^4(\mathbb{F}_q^d,d\sigma)} \ll ||f||_{L^2(S_t,d\sigma)}\].

Using Proposition 6.1, we have
\[||(fd\sigma)^\vee||_{L^2(\mathbb{F}_q^d,d\sigma)} \ll ||f||_{L^2(S_t,d\sigma)}\].

By duality, one has
\[||\hat{g}||_{L^3(S_t,d\sigma)} \ll ||g||_{L^{3}(\mathbb{F}_q^d,d\sigma)},\]
for all function $g : \mathbb{F}_q^d \to \mathbb{C}$. Set $g$ to be the characteristic function of $A$, then the statement follows.

**Case 2**: To prove this case, we first need to show that

$$||\hat{A}||_{L^2(S_t, d\sigma)} \ll \frac{|A|}{q^{d-1}},$$

whenever $|A| \geq q^{d-1}$. Indeed,

$$||\hat{A}||_{L^2(S_t, d\sigma)}^2 = \frac{1}{|S_t|} \sum_{x \in S_t} |\hat{A}(x)|^2 \sim \frac{1}{q^{d-1}} \sum_{x \in S_t} |\hat{A}(x)|^2.$$

Thus, it is enough to handle the following inequality

$$\sum_{x \in S_t} |\hat{A}(x)|^2 \ll q^{d-1} |A|^2.$$

It follows from the definition of $\hat{A}(x)$ that

$$\sum_{x \in S_t} |\hat{A}(x)|^2 = \sum_{x \in S_t} \sum_{a, b \in A} \chi(-x(a - b)) = \sum_{a, b \in A} \hat{S}_t(a - b)$$

$$= |A| \hat{S}_t(0) + \sum_{a, b \in A, a \neq b} \hat{S}_t(a - b)$$

$$\leq |A||S_t| + \sum_{a, b \in A, a \neq b} \left( \max_{x \neq 0} |\hat{S}_t(x)| \right).$$

Moreover, it was shown in [12] that

$$\max_{x \neq 0} |\hat{S}_t(x)| = \max_{x \neq 0} \left| \sum_{m \in S_t} \chi(-x \cdot m) \right| \ll q^{d-1}.$$

Thus, we obtain

$$\sum_{x \in S_t} |\hat{A}(x)|^2 \ll q^{d-1} |A| + q^{d-1} |A|^2 \ll q^{d-1} |A|^2,$$

under the condition $|A| \geq q^{d-1}$.

Since $d$ is even, by duality, it was proved in [11, Theorem 1.5] that

$$||\hat{A}||_{L^{2d}(S_t, d\sigma)} \ll ||A||_{L^2(\mathbb{F}_q^d, d\sigma)} = |A|^{3/4}.$$

Thus, if $d \geq 2$, and $|A| \geq q^{d-1}$, using Proposition 6.1 with $\theta = 2d/(3d - 6)$, we obtain

$$||\hat{A}||_{L^3(S_t, d\sigma)} \ll \left( q^{-d-1} |A| \right)^{1-\theta} |A|^{3\theta}.$$

Notice that since $d \geq 6$, we have $0 \leq \theta \leq 1$. Hence,

$$||\hat{A}||_{L^3(S_t, d\sigma)} \ll q^{-d^2 - 5d + 6} |A|^{1-\frac{d}{3d-6}}.$$

This completes the proof of the theorem. \qed
Proof of Theorem 1.5: Using the Cauchy-Schwarz inequality and the first statement of Lemma 6.2, we have

\[ |\Delta_3(A)| \gg \frac{|A|^6}{\sum_{t \neq 0} \mu_3(t)^2}. \]

On the other hand, Lemma 6.3 gives us

\[ \sum_{t \neq 0} \mu_3(t)^2 \ll \begin{cases} \frac{|A|^6}{q} + q^3 |A|^{\frac{13}{3}}, & d = 4 \\ \frac{|A|^6}{q} + q^{\frac{3d^2-5d+2}{4d-8}} |A|^{\frac{5-d}{2d-4}}, & d \geq 6. \end{cases} \]

In other words,

\[ |\Delta_3(A)| \gg q, \]

whenever

\[ |A| \gg \begin{cases} q^{\frac{12}{5}}, & d = 4 \\ q^{\frac{d+1}{2} - \frac{1}{3d-4}}, & d \geq 6, \end{cases} \]

This completes the proof of the theorem. □
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