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Distributed Denial of Service (DDoS) attack is known to be one of the most lethal attacks in traditional network architecture. In this attack, the attacker uses botnets to overwhelm network resources. Botnets can be randomly compromised computers or IoT devices that are used to generate excessive traffic towards the victim, and as a result, legitimate users cannot access the services. In this research, software-defined networking (SDN) has been suggested as a solution to fight DDoS attacks. SDN uses the idea of centralized control and segregation of the data plane from the control plane. SDN is more flexible, and policy implementation on the centralized controller is easy. SDN is now being widely used in modern network paradigms because it has enhanced security. In this work, an entropy-based statistical approach has been suggested to detect and mitigate TCP SYN flood DDoS attacks. The proposed algorithm uses a three-phased detection scheme to minimize the false-positive rate. Entropy, standard deviation, and weighted moving average have been used for intrusion detection. Multiple experiments were performed, and the results show that the suggested approach is more reliable and lightweight and has a minimal false-positive rate.

1. Introduction

The Internet has become a crucial part of homes and offices in the 21st century. Internet not only is being used for communication but also has made its place and value successful in businesses. Many business giants like Alibaba, Amazon, and Tencent Holdings rely on the Internet for their entire business. Internet is contributing to every sector, from schools [1] to health and homes. As per the Cisco Annual Internet Report [2], worldwide Internet users will reach 5.3 million by 2023, with over two-thirds of the global population having access. Because of its interdependence, the Internet is more vulnerable to intrusions and attackers. There is a history of Internet service disruptions. Users have been targeted over the information superhighway using a multitude of approaches. The first DDoS attack happened in 1996 when a DDoS attack rendered Panix, an Internet service provider, inaccessible for many days. As per the Cisco Annual Internet Report for 2018–2020, the number of DDoS attacks will be twofold by 2023. Table 1 is a list of the utmost famous DDoS attacks in recent years.

The system of cyberattack, in which many bots attack a single network, rendering it inaccessible for legitimate nodes, is
a Distributed Denial of Service (DDoS) intrusion. DDoS attacks containing thousands of botnets [7] are commonly launched to interrupt web services. Although many defense strategies have been suggested to counter DDoS attacks [8], it is still a significant threat at the application level. The attacker’s traffic is just like legitimate user traffic. These attacks can cause massive disruption and network congestion.

From Figure 1, the purpose of the DDoS attack is server exhaustion by generating excessive requests towards the server. The victim server will go offline, and as a result, its services will be unavailable for legitimate users. Botnets are also known as zombies and are random devices that are controlled remotely by an attacker using malware. Botnets are used to generate massive requests towards the server. The attacker usually has full control over the botnet, and many devices, including IoT devices, can be used as botnets. DDoS attacks can be of various types. DDoS attacks are generally classified based on attack technique and victim type. Few most common attack types have been classified into the following three categories in Figure 2.

The invader makes efforts to reside in all network’s available bandwidth by pushing an enormous volume of traffic flow to the target of volume-based attacks, such as ICMP flood attackers. Botnets or other forms of amplification are used to send this traffic, causing network congestion [9].

In application-layer attacks, server resources like CPU and memory are exhausted by generating excessive ping requests towards the server. It is to detect DDoS attacks because the firewall cannot detect them, for example, HTTP GET flood attack [10].

Protocol-based attacks are designed to create a significant service interruption by using all available state table capacity. The goal of attacks like TCP SYN flood is to overwhelm the target and render it unusable for genuine users [11].

Transmission control protocol (TCP) is a secure application stratum protocol that establishes a secure connection before transmission. A three-way handshake is used to establish a secure connection between the sender and receiver.
The receiver has a passive open connection. The sender has an active open connection. SYN packets are sent by the sender, requesting connection initiation, the receiver responds to the sender by distributing SYN-ACK packets to the SYN packet, and then the sender completes the connection by sending ACK packets again to the SYN-ACK packets. The invader takes benefit of the TCP three-mode handshake mechanism in TCP SYN flood attack and overloads the target with synchronization requests. TCP is a connection-oriented protocol, which creates a connection before transmitting data. Connection is established using a three-way handshake mechanism in which the client requests a connection from the server by sending synchronization packets. The server replies to the client by sending acknowledgments against synchronization packets. This mechanism of TCP is used to saturate server resources by sending excessive requests.

In Figure 3, the attacker generates a massive amount of SYN requests towards the server using botnets. The server thinks that the requests are genuine, so he replies with SYN-ACK packets and waits for the transmission to be started. However, the attacker leaves the connection half-open by never replying to SYN-ACK packets. These half-open connections make the server exhausted and bring it offline. If a legitimate user tries to access the server during this period, he gets no response as the attacker occupies the server resources. Many techniques for detecting and mitigating TCP SYN-based intrusions have been offered, and the approach provided in this study is based on SDN.

SDN stands for software-defined networking and is considered a next-generation network design. The primary characteristic of SDN is that it uses a centralized controller to decouple the record plane from the controller plane. A centralized controller makes it easy to implement security and rules inside the network. The controller works as a network supervisor who monitors the traffic coming to and going from the network. SDN was invented by ONF (open network foundation) in 2007. Definition of SDN provided by ONF says that “A network architecture in which the control plane controls the network flow and forwarding is separated...
from control plane [12].” ONF gave an idea of SDN by segregating the control plane and data plane. OpenFlow protocol is used for SDN switch configuration and communication between SDN planes. OpenFlow switches are used in SDN. OpenFlow switches contain two key components, a secure communication channel and a flow table [13]; the secure channel allows controllers to deliver messages and packets to the switch, and the flow table instructs the switch how to process. The flow table has contained header, packets, process definition, and count of packets and bytes for each flow [14]. Packet forwarding, encapsulation, and dropping packets according to the security setting are done by OpenFlow. Data collection and firewall implementation are done by flow tables. Information of each layer is kept in the flow table so that the forwarding rules can be implemented easily. Further details of SDN architecture and working are given in Figure 4.

The architecture of SDN is explained in Figure 4. By separating the control plane forwarding and data plane, SDN ensures more flexibility, adaptability, security, and programmability. Communication apparatus, for instance, switches and routers, are said to be in the data plane in SDN, while the controller is in the control plane [15]. SDN has three planes that are separated by the southbound and northbound APIs. Three planes of SDN are as follows.

**Application Plane.** It includes all networking applications and software like load balancers, quality of service, firewall, and so on. Northbound APIs do communication between the controller and application plane.

**Control Plane.** The SDN’s primary and controlling point is the controller. It acts as a network’s brain, doing all required tasks to administer the network and networking devices. It also serves as a link between the network’s hardware and software. The controller oversees putting policies and rules into action. It also keeps track of and filters all traffic entering and exiting the network.

**Data Plane.** Hardware infrastructure lies inside the data plane. The switches manage flow tables. SDN has OpenFlow switches; whenever a new packet enters inside the network, the flow rule implemented by the controller decides what to do with that packet.

For communication between planes, northbound and southbound application program interfaces (APIs) are used in SDN.

**Northbound APIs.** Policies are the rules that describe the network behavior. These rules are implemented by the controller. The controller tells application programs about hardware status, available resources, and network traffic. The
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controller communicates with the application plane using northbound APIs. Northbound APIs are also used by the application plane to find the best path, compute latency, and implement a security firewall.

Southbound APIs. Lower-level architectures like network switches and routers use southbound APIs to communicate with the controller. Flow policies and flow table entries are managed by the controller of the switches. The controller can change the switch behavior. How the traffic enters and how it will go outside the network will be decided by the controller. The comparison of SDN with traditional network architecture is given in Table 2.

| Feature       | Traditional network                                                                 | SDN                                                                 |
|---------------|-------------------------------------------------------------------------------------|----------------------------------------------------------------------|
| Innovation    | Limited hardware capacity and test environment.                                      | Upgraded software provides fast deployment. Multitenants under central controller enhanced experimentations. |
| Configuration | Complex manual configuration.                                                        | A centralized controller provides an automated configuration.         |
| Performance   | Devices are statistically configured, having limited information.                    | Globally, dynamic configuration of devices has cross-layer information. |
| Management    | It is hard to manage or change as every device needs changes separately.              | Simplified management and improved delivery. Ensuring programmability by parting the control plane from the data plane. |

2. Literature Review

Multiple solutions have been suggested to spot and mitigate DDoS attacks. The authors in [17] have suggested a discovery and mitigation of the DDoS attack approach through machine learning. For detection, they have used a support vector machine (SVM). In SVM, six-tuple characteristics’ information is received from the switch, which is classified by an algorithm to detect attack traffic. This technique provides high precision and a low false alarm rate. However, the computational time of this method is high.

In communication networks, entropy-based algorithms [18] can also be employed to spot DDoS attacks. This statistical method can spot various attacks by detecting the unpredictability of arriving traffic, including DDoS [15]. The higher value of entropy indicates more randomness of traffic flow, and a small value of entropy means more reliable traffic flow. The entropy-based model was used to detect TCP SYN flood DoS attacks in [19]. The model was tested using a variable window size of data generated by the OpenFlow switch and controller. In [20], the entropy-based detection method is used along with PSO-BP neural network in the SDN environment. The predetection is accomplished on switches by dividing them into normal and abnormal using entropy. The results state that this method provides better performance, but this can only be used to detect data layer attacks and cannot be used to control layer DDoS attack detection. In another study [21], the concept of cross entropy was introduced. Cross entropy depends on the packet arrival rate in the SDN. The limitation of this work is single factor validation. If we use the packet arrival rate for attack detection on a busy server, it can result in a higher false-positive rate.

In research [22], entropy has been used for control layer slow DDoS attack detection. Their main contribution is slow DDoS attack detection and comparison of their results with Shannon’s results. In [23], the entropy-based detection method is used for UDP flood attack detection in the SDN surroundings. The limitation of their work was small (i) window size, that can cause computational overhead, and a (ii) single factor detection scheme can generate the higher value of false-positive rate. References [24, 25] have used the entropy-based method to notice the attack. Entropy-based detection schemes depend on network feature distribution such as source IP, destination IP, source port, or/and destination port to detect the malicious behavior of network traffic. A predefined threshold value of entropy is used to detect abnormal traffic flow [26]. The critical factor of this method is a threshold value; this whole detection method solely depends on a threshold value. The slight difference in the threshold values can lead to an extraordinary rate of false positives. Due to this, most modern research uses other algorithms along with entropy.

The security benefits of SDN architecture cannot be overstated. For example, data derived from network traffic examination and anomaly recognition can be continuously sent to the central controller. The central controller can use the broad network infrastructure view to correlate and evaluate this type of network feedback [27, 28]. New security measures are created due to this technique to prevent attacks from spreading across the network. SDN’s greater programmability and performance, together with network visibility, can improve network security management and
containment. Despite all benefits that SDN technology offers, it can be exposed to many types of attacks, for instance, anomaly attacks, intrusion attacks, Denial of Service (DoS), and assaults. Furthermore, while the architecture supports network security, the SDN programmability feature could reduce energy consumption by the network infrastructure and devices.

In paper [29], they have used bioinspired anomaly-based attack detection using a Bat algorithm. First, they extracted features for the identification of attacks. The next phase is the customization of the Bat algorithm for training and testing. They also compared their detection technique with ARTP and FCAAlS techniques and showed that the Bat algorithm increased accuracy with minimal process complexity. In previous research, the solution was projected for TCP. There are two types of SYN flood attacks: host-based solutions and network-based solutions. End-host TCP implementation, such as server-side rate limiting [30, 31], raising TCP backlog, or altering the methods and data structures required for connection creation, such as TCP SYN Cookies, is the focus of host-based solutions [32], TCP SYN cache, limiting the number of SYN-RECEIVED timers [33]. The common feature of these solutions is that they do not detect malicious traffic and legitimate traffic from the flow but improve the tolerance capacity of the controller during the attack. In [34], researchers proposed a multilevel framework for DDoS mitigation, which included fog computing, cloud computing, and edge computing levels. They used SDN for implementation. Simulation results showed that the combination of three levels of computing would help us solve the DDoS attack issues in IoT devices.

In December 2018, Thomas Lukaseder et al. [30] presented a detection and mitigation scheme for slow HTTP attacks. They presented several concepts based on lightweight flow-based investigation of network traffic to help identify and exclude attackers from the network. The system’s limitation was its accuracy, which was not high enough, and it was only able to detect HTTP-based attacks. In [31], the authors generated an ICMP flood attack on SDN based network, then monitored the traffic, and applied mitigation on the controller. They used Sflow for monitoring traffic generated on the mininet emulator. Sflow analyzer may be embedded into the controller, and its communication overhead requires just 0.02 percent of a 10 GB Ethernet connection, response discovery time 5 secs, and control time equals 10 secs, according to their research. It is the best solution for preventing DDoS attacks, but adding additional switches would need more effort to manage the complicated network.

Authors in [5] introduced Cochain-SC, a Blockchain-based approach with two layers of mitigation: interdomain and intradomain combination. In the context of SDN, there are three mitigation schemes: (1) intraentropy to assess data unpredictability, (2) intrabay-based approach to classify attack traffic, and (3) intradomain mitigation that is a strategy for preventing intradomain attacks. In this work, they have defined the flow as seven tuples.

Zhijun et al. proposed another DDoS attack detection algorithm in [35]. This paper investigates the slow TCAM Exhaustion attack, an LR_DDoS attack, and presents a multifeatured detection scheme based on Factorization Machine (FM) machine learning method. They also suggested a protection scheme based on dynamic flow rule detection. Certain features must first be retrieved to identify an LR_DDoS attack. Compared to controller-based detection approaches, which sample the entire flow table, extracting these features allows for individual sampling of flow rules. These features are used as a training dataset for FM mode, and the model’s parameters are optimized using the Stochastic Gradient Descent (SGD) algorithm. The trained FM algorithm model then tests the obtained flow rule. The flow rule is added to the Attack Database and Delete Database if it classifies it as malignant. At the first deletion interval, the flow rule is dynamically erased. The number of flow rules at the switch under attack will be reduced because of this.

In [36], researchers have used the bioinspired anomaly-based HTTP Flood attack detection technique. They have used a cuckoo search technique named after a bird because of its search method for laying eggs. Their research has three stages. The initial stage is defining feature metrics that are done on a fixed time interval. In the next stage, these features are optimized as usual or flooded using correspondence assessment by the Jaccard index. The third stage is the customization of cuckoo search in hierarchical order to train and examine. This customization promises a selection of optimal attributes and provides detection accuracy as well as minimal computational overhead.

AVANT-GUARD is a system to spot and mitigate DDoS attacks proposed by Seungwon Shin et al. in [37]. This method was suggested by the fact that the attacker is never attempting to complete a TCP handshake. The controller never receives TCP-ACK packets. AVANT-GUARD is used to protect switches. It serves as a stand-in server that takes TCP connections. The module is connected to the actual server if the TCP-ACK packet is received, and a connection has been established. This algorithm can have a high false-positive rate for the slow legitimate client. In [38], this paper has used bioinspired anomaly-based attack detection using a Bat algorithm. First, they extracted features for the identification of attacks. The next phase is the customization of the Bat algorithm for training and testing. They also compared their detection technique with ARTP and FCAAlS techniques and showed that the Bat algorithm increased accuracy with minimal process complexity.

Another technique [39] is using multiple controllers to detect and avoid DDoS attacks. As the name suggests, this technique is about load balancing and protects the network itself. However, using multiple controllers will add extra cost and network complexity. Several techniques have been proposed, and each method has its pros and cons. For example, machine learning-based techniques provide high detection accuracy, but it requires high computational time. Comparative analysis for various techniques is discussed in Table 3.

From Table 3, we can generalize the pros and cons of different attack detection schemes. ML-based techniques provide a low false-positive rate with high detection
accuracy, but it requires high computation time and complexity. Statistical approach towards DDoS detection provides no computational overhead [47], faster attack detection in large networks, and low computational time. In short, the statistical approach is fast, easy to implement, and flexible. It has no extra implementation cost. Therefore, they are known to be lightweight approaches towards DDoS attack detection.

In this research, a statistical-based approach along with entropy named MMSA (Multimodular Statistical Approach towards DDoS Detection) has been proposed. The MMSA method is proposed and tested in this research, which is a statistical approach towards DDoS attack detection based on multiple threshold values calculated in real time, which minimizes the controller overhead and false-positive rate.

3. Multimodular Statistical Approach towards DDoS Detection

The proposed method Multimodular Statistical Approach towards DDoS Detection (MMSA) consists of multiple phases that work together to detect and mitigate specifically TCP SYN flood attacks. Using multiple phases for attack detection helps in minimizing the false positive. As in larger networks, it is difficult to differentiate between normal traffic surge or attack flow coming towards the traffic. Using three parameters for testing will reduce the false positive.

Weighted moving average and standard deviation have been used for detection along with entropy. Standard deviation and moving average have been used to determine the level one threshold. If the packet_count is greater than $\delta_1$, an alarm will be triggered, and the algorithm will move towards the second phase of detection. For entropy calculation, we have used the destination IP of the sending device, and it will be calculated in a fixed window size of 50. The threshold value for entropy is 1. The algorithm for the proposed method is given in Algorithm 1. Basic TCP parameters like packet counter per second, source, and destination IP to measure the entropy and threshold values have been used to ensure speed and minimum computation time. Table 4 explains the details of the algorithm used by notation.

| Ref. no. | Approach                  | Method                          | Benefits                                      | Limitations                      |
|---------|---------------------------|--------------------------------|-----------------------------------------------|----------------------------------|
| [40]    | Anomaly-based detection   | Entropy, source IP index, and packet rate | Low computational time, low false-positive/negative rate, and high detection throughput | Low accuracy and low adaptability |
| [41]    | Machine learning          | DNN                            | High accuracy                                 | High computational time          |
| [42]    | Statistical               | Used FGPA                      | Nine types of DDoS attacks can be detected based on incoming traffic | High detection time, computational complexity, and low flexibility |
| [43]    | Rate limiting             | FlowSec                        | Low computational time and high detection throughput | Low accuracy and high false-positive rate |
| [44]    | Statistical               | Switch statistics              | Low computational time, High accuracy, and flexibility | High false-positive/negative rate and complexity |
| [45]    | Machine learning          | LSTM + CNN                     | High detection accuracy and minimal false-positive rate | Memory consumption and computational complexity are high |
| [46]    | Hybrid                    | Long short-term memory + fuzzy logic | High accuracy, flexibility, and minimum damage | Computational complexity          |

Table 3: Comparative study of various DDoS detection strategies.

Table 4: Features and parameter’s notation for algorithm.

| Sr. no. | Feature and parameter | Notation | Notation |
|---------|-----------------------|----------|----------|
| 1       | Source IP and destination IP | $IP_{src}$, $IP_{dest}$ |          |
| 2       | Exponentially weighted moving average | $\alpha$, $\Delta w$, $\omega$, $\sigma_1$ |          |
| 3       | Entropy                | $E(H)$   |          |
| 4       | Threshold 1            | $\delta_1$ |          |
| 5       | Threshold 2            | $\delta_2$ |          |
| 6       | Standard deviation     | $S_n$    |          |
| 7       | Packet ratio           | $P_i$    |          |
| 8       | Temporary address database | TAD     |          |
| 9       | Permanent address database | PAD    |          |
| 10      | Flow stat database     | FSD      |          |

Algorithm 1: Multimodular Statistical Approach towards DDoS Detection.

3.1. TCP SYN Flood Detection. Statistical-based three-phased attack detection model MMSA has been used to minimize the false-positive rate. In phase 1, the time series-based detection method was used. In this method, the algorithm will monitor the degree of incoming SYN packets in a fixed window size $\Delta w$. Incoming packets will be monitored and stored in a temporary table named Temporary Address Table (TAT.), and start_time will be set to 0. These packets will be compared to a threshold value $\delta_1$, at the conclusion of window $\Delta w$, and if the rate of SYN packet is higher than $\delta_1$, the algorithm will trigger an attack warning, and detection phase II will be started.

$$EWMA = \frac{X_n}{\alpha} + (1 - \alpha)(X_{n-1} - \frac{X_n}{\alpha}),$$

(1)

Standard Division = $\sigma_1$

$$\sigma_1 = S_n,$$

$$\sigma_1 = \sqrt{\alpha * (X_n - \sigma_1)^2 + (1 - \alpha)(S_{n-1})^2},$$

(2)

$$\delta_1 = X_n + kS_n,$$

(3)
Using equations (1) and (2), the value of the weighted moving average and standard deviation for a window size will be calculated. Here, it is necessary to know that \(\alpha\) is a tuning parameter. In this algorithm, the value of \(\alpha\) is set to 0.05, which provides equal weight to recent and older data. \(K\) used in the equation is a constant. Equation (3) is used to calculate the value of threshold 1. \(\bar{\sigma}_n\) is the sum of EWMA and standard deviation and value of \(\bar{\sigma}_n\) will be compared to the packet count \(P_n\). If the value of \(\bar{\sigma}_n\) is less than \(P_n\), the flow is suspicious and detection phase II will start detection. In equation (4), the value of threshold 1 \((\bar{\sigma}_n)\) will be compared to the packet count \((P_n)\).

\[
\bar{\sigma}_n < P_n. \quad (4)
\]

In detection phase II, the entropy of incoming packets will be measured using equation (5) and compared to a predefined threshold value, which is set to 2. Entropy is the degree of randomness in a given data, so less value of entropy means a low rate of randomness, whereas a high value means a higher level of randomness. We assume that if the value of entropy is less than 2. The traffic can be malicious, and phase 3 will get started for detection verification.

\[
E(H) = \sum_{i=1}^{n} \text{pilogpi}. \quad (5)
\]

In step 3, more investigation is carried out by connecting the source IPs of all flows to a database of legitimate source IPs. Equation (6) will be used to calculate the ratio of the single packet flow to the total number of flows, which will be compared to another threshold, say \(_n\). When the ratio of a single packet flow exceeds \(_n\), an attack is detected.

\[
P_r = \frac{(C_{\text{single}})}{(C_{\text{total}})} \times 100, \quad (6)
\]

EWMA \((P_r)\) is calculated using equation (7).

\[
EWMA (P_r) = \frac{P_r}{P_{m-1}} + \alpha (P_r - P_{m-1}), \quad (7)
\]

SD \((P_r)\) is calculated using equation (8).

\[
SD (P_r) = \sqrt{\alpha * (P_r - P_{m-1})^2 + (1 - \alpha)SD_{m-1}}. \quad (8)
\]

Equations (7) and (8) are used to calculate the exponential moving average and standard deviation for a single packet ratio.

\[
y_n = EWMA (P_r) + SD (P_r). \quad (9)
\]

Now,

\[
y_n < P_r. \quad (10)
\]

Equation (10) compares the single packet ratio \(P_r\), to the threshold \(y_n\), and if the threshold value is less than the single packet ratio, it will confirm that the incoming flow is an attack flow, so the mitigation phase will start. Here, it is to be noted that the algorithm will allow the traffic flow to minimize the false-positive rate; this period is set to 3
After this time, the algorithm will again mitigate all malicious packets.

3.2. Attack Mitigation. For SYN attack mitigation, the sinkhole strategy has been implemented. Port five is set as a sinkhole, and the attack flow will be given the lowest priority and migrated towards port five, whereas legitimate traffic flow will have the highest priority.

4. Experimental Setup

MMSA has been implemented on a VMware with 8 GB RAM, Ubuntu 16.04 LTS OS. Mininet [48] emulator has been used for SDN simulation, and POX controller has coupled to a network containing two switches. Forty-three hosts are connected to the switches. Host h52 acts as a server, whereas four hosts, h1, h2, h3, and h4, are acting as clients; three hosts, h13, h23, and h33, are acting as attacking devices. Hping3 [49] tool has been used for attack traffic, and Netdata Agent [50] is used for traffic flow monitoring and analysis. Netdata is a real-time traffic monitoring tool that is installed on a computer with 4 GB RAM and core i3. Details of the parameters and values of each parameter have been explained in Table 5.

Figure 5 explains the topology used in the experimental setup. The victim server is connected to switch 2 and is being attacked by the attacker via switch 1. Switch 1 is linked to switch 2. The controller is connected to the network using switch 1.

For analysis, two types of traffic pattern scenarios are used. One is traffic of legitimate flow, and the other is attack traffic. Attack traffic is further divided into two scenarios: one is attack traffic without mitigation algorithm, and the other is attack traffic with mitigation.

4.1. Legitimate Traffic. The MMSA DDoS detection scheme was tested by generating legitimate traffic flows. SDN having 16 nodes and three connections with legitimate traffic flow were used.

4.2. Attack Traffic. To generate an attack, we have used the hping3 tool. The proposed methodology was tested by using three nodes as attacking hosts. Table 6 explains the parameters used for the observation of controller behavior under attack as well as under normal flow.

5. Results and Discussion

In the first experiment, the normal flow of TCP packets was monitored for 300 seconds. Our second experiment was monitoring traffic flow for attack traffic without mitigation. Purposed mitigation technique was tested in the third experiment. TCP traffic in the legitimate flow was coming from three different host nodes, h7, h8, h9, and h10. Three nodes, h13, h23, and h33, were working as attacking hosts. Following are the results for various scenarios.

In Figure 6, the suffix $N$ is used for legitimate traffic under normal flow, $A$ is for attack flow, and $M$ is for attack mitigation algorithm. In Figure 6, for legitimate flow, we can see that softirqs are negligible. Moreover, transmitted (NET_TX_N) and received (NET_RX_N) softirqs are the same. For attack traffic, the following command has been used on four different host machines.
Figure 5: Experimental setup.

Figure 6: Softirqs per second.

Figure 7: Softnets per second.
Sudo hping3 -P 80 -I u10000 -A SOURCE IP -S DESTINATION IP

After 2 seconds, the first attacking device was attacked. There, we saw a rise in softirqs received (NET_RX_A). The second device attacked 10 seconds after the first device, and the third device started attacking after 20 seconds. Here, it can be seen that the transmission softirqs (NET_TX_A) level is nearly zero. To check the performance of our algorithm, the attack started after 32 seconds, and we saw a slight bump in softirqs received (NET_RX_M). Attack was detected and mitigated after 3 seconds at 35. Our algorithm checks for legitimate traffic every 30 seconds for 3 seconds, so we can
see a slight increase in softirqs received (NET_RX_M), while the amount of softirqs transmitted (NET_TX_M) remains constant throughout the experiment.

Softnets processed per second have been analyzed for 300 seconds for legitimate flow, attack flow without mitigation, and attack flow with mitigation. We can see from Figure 7 that softnets began to rise by 200 per attacking host for attack traffic (processed_A), which was almost zero for normal/legitimate traffic (processed_N). Whereas initially, the value rose for attack flow with the mitigation algorithm, it was detected and mitigated in 3 seconds, and the value of softnet returned to normal. Here, it is essential to mention that a few packets of attack flow were still in the pipe, so it took more time for the botnets to return to normal. Our algorithm allows traffic for 3 seconds after every 30 seconds to avoid false positive so a slight increase in the value of softnets can be viewed from time to time.

Several TCP packets coming towards and going out of the device were also monitored and analyzed using the Netdata Agent. From Figure 8, we can see that, under standard flow, packets were coming at 14 packets to 24 packets per second and the amount of incoming (received_N) and outgoing (sent_N) was equal during legitimate traffic flow.

The results of bandwidth consumption are shown in kbps in Figure 9. The figure demonstrates that, for the standard TCP flow, the overall bandwidth consumed was about 100 kilobits per second. Values of received_N and sent_N remained the same during the whole experiment. As quickly as the attack started, the bandwidth consumption sharply increased, reaching almost a rate of 3 Mbps, consuming the whole network bandwidth, whereas for the attack with mitigation, we saw an increase up to 150 kilobits per second, but the bandwidth consumption became normal as soon as mitigation started. Then, a slow increase can be seen at \( t \) of 135 seconds; the mitigation algorithm allows traffic for a few seconds to avoid false positives.

The degree of randomness in traffic flow is measured using entropy. A higher value of entropy means there is no attack, and traffic on the network is legitimate. On the contrary, smaller values of entropy prove that the incoming traffic is malignant. From Figure 10, we can see that the value of entropy (entropy_N) is about 900 per second for the expected traffic. The value of entropy was decreased up to 300 per second for attack traffic without mitigation (entropy_A). After 20 seconds, we can see that the value raised to 570 packets per second, then the value further increased and reached up to 600 at \( t = 91 \) seconds, and it kept increasing until \( t = 132 \) seconds. Here, it reached 700 per second. After that, the value remained to fluctuate between 600 and 700 per second. For the attack flow with mitigation, we can analyze that the value of entropy was 700 per second, which increased up to 790 per second at \( t = 12 \) seconds.

6. Conclusion

This paper has proposed a lightweight statistical approach towards TCP SYN flood DDoS attack detection and mitigation in the SDN environment. The objective of this technique was to design and propose a lightweight and practical method for the diagnosis and diminution of TCP SYN flood attacks in the SDN. This technique has three modular approaches to notice and mitigate DDoS attacks. The method used multiple phases to accurately detect the attack. The limitation of the statistical approach is its dependency on selected parameters.

The MMSA method was tested and analyzed several times. Results illustrate that the algorithm can accomplish efficiently in different attack scenarios against TCP SYN flood attacks. The suggested method provides lightweight code for DDoS attack detection and mitigation scheme in SDN architecture. Three phases ensure the minimal false-positive rate and high accuracy, and it does not block the whole network traffic. It is aimed to try to extend our method to other attacks for future work, for example, ICMP and spoofing attacks.
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