Abstract

We derive three fundamental decompositions on relevant information quantities in feedback systems. The feedback systems considered in this paper are only restricted to be causal in time domain and the channels are allowed to be subject to arbitrary distribution. These decompositions comprise the well-known mutual information and the directed information, and indicate a law of conservation of information flows in the closed-loop network.
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I. INTRODUCTION

Feedback systems have been well studied and understood in the community of control theory since almost one hundred years ago. In 1960’s, the communication community started to pay attention to feedback systems and, since then, many notable results have been established [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12]. One recent breakthrough is the notion of directed information introduced by Massey [13]. The directed information successfully assesses the amount of information flowing from one random sequence to another in a causal fashion.
This notion has wide applications in different research fields. For example, it characterizes the capacity of channels with noiseless feedback [6], [7], [10], [11], [12], provides understanding on portfolio theory, data compression and hypothesis testing [14], and develops fundamental limitations for networked control system [15].

The relationship between the directed information and mutual information has been well investigated and a conservation law has been found in [16]. However, the relationship between these two important quantities in general feedback system (as shown in Fig. 1) is not clear until now. In Fig. 1, $S_1$ and $S_2$ are two plants/systems, communicating to each other through noisy channels represented by $C_1$ and $C_2$. $m$ is some external information given to the system $S_1$ and $z$ is the information of $m$ extracted from system $S_2$. When specified to feedback communication systems, $m$ is the message and $E$ represents the encoder/transmitter. $D$ represents the decoder and $\hat{m}$ is the estimated message. For the ease of readability, in this paper, we are interested in the case of $u = y$ (i.e., the system $S_2$ is an unit gain system), as shown in Fig. 1 (right). The results can be naturally extended to the general case as shown in Fig 1 (left).

In the literature, there exist a few results on feedback communication systems, to list a few [17], [18], [19], [20], [21], [22]. However, it is still far away from understanding the information flow and finding the relationships among relevant quantities in general feedback systems. In this paper, we derive some connections among relevant information quantities, in order to understand the information flow in the closed-loop system.

In what follows, we introduce the mathematical model of the feedback system considered in this paper. Without loss of generality, channel $C_1$ is modeled as

$$p(y_i| x^i, y^{i-1})$$
where \( x_i, y_i \) are respectively channel input and output at time instant \( i \). \( x^i \) represents the sequence \( x_1, x_2, \ldots, x_i \) and \( y^{i-1} \) represents the sequence \( y_1, y_2, \ldots, y_{i-1} \). This probabilistic channel model indicates that the \( i \)-th channel output depends on the current channel input and all the previous channel inputs, channel outputs. Moreover, the channel input \( x_i \) is determined by the message \( m \), inputs \( e^{i-1} \) to the system \( S_1 \) and previous channel inputs \( x^{i-1} \). Similarly, channel \( C_2 \) is modeled as

\[
p(e_i | e^{i-1}, y^i)
\]

where the current channel output \( e_i \) depends on the current feedback input \( y_i \) and all the previous feedback inputs and outputs.
II. INFORMATION IDENTITIES IN FEEDBACK SYSTEMS

First of all, we revisit the definition of directed information which will be repeatedly used in the paper.

Definition 1: Given random sequences \( x^n, y^n \), the directed information from \( x^n \) to \( y^n \) is defined as

\[
I(x^n \to y^n) = \sum_{i=1}^{n} I(x_i; y_i|y_{i-1}).
\]

Next, we define the causal conditioning directed information [23].

Definition 2: Given random sequences \( x^n, y^n \) and \( z^n \), the directed information from \( x^n \) to \( y^n \) causal conditioning on \( z^n \) is defined as

\[
I(x^n \to y^n||z^n) = \sum_{i=1}^{n} I(x_i; y_i|y_{i-1}, z^i).
\]

Before moving forward to our main results, we present some technical lemmas below.

Lemma 1: Consider a feedback system as shown in Fig. [1] Let \( m = x_0 \), then the mutual information between the information injected into system \( S_1 \) and the information sequence \( e^n \) can be characterized by

\[
I(x_0; e^n) = I(x^n \to e^n).
\]
Proof:

\[ I(x_0; e^n) = H(e^n) - H(e^n|x_0) \]

\[ = \sum_{i=1}^{n} H(e_i|e^{i-1}) - \sum_{i=1}^{n} H(e_i|e^{i-1}, x_0) \]

\[ \overset{(a)}{=} \sum_{i=1}^{n} H(e_i|e^{i-1}) - \sum_{i=1}^{n} H(e_i|e^{i-1}, x_0, x^i) \]

\[ \overset{(b)}{=} \sum_{i=1}^{n} H(e_i|e^{i-1}) - \sum_{i=1}^{n} H(e_i|e^{i-1}, x^i) \]

\[ = \sum_{i=1}^{n} I(x^i, e_i|e^{i-1}) \]

\[ = I(x^n \rightarrow e^n) \]

where (a) follows from the fact that \( x^i \) is determined by \( x_0 \) and \( e^{i-1} \). Line (b) follows from the Markov chain \( x_0 \rightarrow (e^{i-1}, x^i) \rightarrow e_i \). This Markov chain is true because the information of \( x_0 \) in \( e_i \) (up to time instant \( i \)) can only be obtained through \( (e^{i-1}, x^i) \).

This lemma indicates that the information \( x_0 \) can be learnt from \( e^n \) in a causal manner via the sequence \( x^n \). If \( x_0 \) is assumed to be a message index, \( S_1 \) is an encoder/transmitter, and there exists a decoder/receiver taking the outputs of channel \( C_2 \), this lemma turns out to be the essence of capacity characterization of communication channels with noiseless feedback.

Lemma 2: Consider a feedback system as shown in Fig. 1. Let \( m = x_0 \), the information flow through channel \( C_2 \) can be decomposed into two independent flows as

\[ I(y^n \rightarrow e^n) = I(e^n; x_0) + I(y^n \rightarrow e^n|x_0). \]
Proof:

\[
I(y^n \rightarrow e^n) = \sum_{i=1}^{n} I(y^i, e_i | e^{i-1})
\]

\[
= \sum_{i=1}^{n} H(e_i | e^{i-1}) - H(e_i | e^{i-1}, y^i)
\]

\[
\overset{(a)}{=} \sum_{i=1}^{n} H(e_i | e^{i-1}) - H(e_i | e^{i-1}, y^i, x_0)
\]

\[
= \sum_{i=1}^{n} H(e_i | e^{i-1}) - H(e_i | e^{i-1}, x_0) + H(e_i | e^{i-1}, x_0) - H(e_i | e^{i-1}, y^i, x_0)
\]

\[
= \sum_{i=1}^{n} I(e_i; x_0 | e^{i-1}) + I(e_i; y^i | e^{i-1}, x_0)
\]

\[= I(x_0; e^n) + I(y^n \rightarrow e^n | x_0)\]

where (a) is true due to the causality of the feedback channel.

Based on the above two lemmas, we have the following decomposition equality whose proof directly follows from Lemma 1 and 2.

Theorem 1: Consider a feedback system as shown in Fig. 1. Let \( m = x_0 \), the information flow through channel \( C_2 \) can be decomposed into two independent flows as

\[
I(y^n \rightarrow e^n) = I(x^n \rightarrow e^n) + I(y^n \rightarrow e^n | x_0).
\]

Remark 1: This equality can be interpreted as a law of conservation of information flows. Quantity \( I(x^n \rightarrow e^n) \) is the amount of information provided by the external input \( x_0 \), and the quantity \( I(y^n \rightarrow e^n | x_0) \) is the amount of information provided by the uncertainty in the channel \( C_1 \) (due to the presence of noise). The sum of these two quantities equals to the total amount of information delivered from system \( S_2 \) to system \( S_1 \) through channel \( C_2 \).

Remark 2: This theorem can be alternatively proved by taking Theorem 5 and Theorem 6 in [24]. Note that a general framework of feedback systems has been investigated in [24].
**Theorem 2:** Consider a feedback system as shown in Fig. 1. Let \( m = x_0 \),

\[
I(x^n \rightarrow y^n) \geq I(x^{n-1} \rightarrow e^{n-1}) + I(e^{n-1} \rightarrow y^n).
\]

**Remark 3:** This inequality indicates that the information quantity flowing in channel \( C_1 \) from system \( S_1 \) to system \( S_2 \) is lower bounded by two quantities characterized by the directed information. This inequality is true due to the transmission of the external input \( x_0 \), of which the quantity \( I(y^n; x_0 | e^{n-1}) \) is not presented in the right hand side of the inequality. This can be seen from the proof of this theorem.

**Proof:** Recall the information identity from [25],

\[
I(x^n \rightarrow y^n) = I(x_0; y^n) + I(e^{n-1}; x_0 | y^n) + I(e^{n-1} \rightarrow y^n)
\]

Then,

\[
I(x_0; y^n) + I(e^{n-1}; x_0 | y^n) = I(x_0; (y^n, e^{n-1}) = I(x_0; e^{n-1}) + I(y^n; x_0 | e^{n-1})
\]

Using Lemma 1 the above equality is equivalent to

\[
I(x_0; y^n) + I(e^{n-1}; x_0 | y^n) = I(x^{n-1} \rightarrow e^{n-1}) + I(y^n; x_0 | e^{n-1})
\]

Therefore, we have

\[
I(x^n \rightarrow y^n) = I(x_0; y^n) + I(e^{n-1}; x_0 | y^n) + I(e^{n-1} \rightarrow y^n)
\]

\[
= I(x^{n-1} \rightarrow e^{n-1}) + I(y^n; x_0 | e^{n-1}) + I(e^{n-1} \rightarrow y^n)
\]

\[
\geq I(x^{n-1} \rightarrow e^{n-1}) + I(e^{n-1} \rightarrow y^n).
\]

\[\square\]

**Theorem 3:** Consider a feedback system as shown in Fig. 1. Let \( m = x_0 \), the information quantity flowing through system \( S_1 \) (from system inputs \( e^{n-1} \) to system outputs \( x^n \)) can be
decomposed as

$$I(e^{n-1} \rightarrow x^n) = I(y^{n-1} \rightarrow x^n) + I(e^n \rightarrow x^n || y^{n-1}).$$

**Proof:**

$$I(e^{n-1} \rightarrow x^n) = \sum_{i=1}^{n} I(e^{i-1}, x_i | x^{i-1})$$

$$= \sum_{i=1}^{n} H(x_i | x^{i-1}) - H(x_i | x^{i-1}, e^{i-1})$$

$$= \sum_{i=1}^{n} H(x_i | x^{i-1}) - H(x_i | x^{i-1}, y^{i-1}) + H(x_i | x^{i-1}, y^{i-1}) - H(x_i | x^{i-1}, e^{i-1})$$

$$= \sum_{i=1}^{n} H(x_i | x^{i-1}) - H(x_i | x^{i-1}, y^{i-1}) + I(x_i; y^{i-1} | x^{i-1}, y^{i-1})$$

$$= I(y^{n-1} \rightarrow x^n) + I(e^{n-1} \rightarrow x^n || y^{n-1})$$

**Remark 4:** The first quantity $I(y^{n-1} \rightarrow x^n)$ can be interpreted as the information provided by the uncertainty of channel $C_1$, and similarly the second quantity $I(e^{n-1} \rightarrow x^n || y^{n-1})$ can be interpreted as the information provided by the uncertainty of channel $C_2$. In fact, there are three external inputs into the feedback system in total. As one of them $x_0$ is known by the system $S_1$, the information flowing through $S_1$ intuitively should equal the information provided by the other two external inputs, i.e., noises in channel $C_1$ and $C_2$.

**III. Conclusion**

In this paper, we derive three information decomposition identities and inequalities in general feedback systems. These decompositions indicate a law of conservation of information flows in closed-loop systems. These decompositions are beneficial in interpreting information flows of
closed-loop systems, and serve as fundamental tools to derive insightful results when specified to particular feedback control/communication problems.
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