Review of second-order optimization techniques in artificial neural networks backpropagation
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Abstract. Second-order optimization technique is the advances of first-order optimization in neural networks. It provides an addition curvature information of an objective function that adaptively estimate the step-length of optimization trajectory in training phase of neural network. With the additional information, it reduces training iteration and achieves fast convergence with less tuning of hyper-parameter. The current improved memory allocation and computing power further motivates machine learning practitioners to revisit the benefits of second-order optimization techniques. This paper covers the review on second-order optimization techniques that involve Hessian calculation for neural network training. It reviews the basic theory of Newton method, quasi-Newton, Gauss-Newton, Levenberg-Marquardt, Approximate Greatest Descent and Hessian-Free optimization. This paper summarizes the feasibility and performance of optimization techniques in deep neural network training. Comments and suggestions are highlighted for second-order optimization techniques in artificial neural network training in term of advantages and limitations.

1. Introduction
Artificial neural network contains numerous weights parameter connected in a deeper layer of network topology. Error signal is measured and back propagated to the network via optimization techniques as shown in Figure 1. Optimization serves as the backbone of artificial neural network learning. There are two categories of learning, i.e. first-order and second-order derivatives learning algorithms. First-order derivatives method uses gradient information to construct the next training iteration whereas second-order derivatives uses Hessian to compute the iteration based on the optimization trajectory. The first-order method relies only on the gradient information and it does not perform as comparable to the second-order method. It requires a series of fine-tuning on the hyperparameter to accommodate for an optimum trajectory across the error surface. Numerous improvements are made using adaptive approach on the first-order derivatives method to overcome the needs of extensive fine-tuning. Adaptive gradient algorithm (Adagrad) [1] obtains adaptive learning rate in optimization algorithm to reduce the needs of extensive hyperparameter fine-tuning. It performs an informative gradient-based learning derived based on the geometry of data of the earlier iterations. Adagrad will provides larger updates to infrequent training input while having smaller update for frequent training input. Adaptive learning rate algorithm (Adadelta) [2] is a per dimension learning rate method for gradient descent algorithm. It is designed to overcome the limitation of Adagrad algorithm which has a continuous decaying learning rate. Adaptive moment estimation (Adam) [3] is proposed
to enhance the optimization performance of Adadelta. It is a combination of per-parameter Adagrad and momentum adaptation. Unlike Adadelta, it stores the exponentially decaying average of past deltas just like the per-parameter momentum acceleration. Although most of the first-order derivatives adaptive method shows significant improvement in learning ability, there are still room of improvements to work with the current state-of-the-art optimization techniques. The second-order method is able to achieve better results due to the adaptation of curvature information. Hence, by applying the second-order derivatives in neural network training could adaptively adjusting the step-length throughout the training process of artificial neural networks. The current advances of computing power and memory allocation in the computing hardware has enabled the development of second-order derivative methods in the deep learning neural network optimization. This paper explores the possibility of applying second-order derivatives method into a high-order non-linear artificial neural networks to improve deep leaning neural networks learning ability and structural simplicity. The state-of-the-art of second-order derivatives methods is highlighted for performance evaluation. The advantages and limitations of the existing second-order derivatives methods are summarized in the paper. The Newton method is the first second-order optimization method proposed for neural networks training. It uses full Hessian in training and are prone to computation and memory issues. Quasi-Newton and Gauss-Newton are introduced to counter the drawback of Newton method with truncated Hessian and approximate Hessian respectively. Levenberg-Marquardt method is proposed to solve the indefinite matrix problem with the introduction of regularization parameter to the truncated Hessians. Consequently, approximate greatest descent utilizes control theory in developing a two phase long term and short term optimization approach. The Hessian-free method was then proposed as an alternative second-order optimization technique with the help of conjugate gradient algorithm.

2. Optimization in Artificial Neural Networks
In Figure 1, optimization techniques incorporate the backpropagation step, where error is measured from the targeted and computed output. Optimization in neural network context is the minimization of the objective function, $E_p$ towards the solution, $W^*$ for minimal error value. The iterative updates equation can be written as follows,

$$W_{k+1} = W_k + \alpha_k p_k,$$

where $W_{k+1}$ is the updated weight matrix, $k$ represents the iteration, $\alpha_k$ is the step length and $p_k$ is the step direction. The most commonly used optimization techniques in artificial neural

![Figure 1. The block diagram of artificial neural network.](image-url)
network training is the gradient descent method. It is a first-order derivatives method. Gradient descent uses the negative gradient to propagate through the error surfaces. Thus, let step length, $\alpha_k$ be the learning rate, $\eta$ and step direction, $p_k$ be the negative gradient, $-\frac{\partial E}{\partial W} = -\nabla E$. The update equation can be written as,

$$W_{k+1} = W_k - \eta \frac{\partial E}{\partial W}.$$  \hspace{1cm} (2)

However, the performance of gradient descent is largely affected by the choice of learning rate, $\eta$. An overly large $\eta$ leads to drastic changes at each iteration and often failed to locate the minimum point, $W^*$. In contrast, an overly small $\eta$ took too small changes at each iteration and will take more training epochs to reach the minimum point \cite{4}. Hence, it is a common practice to sweep through a few trials of $\eta$ for hyperparameters fine-tuning. It is also known that ordinary gradient descent does not perform well in error surface in pathological curvature with multiple plateaus and saddle points. The second-order method with local curvature information is able to provide better trajectory across mountainous error surface commonly seen in artificial neural networks.

3. Second-Order Derivatives Methods
Newton method is the main second-order derivatives method but received less popularity due to heavy computation and memory usage. Hence, multiple alternative second-order derivatives methods are proposed throughout the years to accommodate the issues. The second-order derivatives methods provide better training trajectory across the local curvature of the error surface with the help of additional Hessian information. The use of Hessian matrices ease the fine-tuning of hyperparameter by adaptively switching the step size according to the different stages of learning. In the subsection, some second-order derivatives methods i.e. (a) Newton method (b) conjugate gradient; (c) quasi-Newton; (d) Gauss-Newton; (e) Levenberg-Marquardt, (f) Approximate greatest descent and (e) Hessian-free method will be covered.

3.1. Newton method
The profound second-order derivatives method is the Newton method \cite{5}. It computes the next update step by incorporating inverse Hessian matrices, $\left(\frac{\partial^2 E}{\partial W^2}\right)^{-1} = H^{-1}$ and yields,

$$W_{k+1} = W_k - \eta \left(\frac{\partial^2 E}{\partial W^2}\right)^{-1} \frac{\partial E}{\partial W}.$$  \hspace{1cm} (3)

Newton algorithm is very efficient and requires only a single iteration to reach the minimum point \cite{6}. Nevertheless, the computational cost for Newton method is $O(N^3)$ per iterations and requires large memory to store $N \times N$ matrices. Thus, it is impractical to apply Newton method directly to artificial neural networks with billions of variables for extreme cases. Instinctively, there are plethora of approximate inverse Hessian methods available for practical neural network usage.

3.2. Conjugate gradient method
The first approximate Hessian approach is the conjugate gradient \cite{7}. Conjugate gradient uses Polak and Ribiere \cite{5} method as the conjugate direction, $\beta_k$ to adaptively alter the descent direction in each iteration. The conjugate direction can be computed using,

$$\beta_k = \frac{(\nabla E_k - \nabla E_{k-1})^T \nabla E_k}{(\nabla E_{k-1})^T \nabla E_{k-1}}.$$  \hspace{1cm} (4)
By incorporating the conjugate direction into the update rules yields,

$$ W_{k+1} = W_k - \eta(\nabla E_k + \beta_k p_{k-1}) $$

(5)

The use of conjugate direction reduces the needs of high computation capability as it is an $O(N)$ method. This method did not use the actual Hessian directly by manipulating the current update with the update direction from previous iteration. On top of that, conjugate direction uses a line search method to identify the step length and hence it is only suitable for batch learning.

### 3.3. Quasi-Newton method

Quasi-Newton [8] uses inverse Hessian estimation to compute each update iteration. There are a few estimation algorithms available but the most well-known is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) [4] algorithm. The estimate inverse Hessian, $Q$ for BFGS is computed at each iteration with the following equation,

$$ Q_k = \left(I - \delta \phi^T \delta \right) Q_{k-1} \left(I - \phi \delta^T \delta \right) + \delta \delta^T \phi $$

(6)

where $\delta = W_k - W_{k-1}$ and $\phi = \nabla E_k - \nabla E_{k-1}$. By substituting the estimated inverse Hessian into the update equation yields,

$$ W_{k+1} = W_k - \eta Q_k \frac{\partial E}{\partial w}. $$

(7)

Quasi-Newton indeed reduces majority of the computation cost with just $O(N^2)$ computation compared to Newton method. However, it still suffers from the needs of storing $N \times N$ matrices. There are limited memory version of quasi-Newton method dubbed as L-BFGS [9] developed with the aim of reducing the requires memory space for each iteration. Nevertheless, it is still outclassed by first-order method on deep and wide networks.

### 3.4. Gauss-Newton method

Gauss-Newton [4] method is another alternative to approximate inverse Hessian. Gauss-Newton uses only the squared Jacobian and ignore the second-term of entirely. The computation of squared Jacobian, or also known as truncated Hessian. Hence, the update equation written as,

$$ W_{k+1} = W_k - \eta \left( \frac{\partial E}{\partial W}^T \frac{\partial E}{\partial W} + \mu I \right)^{-1} \frac{\partial E}{\partial W}. $$

(8)

Although the computation cost is slightly expensive with $O(N^3)$, it is computed at each iteration and does not requires to store any information for the next iteration. In practical, this method is able to perform even with lower range of graphical processing unit. However, the ordinary form of Gauss-Newton is not able to deal with indefinite Hessian by halting the training altogether before making significant progress.

### 3.5. Levenberg-Marquardt method

The Levenberg-Marquardt (LM) [10] method was proposed in response to the drawback lies with Gauss-Newton method. The method introduces a regularization parameter, with $\mu > 0$ to contain the problem with indefinite Hessian. The Levenberg-Marquardt method is written as follows,

$$ W_{k+1} = W_k - \eta \left( \frac{\partial E}{\partial W}^T \frac{\partial E}{\partial W} + \mu I \right)^{-1} \frac{\partial E}{\partial W}. $$

(9)

Nevertheless, the addition of regularization parameter is consider as an ad-hoc approach whilst introducing another parameter to be tuned for a promising learning trajectory.
3.6. Approximate Greatest Descent method

Approximate Greatest Descent (AGD) [11, 12, 13] acquired the concept of optimal control analysis for long-term optimal trajectory that really excels in formulating the optimal solution. AGD incorporate trust region method by seeking the minimum points based on sequence of boundaries. Unlike other methods, AGD used the actual objective function to formulate iteration steps instead of using an approximated function. Let the search boundaries be \( Z_1, Z_2, ..., Z_N \), where \( N \) is the number of search boundaries. The minimum point on the initial iteration excluding the last iteration lies at the search boundary. Whereas in the last boundaries, the minimum point occurs either in the interior or on the boundary of \( Z_N \). Based on AGD, a LM-like method derived from Taylors theorem is obtained as,

\[
W_{k+1} = W_k - \eta (H + \mu I)^{-1} \frac{\partial E}{\partial W},
\]

where \( \mu = \| \nabla E \| / r \) is the relative step length. The relative step length is computed based on the radius, \( r \) of the search boundaries. Unlike LM method, AGD do not introduce any ad hoc parameter. Besides that, AGD was demonstrated in solving the Rosenbrock function and Powells problem with the convergence moving to optimal point in lesser iterations [6].

3.7. Hessian-free method

Hessian-free [14] method also known as truncated-Newton method works by first computing a scaled down version of Hessian to determine the local curvature and implement conjugate gradient to optimize further. Since full Hessian is too expansive to compute at each iteration, Hessian-free method utilizes a scaled down version of Hessian matrix, \( \hat{H} \) with finite differences at the cost of a single extra gradient evaluation via the identity,

\[
\hat{H} = \lim_{\epsilon \to 0} \frac{\nabla E(w + \epsilon) - \nabla E(w)}{\epsilon}.
\]

The Hessian approximation applied by Hessian-free method is ingenious as it only requires matrix-vector products in optimizing the quadratic objectives function. However, it works only with the help of conjugate gradient. The behavior of conjugate gradient will naturally make significant progress in minimization along with the training iterations.

4. Comparison and Analysis for Second-Order Derivatives Methods

There are multiple drawbacks exists in the current optimization techniques. For instance, gradient descent performs optimization via linear models often suffer from local minima issue. Gradient descent also demands for hyperparameter fine-tuning which sometimes requires more training time than involving second-order derivative approach. However, there are still room of improvement for current methods in artificial neural network context. Table 1 summarized the advantages and disadvantages of second-order derivatives methods. Newton method utilizes quadratic models that are suffer from high computing cost and requires to store large Hessian matrix for computation. The ordinary of Newton method is impossible to apply into artificial neural network training due to seemingly large number of parameters for a descent deep neural network. Conjugate gradient applies line-search approach for step length approximation only restrict the application only with batch training. Subsequently, quasi-Newton solves the computing problem with approximate Hessian. However, BFGS method requires gradient information from previous iteration which still prone to suffer from memory issues. Gauss-Newton excluded the need of storing information from previous iteration but are prone to exploding gradient if the matrix is not positive definite. LM method implemented an ad hoc approach by introducing the regularization parameter to contain the indefinite Hessian problem.
The fact the choice of regularization is not properly theorized, LM method still requires some hyperparameter fine-tuning. Hessian-free method proposed an ingenious approach on Hessian estimation but it will only work well with conjugate gradient as the second stage of algorithm. AGD is the latest advancement in numerical optimization for adaptive second-order method. It is derived and inspired by the multistage optimal control system. Hence, it is equipped with a two-phase spherical optimization strategy with relative step length. AGD is free from the vanishing and exploding gradient as the step length is changed according to the state of training. The relative step length is naturally an adaptive optimization approach which works as good as to the first-order optimization approaches. AGD utilizes the gradient information to construct an adaptive step length to deal with different stages of optimization problem that could ease the search for optimal trajectories.

| Method                  | Summary                                                                                                                                                                                                 |
|-------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Newton [5]              | • Quadratic convergence only if the searching point is close to the minimum solution.                                                                                                                    |
|                         | • Requires high computing cost to compute inverse Hessian at each iteration.                                                                                                                                |
|                         | • Requires to stores large Hessian matrix to compute the updates for each iteration.                                                                                                                        |
| Conjugate gradient [7]  | • Utilizes conjugate direction to replace the needs of costly inverse Hessian computation.                                                                                                               |
|                         | • Requires line-search approach to approximate step size therefore only suitable for batch learning.                                                                                                     |
| Quasi-Newton [8]        | • Utilizes BFGS for inverse Hessian estimation to reduce computational cost.                                                                                                                               |
|                         | • Requires decent amount of memory to store gradient and update direction information from previous iteration.                                                                                              |
| Gauss-Newton [4]        | • Simplify the Hessian computaiton by using squared Jacobian.                                                                                                                                              |
|                         | • Does not requires to store information from previous iteration to compute the update direction.                                                                                                          |
|                         | • Struggle with indefinite Hessian and may halt the training without making significant training progress.                                                                                                 |
| Levenberg-Marquardt [10]| • Solves the indefinite Hessian problem with regularization parameter.                                                                                                                                     |
|                         | • The choice of regularization parameter is heuristic.                                                                                                                                                     |
| Hessian-free [14]       | • Compute approximate Hessian with finite differences of gradient evaluation.                                                                                                                               |
|                         | • Requires conjugate gradient to complete the optimization.                                                                                                                                               |
| Approximate Greatest Descent [13] | • Utilizes two-phase spherical optimization strategy to compute trajectory based on control theory.                                                                                                   |
|                         | • The step size is controlled by the relative step length derived based on the constructed spherical regions.                                                                                             |
|                         | • It is an adaptive method.                                                                                                                                                                              |
5. Conclusion
The learning curve of artificial neural networks is always one of the well-studied area in machine learning. The main implication from the review is to identify the appropriate Hessian approximation approach which is suitable for artificial neural network training. Conjugate gradient and quasi-Newton both require to store information from previous iteration. Alternatively, Hessian-free method on Hessian approximation does not work as efficient without conjugate gradient algorithm. Although Gauss-Newton and Levenberg-Marquardt method requires more computation power per iterations, it can be solved with the help of parallel processing. Levenberg-Marquardt also uses less memory compared to other Hessian approximation approaches which enables the algorithm to run on lower-ends graphical processing unit. Nevertheless, Approximate greatest descent utilizes an adaptive two phase methods that which had proven to provide better trajectory towards the minimum.
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