Emotion Detection Model based on Sequential Neural Networks in Smart Exhibition Environment
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In the various kinds of intelligent services, many studies for detecting emotion are in progress. Particularly, studies on emotion recognition at the particular time have been conducted in order to provide personalized experiences to the audience in the field of exhibition though facial expressions change as time passes. So, the aim of this paper is to build a model to predict the audience’s emotion from the changes of facial expressions while watching an exhibit. The proposed model is based on both sequential neural network and the Valence-Arousal model. To validate the usefulness of the proposed model, we performed an experiment to compare the proposed model with the standard neural-network-based model to compare their performance. The results confirmed that the proposed model considering time sequence had better prediction accuracy.
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1. Introduction

Recently, development of information technology is changing the exhibition industry from off-line environment to smart environment. In other words, audiences get personalized service with smart devices such as smartphone and tablet PC which interact with exhibition systems when visiting an exhibition hall. Moreover, exhibitors acquire the valuable audience information through exhibition system. Such smart exhibition environment is important to increase exhibition performance by providing new types of content suitable to audience preferences. Therefore, in order to improve exhibit performance in the exhibition industry and increase audience satisfaction, research on personalized interaction techniques to respond to the audience’s responses is required in the field of exhibition (Jang, 1999). A prime example of such interaction techniques is emotion recognition. In order to provide customer-centered services in the existing exhibition industry, it is very important to understand comprehensively the involved emotions, symbols, audience behavior, and so on. The need for research on emotion recognition in
the exhibition industry has recently increased gradually (Jung and Kim, 2012; Ko et al., 2008; Shim and Kim, 2009). In addition, various research works to provide intelligent services depending on user emotion (determined by facial expression) have been performed in the academic community. Research on emotion recognition has also facilitated the provision of personalized services to the audience.

Since human emotion entails subjective perception, it involves the user’s primary intent as derived from contextual information. Therefore, if such significant information were utilized properly, more-advanced exhibit services would become available to the audience. Furthermore, personal emotional information will be a great resource for exhibitors’ marketing strategies. Then, using this information, exhibitors will be able to roll out customized services to their customers (Jung and Kim, 2012; Yoo et al., 2011). As a result, emotion detection has become currently very active research field (Altun and Polat, 2009). Therefore, the aim of this paper is to propose an intelligent model to predict the audience’s emotion upon seeing the exhibits on the basis of their facial expressions. This model could allow exhibition organizers to reflect changes in the audience’s aesthetic and cognitive status according to the exhibit situation. Ultimately, a new type of interaction service or marketing strategy can be implemented according to audience emotion (Park et al., 2012).

Existing research that has tried to predict emotional state from user facial expression has been conducted continually in many other fields. However, existing research has the following common limitation: to determine users’ emotions, many previous studies used ANN models; specifically, most used the standard ANN without time sequence (Hsieh, 2011; Ko et al., 2008; Shin, 2007). The ANN is good for recognition of static patterns but limited in the case of patterns with the time series, such as emotional transitions, as it incorporates no concept of time (Choi et al., 1992). Thus, in order to overcome these limitations of existing research, we built a prediction model for audience emotions using a sequential neural network (SNN) that incorporates time sequence. The SNN used in this study correlates emotional changes with time information by forwarding the output values of a past network the network for the present time. Further, in order to verify validity, this method was compared with emotion prediction based on the standard ANN model.

The rest of this paper is organized in the following manner. In the next section, theoretical background regarding the various factors that organize the proposed model in this research will be presented. In Section 3, the new interactive system in smart exhibition proposed in this paper will be introduced, and its procedures will be described. In Section 4, we will describe the experimental design used to analyze empirically the usefulness of the proposed model; that section also presents the results of empirical analysis. Finally, conclusions are presented and the limitations and implications of this study are discussed in the last section.
2. Literature review

1.1 Facial recognition

Human facial expression is an interesting target of exploration, because facial expression itself contains a variety of information (Wong and Cho, 2009). An attempt to organize research related to facial expressions, the Face Action Coding System (FACS), was proposed by Ekman (1972); it defines change in facial expression according to each facial feature and classifies these facial features as Action Units (AUs). Many previous studies have been based on FACS. Lee and Moon (2004) speculated that human expressions vary according to individual personality but also have certain similarities. In order to verify this, they took face pictures for the analysis of facial expressions. After that, they detected the common components of human faces from the face images. In addition, Park et al. (2000) analyzed facial expressions in terms of standard faces, including six kinds of emotion and mixing ratios between them.

1.2 Valence-Arousal (V-A) model

Attempts to classify and organize users’ emotions have been performed through various studies incorporating models from Ekman’s model to the V-A model. Existing research to determine emotions using user reactions almost utilized Ekman’s 6-emotion classification system; that model classifies human emotions as six different types. Because the model has the advantage that it presents how change of expression is caused by each emotion, Ekman’s emotion classification system has been applied by a number of studies to determine emotions through facial expressions. However, because these feelings are all negative emotions except for happiness, it may be difficult to take appropriate action even when the emotional determination is made accurately (Ekman, 1972; Oliveira et al., 2006).

Meanwhile, V-A model was proposed to measure human emotions with a two-dimensional approach (Mehrabian and Russell, 1974; Russell, 1980). The valence (V) dimension refers to how positive or negative the emotion is; it ranges from unpleasant feelings to pleasant feelings of happiness. The arousal (A) dimension refers to how excited or apathetic the emotion is, ranging from sleepiness or boredom to frantic excitement. Psychological evidence suggests that these two dimensions are inter-correlated (Alvarado, 1997; Lane and Nadel, 2000; Lewis et al., 2007; Ohno-Machado, 1996). More specifically, there exist repeating configurations and interdependencies within the values that describe each dimension. <Figure 1> shows emotion adjectives located in the two-dimensional V-A model.

Research to determine the status of users’ feelings and emotions using the V-A model has been attempted in various fields. Nicolaou et al. (2011) determined V and A using an algorithm that used facial expressions, shoulder movement, sound, and so on as input variables. Yoo et al. (2009) sorted music using a V-A model whose
input variable was sound. Then, based on that, they proposed a new interface for searching for music. Kim and Cho (2009) used the V-A model to express users’ emotions as inferred by a Bayesian system. Further, they recommended the most appropriate ringtone in a mobile phone to users using inferred emotions, thereby facilitating user convenience. Accordingly, another purpose of this research was to organize audience emotions according to the V-A model, which is relatively more likely to be applied.

1.3 Standard neural networks

An artificial neural network (ANN) is a modeling technique based on the observed behaviors of biological neurons used to mimic the performance of the biological system. It is modeled as a network structure composed of nodes and links. ANNs are also used to explain patterns inherent in data through an iterative process of learning from past data (Park and Edington, 2001). Thus, standard ANNs are predominantly used to perform nonlinear input/output mappings and have become commonplace in many ANN applications. In other words, they are applied in a variety of fields, including pattern and character recognition, speech analysis, weather forecasting, robotics, and water/environmental engineering. Further, in the management field, standard ANNs are currently being used for a broad range of applications, such as those involving customer credit ratings, ferreting out bad deals, medical diagnostics, forecasting,
superior-customer selection, and targeted marketing. The standard ANN-based model is a fully connected feed-forward ANN with one hidden layer, one input layer, and one output layer (e.g., <Figure 2>).

For network training, the back-propagation algorithm was based on the minimization of error function; the average error was defined as the difference between actual and desired output (not depending on incremental time t). Moreover, it is used to implement validation for the prediction target using the learning results (Park and Edington, 2001).

Studies that use standard ANNs to determine the user’s emotion usually provide outcome predictions for a single point in time, as indicated in <Figure 2>. An attempt to build an emotion determination model using this standard ANN was made by Jung and Kim (2012) and Ryoo et al. (2013). However, Jung and Kim (2012) and Ryoo et al. (2013) built the emotion determination model for a single time point without considering temporal sequence. Therefore, this paper studied whether consideration of time sequence affects prediction accuracy of emotions.

1.4 Sequential neural networks

SNN systems are constructed incrementally (<Figure 3>), unlike standard ANNs. In each step of the sequence, predictions for one time point are produced by an ANN. These predictions are passed forward to other networks in the system. One or more networks may provide predictions that become inputs for other networks in the sequence. The result is a chain or a hierarchy of ANNs, as
In SNNs, dependencies among time point predictions are represented explicitly, resulting in illustrated in "Figure 4" (Ohno-Machado, 1996; Ohno-Machado and Musen, 1997).
monotonic survival curves. In this example, predictions for time $t - 1$ are entered in the model that predicts emotion at time $t$. Generally, SNNs have been shown to provide predictions that are more accurate in terms of calibration and resolution than the ones produced by standard ANNs. SNN-based models have been used in various fields, particularly health care and the economy. Therefore, this paper applied this SNN-based technique to the field of smart exhibition to learn the emotion determination model. As a result, we confirmed that this SNN-based model has much better performance than the existing model based on a standard ANN.

3. Research model

The aim of this research is to propose a new type of emotion determination model to provide personalized services according to audience responses to smart exhibitions. This model determines the user’s emotion using the change in facial expression among various audience responses. If this emotion determination model were developed, it would provide appropriate marketing strategies or personalized services for target users based on their emotions (as determined by the proposed model). Furthermore, effects such as increased sales and improved customer satisfaction can be expected.

Unlike existing research, in this paper, we improved prediction accuracy by considering time sequence. In other words, we used an SNN as a technique to learn the determination model. Through the experiment, this paper investigated whether time sequence affects human emotion.

The model proposed in this paper was constructed by the following procedure. The first step was data collection. In this step, data were selected to serve as the research model’s inputs and outputs. The input values of this research model are comprised of the audience’s facial feature values, and the output values are defined as $V$ and $A$. Therefore, the first step is image capture of the audience members’ faces to collect data on input values; then, the post-questionnaire task to collect data on output values will be performed. The second step is to preprocess the data collected in the first step. In this step, facial features are extracted from the collected data, and the model compensates for them. This step quantifies the position information on various facial features that configure human faces, like the eyes, nose, mouth, lips, eyebrows, and chin. The third step is to generate the independent and dependent variables of an ANN model, which served as the learning model of this research. In this step, the generated variables are preprocessed. In other words, the facial features obtained in the previous two steps are converted into concrete facial features during this step. The fourth step is to extract independent variables that affect the dependent variable using a statistical model. Statistical techniques like correlation analysis or independent-samples $t$-tests are mainly applied at this step. In the fifth step, the preprocessed data are divided into three data
sets (the training, test, and validation sets). Further, during this step, two types of ANN-based models are learned: one is the standard ANN-based model, and the other is the SNN-based model. After the completion of this step, the construction of two ANN-based models to determine users’ emotion is complete. Finally, the sixth step is to verify by using validation set whether the model constructed by the previous five steps reliably determines the emotions of the audience or not.

4. **Empirical analysis**

4.1 **Data acquisition and preprocessing**

In order to collect the data to build the emotion determination model, we participated in the 2011 DMC Culture Open held in Sangam-dong, Seoul, Korea. We collected the data from the event participants for three days. In total, 198 visitors participated in this event; demographic information about them is shown in the following <Table 1>.

| Characteristic | Subjects |
|----------------|----------|
|                | The number of people | %        |
| Gender         |                      |          |
| Male           | 101               | 51.0%    |
| Female         | 97                | 49.0%    |
| Age            |                      |          |
| 0–19 years     | 46                | 23.2%    |
| 20–29 years    | 111               | 56.1%    |
| ≥30 years      | 41                | 20.7%    |
| Education      |                      |          |
| ≤middle school | 32                | 16.2%    |
| high school    | 33                | 16.7%    |
| university     | 88                | 44.4%    |
| graduate studies | 45            | 22.7%    |
| Job            |                      |          |
| student        | 104               | 52.5%    |
| office management | 26            | 13.1%    |
| sales & service | 4              | 2.0%     |
| engineering    | 4                 | 2.0%     |
| manual labor   | 0                 | 0%       |
| professional   | 27                | 13.6%    |
| self-employed  | 6                 | 3.0%     |
| government employee | 9             | 4.5%     |
| homemaker      | 14                | 7.1%     |
| unemployed     | 4                 | 2.0%     |
| Total          | 198               | 100.0 %  |
The number of data samples collected was 396, since we applied two videos to provoke different emotions in the participants. All of these images included the subject’s face. Therefore, after 64 total facial points were extracted from these images, we calculated the values of facial features proposed by Pantic and Rothkrantz (2000) on the bases of these. A facial recognition solution from Olaworks (http://www.olaworks.com/), which is the leading domestic company for such solutions, was used to extract the facial points. In addition, the coordinates of the 64 facial points extracted from the images were corrected to the location of the fixed 30th coordinate set (i.e., the coordinates of the tip of the nose). Further, the data on V and A to be utilized as the dependent variables were collected by giving questionnaires directly to the audience members who participated in the experiment. Answers were rated on a 7-point Likert scale. The final data set of 264 total records used in the experiment was constructed through preprocessing; all were used in the experiment in this paper.

In order to build the model to predict V and A from the previously calculated dataset, characteristic independent variables having statistically significant correlations with each dependent variable were first selected. In this paper, we used two kinds of statistical techniques to select independent variables for use in the model. First, for independent variables on the ratio level of measurement, we acquired Pearson correlation coefficients through correlation analysis and verified whether they were statistically significant. Then, for independent variables measured as nominal (Boolean) variables, we extracted significant variables through independent-samples t-tests.

Let us examine the case of the standard ANN-based model. Under that model, in the cases of V and A, 10 and 8 out of 35 potential independent variables were determined to be statistically significant, respectively. In case of an SNN-based model, unlike the case with a standard ANN, these predictions for one time point produced by an ANN are passed forward to other networks in the system. In other words, the output values from the ANN model at time \( t - 1 \) become inputs for other networks in the sequence. Therefore, one output variable at time \( t - 1 \) is added to the input variables of the model for V and A at time \( t \). As a result, 11 and 9 total independent variables were significant for V and A, respectively. <Table 2> contains a description of the finally selected independent variables.

### 4.2 Experimental design

In this paper, we built two models: both a standard ANN-based model and an SNN-based model. Then, we verified which one has better performance by comparing the two models. Before we built the two kinds of ANN-based models, we divided the 264-case data set into three subsets, as follows: the training, test, and validation sets. The distributions of the three data sets are shown as <Table 3>. The training, test, and validation sets were used to learn the determination model of
The experimental design for the building of the standard ANN-based model is as follows. To build the standard ANN-based model to predict V and A, this paper used the back-propagation algorithm as a learning method and configured both the learning and momentum rates at 10%. The sigmoid function was used as the activation function for transformation. Moreover, we designed a three-layer ANN with n input nodes, a number of hidden nodes, and one output node. Based on the test set, the learning was stopped at 50,000 iterations or after the minimum error was reached.
The number of nodes required to configure the hidden layer was selected through the following experiment. For V, we experimented with four cases having 5, 9, 14, and 18 nodes. Further, for A, we experimented with four cases having 5, 10, 15, and 20 nodes. After each experiment, a model was selected with a number of nodes corresponding with the one that showed the best performance. Neuroshell 2 4.0 was used as a tool to perform experiments using the ANN-based model.

In the case of an SNN-based model, an experiment essentially the same as the one using the standard ANN-based model was designed. However, unlike the existing standard ANN-based model, the SNN-based model consists of two ANN-based models: one is an ANN-based model at time t − 1, and the other is an ANN-based model at time t. When building models, first the ANN-based model at time t − 1 and then the ANN-based model at time t will be built. The model’s output values at time t − 1 are used as the input values at time t. Therefore, the SNN model consists of a total of two ANN-based models.

4.3 Experiment results and analysis

In this paper, we used mean absolute error (MAE) as a measure to validate the prediction accuracy of the constructed model. MAE is the average of the absolute values of the differences between predicted and actual values; the smaller the MAE value, the higher the measurement accuracy. In this experiment, the performance of the measures of V and A were estimated using the validation set. The experimental results of building the standard ANN model for the prediction of V are as follows. We experimented with four cases having 5, 9, 14, and 18 nodes. Then, after each experiment, the number of nodes was adopted from the model that showed the best result. As a result, we obtained Table 4. As <Table 4> demonstrates, when the number of hidden nodes is 14, the prediction model for V has the highest accuracy. Thus, we selected the model based on the standard ANN model with 14 hidden nodes for prediction of V.

<Table 5> presents the experimental results for the standard ANN model to determine A. In this case, we experimented with four cases having 5,
10, 15, and 20 nodes. Then, after every experiment, the number of nodes was adopted from the model that showed the best result. Experimental results showed that the determination model for A has the highest accuracy when the number of hidden nodes is 10. Thus, we selected the model based on the standard ANN model with 10 hidden nodes for prediction of A.

The following are the experimental results for the SNN-based model. This experiment was tested in four total cases, like the previous ones (Table 6 and Table 7). First, the prediction accuracy was the best when the number of hidden nodes was 9 in the case of the SNN for V (Table 6). Thus, we selected the prediction model for V based on the SNN with 9 hidden nodes.

Second, Table 7 illustrates the case of the SNN for A; its prediction accuracy was best when the number of hidden nodes was 15. Thus, we selected the arousal prediction model based on the SNN with 15 hidden nodes.

Finally, we compared the performance of the standard ANN and SNN models in determination of audience emotion. The results of the comparison are shown in Table 8. The table shows that the prediction accuracy of the model based on SNN is generally high. Specifically, in the case of V, we noticed that the prediction accuracy is much improved in the SNN model (Table 8). The reason for this result may involve the characteristics of the experimental data. In the
dataset used in this experiment, the values of A contained in the data are generally higher than those of V. However, the values of V at time $t - 1$ are generally high because of the positive V of the stimulus presented at that time point, whereas the values at time $t$ are relatively low because of the negative V of the stimulus presented then. This effect seems to be shown in the following results. In other words, the characteristics of the experimental data greatly affect the accuracy of the prediction model built on SNN. From these experimental results, we found that the SNN-based model outperformed the standard ANN-based model. In other words, we found that the prediction accuracy is improved when the time sequence is considered.

### 5. Conclusions

In this research, we built a model to determine a person’s emotional state from his/her facial expressions by taking advantage of the SNN technique with time series. Then, by applying the model to real data, we performed empirical analysis to measure the prediction accuracy of the proposed model. As a result, we confirmed that the SNN-based model had significantly better prediction accuracy than the existing model based on the standard ANN model. The achievement of this paper is expected to be used as the main theoretical basis for improvement of prediction performance when it is desired to take advantage of the emotion determination model in order to provide further personalized service during exhibitions.
The limitations and future research directions of this study are as follows. First, research on methods to improve the prediction accuracy of the emotion determination model using SNNs is needed. In this study, in order to determine the user’s emotions at the current time t, the emotional state at the immediately previous time t − 1 was used. However, in future work, researchers could use the values at times t − 2, t − 3, and so on to determine whether they also affect user emotion. In addition, this paper used only facial expression as input for the emotion determination model. However, this information is not thought to be sufficient for the determination of audience emotions. Therefore, when different response data—such as sound and audience behavior—are used in addition to facial expressions, future research could improve the performance of the emotion determination model.

Second, the results of this research are difficult to generalize, because the model proposed in this paper is based on a single dataset collected during a particular event. Further, the levels of A contained in the data are generally high. Therefore, the prediction accuracy of A is less reliable than that of V. As a result, we would like to apply the proposed model to a more expanded dataset in future work. Further, it will be necessary to verify model performance closely using such data.
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국문요약

스마트 전시환경에서 순차적 인공신경망에 기반한 감정인식 모델

정민규* · 최일영** · 김재경*

최근 지능형 서비스를 제공하기 위해 감정을 인식하기 위한 많은 연구가 진행되고 있다. 특히, 전시 분야에서 관중에게 개인화된 서비스를 제공하기 위해 얼굴표정을 이용한 감정인식 연구가 수행되고 있다. 그러나 얼굴표정은 시간에 따라 변함에도 불구하고 기존연구는 특정시점의 얼굴표정 데이터를 이용한 문제점이 있다. 따라서 본 연구에서는 전시물을 관람하는 동안 관중의 얼굴표정의 변화로부터 감정을 인식하기 위한 예측 모델을 제안하였다. 이를 위하여 본 연구에서는 시계열 데이터를 이용하여 감정예측에 적합한 순차적 인공신경망 모델을 구축하였다. 제안된 모델의 유용성을 평가하기 위하여 일반적인 표준인공신경망 모델과 제안된 모델의 성능을 비교하였다. 시험결과 시계열성을 고려한 제안된 모델의 예측이 더 뛰어남으로 보였다.

주제어 : 감정인식모델, V-A 모델, 순차적 인공신경망, 얼굴 특징점
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