Multi-objective optimization in quantum parameter estimation
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We investigate quantum parameter estimation based on linear and Kerr-type nonlinear controls in an open quantum system, and consider the dissipation rate as an unknown parameter. We show that while the precision of parameter estimation is improved, it usually introduces a significant deformation to the system state. Moreover, we propose a multi-objective model to optimize the two conflicting objectives: (1) maximizing the Fisher information, improving the parameter estimation precision, and (2) minimizing the deformation of the system state, which maintains its fidelity. Finally, simulations of a simplified $\epsilon$-constrained model demonstrate the feasibility of the Hamiltonian control in improving the precision of the quantum parameter estimation.
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1 Introduction

Quantum information processing and quantum control often require accurate information of the parameters of the Hamiltonian system, the surrounding environment, the coupling and measurement strengths, and so on. However, due to the inevitable randomness of the quantum measurement, and to the fact that several quantities of interest cannot even be associated to proper quantum observables, quantum parameter estimation [1-4] has become a fundamental problem in quantum science and technology. Strictly speaking, this problem arises most often in gravitational-wave experiments [5-7], and the maximum sensitivity for the conventional continuous monitoring of the position of the probe mass is given by the standard quantum limit (SQL) for the sensitivity of the mass to the classical force [8]. However, Caves [9] showed that with the help of the squeezed state technique, quantum mechanical systems can achieve greater sensitivity over the SQL. Since then, scientists and engineers have developed various quantum technologies [10-17] to improve the accuracy of a wide variety of quantum measurements. Theoretically the ultimate precision limit is the Heisenberg limit (HL), which relies on the unitarity of the time evolution. When a quantum state is used as a probe and an optimization procedure is involved, a quantum version of the Cramér—Rao inequality [18, 19, 21] can be established. In general, the Cramér—Rao bound can be applied to any parameter estimation problem, with the quantum Fisher information (QFI) [22-24] as the upper bound on the precision of the parameter estimation.

Contrary to closed quantum systems, quantum probes would inevitably interact with the surrounding environment. For these realistic conditions, the dissipative Cramér—Rao bound has been derived, and the estimation accuracy remarkably depends on the underlying dynamical map with a semigroup property [25-27]. Due to the profound nature of the theory of open quantum systems [28], improving a quantum estimation problem in the presence of noise attracts fundamental interest [29-33]. In particular, much attention has been devoted to the estimation of the noisy frequency and loss
parameters [34-36]. For example, in a recent work [36], it is shown that the estimation accuracy of the rate of loss can be improved by a Kerr-type nonlinear Hamiltonian. However, due to the dissipative evolution of the quantum system, the coherence of the initial state can be quickly damaged and the Gaussian input becomes a set of non-Gaussian states. Thus, the global optimization of these two conflicting objectives (1. maximizing the Fisher information, which improves the parameter estimation precision; 2. minimizing the deformation on the system state that maintains fidelity) is of great importance in the practical application of the quantum parameter estimation method.

In our work, we study the quantum parameter estimation based on the linear and Kerr-type nonlinear controls in the Hamiltonian of the system. In particular, the estimation of the dissipation rate of a quantum master equation has been considered. Using a pure state approximation, we obtain the QFI in analytical form. We verify the validity of this approximation by comparing the approximate QFI with the exact one with various controls. We show that while we improve the precision of parameter estimation, this usually induces significant deformation on the system state. Moreover, we propose a multi-objective model [38, 39] that can optimize the two conflicting objectives (QFI and fidelity) simultaneously. Finally, simulations of a simplified model demonstrate the feasibility of the Hamiltonian control in the quantum parameter estimation.

The paper is organized as follows: in Sec. 2, based on a simple quantum master equation, a detailed analysis of its solutions by pure state approximation is given. In Sec. 3, we calculate the quantum Fisher information with various control Hamiltonians. In Sec. 4, we study the trade-off between the QFI and the quantum fidelity by the multi-objective optimization theory. We summarize our conclusions in Sec. 5.

2 The model

In reality, quantum systems are inevitably interact with the environment, and the evolution of the system is described by a master equation [28]. The simplest master equation describing amplitude dissipation is

$$\frac{d\rho}{dt} = \gamma \left( a p a^\dagger - \frac{1}{2} a^\dagger a p - \frac{1}{2} p a^\dagger a \right),$$

(1)

where $\gamma$ is the dissipation rate of a bosonic channel, and $a$ is the annihilation operator. We consider $\gamma$ as an unknown parameter, which required to be estimated. The precision of the parameter estimation is always given by the quantum Cramér–Rao inequality [18,19,21] as

$$\langle \delta \gamma^2 \rangle \geq \frac{1}{NI(\gamma)},$$

(2)

where $I(\gamma)$ is the Fisher information and $N$ is the number of measurements. To improve the precision of the parameter estimation and to eliminate the decoherence effect as well, the Hamiltonian control method [20,21,24,40-47] can be used. Here, we apply the linear control $H_1 = k_1 a a^\dagger$ and Kerr-type nonlinear control [36,48-50] $H_2 = k_2 \left( a a^\dagger \right)^2$ to improve the precision of the estimation. The Lindblad master equation (1) can be written as

$$\dot{\rho} = -i [u_1 a a^\dagger + u_2 (a^\dagger a)^2, \rho] + (a p a^\dagger - \frac{1}{2} a^\dagger a p - \frac{1}{2} p a^\dagger a),$$

(3)

where $\tau = \gamma t$, $u_1 = k_1 / \gamma$, and $u_2 = k_2 / \gamma$. We assume that the initial state of the quantum system is a coherent state, $\rho_0 = |\alpha\rangle \langle \alpha|$. The analytic solution of Eq. (3) in the interaction picture is

$$\rho_p(\tau) = \sum_{l=0}^{\infty} \frac{(-i \Delta \tau)^l}{l!} \exp \left\{ -\frac{1}{2} \Delta \tau (p + q) \right\} a_l^\dagger \rho_0 (a_l^\dagger)^\dagger,$$

(4)

where $a(\tau) = e^{-iu_1 \tau \alpha a \dagger} a(\tau) e^{iu_1 \tau \alpha a}$ and $\Delta = 1 + 2iu_2 (p - q)$. Thus, the matrix elements $\rho_{p,q}$ of Eq. (3) can be written as,

$$\rho_{p,q} = \lambda \exp \left\{ -\frac{1}{2} \Delta \tau (p + q) \right\} \cdot \exp \left\{ -iu_1 \tau (p - q) - |\alpha|^2 \left( 1 - \frac{1 - e^{-\Delta \tau}}{\Delta} \right) \right\},$$

(5)

for $p, q = 0, 1, 2, 3, \ldots$

where $\lambda = a^\dagger a^\dagger / \sqrt{p!q!}$ and $\bar{n} = |\alpha|^2$.

If $u_1 \ll 1$ and $u_2 \ll 1$, by using series expansions of the exponential in Eq. (4) for small $\tau$, the quantum state can be approximated as

$$\rho_{p,q} = \lambda \exp \left\{ -\frac{1}{2} \tau (p + q) - |\alpha|^2 e^{-\tau} \right\} \exp \left\{ -iu_1 \tau (p - q) - iu_2 \tau (p - q) \right\},$$

(5)

The lowest order of the expansion can be rewritten as a pure state, $\tilde{\rho} = |\psi_f\rangle_{app} \langle \psi_f|$, where

$$|\psi_f\rangle_{app} = \exp \left\{ \frac{1}{2} |\alpha|^2 e^{-\tau} \right\} \cdot \left[ \alpha \exp \left\{ -\frac{1}{2} \tau - i (u_1 + u_2) \tau - iu_2 \tau |\alpha|^2 \right\} \right]^{-1/2},$$

(6)
The partial differentiation over the pure state in Eq. (6) with respect to $\gamma$ gives

$$
|\partial_\gamma \psi_\gamma\rangle_{\text{app}} = i \exp \left( -\frac{1}{2} |\alpha|^2 e^{-r} \right) \left[ \frac{1}{2} |\alpha|^2 e^{-r} - \frac{1}{2} i (u_1 + u_2) - 2 i u_2 |\alpha|^2 \tau \exp(N) \right],
$$

where $N = -\frac{1}{2} r - i (u_1 + u_2) r - i u_2 |\alpha|^2 \tau^2$. Thus, with the pure state approximation, the approximative QFI is

$$
I_{\text{app}}(\tau) = \frac{\tau^2}{r}|\alpha|^2 e^{-r} \left( 1 + 4 (u_1 + u_2 + 2 \tau |\alpha|^2 u_2)^2 \right). \tag{11}
$$

To confirm the validity of the pure state approximation, we plot the evolution of the QFI with various control Hamiltonians in Fig. 1.

**Figure 1** (Color online) Evolution of the quantum Fisher information with various control Hamiltonians. The curves with red crosses represent the free evolution without control, the curves with green diamonds show the evolution with linear control $H_1$, the curves with blue circles show the evolution with Kerr-type nonlinear control $H_2$, and the curves with purple stars represent the evolution with both linear and Kerr-type nonlinear controls. Fig. 1(a) shows the evolution of the exact QFIs as functions of the rescaled time $\tau$, based on the first ten orders of the elements of the density matrix Eq. (4). Based on the pure state approximation (6), Fig. 1(b) shows the evolution of the approximative QFIs.
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**Figure 2** Time evolution of fidelity with various control Hamiltonians. The purple dotted curve is the free evolution without control, the red solid curve represents the evolution with linear control, the green dashed curve indicates the evolution with Kerr-type nonlinear control, and the blue dash-dotted curve represents the evolution with both linear and Kerr-type nonlinear controls.

Here, we choose the mean energy $\bar{n} = 1$ and $u_1 = u_2 = 0.05$. The curves with red crosses represent the free evolution without control, the curves with green diamonds show the evolution with linear control $H_1$, the curves with blue circles show the evolution with Kerr-type nonlinear control $H_2$, and the curves with purple-star represent the evolution with both

$$
I(\gamma) = 2 \sum_{n,m} \frac{|\langle \psi_m | \partial_\gamma \rho \psi_n \rangle|^2}{p_m + p_n}, \tag{8}
$$

where $p_m + p_n \neq 0$ for all $n, m$. Moreover, for a pure state $\rho = \rho_\gamma$, Eq. (8) can be rewritten as

$$
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$$

3 Quantum parameter estimation

According to the quantum Cramér—Rao inequality in Eq. (2), the quantum Fisher information

$$
\tilde{I}(\gamma) = \text{Tr} \left[ \rho L_\gamma^2 \right] \tag{7}
$$

provides an appropriate method to calculate the estimation precision. Here, $L_\gamma$, known as the system logarithmic derivative [51] satisfies

$$
\partial_\gamma \rho = \frac{L_\gamma \rho + \rho L_\gamma}{2}.
$$

The diagonalization of density operator $\rho$ can simplify the quantum Fisher information (QFI), i.e., if $\rho = \sum_n p_n \psi_n \langle \psi_n |$ for some $p_n, |\psi_n\rangle$, where $\sum_n p_n = 1$, the QFI can be written as
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linear and Kerr-type nonlinear controls. Fig. 1(a) shows the evolution of the exact QFIs as functions of the rescaled time \( \tau \), based on the first ten orders of the elements of the density matrix in Eq. (4). Based on the pure state approximation in Eq. (6), Fig. 1(b) presents the evolution of the approximative QFIs. The comparison between the two figures shows the effectiveness of the pure state approximation. Thus, we optimize the control input based on the pure state approximated QFI.

In the following, we calculate the deformation of the system state during the parameter estimation process by the optimization for quantum parameter estimation. In Ref. [52], the second author and co-authors of the article used goal programming to deal with a similar problem in a quantum state reconstruction. Instead of finding solutions, which can absolutely minimize or maximize objective functions, the function of goal programming is to find solutions that, if possible, satisfy a set of goals, or otherwise violate the goals minimally. In this study, we use the multi-objective optimization method [38, 39] to deal with this problem. The multi-objective optimization problem can be formulated as

\[
\begin{align*}
\text{Minimize} & \quad (f_1(x), f_2(x), \ldots, f_k(x)) \\
\text{subject to} & \quad x \in X,
\end{align*}
\]

where there are \( k \geq 2 \) objective functions \( f_1(x), f_2(x), \ldots, f_k(x) \). The decision vector \( x = [x_1, x_2, \ldots, x_n]^T \) belongs to a feasible set of \( X \). Because of the contradiction of the objectives \( f_1(x), f_2(x), \ldots, f_k(x) \), it is not possible to find a single solution, which is optimal for all the objectives simultaneously. The common solution is the so-called Pareto front, where there is no other solution that dominates it [38, 39]. The solution set can be nonconvex and nonconnected. A feasible efficient way is to formulate a single-objective optimization problem, and the optimal solutions to the single-objective optimization problem are Pareto optimal solutions to the original multi-objective optimization problem. The \( \varepsilon \)-constraint is a widely used method

\[
\begin{align*}
\text{Minimize} & \quad f_j(x) \\
\text{subject to} & \quad x \in X \\
& \quad f_i(x) \leq \varepsilon_j \quad \text{for} \quad i \in \{1, \ldots, k\} \setminus \{j\}.
\end{align*}
\]

In our optimization problem, the decision vector is defined as \( x = [\tau, u_1, u_2, |\alpha|^2]^T \). In order to simplify the discussion, let us...
take the partial derivative of the quantum Fisher information with respect to $\tau$ and let the results be $0$. This is a reasonable assumption because in the quantum parameter estimation precision the maximum value of the Fisher information is of particular interest. Thus, we obtain the maximum value $I_{\text{app}}$ as:

$$I_{\text{app}}^* \approx \frac{4|\alpha|^2}{\gamma^2} e^{-2} \left(1 + 4(u_1 + u_2 + 4|\alpha|^2 u_2)^2\right).$$  \hspace{1cm} (15)

Obviously, the extremum point $\tau^*$ is the solution of the following equations,

$$-16u_2^2|\alpha|^4 \tau^*^3 + 64u_2^2|\alpha|^4 \tau^*^2 - \tau^* + 2 = 0,$$  \hspace{1cm} (16)

$$-4T^2 \tau^* + 8T^2 + 16|\alpha|^2 u_2 T \tau^* - \tau^* + 2 = 0,$$  \hspace{1cm} (17)

with $T = u_1 + u_2 + 2|\alpha|^2 u_2 \tau^*$.

Because $u_1 \ll 1$, $u_2 \ll 1$, the approximate solution of the above equations is $\tau^* = 2$. It is clear that the quantum Fisher information is a monotonically increasing function of the linear and Kerr-type nonlinear controls, $u_1$, $u_2$, and $|\alpha|^2$. Nevertheless, at the same time the deformation to the quantum state (for a given Gaussian state as an input, over time the state becomes non-Gaussian) is

$$\mathcal{D} = 1 - F|_{\tau=\tau^*},$$

$$\approx 1 - \left|\exp\left(-\frac{1}{2} |\alpha|^2 - \frac{1}{2} |\alpha|^2 e^{-2}\right)\right|.$$

Finally, the $\varepsilon$-constrained multi-objective optimization problem can be written as,

$$\begin{aligned}
\text{Maximum} & : \quad I_{\text{app}}^* \\
\text{subject to} & : \quad \mathcal{D} \leq \varepsilon, \\
& \quad u_1, u_2, |\alpha|^2 \in [0, 1].
\end{aligned}$$  \hspace{1cm} (19)

The parameter $\varepsilon$ is regarded as the permissible damage of the initial state.

In Fig. 3, the quantum Fisher information $I_{\text{app}}^*$ and the deformation $\mathcal{D} = 1 - F$ as functions of the linear control $u_1$ and Kerr-type nonlinear control $u_2$ with $|\alpha|^2 = 0.2$ can be seen. By choosing the permissible damage $\varepsilon$, a control region $u_1 \times u_2$ is generated, as shown in Fig. 3(b). Subsequently, in this region, the quantum Fisher information can be optimized, as shown in Fig. 3(a). An example is shown in Fig. 3(b), where region A and region B indicate the constraints $\varepsilon = 0.10$ and $\varepsilon = 0.15$, respectively. Thus, the $\varepsilon$-constrained optimum value of the quantum Fisher information is restricted in A or B in Fig. 3(a). When information from the measurement is acquired and the QFI is improved, it obviously introduces a significant back action to the system itself and destroy the quantum state. As it is shown above, the Fisher information is a monotonically increasing function of the linear and Kerr-type nonlinear controls. Thus, the $\varepsilon$-constrained optimum values of the quantum Fisher information are located in the front dashed lines. To gain more insight into the actual actions during the estimation process, we consider the trade-off between QFI and the deformation as functions of other parameters. The case where only Kerr-type nonlinear control is applied is shown in Fig. 4. It is clear that the parameter $|\alpha|^2$ also plays an important role in the optimization of the Fisher information in the quantum parameter estimation. As a preliminary work, this paper only considers the condition under the evolution of a single parameter, while the studies of the collaborative optimization is the subject of further research.
erate a series of choices $\gamma_1, \gamma_2, \cdots$, with certain probability; ii) Solve the SME and obtain the trajectory of the state $\rho_n$, for each $\gamma_i$, $(i = 1, 2, \cdots, n)$. The ensemble state $\rho$ is calculated by $\hat{\gamma} = \frac{1}{n} \sum_{i=1}^{n} \gamma_i$; iii) Obtain $P_i(t)$ and calculate the estimator $\hat{\gamma}$ by the formula $ga\text{inma(i)} = \sum_{i=1}^{n} \gamma_i P_i(t)$.

5 Conclusion

In several realistic quantum systems, the reliability of quantum parameter estimation is an important issue. In this paper, we used the linear and Kerr-type nonlinear controllers to improve the precision of the estimation of unknown parameters that govern the system evolution. In particular, the estimation of the dissipation rate of a quantum master equation has been considered. We show that while the precision of the parameter estimation is improved, it usually introduces significant deformation to the system state. We propose a multi-objective model to maximize the Fisher information, as well as to minimize the deformation on the quantum system. Finally, simulations of a simplified $\varepsilon$-constrained model demonstrated the feasibility of the Hamiltonian control in the quantum parameter estimation. The simulation results demonstrated the feasibility of Hamiltonian control in improving the precision of the quantum parameter estimation.
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