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Abstract

The purpose of this manuscript is to derive new convergence results for several subgradient methods applied to minimizing nonsmooth convex functions with Hölderian growth. The growth condition is satisfied in many applications and includes functions with quadratic growth and weakly sharp minima as special cases. To this end there are three main contributions. First, for a constant and sufficiently small stepsize, we show that the subgradient method achieves linear convergence up to a certain region including the optimal set, with error of the order of the stepsize. Second, if appropriate problem parameters are known, we derive a decaying stepsize which obtains a much faster convergence rate than is suggested by the classical $O(1/\sqrt{k})$ result for the subgradient method. Thirdly we develop a novel “descending stairs” stepsize which obtains this faster convergence rate and also obtains linear convergence for the special case of weakly sharp functions. We also develop an adaptive variant of the “descending stairs” stepsize which achieves the same convergence rate without requiring an error bound constant which is difficult to estimate in practice.

Mathematics Subject Classification 65K05 · 65K10 · 90C25 · 90C30
1 Introduction

1.1 Motivation and background

In this manuscript we consider the following problem:

\[ \min_{x \in C} h(x), \]

where \( C \) is a convex, closed, and nonempty subset of a real Hilbert space \( \mathcal{H} \), and \( h : \mathcal{H} \rightarrow \mathbb{R} \) is a convex and closed function. We do not assume \( h \) is smooth or strongly convex. Problem (1) arises in many applications such as image processing, machine learning, compressed sensing, statistics, and computer vision [1,20,47].

We focus on the class of subgradient methods for solving this problem, which were first studied in the 1960s [18,40]. Since then, these methods have been used extensively because of their simplicity and low per-iteration complexity [18,30–32,39,40]. Such methods only evaluate a subgradient of the function at each iteration. However, in general, they have a slow worst-case convergence rate of \( h(\hat{x}_k) - \min_{x \in C} h(x) \leq O(1/\sqrt{k}) \) after \( k \) subgradient evaluations for a particular averaged point \( \hat{x}_k \). In this manuscript, we show how a structural assumption for Problem (1) that is commonly satisfied in practice yields faster subgradient methods.

The structural assumption we consider is the Hölder error bound (throughout referred to as either HEB, HEB(\( c, \theta \)), or Hölderian growth). We assume that \( h \) satisfies

\[ h(x) - h^* \geq cd(x, X_h)^{1/\theta}, \quad \forall x \in C, \]

(HEB)

where

\( \theta \in (0, 1] \) is the “error bound exponent”,
\( c > 0 \) is the “error bound constant”,
\( h^* = \min_{x \in C} h(x) \) is the optimal value,
\( X_h = \{ x \in C : h(x) = h^* \} \) is the solution set (assumed to be nonempty), and
\( d(x, X_h) = \inf_{x^* \in X_h} \| x - x^* \|. \)

In general, an “error bound” is an upper bound on the distance of a point to the optimal set by some residual function. The study of error bounds has a long tradition in optimization, sensitivity analysis, systems of inequalities, projection methods, and convergence rate estimation [4,7,9,10,14,23,25,28,34,42,46,49,50]. In recent years, there has been much renewed interest in the topic. HEB is often referred to as the Łojaziewicz error bound [6] and is also related to the Kurdyka–Łojaziewicz (KL) inequality [7]. In fact in [7] it was shown that the KL inequality is equivalent to HEB for convex, closed, and proper functions.

There are three main motivations for studying the behavior of algorithms for problems satisfying HEB. Firstly HEB holds for problems arising in many applications. In fact for a semialgebraic function, HEB is guaranteed to hold on a compact set for some \( \theta \) and \( c \) [7]. Secondly, many algorithms have been shown to achieve significantly faster convergence behavior when HEB is satisfied. Thirdly, under HEB it has been possible to develop even faster methods.
The two most common instances of HEB in practice are $\theta = 1/2$ and $\theta = 1$. The $\theta = 1/2$ case is often referred to as the quadratic growth condition (QG) [23]. The $\theta = 1$ case is often referred to by saying the function has weakly sharp minima (WS) [9]. The function itself may also be called a weakly sharp function. There are also a small number of applications where $\theta \neq 1/2$ or 1, such as $L_d$ regression with $d \neq 1, 2$ [1].

Due to its prevalence in applications, many recent papers have studied QG (the $\theta = 1/2$ case). QG has been used to show a linear convergence rate of the objective function values for various algorithms, such as the proximal gradient method, that would otherwise only guarantee sublinear convergence [4,23,48,50]. Many papers have discovered connections between QG and other error bounds and conditions known in the literature. Most importantly it was shown in [23, Appendix A] that for convex functions, QG is equivalent to the Luo-Tseng error bound [28], the Polyak-Lojaziewicz condition [23], and the restricted secant inequality [49].

Weakly sharp functions (i.e. HEB with $\theta = 1$) have been studied in many papers, for example [2,9,14,31,34,35,40,41,47]. For such functions [14] showed that the proximal point method converges to a minimum in a finite number of iterations. This is interesting because this method would otherwise only have an $O(1/k)$ rate.

1.2 Our contributions

Recall the definition of the subgradient of $h$ at $x$ [3, Def. 16.1]:

$$\partial h(x) \triangleq \{ g \in H : h(y) \geq h(x) + \langle g, y - x \rangle, \forall y \in H \}.$$ 

Define the subgradient method as

$$x_{k+1} = P_C(x_k - \alpha_k g_k) : \forall k \geq 1, g_k \in \partial h(x_k), \ x_1 \in C,$$ (2)

where $P_C$ denotes the projection onto $C$ and the choice of the stepsize $\alpha_k > 0$ is left unspecified. Despite the long history of analysis of subgradient methods, the simplest stepsize choices for (2) have not been studied for objective functions satisfying HEB. These are the constant stepsize, $\alpha_k = \alpha$, and the decaying stepsize, $\alpha_k = \alpha_1 k^{-p}$ for $p > 0$. This brings us to our contributions in this manuscript.

Firstly we determine the convergence rate of a constant stepsize choice which previously had only been determined for the special case of $\theta = 1/2$ (see [30, Prop. 2.4]). Interestingly, for any $\theta \in (0, 1]$ the method obtains a linear convergence rate for $d(x_k, X_h)$, up to a specific tolerance level of order $O(\alpha^\theta)$.

Secondly, we derive decaying stepsizes which obtain much faster rates than the classical subgradient method if appropriate problem parameters are available. The classical analysis of the subgradient method leads to the rate

$$h(\hat{x}_k) - h^* \leq O \left( k^{-\frac{1}{2}} \right),$$

where $\hat{x}_k$ is a specific average of the previous iterates and $\alpha_k = O(1/\sqrt{k})$ [32]. Combining this with HEB yields
\[ d(\hat{x}_k, X_h) \leq O\left(k^{-\frac{q}{2}}\right). \]

This rate is slower than the result of our specialized analysis. We show that with stepsize \( \alpha_k = \alpha_1 k^{-p} \) and the proper choice of \( p \) and \( \alpha_1 \), the subgradient method can obtain the convergence rate

\[ d(x_k, X_h) \leq O\left(k^{-\frac{q}{2(1-\theta)}}\right), \quad \forall \theta < 1. \quad (3) \]

It can be seen that the absolute value of the exponent is a factor \( 1/(1 - \theta) \) larger in our analysis.

Our third major contribution is a new “descending stairs” stepsize choice for the subgradient method (DS-SG). The method achieves the convergence rate given in (3) for \( \theta < 1 \). In addition, for the case \( \theta = 1 \) it achieves linear convergence. Unlike the methods of [37,38] and [5, Exercise 6.3.3], which also obtain linear convergence when \( \theta = 1 \), our proposal does not require knowledge of \( h^* \). The methods of [18,40,41] have a similar complexity for \( \theta = 1 \) but cannot handle \( \theta < 1 \). The Restarted Subgradient method (RSG) [47] obtains the same iteration complexity but requires averaging which is disadvantageous in applications where the solution is sparse (or low rank) because it can spoil this property [13]. (In Sect. 6.2 we discuss other problems with averaging.) An advantage of RSG is it only requires that HEB be satisfied locally, i.e. on a sufficiently-large level set of \( h \). However in the important case where \( \theta = 1 \) this makes no difference, because if HEB holds with \( \theta = 1 \) on any compact set, then it holds globally [10]. Furthermore for many applications with \( \theta < 1 \), HEB is satisfied globally [7,23].

DS-SG, RSG, and several other methods [18,40] require knowledge of the constant \( c \) in HEB which can be hard to estimate in practice. This motivates us to develop our final major contribution: a “doubling trick” for DS-SG which automatically adapts to the unknown error bound constant and still obtains the same iteration complexity, up to a small constant. We call this method the “doubling trick descending stairs subgradient method” (DS2-SG). The competing methods of [18,40,41,47] all require knowledge of \( c \). The authors of [47] proposed an adaptive method which does not require \( c \), however it only works for \( \theta < 1 \).

In summary, our contributions under HEB are as follows:

1. We show that the subgradient method with a constant stepsize obtains linear convergence for \( d(x_k, X_h) \) to within a region of the optimal set for all \( \theta \in (0, 1] \).
2. We derive a decaying stepsize with faster convergence rate than the classical subgradient method.
3. We develop a new “Descending Stairs” stepsize with iteration complexity \( O(\epsilon^{1-\frac{1}{\theta}}) \) when \( \theta < 1 \) and \( \ln \frac{1}{\epsilon} \) when \( \theta = 1 \) for finding a point such that \( d(x_k, X_h)^2 \leq \epsilon \).
   We also develop an adaptive variant which does not need \( c \) but retains the same iteration complexity up to a small constant.

Our contributions are summarized in Table 1.

The outline for the manuscript is as follows. In Sect. 2 we discuss some previously known results for subgradient methods applied to functions satisfying HEB. In Sect. 3 we derive the key recursion which describes the subgradient method under HEB and
Table 1: Summary of our contributions for constant, decaying (polynomial), DS-SG, and DS2-SG stepsizes

|           | Constant       | Decaying       | DS-SG           | DS2-SG          |
|-----------|----------------|----------------|-----------------|-----------------|
| $\theta = 1$ | $q^k + O\left(q^2 \theta \right)$ | $O\left(q^k \right)$, Goffin [18] | $O\left(q^k \right)$ | $O\left(q^k \right)$, $c$ not required |
| $\theta < 1$ | $q^k + O\left(q^2 \theta \right)$ | $O\left(k^{\theta-1} \right)$ | $O\left(k^{\theta-1} \right)$ | $O\left(k^{\theta-1} \right)$, $c$ not required |

The given convergence rates are for $d(x_k, x^*_h)^2$. We list the cases $\theta = 1$ and $\theta < 1$ separately. Goffin [18] developed a geometrically decaying stepsize which obtains geometric convergence rate for the case $\theta = 1$ with known $c$ (see also [40, Sec. 2.3]).

allows us to obtain convergence rates. In Sect. 4 we determine the behavior of a constant stepsizes. In Sect. 5 we derive a constant stepsize with explicit iteration complexity. In Sect. 6 we develop our proposed DS-SG. In Sect. 7 we develop the variant, DS2-SG, which does not require the error bound constant. In Sect. 8 we derive a decaying stepsize with faster convergence rate than the classical decaying stepsize. Finally, Sect. 9 features numerical experiments to test some of the theoretical findings of this paper.

2 Prior work on subgradient methods under HEB

There were a few early works that studied the subgradient method under conditions related to HEB with $\theta = 1$. In [40, Thm 2.7, Sec. 2.3], Shor proposed a geometrically decaying stepsize which obtains a linear convergence rate under a condition equivalent to HEB with $\theta = 1$. The stepsize depends on explicit knowledge of the error bound constant $c$, a bound on the subgradients, and the initial distance $d(x_1, x^*_h)$. Goffin [18] extended the analysis of [40] to a slightly more general notion than HEB.¹ Note that our optimal decaying stepsize, derived in Sect. 8, is a natural extension of Goffin’s geometrically-decaying stepsize to $\theta < 1$. Rosenberg [39] extended Goffin’s results to constrained problems. In [35], Polyak showed that Goffin’s method still converges linearly when the subgradients are corrupted by bounded, deterministic noise.

The paper [31] also considers functions satisfying HEB with $\theta = 1$ with (deterministically) noisy subgradients. For constant stepsizes, they show convergence of $\lim \inf h(x_k) \rightarrow h^*$ plus a tolerance level depending on noise. For diminishing stepsizes, they show that $\lim \inf h(x_k)$ actually converges to $h^*$ despite the noise. However [31] does not discuss convergence rates, which is the topic of our work.

As mentioned in the introduction, [47] introduced the restarted subgradient method (RSG) for when $h$ satisfies HEB. The method implements a predetermined number of averaged subgradient iterations with a constant stepsize and then restarts the averaging and uses a new, smaller stepsize. The authors show that after $O(\epsilon^{2/(\theta-1)} \log \frac{1}{\epsilon})$ iterations the method is guaranteed to find a point such that $h(x_k) - h^* \leq \epsilon$. For $\theta = 1$ this is a logarithmic iteration complexity. This improves the iteration complexity of the classical subgradient method which is $O(\epsilon^{-2})$. Differences between our results and RSG will be discussed in Sect. 6.2.

¹ Our analysis also holds for Goffin’s condition.
The recent paper [46] extends RSG to stochastic optimization. In particular they provide a similar restart scheme that can also handle stochastic subgradient calls, and guarantees $h(x) - h^* \leq \epsilon$ with high probability. The iteration complexity is the same as for RSG, up to a constant. However, this constant is large leading to a large number of inner iterations, making it potentially difficult to implement the method in practice.

For WS functions, the paper [41] introduced a method similar to RSG except it does not require averaging at the end of each constant stepsize phase. The method also obtains a logarithmic iteration complexity in the $\theta = 1$ case. This method is essentially a special case of our proposed DS-SG for $\theta = 1$.

The paper [17] is concerned with a two-person zero-sum game equilibrium problem with a linear payoff structure. The authors show that finding the solution to the equilibrium problem is equivalent to a WS minimization problem. Using this fact, they derive a method based on Nesterov’s smoothing technique with logarithmic iteration complexity. This is superior to the $O(1/\epsilon)$ of standard Nesterov smoothing. Connections between our results and [17] are discussed in Sect. 6.2.

The work [27] studies stochastic subgradient descent under the assumption that the function satisfies WS locally and QG globally. They show a faster convergence rate of the iterates to a minimizer, both in expectation and with high probability, than is known under the classical analysis.

The work [15] proposes a new subgradient method for functions satisfying a similar condition to HEB but with $h^*$ replaced by a strict lower bound on $h^*$. Like RSG, this algorithm has a logarithmic dependence on the initial distance to the solution set. However it still obtains an $O(1/\epsilon^2)$ iteration complexity, which is the same as the classical subgradient method.

In [37,38] Renegar presented a framework for converting a convex conic program to a general convex problem with an affine constraint, to which projected subgradient methods can be applied. He further showed how this can be applied to general convex optimization problems, such as Prob. (1), by representing them as a conic problem. For the special case where the objective and constraint set is polyhedral, one of the subgradient methods proposed by Renegar has a logarithmic iteration complexity [37, Cor. 3.4]. The main drawback of this method is that it requires knowledge of the optimal value, $h^*$. It also requires a point in the interior of the constraint set. Similarly the stepsizes proposed in Thm. 2 of [36, Sec 5.3.] and [30, Prop. 2.11] depend on exact knowledge of $h^*$ and also obtain a logarithmic iteration complexity under WS.

The work [33] explores subgradient-type algorithms for nonsmooth nonconvex functions satisfying the KL inequality. A procedure was developed for selecting a subgradient at each iteration which results in a decrease in objective value, thereby leading to convergence to a critical point. The selection procedure typically involves either storing a collection of past subgradients and solving a convex program, or suitably backtracking the stepsize until a certain condition is met.

For WS functions, it is known that there are subgradient methods which obtain linear convergence [18,40,47]. A different assumption, known as partial smoothness, has been used to show local linear convergence of proximal gradient methods [19,26]. We mention that the partial smoothness property is different to WS: it applies to composite optimization problems with objective: $F = f + h$ where $h$ must be smooth.
but $f$ may be nonsmooth. Unlike subgradient methods, in proximal gradient methods the nonsmooth part $f$ is addressed via its proximal operator.

In recent times, convergence analyses for the subgradient method have focused on the objective function rather than the distance of the iterates from the optimal set. However in the early period of development, there were many works focusing on the distance (e.g. [18,30,35,40]). The subgradient method is not a descent method with respect to function values, however it is with respect to the distances to the optimal set. Thus the distance is a natural metric to study for the subgradient method. Furthermore, for some applications, the distance to the solution set arguably matters more than the objective function value. For example in machine learning, the objective function is only a surrogate for the actual objective of interest—expected prediction error.

Without further assumptions, [36, pp. 167–168] showed that the convergence rate of the distance of the iterates of the subgradient method to the optimal set can be made arbitrarily slow. This is true even for smooth convex problems. In this case, gradient descent with a constant stepsize obtains an $O(1/k)$ objective function convergence rate, however the iterates can be made to converge arbitrarily slowly to a minimizer. It is our use of HEB which allows us to derive less pessimistic convergence rates for the distance to the optimal set.

3 The key recursion

In this section we derive the recursion which describes the evolution of the squared error $d(x_k, X_h)^2$ for the iterates of the standard subgradient method under HEB. The same recursion has been derived many times before for the special cases $\theta = \{1/2, 1\}$ (e.g. [18,30,40]).

3.1 Assumptions

The optimality condition for Prob. (1) can be found in [3, Prop. 26.5]. Note that we do not explicitly use this optimality criterion anywhere in our analysis. For Prob. (1), throughout the manuscript we will assume that $C \subseteq \text{dom}(\partial h)$, so that for any query point $x \in C$ it is possible to find a $g \in \partial h(x)$. If $h$ is convex and closed, the solution set $X_h = \{x : h(x) = h^*\}$ is convex and closed [3]. Here are the precise assumptions we will use throughout the manuscript.

**Assumption 3** (*Problem 1*) Assume $C$ is convex, closed, and nonempty. Assume $h$ is convex, closed, and satisfies HEB$(c, \theta)$. Assume $X_h$ is nonempty. Assume $C \subseteq \text{dom}(\partial h)$. Assume there exists a constant $G$ such that $\|g\| \leq G$ for all $g \in \partial h(x)$ and $x \in C$.

Throughout the manuscript let $\kappa \triangleq G/c$.

3.2 The recursion under HEB

**Proposition 1** Suppose Assumption 3 holds. Then for all $k \geq 1$ for the iterates $\{x_k\}$ of (2)
\[ d(x_{k+1}, \mathcal{X}_h)^2 \leq d(x_k, \mathcal{X}_h)^2 - 2\alpha_k c(d(x_k, \mathcal{X}_h)^2)^{1/2} + \alpha_k^2 G^2. \] (4)

**Proof** For the point \( x_k \) let \( x_k^* \) be the unique projection of \( x_k \) onto \( \mathcal{X}_h \). For \( k \geq 1 \),

\[
d(x_{k+1}, \mathcal{X}_h)^2 = \|x_{k+1} - x_{k+1}^*\|^2 \\
\leq \|x_k - x_k^*\|^2 \\
\leq d(x_k, \mathcal{X}_h)^2 - 2\alpha_k \langle g_k, x_k - x_k^* \rangle + \alpha_k^2 \|g_k\|^2 \\
\leq d(x_k, \mathcal{X}_h)^2 - 2\alpha_k (h(x_k) - h^*) + \alpha_k^2 G^2 \\
\leq d(x_k, \mathcal{X}_h)^2 - 2\alpha_k c(d(x_k, \mathcal{X}_h)^2)^{1/2} + \alpha_k^2 G^2.
\]

In the first inequality, we used the fact that \( x_{k+1}^* \) is the closest point to \( x_{k+1} \) in \( \mathcal{X}_h \). In the second inequality, we used the nonexpansiveness of the projection operator. In the third, we used the convexity of \( h \) and in the final inequality we used the error bound.

\( \square \)

Let \( e_k \equiv d(x_k, \mathcal{X}_h)^2 \) and \( \gamma = \frac{1}{2\theta} \in \left[ \frac{1}{2}, +\infty \right) \) then for all \( k \geq 1 \)

\[ 0 \leq e_{k+1} \leq e_k - 2\alpha_k c e_k^\gamma + \alpha_k^2 G^2. \] (5)

The main effort of our analysis is in deriving convergence rates for this recursion for various stepsizes.

We note that the key recursion (4) can also be derived with different constants in the following extensions:

1. For \( \theta = 1/2 \) a small (relative to \( c \)) amount of deterministic noise can be added to the subgradient [31];
2. Instead of (2) one can consider the incremental subgradient method [30], the proximal subgradient method [12]:

\[ x_{k+1} = \text{prox}_{\alpha_k f}(x_k - \alpha_k g_k) : \forall k \geq 1, g_k \in \partial h(x_k), \ x_1 \in \text{dom}(\partial h), \]

for minimizing \( F(x) = f(x) + h(x) \), so long as the composite function \( F \) satisfies HEB and \( \text{dom}(\partial h) \subseteq \text{dom}(f) \), or the relaxed projected subgradient method:

\[ x_{k+1} = (1 - \lambda_k)x_k + \lambda_k P_C(x_k - \alpha_k g_k) : \forall k \geq 1, g_k \in \partial h(x_k), \ x_1 \in C, \]

so long as \( 0 < \lambda_k \leq \lambda_k \leq 1 \).

### 4 Constant stepsize

Consider the projected subgradient method with constant, or fixed, stepsize \( \alpha \) given in Algorithm FixedSG. Previously it was known that if \( \theta = 1/2 \) then this method achieves linear convergence to within a region of the solution set [23,30]. We show in the next theorem that linear convergence to within a certain region of \( \mathcal{X}_h \) occurs for any \( \theta \in (0, 1] \) provided \( \alpha \) is sufficiently small.
Algorithm 1: (FixedSG)

**Require:** $K > 0$, $\alpha > 0$, $x_1 \in C$

1: for $k = 1, 2, \ldots, K$ do
2: \hspace{1em} $x_{k+1} = P_C(x_k - \alpha g_k)$ : $g_k \in \partial h(x_k)$
3: end for
4: return $x_{k+1}$

Theorem 1 Suppose Assumption 3 holds. Let $e_* = \left(\frac{\alpha G^2}{2\epsilon}\right)^{\frac{2\theta}{\theta - 1}}$.

1. For all $k \geq 1$ the iterates of FixedSG satisfy

$$d(x_k, \mathcal{X}_h)^2 \leq \max \left\{ d(x_1, \mathcal{X}_h)^2, e_* + \alpha^2 G^2 \right\}.$$  \hspace{1em} (6)

2. If $0 < \theta \leq \frac{1}{2}$ and

$$0 < \alpha \leq 2^{\frac{2\theta - 1}{1 + \theta}} \cdot \frac{1}{2^{\theta - 1}} G \cdot \epsilon^{\frac{\theta}{\theta - 1}}$$  \hspace{1em} (7)

then for all $k \geq 1$ the iterates of FixedSG satisfy

$$d(x_k, \mathcal{X}_h)^2 - e_* \leq q_1^{k-1} (d(x_1, \mathcal{X}_h)^2 - e_*).$$  \hspace{1em} (8)

where

$$q_1 = \left(1 - \frac{1}{\theta} \alpha c e_*^{\frac{1-2\theta}{2\theta}}\right) \in [0, 1).$$  \hspace{1em} (9)

3. Suppose there exists $D \geq 0$ s.t. $d(x_k, \mathcal{X}_h)^2 \leq D$ for all $k$. If $\frac{1}{2} \leq \theta \leq 1$ and the stepsize is chosen s.t.

$$0 < \alpha \leq \frac{\theta D^{1 - \frac{1}{2\theta}}}{c},$$  \hspace{1em} (10)

then for all $k \geq 1$ the iterates of FixedSG satisfy

$$d(x_k, \mathcal{X}_h)^2 - e_* \leq \max \left\{ q_2^{k-1} \left( d(x_1, \mathcal{X}_h)^2 - e_* \right), \alpha^2 G^2 \right\},$$  \hspace{1em} (11)

where

$$q_2 = 1 - \frac{\alpha c D^{\frac{1}{2\theta} - 1}}{\theta} \in [0, 1).$$

Note that in part 3 of Theorem 1, we assume the existence of a bound $D$ s.t. $d(x_k, \mathcal{X}_h)^2 \leq D$ for all $k \in \mathbb{N}$. Such a bound was provided in part 1 of the theorem. However for the sake of notational clarity we prove part 3 with a generic upper bound $D$.  

\(\square\) Springer
Proof Recall our notation $e_k = d(x_k, \mathcal{X}_h)^2$ and let $\gamma = \frac{1}{\beta}$. Returning to the main recursion (5) derived in Prop. 1 and replacing the stepsize with a constant yields

$$0 \leq e_{k+1} \leq e_k - 2\alpha c e_k^\gamma + \alpha^2 G^2,$$

where $\gamma \geq \frac{1}{2}$. The key to understanding the behavior of this recursion is to write it as

$$e_{k+1} - e_\star \leq e_k - e_\star - 2\alpha c (e_k^\gamma - e_\star^\gamma)$$

where $e_\star = \left(\frac{\alpha G^2}{2c}\right)^\frac{1}{\gamma}$. We will show that $e_k - e_\star$ must go to 0 and derive the convergence rate.

**Boundedness**

We first prove (6), which says that $e_k$ is bounded. Considering (13) we see that since $\alpha > 0$ and $c > 0$, if $e_k \geq e_\star$ then $e_{k+1} \leq e_k$. On the other hand, if $e_k \leq e_\star$, then (12) yields $e_{k+1} \leq e_k + \alpha^2 G^2 \leq e_\star + \alpha^2 G^2$. Therefore

$$e_{k+1} \leq \max \{e_k, e_\star + \alpha^2 G^2\} \leq \max \{e_1, e_\star + \alpha^2 G^2\}.$$

**Case 1: $\theta \leq \frac{1}{2}$**.

Suppose $\theta \leq \frac{1}{2}$ and hence $\gamma \geq 1$. By the convexity of $t^\gamma$,

$$e_k^\gamma - e_\star^\gamma \geq \gamma e_\star^{\gamma-1} (e_k - e_\star).$$

Using this in (13) along with the facts that $\alpha > 0$ and $c > 0$ yields

$$e_{k+1} - e_\star \leq \left(1 - 2\alpha c \gamma e_\star^{\gamma-1}\right) (e_k - e_\star).$$

Thus so long as

$$1 - 2\alpha c \gamma e_\star^{\gamma-1} \geq 0,$$

we have $q_1 \geq 0$ where $q_1$ is defined in (9) and

$$e_{k+1} - e_\star \leq q_1 (e_k - e_\star) \leq q_1^k (e_1 - e_\star)$$

where the second inequality comes from recursing. This proves (8).

Simplifying (14) yields

$$2\alpha c \gamma e_\star^{\gamma-1} \leq 1$$

$$\iff \alpha c \gamma \left(\frac{\alpha G^2}{2c}\right)^{\frac{\gamma-1}{\gamma}} \leq 2^{-1}$$
\[ \iff \alpha \leq \left( \frac{1}{\gamma G^\gamma} \frac{2^{(1-\gamma)}}{2} \frac{1}{\gamma c^\gamma} \frac{1}{\gamma} \right)^{\frac{1}{2\gamma-1}} \]

which is equivalent to (7).

**Case 2:** \( \theta \geq \frac{1}{2} \).

For \( \theta \in [\frac{1}{2}, 1] \), \( \gamma \in [\frac{1}{2}, 1] \), which implies by concavity

\[ e_k^\gamma - e_k^\gamma \leq \gamma e_k^{\gamma-1} (e_k - e_k). \]

Therefore

\[ e_k^\gamma - e_k^\gamma \geq \gamma e_k^{\gamma-1} (e_k - e_k). \]

Substituting this inequality into (13) and again using \( \alpha > 0 \) and \( c > 0 \) yields

\[ e_{k+1} - e^* \leq e_k - e_k - 2\alpha c \gamma e_k^{\gamma-1} (e_k - e_k). \]

Now if \( e_k \leq e_k \), then since \( e_k \leq D \),

\[ e_{k+1} - e^* \leq \left( 1 - 2\alpha c \gamma D^{\gamma-1} \right) (e_k - e_k) = q_2 (e_k - e_k). \]

So long as

\[ 1 > 1 - 2\alpha c \gamma D^{\gamma-1} \geq 0 \]

[which is implied by (10)], we have \( q_2 \in [0, 1) \). On the other hand if \( e_k \leq e_k \) then, using (12), \( e_{k+1} \leq e_k + \alpha^2 G^2 \). Thus for all \( k \geq 1 \)

\[ e_{k+1} - e_k \leq \max \left\{ q_2 (e_k - e_k), \alpha^2 G^2 \right\}. \]

Iterating this recursion and using the fact that \( q_2 \in [0, 1) \) yields (11).

\[ \square \]

**5 Iteration complexity for constant stepsize**

Using the results of the previous section we can derive the iteration complexity of a constant stepsize for finding a point such that \( d(x_k, \mathcal{X}_h)^2 \leq \epsilon \). The basic idea in the following theorem is to pick \( \alpha = O(\epsilon^{\frac{1}{2\gamma}}) \), so that \( e_k \) defined in Theorem 1 is equal to \( \epsilon \). Then the iteration complexity can be determined from the linear convergence rate of \( d(x_k, \mathcal{X}_h)^2 \) to \( e_k \).

**Theorem 2** Suppose Assumption 3 holds. Choose \( \epsilon > 0 \) and set

\[ \alpha = \frac{2c \epsilon^{\frac{1}{2\gamma}}}{G^2} \] \quad (15)
1. If $0 < \theta \leq \frac{1}{2}$, and

$$0 < \epsilon \leq \left(\frac{\theta \kappa^2}{2}\right)^{\frac{\theta}{1-\theta}}, \quad (16)$$

then for the iterates of FixedSG,

$$d(x_{k+1}, \mathcal{X}_h)^2 \leq 2\epsilon$$

for all $k \geq K$ where

$$K \triangleq \frac{1}{2} \theta \kappa^2 \ln \left(\frac{d(x_1, \mathcal{X}_h)^2}{\epsilon}\right) \epsilon^{1-\frac{1}{\theta}}.$$  

2. For $\frac{1}{2} \leq \theta \leq 1$, assume $\hat{D} > 0$ and $\epsilon > 0$ are chosen s.t.

$$d(x_1, \mathcal{X}_h)^2 \leq \hat{D} \quad (17)$$

$$\epsilon \leq \min \left\{ \frac{\hat{D}}{2}, \left(\frac{\theta \kappa^2}{2}\right)^{2\theta} \hat{D}^{2\theta-1} \right\} \quad (18)$$

We further require

$$\left\{ \begin{array}{l} \epsilon \leq \left(\frac{\kappa^2}{4}\right)^{\frac{\theta}{1-\theta}} : \text{if } \theta < 1 \\ \kappa \geq 2 : \text{if } \theta = 1. \end{array} \right. \quad (19)$$

Then for the iterates of FixedSG,

$$d(x_{k+1}, \mathcal{X}_h)^2 \leq 2\epsilon$$

for all $k \geq K$, where

$$K \triangleq \frac{1}{2} \theta \kappa^2 \hat{D}^{1-\frac{1}{\theta}} \ln \left(\frac{d(x_1, \mathcal{X}_h)^2}{\epsilon}\right) \epsilon^{-\frac{1}{\theta}}. \quad (20)$$

**Proof** We consider the two cases, $\theta \leq 1/2$ and $\theta \geq 1/2$, separately.

**Case 1: $\theta \leq \frac{1}{2}$**

From Theorem 1, the convergence factor in the constant stepsize case is $q_1 = 1 - \frac{\alpha c}{\pi} e_\ast^{\frac{1}{2\theta}}$ where $e_\ast = \left(\frac{\alpha G^2}{2c}\right)^{2\theta} = \epsilon$ for this choice of $\alpha$ given in (15). Recall the notation $e_k = d(x_k, \mathcal{X}_h)^2$. Since $\epsilon$ satisfies (16), $0 \leq q_1 < 1$. Thus from Theorem 1 we know that for all $k \geq 1$

$$e_{k+1} - e_\ast \leq q_1^k (e_1 - e_\ast) \leq q_1^k e_1.$$
which implies

\[ \max\{e_{k+1} - e_*, 0\} \leq q_k e_1. \]  

(21)

This means that

\[ \ln(\max\{0, e_{k+1} - e_*\}) \leq k \ln q_1 + \ln e_1 \]

using the convention, \( \ln(0) = -\infty \). Thus \( e_{k+1} - e_* \leq \epsilon \) is implied by

\[ k \ln q_1 + \ln e_1 \leq \ln \epsilon \iff k \geq \frac{\ln \frac{e_1}{\epsilon}}{\ln q_1}. \]

Now

\[ \ln q_1 = \ln \left(1 - \frac{\alpha c e_1}{\theta} e_*^{1/b - 1}\right) \leq -\frac{\alpha c e_1}{\theta} e_*^{1/b - 1} \iff \ln \frac{1}{q_1} \geq \frac{\alpha c e_1}{\theta} e_*^{1/b - 1}. \]

Therefore if

\[ k \geq \frac{\theta \ln \frac{e_1}{\epsilon}}{\alpha c e_*^{1/b - 1}} = \frac{\theta G^2}{2\epsilon^2 \epsilon^{1/b - 1}} = \frac{1}{2} \frac{\theta}{\kappa^2} \ln \left(\frac{e_1}{\epsilon}\right) \epsilon^{1 - \frac{1}{b}} \]

then using the fact that for this choice of \( \alpha, e_* = \epsilon \), we arrive at

\[ e_{k+1} \leq e_* + \epsilon = 2\epsilon. \]

**Case 2**: \( \theta \geq \frac{1}{2} \).

As before, \( \alpha = \frac{2\epsilon e^{1/b}}{G^2} \) which implies \( e_* = \epsilon \). First note that by Part 1 of Theorem 1,

\[
\begin{align*}
    d(x_k, X_h)^2 &\leq \max\left\{d(x_1, X_h)^2, e_* + \alpha^2 G^2\right\} \\
    &= \max\left\{d(x_1, X_h)^2, \epsilon + \frac{4\epsilon}{G^2} e^{\frac{1}{b}}\right\} \\
    &\leq \max\{d(x_1, X_h)^2, 2\epsilon\} \\
    &\leq \hat{D}
\end{align*}
\]

for all \( k \geq 1 \), where in the second inequality we used (17) and (19). Therefore \( \hat{D} \) is a valid upper bound for the sequence \( \{d(x_k, X_h)^2\} \) and can be used in place of \( D \) in Theorem 1. Now from Theorem 1 the convergence factor is

\[ q_2 = 1 - \frac{\alpha c}{\theta} \frac{1}{\hat{D}^{1/b - 1}}. \]
which is greater than or equal to 0 (and less than 1) because $\epsilon$ satisfies (18). Recalling (11) we see that

$$e_{k+1} \leq \max \left\{ e_* + q_2^k \left( d(x_1, x_h) - e_* \right), e_* + \alpha^2 G^2 \right\}. \quad (22)$$

We have already shown that the second argument in the max above is upper bounded by $2\epsilon$. Consider the first argument in the max in (22). Now $q_2^k (d(x_1, x_h)^2 - e_*) \leq q_2^k e_1$, thus this argument can be dealt with the same way as Case 1 for $\theta \leq 1/2$, except for a different convergence factor. Thus we observe

$$\ln q_2 = \ln \left( 1 - \frac{\alpha c}{\theta} \hat{D}^{1 - \frac{1}{2\theta}} \right) \leq -\frac{\alpha c}{\theta} \hat{D}^{1 - \frac{1}{2\theta}} \iff \ln \frac{1}{q_2} \geq \frac{\alpha c}{\theta} \hat{D}^{1 - \frac{1}{2\theta}}.$$

Therefore if

$$k \geq \frac{\theta G^2 \hat{D}^{1 - \frac{1}{2\theta}}}{2c^2} \ln \left( \frac{e_1}{\epsilon} \right) \epsilon^{-\frac{1}{2\theta}}$$

then the first argument in the max in (22) is upper bounded by $2\epsilon$. \qed

Rather surprisingly, Theorem 2 shows that a restarting strategy is not necessary for $\theta \leq \frac{1}{2}$. This is because for $\theta \leq \frac{1}{2}$ the iteration complexity for a constant stepsize is equal to the complexity of RSG derived in [47]. It is also matched by the optimal decaying stepsize we will derive in Sect. 8. To compare with RSG in more detail, [47] showed that RSG requires $O(\epsilon^{2(\theta - 1)})$ iterations (suppressing constants and a $\ln \frac{1}{\epsilon}$ factor) to achieve $h(x) - h^* \leq \epsilon'$. Now, using the error bound, in order to guarantee $d(x_k, x_h)^2 \leq \epsilon$, we need $h(x) - h^* \leq \epsilon' = \epsilon^{1/\theta}$. Using this in the iteration complexity from [47] yields an expression which is $O(\epsilon^{1-\frac{1}{\theta}})$, which is the same as what we derived for the constant stepsize for $\theta \leq 1/2$. However, for $\theta > \frac{1}{2}$, RSG, our DS-SG method, and our optimal decaying stepsize are significantly faster than the constant stepsize choice.

The comparison with the classical result for the subgradient method is as follows. It is easy to show that for the subgradient method with a constant stepsize $\alpha$:

$$\frac{1}{k} \sum_{i=1}^k (h(x_i) - h^*) \leq \frac{d(x_1, x_h)^2}{2\alpha_k} + \frac{\alpha}{2} G^2.$$

Setting

$$\alpha = \frac{c \frac{1}{2\theta}}{G^2}$$

and

$$k \geq \kappa^2 d(x_1, x_h)^2 \epsilon^{1/\theta} \epsilon$$

 Springer
implies
\[
    h(x_k^{av}) - h^* \leq \frac{1}{k} \sum_{i=1}^{k} (h(x_i) - h^*) \leq c \epsilon^{1/2}.
\]

where \( x_k^{av} = \frac{1}{k} \sum_{i=1}^{k} x_i \). Now using the error bound, this yields \( (x_k^{av}, X_h)^2 \leq \epsilon \).

With respect to \( \epsilon \), this classical iteration complexity is clearly worse than the result of Theorem 1 for all \( \theta \in (0, 1] \). Furthermore, the dependence on \( d(x_1, X_h) \) is worse. For \( \theta \leq 1/2 \), the fixed stepsize depends on \( \ln d(x_1, X_h) \), whereas the classical stepsize has iteration complexity which depends linearly on \( d(x_1, X_h) \).

We note that as \( \theta \to 0 \) the iteration complexity can be made arbitrarily large. This is not surprising, as it has been proved in [36, pp. 167–168] that the convergence rate of \( x_k \to x^\ast \) can be made arbitrarily bad for gradient methods.

### 6 A “descending stairs” stepsize with better iteration complexity for \( 1/2 \leq \theta \leq 1 \)

#### 6.1 The method

In this section we propose a new stepsize for the subgradient method (DS-SG) which obtains a better iteration complexity than the fixed stepsize for functions satisfying HEB with \( 1/2 \leq \theta \leq 1 \). In fact for \( \theta = 1 \) the iteration complexity is logarithmic, i.e. \( O(\ln \frac{1}{\epsilon}) \). The basic idea is to use a constant stepsize in the subgradient method and every \( K \) iterations reduce the stepsize by a factor of \( \beta ds^{1/2} > 1 \). Also the number of iterations \( K \) increases by a factor \( \beta ds^{\frac{1}{2} - 1} \). Our analysis allows us to determine good choices for the initial stepsize and number of iterations which lead to an improved rate.

The algorithm is similar to RSG [47]. However our method has some important advantages, which will be discussed in Sect. 6.2, and a different analysis. As was mentioned earlier, the method of [41, Sec. V] is essentially a special case of DS-SG for \( \theta = 1 \).

DS-SG requires an upper bound on the distance of the starting point to the solution, i.e. \( \Omega_1 \geq d(x_{init}, X_h)^2 \). If \( C \) is bounded then one can use the diameter of \( C \). If a lower bound on the optimal value is known, i.e. \( h_l \leq h^* \), then by the error bound \( d(x_1, X_h) \leq c^{-\theta} (h(x_1) - h^*)^\theta \leq c^{-\theta} (h(x_1) - h_l)^\theta \) implies we can use \( \Omega_1 = c^{-2\theta} (h(x_1) - h_l)^2 \).

#### Theorem 3

Suppose Assumption 3 holds and \( 1/2 \leq \theta \leq 1 \). Choose \( x_{init} \in C \) and \( \Omega_1 \) such that \( d(x_{init}, X_h)^2 \leq \Omega_1 \). If \( \theta < 1 \), choose \( \beta ds > 1 \) so that

\[
    \beta ds \geq \max \left\{ \frac{1}{2} \left( \frac{\kappa^2}{4} \right) \frac{\pi^{\theta}}{\Omega_1, \theta^{-2\theta} \kappa^{-4\theta} \Omega_1^{2(1-\theta)}} \right\}. \tag{23}
\]
Algorithm 2: (DS-SG) Descending Stairs Subgradient Method for $1/2 \leq \theta \leq 1$

**Require:** $\beta_{ds}, M, x_{\text{init}}, \Omega_1, G, c, \theta$.

1. $\kappa = \frac{G}{\epsilon}$
2. $K_1 = \theta \kappa^2 \beta_{ds}^{\frac{1}{2}} \ln(2\beta_{ds}) \Omega_1^{1-\theta}$
3. $K_1 = \lceil K_1 \rceil$
4. $\alpha(1) = \frac{2c}{G^2} \left( \frac{\Omega_1}{2\beta_{ds}} \right)^{\frac{1}{2\theta}}$
5. $\hat{x}_0 = x_{\text{init}}$
6. for $m = 1, 2, \ldots, M$ do
   7. $\hat{x}_m = \text{FixedSG}(K_m, \alpha(m), \hat{x}_{m-1})$
   8. $\alpha(m+1) = \beta_{ds}^\frac{1}{2\theta} \alpha(m)$
   9. $K_{m+1} = \left\lceil \beta_{ds}^\frac{1}{2(1-\theta)} K_1 \right\rceil$
10. end for
11. return $\hat{x}_M$

If $\theta = 1$, assume $\kappa \geq 2$ and choose any $\beta_{ds} > 1$. Fix $\epsilon > 0$ and choose $M \geq \left\lceil \frac{\ln \Omega_1}{\ln \beta_{ds}} \right\rceil$.
Then for $\hat{x}_M$ returned by Algorithm DS-SG, $d(\hat{x}_M, \chi_h)^2 \leq \epsilon$. The iteration complexity is as follows:

1. If $\theta = 1$ this requires fewer than
   \[
   \left( \beta_{ds}^\frac{1}{2} \kappa^2 \ln(2\beta_{ds}) + 1 \right) \left( \ln \frac{\Omega_1}{\epsilon} + 1 \right)
   \]
   as $\kappa, \Omega_1 \to \infty$, and $\epsilon \to 0$.

2. If $\frac{1}{2} \leq \theta < 1$, this requires fewer than
   \[
   \frac{\theta \beta_{ds}^{3\theta-1} \ln(2\beta_{ds})}{\beta_{ds}^{\frac{1}{3\theta-1}}} \kappa^2 \epsilon^{1-\frac{1}{\theta}} + \frac{\ln \Omega_1}{\epsilon} + 1
   \]
   subgradient evaluations. If $\kappa$ is chosen large enough so that $\Omega_1 = O(\kappa^{\frac{2\theta}{1-\theta}})$, this simplifies to
   \[
   O \left( \max\{\kappa^2, \Omega_1^{\frac{1}{2\theta}-1}\} \epsilon^{1-\frac{1}{\theta}} \right)
   \]
   as $\kappa, \Omega_1 \to \infty$, and $\epsilon \to 0$. 
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Proof We need some new notation. For $\hat{x}_m$ defined in line 7 of DS-SG, let $\hat{e}_m = d(\hat{x}_m, X_h)^2$. We will use a sequence of tolerances $\{\epsilon_m\}$ defined as $\epsilon_m = \beta_{ds}^{-m} \Omega_1$. Another sequence $\{D_m\}$ is chosen as

$$D_m = 2\beta_{ds} \epsilon_m.$$ 

For each $m \geq 1$, the set $\{\epsilon_m/2, D_m, \alpha(m)\}$ will be used in statement 2 of Theorem 2 in place of $\{\epsilon, D, \alpha\}$. Furthermore we will show that $K_m$ is greater than the corresponding expression for $K$ in (20). This will show that $\hat{e}_m \leq 2(\epsilon_m/2) = \epsilon_m$.

We now show that $\{\epsilon_m/2, D_m, \alpha(m)\}$ satisfies (15), (17), (18), and (19), and that $K_m$ is greater than $K$ given in (20). Now the stepsize $\alpha(m)$, defined on lines 4 and 8 of DS-SG, can be written as

$$\alpha(m) = \frac{2c}{G^2} \left( \frac{\epsilon_m}{2} \right)^{\frac{1}{\theta}}.$$ 

Thus $\alpha(m)$ satisfies (15) for all $m \geq 1$. Next we prove that for $\frac{1}{2} \leq \theta < 1$, condition (23) ensures that (18)--(19) are satisfied for all $m \geq 1$.

To establish (18), we will prove that both arguments in the min in (18) individually satisfy the inequality when $D$ and $\epsilon$ are replaced by $D_m$ and $\epsilon_m/2$. Since $\beta_{ds} > 1$, it is clear that the first argument in the min in (18) satisfies the inequality. Now for the second argument in the min in (18) to satisfy the inequality we require

$$\frac{\epsilon_m}{2} \leq \left( \frac{\theta \kappa^2}{2} \right)^{2\theta} D_m^{2\theta-1} = \frac{1}{2} \left( \theta \kappa^2 \right)^{2\theta} \beta_{ds}^{2\theta-1} \epsilon_m^{2\theta-1}.$$ 

Using $\epsilon_m = \beta_{ds}^{-m} \Omega_1$ and rearranging this yields

$$\beta_{ds}^{2m(1-\theta)+2\theta-1} \geq \theta^{-2\theta} \kappa^{-4\theta} \Omega_1^{2(1-\theta)}. \quad (28)$$

In order to hold for all $m \geq 1$ it suffices to show it holds for $m = 1$, which is implied by the second argument in the max in (23). In the case $\theta = 1$, (28) reduces to

$$\beta_{ds} \geq \frac{1}{\kappa^4}.$$ 

Note for $\theta = 1$, by assumption $\kappa \geq 2$. Thus any $\beta_{ds} > 1$ satisfies this.

Now we establish (19). For $\theta = 1$ we only require that $\kappa \geq 2$ which is true by assumption. We now establish (19) for $\frac{1}{2} \leq \theta < 1$. In this case, (19) requires that

$$\frac{\epsilon_m}{2} \leq \frac{1}{2} \beta_{ds}^{-m} \Omega_1 \leq \left( \frac{\kappa^2}{4} \right)^{\frac{\theta}{1-\theta}}.$$ 

In order for this to be satisfied for all $m$, it suffices to show that it holds for $m = 1$. This is implied by the first argument in the max function in (23).
Finally we prove by induction that (17) holds and that \( K_m \) is greater than \( K \) defined in (20). For \( m = 1 \), \( D_1 \) clearly satisfies (17). Also \( K_1 \), given in Line 1 of Algorithm DS-SG, satisfies (20). Altogether this implies \( \hat{e}_1 \leq \epsilon_1 \) by Theorem 2.

Next, assume (17) is true and \( K_{m-1} \) is greater than \( K \) in (20) at iteration \( m - 1 \). Since we have established (15), (18), and (19) hold for all \( m \geq 1 \), part 2 of Theorem 1 implies that \( \hat{e}_{m-1} \leq \epsilon_{m-1} \). At iteration \( m \), FixedSG is initialized at \( \hat{x}_{m-1} \), and

\[
D_m = 2\beta_{ds} \epsilon_m = 2\epsilon_{m-1} \geq d(\hat{x}_{m-1}, X)^2
\]

which establishes (17) at iteration \( m \). Next, substituting \( D_m \) and \( \epsilon_m / 2 \) for \( \hat{D} \) and \( \epsilon \) in (20), we see that \( K_m \) needs to be greater than

\[
\frac{1}{2} \theta^2 \kappa^2 \ln \left( \frac{2d(\hat{x}_{m-1}, \mathcal{X}_h)^2}{\epsilon_m} \right) D_m^{1 - \frac{1}{2^m}} (\epsilon_m / 2)^{-\frac{1}{2^m}}
\]

which is indeed true since \( K_m \) can be re-expressed as

\[
K_m = \left[ \theta^2 \beta_d^{\frac{1}{2^m}} \ln(2\beta_{ds}) \Omega^1_{1 - \frac{1}{2^m}} \beta_{ds}^{-(m-1)(1 - \frac{1}{2^m})} \right] = \left[ \theta^2 \beta_d^{\frac{1}{2^m}} \ln(2\beta_{ds}) \epsilon_m^{1 - \frac{1}{2^m}} \right]
\]

\[
\geq \frac{1}{2} \theta^2 \kappa^2 \ln \left( \frac{2d(\hat{x}_{m-1}, \mathcal{X}_h)^2}{\epsilon_m} \right) (2\beta_{ds} \epsilon_m)^{1 - \frac{1}{2^m}} (\epsilon_m / 2)^{-\frac{1}{2^m}}.
\]

We have shown that \( \{\epsilon_m / 2, D_m, \alpha(m)\} \) satisfies (15), (17), (18), and (19), and that \( K_m \) is greater than \( K \) defined in (20). Thus by part 2 of Theorem 1, for all \( m \geq 1 \)

\[
\hat{e}_m \leq 2(\epsilon_m / 2) = \epsilon_m.
\]

Finally the choice \( M = \left[ \frac{\ln \Omega_1}{\ln \beta_d} \right] \) implies \( \epsilon_M = \beta_d^{-M} \Omega_1 \leq \epsilon \).

If \( \theta = 1 \), the total number of subgradient evaluations is

\[
MK_1 \leq \left( \kappa^2 \beta_{ds}^{\frac{1}{2}} \ln(2\beta_{ds}) + 1 \right) \left( \frac{\ln \Omega_1}{\ln \beta_d} + 1 \right)
\]

where we have used \( \lceil x \rceil < x + 1 \). Further note that for \( \theta = 1 \), \( \beta_{ds} \) is a constant that can be chosen independently of \( \kappa, \Omega, \) and \( \epsilon \), which implies (25).

We now establish the iteration complexity when \( \frac{1}{2} \leq \theta < 1 \). For \( m \geq 0 \), let

\[
\tilde{K}_{m+1} = \beta_{ds}^{\frac{m(1 - \theta)}{\theta^2}} \theta^2 \beta_d^{\frac{1}{2^m}} \ln(2\beta_{ds}) \Omega^1_{1 - \frac{1}{2^m}}
\]

then \( K_m = \lceil \tilde{K}_m \rceil \) where \( K_m \) is defined on Line 9 of Algorithm 2. If \( \theta < 1 \) the total number of subgradient evaluations is
\[ K_1 + K_2 + \cdots + K_M = [\tilde{K}_1] + [\tilde{K}_2] + \cdots + [\tilde{K}_M] \]
\[ < \tilde{K}_1 + \tilde{K}_2 + \cdots + \tilde{K}_M + M \]
\[ = \tilde{K}_1 \left( 1 + \beta_{ds}^{\frac{1}{\vartheta} - 1} + \left( \beta_{ds}^{\frac{1}{\vartheta} - 1} \right)^2 + \cdots + \left( \beta_{ds}^{\frac{1}{\vartheta} - 1} \right)^{M-1} \right) + M \]
\[ = \tilde{K}_1 \frac{\left( \beta_{ds}^{\frac{1}{\vartheta} - 1} \right)^M - 1}{\beta_{ds}^{\frac{1}{\vartheta} - 1} - 1} + M \]
\[ \leq \tilde{K}_1 \frac{\left( \beta_{ds}^{\frac{1}{\vartheta} - 1} \right)^M}{\beta_{ds}^{\frac{1}{\vartheta} - 1} - 1} + M. \quad (30) \]

Now since
\[ M \leq \frac{\ln \frac{\Omega_1}{\epsilon}}{\ln \beta_{ds}} + 1 \quad (31) \]

it follows that
\[ (\beta_{ds}^{\frac{1}{\vartheta} - 1})^M \leq \beta_{ds}^{\frac{1}{\vartheta} - 1} \left( \frac{\Omega_1}{\epsilon} \right)^{\frac{1}{\vartheta} - 1}. \quad (32) \]

Finally, substitute (31), (32), and the expression for \( \tilde{K}_1 \) into (30) to obtain the iteration complexity
\[ \frac{\theta \beta_{ds}^{\frac{1}{\vartheta} - 1} \ln(2 \beta_{ds})}{\beta_{ds}^{\frac{1}{\vartheta} - 1} - 1} \kappa^2 \epsilon^{1 - \frac{1}{\vartheta}} + \frac{\ln \frac{\Omega_1}{\epsilon}}{\ln \beta_{ds}} + 1 \quad (33) \]
total subgradient evaluations, which is (26).

Now onto (27). We derive the limiting behavior of (33) as \( \epsilon \to 0 \), and \( \Omega_1 \) and \( \kappa \) approach \( \infty \). In order to do this, we will prove that if \( \Omega_1 = O(\kappa^{\frac{2\vartheta}{\vartheta - 1}}) \), the requisite lower bound on \( \beta_{ds} \) in (23) is \( O(1) \), which implies that \( \beta_{ds} \) can be chosen as an \( O(1) \) constant. If \( \kappa \) is too small, then it is enlarged to size \( \Theta(\Omega_1^{\frac{1}{\vartheta - 1}}) \) so that this does hold.

Considering each argument in the max in (23), the first is
\[ \frac{1}{2} \left( \frac{k^2}{4} \right)^{\frac{\vartheta}{\vartheta - 1}} \Omega_1 = O \left( \kappa^{\frac{2\vartheta}{\vartheta - 1}} \Omega_1 \right) = O(1) \]
and the second is
\[ \theta^{-2\theta} \kappa^{-4\theta} \Omega_1^{2(1-\theta)} = O \left( \kappa^{-4\theta} \Omega_1^{2(1-\theta)} \right) = O(1) \]
where we have used the assumption that \( \Omega_1 = O(\kappa^{2/\pi}) \). Since \( \beta_{ds} \) is \( O(1) \) under this assumption, (33) implies the number of subgradient evaluations behaves as \( O(\kappa^2 \epsilon^{1-\frac{1}{\theta}}) \). Since \( \kappa \) may have to be enlarged to \( \Theta(\Omega_{1-\epsilon}) \), this implies the subgradient evaluations actually behave as \( O(\max\{\kappa^2, \Omega_{1-\epsilon}\}) \epsilon^{1-\frac{1}{\theta}} \), which yields (27).

\[ \square \]

6.2 Discussion

The optimal choice for \( \beta_{ds} \) can be found by minimizing the iteration complexities given in (24) and (26) w.r.t. \( \beta_{ds} \). However the closed form expression is complicated and not particularly enlightening. Solving it numerically, we find it is typically between 2 and 2.5.

Regarding RSG [47], the iteration complexity is very similar to ours, even though the analysis is different. There are several points to note in comparing the two. First is that their error metric is \( h(x) - h^* \). On the other hand our error metric is \( d(x_k, X_h)^2 \). Furthermore their iteration complexity is for finding \( h(x) - h^* \leq 2\epsilon \). To do a fair comparison, we can convert their error metric to \( d(x_k, X_h)^2 \) by using \( \epsilon' = 2^{-1} \epsilon^{\frac{1}{\pi}} \) in their iteration complexity. As we mentioned earlier, their iteration complexity is \( O(\epsilon'^2 (\theta - 1) \ln \frac{1}{\epsilon'}) \). Thus, if we make the substitution, we see that their iteration complexity is the same as ours except they have an extra \( \log \frac{1}{\epsilon} \) term. The dependence on \( \kappa = G/c \) is the same.

With respect to their algorithm implementation as given in [47, Algorithm 2], the major difference to DS-SG is that [47] requires averaging to be done after every inner loop. As mentioned before, this may be undesirable on problems where nonergodic methods are preferable. For instance, in problems where \( \mathcal{C} \) enforces sparsity or low-rank, the averaging phase spoils this property [13]. Another situation in which averaging is undesirable is when learning with reproducing kernels [24]. In such problems, the variable is represented as a linear combination of a kernel evaluated at different points. After \( t \) iterations of the subgradient method, the solution is \( \sum_{i=1}^{t-1} \alpha_i k(x_i, \cdot) \) where \( k : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R} \) is the kernel function. Thus it is necessary to store the \( t-1 \) points \( \{x_i\} \) after \( t \) iterations which is infeasible. The key to making the method practical is that for certain objectives the coefficients \( \alpha_i \) decay geometrically and the early iterations can be safely ignored. Thus only a small fraction of the last \( t \) points are recorded. However, if averaging is used, the earlier coefficients are no longer negligible which compromises the feasibility of the method. Another advantage of our approach over [47] will arise in the next section, where we develop a method for adapting to unknown \( c \).

7 Double descending stairs stepsize method for unknown \( c \)

7.1 The method

In our method DS-SG (Algorithm 2), the initial number of inner iterations is

\[ K_1 = \lceil \theta \kappa^2 \beta_{ds}^{\frac{1}{2\pi}} \ln (2\beta_{ds}) \Omega_{1-\epsilon}^{1-\frac{1}{\theta}} \rceil, \tag{34} \]
where $\kappa = G/c$. The initial stepsize $\alpha(1)$, given in line 4, and the lower bound on $\beta_{ds}$, given in (23), also depend on $c$. If a lower bound for $c$ is known, then using this value in (4), (23), and (34) ensures convergence. However in many problems $c$ is unknown. Furthermore if $c$ is greatly underestimated then this will lead to many more inner iterations and a much smaller initial stepsize than is necessary. For the case where no accurate lower bound for $c$ is known, we propose the following “doubling trick” which still guarantees essentially the same iteration complexity. The analysis only holds when $C$ is bounded. Let the diameter of $C$ be $\Omega_C = \max_{x, x' \in C} \|x - x'\|^2$.

The basic idea is to repeat DS-SG with a new $c$ which is half the old estimate, which quadruples the number of inner iterations and halves the initial stepsize. In this way it takes only $O\left(\log_2\left(\frac{c_1}{c}\right)\right)$ trial choices for for the error bound constant until it lower bounds the true constant. Furthermore, if the initial estimate $c_1$ is much larger than the true $c$, then the number of inner iterations is relatively small, which is why the overall iteration complexity comes out to be only a factor of $(4/3)$ times larger than that of DS-SG. This means it is advantageous to use a large overestimate of $c$. In fact one can safely use the initial estimate $c_1 = G\Omega_C^{\frac{1}{2} - \frac{1}{2\theta}}$. We call the method the “Doubling trick Descending Stairs” subgradient method (DS2-SG).

**Algorithm 3:** Double Descending Stairs subgradient method for unknown $c$ (DS2-SG), $\frac{1}{2} \leq \theta \leq 1$

1: $l = 1$
2: while stopping criterion not satisfied do
3: $\tilde{x}_l = \text{DS-SG}(\beta_{ds}, M, \tilde{x}_{l-1}, \Omega_C, G, c_l, \theta)$
4: $c_{l+1} = c_l/2$
5: $l = l + 1$
6: end while
7: return $\tilde{x}_{l-1}$

**Theorem 4** Suppose Assumption 3 holds and $1/2 \leq \theta \leq 1$. Suppose $\|x - y\|^2 \leq \Omega_C$ for all $x, y \in C$ and fix $c_1 > 0$. Let $\kappa_1 = G/c_1$. If $\theta < 1$, choose $\beta_{ds} > 1$ s.t.

$$\beta_{ds} \geq \max \left\{ \frac{1}{2} \left( \frac{\kappa_{1}^{2}}{4} \right)^{\frac{\theta}{\theta - 1}} \Omega_C, \theta^{-2\theta} \kappa_{1}^{-4\theta} \Omega_C^{2(1-\theta)} \right\}. \quad (35)$$

If $\theta = 1$, choose $c_1$ so that $\kappa_1 \geq 2$ and choose any $\beta_{ds} > 1$. Fix $\epsilon > 0$ and choose

$$M \geq \left\lfloor \frac{\ln \frac{\Omega_C}{\epsilon}}{\ln \beta_{ds}} \right\rfloor. \quad (36)$$

For the output of Algorithm DS2-SG, if $l \geq L = \max\{0, \lceil \log_2 c_1/c \rceil \} + 1$, then $d(\tilde{x}_l, \chi_h)^2 \leq \epsilon$. The number of subgradient evaluations is upper bounded by the following quantities (where $\overline{\kappa} = \max\{\kappa, \kappa_1\}$):
1. If \( \theta = 1 \):

\[
\frac{4}{3} \left( \beta_{ds}^2 \pi^2 \ln(2 \beta_{ds}) + \left( \frac{\kappa}{\kappa_1} \right)^2 + \log_2 \left( \frac{\kappa}{\kappa_1} \right) + 1 \right) \left( \ln \frac{\Omega_C}{\epsilon} \ln \beta_{ds} + 1 \right)
\]

(37)

which simplifies to

\[
O \left( \pi^2 \ln \frac{\Omega_C}{\epsilon} \right)
\]

as \( \kappa, \kappa_1, \Omega_C \to \infty \), and \( \epsilon \to 0 \).

2. If \( \frac{1}{2} \leq \theta < 1 \):

\[
\frac{4 \theta \beta_{ds}^{\frac{3}{2} - 1}}{3 (\beta_{ds}^{\frac{1}{2} - 1} - 1)} \left( \frac{2 \beta_{ds}}{\kappa} e^{1 - \frac{1}{\theta}} + \left( \frac{4 \kappa^2}{3 \kappa_1^2} + \log_2 \left( \frac{\kappa}{\kappa_1} \right) + 2 \right) \left( \ln \frac{\Omega_C}{\epsilon} \ln \beta_{ds} + 1 \right) \right). 
\]

(38)

If \( \kappa_1 \) is chosen large enough so that \( \Omega_C = O(\kappa_1^{\frac{20}{1 - \theta}}) \), this simplifies to

\[
O \left( \max \{ \pi^2, \Omega_C^{\frac{1}{2} - 1} \} e^{1 - \frac{1}{\theta}} \right)
\]

(39)

as \( \kappa, \kappa_1, \Omega_C \to \infty \), and \( \epsilon \to 0 \).

Note that if \( c_1 = G \Omega_C^{\frac{1}{2} - \frac{1}{2\theta}} \), then \( \bar{\kappa} = \kappa \).

**Proof** For all \( l \) it is clear that since the iterates remain in the constraint set \( C \), \( d(\tilde{x}_l, X_h)^2 \leq \Omega_C \). Now by the choice of \( L \), \( c_l \leq c \) for all \( l \geq L \). Therefore we can apply Theorem 3 to the iterations within the while loop when \( l \geq L \), which implies \( d(\tilde{x}_l, X_h)^2 \leq \epsilon \) for \( l \geq L \). Note that, since the R.H.S. of (35) decreases if you replace \( c_1 \) with a smaller error bound constant, \( \beta_{ds} \) will satisfy (23) with \( c_l \) in place of \( c_1 \) for all \( l \geq 2 \).

We now determine the overall iteration complexity. Let \( K^l_j \) for \( l = 1, 2, \ldots, L \) and \( j = 1, 2, \ldots, M \) be the number of iterations passed to FixedSG within the \( j \)th call to FixedSG in DS-SG, during the \( l \)th loop in DS2-SG. For all such \( l \) and \( j \), \( K^l_j = \lceil \tilde{K}^l_j \rceil \) where \( \tilde{K}^l_j = \tilde{K}_j \) defined in (29), and \( \tilde{K}^l_j = 4^{l-1} \tilde{K}_j \). Thus using the fact that \( \lceil x \rceil < x + 1 \), the total number of subgradient calls of DS2-SG can be upper bounded as

\[
\sum_{l=1}^{L} \sum_{j=1}^{M} K^l_j < \sum_{l=1}^{L} \sum_{j=1}^{M} \tilde{K}^l_j + LM
\]

\[= \left( 1 + 4 + 16 + \cdots + 4^{L-1} \right) \sum_{j=1}^{M} \tilde{K}^1_j + LM \]
\[
\frac{4}{3} \max \left\{ \left( \frac{c_1}{c} \right)^2 , 1 \right\} \sum_{j=1}^{M} \tilde{K}_j + LM
\]

\[
= \frac{4}{3} \max \left\{ \left( \frac{c_1}{c} \right)^2 , 1 \right\} \sum_{j=1}^{M} \tilde{K}_j + \left( \max \{0, \lceil \log_2 c_1/c \rceil \} + 1 \right) \left[ \frac{\ln \frac{\Omega c}{\varepsilon}}{\ln \beta_{ds}} \right].
\] (40)

By noting that

\[
\max \left\{ \left( \frac{c_1}{c} \right)^2 , 1 \right\} = \frac{\kappa^2}{\kappa_1^2}
\]

and with the aid of (24) and (26), (40) reduces to the iteration complexities given in (37) and (38).

Now

\[
-cd(x, X_h)^{\frac{1}{2}} \leq h(x) - h^* \leq \langle g, x - x^* \rangle \leq \|g\|\|x - x^*\|
\]

for all \(x \in \mathcal{C}, g \in \partial h(x),\) and \(x^* \in X_h.\) If \(x^* = \text{proj}_{X_h}(x)\) then this implies

\[
-cd(x, H_h)^{\frac{1}{2}} \leq Gd(x, H_h) \implies c \leq Gd(x, H_h)^{1-\frac{1}{2}} \quad \forall x \in \mathcal{C}.
\]

Minimizing the R.H.S. yields \(c \leq G\Omega \frac{1}{2} \frac{1}{\varepsilon} \frac{1}{\beta_{ds}}.\) Therefore the choice \(c_1 = G\Omega \frac{1}{2} \frac{1}{\varepsilon} \frac{1}{\beta_{ds}}\) guarantees \(\kappa_1 \leq \kappa.\) For \(\theta = 1,\) choosing \(c_1 = G\) implies \(\kappa_1 = 1,\) which violates the requirement: \(\kappa_1 \geq 2.\) Thus one should instead choose \(c_1 = G/2.\) \(\square\)

### 7.2 Discussion

The authors of RSG [47] proposed a variant, R\(^2\)SG, which can adapt to unknown \(c\) when \(\theta < 1.\) It also uses geometrically increasing number of inner iterations, however the initial stepsize remains the same. An advantage of that method is it does not require the constraint set to be bounded. However since their analysis is only valid for \(\theta < 1,\) it cannot be directly applied to important problems such as polyhedral convex optimization, and requires using a surrogate \(\theta < 1.\)

For \(\theta = 1,\) the subgradient methods of [40, Sec. 2.3] and [18] choose geometrically decaying stepsizes which depend on the error bound constant \(c.\) It is plausible that our “doubling trick” idea can be employed to accelerate these methods when \(c\) is unknown, by starting with an estimate for \(c\) and repeatedly halving it. This should lead to linear convergence with only a slightly larger iteration complexity than the original methods. Thus our doubling trick can be thought of as a “meta-acceleration” technique with potentially large scope.
A drawback of DS2-SG is it does not have an explicit stopping rule. In particular, the number of “wrapper” iterations, $L$, depends on the true error bound constant $c$, which is unknown. This is also the main drawback of R²SG [47] (along with the fact it cannot be applied when $\theta = 1$). As was suggested in [47], we suggest using an independent stopping criterion. For example on a machine learning problem, one could use the error on a small validation set as an indication the algorithm has converged. If a lower bound $h_{LB} \leq h^*$ is known, then $c^{-\theta} (h(x_k) - h_{LB})^\theta < \sqrt{\epsilon}$ can be used as a stopping criterion. This is because $d(x_k, \mathcal{X}_h) \leq c^{-\theta} (h(x_k) - h_{LB})^\theta$. Furthermore since, $cd(x_k, \mathcal{X}_h)^{\frac{1}{\theta} - 1} \leq \|g\|$ for $g \in \partial h(x)$, the norm of the subgradient could be used as a stopping criterion for $\theta < 1$. Another possibility is to use the fact that $cd(x_k, \mathcal{X}_h) \leq \|g\|^\theta \Omega^\theta$. Exploring these stopping criteria is a topic for future work.

In practice for DS2-SG, we often observe an increase in the objective function value whenever a new trial error bound constant is used resulting in a larger stepsize. It is therefore a good strategy to keep track of the iterate $\tilde{x}_l$ with the smallest objective function value so far. This does not change the overall iteration complexity and only requires storing one additional iterate.

8 Faster rates for decaying stepsizes for $\theta < 1$

If $\theta < 1$, an upper bound for $G$ is known, a lower bound for $c$ is known, and the constraint set is compact, then it is possible to obtain the same iteration complexity as DS-SG using decaying stepsizes. We consider $\theta \geq 1/2$ and $\theta < 1/2$ in separate theorems.

**Theorem 5** Suppose Assumption 3 holds and $\frac{1}{2} \leq \theta < 1$. Suppose $\|x - y\|^2 \leq \Omega_c$ for all $x, y \in \mathcal{C}$. Choose $c$ small enough (or $G$ large enough) so that

$$\kappa \geq \sqrt{3 \Omega_C c^{2\theta}}.$$  \hspace{1cm} (41)

For the iterates of the subgradient method (2), let $\alpha_k = \alpha_1 k^{-p}$ where

$$p = \frac{1}{2(1 - \theta)}$$ \hspace{1cm} (42)

and

$$\alpha_1 = \frac{c}{G^2} \left( \frac{\theta \kappa^2}{1 - \theta} \right)^p.$$ \hspace{1cm} (43)

Then, for all $k \geq \left\lceil \frac{2\theta}{1 - \theta} \right\rceil$

$$d(x_k, \mathcal{X}_h)^2 \leq \left( \frac{\theta}{1 - \theta} \right)^\frac{\theta}{\theta - 1} \left( \frac{k}{\kappa^2} \right)^\frac{\theta}{\theta - 1}.$$ \hspace{1cm} (44)
Proof The recursion describing the subgradient method is, for $k \geq 1$,

$$e_{k+1} \leq e_k - 2\alpha_k c e_k^\gamma + \alpha_k^2 G^2, \tag{45}$$

where $e_k = d(x_k, A)^2$ and $\gamma = \frac{1}{2\theta}$. Let $\alpha_k = \alpha_1 k^{-p}$. We wish to prove that if

$$p = \frac{\gamma}{2\gamma - 1}$$

and the constant $\alpha_1$ is chosen as in (43), then

$$e_k \leq C e k^{-b} \tag{46}$$

where

$$b \triangleq \frac{p}{\gamma} = \frac{1}{2\gamma - 1},$$

for all $k \geq k_0 \triangleq \lceil 2b \rceil$, and $C_e$ is given by $C_e = (\kappa^2 b)^b$.

We will prove this result by induction. The initial condition is

$$e_{k_0} \leq C e k_0^{-b}$$

which is implied by

$$\Omega C \leq C e k_0^{-b} \iff C_e = (\kappa^2 b)^b \geq \Omega C k_0^{-b}. \tag{47}$$

Since $k_0 = \lceil 2b \rceil \leq 2b + 1 \leq 3b$, this is implied by

$$\left( b \kappa^2 \right)^b \geq \Omega C (3b)^b.$$

Dividing by $b^b$ and taking the $b$th root yields

$$\kappa^2 \geq 3 \Omega C^{\frac{1}{b}},$$

which is (41).

Next, assume (46) is true for some $k \geq k_0$. That is, assume $e_k = aC e k^{-b}$, where $0 \leq a \leq 1$. We will show that this implies $e_{k+1} \leq C e (k + 1)^{-b}$. Substituting $e_k = aC e k^{-b}$ and $\alpha_k = \alpha_1 k^{-p}$ into the right hand side of (45) yields

$$e_{k+1} \leq aC e k^{-b} - 2\alpha_1 c a^\gamma C_e^\gamma k^{-(p + \gamma b)} + \alpha_1^2 G^2 k^{-2p}$$

$$= aC e k^{-b} + \left( \alpha_1^2 G^2 - 2\alpha_1 c a^\gamma C_e^\gamma \right) k^{-2p},$$

which is the desired result.
using the fact that $p + \gamma b = 2p$. Thus we wish to enforce the inequality:

$$a C e k^{-b} + \left(\alpha_1^2 G^2 - 2\alpha_1 c a \gamma C e \right) k^{-2p} \leq C e (k + 1)^{-b}. \quad (48)$$

We need (48) to hold for all $a \in [0, 1]$. Since $\frac{1}{2} \leq \theta < 1$ which implies $\frac{1}{2} < \gamma \leq 1$, the L.H.S. is a convex function of $a$ for $a \geq 0$. Therefore if the inequality holds for $a = 0$ and $a = 1$, then it holds for all $a \in [0, 1]$.

Consider first, $a = 0$. The condition is

$$\alpha_1^2 G^2 k^{-2\gamma b} \leq C e (k + 1)^{-b}.$$ 

This is equivalent to

$$\alpha_1 \leq G^{-1} C e^{\frac{1}{2} \gamma} (k + 1)^{-\frac{b}{2}}. \quad (49)$$

Note that $\alpha_1$, given in (43), can be rewritten as

$$\alpha_1 = \frac{c C e^\gamma}{G^2}.$$ 

Substituting $\alpha_1$ into (49) yields

$$\frac{c}{G^2} C e^\gamma \leq G^{-1} C e^{\frac{1}{2} \gamma} (k + 1)^{-\frac{b}{2}}$$

which can be rearranged to

$$G \geq c C e^{\gamma - \frac{1}{2} \gamma b} (k + 1)^{\frac{b}{2}}. \quad (50)$$

Now

$$C e^{\frac{2\gamma - 1}{4}} = \kappa \sqrt{b}.$$ 

Substituting this into (50) yields

$$k^{\gamma b} (k + 1)^{-\frac{b}{2}} \geq \sqrt{b}. \quad (51)$$

Now

$$(k + 1)^{-\frac{b}{2}} = k^{-\frac{b}{2}} (1 + k^{-1})^{-\frac{b}{2}}$$

$$\geq k^{-\frac{b}{2}} \left(1 - \frac{b}{2} k^{-1}\right)$$

$$= k^{-\frac{b}{2}} - \frac{b}{2} k^{-\frac{b}{2} - 1}.$$
Therefore (51) is implied by

\[ k^{b(y - \frac{1}{2})} - \frac{b}{2} k^{b(y - \frac{1}{2}) - 1} \geq \sqrt{b}. \]

Now substituting \( b = (2\gamma - 1)^{-1} \) into the two exponents yields

\[ k^\frac{1}{2} - \frac{b}{2} k^{-\frac{1}{2}} \geq \sqrt{b} \]

which is equivalent to

\[ t^2 - \sqrt{bt} - \frac{b}{2} \geq 0 \]

with the substitution \( t = \sqrt{k} \). Thus we require

\[ t \geq \frac{1 + \sqrt{\frac{3}{2}} \sqrt{b}}{2} \]

which is implied by \( k \geq 2b \). Thus \( k \geq \lceil 2b \rceil \) implies (48) holds with \( a = 0 \).

Now consider \( a = 1 \) in (48). We again simplify (48) using

\[ C_e(k + 1)^{-b} = C_e k^{-b} (1 + k^{-1})^{-b} \geq C_e k^{-b} - b C_e k^{-(b+1)}. \]

Therefore in the case \( a = 1 \), (48) is implied by

\[ \left( \alpha_1^2 G^2 - 2\alpha_1 c C_e' \right) k^{-2p} \leq -b C_e k^{-(b+1)}. \]

Now \( 2p = b + 1 \), therefore (52) is equivalent to

\[ \alpha_1^2 G^2 - 2\alpha_1 c C_e' + b C_e \leq 0 \]

for all \( k \geq 1 \). The L.H.S. is a positive-definite quadratic in \( \alpha_1 \). Solving it yields the two solutions

\[ 2c C_e' \pm \sqrt{4c^2 C_e'^2 - 4G^2 b C_e} \]

\[ 2G^2 \].

The quadratic has a real solution if

\[ 4c^2 C_e'^2 - 4G^2 b C_e \geq 0 \iff C_e \geq \left( \kappa^2 b \right)^b. \]

Thus since \( C_e = (\kappa^2 b)^b \), the only valid choice for \( \alpha_1 \) is

\[ \alpha_1 = \frac{c C_e'}{G^2} \]
which corresponds to (43). This completes the proof.

The convergence rate given in (44) yields the following iteration complexity: The subgradient method with this stepsize yields a point such that \(d(x_k, \mathcal{X}_h)^2 \leq \epsilon\) for all

\[
k \geq \frac{2\theta}{1 - \theta} \max \left\{ \kappa^2, 3\Omega_C^{\frac{1}{\theta} - 1} \right\} e^{1 - \frac{1}{\theta}}.
\]

This is equal (up to constants) to the iteration complexity derived for DS-SG in Theorem 3. The main drawback versus DS-SG is that the analysis only holds for a bounded constraint set. It is also trivial to embed this stepsize into the “doubling” framework used in DS2-SG so that one does not need a lower bound for \(c\). Since the analysis is the same as given in Theorem 4, we omit the details. The proof of Theorem 5 is inspired by [18] which considered geometrically decaying stepsizes when \(\theta = 1\). Theorem 5 is a natural extension of [18] to \(\theta < 1\).

The optimal stepsize given in Theorem 5 requires knowledge of \(G, c,\) and \(\Omega_C\) in order to set \(\alpha_1\). In the longer version of this paper [22] we show that the stepsizes \(\alpha_k = \alpha_1 k^{-p}\) with \(p < 1\) are convergent for any \(\alpha_1 > 0\) when \(\theta \geq 1/2\).

We can obtain the same rate for the choice of \(\alpha_1\) and \(p\) in Theorem 5 when \(\theta < 1/2\). In this case, the convergence rate holds for all \(k \geq 2\) under a slightly different condition on \(\kappa\).

**Theorem 6** Suppose Assumption 3 holds and \(0 < \theta < \frac{1}{2}\). Suppose \(\|x - y\|^2 \leq \Omega_C\) for all \(x, y \in \mathcal{C}\). Choose \(c\) small enough (or \(G\) large enough) so that

\[
\kappa^2 \geq \frac{2(1 - \theta)}{\theta} \Omega_C^{\frac{1-\theta}{\theta}}.
\]

For the iterates of the subgradient method (2), let \(\alpha_k = \alpha_1 k^{-p}\) where \(p\) and \(\alpha_1\) are defined in (42) and (43). Then, for all \(k \geq 2\), \(d(x_k, \mathcal{X})^2\) satisfies (44).

**Proof** Recall \(\gamma = 1/(2\theta)\) and note that \(\gamma > 1\) since \(\theta < 1/2\). Recall

\[
b = \frac{1}{2\gamma - 1} \leq 1 \text{ and } p = \gamma b.
\]

As with the proof of Theorem 5, this will be a proof by induction. We wish to prove that \(e_k \leq C_e k^{-b}\) for all \(k \geq 2\) for the constant defined as \(C_e = (\kappa^2 b)^b\). The initial condition is \(e_2 \leq C_e 2^{-b}\) which is implied by \(C_e \geq \Omega_C 2^b\). This in turn is implied by (54).

Now we assume \(e_k = a C_e k^{-b}\) for some \(k \geq 2\) and \(a \in [0, 1]\) and will show that \(e_{k+1} \leq C_e (k+1)^{-b}\). Using the inductive assumption in the main recursion (45) yields the following inequality, which we would like to enforce for all \(a \in [0, 1]\):

\[
e_{k+1} \leq a C_e k^{-b} + \left( \alpha_1^2 G^2 - 2\alpha_1 c a^{\gamma} C_e^{\gamma} \right) k^{-2p}
\]

\[
\leq C_e (k+1)^{-b},
\]

\(\Box\) Springer
where we once again used the fact that \( p + \gamma b = 2p \). We require (55) to hold for all \( a \in [0, 1] \). The L.H.S. is concave in \( a \) (since \( \gamma > 1 \)), so we will compute the maximizer w.r.t. \( a \). Let \( D_1 = \alpha_1^2 G^2 k^{-2p} \), \( D_2 = C_e k^{-b} \), and \( D_3 = 2\alpha_1 c C_e^\gamma k^{-2\gamma b} \). Then let

\[
    f(a) = D_1 + D_2 a - D_3 a^\gamma
\]

which is the L.H.S. of (55). Let \( a_* \) be the solution to

\[
    0 = f'(a_*) = D_2 - \gamma D_3 a_*^{\gamma-1},
\]

which implies

\[
    a_* = \left( \frac{D_2}{\gamma D_3} \right)^{\frac{1}{\gamma-1}} = C_e^{-1} (2\alpha_1 \gamma c)^{\frac{1}{1-\gamma}} k^{\frac{1}{\gamma-1}} = C_e^{-1} D_4 \alpha_1^{\frac{1}{1-\gamma}} k^{\frac{1}{\gamma-1}}
\]

where \( D_4 = (2\gamma c)^{\frac{1}{1-\gamma}} \). But recall that \( a \in [0, 1] \) therefore the maximizer of \( f(a) \) in \([0, 1]\) is given by

\[
    \min \left\{ 1, C_e^{-1} D_4 \alpha_1^{\frac{1}{1-\gamma}} k^{\frac{1}{\gamma-1}} \right\}.
\]

Thus if

\[
    k \geq \left( C_e D_4^{-1} \right)^{\gamma-1} \alpha_1
\]

then the maximizer in \([0, 1]\) is equal to 1. Substituting the values for \( \alpha_1 \) and \( C_e \) into (56) yields

\[
    k \geq \left( C_e D_4^{-1} \right)^{\gamma-1} \frac{c}{G^2} C_e^\gamma = \frac{2\gamma}{2\gamma - 1}.
\]

Since \( \gamma > 1 \) this is implied by \( k \geq 2 \). Thus we only need to consider \( a = 1 \) in (55).

The analysis with \( a = 1 \) substituted into (55) was carried out in the proof of Theorem 5. Recall that for this choice of stepsize and constant, the inequality (55) is satisfied with \( a = 1 \) for all \( k \geq 1 \), which completes the proof. \( \square \)

9 Numerical experiments

In this section we present two numerical experiments to demonstrate some of the theoretical findings in this manuscript. For more experiments, see the long version of this paper [22].
9.1 Least absolute deviations

We consider an example satisfying HEB($c, \theta$) with $\theta = 1$. Consider the following problem:

$$\min_x \|Ex - b\|_1 : \|x\|_1 \leq \tau.$$  

(57)

This objective function is used in regression problems and in machine learning [16, 20,43,44]. The $\ell_1$ constraint is used to encourage a sparse solution $x$. Besides the subgradient techniques considered in this manuscript, there are a few other methods which can tackle Prob. (57) such as ADMM [8], primal dual splitting [11], projective splitting [21], and two specialized algorithms [44,45]. In this experiment, we will only consider subgradient methods, which have considerable advantages over these alternatives in terms of scalability and theoretical guarantees.\(^2\)

Problem (57) is a polyhedral optimization problem therefore HEB($c, \theta$) is satisfied for all $x$ with $\theta = 1$ [47]. However, it is not easy to compute $c$. Projection onto the $\ell_1$ ball can be done in linear time by using the method of [29] among others.

To test the subgradient methods we consider a synthetic instance of Problem (57). We set $m = 100$ and $n = 50$ and construct $E$ of size $m \times n$ with i.i.d. $\mathcal{N}(0, 1)$ entries. We construct $b$ of size $m \times 1$ with i.i.d. $\mathcal{N}(0, 1)$ entries. We set $\tau = 1$. All tested algorithms were initialized to the same point. First we test the performance of the descending stairs stepsize in DS-SG, the restarted subgradient method RSG of [47], and Shor’s method of [40, Sec. 2.3] (which is very similar to Goffin’s stepsize [18]), alongside two decaying stepsizes: $\alpha_k = 0.1k^{-1}$ and $\alpha_k = 0.01k^{-0.5}$, where the constant $\alpha_1$ was tuned for fast convergence. For DS-SG we used $\beta_{ds} = 4$, $\epsilon = 10^{-5}$, $\Omega_c = 4\tau^2$, and $G = \sigma_1(E)\sqrt{m}$. For the other methods we chose the parameters in the way suggested by the authors. Since $c$ is difficult to estimate, we tuned it to get the best performance in each algorithm (see below for our approach, DS2-SG, which estimates $c$ on the fly). For DS-SG, RSG, and Shor’s algorithm, these were $c = 22, 15$, and $11$ respectively.

The log of $d(x_k, x_h)^2$ for each of these algorithms is plotted in Fig. 1 (Left) versus the number $k$ of subgradient evaluations. Figure 1 (Left) confirms that DS-SG has a linear convergence rate, verifying Theorem 3. Its performance is very similar to Shor’s method. While RSG does appear to obtain linear convergence, its rate is slower than DS-SG and Shor’s method.

As was mentioned, we had to tune $c$ to get good performance of DS-SG, RSG, and Shor’s method. We now compare these three methods with our proposed “doubling trick” variant, DS2-SG, which does not need the value of $c$. We also applied our “doubling trick” of Sect. 7 to Shor’s method of [40, Sec. 2.3.] and call the method “Shor2”. Shor2 works in much the same way as DS2-SG: we start with a candidate $c = G$ and run Shor’s method for enough iterations to reach $\epsilon = 10^{-8}$ error in terms of distance to the solution, according to the theory of [40, Sec. 2.3]. We then halve the candidate error bound constant $c$ and repeat.

\(^2\) see [22] for a more detailed comparison with these alternative methods.
We also compare with the method $R^2$SG proposed in [47]. Note that this method only works for $\theta < 1$ so following the advice of [47], we use the approximate value of $\hat{\theta} = 0.8$. We initialize DS2-SG with the same parameters as DS-SG but with $c_1 = G/2 = 80$. To demonstrate the effect of poorly chosen $c$ in DS-SG, RSG, and Shor’s method (without doubling trick), we set $c = 100$ for all these methods (recall the tuned values were smaller). The results are given in Fig. 1 (Right). For each algorithm we keep track of the iterate with the smallest function value encountered so far. We see that DS-SG, RSG, and Shor’s method converge to suboptimal solutions due to the incorrect value of $c$. However DS2-SG and Shor2 find the correct solution to within an objective function error of $10^{-10}$. $R^2$SG has slower convergence, which is not surprising since it is not guaranteed to obtain linear convergence when $\theta = 1$. It is also encouraging that both DS2-SG and Shor2 are faster than the decaying stepsize choices, $\alpha_k = O(k^{-1})$ and $\alpha_k = O(k^{-0.5})$, since these choices are commonly used in practice.

### 9.2 Sparse SVM

The $\ell_1$-regularized Support Vector Machine (SVM) Problem [51] is

$$
\min_{x \in \mathbb{R}^n} \sum_{i=1}^m \max \left\{ 0, 1 - y_i c_i^\top x \right\} + \rho \|x\|_1
$$

for a dataset \( \{c_i, y_i\}_{i=1}^m \) with $c_i \in \mathbb{R}^n$ and $y_i \in \{\pm 1\}$. We will consider the equivalent constrained version

$$
\min_{x \in \mathbb{R}^n} \sum_{i=1}^m \max \left\{ 0, 1 - y_i c_i^\top x \right\} : \|x\|_1 \leq \tau.
$$

(58)
Since the objective function is polyhedral it satisfies HEB with \( \theta = 1 \) for some unknown \( c > 0 \). Since \( c \) is unknown, we only consider the subgradient methods DS2-SG (ours), Shor2 (the method of [40, Sec. 2.3] with our doubling trick applied to it), \( R^2 \text{SG} \) [47], and the following decaying stepsizes: \( \alpha_k = 0.1k^{-1} \) and \( \alpha_k = 0.01k^{-0.5} \), where the constants 0.1 and 0.01 were tuned to give fast convergence. \( R^2 \text{SG} \) only works for \( \theta < 1 \) so cannot be directly applied to this problem. Instead we selected \( \hat{\theta} < 1 \) which gave the fastest convergence. Surprisingly, \( \hat{\theta} = 0.5 \) performed the best on this problem, even though one might expect \( \hat{\theta} \approx 1 \) to perform better. For DS2-SG and Shor2 we initialize with \( c_1 = G/2 \) where \( G = \sum_{i=1}^{m} \|c_i\| \). We used \( \beta_{ds} = 4 \), \( \epsilon = 10^{-8} \), and \( \Omega_C = 4\tau^2 \). All algorithms had the same starting point.

A random instance of Prob. (58) was generated as follows: \( n = 50 \), \( m = 100 \), the entries of \( c_i \) are drawn from \( \mathcal{N}(0, 1) \), the \( y_i = \pm 1 \) with equal probability, and \( \tau = 2 \). The results are plotted in Fig. 2. We see that our proposal, DS2-SG, and Shor2, which uses our doubling trick, outperform the others.
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