Joint Optimal Software Caching, Computation Offloading and Communications Resource Allocation for Mobile Edge Computing

Wanli Wen, Member, IEEE, Ying Cui, Member, IEEE, Tony Q. S. Quek, Fellow, IEEE, Fu-Chun Zheng, Senior Member, IEEE, and Shi Jin, Senior Member, IEEE

Abstract—As software may be used by multiple users, caching popular software at the wireless edge has been considered to save computation and communications resources for mobile edge computing (MEC). However, fetching uncached software from the core network and multicasting popular software to users have so far been ignored. Thus, existing design is incomplete and less practical. In this paper, we propose a joint caching, computation and communications mechanism which involves software fetching, caching and multicasting, as well as task input data uploading, task executing (with non-negligible time duration) and computation result downloading, and mathematically characterize it. Then, we optimize the joint caching, offloading and time allocation policy to minimize the weighted sum energy consumption subject to the caching and deadline constraints. The problem is a challenging two-timescale mixed integer nonlinear programming (MINLP) problem, and is NP-hard in general. We convert it into an equivalent convex MINLP problem by using some appropriate transformations and propose two low-complexity algorithms to obtain suboptimal solutions of the original non-convex MINLP problem. Specifically, the first suboptimal solution is obtained by solving a relaxed convex problem using the consensus alternating direction method of multipliers (ADMM), and then rounding its optimal solution properly. The second suboptimal solution is proposed by obtaining a stationary point of an equivalent difference of convex (DC) problem using the penalty convex-concave procedure (Penalty-CCP) and ADMM. Finally, by numerical results, we show that the proposed solutions outperform existing schemes and reveal their advantages in efficiently utilizing storage, computation and communications resources.

Index Terms—Mobile edge computing (MEC), caching, resource allocation, convex-concave procedure (CCP), alternating direction method of multipliers (ADMM).

I. INTRODUCTION

With rapid development of mobile devices such as smartphones and tablet computers, a wide-range of mobile applications services with advanced features such as augmented reality (AR), mobile online gaming and ultra-high-definition video streaming, are constantly emerging. These listed application services are usually both latency-sensitive and computation-intensive. Therefore, it is increasingly important to jointly optimize caching, computation and communications resources for design energy-efficient cache-assisted MEC systems. Recently, the works in [20]–[33] consider optimal caching, computation offloading, and transmission power and time allocation to reduce costs (e.g., energy and latency) of MEC systems.

In an MEC system, the computation task input data, computation results and software may be reused by multiple users and thus can be stored in advance at the wireless edge to save computation and communications resources of an MEC system [1]. Therefore, it is increasingly important to jointly optimize caching, computation and communications resources for design energy-efficient cache-assisted MEC systems. Recently, the works in [20]–[33] consider optimal caching, computation offloading, and transmission power and time allocation to reduce costs (e.g., energy and latency) of MEC systems.
Specifically, in [20]–[23], the authors study single-user cache-assisted MEC systems with elastic tasks, and minimize the communications resource consumption [20], [21], the system latency [22] or the weighted sum of the system latency and energy consumption [23]. The proposed solutions in [20]–[23] may not be suitable for multi-user MEC systems. In [24]–[27], [32], [33], the authors investigate multi-user cache-assisted MEC systems with elastic tasks, and maximize the total network revenue [24], [25], [33], or minimize the system latency [26], [27], [32]. In [28]–[31], the authors study multi-user cache-assisted MEC systems with inelastic tasks and maximize the total network revenue [28], or minimize the total energy consumption [29]–[31] under the deadline constraint.

Note that in [24]–[33], it is assumed that the size of the task input data or computation result of each task is negligible. Hence, the resource consumption for transmitting task input data from users to a serving node or computation results from a serving node to users is not considered. This assumption may not hold for many application services with large sizes of task input data or computation results, such as AR and multi-media transformation. In [22], [24]–[26], [30]–[33], on the other hand, it is assumed that task execution durations at the serving node or users are negligible. This assumption may not be suitable for some applications with computation tasks of high workloads, such as online video gaming and 3D modeling/rendering.

Furthermore, the authors in [24]–[26], [28]–[30] consider caching task input data at a serving node to save communications resource, and the authors in [25], [27], [30], [31] consider caching computation results at a serving node to save computation resource consumption. Since task input data or computation results of different tasks are usually not the same, even if they correspond to the same service, the resulting reduction of communications or computation resource may not be significant. In addition, an implicit assumption in [24]–[31] is that an MEC server or users can process whatever types of computation tasks that are offloaded from users without considering the availability of the software at the wireless edge. This may not hold in practice, since only a limited number of software can be stored at the wireless edge due to limited storage resource. Recently, the authors in [32], [33] consider limited storage resource and study optimal caching of software at serving nodes. However, in [32], [33], fetching uncached software via the backhaul link is not considered, and the tasks corresponding to the service processed by an uncached software have to be transmitted to a remote cloud for executing. In addition, in [33], only one software can be stored at the serving node. Thus, the model regarding software in [32], [33] may not fully exploit the potential advantage of MEC systems.

In summary, further studies are required to design more practical energy-efficient cache-assisted MEC systems by jointly optimizing caching, computation and communications resource allocation. In this paper, we consider joint optimization of software caching, computation offloading and communications resource allocation in a multi-user cache-assisted MEC system, consisting of one serving node with caching and computing capabilities and multiple users each with computing capability. The main contributions are summarized below.

- First, we propose a joint caching, computation and communications mechanism which involves software fetching, caching and multicasting, as well as task input data uploading, task executing (with non-negligible time duration) and computation result downloading and mathematically characterize it. Note that the proposed mechanism is more practical and can exploit more advantages of MEC systems than the existing ones [5]–[18], [20]–[33]. To the best of our knowledge, this is the first work considering software fetching and multicasting besides caching.
- Then, we optimize the joint caching, offloading and time allocation policy to minimize the weighted sum energy consumption subject to the caching and deadline constraints. The problem is a challenging two-timescale mixed integer nonlinear programming (MINLP) problem and is NP-hard in general. We convert it into an equivalent convex MINLP problem by using some appropriate transformations and propose two low-complexity algorithms to obtain suboptimal solutions of the original non-convex MINLP problem. Specifically, the first suboptimal solution is obtained by solving a relaxed convex problem using alternating direction method of multipliers (ADMM), and rounding its optimal solution properly. The second suboptimal solution is obtained by obtaining a stationary point of an equivalent difference of convex (DC) problem using the penalty convex-concave procedure (Penalty-CCP) and ADMM.
- Finally, by numerical results, we show that the proposed solutions outperform existing schemes and reveal their advantages in efficiently utilizing storage, computation and communications resources. In addition, we show that the suboptimal solution based on penalty CCP outperforms the one based on continuous relaxation at the cost of computational complexity increase.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a multi-user cache-assisted MEC system with one single-antenna serving node and $K$ single-antenna users, denoted by set $\mathcal{K} \triangleq \{1, 2, \ldots, K\}$. The serving node has caching and computing capabilities. Each user also has its own computing capability. Key notations used in the rest of this paper are summarized in Table I.

A. Service, Task, Channel and System State

Consider $N$ computation-intensive and latency-sensitive computation services, denoted by set $\mathcal{X} \triangleq \{1, 2, \ldots, N\}$. Each user $k$ randomly requests a computation service, denoted by $X_k \in \mathcal{X}$. Let $\mathbf{X} \triangleq (X_k)_{k \in \mathcal{K}} \in \mathcal{X}^\mathcal{K}$ denote the random system service state. Each computation service may be demanded by multiple users. Let $\mathcal{K}_n(\mathbf{X}) \triangleq \{k \in \mathcal{K} : X_k = n\}$ and $\mathcal{K}_n(X) \triangleq |\mathcal{K}_n(\mathbf{X})| = \sum_{k \in \mathcal{K}} 1(X_k = n)$ denote the set and number of users who requests service $n$ at the random system service state $\mathbf{X}$, where $1(\cdot)$ denotes the indicator function.

Each user $k$ has a specific task for the requested service $X_k$. The task of user $k$ is also referred to as task $k$. Task $k$ is specified by three random task parameters, i.e., the size of
Fig. 1. The system model at $N = 3$ and $K = 5$. Here, S1, S2 and S3 represent the software corresponding to services 1, 2 and 3 in the set $\mathcal{X}$. Only S3 is cached at the serving node. T1, ..., T5 represent the tasks of users 1, ..., 5 in the set $\mathcal{X}$. The color of each user corresponds to the service it demands. T1, T2 and T5 are executed locally, T3 is executed at the serving node, and T4 is executed at the serving node.

| Notation | Definition |
|----------|------------|
| $\mathcal{K}$ | Set of users (tasks) |
| $\mathcal{X}$ | Set of services. |
| $\mathcal{L}^\text{dat}_u$ | Finite space of the size of input data. |
| $\mathcal{L}^\text{com}_u$ | Finite space of computation load. |
| $\mathcal{L}^\text{res}_u$ | Finite space of the size of computation result. |
| $\mathcal{H}$ | Finite channel state space. |
| $\mathcal{Q}$ | System state space. |
| $\mathcal{X}$ | Random system service state. |
| $\mathcal{L}^\text{dat}_s$ | Random system task input data state. |
| $\mathcal{L}^\text{com}_s$ | Random system task computation load state. |
| $\mathcal{L}^\text{res}_s$ | Random system task computation result state. |
| $\mathcal{H}$ | Random system service state. |
| $\mathcal{Q}$ | Random system state. |
| $\mathcal{K}_n(\mathcal{X})$ | Set of users who requests service $n$ at the random system service state $\mathcal{X}$. |
| $c$ | Caching action. |
| $o$ | Offloading action. |
| $t^\text{dat}_u$ | Time allocation action for uploading the task input data of all users. |
| $t^\text{com}_u$ | Time allocation action for downloading the computation result of all users. |
| $t^\text{res}_u$ | Time allocation action for multicasting all software. |
| $O$ | A mapping from system state $\mathcal{Q}$ to offloading action $o$. |
| $T^\text{dat}_u$ | A mapping from system state $\mathcal{Q}$ to time allocation action $t^\text{dat}_u$ for uploading the task input data of all users. |
| $T^\text{com}_u$ | A mapping from system state $\mathcal{Q}$ to time allocation action $t^\text{com}_u$ for downloading the computation result of all users. |
| $T^\text{res}_u$ | A mapping from system state $\mathcal{Q}$ to time allocation action $t^\text{res}_u$ for multicasting all software. |

The task of each user is generated at the time $\mathcal{K}_n(\mathcal{X})$, and has to be completed by the deadline $D$ (in seconds), where $D$ reflects the user latency requirement.\footnote{We assume that all tasks have the same deadline. The optimization results obtained in this paper can be extended to study a more general task scenario, where tasks may have different deadlines. The extension will be considered in our future work.}

We consider the operation of the MEC system in the time interval $[0, D]$. We study Time-Division Duplexing (TDD) mode and consider Time Division Multiple Access (TDMA) system. The entire bandwidth is $B$ (Hz). Assume that channel conditions do not change during $[0, D]$. Let $H_k \in \mathcal{H}$ denote the random channel state of user $k$, representing the power gain of the channel (over the entire bandwidth $B$) between user $k$ and the serving node, where $\mathcal{H}$ denotes the finite channel state space.
Let $H \triangleq (H_k)_{k \in K} \in \mathcal{H}^K$ denote the random system channel state. Let $H_{d,n}(X, H) \triangleq \min_{k \in K, n}(X) H_k$ denote the smallest value among the channel states of all the $K_n(X)$ users in $K_n(X)$. For notation simplicity, if $K_n(X) = \emptyset$, we define $H_{d,n}(X, H) = \infty$.

The random system state consists of the random system service state $X$, the random system task input data size state $L_{\text{dat}}$, the random system computation load state $L_{\text{com}}$, the random system computation result size state $L_{\text{com}}$ and the random system channel state $H$, and is denoted by $Q \triangleq (X, L_{\text{dat}}, L_{\text{com}}, H) \in \mathcal{Q}$, where $X \in \mathcal{X}^K \times (L_{\text{dat}})^K \times (L_{\text{com}})^K \times \mathcal{H}^K$. Let $p_Q(q) \triangleq \Pr(Q = q)$ denote the probability of the random system state $Q$ being $q \in \mathcal{Q}$, where $x \in \mathcal{X}^K$, $l_{\text{dat}} \in (L_{\text{dat}})^K$, $l_{\text{com}} \in (L_{\text{com}})^K$, and $h \in \mathcal{H}^K$. Note that $p_Q(q) \geq 0$ for all $q \in Q$ and $\sum_{q \in Q} p_Q(q) = 1$. Each user $k$ can inform the serving node of its service index $X_k$ and three task parameters ($L_{\text{dat}}^{d,k}, L_{\text{com}}^{d,k}, L_{\text{com}}^{c,k}$), e.g., via some feedback mechanism. In addition, the serving node can easily obtain the channel state of each user $k$, i.e., $H_k$, e.g., by channel sounding. Thus, we assume that the serving node is aware of the system state $Q$.

### B. Software Fetching and Caching

We consider that each service $n \in \mathcal{X}$ is processed by a particular software, also indexed by $n \in \mathcal{X}$. Let $p_{n, w}^{\text{fw}}$ denote the size of software $n$ (in bits). Suppose all software in $\mathcal{X}$ are available at the core network. The serving node is connected to the core network via a backhaul link of transmission rate $R$ (in bits per second, bps). In the MEC system, the serving node needs to get access to the software that can process the services requested by the users. The time duration for the serving node to fetch software $n$ over the backhaul link is given by $T_{B,n,w} = p_{n, w}^{\text{fw}}/R$, for all $n \in \mathcal{X}$.

The serving node is equipped with a cache of size $C$ (in bits). Recall that each service may be demanded by multiple users. Thus, the software for each service can be reusable. To save fetching cost, we consider caching some software in $\mathcal{X}$ at the serving node. Let $c_n$ denote the caching action for software $n$ at the serving node, where

$$c_n \in \{0, 1\}, \; n \in \mathcal{X}.$$  

Here, $c_n = 1$ means that software $n$ is cached, and $c_n = 0$ otherwise. Note that if software $n$ has been cached at the serving node, i.e., $c_n = 1$, fetching software $n$ from the core network is no longer necessary; otherwise, the server needs to fetch software $n$ when there is some user demanding service $n$. Under the cache size constraint at the serving node, we have

$$\sum_{n \in \mathcal{X}} c_n p_{n, w}^{\text{fw}} \leq C. \quad (2)$$

Let $c \triangleq (c_n)_{n \in \mathcal{X}}$ denote the system caching action.

**Remark 1 (Software Fetching and Caching):** The authors in [24]–[31] implicitly assume that an MEC server can process whatever types of tasks without considering the availability of software at the wireless edge. The authors in [32], [33] consider caching the software at the serving node, but do not consider fetching uncached software via the backhaul link. Thus, the tasks corresponding to the service processed by an uncached software have to be transmitted via the backhaul link to a remote cloud for executing, failing to exploit potential advantages of MEC systems.

### C. Computation

The serving node has computing capability by running a server with fixed CPU frequency $F_{\text{sn}}$ (in number of CPU-cycles per second). Each user $k$ also has computing capability with fixed CPU frequency $F_k$ (in number of CPU-cycles per second). Usually, $F_{\text{sn}}$ is much larger than $F_k$, $k \in K$. Task $k$ can be executed either remotely at the serving node via computation offloading or locally at user $k$. Different from [22], [24]–[26], [30]–[32], we will consider time durations for executing tasks at both the serving node and the users, so as to properly model computation-intensive tasks in practice. Let $o_k$ denote the computation offloading action of user $k$, where

$$o_k \in \{0, 1\}, \; k \in K. \quad (3)$$

Here, $o_k = 1$ means that task $k$ is executed at the serving node and $o_k = 0$ means that task $k$ is executed at user $k$. Let $o \triangleq (o_k)_{k \in K}$ denote the computation offloading action.

**1) Computing at Serving Node:** In the case that task $k$ is executed at the serving node, i.e., $o_k = 1$, there are three stages: i) user $k$ uploads the task input data of $L_{\text{dat}}^{d,k}$ bits to the serving node, ii) the serving node executes task $k$ (which requires $L_{\text{com}}^{d,k}$ CPU-cycles), and iii) the serving node transmits the computation result of $L_{\text{com}}^{c,k}$ bits to user $k$. The time duration and energy consumption for executing task $k$ at the serving node are given by $L_{\text{dat}}^{d,k}/F_{\text{sn}}$ (in seconds) and $\mu_{\text{sn}} L_{\text{com}}^{d,k} F_{\text{sn}}^2$ (in Joule), respectively, where $\mu_{\text{sn}}$ is a constant factor determined by the switched capacitance of the MEC server [1].

Let $T_{\text{d,k}}^{\text{fw}}$ and $T_{\text{d,k}}^{\text{com}}$ denote the transmission time for transmitting the task input data (computation result) of user $k$ and the transmission power of user $k$. Then, the maximum achievable transmission rate (in bps) is $r_{u,k} = B \log_2 \left(1 + p_{u,k} H_k/n_0\right)$, where $n_0$ is the power of the complex additive white Gaussian noise over the entire bandwidth $B$. On the other hand, the transmission rate should be fixed as $r_{u,k} = L_{\text{dat}}^{d,k}/T_{\text{d,k}}^{\text{fw}}$, since this is the most energy-efficient transmission method for transmitting $L_{\text{dat}}^{d,k}$ bits in $T_{\text{d,k}}^{\text{fw}}$ seconds [16]. Define $g(x) \triangleq n_0(2x/B - 1)$. Then, we have

$$p_{u,k} = \frac{1}{n_0} g \left(L_{\text{dat}}^{d,k}/T_{\text{d,k}}^{\text{fw}}\right).$$

Thus, the energy consumption at
user \( k \) for uploading the task input data of \( L_{\text{dat},u,k} \) bits to the serving node is given by

\[
E_{\text{dat}}(t_{\text{dat}}, r_{\text{dat}}, H_k) = \begin{cases} \frac{e_{d,k}^\text{sn}}{H_k} g \left( \frac{L_{\text{dat},u,k}}{e_{d,k}^\text{sn}} \right), & \text{if} \ t_{\text{dat},u,k} > 0, \\ 0, & \text{otherwise}. \end{cases}
\]

Similarly, the energy consumption at the serving node for transmitting the computation result of \( L_{\text{dat},u,k} \) bits to user \( k \) is

\[
E_{\text{dat}}(t_{\text{dat}}, r_{\text{dat}}, H_k) = \begin{cases} \frac{e_{d,k}^\text{sn}}{H_k} g \left( \frac{L_{\text{dat},u,k}}{e_{d,k}^\text{sn}} \right), & \text{if} \ t_{\text{dat},u,k} > 0, \\ 0, & \text{otherwise}. \end{cases}
\]

2) Computing at Users: In the case that task \( k \) is executed at user \( k \), i.e., \( o_k = 0 \), there are two stages: i) the serving node transmits the corresponding software \( X_k \) to user \( k \), ii) user \( k \) executes task \( k \) locally. To avoid transmitting the same software to multiple users over multiple times for energy saving, we consider software multicasting. In particular, we multicast software \( n \) to the users in \( \{ k \in \mathcal{K}_n(X) : o_k = 0 \} \).

As a matter of fact, both multicast and unicast may happen (with different probabilities). Without loss of generality, we still refer to this transmission as multicast. The time duration and energy consumption for executing task \( k \) at user \( k \) is given by \( L_{\text{dat},u,k}/F_k \) and \( \mu_k L_{\text{dat},u,k}^2 F_k \), respectively, where \( \mu_k \) is a constant factor determined by the switched capacitance of the device of user \( k \) [1].

Let \( t_{\text{dat},n} \) denote the time duration for multicasting software \( n \). Then, the energy consumption at the serving node for multicasting software \( n \) of \( t_{\text{dat},n} \) bits is given by

\[
E_{\text{dat}}(t_{\text{dat}}, X, H) = \begin{cases} \frac{t_{\text{dat},n}^\text{sn}}{H_d,n(X,H)} g \left( \frac{t_{\text{dat},n}^\text{sn}}{t_{\text{dat},n}} \right), & \text{if} \ t_{\text{dat},n}^\text{sn} > 0, \\ 0, & \text{otherwise}. \end{cases}
\]

Remark 2 (Software Multicasting): To the best of our knowledge, software multicasting in MEC systems has never been considered in existing literature. It enjoys more multicasting opportunities than multicasting of computation results proposed in our previous work [31], as the computation results of different tasks are usually not the same, even if they correspond to the same service.

D. Deadline Constraints and Total Energy Consumption

For ease of implementation, we consider three successive phases, for fetching software, multicasting software, and computation, respectively, as illustrated in Fig. 1. Under the considered frame structure in Fig. 1, we have two deadline constraints, as shown in (4) and (5), where

\[
0 \leq t_{\text{dat},u,k}^\text{sfw} \leq o_k D, \quad k \in \mathcal{K}, \quad (6)
\]

\[
0 \leq t_{\text{dat},u,k}^\text{sfw} \leq \max_{k \in \mathcal{K}_n(X)} (1 - o_k) D, \quad n \in \mathcal{X}. \quad (7)
\]

Here, \( \max_{k \in \mathcal{K}_n(X)} (1 - o_k) \) indicates whether software \( n \) is requested by some users, i.e., \( \max_{k \in \mathcal{K}_n(X)} (1 - o_k) = 1 \) means that software \( n \) is requested by some users, and \( \max_{k \in \mathcal{K}_n(X)} (1 - o_k) = 0 \), otherwise. To facilitate understanding of the derivation of the deadline constraints in (4) and (5), we point that the first terms in (4) and (5) are the same, representing the total time duration for software fetching and multicasting. The second term in (5) represents the total time duration for uploading, executing and downloading the tasks being offloaded. The second term in (5) represents the time duration for executing task \( k \) at user \( k \), which is zero if task \( k \) is offloaded. Please also note that, due to the consideration of software fetching, caching and multicasting, as well as task input data uploading, task executing (with non-negligible time duration) and computation result downloading, the deadline constraints in (4) and (5) are more comprehensive than those in [20–22, 24–33].

Finally, the weighted sum energy consumption (at the wireless edge) is given by (9), where \( t_{\text{dat}}^\text{sfw} \triangleq (t_{\text{dat},u,k}^\text{sfw})_{k \in \mathcal{K}}, t_{\text{dat}}^\text{sfw} \triangleq (t_{\text{dat},u,k}^\text{sfw})_{k \in \mathcal{K}} \) and \( t_{\text{dat}}^\text{sfw} \triangleq (t_{\text{dat},u,k}^\text{sfw})_{n \in \mathcal{X}} \). In addition, in (9), \( \omega_k > 0 \) represents the weight factor for user \( k \). A larger \( \omega_k \) means imposing a higher cost on energy consumption at user \( k \) due to the limited battery power. Note that, if \( \omega_k = 1 \) for all \( k \in \mathcal{K} \), the average weighted sum energy consumption \( E(o, t_{\text{dat}}, t_{\text{dat}}, t_{\text{dat}}^\text{sfw}, Q) \) represents the average total energy consumption (in Joule). Furthermore, the three summation terms in (9) correspond to the energy consumptions for software downloading, tasks being offloaded and tasks being computed locally, respectively.

III. PROBLEM FORMULATION AND TRANSFORMATION

In this section, we first formulate an energy minimization problem. Then, we transform it into a convex mixed integer nonlinear programming (MINLP) problem.

A. Problem Formulation

In this part, we formulate the energy minimization problem. First, we define a feasible joint caching, offloading and time allocation policy.

Definition 1 (Feasible Joint Policy): We consider a joint caching, offloading and time allocation policy \( \{c, \mathbf{O}, \mathbf{T}_d, \mathbf{T}_d^\text{dat}, \mathbf{T}_d^\text{sfw}\} \), where the caching action \( c \) does not change with the system state \( Q \), and the offloading and time allocation \( (\mathbf{O}, \mathbf{T}_d, \mathbf{T}_d^\text{dat}, \mathbf{T}_d^\text{sfw}) \) is a vector mapping (i.e., function) from the system state \( Q \) to the offloading and time allocation actions \( (o, t_{\text{dat}}, t_{\text{dat}}^\text{sfw}) \), i.e., \( o = \mathbf{O}(Q) \).
\[ E(o, t_{u}^{\text{dat}}, t_{d}^{\text{dat}}, t_{d}^{\text{sfw}}, Q) = \sum_{n \in X} \left( \max_{k \in K_n(X)} (1 - o_k) \right) E_{d,n}^{\text{sfw}}(\tilde{t}_{d,k}^n, X, H) + \sum_{k \in K} o_k \left( \omega_k E_{d,n}^{\text{dat}}(\tilde{t}_{d,k}^n, t_{u}^{\text{dat}}, t_{d}^{\text{dat}}, H_k) \right. \\
+ \mu_n E_{d,n}^{\text{dat}} + E_{d,k}^{\text{dat}}(\tilde{t}_{d,k}^n, t_{d}^{\text{dat}}) + \left. \right) \sum_{k \in K} (1 - o_k) \omega_k E_{d,n}^{\text{dat}}(\tilde{t}_{d,k}^n, t_{d}^{\text{dat}}) \tag{9} \]

\[
t_{u}^{\text{dat}} = T_{u}^{\text{dat}}(Q), \quad t_{d}^{\text{dat}} = T_{d}^{\text{dat}}(Q) \quad \text{and} \quad t_{d}^{\text{sfw}} = T_{d}^{\text{sfw}}(Q). \quad \text{Here,} \quad O \triangleq (O_k)_{k \in K}, \quad T_{u}^{\text{dat}} \triangleq (T_{u,k})_{k \in K}, \quad \text{and} \quad T_{d}^{\text{dat}} \triangleq (T_{d,k})_{k \in K}. \quad \text{We call a policy} \quad (c, O, T_{u}^{\text{dat}}, T_{d}^{\text{dat}}, T_{d}^{\text{sfw}}) \quad \text{feasible, if the caching action} \quad c \quad \text{satisfies} \quad (1) \quad \text{and} \quad (2), \quad \text{and the offloading and time allocation actions} \quad (o, t_{u}^{\text{dat}}, t_{d}^{\text{dat}}, t_{d}^{\text{sfw}}) \quad \text{at each} \quad Q \quad \text{together with} \quad c \quad \text{satisfy} \quad (3), (4), (5), (6), (7) \quad \text{and} \quad (8). \]

**Remark 3 (Interpretation of Definition 1):** [31] Caching generally follows a much larger timescale (e.g., hours or days) and should reflect statistics of the MEC system. On the contrary, the computation offloading and the time allocation evolve at a much shorter timescale (e.g., milliseconds) and should utilize instantaneous information of the MEC system. As a result, we assume in Definition 1 that the caching action only depends on the probability mass functions \( p_Q(q) \), \( q \in Q \), and does not change with the \( Q \), while the computation offloading and time allocation actions are adaptive to \( Q \).

Under a feasible joint policy \((c, O, T_{u}^{\text{dat}}, T_{d}^{\text{dat}}, T_{d}^{\text{sfw}})\), the average weighted sum energy consumption is given by

\[
E(O, T_{u}^{\text{dat}}, T_{d}^{\text{dat}}, T_{d}^{\text{sfw}}) = E \left[ E(O(Q), T_{u}^{\text{dat}}(Q), T_{d}^{\text{dat}}(Q), T_{d}^{\text{sfw}}(Q), Q) \right], \tag{10}
\]

where the expectation \( E \) is taken over the random system state \( Q \in Q \) and \( E(\cdot) \) is given by (9). In this paper, we would like to minimize the average weighted sum energy consumption in (10). Specifically, we have the following problem.\(^4\)

**Problem 1 (Energy Minimization):**

\[
\hat{E}^* \triangleq \min_{c, O, T_{u}^{\text{dat}}, T_{d}^{\text{dat}}, T_{d}^{\text{sfw}}} E(O, T_{u}^{\text{dat}}, T_{d}^{\text{dat}}, T_{d}^{\text{sfw}}), \tag{17}
\]

s.t. (1), (2), (11),

\[
\begin{align*}
O_k(Q) & \in \{0, 1\}, \\
0 \leq T_{u,k}^{\text{dat}}(Q) & \leq O_k(Q) D, \\
0 \leq T_{d,k}^{\text{dat}}(Q) & \leq O_k(Q) D, \\
0 \leq T_{d,n}^{\text{sfw}}(Q) & \leq \max_{k \in K_n(X)} (1 - O_k(Q)) D, \\
\sum_{n \in X} \left( (1 - c_n) T_{B_d,n} \right) & + \left( \max_{k \in K_n(X)} (1 - O_k(Q)) \right) T_{sfw} \\
+ \sum_{k \in K} O_k(Q) \left( T_{u,k}^{\text{dat}}(Q) + L_{e,k}^{\text{dat}} / F_{sn} + T_{d,k}^{\text{dat}}(Q) \right) & \leq D, \\
\sum_{n \in X} \left( (1 - c_n) T_{B_d,n} \right) & + \left( \max_{k \in K_n(X)} (1 - O_k(Q)) \right) T_{sfw} \\
+ (1 - O_k(Q)) L_{u,k}^{\text{dat}} / F_k & \leq D, 
\end{align*}
\]

\(^4\)Although Problem 1 is for time interval \([0, D]\), a solution of Problem 1 can be applied to a practical MEC system over a long time during which the statistics of the random system state does not change.
Note that the constraints in (20), (21), (23) and (24) correspond to the constraints in (12), (13), (15) and (16), and the constraints in (19) and (22) correspond to the constraints in (14). Since the objective and constraint functions are convex, Problem 2 is a two-timescale convex MINLP problem and is generally still NP-hard. The relationship between Problem 1 and Problem 2 is shown below.

Lemma 1 (Equivalence between Problems 1 and 2): Problems 1 and 2 are equivalent, i.e., \( c_n^* = c_n^* \), \( n \in \mathcal{X} \), \( O^*_k(Q) = O^*_k(Q) \), \( T^*_{a,k}(Q) = T^*_{a,k}(Q) \), \( T^*_{d,k}(Q) = T^*_{d,k}(Q) \), \( k \in \mathcal{K} \), \( Q \in \mathcal{Q} \), and \( T^*_{sw,k}(Q) = T^*_{sw,k}(Q) \), \( n \in \mathcal{X} \), \( Q \in \mathcal{Q} \).

Proof: See Appendix A.

Note that, although both Problems 1 and 2 are NP-hard, Problem 2 (convex MINLP) is more tractable than Problem 1 (non-convex MINLP). In the following two sections, based on Problem 2, we develop two low-complexity algorithms to obtain a feasible solution and a stationary point of Problem 2, which have promising performance and can be treated as sub-optimal solutions of Problem 2. Specifically, the first algorithm is based on continuous relaxation and the second one bases on penalty convex-concave procedure (Penalty-CCP).

IV. A LOW-COMPLEXITY ALGORITHM BASED ON CONTINUOUS RELAXATION

In this section, we develop a low-complexity algorithm to obtain a suboptimal solution of Problem 2 based on continuous relaxation. First, we obtain an optimal solution of the continuous relaxation of Problem 2 using consensus alternating direction method of multipliers (ADMM). Then, we construct a suboptimal solution of Problem 2.

A. Optimal Solution of Relaxed Problem

By relaxing the discrete constraints in (1) and (11) to

\[
0 \leq O_k(Q) \leq 1, \quad k \in \mathcal{K}, \quad Q \in \mathcal{Q},
\]

\[
0 \leq c_n \leq 1, \quad n \in \mathcal{X},
\]

we obtain the following continuous relaxation of Problem 2.

Problem 3 (Continuous Relaxation of Problem 2):

\[
\begin{align*}
\tau^* & \triangleq \min_{e,O,Y,T_d,T_d^T,T_{sw}} \tau(O,Y,T_d,T_{dat},T_{sw}) \\
& \text{s.t. } (2), (19), (20), (21), (22), (23), (24), (25), (26).
\end{align*}
\]

Let \( (e^*, O^*, Y^*, T^*_{d, dat}, T^*_{d, sw}) \) denote an optimal solution of Problem 3.

It is easy to verify that Problem 3 is convex, and hence we can obtain an optimal solution of Problem 3 using an interior point method. However, this method has high computational complexity. Specifically, the computational complexity of each iteration of an interior point method used for solving Problem 3 is given by \( O((K+N)^3 N^{3/2} \Delta^{3/2}) \), where \( \Delta = |L^*_{sw}| \times |L^*_{d, dat}| \times |Q| \) [35]. In the following, we will develop a fast algorithm based on ADMM, which is more efficient than an interior point method in solving Problem 3. Note that, ADMM is a simple but powerful first-order method for solving convex optimization problems with a large number of variables and constraints [36], [37].

A significant advantage of ADMM is that it allows us to decompose the original problem into a series of subproblems, each of which only contains a small number of variables and constraints. These subproblems are separated from each other and can be effectively solved in a distributed manner. It has been shown in [36] that ADMM can quickly converge to an optimal solution of the original problem with modest accuracy.

In order to enable the application of ADMM, we need to transform Problem 3 into an ADMM form that is separable. We notice that the objective function and the constraint functions in (19)–(25) are separable with respect to (w.r.t.) system state \( Q \in \mathcal{Q} \), while the caching constraint functions in (2) and (26) are not. In order to make Problem 3 separable, we first introduce new variables \( \hat{C}(Q) \) and the corresponding constraints on \( \hat{C}(Q) \), given by (27)–(30), where \( k \in \mathcal{K}, n \in \mathcal{X}, Q \in \mathcal{Q} \) and \( \hat{C} = (\hat{C}_n)_{n \in \mathcal{X}} \) is a vector mapping of \( Q \). Then, define

\[
v(\hat{O}(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q), \hat{T}_{sw}(Q)) \triangleq (31)
\]

\[
\eta(Q) = \eta(\hat{O}(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q), Q)
\]

\[
+ I_{\mathcal{F}_1}(Q) \left( [\hat{C}(Q), O(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q)] \right),
\]

where \( e(\cdot) \) is given by (18), \( I_{\mathcal{F}_1}(Q)[s] \) is defined as

\[
I_{\mathcal{F}_1}(Q)[s] = \begin{cases} 0, & \text{if } s \in \mathcal{F}_1(Q), \\ \infty, & \text{otherwise}, \end{cases}
\]

and \( \mathcal{F}_1(Q) \triangleq \{ (\hat{C}(Q), O(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q))|(19), (20), (21), (22), (23), (24), (25), (26) \} \).

Consider the following problem in ADMM form that is separable.

Problem 4 (Equivalent Problem of Problem 3):

\[
\begin{align*}
\min_{e, O,Y,T_d,T_{sw}} \sum_{Q \in \mathcal{Q}} v(\hat{O}(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q)) + I_{\mathcal{F}_1}(Q)[s] \\
\text{s.t. } \hat{C}_n(Q) = c_n, \quad n \in \mathcal{X}, \quad Q \in \mathcal{Q}.
\end{align*}
\]

Note that, since the variable \( e \) accounts for all system states and \( (\hat{C}_n(Q), O(Q), Y(Q), \hat{T}_{d, dat}(Q), \hat{T}_{d, sw}(Q)) \) is only related to a specific system state \( Q \), we refer to the former and the latter as “global variable” and “local variable” [4], respectively. The constraints in (32) is used to guarantee the consistency of the local variables \( \hat{C}_n(Q) \) for all \( Q \in \mathcal{Q} \).
compute (33), (34) and (35), respectively. Here, any solve Problem 2 using ADMM [36]. Specifically, we choose equivalence between Problems 3 and 4 as follows. By exploiting this separable structure, we can apply ADMM 

\[ Q \equiv 1 \] 

until 6: 

\[ 5: \quad \text{repeat} \]

\[ 2: \quad \text{initialization:} \]

\[ \text{Lemma 2 (Equivalence between Problem 3 and Problem 4):} \]

\[ \text{Algorithm 1 Solving Problem 3 via ADMM} \]

1: input: \( B, C, D, K, N, R, F_{\text{str}}, \mu_{\text{str}}, \rho_{\text{str}}, n \in X, F_k, \mu_k, \omega_k, k \in K, n_0, \epsilon \) and \( \rho \)

2: output: \( (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{u,t}^{\text{str}}) \)

3: initialization: choose any \( c_{0,n} \in [0,1], \theta_{0,n}(Q) > 0, n \in X, Q \in Q, \) and set \( t = 0 \)

4: repeat 

5: obtain \( (\hat{C}_{t+1,n}(Q), O_{t+1}(Q), Y_{t+1}(Q), \hat{T}_{u,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q), \hat{T}_{u,t}^{\text{str}}(Q)) \) by solving the problem in (33) for all \( Q \in Q, \) via an interior point method

6: compute \( c_{t+1,n}, n \in X \) according to (34)

7: compute \( \theta_{t+1,n}(Q), n \in X, Q \in Q \) according to (35)

8: set \( t \leftarrow t + 1 \)

9: until \( ||\hat{C}_{t+1}(Q) - c_{t+1}||_2 \leq \epsilon \) and \( ||(c_{t+1} - c_t) \rho||_2 \leq \epsilon \)

10: set 

\[ (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{u,t}^{\text{str}}) := \]

\[ (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{u,t}^{\text{str}}) \]

with each other, as well as with the global variable \( c, \) so it is called a consensus constraints [36]. In addition, the objective function of Problem 4 is separable w.r.t. the system state \( Q. \) By exploiting this separable structure, we can apply ADMM to solve Problem 4. Before continuing, we first show the equivalence between Problems 3 and 4 as follows.

**Lemma 2 (Equivalence between Problem 3 and Problem 4):** Problem 3 and Problem 4 are equivalent.

**Proof:** See Appendix B. Based on Lemma 2, instead of solving Problem 3, we now solve Problem 2 using ADMM [36]. Specifically, we choose any \( c_{0,n} \) and \( \theta_{0,n}(Q), n \in X, Q \in Q, \) and at iteration \( t + 1, \) compute (33), (34) and (35), respectively. Here,

\[ f_1(\hat{C}(Q), O(Q), Y(Q), \hat{T}_{u,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q)) \]

\[ \equiv \rho Q \left| Q \right| e(\hat{O}(Q), Y(Q), \hat{T}_{u,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q)) \]

\[ + \sum_{n \in X} \theta_{t,n}(Q) (\hat{C}_n(Q) - c_{t,n}) + \frac{\rho}{2} \sum_{n \in X} (\hat{C}_n(Q) - c_{t,n})^2, \]

where \( \rho > 0 \) is a penalty parameter, and the update equations in (35) are to obtain the Lagrange multipliers corresponding to the constraints in (32). Note that the problem in (33) is a convex problem, and hence can be solved by an interior point method. The details of ADMM are summarized in Algorithm 1. According to [36], we have the following lemma.

**Lemma 3 (Convergence of Algorithm 1):** As \( t \to \infty, \) we have 

\[ \sum_{Q \in Q} v(O(Q), Y(Q), \hat{T}_{u,t}^{\text{str}}(Q), \hat{T}_{d,t}^{\text{str}}(Q), \hat{T}_{u,t}^{\text{str}}(Q)) \to Q = Q. \]

**Proof:** See Appendix C.

We now analyze the computational complexity of Algorithm 1. Specifically, the computational complexity of each iteration of an interior point method used for solving the problem in (33) for all \( Q \in Q \) is given by \( O((K + N)^3 N^K \Delta K). \) The computational complexities for computing \( c_{t+1,n}, n \in X, \) and \( \theta_{t+1,n}(Q), n \in X, Q \in Q, \) are given by \( O(N^K \Delta K). \) Although the number of iterations of Algorithm 1 cannot be analytically characterized, numerical results show that Algorithm 1 terminates in a few iterations. Therefore, solving Problem 3 using Algorithm 1 is of much lower computational complexity than using an interior point method.

**B. Binary Variable Recovery**

As \( (c^t, O^t) \) are usually not binary, the optimal solution \( (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{d,t}^{\text{str}}) \) of Problem 3 may not be in the feasible set of Problem 2. In this part, based on \( (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{d,t}^{\text{str}}), \) we construct a suboptimal solution, denoted by \( (c^t, O^t, Y^t, T_{u,t}^{\text{str}}, T_{d,t}^{\text{str}}, T_{d,t}^{\text{str}}), \) of Problem 2 with promising performance, which will be seen in Section VI.

First, we determine \( c^t. \) Both the cache size constraints in (1) and (2) and the deadline constraints in (15) and (16) are affected by \( c^t \) but in different manners. Caching software \( n \) consumes storage resource of \( p_{\text{str}}^{\text{str}} \) and saves time duration...
of $\Pr \{K_n(X) \geq 1\} T_{B,a,n}^{sw}$ for software fetching on average. Define $z_n \triangleq \Pr \{K_n(X) \geq 1\} T_{B,a,n}^{sw}/p_{sw}, n \in \mathcal{X}$. Jointly considering the storage cost and time cost for software fetching, we construct $e^t$ as follows:

$$c^t(i) = \begin{cases} 1, & \text{if } i \leq \mathcal{T}, \\ 0, & \text{otherwise}, \end{cases}$$

where $z_1(1) \geq z_2(2) \geq \cdots \geq z_N(\mathcal{X})$ are $z_1, z_2, \ldots, z_N$ sorted in descending order and $\mathcal{T} \triangleq \max \{j \sum_{i=1}^j p_{sw}(i) \leq C\}$. Note that the constructed $e^t$ satisfies the constraints in (1) and (2).

Then, we determine $(O^t, Y^t)$. By (11) and (19), we know that any feasible solution $(e^t, O^t, Y^t)$, $T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw}, n \in \mathcal{X}$, of Problem 2 satisfies: (i) $O_k(Q) \geq Y_n(Q)$ if and only if $O_k(Q) = 1$, for all $k \in K_n(X), n \in \mathcal{X}, Q \in \mathcal{Q}$; (ii) $Y_n(Q) = \max_{k \in K_n(X)} (1 - O_k(Q))$, for all $n \in \mathcal{X}, Q \in \mathcal{Q}$. Thus, based on $(O^t, Y^t)$, we construct $(O^t, Y^t)$ as follows:

$$\begin{align*} O_k^t(Q) &= 1, \quad \text{if } k \in K_n^\mathcal{C}(\mathcal{X}), \\ O_k^t(Q) &= 0, \quad \text{if } k \in K_n(X) \setminus K_n^\mathcal{C}(\mathcal{X}), \\ Y_n^t(Q) &= \max_{k \in K_n(X)} (1 - O_k^t(Q)), \end{align*}$$

where $K_n^\mathcal{C}(\mathcal{X}) = \{k \mid O_k^t(Q) \geq Y_n^t(Q), k \in K_n(X)\}, n \in \mathcal{X}, Q \in \mathcal{Q}$. Note that the constructed $(O^t, Y^t)$ satisfies the constraints in (11) and (19).

Finally, based on the obtained $(e^t, O^t, Y^t)$, we determine $(T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw})$ by solving Problem 2 with $e = e^t, O = O^t$ and $Y = Y^t$. Using decomposition, it is equivalent to solve the following problem for each $Q \in \mathcal{Q}$:

$$\begin{align*} &\min_{T_{B,a}^{dat}(Q), T_{d,a}^{dat}(Q), T_d^{sw}(Q)} \epsilon(T_{B,a}^{dat}(Q), T_{d,a}^{dat}(Q)) \\
&\text{s.t. } 0 \leq T_{B,a,k}^{dat}(Q) \leq O_k^t(Q) D, \\ &0 \leq T_{d,a,k}^{dat}(Q) \leq O_k^t(Q) D, \\ &0 \leq T_{d,a,n}^{sw}(Q) \leq Y_n^t(Q) D, \\ &\sum_{n \in \mathcal{X}} \left(1 \mid K_n(X) \geq 1\right) (1 - O_k^t(Q)) T_{B,a,n}^{sw} + p_{sw} T_{d,a,n}^{sw}(Q) \\
&+ \sum_{k \in \mathcal{K}} \left(1 \mid K_n(X) \geq 1\right) O_k^t(Q) L_{B,a,k}^{sw} + T_{B,a,k}^{sw}(Q) \leq D, \\ &\sum_{n \in \mathcal{X}} \left(1 \mid K_n(X) \geq 1\right) (1 - O_k^t(Q)) T_{B,a,n}^{sw} + p_{sw} T_{d,a,n}^{sw}(Q) \\
&+ (1 - O_k^t(Q)) L_{B,a,k}^{sw} + T_{B,a,k}^{sw}(Q) \leq D, \\ &k \in \mathcal{K} \quad \text{and } 
\epsilon(T_{B,a}^{dat}(Q), T_{d,a}^{dat}(Q), T_d^{sw}(Q)) \triangleq \epsilon(O^t(Q), Y^t(Q), T_{B,a}^{dat}(Q), T_{d,a}^{dat}(Q), T_d^{sw}(Q)) \text{ with } \epsilon(\cdot) \text{ being given by (17). Note that } (O^t, Y^t, T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw}) \text{ satisfies the remaining constraints, i.e., (20)--(24).}
\end{align*}$$

The above details are summarized in Algorithm 2. The following lemma provides a sufficient condition for Algorithm 2 to find a feasible solution of Problem 2.

**Lemma 4 (Applicability of Algorithm 2):** If $(e^t, O^t, Y^t)$ satisfies

$$\sum_{n \in \mathcal{X}} 1 \left(1 \mid K_n(X) \geq 1\right) (1 - c_n) T_{B,a,n}^{sw} + \sum_{k \in \mathcal{K}} 1 \mid K_n(X) \geq 1\right) O_k^t(Q) L_{B,a,k}^{sw} + T_{B,a,k}^{sw}(Q) \leq D, $$

Algorithm 2 Feasible Solution of Problem 2 Based on Continuous Relaxation

1. **input:** $B, C, D, K, N, R, F_{n,m}, \mu_{m,n}, p_{sw} E_{n,m}, n \in \mathcal{X}, F_k, \mu_k, \omega_k, k \in \mathcal{K}, n_0$ and $\rho$
2. **output:** $(e^t, O^t, Y^t, T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw})$
3. **obtain** $(e^t, O^t, Y^t, T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw})$ by solving Problem 3 using Algorithm 1.
4. **compute** $(e^t, O^t, Y^t)$ according to (36), (37) and (38).
5. **compute** $(T_{B,a}^{dat}, T_{d,a}^{dat}, T_d^{sw})$ by solving the problem in (39) using an interior point method.

\begin{align*} \sum_{n \in \mathcal{X}} &1 \left(1 \mid K_n(X) \geq 1\right) (1 - c_n) T_{B,a,n}^{sw} + \left(1 - O_k^t(Q)\right) L_{B,a,k}^{sw} + T_{B,a,k}^{sw}(Q) \leq D, 
\end{align*}
Algorithm 3 Solving Problem 6 via ADMM

1: input: $B$, $C$, $D$, $K$, $N$, $R$, $F_{in}$, $\mu_{in}$, $\rho_{in}$, $n \in X$, $F_k$, $\mu_k$, $\omega_k$, $k \in K$, $n_0$, $\epsilon$ and $\rho$
2: output: $(s(j+1), c(j+1), O(j+1), Y(j+1), T^d_{dat}(j+1), T^d_{d}(j+1), T^d_{dfw}(j+1))$
3: initialization: choose any $s_0 > 0$, $c_{0,n} \in [0, 1]$, $\theta_{0,n}(Q) > 0$, $\xi_0(Q) > 0$, $n \in X$, $Q \in \mathcal{Q}$, and set $t := 0$
4: repeat
5: obtain $(\hat{S}_{t+1}(Q), \hat{C}_{t+1}(Q), \hat{O}_{t+1}(Q), \hat{Y}_{t+1}(Q), T^d_{dat}(j+1), T^d_{d}(j+1), T^d_{dfw}(j+1))$ by solving the problem in (46) for all $Q \in \mathcal{Q}$ via an interior point method
6: compute $c_{t+1,n}, \theta_{t+1,n}(Q), n \in X$, $Q \in \mathcal{Q}$, $s_{t+1}$ and $\xi_{t+1}(Q), Q \in \mathcal{Q}$ according to (34), (35), (47) and (48)
7: set $t := t + 1$
8: until $\|C_{t+1}(Q) - c_{t+1}, \hat{S}_{t+1}(Q) - s_{t+1}\|_2 \leq \epsilon$ and $\|C_{t+1} - c_{t+1}, s_{t+1}(Q) - s_{t+1}\|_2 \leq \epsilon$
9: set $(s(j+1), c(j+1), O(j+1), Y(j+1), T^d_{dat}(j+1), T^d_{d}(j+1), T^d_{dfw}(j+1))$ by using Algorithm 3
10: set $t := t + 1$
11: until $\|C(j) - c(j), O(j), Y(j), T^d(j), T^d_{d}(j), T^d_{dfw}(j)\|_2 \leq \epsilon$

Algorithm 4 Stationary Point of Problem 2 Based on Penalty-CCP

1: input: $B$, $C$, $D$, $K$, $N$, $R$, $F_{in}$, $\mu_{in}$, $\rho_{in}$, $n \in X$, $F_k$, $\mu_k$, $\omega_k$, $k \in K$, $n_0$, $\epsilon$, $\rho$, $\tau(0)$, $\tau_{max}$ and $\nu$
2: output: $(\hat{c}(j+1), \hat{O}(j+1), \hat{Y}(j+1), \hat{T}^d_{dat}(j+1), \hat{T}^d_{d}(j+1), \hat{T}^d_{dfw}(j+1))$
3: initialization: choose any $(s(0), c(0), O(0), Y(0), T^d_{dat}(0), T^d_{d}(0), T^d_{dfw}(0))$ and set $j := 0$
4: repeat
5: obtain $(s(j+1), c(j+1), O(j+1), Y(j+1), T^d_{dat}(j+1), T^d_{d}(j+1), T^d_{dfw}(j+1))$ by using Algorithm 3
6: set $\tau(j+1) := \min \{\nu(\nu_{j}, \tau_{max}) \}$
7: set $j := j + 1$
8: until $\|C(j), \hat{O}(j), Y(j), \hat{T}^d_{dat}(j), \hat{T}^d_{d}(j), \hat{T}^d_{dfw}(j)\|_2 \leq \epsilon$

s.t. (2), (19), (20), (21), (22), (23), (24), (25), (26),

\[ \sum_{k \in K} \left( (O^2_{k}(Q)) + O_h(Q)(1 - 2O^2_{k}(Q)) \right) \]

\[ \sum_{n \in \mathcal{N}} \left( (c_{t+1,n})^2 + c_{t+1}(1 - 2c_{t+1,n}) \right) \]

Here, $f_2(\hat{S}(Q), \hat{C}(Q), \hat{O}(Q), \hat{Y}(Q), \hat{T}^d_{dat}(Q), \hat{T}^d_{d}(Q), \hat{T}^d_{dfw}(Q))$ is defined and a new set as $F_2(Q) \triangleq \{ (\hat{S}(Q), \hat{C}(Q), \hat{O}(Q), \hat{Y}(Q), \hat{T}^d_{dat}(Q), \hat{T}^d_{d}(Q), \hat{T}^d_{dfw}(Q)) \}$.

The global variables and the local variables are identified as $(c, s)$ and $(\hat{S}(Q), \hat{C}(Q), \hat{O}(Q), \hat{Y}(Q), \hat{T}^d_{dat}(Q), \hat{T}^d_{d}(Q), \hat{T}^d_{dfw}(Q))$ for all $Q \in \mathcal{Q}$, respectively. Then, we choose any $s_0$, $c_{0,n}$, $\theta_{0,n}(Q)$ and $\xi_0(Q)$, $n \in \mathcal{X}$, $Q \in \mathcal{Q}$, and at iteration $t + 1$, for each $Q \in \mathcal{Q}$, obtain $(\hat{S}_{t+1}(Q), \hat{C}_{t+1}(Q), \hat{O}_{t+1}(Q), \hat{Y}_{t+1}(Q), \hat{T}^d_{dat}(Q), \hat{T}^d_{d}(Q), \hat{T}^d_{dfw}(Q))$, by solving the problem in (46) and compute $c_{t+1,n}, \theta_{t+1,n}(Q), s_{t+1}$ and $\xi_{t+1}(Q), Q \in \mathcal{Q}$ according to (34), (35), (36) and (37).

The details of ADMM are summarized in Algorithm 3. Note that the computational complexity of each iteration of an interior point method used for solving Problem 6 is $\mathcal{O}((K + N)^3N^3K^3K^3)$.

Similarly, to reduce computation time in practice, we propose a fast algorithm to solve Problem 6 using ADMM. We first introduce new variables $\hat{S}(Q)$ and new constraints

\[ \hat{S}(Q) = s, \quad Q \in \mathcal{Q}, \]

\[ \hat{F}(c, O(Q); c(j), O(j)(Q)) \leq \hat{S}(Q), \quad Q \in \mathcal{Q}, \]

and define a new set as $F_2(Q) \triangleq \{ (\hat{S}(Q), \hat{C}(Q), \hat{O}(Q), \hat{Y}(Q), \hat{T}^d_{dat}(Q), \hat{T}^d_{d}(Q), \hat{T}^d_{dfw}(Q)) \}$.

The details of Penalty-CCP are summarized in Algorithm 4.
(\hat{S}_{t+1}(Q), \hat{C}_{t+1}(Q), \mathbf{O}_{t+1}(Q), \mathbf{Y}_{t+1}(Q), \hat{T}_{\text{dat}}^{(j)}, \hat{T}_{\text{df}}^{(j+\tau)}, \hat{T}_{\text{sfw}}^{(j)}) \triangleq \arg \min \{f_2(\hat{S}(Q), \hat{C}(Q), \mathbf{O}(Q), \mathbf{Y}(Q), \hat{T}_{\text{dat}}^0(Q), \hat{T}_{\text{df}}^0(Q), \hat{T}_{\text{sfw}}^0(Q)) \in \mathcal{F}_2(Q)\}

Fig. 2. (a) Objective value of Problem 3 obtained by Algorithm 1 versus iteration index at \(D = 0.03\). (b) Objective value of Problem 1 obtained by Algorithm 3 versus iteration index at \(\tau^{(j+1)} = 0\) and \(D = 0.03\). (c) Objective value of Problem 2 obtained by Algorithm 4 versus iteration index.

**TABLE II. Simulation Parameters.**

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(F_{\text{dio}}\) | 6 GHz | \(\alpha_{\text{mu}}\) | 10^{-29} |
| \(F_{\text{b}}\) | 0.7 GHz | \(\mu_{\text{co}}\) | 0.1 |
| \(L_{\text{c}}\) | 5 \times 10^{-27} | \(B\) | 20 MHz |
| \(\alpha_{\text{p}}\) | 10^{-9} W | \(R\) | 10^8 bps |
| \(C\) | 1 \times 10^6 bits | \(\epsilon\) | 10^{-3} |
| \(\rho\) | 0.1 | \(\tau(0)\) | 10^{-3} |
| \(\nu\) | 2 | \(p_{\text{max}}\) | 1 |

\(\hat{T}_{\text{d}}^{(j)}, \hat{T}_{\text{sfw}}^{(j)}\) generated by Algorithm 4 is convergent, and the limit point of this sequence is a stationary point of Problem 5 [38]. We can run Algorithm 4 multiple times, each with a random initial point satisfying the constraints in (2), (19)–(26), and select the stationary point with the minimum weighted sum energy consumption among those with zero penalty, denoted by \(\{s^1, c^1, O^1, Y^1, \hat{T}_{\text{d}}^{(j)}, \hat{T}_{\text{d}}^{(j)}, \hat{T}_{\text{sfw}}^{(j)}\}\), with slight abuse of notation. By the equivalence between Problem 2 and Problem 5, \(\{c^1, O^1, Y^1, \hat{T}_{\text{d}}^{(j)}, \hat{T}_{\text{d}}^{(j)}, \hat{T}_{\text{sfw}}^{(j)}\}\) is a stationary point of Problem 2. Later in Section VI, we shall see that this stationary point has promising performance.

**VI. NUMERICAL RESULTS**

In this section, we first show the convergence and complexity of the proposed solutions, and then compare the average total energy consumption of the proposed solutions with those of some baseline schemes. The proposed solutions and baseline schemes are implemented using MATLAB. Unless otherwise stated, the main simulation environment settings are summarized in Table II [16], [31]. We consider the same weight factor for all users and thus the average weighted sum energy consumption becomes the average total energy consumption (in Joule). Assume that \(X_k\), \(k \in K\) follows the same Zipf distribution, i.e., \(p_{X_k}(n) = \frac{n^{-\gamma}}{\sum_{i=1}^{n} i^{-\gamma}}\) for all \(k \in K\), \(n \in \mathcal{X}\), where \(\gamma = 0.8\) is the Zipf exponent. Set \(\mathcal{L}^{(0)}_{\text{dio}} = \{1 \times 10^5, 9 \times 10^5\}\), \(p_{L_{\text{dio}}}(9 \times 10^5) = 0.4\), \(p_{L_{\text{dio}}}(9 \times 10^5) = 0.6\), \(\mathcal{L}^{(0)}_{\text{sfw}} = \{1 \times 10^6, 2 \times 10^6\}\), \(p_{L_{\text{sfw}}}(1 \times 10^6) = 0.9\), \(p_{L_{\text{sfw}}}(2 \times 10^6) = 0.1\), \(\mathcal{L}^{(0)}_{\text{c}} = \{1 \times 10^4, 3 \times 10^4\}\), \(p_{L_{\text{c}}}(1 \times 10^4) = 0.9\), \(p_{L_{\text{c}}}(2 \times 10^4) = 0.1\), \(\mathcal{H} = \{1 \times 10^{-7}, 1 \times 10^{-8}\}\), \(p_{H_{\text{c}}}(1 \times 10^{-7}) = 0.65\) and \(p_{H_{\text{c}}}(1 \times 10^{-8}) = 0.35\), for all \(k \in K\). For ease of illustration, we assume that all random variables are independent.

**A. Convergence and Complexity of Proposed Solutions**

In this subsection, we show the convergence and complexity of the proposed solutions. Fig. 2 shows the convergence of the iterative algorithms, i.e., Algorithm 1, Algorithm 3 and Algorithm 4, where \(K = 2\) and \(N = 4\). From Fig. 2, we can see that Algorithm 1, Algorithm 3 and Algorithm 4 converge very fast. In addition, for each of Algorithm 1 and Algorithm 3, the iterative progresses at different \(\rho\) converge to the same objective value eventually. Fig. 3 shows the computational complexities of the proposed algorithms, where \(N = 4\) and
$D = 0.03$. From Fig. 3(a) and Fig. 3(b), we can see that the computational complexity of an interior point method is much higher than those of the two ADMM algorithms, demonstrating the advantages of the proposed solutions in terms of computational complexity reduction. In addition, from Fig. 3(c), we can see that the computational complexity of Algorithm 2 is much lower than that of Algorithm 4.

B. Performance Comparison between Proposed Solutions and Baselines

In this subsection, we compare the average total energy consumption of our proposed solutions with two baseline schemes, which adopt the most popular caching scheme. Specifically, Baseline 1 executes all tasks locally at users and adopts equal multicasting time allocation, i.e., $T_{u,k}^{\text{dat}}(Q) = T_{s,w}^{\text{sfw}}(Q) = 0$ and $T_{s,w}^{\text{sfw}}(Q) = 1/|\mathcal{X}| \left( D - \sum_{n \in \mathcal{X}} (1 - c_n) T_{B,d,n}^{\text{sfw}} - \max \left( L_{u,n}^{d}/F_{s,n} \right) \right)$. Baseline 2 executes all tasks remotely at the serving node and adopts equal uploading and downloading time allocation, i.e., $T_{u,k}^{\text{dat}}(Q) = T_{s,w}^{\text{sfw}}(Q) = 1/|\mathcal{X}| \left( D - \sum_{n \in \mathcal{X}} (1 - c_n) T_{B,d,n}^{\text{sfw}} - \sum_{k \in \mathcal{X}} L_{u,k}^{d}/F_{s,n} \right)$ and $T_{s,w}^{\text{sfw}}(Q) = 0$. Here, $\mathcal{X}^c = \{ i \in \mathcal{X} : K_i(\mathcal{X}) \geq 1 \}$.

Fig. 4 illustrates the average total energy consumption versus the number of users $K$, number of services $N$, Zipf exponent $\gamma$ and cache size $C$, respectively. From Fig. 4, we can see that Algorithm 2 and Algorithm 4 outperform the two baselines, demonstrating the advantage of the proposed Algorithm 2 and Algorithm 4 in efficiently utilizing the storage, computation and communications resources. In addition, from Fig. 4, we also see that Algorithm 4 outperforms Algorithm 2.\textsuperscript{5}

Specifically, when $K$ or $N$ increases, the average total energy consumption of each scheme increases, due to the increase of the load for fetching and multicasting software and the increase of the load for executing tasks at the wireless edge. When $\gamma$ increases, the average total energy consumption of each scheme decreases, due to the decrease of the load for multicasting software. When $C$ increases, the average total energy consumption of Algorithm 2, Algorithm 4 and Baseline 2 decrease. This can be explained as follows. When $C$ increases, the time duration for the serving node to fetch software over the backhaul link decreases, due to the decrease of the load for fetching software. Given the deadline constraints, the time duration for multicasting software, transmitting the task input data or computation results can be increased, leading to the decrease of the transmission energy consumption.

VII. Conclusions

In this paper, we have proposed a joint caching, computation and communications mechanism which involves software fetching, caching and multicasting, as well as task input data uploading, task executing and computation result downloading, and have mathematically characterized it. We optimized the joint caching, offloading and time allocation policy to minimize the weighted sum energy consumption subject to the caching and deadline constraints. The problem is a challenging two-timescale MINLP problem and is NP-hard in general. We proposed two low-complexity suboptimal solutions, based on continuous relaxation and penalty CCP, respectively. Numerical results show that the proposed solutions outperform

\textsuperscript{5}Note that, although Algorithm 4 outperforms Algorithm 2, it has a larger computational complexity than Algorithm 2, as shown in Fig. 3(c). However, unlike Algorithm 2, Algorithm 4 can be theoretically guaranteed to converge to a stationary point, which generally has a promising performance [38]. Thus Algorithm 4 is suitable for a scenario where the performance of the algorithm needs to be theoretically guaranteed.
existing schemes, and the suboptimal solution based on penalty CCP outperforms the one based on continuous relaxation at the cost of computational complexity increase.

**APPENDIX A**

**Proof of Lemma 1**

First, by a change of variables

\[ Y_n(Q) = \max_{k \in K_n(X)} (1 - O_k(Q)), \quad n \in \mathcal{X}, \ Q \in \mathcal{Q}, \]  

we can replace \( \max_{k \in K_n(X)} (1 - O_k(Q)) \) in (10), (15) and (16) with \( Y_n(Q) \), and thus can equivalently transform the objective function \( F(O, T_{\text{data}}^q, T_{\text{data}}^c, T_{\text{fw}}) \) in (10) to \( \tau(O, Y, T_{\text{data}}^c, T_{\text{data}}^c, T_{\text{fw}}) \) in (17). In addition, by noting that \( \tau(O, Y, T_{\text{data}}^c, T_{\text{data}}^c, T_{\text{fw}}) \) increases with \( Y_n(Q) \), we can further equivalently transform (49) to (19). Next, by a change of variables \( T_{\text{data}}^c(Q) \) \( \triangleq O_k(Q)T_{\text{data}}^c(Q), \) \( T_{\text{data}}^c(Q) \) \( \triangleq O_k(Q)T_{\text{data}}^c(Q), \) we can equivalently convert (12), (13), (14), (15) and (16) to (20), (21), (22), (23) and (24), respectively. Therefore, we can equivalently transform Problem 1 to Problem 2, which completes the proof.

**APPENDIX B**

**Proof of Lemma 2**

By introducing the consensus constraints in (32), Problem 3 can be equivalently converted to the following problem:

\[ \min_{e, \hat{C}, O, Y, T_{\text{data}}^c, T_{\text{data}}^c, T_{\text{fw}}} \tau(O, Y, T_{\text{data}}^c, T_{\text{data}}^c, T_{\text{fw}}) \]  

s.t. (19), (20), (21), (22), (25), (32), (27), (28), (29), (30).

Then, based on the definition of \( v(.) \) in (31), the problem in (50) can be equivalently rewritten as Problem 4. Therefore, we complete the proof of Lemma 2.
$L_p(c, \hat{C}, O, Y, \hat{T}^\text{dat}_d, \hat{T}^\text{sfw}_d, \theta) = \sum_{Q \in Q} \left( v(O(Q), Y(Q), \hat{T}^\text{dat}_d(Q), \hat{T}^\text{sfw}_d(Q)) + \sum_{n \in \mathcal{X}} \theta_n(Q) \left( \hat{C}_{t+1,n}(Q) - c_n \right) + \frac{\rho}{2} \sum_{n \in \mathcal{X}} \left( \hat{C}_{t+1,n}(Q) - c_n \right)^2 \right)$

\[ \left( \hat{C}_{t+1}, O_{t+1}, Y_{t+1}, \hat{T}^\text{dat}_d t_{t+1}, \hat{T}^\text{dat}_d t_{d,t+1}, \hat{T}^\text{sfw}_d t_{d,t+1} \right) = \arg \min_{\hat{C},O,Y,\hat{T}^\text{dat}_d, \hat{T}^\text{dat}_d, \hat{T}^\text{sfw}_d} L_p(c, \hat{C}, O, Y, \hat{T}^\text{dat}_d, \hat{T}^\text{dat}_d, \hat{T}^\text{sfw}_d, \theta), \]

\[ \hat{c}_{t+1} = \arg \min_{c} L_p(c, \hat{C}_{t+1}, O_{t+1}, Y_{t+1}, \hat{T}^\text{dat}_d t_{t+1}, \hat{T}^\text{dat}_d t_{d,t+1}, \hat{T}^\text{sfw}_d t_{d,t+1}, \theta). \]

### Appendix C

#### Proof of Lemma 3

Following ADMM, we first form the augmented Lagrangian function [36] of Problem 4, which is given by (51), where $\theta_n(Q), n \in \mathcal{X}, Q \in Q$ are the Lagrange multipliers corresponding to the constraints in (32), and $\theta = (\theta_n)_{n \in X}$ denotes the vector mapping of the constraints. At iteration $t+1$, we execute three steps of ADMM, i.e., (52), (53) and (35). Then, we show that (52) is equivalent to (33). Substituting (51) into (52) and dropping the constant terms in the objective function of the problem in (52) which do not affect the solution, the problem in (52) can be decomposed into $|Q|$ subproblems, one for each $Q \in Q$, given by (33). Next, we show that (53) is equivalent to (34). Specifically, substituting (51) into (53) and dropping the constant terms in the objective function of the problem in (53) which do not affect the solution, the problem in (53) becomes the following unconstrained quadratic problem:

\[ \hat{c}_{t+1} = \arg \min_{c} \sum_{Q \in Q} \sum_{n \in \mathcal{X}} \theta_n(Q) \left( \hat{C}_{t+1,n}(Q) - c_n \right) + \frac{\rho}{2} \sum_{Q \in Q} \sum_{n \in \mathcal{X}} \left( \hat{C}_{t+1,n}(Q) - c_n \right)^2. \]

It is clear that the problem in (54) is strictly convex. By setting the gradient of the objective function of the problem in (54) to zero, we can obtain a closed-form solution, given by (34).

It can be easily verified that the objective function of Problem 4 is convex, closed and proper. Problem 4 and its dual problem have optimal solutions and there is no duality gap, which implies that the unaugmented Lagrangian $L_0(c, \hat{C}, O, Y, \hat{T}^\text{dat}_d, \hat{T}^\text{dat}_d, \hat{T}^\text{sfw}_d, \theta)$ has a saddle point. Hence, the two assumptions required by the convergence analysis in [36, Chapter 3.2] are satisfied. As a result, we know that the objective function of the iterates of Algorithm 1 approaches the optimal value of Problem 4, as $k \to \infty$. Therefore, we complete the proof of Lemma 3.
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