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ABSTRACT

With the recent rise of excessive use of social media and its damaging effects, there is an urgent need to systematically recognize how users behave towards the “Like” button, which has been considered the most toxic feature on social media. To date, scholars know little about the neurophysiological responses of users towards the “Like” feature despite its pervasiveness. Thus, through the lens of cybernetic theory, this research measured user behavior towards the “Like” feature by experimenting with two neuro tools (i.e., electrocardiogram [EKG/ECG] and electroencephalography [EEG]). Sixteen participants, allocated within three separate groups, completed a simple experimental task of “liking” content. Unexpectedly, the findings revealed that participants who frequently and infrequently received “Likes” shared similar biometrics (i.e., high neurophysiological activities). Furthermore, this research raised concerns over the underlying AI algorithms related to recommendation engines/systems.
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INTRODUCTION

Technology innovations may be of various forms (i.e., disruptive, incremental, radical, or architectural). Regardless of the types, technologies support our daily tasks. Among the many recent trends in innovations, the “Like” button (feature) is considered a type of disruptive innovation for businesses (Sullivan, 2016).

Numerous social media platforms (e.g., Facebook, YouTube, Twitter, LinkedIn, Instagram, TikTok) introduced the “Like” feature (in one form or another) to solve problems and save time, but it ended up creating more challenges and unintended consequences. Numerous empirical and theoretical studies focused on the perceived outcomes of the “Like” feature (e.g., intention, service quality) (e.g., John, Emrich, Gupta, & Norton, 2017; Schondienst, Kulzer, & Gunther, 2012), on its social aspects (Eranti & Lonkila, 2015), and the motives behind its specific or general use (e.g., Ozanne, Navas, & Mattila, & Van Hoof, 2017; Kim, Sohn, & Choi, 2011).

Nevertheless, despite the growing body of knowledge on social media use (generally) and the “Like” feature (specifically), there is a dearth of research focusing on the underlying behavioral mechanisms of the “Like” feature, especially since academic publications in this research area are relatively scarce. Research studies conducted by health experts (e.g., Royal Society for Public Health, 2018) have shown that the “Like” button is the most toxic feature on social media by triggering...
undesirable reactions, emotions, memories, stress, and pressure (Moffat, 2019). Such behavioral experiences/reactions are challenging to be measured by traditional/commonly used methodologies (e.g., interviews, surveys), which led to inaccurate behavioral mappings and unreliable findings. One approach to effectively measure behavioral (neurophysiological) reactions to the “Like” button is through the neuroIS perspective, which this research adopted. NeuroIS refers to applying cognitive neuroscience methods and tools in IS research (Dimoka, Pavlou, & Davis, 2007).

The “Like” feature, a simple yet innovative method of gathering data of individuals’ interests and activities, has shown to be beneficial for businesses but damaging to users’ well-being (Moffat, 2019). Yet, no study in the literature investigated users’ behavioral responses (from a neurophysiological perspective) towards the “Like” feature. Thus, this research attempted to address “How do users neurophysiologically behave or respond towards the ‘‘Like’’ feature?”

This research delivers three modest contributions. First, neuroIS research is relatively new and underdeveloped (Riedl, Fischer, Leger, & Davis, 2020). Therefore, through the theoretical lens of cybernetics, this neuroIS research is the first in the literature to investigate how users neurophysiologically behave or respond towards the “Like” feature. This research experimented with two different neurophysiological tools (i.e., electrocardiogram (EKG/ECG) and electroencephalography (EEG)). Second, this research delivered a simplified yet comprehensive understanding of users’ neurophysiological responses by challenging the complexities (e.g., costly and complicated experimental designs) of previous neuroIS experimental studies; thus, capturing a broader range of audiences. Besides, such an attempt supports higher potentials of replicability and reproducibility to develop neuroIS research. Third, to date and up to the authors’ knowledge, two neuroIS studies investigated users responses towards the “Like” feature but with the use of fMRI rather than EEG or EKG/ECG (i.e., Sherman, Hernandez, Greenfield, & Dapretto, 2018; Sherman, Payton, Hernandez, Greenfield, & Dapretto, 2016). However, fMRI focuses on spatial (which area of the brain is active) rather than temporal resolution (when activation occurs). The temporal resolution of fMRI has shown to be inaccurate due to the rapid circulation of blood (Fomby & Cherlin, 2011). Besides, fMRI is more fit for studies related to memory and cognition (Pandarinathan et al., 2018). Accordingly, this research provided a novel and better understanding of users’ responses towards the ‘‘Like’’ feature from the temporal perspective. Subsequently, a complete road map of both resolutions (spatial and temporal) will be available for future studies to build on.

Furthermore, the “Like” feature tracks and monitors users through pre-determined algorithms (Reflectiz, 2019; Eranti & Lonkila, 2015). As a result, throughout the last decade, the “Like” feature drew privacy scrutiny (i.e., sharing user information/data to third parties). This research further raised concerns over the underlying AI algorithms that partially function within “recommendation engines”.

The rest of the research is structured as follows: the following section reviews the theoretical backgrounds on the concept of user behavior, social media in the information systems (IS) discipline, the “Like” feature, neuroscientific methods, and cybernetic theory. Then, the authors discuss the methodology section that involves a detailed experimental protocol. The authors then elaborate on the findings and conclude with limitations and future research directions.

THEORETICAL BACKGROUND

The Concept of User Behavior

Behavior, ubiquitous in nature, is defined as an individual’s action or reaction towards stimuli in the environment (Cao, 2010). Behavior is vastly used for multifaceted problem-solving within virtual-physical environments and widely studied in multiple research disciplines (i.e., behavioral science, computer science, social networks, social computing).

In general, behaviors are categorized as either qualitative (characterized by user actions) or quantitative (quantified by entities). In the social media research area, user behavior implicates two types (i.e., individual and collective). Individual user behavior consists of user-user behavior, user-
entity behavior, and user-community behavior. Collective behavior, directed by team dynamics, refers to social actions/incidents that emerge impulsively or unexpectedly (e.g., user migration behavior) (Safari, Rahmani, & Alizadeh, 2019). Despite the general similarities among the main and sub-types, only the individual user behavior is examined in this research (see Figure 1).

**Figure 1. Mapping of the behavior concept in social media research**

---

### Social Media

From a general standpoint, social media (or social networking sites, platforms, or apps) refers to digital media that allows for peer-to-peer interactions over an internet-based (Web 2.0) environment; thus, creating a rich social structure. Social media is a type of social medium that builds over innovative foundations through which participants or users freely exchange content, information, music, comments, photos, videos, and creations (Kaplan & Haenlin, 2010).

Nevertheless, given the significance of social media to various industries and businesses, it received much consideration from scholars of different disciplines, including marketing and IS (Kapoor et al., 2018). This research followed the definitions of social media related to IS rather than marketing discipline (see Table 1). Furthermore, social media research is growing exponentially. Thus, Table 2 shows the distinction between the features of this research and previous IS studies that examined the concept of social media.
Table 1. Various definitions of social media in the IS discipline

| Authors | Definitions of social media |
|---------|----------------------------|
| Kapoor et al. (2018) | - Various user-driven platforms that ease diffusion of fascinating content, dialogue creation, and communication to a wider audience  
- A digital space created by the people and for the people, and provides an environment that is conducive for interactions and networking to occur at different levels (for instance, personal, professional, business, marketing, political, and societal) |
| Lundmark, Oh, & Verhaal (2016) | - A unique form of communication that integrates various sources of legitimacy, and offers a unique context. 
- Means for the diffusion of both internally and externally generated data relating to all stakeholders |
| Schlagwein & Hu (2016) | - It constitutes internet-based communication and collaboration channels 
- Its tools and the adjoining organizational and managerial structures constitute social IS |
| Wakefield & Wakefield (2016) | - IS artifact consisting of technical, informational, and relational subsystems that interact based on the context 
- Social media networks as specific types of social media platforms and Internet sites with common attributes |
| Miranda, Young, & Yetgin (2016) | - A medium where ordinary people in ordinary social networks can create user-generated news |
| Spagnoletti, Resca, & Saebo (2015) and Xu & Zhang (2013) | - Set of internet-based technologies/applications that aim at stimulating the creation, modification, update, and exchange of user-generated content, while creating new links between the content creators |
| Bharati, Zhang, & Chaudhury (2014) | - A technology not focused on transactions but collaboration and communication across users/groups inside and outside the firm |
| Tang, Gu, & Whinston (2012) | - User-generated media that is a source of online information created, initiated, circulated, and used by consumers with intentions of educating each other about products, brands, services, personalities, and issues |

Table 2. A systematic comparison between the current research and previous IS studies

| Authors – Methodologies | Issues addressed |
|-------------------------|------------------|
| Ozanne, Navas, Mattila, & Van Hoof (2017) - Qualitative (interview)  
Turel (2015) - Quantitative (survey)  
Chiu & Huang (2015) - Qualitative (survey)  
Chen & Sharma (2015) – Quantitative (survey)  
Xu, Xu, & Li (2016) - Quantitative (survey) | Social Media Use Behaviors and Consequences |
| Zhang & Piramuthu (2016) – Quantitative (web crawling)  
Centeno, Hermoso, & Fasli (2015) – Quantitative (analytical) | Reviews and Recommendations on Social Media Sites |
| Lundmark et al. (2016)- Quantitative (analytical)  
Mettler & Winter 2016) – Quantitative (Design science approach)  
Schlagwein & Hu (2016) – Qualitative (interview)  
Greenwood & Gopal (2015) - Quantitative (analytical) | Social Media and Associated Organizational Impact |

Table 2 continued on next page
### Table 2 continued

| Authors – Methodologies | Issues addressed |
|-------------------------|------------------|
| Dennis, Minas, & Lockwood (2016) - Qualitative (conceptual) | Social Media and Participation in Online Communities |
| Goes, Guo, & Lin (2016) - Quantitative (analytical) | |
| Khansa, Ma, Liginlal, & Kim (2015) - Quantitative (web crawling) | |
| Zhang, Zhou, Kehoe, & Kilic (2016) – Quantitative (content analysis) | Risks and Concerns with the Use of Social Media |
| Burtch, Ghose, & Wattal (2016) - Quantitative (analytical) | |
| Vishwanath (2015) – Quantitative (laboratory experiment) | |
| Cao, Guo, Liu, & Gu (2015) - Quantitative (survey) | Negative Stigma Attached to Social Media Use |
| Huang, Baptista, & Newell (2015) – Quantitative (case study) | |
| Barrett, Oborn, & Orlikowski (2016) - Qualitative (interview) | Social Media and Value Creation |
| Dong & Wu (2015) – Qualitative (event study) | |
| Oh, Eom, & Rao (2015) – Quantitative (natural experiment) | Role of Social Media During Critical/Extreme Events |
| Ling, Pan, Ractham, & Kaewkitipong (2015) - Mixed (interviews) | |
| Spagnoletti et al. (2015) – Qualitative (content analysis) | Social Media for Help/Support |
| Maier, Launer, Eckhardt, & Weitzel (2015) - Quantitative (survey) | |
| Baur (2017) – Qualitative (design science) | Public Bodies and Social Media Interaction |
| Rosenberger, Lehrer, & Jung (2017) | |
| Dwivedi, Kapoor, & Chen (2015) | |
| Miranda et al. (2016) - Quantitative (content analysis) | Traditional v/s Social Media |
| Chung, Tyan, & Han (2017) - Quantitative (survey) | |
| Stanko (2016) – Mixed (analytical & fuzzy set QCA) | |
| Kekolahi, Karikoski, & Riikonen (2015) - Quantitative (survey) | |
| Stanko (2016) – Mixed (analytical & fuzzy set QCA) | |
| Testa (2016) – Quantitative (survey) | |
| **This research – NeuroIS (use of neurophysiological tools)** | **The neurophysiological responses of users towards the “Like” feature** |

*Only the most recent publications are shown (studies before 2015 were not included since they share similar methodologies, examinations, and contributions) (Egebark & Ekstrom, 2011)*

*Studies related to the marketing discipline were excluded (Wai Lai & Liu, 2020)*

### The “Like” Feature

The “like” button, represented by a visible thumbs-up gesture/emoticon/feature, was first introduced by Facebook in 2010 and later adopted by almost all digital and social media platforms. It is considered an easy way to comment on any shared content. The “Like” feature has taken various shapes and symbols (e.g., stars or hearts); nevertheless, all share the same purpose, use, and intention. The “Like” feature witnessed changes from specific to general and private to public. In other terms, the “Like” feature was initially visible only for individual posts and links among friends but later evolved to a fundamentally public gesture visible to all users. Nowadays, liking any content (photo, videos, comments, posts) on any digital platform is the most used activity. Thus, the “Like” feature is currently the most common type of online communication and interaction among users.
In principle, the “Like” button is a binary feature. That is, the user either likes a specific content or remains neutral. The “Dislike” button is non-existent except for a few platforms (e.g., YouTube). Nevertheless, remaining neutral (i.e., not “liking” a certain content) has shown to have undesirable effects on users since it takes the form of “ignoring” the other individual/user who posted the content (that could be a friend or stranger) (Eranti & Lonkila, 2015).

In literature, the use of the “Like” feature has shown to have economic (e.g., business modeling, advertisements), political (political discussions, movements, and campaigns), and social (interactions and participations) implications (Eranti & Lonkila, 2015; Kristofferson, White, & Peloza, 2014; Gerlitz & Helmond, 2013). This research examined the social use of the “Like” feature. Such an aspect shows that users’ behaviors influence other users’ actions/behaviors; hence, linear-sequential patterns emerge from the observed social (nano-level) interactions (e.g., use of gestures and emoji similar to the case of the “Like” button) (Eranti & Lonkila, 2015).

Neuroscientific Methods

Data generated from neuroscientific tools are generally not prone to subjectivity bias, social desirability bias, and demand effects. Such neuroscientific tools a) support, complement, or oppose existing sources of data (e.g., self-reporting, observations, or secondary data); b) triangulate across measurement data; c) reduce common method bias; d) collect data continuously and accurately; and e) infer causal relationships among IS constructs (Dimoka, Pavlou, & Davis, 2011; Zheng & Pavlou, 2010).

Specifically, in the neuroIS and neuromarketing literature, different types of neuroscientific methods and tools have been proposed as implicit measures of human behavior (e.g., Durantin, Gagnon, Tremblay, & Dehais, 2014; Kivikangas et al., 2011; Glockner & Herbold, 2011; Sequeira, Hot, Silvert, & Delplanque, 2009) (see Figure 2).

A recent literature review has shown that neuroIS studies focus on either the PNS or the CNS tools (Al Mamun, David, Mai, Kim, & Parsons, 2018). This research used both types (i.e., ECG/EKG and EEG). ECG/EKG measures and records the electrical activity of the heart by placing sensors on the skin. EEG delivers valuable data by analyzing the brain’s electrical activity. This method identifies changes in the electrical currents of brain waves.

Figure 2. Types of neuroscientific methods
Cybernetic Theory

In the IS discipline, multiple theories were used to examine the technological aspects, perceptions, and uses of social media (e.g., innovation diffusion theory, social exchange theory, network theory, IS success model, organization theory, learning theory, uses and gratifications theory, elaboration likelihood model theory, rational choice theory, attribution theory, social capital theory, the theory of planned behavior) (e.g., Burtch, Ghose, & Wattal, 2016; Zhao, Detlor, & Connelly, 2016; Schlagwein & Hu, 2016; Turel, 2015; Yan, Peng, & Tan, 2015; Chen & Sharma, 2015; Chiu & Huang, 2015). Nevertheless, this research adopted a different and multi-disciplinary theory that explains the actual behavioral responses in which users experience when using a technology device/app integrated with social media features.

Systems theories deliver a general framework for many scientific concepts. Such theories explain what types of patterns might exist between interconnected/interrelated systems (physical, biological, psychological, or social) with similar structures and interacting rather than found in isolated conditions. Applied psychology theories, among a few, have followed the same systematic and holistic approach to examine how dynamic interactions produce a specific behavior, discover general patterns, and unite scientific principles. Their characteristics maintain balanced and adjusted levels (equilibrium) to their current situation; hence, the systems are self-stabilizing or self-regulating through continuous communication flow. This specific type of systems theory, cybernetics, is reflected in the early work on physiological responses to threat (Cannon, 1915), the general adaptation syndrome (Selye, 1983), and the general theory of human behavior (Carver & Scheier, 1982).

The cybernetic theory is a transdisciplinary approach that implies control of any system using technology (Muller, 2000) and focuses on how anything (digital, mechanical, or biological) reacts to changes in information (Kelly, 1995). The cybernetic theory permits individuals to respond differently to similar situations (Le Fevre, Matheny, & Kolt, 2003); can be applied to organizational systems and social-individual structures (Le Fevre et al., 2003); and is widely accepted as a theoretical framework for understanding human behavior (Edwards, 1992).

METHODOLOGY

Generally, experiments in IS research focus on examining users’ perceptions and behavior, whereas in neuroIS research, researchers often investigate how users interact with systems (e.g., processing information or executing a cognitively challenging task). Besides, to effectively examine the human-computer interaction, neurophysiological processes must be accessible with different emerging scenarios (Teubner, Adam, & Riordan, 2015). This research met such conditions.

Numerous software and platforms are existent in earlier and recent experimental studies (mainly neuro-related) (e.g., E-prime, PsychoPy, Superlab, PsyToolkit) (e.g., Kim, 2019; Sherman, Hernandez, Greenfield, & Dapretto, 2018; Sherman, Payton, Hernandez, Greenfield, & Dapretto, 2016; Peirce, 2007). Nevertheless, such interfaces are either expensive, time-consuming, or complicated (i.e., require coding and scripting); thus, leading to a low number of replicated experimental studies. Therefore, to overcome such limitations, the experiment team decided to use Facebook as an ideal ground for experimentation.

The experiment team experimented inside an independent computer-science laboratory under the supervision of two senior medical personnel. The experiment team independently bought the neurophysiological tools for the experiment (i.e., SpikerBox tool). SpikerBox tool has shown to be scientifically adequate in a groundbreaking experimental study conducted by DeBoer, Haney, Atiq, Smith, & Cox (2017). Furthermore, such inexpensive and non-medical neuro tools are reliable for investigational designs in the neuroIS field (e.g., Wang & Hsu, 2014). Figure 3 shows a complete mapping of the experimental protocol and research method.
The experiment team recruited the participants through announcements at a single French business school. The experiment team randomly chose nineteen participants from the initial thirty-four applications. The experiment team chose students for the experiment since social media is used by students for multiple purposes (e.g., online learning, interactivity with friends, online knowledge sharing behavior, and engagement) (e.g., Ansari & Khan, 2020). Thus, they are considered the most knowledgeable in terms of social media use. Upon arrival, each participant completed written consent with guaranteed anonymity. Due to time and budget constraints, the experiment team managed nineteen participants (maximum capacity). The number of participants \( n = 19 \) is considered an adequate sample size in neuroscience studies (Lieberman, Berkman, & Wager, 2009).

Before the experiment, each participant filled out a short questionnaire (e.g., age, gender, nationality, social media experience, and medical condition). The participants (i.e., final sample) were 5 males and 14 females; ages between 19 and 23; an average of 6 years of social media use; none had any serious medical condition; and various nationalities (French (x6), Chinese (x4), German (x2), African (x3), Arabian (x3), and Spanish (x1)).

*(1)* The experiment team notified all participants that the experiment was investigating user behavior towards general social media use (photo-sharing content). Thus, the participants were unaware that the focus was on investigating behavioral responses towards the “Like” feature. Before the experimentation, the experiment team randomly assigned each participant to either treatment group 1 \( (n = 7; \text{frequently receiving “Likes”}) \), treatment group 2 \( (n = 7; \text{less frequently receiving “Likes”}) \), or focus group \( (n = 5; \text{moderate/average “Likes” submissions}) \). Random assignment is the most effective method to isolate the causal effects of the treatment from other factors affecting the outcome (Handke & Herzog, 2019). This method leads to an equal probability for each participant to receive either group.

*(2)* Regardless of each participant’s number of followers on social media, the experiment team requested each individual to send 30 different images (pictures) of himself/herself before the experiment. The participants should have recently posted these specific images on any social media platform. This way, the participants were not at risk of submitting private images by mistake. Their images were inserted and mixed within a private channel with images of other participants (i.e., only selected users can see the images; invisible/unreachable by external users). The experiment team notified each participant that other distant participants were either “Liking” or “Skipping” their images.
Furthermore, during the experiment, a “web push notification pop-up” would appear on the bottom-right of the screen. The pop-up showed the number of received “Likes” and the positioning of each participant in comparison to others. In reality, the experiment team digitally simulated and planned the notifications ahead of time.

*(3)* Step 1= Before attaching the neurophysiological tools, the experiment team indeed notified each participant that other participants were also rating (liking or skipping) his/her photos; however, in reality, the experiment team already assigned the ranking and number of “Likes.” Each participant skimmed through other participants’ photos; however, regardless of what they chose, it wouldn’t affect the outcome since all rankings were pre-determined by the experiment team. In other words, the participants were not in control.

Step 2= Treatment group 1: 4 out of the 7 participants connected to the EEG test (brain activity measurement); 3 out of the 7 participants connected to the EKG/ECG test (heart action activity measurement).

Treatment group 2: 4 out of the 7 participants connected to the EEG test (brain activity measurement); 3 out of 7 participants connected to the EKG/ECG test (heart action activity measurement).

Focus group: 3 out of the 5 participants connected to the EEG test (brain activity measurement); 2 out of 5 participants connected to the EKG test (heart action activity measurement).

Neuro measurement procedure for EKG/ECG= two adhesive electrodes on each inner wrists and one adhesive electrode on the back of the left palm.

Neuro measurement procedure for EEG= EEG headband with two electrodes centered on the top back of the head and one electrode behind the ear.

Step 3= Start of the task (Liking/skipping other participants’ photos). Furthermore, the experiment team provided each participant with a separate worksheet (short guide) concerning the rankings (Less than 10 “Likes”= unpopular; between 11 and 20 “Likes”= average; more than 20 “Likes”= popular).

*(4)* For treatment group 1, the experiment team systematically provided to each participant a high frequency of “Likes” and top-level ranking (i.e., more than 20 “Likes”) (see Figure 4).

For treatment group 2, the experiment team systematically provided each participant a low frequency of “Likes” and low-level ranking (i.e., less than 10 “Likes”) (see Figure 5).

For the focus group, the experiment team systematically provided each participant an average frequency of “Likes” and moderate-level ranking (i.e., between 11 and 20 “Likes”) (see Figure 6).

*(5)* For all participants, the experiment team ended the task after approximately 4-to-5 minutes.

*(6)* The experiment team debriefed and financially rewarded each participant.
Figure 4. Push notification for treatment group 1

![Push notification for treatment group 1]

Figure 5. Push notification for treatment group 2
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Figure 6. Push notification for focus group
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FINDINGS

To interpret the generated values and graphs (see Table 4), Table 3 serves as a guide for biometrics. The biometrics relate to average/regular rather than abnormal/irregular conditions. Nevertheless, the experiment team eliminated three findings (i.e., two related to technical difficulties and one linked with improper biometric data generation). Thus, the final sample consisted of sixteen rather than nineteen observations, which is still adequate for the current experiment (e.g., Dimoka, 2010: n=15; Dimoka, Pavlou, & Davis, 2011: n=6; Dimoka & Davis, 2008: n=6; Vance, Jenkins, Anderson, Bjornn, & Kirwan, 2018: n=15).

There was no need for statistical methods to alleviate the validity challenges of the results (Handke & Herzog, 2019) since the experiment team used the random assignment approach to solve non-equivalent groups (i.e., treatment and focus groups).

Table 3. Biometric guide

| Neuro Tool | Biometrics |
|------------|------------|
| ECG/EKG    | Normal: EKG rhythm is regular with a heart rate that is normal (60-100 bpm). The P wave features: normal (positive & precedes each qrs). PR interval is normal (0.12-0.20 sec). The QRS complex is normal (0.06-0.10 sec). Tachycardia: EKG rhythm is regular with a fast heart rate (> 100 bpm). The P wave features: normal, may merge with t wave at very fast rates. PR interval is normal (0.12-0.20 sec). The QRS complex is normal (0.06-0.10 sec). QT interval shortens with increasing heart rate. Bradycardia: EKG rhythm is regular with a slow heart rate (< 60 bpm). The P wave features: normal. Notice that the PR interval is normal (0.12-0.20 sec). The QRS complex will usually be normal (0.06-0.10 sec) |
| EEG        | Delta: has a frequency of 3 Hz or below. It tends to be the highest in amplitude and the slowest waves. It is normal as the dominant rhythm in infants Theta: has a frequency of 3.5 to 7.5 Hz and is classified as “slow” activity. It is perfectly normal in children up to 13 years Alpha: has a frequency between 7.5 and 13 Hz. It is the major rhythm seen in normal relaxed adults. Beta: is a “fast” activity. It has a frequency of 14 and greater Hz. It is the dominant rhythm in patients who are alert or anxious. |

*All figures are universally acknowledged by the scientific domain
Table 4. Experiment findings

| Figure | Group       | Neuro Tool | Findings                      | Similarity rate among the participants |
|--------|-------------|------------|-------------------------------|----------------------------------------|
| 7a     | Focus       | EKG        | Normal – Heart rate @ 87 bpm  | (2/2) 100%                             |
| 7b     | Treatment 1 | EKG        | Tachycardia – Heart rate @ 125 bpm | (2/3) 66%                     |
| 7c     | Treatment 2 | EKG        | Tachycardia – Heart rate @ 152 bpm | (2/2) 100%                     |
| 8a     | Focus       | EEG        | Alpha activity                | (2/2) 100%                             |
| 8b     | Treatment 1 | EEG        | Beta activity                 | (3/3) 100%                             |
| 8c     | Treatment 2 | EEG        | Beta activity                 | (3/4) 75%                              |

*Before the experiment: Treatment group 1: 4 EEG tests, 3 EKG tests; Treatment group 2: 4 EEG tests, 3 EKG tests; Focus group: 3 EEG tests, 2 EKG tests (TOTAL 19 observations)

**After the experiment (after 3 eliminations): Treatment group 1: 3 EEG tests, 3 EKG tests; Treatment group 2: 4 EEG tests, 2 EKG tests; Focus group: 2 EEG tests, 2 EKG test (TOTAL 16 observations)
Figure 7(c) Treatment group 2 – EKG

Figure 8(a) Focus group – EEG
It is evident from the observed results that treatment groups 1 and 2 (most of the participants) shared similar biometrics. Whether the user is receiving a high or low number of “Likes”, up to a certain degree, the neurophysiological responses were identical. The main difference between the two is that receiving more “Likes” is usually accompanied by positive emotions, whereas receiving fewer “Likes” is supplemented with negative emotions. In the medical and psychology fields, regardless of the types of emotions involved, high levels of neurophysiological activities (i.e., elevated heart rates and beta brain activities) have shown to lead to anxiety disorders, chronic stress, anger, and shame.
Algorithmic Bias

Sherman et al. (2016) showed that users are more likely to like or share content depicted with many likes than content with few likes. However, the ‘most liked’ contents are systematically ranked and classified through artificial intelligence (AI) algorithms. One form of such a classification is the recommendation engines/systems.

Search engines acquire information with numerous results. However, searching for relevant data became a struggle. Consequently, social media giants (and similar tech corporations) developed recommendation systems. A recommendation engine/system is an algorithm that analyzes the user behavior to recommend content based on his/her preference. Recommendation engines motivate demand for marketers (profits in sales) and satisfy users (interesting content; saves time). Such innovations consist of different types (i.e., content-based, collaborative filtering, demographic recommender, utility-based, hybrid-based, and knowledge-based) (Fang, Zhang, & Chen, 2016; Bindra, 2012).

In social media and regardless of the type of recommendation systems, the users are systematically profiled/personalized (by collecting their data) based on their use/interaction history, number of views, tags, ratings, and number of followers. But what if the algorithms in such engines no longer satisfy the users but rather keep them engaged? In other terms, the systems may provide users with content that may not benefit them, but in reality, keep them concerned with other users. Thus, users who receive more “Likes” are recommended by the engines to other users (friends or otherwise) that will lead to more “Likes” and shares. On the other hand, users who receive fewer “Likes” will not be shared or recommended by the engines; thus, not gaining popularity nor given a chance. Such inconsistencies relate to “algorithmic bias.”

LIMITATIONS & FUTURE RESEARCH DIRECTIONS

In experimental studies, scholars have identified three significant criteria to claim a causal explanation(s) or relationship(s) (i.e., association, time order, and nonspuriousness) (Chambliss & Schutt, 2012). This research met all three conditions. This research established a) association by comparing two or more groups, b) time order by observing variations in the independent variables before and after changes were identified in the dependent variable, and c) nonspuriousness by the use of random assignment (Chambliss & Schutt, 2012).

Nevertheless, despite the modest contributions offered by this research, few limitations are existent. First, the neuro tools may not have been sensitive enough to provide robust findings. Future studies may replicate the same experiment (preferably with a longitudinal design) with more advanced tools. Second, the authors were unable to specifically identify the meaning and characteristics of the behavioral (neurophysiological) responses (especially between treatment groups 1 and 2) during the high and low “Liking” developments. Additional series of analyses are required to interpret if the responses are explicit or implicit and whether the behaviors are emerging because of social (peer) pressure, personality traits, or visual perceptions. Third, the time and budget constraints led to a relatively small sample. Future studies are encouraged to target a larger specimen. Lastly, few participants had social ties (i.e., few were friends since they were from the same business school), which may have affected the ‘liking’ choices. Besides, the authors did not control reciprocal liking (a tendency for users to like others who liked their content) (Balakrishnan & Griffiths, 2018). Thus, future studies may select participants based on specific criteria (i.e., either as friends or as strangers), especially since social media users tend to “Like” content of their friends more frequently than strangers (Greenfield, Evers, & Dembo, 2017). Future studies are encouraged to build on these limitations as research opportunities.
RECOMMENDATIONS AND CONCLUSION

This research suggests two potential solutions. The first solution is reducing the degrees of AI bias through proper data management (i.e., monitoring of input codes, data refinement, and data modeling). Second, few social media platforms are in the progress of entirely removing the “Like” feature. Nevertheless, most users are socially and psychologically attached (in the form of addiction) to the “Like” feature. Such radical and sudden decisions may create psychological issues and concerns for the users. Instead, the second solution is substituting the “Like”/“Dislike” with ‘agree +’ or ‘hide -’. Users will be either acknowledged by other users for their creative content or disregarded without causing any disruption or harm.

The use of digital media (related to social media and its features) does not affect only psychological well-being but also neurophysiological welfare (among others, such as education, social interaction, and politics) (Korte, 2020). This research validated the existence of the neurophysiological manifestation that received little attention in the literature.
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