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Abstract

Retrieval of information from the database and web log files is a very time consuming process. There are many techniques and models to retrieve data from the web. There are two types of data available on the web i.e. structured and unstructured. If data is structured then retrieval of information is an easy task. Otherwise, firstly apply the algorithm to unstructured data and then models will be applied. Vector space and Boolean models are used for IR. In this paper, we compare both Boolean model & Vector Space model techniques to retrieve data from the web (log files) and proposed a new algorithm based on time, frequency, memory consumption, etc.
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1. Introduction

Information Retrieval (IR) is the process to retrieve relevant information from huge information resources. In information, retrieval searches can be based on full text rather than content-based. IR is the science of searching for information in a document, searching for documents themselves, and also searching for metadata describe data, and for databases of texts, images or sounds [13]. An information retrieval process begins when a user enters a query into the system. Queries are formal statements of information which need by the user. For example search information in search engines. In IR a query does not uniquely identify a single object because it is a collection of documents. Some objects may match the query, with different degrees of relevancy.

There are different searches approaches for information retrieval system which deals with following features. These features are as follows.

- Storage and organization of information.
- Representation of information.
- Accessing of information.

Retrieval techniques - Those techniques which are helpful for users to locate information effectively and efficiently are known as retrieval techniques [11]. These techniques help users to find out the required information easily. There are two categories of retrieval techniques.

1.1. Basic retrieval techniques
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1.1.1. Boolean model

The boolean model used Boolean constraints i.e. AND, OR, NOT. There are two types of
the Boolean model
(1) Unranked boolean retrieval model: In this model retrieval of documents, that satisfy the
constraints in no particular order.
(2) Ranked Boolean Retrieval Model: In this model retrieval of documents, that satisfy the
constraints and rank them based on these constraints.
(3) Advantages of the boolean retrieval model
It is easy to implement.
It is easy to understand why the document is retrieved or not.
Users can determine whether the query is too specific or too broad.
(4) Disadvantages of the boolean retrieval model
The problem is for the user to generate a virtuous Boolean query.
Exact matching may retrieve specific or broad documents.

1.1.2. Vector space model

The vector space model is also known as the term vector model. It is an algebraic model for
representing text as vectors i.e. index term. This model is basically used in filtering, retrieval,
indexing of information and relevancy rankings.
(1) Advantages of vector space retrieval model
• It is a simple model based on linear algebra.
• Term weights are not binary.
• It allows computing the similarity between queries and documents.
• It allows ranking documents according to their possible relevance.
• It allows partial matching of queries.
(2) Disadvantages of vector space retrieval model
• They have poor similarity values between long documents i.e. a small scalar product
  and a large dimensionality.
• Search keywords must precisely match otherwise result is a false positive match.

1.2. Advanced retrieval techniques

(1) Fuzzy search - Fuzzy searching, search those terms which are spelled incorrectly in data
as well as in the query. Fuzzy search is related to truncation. Truncation is planned to retrieve
different forms of terms when they share some parts in common. Fuzzy searching is designed
to find terms that are spelled incorrectly at data entry or query points [12].
(2) Weighted search - Weighted searching, is a searching technique to retrieve information
based on weights that are assigned to each term in a document. Weights are numerical value
which is used to calculate the frequency of the term in a document.

The rest of the paper has been organized as, related work discussed in section 2, information
retrieval process in section 3, and proposed work are discussed in section 4. After the proposed
work experimental results and comparison of our proposed algorithm’s results with previously
proposed techniques are discussed in section 5, and finally, conclusion and future scope discuss
in section 6.

2. Related work
Now day’s retrieval of information from the web is a very crucial task. There are various algorithms to retrieve information from the web. There are various algorithms exits for ranking of page discuss by the authors are as follows:

Author, Abdur Rehman et al. [2] gives a technique named relative discrimination criterion. This technique is based on ranking to calculate the rank of each term is present class and other class related to this class. This paper also compared the performance of RDC based on the following parameters i.e. information gain, CHI Squared, Odds ratio.

Author, Kyu-Huwan Jung et at. [3] discover a new method to calculate rank named as multi-support vector domain description. This method is used both support vector machine and ranking support vector domain description.

Author Berry et al. [4] proposed a vector space model for retrieving information from a large number of datasets. In this paper, the author used a matrix approach using rows and columns to determine the value of documents. In every query examine the frequency of each term.

Author Singh and Dwivedi [5] have discussed various approaches of the Vector space model that calculates the similarity between hits of information retrieval. These approaches are based on normalization. There is a various model like term count model, term frequency-inverse term frequency model.

Author, Hiemstra and De Vries [6] projected the language model using information retrieval models known as a Boolean model, Probabilistic model and Vector Space model.

Author, Lv and Zhai [7] discovered an adaptive feedback approach for information. It is a learning approach to calculate the optimal balance coefficient for each query and document. This approach used a ranking algorithm to rank the documents.

Author, Jitendra Nath Singh and Sanjay Kumar Dwivedi [8] discuss a comparative analysis of different types of vector space models. Authors describe the similarity function between the documents and query by using the term count model and TF-IDF vector space model based on normalization frequency. Page ranking algorithm is used for ranking the page according to the access of each page i.e. the frequency of web pages[8].

Author, Nicole Lang Beebe et al.[9] proposed a ranking algorithm based on digital forensic domain and support vector machine used to categorized a group of characters known as a string. M57 datasets were used to apply this algorithm and named as Relevancy Ranking Algorithm.

Author, Han Xu et al. [10] present a ranking algorithm to rank a scientific document using the PageRank algorithm. The author also discovered the ranking algorithm named Random Literature Explorer. This algorithm is more efficient and gives better results in comparison to the exits algorithm.

In the information retrieval process, first, we fetch the information from the log files, then apply the pre-processing techniques to personalize the retrieval information according to the user’s requirement. We rank each page using the PageRank algorithm and match the information according to the user’s need, after that data is fetched using a query model and finally get feedback from the user’s side to retrieve useful information.

3. Information retrieval process

In the information retrieval process, first, we fetch the information from the log files, then apply the pre-processing techniques to personalize the retrieval information according to the user’s requirement. We rank each page using the PageRank algorithm and match the information according to the user’s need, after that data is fetched using a query model and finally get feedback from the user’s side to retrieve useful information.
4. Proposed work

We have proposed an algorithm for information retrieval using the keyword feedback, time and frequency, then have calculated the term frequency and inverse term frequency.

Page rank of page A is defined as follows, this is the basic page rank algorithm:

\[
PR(A) = (1-d) + d \left( \frac{PR(W_1)}{C(W_1)} + \ldots + \frac{PR(W_n)}{C(W_n)} \right) \tag{14}
\]

Where,

- \( PR(A) \) - Page Rank of page A
- \( W_i \) (1 ≤ i ≤ n) - are pages linked to page A
- \( C(W_i) \) - number of outbound links on page \( W_i \)
- \( d \) - damping factor which can be set between 0 & 1

To calculate page rank for the n webpages, firstly we initialize all webpages with equal page rank. Then step by step we calculate Page Rank for each Webpage one after the other.
The proposed algorithm (efficient retrieval algorithm)

For document D
Let \( L = (S_1, S_2, \ldots, S_N) \)

Where \( L \) is a collection of log files and \( S_1, S_2, \ldots, S_N \) are terms of log files.

The weight of a term \( S_i \) in document \( d_j \) is the number of times that \( S_i \) appears in \( d_j \), denoted by \( f_{ij} \).

\( N \) = total number of documents
\( df_i \) = total number of documents where \( S_i \) appears.

Input: Log files
Output: Retrieval Information

1. Personalized log files.
2. Apply Page Rank Algorithm i.e.
   \[
   PR(A) = (1-d) + d \left( \frac{PR(W_1)}{C(W_1)} + \ldots + \frac{PR(W_n)}{C(W_n)} \right) \tag{1}
   \]
3. Write a query to retrieve data from log files.
4. For each log files assign weight as a frequency of accessing an information
   \[
   W_{ij} = \begin{cases} 0, & S_i \text{ of document } d_j \notin D \\ 1, & S_i \text{ of document } d_j \in D \end{cases} \tag{2}
   \]
   Also assign,
   \[
   d_{ij} = \begin{cases} 0, & \text{if searched term is not in page } i \text{ of document } j \\ 1, & \text{if searched term is in page } i \text{ of document } j \end{cases} \tag{3}
   \]
5. Calculate term frequency, inverse term frequency and term weight,
   \[
   tf_{ij} = \frac{f_{ij}}{\max(f_{ij}, f_{ij}, \ldots, f_{ij})} \tag{4}
   \]
   \[
   idf_i = \log \frac{N}{df_i} \tag{5}
   \]
   \[
   Q_{ij} = tf_{ij} \times idf_i \tag{6}
   \]
6. Calculate Cosine Similarity
   \[
   \cosine(d_j, q) = \frac{\sum_{i=1}^{N} W_{ij} \times W_{iq}}{\sqrt{\sum_{i=1}^{N} W_{ij}^2} \times \sqrt{\sum_{i=1}^{N} W_{iq}^2}} \tag{7}
   \]

To find out the performance of our algorithm we have calculated precision and recall measure as [1]:

- **Precision** - The ability to retrieve top ranked documents that are most relevant.
- **Recall** - The ability of the search to find all the relevant items from documents.

\[
\text{Precision} = \frac{\text{relevant retrieved document}}{\text{total number of retrieved documents}} \tag{8}
\]
\[
\text{Recall} = \frac{\text{relevant retrieved document}}{\text{total number of relevant documents}} \tag{9}
\]
5. Experiment result & comparison

In this section, we discuss the result of the proposed algorithm based on high performance and low memory consumption and comparison of the Efficient Retrieval Algorithm with previously proposed techniques. Page rank of each page as given below:

Page Rank of page 1 is: 0.31666666666666665
Page Rank of page 2 is: 0.05
Page Rank of page 3 is: 0.31666666666666665
Page Rank of page 4 is: 0.06666666666666667
Page Rank of page 5 is: 0.25

If the page is present in the document then the assigned value of this term is 1 otherwise 0.

Table 1. Absence and presence of page in a document

| Terms | D1 | D2 | D3 | D4 | D5 |
|-------|----|----|----|----|----|
| T1    | 0  | 1  | 1  | 1  | 0  |
| T2    | 0  | 1  | 0  | 1  | 1  |
| T3    | 1  | 0  | 1  | 1  | 1  |
| T4    | 0  | 0  | 0  | 0  | 1  |
| T5    | 1  | 1  | 1  | 1  | 0  |

Table 2. Term frequency and inverse term frequency

| Terms | fij | tfij | idfi |
|-------|-----|------|------|
| T1    | 0.6 | 0.75 | 0.430676 |
| T2    | 0.6 | 0.75 | 0.430676 |
| T3    | 0.8 | 1    | 0.345694 |
| T4    | 0.2 | 0.25 | 0.247694 |
| T5    | 0.8 | 1    | 0.345694 |

Figure 2. TF and IDF graph

[Table 3] shown the weight of each term.

Table 3. Term weight

| Term | Weight |
|------|--------|
| T1   | 0.323007 |
Table 4. Recall Precision

| I  | P(ri) | R_i |
|----|-------|-----|
| 0  | 100%  | 0%  |
| 1  | 100%  | 10% |
| 2  | 80%   | 20% |
| 3  | 71%   | 30% |
| 4  | 62%   | 40% |

Table 5. Comparison of various algorithms.

| Parameter        | FCM | Genetic Algorithm | Proposed Algorithm |
|------------------|-----|-------------------|--------------------|
| Memory consumption | 75% | 70%               | 50%                |
| Time             | 24 sec | 22 sec            | sec                |

Figure 3. Term weight graph

[Table 4] shown the recall precision measure calculated by the recall precision formula.

Figure 4. Recall precision graph
6. Conclusion & future scope

In this paper, we proposed an algorithm named as Efficient Retrieval Model to retrieve information from log files. The proposed algorithm takes less time and low memory consumption as compared to the previously proposed algorithm. We can enhance the algorithm for better performance by considering other parameters such as content etc.
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