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Abstract

We introduce a notion of $F$-concavity which largely generalizes the usual concavity. By the use of the notions of closedness under positive scalar multiplication and closedness under positive exponentiation we characterize power concavity and power log-concavity among nontrivial $F$-concavities, respectively. In particular, we have a characterization of log-concavity as the only $F$-concavity which is closed both under positive scalar multiplication and positive exponentiation. Furthermore, we discuss the strongest $F$-concavity preserved by the Dirichlet heat flow, characterizing log-concavity also in this connection.
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1 Introduction

1.1 Prologue

Concavity and its variations are useful notions to describe the shape of functions and they have fascinated many mathematicians. In particular, in the theory of partial differential equations, an interesting issue is to determine if the solution to a Dirichlet problem in a convex domain shares some concavity property. Pioneering works in this direction are the following results.

(A) Gabriel [4]
Every superlevel set of the Newtonian potential of a bounded convex set in $\mathbb{R}^3$ is convex.

(B) Makar-Limanov [9]
The square root of the torsion function of a planar bounded convex domain is concave.

(C) Brascamp and Lieb [2]
(i) The Dirichlet heat flow in a convex domain preserves logarithmic concavity.
(ii) The first positive Dirichlet eigenfunction of the Laplacian in a bounded convex domain is logarithmically concave.

All these results have been generalized in several ways, and they can be conveniently expressed in terms of power concavity (see Definition 1.1 below). In particular, assertions (A), (B) and (C) can be rephrased as follows.

(A') The Newtonian potential of a bounded convex set is quasiconcave.

(B') The torsion function of a bounded convex domain is $1/2$-concave.

(C') (i) The Dirichlet heat flow in a convex domain preserves 0-concavity.
(ii) The first positive Dirichlet eigenfunction of the Laplacian in a bounded convex domain is 0-concave.

A quasiconcave (or $(-\infty)$-concave) function is a function whose superlevel sets are all convex (see later for more details), while the definition of $p$-concavity for $p \in \mathbb{R}$ is as follows.

Definition 1.1 (Power concavity) Let $p \in \mathbb{R}$ and define

$$\Phi_p(\tau) := \begin{cases} \frac{\tau^p - 1}{p} & \text{for } p \neq 0, \\ \log \tau & \text{for } p = 0, \end{cases}$$

for $\tau > 0$. Set $\Phi_p(0) := \lim_{\tau \to +0} \Phi_p(\tau)$. Let $\Omega$ be a convex domain in $\mathbb{R}^N$. A nonnegative function $f$ in $\Omega$ is said $p$-concave in $\Omega$ if

$$\Phi_p(f(1 - \mu)x + \mu y) \geq (1 - \mu)\Phi_p(f(x)) + \mu\Phi_p(f(y))$$

for $x, y \in \Omega$ and $\mu \in [0, 1]$. 
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Roughly speaking, \( f \) is \( p \)-concave in \( \Omega \) if:

\[
f^p \text{ is concave, for } p > 0; \quad \log f \text{ is concave, for } p = 0; \quad f^p \text{ is convex, for } p < 0.
\]

For \( p = 1 \), we clearly get back to the usual concavity. A 0-concave function is commonly called log-concave. Log-concavity deserves a special place among power concavities, due to its interplay with the Dirichlet heat flow (as we will see also in this paper) and its relevance in many fields of mathematics and in other applied sciences (see for instance [1, 3, 11] for presentations of log-concave functions from different perspectives).

Power concavity is the most common variation of the usual concavity. In this paper we further generalize this notion and we introduce a notion of \( F \)-concavity, embracing power concavity and other interesting variations of concavity. Then we characterize different concavities (in particular, log-concavity) through some of their relevant properties and in connection with the Dirichlet heat flow.

### 1.2 Notations and definitions

Unless otherwise stated, we denote by \( I \) an interval in \( \mathbb{R} \) with \( \text{Int} I \neq \emptyset \), where \( \text{Int} I \) is the interior of \( I \). Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \). We set

\[
\mathcal{A}_0(I) := \{ f : f \text{ is a function in } \Omega \text{ such that } f(x) \in I \text{ for } x \in \Omega \},
\]

\[
\mathcal{A}^+_0(I) := \{ f : f \text{ is a function in } \Omega \text{ such that } \inf_{\Omega} f \in \text{Int } I \text{ and } \sup_{\Omega} f \in \text{Int } I \},
\]

\[
C^+_0 := \{ f : f \text{ is a constant function in } \Omega \}.
\]

Note that \( \mathcal{A}^+_0(I) \subset \mathcal{A}_0(I) \).

**Definition 1.2** Let \( I \) be an interval in \( \mathbb{R} \). A function \( F : I \to \mathbb{R} \cup \{-\infty\} \) is said admissible on \( I \) if \( F \in C(\text{Int } I) \) and \( F \) is strictly increasing on \( I \).

**Definition 1.3** Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \) and \( I \) an interval in \( \mathbb{R} \).

(a) Let \( F \) be admissible on \( I \). For any \( f \in \mathcal{A}_0(I) \), we say that \( f \) is \( F \)-concave in \( \Omega \) if

\[
F(f((1 - \mu)x + \mu y)) \geq (1 - \mu)F(f(x)) + \mu F(f(y)) \tag{1.1}
\]

for \( x, y \in \Omega \) and \( \mu \in [0, 1] \). We denote by \( C_\Omega[F] \) the set of \( F \)-concave functions in \( \Omega \).

(b) Let \( F_1 \) and \( F_2 \) be admissible on \( I \). We say that \( F_1 \)-concavity is stronger (resp. weaker) than \( F_2 \)-concavity in \( \Omega \) if \( C_\Omega[F_1] \subseteq C_\Omega[F_2] \) (resp. \( C_\Omega[F_2] \subseteq C_\Omega[F_1] \)).

(c) We say that \( F \)-concavity is trivial in \( \Omega \) if \( C_\Omega[F] = \mathcal{A}_0(I) \cap C^+_0 \).

Notice that, with the definition above, we can compare only concavities admissible on the same interval (see Section 4.2).

**Remark 1.1** For an admissible function \( F \), we can equivalently rewrite (1.1) as follows:

\[
f((1 - \mu)x + \mu y) \geq F^{-1}((1 - \mu)F(f(x)) + \mu F(f(y))).
\]

The right-hand side of the above inequality is called the \( F \)-mean of \( f(x) \) and \( f(y) \). For properties of \( F \)-means, we refer to e.g. [5, 10].
Remark 1.2 Let $F$ be admissible on an interval $I$.

(i) Set $\tilde{F}(\tau) := -F(-\tau)$ for $-\tau \in I$. Then $\tilde{F}$ is admissible on $-I$ and $C_\Omega[\tilde{F}] = -C_\Omega[F]$.

(ii) For any $\lambda > 0$, set $\tilde{F}(\tau) = F(\lambda\tau)$ for $\tau \in \lambda^{-1}I$. Then $\tilde{F}$ is admissible on $\lambda^{-1}I$ and $C_\Omega[\tilde{F}] = \lambda^{-1}C_\Omega[F]$.

(iii) If $F$ is admissible on an interval $I$, then $\tilde{F}(\tau) = F(\tau) + c$ is admissible on $I$ for every $c \in \mathbb{R}$ and $C_\Omega[\tilde{F}] = C_\Omega[F]$.

(iv) Let $F$ be admissible on an interval $I$. Then the restriction $\tilde{F}$ of $F$ to any subinterval $J \subseteq I$ is admissible on $J$ and $C_\Omega[\tilde{F}] = C_\Omega[F] \cap \mathcal{A}_\Omega(J)$.

Observe that, for admissible functions $F_1$ and $F_2$ on an interval $I$, if $C_\Omega[F_1] = C_\Omega[F_2]$, then

$$C_{\lambda P_\Omega+z}[F_1] = C_{\lambda P_\Omega+z}[F_2] \quad \text{for} \quad \lambda > 0, \quad P \in O(N), \quad z \in \mathbb{R}^N. \quad (1.2)$$

Here $O(N)$ is the orthogonal group in dimension $N$.

Before giving some examples of interesting $F$-concavities, we introduce the following notions, which are crucial to the scope of this paper.

Definition 1.4 Let $\Omega$ be a convex domain in $\mathbb{R}^N$ and $F$ admissible on an interval $I$.

(a) We say that $F$-concavity is closed under positive scalar multiplication if for any $f \in C_\Omega[F]$, it holds $\lambda f \in C_\Omega[F]$ for every $\lambda > 0$.

(b) We say that $F$-concavity is closed under positive exponentiation if for any $f \in C_\Omega[F]$, it holds $f^r \in C_\Omega[F]$ for every $r > 0$.

Clearly, properties (a) and/or (b) impose some restrictions about the interval $I$; we leave to the reader the discussion of these restrictions.

Example 1.1 The function $\Phi_p$ is admissible on $I = [0, \infty)$ for $p \in \mathbb{R}$ and power concavities are of course a relevant example of $F$-concavities. Let us recall some properties of $p$-concave functions:

(i) If $p < q$, then $q$-concavity is stronger than $p$-concavity.

(ii) $p$-concavity is closed under positive scalar multiplication, that is, if $f$ is $p$-concave, then $\lambda f$ is also $p$-concave for $\lambda > 0$.

(iii) If $f$ is $p$-concave and $r > 0$, then $f^r$ is $p/r$-concave. In particular, log-concavity is closed under positive exponentiation, that is, if $f$ is log-concave, then $f^r$ is also log-concave for $r > 0$.

Example 1.2 Let $p \in \mathbb{R}$. Set $\Phi^*_p(0) := -\infty$ if $p > 0$ and otherwise $\Phi^*_p(\tau) := \Phi_p(\tau)$. Then $\Phi^*_p$ is admissible on $I = [0, \infty)$ such that $\Phi^*_p(0) = -\infty$. It easily follows that

$$C_\Omega[\Phi_p] = C_\Omega[\Phi^*_p] \quad \text{if} \quad p \leq 0, \quad C_\Omega[\Phi_p] \subseteq C_\Omega[\Phi^*_p] \quad \text{if} \quad p > 0.$$
Indeed, if \( p > 0 \), then
\[
\chi_K \in \mathcal{C}_{\Omega}[^p] \setminus \mathcal{C}_{\Omega}[^p],
\]
where \( \chi_K \) is the characteristic function of a convex set \( K \subseteq \Omega \). \( \Phi_p^* \)-concavity has been used in the study of the heat flow in \( \mathbb{R}^N \) (see e.g. [2]).

**Example 1.3** (Power log-concavity) Let \( \alpha \in \mathbb{R} \) and define
\[
L_\alpha(\tau) := -\Phi_\alpha(-\log \tau) = \begin{cases} 
\frac{-1}{\alpha} [(-\log \tau)^\alpha - 1] & \text{if } \alpha \neq 0, \\
-\log(-\log \tau) & \text{if } \alpha = 0,
\end{cases}
\]
for \( \tau \in (0, 1) \). Set \( L_\alpha(0) := \lim_{\tau \to +0} L_\alpha(\tau) \) and \( L_\alpha(1) := \lim_{\tau \to 1-0} L_\alpha(\tau) \). Then \( L_\alpha \) is admissible on \( I \), where \( I = [0, 1] \) if \( \alpha > 0 \) and \( I = [0, 1) \) if \( \alpha \leq 0 \). Notice that \( L_\alpha(0) = -\infty \) if and only if \( \alpha \geq 0 \) (see also Theorem 1.1 (b)). For \( f \in \mathcal{A}_\Omega(I) \), we say that \( f \) is \( \alpha \)-log-concave in \( \Omega \) if \( f \) is \( L_\alpha \)-concave in \( \Omega \). The following properties hold (see [8] Section 2).

(i) Let \( 0 \leq f(x) \leq 1 \) in \( \Omega \). Then \( f \) is log-concave in \( \Omega \) if and only if \( f \) is \( 1 \)-log-concave in \( \Omega \).

(ii) If \( \alpha < \beta \), then \( \alpha \)-log-concavity is stronger than \( \beta \)-log-concavity.

(iii) If \( \alpha \leq 1 \) and \( f \) is \( \alpha \)-log-concave, then \( \lambda f \) is also \( \alpha \)-log-concave for \( 0 < \lambda < (\sup_\Omega f)^{-1} \).

(iv) \( \alpha \)-log-concavity is closed under positive exponentiation (see also Example 1.1 (ii)).

(v) For \( 1/2 \leq \alpha \leq 1 \), \( \alpha \)-log-concavity is preserved by the Dirichlet heat flow in \( \Omega \) (see also Proposition 1.2).

Set
\[
f_\alpha(x) := \begin{cases} 
\exp\left(- (1 + \alpha|x|)^{1/\alpha}\right) & \text{if } \alpha \neq 0, \\
\exp(-\exp(|x|)) & \text{if } \alpha = 0,
\end{cases}
\]
for \( x \in \mathbb{R}^N \) if \( \alpha \geq 0 \) and otherwise for \( x \in B(0, 1/|\alpha|) \). Here \( B(0, r) := \{ x \in \mathbb{R}^N : |x| < r \} \) for \( r > 0 \). Then
\[
L_\alpha(f_\alpha(x)) = -|x| \quad \text{for every } \alpha \in \mathbb{R}
\]
and \( f_\alpha \) is \( \alpha \)-log-concave in \( \mathbb{R}^N \) if \( \alpha \geq 0 \) and in \( B(0, 1/|\alpha|) \) otherwise.

Notice also that the function \( \exp(-|x|^2) \) is \( \alpha \)-log-concave in \( \mathbb{R}^N \) if and only if \( \alpha \geq 1/2 \). Similarly the function \( \alpha \exp(-b|x|^2) \) is \((1/2)\)-log-concave in \( \mathbb{R}^N \) for \( 0 \leq a \leq 1 \) and \( b \geq 0 \).

As already said, a function whose superlevel sets are all convex is said quasiconcave or \((-\infty)\)-concave. More explicitly, \( f \) is said quasiconcave in \( \Omega \) if
\[
f((1 - \mu)x + \mu y) \geq \min\{f(x), f(y)\}
\]
for \( x, y \in \Omega \) and \( \mu \in [0, 1] \). We denote by \( C_{\Omega}^- \) the sets of quasiconcave functions in \( \Omega \). It easily follows that
\[
\mathcal{A}_\Omega(I) \cap C_{\Omega}^- \subseteq C_{\Omega}[F] \subseteq C_{\Omega}^-
\]
for every admissible functions \( F \) on \( I \). The second inclusion in (1.3), roughly speaking, tells that quasiconcavity is the weakest among conceivable concavities.
Remark 1.3 Quasiconcavity may be regarded as the limit of $p$-concavity as $p \to -\infty$ and for this reason it is also denoted as $(-\infty)$-concavity. Indeed, for $p \neq 0$, the $p$-concavity of a positive function $f$ can be rewritten as follows (see also Remark 1.4):

$$f((1-\mu)x + \mu y) \geq [(1-\mu)f(x)^p + \mu f(y)^p]^{1/p} := M_p(f(x), f(y); \mu)$$

and $\lim_{p \to -\infty} M_p(a, b; \mu) = \min\{a, b\}$ for $a, b > 0$ and $\mu \in (0, 1)$.

Despite this, quasiconcavity can not be expressed as $F$-concavity for any admissible $F$ and the following inclusion is indeed strict:

$$\bigcup_{\text{admissible } F} C_{\Omega}[F] \subsetneq C_{\Omega}^-.$$

For instance, the function $f$ in $\mathbb{R}$ defined by

$$f(x) := \begin{cases} 1 & \text{for } x \in (0, 1], \\ 2 & \text{for } x \in (1, 2), \\ 0 & \text{otherwise}, \end{cases}$$

is quasiconcave in $\mathbb{R}$ but is not $F$-concave in $\mathbb{R}$ for any admissible $F$ on $[0, 2]$.

Notice also that quasiconcavity is closed under positive scalar multiplication.

1.3 Main results

We state hereafter the main results of this paper. First we specify trivial $F$-concavities, then we identify nontrivial $F$-concavities closed under positive scalar multiplication and positive exponentiation, respectively. Finally, we characterize log-concavity in connection with the Dirichlet heat flow.

**Theorem 1.1** Let $F$ be admissible on an interval $I$.

(a) Let $\Omega$ be a convex domain in $\mathbb{R}^N$ with $\Omega \neq \mathbb{R}^N$. Then $F$-concavity is nontrivial in $\Omega$.

(b) $F$-concavity is trivial in $\mathbb{R}^N$ if and only if $\inf_I F > -\infty$. Furthermore, if $F$ is nontrivial and $f \in C_{\mathbb{R}^N}[F] \setminus C_{\mathbb{R}^N}^+$, then $\inf_{\mathbb{R}^N} F(f) = -\infty$.

It follows from Theorem 1.1(b) that $\Phi_p$-concavity with $p > 0$ and $L_\alpha$-concavity with $\alpha < 0$ are trivial in $\mathbb{R}^N$.

**Theorem 1.2** Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $F_1$ and $F_2$ be admissible on an open interval $I$ such that $F_1$-concavity is nontrivial in $\Omega$. Then $C_{\Omega}[F_1] = C_{\Omega}[F_2]$ if and only if there exists a pair $(A, B) \in (0, \infty) \times \mathbb{R}$ such that

$$F_1(\tau) = AF_2(\tau) + B \quad \text{for} \quad \tau \in I. \quad (1.4)$$

Theorem 1.2 is closely related to [5, Theorem 88], where equivalent means were discussed.

Next we characterize $F$-concavities closed under positive scalar multiplication and positive exponentiation, respectively.
**Theorem 1.3** Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $I$ be an open interval and let $F : I \to \mathbb{R}$ satisfy the following condition:

(F) $F \in C^1(I)$, $F' > 0$ on $I$.

Assume that $F$-concavity is nontrivial in $\Omega$ and possesses the following property:

(P) For any $f \in C_\Omega[F] \cap \mathcal{A}_\Omega^*(I)$, there exists $\epsilon \in (0,1)$ such that

$$\lambda f \in C_\Omega[F] \quad \text{for} \quad \lambda \in (1-\epsilon, 1+\epsilon).$$

Then the following assertions hold.

(a) If $I \subset (0,\infty)$, then there exists a triple $(\alpha, A_1, B_1) \in \mathbb{R} \times (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = A_1 \Phi_\alpha(\tau) + B_1 \quad \text{for} \quad \tau \in I.$$

(b) If $I \subset (-\infty,0)$, then there exists a triple $(\beta, A_2, B_2) \in \mathbb{R} \times (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = -A_2 \Phi_\beta(-\tau) + B_2 \quad \text{for} \quad \tau \in I.$$

(c) If $0 \in I$, then there exists a pair $(A_3, B_3) \in (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = A_3 \tau + B_3 \quad \text{for} \quad \tau \in I.$$

**Theorem 1.4** Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $I$ be an open interval in $(0,\infty)$ and let $F : I \to \mathbb{R}$ satisfy condition (F). Assume that $F$-concavity is nontrivial in $\Omega$ and possesses the following property:

(P') For any $f \in C_\Omega[F] \cap \mathcal{A}_\Omega^*(I)$, there exists $\epsilon \in (0,1)$ such that

$$f' \in C_\Omega[F] \quad \text{for} \quad \tau \in (1-\epsilon, 1+\epsilon).$$

Then the following assertions hold.

(a') If $I \subset (1,\infty)$, then there exists a triple $(\alpha, A_1, B_1) \in \mathbb{R} \times (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = A_1 \Phi_\alpha(\log \tau) + B_1 \quad \text{for} \quad \tau \in I.$$

(b') If $I \subset (0,1)$, then there exists a triple $(\beta, A_2, B_2) \in \mathbb{R} \times (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = -A_2 \Phi_\beta(-\log \tau) + B_2 \quad \text{for} \quad \tau \in I.$$

(c') If $1 \in I$, then there exists a pair $(A_3, B_3) \in (0,\infty) \times \mathbb{R}$ such that

$$F(\tau) = A_3 \log \tau + B_3 \quad \text{for} \quad \tau \in I.$$
Theorem 1.4 is a byproduct of Theorem 1.3. Theorems 1.3 and 1.4 imply that, among nontrivial \( F \)-concavities satisfying condition (F), the following hold:

(i) only power concavity is closed under positive scalar multiplication;

(ii) only power log-concavity is closed under positive exponentiation;

(iii) only log-concavity is closed under both positive scalar multiplication and positive exponentiation.

In Section 3 we also identify \( F \)-concavities closed under translation (see Theorem 3.1).

Next we discuss the preservation of \( F \)-concavity by the Dirichlet heat flow. For any \( \varphi \in L^\infty(\Omega) \), we denote by \( e^{t\Delta} \varphi \) the unique bounded solution to the problem

\[
\begin{align*}
\partial_t u &= \Delta u \quad \text{in } \Omega \times (0, \infty), \\
\quad u &= 0 \quad \text{on } \partial \Omega \times (0, \infty) \quad \text{if } \partial \Omega \neq \emptyset, \\
\quad u(\cdot, 0) &= \varphi(\cdot) \quad \text{in } \Omega.
\end{align*}
\]

We say that \( F \)-concavity is preserved by the Dirichlet heat flow in \( \Omega \) if

\[ e^{t\Delta} \varphi \in \mathcal{C}_\Omega[F] \quad \text{for } t > 0 \quad \text{if } \varphi \in \mathcal{C}_\Omega[F] \cap L^\infty(\Omega). \]

In what follows, we will consider only nonnegative initial data, i.e. \( \varphi \geq 0 \) in \( \Omega \) (whence nonnegative solutions).

As mentioned in assertion (C'), log-concavity is preserved by the Dirichlet heat flow. In this connection one of the main motivations of this paper is the following natural question:

(Q) What is the strongest (nontrivial) \( F \)-concavity preserved by the Dirichlet heat flow?

The answer may not be unique since it strongly depends on the interval \( I \) where \( F \) is defined. See Definition 1.3. When we consider nonnegative initial data, we can restrict our attention to the intervals \( I \) such that \( \text{Int } I = (0, a) \) for some \( a \in (0, \infty) \). When \( I = [0, \infty) \), the answer we give here is “log-concavity”: this is the content of the following Theorem 1.5 (jointly with assertion (C')).

**Theorem 1.5** Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \). Let \( F \) be admissible on \([0, \infty)\) such that \( F(0) = -\infty \). If \( F \)-concavity is preserved by the Dirichlet heat flow in \( \Omega \), then \( F \)-concavity is weaker than log-concavity in \( \Omega \), that is, \( \mathcal{C}_\Omega[\Phi_0] \subset \mathcal{C}_\Omega[F] \).

**Remark 1.4** Let \( F \) be admissible on \([0, \infty)\) and \( \Omega = \mathbb{R}^N \). If \( F(0) > -\infty \), then Theorem 1.1 (b) implies that \( F \)-concavity is trivial, that is, \( \mathcal{C}_\Omega[F] \) consists only of nonnegative constant functions in \( \mathbb{R}^N \) and \( F \)-concavity is trivially preserved by the Dirichlet heat flow.

We already dealt with question (Q) in our previous paper [8, Theorem 3.2] and our answer was different: \((1/2)\)-log-concavity! Beyond appearances, Theorem 1.5 and the conclusion of [8] are not in contrast. Indeed, the intervals considered are different (and even the definition of \( F \)-concavity is different in [8]). For a further discussion, see Section 4.2.
The rest of this paper is organized as follows. In Section 2 we prove Theorems \[1.1\] and \[1.2\]. In Section 3 we prove Theorem \[1.3\]. As applications of Theorem \[1.3\] we prove Theorem \[1.4\] and give a characterization of $F$-concavities closed under translation (see Theorem \[3.1\]). In Section 4 we prove Theorem \[1.5\] and discuss in detail the relation between log-concavity and $(1/2)$-log-concavity. In Section 5 we present some open problems related to the Dirichlet heat flow.

2 Proofs of Theorems \[1.1\] and \[1.2\]

We prove Theorems \[1.1\] and \[1.2\] to characterize nontrivial $F$-concavities.

**Proof of Theorem \[1.1\]** Let $\Omega$ be a convex domain with $\Omega \neq \mathbb{R}^N$. Then we find $x_\ast \in \partial \Omega$ and $\nu \in \mathbb{R}^N$ such that

$$\Omega \subset \{ x \in \mathbb{R}^N : \langle x - x_\ast, \nu \rangle > 0 \}$$

(see e.g. \[12\] Theorem 1.3.2). Here $\langle \cdot, \cdot \rangle$ is the standard inner product in $\mathbb{R}^N$. Let $F$ be admissible on $I$. Set

$$g(x) := F(b) - (F(b) - F(a))e^{-\langle x - x_\ast, \nu \rangle} \quad \text{for} \quad x \in \Omega,$$

where $-\infty < a < b < \infty$ and $[a, b] \subset \text{Int } I$. Then $g$ is strictly concave in $\Omega$ and $F(a) < g(x) < F(b)$ in $\Omega$. Since $F$ is strictly increasing and continuous on $[a, b]$, the inverse function $G$ of $F$ can be defined on $[F(a), F(b)]$ and set $f(x) := G(g(x)) \in [a, b]$ for $x \in \Omega$. Then we easily see that $f$ is a nonconstant $F$-concave function in $\Omega$, that is, $F$-concavity is nontrivial in $\Omega$. Thus assertion (a) follows.

We prove assertion (b). Let $\Omega = \mathbb{R}^N$ and $\inf_I F = -\infty$. Let $a$, $b$ be as in the above. Assume that $\inf I \notin I$. Since $F$ is admissible on $I$ and $\inf_I F = -\infty$, we see that

$$\lim_{\tau \to \inf I + 0} F(\tau) = -\infty,$$

which implies that the inverse function $G$ of $F$ can be defined on $(-\infty, F(b)]$. Set

$$\hat{g}(x) := F(b) - e^{-x_1}, \quad \hat{f}(x) := G(\hat{g}(x)),$$

for $x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{N-1}$. Then $\hat{f}$ is a nonconstant $F$-concave function in $\Omega$. If $\inf I \in I$, then $F(\inf I) = -\infty$ and set

$$\hat{g}(x) := \begin{cases} F(b) - (F(b) - F(a))e^{-x_1} & \text{for } x_1 > 0, \\ -\infty & \text{for } x_1 \leq 0, \end{cases} \quad \hat{f}(x) := \begin{cases} G(\hat{g}(x)) & \text{for } x_1 > 0, \\ \inf I & \text{for } x_1 \leq 0, \end{cases}$$

for $x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{N-1}$. Then $\hat{f}$ is a nonconstant $F$-concave function in $\Omega$. Therefore we see that $F$-concavity is nontrivial in $\mathbb{R}^N$ if $\inf I F = -\infty$.

On the other hand, let $f \in C^\infty_{\mathbb{R}^N}[F]$ be such that $F(f)$ is bounded from below. Since a nonconstant concave function in $\mathbb{R}^N$ must be unbounded from below, we see that $F(f)$ is constant, whence $f$ must be constant and assertion (b) follows. \(\Box\)

**Proof of Theorem \[1.2\]** If \[1.4\] holds, then it easily follows that $C_{\Omega}[F_1] = C_{\Omega}[F_2]$. So we
have only to prove that $C[\Omega[F_1] = C[\Omega[F_2]$ implies (1.4). The proof is by contradiction. Assume that (1.4) does not hold. Then we can assume, without loss of generality, that

$$F_1(a) = F_2(a) = 0, \quad F_1(b) = F_2(b) = 1, \quad F_1(c) \neq F_2(c),$$  
(2.1)

holds for some $a, b, c \in I$ with $a < c < b$ (see also Remark 1.2). The strict monotonicity of $F_1$ and $F_2$ implies that $F_1(c), F_2(c) \in (0, 1)$.

Let $\Omega$ be a convex domain in $\mathbb{R}^N$ with $\Omega \neq \mathbb{R}^N$. Let $a' \in I$ be such that $a' < a$. Thanks to (1.2), we can assume, without loss of generality, that $0 \in \Omega$ and

$$\{se_1 : F_1(a') < s \leq 1 \} \subset \Omega \subset \{(x_1, x') : x_1 > F_1(a'), x' \in \mathbb{R}^{N-1}\},$$

where $e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^N$. Set

$$g(x) = \min\{x_1, 1\} \quad \text{for} \quad x = (x_1, x') \in \Omega.$$

Then $g$ is a concave function in $\Omega$ such that $\{g(x) : x \in \Omega\} = (F_1(a'), 1]$. Since the inverse function $G_1$ of $F_1$ can be defined on $(F_1(a'), 1]$, we set

$$f(x) := G_1(g(x)) \quad \text{for} \quad x \in \Omega.$$

Then $f$ is $F_1$-concave in $\Omega$. Since $C[\Omega[F_1] = C[\Omega[F_2]$, we see that the function $h = F_2(f)$ is concave in $\Omega$. Furthermore,

$$h(0) = F_2(G_1(0)) = 0, \quad h(e_1) = F_2(G_1(1)) = 1.$$

These together with the concavity of $w$ imply that

$$h(se_1) \geq s, \quad \text{that is,} \quad f(se_1) \geq G_2(s),$$

for $s \in (0, 1]$, where $G_2$ is the inverse function of $F_2$ on $[0, 1]$. Then we deduce that

$$c = G_1(F_1(c)) = G_1(g(F_1(c)e_1)) = f(F_1(c)) \geq G_2(F_1(c)),$$

that is, $F_2(c) \geq F_1(c)$. Similarly, we can show that $F_2(c) \leq F_1(c)$. Then $F_2(c) = F_1(c)$, which contradicts (2.1). Thus Theorem 1.2 follows in the case $\Omega \neq \mathbb{R}^N$.

Let $\Omega = \mathbb{R}^N$. Since $F_1$-concavity is nontrivial, by Theorem 1.1 (b) we see that $F_1$ and $F_2$ are unbounded below. Then we apply the same argument as in the case $\Omega \neq \mathbb{R}^N$ to find a contradiction. Thus Theorem 1.2 follows in the case $\Omega = \mathbb{R}^N$. The proof is complete. \[\square\]

3 Proofs of Theorems 1.3 and 1.4

In this section we characterize $F$-concavities closed under positive scalar multiplication, under positive exponentiation and under translation. By the letter $C$ we denote a generic positive constant and this may have different values even within the same line.

**Proof of Theorem 1.3** Consider the case $\Omega \neq \mathbb{R}^N$. Let $x_* \in \partial \Omega$ and $\nu \in \mathbb{R}^N$ be as in the
proof of Theorem 1.1. We can assume, without loss of generality, that \( x_*=0 \) and \( \nu = e_1 \), whence \( \Omega \subset \mathbb{R}^N_+ := \{(x_1,x') \in \mathbb{R}^N : x_1 > 0, x' \in \mathbb{R}^{N-1} \} \) and \( 0 \in \partial \Omega \).

Let \( F \) be admissible on an open interval \( I \). Let \( -\infty < m_1 < m_2 < m_2' < \infty \) be such that \([m_1,m_2'] \subset I \). Set

\[
d := \min\{1 ; \sup\{x_1 : (x_1,0) \in \Omega \}\} > 0, \quad S := (0,d), \quad k := \frac{F(m_2) - F(m_1)}{d} > 0.
\]

Let \( g = g(s) \) be a smooth concave function on \((0,\infty)\) such that

\[
g(s) = F(m_1) + ks \quad \text{for} \quad s \in S, \quad F(m_1) < g(s) < F(m_2') \quad \text{for} \quad s \in (0,\infty). \tag{3.1}
\]

Then \( \{g(s) : s \in S\} = (F(m_1), F(m_2)) \). Since the inverse function \( G \) of \( F \) can be defined on the interval \((F(m_1), F(m_2'))\), we set

\[
f(s) := G(g(s)) \quad \text{for} \quad s > 0.
\]

It follows from \( G \in C^1((F(m_1), F(m_2))) \) that \( f \in C^1(S) \). Furthermore, we have

\[
\frac{d}{ds} F(f(s)) = F'(f(s)) \frac{d}{ds} f(s) = k \quad \text{and} \quad \frac{d}{ds} f(s) > 0 \quad \text{for} \quad s \in S, \quad \{f(s) : s \in S\} = (m_1, m_2) \quad \text{and} \quad \{f(s) : s > 0\} \subset (m_1, m_2').
\]

Set

\[
\tilde{f}(x) := f(x_1) \quad \text{for} \quad x = (x_1, x') \in \Omega.
\]

Then \( \tilde{f} \) is \( F \)-concave in \( \Omega \). Since \( \tilde{f} \in C_\Omega[F] \cap A^s_\Omega(I) \), by property (P) we find \( \epsilon \in (0,1) \) such that

\[
\lambda \tilde{f} \in C_\Omega[F] \quad \text{for} \quad \lambda \in (1-\epsilon, 1+\epsilon).
\]

This implies that

\[
\mathcal{F}(x,y,\lambda,\mu) := F(\lambda \tilde{f}((1-\mu)x + \mu y)) - (1-\mu)F(\lambda \tilde{f}(x)) - \mu F(\lambda \tilde{f}(y))
\]

\[
= F'(\lambda \tilde{f}((1-\mu)x_1 + \mu y_1)) - (1-\mu)F'(\lambda \tilde{f}(x_1)) - \mu F'(\lambda \tilde{f}(y_1)) \geq 0
\]

for \( x = (x_1, x') \), \( y = (y_1, y') \in \Omega \), \( \mu \in [0,1] \) and \( \lambda \in (1-\epsilon, 1+\epsilon) \). On the other hand, by \( \Box \)

we see that

\[
\mathcal{F}(x,y,1,\mu) = g((1-\mu)x_1 + \mu y_1) - (1-\mu)g(x_1) - \mu g(y_1) = 0
\]

for \( x = (x_1, x') \), \( y = (y_1, y') \in \Omega \) with \( x_1, y_1 \in S \) and \( \mu \in [0,1] \). These imply that

\[
0 = \frac{\partial}{\partial \lambda} \mathcal{F}(x,y,\lambda,\mu) \bigg|_{\lambda=1}
\]

\[
= F'(f((1-\mu)x_1 + \mu y_1))f((1-\mu)x_1 + \mu y_1) - (1-\mu)F'(f(x_1))f(x_1) - \mu F'(f(y_1))f(y_1)
\]

for \( x = (x_1, x') \), \( y = (y_1, y') \in \Omega \) with \( x_1, y_1 \in S \) and \( \mu \in [0,1] \), that is,

\[
F'(f((1-\mu)s_1 + \mu s_2))f((1-\mu)s_1 + \mu s_2) = (1-\mu)F'(f(s_1))f(s_1) + \mu F'(f(s_2))f(s_2)
\]
for $s_1, s_2 \in S$. Then we see that the function $F'(f(s))f(s)$ is a linear function on $S$ and find $a, b \in \mathbb{R}$ such that

$$F'(f(s))f(s) = as + b \quad \text{for} \quad s \in S. \quad (3.3)$$

This together with (3.2) implies that

$$f(s) \sqrt{\frac{ds}{ds}} f(s) = \frac{as + b}{k} \quad \text{for} \quad s \in S. \quad (3.4)$$

We consider the case $0 \notin I$ and set

$$\sigma_I := \begin{cases} 1 & \text{if } I \subset (0, \infty), \\ -1 & \text{if } I \subset (-\infty, 0). \end{cases}$$

We prove assertions (a) and (b). Since $f(s) \in I$ for $s \in S$, by (3.3) we see that

$$F'(f(s)) \cdot \sigma_I f(s) = \sigma_I (as + b) > 0$$

for $s \in S$, in particular, $\sigma_I b > 0$ if $a = 0$. It follows from (3.4) that

$$\frac{d}{ds} \log |f(s)| = \frac{1}{f(s)} \frac{d}{ds} f(s) = \frac{k}{as + b},$$

that is,

$$\log |f(s)| = \begin{cases} \frac{k}{a} \log |as + b| + C & \text{if } a \neq 0, \\ \frac{k}{b} s + C & \text{if } a = 0, \end{cases}$$

for $s \in S$. Then

$$f(s) = \begin{cases} \sigma_I e^{\frac{k}{a} (|as + b|)} & \text{if } a \neq 0, \\ \sigma_I e^{\frac{k}{b} s} & \text{if } a = 0, \end{cases} \quad \frac{d}{ds} f(s) = \frac{k}{as + b} f(s),$$

for $s \in S$. By (3.2) we obtain

$$F'(f(s)) = k \sqrt{\frac{ds}{ds}} f(s) = \frac{as + b}{f(s)} = \begin{cases} e^{-\frac{ac}{k}} |f(s)|^{-1 + \frac{a}{k}} & \text{if } a \neq 0, \\ b f(s)^{-1} & \text{if } a = 0, \end{cases} \quad (3.5)$$

for $s \in S$, which implies that

$$F'(\tau) = \begin{cases} e^{-\frac{ac}{k}} |\tau|^{-1 + \frac{a}{k}} & \text{if } a \neq 0, \\ b \tau^{-1} & \text{if } a = 0, \end{cases}$$

for $\tau \in (m_1, m_2)$. Integrating this equality yields

$$F(\tau) = A \Phi_\beta (\sigma_I \tau) + C$$
for \( \tau \in (m_1, m_2) \), where

\[
\beta = \frac{a}{k} \in \mathbb{R}, \quad A = \begin{cases} 
\sigma f e^{-\frac{ag}{k}} & \text{if } a \neq 0, \\
b & \text{if } a = 0.
\end{cases}
\]

Notice that \( \sigma f A > 0 \). Since \( m_1 \) and \( m_2 \) are arbitrary, we obtain \( F(\sigma f \tau) = A \Phi(\tau) + C \) for \( \tau \in I \). Thus assertions (a) and (b) follow.

We consider the case \( 0 \in I \) and prove assertion (c). We can assume, without loss of generality, that \( m_1 < 0 < m_2 \). Since there exists \( s_* \in S \) such that \( f(s_*) = 0 \), we find \( a \in \mathbb{R} \) such that

\[
F'(f(s))f(s) = a(s - s_*) \quad \text{for } s \in S,
\]

instead of (3.3). Since \( F' > 0 \) and \( f \) is strictly increasing on \( S \), we see that \( a > 0 \). Furthermore,

\[
f(s) < 0 \quad \text{for } s \in (0, s_*) \quad \text{and} \quad f(s) > 0 \quad \text{for } t \in (s_*, d). \tag{3.6}
\]

Repeating the above argument, we see that

\[
\frac{d}{ds} \log |f(s)| = \frac{1}{f(s)} \frac{d}{ds} f(s) = \frac{k}{a(s - s_*)} \quad \text{for } s \in S \setminus \{s_*\}.
\]

Then we find \( C_1, C_2 \in \mathbb{R} \) such that

\[
\log |f(s)| = \begin{cases} 
\frac{k}{a} \log |a(s - s_*)| + C_1 & \text{for } 0 < s < s_*, \\
\frac{k}{a} \log |a(s - s_*)| + C_2 & \text{for } s_* < s < d,
\end{cases}
\]

which together with (3.6) implies that

\[
f(s) = -e^{C_1} a(s_* - s)^{\frac{k}{a}} \quad \text{for } \quad s \in (0, s_*), \quad f(s) = e^{C_2} a(s_* - s)^{\frac{k}{a}} \quad \text{for } \quad s \in (s_*, d).
\]

Recalling \( f \in C^1(S) \) and \( a > 0 \), by (3.2) we see that \( k/a = 1 \) and \( C_1 = C_2 \), that is,

\[
f(s) = e^{C_1} (s - s_*)
\]

for \( s \in S = (0, d) \). Similarly to (3.5), we have

\[
F'(f(s)) = k \sqrt{\frac{d}{ds} f(s)} = ke^{-C_1}
\]

for \( s \in S \), which implies that \( F'(\tau) = ke^{-C_1} \) for \( \tau \in (m_1, m_2) \). Then, repeating the above argument, we deduce that

\[
F(\tau) = A\tau + C
\]

for \( \tau \in I \), where \( A = ke^{-C_1} > 0 \). Thus assertion (c) follows. Therefore the proof of Theorem 1.3 is complete in the case \( \Omega \neq \mathbb{R}^N \).
It remains to consider the case $\Omega = \mathbb{R}^N$. Since $F$-concavity is nontrivial, by Theorem 1.1 (b) we see that $\inf I F = -\infty$. Let $-\infty < m_1 < m_2 < m_2' < \infty$ be such that $[m_1, m_2'] \subset I$. Let $\tilde{g} = \tilde{g}(s)$ be a smooth concave function on $\mathbb{R}$ such that 
\[
\tilde{g}(s) = F(m_1) + ks \quad \text{for} \quad s \in \tilde{S} := (-\infty, 1), \quad F(m_1) < \tilde{g}(s) < F(m_2') \quad \text{for} \quad s \in (-\infty, \infty).
\]
Since the inverse function $G$ of $F$ can be defined on $(-\infty, F(m_2'))$, we set $\tilde{f}(s) = G(\tilde{g}(s))$ for $s \in \tilde{S}$. Then, repeating the same argument as in the case $\Omega \neq \mathbb{R}^N$, we obtain assertions (a), (b) and (c). Thus Theorem 1.3 follows.

Next we apply Theorem 1.3 to prove Theorem 1.4.

**Proof of Theorem 1.4.** Let $F$ be admissible on an open interval $I \subset (0, \infty)$. Set 
\[
J := \{ \log \tau : \tau \in I \}, \quad \tilde{F}(t) := F(e^t) \quad \text{for} \quad t \in J.
\]
Then $J$ is an open interval and $\tilde{F}$ is admissible on $J$. Furthermore, 
\[
f \in C_\Omega[F] \quad \text{if and only if} \quad \log f \in C_\Omega[\tilde{F}].
\]
It follows from property (P') that $\tilde{F}$ possesses property (P). Therefore we find that assertions (a), (b) and (c) in Theorem 1.3 hold with $F$ and $I$ replaced by $\tilde{F}$ and $J$, respectively. This implies the desired conclusion, and Theorem 1.4 follows.

Similarly to the proof of Theorem 1.4, we give a characterization of $F$-concavities closed under translation.

**Theorem 3.1** Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $I$ be an open interval and let $F : I \to \mathbb{R}$ satisfy condition (F). Assume that $F$-concavity is nontrivial in $\Omega$ and it possesses property:

\[(P'')\quad \text{For any} \quad f \in C_\Omega[F] \cap A^{*}_\Omega(I), \text{ there exists} \quad \epsilon > 0 \text{ such that} \quad f + c \in C_\Omega[F] \quad \text{for} \quad c \in (-\epsilon, \epsilon).\]

Then there exists a triple $(\alpha, A, B) \in \mathbb{R} \times (0, \infty) \times \mathbb{R}$ such that 
\[
F(\tau) = A \Phi_{\alpha}(e^\tau) + B \quad \text{for} \quad \tau \in I.
\]

**Proof.** Let $F$ be admissible on an open interval $I$. Set 
\[
J := \{ e^\tau : \tau \in I \} \subset (0, \infty), \quad \tilde{F}(t) := F(\log t) \quad \text{for} \quad t \in J.
\]
Then $J$ is an open interval and $\tilde{F}$ is admissible on $J$. Furthermore, 
\[
f \in C_\Omega[F] \quad \text{if and only if} \quad e^f \in C_\Omega[\tilde{F}].
\]
It follows from property (P'') that $\tilde{F}$ possesses property (P). Therefore, by Theorem 1.3 (a) we find a triple $(\alpha, A, B) \in \mathbb{R} \times (0, \infty) \times \mathbb{R}$ such that 
\[
\tilde{F}(\tau) = A \Phi_{\alpha}(\tau) + B
\]
for $\tau \in J$. This implies the desired conclusion. \(\Box\)
4 \ F-concavity and Dirichlet heat flow

We prove Theorem 1.5 and discuss the relation between log-concavity and (1/2)-log-concavity.

4.1 Proof of Theorem 1.5

The following lemma is crucial for the proof of Theorem 1.5.

Lemma 4.1 Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \). Let \( F \) be admissible on \([0, \infty)\) such that \( F(0) = -\infty \). Assume that \( F \)-concavity is preserved by the Dirichlet heat flow in \( \Omega \). Then the function

\[
[0, \infty) \ni s \mapsto F\left(k e^{-s^2}\right)
\]

is concave for every \( k > 0 \).

Proof. We modify the proof of [8, Theorem 3.2] to prove Lemma 4.1. The proof is by contradiction. We assume that the function

\[
[0, \infty) \ni s \mapsto F\left(k e^{-s^2}\right)
\]

is not concave for some \( k > 0 \). Then we find \( s_1, s_2 > 0 \) and \( \mu \in (0, 1) \) such that

\[
F\left(k e^{-((1-\mu)s_1+\mu s_2)^2}\right) < (1-\mu)F\left(k e^{-s_1^2}\right) + \mu F\left(k e^{-s_2^2}\right).
\]

(4.1)

Let

\[
u(x, t) := \left[e^{t \Delta \chi_{B(0,1)}}\right](x) = (4\pi t)^{-\frac{N}{2}} \int_{B(0,1)} e^{-\frac{|x-y|^2}{4t}} dy
\]

for \( x \in \mathbb{R}^N \) and \( t > 0 \). Then, for any \( L > 0 \),

\[
\lim_{t \to \infty} \sup_{\{x \in \mathbb{R}^N : |x| \leq Lt\}} \left| (4\pi t)^{-\frac{N}{2}} |B(0,1)|^{-1} u(x, t) - e^{-\frac{|x|^2}{4t}} \right| = 0,
\]

(4.2)

where \( |B(0,1)| \) is the volume of \( B(0,1) \). Set

\[
x(t) := 2\sqrt{t} s_1 e_1, \quad y(t) := 2\sqrt{t} s_2 e_1,
\]

for \( t > 0 \). Taking a sufficiently large \( T > 0 \), we observe from (4.1) and (4.2) that

\[
F\left(k (4\pi T)^{-\frac{N}{2}} |B(0,1)|^{-1} u((1-\mu)x(T) + \mu y(T), T)\right)
\]

\[
< (1-\mu)F\left(k (4\pi T)^{-\frac{N}{2}} |B(0,1)|^{-1} u(x(T), T)\right) + \mu F\left(k (4\pi T)^{-\frac{N}{2}} |B(0,1)|^{-1} u(y(T), T)\right).
\]

Setting

\[
v(x, t) := k (4\pi T)^{-\frac{N}{2}} |B(0,1)|^{-1} u(x, t) = k (4\pi T)^{-\frac{N}{2}} |B(0,1)|^{-1} \left[e^{t \Delta \chi_{B(0,1)}}\right](x),
\]

we obtain

\[
F\left((1-\mu)x(T) + \mu y(T), T)\right) < (1-\mu)F\left(v(x(T), T)\right) + \mu F\left(v(y(T), T)\right).
\]

(4.3)
This implies that \( v(\cdot, T) \) is not \( F \)-concave in \( \mathbb{R}^N \).

Let \( \Omega \) be a convex domain in \( \mathbb{R}^N \). We can assume, without loss of generality, that \( 0 \in \Omega \). Set \( \Omega_n = n\Omega \) for \( n = 1, 2, \ldots \). For sufficiently large \( n \), let

\[
v_n(x, t) := k(4\pi T)^{N/2} |B(0, 1)|^{-1} \left[ e^{t \Delta_n} \chi_{B(0, 1)} \right] (x)
\]

for \( x \in \Omega_n \) and \( t > 0 \). Since \( \Omega_n \to \mathbb{R}^N \) as \( n \to \infty \), we see that

\[
\lim_{n \to \infty} v_n(x, t) = v(x, t) \quad \text{for} \quad (x, t) \in \mathbb{R}^N \times (0, \infty).
\]

This together with (4.3) yields

\[
F(v_n((1 - \mu)x(T) + \mu y(T), T)) < (1 - \mu)F(v_n(x(T), T)) + \mu F(v_n(y(T), T)) \quad (4.4)
\]

for sufficiently large \( n \).

For sufficiently large \( n \), set \( w_n(x, t) := v_n(nx, n^2t) \) for \( x \in \Omega \) and \( t > 0 \). Then \( w_n \) satisfies

\[
\begin{cases}
\partial_t w_n = \Delta w_n & \text{in} \quad \Omega \times (0, \infty), \\
w_n = 0 & \text{in} \quad \partial\Omega \times (0, \infty), \\
w_n(\cdot, 0) = k(4\pi T)^{N/2} |B(0, 1)|^{-1} \chi_{B(0, n^{-1})} & \text{in} \quad \Omega.
\end{cases}
\]

In addition, \( w_n(\cdot, 0) \) is \( F \)-concave in \( \Omega \) due to \( F(0) = -\infty \). Furthermore, for sufficiently large \( n \), it follows from (4.4) that

\[
F(w_n((1 - \mu)n^{-1}x(T) + \mu n^{-1}y(T), n^{-2}T)) < (1 - \mu)F(w_n(n^{-1}x(T), n^{-2}T)) + \mu F(w_n(n^{-1}y(T), n^{-2}T)),
\]

which implies that \( w_n(\cdot, n^{-2}T) \) is not \( F \)-concave in \( \Omega \). These imply that \( F \)-concavity is not preserved by the Dirichlet heat flow in \( \Omega \). This is a contradiction. Thus Lemma 4.1 follows. \( \blacksquare \)

Next we characterize log-concavity. Let \( \rho \in C^\infty(\mathbb{R}) \) be even such that

\[
\rho \geq 0 \quad \text{in} \quad \mathbb{R}, \quad \rho = 0 \quad \text{outside} \quad [-1, 1], \quad \int_{\mathbb{R}} \rho(s) \, ds = 1.
\]

For \( n = 1, 2, \ldots \) set \( \rho_n(s) := n\rho(ns) \) for \( s \in \mathbb{R} \). Then

\[
\rho_n \geq 0 \quad \text{in} \quad \mathbb{R}, \quad \rho_n = 0 \quad \text{outside} \quad [-1/n, 1/n], \quad \int_{\mathbb{R}} \rho_n(s) \, ds = 1.
\]

**Lemma 4.2** Let \( F \) be admissible on \([0, \infty)\). Then the function

\[
[0, \infty) \ni s \mapsto F(ke^{-s^2})
\]

is concave for every \( k > 0 \) if and only if the function \( H(t) := F(e^t) \) is concave for \( t \in \mathbb{R} \). Furthermore, in both cases, \( F(0) = -\infty \).
Proof. First assume that $H$ is concave. Let $k > 0$ and set $\sigma := \log k$. Then, for $s_0, s_1 \geq 0$ and $\mu \in [0, 1]$, we have

$$F\left(ke^{-\{(1-\mu)s_0+\mu s_1\}^2}\right) = F\left(e^{\sigma-\{(1-\mu)s_0+\mu s_1\}^2}\right) \geq F\left(e^{\sigma-\{(1-\mu)s_0^2+\mu s_1^2\}}\right) = F\left(e^{(1-\mu)(\sigma-s_0^2)+\mu(\sigma-s_1^2)}\right) \geq (1 - \mu)F\left(e^{s_0^2}\right) + \mu F\left(e^{s_1^2}\right) = (1 - \mu)F\left(ke^{-s_0^2}\right) + \mu F\left(ke^{-s_1^2}\right),$$

where the first inequality follows from the monotonicity of $F$ together with the convexity of $[0, \infty) \ni s \mapsto s^2$. Thus we obtain the concavity of $[0, \infty) \ni s \mapsto F(ke^{-s^2})$.

Conversely, given $t_0, t_1 \in \mathbb{R}$ and $\mu \in [0, 1]$, we prove that

$$F\left(e^{(1-\mu)t_0+\mu t_1}\right) \geq (1 - \mu)F\left(e^{t_0}\right) + \mu F\left(e^{t_1}\right). \tag{4.5}$$

Setting

$$T := \max\{t_0, t_1\}, \quad s_0 = \sqrt{T-t_0}, \quad s_1 = \sqrt{T-t_1}, \quad k := e^T,$$

we see that

$$(1 - \mu)F\left(e^{t_0}\right) + \mu F\left(e^{t_1}\right) = (1 - \mu)F\left(e^{T-s_0^2}\right) + \mu F\left(e^{T-s_1^2}\right) = (1 - \mu)F\left(ke^{-s_0^2}\right) + \mu F\left(ke^{-s_1^2}\right) \tag{4.6}$$

$$\leq F\left(ke^{-\{(1-\mu)s_0+\mu s_1\}^2}\right) = F\left(e^{T-\{(1-\mu)\sqrt{T-t_0}+\mu \sqrt{T-t_1}\}^2}\right),$$

where we used the concavity of $F(ke^{-s^2})$ in the inequality. Since

$$\lim_{T \to +\infty} \left[T - \left\{(1 - \mu)\sqrt{T-t_0} + \mu \sqrt{T-t_1}\right\}^2\right] = (1 - \mu)t_0 + \mu t_1$$

and $F$ is continuous in $(0, +\infty)$, passing to the limit as $T$ goes to $+\infty$ in (4.6) gives (4.5).

Finally, to prove that $F(0) = -\infty$ in both cases, just notice that the concavity of $H$ assures the existence of $m \in \mathbb{R}$ with

$$H(t) \leq H(0) + mt \quad \text{for} \quad t \in \mathbb{R}.$$ 

Since $H$ is strictly increasing, it must be $m > 0$. Then

$$\lim_{\tau \to +0} F(\tau) = \lim_{t \to -\infty} F\left(e^t\right) = \lim_{t \to -\infty} H(t) = -\infty,$$

and the proof is complete. \qed

Now we complete the proof of Theorem 1.5

Proof of Theorem 1.5. Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Assume that $F$-concavity is preserved by the Dirichlet heat flow in $\Omega$. It follows from Lemmas 1.1 and 1.2 that the function $H(t) = F\left(e^t\right)$ is concave for $t \in \mathbb{R}$. To conclude the proof, we have to prove that $C_\Omega[F_0] \subseteq C_\Omega[F]$, that is, $F(f)$ is concave in $\Omega$ for every log-concave function $f$. 
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Let $f$ be a log-concave function in $\Omega$. There exists a concave function $h : \Omega \to \mathbb{R} \cup \{-\infty\}$ such that $f = e^h$, that is, $F(f) = H(h)$ in $\Omega$. Let $x, y \in \Omega$ with $f(x)f(y) > 0$ and $\mu \in [0, 1]$. The concavity of $h$ together with the monotonicity and the concavity of $H$ implies that

$$F(f((1 - \mu)x + \mu y)) = H(h((1 - \mu)x + \mu y))$$

$$\geq H((1 - \mu)h(x) + \mu h(y))$$

$$\geq (1 - \mu)H(h(x)) + \mu H(h(y)) = (1 - \mu)F(f(x)) + \mu F(f(y)),$$

that is, the concavity of $F(f)$. Then $f \in \mathcal{C}_\Omega[F]$, and Theorem 1.5 follows. □

4.2 The relation between log-concavity and $(1/2)$-log-concavity.

Next we discuss the relation between 1/2-log-concavity and log-concavity.

As we have already said, in our previous paper [8] our answer to question (Q) was 1/2-log-concavity. Indeed, the definition of $F$-concavity given in [8] is different from here. Precisely, let $I = [0, a]$ for some $a > 0$ or $I = [0, +\infty)$; following [8, Definition 2.2], given a convex set $\Omega$ and an admissible $F$ on $I$ such that $F(0) = -\infty$, we define

$$C^*_\Omega[F] := \{ f : f \text{ is a function in } \Omega \text{ such that } \kappa f \in \mathcal{C}_\Omega[F] \text{ for sufficiently small } \kappa > 0 \}.$$

Then:

(a’) a nonnegative bounded function $f$ is said $F$-concave in $\Omega$ if $f \in C^*_\Omega[F]$;

(b’) let $F_1$ and $F_2$ be admissible on $I_1$ and $I_2$, respectively, where for $i = 1, 2$ either $I_i = [0, a_i]$ for some $a_i > 0$ or $I_i = [0, +\infty)$, then $F_1$-concavity is said stronger than $F_2$-concavity in $\Omega$ if $C^*_\Omega[F_1] \subset C^*_\Omega[F_2]$.

These definitions make $F$-concavity and the comparison between different $F$-concavities independent of the interval $I$. In this way, thanks to the forthcoming Propositions 4.1 and 4.2, we can say that the answer to question (Q) is (1/2)-log-concavity.

On the other hand, Definition 1.3 (a) seems much more natural than (a’) above, and more consistent with the existing literature. Then we preferred to change our notation here, so that question (Q) remains strictly dependent on the interval $I$. Notice also that in [8] we used a different terminology for $\alpha$-log-concavity: for $\alpha > 0$, a nonnegative bounded function $f$ is said $\alpha$-log-concave in $\Omega$ if $f \in \mathcal{C}_\Omega[L_1/\alpha]$.

Before giving Proposition 4.1 we characterize 1/2-log-concavity (compare with Lemma 4.1 and see also Remark 1.2 (ii)).

Lemma 4.3 Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $a > 0$ and $F$ be admissible on $[0, a]$ such that $F$-concavity is nontrivial in $\Omega$. Assume that the function

$$[0, \infty) \ni s \mapsto F \left( ae^{-s^2} \right)$$

is concave. Set $\bar{F}(\tau) := F(a\tau)$ for $\tau \in [0, 1]$. Then $F(0) = -\infty$ and

$$\mathcal{C}_\Omega[L_{1/2}] \subset \mathcal{C}_\Omega[\bar{F}] = a^{-1}\mathcal{C}_\Omega[F].$$
Proof. Lemma 4.3 follows from the same argument as in the proof of [8, Lemma 2.3]. We give the proof for completeness of this paper.

Since $F$ is strictly increasing in $(0, 1)$, we see that the function $R \ni s \mapsto F(a e^{-s^2})$ is concave and nonconstant, which together with Theorem 1.1 (b) implies that

$$\lim_{\tau \to 0^+} F(\tau) = -\infty = F(0).$$

Let $f \in C_\Omega[L_{1/2}]$. Set

$$g(x) := -\frac{1}{2}L_{1/2}(f(x)) + 1 = \begin{cases} \sqrt{-\log f(x)} & \text{if } f(x) > 0, \\ \infty & \text{if } f(x) = 0. \end{cases}$$

Then $g$ is nonnegative and convex in $\Omega$, that is,

$$0 \leq g((1 - \mu)x + \mu y) \leq (1 - \mu)g(x) + \mu g(y)$$

for $x, y \in \Omega$ and $\mu \in [0, 1]$. On the other hand, by $F$-concavity of $ae^{-s^2}$ we have

$$F \left( a e^{-((1 - \mu)g(x) + \mu g(y))^2} \right) \geq (1 - \mu)F \left( a e^{-g(x)^2} \right) + \mu F \left( a e^{-g(y)^2} \right)$$

for $x, y \in \Omega$. Combining these with the monotonicity of $F$, we obtain

$$F(af((1 - \mu)x + \mu y)) = F \left( a e^{-g((1 - \mu)x + \mu y)^2} \right)$$

$$\geq F \left( a e^{-(1 - \mu)(g(x) + \mu g(y))^2} \right) \geq (1 - \mu)F \left( a e^{-g(x)^2} \right) + \mu F \left( a e^{-g(y)^2} \right)$$

$$= (1 - \mu)F(af(x)) + \mu F(af(y))$$

if $f(x)f(y) > 0$. This inequality also holds in the case of $f(x)f(y) = 0$. Thus $af$ is $F$-concave in $\Omega$ and the proof is complete. □

By Lemma 4.3 we apply the argument as in the proof of Lemma 4.1 to obtain the following proposition.

**Proposition 4.1** Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Let $I$ be either $[0, a]$ for some $a > 0$ or $[0, +\infty)$, and let $F$ be admissible on $I$ such that $F(0) = -\infty$. Assume that

$$e^{tA_\Omega} \varphi \in C_\Omega^*[F] \quad \text{for } \varphi \in C_\Omega^*[F] \cap L^\infty(\Omega) \text{ and } t > 0. \quad (4.7)$$

Then $C_\Omega^*[L_{1/2}] \subset C_\Omega^*[F]$.

**Proof.** Proposition 4.1 is a slight modification of [8, Theorem 3.2]. By the same argument as in the proof of Lemma 4.1 we see that the function

$$[0, \infty) \ni s \mapsto F \left( k e^{-s^2} \right)$$

is concave for sufficiently small $k > 0$. Set $F_k(\tau) := F(k\tau)$ for $\tau \in [0, 1]$. Then we deduce from Lemma 4.3 that $C_\Omega[L_{1/2}] \subset C_\Omega[F_k] = k^{-1}C_\Omega[F]$, whence $C_\Omega^*[L_{1/2}] \subset C_\Omega^*[F]$, as desired. □
Proposition 4.2 Let $\Omega$ be a convex domain in $\mathbb{R}^N$. Then, for any $1/2 \leq \alpha \leq 1$, $\alpha$-log-concavity is preserved by the Dirichlet heat flow in $\Omega$. Furthermore,

$$\bigcup_{t>0} e^{t\Delta} C^\alpha_{\Omega}[L_\alpha] \subset C^\alpha_{\Omega}[L_\alpha].$$

We observe from Propositions 4.1 and 4.2 that $1/2$-log-concavity is the strongest among $F$-concavities satisfying $F(0) = -\infty$ and

$$\bigcup_{t>0} e^{t\Delta} C^\alpha_{\Omega}[F] \subset C^\alpha_{\Omega}[F].$$

On the other hand, set

$$L^k_{1/2}(\tau) := L_{1/2}(k^{-1}\tau) \quad \text{for} \quad \tau \in [0, k],$$

where $k > 0$. Then $L^k_{1/2}$ is admissible on $[0, k]$. By Example 1.3 (iii) we see that $C^\alpha_{\Omega}[L^k_{1/2}] \subset C^\alpha_{\Omega}[L^k_{1/2}]$ if $k_1 \leq k_2$.

For $k > 1$ we normalize $L^k_{1/2}$ as follows:

$$L^k_{1/2}(\tau) := (\log k)^{\frac{1}{2}} \left(L^k_{1/2}(\tau) - L^k_{1/2}(1)\right) \quad \text{for} \quad \tau \in [0, k].$$

Then $(L^k_{1/2})(1) = 0$ and $(L^k_{1/2})'(1) = 1$. Furthermore, $C^\alpha_{\Omega}[L^k_{1/2}] = C^\alpha_{\Omega}[L^k_{1/2}]$ and

$$L^k_{1/2}(\tau) = -2(\log k)^{\frac{1}{2}} \left\{(-\log \tau + \log k)^{\frac{1}{2}} - (\log k)^{\frac{1}{2}}\right\}$$

$$= -2(\log k) \left\{(1 - (\log k)^{-1} \log \tau)^{\frac{1}{2}} - 1\right\} \to \log \tau$$

as $k \to \infty$ for $\tau > 0$. These mean that log-concavity can be regarded as the limit of $L^k_{1/2}$-concavity despite

$$\bigcup_{k>0} C^\alpha_{\Omega}[L^k_{1/2}] \not\subset C^\alpha_{\Omega}[L_0].$$

5 Open problems

We present some open problems related to the Dirichlet heat flow. Let $\Omega$ be a bounded convex domain in $\mathbb{R}^N$. Let $\varphi$ be a (nontrivial) continuous function in $\Omega$ such that $0 \leq \varphi \leq 1$ in $\Omega$. Applying the standard theory for parabolic equations, we see that

$$\lim_{t \to \infty} e^{\lambda_1 t} e^{t\Delta} \varphi = (\varphi, \phi)_{L^2(\Omega)} \phi$$

in the sense of $C^2(\Omega)$. Here $\phi$ is the first normalized Dirichlet eigenfunction in $\Omega$ and $\lambda_1$ the first Dirichlet eigenvalue, that is, $\phi$ satisfies $\|\phi\|_{L^2(\Omega)} = 1$ and

$$\begin{cases} -\Delta \phi = \lambda_1 \phi & \text{in} \quad \Omega, \\ \phi > 0 & \text{in} \quad \Omega, \\ \phi = 0 & \text{on} \quad \partial \Omega. \end{cases}$$
Assume that $\varphi$ is $1/2$-log-concave in $\Omega$. Although it follows from Proposition 4.1 that $e^{t\Delta_\Omega}\varphi$ is $1/2$-log-concave in $\Omega$ for $t > 0$, the limit procedure in (5.1) does not imply that $\phi$ is $1/2$-log-concave in $\Omega$ even if $\phi \leq 1$ in $\Omega$. Indeed, $1/2$-log-concavity is not closed under positive scalar multiplication (see Theorem 1.3). Despite this, we conjecture that the first positive Dirichlet eigenfunction $\phi$ of the Laplacian in $\Omega$ is $1/2$-log-concave if $\phi \leq 1$ in $\Omega$.

In the same spirit, it would be interesting to determine the weakest $F$-concavity preserved by the Dirichlet heat flow. In [7, Theorem 4.1] it is showed that $p$-concavity is not preserved by the Dirichlet heat flow in $\Omega$ for some $p \in (-\infty, 0)$. More precisely, for any $t_\ast > 0$, there exists $\varphi \in C_0(\Omega)$ with the following properties:

- $\varphi$ is $p$-concave in $\Omega$ for some $p \in (-\infty, 0)$;
- $u(t) = e^{t\Delta_\Omega}\varphi$ is not quasiconcave in $\Omega$, in particular, not $p$-concave, for some $t \in (0, t_\ast)$.

See also [6]. However, the identification of the weakest $F$-concavity (or even just about the weakest power concavity) preserved by the Dirichlet heat flow is still open.
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