Random-walk shielding-potential viscosity model for warm dense metals
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We develop a novel model, called the “random-walk shielding-potential viscosity model” (RWSP-VM) that introduces the statistics of random-walk ions and the Debye shielding effect to describe the viscosities of warm dense metals. The viscosities of several metals with low to high atomic number (Be, Al, Fe, and U) are calculated using the analytical expression of RWSP-VM. Additionally, we simulate the viscosities of Fe and Be by employing the Langevin molecular dynamics (MD) and classical MD, while the MD data for Al and U are obtained from a previous work. The results of the RWSP-VM are in good agreement with the MD results, which validates the proposed model. Furthermore, we compare the RWSP-VM with the one-component plasma model and Yukawa viscosity model and show that the three models yield results in excellent agreement with each other in the regime where the RWSP-VM is applicable. These results indicate that the RWSP-VM is a universal, accurate, and highly efficient model for calculating the viscosity of metals in the warm dense state. The code of the proposed RWSP-VM is provided, and it is envisaged that it will have broad application prospects in numerous fields.

I. INTRODUCTION

The transport properties of matter have been widely investigated. In particular, the shear viscosity over a wide parameter space is crucial for designing inertial confinement fusion (ICF) targets, understanding wave damping in dense plasmas, microjetting during shock loading, determining the Rayleigh–Taylor instability, and understanding the evolution of astrophysical objects. Viscosity measurements have been conducted at pressures close to 1 bar; however, it is very difficult to conduct such measurements at both high temperature and high pressure. Researchers have been investigating the viscosity of materials through three different types of methods.

Firstly, Alfè and Gillan employed first-principles molecular dynamics (FPMD) simulations to calculate the viscosity of liquid Al and Fe–S using the Green–Kubo relation, and several researchers studied the viscosity of liquid Al and Pu using a similar method. In these works, the time step and simulation length were several fs and from dozens of ps up to 100 ps, respectively. However, the number of Kohn–Sham orbitals that ensures the accuracy of the simulation increases rapidly with increasing temperature for warm dense matter, which contains partially ionized electrons that interact strongly with the nuclei. Obtaining a sufficient amount of data remains challenging due to the expensive overhead of the FPMD simulation for warm dense matter.

Secondly, several researchers have calculated the viscosities of hot dense Al and U using both the Langevin MD (LMD) and classical MD (CMD) simulations based on the electronic and ionic structures derived from the average-atom model combined with the hyper-netted chain (AAHNC) approximation. The results agree well with those of the orbital-free MD (OFMD) simulations and those of the effective potential theory + average atom (EPT+AA) and pseudo-atom MD (PAMD) simulations reported in Refs. and . In our opinion, the FPMD, LMD, and CMD simulations are the more fundamental calculations because they have the most physics fidelity. Nevertheless, the efficiency of these simulation methods limits their applications.

Thirdly, several researchers have developed practical models to calculate the viscosity. Murillo proposed a model named the Yukawa viscosity model (YVM) to compute the viscosity of materials from the liquid to the warm dense state by mapping the real matter onto the Yukawa model, for which the viscosity can be written in a quasianuniversal form. He employed several dimensionless quantities, such as the coupling parameter and screening parameter , to build the model. The data obtained from MD simulations, namely , were used to fit the YVM coefficients. Daligault et al. developed the one-component plasma (OCP) model to evaluate the viscosity of one-component materials from the weakly-coupled regime to the solidification threshold. They proposed a practical expression for , the coefficients of which were derived from the fitting of their equilibrium MD simulations. The applicability regime of these models is usually restricted to the parameter space of the MD simulations.
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In this study, we develop a novel model called the “random-walk shielding-potential viscosity model” (RWSP-VM) to determine the viscosity of metal elements in the warm dense state without any MD simulations. The viscosities of Be, Al, Fe, and U calculated by the RWSP-VM are consistent with those of Fe and Be obtained from the LMD and CMD simulations in this work and those of Al and U derived in previous works. By quantitatively comparing the results of several different models, including the RWSP-VM, OCP, and YVM, it is shown that these three models yield viscosity values in excellent agreement with each other for metal elements in the warm dense state.

II. MODEL

For metals in the warm dense state, electrons are partially ionized, and ion velocities are very high. This indicates that these ions move randomly as an “ion gas” driven by the Coulomb interactions between each other. Furthermore, the Debye shielding effect caused by the numerous ionized electrons weakens these Coulomb interactions. The random motion of ions can be treated by employing the random-walk concept. Several researchers have utilized this concept to build viscosity models. Stanton and Murillo developed the Stanton–Murillo transport (SMT) model, which is based on the Boltzmann equation (BE), to calculate all transport coefficients, including the viscosity. The SMT regimes of the viscosity are relevant to high-energy-density matter. They evaluated the momentum-transfer cross section in the BE using the Coulomb logarithm, which is defined by the screening length. However, it is not easy to accurately estimate the screening length of a material.

In our model, we take into account both the random walk of the ion gas and the Debye shielding effect and make two assumptions.

Assumption 1: The ions move randomly as an ion gas, and only binary collisions of ions are considered for simplicity.

Assumption 2: There is a cutoff distance \( r_0 \), i.e., only when the distance \( r \) between a pair of ions is less than \( r_0 \), the Coulomb interaction is sufficiently strong to give rise to the shielding potential.

Here, the Coulomb interaction is described as \( \phi(r) = q^2/r \), where \( q = (Ze)^2/(4\pi\varepsilon_0) \), Ze is the charge of the ion, \( \varepsilon_0 \) is the elementary charge, and \( \varepsilon_0 \) is the vacuum permittivity. The reason why we employ the Coulomb interaction combined with the cutoff distance rather than an actual Debye-screened potential is that our treatment of the Debye-screened potential is easy to analyze from a mathematical perspective, resulting in a more simplified expression and more accurate results; furthermore, this is a reasonable approximation.

At the beginning, the shear viscosity \( \eta \) is described as

\[
\eta = \frac{1}{2t} \frac{V}{k_B T} ((\mathcal{L}_{\alpha\beta}(t) - \mathcal{L}_{\alpha\beta}(0))^2),
\]

where \( t \) is the time, \( V \) is the volume of the system, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature, \( \langle \cdots \rangle \) stands for the ensemble average, which varies with time \( t \), and \( \mathcal{L}_{\alpha\beta} = \frac{1}{N} \sum_{i} r_{i\alpha} p_{i\beta} \). It is worthy noticing that the time \( t \) should be sufficiently large to ensure a physically reasonable ensemble average. Here, \( \alpha \) and \( \beta \) are the directions in the Cartesian coordinate system with \( \alpha \neq \beta \); \( r_{i\alpha} \) and \( p_{i\beta} \) are the coordinate in the \( \alpha \)-direction and \( \beta \)-direction of the \( i \)-th ion, respectively. Thereby, the unit of \( \eta \) is \( N \cdot s/m^2 = \text{Pa} \cdot \text{s} \). For simplicity, we set \( \alpha = x, \beta = y \), and \( \mathcal{L}_{\alpha\beta}(0) = 0 \). Hence,

\[
(\mathcal{L}_{\alpha\beta}(t))^2 = \frac{m^2}{V^2} \sum_i (x_{i\alpha} v_{iy})^2 = \frac{m^2}{V^2} N \langle (x_{iy})^2 \rangle. \tag{2}
\]

Here, \( m \) is the mass of an ion, \( N \) is the total number of ions, \( x \) is the coordinate in \( x \)-direction at time \( t \), and \( v_y \) is the velocity in the \( y \)-direction at time \( t \). Obviously, due to the diffusion effect, the term that contains \( x \) increases with the increase of \( t \). Therefore, the quantity \( \mathcal{L}_{\alpha\beta} \) is a function of \( t \), and it is proportional to \( t \) which will be derived later. This indicates that the factor \( 1/t \) in Eq. (1) is compensated, thus the viscosity \( \eta \) is independent of \( t \).

We can calculate the quantity \( \langle x_{iy} \rangle^2 \) using the random-walk assumption (Assumption 1), i.e.,

\[
\langle x_{iy} \rangle^2 = \left[ \sum_{j=1}^{N_s} \Delta x_j \right] \left[ \sum_{j=1}^{N_s} \Delta v_{iy} \right] = N \left[ \sum_{j=1}^{N_s} \Delta x_j \right] \left[ \sum_{j=1}^{N_s} \Delta v_{iy} \right].
\tag{3}
\]

Here, \( \Delta x_j \) and \( \Delta v_{iy} \) are the changes in \( x \) and \( v_y \) of the \( j \)-th step of an ion, respectively, and \( N_s \approx \nu t \) is the total step within time \( t \), where \( \nu = v/\lambda_m \) is the collision frequency, and \( \lambda_m \) is the mean free path of the ions. Assumption 1 permits the cross term in Eq. (3) to be neglected when computing the ensemble average. Then, we obtain:

\[
\langle (x_{iy})^2 \rangle = N_s \langle (\Delta x)^2 \rangle \langle (\Delta v_y)^2 \rangle = N_s \frac{2}{3} \lambda_m^2 \langle (\Delta v_y)^2 \rangle. \tag{4}
\]

Here, we use the relation \( \langle (\Delta x)^2 \rangle = \frac{2}{3} \lambda_m^2 \). Thus far, the problem has been reduced to the calculation of \( \langle (\Delta v_y)^2 \rangle \). Assumption 2 allows the trajectory of an ion to be a hyperbolic curve when the ion-pair distance is below the cutoff distance \( r_0 \), as shown in Fig. 1. Ion A moves toward ion B. The hyperbolic equation is:

\[
x^2/a^2 - y^2/b^2 = 1 \quad (x > 0, \quad c = \sqrt{a^2 + b^2}).
\tag{5}
\]

The parameter \( a \) is equal to \( \frac{Ze^2}{3k_B T + 4\pi \varepsilon_0 r_0} \), and \( b \) is an independent variable. Here, \( q^2 = \frac{Ze^2}{4\pi \varepsilon_0} \), \( Z = \frac{1}{n} \sum_{j=0}^{N} j n_j \)}
is the average ionization, $Z_{nc}$ is the nuclear charge, and $n_j$ is the number density of the $j$-th ionized ion. The coordinates $(x_0, y_0)$ are given as $(x_0 = \frac{a}{b}(r_0 - a), y_0 = \frac{b}{2}\sqrt{(r_0 - a)^2 - c^2})$. Here, the maximum value of $b$ is $b_m = \sqrt{r_0^2 - 2r_0a}$, and the angular variation in the ion velocity is $\chi = \pi - 2\theta$. Therefore, the quantity $\langle (\Delta v_y)^2 \rangle$ can be written as

$$\langle (\Delta v_y)^2 \rangle = \int_0^{b_m} \frac{1}{\nu} 2\pi b v n (\nu \sin \chi)^2 db = \frac{2\pi v^3 n}{\nu} I(T),$$

where we define $I(T) = \int_0^{b_m} b (\sin \chi)^2 db$, and $n$ is the number density of the ions. Using the relations $\nu = \sqrt{2\pi n d^2 v} \text{ and } m v^2 = 3k_B T$, the shear viscosity $\eta$ can be expressed as follows:

$$\eta = \frac{\sqrt{3 m k_B T}}{\pi d^4} I(T).$$

Here, $d$ is the collision diameter. For physical considerations, the parameters are set as $r_0 = d$ and $d = \lambda_D$. Here, $\lambda_D = \sqrt{\frac{e_T k_B T}{n_e e^2 (Z^+ + 1)}}$ is the Debye length, $n_e$ is the number density of the electrons, and $Z^+ \equiv \overline{Z}/Z$. For metals, $\overline{Z}^2 = \sum_{j=0}^{Z^+} j^2 n_j$. Fortunately, the integration $I(T)$ has an analytical expression, written as:

$$I(T) = 2r_0^2 \cdot \frac{K [2(1-K) + (1+K)\ln K]}{(1 + \sqrt{K})^2(1-K)^2},$$

where $K = (\frac{m-a}{a})^2$. Finally, combining Eq. (8), we obtain an analytical expression for the viscosity.

The viscosities of metal elements in the warm dense state are calculated rapidly using Eq. (7). Besides, in the RWSP-VM, we only require a few known and/or easily available input parameters for the ions (atom mass, nuclear charge, ionization, etc.) and several physical constants (vacuum permittivity, Boltzmann constant, and elementary charge), which is different from the case of other models. Particularly, the most considerable difference between our model and the SMT model is Assumption 2, which leads to completely different results. The viscosity values obtained from the two models will be presented in Sec. III B. In the remainder of this work, the coupling parameter is defined as $K = \frac{q^2}{(a_{ws} k_B T)}$, and the screening parameter in the SMT model is defined as $\kappa = a_{ws}/\lambda_c$, where $\lambda_c$ is the electron screening length (further details are provided in Ref. [23]).

Details of the LMD and CMD simulations can be found in Refs. [24] and [14]. In this work, LMD and CMD simulations are conducted to calculate the viscosities of Fe and Be, while the viscosities of Al and U are obtained from Refs. [11] and [16].

### III. RESULTS AND DISCUSSION

The viscosities of metal elements with low to high atomic number ($Z$) (Be, Al, Fe, and U) are calculated by employing the proposed analytical expression of RWSP-VM. One of the most significant parameters is the ionization of the metals, which affects the accuracy of the viscosity calculation. Hence, we first estimate the ionization degree using different methods, then evaluate the effect on viscosity from different average ionizations, and use the RWSP-VM to calculate the viscosities of the four different metals. Accurate comparisons and a detailed discussion are then provided.

#### A. Average Ionization

There are several methods to calculate $\overline{Z}$, such as the Saha model, Thomas–Fermi (TF) model, density functional theory molecular dynamics (DFT-MD), path integral Monte Carlo (PIMC) approach, AAHNC approximation, and the Hartree–Fock–Slater (HFS) model. The latter four methods which require the most sophisticated modelling describe the ionization and recombination, and the $\overline{Z}$ values obtained from these methods should be accurate.

Here, we calculate $\overline{Z}$ by employing the TF (for Al, Fe, U, and Be), HFS (for Al, Fe, U, and Be), AAHNC (for Fe and Be), and Saha (for Al and Be) models. The TF model which is used in this work refers to the ionization state (or $\overline{Z}$) calculated from the TF model which is defined as Eq. (51) in Ref. [24], where More provided an approximate fit to Eq. (51) to calculate $\overline{Z}$. We use the lowering ionization approximation reported in Ref. [31] in the Saha model.

By comprehensively analyzing the ionization obtained from the different methods, we decided to use the TF
model to calculate $\Xi$ in our RWSP-VM, unless otherwise specified, according to the analysis below. Fig. 2 shows the calculated $\Xi$ for the different methods, taking Al as an example. In general, $\Xi$ increases as the temperature increases. The different methods yield discrepant results in the warm dense regime. Firstly, we compare $\Xi$ obtained from the Saha and TF models with that derived by Driver et al. for $T < 1000$ eV. The former two models deviate from the latter to within 16.6% (Saha–Driver) and 14.4% (TF–Driver). Similarly, regarding the AAHNC model, the deviations in $\Xi$ are within 16.4% (Saha–AAHNC) and 6.3% (TF–AAHNC). Moreover, the TF results are in better agreement with the HFS results than the Saha results in the region from around 20 to 500 eV. In general, the $\Xi$ value obtained from the TF model is more accurate than that obtained from the Saha model for $T < 1000$ eV. The differences among these methods may be caused by several reasons, as noted by Driver et al. For example, at high temperature, the hybridization of the atomic orbitals is so large that it is difficult to separate the free and bound electrons, resulting in the difficulty to define $\Xi$ rigorously. Therefore, different methods may give rise to discrepancies in the value of $\Xi$ due to their particular definitions.

The average ionizations of Fe, U, and Be at different densities are shown in the Appendix. In the cases of Fe and U, the TF model is more accurate at high temperature than those discussed at zero Kelvin in Ref. [32]. The viscosity coefficients from all ionizations in Fig. 2 are calculated, and it is obvious that the TF model is usually accurate at the conditions considered in this work. In the case of Be, the Saha model is more accurate for a lower density, while the TF model is more accurate for a higher density. The influence of $\Xi$ on the viscosity for Be calculated from the Saha and TF models will be discussed in detail later. Actually, our motivation is that we develop algorithm for accurate and highly efficient calculation of plasma viscosities in the warm dense region. The accurate viscosity evaluated with ionization of the TF model does not require the sophisticated modelling and time-consuming calculations, such as DFT-MD etc.

Once $\Xi$ is obtained, the viscosities can be easily calculated using Eq. [4].

### B. RWSP-VM results for Al

Al is a fundamental metal in many fields, and its viscosity is often beneficial to warm-dense-matter applications, for which the RWSP-VM might agree better with the CMD simulations than with the LMD simulations. Fig. 3 shows the viscosity of Al in the temperature range from around 2 to 1000 eV and at densities of 2.7, 8.1, and 27 g/cm$^3$. The solid curves represent the RWSP-VM results. It can be seen that the viscosity increases with increasing temperature and density.

However, when the temperature is too low, the RWSP-VM is not applicable as it shows that the viscosity still increases as the temperature increases. Actually, the trend is opposite to that reported in our previous work [33]. As the Debye length is very small (λ$_D < 0.1a_{ws}$), the Coulomb potential considered in the RWSP-VM is not the only interatomic interaction, other interactions play more important roles. Here, $a_{ws} = (\frac{1}{\pi n^{3/2}})^{(1/3)}$ is the Wigner–Seitz radius of the ion. Therefore, we use the temperature $T_{\text{lower}}$, at which $a_{ws}(T_{\text{lower}}) = 0.1a_{ws}$ to cut off the viscosity curves, which corresponds to the gray dashed line on the left-hand side of the curves. In other words, the RWSP-VM is applicable for $T > T_{\text{lower}}$.

Besides, we notice that the viscosity obtained from the RWSP-VM starts to decrease with increasing temperature as the temperature exceeds $10^3$ eV, which is in disagreement with the results reported by Ref. [18]. The reason for this discrepancy is that “introducing a truncated range in the impact parameter is not equivalent to truncating the range of the Coulomb interaction [33]. When the temperature is sufficiently high, the Debye shielding effect is reduced, and multibody collisions become significant; thus, the quantity $\langle (\Delta v)\rangle^2$ is underestimated due to Assumption 1. Here, we use the temperature $T_{\text{upper}}$ at which $a_{ws}(T_{\text{upper}}) = 0.5a_{ws}$ to cut off the viscosity curves. As for $T_{\text{lower}}$, the upper cutoff line is indicated by the gray dashed line on the right-hand side of the curves. In other words, the RWSP-VM is applicable for $T < T_{\text{upper}}$.

Furthermore, the results of the SMT model are shown in the figure (the dashed curves) for comparison. Clearly, our model is considerably different from the SMT.
model and agrees well with both the LMD and CMD simulations. This is because the screening length plays an important role in the SMT model. In the case of Fig. 3 for the SMT model in the warm dense regime, the screening parameter \( \kappa \) is close to \( \kappa = 0 \) according to the definition in the SMT model. In addition, we believe that the SMT model might not be applicable for \( \kappa \to 0 \) in the warm dense regime. The reason may be that the SMT model results agree well with the MD data for \( \Gamma < 10 \) at \( \kappa = 1 \), \( \Gamma < 20 \) at \( \kappa = 2 \), and \( \Gamma < 100 \) at \( \kappa = 3 \). Although the case of \( \kappa = 0 \) is not explored in this previous work\cite{23}, it is reasonable to infer that for \( \kappa = 0 \), the applicability range of \( \Gamma \) would be considerably smaller than that of \( \kappa = 1 \), i.e., the range considered in our model is outside the applicability range of the SMT model. Hence, the proposed RWSP-VM is substantially different from the SMT model. The viscosity values obtained from the RWSP-VM deviate from those obtained from the LMD and CMD simulations to within 46.4% and 21.6%, respectively. This indicates that the RWSP-VM results agree better with those of the CMD simulations rather than those of the LMD simulations.

The discrepancy between our model and the SMT model is due to the fact that we use a cutoff distance to describe the shielding effect, while the SMT model uses the screening length to evaluate this effect. Our model introduces the hyperbolic curve with the help of the cutoff distance to derive the expression, i.e., Eq. 7, and the upper limit of the integral \( (b_{in}) \) in Eq. 10 is obtained naturally. On the other hand, the SMT model introduces the screening length according to the Coulomb logarithm, which is also the upper limit of the integral in Eq. 5 for the SMT model (a divergence would be encountered if the upper limit tends to infinity), and should be evaluated more carefully to obtain more accurate results. In other words, in the SMT model, different screening lengths result in different viscosity values, and \( \lambda_{\text{eff}} \) (for the details see Ref. 23) is selected for \( \kappa \) in the range from 1 to 3. In general, these two models differ due to the different treatment of the screening effect, and based on the comparison of the results of the two models with those of the LMD and CMD simulations, we believe that the SMT model is not accurate in the warm dense regime unless it can evaluate the screening length more appropriately. Therefore, the SMT model is not used for the comparisons in the remainder of this work.

C. RWSP-VM results for Fe

Fe is a key element when investigating the core of terrestrial planets\cite{24,25}. Fig. 4 shows the viscosity of Fe. Since Fe is a medium-Z element, it behaves similar to Al. The viscosity increases with increasing temperature and density. This indicates that the RWSP-VM results are in better agreement with those of the CMD model rather than those of the LMD model. The viscosity values derived from the RWSP-VM deviate from those obtained from the CMD model to within 29.0%, 21.1%, and 27.2% at densities of 4, 7.9, and 32 g/cm\(^3\), respectively, which shows a good agreement between the two models. Furthermore, we compare the results of our model with those of the TFMD simulations reported by Daligualt et al.\cite{26} as well as those of both the OFMD and short-range repulsion (SRR) simulations reported by Sun et al.\cite{27} (not shown). Especially, the values obtained from the RWSP-VM deviate from those derived from the OFMD and SRR simulations by 0.51%–46.1% and 0.17%–19.6%, respectively. This is because the OFMD simulations based on the TF approximation are not applicable at low temperatures and densities, while the SRR simulations are more accurate as they utilize the Yukawa model and the corresponding repulsion potential. This repulsion potential is similar to the shielding Coulomb potential used in this work. Due to the fact that the AAHNC method is more accurate than the TFMD, OFMD, and SRR simulations, the AAHNC method is here selected to calculate the viscosity and is used for the comparisons. Here, the lower and upper temperature limits are still valid in the case of Fe.

D. RWSP-VM results for U

U is often used in planar and hohlraum targets in ignition experiments. Here, at higher densities, the RWSP-VM results are in better agreement with the results of the LMD model, while they are in better agreement with the results of the CMD model at lower densities. Fig. 5 shows the viscosity of U.
The viscosity increases with increasing temperature and density. At a density of 1.893 g/cm$^3$, the RWSP-VM-derived viscosity agrees better with that obtained from the CMD model rather than that obtained from the LMD model. Especially, the values obtained from the RWSP-VM deviate from those obtained from the CMD model by 35.9–147% and 1.0–23.4%, respectively. By contrast, at densities of 18.93 and 94.65 g/cm$^3$, the RWSP-VM results agree better with those of the LMD model rather than those of the CMD model except for a few data at the highest temperatures. Especially, the values obtained from the RWSP-VM deviate from those derived from the CMD model by 1.7–20.4% and 3.0–47.8%, respectively (except for a few data at the highest temperatures, around 5000 eV).

This phenomenon may be explained by the fact that the electron-ion dynamic collisions (introduced by LMD) increase the effective collision cross section and weaken the interaction between ions.

In detail, for high-Z elements at higher densities, with increasing temperature, the charge states and ionic structures become more complex, and numerous free electrons are produced due to the pressure and thermal ionization, which influence the motion of ions, thus influencing the viscosity. This results in the fact that the nonadiabatic dynamic effects weaken the interaction between ions at higher densities. Therefore, the LMD model is more appropriate than the CMD model in this case. The LMD model corresponds to the case of the Debye shielding effect in our model. That is, for high-Z elements at higher densities, the electron–ion collision effect plays an important role, which is equivalent to introducing a cutoff distance, and the interaction between ions is weakened, which is similar to the LMD case. Therefore, the results of our model agree better with those of the LMD simulations in this case.

E. RWSP-VM results for Be

Be plays an important role as an ablator in ICF. Here, the RWSP-VM results agree well with those of the CMD and FPMD simulations but not with those of the LMD simulations. Additionally, the TF model is more accurate at higher densities, while the Saha model is more accurate at lower density when estimating $Z$. Fig. 6 shows the shear viscosity of Be. Wang et al. employed the FPMD model at a density of 5 g/cm$^3$, while we employ the LMD and CMD models at densities of 1.85, 5.0, and 25 g/cm$^3$. For the FPMD (5 g/cm$^3$) and CMD (25 g/cm$^3$) data, the viscosity first decreases and then increases with increasing temperature. This is because for these two cases, the temperature ranges of applicability are from the low-temperature regime to the warm regime, where there is a competition between the kinetic and potential components of the energy of the particles. Both components contribute to the viscosity. When the temperature is low, the kinetic energy component is negligible compared with the potential energy one, resulting in a decrease in the viscosity due to the decrease in the potential energy with the increase in temperature. As the temperature increases, the kinetic energy component is no longer negligible, resulting in an increase in the viscosity due to the increase in the kinetic energy component with increasing temperature. This phenomenon has been illustrated in Ref. 34 and our previous work.

In the warm dense regime, the viscosity increases with increasing temperature. Here, we consider both the TF and Saha models to
calculate the average ionization (shown in Fig. A3) for comparison. We notice that the viscosity obtained from the RWSP-VM employing the TF model is not in good agreement with those obtained from the CMD and LMD simulations at 1.85 g/cm$^3$ and 3 eV, and the viscosity obtained from the RWSP-VM employing the Saha model does also not agree well with them at 25 g/cm$^3$. This is because for low (1.85 g/cm$^3$) and high (25 g/cm$^3$) densities, the $\bar{Z}$ values of the TF and Saha models differ substantially, which influences the RWSP-VM viscosity result. Especially, at lower temperatures (3 eV), the $\bar{Z}$ value of the TF model at 1.85 g/cm$^3$ and that of the Saha model at 25 g/cm$^3$ are underestimated, resulting in the inaccuracy of the RWSP-VM when employing the TF (1.85 g/cm$^3$) and Saha (25 g/cm$^3$) models in the corresponding cases. At a density of 5 g/cm$^3$, there is a less pronounced difference in the $\bar{Z}$ value between the TF and Saha models, and the two viscosity results are consistent with each other. Therefore, the Saha model is more suitable at lower densities (1.85 g/cm$^3$), while the TF model is more appropriate at higher densities (5 and 25 g/cm$^3$). This corresponding (the Saha model for 1.85 g/cm$^3$ and the TF model for 5 and 25 g/cm$^3$) is used for the comparisons below. Especially, the viscosity obtained from the RWSP-VM deviates from that derived from the CMD simulations by 6.3%–28.9% at densities of 1.85 and 5 g/cm$^3$ except for the 10–eV temperature case. The deviation between the RWSP-VM and CMD results is 1.2%–50.0% at 25 g/cm$^3$, while the deviation between the RWSP-VM and FPMD results is 4.7%–35.2%. In general, the viscosity obtained from the RWSP-VM agrees well with those obtained from the CMD and FPMD simulations under the same conditions. As Be is a low-$Z$ element, the ionization is sufficiently low (less than 4), which weakens the influence of electrons. This is the reason why the CMD model is here preferred over the LMD model for the comparisons (which is the same reason as for the Al case).

F. Comparison of the RWSP-VM with the YVM and OCP models

In the introduction, we mentioned two viscosity models, i.e., the YVM and OCP models. The models used in this section refer to the physical models reported in Refs. 21 and 113 and their corresponding parameters, respectively. The YVM parameters were obtained by fitting the MD data taken from Ref. 24. On the other hand, the OCP model is applicable for one-component plasmas from the weakly coupled regime (high temperatures) to the moderately (warm dense matter) and strongly (liquid) coupled regimes. The OCP parameters were derived from the fitting of the equilibrium MD data. Here, we take Al as an example to compare our model with these two models, as shown in Fig. 7. For both the YVM and OCP models, the viscosity first decreases and then increases as the temperature increases. The reason behind this phenomenon was explained in Sec. III.F In the warm dense state (middle range), the three models agree well with each other. Particularly, our model is in a slightly better agreement with the YVM model than the OCP model. In the low-temperature range, the results of the YVM model are in better agreement with the CMD results than the OCP results. This is because the OCP expression used here employs $\kappa = 0$, which is not a good approximation in low- and warm-temperature ranges, while the YVM expression employs $\kappa$ from 0.1 to 3. In the high-temperature range, the OCP model is reliable as, in the weakly coupled, it agrees well with the Landau–Spitzer prediction, as reported in Ref. 23. In the case of the YVM model, we extend the comparison range from $\Gamma \geq 2$ to $\Gamma \geq 1/3$, as shown by the dash–dot–dot lines. It is clear that the difference between the YVM and OCP results becomes more pronounced with increasing temperature owing to the different applicability range of each model. This is consistent with Murillo’s speculation, according to which the YVM model underpredicts the viscosity at a weak coupling.

The comparisons for the other three elements are shown in the Appendix. In general, the results indicate that in the range of temperatures in which the RWSP-VM is applicable, the results of the three models are consistent with each other. The YVM model is more suitable at lower temperatures, while the OCP model is more appropriate at higher temperatures. None of the models is applicable across the entire temperature range.
FIG. 7. Shear viscosity of Al. The solid, dashed, and dash-dotted lines show the RWSP-VM, OCP, and YVM results, respectively. The dash-dot-dot lines represent the extension of the YVM range for $1/3 \leq \Gamma \leq 2$. The open circles and squares indicate the LMD and CMD results reported by Ref. 14, respectively. The black, red, and blue colors represent the data stand for densities of 2.7, 8.1, and 27 g/cm$^3$, respectively. The gray dotted lines represent the lower (left) and upper (right) limits of the temperature range in which the proposed model is applicable.

G. Implementation and application of the RWSP-VM

The main characteristics of the RWSP-VM are its universality, accuracy, and high efficiency. The reasons for these beneficial properties are summarized below. Firstly, this model is based on the random-walk, ion gas, and shielding-potential assumptions, which physically describe warm dense metals. Accordingly, the different types of metal ions behave similarly in the warm dense state. Secondly, the shielding potential is treated as the Coulomb potential by employing a cutoff distance described by the Debye length, which is a good approximation for warm dense metals. Thirdly, “binary collisions” are the dominant event of the dynamic processes in the warm dense regime, and this assumption makes it simple to obtain a simple expression. This model is applicable to elemental metals with low to high Z, temperatures from several eV to hundreds or even thousands of eV, and densities from 0.1 to 10 times times the normal density (the density at room temperature and 1 standard atmosphere).

IV. CONCLUSIONS

Taking into account the statistics of random-walk ions and the Debye shielding effect, we developed a new model, called the RWSP-VM, which is applicable to arbitrary elements. Based on the RWSP-VM, we estimated the shear viscosities of a series of metal elements in the warm dense state. The comparisons of the RWSP-VM results with the CMD and LMD results of this and previous works validate the accuracy of the proposed model. In general, methods based on MD simulations, such as FPMD simulations, require several days to simulate only one state point, while our model provides the full results within a second. The RWSP-VM ability to calculate the shear viscosity of warm dense metals will make this model applicable to numerous areas; furthermore, it is envisaged that the RWSP-VM will become important in the field of warm dense matter. Moreover, we compared our model with the OCP and YVM models. The three models were found to be in good agreement with each other in the region in which the RWSP-VM is applicable. However, it is remarkable that these models behave differently especially in the lower- and higher-temperature ranges, which indicates that developing a viscosity model applicable to a wide temperature range remains an open problem to be solved in the future.
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APPENDIX

A. The average ionizations of Fe, U, and Be

The average ionizations of Fe, U, and Be at different densities are shown in Fig. A1, A2, and A3, respectively. The difference in the viscosity values obtained using different methods is provided in the main text, while the difference in the $\bar{Z}$ values is analyzed below. From Fig. A1, it can be seen that the TF, HFS, and AAHNC results agree well with each other except at lower temperatures. Fig. A2 reveals that the relative differences in the results obtained from the TF, HFS, and AANHC models are small due to the large atomic number of U. As a result, the TF model is applicable to calculate the average ionizations of Fe, U, and Al. However, the TF model is not applicable in the case of Be. From Fig. A3 it can be seen that at a density of 1.85 g/cm$^3$, compared with the HFS and AAHNC models, the TF model behaves better than the Saha model, especially at lower temperatures ($T < 30$ eV). On the other hand, at 5 g/cm$^3$, the TF and Saha models agree well with the HFS and AAHNC models except for at lower temperatures. Moreover, at 25 g/cm$^3$, the Saha model is in better agreement with the HFS model than the TF model, while none of the three models is consistent with the AAHNC model. The relatively large errors may originate from the low $\bar{Z}$ of Be. Hence, different methods to calculate $\bar{Z}$ should be employed for different Be densities, i.e., the TF model for lower densities and the Saha model for higher densities. This has been implemented in this study to calculate the viscosity of Be, as explained in the main text.

FIG. A1. Average ionization $\bar{Z}$ of Fe at densities of 4 (black), 7.9 (red), and 32 g/cm$^3$ (blue). The solid and dotted lines represent the results of the TF and HFS models, respectively. The open squares represent the results of the AAHNC model obtained in this work.

FIG. A2. Average ionization $\bar{Z}$ of U at densities of 1.893 (black), 18.93 (red), and 94.65 g/cm$^3$ (blue). The AAHNC data are taken from a previous work. The legends are the same as those in Fig. A1.

FIG. A3. Average ionization $\bar{Z}$ of Be at densities of 1.85 (black), 5 (red), and 25 g/cm$^3$ (blue). The dashed line indicates the results of the Saha, and other legends are the same as those in Fig. A1.

B. The comparison of viscosities from different models for Fe, U, and Be

Figs. A4, A5, and A6 show the comparisons of the models and MD results. As the temperature increases, the viscosities decrease in low–temperature range, then increase in warm dense range, and continue to increase in high–temperature range. The conclusions are very similar to those of Fig. 7. These three models behave similarly and agree well with the CMD and LMD simulations in the warm dense range.
FIG. A4. Shear viscosity of Fe. The solid, dashed, and dash-dotted lines represent the RWSP-VM, OCP, and YVM results, respectively. The dash–dot–dot line indicates the extension of the YVM range \((1/3 \leq \Gamma \leq 2)\). The open circles and squares indicate the LMD and CMD results obtained in this work, respectively. The black, red, and blue colors denote the data for densities of 4, 7.9, and 32 g/cm\(^3\), respectively. The gray dotted lines represent the lower (left) and upper (right) limits of the temperature range in which the proposed model is applicable.

FIG. A5. Shear viscosity of U. The black, red, and blue colors represent the data for densities of 1.893, 18.93, and 94.65 g/cm\(^3\), respectively. The legends are the same as those in Fig. A4.

FIG. A6. Shear viscosity of Be. The open triangles stand for the FPMD results obtained in Ref.39. The black, red, and blue colors denote the data for densities of 1.85, 5, and 25 g/cm\(^3\), respectively. Other legends are the same as those in Fig. A4.
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