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Cation diffusion in polycrystalline thin films of monoclinic HfO$_2$ deposited by atomic layer deposition

I. INTRODUCTION

Crystalline ion conductors generally consist of a sublattice of mobile ions and one or more sublattices of immobile ions. The latter form a stable framework through which the mobile ions can migrate. In reality, however, no ion is completely immobile in a crystalline solid: the "immobile" ions are merely considerably less mobile than the "mobile" ions. In addition, this has to be the case if the stable phase is a solid and not a liquid. The issue, therefore, is actually one of the relative diffusion rates.
Studying the diffusion of a crystal’s “immobile” ions experimentally is difficult because the number of defects responsible for diffusion is generally low and the activation enthalpy of defect migration is generally high, which means that diffusion coefficients are necessarily very small. High temperatures and long diffusion times are thus needed to achieve measurable diffusion lengths, conditions that are often accompanied by complicating effects (e.g., diffusion specimens showing morphological changes). If one manages to obtain diffusion data of sufficient quality, one faces the further problem of interpreting the measured activation enthalpy of diffusion, \( \Delta H_D \). Even in the simplest case, \( \Delta H_D \) is the sum of two individual enthalpies, \( \Delta H_{\text{mig}} \), the activation enthalpy of defect migration, and \( \Delta H_{\text{gen}} \), the enthalpy of defect generation,

\[
\Delta H_D = \Delta H_{\text{mig}} + \Delta H_{\text{gen}}.
\]

(1)

\( \Delta H_{\text{gen}} \) describes how the concentration of the defect responsible for diffusion, \( c_{\text{def}} \), changes with temperature \( T \),

\[
\Delta H_{\text{gen}} = -k_B \ln c_{\text{def}}/d(1/T).
\]

(2)

For minority defects, neither \( \Delta H_{\text{mig}} \) nor \( \Delta H_{\text{gen}} \) is independently accessible from experiment.

Simulation techniques, based either on Density-Functional-Theory (DFT) calculations or on calculations with Empirical Pair Potentials (EPP), can prove helpful by providing both \( \Delta H_{\text{mig}} \) and the relevant defect energies entering \( \Delta H_{\text{gen}} \). Help is not always guaranteed, however, in the case of cation diffusion in Gd-doped CeO\(_2\), for example, the experimental value of \( \Delta H_D \approx 5.5 \) eV is substantially lower than the sum of the (DFT) computational values for vacancy migration, with \( \Delta H_{\text{mig},v} = 4.4 \) eV and \( \Delta H_{\text{gen},v} = 6.9 \) eV.\(^\text{3,20,21}\) Similarly for UO\(_2\), the experimental value of \( \Delta H_D \approx 5.6 \) eV is substantially lower than the (EPP) computational values of \( \Delta H_{\text{mig},v} = 6 \) eV and \( \Delta H_{\text{gen},v} = 6.5 \) eV.\(^\text{18}\) Values for cation interstitials show even larger discrepancies.

The interpretation of the experimental values of \( \Delta H_D \) would be simplified if the concentration of the defects responsible for diffusion could be fixed over a proper range of temperatures so that \( \Delta H_{\text{gen}} \) goes to zero. For majority defects, a suitable dopant and suitable thermodynamic conditions may serve to fix \( c_{\text{def}} \) (e.g., in Gd-doped CeO\(_2\) under oxidizing conditions, the concentration of oxygen vacancies is fixed by the gadolinium dopant concentration). For minority defects, however, a variety of intrinsic and extrinsic defect reactions determines \( c_{\text{def}} \). That is, the concentrations of minority defects are dictated by thermodynamics. In general, \( c_{\text{def}} \) will, therefore, vary with temperature, giving rise to non-zero \( \Delta H_{\text{gen}} \). For the case of Gd-doped CeO\(_2\) mentioned above, with gadolinium fixing the oxygen vacancy concentration, \( \Delta H_{\text{gen}} \) for cation vacancies is equal to \( \Delta H_{\text{sch}} \) (the enthalpy of the Schottky disorder). One way to avoid this problem, then, is to study samples that are not in equilibrium so that thermodynamics is removed from the problem. We propose to achieve this by investigating cation diffusion in metastable samples in which the concentration of the minority defects is fixed through kinetics, i.e., through the preparation procedure.

In this study, such samples are fabricated by Atomic Layer Deposition (ALD), the established industrial process for growing nanometer-thin, homogeneous insulating HfO\(_2\) thin films for use in high-permittivity metal gate transistors, flash memory, and also a new type of Random Access Memory (RAM), the one utilizing redox-based Resistive switching (ReRAM). The primary advantage for this study is that this method offers the possibility of producing polycrystalline films of monoclinic HfO\(_2\) (m-HfO\(_2\)) at low temperatures.\(^\text{26}\) The low temperatures provide the sluggish kinetics required so that equilibrium is not achieved for the cation sublattice. An additional advantage is that ALD produces films that are free of Si (whose presence complicates the study of diffusion in AO\(_2\) oxides).\(^\text{27–30}\) The use of HfO\(_2\) also offers the advantage of using Zr as a chemically similar species to study cation diffusion rather than using expensive (and hard to process) Hf isotopes.

II. METHODOLOGY

A. Experimental

As noted above, previous studies have shown that silica impurities severely impact the oxygen diffusion behavior in m-HfO\(_2\).\(^\text{31–33}\) For this reason, the industrial standard, silicon wafers are omitted for this study. While ALD makes use of Si-free precursors and, thus, yields Si-free samples, the film substrates remain as a possible source of Si, particularly due to silica residues remaining on the surface after polishing. For this reason, the amount of Si impurities was examined on different substrates [DyScO\(_3\), (LaAlO\(_3\))\(_{3/2}\)(Sr\(_2\)TaAlO\(_3\))\(_{1/2}\), NdGaO\(_3\), SrTiO\(_3\), Al\(_2\)O\(_3\), and YSZ] with Secondary Ion Mass Spectrometry (SIMS). DyScO\(_3\) delivered the best results, with the least amount of Si at the interface of the film and substrate. We attribute this behavior to the self-cleaning effect of perovskite-type systems.\(^\text{1,1–3}\) Reactive ion beam etching on the substrate surface followed by HfO\(_2\) deposition showed no discernible influence on the amount of Si. Thus, polished DyScO\(_3\) single crystals were used as substrates for the HfO\(_2\) thin films.

For the plasma assisted ALD process, tetrakis(ethylmethylamino) hafnium (TEMAH, ≥99.99% trace metal basis excluding ~2000 ppm Zr, SAFC Hitech\(^\text{®}\)) was used as a precursor to deposit HfO\(_2\) at \( T = 573 \) K as a thin, amorphous layer with embedded m-HfO\(_2\) nanocrystals of about 3 nm in diameter.\(^\text{26}\) An oxygen plasma was used as a co-reactant. The ALD process was performed in a Flexal\(^\text{TM}\) ALD tool (Oxford Instruments Plasma Technologies, Bristol, United Kingdom). Then, a thin layer of ZrO\(_2\) was employed as a diffusion source, deposited by RF-magnetron sputtering (an output power of 60 W) from a Zr-target at room temperature under 0.01 mbar pressure in a mixture of 38 sccm Ar and 2 sccm O\(_2\). These conditions resulted in a deposition rate of 0.82 nm/min. Our aim was to deposit 40 nm of ZrO\(_2\) on 100 nm of HfO\(_2\).

Diffusion anneals were carried out in a MoSi\(_2\) furnace in air inside a closed Al\(_2\)O\(_3\) vessel. The heating rate was 500 K/h for all temperatures. Samples were quenched after the anneal by removing them from the MoSi\(_2\) furnace and transferring them to another furnace with a temperature of 873 K. They were then cooled to room temperature with a cooling rate of 500 K/h. This procedure was employed to avoid cracking of the samples through very rapid cooling.

Grazing incidence x-ray diffractograms obtained with a X’Pert MRD system (PANanalytical, Almelo, The Netherlands) indicated the existence of a single monoclinic phase after annealing the sample in air at 1273 K for 20 h. After 20 h at 1373 K, both monoclinic and cubic phases were found. After 10 h at 1423 K, only the cubic phase
was found. We assume that the phase transition occurs as a result of Dy$^{3+}$ and Sc$^{3+}$ diffusing in from the substrate (detected by ToF-SIMS analysis; see below), similar to the stabilization of the cubic phase of ZrO$_2$ upon Y$^{3+}$ doping. To ensure that cation diffusion data refer to the monoclinic phase of HfO$_2$, only samples annealed at temperatures below 1373 K were subjected to analysis.

Scanning electron microscopy (SEM) images of the thin-film samples after the analysis were taken with an SU8000 system (Hitachi, Tokyo, Japan). From these images, we determined that the grain size varied between 20 nm and 90 nm, depending on the annealing temperature. Interference microscopy (NT1100, Veeco Instruments, Inc., NY, USA) indicated a roughness of ±2 nm for the areas relevant to ToF-SIMS analysis (100 × 100 μm$^2$).

ToF-SIMS depth profiles were obtained on a TOF-SIMS IV machine equipped with a ToF-SIMS V analyzer (ION-TOF GmbH, Münster, Germany). 25 keV Ga$^{+}$ ions, rastered over an area of 100 × 100 μm$^2$, were used to generate secondary ions. Measurements were performed with a ToF cycle time of 60 μs in the bunched mode, and negative secondary ions were detected. Preliminary studies indicated that the secondary-ion intensities of MeO$^-$ species (Me = Hf/Zr) under Cs$^+$ bombardment were higher than those of Me$^+$ species under O$_2$ + bombardment. Therefore, 2 keV Cs$^+$ ions were used for sputter etching the sample surface, typically over an area of 400 × 400 μm$^2$. Charge compensation was accomplished with a beam of low-energy (<20 eV) electrons. Secondary-ion intensities of MeO$^-$ species were normalized to the intensity of $^{18}$O$^-$ and to the maximum intensity of the profiles. Crater depths were determined post-analysis by interference microscopy.

### B. Computational

All DFT calculations were performed within the generalized gradient approximation after Perdew, Burke, and Ernzerhof (PBE). The potentials generated by the projector augmented wave method were used with an energy cutoff of 500 eV. Calculations were performed for a periodic 2 × 2 × 2 supercell of m-HfO$_2$ containing 31 Hf atoms and 64 O atoms (since a Hf$^{4+}$ species was removed, the behavior of a charged vacancy is considered). k-points were generated by a 2 × 2 × 2 Monkhorst–Pack mesh. For convergence criteria, electronic convergence was set to 1 × 10$^{-4}$ and ionic convergence was set to 1 × 10$^{-3}$. The Climbing-Image Nudged Elastic Band (CI-NEB) method was used to determine the energy of the transition state over three images along the cation jump. The Vienna ab initio simulation package was used.

### III. RESULTS

#### A. Experimental

The sample geometry and the investigated length-scale of the diffusion samples are indicated in Fig. 1(a). Figure 1(b) shows the intensity profiles for ZrO$^-$ and HfO$^-$ secondary ions across the structure obtained prior to the diffusion anneal by SIMS depth profiling. The two different layers are well-defined and homogeneous. Examining the interface region, we find that the range of depths over which the ZrO$^-$ signal decreases is approximately equal to the range of depths over which the HfO$^-$ signal increases. This suggests that the broadening of the signals comes from the samples, i.e., it is due to the roughness of the ZrO$_2$ surface and/or the ZrO$_2$/HfO$_2$ interface. If direct recoil and ion beam mixing (SIMS effects) were responsible, the two ranges of depths would not be similar. At a depth of ~140 nm, the hafnia layer ends and the substrate layer begins, which is the expected result according to the process specifications.
After diffusion annealing, the intensity profile of ZrO\(^2^+\), as shown in Fig. 1(c), still displays a constant plateau in the ZrO\(_2\) layer; at the ZrO\(_2\)/HfO\(_2\) interface, the broadening is less steep than in the sample prior to the diffusion anneal, suggesting cation diffusion; and a long profile, extending from \(\sim 45\) nm up to the substrate at \(\sim 135\) nm, has developed. The position of the HfO\(_2\)/DyScO\(_3\) interface has apparently shifted slightly, but careful examination revealed that it is actually a shift of the ZrO\(_2\)/HIO\(_2\) interface. The thickness of the HIO\(_2\) layer has not changed. We ascribe this shift to the densification of the ZrO\(_2\) layer due to thermal treatment (since it was sputtered at room temperature) and a consequent reduction in film thickness. Near the substrate, an upturn in the ZrO\(^2^+\) intensity profile is observed. We attribute this upturn to a SIMS artifact that arises as the sputter front passes through the interface from the HfO\(_2\) film to the DyScO\(_3\) substrate. Simulations of diffusion (see below) did not reproduce this upturn. The obvious interpretation of the profile is that the broadening is due to diffusion in bulk m-HfO\(_2\) and the long profile is due to a combination of fast grain-boundary diffusion and slow diffusion out of the boundary. Given that the area of the ToF-SIMS analysis was 100 \(\mu\)m\(^2\) and the area of a single grain is of the order of 10\(^5\) nm\(^2\), the profile refers to the average over \(\sim 10^4\) grains and their grain boundaries. The diffusion profile obtained for HfO\(^-\) shows similar, though not identical, behavior.

Going from the substrate toward the surface, one sees a constant plateau of HfO\(^-\) in the HfO\(_2\) layer, a decrease corresponding to diffusion and to the broadening arising from interfacial roughness, but then, an increase in HfO\(^-\) intensity toward the surface. This suggests surface diffusion of Hf from the film to the external ZrO\(_2\) surface and diffusion inward from this surface. In the following, we do not consider the HfO\(^-\) profiles further, but focus on the ZrO\(^2^+\) profiles in HfO\(_2\).

Given the complexity of the diffusion problem—diffusion along two different paths (bulk and grain boundary) in a medium of finite extent from a non-trivial initial distribution—we chose to solve the diffusion equation numerically in two dimensions in order to obtain the relevant diffusion coefficients. To this end, Finite-Element-Method (FEM) simulations were implemented in COMSOL Multiphysics® (COMSOL AB, Stockholm, Sweden) for a simulation box of length \(l_{\text{sim}}\) and of width \(d_{gr} + d_{gb}\) (of which \(d_{gb}\) is the region within which slow grain-boundary diffusion takes place). Bulk and grain-boundary diffusion coefficients were assumed to be isotropic and the same for both ZrO\(_2\) and HfO\(_2\) layers. The assumption of isotropic diffusion coefficients for non-isotropic m-HfO\(_2\) is reasonable since each diffusion profile is an average over \(\sim 10^3\) grains (and the grains show no preferred orientation according to XRD scans). In the simulations, \(l_{\text{sim}}\) was set to the film’s thickness, \(d_{gr}\) was chosen to be 1 nm, and \(d_{gb}\) was assumed to be constant at each temperature (i.e., grain growth was assumed to take place faster than in diffusion), with values taken from the SEM images. The intensity profile prior to the diffusion anneal [e.g., Fig. 1(b)] was used as the initial condition.

Figure 2(a) shows a 2D concentration heat map obtained from an FEM simulation of zirconium diffusion in the layer structure. The different regions and grain boundaries of the model are clearly visible in the heat map. The concentration heat map was averaged parallel to the surface to obtain a simulated diffusion profile that was compared visually with the experimental data. \(D_{gr}\), \(D_{gb}\), and \(D_{gb}\) were varied until good agreement was found, as shown in Fig. 2(b).

(Note that only small adjustments to \(d_{gb}\) from the SEM values were necessary.) Unlike the standard analysis of grain-boundary diffusion,\(^{43-46}\) which yields the grain-boundary diffusion product \(D_{gb}D_{gb}\), these simulations give the grain-boundary diffusion coefficient \(D_{gb}\) since \(D_{gb}\) is explicitly specified. This means that the values of \(D_{gb}\) are specific to the value of \(d_{gb}\); if accelerated diffusion takes place within a region wider or narrower than \(d_{gb} = 1\) nm, then the values we obtained for \(D_{gb}\) will change (see later). Diffusion coefficients of zirconium obtained for the m-HfO\(_2\) films as a function of annealing temperature are plotted in Fig. 3. \(D_{gb}\) is seen to be \(\sim 3\) orders of magnitude higher than \(D_{gr}\) at all temperatures. For bulk diffusion of zirconium in m-HfO\(_2\), an activation enthalpy of \(\Delta H_b = (2.1 \pm 0.2)\) eV is obtained. The activation enthalpy of zirconium diffusion in the grain boundary is the same at \(\Delta H_{gb} = (2.1 \pm 0.3)\) eV.

**B. Computational**

Cations in the cubic \(A_2O_5\) fluorite structure (\(c\)-AO\(_2\)) sit on a single crystallographic site and have 8 oxygen ions as the nearest neighbors and 12 cations as the next-nearest neighbors. (Oxide ions are fourfold coordinated by \(A\) cations and are also located on a single crystallographic site.) For cation migration by a vacancy mechanism, cations jump along the (110) directions to vacant sites.\(^{47-49}\) The high degree of symmetry in \(c\)-AO\(_2\) leads to all 12 possible jumps being symmetry equivalent. This is not the case in m-HfO\(_2\), however, where (because of the monoclinic distortion) hafnium is sevenfold coordinated by oxygen and two different oxygen sites exist, half of which are threefold and half are fourfold coordinated. Although the number of next-nearest neighboring hafnium ions and, thus, the
number of possible jumps remain to be twelve (i.e., the same as in $c$-$\text{AO}_2$), many of these jumps are no longer symmetry equivalent. In fact, only four of these jumps are symmetry equivalent, leaving eight distinct possible jumps [see Fig. 4(a)], in contrast to the single, unique jump of the cubic structure. We used CI-NEB calculations to calculate the migration barriers by a vacancy mechanism for these hafnium ion jumps in the monoclinic structure. The results are plotted in Fig. 4(b).

The activation barriers are seen to vary from 1.8 eV to 4.8 eV. This range of values does not seem to be consistent with those from the experiments. One critical point, however, is the combinations of jumps that are required so that hafnium can migrate through the cell from one side to the other. In this regard, jumps 3 and 8, with 2.1 eV and 1.8 eV, together provide a path through the cell in the $(001)$ direction. The second critical point concerns the jump rates at the temperatures of the experiments, $\Gamma_v = \nu_0 e^{\Delta S_{\text{mig},v}}/k_B e^{\Delta H_{\text{mig},v}/k_B T}$. Assuming that the attempt frequencies ($\nu_0$) and the activation entropies of migration ($\Delta S_{\text{mig},v}$) do not vary much for the various jumps, one finds that, at $T = 1100$ K, jumps over the other barriers occur far less frequently in comparison (for 3 eV, a factor of $10^4$ less; for 4.8 eV, a factor of $10^{12}$ less). Hence, hafnium migration in other directions will not be observed at the temperatures of the experiments because those paths have substantially higher barriers. We thus conclude that the activation energy of hafnium-vacancy migration at the temperatures of interest in a polycrystal with randomly oriented grains will be given by the (largest) migration barrier in the $(001)$ direction, $\sim 2$ eV.

IV. DISCUSSION

A. Bulk diffusion

The good agreement between $\Delta H_D$ obtained experimentally and $\Delta H_{\text{mig},v}$ obtained computationally for cation transport in $m$-$\text{HfO}_2$ strongly suggests [see Eq. (1)] that $\Delta H_{\text{gen},v}$ for our non-equilibrium samples was zero and, hence, that the concentration of hafnium vacancies does not vary with temperature, in accord with our initial premise. The investigation of non-equilibrium samples thus opens a new avenue to studying the migration of slow-moving minority defects.
Compared with the values obtained computationally for cation-vacancy migration in other AO₂ systems—\( \Delta H_{\text{mig},v} \) is over 4 eV for CeO₂ and over 5 eV for UO₂—one observes in cubic B. Grain-boundary diffusion activation barrier of migration (being monoclinic rather than cubic samples having a higher site fraction of cation vacancies and a lower \( Y \Delta v \) reported that fusion in Er et al. also two substantially lower values (\( \approx 2 \) eV). The difference between these three oxides and HfO₂ is the crystal symmetry: CeO₂ and UO₂ adopt the high-symmetry cubic form (and ZrO₂ was considered in the computer simulations as a hypothetical cubic structure), whereas HfO₂ has a strongly distorted monoclinic structure.

Metlenko et al. proposed a general rule for the effect of structural perturbations on ion migration. They hypothesized that, for ions that are highly mobile in a given structure, structural perturbations lead to a decrease in ion mobility, whereas for ions that are immobile, structural perturbations lead to an increase. Indeed, isothermal rates of oxide-ion transport in monoclinic and tetragonal ZrO₂ and HfO₂ are found to be much lower than in the cubic form. We would expect, therefore, the strong structural perturbation of \( m\)-HfO₂ to lead to higher rates of cation diffusion than in the cubic counterparts. In the present case, one could argue more specifically in terms of the oxygen coordination of the cations. A sevenfold coordination of hafnium by oxygen increases their mobility compared to that in an eightfold coordination; for CeO₂ and UO₂, such an enhancement of cation mobility is found in the presence of oxygen vacancies (specifically, an increase in grain-boundary mobility was observed in an oxygen-poor atmosphere). If we understand oxygen vacancies in a cubic fluorite lattice as a perturbation of the eightfold coordination of the A cation toward a sevenfold coordination, then the sevenfold coordination of hafnium in the monoclinic crystal structure might increase the cation mobility and explain the low migration enthalpies.

Another benefit of our approach is that it allows us to estimate \( n_v \), the site fraction of cation vacancies in our samples. Since we can express the bulk diffusion coefficients in terms of \( n_v \), a jump distance \( d_s \), and the jump rate \( \Gamma_v \),

\[
D_b = n_v d_s^2 \Gamma_v,
\]

we find, with \( d_s = 0.36 \text{ nm}, v_0 = 10^{13} \text{ s}^{-1}, \) and \( \Delta S_{\text{mig},v}/k_B = 0, n_v = 10^{-8} \). This is consistent with cation vacancies being the minority defects in acceptor-doped AO₂ systems.

In Fig. 5, we compare our bulk cation diffusion coefficients with selected experimental data reported in the literature. If one considers the datasets B, C, and D together and extrapolates the data to the lower temperatures of our experiments, one finds that our bulk cation diffusivities are significantly higher than the ones found in similar fluorite-structured systems and the activation enthalpy is significantly lower. Beschnitt and De Souza reported that \( \Delta H_b = (5.5 \pm 0.4) \text{ eV} \) for Zr diffusion in Gd-doped (0.5%) CeO₂ (cubic); Tesch et al. reported that \( \Delta H_b = (8.0 \pm 0.3) \text{ eV} \) for Hf diffusion in Er₂O₃-stabilized (10%) HfO₂ (cubic); and Swaroop et al. reported that \( \Delta H_b = (5.3 \pm 0.9) \text{ eV} \) for Hf diffusion in 3 mol. % Y₂O₃-stabilized ZrO₂ (tetragonal). We attribute the difference to our samples having a higher site fraction of cation vacancies and a lower activation barrier of migration (being monoclinic rather than cubic or tetragonal).

B. Grain-boundary diffusion

Fast grain-boundary diffusion of cations has also been previously observed in cubic AO₂-type oxides. Ref. 20, the ratio of the activation enthalpies was also found to be \( r = \Delta H_{\text{gb}}/\Delta H_b \approx 1, r = 0.5 \). This would suggest that the traditional picture of fast grain-boundary diffusion taking place along the grain-boundary core does not hold here (as it requires \( r \approx 0.5 \)). The alternative possibility is fast diffusion along space-charge layers. In addition, the presence of such layers at grain boundaries is well established for various acceptor-doped AO₂-type oxides in which positive grain-boundaries are compensated by negative space-charge layers in which (positive) oxygen vacancies are depleted and (negative) acceptor dopants are accumulated. The important point in this case is that cation vacancies, as negatively charged defects, are also accumulated in the space-charge layers. It is this accumulation that gives rise to the enhanced rates of cation diffusion. In the following, we show that this picture is consistent with the experimental data and we extract the space-charge potential. The comparison is made on the basis of the grain-boundary diffusion product, \( D_{\text{gb}}d_{\phi} \), for three reasons. First, it is the quantity that is usually extracted from diffusion experiments in Harrison-type B kinetics. Second, it avoids the arbitrary specification of \( d_{\phi} \) used Sec. III A. Third, it is the quantity that comes out of the space-charge analysis.

Incidently, one can easily discount the alternative explanation that the observed behavior is simply due to more cation vacancies being present in the grain-boundary core. This ignores that space-charge layers are present at grain boundaries in acceptor-doped AO₂ systems. In addition, it requires the migration barrier for cation vacancies at the boundary to be the same as in the bulk: this is extremely unlikely. In addition, it requires the cation vacancies to be neutral (if they were charged, the question of space-charge zones raises its head).

Measurements of leakage currents and subsequent analysis in line with the discussion of Gritsenko et al. give a range for the concentration of acceptor concentrations \( c_{\text{acc}} \) in the HfO₂ thin films, which amounts to \( 10^{20} \text{ cm}^{-3} \). Using a range of \( \epsilon_r = 15–25 \).
for the relative dielectric permittivity of $m$-HfO$_2$, we found that a space-charge potential $\Phi_0 \approx 0.82$ V is consistent with the experimental data (see Fig. 6). The impact of the range in acceptor concentration and dielectric permittivity is rather small, and the space-charge potential is neither unreasonably high nor low.

V. CONCLUSION

Studying experimentally the diffusion of “immobile” minority species, widely considered as very challenging, is achieved by utilizing a low-temperature preparation method, ALD, to prepare non-equilibrium samples in which the concentration of the minority defects is constant. The behavior of these defects was probed subsequently by performing cation diffusion experiments. The measured diffusion profiles display two features, are analyzed by solving the diffusion equation numerically, and yield bulk diffusion coefficients and grain-boundary diffusion coefficients.

The activation enthalpy of bulk diffusion is $\Delta H_b \approx (2.1 \pm 0.2)$ eV and significantly lower compared to other oxide systems of comparable structures. DFT calculations for the individual cation jumps in $m$-HfO$_2$ give mostly migration enthalpies of $3$ eV–$5$ eV, which agree with the values obtained for the other $AO_2$ systems. However, two jumps have significantly lower values ($\approx 2$ eV) and allow long-range diffusion through the bulk. We argue that the other jumps occur far less frequently and the DFT results, thus, agree with our experiments. The difference in the activation enthalpy of bulk diffusion between other $AO_2$ systems and $m$-HfO$_2$ is attributed to the structural perturbations in the monoclinic system, which are hypothesized to increase the ion mobility for immobile ions (such as cations in oxide-ion conducting $AO_2$ systems).

The observed grain-boundary diffusion activation enthalpy is the same as the activation enthalpy for bulk diffusion with $\Delta H_{gb} = (2.1 \pm 0.3)$ eV. This contradicts the traditional picture of fast grain-boundary diffusion along the grain-boundary core, and we, instead, suggest fast cation diffusion along space-charge layers. This theory is supported by the prediction of a reasonable space-charge potential for our investigated system.

FIG. 6. Comparison of $D_{gb}$ values obtained experimentally (red circles) and predicted from a space-charge potential of $\Phi_0 \approx 0.82$ V (gray area). The predicted range of $D_{gb}$ is obtained for $10^{15} \leq c_{gb} \leq 10^{25}$ and $15 \leq \epsilon_i \leq 25$.

SUPPLEMENTARY MATERIAL

See the supplementary material for the x-ray diffractograms of the HfO$_2$ films and SEM images of the annealed samples.
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