Ammonia Abundance Derived from Juno MWR and VLA Observations of Jupiter
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Abstract

The vertical distribution of trace gases in planetary atmospheres can be obtained with observations of the atmosphere’s thermal emission. Inverting radio observations to recover the atmospheric structure, however, is nontrivial, and the solutions are degenerate. We propose a modeling framework to prescribe a vertical distribution of trace gases that combines a thermochemical equilibrium model with a vertical temperature structure and compare these results to models where ammonia can vary between predefined pressure nodes. We compare these model to nadir brightness temperatures and limb-darkening parameters, together with their uncertainties, which we reduced from the raw Juno Microwave Radiometer (MWR) data set. We then apply this framework to MWR observations during Juno’s first years of operation (perijove passes 1–12) and to longitudinally averaged latitude scans taken with the upgraded Very Large Array. We use the model to constrain the distribution of ammonia between −60° and 60° latitude and down to 100 bars. We constrain the ammonia abundance to be 340.5 ± 34.8 ppm (2.66 ± 0.17 solar abundance) and find a depletion of ammonia down to a depth of ∼20 bars, which supports the existence of processes that deplete the atmosphere below the ammonia and water cloud layers. At the equator we find an increase of ammonia with altitude, while the zones and belts in the mid-latitudes can be traced down to levels where the atmosphere is well mixed. The latitudinal variation in the ammonia abundance appears to be opposite to that shown at higher altitudes, which supports the existence of a stacked-cell circulation model.

Unified Astronomy Thesaurus concepts: Planetary atmospheres (1244); Atmospheric composition (2120); Radio astronomy (1338)
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1. Introduction

Some of Jupiter’s biggest mysteries remain unsolved despite decades of observations. Questions about its formation environment, the source of energy for its atmosphere, and the distribution of trace gases within said atmosphere remain as open-ended as ever. The vastness of the planet and its atmosphere, coupled with the short timescales on which the atmosphere evolves, implies that a global understanding of the planet requires coordinated observations across many different frequencies. In the early days of observational astronomy, optical images were used to infer the dynamics of the atmosphere by tracking the motion of cloud tops (Peek 1959; Ingersoll et al. 1981). Various techniques were used to correlate images and find the dominant zonal component of the global circulation. The meridional component of the atmosphere is much smaller in magnitude, making it more difficult to observe. Only recent advances in observational capabilities and computing techniques have allowed for direct measurement of the north–south component of the wind by tracking small-scale cloud features (Asay-Davis et al. 2011).

A key feature in expanding this limited two-dimensional view of the atmosphere is the presence of processes that deplete the atmosphere below the visible cloud tops (Thornton & Welch 1963; Welch et al. 1966; Wrixon et al. 1971; Berge & Gulkis 1976). Given the right combination of frequencies, we can use radio observations to construct a full three-dimensional view of the planet and reveal global circulation patterns.

Studying this pattern on the planet requires observations at resolutions high enough to distinguish between the various climatological zones, i.e., the visibly white zones and brown belts on Jupiter. Ground-based observatories use the ability to detect phase at radio frequencies and rely on complex interferometers, with baselines on the order of tens of kilometers. For example both the Very Large Array (VLA) and the Atacama Large Millimeter/submillimeter Array (ALMA) provide excellent spatial resolution from Earth. The NASA Juno mission opted for an alternative solution, building an orbiter that approaches Jupiter as close as 3000 km. Intriguingly, despite the fact that Juno is five orders of magnitude closer to Jupiter than the VLA, the final resolution at 10 GHz or higher is comparable on the planet when the VLA is in its extended configuration as shown in Figure 1. Though both approaches have orthogonal advantages and disadvantages for atmospheric observations, the combination provides a very powerful tool for studying the atmosphere of Jupiter. The ground-based observations have excellent spectral and spatial resolution (in both latitude and longitude) but are limited by the presence of Jovian synchrotron radiation along the line of sight at frequencies below 5 GHz, which hinders the VLA from retrieving information below ∼10 bars. The proximity of Juno to the planet allows for observations that drastically reduce the impact of synchrotron radiation; however, data are taken along a narrow north–south track, so there is limited global context for these observations.
The model we develop in this work is applicable to both sets of measurements and provides a reference frame for fitting and interpreting radio observations. In Section 2, we present our data reduction pipeline developed for the Juno data, followed by our description of the perturbed thermochemical equilibrium model for the atmospheric structure in Section 3. Based on a parameterized distribution of trace gases, we compute the brightness temperature using our radiative transfer (RT) code, as described in Section 4. In Section 5, we present our results that minimize the difference between the observations and the model atmosphere for the mean atmosphere based on the first year of Juno observation, and we compare our results to the only other published result for perijove 1 (PJ1). Lastly, we touch on the most important interpretations in Section 6. We finish the paper with our overall conclusions and recommendations for future work.

2. Data

2.1. Sources of Data

Since Juno’s insertion into Jupiter’s orbit on 2016 July 4, the spacecraft has remained in a 53-day, highly eccentric, polar orbit, in which the spacecraft spends most of its time outside of the high radiation environment around the planet. Among the suite of instruments, there are several with the primary goal of studying the planet’s atmosphere, including an MWR (Janssen et al. 2017). This instrument couples six radio receivers to a set of antennas (an array of patch antennas and corrugated horns) to receive radio waves with minimal sidelobe contributions at six distinct frequencies, from here on referred to as Channels 1–6 (see Table 1 for details).

Juno’s emission at radio wavelengths consists of two components: a thermal component (i.e., the blackbody radiation of the planet’s atmosphere) and nonthermal emission originating from synchrotron radiation by electrons in the

| Channel | Frequency (GHz) | Bandwidth (MHz) | Beamwidth (deg) |
|---------|----------------|----------------|-----------------|
| 1       | 0.6            | 21             | 20.6            |
| 2       | 1.278          | 43.75          | 20.6            |
| 3       | 2.597          | 84.5           | 12.1            |
| 4       | 5.215          | 169            | 12.1            |
| 5       | 10.004         | 325            | 12.0            |
| 6       | 22             | 770            | 10.8            |

Table 1 Radiometer and Antenna Characteristics of Juno’s MWR

The spacecraft completes one rotation every 30 s, in which time its beams sweep across the sky (sky coordinates $\theta_{\text{sky}}, \phi_{\text{sky}}$) and obtain 300 beam-convolved measurements (i.e., the brightness temperature $T_b$) of the sky’s brightness ($T_{\text{sky}}$) at positions expressed in spherical coordinates in the spacecraft frame ($\theta_{\text{sc}}, \phi_{\text{sc}}$) (Janssen et al. 2017):

$$T_b = \int_0^\pi \int_0^{2\pi} T_{\text{sky}}(\theta_{\text{sky}}, \phi_{\text{sky}}) G(\theta_{\text{sky}} - \theta_{\text{sc}}, \phi_{\text{sky}} - \phi_{\text{sc}}) \times \sin(\theta_{\text{sc}}) d\theta_{\text{sc}} d\phi_{\text{sc}}.$$  

(1)

The radiation pattern (or “gain”) of the radio antenna $G(\theta, \phi)$ is designed so that 99% of the emission falls within 2.5 times the half-power beamwidth (HPBW) of the Gaussian main

Figure 1. PJ3 flyby during 2016 December. The map shows X-band (8–10 GHz) VLA observations taken concurrently with the flyby to show the longitudinal structure of the planet (Moeckel et al. 2019; these VLA data will be fully published in a subsequent paper). The red footprints correspond to MWR’s Channel 5 observation, where we have plotted the highest resolution (i.e., smallest emission angle), while the blue footprints correspond to the VLA resolution. (Note: in 2016 December the VLA was in the most extended A configuration.) Inset (a) is a zoom-in for the indicated region and shows all 60 individual observations colorized by their beam-convolved emission angle that are centered around the equator. These 60 observations are the basis for fitting the nadir brightness temperature and the limb darkening at 0°. Inset (b) is a zoom-in to illustrate how the emission angle varies across the beam, where the red central circle corresponds to the boresight center and the black circle indicates the position of the spacecraft. The dashed ellipses correspond to the beam’s extent projected onto the planet, with the contours showing how the emission angle varies across the beam. The final beam-convolved emission angle is 59°2 when integrating over the 2.5$\theta_{\text{HPBW}}$ contour that corresponds to 99% of the emission.
beam, limiting the amount of radiation received through the sidelobes. The intersection of the main beam with the planet determines the resolution of the measurements, which is highest at nadir viewing and decreases with increasing slant angle, distance from the planet, and frequency. For ideal operation of the MWR, the antennas scan the planet in a north–south direction to obtain multiple measurements per latitude at varying emission angle (the angle between the antenna’s line of sight and the surface normal). While measurements at nadir probe deepest into the planet, observations at increasing emission angles scan the planet higher up in the atmosphere owing to the increased path lengths. Juno’s other science priorities, such as gravity science, require communication antennas to be aligned with Earth so that the satellite does not align with the spin axis of the planet, which deteriorates the emission angle coverage and reliability of the atmospheric signal (such as PJ10 and PJ11), which we therefore exclude from this analysis. The most relevant information for the MWR observation campaign is listed in Table 2.

The radiation pattern for the six antennas, the spacecraft geometry during PJs, and the corresponding antenna temperature measurements are documented in the Planetary Data System3 and are utilized in the following analysis.

In addition to the Juno data, we also incorporate observations between 3 and 25 GHz from the VLA into this analysis. These were originally published in de Pater et al. (2016, 2019b), and we refer the reader to these papers for details on the data reduction and calibration.

| PJ Number | Date       | Min. Dist (km) | PI (Lat., Lon.) | Type      |
|-----------|------------|----------------|----------------|-----------|
| 1         | 2016-08-27 | 4138           | 4.3, 95.8      | MWR orbit |
| 3         | 2016-12-16 | 4101           | 6.5, 5.5       | Gravity orbit |
| 4         | 2017-02-02 | 4234           | 7.5, 274.9     | MWR orbit |
| 5         | 2017-03-27 | 3314           | 8.6, 175 1     | MWR tilt orbit |
| 6         | 2017-05-19 | 3383           | 9.7, −140      | Gravity Orbit |
| 7         | 2017-07-11 | 3359           | 10.8, −49.0    | MWR orbit |
| 8         | 2017-09-01 | 3332           | 11.8, 41.9     | Gravity orbit |
| 9         | 2017-10-24 | 3839           | 13., 132.      | Gravity orbit |
| 12        | 2018-05-24 | 3201           | 15.9, 115      | MWR tilt |

Note. Overview of MRW’s orbits that yield data useful for atmospheric science. The columns correspond to the PJ number, date of the flyby, minimum distance from the planet, subsatellite location during closest encounter, and science focus for the orbit.

2.2. Data Reduction of the Juno Observations

The two quantities needed from the Juno data for our atmospheric retrieval (see Section 5) are the nadir brightness temperature at the observing frequency, $T_b(\mu)$, and the limb-darkening coefficient, $p$, which numerically represents how the brightness temperature decreases with increasing emission angle $\theta$ ($\mu = \cos \theta$) as we probe higher up in the atmosphere compared to nadir observations:

$$T_b(\mu) = T_b(0)\mu^p,$$

with $T_b(\mu)$ the brightness temperature of Jupiter at a given frequency convolved with the gain pattern of the antennas (Equation (1)).

For a full treatment of the problem, the observations can be deconvolved based on an exact knowledge of the antenna pattern and using several overlapping observations (Oyafuso et al. 2020). We choose an alternative approach and instead correct the observations for the viewing geometry. Since we are interested in obtaining the variation in brightness temperature with emission angle, we must account for the fact that the beam captures a wide range of emission angles. Based on the shape of the planet and the relative position of the antenna beam, we derive a map of emission angle for each observation (see inset in Figure 1 and Appendix A). Knowing the detailed shape of the antenna pattern, we can convolve the two quantities to obtain a beam-averaged temperature $T_b(\mu)$. Assuming that the variations in the observable quantities (i.e., nadir brightness temperature and limb darkening) across the beam are small compared to variations in brightness due to changes in emission angle, we obtain the final brightness temperature of the observation as the mean brightness temperature across the beam $T_b(\bar{\mu})$ at the mean emission angle across the beam $\bar{\mu}$:

$$T_b(\bar{\mu}) = \overline{T_b(\mu)}\bar{\mu}^p,$$

$$\bar{\mu} = \frac{\int_0^{\theta_m} G(\theta_{sc}, \phi_{sc})\mu(\theta_{sc}, \phi_{sc}) \, d\theta_{sc} \, d\phi_{sc}}{\int_0^{\theta_m} G(\theta_{sc}, \phi_{sc}) \, d\theta_{sc} \, d\phi_{sc}}.$$

We note here that other parameterizations for the limb darkening can be used (such as the two-term expansion by Li et al. 2017); however, the exact form does not influence the atmospheric retrieval. All we care about for the retrieval is by how much the brightness temperature has dropped at an emission angle of 45° for our model.

We set the limits of the beam convolution equal to 2.5 times the HPBW of the beam, corresponding to the angle within which 99% of the total emission is received (Janssen et al. 2017). In case a beam element falls off the planet, we chose to discard that measurement owing to drastic brightness contrast between the planet and either the radio-cold background sky or the radio-hot synchrotron radiation.

3 Dataversion 3, https://pds.nasa.gov/.
To derive the latitudinal structure of the observables, we first collect all measurements where the boresight falls within a $1^\circ$ latitude bin. The resolution of the actual observations is set by the size of the footprints and as such varies between each measurement, often larger than the $1^\circ$ bin size. This bin size therefore compromises between resolving the latitudinal structure and the size of the footprints. Inset (a) in Figure 1 shows an example of this, where we plot all 60 observations where the beam center falls within the selected region, and the beams at large emission angles indeed span a few degrees of latitude. To that purpose, we fit all data within the bin using a weighted linear least squares (Equation (5)) based on parametric relationship between $T_b$ and $p$ (see Equation (3) and Figure 2 for a visual representation of the fit). At the lowest frequencies (Channels 1–3) we suspect contamination by synchrotron radiation to be largest, so we use $\bar{\mu}$ as a weight ($W$). The choice of $\bar{\mu}$ only slightly downweights the observations ($\mu(\theta = 45) \approx 0.7$). If we used weights that penalize large emission angles even more, we would lose important information on the limb darkening, while a smaller weight caused problems at midlatitudes with synchrotron radiation leaking in,

$$\sum_{i=1}^{n} W(Y - AX)^2 = 0$$

$$W = \begin{bmatrix} \bar{\mu}_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \bar{\mu}_i \end{bmatrix}$$

$$Y = \begin{bmatrix} \log T_b(\bar{\mu}_1) \\ \vdots \\ \log T_b(\bar{\mu}_i) \end{bmatrix}$$

$$A = \begin{bmatrix} 1 & \log \bar{\mu}_1 \\ \vdots \\ 1 & \log \bar{\mu}_n \end{bmatrix}$$

$$X = \begin{bmatrix} \log T_{b0} \\ p \end{bmatrix}.$$ 

Based on best-fit parameters, we compute the error $\epsilon$ by subtracting the data from the parametric fit, and we compute the reduced $\chi^2$ for $n$ data points and $n_p$ parameters:

$$\epsilon = Y - AX$$

Figure 2. Brightness temperature at $12^\circ$ north latitude for the six different channels, plotted against the beam-convolved emission angle. The filled circles correspond to the observations considered in the fit, and the open circles correspond to the observations that were removed. Open circles inward of the cutoff are observations with high susceptibility to synchrotron radiation (spatial filter—see Section 2.3), while open circles outward of the cutoff are measurements where part of the beam is off the planet. The cutoff is determined such that all beam elements interior to 2.5 HPBW are on the planet. The impact of the synchrotron radiation leaking in through the sidelobes can be seen in Channels 1 and 2, where the brightness temperature increases beyond $60^\circ$, while the drop in brightness temperature at higher frequencies is due to the cold sky leaking in. The solid line with shading corresponds to the fitted model according to Equation (3) and three uncertainty fidelities ($\alpha = 1, 3, 10$). The intersect at an emission angle of zero is the nadir brightness temperature, and the limb-darkening parameter defines the shape of the curve.
calibration. Therefore, we treat them as independent errors in our analysis. The final uncertainty for the brightness temperature is a combination of the fit uncertainty \( \sigma_T^{\text{fit}} \) and the absolute calibration uncertainty \( \sigma_T^{\text{cal}} \) (Janssen et al. 2017), which we add in quadrature. We adopt an absolute calibration uncertainty \( \sigma_T^{\text{cal}} \) of 10\% for Channel 1, due to the unknown opacity of absorbers (e.g., ammonia, water, and alkalis) at such high pressures (Hanley et al. 2009; Bellotti et al. 2016, 2017; Bellotti 2018), and 1.5\% for all other channels (Janssen et al. 2017). The final uncertainty for the limb-darkening coefficient is a relative measurement and therefore corresponds only to the fit uncertainty

\[
\sigma_l = \sqrt{(n \sigma_T^{\text{fit}})^2 + (\sigma_T^{\text{cal}})^2}
\]

Spatial variations of the parameters within the beam and the remaining synchrotron contribution both deteriorate the reliability of the fit, making the retrieval prone to errors in the case of an overreliance on these measurements. To fully understand the impact of the uncertainties, we allow \( n \) to vary between 1 and 10 (inset in Figure 2 shows the various uncertainty levels) and test the robustness of our results to the uncertainty fidelity \( n \). If our models sufficiently capture the complex atmospheric structure, the choice of uncertainty should not matter. Thus, as a function of latitude, we have reduced the MWR measurements to two parameters: nadir brightness temperature \( T_{\text{Cal}} \) and limb-darkening coefficient \( p \) (with a 1° step size in latitude per PJ) and their corresponding uncertainties.

In addition to the individual PJs, our final goal is to produce a global (i.e., longitude, or orbit-averaged) latitudinal distribution of trace gases. We therefore combine the individual PJs and compute the mean for each channel. We caution the reader that the global mean is based on nine narrow slices of the atmosphere separated in both time and longitude and thus is not a perfect representation of a global atmosphere. For the uncertainties, we elect not to use the standard deviation between the individual PJs since they (i) reflect spatial variations instead of measurement uncertainties and (ii) do not reflect the absolute uncertainty for the temperature measurements. Instead, we compute the average fit uncertainty \( \sigma_T^{\text{fit}} \) at a given latitude among the PJs and add them to the absolute uncertainty:

\[
\sigma_T^{\text{mean}} = \sqrt{(n \sigma_T^{\text{fit}})^2 + (\sigma_T^{\text{cal}})^2}
\]

We use \( n = 3 \) (i.e., 3\( \sigma \)) for the fit uncertainty when plotting the trace-gas distributions, but we also show the retrieved atmospheric quantities for different fidelities \( n = 1, 5, 10 \) in Section 5.

### 2.3. Data Selection

Despite limiting observations to viewing geometries with 99\% of emissions coming from the planet, the low-frequency observations show signs of synchrotron contamination. The telltale sign of synchrotron contamination is a breakdown of the typical relationship between emission angle and brightness temperature. Observations for which the synchrotron radiation off the planet is stronger than the atmospheric signal show a nonphysical limb-brightening effect, unlike the limb darkening
that is apparent for atmospheric observations. In the absence of accurate synchrotron radiation models, and given the complexity of the electron distribution and the magnetic field close to the planet (e.g., de Pater 1981; de Pater et al. 1997; Santos-Costa et al. 2017; Moore et al. 2019), we use two different filters to remove observations that are subject to contamination.

2.3.1. Spatial Filter

The main synchrotron radiation belt of Jupiter is constrained to low latitudes around the magnetic equator (e.g., Roberts 1976; de Pater 1981; Sault et al. 1997; de Pater & Sault 1998). Despite the low sensitivity of the antenna beam in the sidelobes, the combination of high-intensity radiation and large emission area causes problems in observations where synchrotron emission enters through the sidelobes. We therefore restrict measurements where the sensitivity to the synchrotron radiation in the sidelobes is minimal. In practice, when the spacecraft is at higher latitudes (10°–60°), we remove all observations that are looking toward the equator (where the equatorial synchrotron radiation is leaking in) and instead use only observations that look poleward. See Figure 2 and Appendix B for examples of this filter.

2.3.2. Limb-darkening Filter

The fitted limb-darkening coefficient and its deviation from the mean is another constraint that we use to assess the synchrotron contribution to the observations. Observations that are bright at the limb (i.e., a lower-than-expected value for the limb darkening) are a telltale sign of a contribution by synchrotron radiation. Latitudes where the limb-darkening coefficient deviates more than 5 standard deviations from the mean for the given orbit are replaced by the orbit mean at that latitude.

2.4. Orbit Average

The geometry during each flyby is dictated by the type of science that is prioritized. For MWR observations, we therefore restrict ourselves to a subset of nine orbits from the first 12 to compute the orbit average (see Table 2). We use the retrieved uncertainties in the parameters as weights to compute the mean profiles for brightness temperature and limb darkening after applying the spatial and limb-darkening filters discussed above.

The results of the data reduction for these Juno data are shown in Figures 4 (nadir brightness temperature) and 5 (limb-darkening coefficient), where the solid lines correspond to the mean and the thin dashed lines correspond to the various PJ passes. For verification purposes, we also compare our results to published orbit-averaged data of Oyafuso et al. (2020), indicated by the dotted line. The variations with latitude of radio-cold and radio-warm regions indicate the presence of enriched and depleted trace gases, which modify the opacity for the escaping blackbody radiation, in line with our assumption that the variations in kinetic temperature are small. Some of the latitudinal variations seen in the mean profiles can be traced down across all channels, such as the radio-cold region around the equator, indicating the presence of atmospheric variations spanning several orders of magnitude of pressure. At higher latitudes, the profiles show that the variations decay rapidly with depth, highlighting shallower atmospheric features. Atmospheric variability, as seen by the dispersion between individual PJ profiles, is seen especially at the higher frequencies, which correspond to the upper layers of the atmosphere where temporal and spatial variabilities dominate (de Pater et al. 2016).

Figure 4. Nadir brightness temperature for the six channels between −60° and 60°, where the thick lines indicate the orbit-averaged values and the dashed thin lines correspond to the individual PJs. The dotted line represents the orbit-averaged value based on a deconvolution algorithm (Oyafuso et al. 2020) and shows a good agreement between the two methods, validating both our approaches. (The data used to create this figure are available.)
The structure of the limb darkening is more chaotic, but to first degree it mirrors a structure similar to the brightness temperature, with the biggest diversions seen in the Equatorial Zone (EZ) and the neighboring North Equatorial Belt (NEB). We can see smaller features at higher latitudes corresponding to regions where the white zones and brown-reddish belts alternate. The limb-darkening coefficient is very sensitive to variations in spatial structure within the binned regions, so that it becomes difficult to interpret the signal at higher frequencies, and we caution against reading too much into the fine-scale structure at the highest frequencies.

3. Methods

The presence of radio-absorbing trace gases in a planet’s atmosphere modulates the thermal emission from the atmosphere as it propagates upward. By prescribing a trace-gas distribution with a predefined temperature profile for the atmosphere of Jupiter, we can simulate its brightness temperature using an RT model, such as that described by, e.g., Berge & Gulkis (1976) and de Pater & Massie (1985). Such simulated data (see Section 4 for the RT code) can then be compared to Juno MWR and VLA observations; by adjusting the abundances and altitude profiles of radio-absorbing trace gases (and/or the temperature profile; Fletcher et al. 2021), one can find a best fit to the data. In Section 5 we focus on the NH$_3$ abundance, which is the dominant absorber at the frequencies at which Juno MWR and the VLA are operating (e.g., de Pater 1986). At lower frequencies the presence of water (vapor and cloud particles) starts to have an effect on the observations as well (de Pater et al. 2005). This signal, however, is difficult to interpret, and we test the impact of the cloud particles on the retrieval in Section 6.3.

But what is the best way to prescribe the distribution of trace gases? In the past, researchers determined “arbitrary” jumps in the ammonia profile (e.g., de Pater 1986) to find a best fit to their data. Observers such as de Pater et al. (2001) pointed out that profiles that gave a best fit to the available data did not follow the profile expected from thermochemical equilibrium calculations (Weidenschilling & Lewis 1973; Atreya & Romani 1985). Li et al. (2017) followed a similar route, opting to split the atmosphere into several layers and then use an MCMC algorithm to find the stochastic best fit to Juno PJ1 observations. Considering the few Juno observations that we have (i.e., data at six frequencies), the problem is under-constrained, that is, we have more variables to fit than observations constraining them. Additionally, the received radiation is an integrated signal over many layers of the atmosphere, and as such the inversion is not unique. The problem can be further constrained through regularization of the atmosphere, limiting how much the atmosphere can change between pressure levels (Li et al. 2017), or through the use of thermochemical equilibrium models as mentioned above (de Pater et al. 2016, 2019b). We know from observations of the troposphere on Earth that the atmosphere is more complex than a simple thermochemical equilibrium model prescribes. Nevertheless, it adds a priori information, and we opt to modify the thermochemical equilibrium models by introducing factors that quantify the departure from equilibrium in these models.

3.1. Model 1: Perturbed Thermochemical Equilibrium Model

In the absence of other observations, the simplest description of an atmosphere is a well-mixed atmosphere, where the trace-gas$^4$ abundance (x$_i$) is constant with pressure until the saturation pressure, $P_{\text{sat}}$, at temperature $T_e$ for the specific

$^4$ We express trace gases in both parts per million (ppm) and protosolar abundances: $x_{\text{ppm}} = 5.9 \times 10^{-4} \frac{N}{\text{H}} = 1.48 \times 10^{-3} \frac{X}{\text{H}} = 2.89 \times 10^{-3} \frac{O}{\text{H}} = 1.07 \times 10^{-3} \frac{C}{\text{H}}$ (Asplund et al. 2009).
trace gas is reached, at which point the gas starts to condense out to form clouds. We modify the relationship by introducing the relative humidity \( r_h \) in Equation (13), where a value greater than unity indicates supersaturation, delaying the condensation of cloud particles. On Earth, supersaturation occurs for a variety of reasons, most commonly the absence of cloud condensation nuclei, or the presence of strong updrafts. Subsaturation at these levels, corresponding to values less than unity, is most likely a reflection of averaging areas inside the radio beam that are saturated and areas that are not saturated,

\[
\text{NH}_3(P) = r_h \frac{P_{sat}(T)}{P}. \tag{13}
\]

Below the ammonia ice clouds, the absence (or lack of detection) of hydrogen sulfide (H\(_2\)S) gas on Jupiter has been explained by the formation of ammonia hydrosulfide clouds (NH\(_4\)SH), where essentially all the H\(_2\)S is trapped in the NH\(_4\)SH cloud as it combines with the more abundant NH\(_3\). The onset of cloud formation starts when the equilibrium pressure exceeds the product of gases’ partial pressure (see Equations 14 and 15), and the reaction rate has been parameterized by Weidenschilling & Lewis (1973) and Atreya & Romani (1985):

\[
\text{NH}_3 + \text{H}_2\text{S} \rightarrow \text{NH}_4\text{SH}. \tag{14}
\]

The only measurement of sulfur on the planet so far comes from the Galileo probe measurements (Niemann et al. 1996; Wong et al. 2004) in a so-called 5 \( \mu \)m hot spot (i.e., a region devoid of clouds), which showed a solar enrichment of H\(_2\)S similar to that of NH\(_3\). Since our results for the ammonia abundance at high pressures (>20 bars) are lower than the estimates from the Galileo experiment (see Figure 8), we opt not to use the Galileo probe measurement. Instead, we retrieve the H\(_2\)S abundance indirectly through its effect on the NH\(_4\)SH cloud formation, which equally removes NH\(_3\) from the atmosphere. Additionally, we account for uncertainties in the pressure at which the NH\(_4\)SH cloud forms by introducing a factor \( \eta_{\text{NH}_4\text{SH}} \), to the equation by Lewis (1969) that allows the cloud formation to be delayed. At a value of 1, the reaction occurs at the predicted pressure, and for values less than 1, the clouds form higher up in the atmosphere than predicted by thermochemical equilibrium models:

\[
\log_{10}(P_{\text{NH}_3}P_{\text{H}_2\text{S}}) = \eta_{\text{NH}_4\text{SH}} \log_{10} K = \eta_{\text{NH}_4\text{SH}}(-4715/T + 14.83). \tag{15}
\]

We did not find a constant ammonia abundance below the NH\(_4\)SH cloud layer that could explain both the VLA and Juno observations; therefore, we introduced a parameterization for the region between an assumed deep, globally uniform atmosphere and the NH\(_4\)SH cloud layers. Processes such as dynamics (Showman & de Pater 2005) or microphysics (Guillot et al. 2020) can locally enrich or deplete the atmosphere, leading to gradients in abundance with pressure. We started with the simplest model by fitting a single mixing parameter between a top and a bottom pressure and a deep ammonia abundance. The mixing gradient is defined such that a positive gradient constitutes an increase in ammonia with increasing pressure,

\[
\text{NH}_3(P) = \text{NH}_3^{\text{deep}} - H_{\text{mix}}(\ln(P_b) - \ln(P)) \tag{16}
\]

We postulate that at some depth the atmosphere is well mixed across all latitudes. The most well-suited observations for constraining a global deep abundance come from MWR Channel 1, which probes deepest into the atmosphere (see Figure 7). Unfortunately, the inversion of the observations at low frequencies is also the most uncertain, due to scarcity of high-pressure and high-temperature experiments simulating the conditions in the gas giants (Hanley et al. 2009; Bellotti et al. 2016, 2017). Different published ammonia absorption coefficients lead to differences as large as many tens of kelvin for modeled temperature in Channel 1. We therefore opt to reduce the influence of the lowest frequencies, by applying large absolute uncertainties to the Channel 1 measurements, so that we instead rely on the higher-frequency channels. Lastly, for the global ammonia abundance maps, we opt to prescribe the deep ammonia abundance and only derive the pressure below which the atmosphere is well mixed. This is in line with our assumption that there exists a deep, well-mixed reservoir of trace gases on the planet.

While H\(_2\)S gas on Jupiter does not contribute noticeably to the absorption at radio wavelengths, water has a nonnegligible effect on the observations at frequencies below \( \sim 6 \) GHz (see, e.g., de Pater & Massie 1985; de Pater et al. 2005; Janssen et al. 2005). For the main analysis, we enriched the water abundance by the same solar enrichment factor that we retrieved for the ammonia gas (2.66) and let it condense out at the water condensation point. This is the simplest assumption and is in line with the results for the EZ (Li et al. 2020). For this part of the analysis, we included only an indirect effect of the water cloud on the ammonia: about 3% of gaseous ammonia can be absorbed into the liquid water rain drops (Weidenschilling & Lewis 1973). This effect causes a small local decrease in ammonia at the water cloud level, \( \sim 6 \) bars.

3.2. Model 2: Stochastic Variations between Pressure Nodes

In addition to the perturbed thermochemical equilibrium model, we developed a model similar to the one used by Li et al. (2017) that fits gradients between pressure levels. Moving up from 100 bars, we introduce pressure nodes between which we assume an exponential gradient that mimics processes locally enriching or depleting the atmosphere in trace gases. We set the pressure nodes to 40, 20, 15, 10, 6, 4, 2, and 1 bar above which the atmosphere follows the saturation–vapor pressure curve as defined in Equation (13). Since the problem is underconstrained, we introduce a “lasso”-regularization constraint (Tibshirani 1996) that aims at smoothing the vertical variations, penalizing large gradients between pressure nodes (see Equation (20)).

4. Radiative Transfer Model

We use our open-source RT model radioBEAR (radio Berkeley Atmospheric Radiative transfer)\(^5\) to simulate the brightness temperature for a given distribution of trace gases and a prescribed temperature structure in the atmosphere by splitting the atmosphere into multiple layers and calculating the contribution from each individual layer. This model has been described by de Pater et al. (2005, 2014, 2019b). The opacities

\[ H_{\text{mix}} = \frac{\delta \text{NH}_3}{\delta \ln(P)} \tag{17} \]

\(^5\) [https://github.com/david-deboer/radiobear](https://github.com/david-deboer/radiobear)
for ammonia and water were derived from lab experiments that simulate the high-pressure environment for a given hydrogen–helium atmosphere by Devaraj et al. (2014), Hanley et al. (2009), and Bellotti et al. (2016, 2017). For the Channel 1 frequency, the brightness temperatures modeled by Bellotti et al. (2016, 2017) were too high and not reconcilable with the Juno observations, so that we favored the earlier lab measurements as did Li et al. (2017).

4.1. Temperature Structure

The temperature structure in the atmosphere is a crucial element for the retrieval, since both trace-gas and temperature variations can alter the observed brightness temperature and we can only observe the combined effect. While observers have used mid-infrared wavelengths to derive the temperature at pressures $P \lesssim 0.7$ bars (Fletcher et al. 2009), the temperature structure below the radiative–convective boundary cannot be obtained with these techniques.

The temperatures at the depth where radio waves originate are controlled by atmospheric dynamics, microphysics, and wave patterns in the atmosphere, and to date, there are very few temperature measurements below the radiative–convective boundary ($\approx 0.5$ bars). The first measurements come from the Voyager flyby, which used radio occultation measurements to probe the temperature structure down to the 1-bar level on ingress and egress to measure the temperature of the NEB ($165 \pm 5$ K) and the EZ ($170.4 \pm 5$ K), respectively (Lindal et al. 1981; Guillot et al. 2004). The latent heat release of condensation in the EZ decreases the temperature gradient in the atmosphere, leading to higher temperatures at the same pressure levels compared to an atmosphere that follows a dry adiabat. Hence, the observed temperatures in the EZ and NEB are consistent with a local enrichment of trace gases in the EZ compared to the NEB. The only true in situ measurements come from the Galileo probe experiment, which entered a highly trace-gas-depleted region of the atmosphere, somewhat similar to the conditions found in the NEB, and measured a temperature structure resembling a dry adiabat down to 20 bars.

We have built two temperature profiles—a wet and a dry adiabat—that are anchored to the Voyager and Galileo measurements (Figure 6). Starting from deep within the planet, the absence of condensable species implies that the temperature follows a dry adiabat:

$$\Gamma_d = \frac{dT}{dz} = \frac{g}{\sum_i C_{pi} \frac{\alpha_i}{x_i}}. \tag{18}$$

The heat capacity $C_p$ of a parcel of air is the sum of the heat capacities of the individual atmospheric species weighted by their mixing ratio (see de Pater & Massie 1985). We updated the heat capacity for normal, para- and ortho-hydrogen based on the formalism of Leachman et al. (2009) that is accurate to within 0.1% compared to experimental results until 1000 K, corresponding to about 400 bars. For the gravity, we take the gravity coefficients up until $J_4$ into account to model the gravity as a function of latitude and depth (less et al. 2018). The profile follows the dry adiabat until the water condensation level is reached, at which point the two temperature profiles start to diverge. While the dry adiabat reaches 166.1 K at the 1-bar level (Galileo anchor point Seiff et al. 1996), the latent heat from water decreases the temperature gradient for the wet adiabat, so that in the EZ a temperature of 170.4 K is reached at the 1-bar level. Higher up in the atmosphere ($P \lesssim 0.7$ bars), we use profiles obtained from the mid-infrared (Fletcher et al. 2009) and merge the two temperature profiles to cover the full depth that radio waves probe. In the radiative zone the profiles reverse, that is, the NEB becomes warmer than the EZ as shown by the dotted lines in Figure 6.

For our global ammonia maps we prescribe a dry adiabat; however, we test the impact of a wet adiabat on the vertical ammonia distribution in Section 6.3.

4.2. Weighting Functions

Thermal emission captured at radio wavelengths originates over a range of atmospheric pressures, and the final signal is the integrated emission over these layers. The weighting functions illustrate this effect numerically, by showing the depth of and range from where we receive the emission. We plot the weighting functions in Figure 7 for the EZ and the NEB, exemplifying the end members in terms of ammonia gas distribution covering the most enriched and most depleted region of the planet. At lower frequencies, the radio waves originate over a wide range of pressures going down to a few hundred bars, while at higher frequencies the weighting functions become more peaked, indicating that they probe a smaller pressure range. The center of the absorption feature is at 22 GHz, so that observations at this frequency probe highest in the atmosphere, while observations at both higher and lower frequencies probe deeper into the atmosphere. Lastly, the depletion of trace gases in the NEB allows for probing deeper into the atmosphere, enabling retrieval of ammonia abundances at higher pressures.

4.3. Optimization

For a given distribution of trace gases, we can simulate the brightness temperature and the limb-darkening coefficient;
these modeled parameters are referred to as $T_m$ and $p_m$, respectively. By matching our simulated atmosphere to the observations, we retrieve the best-fit distribution of ammonia gas. We opted to retrieve the distribution per 1° bins, independent of neighboring latitudes, for a robust retrieval.

We first determined the optimum using the scipy\(^6\) Nelder–Mead optimizer to find an atmospheric composition that minimized the difference between the model ($T_m$, $p_m$) and the observations ($T_{ob}$, $p$), weighted by the uncertainties ($\sigma_{T_{ob}}$, $\sigma_p$) as shown in Equation (19). It is here that the choice of “n” for the uncertainties has a largest impact on where the optimal solution is, as the cost function is modulated by the uncertainties. The uncertainties are essential for combining the various observational quantities and weighing them appropriately:

$$C_{\text{Model1}} = \sum_{i=1}^{6} \frac{(T_m - T_{ob})^2}{\sigma_{T_{ob}}^2} + \sum_{i=2}^{5} \frac{(p_m - p)^2}{\sigma_p^2}. \quad (19)$$

For our stochastic model we include a regularization function that penalizes large gradients ($\frac{\delta \text{NH}_3}{\delta \ln(P)}$) between pressure nodes. We chose $\lambda = 1E4$,\(^7\) with which the penalty is much smaller in magnitude than a typical cost function result, to avoid interferences with the retrieval

$$C_{\text{Model2}} = C_{\text{Model1}} + \lambda \left[ \sum_i \frac{\delta \text{NH}_3}{\delta \ln(P)} \right]. \quad (20)$$

We only use the limb-darkening information from Channel 2 to Channel 5. We discarded Channel 1 limb-darkening measurements, as we cannot match the opacity of Channel 1 with only ammonia. Other absorbers such as water (de Pater et al. 2005; both vapor and droplets) and alkalies (Bellotti 2018) are known to add opacity at these low frequencies. We also discarded Channel 6 because it is very insensitive to our variations in the ammonia abundance and mostly driven by spatial variations (see the VLA maps published in de Pater et al. 2016, 2019b). This established a combination of parameters that minimize the difference, but it does not indicate the range of possible solutions within the constraint. We therefore coupled our retrieval with an MCMC (Foreman-Mackey et al. 2013) for the set of parameters $x$ to find the uncertainties in the fit parameters and the correlations between the parameters. The MCMC maximizes the log-likelihood function $\ln p$:

$$\ln p(T, p|x, \sigma) = -0.5 \left( \sum_{i=1}^{6} \ln(2\pi\sigma_T) + \frac{(T_m - T_{ob})^2}{\sigma_T^2} + \sum_{i=2}^{5} \ln(2\pi\sigma_p) \frac{(p_m - p)^2}{\sigma_p^2} \right). \quad (21)$$

5. Results

In this section we present our best-fit ammonia distribution for the average of the first 12 orbits when MWR was able to observe the atmosphere (see Table 2) and compare our results for the first PJ to the inversion by Li et al. (2017).

5.1. Well-mixed Reservoir

The first quantity we constrain is the amount of ammonia in the region that is globally well mixed. Based on Figure 7, we can see that even at the lowest-frequency observations of Juno the signal from depths over 50 bars is poorly constrained, due to the wide range of pressures the signal originates from. There are four observed quantities from the orbit-averaged quantities that constrain the deep ammonia abundance: the brightness
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\(^6\) https://www.scipy.org/

\(^7\) The mixing gradient in this paper is always converted to parts per million for ease of understanding.
temperatures of Channel 1 to Channel 3, and the limb-darkening coefficient of Channel 2. Since our model cannot find an ammonia distribution that fits all four quantities, we instead search for a solution that minimizes the overall error. The key parameter we vary is the factor $n$ for the fit uncertainties ($T_b \pm n \sigma_b^m, p \pm n \sigma_p^m$), and we test the sensitivity of our solution to the chosen fidelity factor $n$. As a reminder, a value of 1 corresponds to the $1\sigma$ results when fitting the nadir brightness temperature and limb darkening (Equation (11)). We consider four different combinations:

1. $(1\sigma)$ This option uses the mean error in the fit uncertainty based on the nine limb-darkening profiles. This combination maximizes the fit to the limb-darkening coefficient of Channel 2, at the cost of fitting the brightness temperature in Channels 1 and 2. We interpret this number as a lower limit to the deep abundance.

2. $(3\sigma)$ This combination compromises the fit between all quantities, and we use this for the final result.

3. $(5\sigma)$ This is similar to $3\sigma$, where the limb-darkening coefficient still influences the retrieval.

4. $(10\sigma)$ With these large uncertainties, the brightness temperature is the main quantity driving the retrieval. While the limb-darkening uncertainty changes by a factor of 10, the total uncertainty in the temperature changes by less than 2% owing to the large calibration errors. This retrieval we interpret as an upper limit to the retrieved ammonia abundance.

For our final results, we first fit the ammonia abundance between $-45^\circ$ and $45^\circ$ independently at $1^\circ$ steps and then average the result over the chosen latitude range. We adopt the value at 100 bars as the deep NH$_3$ abundance. We compile previous results for the averaged deep ammonia abundance as a function of pressure in Figure 8, where the red line corresponds to the thermochemical equilibrium model (Model 1) and the blue line to the stochastic model (Model 2), while the shading indicates the sensitivity of the retrieved results to the uncertainties in the retrieval. The $3\sigma$ profile for Model 1 converges at $340.5^{+34.8}_{-21.2}$ ppm, where the uncertainties correspond to the $1\sigma$ and $10\sigma$ profiles. The final value corresponds to an enhancement over solar of $2.66^{+0.32}_{-0.17}$. We can see that our results confirm the results from the preliminary inversion of the temperature-only measurement of PJ1 (Li et al. 2017; $362^{+33}_{-33}$; $2.45^{+0.23}_{-0.23}$) and are less than the Galileo results (Wong et al. 2004) and the VLA results (de Pater et al. 2019b), which are based on the Galileo results and are very insensitive to ammonia at these depths.

5.2. Orbit Mean

With the deep ammonia constrained to a constant global value, we can turn our attention to obtaining a profile averaged over Juno’s primary mission by fitting parameters to the average of the first two years of the mission between $-60^\circ$ and $60^\circ$ (Table 2). Poleward of $60^\circ$ the spacecraft’s larger distance from the planet reduces the resolution and increases contamination from the sidelobs, reducing the reliability of the data inversion. The nine orbits are widely separated in longitude, reflecting a global latitudinal structure, but we caution that the observations were taken over the course of years, during which time the atmosphere underwent some large-scale changes, such as the storm outbreak between the North Temperate Belt (NTB) and the North Tropical Zone (Sánchez-Lavega et al. 2017; de Pater et al. 2019a) and the outbreak in the South Equatorial Belt (SEB; e.g., de Pater et al. 2019a). In Figure 9 we compare the average atmosphere based on the $3\sigma$ option to the results obtained from the VLA, which were taken between 2013 December and 2014 December (de Pater et al. 2016, 2019b). The VLA results are based on the brightness temperature at 21 different frequencies between 3 and 25 GHz, i.e., at a frequency resolution of 1 GHz; these data are sensitive to pressures $\lesssim 8$–10 bars (and down to $\sim 20$ bars in the NEB). In contrast, the Juno observations cover a much wider frequency range, from 0.6 to 22 GHz, at six distinct frequencies (Table 2), probing down to hundreds of bars (see Figure 7). Although these data have a lower frequency resolution, there is further information in the Juno data by adding a second quantity to fit models: the variation of the limb-darkening coefficient with latitude.

The Juno observations agree with the overall structure of the planet that the VLA has seen at $P \lesssim 8$ bars, which is a depleted atmosphere above a well-mixed region, while extending this analysis to greater depth. The overall structure is characterized by alternating columns of enriched and depleted ammonia gas. The EZ is highly enriched in ammonia, corresponding to the cold radio temperatures around the equator. The Juno observations add more nuanced structure, such as the increase of ammonia with altitude in the EZ at $P \lesssim 50$ bars, the only location on the planet with such peculiar structure (see also the yellow lines in Figure 10). We can also observe the expansion of the equatorial column into the NEB at pressures between 2 and 20 bars. The ammonia abundance in the EZ peaks high up in the troposphere and is enhanced over the deep ammonia abundance. This feature ("ammonia enhancement factor") was instrumental to derive the water abundance in the EZ based on Channel 2–6 observations by Li et al. (2020). The largest depletion of ammonia on the planet is in the adjacent NEB, where we fit a depletion of trace gases down to several tens of bars, quite similar to that derived from the VLA data, though slightly shifted northward in latitude at larger pressures. At pressures of 40 bars, the depletion tapers off to the deep ammonia abundance. At higher latitudes the variation in brightness temperature with latitude becomes smaller, resulting in a more homogeneous atmosphere, with most changes seen in the upper few bars, similar to the VLA results (e.g., de Pater et al. 2016).

We assess the goodness of our fit by computing the brightness temperature and limb-darkening coefficient for the given ammonia distribution in Figure 9. Next to the best-fit results that are the basis for our interpretation (i.e., the $3\sigma$ option), we also show the sensitivity of our retrieved atmosphere for the other combinations of uncertainty ($n = 1$ and $n = 10$) in Figures 11 and 12 through the use of shading. The width of the shading for Channels 3–6 is very small, which indicates that the uncertainty matters little for the higher frequencies in fitting the observations, and our best-fit distribution can explain the observed brightness distribution within the Juno MWR uncertainties. The biggest impact of our confidence in the uncertainties appears in Channel 2, where the various combinations trend to a more depleted deep atmosphere ($n = 1, 1\sigma$) or a more enriched deep atmosphere ($n = 10, 10\sigma$), reflected by the increased width of the shading. The brightness temperature fit in Channel 2 is anticorrelated with the limb-darkening fit in Channel 2. The temperature fits best when using a large scaling factor $n$ (such as 10) for the fit uncertainty,
in which case the brightness temperature drives the retrieval. A scaling factor of \( n = 1 \), on the other hand, means that we fit the limb darkening at the cost of brightness temperature. We also show the brightness temperature (green line) for the distribution determined by the VLA (de Pater et al. 2019b). We can see that the VLA observations, while not being in perfect agreement, reflect the overall structure of the atmosphere pretty well. The VLA model (based on the lower end of the Galileo Probe data; Wong et al. 2004) is generally too cold for Channels 1–3, due to its lack of sensitivity to radiation from the deeper layers in the planet (see Figure 7).

While latitudinal structure in the limb-darkening coefficient is more chaotic, we still manage to fit the overall structure of the planet to first degree. The large features around the equator and the neighboring belt are mostly captured by the fit; only the smaller diversion at higher latitudes tends to not be captured well by our fit. This figure shows the additional value of the limb-darkening coefficient in constraining the atmosphere. While the brightness temperature for the VLA distribution was comparable to the Juno observations (Figure 11), the limb-darkening coefficient for Channels 2 and 3 does not match and indicates that the atmosphere is well mixed at altitudes much deeper than the 10-bar level that was inferred from the VLA data. Higher up in the atmosphere, the VLA observations agree well with the Juno observations; near the ammonia ice cloud, the VLA shows larger latitudinal variations than the Juno data, which likely results from the higher frequency resolution. While we do not fit Channel 1, it is still interesting to see that all models produce similar results, with much larger coefficients than observed.

### 5.3. Perijove 1

We now turn our focus to comparing our model to results published by Li et al. (2017, between 40° S and 40° N). Figure 13 shows our map (3σ) for PJ1, together with the results from Li et al. (2017); the latter were based solely on the brightness temperature from Li et al. (2017). We can reproduce the enhancement of ammonia at the equator and the depletion in the NEB. The Li et al. (2017) map shows that latitudinal variations are constrained to the top few bars of the atmosphere, above an ammonia inversion, i.e., minimum in the ammonia abundance at all latitudes, with a well-mixed deeper layer. In contrast, our model converges to a solution that

![Figure 8. Globally averaged [-45°, 45°] ammonia profile as a function of depth. The red line corresponds to our thermochemical equilibrium model, and the blue line corresponds to our stochastic model, with the shading corresponding to \( n = 1, 10 \). The blue dashed line is based on the results of Li et al. (2017), and the green line is based on the VLA data from de Pater et al. (2019b). The radio attenuation (Folkner et al. 1998) and Galileo Probe Mass Spectrometer (GPMS; Wong et al. 2004) are superimposed. (The data used to create this figure are available.)](image-url)
monotonically increases the ammonia abundance with increasing pressure. The depth that we can trace this variation to, however, is deeper than the Li et al. (2017) results.

In Figures 14 and 15 we forward-model the ammonia distribution in PJ1 using our RT code and compare it to the observations for PJ1 (our models: blue and red solid lines; Li et al. 2017: blue dashed–dotted line). The four highest frequencies corresponding to the upper layers of the atmosphere are well fit within the uncertainties, and our results in all channels match the data better than the results in Li et al. (2017). This highlights how degenerate inversions based on radio observations can be, where quite different ammonia profiles can approximate the observations well.

5.4. Combined VLA 2013–2014 and Juno PJ1–12 Results

With the updated deep ammonia abundance based on the Juno data, we can now add further observational constraints using the longitudinally averaged profiles of the VLA data taken ~2 years prior to the Juno orbit insertion (de Pater et al. 2016, 2019b). Figure 16 shows our ammonia abundance results, as retrieved from the combined VLA/Juno frequency coverage. Due to the different viewing directions of Juno (nadir) and the VLA (looking from Earth), we chose not to convert the VLA observation into nadir viewing, which would require assumptions about the limb darkening. Instead, we model the atmosphere as seen from Earth, that is, zonally averaged latitude slices between 3 and 24 GHz separated by 1 GHz, where the emission angle is determined by the observing geometry (see also de Pater et al. 2019a, 2019b). This adds further constraints on the atmosphere down to the ~10-bar level; at deeper levels Juno Channel 1–3 observations constrain the ammonia distribution. Both our models converge to a solution that shows an atmosphere that is depleted in trace gases down to ~20–30 bars, above which the atmosphere shows variations between zones and belts on the order of 50 ppm. The bottom panel of Figure 16 shows an atmosphere where we include the effects of scattering and absorption by cloud particles in the RT model based on parameterization by de Pater & Massie (1985) and de Pater et al. (2005). There are many unknowns regarding the clouds, including the cloud particle density, the imaginary index of refraction, and their vertical distribution. Our cloud parameterization represents the end member case by assuming large values for the cloud density. The goal is to show that the overall structure of the atmosphere does not change dramatically; rather, it modifies the small-scale structure. Most notably, it removes ammonia higher up in the atmosphere since cloud particles provide extra absorption. The largest effect is visible in the EZ, where ammonia does not increase substantially as compared to the top two panels, which ignore cloud opacity. We model the impact of clouds on the equatorial structure in more detail in Section 6.3.

6. Discussion

In this section we first discuss the uncertainties in the retrieved atmosphere by showing results of MCMC fits to only the Juno MWR observations, and then we focus on the dynamics of the atmosphere based on the retrieved parameters and what inferences we can make from the radio data. Two particularly interesting features emerge in Jupiter’s atmosphere:
Figure 10. Comparison of the atmospheric structure at the locations indicated in Figure 9. The two models developed for this work agree well on the overall structure of the atmosphere despite different modeling frameworks. The biggest difference in the ammonia distribution between our results and VLA results (dashed lines; de Pater et al. 2016, 2019b) is that we add more information about the fine-scale vertical structure. Compared to the PJ1 results (Li et al. 2017), we find no strong evidence for the inversion at midlatitudes.

Figure 11. Forward-modeling results based on the best-fit distribution of ammonia trace gases compared to the Juno observations, plotted against latitude. The Juno nadir brightness temperatures are the solid black lines, with their uncertainties represented by the shading. The red and blue lines correspond to temperatures based on the ammonia distributions as shown in Figure 9. The shading of the red and blue lines indicates the sensitivity of the results to the uncertainties ($\sigma = 1, 10$). The green line is the forward model based on the VLA data (de Pater et al. 2019b). Overall, our forward models fit the brightness temperature well within the uncertainties.
the inversion in the EZ, and the structure at midlatitudes where Li et al. (2017) found an inversion at ∼6 bars. These features are studied in more detail in Sections 6.3 and 6.4 by combining the Juno and VLA data.

6.1. Uncertainties for Dynamical Tracers

In order to assess the uncertainties in our results, we performed an MCMC retrieval based on just the Juno data on Figure 12. Same as Figure 11, but for the limb-darkening coefficient. While we can fit the overall structure of the atmosphere within the uncertainties, the solutions for Channel 2 all result in less limb darkening compared to the observations. The solution closest to the observations (upper end of the shaded area) corresponds to the retrieval that creates a larger mismatch for the brightness temperature. The results that best fit the brightness temperature ($10\sigma$) have the largest mismatch for the Channel 2 limb darkening, and the $1\sigma$ results fit the limb darkening best.

Figure 13. Comparison of ammonia abundance map for PJ1, based on the preliminary retrieval (Li et al. 2017) and the best-fit model in this paper. The overall structure looks very similar, with the biggest difference that we do not find evidence for the ammonia inversion centered around 6 bars in the earlier retrieval as obtained by Li et al. (2017).

(The data used to create this figure are available.)
selected slices of the atmosphere in the EZ and NEB. MCMC results add two more layers of information: uncertainties in and potential correlations between parameters. In Figure 17 we overplot our results from the MCMC result onto the optimizer results as shown in Figure 10, where the spread between the various MCMC draws shows the confidence in the optimizer
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**Figure 14.** Same as Figure 11, but for the PI1 observations. The MWR brightness temperature observations are given by the solid lines, and their uncertainty is given by the shaded region. The red and blue solid lines are the brightness temperatures for the abundances as plotted in Figure 13. The dashed–dotted line corresponds to the forward-modeling results based on the ammonia distribution as published by Li et al. (2017). We note that while the two models of the structure of the atmosphere differ, both models produce similar fits to the observation.

**Figure 15.** Same as Figure 14, but for the limb-darkening coefficient.
solution. The left panel shows the variations for our thermochemical equilibrium approach, while the right panel shows the results for the stochastic model. Despite variations on the order of 50 ppm between the MCMC draws, the overall structure is reproduced in the MCMC results, indicating that the optimizer results are well constrained by the observations and representative. Both models indicate an increase of ammonia abundance with altitude in the EZ.

Figure 16. Ammonia distribution based on the combined Juno and VLA observations. The top panel shows the distribution based on the thermochemical equilibrium model, the middle panel is based on the stochastic model, and the bottom panel shows the effect of clouds on the radio spectrum. (The data used to create this figure are available.)

Figure 17. Slices through the atmosphere at the same locations as indicated in Figure 9. We plot additionally here 10 draws from the MCMC results to show the spread in solutions that are consistent with the observations. The left panel shows the solutions for our perturbed thermochemical equilibrium model, while the right panel shows the results for our stochastic model. We can see that the overall structure is reproduced well by the MCMC draws, indicating the confidence in the retrieved solutions.
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white cloud deck seen at visible wavelengths around the equator and the lack of white ammonia clouds in the NEB. Such differences in relative humidity were first suggested by Klein & Gulkis (1978) and later verified from VLA observations (e.g., de Pater 1986; de Pater et al. 2016, 2019b).

Sitting below the ammonia clouds is the postulated NH$_4$SH cloud, which forms around 2–3 bars. From our retrievals we find that both the pressure at which the clouds form and the amount of H$_2$S in the atmosphere are poorly constrained. This is mostly due to the fact that we have limited coverage at the pressures where the clouds supposedly form owing to the wide spacing of the MWR frequencies.

We define the region where mixing occurs by three parameters (see Equation (17)): the gradient ($H_{\text{mix}}$) between a bottom pressure ($P_b$) and a top pressure ($P_t$). The standing column of ammonia around the EZ leads to poor constraints on the mixing region; however, all solutions in the MCMC run support an increase of ammonia with altitude (see more in Section 6.3). In contrast, the mixing range in the NEB occurs deeper in the planet, and both $P_t$ and $H_{\text{mix}}$ are much better constrained.

6.2. Atmospheric Dynamics

In the following we use our retrieved parameters for the ammonia distributions as a proxy for atmospheric dynamics. Our approach to combine measurements into 1° bins and retrieve the parameters per bin results in a large spread between adjacent latitudes, while the spatial resolution of the individual observations is coarser than 1° (Figure 1). To improve the signal, we average the parameters over 5° of a latitude rolling average to show trends across the zones and belts. Figure 20 shows the retrieved best-fit parameters for the set of uncertainty combinations.
6.2.1. Relative Humidity

We obtain an increased relative humidity in the EZ along with a decreased relative humidity in the adjacent NEB and SEB compared to other latitudes. Moving further toward the poles, the signal of the South Tropical Zone and North Tropical Zone can be seen by the increase in relative humidity until the relative humidity settles to a stable mean below 50% (see Figure 20(a)). The Juno beam is large in comparison to cloud features, so that we interpret a value of less than 100% saturation as a mixture of clouds and cloud-free regions.

6.2.2. NH$_4$SH Cloud Formation

The MCMC runs revealed that the actual pressure where NH$_4$SH cloud formation starts is poorly constrained; however, our 3σ models return a consistent value close to unity for $\eta_{\text{NH}_4\text{SH}}$. A value close to 1 indicates that the onset of cloud formation happens as predicted by the thermochemical equilibrium models, while a value less than 1 indicates that the reaction is happening at lower pressures than predicted. The nominal pressure at which NH$_4$SH is the more favorable state of the trace gases is nominally around 2.3 bars for a value of 1, whereas a value of $1 \times 10^{-3}$ pushes that cloud formation to a pressure of 1.4 bars. This can mean that the process is a lot less efficient than postulated (Weidenschilling & Lewis 1973), for example, if there are updrafts that “supercool” the gas before NH$_4$SH formation takes place. The disagreement between the various line styles in Figure 20(b), however, indicates that this result depends much on the choice of uncertainties. Alternatively, this could also reflect a lower abundance of H$_2$S, which we only constrain indirectly. The retrievals for the EZ and the NEB (see Figures 18 and 19) show that H$_2$S abundance...
(EZ = 1.5\textsuperscript{+1.2}_{-1.0} \text{ solar}, NEB = 2.1\textsuperscript{+0.9}_{-0.9} \text{ solar}) in both regions is lower than the ammonia abundance (2.66); however, it is poorly constrained as seen by the large spread.

6.2.3. Mixing Regime

Juno’s MWR covers a wide frequency range at the expense of spectral coverage, resulting in very few constraints on the deeper atmosphere. Our thermochemical equilibrium model prescribes a single gradient ($H_{\text{mix}} = \frac{\delta(NH_3)}{\delta \ln(P)}$) starting from a bottom pressure ($P_b$) over a certain pressure range ($\Delta P$). For clarity we report on the absolute change in the ammonia abundance ($\Delta NH_3$) over the mixing regime, as the gradient itself is a lot less constrained, but the product of the mixing over a certain pressure range is well constrained. The mean bottom pressure at which we constrain the mixing to start is around 30 bars, but with significant difference between the tropical region and the midlatitudes (see Figure 20(d)). The pressure range over which mixing occurs is consistent in the extratropical region, where the mixing occurs over a rather small pressure range ($\lesssim 5$ bars), as shown in Figure 20(e). This mixing is very consistent across uncertainties and much more localized in pressure than the results shown in Ingersoll et al. (2021), which derived a map based on both limb-darkening and nadir brightness temperature information.

When we take a closer look at the structure where the atmosphere transitions from depleted to enriched ($\sim 20$ bars) in Figure 16, a pattern emerges. The bottom pressure at which the atmosphere approaches the level of the global deep ammonia abundance shows a persistent pattern between zones and belts. The zones, while enriched in ammonia higher up in the atmosphere, are depleted deeper in the atmosphere. This pattern was also picked up by Fletcher et al. (2021), who referred to this as the jovicline, akin to the thermocline in terrestrial oceans. The presence of this pattern supports the existence of a vertically stacked circulation cell (Showman & de Pater 2005; Duer et al. 2021). The difference in at what pressure the atmospheres are well mixed between zones and belts is on the order of 10 bars as shown in Figure 20(d).

Interestingly, the mixing occurs at levels well below the water clouds ($\sim 6$ bars), which was long thought to be the main interface between vertically stacked circulation cells, inhibiting convection from below (Showman & de Pater 2005; de Pater et al. 2019a). Our results confirm that the atmosphere is not well mixed below the cloud levels ($NH_3, NH_3SH, solution$ cloud), as inferred as early as the 1980s, when radio measurements showed the presence of a radio-hot NEB, which was interpreted as a depletion in the ammonia gas abundance (de Pater 1986). VLA measurements showed this depletion to extend down to the $\sim 20$-bar level (de Pater et al. 2019b), and we show that it extends even deeper.

Despite its large size and the inherent computational problems with modeling planets of this size, Young et al. (2019a, 2019b) have managed to simulate the dynamics of Jupiter and found an ammonia depletion down to $\sim 8$ bars, with the exception of the EZ, implying that dynamics may play a large role in shaping the atmosphere of Jupiter. Recently, microphysics has been invoked to explain the depletion of trace gases by trapping ammonia in water ice and raining it out (Guillot et al. 2020). It remains to be seen whether this process can deplete an atmosphere down to tens of bars, i.e., well below the melting point of water ice.
While the midlatitudes seem to have a very consistent signal for the mixing region, with $\Delta \text{NH}_3 \sim 100 \text{ ppm}$ (Figure 20(f)), the EZ and the NEB show the largest deviation from that number. Most notably, the EZ shows a reversal in the sign of the gradient, which results in an increase in the ammonia abundance with altitude, while the NEB shows the biggest gradient.

### 6.3. Equatorial Zone Structure

The EZ in Figures 10 and 16 shows a peculiar structure, with ammonia increasing with altitude from $\sim 50$ bars to the cloud deck, in stark contrast with the monotonically decreasing ammonia mixing ratio at all other latitudes. The retrieval favors a solution where the ammonia abundance peaks in the upper troposphere, just below the NH$_4$SH cloud. While a similar structure was found by Li et al. (2020), we want to show the fidelity of this solution. We test our assumptions and limitations by expanding both the parameter space and the observational constraints. In our atmospheric fit, we add the zonally averaged VLA observations between 3 and 25 GHz (de Pater et al. 2016, 2019b) probing the troposphere down to 10 bars (see Figure 7). For the MWR uncertainties we select the 3$\sigma$, which compromises between the limb-darkening measurements and the brightness temperature measurements. In terms of the parameters, we use the stochastic model, which can better resolve vertical variations in the atmosphere than our thermochemical equilibrium model that only fits a single mixing gradient. This is especially relevant for the presence of potential fine-scale structure, such as introduced by a cloud precipitation and evaporation feedback cycle below the clouds. Since we introduce a regularization constraint on the vertical variations, we first test the effect of the regularization constraints. In Figure 21 we show the results of three MCMC runs that have different levels of regularization (panel (a): none; panel (b): mild; panel (c): moderate). We took 5000 samples from our MCMC run and computed the statistics from them, where the center line corresponds to the mean and the shaded region indicates the 0.16 and 0.84 quantiles. While the regularization changes the small-scale structure by smoothing the profile, the overall increase in ammonia is very robust to the regularization constraint. Furthermore, the small-scale structure, such as the local decrease of ammonia between 10 and 20 bars as seen in the retrievals without constraint, is well within the uncertainties of the retrieval and as such not very well constrained by the observations. Therefore, we favor the moderate regularization, as it produces a smoother atmosphere when we relax other assumptions. Since the mixing gradient is pretty continuous across the whole domain, we average the mixing gradient and show corner plots for this retrieval in Figure 22, where we show clearly that the ammonia abundance is increasing with decreasing altitude (i.e., a negative mixing gradient) and we can exclude the existence of solutions with decreasing or constant ammonia abundances with altitude.

As explained in Section 4.1, we assume a temperature–pressure profile and attribute variations in the observed quantities to variations in the ammonia abundance. The Voyager radio observations showed that the EZ had a higher temperature than the NEB, so we test the sensitivity of our retrieved ammonia abundance to the temperature structure. The ammonia structure in Figure 23(a) shows the MCMC results, compared to the results based on a dry adiabat in panel (b), where the shading indicates the 0.16 and 0.84 quantiles based on the last 5000 samples of our runs. The profile for a wet adiabat differs above $\sim 6$ bars, the condensation pressure of water, which decreases the adiabatic lapse rate. This higher temperature of the wet adiabat is compensated by higher ammonia abundances above 6 bars to match the MWR and VLA observations. Next, we relax the assumption that the atmosphere approaches a state of being well mixed globally deep in the atmosphere, and we allow the deep ammonia abundance to vary along with other parameters in the model, instead of using the deep ammonia abundance as an a priori constraint. Figure 23(c) shows the results of MCMC simulations. We plot the distribution of the final parameters in Figure 24 to show how well constrained the parameters are. While the top of the atmosphere remains unchanged, the mixing gradient is slightly decreased, which is compensated by an increase in the deep ammonia abundance by 22 ppm compared to the global mean of 340 ppm, which is still within the error bars of our retrievals (see Section 5.1).

One of the big assumptions is that the effect of clouds can be ignored. To test the validity of this assumption, we include absorption by clouds based on the parameterization by de Pater & Massie (1985) and de Pater et al. (2005). Cloud densities in these models are computed like adiabatic liquid water contents for terrestrial clouds, i.e., they represent maximum cloud densities based on assuming no loss by precipitation. The results for the atmosphere are shown in Figure 23(d), where the ammonia abundance profile has clearly changed significantly compared to the previous models. Below the water condensation level the atmospheric structure is consistent with a constant abundance (1-H mixing gradient), with a change in gradient above the water cloud level signified by a sharp increase in the ammonia abundance (2-H mixing gradient), consistent with a rain–evaporation cycle. The retrieved deep ammonia abundance (see Figure 25) of 379 ppm is just outside of the 1$\sigma$ limit of the global ammonia abundance that we retrieved without considering the opacity by clouds. This structure is most consistent with physical models; however, it beckons the question of what other impact the poorly known cloud particles may have on the retrieved atmospheric parameters.

### 6.4. Midlatitude Structure

The presence of the inversion at pressures around 6 bars (see Li et al. 2017) has led to much speculation on the physical processes that could cause such a structure. A possible explanation would be a set of ferrel cells extending poleward that alternately enrich and deplete the atmosphere (Duer et al. 2021). While our thermochemical equilibrium model with a singular mixing gradient would not be able to resolve such a structure, our stochastic model built on the framework by Li et al. (2017) should be able to find such a structure. In our optimizer results we could not find any consistent evidence for the depletion as seen by Li et al. (2017; see Figures 9 and 16). The biggest factor in controlling this structure is the amount of regularization we introduce for the vertical gradients, so that we tested our retrieval against various regularization constants $\lambda$. Additionally, we increased the constraints by adding the VLA information to use all available observations. We chose $-30^\circ$ latitude where Li et al. (2017) found a strong inversion signal with the ammonia dropping down to 175 ppm compared to 275 ppm at the ammonia ice cloud level. In Figure 26 we show the results for various vertical regularization constants on the retrieved structure, similarly to Figure 21. Panel (a) shows the
resulting atmospheric structure for a retrieval with no vertical regularization, while panels (b) and (d) correspond to mild and moderate, respectively. Regardless of regularization constant, we cannot reproduce the inversion at ∼6 bars (dotted line in Figure 26). We also test whether our choice of uncertainty (n = 3σfit) could influence the results. In panel (c) we show the results of using n = 1 for the fit uncertainty, i.e., an increased influence of the limb-darkening parameter on the retrieval. The resulting structure develops a slight negative gradient but no consistent inversion. This agrees with the conclusion by de Pater et al. (2019b), who showed that ammonia abundance profiles by Li et al. (2017) gave an inferior fit to the data as compared to their derived abundance profile. Similarly, Ingersoll et al. (2021) used PJ1–PJ7 observations and did not find a structure consistent with an inversion at midlatitudes.

7. Conclusions

Radio observations allow us to disentangle some of the mysteries that Jupiter still holds for us. A combined analysis of VLA and Juno observations allows us to constrain the vertical structure of the atmosphere; however, this is not unique owing to the fact that radio waves originate from a range of pressures. We introduce disequilibrium factors into a thermochemical equilibrium model (Weidenschilling & Lewis 1973; Atreya & Romani 1985) that describes the distribution of trace gases and use these factors in our inversion technique. Fitting the required quantities, however, also requires a good understanding of the fidelity of the data product. For this reason, we developed a data reduction pipeline, which obtains the brightness temperature and limb-darkening coefficient from the raw MWR observations, along with their uncertainties. Coupling these two results in a distribution of trace gases (see Figure 9), the sensitivity of our solutions to the fit uncertainties (see Figure 20), and our certainty in the derived atmospheric distribution (see Figures 18 and 19).

Our approach recovers an atmosphere that confirms the structure that was seen by the VLA in the past (de Pater 1986; de Pater et al. 2019b) and by Juno (Li et al. 2017); however, we also find some remarkable differences. We find that the deep ammonia abundance of $N_{\text{am}} = 34.8 \pm 0.5$ ppm ($2.66^{-0.37}_{+0.17}$ solar abundance) is lower than the Galileo (Wong et al. 2004) and VLA results (de Pater et al. 2016, 2019b; which were based on...
the Galileo results), and we confirm the Juno results (Li et al. 2017). The atmosphere only approaches a state of being well mixed at pressures greater than 30 bars, sitting under a layer between 20 and 30 bars in which the ammonia abundance decreases with increasing altitude. The atmospheric structure requires processes that deplete the atmosphere down to such high pressures, or alternatively require mechanisms that locally enrich the atmosphere, such as in the EZ. The systematic deeper depletion of ammonia abundance in the zones compared to the belts supports the existence of a vertically stacked circulation structure that is constrained to the top 20–30 bars of the atmosphere. At the top of troposphere the formation of the NH₄SH and ammonia cloud layers dominates the vertical structure in the ammonia abundance.

The uncertainties that we retrieve from the raw Juno observations allow us to study the sensitivity of our results to these observational uncertainties. Especially the low-frequency observations are hard to fit, where the limb-darkening coefficient and the brightness temperature favor different solutions for the structure of the atmosphere at altitudes below 10 bars. Higher up in the atmosphere the uncertainties have a very small effect on the retrieved atmosphere (see Figure 8).

The EZ represents an interesting diversion from the general atmosphere. It shows the highest ammonia abundance on the
planet, with an indication that the ammonia is increasing with altitude, in stark contrast to the rest of the planet. This signal is robust to the chosen uncertainties (see Figure 20) and can be reproduced even when we loosen the assumption and let the deep ammonia vary. This structure can also be reproduced when adding the VLA observations (see Figure 23) and indicates an increase in ammonia over a large pressure range. Interestingly, when adding absorption by clouds, the structure is consistent with an increase starting only at the pressure of the water clouds.

So how can we advance our understanding of the deep atmosphere? First and foremost, we need to investigate the signal in Channel 1, which so far has been mostly ignored. With the differences between the various ammonia absorption coefficients at high pressures (Hanley et al. 2009; Bellotti et al. 2016, 2017) alone, Jupiter’s deep atmosphere remains poorly understood. Furthermore, at low frequencies the absorption by water clouds (de Pater et al. 2005) and other species such as alkalies (Bellotti 2018) becomes significant, both of which are poorly understood and often ignored in the RT models. Both lab measurements at high pressures and temperatures and ab initio calculations are essential to fully model these contributions to the opacity. The other big unknown is the temperature structure below the clouds. While mid-infrared observations can probe down to ~0.8 bars, the structure below is largely unconstrained and usually assumed to be adiabatic (wet or dry). Remote observations cannot retrieve the temperature structure directly; understanding atmospheric dynamics better can help construct more realistic atmospheric temperature profiles.
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Appendix A
Beam-convolved Emission Angle

As explained in Section 2, for each observation we compute the beam-convolved emission angle to account for the large range of emission angles within the beam. Since we are interested in the relationship between the emission angle and the brightness temperature, we must assure that the emission angle is representative of the observations. Especially at low emission angles, the extended beam covers a wide range of emission angles, and the boresight emission angle is not an adequate indicator for the observation. Figures 27 and 28 show the relationship between the two quantities for a full rotation of the spacecraft. The large beam size of Channel 2 makes the effect more pronounced than the observations in Channel 5.

![Figure 26. Testing for the inversion signal at midlatitudes as seen by Li et al. (2017), by retrieving an atmosphere based on both VLA and Juno data. We test the effect of vertical regularization on the midlatitude structure to show the confidence in the retrieved midlatitude structure. The panels correspond to no (panel (a)), mild (panel (b)), and moderate vertical regularization (panel (d)). The various line styles correspond to the various retrievals, with the dotted–dashed line and the shading indicating the 0.16 and 0.84 quantiles of the MCMC results. Panel (c) uses mild vertical regularization but reduces the uncertainty fidelity to \( n = 1 \). Regardless of chosen regularization, we cannot reproduce the magnitude of the inversion as seen by the dotted line.](image)
Appendix B
Synchrotron Filter

To best understand the spatial synchrotron filter, in Figure 29 we show a region of the planet where the radiation from the main synchrotron belt is leaking in when looking toward the equator. Compared to Figure 2, where the measurements all fall onto the same curve, we can see that in regions with heavy synchrotron contribution there are two branches to the radiation. We have separated out the signal that is looking toward the equator (upper branch of open circles), while the useful data are the ones looking toward the poles of the planet. Even at low emission angle the impact of the synchrotron radiation can be large.

Figure 27. Relationship between the beam-convolved emission angle and boresight emission angle. The different colors indicate the integration region in units of the HPBW. Farther away from the beam center, the beam sensitivity is dropping rapidly, and the contribution to the averaging becomes small. Therefore, the results converge for sufficiently large integration regions. Our final results are based on 2.5 HPBW, which contains 99% of the emission. This example is for PJ1—Channel 2 observations just before closest approach to the planet.

Figure 28. Same as Figure 27, but for Channel 5.
Figure 29. Same as Figure 2, but for a latitude where the synchrotron contribution is noticeable. Note that there are two branches in Channels 1 and 2 that have a large difference in the temperature for the same emission angle. The increase in temperature is due to the synchrotron leaking in through the sidelobes. Our spatial restriction can handle the synchrotron contribution well, ignoring the upper, contaminated branch of the observations.

ORCID iDs
Chris Moeckel @ https://orcid.org/0000-0002-6293-1797
Imke de Pater @ https://orcid.org/0000-0002-4278-3168
David DeBoer @ https://orcid.org/0000-0003-3197-2294

References
Asay-Davis, X. S., Marcus, P. S., Wong, M. H., & de Pater, I. 2011, Icar, 211, 1215
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009, ARA&A, 47, 481
Atreya, S. K., & Romani, P. N. 1985, in Planetary Meteorology, ed. G. E. Hunt (Cambridge: Cambridge Univ. Press), 17
Bellotti, A. 2018, PhD thesis, Georgia Institute of Technology
Bellotti, A., Steffes, P. G., & Chinsomboon, G. 2016, Icar, 280, 255
Bellotti, A., Steffes, P. G., & Chinsomboon, G. 2017, Icar, 284, 491
Berge, G. L., & Gulkis, S. 1976, Earth-based Observations of Jupiter: Millimeter to Meter Wavelengths, AD-A-023217OSTI, https://www.osti.gov/biblio/7346847
Brown, S., Janssen, M., Admitio, V., et al. 2018, Nat, 558, 87
de Pater, I. 1981, JGR, 86, 3397
de Pater, I. 1986, Icar, 68, 344
de Pater, I. 1990, ARA&A, 28, 347
de Pater, I., Deboer, D., Marley, M., Freedman, R., & Young, R. 2005, Icar, 173, 425
de Pater, I., Dunn, D., Romani, P., & Zahnle, K. 2001, Icar, 149, 66
de Pater, I., Fletcher, L. N., Luszcz-Cook, S., et al. 2014, Icar, 237, 211
de Pater, I., & Massie, S. T. 1985, Icar, 62, 143
de Pater, I., & Sault, R. J. 1998, JGR, 103, 19973
de Pater, I., Sault, R. J., Butler, B., DeBoer, D., & Wong, M. H. 2016, Sci, 352, 1198
de Pater, I., Sault, R. J., Moeckel, C., et al. 2019a, ApJ, 158, 139
de Pater, I., Sault, R. J., Wong, M. H., et al. 2019b, Icar, 322, 168
de Pater, I., van der Tak, F., Strom, R. G., & Brecht, S. H. 1997, Icar, 129, 21
Devaraj, K., Steffes, P. G., & Duong, D. 2014, Icar, 241, 165
Duer, K., Gavriel, N., Galanti, E., et al. 2021, GeoRL, 48, e95651
Fletcher, L. N., Orton, G. S., Yanamandra-Fisher, P., et al. 2009, Icar, 200, 154
Fletcher, L. N., Oyafuso, F. A., Allison, M., et al. 2021, JGRE, 126, e06858
Folkner, W. M., Woo, R., & Nandi, S. 1998, JGR, 103, 22847
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125, 306
Gierasch, P. J., Conrath, B. J., & Magalhães, J. A. 1986, Icar, 67, 456
Guillot, P., Stevenson, D. J., & Becker, H. N. 2020, JGRE, 125, e06403
Guillot, T., Stevenson, D. J., Hubbard, W. B., & Saumon, D. 2004, The Interior of Jupiter, Vol. 1 (Cambridge: Cambridge Univ. Press), 35
Hanley, T. R., Steffes, P. G., & Karpowicz, B. M. 2009, Icar, 202, 316
Iess, L., Folkner, M., Durante, D., et al. 2018, Natur, 555, 220
Ingersoll, A. P., Atreya, S., Bolton, S. J., et al. 2021, GeoRL, 48, e95756
Ingersoll, A. P., Beebe, R. F., Mitchell, J. L., et al. 1981, JGR, 86, 8733
Janssen, M., Hofstadler, M., Gulkis, S., et al. 2005, Icar, 173, 447
Janssen, M. A., Oswald, J. E., Brown, S. T., et al. 2017, SSRv, 213, 139
Klein, M. J., & Gulkis, S. 1978, Icar, 35, 44
Leachman, J., Jacobsen, R. T., Penoncello, S. G., & Lemmon, E. 2009, JPCRD, 38, 721
Lewis, J. S. 1969, Icar, 10, 365
Li, C., Ingersoll, A., Bolton, S., et al. 2020, NatAs, 4, 609
Li, C., Ingersoll, A., Janssen, M., et al. 2017, GeoRL, 44, 5317
Lindal, G. F., Wood, G. E., Levy, G. S., et al. 1981, JGRA, 86, 8721
Moeckel, C., Pater, I. D., Sault, B., Wong, M., & Orton, G. 2019, EPSC-DPS, 13, 937
Moore, K. M., Cao, H., Bloxham, J., et al. 2019, NatAs, 3, 730
Niemann, H. B., Atreya, S. K., Carignan, G. R., et al. 1996, Sci, 272, 846
Oyafuso, F., Levin, S., Orton, G., et al. 2020, E&SS, 7, e01254
Peek, B. M. 1959, The Planet Jupiter (2nd ed.; London: Faber & Faber Limited)
Roberts, J. A. 1976, PASA, 3, 53
Sánchez-Lavega, A., Rogers, J. H., Orton, G. S., et al. 2017, GeoRL, 44, 4679
Santos-Costa, D., Adumitroaie, V., Ingersoll, A., et al. 2017, GeoRL, 44, 8676
Sault, R. J., Oosterloo, T., Dulk, G. A., & Leblanc, Y. 1997, A&A, 324, 1190
Seiff, A., Kirk, D. B., Knight, T. C. D., et al. 1996, Sci, 272, 844
Showman, A. P., & de Pater, I. 2005, Icar, 174, 192
Thornton, D. D., & Welch, W. J. 1963, Icar, 2, 228

Tibshirani, R. 1996, Journal of the Royal Statistical Society: Series B (Methodological), 58, 267
Weidenschilling, S. J., & Lewis, J. S. 1973, Icar, 476, 465
Welch, W. I., Thornton, D. D., & Lohman, R. 1966, ApJ, 146, 799
Wong, M. H., Mahaffy, P. R., Atreya, S. K., Niemann, H. B., & Owen, T. C. 2004, Icar, 171, 153
Wrixon, G. T., Welch, W. J., & Thornton, D. D. 1971, ApJ, 169, 171
Young, R. M. B., Read, P. L., & Wang, Y. 2019a, Icar, 326, 253
Young, R. M. B., Read, P. L., & Wang, Y. 2019b, Icar, 326, 253
Zarka, P. 1998, JGR, 103, 20159