Modeling Cancer Cell Growth Dynamics \textit{In vitro} in Response to Antimitotic Drug Treatment
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Investigating the role of intrinsic cell heterogeneity emerging from variations in cell-cycle parameters and apoptosis is a crucial step toward better informing drug administration. Antimitotic agents, widely used in chemotherapy, target exclusively proliferative cells and commonly induce a prolonged mitotic arrest followed by cell death via apoptosis. In this paper, we developed a physiologically motivated mathematical framework for describing cancer cell growth dynamics that incorporates the intrinsic heterogeneity in the time individual cells spend in the cell-cycle and apoptosis process. More precisely, our model comprises two age-structured partial differential equations for the proliferative and apoptotic cell compartments and one ordinary differential equation for the quiescent compartment. To reflect the intrinsic cell heterogeneity that governs the growth dynamics, proliferative and apoptotic cells are structured in “age,” i.e., the amount of time remaining to be spent in each respective compartment. In our model, we considered an antimitotic drug whose effect on the cellular dynamics is to induce mitotic arrest, extending the average cell-cycle length. The prolonged mitotic arrest induced by the drug can trigger apoptosis if the time a cell will spend in the cell cycle is greater than the mitotic arrest threshold. We studied the drug’s effect on the long-term cancer cell growth dynamics using different durations of prolonged mitotic arrest induced by the drug. Our numerical simulations suggest that at confluence and in the absence of the drug, quiescence is the long-term asymptotic behavior emerging from the cancer cell growth dynamics. This pattern is maintained in the presence of small increases in the average cell-cycle length. However, intermediate increases in cell-cycle length markedly decrease the total number of cells and can drive the cancer population to extinction. Intriguingly, a large “switch-on/switch-off” increase in the average cell-cycle length maintains an active cell population in the long term, with oscillating numbers of proliferative cells and a relatively constant quiescent cell number.
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1. INTRODUCTION

Intratumoral cancer heterogeneity represents a major obstacle to improving the overall response and survival of cancer patients (1–4). While most tumors initially respond well to drug therapies, many will relapse at a certain point following treatment (5, 6). One of the major reasons behind therapeutic failure is attributed to cancer cell-intrinsic factors, such as variations in cell-cycle parameters (e.g., cell-cycle duration, apoptosis length, mitotic index, percentage of apoptotic cells) and the presence of quiescent cancer cells, both of which decrease the efficacy of therapies that rely on active cell cycling (7–10).

Antimitotic cancer drugs represent a highly diverse and successful class of antimitotic agents, reported to have a broad spectrum of potent anti-tumor activity in various hematological and solid malignancies (7, 11–17). Examples of such drugs include microtubule-targeting agents, e.g., taxanes and vinca alkaloids, and newer agents that disrupt mitosis without affecting microtubule dynamics, e.g., kinesin spindle protein inhibitors and inhibitors of mitotic kinases (18–28).

While the primary drug target depends on the antimitotic agent used, preclinical data from in vitro experiments showed that prolonged mitotic arrest occurs in 100% of the cell populations under study irrespective of the agent used (29–33). However, these data also revealed that while all proliferating cells will undergo mitotic arrest when exposed to high concentrations of antimitotic drugs, there is considerable cell-to-cell variation of apoptotic response to antimitotic drugs in human cancer cell lines. Such observations have been reported in multiple single-cell studies involving individual cancer cells in culture in the presence of various antimitotic drugs, including kinesin-5 inhibitors (30, 32) taxol (29, 31–37), and nocodazole (32, 38–40). In the presence of identical drug exposure times and concentrations, the extent of heterogeneity in cellular response reported both within and across cancer cell lines is considerable (29–33, 35–37). For example, in Ref. (32), the authors analyzed 15 different cancer cell lines for their long-term response to different antimitotic drugs. They found that cellular responses to identical drugs are heterogeneous, e.g., within each distinct cell line, cells exhibit different responses following prolonged mitotic arrest, such as undergoing apoptosis after exiting mitosis, dying after completing several mitoses, or dying in interphase.

Investigating the role of intrinsic cell heterogeneity emerging from variations in cell-cycle parameters and apoptosis in cancer cell growth dynamics in vitro is a crucial first step toward better informing antimitotic drug administration. Several mathematical models have been formulated to investigate the dynamic variations among different cellular phenotypes and their role in the emergence of adaptive evolution and chemotherapeutic resistance (41–45) or the impact of cancer cell size, age, and cell-cycle phase in predicting the long-term in vitro population growth dynamics (46–53).

For example, in Ref. (46), the authors modeled the cancer cell population dynamics using a system of four partial differential equations (PDEs) representing the four cell-cycle phases (i.e., \(G_0\), \(G_1\), \(S\), and \(M\)) with relative DNA content as the structuring variable. The goal therein was to obtain the steady DNA distributions for each cell-cycle phase and match the flow cytometry DNA profiles of the human melanoma NZM13 cell line at various time points following the addition of paclitaxel.

In Ref. (48), the authors derived two novel mathematical models, a stochastic agent-based model and an integro-differential equation model, in order to study the effect of cell-cycle-induced intrinsic tumor heterogeneity on the overall growth dynamics. Both models characterized the growth of cancer cells as dynamic interactions between the proliferative, quiescent, and apoptotic states. The models were designed to predict the cancer growth as a function of the intrinsic heterogeneity in the duration of the cell-cycle and apoptosis process and also included cellular density dependency effects. An extension of these models to spatial models was done in Ref. (49).

In this paper, we reformulated the models of Ref. (48). Specifically, we assumed that cells are structured by their age, i.e., how long each cell will spend in the cell cycle or apoptosis. The advantages of the present approach lie in the ability to access directly the cellular age in each compartment and to study the impact of prolonged mitotic arrest induced by antimitotic agents on the long-term population growth dynamics. Our model comprises of two PDEs for the proliferative and apoptotic cell compartments structured in cellular age and one ordinary differential equation for the quiescent compartment. We modeled the prolonged mitotic arrest induced by the drug as an increase in the average cell-cycle length duration, a consequence of the slowing or blocking of mitosis at the metaphase-anaphase transition (30, 34, 38, 56). We assumed that if the total time a cell spends in the cell cycle is greater than the cell-cycle age threshold, apoptotic cell death is triggered, a phenomenon observed in vitro (18, 30, 33, 34, 37, 38, 56–61). We used numerical simulations to subsequently study the impact of increasing the cell-cycle length on the overall population survival.

Our results suggest that at confluence and in the absence of any drug, quiescence is the long-term asymptotic behavior emerging from the cancer cell growth dynamics. This pattern is maintained in the presence of a small increase in the average cell-cycle length. However, an intermediate increase in cell-cycle length markedly decreases the total number of cancer cells present and can drive the cell population to extinction. A large “switch-on/switch-off” increase in the average cell-cycle length maintains an active cell population in the long term, with oscillating numbers of proliferative cells and a relatively constant quiescent cell number. Intriguingly, our results suggest that a large “switch-on/switch-off” increase in the average cell-cycle length may maintain an active cancer cell population in the long term.

This work is aimed at understanding cancer cell growth dynamics in the context of cancer heterogeneity emerging from variations in cell-cycle and apoptosis parameters. The mathematical modeling framework proposed herein merits consideration as one of the few mathematical models to investigate dynamic cancer cell responses to prolonged mitotic arrest induced by antimitotic drug exposure. Our proposed modeling framework can serve as a basis for future studies of the heterogeneity observed in vitro of cancer cell responses in the presence of antimitotic drugs.
2. MATERIALS AND METHODS

2.1. Model Setup

The system (1)–(3) is a novel physiologically motivated mathematical model that assumes continuous distributions on cellular age, i.e., the times spent in the cell-cycle and apoptosis process. The model consists of proliferative (i.e., cells actively dividing, in either a G1, G2, or M-like state), quiescent (i.e., a G0-like state), and apoptotic compartments, as illustrated in Figure 1.

The proliferative compartment is structured by the time remaining to be spent by cells in the cell cycle before successfully completing mitosis and doubling. The apoptotic compartment is structured by the time remaining for cells to fully degrade and complete apoptosis. Accordingly, the dynamics of the cancer cell population is governed by the following system:

\[
\frac{\partial t}{\partial t}P(t, a) = \partial t(a)Q(t) + \partial aP(t, a) - \alpha_{QA}(t)P(t, a),
\]

\[
\frac{\partial t}{\partial t}Q(t) = 2P(t, 0) - (\alpha_{AQ}(t) + \alpha_{QA}(t))Q(t),
\]

\[
\frac{\partial t}{\partial t}A(t, a) = \left[ \alpha_{QA}(t)Q(t) + \alpha_{PA}(t) \int P(t, a) \, da \right] + \alpha_{PQ}(t)Q(t) \int f_{P}(a) 1_{[a, \infty)}(a) \, da f_{A}(a).
\]

Initial conditions for this system are described in the following.

![Diagram representing the age-structured mathematical modeling framework. Here, P denotes the proliferative compartment, with P(t, a) cells present at time t with age a to be spent in this compartment. Proliferative cells can either transition to A or to Q at a = 0 upon completion of the cell cycle. Q denotes the quiescent compartment, with Q(t) cells present at time t. Quiescent cells can either transition to P with rate \(\alpha_{QP}(t)\) or to A with rate \(\alpha_{AQ}(t)\). A denotes the apoptotic compartment, with A(t, a) cells present at time t and age a to be spent in this compartment before completing apoptosis. For illustration purposes, cells within each compartment are grouped together. The various shades of green represent the different times remaining to be spent by cells in the proliferative compartment (i.e., in the cell cycle) before transitioning. Similarly, the various shades of red represent the different times remaining to be spent by cells in the apoptotic compartment, before completing apoptosis and being removed from the numerical simulations. The three explicit transition rates (i.e., \(\alpha_{QP}(t)\), \(\alpha_{AQ}(t)\), and \(\alpha_{PA}(t)\)) are illustrated using black arrows pointing in the direction of the respective transition. The implicit transition from P to Q representing the successful completion of the cell cycle is denoted by a gray arrow.]

2.2. Model Description

In these equations, \(P(t, a)\) represents the number of proliferative cells at time \(t\) that still spend \(a\) in this compartment before doubling. The rates of change of \(P(t, a)\) with respect to the experimental time course \(t\) and age \(a\) are represented by \(\partial t\) and \(\partial a\), respectively. The term \(\partial tP(t, a)\) in equation (1) implies that the time remaining until proliferating cells complete the cell cycle decreases as time \(t\) advances.

When entering the cell cycle, each cell is assigned its individual amount of time to be spent cycling, i.e., \(a\), which is randomly selected from the Gaussian distribution function with mean \(\mu\) and SD \(\sigma\) and probability density function \(f_{P}(a)\). When reaching \(a = 0\), cells in \(P\) exit the cell cycle. The maximum length of time spent in \(P\) before exiting thus corresponds to the maximum length of the mitotic arrest induced by an antimitotic drug. We assumed that the transition of cells back to \(Q\) is due to a successful (i.e., non-aberrant) mitosis.

Cells in \(Q\) act as a reservoir for the other two compartments, i.e., they move into either the apoptotic or proliferative compartment with rates \(\alpha_{AQ}(t)\) or \(\alpha_{QP}(t)\), respectively. Intuitively, quiescent cells do not actively progress through the cell cycle nor are committed to undergo apoptosis (i.e., they remain in a G0-like state).

Cells can undergo apoptosis immediately after exiting the cell cycle, after completing several mitoses, or during interphase. Once cells enter \(A\), they are irreversibly committed to completing apoptosis and cannot transition back to either \(P\) or \(Q\). When apoptosis is completed, cells are removed from the numerical simulation. The term \(\partial aA(t, a)\) in equation (3) implies that the time remaining until cells complete apoptosis decreases as time \(t\) advances.

Cells undergoing apoptosis take time to fully degrade (62, 63); until apoptosis is completed, the cells still take up space and can inhibit the growth of neighboring cells in vitro (37, 63). Upon entering the apoptosis compartment, the time remaining to be spent there is randomly chosen from a probability distribution, e.g., Gamma distribution \(\Gamma(\omega, \lambda)\) with shape parameter \(\omega\), rate parameter \(\lambda\), and probability density function \(f_{A}(a)\). The choice for this probability distribution is explained in greater detail in Section 2.5.

We noted that the two age-structured PDEs for the proliferative and apoptotic cell compartments enable us to monitor a cell’s progress through the cell cycle (in the case of a cell in \(P\)) or advancement through apoptosis until complete degradation (in the case of a cell in \(A\)). Additionally, we assumed that if, upon entering \(P\), the time a cell will spend in \(P, a\), is greater than the threshold \(\hat{a}\) (i.e., the cell-cycle age threshold corresponding to a prolonged mitotic arrest), the cell will undergo apoptosis and will thus immediately transition to \(A\). This phenomenon has been observed in vitro when the sustained prolonged mitotic arrest caused by antimitotic drug exposure leads to apoptotic cell death via the gradual accumulation of cell death signals that ultimately trigger apoptosis. Examples include the phosphorylation and subsequent inactivation of the antiapoptotic Bcl-2 proteins (Bcl-2, Bcl-XL, and Mcl-1), PARP cleavage, and the activation of caspases 3, 7, and 9 (33, 34, 36–38, 58, 64–66).
2.3. Initial Conditions

Initial conditions for the system (1)–(3) are as follows:

\[ P(0, a) = 0, \]
\[ Q(0) = \rho(0)K, \]
\[ A(0, a) = 0. \]

where \( \rho(0) \) represents the initial in vitro plating density. Here, three different initial conditions are used, i.e., \( Q(0) = 0.1K, Q(0) = 0.45K, \) and \( Q(0) = 0.8K, \) corresponding to 10, 45, or 80% of the plating carrying capacity \( K, \) respectively, according to experimental setup in Ref. (48). We noted that the \( Q(0) = 0.1K \) and \( 0.8K \) cases are identical to the initial conditions reported in Ref. (48).

For comparison purposes, we considered in this work, an intermediate case, \( Q(0) = 0.45K, \) which corresponds to the mean value of the two experimental datasets reported in Ref. (48). Therein, the growth dynamics measuring total cellular density every 24 h for a period of 96 h in the two different seeding densities (i.e., 10 and 80% of the in vitro plating density) was subsequently recorded. For a more detailed description of the experimental design, we referred to Ref. (48) Appendix B.1.2.

We noted that equation (1) does not require a boundary condition at \( a = 0, \) since this is a PDE that models a transport process with outward flux only, i.e., once proliferating cells reach \( a = 0, \) they double, after which both daughter cells return to quiescence before entering another cell cycle.

2.4. Inter-Compartmental Dynamics

Following (48), the transition rates that describe the processes of mitotic exit followed by quiescence, mitotic exit, or quiescence followed by the onset of apoptosis are, respectively:

\[ \alpha_{QP}(t) = \frac{\beta(\rho(t))N_{aq}(t) - P(t)}{Q(t)}, \]
\[ \alpha_{PA}(t) = c \frac{dN_{aq}(t) - A(t)}{P(t)}, \]
\[ \alpha_{QA}(t) = c(1 - \gamma) \frac{dN_{aq}(t) - A(t)}{Q(t)}. \]

\( P(t), Q(t), \) and \( A(t) \) represent the total number of cells at time \( t \) in the proliferative, quiescent, and apoptotic compartments. Herein, the total number of proliferative and apoptotic cells are integrated over the cellular age, i.e., \( \int P(t, a) \, da \) and \( \int A(t, a) \, da, \) respectively. The total number of cells that occupy the plate at time \( t \) is described by \( N_{aq}(t) = P(t) + Q(t) + A(t). \) The total number of non-apoptotic cells at time \( t \) is described by \( N(t) = P(t) + Q(t). \) Cell density is denoted by \( \rho(t) = N_{aq}(t)/K, \) with \( K \) representing in vitro confluence. Here, \( \rho = 1 \) when \( N_{aq}(t) = K, \) which implies that cells have reached confluence at time \( t. \) For a complete explanation and derivation of the transition rates in (7)–(9), we referred to Ref. (48).

We noted that the functional forms in equations (7)–(9) are time and density dependent and reflect the in vitro experimental conditions used in Ref. (48), where OVCAR-8 cells were seeded at different cell densities and initially synchronized to be quiescent using starvation media.

Additionally, we assumed that for a given in vitro cell density at time \( t, \) there exists an equilibrium distribution of cells actively in the cell cycle. This is represented in the model by the function \( \beta(\rho(t)), \) i.e., the fraction of proliferating cells as a function of the in vitro cell density \( \rho(t) \) at equilibrium. Experimentally, in order to determine \( \beta(\rho(0)), \) in Ref. (48), OVCAR-8 human ovarian carcinoma cells seeded at different cell densities were initially synchronized as quiescent, using two distinct cell-cycle arrest experiments performed by changing the starvation media and duration of the experiment. For a more detailed description of the experimental design, we referred to Ref. (48) Appendix B.1.1.

In the model, \( \beta(\rho(t)) \) is described by:

\[ \beta(\rho(t)) = \beta_{\text{me}} \frac{-\theta(\rho - \mu)}{(\rho - \mu)^2}, \]
\[ \theta := \frac{c^2 \log \left( \frac{\sigma}{\mu} \right)}{(1 - \rho)^2}. \]

A complete list of the variables and parameters used throughout the modeling framework (1)–(11) and their interpretation can be found in Table 1. We noted that the parameters and functional forms described earlier are adapted from Ref. (48).

2.5. Intra-Compartmental Dynamics

The age-structured mathematical model proposed above incorporates an intrinsic form of cell heterogeneity in the in vitro cancer cell growth dynamics, specifically in the distribution of times individual cells spend in the cell-cycle and apoptosis process.

To the best of our knowledge, there are no in vitro studies describing the distribution of times individual OVCAR-8 cells spend in the cell-cycle. In Ref. (48), Greene et al. chose to model the amount of time OVCAR-8 cells spend in the proliferative compartment, \( P, \) as a normal distribution, \( N(\mu, \sigma), \) with probability density function \( f_P(a). \) In our model, the density function is renormalized to integrate to 1 on the interval \([0, \infty). \) Based on the temporal OVCAR-8 growth dynamics reproduced in Figure 4 in Ref. (48), the mean cell-cycle length obtained when fitting to the experimental data is \( \mu = 19.12 \, \text{h}, \) when the initial plating density is set at \( Q(0) = 10\% \) of the maximum plating density, \( K. \) When the initial plating density is \( Q(0) = 80\% \) of the maximum plating density, \( K, \) the mean cell-cycle length obtained when fitting to the experimental data is \( \mu = 15.23 \, \text{h}. \) When fitting the system (1)–(4) to the experimental data for both plating density conditions, the mean cell-cycle length obtained is \( \mu = 18.33 \, \text{h}. \) Experimentally, the doubling time reported for OVCAR-8 cells decreases with higher plating density and varies between 14.57 (67) and 26.1 h (68).

The amount of time cells spend in the apoptosis compartment, \( A, \) is assumed to follow a Gamma distribution, \( \Gamma(\omega, \lambda), \) where \( \omega \) and \( \lambda \) denote the shape and rate parameters, respectively, with probability density function \( f_A(a). \) These parameters are set at \( \omega = 4.9436 \) and \( \lambda = 0.19117, \) respectively, to match the experimental results of Ref. (62) on the length of the apoptotic process.

They are identical to the ones used in Ref. (48) to characterize this.
TABLE 1 | List of variables and parameters used throughout the model.

| Variable | Value | Definition |
|----------|-------|------------|
| $t$      | [0, 200] (hours) | Time |
| $a$      | [0, 80] (hours) | Maximum time remaining to be spent in $P$ or $A$ |
| $P(t, a)$ | [0, $\infty$] (cells) | Number of proliferative cells at time $t$ with time $a$ to spend in $P$ |
| $Q(t)$   | [0, $\infty$] (cells) | Number of quiescent cells at time $t$ |
| $A(t, a)$ | [0, $\infty$] (cells) | Number of apoptotic cells at time $t$ with time $a$ to spend in $A$ |
| $N_{tot}(t)$ | [0, $\infty$] (cells) | Total number of cells at time $t$ |
| $N(t)$   | [0, $\infty$] (cells) | Total number of non-apoptotic cells at time $t$ |
| $K$      | 40,401 (cells) | In vitro carrying capacity |
| $f_s(a)$ | (0, $\infty$) | PDF of $N'(\mu, \sigma)$, describing the cell-cycle length without drug |
| $\mu$   | [15.23, 19.12] (hours) | Mean cell-cycle length without drug |
| $\sigma$ | 3 (hours) | SD of the cell-cycle length without drug |
| $f_{qs}(a)$ | (0, $\infty$) | PDF of $N'(\mu + c(t), \sigma)$, describing the cell-cycle length with drug |
| $c(t)$ | (0, $\infty$) (hours) | Drug-induced mitotic arrest extending the average cell-cycle length |
| $f_p(a)$ | (0, $\infty$) | PDF of $\Gamma(\omega, \lambda)$ describing the length of apoptosis |
| $\omega$ | 4.9436 | Shape parameter for the Gamma-distributed length of apoptosis |
| $\lambda$ | 0.19117 | Rate parameter for the Gamma-distributed length of apoptosis |
| $\bar{a}$ | [24.23, 28.12] (hours) | Cell-cycle age threshold corresponding to a prolonged mitotic arrest |
| $\alpha_{QP}(t)$ | (0, $\infty$) | Transition rate from $Q$ to $P$ |
| $\alpha_{AQ}(t)$ | (0, $\infty$) | Transition rate from $A$ to $Q$ |
| $\alpha_{AP}(t)$ | (0, $\infty$) | Transition rate from $A$ to $P$ |
| $c$ | [0.37, 0.64] (hour$^{-1}$) | Cellular reaction rate |
| $\gamma$ | [0.0005, 0.9999] | Transition probability to enter $A$ |
| $\rho(t)$ | (0, $\infty$) | In vitro cell density at time $t$ |
| $d$ | 0.03 | Fraction of total number of cells in $A$ |
| $\beta_{QP}(t)$ | (0, $\infty$) | Fraction of total number of cells in $P$ as a function of $\rho(t)$ |
| $\beta_{maximum}$ | (0, $\infty$) | Maximum of $\beta_{QP}(t)$ |
| $\rho_{max}$ | (0, $\infty$) | Maximizing density of $\beta_{QP}(t)$ |
| $\epsilon$ | (0, $\infty$) | Parameter governing the shape of $\beta_{QP}(t)$ |

process. We noted, however, that the study of Ref. (62) investigated the individual responses of PC12 rat adrenal gland tumor cells to serum deprivation. Therein, the authors performed a comprehensive study on the fate of distinct cells undergoing apoptosis following serum removal. To the best of our knowledge, no such studies performed on human cancer cell lines have reported a distribution of the time individual cells spend in apoptosis at such a fine resolution, either in the absence or the presence of antimitotic drugs. We thus chose to model the probability density function of the length of apoptosis process based on the experimental data in Ref. (62). The remaining model parameters listed in Table 1 are obtained following the parameter estimation procedure described in Ref. (48).

2.6. Cellular Response to Antimitotic Drugs

In our model, we considered an antimitotic drug whose effect on the cellular dynamics is to induce mitotic arrest, extending the average cell-cycle length. We assumed the administered drug to be homogeneously distributed, such that all cells in $P$ are equally susceptible to its effect. Specifically, the impact of the drug is to increase the time cells spend in the proliferative compartment, $P$, corresponding to a sustained mitotic arrest. Upon exiting quiescence and entering the cell cycle, a cell can undergo one of two fates: (i) if the time chosen to be spent in $P$ is lower than the threshold $\bar{a}$, the cell enters $P$, progresses through the cell cycle, and either successfully completes mitosis with rate $\alpha_{QP}$, or undergoes apoptosis with rate $\alpha_{AP}$; (ii) otherwise, the cell commits to undergoing apoptosis and immediately moves to the apoptotic compartment $A$. The parameter $\bar{a}$ serves as the cell-cycle age threshold corresponding to a prolonged mitotic arrest, after which cells exit the cell cycle and undergo apoptosis.

It is a well-known phenomenon in vitro that a sustained mitotic arrest (i.e., slowing or blocking of mitosis at the metaphase–anaphase transition, thus increasing cell-cycle length) predisposes cancer cells to undergoing apoptosis following mitotic exit (7, 11, 18, 30, 33, 34, 36–38, 56, 66). This was revealed using time-lapse microscopy data, where exposure of cancer cells to saturating antimitotic drug concentrations delayed to various extents the cells from exiting drug-induced mitotic arrest and undergoing subsequent apoptosis.

In our model formulation, the antimitotic drug acts directly on the cell-cycle dynamics by increasing the average cell-cycle length, and as a consequence, causing cells to transition to the apoptotic compartment. To include the effect of such a drug, we shifted the expected value $\mu$ of the normal distribution by the function $c(t)$ corresponding to the cell-length increase induced by the antimitotic drug, i.e., $f_{qs}(a)$ is the probability density function of the normal distribution $N'(\mu + c(t), \sigma)$. The system (1)–(12) remains otherwise unchanged. Here, $c(t)$ can, for example, be modeled as a constant or bang–bang function throughout the duration of the simulation time $t = 200$ h, corresponding to either a sustained, constant mitotic arrest or a switch-on/switch-off arrest.

Experimentally, the sustained, constant mitotic arrest corresponds to the large cell-to-cell variations in the duration of mitotic arrest and the timing of drug-induced cell death via apoptosis observed in vitro when single cells are exposed to saturating drug concentrations using various antimitotics for prolonged periods of time, e.g., 96 hours or more (32, 33, 37). We further investigated the impact of an in silico switch-on/switch-off mitotic arrest on the overall cancer cell growth dynamics. This type of “bang–bang” mitotic arrest could, for example, be induced in vitro by the periodic addition and wash-off of the antimitotic drug under study, along with growth media refreshment. In this setting, when the drug is withdrawn, proliferating cells do not necessarily revert to the cell-cycle length assigned to them in the absence of the drug. Rather, these cells can still undergo a period of mitotic arrest, in which the progression through the cell cycle can be slowed down or blocked, leading to an increase in the cell-cycle length, after which the cell cycle is completed and cells exit proliferation.

We noted that our age-structured modeling framework allows us to estimate the number of cells present in each compartment at any given time and to temporally trace the distribution of the times remaining to be spent in the proliferative phase during the cell cycle or in the apoptotic phase. This framework enables us to dynamically estimate the amount of time remaining to be spent in each of these processes and to track cells in their progression through each cellular phase.
3. RESULTS

3.1. Cancer Cell Growth Dynamics in the Absence of the Drug

We illustrate in Figure 2 the cancer cell growth dynamics modeled by the system (1)–(3), with transition rates (7)–(9) and initial conditions (4)–(6). Specifically, we consider three sets of initial conditions, i.e., \( Q(0) = 0.1K \) in Figures 2A,D,G, \( Q(0) = 0.45K \) in Figures 2A,D,G, and \( Q(0) = 0.8K \) in Figures 2B,E,H, corresponding to 10, 45, or 80% of the plating carrying capacity, \( K \), respectively.

The initial plating density, with all cells being experimentally synchronized as quiescent, as described in Section (2.3), substantially alters the overall growth dynamics throughout the simulation time. This can be observed in the relative and absolute numbers of proliferating cells (solid green line) or quiescent cells (solid blue line) and in the total number of cells, i.e., proliferating and quiescent cells (solid magenta line). In the \( Q(0) = 0.1K \) case, the ratio \( Q/P = \frac{Q(t)}{\int P(t,a) \, da} \) (henceforth referred to as \( Q/P \)) is greater than 1 until around \( t = 2h \), after which it becomes smaller than 1 until around \( t = 63h \). Afterward, the ratio \( Q/P \) increases with time. In the \( Q(0) = 0.45K \) case, the ratio \( Q/P \) becomes less than 1 only for a brief period of time, \( t \in [7, 13] \), after which it continues to increase with time. In the \( Q(0) = 0.8K \) case, the number of quiescent cells only decreases for a brief period of time, \( t \in [0, 11] \), after which the number of quiescent cells continues to increase until almost reaching carrying capacity. The ratio \( Q/P \) remains >1 throughout the duration of the simulation.

For comparison purposes, we also illustrate the distribution of the times remaining to be spent in the proliferative (\( P \)) or apoptotic (\( A \)) compartment at the end of simulation time (\( t = 200h \)), for each of the initial plating densities: \( Q(0) = 0.1K \) in Figure 2G, \( Q = 0.45K \) in Figure 2H, and \( Q(0) = 0.8K \) in Figure 2I. The solid green lines correspond to the distribution of the time remaining to be spent by cells in \( P \), and the solid red lines correspond to the times remaining to be spent by cells in \( A \).

In each of the three scenarios, all cells are synchronized to be quiescent at the start of the simulation time \( t = 0h \). The long-term dynamics of the system (1)–(3) reveals that the majority of cells are quiescent at the end of the simulation time \( t = 200h \), with \( N_{as}(t) \) close to the carrying capacity. There are few remaining proliferating cells, suggesting that once cells approach confluence, proliferation will be inhibited. The initial plating density does not alter the quantitative nor qualitative dynamics of the apoptotic cell compartment throughout the simulation time (solid red lines). We conclude that at confluence and in the absence of the drug, quiescence is the long-term asymptotic behavior emerging from the cancer cell growth dynamics.

3.2. Cancer Cell Growth Dynamics under Antimitotic Drug Action

We now investigate the dynamic behavior of the system (1)–(3) using two distinct antimitotic drug effects, i.e., a sustained, constant mitotic arrest and a switch-on/switch-off arrest, with three different levels of increase in the average cell-cycle length.

In the numerical simulations depicted later, the function \( c(t) \), corresponding to the drug-induced mitotic arrest extending the average cell-cycle length, can take two functional forms: it is set to be a constant function \( c(t) = 2c_{arrest} \) set at either 2, 10, or 20 h (solid lines) or a bang–bang function \( c(t) = 2c_{arrest} \) for \( 0 \leq t \leq 2 \) and \( c(t) = 0 \) for \( 2 \leq t \leq 4h \), repeated periodically with period 4 until \( t = 200h \) (dashed lines).

3.2.1. Cancer Cell Growth Dynamics Given Small Increases in Cell-Cycle Length

We studied the cancer cell growth dynamics given the action of the drug as modeled by the system (1)–(3), with initial conditions (4)–(6). To begin with, we considered small increases in the average cell-cycle length setting \( c_{arrest} = 2h \).

There is a relatively small difference between the two distinct antimitotic drug effects (see Figure 3, solid versus dashed lines for each color representing the different cellular compartments). Specifically, in both cases, the number of proliferative cells (solid and dashed green lines in Figure 3A) initially increases and then starts to decrease at around \( t = 73h \). The number of quiescent cells (solid and dashed blue lines in Figure 3A) initially decreases and continues to oscillate until around \( t = 40h \), when it begins to increase with time. These oscillations are due to the transitions from \( Q \) to \( P \) and back to \( Q \). Initially, the ratio \( Q/P \) becomes less than 1 (\( t \in [2, 73] \)), after which it steadily increases beyond 1 throughout the rest of the simulation time. The total number of apoptotic cells integrated over the cellular age, \( \int A(t,a) \, da \) (solid and dashed red lines in Figure 3D), steadily increases with respect to time. In Figure 3G, we show the distribution of the times remaining to be spent by proliferating cells (green lines) and apoptotic cells (red lines) at the end of simulated time \( t = 200h \), given small increases in average cell-cycle length, using the sustained, constant mitotic arrest (solid lines) and switch-on/switch-off arrest (dashed lines).

The two antimitotic drug effects have no noticeable difference with regard to the cellular dynamics in either of the three compartments. Compared with the cancer cell growth dynamics in the absence of the drug (see Figures 2 and 3), the ratio \( Q/P \) becomes greater than 1 and subsequently increases at a slightly later time point, i.e., at around \( t = 73h \) versus \( t = 63h \) in the absence of the drug.

Similar results are obtained when considering \( Q(0) = 0.45K \) (see Figures 3B,E,H) and when considering \( Q(0) = 0.8K \) (see Figures 3C,F,I). We conclude that nearing confluence and in the presence of small increases in average cell-cycle length, quiescence emerges as the long-term asymptotic behavior resulting from the cancer cell growth dynamics.

3.2.2. Cancer Cell Growth Dynamics Given Intermediate Increases in Cell-Cycle Length

We now consider intermediate increases in the average cell-cycle length, setting \( c_{arrest} = 10h \). Results are shown in Figure 4.

The case \( Q(0) = 0.1K \) is illustrated in Figures 4A,D,G. Specifically, the number of proliferative cells (solid and dashed green lines) fluctuates significantly at the beginning of the numerical simulation for both antimitotic drug effects considered. However, at around \( t = 77.5h \), the number of proliferative cells exposed to...
the sustained, constant mitotic arrest starts to decrease with time. The number of proliferative cells exposed to the switch-on/switch-off arrest oscillates slightly around the number of quiescent cells.

After the initial decrease in absolute numbers at around $t = 15\,\text{h}$, the quiescent cells exposed to the sustained, constant mitotic arrest exhibit a pattern of damped oscillations. They continue to slightly decrease in numbers throughout simulation time (solid blue line). The quiescent cells exposed to the switch-on/switch-off arrest seem to have reached a steady state at around $t = 88\,\text{h}$. Interestingly, for the sustained, constant mitotic arrest, the ratio $Q/P$ becomes greater than 1 and increases slightly with time starting at around $t = 78\,\text{h}$. However, for the switch-on/switch-off arrest, the same ratio remains consistently around 1 throughout simulation time, suggesting the existence of a steady-state equilibrium between the proliferative and quiescent populations. A similar pattern can be observed in the dynamics of the total number of proliferating and quiescent cells (solid and dashed magenta lines).

The total number of apoptotic cells (solid and dashed red lines in Figure 4D) oscillates with time. Figure 4G shows the distribution of the times remaining to be spent by proliferating cells (green lines) and by apoptotic cells (red lines) at $t = 200\,\text{h}$. Similar results are obtained when considering $Q(0) = 0.45K$ (see Figures 4B,E,H).

However, for $Q(0) = 0.8K$, the dynamics of the proliferative (green lines), quiescent (blue lines), and apoptotic (red lines) cell compartments are quantitatively and qualitatively distinct between the two distinct antimitotic drug effects (see Figures 4C,F,I).

Specifically, the number of proliferative cells (solid green line in Figure 4C) in the sustained, constant mitotic arrest case starts to decrease around $t = 50\,\text{h}$. Given the switch-on/switch-off...
The two antimitotic drug effects at intermediate increases in cell-cycle length have a marked distinct impact on the cellular dynamics in each of the three cellular compartments for the $Q(0) = 0.8K$ case. Specifically, the number of quiescent cells decreases in time, and implicitly, the total number of cells decreases at a slower (dashed magenta line) or faster rate (solid magenta line). The dynamics of the cell population illustrated in Figure 4C is overall substantially different from the oscillatory dynamics observed in the $Q(0) = 0.45K$ and $Q(0) = 0.1K$ cases. We conclude that in the presence of intermediate increases in the cell-cycle length, the sustained, constant mitotic arrest markedly decreases the total number of cancer cells present. A switch-on/switch-off arrest maintains an active cell population in the long-term, with proliferative cell numbers exhibiting a steady
oscillatory state and quiescent cell numbers remaining relatively constant in time.

3.2.3. Cancer Cell Growth Dynamics Given Large Increases in Cell-Cycle Length

We now consider increases in the average cell-cycle length, setting \( c_{\text{arrest}} = 20 \text{ h} \). Results are shown in Figure 5.

When the initial density is low \( Q(0) = 0.1K \), the number of proliferative cells given the sustained, constant mitotic arrest case (solid green line in Figure 5A) remains essentially zero for the entire simulation. Given the large increase in the average cell-cycle length induced by the drug, any cells that transition from \( Q \) to \( P \) subsequently transition to \( A \), instead of doubling successfully at the end of the cell cycle. However, given the switch-on/switch-off arrest (dashed green line in Figure 5A), proliferative cell numbers exhibit a steady oscillatory state throughout the duration of the simulated time. The ratio \( Q/P \) oscillates around 1 as time increases for the duration of simulation. A similar pattern can be observed in the dynamics of the total number of cells (proliferating and quiescent), as shown by the magenta lines in Figure 5D.

The total number of apoptotic cells (solid and dashed red lines in Figure 5G) oscillates with time. In Figure 5J, we show the distribution of times remaining to be spent by proliferating cells (green lines) and apoptotic cells (red lines) at \( t = 200 \text{ h} \).

Our numerical simulations suggest that in the presence of a sustained, constant mitotic arrest, the cancer cell population is nearly driven to extinction (see solid lines in Figures 5A,D). Intriguingly, in the presence of a long-term switch-on/switch-off arrest, it is possible to maintain an active cancer cell population even when starting with a small initial plating density \( Q(0) = 0.1K \) and large increase in the average cell-cycle length. The balance between the quiescent and proliferative cell-turnover is maintained over time.
FIGURE 5 | Numerical solutions for the system (1)–(3) given large increases in the average cell-cycle length with (A,D,G,J) $Q(0) = 10\%$, (B,E,H,K) $Q(0) = 45\%$, and (C,F,I,L) $Q(0) = 80\%$ of the in vitro carrying capacity, $K$. The cellular dynamics in each compartment given a sustained, constant mitotic arrest or a switch-on/switch-off arrest is illustrated using solid or dashed lines, respectively. (A–F) show the dynamics of the proliferating ($P$), quiescent ($Q$), and the total number of non-apoptotic cells ($N$). (G–I) show the dynamics of the apoptotic cells ($A$). Panels (J–L) illustrate the distribution of the times remaining to be spent by cells in the proliferative ($P$) and apoptotic ($A$) compartments as seen at the end of the simulation time, $t = 200\text{h}$, with (J) $Q(0) = 10\%$, (K) $Q(0) = 45\%$, and (L) $Q(0) = 80\%$ of the plate carrying capacity, $K$. 
(see dashed lines in Figures 5A,D). Similar results are obtained when considering $Q(0) = 0.45K$, shown in Figures 5B,E,H,K.

However, when $Q(0) = 0.8K$, the dynamics of the proliferative (green lines), quiescent (blue lines), and apoptotic (red lines) cell compartments are quantitatively and qualitatively distinct between the two antimitotic drug effects, with a clear difference between the sustained, constant, and switch-on/switch-off mitotic arrest (see Figures 5C,F,I,L, solid versus dashed lines for each color representing the different cellular compartments).

Specifically, the number of proliferative cells, given the sustained, constant mitotic arrest (solid green line in Figure 5C), remains essentially zero for the entire simulation, similar to the 10 and 45% initial density cases. However, given the switch-on/switch-off mitotic arrest (dashed green line in Figure 5C), proliferative cell numbers exhibit a steady oscillatory state throughout the duration of the simulation. The number of quiescent cells (dashed green and blue lines, respectively) continues to steadily decrease for both drug effects, with quiescent cells decaying at a faster rate in the sustained, constant arrest case than in the switch-on/switch-off one (see Figure 5C). A similar pattern can be observed in the dynamics of the total number of cells (proliferating and quiescent), as represented by the solid and dashed magenta lines in Figure 5F. The total number of apoptotic cells (solid and dashed red lines in Figure 5I) oscillates with time.

Our numerical simulations suggest that in the presence of a large sustained increase in the average cell-cycle length induced by the drug, the cancer cell population is nearly driven to extinction, despite the large initial starting density (see solid lines in Figures 5C,F). Conversely, in the presence of a long-term switch-on/switch-off arrest, it is possible to maintain an active cancer cell population even when starting with a large initial plating density ($Q(0) = 0.8K$) and a large increase in the average cell-cycle length. The dynamic balance between the quiescent and proliferative cell turnover is maintained over time (see dashed lines in Figures 5C,F). We conclude that in the presence of large increases in the average cell-cycle length induced by the drug, a sustained, constant mitotic arrest drives both the proliferating and quiescent cell numbers to extinction. A switch-on/switch-off arrest maintains an active cell population in the long-term, with proliferative and quiescent cell numbers exhibiting a steady oscillatory state in time.

4. DISCUSSION

The dynamics of cellular response to antimitotic drug exposure has only recently begun to be investigated in vitro using time-lapse microscopy on single cells in culture (18, 29, 30, 32–38, 56, 58, 64, 65). Several studies have demonstrated that antimitotic drugs characteristically induce a period of prolonged mitotic arrest (that can last for as long as 72 hours or more) followed predominantly by cell death via apoptosis (32). As such, mitotic arrest constitutes the first cellular response to antimitotic drug exposure, but the mechanisms behind the drug-induced prolonged mitotic arrest and subsequent cancer cell death remain, however, unclear (30–33, 35–37, 64, 65, 69).

To investigate this issue, multiple antimitotic drugs and different drug concentrations have been used in cancer cell studies. Accordingly, multiple in vitro single-cell live imaging studies have demonstrated that cancer cells display widely varying responses to antimitotic drugs given different exposure times and drug concentrations (30–33, 35–37, 64, 65, 69). These findings provided strong evidence that the duration of the mitotic arrest is not identical for all cells, both across and within distinct cancer cell lines, in the presence of various antimitotic drugs such as nocodazole, kinesin-5 (Eg5) inhibitors, monastrol, or taxol (29–32, 35, 36).

Even within identical types of cell cultures or drugs used, cells exhibit a considerable degree of heterogeneity in response to prolonged antimitotic drug exposure. For example, cells may either exit mitosis and remain in interphase for an indefinite period of time, undergo programmed cell death (i.e., apoptosis) after exiting mitosis or interphase, or proceed through mitosis via multipolar spindle formation (29, 31–33, 35–37, 69). In the case of multipolar spindle formation, cells divide into daughter cells by segregating their chromosomes in more than two different directions, dying during the second mitosis, or remaining in interphase for the duration of the experiments (33, 69, 70).

Motivated by these experimental findings, we introduce a novel mathematical modeling framework of cancer cell dynamics given drug exposure that incorporates an intrinsic form of heterogeneity in response to prolonged antimitotic drug exposure via the duration of times cells spend in the cell cycle and apoptosis process. The system (1)–(3) is an age-structured, physiologically motivated modeling framework for describing in vitro cancer cell growth dynamics given a drug that induces mitotic arrest, thus extending the average cell-cycle length. To reflect the intrinsic cell heterogeneity, cells in the proliferative and in the apoptotic compartment are structured by the amount of time they spend in each phase. Herein, we considered a drug that extends the average cell-cycle length and studied its impact on the long-term cancer cell growth dynamics and response to antimitotic drug exposure using two distinct antimitotic drug effects, i.e., a sustained, constant mitotic arrest and a switch-on/switch-off arrest and three different levels of increase in the average cell-cycle lengths.

Our numerical simulations suggest that at confluence and in the absence of any drug, quiescence is the long-term asymptotic behavior emerging from the cancer cell growth dynamics. Upon drug addition, the cancer cell dynamics significantly changes. Specifically, the prolonged mitotic arrest induced by the antimitotic drug results in a strong growth-inhibitory activity in vitro in a time-dependent manner. In the presence of small increases in the average cell-cycle length, quiescence emerges as the long-term asymptotic behavior resulting from the cancer cell growth dynamics. Our numerical simulations suggest that quiescence can emerge relatively quickly and can thus constitute an intrinsic resistance mechanism to antimitotic drug exposure. The small increases in the average cell-cycle length result in a period of slowing down of the cell cycle from which cancer cells can recover and continue proliferating until reaching confluence. From a therapeutic point of view, the presence of quiescent cancer cells has serious implications for chemotherapy regimens, which rely on active cell cycling to target and kill proliferating cells. The long-term maintenance of a quiescent cancer cell population acts as a reservoir for proliferating cells and can ultimately lead to cancer recurrence and shorter disease-free survival periods (7–9, 71, 72).
However, in the presence of intermediate increases in the average cell-cycle length, a sustained, constant mitotic arrest markedly decreases the total number of cancer cells present and can drive the cell population to extinction. A switch-on/switch-off arrest maintains an active cell population in the long term, with proliferative cell numbers exhibiting a steady oscillatory state and quiescent cell numbers remaining relatively constant in time. The transient behavior in the cancer cell growth dynamics signals the emergence and maintenance of a steady quiescent cell population, which in turn represents a form of intrinsic, non-genetic resistance that results from variations in cell-cycle parameters (73, 74). This can potentially decrease the efficacy of therapies that rely on active cell cycling for their killing effects, such as traditional chemotherapies (75–77). Moreover, given large increases in the average cell-cycle length induced by antimicrotubics, cells do not resume proliferation and are driven to extinction by a sustained, constant mitotic arrest. Intriguingly, a switch-on/switch-off arrest may maintain an active cancer cell population in the long term. This suggests that unless exposed to saturating drug concentrations for prolonged periods of time, cancer cells may not experience a mitotic arrest for long enough in order to trigger apoptosis, which may have therapeutic implications as clinical responses depend on apoptosis rates and not exclusively on mitotic arrest (18, 69).

Additionally, the fate of cells following drug treatment also depends on the cell type. For instance, cell lines sensitive to mitotic cell death tend to reach the MOMP threshold before cyclin B1 levels reach the threshold required for cells to slip out of mitosis (29, 32, 33, 35, 37, 69). Conversely, cell lines resistant to mitotic cell death tend to have a faster rate of cyclin B1 degradation and/or slow rate of intrinsic cell death activation (34, 36, 38, 58). These molecular-based variations in sensitivity to apoptosis and mitotic arrest are likely to substantially contribute to the observed heterogeneity in cell responses and potentially represent the crucial factor in determining cell fate in response to antimicrotubic drug exposure.

**AUTHOR CONTRIBUTIONS**

Conceived and designed the experiments: AL, D-AB, and DL. Acquired, analyzed, and interpreted the data: AL, D-AB, and DL. Drafted the manuscript: AL, D-AB, and DL. Approved the final version of the manuscript: AL, D-AB, and DL.

**FUNDING**

The work of AL was supported by the King Abdullah University of Science and Technology (KAUST) baseline and start-up funds (BAS/1/1648-01-01 and BAS/1/1648-01-02). The work of D-AB was partially supported by the Intramural Research Program of the National Institutes of Health, Center for Cancer Research, National Cancer Institute, as part of a seed grant from the UMD-NCI Partnership for Cancer Technology. The work of DL was supported in part by the John Simon Guggenheim Memorial Foundation, the Simons Foundation, and the Jayne Koskinas Ted Giovanis Foundation. The funders had no role in the study design, data collection and analysis, decision to publish, or preparation of the manuscript.

**REFERENCES**

1. Lloyd MC, Cunningham JJ, Bui MM, Gillies RJ, Brown JS, Gatenby RA. Darwinian dynamics of intratumoral heterogeneity: not solely random mutations but also variable environmental selection forces. Cancer Res (2016) 76(11):3136–44. doi:10.1158/0008-5472.CAN-15-2962
2. Gerlinger M, Rowan AJ, Horswell S, Larkin J, Endesfelder D, Gronroos E, et al. Intratumor heterogeneity and branched evolution revealed by multiregion sequencing. N Engl J Med (2012) 366(10):883–92. doi:10.1056/NEJMoa1113205
3. Pribulda A, Cecile C, Jackson EL. Intratumoral heterogeneity: from diversity comes resistance. Clin Cancer Res (2015) 21(13):2916–23. doi:10.1158/1078-0432.CCR-14-1213
4. Sottoriva A, Spiteri I, Piccirillo SG, Touloumis A, Collins VP, Marioni JC, et al. Intratumor heterogeneity in human glioblastoma reflects cancer evolutionary dynamics. Proc Natl Acad Sci U S A (2013) 110(10):4009–14. doi:10.1073/pnas.1219747110
5. Sherman-Baust CA, Becker KG, Wood Iii WH, Zhang Y, Morin PJ. Gene expression and pathway analysis of ovarian cancer cells selected for resistance to cisplatin, paclitaxel, or doxorubicin. J Ovarian Res (2011) 4(1):21. doi:10.1186/1757-2215-4-21
6. Borst P. Cancer drug pan-resistance: pumps, cancer stem cells, quiescence, epithelial to mesenchymal transition, blocked cell death pathways, persisters or what? Open Biol (2012) 2(5):120066. doi:10.1098/rsob.120066
7. Chen JG, Horwitz SB. Differential mitotic responses to microtubule-stabilizing and -destabilizing drugs. Cancer Res (2002) 62(7):1935–8. doi:10.1158/0008-5472.ICA-7.4.5313
8. Janssen A, Beerling E, Medema R, van Rheenen J. Intravital FRET imaging of tumor cell viability and mitosis during chemotherapy. PLoS One (2013) 8(5):e60429. doi:10.1371/journal.pone.0060429
9. Hornick JE, Bader JR, Tribble EK, Trimble K, Breunig JS, Halpin ES, et al. Live-cell analysis of mitotic spindle formation in taxol-treated cells. Cell Motil Cytoskeleton (2008) 65(8):595–613. doi:10.1002/cm.20283
10. Chien J, Kwang R, Landen C, Shridhar V. Platinum-sensitive recurrence in ovarian cancer: the role of tumor microenvironment. Front Oncol (2013) 3:2521. doi:10.3389/fonc.2013.00251
11. Schiff PB, Horwitz SB. Taxol stabilizes microtubules in mouse fibroblast cells. Proc Natl Acad Sci U S A (1980) 77(3):1561–5. doi:10.1073/pnas.77.3.1561
12. Ozols RF, Bundy BN, Greer RE, Fowler JM, Clarke-Pearson D, Burger RA, et al. Phase III trial of carboplatin and paclitaxel compared with cisplatin and paclitaxel in patients with optimally resected stage III ovarian cancer: a Gynecologic Oncology Group study. J Clin Oncol (2003) 21(17):3194–200. doi:10.1200/JCO.2003.02.153
13. Piccart M, Cardoso F. Progress in systemic therapy for breast cancer: an overview and perspectives. Eur J Cancer (2003) 39(2):56–69. doi:10.1016/S0959-8049(03)00009-0
14. Bonomi P, Kim K, Xucler J. Comparison of survival for stage IIIb versus IV non-small cell lung cancer (NSCLC) patients with ectoposide-cisplatin versus taxol-cisplatin: an Eastern Cooperative Oncology (ECOG) Group trial. J Clin Oncol (2000) 18(2):623–31. doi:10.1200/JCO.2000.18.3.623
15. Woessner R, Tuncquist B, Lemieux C, Chlipala E, Jackinsky S, Dewolf W, et al. ARYR-520, a novel KSP inhibitor with potent activity in hematological and taxane-resistant tumor models. Anticancer Res (2009) 29(11):4373–80.
16. Hirschmann-Jax C, Foster AE, Wulf GG, Nuchtern JG, Jax TW, Gobel U, et al. A distinct "side population" of cells with high drug efflux capacity in human tumor cells. Proc Natl Acad Sci U S A (2004) 101(39):14228–33. doi:10.1073/pnas.0400067101
17. Aneja R, Zhou J, Vangapandu SN, Zhou B, Chandra R, Joshi HC. Drug-resistant T-lymphoid tumors undergo apoptosis selectively in response to an antimicrotubule agent, EM011. Blood (2006) 107(6):2486–92. doi:10.1182/blood-2005-08-3516
18. Shi J, Mitchison TJ. Cell death response to anti-mitotic drug treatment in cell culture, mouse tumor model and the clinic. Endocr Relat Cancer (2017) 24(9):T83–96. doi:10.1530/ERC-17-0003
33. Lorz et al. Development of mitotic prometaphase arrest in human breast cancer cells treated with nocodazole. *PLoS One* (2011) 6(8):e24312. doi:10.1371/journal.pone.0024312

34. Chishholm RH, Lorenzi T, Lorz A, Larsen AK, de Almeida LN, Escargueil A, et al. Emergence of drug tolerance in cancer cell populations: an evolutionary outcome of selection, non-genetic instability, and stress-induced adaptation. *Cancer Res* (2015) 75(6):930–9. doi:10.1158/0008-5472.CAN-14-2103

35. Enderling H, Chaplain MA. Mathematical modeling of tumor growth and treatment. *Curr Pharm Des* (2014) 20(30):4934–40. doi:10.2174/1381612819666131125150434

36. Wang W, Qian Y, Fu Q, Liu Y, Liang Y, Wu J, et al. Dynamics between cancer cell subpopulations reveals a model coordinating with both hierarchical and stochastic concepts. *PLoS One* (2014) 9(1):e84654. doi:10.1371/journal.pone.0084654

37. Powathil G, Chaplain M, Swat M. Investigating the development of antitumour drug resistance in cancer: a multiscale computational study. *IET Syst Biol* (2015) 1(1):1–23.

38. Lorz A, Lorenzi T, Hochberg ME, Clairambault J, Perhamhe B. Populational adaptive evolution, chemotherapeutic resistance and multiple anti-cancer ther- apies. *ESAIM Math Model Numer Anal* (2013) 47(8):377–99. doi:10.1051/m2an/2012031

39. Basse B, Baguley BC, Marshall ES, Joseph WR, van Brunt B, Wake G, et al. A mathematical model for analysis of the cell cycle in cell lines derived from human tumors. *J Math Biol* (2003) 47(4):295–312. doi:10.1007/s00285-003-0203-0

40. Spinelli L, Torricelli A, Ubezzo P, Basse M. Modelling the balance between quiescence and cell death in normal and tumour cell populations. *Math Biosci* (2006) 202(2):349–70. doi:10.1016/j.mbs.2006.03.016

41. Greene JM, Levy D, Fung KL, Souza PS, Gottesman MM, Lavi O. Model- ing intrinsic heterogeneity and growth of cancer cells. *J Theor Biol* (2015) 367:262–77. doi:10.1016/j.jtbi.2014.11.017

42. Greene JM, Levy D, Herrada SP, Gottesman MM, Lavi O. Mathematical mod- eling reveals that changes to local cell density dynamically modulate baseline variations in cell growth and drug response. *Cancer Res* (2016) 76(10):2882–90. doi:10.1158/0008-5472.CAN-15-3232

43. Rundell W. Determining the birth function for an age structured population. *Math Popul Stud* (1989) 1(4):377–95. doi:10.1080/08898489809525285

44. Pilant M, Rundell W. Determining the initial age distribution for an age structured population. *Math Popul Stud* (1991) 3(1):3–20. doi:10.1080/08898489109525320

45. Bekkal Brikci F, Clairambault J, Ribba B, Berthame P. An age-and-cycle- structured cell population model for healthy and tumoral tissues. *J Math Biol* (2008) 57(1):91–110. doi:10.1007/s00285-007-0147-x

46. Gyllenberg M, Webb F. A nonlinear structured population model of tumor growth with quiescence. *J Math Biol* (1990) 29(6):671–94. doi:10.1007/BF00160231

47. Arino O, Kimmel M. Asymptotic analysis of models of cell production systems. *Math Methods Appl Sci* (1996) 18(7):629–300. doi:10.1002/(SICI)1099-1476(199606)18:7<629::AID-MMA799>3.0.CO;2-D

48. Arino O, Kimmel M. Asymptotic analysis of a cell cycle model based on unequal division. *SIAM J Appl Math* (1987) 47(6):128–45. doi:10.1137/0147008

49. Kueh HY, Zhu Y, Shi J. A simplified Bcl-2 network model reveals quantitative determinants of cell-to-cell variation in sensitivity to anti-mitotic chemothera- peutics. *Sci Rep* (2016) 6:35685. doi:10.1038/srep35685

50. Blagosklonny MV. Mitotic arrest and cell fate: why and how mitotic inhibition of transcription drives mutually exclusive events. *Cell Cycle* (2007) 6(1):70–4. doi:10.4161/cc.6.1.3682

51. Orth JD, Loewer A, Lahav G, Mitchison TJ. Prolonged mitotic arrest triggers partial activation of apoptosis, resulting in DNA damage and p53 induction. *Mol Biol Cell* (2012) 23(4):567–76. doi:10.1091/mbc.E11-09-0781

52. Allan LA, Clarke PR. Phosphorylation of caspase-9 by CDK1/cyclin B1 protects mitotic cells against apoptosis. *Mol Cell* (2007) 26(2):301–10. doi:10.1016/j.molcel.2007.03.019

53. Hou Y, Allan LA, Clarke PR. Phosphorylation of XIAP by CDK1-cyclin-B1protects mitotic cells from death. *Cell Biol International* (2012) 36(7):145–53. doi:10.1002/cbl.1921

54. Liang X, Li H, Zhao P, Xie J, Khabele D, Xu J, et al. Early detection of treatment-induced mitotic arrest using temporal diffusion magnetic resonance spectroscopy. *Neoplasia* (2016) 18(6):387–97. doi:10.1016/j.neo.2016.04.006
62. Messam CA, Pittman RN. Asynchrony and commitment to die during apoptosis. *Exp Cell Res* (1998) 238(2):389–98. doi:10.1006/excr.1997.3845

63. Vorobjev I, Barteneva NS. Temporal heterogeneity metrics in apoptosis induced by anticancer drugs. *J Histochem Cytochem* (2015) 63(7):494–510. doi:10.1369/0022155415583354

64. Eichhorn JM, Kothari A, Chambers TC. Cyclin B1 overexpression induces cell death independent of mitotic arrest. *PLoS One* (2014) 9(11):e113283. doi:10.1371/journal.pone.0113283

65. Eichhorn JM, Sakurikar N, Alford SE, Chu R, Chambers TC. Critical role of anti-apoptotic Bcl-2 protein phosphorylation in mitotic death. *Cell Death Dis* (2013) 4:e834. doi:10.1038/cddis.2013.360

66. Gascoigne KE, Taylor SS. How do anti-mitotic drugs kill cancer cells? *J Cell Sci* (2009) 122(15):2579–85. doi:10.1242/jcs.039719

67. Dixit R, Gold B. Inhibition of N-methyl-N-nitrosourea-induced mutagenicity and DNA methylation by ellagic acid. *Proc Natl Acad Sci U S A* (1986) 83(21):8039–43. doi:10.1073/pnas.83.21.8039

68. (DTP-NCI), D. T. P. *NCI-60 Human Tumor Cell Lines*. (2015). Available at: http://dtp.nci.nih.gov/

69. Zasadil LM, Andersen KA, Yeum D, Rocque GB, Wilke LG, Tevaarwerk AJ, et al. Cytotoxicity of paclitaxel in breast cancer is due to chromosome missegregation on multipolar spindles. *Sci Transl Med* (2014) 6(229):229ra43. doi:10.1126/scitranslmed.3007965

70. Weaver BA. How taxol/paclitaxel kills cancer cells. *Mol Biol Cell* (2014) 25(18):2677–81. doi:10.1091/mbc.E14-04-0916

71. Coller HA, Sang L, Roberts JM. A new description of cellular quiescence. *PLoS Biol* (2006) 4(3):e83. doi:10.1371/journal.pbio.0040083

72. Kangwan N, Park JM, Kim EH, Hahn KB. Chemoquiescence for ideal cancer treatment and prevention: where are we now? *J Cancer Prev* (2014) 19(2):89–86. doi:10.15430/JCP.2014.19.2.89

73. Moore N, Lyle S. Quiescent, slow-cycling stem cell populations in cancer: a review of the evidence and discussion of significance. *J Oncol* (2011) 2011:11. doi:10.1155/2011/396076

74. Visvader JE, Lindeman GJ. Cancer stem cells in solid tumours: accumulating evidence and unresolved questions. *Nat Rev Cancer* (2008) 8(10):755–68. doi:10.1038/nrc2499

75. Dickson MA, Schwartz GK. Development of cell-cycle inhibitors for cancer therapy. *Curr Oncol* (2009) 16(2):36–43.

76. Shapiro GI, Harper JW. Anticancer drug targets: cell cycle and checkpoint control. *J Clin Invest* (1999) 104(12):1645–53. doi:10.1172/JCI9054

77. Deep G, Agarwal R. New combination therapies with cell-cycle agents. *Curr Opin Investig Drugs* (2008) 9(6):591–604.

**Conflict of Interest Statement:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

*Copyright © 2017 Lorz, Botesteanu and Levy. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.*