One-loop Kubo estimations of the shear and bulk viscous coefficients for hot and magnetized Bosonic and Fermionic systems
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The expressions of the shear viscosity and the bulk viscosity components in the presence of an arbitrary external magnetic field for a system of hot charged scalar Bosons (spin-0) as well as for a system of hot charged Dirac Fermions (spin-\(\frac{1}{2}\)) have been derived by employing the one-loop Kubo Formalism. This is done by explicitly evaluating the thermo-magnetic spectral functions of the energy momentum tensors using the real time formalism of finite temperature field theory and the Schwinger proper time formalism. In the present work, a rich quantum field theoretical structure in the expressions of the viscous coefficients in non-zero magnetic field are found, which are different from their respective expressions obtained earlier via kinetic theory based calculations; though, in absence of magnetic field, the one-loop Kubo and the kinetic theory based expressions for the viscosities are known to be identical. We have identified that Kubo and kinetic theory based results of viscosity components follow similar kind of temperature and magnetic field dependency. The relaxation time and the synchrotron frequency in the kinetic theory formalism are realized to be connected respectively with the thermal width of propagator and the transitions among the Landau levels of the charged particles in the Kubo formalism. We believe that, the connection of latter quantities are quite new and probably the present work is the first time addressing this interpretation along with the new expressions of viscosity components, not seen in existing works.

I. INTRODUCTION

The heavy ion collision (HIC) experiment at relativistic energy can produce a super hot quark gluon plasma (QGP), which may be exposed under a strong magnetic field if the nucleus-nucleus collision is non-central. This magnetic field could be of the order of \(\sim 10^{18}\) Gauss and comparable to the quantum chromodynamics (QCD) scale (\(eB \sim m_{c}^{2}\) for RHIC-LHC energies) \cite{1}, for which many interesting QCD-linked phenomena \cite{2–5} can be observed. Among a long list of interesting quantities, transport coefficients like shear viscosity and bulk viscosity is our aimed quantities in the present work. Owing to this fact, a long list of Refs. \cite{6–34} have focused on the microscopic calculation of the transport coefficients, like the shear viscosity in Refs. \cite{6–17}, bulk viscosity in Refs. \cite{18–21} and electrical conductivity in Refs. \cite{22–34} for the hot and/or dense QCD matter in presence of magnetic field. If we analyze the frameworks of those microscopic calculations, they are mostly in the kinetic theory based approaches.

For the shear viscosity in presence of external magnetic field, one can get five independent trace-less tensors, with which five shear viscosity components will be linked, while a single trace-less tensor with isotropic shear viscosity is found in \(B = 0\) case. There are two possible sets of these five independent trace-less tensors as proposed in Ref. \cite{35} and Ref. \cite{36} respectively. Using former set, proposed in Ref. \cite{35}, the authors of Refs. \cite{6, 8–12, 17} have obtained five shear viscosity components \(\tilde{\eta}_{n}\) \((n = 0, 1, 2, 3, 4)\); while, using latter set proposed in Ref. \cite{36}, the authors of Refs. \cite{14, 15} have obtained their five shear viscosity components \(\eta_{n}\). However, the \(\tilde{\eta}_{n}\)’s and \(\eta_{n}\)’s are inter-connected and ultimately can be expressed in terms of the parallel, perpendicular and Hall components \cite{10}. The general expressions of \(\tilde{\eta}_{n}\) are obtained in the relaxation time approximation (RTA) of kinetic theory approach in Refs. \cite{8, 10–12, 17} and the same using the strong magnetic field approximation in Refs. \cite{6, 9}. In Ref. \cite{10}, the author have obtained \(\eta_{n}\) in RTA based moment methods but its RTA based kinetic theory calculation can be seen in Ref. \cite{10}.

However, a quantum field theoretical treatment at finite temperature and magnetic field via the Kubo relations have never been attempted in details which could reveal rich quantum structure in shear and bulk viscosity components. Though, in Ref. \cite{15}, the Kubo-type correlation structure has been considered but it is explored through a box simulation, not through a field theoretical calculation. So as far as our best of knowledge, we are going to address for the first time a one-loop Kubo expressions of viscosity components in presence of magnetic field by using real time formalism of finite temperature field theory and the Schwinger proper time framework.

Let us revisit quickly the Kubo expression of shear viscosity of any Bosonic or Fermionic medium in absence of magnetic field \cite{37–42}. Owing to Kubo relation, shear viscosity can be related to the static limit (zero four-momentum limit) of the two point correlation functions of the local viscous stress tensor \(\pi^{\mu\nu}\). The simplest Feynman diagrams from the Bosonic and Fermion
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free Lagrangian (densities) will be a Boson-Boson or a Fermion-Fermion loops, whose propagators must carry finite thermal width $\Gamma$. Without this $\Gamma$, one can not get any non-divergent values; so this imposition of finite $\Gamma$ brings a quasi-particle picture, where the $\Gamma$ can be estimated from interaction Lagrangian of a particular system and the numerical value of the shear viscosity of that system is mainly controlled by the strength of $\Gamma$. Interestingly, this one-loop Kubo expression [38–42] of shear viscosity becomes exactly identical to the RTA expression [43, 44] with the relaxation time $\tau_\alpha = 1/\Gamma$ in the absence of magnetic field.

Now, at finite magnetic field, one should not expect the same expressions of viscosity components from the Kubo framework and the RTA framework [6, 8–12, 14, 17]. The present work is going to reveal a difference between the expressions of the viscosities between the two frameworks at finite magnetic field picture. Here, we have found a rich quantum structure in the expressions of viscous coefficients, which might (not) be obtained by appropriate quantum extension of RTA frameworks. Ref. [13] for shear viscosity and Refs. [22–24, 32, 33] for electrical conductivity calculations have followed the Landau quantization version of RTA. However, our Kubo expressions will have additional structures which are not the mere Landau quantized version of the corresponding RTA expressions of the viscosities. In the present work, we have considered two different systems: (i) system of charged scalar Bosons (spin-0) and (ii) system of charged Dirac Fermions (spin-$\frac12$), and have calculated the corresponding thermo-magnetic spectral functions of the energy-momentum tensors (EMTs). The spectral function is the imaginary part of the Fourier transform of the local EMT-EMT two-point correlator which is obtained using the real time formalism of finite temperature field theory and the Schwinger proper time formalism to incorporate the effects of finite temperature and external magnetic field respectively. Then viscous coefficients are estimated from the thermo-magnetic spectral functions using the Kubo relations in the covariant tensor basis of Ref. [36].

The article is organized as follows. We first start with the calculation of the in-medium spectral function of the energy momentum tensor at zero magnetic field in Sec. II and at non-zero magnetic field in Sec. III. Next, Sec. IV has demonstrated how to obtain the shear and bulk viscosity from those spectral functions using the Kubo relations. After getting the new expressions viscosity components, their numerical outcomes have been sketched and been tried to interpret in Sec. V. This is followed by Sec. VI where we have summarized the investigation. To compensate the calculation gaps, we have provided detailed Appendices at the end.

II. THE SPECTRAL FUNCTION OF THE ENERGY-MOMENTUM TENSOR

The key microscopic quantity that is required to calculate the viscous coefficients of a thermal medium using the Kubo formalism [37] is the in-medium spectral function $\rho^{\mu\nu\alpha\beta}(q)$, given by

$$\rho^{\mu\nu\alpha\beta}(q) = \text{Im} \int d^4x e^{iq \cdot x} \langle T^{\mu\nu}(x) T^{\alpha\beta}(0) \rangle_R ,$$

(1)

where $T^{\mu\nu}(x)$ is the local EMT and $\langle \ldots \rangle_R$ represents the ensemble average of the retarded two point correlation function. We will be using metric tensor with signature $g^{\mu\nu} = \text{diag}(1, -1, -1, -1)$. In order to use field theoretic methods, it is more convenient to express the spectral function in terms of time-ordered correlator as [45, 46]

$$\rho^{\mu\nu\alpha\beta}(q) = \tanh \left( \frac{q^0}{2T} \right) \text{Im} \int d^4x e^{iq \cdot x} \langle T_C T^{\mu\nu}(x) T^{\alpha\beta}(0) \rangle_{11}$$

(2)

where, $T_C$ is the time-ordering with respect to the symmetric Schwinger-Keldysh contour $C$ in complex time plane shown in Fig. 1 as used in the real time formalism (RTF) of finite temperature field theory. The subscript 11 in the above equation implies that the two points are on the real horizontal segment ‘(1)’ of the contour $C$.

The form of the local EMT $T^{\mu\nu}(x)$ appearing in Eq. (2) depends on the particular system considered. In this work, we will be mainly considering two systems: (i) system of charged scalar Bosons $B^\pm$ (spin-0) and (ii) system of charged Dirac Fermions $F^\pm$ (spin-$\frac12$). They are respectively described by the fields $\phi(x)$ and $\psi(x)$ which construct the following free Lagrangian (densities) [47]

$$\mathcal{L}_{\text{Scalar}} = \partial^\mu \phi \partial_\mu \phi - m^2 \phi^2 ,$$

$$\mathcal{L}_{\text{Dirac}} = \frac{i}{2} \left( \bar{\psi} \gamma^\mu \partial_\mu \psi - \partial_\mu \bar{\psi} \gamma^\mu \psi \right) - m \bar{\psi} \psi$$

(3)

(4)

in which $m$ is the mass of the particles. Symmetric EMTs can be constructed out of the above Lagrangians as [47–49]

$$T^{\mu\nu}_{\text{Scalar}} = \partial^\mu \phi \partial_\nu \phi - \frac{1}{2} g^{\mu\nu} \mathcal{L}_{\text{Scalar}} + (\mu \leftrightarrow \nu) ,$$

$$T^{\mu\nu}_{\text{Dirac}} = \frac{i}{4} \left( \bar{\psi} \gamma^\mu \partial_\nu \psi - \partial_\nu \bar{\psi} \gamma^\mu \psi \right) - \frac{1}{2} g^{\mu\nu} \mathcal{L}_{\text{Dirac}} + (\mu \leftrightarrow \nu).$$

(5)

(6)
The Dirac delta function is in turn used to perform the $\delta^4(q-p+k)$ integral which yields the Dirac delta function $\delta^4(q-p+k)$. The Dirac delta function is in turn used to perform the $d^4p$ integral and the spectral function of EMT becomes

$$\rho_{\text{Scalar}}^{\nu\alpha\beta}(q) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_k\omega_p} \left\{ f_a(\omega_k) + f_a(\omega_p) + 2f_a(\omega_k)f_a(\omega_p) \right\},$$

$$\rho_{\text{Dirac}}^{\nu\alpha\beta}(q) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_k\omega_p} \left\{ f_a(\omega_k) + f_a(\omega_p) + 2f_a(\omega_k)f_a(\omega_p) \right\},$$

where, $D_{11}$, $\tilde{D}_{11}$ and $N_{\text{Scalar,Dirac}}^{\nu\alpha\beta}$ can be respectively read off from Eqs. (A5), (A16), (A7) and (A17). We now substitute the EMT correlators of Eqs. (7) and (8) into Eq. (2) and perform the $d^4x$ integral which yields the Dirac delta function $\delta^4(q-p+k)$. The Dirac delta function is in turn used to perform the $d^4p$ integral and the spectral function of EMT becomes

$$\rho_{\text{Scalar}}^{\nu\alpha\beta}(q) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_k\omega_p} \left\{ f_a(\omega_k) + f_a(\omega_p) + 2f_a(\omega_k)f_a(\omega_p) \right\}$$

Substituting $D_{11}$ and $\tilde{D}_{11}$ from Eqs. (A5) and (A16) into the above two equations followed by performing the $dk^0$ integral, we get after some simplifications

$$\rho_{\text{Scalar}}^{\nu\alpha\beta}(q) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_k\omega_p} \left\{ f_a(\omega_k) + f_a(\omega_p) + 2f_a(\omega_k)f_a(\omega_p) \right\}$$

where $\omega_k = \sqrt{k^2 + m^2}$, $\omega_p = \sqrt{(k + p)^2 + m^2}$ and $f_a(x) = 1$ with $a = \begin{cases} 1 & \text{for Scalar} \\ -1 & \text{for Dirac} \end{cases}$. Above Eq. (11) carries four Dirac delta functions which will give rise to the branch cuts of the spectral function in the complex $q^0$ plane. The kinematic regions where these Dirac delta functions are non-zero are respectively: (i) $\sqrt{q^2 + 4m^2} < q^0 < \infty$, (ii) $-\infty < q^0 < -\sqrt{q^2 + 4m^2}$, (iii) and (iv) $|q^0| < |\vec{q}|$ as they appear in Eq. (11). Regions (i) and (ii) are respectively called the unitary-I and unitary-II cuts whereas regions (iii) and (iv) are called the Landau-II and Landau-I cuts respectively [38, 46]. For the evaluation of the viscous coefficients, we need to take the static limit $\vec{q} = 0, q^0 \to 0$ of the EMT spectral function for which the unitary cuts do not contribute. Considering the Landau cuts only, we are left with

$$\rho_{\text{Scalar}}^{\nu\alpha\beta}(q, \vec{q} = 0) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k} \left\{ f_a(\omega_k) \{ f_a(\omega_k) \} \right\}$$

$$\rho_{\text{Dirac}}^{\nu\alpha\beta}(q, \vec{q} = 0) = -\tanh\left(\frac{q^0}{2T}\right) \pi \int \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k} \left\{ f_a(\omega_k) \{ f_a(\omega_k) \} \right\}$$

Figure 1. The symmetric Schwinger-Keldysh contour $C$ in the complex time plane used in the RTF with $t_0 \to \infty$ and $\beta = 1/T$. The two horizontal segments of the contour are referred as labels ‘(1)’ and ‘(2)’ respectively.
where a Breit-Wigner representation of the Dirac-delta function has been used. According to the definition of Kubo relation, the dissipation coefficients are related to the zero four-momentum limit of \( \rho^{\mu\nu\alpha\beta} / q_0 \) or \( S^{\mu\nu\alpha\beta} = \frac{\partial S^{\mu\nu\alpha\beta}}{\partial q^0} \), owing to the L’Hospital’s rule. Differentiating the spectral function with respect to \( q^0 \) and taking limit \( q^0 \rightarrow 0 \), we finally obtain

\[
S^{\mu\nu\alpha\beta} = \frac{\partial S^{\mu\nu\alpha\beta}}{\partial q^0} \bigg|_{q^0=0,q^0\rightarrow 0} = \lim_{q^0 \to 0} \frac{1}{T} \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_k^2} f_a(\omega_k) \left( a + f_a(\omega_k) \right) \left[ N^{\mu\nu\alpha\beta}(k,k) \right]_{k^0=\omega_k} + N^{\mu\nu\alpha\beta}(k,k) \right]_{k^0=-\omega_k} \tag{14}
\]

where, the simplified expressions of \( N^{\mu\nu\alpha\beta}_{\text{Scalar,Dirac}}(k,k) \) can be obtained from Eqs. (A8) and (A18) as

\[
N^{\mu\nu\alpha\beta}_{\text{Scalar}}(k,k) = 4k^\mu k^\nu k^\alpha k^\beta - 2(k^2 - m^2)(g^{\mu\nu} k^\alpha k^\beta + g^{\alpha\beta} k^\mu k^\nu) + (k^2 - m^2)^2 g^{\mu\nu} g^{\alpha\beta},
\]

\[
N^{\mu\nu\alpha\beta}_{\text{Dirac}}(k,k) = -8g^{\mu\nu} k^\alpha k^\beta + (k^2 - m^2) \left\{ g^{\mu\nu} k^\alpha k^\beta + g^{\nu\alpha} k^\mu k^\beta + g^{\alpha\beta} k^\mu k^\nu + g^{\mu\nu} k^\alpha k^\beta \right\} + 4g^{\mu\nu} k^\alpha k^\beta + 4g^{\alpha\beta} k^\mu k^\nu - 4(k^2 - m^2)^2 g^{\mu\nu} g^{\alpha\beta}. \tag{16}
\]

To get a non-divergent contribution of EMT spectral function in the zero momentum limit, further calculation will have to be continued with finite value of \( \Gamma \). This is the place where the interaction picture is introduced, which should be entered for a dissipative system. This \( \Gamma \) can be identified as the thermal width or collision rate of the constituent particles, and it reciprocally measures the dissipative coefficients, like the shear viscosity and the bulk viscosity.

It may be noted that, in the present method, we have introduced the interaction information \( \Gamma \) via the transformation of Dirac delta functions to Breit-Wigner functions, from which the non-interacting picture is realized as \( \Gamma \rightarrow 0 \) limit. This similar kind of transformation from non-interacting (\( \Gamma = 0 \)) to interacting (\( \Gamma \neq 0 \)) picture can also be done by introducing \( i\Gamma / 2 \) in the propagators, located in our one-loop diagrammatic representation of the transport coefficients.

### III. THE SPECTRAL FUNCTION OF THE EMT IN PRESENCE OF EXTERNAL MAGNETIC FIELD

In the presence of an external electromagnetic field described by the four-potential \( A_\mu^{\text{ext}}(x) \), the Lagrangians of Eqs. (3) and (4) are modified to [50]

\[
\mathcal{L}^{\text{Scalar}} = D^{\mu} \phi^\dagger D_{\mu} \phi - m^2 \phi^\dagger \phi , \tag{17}
\]

\[
\mathcal{L}^{\text{Dirac}} = \frac{i}{2} \left( \bar{\psi} \gamma^\mu D_{\mu} \psi - D^{\mu} \bar{\psi} \gamma^\mu \psi - m \bar{\psi} \psi \right) \tag{18}
\]

where, \( D^\mu = \partial^\mu + ieA_\mu^{\text{ext}}(x) \) and \( D^\mu = \partial^\mu - ieA_\mu^{\text{ext}}(x) \) are the covariant derivatives incorporating the minimal coupling between the charged particle with charge \( e \) (we consider \( e > 0 \)) and the electromagnetic field. The symmetric EMT in presence of electromagnetic field now becomes [47, 50]

\[
T^{\mu\nu}_{\text{Scalar}} = D^{\mu} \phi^\dagger D_{\nu} \phi - \frac{1}{2} g^{\mu\nu} \mathcal{L}^{\text{Scalar}} + (\mu \leftrightarrow \nu) , \tag{19}
\]

\[
T^{\mu\nu}_{\text{Dirac}} = \frac{i}{4} \left( \bar{\psi} \gamma^\mu D_{\nu} \psi - D^{\nu} \bar{\psi} \gamma^\mu \psi \right) - \frac{1}{2} g^{\mu\nu} \mathcal{L}^{\text{Dirac}} + (\mu \leftrightarrow \nu) . \tag{20}
\]

Let us now consider a constant magnetic field \( \vec{B} = B_\xi \) along the positive \( \xi \)-direction. Using Eqs. (19) and (20), we now calculate the EMT correlation function \( \left\langle \mathcal{T}_{\mathcal{C}} T^{\mu\nu}(x) T^{\alpha\beta}(0) \right\rangle_B \) in presence of external magnetic field for both the scalar and Dirac field as sketched in Appendix B. We obtain from Eqs. (B11) and (B18)

\[
\left\langle \mathcal{T}_{\mathcal{C}} T^{\mu\nu}_{\text{Scalar}}(x) T^{\alpha\beta}_{\text{Scalar}}(0) \right\rangle_B^{11} = -\int \frac{d^4 p}{(2\pi)^4} \frac{d^4 k}{(2\pi)^4} e^{-i(x-p-k)} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} D_{11}(p \parallel l;m,n)D_{11}(k \parallel l;m,n) N_{m,\text{Scalar}}^{\mu\nu\alpha\beta}(k,p) , \tag{21}
\]

\[
\left\langle \mathcal{T}_{\mathcal{C}} T^{\mu\nu}_{\text{Dirac}}(x) T^{\alpha\beta}_{\text{Dirac}}(0) \right\rangle_B^{11} = -\int \frac{d^4 p}{(2\pi)^4} \frac{d^4 k}{(2\pi)^4} e^{-i(x-p-k)} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} D_{11}(p \parallel l;m,n)D_{11}(k \parallel l;m,n) N_{m,\text{Dirac}}^{\mu\nu\alpha\beta}(k,p) \tag{22}
\]

where, \( D_{11}, \tilde{D}_{11} \) and \( N_{m,\text{Scalar,Dirac}}^{\mu\nu\alpha\beta} \) can be respectively read off from Eqs. (A5), (A16), (B12) and (B19) and \( m_l = \sqrt{m^2 + (2l + 1 - 2s)eB} \) with \( s \) being the spin of the particle (\( s = 0 \) for the scalar and \( s = 1/2 \) for the Dirac).

Similar to the zero magnetic field case, we now substitute the EMT correlators of Eqs. (21) and (22) into Eq. (2) and perform the \( d^4x \) integral which yields the Dirac delta function \( \delta^4(q_p + k) \). The Dirac delta function is in turn used to perform the \( d^4p \)
Substituting $D_{11}$ and $\tilde{D}_{11}$ from Eqs. (A5) and (A16) into the above two equations followed by performing the $dk^0$ integral, we get after some simplifications

$$
\rho^{\mu\nu\alpha\beta}(q) = \tanh\left(\frac{q^0}{2T}\right) \pi \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_{kl}^{\mu\nu} \omega_{\mu\nu}} \left\{ 1 + a f_a(\omega_{kl}) + a f_a(\omega_{ln}) + 2 f_a(\omega_{lk}) f_a(\omega_{ln}) \right\} 
	imes \left\{ N_{ln}^{\mu\nu\alpha\beta}(k^0 = \omega_{kl}) \delta(q^0 - \omega_{kl} - \omega_{ln}) + N_{ln}^{\mu\nu\alpha\beta}(k^0 = -\omega_{kl}) \delta(q^0 + \omega_{kl} + \omega_{ln}) \right\} 
+ \left\{ a f_a(\omega_{kl}) + a f_a(\omega_{ln}) + 2 f_a(\omega_{lk}) f_a(\omega_{ln}) \right\} \left\{ N_{ln}^{\mu\nu\alpha\beta}(k^0 = -\omega_{kl}) \delta(q^0 - \omega_{kl} + \omega_{ln}) 
+ N_{ln}^{\mu\nu\alpha\beta}(k^0 = \omega_{kl}) \delta(q^0 + \omega_{kl} - \omega_{ln}) \right\} 
\right\}
$$

where, $\omega_{kl} = \sqrt{k_z^2 + m_l^2}$, $\omega_{ln} = \sqrt{p_z^2 + m_n^2 - \sqrt{(k_z + q_z)^2 + m_n^2}}$. Similar to the zero field case, the spectral function in presence of external magnetic field contains four Dirac delta functions giving rise to branch cuts of the spectral function in the complex energy plane. The kinematic regions where these Dirac delta functions are non-zero now depends on the Landau levels of the charged particles as well. Thus, when summed over an infinite number of Landau levels, the kinematical regions for the unitary-I and unitary-II cuts comes out to be $\sqrt{q_z^2 + 4(m^2 + eB)} < q^0 < \infty$ and $-\infty < q^0 < -\sqrt{q_z^2 + 4(m^2 + eB)}$ respectively whereas the kinematic domain for both the Landau cuts becomes $|q^0| < \sqrt{q_z^2 + (\sqrt{m^2 + eB} - \sqrt{m^2 + 3eB})^2}$ for the scalar case. On the other hand, for the Dirac case, the corresponding kinematical domains for unitary-I and unitary-II cuts are $\sqrt{q_z^2 + 4m^2} < q^0 < \infty$ and $-\infty < q^0 < -\sqrt{q_z^2 + 4m^2}$ respectively whereas the same for both the Landau cuts is $|q^0| < \sqrt{q_z^2 + (m - \sqrt{m^2 + 2eB})^2}$ [51–53].

As already discussed in Sec. II, for the evaluation of the viscous coefficients, we only need the Landau cuts and the spectral function becomes

$$
\rho^{\mu\nu\alpha\beta}(q^0, \vec{q} = 0) = \tanh\left(\frac{q^0}{2T}\right) \pi \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_{kl}^{\mu\nu} \omega_{\mu\nu}} \left\{ a f_a(\omega_{kl}) + a f_a(\omega_{ln}) + 2 f_a(\omega_{lk}) f_a(\omega_{ln}) \right\} 
\times \left\{ N_{ln}^{\mu\nu\alpha\beta}(k^0 = -\omega_{kl}) \delta(q^0 - \omega_{kl} + \omega_{ln}) + N_{ln}^{\mu\nu\alpha\beta}(k^0 = \omega_{kl}) \delta(q^0 + \omega_{kl} - \omega_{ln}) \right\}
$$

$$
\rho^{\mu\nu\alpha\beta}(q^0, \vec{q} = 0) = \lim_{\Gamma \to 0} \left(\frac{q^0}{2T}\right) \pi \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_{kl}^{\mu\nu} \omega_{\mu\nu}} \left\{ a f_a(\omega_{kl}) + a f_a(\omega_{ln}) + 2 f_a(\omega_{lk}) f_a(\omega_{ln}) \right\} 
\times \left\{ N_{ln}^{\mu\nu\alpha\beta}(k^0 = -\omega_{kl}) \delta(q^0 - \omega_{kl} + \omega_{ln}) + N_{ln}^{\mu\nu\alpha\beta}(k^0 = \omega_{kl}) \delta(q^0 + \omega_{kl} - \omega_{ln}) \right\}
\right\}
$$

where a Breit-Wigner representation of the Dirac-delta function has again been used. Differentiating the above equation with respect to $q^0$ and taking limit $q^0 \to 0$, we finally obtain

$$
\mathcal{S}^{\mu\nu\alpha\beta} = \lim_{\Gamma \to 0} \frac{1}{2T} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{1}{(2\pi^3) \frac{1}{4\omega_{kl}^{\mu\nu} \omega_{\mu\nu} - \omega_{\mu\nu}^2}} \Gamma \left\{ a f_a(\omega_{kl}) + a f_a(\omega_{ln}) + 2 f_a(\omega_{lk}) f_a(\omega_{ln}) \right\} 
\times \left\{ N_{ln}^{\mu\nu\alpha\beta}(k^0 = -\omega_{kl}) \delta(q^0 + \omega_{kl} - \omega_{ln}) + N_{ln}^{\mu\nu\alpha\beta}(k^0 = \omega_{kl}) \delta(q^0 - \omega_{kl} + \omega_{ln}) \right\}
$$

where, the simplified expressions of $N_{ln,scalar,Dirac}(k, k)$ can be obtained from Eqs. (B13) and (B28) as

$$
N_{ln, scalar, Dirac}(k, k) = 4A ln(k_z^2) \left\{ 4k^\mu v^j k^\alpha k^\beta - 2(k^2 - m^2)(g_{\mu\nu} k^\alpha k^\beta + g_{\alpha\beta} k^\mu k^\nu) + (k^2 - m^2)^2 g_{\mu\nu} g_{\alpha\beta} \right\}
$$

(29)
and,
\[
N_{\mu\nu;\text{Dirac}}^{\alpha\beta}(k, k) = -16 B_{\text{ln}}(k_{\perp}^2) \left[ k^\nu k^\beta (2k^\mu k^\alpha - k^2 g^\mu\alpha) - g^\mu\nu k^\beta k^2 (k_{\perp}^\alpha - k_{\parallel}^\alpha) - g^\alpha\beta k^\nu k_{\perp}^2 (k_{\perp}^\mu - k_{\parallel}^\mu) \\
+ g^\mu\nu g^\alpha\beta k_{\perp}^2 (k_{\perp}^2 - k_{\parallel}^2 + m^2) \right] - 2 C_{\text{ln}}(k_{\perp}^2) \left[ k^\nu k^\beta \{ 2k_{\parallel}^\mu k_{\parallel}^\alpha - (k_{\parallel}^2 - m^2) g^\mu\alpha \} - (k_{\perp}^2 - m^2) g^\mu\nu k_{\parallel}^2 \\
- (k_{\parallel}^2 - m^2) g^\alpha\beta k_{\parallel}^2 \mu + g^\mu\nu g^\alpha\beta (k_{\parallel}^2 - m^2)^2 \right] - 2 D_{\text{ln}}(k_{\parallel}^2)(k_{\parallel}^2 - m^2) \left[ k^\nu k^\beta g^\mu\alpha - g^\mu\nu k_{\parallel}^2 \right] \\
- g^\alpha\beta k^\nu \{ (k_{\parallel}^2 - m^2) k_{\parallel}^\alpha + k_{\perp}^2 k_{\parallel}^\alpha \} + 2 g^\mu\nu g^\alpha\beta k_{\parallel}^2 (k_{\parallel}^2 - m^2)^2 + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \nu, \alpha \leftrightarrow \beta) \quad (30)
\]

in which the functions \( \mathcal{A}_{\text{ln}}(k_{\perp}^2), \mathcal{B}_{\text{ln}}(k_{\perp}^2), \ldots, \mathcal{E}_{\text{ln}}(k_{\perp}^2) \) are defined in Eqs (B14) and (B24)-(B27).

Few comments on the Lorentz structure of the EMT spectral functions are in order here. In the current work, we have considered only the symmetric part of the EMT spectral function which is proportional to the imaginary part of the retarded correlator. On the other hand, the real part of the correlator contributing to the antisymmetric piece of the spectral function has been discarded. Another way of saying this is that, in Eqs. (23) and (24), if the tensor \( N_{\mu\nu;\text{Dirac}}^{\alpha\beta} \) contains terms like \( i\xi_{\parallel}^\mu k^\nu k^\beta \), then Eq. (25) will in turn have additional terms related to the real part of the Fourier transformed correlator [54]. In the current work, we did not get such antisymmetric terms contributing to the viscous coefficients at one-loop order.

**IV. VISCOUS COEFFICIENTS FROM THE SPECTRAL FUNCTION IN KUBO FORMALISM**

Owing to the Kubo relation [37], the viscous coefficients (shear and bulk) can be calculated from the spectral functions of the EMT which have already been obtained in Secs. II and III. We will first revisit \( B = 0 \) case [38–42] before discussing the finite \( B \) calculations.

In absence of external magnetic field, the shear viscosity (\( \eta \)) and bulk viscosity (\( \zeta \)) are obtained from [38]

\[
\nu = \mathcal{D}^{(\nu)}_{\mu\nu;\text{Dirac}} S^\mu\nu;\text{Dirac} \quad ; \nu \in \{\eta, \zeta\} \quad (31)
\]

where,

\[
\mathcal{D}^{(\eta)}_{\mu\nu;\text{Dirac}} = \frac{1}{10} \left( \Delta^\sigma_{\mu} \Delta^C_{\nu} - \frac{1}{3} \Delta^\sigma_{\rho} \Delta_{\mu\nu} \right) \left( \Delta^\sigma_{\alpha} \Delta^\alpha_{\rho} - \frac{1}{3} \Delta^\sigma_{\rho} \Delta^\alpha_{\alpha} \right)
\]

\[
\mathcal{D}^{(\zeta)}_{\mu\nu;\text{Dirac}} = \left( \frac{1}{3} \Delta_{\mu\nu} + \theta u_\mu u_\nu \right) \left( \frac{1}{3} \Delta^\alpha_{\rho} + \theta u_\alpha u_\rho \right)
\]

in which \( \Delta^{\mu\nu} = (g^{\mu\nu} - u^{\mu} u^{\nu}), \theta = \left( \frac{\partial P}{\partial \varepsilon} \right). \) \( P \) is the pressure and \( \varepsilon \) is the energy density of the system being considered. Substituting Eq. (14) into Eq. (31), we obtain the viscous coefficients at zero magnetic field as

\[
\nu = \frac{1}{T} \int \frac{d^3 k}{(2\pi)^3 2\omega_k^2} f_\alpha(\omega_k) \{ a + f_\alpha(\omega_k) \} N^{(\nu)}(k) \quad ; \nu \in \{\eta, \zeta\} \quad (34)
\]

where,

\[
N^{(\nu)}(k) = \frac{1}{2} \mathcal{D}^{(\nu)}_{\mu\nu;\text{Dirac}} \left[ S^\mu\nu;\text{Dirac}(k, k)\big|_{k^\rho = \omega_k} + S^\mu\nu;\text{Dirac}(k, k)\big|_{k^\rho = -\omega_k} \right].
\]

Substituting Eqs. (15), (16), (32) and (33) into Eq. (35) and simplifying, we obtain,

\[
N^{(\eta)}_{\text{Scalar}} = \frac{4}{15} \bar{k}^4 \quad , \quad N^{(\zeta)}_{\text{Scalar}} = \frac{4}{9} \left\{ m^2 + (3\theta - 1)\omega_k^2 \right\}^2 \quad (36)
\]

\[
N^{(\eta)}_{\text{Dirac}} = -\frac{8}{15} \bar{k}^4 \quad , \quad N^{(\zeta)}_{\text{Dirac}} = -\frac{8}{9} \left\{ m^2 + (3\theta - 1)\omega_k^2 \right\}^2 \quad (37)
\]

It is now easy to check that, substitution of Eqs. (36) and (37) into Eq. (34) yields the well known expressions of the shear and
bulk viscosities for the system of scalar Bosons and system of Dirac Fermions [38–42]:

\[
\eta_{\text{Scalar}} = \frac{2}{15T} \int \frac{d^3k}{(2\pi)^3} \frac{k^4}{\omega_k^2 T} f(\omega_k) \{1 + f(\omega_k)\},
\]

\[
\eta_{\text{Dirac}} = \frac{4}{15T} \int \frac{d^3k}{(2\pi)^3} \frac{k^4}{\omega_k^2 T} \tilde{f}(\omega_k) \{1 - \tilde{f}(\omega_k)\},
\]

\[
\zeta_{\text{Scalar}} = \frac{2}{9T} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega_k^2 T} \left( m^2 + (3\theta - 1)\omega_k^2 \right)^2 f(\omega_k) \{1 + f(\omega_k)\},
\]

\[
\zeta_{\text{Dirac}} = \frac{4}{9T} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega_k^2 T} \left( m^2 + (3\theta - 1)\omega_k^2 \right)^2 \tilde{f}(\omega_k) \{1 - \tilde{f}(\omega_k)\}.
\]

Above expressions of shear and bulk viscosity for scalar and Dirac system from Kubo framework [38–42] are exactly identical to same obtained using the RTA in kinetic theory formalism [43, 44].

Let us now switch on the external magnetic field. The main difference between \( B = 0 \) and \( B \neq 0 \) pictures of shear and bulk viscosity will start from their macroscopic definition, where the viscosity coefficients have basically appeared as the proportionality constants between thermodynamical force tensors and gradient tensors. Unlike single gradient tensors for \( \eta \) and \( \zeta \) at \( B = 0 \), one can get five (trace-less) and two (non-zero trace) independent gradient tensors, for which five shear viscosity coefficients \( \eta_n (n = 0, 1, 2, 3, 4) \) and two bulk viscosity coefficients \( \zeta_{\perp, \parallel} \) will be introduced in \( B \neq 0 \) picture. As shown in Ref. [35] by Landau, in the presence of external magnetic field, there will be seven viscous coefficients (in Landau’s notation, they are: \( \eta, \zeta, \eta_1, \eta_2, \eta_3, \eta_4 \) and \( \zeta_1 \)). The viscosity coefficients appear as the expansion coefficients of the tensorial decomposition (in a particular basis) of the viscous stress tensor. However, the choice of the tensor basis to decompose the viscous stress tensor is not unique. Apart from Ref. [35], in Refs. [36, 55], Huang et al. have constructed a different tensor basis and thus obtained the seven viscosity coefficients (denoted as: \( \eta_0, \eta_1, \eta_2, \eta_3, \eta_4, \zeta_1 \) and \( \zeta_\parallel \) in their notation). In a more recent work [56], the authors have constructed a more general tensor basis and thus obtained seven independent transport coefficients namely the two electrical resistivities (\( \rho_\parallel \) and \( \rho_\perp \)) and five viscosities (\( \eta_0, \eta_\perp, \eta_\parallel, \zeta_\perp \) and \( \zeta_\parallel = \zeta_\perp \)). From a physical point of view, it is understood that, the viscous coefficients defined in Ref. [35], Refs. [36, 55] and Ref. [56] must be inter-connected and they can be expressed in terms of one another. In the RTA based kinetic theory or moment methods, Refs. [6, 8–12, 17] have used the tensor basis of Ref. [35] whereas Refs. [10, 14] have used the tensor basis of Refs. [36, 55]. In this work, we have used the tensor decomposition of Refs. [36, 55] and thus obtained the seven viscosity coefficients namely \( \eta_0, \eta_\perp, \eta_\parallel, \zeta_\perp \) and \( \zeta_\parallel \) using the Kubo formalism. Exploring the same with the tensor basis of Ref. [35] as well as Ref. [56] might be a very interesting future project.

Let us start with connecting relations between viscous coefficients \( \nu \) and spectral function [36, 55]:

\[
\nu = -\xi^{(\nu)}\eta_0 + \mathcal{P}^{(\nu)}_{\mu\nu\alpha\beta} S^{\mu\nu\alpha\beta} ; \nu \in \{ \eta_0, \eta_\perp, \eta_\parallel, \zeta_\perp, \zeta_\parallel \}
\]

where \( \xi^{(\nu)} = \begin{cases} 
4/3 \text{ if } \nu = \eta_1 \\
1 \text{ if } \nu = \eta_2 \\
0 \text{ otherwise }
\end{cases} \)

and \( \mathcal{P}^{(\nu)}_{\mu\nu\alpha\beta} \) are given by

\[
\mathcal{P}^{(\eta_0)}_{\mu\nu\alpha\beta} = \frac{1}{4} \left( \Xi^{\mu\sigma} \Xi^{\nu\rho} - \frac{1}{2} \Xi^{\mu\rho} \Xi^{\nu\sigma} - \frac{1}{2} \Xi^{\nu\rho} \Xi^{\mu\sigma} \right) \left( \Xi^{\sigma\alpha} \Xi^{\rho\beta} - \frac{1}{2} \Xi^{\rho\sigma} \Xi^{\alpha\beta} \right),
\]

\[
\mathcal{P}^{(\eta_1)}_{\mu\nu\alpha\beta} = 2 \left( b_\mu b_\nu - \theta u_\mu u_\nu \right) \left( \frac{1}{2} \Xi^{\alpha\beta} + (\theta + \phi) u_\alpha u_\beta \right),
\]

\[
\mathcal{P}^{(\eta_2)}_{\mu\nu\alpha\beta} = \frac{1}{2} \Xi^{\mu\nu} b_\alpha \Xi^{\sigma\beta} b_\sigma,
\]

\[
\mathcal{P}^{(\eta_3)}_{\mu\nu\alpha\beta} = \frac{1}{8} \left( \Xi^{\mu\nu} - \frac{1}{2} \Xi^{\mu\nu} \Xi_{\sigma\rho} \Xi^{\sigma\rho} \Xi_{\alpha\beta} \right) b_\sigma \left( \Xi^{\sigma\alpha} \Xi^{\rho\beta} - \frac{1}{2} \Xi^{\rho\sigma} \Xi^{\alpha\beta} \right),
\]

\[
\mathcal{P}^{(\eta_4)}_{\mu\nu\alpha\beta} = \frac{1}{2} \Xi^{\mu\nu} b_\sigma \Xi^{\sigma\rho} b_\rho,
\]

\[
\mathcal{P}^{(\zeta_\perp)}_{\mu\nu\alpha\beta} = \frac{1}{3} \left( \Delta_{\mu\nu} + (\theta + 2\phi) u_\nu u_\mu \right) \left( \frac{1}{2} \Xi^{\alpha\beta} + (\theta + \phi) u_\alpha u_\beta \right),
\]

\[
\mathcal{P}^{(\zeta_\parallel)}_{\mu\nu\alpha\beta} = -\frac{1}{3} \left( \Delta_{\mu\nu} + (\theta + 2\phi) u_\nu u_\mu \right) (b_\alpha b_\beta - \theta u_\alpha u_\beta),
\]

where, \( b_\mu = \frac{1}{2\eta} \varepsilon^{\mu
u\alpha\beta} F_{\nu\alpha} u_\beta \), \( F^{\mu\nu} = (\partial^\mu A^\nu_{\text{ext}} - \partial^\nu A^\mu_{\text{ext}}) \) is the electromagnetic field strength tensor, \( b^{\mu\nu} = \varepsilon^{\mu
u\alpha\beta} b_\alpha u_\beta \), \( \Xi^{\mu\nu} = \Delta^{\mu\nu} + b^\mu b^\nu \) with the convention of the Levi-Civita tensor \( \varepsilon^{0123} = 1 \). In the LRF, \( b_{\text{LRF}}^\mu = (0, 0, 0, 1) \). In Eqs. (43)-(49),
the thermodynamic quantities \( \theta = \frac{\partial P}{\partial E} \) and \( \phi = -B \frac{\partial M}{\partial E} \) in which \( M \) is the magnetization of the medium.

Substituting Eq. (28) into Eq. (42), we obtain the visco coefficients in presence of constant external magnetic field as

\[
u = \xi^{(\eta)} \eta_0 + \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{1}{7} \int \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega_{k\perp}(\omega_{k\perp} - \omega_{k\perp})} \left[ a f_{\alpha}(\omega_{k\perp}) + a f_{\alpha}(\omega_{k\perp})f_{\alpha}(\omega_{k\perp}) \right] N_{ln}^{(\nu)}(k) N_{ln}^{(\nu)}(k) \tag{50}
\]

where,

\[
N_{ln}^{(\nu)}(k) = \frac{1}{2} T_{\nu}^{(\nu)} \left\{ N_{ln}^{\nu \nu \nu \nu}(k, k) |_{k_{\perp}^\alpha = k_{\perp}^\beta} + N_{ln}^{\nu \nu \nu \nu}(k, k) |_{k_{\perp}^\alpha = -k_{\perp}^\beta} \right\}.
\tag{51}
\]

Substitution of Eqs. (29), (30), and (43)-(49) into Eq. (51) yields after bit simplifications the following final expressions of \( N_{ln}^{(\nu)}(k) \) as:

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = 2\mathcal{A}_l(k^2)k^2_{\perp},
\tag{52}
\]

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = -8\mathcal{A}_l(k^2)\left\{ (1 - \theta)\omega_{k\perp}^2 + (1 + \theta)k^2_{\perp} - (1 + \theta)\eta_0^2 \right\}
\times \left\{ (1 - \theta - \phi)\omega_{k\perp}^2 + (\theta + \phi)k^2_{\perp} - (1 + \theta + \phi)(k^2_{\perp} + m^2) \right\},
\tag{53}
\]

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = -8\mathcal{A}_l(k^2)k^2_{\perp},
\tag{54}
\]

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = N_{ln,\text{Scalar}}^{(\nu)}(k) = 0,
\tag{55}
\]

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = \frac{4}{3}\mathcal{A}_l(k^2)\left\{ (1 - \theta)\omega_{k\perp}^2 + (\theta + \phi)k^2_{\perp} - (1 + \theta + \phi)(k^2_{\perp} + m^2) \right\}
\times \left\{ (3 - 3\theta + 2\phi)\omega_{k\perp}^2 + (1 + 3\theta + 2\phi)k^2_{\perp} - (1 + 3\theta + 2\phi)(k^2_{\perp} + m^2) \right\},
\tag{56}
\]

\[
N_{ln,\text{Scalar}}^{(\nu)}(k) = \frac{4}{3}\mathcal{A}_l(k^2)\left\{ (1 - \theta)\omega_{k\perp}^2 + (1 + \theta)k^2_{\perp} - (1 + \theta)\eta_0^2 \right\}
\times \left\{ (3 - 3\theta - 2\phi)\omega_{k\perp}^2 + (1 + 3\theta + 2\phi)k^2_{\perp} - (1 + 3\theta + 2\phi)(k^2_{\perp} + m^2) \right\},
\tag{57}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = 2\mathcal{D}_l(k^2)k^2_{\perp}(-\omega_{k\perp} + k^2_{\perp} + m^2),
\tag{58}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = 8\left[ 8\mathcal{B}_l(k^2)k^2_{\perp} \left\{ -2\omega_{k\perp}^2 + (1 + \theta)(1 + 2\theta + 2\phi)k^2_{\perp} + 2(1 + \theta + \phi)k^2_{\perp} + 2(1 + \theta)(1 + \theta + \phi)m^2 \right\}
+ 2\mathcal{C}_l(k^2)\left\{ (1 + \theta + \phi)k^2_{\perp} + (1 + \theta)(1 + \theta + \phi)m^4 - (1 + 3\theta + 2\phi - \theta - 2\phi)\omega_{k\perp}^2k^2_{\perp}
+ (1 + 2\theta)(1 + \theta + \phi)k^2_{\perp}(2 + 5\theta + 2\phi + 4\theta + 4\phi^2) - (1 + \theta)(3 + 4\theta + 4\phi)m^2 \right\}
+ 2\mathcal{E}_l(k^2)k^2_{\perp}\left\{ (3 + 4\theta + 2\phi)\omega_{k\perp}^2 - k^2_{\perp}(2 + 5\theta + 2\phi + 4\theta + 4\phi^2) + (1 + \theta)(3 + 4\theta + 4\phi)m^2 \right\} \right\},
\tag{59}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = 8\mathcal{B}_l(k^2)k^4_{\perp} + C_l(k^2)k^2_{\perp}(-\omega_{k\perp}^2 + k^2_{\perp} - m^2) + 2\mathcal{D}_l(k^2)k^2_{\perp}(\omega_{k\perp}^2 - k^2_{\perp} - m^2) + 4\mathcal{E}_l(k^2)k^2_{\perp}k^2_{\perp},
\tag{60}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = N_{ln,\text{Dirac}}^{(\nu)}(k) = 0,
\tag{61}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = \frac{4}{3}\left[ 8\mathcal{B}_l(k^2)k^2_{\perp} \left\{ 6\omega_{k\perp}^2 - (1 + 2\theta + 2\phi)(2 + 3\theta + 2\phi)k^2_{\perp} - (1 + \theta + \phi)(2 + 3\theta + 2\phi)k^2_{\perp}
- (2(1 + \theta + \phi + 1)(3 + 3\theta + 2\phi)m^2) \right\}
+ 2\mathcal{C}_l(k^2)\left\{ -3\omega_{k\perp}^2 - (1 + \theta + \phi)(2 + 3\theta + 2\phi)k^2_{\perp}
- (1 + \theta + \phi)(3 + 3\theta + 2\phi)m^4 + (5 + 7\theta + 6\phi - 3\theta^2 - 5\theta\phi - 2\phi^2)\omega_{k\perp}^2 - (1 + \theta + \phi)(5 + 6\theta + 4\phi)k^2_{\perp}
+ (6 + 6\theta + 5\phi - 3\theta^2 - 5\theta\phi - 2\phi^2)\omega_{k\perp}^2m^2 \right\}
+ 2\mathcal{E}_l(k^2)k^2_{\perp}\left\{ (1 + 2\theta + 2\phi)(3 + 3\theta + 2\phi)k^2_{\perp} - (1 + \theta + \phi)(2 + 3\theta + 2\phi)k^2_{\perp}
+ (1 + 2\theta + 2\phi)(6 + 4\theta + 5\phi - 3\theta^2 - 5\theta\phi - 2\phi^2)\omega_{k\perp}^2m^2 \right\} \right\},
\tag{62}
\]

\[
N_{ln,\text{Dirac}}^{(\nu)}(k) = \frac{8}{3}\left[ 8\mathcal{B}_l(k^2)k^2_{\perp} \left\{ 3\omega_{k\perp}^2 - (1 + \theta)(2 + 3\theta + 2\phi)k^2_{\perp} - (1 + \theta)(2 + 3\theta + 2\phi)k^2_{\perp} \right\}
- C_l(k^2)\left\{ (3 + 3\theta + 2\phi)m^4 + (5 + 7\theta + 6\phi - 3\theta^2 - 5\theta\phi - 2\phi^2)\omega_{k\perp}^2 - (1 + \theta + \phi)(5 + 6\theta + 4\phi)k^2_{\perp}
+ (1 + \theta + \phi)(3 + 3\theta + 2\phi)m^4 \right\} \right\}
+ 2\mathcal{E}_l(k^2)k^2_{\perp}\left\{ (1 + 2\theta + 2\phi)(3 + 3\theta + 2\phi)k^2_{\perp} - (1 + \theta)(2 + 3\theta + 2\phi)k^2_{\perp}
+ (1 + 2\theta + 2\phi)(6 + 4\theta + 5\phi - 3\theta^2 - 5\theta\phi - 2\phi^2)\omega_{k\perp}^2m^2 \right\} \right\},
\tag{63}
\]
During our entire calculation, $\Gamma$ is introduced as a parameter, although it can be calculated microscopically from the interaction Lagrangian of a particular system and one can get it as temperature ($T$), magnetic field ($B$) and momentum $\tilde{k}$ dependent function. By taking appropriate momentum average one can get momentum independent $\Gamma$ and take outside the $d^2k_\perp$ integral of Eq. (50). So, considering $\Gamma$ as constant or independent of $k_\perp$, the $d^2k_\perp$ integral of Eq. (50) can be analytically performed and we get, the following simplified expressions of the viscous coefficients in presence of constant external magnetic field:

\[
\nu = \xi^{(\nu)} q_0 + \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{1}{T} \int_{-\infty}^{\infty} \frac{dk_\perp}{(2\pi)^2} \frac{1}{4\omega(k_\perp)^2} \frac{\Gamma}{\omega(k_\perp)^2 + 1} \left( a f_\nu(\omega(k_\perp)) + a f_\nu(\omega(k_\perp) + 2 f_\nu(\omega(k_\perp) f_\nu(\omega(k_\perp))) \right) \tilde{N}_{ln}^{(\nu)}(k_\perp),
\]

where,

\[
\tilde{N}_{ln}^{(\nu)}(k_\perp) = \int \frac{d^2k_\perp}{(2\pi)^2} N_{ln}^{(\nu)}(\tilde{k}).
\]

Substituting Eqs. (52)-(63) into Eq. (65), we obtain

\[
\tilde{N}_{ln;\text{Scalar}}^{(\nu)}(\tilde{k}) = 2\mathcal{A}_{ln}^{(4)},
\]

\[
\tilde{N}_{ln;\text{Scalar}}^{(\nu)}(\tilde{k}) = 8 \left[ \mathcal{A}_{ln}^{(0)} \left\{ (1 - \theta)(\omega^2_k + k^2_\perp) - (1 - \theta)(\omega^2_k + (1 + \theta + \phi)(k^2_\perp + m^2)) \right\} \{3 - 3\theta - 2\phi - 2\omega^2_k - (1 + \theta + 2\phi)k^2_\perp - (3 + 3\theta + 2\phi)m^2 \}
+ \mathcal{A}_{ln}^{(2)} \left\{ (4(1 + 10\theta + 4\phi - 6\phi^2 - 10\phi - 4\phi^2)\omega^2_k - 4(1 + 2\theta + 2\phi)(1 + \theta + 2\phi)k^2_\perp
- 4(17 + 6\phi + 6\phi^2 + 10\phi + 4\phi^2)m^2 \right\} + 4\mathcal{A}_{ln}^{(4)}(\theta + \phi)(1 + 3\theta + 2\phi) \right],
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\nu)}(\tilde{k}) = -8\mathcal{A}_{ln}^{(2)} k^2_\perp,
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\nu)}(\tilde{k}) = \tilde{N}_{ln;\text{Scalar}}^{(\nu)}(\tilde{k}) = 0.
\]

\[
\tilde{N}_{ln;\text{Scalar}}^{(\tilde{C})}(\tilde{k}) = \frac{4}{3} \left[ 4\mathcal{A}_{ln}^{(0)} \left\{ (1 - \theta - \phi)\omega^2_k - (1 + \theta + \phi)(k^2_\perp + m^2) \right\} \{3 - 3\theta - 2\phi - 2\omega^2_k - (1 + \theta + 2\phi)k^2_\perp - (3 + 3\theta + 2\phi)m^2 \}
+ \mathcal{A}_{ln}^{(2)} \left\{ (4(1 + 10\theta + 4\phi - 6\phi^2 - 10\phi - 4\phi^2)\omega^2_k - 4(1 + 2\theta + 2\phi)(1 + \theta + 2\phi)k^2_\perp
- 4(17 + 6\phi + 6\phi^2 + 10\phi + 4\phi^2)m^2 \right\} + 4\mathcal{A}_{ln}^{(4)}(\theta + \phi)(1 + 3\theta + 2\phi) \right],
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\tilde{C})}(\tilde{k}) = -8\mathcal{A}_{ln}^{(4)}(\omega^2_k - k^2_\perp - m^2),
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\tilde{C})}(\tilde{k}) = 8B_{ln}^{(4)}(\omega^2_k + k^2_\perp - m^2) + 2D_{ln}^{(2)}(\omega^2_k - k^2_\perp - m^2) + 4E_{ln}^{(2)} k^2_\perp,
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\tilde{C})}(\tilde{k}) = \tilde{N}_{ln;\text{Dirac}}^{(\nu)}(\tilde{k}) = 0.
\]

\[
\tilde{N}_{ln;\text{Dirac}}^{(\tilde{C})}(\tilde{k}) = \frac{4}{3} \left[ 4\mathcal{B}_{ln}^{(2)} \left\{ 3\omega^2_k - (2 + 5\theta + 4\phi + 3\phi^2 + 5\phi(3\phi + 2\phi^2)m^2 \right\}
- 8\mathcal{B}_{ln}^{(4)}(2 + 7\theta + 6\phi + 6\phi^2 + 10\phi + 4\phi^2) - 2C_{ln}^{(0)} \left\{ 3\omega^2_k + (2 + 5\theta + 4\phi + 3\phi^2 + 5\phi(3\phi + 2\phi^2))k^2_\perp
+(3 + 6\theta + 5\phi + 3\phi^2 + 5\phi + 2\phi^2)m^2 - (5 + 7\theta + 6\phi - 3\phi^2 - 5\phi - 2\phi^2)m^2 \right\}
+ (5 + 11\theta + 9\phi + 6\phi^2 + 10\phi + 4\phi^2)k^2_\perp m^2 - (6 + 6\theta + 5\phi - 3\phi^2 - 5\phi - 2\phi^2)m^2 \right\}
- D_{ln}^{(2)}(2 + 7\theta + 6\phi + 6\phi^2 + 10\phi + 4\phi^2)(\omega^2_k - k^2_\perp - m^2) - 2E_{ln}^{(2)}(\omega^2_k(7 + 12\theta + 10\phi)
- (6 + 17\theta + 14\phi + 12\phi^2 + 20\phi + 8\phi^2)k^2_\perp - m^2(7 + 19\theta + 16\phi + 12\phi^2 + 20\phi + 8\phi^2)),
\right],
\]
\[ \hat{\mathcal{N}}_{\text{Dirac}}^{(B)}(\vec{k}) = \frac{8}{3} \left[ 8 \mathcal{B}^{(2)}_{\text{in}} \{3\omega_{kl}^2 - \theta(2 + 3\theta + 2\phi)k_z^2 - (1 + \theta)(3 + 3\theta + 2\phi)m^2 \} - 8 \mathcal{D}^{(4)}_{\text{in}}(1 + \theta)(2 + 3\theta + 2\phi) \right. \\
\left. - \mathcal{C}^{(0)}_{\text{in}} \{3\omega_{kl}^4 + \theta(2 + 3\theta + 2\phi)k_z^4 + (1 + \theta)(3 + 3\theta + 2\phi)m^4 - (1 + 10\theta + 4\phi - 3\theta^2 - 2\theta\phi)\omega_{kl}^2k_z^2 + (1 + 8\theta + 2\phi + 6\theta^2 + 4\phi)k_z^2m^2 - (6 + 6\theta + 2\phi - 3\theta^2 - 2\theta\phi)\omega_{kl}^2m^2 \} - 2 \mathcal{E}^{(2)}_{\text{in}}(1 + \theta)(2 + 3\theta + 2\phi) \right. \\
\left. \times (\omega_{kl}^2 - k_z^2 - m^2) - 2 \mathcal{E}^{(2)}_{\text{in}} \{5 + 6\theta + 2\phi\omega_{kl}^2 - (1 + 2\theta)(2 + 3\theta + 2\phi)k_z^2 - (1 + \theta)(5 + 6\theta + 4\phi)m^2 \} \right], \quad (77) \]

where,

\[ \mathcal{A}^{(j)}_{\text{in}} = \int \frac{d^2 k_\perp}{(2\pi)^2} \mathcal{A}_{\text{in}}(k_\perp^2) \left( k_\perp^2 \right)^{j/2}, \quad (78) \]

\[ \mathcal{B}^{(j)}_{\text{in}} = \int \frac{d^2 k_\perp}{(2\pi)^2} \mathcal{B}_{\text{in}}(k_\perp^2) \left( k_\perp^2 \right)^{j/2}, \quad (79) \]

\[ \mathcal{C}^{(j)}_{\text{in}} = \int \frac{d^2 k_\perp}{(2\pi)^2} \mathcal{C}_{\text{in}}(k_\perp^2) \left( k_\perp^2 \right)^{j/2}, \quad (80) \]

\[ \mathcal{D}^{(j)}_{\text{in}} = \int \frac{d^2 k_\perp}{(2\pi)^2} \mathcal{D}_{\text{in}}(k_\perp^2) \left( k_\perp^2 \right)^{j/2}, \quad (81) \]

\[ \mathcal{E}^{(j)}_{\text{in}} = \int \frac{d^2 k_\perp}{(2\pi)^2} \mathcal{E}_{\text{in}}(k_\perp^2) \left( k_\perp^2 \right)^{j/2}. \quad (82) \]

Exploiting the orthogonality of the Laguerre polynomials present in the functions \( \mathcal{A}_{\text{in}}(k_\perp^2), \mathcal{B}_{\text{in}}(k_\perp^2), \cdots, \mathcal{E}_{\text{in}}(k_\perp^2) \), the \( d^2 k_\perp \) integrals of Eqs. (78)-(82) are now performed and the analytic expressions of the quantities \( \mathcal{A}^{(j)}_{\text{in}}, \mathcal{B}^{(j)}_{\text{in}}, \cdots, \mathcal{E}^{(j)}_{\text{in}} \) are listed in Appendix C.

V. NUMERICAL RESULTS & DISCUSSIONS

In this section, we will try to explore the numerical outcomes of shear and bulk viscosity components; mainly, their temperature and magnetic field dependent curves will be our matter of interest. To show numerical results of the viscosities, we have chosen systems consisting of massless particles for simplicity, although the final expressions for the viscous coefficients in Eqs. (64)-(77) are valid for massive particles as well. We have also performed a proper numerical consistency check for ensuring the correctness of the analytical expressions as well as the numerical codes as follows: we have taken the numerical limit \( B \to 0 \) of the viscous coefficients in presence of magnetic field (Eq. (64)) and found that, for sufficiently small values of \( B, \eta_0 \to \eta, \eta_1 \to 0, \eta_2 \to 0, \zeta_\perp \to \zeta \) and \( \zeta_\parallel \to \zeta \) where \( \eta \) and \( \zeta \) are respectively the shear and bulk viscosities in absence of the external magnetic field obtained from Eqs. (38)-(41). This consistency implies that, for sufficiently small values of \( B \), a large number of Landau levels contribute to \( \nu \) in Eq. (64) (the Landau levels become infinitesimally close to each other reaching the continuum), which in turn numerically reproduce the exact continuum results of Eqs. (38)-(41); though it is non-trivial to take an analytic \( B \to 0 \) limit of Eq. (64). For all the numerical results shown in this section, we have considered up to 10,000 Landau levels.

Fig. 2 shows the temperature and magnetic field dependence of \( \eta_0 \) for the two different systems consisting of spin-0 scalar Bosons and spin-\( \frac{1}{2} \) Dirac Fermions. Sub-figs. 2(a) and (c) depicts the variation of the dimensionless quantity \( \eta_0/T^3 \) as a function of temperature for different values of magnetic field whereas Sub-figs. 2(b) and (d) shows the variation of \( \eta_0/T^3 \) as a function of magnetic field for different values of temperature. To understand the change in the values of viscosity components due to the magnetic field, we have first estimated viscosities at \( B = 0 \). Using Eqs. (38) and (39), the shear viscosity \( \eta \) of scalar and Dirac fluids at \( B = 0 \) are estimated and they are plotted in Fig. 2 with solid-red lines. With respect to the \( B = 0 \) curves, we can get a comparative measurement on the values of \( \eta_0 \) component. For the scalar fluid, \( \eta_0 \) decreases with \( B \) and increases with \( T \). One can identify the opposite roles of \( T \) and \( B \) on transport coefficients, which is also noticed in RTA of kinetic theory approaches [10, 14]. Physically, we can also comprehend that temperature is the measurement of randomness, while the magnetic field aligns the system. So their thermodynamical roles on the system are expected to be quite opposite in nature.

A detail quantitative understanding for \( T, B \) dependence of \( \eta_0 \) seems to be very cumbersome task (as the analytical expressions are very complicated), but we can try to relate it with its RTA expression [10, 14],

\[ \eta_0 = \eta A_0 \quad \text{with} \quad A_0 = \frac{1}{1 + 4 \left( \frac{T_c}{\tau_B} \right)^2} \quad (83) \]

where the expression of \( \eta \) will be same as given in Eqs. (38) and (39), \( \tau_c = 1/\Gamma \) is basically the relaxation time or inverse of the thermal width, and \( \tau_B = \frac{\omega_{\text{syn}}}{2B} \) is the inverse of synchrotron frequency. Now in the quantum mechanical picture, the energy
Figure 2. (Color Online) The variation of $\eta_0/T^3$ as a function of (a) $T$ and (b) $eB$ for system of massless charged scalar Bosons (spin-0) with relaxation time $\tau_c = 1/\Gamma = 1$ fm. The variation of $\eta_0/T^3$ as a function of (c) $T$ and (d) $eB$ for system of massless charged Dirac Fermions (spin-$1/2$) with relaxation time $\tau_c = 1/\Gamma = 1$ fm.

difference between the two Landau levels $\Delta \omega = (\omega_{kl} - \omega_{kn})$ might be associated to the synchrotron frequency, i.e. we can grossly write $\Delta \omega \approx 1/\tau_B$. Using this connection in Eq. (64), one can identify the term of effective relaxation time:

$$\frac{\Gamma}{(\omega_{kl} - \omega_{kn})^2 + \Gamma^2} \approx \tau_c \frac{1}{1 + \left(\frac{\tau_c}{\tau_B}\right)^2} \approx \tau_c A_0.$$  \hfill (84)

In massless limit, $\tau_B \equiv \frac{\Gamma}{\epsilon B}$ \cite{10}, so the dominant $B$ dependent anisotropic factor

$$A_0(T, B) \approx \left[1 + \left(\frac{2\tau_c eB}{3\Gamma}\right)^2\right]^{-1}$$  \hfill (85)

will mainly control the $T, B$ dependence of $\eta_0$. One can find that, $A_0$ decreases with $B$ and increases with $T$, which is mostly reflected on $\eta_0(T, B)$. Apart from the anisotropic factor $A_0$, $\eta_0$ contains the additional $B$ dependence via the quantized energy relation in the other part of the integrand of Eq. (64). Other part of integrand mainly contains $\tilde{N}_{ln}(\omega)$ as well as the thermal distribution function $f(\omega)$, which is not much influential for scalar fluid. Therefore, $B$ and $T$ dependence of $\eta_0$ almost follow same trend as observed in $A_0(T, B)$.

For the Dirac fluid, similar trend for $\eta_0$ is observed at the lower values of magnetic field and high temperature regions. However, we notice non-monotonic behaviour of $\eta_0$ at higher values of external magnetic field. This is probably due to the non-trivial spin structure contained in $\tilde{N}_{ln}(\omega)$ for Dirac case and is mainly responsible for this non-monotonic behaviour.

Since the $\tilde{N}_{ln}$'s corresponding to the other viscous coefficients also carry the magneto-thermodynamical quantities $\theta = \left(\frac{\partial p}{\partial e}\right)_B$ and $\phi = -B \left(\frac{\partial M}{\partial e}\right)_B$, their temperature and magnetic field dependence are separately plotted in Figs 3 and 4. Their detail calculations are provided in Appendix D. Sub-figs. 3(a) and (c) depicts the variation of the $\theta$ as a function of temperature whereas Sub-figs. 3(b) and (d) shows the variation of $\theta$ as a function of magnetic field.
Figure 3. (Color Online) The variation of $\theta = \left( \frac{\partial P}{\partial e} \right)_B$ as a function of (a) $T$ and (b) $eB$ for system of massless charged scalar Bosons (spin-0). The variation of $\theta$ as a function of (c) $T$ and (d) $eB$ for system of massless charged Dirac Fermions (spin-\(\frac{1}{2}\)).

We first note that, at $B = 0$, $\theta$ is nothing but the squared speed of sound ($c_s^2$) of the medium which is $\frac{1}{3}$ in the mass-less case as clearly shown in Sub-figs. 3(a) and (c) by solid-red horizontal lines. However, at $B \neq 0$, the quantity $\theta = \left( \frac{\partial P}{\partial e} \right)_B$ is not equal to the speed of sound of the medium since the speed of sound is most generally defined as $c_s^2 = \left( \frac{\partial P}{\partial s} \right)_s \neq \theta$ where $s$ is the entropy of the medium [57]. At non-zero magnetic field, we find $\theta$ to increase (decrease) monotonically with the increase in temperature for the scalar (Dirac) fluid. Whereas for the scalar (Dirac) fluid, $\theta$ decreases (increases) with the increase in magnetic field. Thus, we observe completely opposite behaviours for the scalar and Dirac fluid in the same cases, at high temperature, $\theta$ asymptotically approach the corresponding $B = 0$ curves.

In Sub-figs. 4(a) and (c), we have shown the variation of the $\phi$ as a function of temperature whereas in Sub-figs. 4(b) and (d), the variation of $\phi$ as a function of magnetic field has been shown. We first note that, at vanishing magnetic field, $\phi$ becomes zero as it is related to the magnetization of the system. We also notice that, $\phi$ decreases (increases) monotonically with the increase in temperature for the scalar (Dirac) fluid; whereas it increases (decreases) with the increases in magnetic field. Thus, similar to $\theta$, here also we observe completely opposite roles of temperature and magnetic field. Interestingly, we get $\phi > 0$ for scalar and $\phi < 0$ for Dirac systems. Alike $\theta$, in all the cases, at high temperature, $\phi$ also asymptotically approach the corresponding $B = 0$ curves.

Next, let us come to the corresponding temperature and magnetic field profiles for the other shear viscosity components $\eta_1$ and $\eta_2$. They are shown respectively in Figs. 5 and 6. Unlike $\eta_0$, these components are purely magnetically induced components as they are completely disappeared at $B = 0$, while $\eta_0$ at $B = 0$ becomes exactly equal to the $\eta$. In RTA of kinetic theory framework [10, 14], one can find a proportional relation $\eta_{1,2} \propto (\tau_e/\tau_B)^2$, which is missing for $\eta_0$. Therefore, at $B \to 0$ or $\tau_B \to \infty$, one gets $\eta_{1,2} \to 0$ in RTA. Whereas, in the Kubo expressions, this imposition is taken care by the rich structure contained in $\chi_{\eta_{1,2}}$’s of Eq. (64) when the continuum limits ($B \to 0$) are considered.

Sub-figs. 5(a) and (c) depicts the variation of the dimensionless quantity $\eta_1/T^3$ as a function of temperature for different values of magnetic field whereas Sub-figs. 5(b) and (d) shows the variation of $\eta_1/T^3$ as a function of magnetic field for different values of temperature. For the scalar (Dirac) case, $\eta_1/T^3$ increases (decrease) monotonically with the increase in temperature and it decreases (increases) with the increase in magnetic field; though at high magnetic field region slight non-monotonicity is
observed. We also notice that, $\eta_1$ is negative for the scalar fluid and it might not be correct to consider the absolute values of viscosity component; rather the positive or negative sign should be considered as the direction of magnetically induced shear flow. The completely opposite behaviour of the temperature and magnetic field dependence of $\eta_1/T^3$ of the scalar and Dirac fluid can be attributed to several factors; for example the different spin structures contained in $\mathcal{N}_\text{IR}(\omega)$’s as well as the opposite thermo-magnetic behaviour of $\theta$ and $\phi$. In all the cases, at high temperature, $\eta_1$ is seen to approach zero which is due to the increase in random thermal motions in the system trying to destroy the magnetic orientations.

Next, Sub-figs. 6(a) and (c) shows the variation of the dimensionless quantity $\eta_2/T^3$ as a function of temperature whereas Sub-figs. 6(b) and (d) shows the variation of $\eta_2/T^3$ as a function of magnetic field. We observe that, $\eta_2/T^3$ increases monotonically with the increase in temperature, whereas a non-monotonic behaviour is noticed in its magnetic field dependence. Alike $\eta_1$, $\eta_2$ is also varying from positive to negative values at different $T, B$ ranges, which should again be considered as the direction of the magnetically induced shear flows.

Since the other shear viscosity components $\eta_3$ and $\eta_4$ are coming zero in QFT calculations because of the anti-symmetric structure, therefore, we have not plotted them. Same vanishing values are realized in the ADS/CFT direction \cite{58, 59}. However, in the RTA of kinetic theory based calculations \cite{10, 14}, one might expect their non-zero values at non-zero chemical potential of the fluid, where particle and anti-particle density becomes different. These two coefficients in kinetic theory framework are realized as the Hall viscosities, which of course are vanished at zero chemical potential i.e. when particle and anti-particle densities are the same; but they should be finite at non-zero values of chemical potential. For the Kubo or the field theoretical expressions, it seems that there is no possibility of getting non-zero Hall viscosity even at finite chemical potential as their vanishing contributions are coming from the anti-symmetric nature of vertex factors $\mathcal{N}_\text{IR}(\omega)$. We have not found any discussion on it in any earlier references (off course based on our searching) and we are unable to resolve this discrepancy, which should get a kind attention to the community.

Now, let us turn our attention to the bulk viscosity coefficients $\zeta_\perp$ and $\zeta_\parallel$ whose temperature and magnetic field dependence are shown in Figs 7 and 8 respectively. Before going to finite $B$ cases, let us recapitulate our earlier knowledge of bulk viscosity at $B = 0$. The expressions of $\zeta$ at $B = 0$ for the scalar and Dirac system are given in Eqs. (40) and (41) respectively from which we see that $\zeta \propto (3\theta - 1)$ in the mass-less limit ($m = 0$). As already discussed, in the mass-less limit, $\theta = \frac{1}{2}$ for $B = 0$ and
Therefore one gets zero bulk viscosity although the shear viscosity is not necessary to be zero. At the high temperature, QCD behaves like a mass-less and conformal type theory, where we can get $\zeta = 0$. However, in the low and intermediate values of temperature, QCD will exhibit its non-conformal nature, which can be measured through the non-vanishing profile of $\zeta(T)$. If we take guidance from the lattice QCD (LQCD) calculations [60] (see references therein), then a clear deviation of $\theta$ from $\frac{1}{3}$ will be noticed and a non-zero interaction measure $T^\mu_\mu = (\varepsilon - 3P)$ of QCD thermodynamics will also be observed in the low and intermediate temperature domains. We can understand that, the trace of the ideal part of the EMT is basically linked with the bulk viscosity. Non-zero values of both expose the non-conformal nature of QCD system [61, 62].

Here, we will not go through any particular system like QCD, rather will consider general relativistic scalar and Dirac fluids. And in the numerical point of view, we have focused on mass-less limits, from where we can get an idea of extreme relativistic boundaries of the different quantities. The bulk viscosity, which is zero in the mass-less limit of $B = 0$ case, might not remain same at finite $B$ case; one immediate reason is that, $\theta$ deviates from $1/3$ when we switch on the magnetic field, therefore a non-zero bulk viscosity is expected even in mass-less limit. Even if one puts $\theta = \frac{1}{3}$ in Eq. (64) by hand for massless system, the bulk viscosity components will still not be vanished due to the presence of other terms in $\tilde{N}_{in}(\omega)$. So, it means that an additional non-conformal picture is growing at finite magnetic field case, which is entering not only through the $\theta(T, B)$ but also some other $B$ dependent terms in $\tilde{N}_{in}(\omega)$. Hence, we can say that massless relativistic matter in presence of magnetic field can have non-zero bulk viscosity, which corresponds to its non-conformal nature (irrespective system like QED or QCD plasma). The phenomenon might be little mild at high $T$ and low $B$ domain but quite prominent at low $T$ and high $B$ zone, which is known to be quantum zone. This might be considered as a pure quantum field theoretical phenomenon due to field quantization picture.

In Sub-figs. 7(a) and (c), we depict the variation of the dimensionless quantity $\zeta_{\perp}/T^3$ as a function of temperature for different values of magnetic field whereas in Sub-figs. 7(b) and (d), we show the variation of $\zeta_{\perp}/T^3$ as a function of magnetic field for different values of temperature. For the scalar fluid, $\zeta_{\perp}/T^3$ weakly depends on the temperature and the dependence is quite non-monotonic. On the other hand, for the Dirac fluid, $\zeta_{\perp}/T^3$ increases monotonically with the increase in temperature. Whereas with the increase in magnetic field, $\zeta_{\perp}/T^3$ increases (decreases) for the scalar (Dirac) cases; though a slight non-monotonic behaviour is seen at high temperature region. Alike $\eta_1$ and $\eta_2$, we can see a positive and negative directional shifts of the values
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Finally, Sub-figs. 8(a) and (c) depicts the corresponding variation of the dimensionless quantity $\zeta_\parallel/T^3$ as a function of temperature whereas Sub-figs. 8(b) and (d) shows the variation of $\zeta_\parallel/T^3$ as a function of magnetic field. Alike $\zeta_\parallel$, for the scalar fluid, $\zeta_\parallel/T^3$ depends weakly on the temperature and the dependence is non-monotonic in nature. For the Dirac fluid, $\zeta_\parallel/T^3$ increases monotonically with the increase in temperature. With the increase in magnetic field, $\zeta_\parallel/T^3$ is seen to increase (decrease) for the scalar (Dirac) cases. The positive and negative directional shifts of the values of $\zeta_\parallel$ from zero again correspond to the direction of magnetically induced bulk flows.

Comparing Figs. 7 and 8, one can see the difference between parallel and perpendicular components of bulk viscosity i.e.
$\zeta_\parallel \neq \zeta_\perp$ and the difference completely disappeared at $B = 0$, where we can get the relation $\zeta_\parallel = \zeta_\perp = \zeta = 0$. This fact reflect the transition from isotropic dissipation at $B = 0$ to anisotropic dissipation at $B \neq 0$. Though a detail analysis of differences between scalar and Dirac system for $\zeta_\perp/T^3$ and $\zeta_\parallel/T^3$ are not quite easy task as their analytic expressions are quite complicated, but main resources are hidden in $N_{th}(\omega)$ and the thermal distribution functions. Also, the opposite thermo-magnetic behaviours of $\theta$ and $\phi$ might have a role for getting different temperature and magnetic field dependence of $\zeta_\perp$ and $\zeta_\parallel$ of the scalar and Dirac fluids.

VI. SUMMARY & CONCLUSION

In summary, we have performed a detailed calculation of the one-loop Kubo expressions of the five shear viscosity components and the two bulk viscosity components in the presence of an arbitrary background magnetic field $B$, where a general form of the thermo-magnetic propagators are used based on the real time formalism of finite temperature field theory and the Schwinger proper time formalism. For this, we have taken two different systems: (i) system of charged scalar Bosons (spin-0) and (ii ) system of charged Dirac Fermions (spin-1), and have calculated the corresponding thermo-magnetic spectral functions of the energy-momentum tensors (EMTs) which is the imaginary part of the Fourier transform of the local EMT-EMT two-point correlator. Then viscous coefficients are estimated from these thermo-magnetic spectral functions using the Kubo relations in the covariant tensor basis of Ref. [36].
In the absence of magnetic field, it is quite standard that the one-loop Kubo expression \cite{38-42} of shear and bulk viscosity are exactly identical to the expression from the RTA of kinetic theory approach \cite{43, 44}, when we identify the inverse relation ($\Gamma = 1/\tau_c$) between thermal width $\Gamma$, introduced in the propagators of Kubo method and the relaxation time $\tau_c$ in RTA method. However, in the presence of magnetic field, this exact equality between the Kubo and RTA expressions has not been found as explored in present work. In the recent time, Refs. \cite{6, 8-12, 14, 17} have provided the RTA based kinetic theory expression of the relativistic matter at finite magnetic field; of which Refs \cite{8, 10-12, 14, 17} consider general value of $B$ and Refs. \cite{6, 9} make strong magnetic field approximation. In these calculations, five shear viscosity components and two bulk viscosity components become different in magnitudes due to their $B$ dependent anisotropic factor, made by the two time scales: relaxation time $\tau_c$ and the inverse of synchrotron frequency $\tau_B \propto 1/B, \text{where } B \text{ actually enters}$. If we compare those RTA expressions of viscosity components with the corresponding Kubo expressions, obtained in present work, then one can find a rich magnetic field dependent structure, which probably reflect a quantum field theoretical effects on viscosity expressions. One may think that, a straightforward extension of Landau quantization of the RTA based kinetic theory expression might be equal to our Kubo expressions, but this is not the case as the present work reveals; we have identified a rich vertex structure and an alternative entry of $\tau_B$ as an inverse of the difference between Landau quantized energies. Just like we realize the time period ($\tau$) of radiation as the transition between the two energy levels in hydrogen atom problem ($\tau^{-1} = \nu = \Delta E$), here we can think of $\tau_B$ as the characteristic time scale for the transition between the two Landau levels and thus $\tau_B$ may be considered as the inverse of the energy difference of two Landau levels $\delta\omega_{\parallel n}$.

Although the qualitative magnetic field dependent trends of RTA and Kubo expressions of viscosity components are quite similar, which can also be checked by recovering their isotropic picture, when one imposes the $B \to 0$ limit. Among the five components of shear viscosity $\eta_n \ (n = 0, 1, 2, 3, 4), \eta_{1,2,3,4}$ components are completely originated due to the magnetic field and therefore, they are disappeared in the $B \to 0$ limit, whereas $\eta_0$ only survives and merges with the isotropic value $\eta_0$ present at $B = 0$ picture. For the bulk viscosity components, isotropic value $\zeta$ at $B = 0$ is split into two components along the parallel ($\zeta_{||}$) and the perpendicular ($\zeta_\perp$) direction with respect to the direction of the magnetic field, whose merging to the isotropic value is verified by imposing the numerical $B \to 0$ limit. The qualitative magnetic field dependent structure of the RTA and Kubo expressions are more or less same but we believe that the Kubo expressions proposed here are carrying a rich quantum field

Figure 7. (Color Online) The variation of $\zeta_\perp/T^3$ as a function of (a) $T$ and (b) $eB$ for system of massless charged scalar Bosons (spin-0) with relaxation time $\tau_c = 1/\Gamma = 1$ fm. The variation of $\eta_\perp/T^3$ as a function of (c) $T$ and (d) $eB$ for system of massless charged Dirac Fermions (spin-$\frac{1}{2}$) with relaxation time $\tau_c = 1/\Gamma = 1$ fm.
Figure 8. (Color Online) The variation of $\zeta / T^3$ as a function of (a) $T$ and (b) $eB$ for system of massless charged scalar Bosons (spin-0) with relaxation time $\tau_c = 1/\Gamma = 1$ fm. The variation of $\zeta / T^3$ as a function of (c) $T$ and (d) $eB$ for system of massless charged Dirac Fermions (spin-$1/2$) with relaxation time $\tau_c = 1/\Gamma = 1$ fm.
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Appendix A: CALCULATION OF THE EMT CORRELATORS

In this appendix, we will sketch the calculation of the two-point correlation functions $\left\langle T^\mu T^\nu \right\rangle_{11}$ for both the complex scalar and charged Dirac fields. Using Eq. (5), we have

$$\left\langle T^\mu T^\nu \right\rangle_{11} = \left\langle T^\mu T^\nu \right\rangle_C \left( \partial^\mu \phi^\dagger(x) \partial^\nu \phi(x) - \frac{1}{2} g^\mu\nu L_{\text{Scalar}}(x) \right) \left( \partial^\alpha \phi^\dagger(y) \partial^\beta \phi(y) - \frac{1}{2} g^{\alpha\beta} L_{\text{Scalar}}(y) \right)_{11} + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \nu, \alpha \leftrightarrow \beta). \quad (A1)$$
Substituting $\mathcal{L}_{\text{Scalar}}$ from Eq. (3) into Eq. (A1) and applying the Wick’s theorem [48], we arrive at

\[
\left\langle \mathcal{T}_C T^{\mu \nu}_{\text{Scalar}}(x) T_{\alpha \beta}^{\text{Scalar}}(y) \right\rangle_{11} = \left\langle \mathcal{T}_C \partial^\nu \phi^i(x) \partial^\sigma \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} - \frac{1}{2} g^{\mu \nu} \left\langle \mathcal{T}_C \partial^\sigma \phi^i(x) \partial^\sigma \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} \\
+ \frac{1}{2} g^{\mu \nu} m^2 \left\langle \mathcal{T}_C \partial^\sigma \phi^i(x) \partial^\beta \phi(y) \right\rangle_{11} - \frac{1}{2} g^{\alpha \beta} \left\langle \mathcal{T}_C \partial^\mu \phi^i(x) \partial^\nu \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} \\
+ \frac{1}{4} g^{\mu \nu} g^{\alpha \beta} \left\langle \mathcal{T}_C \partial^\sigma \phi^i(x) \partial^\sigma \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} + \frac{1}{4} g^{\mu \nu} g^{\alpha \beta} \left\langle \mathcal{T}_C \partial^\mu \phi^i(x) \partial^\nu \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} \\
-m^2 \left\langle \mathcal{T}_C \partial^\sigma \phi^i(x) \partial^\sigma \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} - m^2 \left\langle \mathcal{T}_C \partial^\mu \phi^i(x) \partial^\nu \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} \\
+ m^4 \left\langle \mathcal{T}_C \partial^\mu \phi^i(x) \partial^\nu \phi^j(y) \partial^\beta \phi(y) \right\rangle_{11} \right) + \left( \mu \leftrightarrow \nu \right) + \left( \alpha \leftrightarrow \beta \right) + \left( \mu \leftrightarrow \nu, \alpha \leftrightarrow \beta \right). \tag{A2}
\]

Simplification of the above equation yields,

\[
\left\langle \mathcal{T}_C T^{\mu \nu}_{\text{Scalar}}(x) T_{\alpha \beta}^{\text{Scalar}}(y) \right\rangle_{11} = \partial_\alpha \partial_\beta D_{11}(x, y) \partial_\mu \partial_\nu D_{11}(y, x) - \frac{1}{2} g^{\mu \nu} \left\langle \partial_\alpha \partial_\beta D_{11}(x, y) \partial_\mu \partial_\nu D_{11}(x, y) \right\rangle_{11} \\
- m^2 \partial_\alpha^\beta D_{11}(x, y) \partial_\mu D_{11}(y, x) - \frac{1}{2} g^{\alpha \beta} \left\langle \partial_\alpha \partial_\beta D_{11}(x, y) \partial_\mu \partial_\nu D_{11}(x, y) \right\rangle_{11} + m^2 \partial_\alpha \partial_\beta D_{11}(x, y) \partial_\mu D_{11}(y, x) \\
+ \frac{1}{4} g^{\mu \nu} g^{\alpha \beta} \left\langle \partial_\alpha \partial_\beta^\nu D_{11}(x, y) \partial_\mu \partial_\nu^\sigma D_{11}(y, x) - m^2 \partial_\alpha \partial_\beta D_{11}(x, y) \partial_\mu \partial_\nu D_{11}(y, x) \right\rangle_{11} + m^4 D_{11}(x, y) D_{11}(y, x) \right) + \left( \mu \leftrightarrow \nu \right) + \left( \alpha \leftrightarrow \beta \right) + \left( \mu \leftrightarrow \nu, \alpha \leftrightarrow \beta \right). \tag{A3}
\]

where, $\partial_\mu^\beta \equiv \frac{\partial}{\partial x^\mu}$, $\partial_\alpha^\beta \equiv \frac{\partial}{\partial y^\alpha}$ etc. and $D_{11}(x, y) = \left\langle \mathcal{T}_C \phi^i(\phi^j(\phi^j) \right\rangle_{11}$ is the 11-component of the real time free thermal scalar propagator in coordinate space. Since, $D_{11}(x, y) = D_{11}(x - y)$ is translationally invariant, it can be Fourier transformed as

\[
D_{11}(x, y) = D_{11}(x - y) = \int \frac{d^4 p}{(2\pi)^4} e^{-ip \cdot (x - y)} (-iD_{11}(p; m)) \tag{A4}
\]

where $D_{11}(p; m)$ is the 11-component of the momentum space real time free thermal scalar propagator whose explicit form reads [45, 46]

\[
D_{11}(p; m) = \left( \frac{-1}{p^2 - m^2 + i\epsilon} + \xi(p \cdot u) \frac{2\pi i}{p^2 - m^2} \right) \tag{A5}
\]

in which $u^\mu$ is the four-velocity of the medium, $\xi(x) = \Theta(x) f(x) + \Theta(-x) f(-x)$ and $f(x) = \left[ e^{x/T} - 1 \right]^{-1}$ is the Bose-Einstein distribution function at temperature $T$. In the Local Rest Frame (LRF) of the medium, $u^\mu_{\text{LRF}} \equiv (1, \vec{0})$.

Substitution of Eq. (A4) into Eq. (A3) yields after some simplications

\[
\left\langle \mathcal{T}_C T^{\mu \nu}_{\text{Scalar}}(x) T_{\alpha \beta}^{\text{Scalar}}(y) \right\rangle_{11} = - \int \frac{d^4 p}{(2\pi)^4} \frac{d^4 k}{(2\pi)^4} e^{-i(x - y) \cdot (p - k)} D_{11}(p; m) D_{11} k^\alpha k^\beta k_{\alpha} k_{\beta} \tag{A6}
\]

where,

\[
N_{\text{Scalar}}^{\mu \nu \alpha \beta}(k, p) = k^\mu k^\nu p^\alpha k^\beta - \frac{1}{2} \left( p \cdot k - m^2 \right) g^{\mu \nu} p^\alpha k^\beta + g^{\alpha \beta} k^\mu p^\nu + \frac{1}{4} \left( p \cdot k - m^2 \right)^2 g^{\mu \nu} g^{\alpha \beta} \right) \tag{A6}
\]

\[
+(\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \nu, \alpha \leftrightarrow \beta). \tag{A7}
\]

In the calculation of viscous coefficients, we actually need the quantity $N_{\text{Scalar}}^{\mu \nu \alpha \beta}(k, k)$ which is easily followed from Eq. (A7) as

\[
N_{\text{Scalar}}^{\mu \nu \alpha \beta}(k, k) = 4k^\mu k^\nu k^\alpha k^\beta - 2(k^2 - m^2)(g^{\mu \nu} k^\alpha k^\beta + g^{\alpha \beta} k^\mu k^\nu) + 2(k^2 - m^2)^2 g^{\mu \nu} g^{\alpha \beta}. \tag{A8}
\]

The calculation of EMT correlator for the Dirac field is done in similar ways. Using Eq. (6), we have

\[
\left\langle \mathcal{T}_C T^{\mu \nu}_{\text{Dirac}}(x) T_{\alpha \beta}^{\text{Dirac}}(y) \right\rangle_{11} = \left\langle \mathcal{T}_C \left( \frac{i}{4} \left( \bar{\psi}(x) \gamma^\mu \partial_\nu \psi(x) - \partial_\nu \bar{\psi}(x) \gamma^\mu \psi(x) \right) - \frac{1}{2} g^{\mu \nu} \mathcal{L}_{\text{Dirac}}(x) \right) \tag{A9}
\right.
\]

\[
+ \left( \mu \leftrightarrow \nu \right) + \left( \alpha \leftrightarrow \beta \right) + \left( \mu \leftrightarrow \nu, \alpha \leftrightarrow \beta \right). \tag{A9}
\]
Substituting $\mathcal{L}_{\text{Dirac}}$ from Eq. (4) into Eq. (A9) and applying the Wick’s theorem [48], we arrive at

$$
\left\{ \mathcal{T}_\nu^{\alpha\nu}(x) T^{\alpha\beta}_{\text{Dirac}}(y) \right\}_{11} = -\frac{1}{16} \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\mu \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\mu \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11} - \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\mu \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\mu \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11}
$$

$$
+ \frac{1}{16} g^{\mu\nu} \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11} - \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11}
$$

$$
+ \frac{1}{16} g^{\alpha\beta} \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11} - \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11}
$$

Simplification of the above equation yields,

$$
\left\{ \mathcal{T}_\nu^{\alpha\nu}(x) T^{\alpha\beta}_{\text{Dirac}}(y) \right\}_{11} = \frac{1}{16} \text{Tr} \left[ \gamma^\alpha \partial_\nu S_{11}(x,y) \gamma^\beta \partial_\beta S_{11}(x,y) \gamma^\alpha S_{11}(x,y) \right] + \frac{1}{16} \text{Tr} \left[ \gamma^\alpha \partial_\nu S_{11}(x,y) \gamma^\beta \partial_\beta S_{11}(x,y) \gamma^\alpha S_{11}(x,y) \right]
$$

$$
- \gamma^\alpha \partial_\nu S_{11}(x,y) \gamma^\beta \partial_\beta S_{11}(x,y) \gamma^\alpha S_{11}(x,y) - \gamma^\alpha \partial_\nu S_{11}(x,y) \gamma^\beta \partial_\beta S_{11}(x,y) \gamma^\alpha S_{11}(x,y) + \gamma^\alpha \partial_\nu S_{11}(x,y) \gamma^\beta \partial_\beta S_{11}(x,y) \gamma^\alpha S_{11}(x,y)
$$

where, $S_{11}(x,y) = \left\{ \mathcal{T}_\nu \left[ \left[ \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) - \gamma^\alpha \partial_\nu \gamma^\alpha \partial_\beta S_{11}(x,y) \right] \right]_{11}$. 

It may be noted that, the above expression is valid even if the field $\psi$ is a multiquent; in which case the traces in the above equation have to be taken over all the spaces belonging to the multiquent in addition to the Dirac space. Similar to the scalar propagator,
$S_{11}(x, y) = S_{11}(x - y)$ is translationally invariant and it can be Fourier transformed as

$$S_{11}(x, y) = S_{11}(x - y) = \int \frac{dp}{(2\pi)^4} e^{-ip \cdot (x - y)} (-i S_{11}(p)) \tag{A12}$$

where $S_{11}(p)$ is the 11-component of the momentum space real time free thermal Dirac propagator whose explicit form reads \cite{45, 46}

$$S_{11}(p) = (p' + m) \left[ \frac{-1}{p^2 - m^2 + i\epsilon} - \bar{\xi}(p \cdot u) 2\pi i \delta(p^2 - m^2) \right] \tag{A13}$$

in which $\bar{\xi}(x) = \Theta(x) \bar{f}(x) + \Theta(-x) \bar{f}(-x)$ and $\bar{f}(x) = [e^{x/T} + 1]^{-1}$ is the Fermi-Dirac distribution function at temperature $T$.

Substitution of Eq. (A12) into Eq. (A11) yields after some simplifications

$$\left\{ T_C T^{\mu\nu}_{\text{Dirac}}(x) T^{\alpha\beta}_{\text{Dirac}}(y) \right\}_{11} = \int \frac{dp}{(2\pi)^4} \frac{dk}{(2\pi)^4} e^{-i(x - y) \cdot (p - k)} \frac{1}{16} \left( p^\mu k^\beta + k^\nu p^\beta + p^\nu p^\beta + k^\nu k^\beta \right) \text{Tr} \left( \gamma^\alpha S_{11}(p) \gamma^\beta S_{11}(k) \right)$$

$$- \frac{1}{16} g^{\mu\nu} \left( p^\sigma k^\beta + k^\sigma p^\beta + p^\sigma p^\beta + k^\sigma k^\beta \right) \text{Tr} \left( \gamma^\alpha S_{11}(p) \gamma^\beta S_{11}(k) \right)$$

$$- \frac{1}{16} g^{\alpha\beta} \left( p^\nu k^\sigma + k^\nu p^\sigma + p^\nu p^\sigma + k^\nu k^\sigma \right) \text{Tr} \left( \gamma^\alpha S_{11}(p) \gamma^\beta S_{11}(k) \right)$$

$$+ \frac{1}{8} g^{\mu\nu} g^{\alpha\beta} \left( p^\sigma k^\rho + k^\sigma p^\rho + p^\sigma p^\rho + k^\sigma k^\rho \right) \text{Tr} \left( \gamma^\alpha S_{11}(p) \gamma^\beta S_{11}(k) \right)$$

$$- \frac{1}{8} g^{\mu\nu} g^{\alpha\beta} m \left( p^\sigma + k^\rho \right) \left\{ \text{Tr} \left( S_{11}(p) \gamma^\alpha S_{11}(k) \right) + \text{Tr} \left( \gamma^\alpha S_{11}(p) S_{11}(k) \right) \right\}$$

$$+ \frac{1}{4} g^{\mu\nu} g^{\alpha\beta} m^2 \text{Tr} \left( S_{11}(p) S_{11}(k) \right) \right) + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \alpha \leftrightarrow \beta). \tag{A14}$$

Substituting $S_{11}(p)$ from Eq. (A13) into Eq. (A14) followed by evaluating the traces over the Dirac matrices and simplifying, we arrive at

$$\left\{ T_C T^{\mu\nu}_{\text{Dirac}}(x) T^{\alpha\beta}_{\text{Dirac}}(y) \right\}_{11} = - \int \frac{dp}{(2\pi)^4} \frac{dk}{(2\pi)^4} e^{-i(x - y) \cdot (p - k)} \tilde{D}_{11}(p; m) \tilde{D}_{11}(k; m) N^{\mu\nu\alpha\beta}_{\text{Dirac}}(k, p) \tag{A15}$$

where,

$$\tilde{D}_{11}(p; m) = \left[ \frac{-1}{p^2 - m^2 + i\epsilon} - \bar{\xi}(p \cdot u) 2\pi i \delta(p^2 - m^2) \right] \tag{A16}$$

and,

$$N^{\mu\nu\alpha\beta}_{\text{Dirac}}(k, p) = \frac{1}{4} \left[ - (k^\mu p^\sigma + p^\mu k^\sigma)(k^\beta + p^\beta)(k^\nu + p^\nu) + g^{\mu\sigma}(k^\beta + p^\beta)(k^\nu + p^\nu)(k \cdot p - m^2) \right.$$

$$+ g^{\mu\nu}(k^\beta + p^\beta)(k^\alpha - m^2)(k^\alpha - m^2)(k^\nu + p^\nu) + g^{\alpha\beta}(k^\nu + p^\nu)(p^2 - m^2)(k^\mu + (k^2 - m^2)p^\mu)$$

$$\left. - g^{\mu\nu} g^{\alpha\beta}(2(k^2 - m^2)(p^2 - m^2) + (k \cdot p - m^2)(k^2 - m^2)(k^2 - m^2)) \right] + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \alpha \leftrightarrow \beta). \tag{A17}$$

In the calculation of viscous coefficients, we actually need the quantity $N^{\mu\nu\alpha\beta}_{\text{Dirac}}(k, k)$ which is easily followed from Eq. (A17) as

$$N^{\mu\nu\alpha\beta}_{\text{Dirac}}(k, k) = -8k^\mu k^\nu k^\alpha k^\beta + (k^2 - m^2) \left\{ g^{\mu\sigma} k^\nu k^\beta + g^{\nu\sigma} k^\mu k^\beta + g^{\alpha\beta} k^\nu k^\sigma + g^{\mu\alpha} k^\nu k^\beta \right. \left. + 4g^{\mu\nu} k^\alpha k^\beta + 4g^{\alpha\beta} k^\mu k^\nu \right\} - 4(k^2 - m^2)^2 g^{\mu\nu} g^{\alpha\beta}. \tag{A18}$$

Appendix B: CALCULATION OF THE EMT CORRELATORS IN PRESENCE OF EXTERNAL MAGNETIC FIELD

In this appendix, we will sketch the calculation of the two-point correlation functions $\left\{ T_C T^{\mu\nu}(x) T^{\alpha\beta}(y) \right\}_{11}^B$ in presence of constant external magnetic field for both the complex scalar and charged Dirac fields. Proceeding along the similar lines as done
in Appendix A, Eq. (A3) for the scalar field now modifies in presence of magnetic field as

$$
\left\langle T^{\mu\nu}_{\text{Scalar}}(x)T_{\text{Scalar}}^{\alpha\beta}(y) \right\rangle^{B}_{11} = D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x) - \frac{1}{2}g^{\mu\nu}\left[D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x) - m^2D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x) \right] \\
- m^2D^{\beta\gamma}_{11}(x,y)D^{\alpha\nu}_{11}(y,x),
$$

$$
D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x) - m^2D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x) \right] \\
+ \frac{1}{4}g^{\mu\nu}g^{\alpha\beta}\left[D^{\gamma\delta}_{11}(x,y)D^{\alpha\beta}_{11}(y,x)D^{\gamma\delta}_{11}(y,x) - m^2D^{\gamma\delta}_{11}(x,y)D^{\alpha\beta}_{11}(y,x) \right] \\
+ m^4D^{\alpha\beta}_{11}(x,y)D^{\mu\nu}_{11}(y,x)) + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \alpha, \alpha \leftrightarrow \beta). \tag{B1}
$$

where, $D^{\mu\nu}_{11} = \partial^{\mu}_{11} + ieA^{\mu}_{11}(x)$, $D^{\mu\nu}_{11} = \partial^{\mu}_{11} - ieA^{\mu}_{11}(x)$, $D^{\mu\nu}_{11} = \partial^{\mu}_{11} + ieA^{\mu}_{11}(x)$, $D^{\mu\nu}_{11} = \partial^{\mu}_{11} - ieA^{\mu}_{11}(x)$ etc. and $D^{\alpha\beta}_{11}(x,y) = \langle T_{\alpha\beta}(x)T_{\alpha\beta}(y) \rangle^{B}_{11}$ is the 11-component of the real time free thermo-magnetic scalar propagator in coordinate space. In contrast to the zero magnetic field case, the thermo-magnetic propagator is no longer translationally invariant $D^{\alpha\beta}_{11}(x,y) = \Phi(x,y)D^{\alpha\beta}_{11}(x-y)$ and it contains the gauge dependent phase factor $\Phi(x,y)$ which explicitly breaks the translational invariance. However, the translationally invariant piece $D^{\alpha\beta}_{11}(x,x)$ can be Fourier transformed and the thermo-magnetic propagator can be written as

$$
D^{\alpha\beta}_{11}(x,y) = \int \frac{d^4p}{(2\pi)^4}e^{-ip(x-y)} \left( -iD^{\alpha\beta}_{11}(p) \right) \tag{B2}
$$

where $D^{\alpha\beta}_{11}(p)$ is the 11-component of the momentum space real time free thermo-magnetic scalar propagator whose explicit form reads [63]

$$
D^{\alpha\beta}_{11}(p) = \sum_{l=0}^{\infty} 2(-1)^{l+1}e^{-\alpha_p p}L_{2l}(2\alpha_p D_{11}(p_{||}, m_I)) \tag{B3}
$$

in which $l$ is the Landau level index, $\alpha_p = -\frac{p^2}{2m} \geq 0$, $m_I = \sqrt{m^2 + (2l + 2s)eB} = \sqrt{m^2 + (2l + 1)eB}$ is the “Landau level dependent effective mass”, $s$ is the spin of the particle (for scalar field $s = 0$) and $D_{11}$ is defined in Eq. (A5). Due to the external magnetic field in the $z$-direction, the decomposition of any four vector $k^\mu$ is done as $k = (k_{||}, k_z)$ where $k_{||} = g_{\nu\mu}k_\nu$ and $k_z = g_{\nu\mu}k_\nu$, the corresponding decomposition of the metric tensor reads $g^{\mu\nu} = (g_{\nu\mu} + g_{\nu\mu}^{\parallel})$ with $g_{\nu\mu}^{\parallel} = \text{diag}(1, 0, 0, -1)$ and $g_{\nu\mu} = \text{diag}(0, -1, -1, 0)$. Note that, in our convention, $k_{||}^2$ is a space-like vector with $k_{||}^2 = -(k_z^2 + k_{||}^2) < 0$.

Due to the presence of the phase factor $\Phi(x,y)$ in the propagator, it may seem that the quantity $\left\langle T^{\mu\nu}_{\text{Scalar}}(x)T_{\text{Scalar}}^{\alpha\beta}(y) \right\rangle^{B}_{11}$ in Eq. (B1) is not translationally invariant. Fortunately this is not the case. To see this, we first note that, the gauge-dependent phase factor is given by [63]

$$
\Phi(x,y) = \exp \left[ ie \int_x^y dx' A^{\mu}_{\text{ext}}(x') \right]. \tag{B4}
$$

Differentiating the above equations separately with respect to $x$ and $y$ using Leibniz rule yields,

$$
\partial_{x}^{\alpha}\Phi(x,y) = \Phi(x,y) \{ -ieA^{\mu}_{\text{ext}}(x) \}, \tag{B5}
$$

$$
\partial_{y}^{\alpha}\Phi(x,y) = \Phi(x,y) \{ ieA^{\mu}_{\text{ext}}(x) \}. \tag{B6}
$$

The above two equations can be rewritten as

$$
D^{\mu\alpha}_{x} \Phi(x,y) = D^{\mu\alpha}_{y} \Phi(x,y) = 0. \tag{B7}
$$

Using Eq. (B7), it is easy to see that

$$
D^{\mu\alpha}_{x} D^{\alpha\beta}_{11}(x,y) = D^{\mu\alpha}_{x} \left[ \Phi(x,y)D^{\alpha\beta}_{11}(x,y) \right] = \Phi(x,y)\partial_{x}^{\mu} D^{\alpha\beta}_{11}(x,y), \tag{B8}
$$

$$
D^{\mu\alpha}_{y} D^{\alpha\beta}_{11}(x,y) = D^{\mu\alpha}_{y} \left[ \Phi(x,y)D^{\alpha\beta}_{11}(x,y) \right] = \Phi(x,y)\partial_{y}^{\mu} D^{\alpha\beta}_{11}(x,y). \tag{B9}
$$

We now use Eqs. (B8) and (B9) to simplify Eq. (B1) and get,

$$
\left\langle T^{\mu\nu}_{\text{Scalar}}(x)T_{\text{Scalar}}^{\alpha\beta}(y) \right\rangle^{B}_{11} = \Phi(x,y)\Phi(y,x) \left[ \partial_{x}^{\alpha}\partial_{y}^{\beta} D^{\alpha\beta}_{11}(x,y) - \frac{1}{2}g^{\alpha\beta} \left[ \partial_{x}^{\alpha}\partial_{y}^{\beta} D^{\alpha\beta}_{11}(x,y) - m^2\partial_{x}^{\alpha}\partial_{y}^{\beta} D^{\alpha\beta}_{11}(x,y) \right] - m^2\partial_{x}^{\alpha}\partial_{y}^{\beta} D^{\alpha\beta}_{11}(x,y) \right] \right) \\
+ \frac{1}{4}g^{\alpha\beta} g^{\gamma\delta} \left[ \partial_{x}^{\gamma}\partial_{y}^{\delta} D^{\gamma\delta}_{11}(x,y) - m^2\partial_{x}^{\gamma}\partial_{y}^{\delta} D^{\gamma\delta}_{11}(x,y) \right] \right) + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \nu, \alpha \leftrightarrow \beta). \tag{B10}
$$
Since the phase factor given in Eq. (B4) satisfy the relation $\Phi(x, y)\Phi(y, x) = 1$, we notice that, the phase factor in Eq. (B10) is completely canceled out and the quantity $\left\langle \mathcal{T}_C T^{\nu \mu}_{\text{Scalar}}(x) T^{\alpha \beta}_{\text{Scalar}}(y) \right\rangle^B_{11}$ is indeed translationally invariant and gauge independent. This type of cancellation of the phase factor for the loops containing particles with equal charges is well known [51, 53, 63]. If we now compare Eq. (B10) with Eq. (A3), we notice that the expression of EMT correlator at non-zero magnetic field is identical to the same at zero magnetic field, except the thermal propagator has to be replaced by the translationally invariant piece of the thermo-magnetic propagator.

Let us now substitute Eq. (B2) into Eq. (B10) and we get after some simplifications

$$\left\langle \mathcal{T}_C T^{\nu \mu}_{\text{Scalar}}(x) T^{\alpha \beta}_{\text{Scalar}}(y) \right\rangle^B_{11} = -\int \frac{d^4p}{(2\pi)^4} \frac{d^4k}{(2\pi)^4} e^{-i(x-y) \cdot (p-k)} \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} D_{11}(p\|; m_n) D_{11}(k\|; m_l) \mathcal{N}^{\nu \mu \alpha \beta}_{\text{in,Scalar}}(k, p)$$  \hspace{1cm} (B11)

where,

$$\mathcal{N}^{\nu \mu \alpha \beta}_{\text{in,Scalar}}(k, p) = 4(-1)^{l+n} e^{-\alpha_k - \alpha_p} L_l(2\alpha_k) L_n(2\alpha_p) \mathcal{N}^{\nu \mu \alpha \beta}_{\text{Scalar}}(k, p)$$  \hspace{1cm} (B12)

in which $\mathcal{N}^{\nu \mu \alpha \beta}_{\text{Scalar}}(k, p)$ is defined in Eq. (A7).

In the calculation of viscous coefficients, we actually need the quantity $\mathcal{N}^{\nu \mu \alpha \beta}_{\text{in,Scalar}}(k, k)$ which is easily followed from Eq. (B12) as

$$\mathcal{N}^{\nu \mu \alpha \beta}_{\text{in,Scalar}}(k, k) = 4\mathcal{A}_n(k^2) \left\{ 4k^\mu k^\nu k^\alpha k^\beta - 2(k^2 - m^2) (g^{\mu \nu} k^\alpha k^\beta + g^{\alpha \beta} k^\mu k^\nu) + (k^2 - m^2)^2 g^{\nu \mu} g^{\alpha \beta} \right\}$$  \hspace{1cm} (B13)

in which

$$\mathcal{A}_n(k^2) = (-1)^{l+n} e^{-2\alpha_k} L_l(2\alpha_k) L_n(2\alpha_k).$$  \hspace{1cm} (B14)

The calculation of the EMT correlator $\left\langle \mathcal{T}_C T^{\nu \mu}_{\text{Dirac}}(x) T^{\alpha \beta}_{\text{Dirac}}(y) \right\rangle^B_{11}$ for the Dirac field in presence of external magnetic field can be done in a similar fashion as done for the scalar field. In this case, the zero magnetic field expression of Eq. (A14) modifies to
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where,

\[ \mathcal{N}_{\text{In,Dirac}}^{\mu\nu\rho\sigma}(k, p) = -(-1)^{i+n} e^{-\alpha_{k} - \sigma_{p}} \left( \frac{1}{16} \left( p^\alpha k^\beta + k^\alpha p^\beta + p^\alpha p^\beta + k^\alpha k^\beta \right) \text{Tr} (\gamma^\mu \mathcal{D}_n(p) \gamma^\alpha \mathcal{D}_l(l)) \right. \]

\[- \frac{1}{16} \hat{g}^{\mu\nu} \left( p^\sigma k^\beta + k^\sigma p^\beta + p^\sigma p^\beta + k^\sigma k^\beta \right) \text{Tr} (\gamma^\sigma \mathcal{D}_n(p) \gamma^\alpha \mathcal{D}_l(l)) + \frac{1}{8} \hat{g}^{\mu\nu} m \left( p^\beta + k^\beta \right) \text{Tr} (\mathcal{D}_n(p) \gamma^\alpha \mathcal{D}_l(l)) \]

\[- \frac{1}{16} \hat{g}^{\rho\sigma} (p^\nu k^\kappa + k^\nu p^\kappa + p^\nu p^\kappa + k^\nu k^\kappa) \text{Tr} (\gamma^\rho \mathcal{D}_n(p) \gamma^\kappa \mathcal{D}_l(l)) + \frac{1}{8} \hat{g}^{\rho\sigma} m (p^\kappa + k^\kappa) \text{Tr} (\gamma^\rho \mathcal{D}_n(p) \gamma^\kappa \mathcal{D}_l(l)) \]

\[- \frac{1}{8} \hat{g}^{\mu\nu} \hat{g}^{\rho\sigma} \left( p^\sigma k^\rho + k^\sigma p^\rho + p^\sigma p^\rho + k^\sigma k^\rho \right) \text{Tr} (\mathcal{D}_n(p) \gamma^\kappa \mathcal{D}_l(l)) + \left( \mu \leftrightarrow \nu \right) + \left( \alpha \leftrightarrow \beta \right) + \left( \mu \leftrightarrow \nu, \alpha \leftrightarrow \beta \right). \]  

(B19)

In the calculation of viscous coefficients, we actually need the quantity \( \mathcal{N}_{\text{In,Dirac}}^{\mu\nu\rho\sigma}(k, k) \) which is easily followed from Eq. (B19) as

\[ \mathcal{N}_{\text{In,Dirac}}^{\mu\nu\rho\sigma}(k, k) = -\frac{1}{4} \left[ T_{\text{In}}^{\mu\nu}(k) k^\nu k^\beta - \hat{g}^{\mu\nu} \left( T_{\text{In}}^{\sigma\alpha}(k) k^\sigma k^\beta - m T_{\text{In}}^{\sigma\alpha}(k) k^\beta \right) - \hat{g}^{\rho\sigma} \left( T_{\text{In}}^{\mu\alpha}(k) k^\mu k^\nu - m T_{\text{In}}^{\mu\alpha}(k) k^\nu \right) \right. \]

\[ \left. + \hat{g}^{\mu\nu} \hat{g}^{\rho\sigma} \left( T_{\text{In}}^{\tau\sigma}(k) k^\tau k^\rho - m T_{\text{In}}^{\tau\sigma}(k) k^\rho \right) \right] \left( \mu \leftrightarrow \nu \right) + \left( \alpha \leftrightarrow \beta \right) + \left( \mu \leftrightarrow \nu, \alpha \leftrightarrow \beta \right). \]  

(B20)

where,

\[ T_{\text{In}}^{\mu\nu}(k) = (-1)^{i+n} e^{-2\alpha_{k}} \text{Tr} \left[ \gamma^\mu \mathcal{D}_n(k) \gamma^\nu \mathcal{D}_l(l) \right] \]

\[ = 8(2k^\mu k^\nu - k^2 \hat{g}^{\mu\nu}) B_{\text{In}}(k^2) + \{ 2k^\mu k^\nu - \hat{g}^{\mu\nu} (k^2 - m^2) \} C_{\text{In}}(k^2) \]

\[ + (k^2 - m^2) \hat{g}^{\mu\nu} D_{\text{In}}(k^2) + 2(k^\mu k^\nu + k^\mu k^\nu) E_{\text{In}}(k^2) \].  

(B21)

\[ T_{\text{In}}^{\mu\nu}(k) = (-1)^{i+n} e^{-2\alpha_{k}} \text{Tr} \left[ \mathcal{D}_n(k) \gamma^\nu \mathcal{D}_l(l) \right] = 16m \left[ k^\mu C_{\text{In}}(k^2) + k^\nu D_{\text{In}}(k^2) \right]. \]

(B22)

\[ T_{\text{In}}(k) = (-1)^{i+n} e^{-2\alpha_{k}} \text{Tr} \left[ \mathcal{D}_n(k) \mathcal{D}_l(l) \right] = 8 \left[ 8k^2 B_{\text{In}}(k^2) + (k^2 + m^2) C_{\text{In}}(k^2) \right] \]  

(B23)

in which,

\[ B_{\text{In}}(k^2) = (-1)^{i+n} e^{-2\alpha_{k}} L_{l-1}^1(2\alpha_k) L_{n-1}^1(2\alpha_k), \]

\[ C_{\text{In}}(k^2) = (-1)^{i+n} e^{-2\alpha_{k}} \left( L_{l-1}(2\alpha_k) L_{n-1}(2\alpha_k) + L_{l}(2\alpha_k) L_{n}(2\alpha_k) \right), \]

\[ D_{\text{In}}(k^2) = (-1)^{i+n} e^{-2\alpha_{k}} \left( L_{l}(2\alpha_k) L_{n-1}(2\alpha_k) + L_{l-1}(2\alpha_k) L_{n}(2\alpha_k) \right), \]

\[ E_{\text{In}}(k^2) = (-1)^{i+n} e^{-2\alpha_{k}} \left( L_{l-1}(2\alpha_k) L_{n-1}(2\alpha_k) - L_{l}(2\alpha_k) L_{n}(2\alpha_k) \right) \]

\[ + L_{n-1}(2\alpha_k) L_{n-1}(2\alpha_k) - L_{n-1}(2\alpha_k) L_{n}(2\alpha_k) \].  

(B24)

(B25)

(B26)

(B27)

Substituting Eqs. (B21)-(B23) into Eq. (B20) and simplifying, we finally obtain

\[ \mathcal{N}_{\text{In,Scalar}}^{\mu\nu\rho\sigma}(k, k) = -16 B_{\text{In}}(k^2) \left[ k^\nu k^\beta (2k^\mu k^\kappa - k^2 \hat{g}^{\mu\kappa}) - g^{\mu\nu} k^\beta k^\kappa (k^\alpha - k^\beta) - g^{\rho\sigma} k^\nu k^\kappa (k^\mu - k^\rho) \right. \]

\[ + g^{\mu\nu} g^{\rho\sigma} k^2 (k^2 - k^2 + m^2) \left. - 2 C_{\text{In}}(k^2) \right] \left[ k^\nu k^\beta (2k^\mu k^\kappa - (k^2 - m^2) \hat{g}^{\mu\kappa}) - (k^2 - m^2) g^{\mu\nu} k^\kappa \right] \]

\[ - (k^2 - m^2) g^{\rho\sigma} k^\nu k^\kappa + g^{\mu\nu} g^{\rho\sigma} (k^2 - m^2) \left. - 2 D_{\text{In}}(k^2) \right] \left[ k^\nu k^\beta \hat{g}^{\mu\kappa} - g^{\mu\nu} k^\kappa \right] \]

\[ - g^{\rho\sigma} k^\nu k^\kappa + g^{\mu\nu} g^{\rho\sigma} k^\kappa \left. - 4 E_{\text{In}}(k^2) \right] \left[ k^\nu k^\beta (k^\mu k^\kappa + k^\mu_1 k^\kappa_1) - g^{\mu\nu} k^\beta \{ (k^2 - m^2) k^\alpha + k^2_1 k^\alpha \} \right] \]

\[ - g^{\rho\sigma} k^\nu \{ (k^2 - m^2) k^\mu + k^2_1 k^\mu_1 \} + 2 g^{\mu\nu} g^{\rho\sigma} k^2 (k^2 - m^2) \]  

\[ + (\mu \leftrightarrow \nu) + (\alpha \leftrightarrow \beta) + (\mu \leftrightarrow \nu, \alpha \leftrightarrow \beta). \]  

(B28)
Let us first note that, using the orthogonality of the Laguerre polynomials, the following integral identities can be derived:

\[
\begin{align*}
\int \frac{d^2 k_\perp}{(2\pi)^2} e^{-2\alpha k_\perp} L_{|\alpha|-1}(2\alpha k_\perp)L_{\alpha-1}(2\alpha k_\perp) k_\perp^4 &= \frac{(eB)^3}{32\pi} n l \left( 2\delta_{|\alpha|-1}^{\alpha} - \delta_{|\alpha|-1}^{\alpha} - \delta_{|\alpha|-1}^{\alpha} \right), \\
\int \frac{d^2 k_\perp}{(2\pi)^2} e^{-2\alpha k_\perp} L_{|\alpha|-1}(2\alpha k_\perp)L_{\alpha-1}(2\alpha k_\perp) k_\perp^2 &= -\frac{(eB)^2}{16\pi} n \delta_{\alpha-1}^{\alpha}, \\
\int \frac{d^2 k_\perp}{(2\pi)^2} e^{-2\alpha k_\perp} L_{\alpha}(2\alpha k_\perp)L_{\alpha}(2\alpha k_\perp) k_\perp^4 &= \frac{(eB)^3}{32\pi} \left( (2l+1) \delta_{l+1}^{\alpha} - (2l+1)l \delta_{l+1}^{\alpha} - (2l+1) \delta_{l-1}^{\alpha} - (2n+1)l \delta_{l-1}^{\alpha} \right), \\
\int \frac{d^2 k_\perp}{(2\pi)^2} e^{-2\alpha k_\perp} L_{\alpha}(2\alpha k_\perp)L_{\alpha}(2\alpha k_\perp) k_\perp^2 &= -\frac{(eB)^2}{16\pi} \left( (2n+l) \delta_{l+1}^{\alpha} - (n+1) \delta_{l+1}^{\alpha} - (n+1) \delta_{l-1}^{\alpha} \right) \right), \\
\int \frac{d^2 k_\perp}{(2\pi)^2} e^{-2\alpha k_\perp} L_{\alpha}(2\alpha k_\perp)L_{\alpha}(2\alpha k_\perp) k_\perp^4 &= \frac{eB}{8\pi} \delta_{l}^{\alpha}.
\end{align*}
\]

Now, using Eqs. (C1)-(C6), we perform the \(d^2 k_\perp\) integrals of Eqs. (78)-(82) and obtain

\[
\begin{align*}
A_{in}^{(0)} &= \frac{eB}{8\pi} \delta_{l}^{\alpha}, \\
A_{in}^{(2)} &= -\frac{(eB)^2}{16\pi} \left( (2n+1) \delta_{l+1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} \right), \\
A_{in}^{(4)} &= \frac{(eB)^3}{32\pi} \left( (2l+1) \delta_{l+1}^{\alpha} + (2l+1)l \delta_{l+1}^{\alpha} + (2n+1) \delta_{l+1}^{\alpha} + (2n+1)l \delta_{l-1}^{\alpha} + (n+1) \delta_{l-1}^{\alpha} + (n+1)l \delta_{l-1}^{\alpha} + l^2 \delta_{l-1}^{\alpha} \right), \\
B_{in}^{(2)} &= -\frac{(eB)^2}{16\pi} n \delta_{l+1}^{\alpha}, \\
B_{in}^{(4)} &= \frac{(eB)^3}{32\pi} \left( 2\delta_{l+1}^{\alpha} + \delta_{l+1}^{\alpha} + \delta_{l-1}^{\alpha} \right), \\
C_{in}^{(0)} &= \frac{eB}{8\pi} \left( \delta_{l+1}^{\alpha} + \delta_{l-1}^{\alpha} \right), \\
C_{in}^{(2)} &= -\frac{(eB)^2}{16\pi} \left( (2n+1) \delta_{l+1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} \right), \\
D_{in}^{(0)} &= -\frac{eB}{8\pi} \left( \delta_{l+1}^{\alpha} + \delta_{l-1}^{\alpha} \right), \\
D_{in}^{(2)} &= \frac{(eB)^2}{16\pi} \left( (2n-1) \delta_{l+1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} + (n-1) \delta_{l-1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} + (n+1) \delta_{l+1}^{\alpha} \right), \\
E_{in}^{(2)} &= -\frac{(eB)^2}{16\pi} (l+n) \left( \delta_{l+1}^{\alpha} + \delta_{l+1}^{\alpha} + \delta_{l-1}^{\alpha} \right).
\end{align*}
\]

It is important to note that, the Kronecker delta function with a negative index is always zero (i.e. \(\delta_{-1}^{\alpha} = 0\)) which follows from the convention of the Laguerre polynomials \(L_{-1}(z) = L_{1-1}(z) = 0\) used in Eq. (B17).

Appendix D: THERMODYNAMIC QUANTITIES

In this appendix, we will derive the thermodynamic quantities \(\theta = \left( \frac{\partial P}{\partial \varepsilon} \right)_B\) and \(\phi = -B \left( \frac{\partial M}{\partial \varepsilon} \right)_B\) both at zero and non-zero external magnetic field where \(P\) is the longitudinal pressure, \(\varepsilon\) is the energy density and \(M\) is the magnetization.
Let us first consider the zero magnetic field case. The canonical partition function reads [66]

$$
\ln Z = -V g \int \frac{d^3 k}{(2\pi)^3} a \ln(1 - ae^{-\omega_k/T})
$$

where, \( g \) is the degeneracy factor. For system of charged scalar Bosons, \( g = 2 \) whereas for the system of charged Dirac Fermions \( g = 4 \). All the thermodynamic quantities of interest can be derived from the partition function. The pressure is

$$
P = \frac{T}{V} \ln Z = g \int \frac{d^3 k}{(2\pi)^3} \frac{\vec{k}^2}{3\omega_k} f_a(\omega_k)
$$

where, \( f_a(x) = \left[ e^{x/T} - a \right]^{-1} \) is the equilibrium thermal distribution (Bose-Einstein or Fermi-Dirac). Similarly, the energy density is given by

$$
e = T \left( \frac{\partial P}{\partial T} \right) - P = g \int \frac{d^3 k}{(2\pi)^3} \omega_k f_a(\omega_k).
$$

It is straightforward to obtain

$$
\theta = \left( \frac{\partial P}{\partial T} \right) = \left( \frac{\partial P}{\partial T} \right) \left| \frac{\partial e}{\partial T} \right|
$$

where,

$$
\left( \frac{\partial P}{\partial T} \right) = \frac{\varepsilon + P}{T},
$$

$$
\left( \frac{\partial e}{\partial T} \right) = \frac{1}{T^2} g \int \frac{d^3 k}{(2\pi)^3} \omega_k^2 f_a(\omega_k) \left\{ 1 + a f_a(\omega_k) \right\}.
$$

Let us now switch on the external magnetic field. The canonical partition function for the charged particles now modifies to

$$
\ln Z = -V eB \sum_{l=0}^{\infty} g_l a \int_0^\infty dk_z \ln \left\{ 1 + a f_a(\omega_{kl}) \right\},
$$

where the degeneracy \( g_l \) can now depend on the Landau level index \( l \) as well. For the charged scalars \( g_l = 2 \) whereas for the charged Dirac particles \( g_l = 2(2 - \delta_l^0) \) implying that the Lowest Landau Level (LLL) is spin non-degenerate. The longitudinal pressure and the energy density are given by

$$
P = \frac{T}{V} \ln Z = \frac{eB}{2\pi^2} \sum_{l=0}^{\infty} g_l a \int_0^\infty dk_z \ln \left\{ 1 + a f_a(\omega_{kl}) \right\},
$$

$$
e = T \left( \frac{\partial P}{\partial T} \right)_B - P = \frac{eB}{2\pi^2} \sum_{l=0}^{\infty} g_l \int_0^\infty dk_z \omega_{kl} f_a(\omega_{kl})
$$

whereas the magnetization becomes,

$$
M = \left( \frac{\partial P}{\partial B} \right)_T = \frac{1}{B} \left\{ P - \frac{(eB)^2}{4\pi^2} \sum_{l=0}^{\infty} g_l (2l^2 + 1) \int_0^\infty dk_z \frac{1}{\omega_{kl}} f_a(\omega_{kl}) \right\}.
$$

The calculation of the quantities \( \theta \) and \( \phi \) at non-zero magnetic field are obtained from

$$
\theta = \left( \frac{\partial P}{\partial e} \right)_B = \left( \frac{\partial P}{\partial T} \right)_B \left| \frac{\partial e}{\partial T} \right|_B,
$$

$$
\phi = -B \left( \frac{\partial M}{\partial T} \right)_B = -B \left( \frac{\partial M}{\partial T} \right)_B \left| \frac{\partial e}{\partial T} \right|_B
$$

where,

$$
\left( \frac{\partial P}{\partial T} \right)_B = \frac{\varepsilon + P}{T},
$$

$$
\left( \frac{\partial e}{\partial T} \right)_B = \frac{1}{T^2} \frac{eB}{2\pi^2} \sum_{l=0}^{\infty} g_l \int_0^\infty dk_z \omega_{kl} f_a(\omega_{kl}) \left\{ 1 + a f_a(\omega_{kl}) \right\},
$$

$$
B \left( \frac{\partial M}{\partial T} \right)_B = \left( \frac{\partial P}{\partial T} \right)_B - \frac{1}{T^2} \frac{(eB)^2}{4\pi^2} \sum_{l=0}^{\infty} g_l (2l^2 + 1 - 2s) \int_0^\infty dk_z f_a(\omega_{kl}) \left\{ 1 + a f_a(\omega_{kl}) \right\}.
$$
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