A 2.5D Vehicle Odometry Estimation for Vision Applications
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Abstract

This paper proposes a method to estimate the pose of a sensor mounted on a vehicle as the vehicle moves through the world, an important topic for autonomous driving systems. Based on a set of commonly deployed vehicular odometric sensors, with outputs available on automotive communication buses (e.g. CAN or FlexRay), we describe a set of steps to combine a planar odometry based on wheel sensors with a suspension model based on linear suspension sensors. The aim is to determine a more accurate estimate of the camera pose. We outline its usage for applications in both visualisation and computer vision.
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1 Introduction

A real-time estimate of a vehicle’s pose in a world coordinate system is important for Advanced Driver-Assistance Systems (ADAS) and autonomous vehicles. Accurately measuring the pose of sensors attached to the vehicle is also vital for perception. Using accurate 3D odometry, the task of finding the sensor pose with known rigid body extrinsics within the world coordinate system is trivial through a simple coordinate system change. However, limited to only 2D odometry the pose of the sensor may be inaccurate due to suspension changes which are unaccounted for in 2D (planar) odometry. For instance, if there is a heavy loading in the vehicle, causing a suspension change from the nominal, then the system will have an inaccurate estimate of the camera extrinsics. This will cause an issue for any vehicular mapping system as without an accurate sensor ego pose the system cannot accurately localise perceived objects from that sensor relative to the vehicle.

Vehicle odometry can be estimated from various sensor types. Laser scanners can be used to estimate 2D odometry [Jaimez et al., 2016]. Despite their accurate odometry estimates, due to their expense they are not universally deployed in vehicles. Visual odometry remains a significant area of research, and though it can give very high accuracy, the issue of scale resolution is still an unsolved topic [Liu et al., 2018]. High-grade Global Navigation Satellite Systems (GNSS) and Inertial Navigation Systems (INS) can offer greater accuracy than wheel-based odometries [Aqel et al., 2016], but again are expensive and as such fail with ubiquitous deployment on vehicles [Gonzalez and Dabove, 2019]. Visual-Inertial Odometry [Scaramuzza and Zhang, 2019] is a method that combines visual and inertial sources of odometry to overcome limitations of both sensor types. However, it suffers from the same problems of universal deployment as INS. Hence, wheel-based odometry remains popular, and continues to be an area of research in robotics and autonomous vehicles [Brunker et al., 2018]. For further information, the reader is referred to Mohamed et al. (2019), who give a very complete overview of odometry in autonomous systems.

Wheel encoders are commonly deployed on vehicles [Brossard and Bonnabel, 2019] where the sensor information is broadcast on the vehicle’s system bus (CAN, FlexRay, Ethernet). Typically, these encoders utilise Hall effect sensors [Popovic, 2003] though research continues into potentially better alternatives [Shah
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et al., 2019). To detect changes in heading, two common sensor types are deployed in vehicles: steering angle sensors (e.g. rotary potentiometer [Todd, 1975]) and/or yaw rate sensor (e.g. gyroscope [Passaro et al., 2017]). Traditionally, wheel-based odometry was only used to provide a planar motion estimate of the vehicle; calculating an odometry estimate with only three degrees of freedom. Here we propose to augment the planar 2D wheel odometry by using sensors that measure the current level of the suspension of the vehicle using linear potentiometers [Todd, 1975], giving a much better estimate of the true extrinsic position of the camera for a given moment in time. These advanced sensors are becoming commonplace on vehicles with adjustable suspension for altering ride height. The technique described does not give a full 3D odometry estimate, but could metaphorically be referred to as a 2.5D estimate of odometry of the vehicle. In this paper, we use the yaw rate sensor, as this enables us to avoid using a specific model of vehicle steering (e.g. Ackermann), which may have inaccuracies.

This paper is organised as follows. In the following section, we discuss the motion of the vehicle on the ground plane, and the motion of the sensors due to changing suspension, and how both can be combined. In Section 3 we provide some results, examining the accuracy of the planar odometry, the behaviour of the sensors, and some results in application for human visualisation and computer vision.

2 Proposed Method

We define the coordinate system of the vehicle to have the origin at the rear axle, $X^v$-axis pointing forward in the direction of the vehicle, $Z^v$-axis pointing upward, roughly orthogonal to the ground plane, and $Y^v$-axis in the direction of left hand turning ($X^v$-axis is shown in Figure 1). We track the position of the vehicle in a world coordinate system with axes $X^w$, $Y^w$ and $Z^w$. For vectors, we use the super-scripts $v$, $w$ and $c$ to indicate the coordinate system in which the vector is defined: the vehicle, world and sensor (typically camera) coordinate system. We use $\theta(t)$ to denote a continuous function in $t$ and $\theta'(t)$ to denote it’s derivative with respect to $t$. When using sampled data, we use numbered subscripts instead of parentheses, e.g. $\theta_1'$, $\theta_1$, $t_1$, etc. In this paper, we don’t discuss the uncertainty of the model. However, uncertainty of wheel odometry models is described in some detail by Ben-Ari and Mondada (2017), and is applicable here.

2.1 Heading angle

The heading angle $\theta(t)$ (with radians as a unit, for example) at any point in time $t$ (with seconds as a unit, for example) is given by integrating the continuous yaw rate function:

$$\theta(t_1) = \int_0^{t_1} \theta'(t) \, dt$$

(1)

Ignoring the constant of integration, we get absolute heading in the coordinate system of the vehicle at time zero (i.e. the power on of the vehicle, or the start of running of the piece of implemented software). In the general case, we do not have the underlying yaw rate function, but rather we only have samples from the yaw rate sensor between the two times, $t_1$ and $t_2$. Thus, we can accumulate iteratively:

$$\theta(t_2) = \left( \int_{t_1}^{t_2} \theta'(t) \, dt \right) + \theta(t_1)$$

(2)

As the sensors are sampled (i.e. the continuous function is not available in reality), this is approximated as

$$\Delta \theta = \frac{\theta'_1 + \theta'_2}{2} (t_2 - t_1), \quad \theta(t_2) = \theta_2 = \Delta \theta + \theta_1$$

(3)

where $\theta'_1$ and $\theta'_2$ are the yaw rate samples (for example, with radians per second as a unit) at the times $t_1$ and $t_2$ respectively, and are sampled approximations of the continuous function $\theta'(t)$. Estimating $\Delta \theta$ is done by taking the average of the two yaw rate samples (in rad/s) and multiplying by the equivalent time difference to get the heading angle (in rad). This is iterative, as a new sample arrives $\theta_2$ is assigned to the previous sample, $\theta_1$, and
Figure 1: Odometry models: a) Fixed rear steering, and b) adaptive rear steering. All points on the vehicle turn through a fixed instantaneous turning centre (c_v). w is the distance between wheel pairs, and l is the wheelbase. \( \theta_t \) takes the value of the new sample. Thus from the yaw rate sensor, we can extract the absolute heading angle \( \theta_t \) at any sample time \( t \), and the delta heading angle from the previous sample \( \Delta \theta \).

### 2.2 Planar Displacement

Planar odometry has an instantaneous centre of rotation (Jazar, 2008) as shown in Figure 1. The integration time is short enough (~10-20 ms on a system bus) to consider the curvature to be constant between two samples. The vehicle, in the two dimensions of the plane, can be considered to be rigidly moving. The relative positions of the points of contact of the tyres with the surface of the road remain constant. Hence, if the vehicle moves between two points in time, \( t_1 \) and \( t_2 \), and the angle, \( \Delta \theta \), then the distance moved of any point is

\[
d = r \Delta \theta
\]

where \( r \) is the distance of the point on the vehicle to the instantaneous centre of rotation. \( \Delta \theta \) is given by (3).

Given a set of four samples of \( d \) for the four wheels of the vehicle \( \{d_{rl}, d_{rr}, d_{fl}, d_{fr}\} \), the estimate of the distance from the wheel position to the turning centre (Figure 1) is given by

\[
r_i = \frac{d_i}{\Delta \theta}, \quad i \in \{rl, rr, fl, fr\}
\]

For the case with fixed rear steering (Figure 1(a)), we can then get four estimates of the distance of the vehicle datum to the turning centre, with the average being our final estimate.

\[
r_1 = r_{rl} - w/2, \quad r_2 = r_{rr} + w/2, \quad r_3 = \sqrt{r_{fl}^2 - l^2} - w/2, \quad r_4 = \sqrt{r_{fr}^2 - l^2} + w/2
\]

\[
r = \frac{r_1 + r_2 + r_3 + r_4}{4}
\]

The distance from the centre of motion to the datum \( r \) is estimated using the average of the four extracted radii. \( w \) is the distance between the wheels, and \( l \) is the length from the front wheel pair to the rear wheel pair (i.e. wheelbase). The yaw rate is signed to give the “left” or “right” motion of the vehicle, and the wheel distances \( \{d_{rl}, d_{rr}, d_{fl}, d_{fr}\} \) are signed to give the “forward” or “backward” motion of the vehicle. The instantaneous centre of rotation is therefore \( c_v = [0, r, 0]^T \). In the case of adaptive rear steering (Figure 1(b)), we have two free parameters for \( c_v = [c_{vx}, c_{vy}, 0]^T \). We solve this using least squares. The error function is given by

\[
E(c_v) = \sum_i |w_{vi}^\nu - c_v|^2 - r_i^2, \quad i \in \{rl, rr, fl, fr\}
\]

and solving the partial differential equations \( \delta E(c_v)/\delta c_{vx}^\nu = 0 \) and \( \delta E(c_v)/\delta c_{vy}^\nu = 0 \) to obtain the estimate for \( c_v \). \( w_{vi}^\nu \) indicates the position, in the vehicle coordinate system, of each of the wheels of the vehicle, given by appropriate combinations of \( w \) and \( l \). \( r_i \) is from (5). Given the estimate of \( c_v^\nu \), the datum distance is simply

\[
r = |c_v^\nu|_2
\]
Figure 2: The suspension plane models. a) settled state, and b) with loading

The motion vector, in vehicle coordinates, is given by

$$\Delta \mathbf{p}^v = [r \sin \Delta \theta, r \cos \Delta \theta, 0]^T$$

(10)

where $r$ is estimated from (7) or (9) as appropriate, and $\Delta \theta$ is estimated from (3). Given the heading angle, $\theta_1$, at time $t_1$, the overall position of the vehicle at a given time $t_2$ is given by the accumulation

$$\mathbf{p}_2^v = \mathbf{p}_1^v + \mathbf{p}_2^w$$

(11)

where $\mathbf{R}_1^w$ is the $3 \times 3$ rotation matrix equivalent of the heading angle, $\theta_1$, the rotation about the $Z^w$-axis. This is accumulative, so in the next iteration of the odometry calculation, $\mathbf{p}_2^w$ is assigned to $\mathbf{p}_1^w$.

### 2.3 Suspension model

A sensor (e.g. a camera) located on a vehicle has a particular set of extrinsic calibration parameters (rotation and translation) in the vehicle coordinate system. Note, calibration is usually done against the rigid coordinate system of the vehicle body, which doesn’t take into account the pitching, rolling and settling of the vehicle and translation) in the vehicle coordinate system. Note, calibration is usually done against the rigid coordinate system of the vehicle body, which doesn’t take into account the pitching, rolling and settling of the vehicle

Some notes on the assumptions of this model. Firstly, points on the vehicle body that are planar will remain planar under different suspension configurations. While there can be some flex in vehicle body, for the most part it can be considered rigid, and thus this assumption is valid. Secondly, the different suspension configurations cause our reference points to move vertically. Actually, this is not the case, as a changing suspension will cause a rotation of the vehicle body. However, vertical motion will dominate over lateral motion, and thus we can ignore the lateral motion of the reference points.

...
2.4 Sensor calibration

Sensors on the vehicle have an extrinsic calibration represented as a rotation matrix $^uR_c^e$ and a position vector $c_v^e$, in vehicle coordinates [Choi et al., 2018]. Typically, the calibration procedure extracts the $^uR_c^e$ and $c_v^e$ of the cameras against an external reference, such as a local road plane defined approximately by the points of contact of the 4 wheels with the ground, or ground markings on such a surface, taking into account only a nominal reference suspension. This leads to a definition of the sensor calibration against the road plane rather than against the vehicle body. Thus, if the calibration runs when there is a heavy loading in the vehicle, causing a suspension change from the nominal, then the system will not calibrate for a “true” extrinsic position. To solve this, one must account for the suspension during the calibration procedure, and this gives us the extrinsic camera parameters considering the “nominal” or reference suspension. As described previously, we can get the rotation and translation due to suspension changes from the nominal ($^uR_s^v$, $t_v^s$). During the calibration procedure, we get a calibrated rotation and translation ($^uR_c^{cal}$, $t^{cal}$). However, these include the offsets due to the suspension, as the algorithm runs when the suspension is different from nominal. To get the true extrinsic camera positions:

$^uR_c^e = ^uR_s^R_v^uR_c^{cal}$

(13)

and similarly for the calibrated camera position $c_v^{cal}$. This is done for each camera, and then gives the calibration against the nominal or reference suspension setting for each camera.

2.5 Combining motions

The overall pose of the camera in the vehicle coordinate system is therefore given by the composition of the suspension model and calibration rotations

$^uR_p^c = ^uR_c^e R_v^u$  

(14)

The position of the camera in vehicle coordinates can be given by (note $t_v^s = [0,0,h]^T$):

$c_p^v = ^uR_p^v(c_v^e + t_v^s)$

(15)

The position of the sensor in the world coordinate system can then be given by

$^wR_p^c = ^wR_p^uR_v^w$, \quad $c_p^w = ^wR_v^w c_p^u + p^w$

(16)

with $^wR_v^w$ obtained from the odometry heading angle (3), and $p^w$ is the vehicle position from equation (11).

3 Results

Ground truth isn’t available for 2.5D odometry, or for suspension in general, as DGPS is the only ground truth sensor available in our system. With that in mind, we compare the planar 2D odometry to the ground truth DGPS, and then subjectively examine the performance of 2.5D odometry in the context of two vision applications; visualisation (top view) and computer vision (motion segmentation).

3.1 Planar Odometry

Figure 3 show the trajectory from two vehicle manoeuvres. The error for the simpler manoeuvre at the end of the trajectory is 0.46 m (Figure 3(a)), whereas the more complex manoeuvre has an overall drift of only 0.82 m (Figure 3(b)). Hence, this shows that 2D planar odometry is a sufficiently accurate input to our model.
3.2 Suspension Sensor Behaviour

Experiments were performed to test the accuracy of the algorithm that compensates calibration based on the suspension. The first experiment involved checking the stability and accuracy of the input ego-vehicle suspension data. The input data comes from sensors mounted at the arches of the four wheels: Front-left (fl), Front-Right (fr), Rear-Left (rl), and Rear-Right (rr). These sensors measure changes in their vertical height from the ground plane. Two particular cases were studied: slalom motion (driving in arcs or zig-zags), and acceleration and deceleration. The data was recorded from the CAN bus of a test vehicle. Figures 4 & 5 show the heights (mm) of each of the wheel arch sensors plotted as a function of time. For the slalom motion it can be seen that the peaks and troughs of the plots of the suspension sensors mounted on the left and right side of the ego-vehicle were out of phase (Figure 4) i.e. the peaks in the left wheel pair occur at the same moment in time as the troughs in the right wheel pair. This agrees with the physics of the use case, namely centripetal force. During the slalom the weight of the ego-vehicle is transferred directly to one side. Hence, the ego-vehicle becomes unbalanced with one side raised and the other side lowered. Similarly, for acceleration and deceleration (Figure 5) it was seen that the plots of the front and rear side are out of phase. Again, in agreement with the physics of the transfer of loading of the vehicle. During acceleration from rest the weight pushes down at the rear of the ego-vehicle and the front pitches upwards. Whereas during braking the opposite effect occurs.

3.3 Visualisation

We generate a top-view of the vehicle’s surroundings using four fisheye cameras on the vehicle: front, rear, and the two wing-mirrors. The aim is to analyse the visual impact of utilising the suspension-corrected extrinsic parameters compared to the nominal extrinsic parameters. Table 1 shows the nominal and suspension-
|                  | Nominal |                  |                  | Suspension-Compensated |                  |                  |
|------------------|---------|------------------|------------------|------------------------|---------|------------------|
| **Height (mm)**  | FV      | RV               | MVL              | MVK                    | FV      | RV               | MVL              | MVK                    |
|                  | 603.23  | 880.29           | 950.97           | 966.74                 | 592.12  | 887.23           | 944.20           | 964.89                 |
| **Rot. X (◦)**   | 91.08   | 64.24            | 61.67            | 62.11                  | 92.48   | 62.66            | 61.30            | 62.16                  |
| **Rot. Z1 (◦)**  | 89.96   | -90.71           | 167.94           | 2.87                   | 91.23   | -89.38           | 168.03           | 3.96                   |
| **Rot. Z2 (◦)**  | -0.53   | 0.34             | 3.51             | -6.42                  | -0.40   | 0.35             | 3.32             | -6.53                  |

Table 1: Nominal and suspension-compensated extrinsic camera calibration values.

Figure 6: Top-view images generated using calibrated extrinsics (a), and suspension-corrected extrinsics (b).

compensated extrinsic calibration values for the scene shown in Figure 6. The discontinuities between the parts of the images created by different cameras is quite evident in the top-view without suspension corrected extrinsic parameters.

3.4 Computer Vision

Mariotti and Hughes (2019) describe a geometric means of motion segmentation, and mention explicitly that the results in that paper are generated from a three degrees of freedom odometry, giving the position of the sensor in a world coordinate system. Here we briefly show some results of just using the planar odometry (Figure 7(b)) versus the planar odometry incorporating suspension sensors (Figure 7(c)). Figure 7(a) shows the original frame. In Row I, the vehicle is turning with rolling of the vehicle on the suspension. In Row II, the vehicle is accelerating heavily, showing significant pitching. In both cases, it can be seen that the error in the motion segmentation map is significantly lower when suspension is taken into account.

Figure 7: Motion segmentation maps: planar odometry (b), and planar odometry incorporating suspension (c). Motion likelihood increases from dark blue to red. The planar odometry results show that static objects are incorrectly predicting with much larger motion likelihoods since motion due to suspension is not compensated.

4 Conclusion

We have presented an odometry estimation algorithm using a set of sensors (yaw rate, wheel speed and suspension) commonly available on some modern, commercially available vehicles. It is computationally inexpensive, as the amount of data to process is minimal, but still provides significant improvement compared to just considering a planar odometry. This could be considered a 2.5D odometry, as it does not give a full 3D odometry (like from visual odometry) but it offers more than just the case of planar (2D) odometry. The results presented demonstrate that the integration error of the planar odometry is low. For visualisation applications, such as top-view, the use of the suspension sensors reduces stitching artefacts in the overlap regions between multiple cameras. The improved sensor extrinsic measure, relevant to all on board sensors, is key for perception and thus building precise environmental maps for automated and autonomous driving systems. For computer vision, the
2.5D odometry offers an advantage in the suppression of false positives, in the case that the computer vision requires an odometry input. Future work will consist of more rigorous experiments to determine the accuracy of the algorithm, and to test its use as an input to other computer vision applications. Visual-Inertial Odometry is an interesting area of development in robotics, in particular. Some further future work may be in integrating the 2.5D odometry with visual odometry, in the same way that low cost inertial sensors are integrated with visual odometry in Visual-Inertial Odometry. This would integrate the work presented in this paper entirely into a Visual SLAM environment.
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