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ABSTRACT

An XRF spectrometer traditionally requires its methods to be calibrated using certified reference materials (CRMs). This means choosing from a limited selection of CRMs, which are costly and not widely available. This article examines the application of synthetic oxide standards made from commercially available high purity compounds for the calibration of an XRF spectrometer. Enabling it to analyze for major, minor and trace elements (Mg, Al, Si, P, Hf, Ca, Ti, Zr, Fe, Th, U) in heavy mineral sands processing. Calibration standards were synthesized by mixing pure compounds and mineral sands reference materials, to mimic matrices similar to that of the routine samples and cover the required analytical range. The aliquots were mixed in % fractions and fused with a 1:9 sample/borate dilution to make glass beads. The optimized calibration was validated as per SANAS TR 26-02 criteria for linearity, working range, limit of detection (LOD) and quantification (LOQ), precision and accuracy. The correlation coefficients ($r^2$) of the resulting calibration curves were $>0.999$, showing excellent linearity. The working range for all the calibration lines was satisfactory. The LOD and LOQ values for all the lines were low enough to prevent extrapolation below the lowest calibration point. The precision of the calibration was sufficiently high, and the accuracy was of adequate quality with $z_{\text{MAD}} < 2$. These observations support the successful synthesis and use of a well-selected set of synthetic standards. Additionally, it has been successfully utilized to analyze a variety of heavy mineral sands samples.
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1. Introduction

There is a continually increasing need for quick and accurate analysis of oxides across a wide concentration range in mineral sands processing operations. Such need is necessary to further improve heavy mineral yields and recoveries. With large-scale mineral concentrating operations, ‘trustworthy’ analysis will play a major part in the future development of automatic control systems for optimization of the electrostatic and wet gravity separations. The aim of mineral processing is therefore to separate the valuable minerals from the gangue in order to produce enriched Zircon ($ZrO_2\cdot SiO_2$), Rutile ($TiO_2$) and Ilmenite ($FeO\cdot TiO_2$) concentrates.

Zircon is mainly used as an opacifier in the ceramic industry, foundry sands, abrasive and for production of $ZrO_2$ and $Zr$ metal. Rutile is used in the manufacture of welding rods and paint pigment and is processed into titanium metal for use in aircraft parts amongst others. Ilmenite is smelted using direct current (DC) open arc furnaces to produce titanium slag ($TiO_2$) and several grades of pig-iron (FeO). Titanium slag is used in the manufacture of paint pigment, while pig-iron is used in the foundry industry, for casting of automotive and engineering components and for various other applications.

Mineral sands processing plants undergo many separation stages and recycling paths to separate the feed into its constituent mineral species, thus leading to wide range analyses and requiring analysis of trace elements. X-ray fluorescence spectrometry (XRF) has been proven successful in the analysis of elements (as oxides) from Ilmenite, Rutile and Zircon minerals. It delivers very rapid, precise and accurate analysis of minerals and ores across a broad range of elements (Be-U) and concentrations ranging from trace amounts to one hundred per cent (wt. %). The most common elements found in mineral sands are Al, Ca, Ce, Cr, Fe, Hf, Mg, Mn, Nb, P, Si, Sn, Th, Ti, U, V and Zr.

A wavelength dispersive XRF-spectrometer consists of the X-ray tube (generates primary X-rays to excite secondary characteristic X-rays from atoms in the sample), collimators (to direct a parallel beam of X-rays from the sample to the analyzing crystal), the analyzing crystal (to disperse the X-rays from the sample into individual wavelengths) and the detector which measures photon energy from the sample and converts it into electrical signals.

Potts indicated that the tube anode is chosen based on whether it will provide the most efficient excitation of the elements to be analyzed. The Rhodium (Rh) tube has been found to be the best multipurpose tube for exciting elements from Fluorine to Uranium. It has a maximum voltage setting of 70 kV and operating power of up to 4000 W (kV × mA). The tube is fitted with a 30 to 150 µm thick beryllium window. The beryllium is selected as window material since it is the lowest-atomic-number material that is available as a foil with appropriate mechanical properties to form a vacuum-tight seal and it allows good transmission of both the K- and, especially, L-lines to be used for exciting the sample.

Sieber stated that an XRF method requires calibration with certified reference materials (CRMs). This means choosing from a limited selection of CRMs, which are costly and not widely
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available.\textsuperscript{3} Due to the scarcity of commercial mineral sands calibration standards, various international mineral sands industries have opted to synthesize calibration standards. Introduction of synthetic standards made up from pure compounds for XRF method calibrations have been studied and yielded accurate results. These studies were done using high purity, stoichiometric and stable compounds, using the standard addition method.\textsuperscript{3, 4} XRF traditionally suffers from significant matrix effects, which can make calibration challenging. Calibration methods for XRF include the use of matrix matched standards, adding an internal standard to the sample matrix, dilution to reduce matrix effects, and fusion of standards and samples with a suitable flux.\textsuperscript{3}

There are various preparation techniques, which are well suited for making synthetic standards from pure compounds. One involves standard addition, where certified material or a pure chemical compound is added to a sample to form a mixture. This technique was used by Yamasaki,\textsuperscript{4} where large batches of reference materials and pure compounds were homogenized using blending operations (i.e. ball-mill, mortar and pestle, etc.). This aids the preparation of standards closely matched to the matrix of the test samples. Chiweshe \textit{et al.}\textsuperscript{5} successfully trialled the method in preparation of precious metal calibration standards. However, any error in the preparation of the stock will propagate through the other standards leading to a bias in the calibration.\textsuperscript{5}

The use of the standard addition method has been reported as one of the preferred methods to reduce matrix effects. It is cost effective, accurate and precise compared to the direct calibration.\textsuperscript{6} The application of the standard addition method for mineral sands determination is not very common due to the complexity of mineral sand composition. An Australian Standard, however, reported the use of the standard addition method using only pure compounds (no matrix matching). The Standard proved that this method is very sensitive to unmatched matrices, especially in the presence of titanium as the major element, since it suffers matrix effect challenges.\textsuperscript{7}

Bouchard \textit{et al.}\textsuperscript{8} reported that precise and accurate results can be achieved when synthetic standards are prepared by blending reference materials with pure compounds using a lithium borate fusion method. Staats\textsuperscript{9} discovered that the planning stage is crucial to ensure all required analyte elements are included as it is a challenging task to add additional analyte elements later. The second method used by Mashima\textsuperscript{10} and Mori and Mashima\textsuperscript{11} is the standard dilution, where the standard stocks are combined in known and varying amounts of the analyte to build the calibration curve. This method is very accurate because it allows direct quantitation of original analytes and simultaneously corrects for matrix effects. The disadvantages of this method are that it requires a large number of samples and is very time-consuming and labour intensive. The diluent must have a similar matrix composition to the sample and standard. Thorough mixing is considered very important and may be difficult to achieve with some types of materials.

The studies of Sieber\textsuperscript{2} and Giles \textit{et al.}\textsuperscript{15} in this field exemplified that the methods require an inventory of high purity compounds. Furthermore, all the compounds must be dried or roasted prior to use. This is done at the temperature specified on the product certificate to ensure the compound has the correct stoichiometry. Mashima and Mori\textsuperscript{10} cautioned that failure to pre-treat compounds can result in weighing errors during the standard addition as some compounds are hygroscopic.

Weighing pure compounds increases the chance of weighing errors, but it allows customization of calibration ranges to cover the required needs.\textsuperscript{12} In this research both the standard addition and standard dilution techniques were employed as they have gained wide acceptance as the best synthetic methods for multi-routine samples. The fabrics allow calibration standards to cover the complete concentration range for each element to be determined, to prevent extrapolation during quantitative analysis which may cause erroneous results.

Depending upon the application and the required precision and accuracy, laboratories use either pressed powder and/or borate fusion methods. Pressed pellets are subject to particle size and mineralogical effects, which can give poor quality calibrations.\textsuperscript{2} Willis\textsuperscript{13} reported that borate fusion eliminates the mineralogy effects since the sample is dissolved, and the mineralogy is destroyed and thus eliminates the particle size effect. An additional advantage of fusion is the reduction of inter-element effects due to the dilution of the samples. The quality of the analysis is dependent on the sample specimen homogeneity, which in turn is dependent on the fusion process.\textsuperscript{13}

Matrix correction is essential for XRF analysis. Kusano \textit{et al.}\textsuperscript{14} reported that the matrix effect can be reduced to some extent by dilution, but they are not completely removed at the degree of six times dilution. Factors to be considered for the fusion technique were identified and discussed by Willis.\textsuperscript{15} These factors include the sample type, particle size, flux, sample to flux ratio, fusion temperature as well as fusion time.\textsuperscript{13}

Claisse and Samson\textsuperscript{15} suggested the use of a lithium borate combination, as it is more efficient than pure tetraborate or metabolate for most oxides. It has a lower melting point, therefore leads to lower viscosity, produces a more stable fusion bead and decreases the possibility of residual sample in the crucibles and moulds. Nnorish and Hutton\textsuperscript{16} advocated Claise and Samson’s\textsuperscript{15} suggestions and proposed the so-called 12:22 flux, that contains 12 parts lithium tetraborate and 22 parts lithium metabolate. Bennett and Oliver\textsuperscript{17} expanded the studies and established a mixture of 1 part lithium tetraborate and 4 parts lithium metabolate as the composition is close to the eutectic, thus making the preparation of glass beads easier.

A more recent study by Claise\textsuperscript{18} reported that a 50 % lithium tetraborate:50 % lithium metabolate composition is the most universal flux. It is widely used due to its optimized performance for all acidic oxides. Borate fusions were found to be advantageous for the preparation of synthetic standards. Pure oxides can be mixed in any desired combinations and proportions to make standards that contain all and only desired pure elements.\textsuperscript{18} The glass specimens were made by mixing various quantities of pure oxides with 50 % lithium tetraborate:50 % lithium metabolite mixtures and fused. All the tested oxides yielded good glass beads.

Prichard and Barwick\textsuperscript{19} reported that the validation of the method for the analysis of oxides is to determine if the method is fit for its intended purpose of analysis. When a new analytical method is developed, it is done to minimize the possibility of errors that may lead to inaccurate results. The primary aim of validating an analytical method is therefore to ensure and provide the evidence to prove that the chosen analytical method can yield correct and trustworthy results in conformity with standards and specifications established by the test laboratory.\textsuperscript{20} In the process of validating the method, various statistical methods are used to validate relevant parameters to prove the reliability and efficiency of the test method. The analytical parameters validated include the following:

- Linearity
- Determination of limit of detection (LOD) and limit of quantification (LOQ)
• Analytical working range
• Precision of results
• Accuracy

Linearity is the ability of a method to obtain test results proportional to the concentration of the analyte within a given working range. Linearity of the calibration curve is usually expressed through the coefficient of correlation, $r^2$. A correlation coefficient close to unity ($r^2 = 1$) is considered by some authors sufficient evidence to conclude that the calibration curve is linear.\(^{20}\)

Limit of Detection (LOD) represents the lowest amount of an analyte in a sample that can be detected by an analytical method. It is the signal that is greater than the statistical fluctuation of the background noise.\(^{2,20}\) It can also be defined as the smallest measure that can be confidently analyzed (based on 3σ error limits).

LOD only becomes important for very low concentrations, mostly ppm's. Potts\(^2\) wrote that the LOD was not considered satisfactory for quantitative analysis and for this reason limit of quantification (LOQ) was invented. This is to ensure additional confidence is designed to estimate the limit of quantitative analysis.

Limit of Quantification (LOQ) refers to the lowest concentration of analyte that can be determined with acceptable precision and accuracy. The analyte signal at the LOQ level should be at least 10 times the signal of the blank sample and the accuracy and precision within 20% of the nominal concentrations.\(^{2,20}\)

Analytical working range of an analytical method is the interval over which acceptable accuracy and precision can be expected and stretches from LOQ to the highest calibration standard of the analyte. The analytical working range is normally expressed in the same units as the test results obtained by the analytical method.\(^{20}\)

Precision is defined as the spread or variation between results for the multiple analysis of one homogeneous sample. It is usually expressed as the standard deviation or relative standard deviation (coefficient of variance) and may be a measure of either the degree of reproducibility and/or repeatability.\(^{2,20}\)

Accuracy of an analytical method is the extent to which test results generated by the method and the true value agree. To estimate the accuracy of a method, the analyte is measured in comparison with a reference material. If reference materials are not available, accuracy can be assessed by analyzing a test portion of the sample before and after adding a known mass of analyte to it, a process known as spiking.\(^{2,20}\)

The current work describes techniques of XRF calibration through the introduction of matrix-matched synthetic standards for precise and accurate analysis of oxides. These standards were made from commercially available high purity compounds to calibrate a method for 11 oxides, namely, ZrO$_2$, SiO$_2$, HfO$_2$, Fe$_2$O$_3$, TiO$_2$, Al$_2$O$_3$, CaO, MgO, P$_2$O$_5$, ThO$_2$ and UO$_2$. The aim is for the calibration to enable a quick and effective analysis of elements across a wide range of concentrations in different types of heavy mineral sands streams, giving accurate and trustworthy results.

2. Experimental

2.1. Preparation of Synthetic Stock Standards

Prior to mixing, directions on the certificates for pre-treatment were carefully followed, as certified values on the certificate are based on the specified pre-treatment, i.e. drying or roasting before use.\(^{10}\) Thus, compounds were dried in an oven at 105 °C and some roasted in a muffle furnace at 1000 °C. All were stored in a desiccator after cooling as some are hygroscopic. The composition of the calibration standard must approximate that of the matrix of the routine samples.\(^3\) Therefore, three mineral sands reference materials (quartz SARM49, Rutile SARM61 and Zircon SARM13) provided by the South African Reference Materials (SARM) were used to make standard stocks.

A 5-figure Mettler Toledo analytical balance M104TS was used to weigh the compounds. Accurate weighing is one of the most important factors of the XRF calibration. Synthetic standard samples were prepared following the procedures used by Yamaki & Bertoli\(^{6,21}\) For the standard with low concentrations of MgO, P$_2$O$_5$, ZrO$_2$, HfO$_2$ and TiO$_2$, 0.01 g of P$_2$O$_5$, TiO$_2$, HfO$_2$, 0.02 g of ZrO$_2$ and 0.05 g of Mg (>$99.9\%$, Alfa Aesar Puratronic) were added to 19.950 g of quartz SARM49 to make Quartz stock. For the standard with low concentrations of HfO$_2$, UO$_2$, ThO$_2$ and MgO, 0.001 g of UO$_2$ and ThO$_2$, 0.01 g of HfO$_2$ and 0.02 g of MgO (>$99.9\%$, Alfa Aesar Puratronic) were added to 19.968 g of Rutile SARM61 to make Rutile stock. For the standard with high concentrations of UO$_2$ and ThO$_2$, 0.01 g of UO$_2$ and ThO$_2$ were added to 19.980 g of Zircon SARM13 to make Zircon stock.

As SiO$_2$, TiO$_2$ and ZrO$_2$ are three major oxides typically found in mineral sands, the concentration ranges of the calibration standards needed to be extended widely for an accurate quantification of these elements. Therefore, heavy mineral sand matrix standard (HMC stock) with high concentrations of Al$_2$O$_3$, CaO, Fe$_2$O$_3$, SiO$_2$, TiO$_2$ and ZrO$_2$ was prepared using the addition of 2 g of Al$_2$O$_3$ and CaO, 4 g of TiO$_2$ and ZrO$_2$, 3 g of Fe$_2$O$_3$ and 5 g of SiO$_2$ (>$99.9\%$, Alfa Aesar Puratronic).

The compounds were weighed to make their total weight to exactly 20 g and were well homogenized for 1 h using a mortar and pestle. The duration for homogenization is longer compared to [15 s] of Mashima and Mori\(^{20}\) but shorter than [2 h] used by Mashima.\(^{11}\) This is due to blending of CRMs with compounds, thus less reagents in the aliquots. Bulk compositions of the synthetic standards were recalculated using actual weight measurements. The concentration of each oxide was calculated by dividing the weighed mass of oxide with the standard stock total mass and multiplied by a hundred to get the percentage of the oxide present. Compositions of synthetic standard stocks are shown in Table 1.

2.2. Preparation of Calibration Standards

Stock standard samples were weighed in a Petri dish and dried in an oven for 2 h at 105 °C and cooled in a desiccator, as some of the constituent compounds are hygroscopic. A total of 15 calibration standard specimens were prepared following the standard dilution approach by Mashima\(^{10}\) and Mori and Mashima.\(^{11}\) The specimens were prepared by mixing percentage fractions of standard stocks to mimic the heavy mineral sands matrix and to ensure that the required analytical ranges were covered. In order to precisely evaluate and determine the background of trace elements and possible line overlaps, a 66%ZrO$_2$:33%SiO$_2$:1%HfO$_2$ high concentration interference standard was prepared for the line overlap of Zr-L$_\alpha$ on P-K$_\alpha$ line and to calculate background factors for trace oxides (P$_2$O$_5$, U$_2$O$_5$, and ThO$_2$).\(^8\)

Compositions of calibration standards are shown in Table 2. The lithium borate fusion method was chosen because of its excellent repeatability and accuracy to prepare homogeneous calibration standards glass specimens for XRF analysis.\(^{15}\) The calibration specimens were made using a convenient sample/flux weight ratio of 1 g sample and 9 g of 50/50 lithium tetaborate/lithium metaborate flux to ensure proper dissolution. A 1:9 sample dilution was chosen to considerably reduce the matrix effects for the major elements and allow sufficient sensitivity.
2.3. Optimization of Analytical Conditions

The study was conducted on a Thermo ARL 9900 XRF instrument equipped with a Rh anode, end window X-ray tube with a maximum operating power of up to 3.6 kW. The spectrometer is fitted with instrumental parameters, which the analyst can adjust to achieve best analytical conditions. Various analytical parameters were optimized to perform efficient and accurate analysis. Instrumental parameters were selected to obtain the highest count rates from each element to compensate for the dilution of the sample with flux, which leads to a decrease in fluorescence intensity. This was done by setting up X-ray tube at 30 kV and 120 mA for long wavelength analytical lines, such as Th-L α and U-L α. Having too many X-ray tube power settings may affect the lifespan of the X-ray tube. Thus, to have only two power settings, the features of an ideal fusion procedure are the retention of all elements in sample and the flux.17 Therefore, type of fluxer and flames used to fuse the samples are also of utmost importance. Fusion was carried out with an automated propane gas fluxer (Nieka GS4) producing good quality 3 mm thick glass beads. The Nieka GS4 has predefined fusion programs, but customized programs can also be created by the user. Each program contains seven steps, including oxidation step, a pouring step and cooling steps. Each step contains parameters that can be changed, such as % gas power, duration and % cooling power. The propane gas power was Optimized of Analytical Conditions

The study was conducted on a Thermo ARL 9900 XRF instrument equipped with a Rh anode, end window X-ray tube with a maximum operating power of up to 3.6 kW. The spectrometer is fitted with instrumental parameters, which the analyst can adjust to achieve best analytical conditions. Various analytical parameters were optimized to perform efficient and accurate analysis. Instrumental parameters were selected to obtain the highest count rates from each element to compensate for the dilution of the sample with flux, which leads to a decrease in fluorescence intensity. This was done by setting up X-ray tube at 30 kV and 120 mA for long wavelength analytical lines, such as Th-L α and U-L α. Having too many X-ray tube power settings may affect the lifespan of the X-ray tube. Thus, to have only two power settings,
for Ca-Kα, Fe-Kα and Ti-Kα the 30 kV setting was used, even though is not optimum. However, it is sufficient to excite these elements as minors. The X-ray generator of the Thermo XRF was maintained at eco-mode of 10 kV and 10 mA when not in use. The increase from 10 kV and 10 mA to 60 kV and 120 mA for measurement did not require a long wait time.

Changing the kV, changes both the intensity and the wavelength distribution of the tube spectrum. Changing the mA on the tube, only changes the intensity of the tube spectrum but has no effect on its wavelength. Generally, high voltage is recommended to be used with heavy elements and high current with no effect on its wavelength. This is due to the fact that as the wavelength of the analyte increases the absorption of the intense Rh K-lines and high energy continuum decrease. The Kα-lines were used for the elements with λ > 0.2 nm and Lα-lines were used for the elements with λ < 0.2. Zr-Lα was preferred rather than Zr-Kα, due to the fused beads that are typically 2–3 mm thick. Because it does not have sufficient thickness for the required critical depth (~5 mm) for Zr-Kα. The Thermo 9900 has three types of collimators that can be selected to direct a parallel beam of X-rays from the sample to the analyzing crystal, namely, fine (150 µm), medium (250 µm) and coarse (600 µm). To achieve high sensitivity a 600 µm collimator used for Mg, and the collimator used for other elements is a 250 µm collimator (due to its good sensitivity and peak resolution). The fine collimator was not considered due to its low sensitivity.

X-rays of any wavelength can be diffracted (scattered) by crystal planes in a crystal lattice. Bragg’s law states that for a given crystal plane and for a given order of diffraction of X-ray radiation, each wavelength in the incident XRF spectrum is diffracted at a unique angle. In order to cover the necessary wavelength range for the mineral sand samples, the four X-ray dispersive crystals, namely, a multilayer AX06, PET, Ge111 and LiF200, were used. The analyzing crystals were selected according to their sensitivities, angular dispersion and resolution of the secondary spectrum. Resolution is more important for elements where the peaks are closer to one another. LiF200 crystal has high intensities, good dispersion and is useful for both the short and medium wavelength analytical lines. The PET crystal was used for Al-Kα and Si-Kα due to its good diffraction efficiency. As we go from short wavelengths to long wavelengths, the interplanar spacing of the crystal also increases. As a result, for Mg-Kα the multilayer AX06 crystal was chosen, since it has a d-spacing of >1 nm. The Ge111 crystal was used for P-Kα and Zr-Lα, because it has no second order lines (n = 2) from Ca-Kβ2 that interferes with P-Kα.

Since the range of interest for X-ray wavelengths is wide from ~0.091 nm (U-Lα) to 0.99 nm (Mg-Kα), two different detectors were employed, namely, an Ar-CH4 gas flow proportional counter (F-PC) for long wavelengths (>0.2 nm) and scintillation counter (SC) for short wavelengths (<0.2 nm). The detectors for counting incoming photons were chosen based on their counting efficiencies at the wavelength of the analyte. When the gas flow counter is used and escape peaks are generated, the escape peaks must be included in the PHA window. However, must be excluded for elements close to instrument electronic noise. The Ar-CH4 gas flow in F-PC was at 5934 µL min–1. Instrumental analytical parameters for each element are shown in Table 4. A lower mA setting for light elements requires longer counting times, resulting in a longer analytical time. To obtain sufficient counts the detector counting time was set to 40’s for all the trace elements, such as Mg, U, P, and Th, and 20 s for minor and major elements. All the measurements were made under vacuum mode to avoid absorption of low-energy radiation.

### Table 3 Fusion program parameters for the preparation of standards and samples.

| Parameters | Step 0 | Step 1 | Step 2 | Step 3 | Step 4 | Step 5 | Step 6 | Step 7 | Step 8 |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Duration/min | 02:00 | 02:00 | 02:00 | 05:00 | 04:00 | 01:00 | 01:00 | 03:00 |        |
| Gas power/% | 0 | 10 | 20 | 35 | 45 | 50 | 70 | 100 |        |
| Rotation speed/% | 0 | 0 | 10 | 40 | 60 | 40 | 0 | 0 |        |
| Cooling power/% | 0 | 0 | 0 | 0 | 0 | 10 | 70 | 100 |        |
| Temp/°C | | 300 | 500 | 700 | 900 | 950 | 950 | |        |

### Table 4 Instrument analytical parameters for each element.

| Channel | Angle /° | Counting time /sec | Crystal | Detector | Collimator /µm | kV | mA | LL | UL |
|---------|----------|---------------------|---------|----------|---------------|----|----|----|----|
| Al-Kα   | 144.71   | 20                  | PET     | F-PC     | 250           | 30 | 120| 50 | 105|
| Ca-Kα   | 113.09   | 20                  | LIF200  | SC       | 250           | 30 | 120| 65 | 110|
| Fe-Kα*  | 57.52    | 20                  | LIF200  | SC       | 250           | 30 | 120| 40 | 120|
| Hf-Lf11 | 39.93    | 20                  | GE111   | F-PC     | 250           | 60 | 50 | 50 | 125|
| Mg-Kα   | 19.93    | 40                  | AX06    | F-PC     | 600           | 30 | 120| 65 | 125|
| P-Kα*   | 141.0    | 145.01              | None    | F-PC     | 250           | 30 | 120| 75 | 115|
| Si-Kα   | 109.01   | 20                  | None    | F-PC     | 250           | 30 | 120| 50 | 105|
| Th-Lα*  | 27.47    | 25.19               | LIF200  | SC       | 250           | 60 | 50 | 60 | 125|
| Ti-Kα   | 86.14    | 20                  | LIF200  | F-PC     | 250           | 30 | 120| 65 | 115|
| U-Lα*   | 26.15    | 25.21               | LIF200  | SC       | 250           | 60 | 50 | 60 | 125|
| Zr-Lα   | 136.65   | 20                  | GE111   | F-PC     | 250           | 30 | 120| 60 | 115|

* Measured with Aluminium 0.5 mm Primary beam filter (PBF).

** Measured with Aluminium 0.5 mm Primary beam filter (PBF) + (BG1_ P-Kα - BG2_ P-Kα) * 0.1656 + (BG2_ P-Kα) * (Zr-Lα * 0.000003).

** Th-Lα = Th-Lα - (BG1_ Th-Lα - BG2_ Th-Lα) * 0.392 + (BG2_ Th-Lα).

** U-Lα = U-Lα - (BG1_ U-Lα - BG2_ U-Lα) * 0.392 + (BG2_ U-Lα).
Both Ar-CH₄ Gas and Scintillation counters used in XRF are proportional detectors in the sense that the energy of the incident X-ray photon determines the magnitude of the voltage pulse produced by the circuitry (pulse height measured in mV). A pulse height analyzer (PHA) makes use of this effect in order to select only a narrow range of voltage pulses, thus rejecting all those unwanted pulses. The PHA was used to reduce interference from higher order spectral lines and reduce backgrounds giving lower limits of detection for trace elements. The PHA includes adjustable upper and lower electronic thresholds forming a window. In Thermo ARL instruments the energy distribution is from 35 to 160 %; however, the ideal energy profile of an element line should have a lower threshold of 40 % and an upper threshold of 140 % (100 % window). The energy of the measured element line is assumed to be around 85 %. All pulses with energies within the window are passed on to a detector and all pulses outside the window are excluded. The upper and lower thresholds for Ar-CH₄ Gas must be checked for potential drift every six months, due to changes in gas pressure and temperature.²

Escape peaks for Ti and Ca Kα-line are close to lower level electronic noise (<40 %), therefore the lower limit was selected to exclude the noise pulse. For phosphorus, there were Germanium crystal fluorescence lines which appeared on the lower side of the main pulse height. Crystal fluorescence occurs when an element in the analyzing crystal is excited by radiation from the elements in the sample and thus emits characteristic X-rays. The PHA window was set to exclude the Germanium crystal fluorescence peak, as recommended by Potts.³ The PHS graphics of Ti-Kα and P-Kα are shown in Figs. 1 and 2. Setting the PHS is useful to check that the highest intensity to be measured, does not saturate the detector electronics. If it does, a different filter, collimator or analyzing crystal, or analyte line must be used.³ The PHA of Fe-Kα was too broad having a poor resolution as a result, Aluminium 0.5 mm primary beam filter was used to reduce disturbances caused by Brems spectrum (rhodium X-ray tube photons).

Two typical samples were scanned for qualitative analysis of each analyte at their respective analytical parameters. Doing qualitative wavelength scans on a typical sample indicates the 2θ angles at which each element line of interest is diffracted by the crystal used for analysis. The resulting spectra were overlaid to evaluate for analyte peak selection and spectral overlap on both peak and background positions by graphical interpolation.⁴

The background corrections for all trace elements, such as Th and U, were made by measuring the intensity at peak and interference-free spectral positions. Background factors were calculated by measuring matrix ‘blank’ sample (66%ZrO₂: 33%SiO₂:1%HfO₂). It was noticed that the background in the region of Nb-Kα to U-Lα is sloping and highly curved. Thus, background intensities were measured on both sides of the peak at interference-free positions close to the peak.⁴ Therefore, to calculate the estimated background at the peak positions, method A from Willis and Duncan⁵ was preferred. It accommodates both the sloping and curvature of the background. This method only measures the intensities of the peak and background positions. It is recommended for trace element analysis as it requires the use of a blank sample in calculating a background factor.

For P-Kα background position determination, the lower angle background was positioned at (130°) just below the Zr-Lα (137°). This is because the lower angle background has the potential to be overlapped by intense Zr-Lα tailing onto P-Kα. For U-Lα and Th-La, since they share background positions, it was difficult to select interference-free background positions for the LiF200 crystal, because of its fine resolution. Thus, their peaks are tailing to each other’s background positions and it is therefore, not possible to locate background positions. The wavelength scan of U-Lα and Th-La is shown in Fig. 3.

No spectral overlaps were really expected for the elements with low atomic numbers, like Si, P, Mg and Al, because the line wavelengths for these elements are not as close together as those for elements with higher atomic numbers.³ As mentioned, the Zr-Lα background tails onto that of P-Kα, therefore spectral line overlap was necessary. Spectral line interference of Zr-Lα on P-Kα was corrected for by calculating interference correction factors from intensity measurements made on specially prepared ‘interference standards’ containing 66%ZrO₂:33%SiO₂:1%HfO₂. The correction was done by subtracting a fraction of the Zr-Lα overlapping peak from the P-Kα peak, after background correction. From the corrections above it was found that, 35 % of the P-Kα peak is attributed by both background and spectral overlap. The wavelength scan of P-Kα is shown in Fig. 4.

There was another overlap identified of Hf-Lα by the second order Zr-Kα lines. However, it was solved by choosing Hf-Lβ1 as the Hf analyte line. Hf-Lβ1 line maybe overlapped by second order Zr-Kβ1. However, Hf-Lβ1 is slightly more intense than Hf-Lα, and Zr-Kβ1 is much less intense than Zr-Lα. Its intensity is minimized by the correct pulse high selection. Accurate results are possible when calibration standards are prepared properly. A total of nineteen synthetic standards of

---

**Figure 1** An Ar-CH₄ gas flow pulse height distribution plot for Ti-Kα in a mineral sand sample using LiF200 analyzing crystal. The plot shows the removal of interfering electronic noise in the pulse height selector window set for Ti-Kα peak. The lower and upper voltage levels which define the ‘window’ are shown as LL and UL.

**Figure 2** An Ar-CH₄ gas flow pulse height distribution plot for P-Kα in a mineral sand sample using Ge111 analyzing crystal. The plot shows the removal of interfering Ge111 crystal fluorescence lines in the pulse height selector window set for P-Kα peak. The lower and upper voltage levels which define the ‘window’ are shown as LL and UL.
which only four are CRMs (stocks) were used. Emphasizing the limited availability of CRMs. The empirical calibration was done per element; the concentration of the element was calibrated against its net intensity, without making any matrix effect correction. It was possible to use this type of calibration, since the calibration standards and sample matrix compositions were the same, and fused glass discs were made at high dilution ratio. Data points of the calibration standards narrowly fitted the calibration lines, except for Th and U. Their respective calibration standards were scattered around the calibration line, it was assumed to be a matrix error. Other calibration lines had $(r^2) > 0.999$, indicating that excellent calibration lines have been established (Table 6). The calibration standards were selected to cover the whole range of concentrations required in the quantitative analysis, to prevent extrapolation which may cause erroneous results.

The calibration lines were validated for accuracy to see if any corrections for matrix effect were needed to be made. The software of the instrument evaluates the calibration curve using a mathematical fit calculation according to the SEE value (standard estimated error). This value gives an indication of the accuracy of the correlation fit of all the standards used on the calibration line, and takes into account the absolute difference $(\Delta)$ between the true concentration value $(\mu)$ and the calculated value $(x)$, as well as the number of calibration standards used. The value obtained for $\Delta$ must be very small in the sense that the difference between the true value of the standard and the value calculated according to the linear response equation of the calibration line is low.26

The matrix effect correction was applied to all the elements to maximize the accuracy using the Comprehensive Lachance (COLA) algorithm. COLA uses theoretical influence coefficients studied by Rousseau25 and is applicable over very wide ranges of compositions and is calculating specific coefficients for every specimen. This program is built into the Thermo ARL software. Matrix effect had no influence on all the calibration lines. The Th and U calibration standards remained scattered. The calibration data points that were not fitting in the calibration lines were removed and considerable improvement was observed on both Th and U, without matrix correction. The SEE values decreased to $<0.1\%$ respectively indicating the accuracy of the correlation of all the standards used on the calibration line. Before the data points were removed, the SEE value of Th was 2.3 %. This proves that the matrix effect can be removed at ten times dilution, but not at six times dilution.14

Figure 3  Wavelength scans of U and Th in a mineral sand sample illustrating the degree of spectral overlap and shared background positions constituted as Bg.1 and Bg.2. The high-angle ‘tail’ of the U-Lα peak interferes at the Th-Lα peak position and the low-angle ‘tail’ of the Th-Lα peak interferes at the U-Lα peak position.

Figure 4  Wavelength scans of Zr-Lα and P-Kα lines in a mineral sand sample illustrating the degree of spectral overlap and possible background positions constituted as Bg.1 and Bg.2. The high-angle ‘tail’ of the Zr-Lα peak interferes at the P-Kα peak position.
2.4. Validation
The optimized calibration was validated as per SANAS TR 26-02 criteria for its linearity, limit of detection (LOD), limit of quantification (LOQ), analytical working range, precision and accuracy. The linearity of the lines was evaluated by evaluating the correlation coefficient ($r^2$). The linear regression of the calibration line is acceptable if $r^2 > 0.997$. Nevertheless, several studies focused on the fact that $r^2$ might not be a useful indicator of linearity and other statistical tests including the two-sided t-test have been suggested to ascertain the goodness of fit of the calibration curve.20

Thus, in addition to $r^2$, the analysis of variance (ANOVA) results of the calibration were used to confirm significant linearity by using a two-sided t-test. The calculated value of t was compared with the tabulated value at 95 % significance level, adopting a two-sided t-test and (n-2) degrees of freedom. The null hypothesis in this case was that there is no correlation between x and y. If the calculated value of t is less than the tabulated value, the null hypothesis is rejected, and we conclude that a significant correlation does exist.

Every analyte in an analytical method has a detection limit (LOD), depending on the calibration line range and instrument hardware and software settings selected for that element. Since there was no blank measured as part of the calibration standard, the calibration data and regression statistics were used to theoretically determine the LOD. The approach used for calculating detection limits includes the error ($s_B$) associated with measurements of the analytical sensitivity (m). The intercept error was neglected, it was assumed to be 0, because the analytical measurements for trace elements are background corrected. The LOD was found by relating $3s_B$ ($k = 3$) to a concentration value by dividing by the slope of the calibration curve line obtained from the linear regression analysis. The use of $k = 3$ allows a confidence level of 99.9 %. The generally accepted rule in XRF is that if the concentration is lying at 3$s_B$/m above the mean background, based on the normal distribution statistics, there is a 99.9 % probability that the concentration does not belong to the background.2 LOQ was determined using 10$s_B$/m to ensure it is 10 times away from background signal. Thus, the analytical working range in this study was defined as the interval between the LOQ and upper calibration standard of an analyte.

The repeatability of results is an indication of the precision of a method. Precision was evaluated in two parts, by the within-laboratory reproducibility and instrument precision. Within-laboratory reproducibility was determined with the top-down method, where a homogeneous typical sample was independently prepared and analyzed. The measurement data were collected within a minimum period of six months. The aim was to cover laboratory varying conditions. This ensures that variations due to different operators, re-calibrations, routine instrument maintenance are captured. The %RSD is chosen as an indication of the precision, because this value represents all the results obtained during a multiple analysis of the same sample for the same element(s). For the precision to be good, the %RSD should be ≤ Acceptable %RSD in Table 5, indicating little deviation between results falling within the results population. The instrument precision was determined using methodology studied by Richard,27 whereby one specimen bead was analyzed for ten days and the %RSD technique was applied. The criteria in Table 5 were applied in the decision making. The accuracy using CRMs was not tested due to the unavailability of CRMs. However, it was rather tested through a proficiency testing (PT) scheme. Proficiency testing is an important component of any system of laboratory quality assurance.28 ISO/IEC 17025 lists participation in proficiency testing programmes as an important component of the quality assurance of test results.28 It is a comparative study and the evaluation of the data is dependent on the performance of the participating laboratories in relation to one another.

The principal aim of a PT exercise is to evaluate the competence of the calibration and thus provide the laboratory with a tool to improve the accuracy and traceability of the measurements. It also enables the laboratory to assess its performance relative to domestic and international peer laboratories, hence improving the comparability of results between laboratories and between countries.29 Procedure followed, a bulk of milled typical heavy mineral sand sample was homogenized in a tubular mixer for 18 h. The sample was named as RR005/18 and weighed into 50 g portions and sealed in plastic bags and circulated to multiple laboratories. Due to the scarcity of CRM’s, it was not possible to send out a sample with ‘known’ contents. The sample was in essence ‘unknown’ and therefore a “best” estimate of the real content, called the consensus value, was used for evaluation purposes. Various analytical techniques were used for the analyses such as:

- Wet Chemistry, Volumetric, Gravimetric, Auto-titration,
- UV Vis
- ICP-MS
- ICP-OES

Participant results were captured and evaluated using Robust statistics z-score method discussed by Rousseeuw and Hubert.30 The criterion described by Thompson et al,31 was used for the classification of the results, where z-scores in the range $-2 < z < 2$ are considered to be satisfactory. For z-score values of any element that fell outside this range, the calibration will be examined to ensure that determinations were not subject to unsuspected analytical bias. Thompson et al,31 stated that the magnitude of the z-score allows the laboratory to assess the accuracy of results in comparison with other participating laboratories.

For calculation of z-score the following equation is used:

$$z = \frac{x_i - Me}{MAD}$$

where $MAD$ (median of all absolute deviations converted to an equivalent scale) = median ($x_i - Me$) $\times$ 1.483; $Me$ is reference material median of $x_i$; $x_i$ is value of participant; and 1.483 is a correction factor, which makes the $MAD$ consistent for Gaussian distributions.

The z-score method is dependent on the performance of the other participating laboratories. It is in relation to the other participants and not an exact science.

To evaluate the sustainability of the newly developed method a comparative study was done between the old and new method. Three samples namely RR14/16, RR014/16 and RR002c/17 of different matrices, with known concentrations, were chosen and analyzed using both methods. These samples were back-up portions from PT exercises conducted for

| Concentration level | Acceptable precision (RSD) |
|---------------------|---------------------------|
| ≥10.0 %             | ≤2 %                      |
| 1.0 % up to 10.0 %  | ≤5 %                      |
| 0.1 % up to 1.0 %   | ≤10 %                     |
| <0.1 % (1000 ppm)   | ≤20 %                     |
customer complaints investigations. A 95% confidence interval was used to establish whether the means of the old and newly developed method are within the 95% confidence limits of the PT data.20

3. Results and Discussion

In this study, each synthetic standard was made by homogenizing pure compounds with reference materials using blending operations. The calibration standards were prepared by carefully weighing, mixing and then homogenizing with borate flux. The calibration glass disks were made by mixing different proportions of stock standard samples with lithium tetraborate/lithium metaborate mixtures and fused. All the calibration standards yielded good glass specimens. The 50/50 lithium tetraborate/lithium metaborate flux Claisse performed well for all acidic oxides.18 The specimens of each standard were prepared in duplicate and analyzed to check the repeatability of the results. Borate fusions were found advantageous for the preparation of synthetic standards.

Low intensities for trace elements, such as Mg, Th and U, were noticed. The loss was due to dilution of standards with borate flux, especially with intensities that are already very low. Low dilution techniques and application to the analysis of trace elements were described by Eastell and Willis.32 The flux being a material made of light elements only, scattered radiation is higher than usual, which results in higher background and lower line/background ratio. This loss of intensity was less than expected from direct proportionality with the dilution, and is not too inconvenient, because the spectrometer tube voltage and current settings were adjusted to achieve maximum excitation. The proper selection of tube voltage and current settings is very important in determining the excitation efficiency of different groups of elements. The effect of changing the kV and mA settings on the X-ray tube is significant.

For long wavelength analytical lines, Ca, P, Si, Al, Zr, Fe, Ti and Mg, the voltage applied to the X-ray tube was reduced to 30 kV. This is because as the wavelength of the analyte increases the absorption of the intense Rh K-lines and high energy continuum increases.2 For Hf, Th and U the voltage and current were adjusted to 60/50 kV to change both the intensity and the wavelength distribution of the tube spectrum so that, their respective lines will be excited by the Rh K-lines. This is because the energies of Rh K lines are higher than the L-lines binding energies of these elements.

The data points of the calibration are narrowly distributed around the calibration lines, which were constructed by plotting net intensities as functions of given concentrations. The obtained correlation coefficient values were >0.999 showing significant linearity. The calculated value of t is greater than the tabulated value; the conclusion was that a significant correlation does exist. As expected, the closer r² is to 1 the larger the values of t, indicating a stronger straight-line relationship.

The obtained LOQs were adequately low extending the analytical working ranges. XRF technique proven that, it has high sensitivity, which decreases LOQ in the analysis of U and Th compared to AAS, ICP-OES.33 The required analytical ranges were covered. The actual analytical ranges were described from the lower limit of quantification to the highest calibration standard.

On examining both the RSD of the instrument precision and within-laboratory repeatability, shown in Table 6, it is obvious that the %RDS for all elements is very low. This indicates good precision for all the elements analyzed. All the RSD values are below 5 %, lower than acceptable RSD criteria (Table 5). This further supports the assumption that the XRF instrument is stable and the sample preparation precise, due to the results being reproducible. For Mg, the instrument RSD value is 3 % relatively high compared to the values for the other elements. This is as a result of low energy elements, such as Mg and Al, yielding significant low intensities due to dilution. At low sample/flux ratio, the sensitivity of the XRF when analyzing low concentration elements, decreases which in turn means a decreased repeatability due to decreased instrument precision.32

All oxides z(MAD) scores were deemed satisfactory in the PT scheme. Satisfactory criterion means the results are within the two-standard deviation (2σ) limit from the population average. This proves that the optimized calibration results are trustworthy, although some of the calibration curves were built without matrix-effects correction. Phosphorus was close to a questionable z-score criterion; it was the only element where the analytical working range was not wide enough to allow determination of real samples by interpolation and not extrapolation. Phosphorus in overall mineral sands chemistry is not usually present in significant quantities. An overview of the validation summary for the oxides is shown in Table 6.

In order to validate the new and old methods, a comparison to an accepted method was performed. The comparative study data show poor comparison between the methods on the three selected samples (Table 7). Many of the values from the old method lie outside the confidence limits and are asterisked in Table 7. The old method responds differently to the various internal sample streams analyzed; hence, it was ear-marked for

| CRITERIA                  | Al₂O₃ | CaO | Fe₂O₃ | HfO₂ | MgO | P₂O₅ | SiO₂ | TiO₂ | ZrO₂ | U₃O₅ | ThO₂ |
|--------------------------|-------|-----|-------|------|-----|------|------|------|------|------|------|
| LINEARITY                |       |     |       |      |     |      |      |      |      |      |      |
| Correlation coefficient  | 0.9997| 0.9996| 0.9997| 0.9991| 0.9996| 0.9999| 0.9995| 0.9999| 0.9995| 0.9996|      |
| Two-sided t-test         | 120   | 115 | 145   | 68   | 88  | 74   | 89   | 233  | 131  | 76   | 94   |
| t-crit                   | 2.6   | 2.6 | 2.4   | 2.8  | 3.2 | 2.8  | 2.8  | 2.8  | 2.2  | 3.2  | 2.8  |
| % LODₜ ≤2σ              | 0.03  | 0.03 | 0.02  | 0.04 | 0.03| 0.04 | 0.03 | 0.01 | 0.02 | 0.00 | 0.00 |
| % Analytical working range| 0.08–5.0| 0.09–9.0| 0.07–12| 0.15–1.3| 0.11–3.5| 0.13–0.23| 0.11–55| 0.04–84| 0.08–64| 0.01–0.1| 0.01–0.1|

| PRECISION                |       |     |       |      |     |      |      |      |      |      |      |
| RSD Instrument, n = 10   | 0.6   | 0.3 | 0.1   | 0.3  | 3.2 | 0.6  | 0.1  | 0.3  | 0.1  | 2.0  | 2.0  |
| RSD Repeatability, n = 40 | 2.0   | 2.5 | 1.5   | 1.8  | 2.4 | 1.3  | 0.3  | 0.7  | 1.0  | 4.5  | 3.1  |

| ACCURACY                |       |     |       |      |     |      |      |      |      |      |      |
| Study z(MAD) ≤2         | 0.2   | 0.0 | 0.1   | 0.0  | 0.0 | 2.0  | 0.1  | 0.1  | 0.1  | 0.1  | 0.3  |
improvements. The method is erratic as a result of the calibration material being depleted. In order to move away from the lack of mineral matrix-matched calibration material, an analytical method utilizing synthetics was the option. There was no significant difference between the new method and the consensus.

The new method additionally contains U and Th for shipping purposes, as some of the various concentrate streams are shipped to overseas markets. Some heavy mineral sand fractions (e.g. Monazite, Rutile and Zircon) are often slightly radioactive and some countries have regulatory controls over the U and Th levels.

4. Conclusions

The data presented here support the successful synthesis and use of a well-selected set of synthetic standards. It also shows that precise and accurate analysis of samples can be achieved without matrix correction. The fact that synthetic standards are chemically pure and traceable offer important support for compliance with company operating procedures and relevant legislation. It is to be hoped that the synthetic calibration protocols developed and tested in the present work will be adopted by other mineral sands researchers and industry operators to improve ore characterization methodologies and perhaps develop elemental compositions-based markers to predict extraction performance.

The main concerns with fabricating synthetic standards are errors associated with weighing of trace elements as reported by Giles et al.12 The low cost and readily available matrix-matched samples retained from the proficiency-testing exercise make it possible to use them routinely as control samples, allowing fast response times to problems, once they have been identified.
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