Great challenges in structural geology and tectonics
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INTRODUCTION

Successful scientific theories provide theoretical understanding for reliable deterministic or probabilistic forecasting of events. In the past decades the volume of data obtained within the fields of structural geology and tectonics has increased enormously, but the theoretical understanding of the processes that generate these data has not advanced at the same rate. For example, after decades of research we still do not have successful theories explaining the size distribution of the Earth's tectonic plates or the processes that form, drive, and destroy them. Subduction zones certainly contribute to these processes; yet we do not know how these zones initiate. While the largest earthquakes occur in subduction zones, much of the fault slip is aseismic (“creep”). We do not know the conditions that determine whether slip on a fault will be seismic or aseismic, or small or large. Similarly, with dense geodetic and seismic networks on many active volcanoes, we should be able to make a reliable forecast of the propagation path of an injected dyke—but normally we cannot. Dyke propagation and fault propagation depend on the energy available to drive these fractures. Our present knowledge of the energy budget of volcanic and seismic zones, however, is so limited that we cannot assess the maximum energies available for driving dyke-fed eruptions and earthquake faults.

The topics listed here are among the great challenges in structural geology and tectonics. They all relate to the physics behind the observational data. Answering satisfactorily any of these challenges would constitute a major breakthrough in structural geology and tectonics.

INTRODUCTION

Structural geology and tectonics are closely related topics. Structural geology focuses primarily on the geometric description and the analysis of the spatial arrangement of structural features. It is also concerned with the forces or stresses or pressures that generate these structures—the result of brittle and/or ductile deformation—but to a lesser degree than tectonics. Tectonics focuses more on structures and processes on a larger scale, such as plate movements and mountain formation, as well as active processes and their physical causes. Its subfields include neotectonics, volcanotectonics, and seismonotectonics.

There has been an enormous progress in obtaining high-quality tectonic/structural data in the past decade. This is largely due to greatly improved geodetic technique, in particular GPS and InSAR (Burgmann et al., 2000, 2006; Hooper et al., 2004; Wright et al., 2004; Fukushima et al., 2005; Sturkell et al., 2006; Delouis et al., 2010). The technique, described in detail by Dzurisin (2007) and Segall (2010), allows us to monitor active deformation within plate boundaries, including active fault zones and volcanoes worldwide.

Despite the new technique and wealth of data, we still cannot answer many of the basic questions related to tectonic processes, such as (Figure 1):

- What is the size distribution of Earth's tectonic plates, and how many are the plates?
- What are the main forces/processes that form, drive, and destroy the plates?
- How do subduction zones initiate?
- What physical conditions favor aseismic slip or creep (“slow earthquakes”) on active faults?
- What conditions favor large seismic slips?
- Why is the fault-length/slip ratio so much larger than the fault-length/displacement ratio on the same faults?
- What is the likely path of an injected dyke during an unrest period in a volcano?
- Which energy sources are available to drive seismic and aseismic fault slip?
- Which energy sources are available to drive volcanic eruptions?

Other topics of great importance in structural geology and tectonics include (1) the conditions for the formation of transform faults vs. overlapping spreading centers; (2) how oblique-spreading ridge segments are initiated and maintained; (3) whether the mechanism of plate movements is primarily through fracturing or through flow; (4) the exact conditions for ductile vs. brittle deformation during crustal deformation; (5) general mountain-chain development; and (6) how fracture-related permeability in rocks is generated and maintained.

Here, however, the focus is on the bullet points listed above. These are all major challenges in structural geology and tectonics. Satisfactory answers to these challenges imply theories that are advanced enough to have testable implications and to make reliable forecasts as to likely scenarios for given boundary conditions and physical properties. The purpose of the paper is to outline and discuss these challenges.

PLATES AND THEIR DRIVING FORCES

The theory of plate tectonics was formulated in the 1960s, that is, close to half a century ago. It was formulated as a kinematic theory—focusing on plate movements without being too much concerned with the causes of the
movements—and it still is. The kinematic details of the theory are now much better understood through the reconstruction of previous plate movements (e.g., Hall, 2002; Torsvik et al., 2008). Current plate motions are monitored by satellites and well established (DeMets et al., 1994, 2010). The forces or stresses that supposedly drive the plates, however, are still poorly understood, and so are the geometric characteristics of the plates themselves.

Consider first the plates. Originally, the plates were regarded as “rigid” parts of the Earth’s lithosphere within which essentially no deformation took place; nearly all the deformation was supposed to take place at the plate boundaries. The boundaries were classified as divergent (primarily ocean ridges), convergent (primarily trenches and mountain chains), and transform (primarily transform faults—and their fracture-zone extensions). Initially, the main plates were defined as 7, with about 12 additional smaller plates.

But solid fragments commonly follow power-law size distributions, and there is little reason why that sort of distribution should not hold for the fragmented lithosphere as well. In fact, recent studies show that the plates that have so far been identified follow roughly a power-law size (area) distribution. This was suggested by Bird (2003) and analyzed further by Sornette and Pisarenko (2003) and Morra et al. (2013), the latter showing that the abrupt change or “kink” in the scaling exponent on the log-log frequency-size plot of plates has been a permanent feature for the past 200 Ma. Similar changes in scaling exponents—resulting in different scaling regimes—are common; for example for the lengths and apertures of rock fractures (Gudmundsson and Mohajeri, 2013). The kinks relate to mechanical constraints and different fracture types. Short fractures (with small apertures) are mostly tension fractures and confined to single mechanical layers, whereas longer fractures are mostly normal faults and penetrate many mechanical layers. Similar constraints may occur as regards the plates—the small ones being more constrained laterally (Bird, 2003; Morra et al., 2013) and/or vertically. But this needs to be explored.

How many are the plates? In the original plate-tectonic theory there were, as said, 7 main plates and about 12 smaller plates. In the analysis of Sornette and Pisarenko (2003) there are 42 plates, but the revised number used by Bird (2003) is 52 plates. In what is presumably the most up-to-date counting (List of tectonic plates, Wikipedia, 2013) there are 7 primary plates, 8 secondary plates, and 57–58 tertiary plates, bringing the total to about 73 plates. If plate-size distribution indeed follows a power law, there is no particular reason why the minimum plate size should be limited to tertiary plates. The exact number would depend on the definition of a tectonic plate which, in turn, depends on our theoretical understanding of the formation, destruction, and driving forces of plates.

While the power-law distribution of plate sizes is not surprising, its demonstration by actual data is a step forward in understanding the mechanism of plate formation and evolution. Power laws are very common in natural and social sciences and constitute a class of heavy-tailed distributions (Turcotte, 1998; Barabasi and Albert, 1999; Sornette, 2006; Clauset et al., 2009; Pisarenko and Rodkin, 2010). Generally, it is agreed that power-law size distributions occur when the sizes of events/objects are dependent whereas, by contrast, normal distributions occur when the sizes of events/object sizes are independent. Several mechanisms have been proposed for power laws, including entropy maximizing, self-organized criticality, and preferential attachment. However, none of these mechanisms really explains why certain processes and objects and events follow power-law size distributions, whereas others do not.

While the plate areas thus seem to belong to the class of objects whose size-distributions follow power laws, the forces/stresses moving the plates are still largely unknown (Figure 1). Many possible forces have been suggested, including those related to mantle convection and the Earth’s rotation, but the main forces are still considered to be “ridge push” and “slab pull.” Ridge push has normally been primarily attributed to elevation difference between ocean ridges and the surrounding ocean floor. Gravity sliding of a plate away from an elevated ridge generates a push, a horizontal compressive force or stress, in the surrounding part of the lithosphere (Frisch et al., 2011). However, an additional stress, usually ignored in calculations of ridge push, is
generated by the magmatic overpressure of the dykes injected within the active zone of rifting at mid-ocean ridges (the neovolcanic zone). The overpressure can reach as much as tens of mega-pascals (e.g., Becerril et al., 2013). The contribution of overpressure associated with dyke injection to ridge push is well established through horizontal compressive stresses (generated by the overpressured dykes) and associated excess spreading rates in recent rifting episodes in Iceland and the East African Rift (Wright et al., 2012). Slab pull, however, is commonly regarded as the main mechanism for driving the plates. The pull is supposed to be generated by the down-going (sinking) slabs in the subduction zones. A slab sinks because of its comparatively high density and it is thought to drag the associated plate with it, that is, to generate a tensile force or stress, hence the name plate pull. But so long as we do not know how subduction zones initiate, it is difficult to assess this force and its likely changes in the near future.

**SUBDUCTION-ZONE INITIATION**

Subduction zones are a key element in the theory of plate tectonics (Figure 2). It has been known for a long time that the plates velocities tend to be much higher for plate whose margins are partly subduction zones (Forsyth and Uyeda, 1975; Schellart et al., 2007). Consequently, it is thought that subduction zones contribute to the plate motion through the drag or pull effect of the sinking slab. Individual subduction zones range in length or strike dimension from 250 to 7400 km (Schellart et al., 2007). By implication, the associated thrust faults have similar strike dimensions and reach dip dimensions (widths in seismology) of at least hundreds of kilometres. The cumulative length of the subduction zones is about 55,000 km (Stern, 2002; Frisch et al., 2011), whereas that of the mid-ocean ridges is variously estimated at 60–80,000 km (e.g., Macdonald, 1982; Stern, 2002; Mid-ocean ridge, Wikipedia, 2013). The active spreading portion of the mid-ocean ridge system is regarded as somewhat shorter—perhaps 55–60,000 km. The cumulative length of a fracture system, however, depends on its irregularity and the scale and method used for the length measurement; the “exact” cumulative lengths of these structures thus cannot be determined.

Given that plate pull is regarded as the main driving force of plate movements, understanding the initiation and evolution of subduction zones is of great importance. A new subduction zone normally changes the plate configuration, the plate movements, and the associated forces. Thus, we can understand the long-term future plate movements, as well as past movements, only if we have a theoretical framework that makes it possible to understand and forecast subduction zone initiation.

There has been considerable work on subduction-zone initiation in the past decade (e.g., Stern, 2002, 2004; Hall et al., 2003; Niu et al., 2003; Gurnis et al., 2004; Gerya et al., 2008; Duarte et al., 2013). The initial idea (when plate-tectonics was established) was as follows: As the oceanic lithosphere moves from the ocean ridges and becomes older, its thickness (partly through cooling of the upper asthenosphere) and density increase until its...
density exceeds that of the asthenosphere and the plate starts to sink. The sinking was supposed to generate the subduction zone. Mere aging of the lithosphere, however, does not seem to be a plausible explanation for subduction-zone initiation; other factors are needed (Cloetingh et al., 1989). Adding sediment load and water-weakening of the lithosphere may possibly help to initiate subduction at passive margins (Regenauer-Lieb et al., 2001), but this idea has still not been formulated as a compelling theory.

Another widely discussed idea is that subduction zones initiate on existing weaknesses, discontinuities of some sort, in the lithosphere. Discontinuities identified as potential or actual sites for subduction-zone initiation include fracture zones, back arcs, spreading centers, and former (extinct) subduction zones (Gurnis et al., 2004; Duarte et al., 2013). The most widely considered discontinuities for subduction-zone initiation are transform faults/fracture zones. The mechanism of changing a fracture into a subduction zone has been analyzed numerically (Hall et al., 2003; Gurnis et al., 2004). The results indicate that:

1. At least 100 km of forced convergence is needed before the stage of self-sustaining subduction is reached.
2. The fracture zone must be subject to considerable horizontal compressive force or stress in order to initiate subduction. This stress was initially estimated at 80 MPa by McKenzie (1977), but may be somewhat lower depending on the boundary conditions.

The two main models of subduction initiation, namely (a) increase in lithosphere density and sedimentary load with age, resulting in instability and subsidence, and (b) forced convergence, particularly at fracture zones, are both possible and not necessarily exclusive. Both models, however, face certain theoretical and observational difficulties that need to be overcome before reliable forecasts based on these models could be made.

For model a, the subduction zones could be expected to be at a certain, roughly constant, distance from the nearby ocean ridges, but these distances vary widely. One explanation for the variation in distance is that both ridges (Gudmundsson, 1995) and subduction zones (Schellart et al., 2007, 2011) migrate with time. But migration of ridges and subduction zones does not explain the great variation in distances between these two. If the sedimentary load is added, then a certain critical load, for a given lithosphere strength, might be expected to initiate subduction, but there is little evidence for this actually happening—witness, for example, the lack of subduction zones at the continental margins of the Atlantic Ocean.

As for model b, one difficulty is lack of specification: which of the many discontinuities with a potential of changing into subduction zones actually do so and why? There are many fracture zones that could potentially change into subduction zones once a new ridge segment forms that is parallel with the fracture zones in a given area. Also, there are numerous ridge-parallel discontinuities in any tectonic plate that are subject to ridge push and yet do not, as a rule, change into subduction zones. Ridge-parallel discontinuities include large normal faults, some with displacements of hundreds of meters or several kilometers and cutting through the entire lithosphere. With dips of 50–70°, it should be easier to transform them into subduction zones than vertical strike slip faults in fracture zones (fracture zones also contain many normal faults, however). But there is no clear evidence that any of the large normal faults in the ocean floor or on the continental shelf have changed into subduction zones. Similarly, the contacts between continental crust and the oceanic crust are discontinuities that are subject to horizontal ridge-push stresses; yet few develop into subduction zones. Thus, while these and related models certainly indicate several possibilities as to subduction imitation, it is fair to conclude that we do not yet have a general quantitative theory—one with a clear explanatory power—as to subduction-zone initiation.

**SEISMIC AND ASEISMIC SLIP**

In the past few decades, the importance of aseismic slip has become recognized as fundamental in active fault zones (Figure 3). In fact, aseismic slip is so common that it is estimated that in subduction zones and transform faults, for example, some 50% of the slip may be aseismic (Stein and Wysses, 2003; Peng and Gomberg, 2010). Slips are referred to as aseismic when it is...
comparatively slow and not accompanied by an ordinary earthquake. There are many other terms used in seismotectonics for aseismic slip such as “slow earthquake,” “creep” in the uppermost part of fault zones, and “slow-slip phenomena” (Sleep and Blanpied, 1992; Gablehouse and Lienkaemper, 2003; Jordan, 2003; Rolandone et al., 2008; McFarland et al., 2009; Peng and Gomberg, 2010). Aseismic slip occurs partly through “afterslip” and partly through creep, but in this overview the term used for all these processes is aseismic slip.

Why is part of the displacement on an active fault generated through aseismic slip and part through seismic slip? More generally: Why do surface (and subsurface) rocks sometimes respond to similar boundary conditions through flow and sometimes through fracture? At present, we do not know the detailed answers to these questions. We know that strain rate, mechanical properties (and asperities), and temperature affect the response of rocks to loading. However, even when all the conditions are generally similar, the rock response may sometimes vary from ductile to brittle; for example, in many mountain chains and in individual fault zones (Figure 3).

One possible explanation for the common aseismic slip is that it is a partly the result of a “correction” or adjustment of the slip to that which would have occurred if the dynamic Young’s modulus were equal to the static Young’s modulus (Gudmundsson et al., 2013). These moduli are very different; the dynamic modulus, which controls co-seismic slip, is commonly 10-times and may be 100-times larger than the static modulus of the core and the innermost part of the damage zone of a fault zone (Figure 3). The static modulus of the core and innermost part of the damage zone then controls the aseismic slip. The rock behavior may be regarded as analogous to an elastic-plastic model in continuum mechanics where to an initial elastic strain or displacement (the seismic slip) a ductile strain (the aseismic slip) is gradually added. This model may also account for the 1–2 order of magnitude difference between the length-slip ratios in individual earthquakes and the length-cumulative displacement in the same fault zones.

Whether or not this model is along fruitful lines, understanding the conditions for seismic and aseismic slip is of fundamental importance in tectonics and structural geology in general and in earthquake mechanics in particular. The magnitude of aseismic slip has come as a surprise to many, and the topic relates to the question of conditions that favor ductile over brittle deformation. Furthermore, this topic relates directly to the conditions for the initiation of fault slip, aseismic and seismic, and therefore to earthquake mechanics.

**LARGE FAULT SLIPS AND EARTHQUAKES**

Fault zones are three-dimensional structures composed of fault cores and damage zones (Figure 3; Brünn et al., 1994; Caine et al., 1996; Shipton and Cowie, 2003; Kim et al., 2004; Faulkner et al., 2006). Because the mechanical properties of the damage zone and, in particular, the core, are normally widely different from those of the host rock, the fault zone develops a local stress field that may be very different from the surrounding regional stress field (Gudmundsson et al., 2010). The local stress in a fault zone determines if and when slip occurs and, presumably, whether the slip will be seismic or aseismic. Simple elastic dislocation models miss entirely the internal structures and properties of fault zones, namely the factors that, to large degree, control earthquakes and aseismic slip (and fault-zone permeability). Such models, however, may be useful for matching the general co-seismic surface deformation (Segall, 2010).

Earthquake fractures are dynamic cracks, for which considerable body of knowledge exists (Freund, 1998; Ravi-Chandar, 2004; Shulka, 2006). Much of this literature, however, focuses on the propagation of mode I cracks (extension fractures such as tension fractures and dykes in rift zones) rather than shear fractures (mode II, mode III, or mixed-mode cracks), as earthquake faults are. There are also specific monographs on earthquake source mechanics (Kostrov and Das, 2005).

We know that earthquakes occur on faults, and that the faults develop from existing weaknesses such as joints—which are commonly generated when the rock forms (Figure 4). In the simplest terms, earthquake initiation can be understood through considerations of stresses and material properties. For example, we know that increasing the pore-fluid pressure in the crust, such as during injection of water into reservoirs or the building of dams, triggers earthquakes. These triggering effects are reasonably well understood through elementary stress analysis and presentable by Mohr circles, as is routinely done in textbooks on structural geology and tectonics. The main unsolved problem, however, is to explain why some earthquake slips become large, generating large earthquakes, whereas most remain small (e.g., Main and Naylor, 2012). This brings us again to the power-law size distribution that we discussed in connection with tectonic plate-size distributions.

The Gutenberg-Richter frequency-magnitude relation for earthquakes is among the best known of all the power laws in physical science. The Omori relation for the rate of aftershock production with time since the main shock, and the Bath’s relation, indicating that the difference in magnitude between the main shock and the largest aftershock is nearly a constant, are also well known earthquake relations (Turcotte et al., 2007). Other scaling laws refer to the geometric aspects of the seismogenic faults, perhaps the most remarkable being the great difference between the rupture length-slip ratios and the fault length-displacement ratios. Commonly, the rupture length-slip ratios are of the order of $10^{-4}$ (Wells and Coppersmith, 1994; Leonard, 2010) whereas the fault length-displacement ratios are of the order of $10^{1−2}$ (e.g., Clark and Cox, 1996; Schlische et al., 1996). These ratios thus differ by factors of the order of $10^{1−2}$.

None of the relations discussed above explains why earthquake magnitudes follow power law size distributions—why some earthquakes are very large while most are small. It is known from studies of fault zones and fissure swarms, however, that fault-size distributions also follow power laws (e.g., Gudmundsson and Mohajeri, 2013). Since fault slip is a function of fault size (the controlling dimension, which is either the strike dimension or the dip dimension), and
since earthquake moments (energies) and related magnitudes depend on slip and rupture area, it could be argued that when the fault sizes follow power laws, so must the magnitudes. More specifically, if we could explain the power-law size distribution of fault dimensions, the power laws in earthquake energy releases and magnitudes might follow. At the moment, however, no power laws have been satisfactory explained in terms of well-developed physical theory (Turcotte, 1997; Barabasi and Albert, 1999; Sornette, 2006; Clauset et al., 2009; Pisarenko and Rodkin, 2010). The development of such a theory is one of the most important tasks in science in general, and in tectonics and earthquake mechanics in particular.

FEEDER-DYKE PROPAGATION
Volcanic activity is often marginalized, or excluded altogether, in mainstream research in structural geology and tectonics. For example, many textbooks on structural geology hardly mention dykes, sills, and inclined sheets at all. Yet, all these are rock fractures; more specifically, fluid or magma-driven fractures (Figure 5) and thus part of general brittle deformation. Most importantly, hardly any eruptions occur unless a magma-driven fracture is able to form and propagate to the Earth’s surface. Dyke propagation is essentially that of a mode I crack, that is, an extension fracture; the same crack model is also used for all tension fractures in rift zones and at divergent plate boundaries as well as for most joints (Gudmundsson, 2011). Dyke (and sheet) propagation is and should be regarded as an important part of structural geology and tectonics—in fact, a major part of the fields of neotectonics and volcanotectonics.

Dyke propagation is generally simpler than seismogenic fault propagation. This follows partly because dyke propagation is essentially quasi-static mode I crack propagation. By contrast, earthquake fracture is a dynamic mode II or mode III, and commonly mixed mode, shear-fracture propagation. Also, many dyke fractures are geometrically simple (Figure 5). Each dyke segment is normally composed of essentially one fracture, and its geometry can be analyzed in detail because it is filled with solidified magma. Dyke propagation does normally not generate much of a damage zone or core, partly because most dykes are not subject to reactivation (they are single injections, Figure 5). By contrast, an earthquake fault is commonly reactivated many times and generates a fault core and damage zone (Figure 3). Some damage zones are composed of many layers or subzones (Gudmundsson et al., 2010) and contain a very large number of extension fractures and small faults in addition to the main-fault segments.

Despite dyke-fractures being comparatively simple, their propagation paths are commonly anything but. This is demonstrated by direct field observations (Geshi et al., 2010; Gudmundsson, 2011, 2012) which show many dykes being deflected into sills or inclined sheets along parts of their paths. In addition, in any particular dyke area, most of the dykes become arrested and thus never reach the surface to supply magma to eruptions (Figure 5). The complex paths of magma-driven fractures are also indicated by detailed geodetic and seismic studies of volcano unrest periods. In many very well-monitored recent volcano unrest periods, with wealth of seismic and geodetic data, it has proven impossible to provide reliable forecasts as to either the path of the dyke or the likelihood of its erupting at the surface. Monitoring indicates that many dykes become arrested, others change into sills, and then back to dykes, in agreement with field observations. The likelihood as to the dyke making it to the surface is generally difficult to assess. When a dyke eventually reaches the surface, there are still no reliable methods for forecasting the likely duration and size of the resulting eruption (Gudmundsson, 2012), both of which depend on the energy available to drive the eruption.

ENERGY SOURCES DRIVING EARTHQUAKES AND ERUPTIONS
The formation and propagation of every rock fracture, including dykes (Figure 5) and slipping faults (Figures 1, 3, 6), requires energy. More specifically, the propagation of a fracture requires surface energy, that is, energy to rupture the rock and form the two fracture surfaces (Anderson, 2005; Gudmundsson, 2011). Thus, for a magma-driven fracture and an earthquake fracture to propagate, energy inputs into the volcano and fault zone are needed.
FIGURE 5 | Dyke propagation. Dyke paths are complex and cannot, at this stage of theoretical understanding, be reliably forecasted during unrest periods in volcanoes. Many dykes become arrested, particularly at contacts between mechanically dissimilar rocks, like this basaltic dyke in Tenerife (Canary Islands). The soft rock hosting the dyke is altered breccia, whereas the stiff rock arresting the dyke is an older, inclined sheet.

There is work done on, and therefore increase in internal energy of, fault zones and volcanic zones by plate-tectonic forces (Figures 1, 6); in addition, there is heat input through the general heat flow as well as magma intrusion. The heat received by volcanic zones is primarily from magma chambers and reservoirs, as well as from dyke and sill and sheet injections. Some fault zones, such as transform faults and fissure swarms at divergent plate boundaries, also receive heat through magma injection, primarily in the form of dykes (e.g., Gudmundsson, 1995, 2000).

The elastic energy released or transformed during individual earthquakes is well known. Using elastic dislocation theory, this energy is routinely calculated from the seismic moment (Aki, 1966; Aki and Richards, 2009) and the related moment-magnitude scale (Hanks and Kanamori, 1979). A small fraction of the released energy is radiated as seismic waves, but the greatest part is transformed into heat (partly because of friction) and surface energy needed for the seismic rupture (the earthquake fault) to propagate. The exact proportion of the energy released into seismic waves is not really known (e.g., Stacey and Davis, 2008), but is thought to be somewhere around 10% of the total. Similarly, the surface energy needed to propagate a dyke to the surface and supply magma to an eruption can be estimated (Gudmundsson, 2012). Because of the logarithmic scales of the earthquake magnitudes, as well as of the explosive index for volcanic eruptions, the largest earthquakes/eruptions entirely dominate the energy release or transformation in a given zone.

How much of the energy received by fault zones is available to drive seismogenic faulting is not well known (Figure 6). For example, we do not know how much of the energy received by a major fault zone is transformed into aseismic slip and general ductile deformation, small earthquakes, extension fracturing (hydrofracture or mineral-vein formation), and dissipated as heat. Nor do we know how much of the energy—primarily elastic energy—in the fault zone just before a potential major earthquake is actually available to drive the fault propagation. These energy considerations, which must be formulated in terms of thermodynamic principles, have not received the attention they deserve. At present, these energy proportions are poorly constrained but need to be well constrained in order to understand the potential of an active fault zone for generating large to great earthquakes.

Stress drops, the driving shear stresses for seismogenic faulting, are mostly small, commonly 1–10 MPa (Aki and Richards, 2009), and constitute only a fraction of the total stress in the fault zone. Since slip on a fault relates to the driving stress and partly determines the energy (moment) of the earthquake, the driving stress is not an indication of the total stress or the total energy in a fault zone. Also, the boundary conditions...
of the fault zone partly determine the energy available during the earthquake-fault propagation. If the boundaries are rigid (so-called fixed grip) then they do not contribute to the available energy. By contrast, if the boundaries are flexible, then their movement (that is, work) during the fault propagation may provide significant energy input and increase the chances of the generation of large to great earthquakes (Gudmundsson, 2012). In general, the energy budget and available energy in seismogenic zones remain poorly known.

Similarly, for volcanic zones and individual volcanoes, the energy available to propagate a feeder dyke to the surface and then squeeze out magma from the chamber remains poorly constrained (Gudmundsson, 2012). Heat is continuously transported into volcanoes, particularly through their magma chambers, but its transformation into mechanical energy and work is inefficient and difficult to estimate. Elastic energy is stored in the volcano during magma-chamber inflation. In addition, the flanks of the volcano, or the boundaries of the associated volcanic zone, may be flexible, in which case energy can be brought into the system (through work) during feeder-dyke propagation. In order to assess volcanic risks when a volcano is subject to unrest and inflation, particularly as regards the likely size and duration of the eventual eruption, we must know the energy available to propagate the feeder dyke and sustain the eruption. At the moment, we have no detailed theoretical framework to make accurate estimates of this energy. The development of such a framework as well as a framework for estimating the available energy in seismogenic zones are among the main challenges in structural geology and tectonics.
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