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ABSTRACT Recently a large number of 3D object tracking methods have been extensively investigated and applied in a variety of applications using convolutional neural networks. Although most of them have made great progress in partial occlusion, the intricate interweaving of moving agents (e.g. pedestrians and vehicles) may lead to inferior performance of 3D object tracking in complex traffic scenes. To boost the performance of 3D object tracking in cases of severe occlusions, we present an end-to-end deep learning framework with a driving behavior-aware model that takes full advantage of spatial-temporal details in consecutive frames and learns the driving behavior from object variations in 2D center point, depth, rotation and translation in parallel. In contrast to prior work, our novelty formulates driving behavior that reasons about the possible motion trajectories of the investigated target for autonomous systems. We show in experiments that our method outperforms state-of-the-art approaches on 3D object tracking in the challenging nuScenes dataset.

INDEX TERMS 3D object tracking, driving behavior, object offsets, rotation, translation.

I. INTRODUCTION

Multi-object tracking (MOT), also called multi-target tracking (MTT), is an essential component technology in many computer vision applications such as autonomous driving [1]–[3] and robot collision prediction [4], [5]. Given a set of measurements from onboard sensors, MOT perceives road agents and surrounding environment using spatial-temporal details to identify and track objects, such as vehicles, pedestrians, etc., without any prior knowledge about object properties, shape parts, or environment variations such as lighting and weather conditions. Though a wide array of views and sensors have enabled depth information to be well exploited by many MOT techniques, onboard cameras are much cheaper and offer the promise to provide enough spatial-temporal details for detection and tracking since human observers have no difficulty in perceiving 3D world in both space and time. In this paper, we focus on 3D object tracking in video data, especially for objects that are subject to heavy occlusion in complex traffic scenes.

Impressive progress has been made over the last decade towards solving the fundamental MOT problem. The current literature on 3D object tracking can be divided into two groups, global tracking and online MOT. The first group of methods [6]–[9] assumes that all of the frames are available for processing. The idea is similar to bidirectional prediction proposed in H.264 [10] and HEVC [11], with spatial-temporal information from two directions, making the tracking process bidirectional. Though good performances have been achieved, these approaches can not afford to run real-time applications online for MOT. The second group of methods [2], [3], [12]–[16] makes use of the information upto current frame without the assumption of any prior knowledge of future frames. These approaches only rely on forward prediction but are more suitable for online tracking and real-time applications. Driven by the success of deep learning techniques, many recent approaches [2], [3], [16]–[18] generate deep features and show much better performance than hand-crafted representations [12]–[15] in these...
applications and furthermore exhibit a better speed-accuracy trade-off.

Data-driven MOT approaches can be further divided into two subgroups: (i) methods that are based on tracking by detection paradigm. (ii) methods that jointly perform detection and tracking. The former methods [17], [19]–[23] mainly focus on appearance feature extractor and data association. Appearance feature extractors are used to detect the locations of road agents in the form of bounding boxes from each individual frame, and then data association algorithms are proposed to associate the detected bounding boxes or additional target features across frames. These methods take advantage of the detection of individual frames. However, the detection is separated from tracking, which ignores the motion features in spatial-temporal details between consecutive frames. The latter methods [2], [3], [16] generate deep features in consecutive frames and jointly detect and track objects, which can integrate multiple cues across time such as motion features, appearance features, and interactive features that help object detection and tracking under heavy occlusion in complex traffic scenes. In this paper, we follow the paradigm of the latter methods whereby object detection and tracking are jointly processed.

Compared with 2D object tracking [17], [18], 3D object tracking [2], [3], [16] provides more spatial details for environmental perception [24], [25] in the areas of autonomous vehicles and advanced driver-assistance systems. Such methods take full use of not only the knowledge of part-whole intrinsic spatial relationships in each individual frame but also spatial-temporal details between consecutive frames, with good performance on 3D object tracking challenge in nuScenes [25] dataset. Especially, the CenterTrack [3], which assumes the objects as points and predicts the location offsets to associate objects, has achieved the competitive performance. However, the CenterTrack, based solely on supervision in the form of object 2D center offset across time, still suffers from ID switches when both appearance and motion features of the investigated target are starting to change under different occlusion levels in complex traffic scenes.

Many approaches explore knowledge-based driving behavior and teach machines to understand how the physical world is unfolding [26], [27]. Inspired by the prior works [28]–[30], we consider a natural formulation that the movements of road agents with different poses and scales are determined by human driving behavior. Based on this natural formulation, instead of encoding object center offsets on 2D plane for 3D tracking [3], we take full advantage of spatial-temporal details across consecutive frames and propose an end-to-end deep learning framework to learn the driving behavior from variations in 2D center point, depth, rotation and translation in the magnitude and direction of hidden-state vectors. By exploring such high-level driving behavior knowledge in CNN representations, our framework has a clear advantage over methods that are based on object center or bounding box offsets. Key to our approach is that the learned driving behavior aims to reason about the possible motion trajectories of the investigated target in heavy occluded or even worst-case traffic scenarios. Concretely, our framework processes the object variations in 2D center point, depth, rotation and translation in parallel, as illustrated in Fig. 1, from which we conduct driving behavior-aware transformation loss functions to formulate high-level driving behavior in consecutive frames, guiding the road agents movements in any space and time.

We evaluate our method on the nuScenes dataset [25]. To ensure a fair comparison, we follow the prior work [3] and use the same model parameters released by CenterNet [31] for DLA [32] network backbone without any prior detections. We show experiments that our method outperforms the state-of-the-art CenterTrack by 0.042 and 0.026 for nuScenes validation and test set, respectively, using AMOTA metric. In summary, our end-to-end deep learning framework achieves significantly better results, especially for road agents under heavy occlusion in complex traffic scenes.

The key contributions of our work are as follows:

- An end-to-end deep learning network is proposed to learn the driving behavior from the object variations in 2D center point, depth, rotation and translation in consecutive frames.
- The learned driving behavior aims to reason about the possible motion trajectories of the investigated target in complex traffic scenes, which is contributed to improve the overall 3D tracking performance rather than a solely learned object 2D center offset.
- Our driving behavior-aware network is tested on the EvalAI nuScenes tracking online evaluation server where it outperforms the state-of-the-art approaches in terms of AMOTA.

II. PRELIMINARIES

Our method follows CenterTrack [3] and builds on the CenterNet [31] for 3D object detection, in which a single image $I \in \mathbb{R}^{H \times W \times 3}$ is taken as input and a set of detections...
where \( \{\hat{p}_i, \hat{s}_{i}^{2d}, \hat{s}_{i}^{3d}, \hat{d}_i, \hat{e}_i\} \) is produced for each class \( c \in \{0, \ldots, C - 1\} \), where \( \hat{p}_i, \hat{s}_{i}^{2d}, \hat{s}_{i}^{3d}, \hat{d}_i, \) and \( \hat{e}_i \) denote the \( i \)-th predicted object center point, the 2D bounding box size, the 3D bounding box size, the depth, and the orientation respectively. For all of the classes \( C \), our network produces low-resolution heatmap \( \hat{Y} \in [0,1]^{W \times W \times C} \), 2D bounding box heatmap \( \hat{S}_{2d} \in \mathbb{R}^{W \times W \times 2} \), 3D bounding box heatmap \( \hat{S}_{3d} \in \mathbb{R}^{W \times W \times 3} \), \( \hat{D} \in \mathbb{R}^{W \times W \times 8} \), and orientation heatmap \( \hat{E} \in \mathbb{R}^{W \times W \times 8} \) for the \( i \)-th object, with an output stride \( R \) = 4. Each peak \( \hat{p}_i \) in a prediction \( \hat{Y} \) indicates the most likely 2D location of an object, with the corresponding confidence \( \hat{w} = \hat{Y}_{\hat{p}} \).

We use the focal loss [3] to minimize the detection errors:

\[
\mathcal{L}_f = \frac{1}{N} \sum_{\text{xy}} \left\{ \begin{array}{ll}
(1 - \hat{Y}_{\text{xy}}) \alpha \log(\hat{Y}_{\text{xy}}) & \text{if} \ Y_{\text{xy}} = 1 \\
(1 - \hat{Y}_{\text{xy}}) \beta \log(1 - \hat{Y}_{\text{xy}}) & \text{otherwise}
\end{array} \right.
\]

(1)

where \( N \) is the number of predicted object center points, and \( Y_{\text{xy}} \) denotes a ground-truth object center point rendered heatmap using a Gaussian kernel

\[
Y_{\text{xy}} = \exp\left( -\frac{(x - \bar{p}_x)^2 + (y - \bar{p}_y)^2}{2\sigma_p^2} \right)
\]

(2)

at 2D location \((x, y)\) for class \( c \). \( \bar{p}_i \) is a low-resolution representation \( \{\bar{p}_i\} \) with the downsampling stride \( R \), where \( p \in \mathbb{R}^2 \) denotes each ground-truth keypoint. \( \sigma_p \) is an object size-adaptive standard deviation [3], [31], [34]. The prediction \( \hat{Y}_{\text{xy}} = 1 \) corresponds to the object center point, while \( \hat{Y}_{\text{xy}} = 0 \) is the background. The hyper-parameters of focal loss \( \alpha = 2 \) and \( \beta = 4 \) are used in our network, following the prior work CornerNet [34], CenterNet [31], and CenterTrack [3].

The 2D object size prediction is regressed by minimizing the size errors using the following function:

\[
\mathcal{L}_{2ds} = \frac{1}{N} \sum_{i=1}^{N} |\hat{S}_{\hat{p}_i}^{2d} - \hat{s}_{i}^{2d}|
\]

(3)

where \( N \) is the number of predicted object center points in image \( I \), and \( \hat{S}_{\hat{p}_i} \) denotes the \( i \)-th object 2D bounding box size predicted from deep features of size output heatmap \( \hat{S} \in \mathbb{R}^{W \times W \times 2} \) at the ground-truth location \( \hat{p}_i \), while \( \hat{s}_{i}^{2d} \) indicates the ground-truth size of \( i \)-th object 2D bounding box.

A local offset \( \hat{F} \in \mathbb{R}^{W \times W \times 8} \) is additionally proposed to recover the discretization error caused by the output stride \( R \), trained with L1 loss:

\[
\mathcal{L}_{\text{off}} = \frac{1}{N} \sum_{p} |\hat{F}_{\hat{p}} - (\frac{\hat{p}}{R} - \hat{p})|
\]

(4)

For 3D object bounding box size prediction, we add an additional channel \( \hat{S}_{\hat{p}_i}^{3d} \in \mathbb{R}^{W \times W \times 3} \) trained with L1 Loss in absolute metric:

\[
\mathcal{L}_{3ds} = \frac{1}{N} \sum_{i=1}^{N} |\hat{S}_{\hat{p}_i}^{3d} - \hat{s}_{i}^{3d}|
\]

(5)

where \( \hat{s}_{i}^{3d} \) denotes the 3D bounding box size of the \( i \)-th object.

The depth output channel \( D \in \mathbb{R}^{W \times W} \) consists of two convolutional layers separated by a ReLU using the inverse sigmoidal transformation at the output layer. We use the output transformation proposed by Eigen et al. [35] to minimize the depth errors using the following function:

\[
\mathcal{L}_{\text{dep}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sigma(d_i)} - 1 - d_i
\]

(6)

where \( N \) is the number of predicted object center points, and \( d_i \) denotes the ground-truth absolute depth.

Following the prior works [2], [3], [31], [36], the orientation \( \theta \) prediction is to solve a fundamental softmax classification problem. An 8-scale encoding scheme is proposed to transform the orientation \( \theta \) into 8 scalars for classification with L1 loss:

\[
\mathcal{L}_{\text{ori}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{2} (\text{softmax}(\hat{b}_k, c_k) + c_k|\hat{a}_k - a_k|)
\]

(7)

where \( N \) is the number of predicted center points in image \( I \), and \( k \) indicates to one of the angular bins \( B = \{B_1, B_2\} \), in which \( B_1 = [-\frac{\pi}{8}, \frac{\pi}{8}] \) and \( B_2 = [-\frac{\pi}{4}, -\frac{\pi}{8}] \). Two scalars \( b_k \in \mathbb{R}^2 \) in each angular bin are used for softmax classification, while the rest scalars \( a_k = (\sin(\theta - m_k), \cos(\theta - m_k)) \) are serves as in-bin offset to the bin center \( m_k = \|\theta - B_k\| \). At inference time, the decoding scheme is proposed to recover the predicted orientation \( \theta \) transformed from such 8-scalers using the following equation:

\[
\hat{\theta} = \arctan(2(\hat{a}_{j1}, \hat{a}_{j2}) + m_j)
\]

(8)

where \( j \) is the index of the highest confidence in softmax classification.

Thus, we have detailed the objective loss functions \( \mathcal{L}_{f}, \mathcal{L}_{2ds}, \mathcal{L}_{3ds}, \mathcal{L}_{\text{off}}, \mathcal{L}_{\text{dep}} \) and \( \mathcal{L}_{\text{ori}} \) for object detections, including object localization, 2D/3D bounding box size regression, orientation classification, etc.

### III. METHOD

Object motions, such as rotation, acceleration or deceleration, driven by human behavior in complex traffic scenes, play an important role in 3D object tracking. In this section, we propose an end-to-end deep learning network with driving behavior-aware architecture and corresponding loss functions for driving behavior exploration. We first introduce the overview of our network architecture, and then detail the driving behavior-aware architecture and conduct spatial-temporal relative transformation loss functions. Our framework aims to learn the high-level driving behavior knowledge from the motions of road agents in consecutive frames.

### A. ARCHITECTURE OVERVIEW

The overview of our network architecture is shown in Fig. 2, which takes current image \( I^{(t)} \in \mathbb{R}^{H \times W \times 3} \), previous image \( I^{(t-1)} \in \mathbb{R}^{H \times W \times 3} \), and a heatmap rendered...
FIGURE 2. The overview of our driving behavior-aware network. The current frame, the previous frame, and a heatmap rendered from tracked object centers are sent into the deep layer aggregation structure with hierarchical and iterative skip connections. The architecture consists of the standard convolutional layers, downsampling layers, tree nodes, root nodes and children of nodes. The iterative deep aggregation is used in the upsampling layers for dense prediction. The driving behavior is learned from object variations in 2D center point, depth, rotation and translation in parallel.

We use the driving behavior-aware hierarchical architecture to learn the object variations in 2D center point, depth, rotation, and translation for driving behavior exploration in 3D object tracking challenge.

B. DRIVING BEHAVIOR-AWARE HIERARCHICAL ARCHITECTURE

The motion property of each object in complex traffic scenes is an important cue for tracking targets that are occluded or lost. One key challenge is to handle the intricate interweaving of target and its neighboring interference objects under occlusion, where the motion of the target may be non-linear, especially if we reason on several motion components. The motion components of a road agent can be analyzed on the
basis of valuable instance-aware semantic information such as object 2D location, depth, pose, velocity and their corresponding relative variations, such as 2D displacement, depth offset, rotation offset and translation offset in consecutive frames. By exploring such semantic information and their relative variations, we discover the latent geometric consistency from two views of the same object. Inspired by this natural formulation, our proposed driving behavior-aware hierarchical architecture is able to learn this non-linearities from consecutive frames, and build the relationships between motion components and corresponding relative variations, formulating driving behavior that contributes 3D object tracking in complex traffic scenes.

As for existing works, they associate objects through time by producing an object 2D center offset heatmap \( \hat{O}^{cp} \in \mathbb{R}^{H \times W \times 2} \). With a 2D displacement offset prediction, they simply associate objects across time. However, our motivation is to learn the high-level driving behavior knowledge from object motions in consecutive frames. In order to formulate object motions in CNN representations, we conduct our driving behavior-aware architecture hierarchically merge the feature hierarchy from object depth offset heatmap \( \hat{O}^{dep} \in \mathbb{R}^{H \times W \times 3} \), 3D rotation offset heatmap \( \hat{O}^{rot} \in \mathbb{R}^{H \times W \times 4} \), 3D translation offset heatmap \( \hat{O}^{tra} \in \mathbb{R}^{H \times W \times 3} \) and object 2D center offset deep features. The driving behavior-aware deep features can be defined as:

\[
G_{beh} = CAT(\hat{O}^{cp}, \hat{O}^{dep}, \hat{O}^{rot}, \hat{O}^{tra})
\]  

(9)

where \( \hat{O}^{cp}, \hat{O}^{dep}, \hat{O}^{rot}, \hat{O}^{tra} \) denote the deep features that represent object variations in 2D center point, depth, 3D rotation and translation respectively. Compared with the state-of-the-art CenterTrack framework that is based solely on object 2D displacement supervised feature representations, our driving behavior-aware hierarchical architecture encodes object motion components and object variations in consecutive frames, producing a sufficiently better high-level knowledge-based 2D displacement offset for 3D object tracking in complex traffic scenes.

C. BEHAVIOR-AWARE RELATIVE TRANSFORMATION LOSS

In this section, we detail the key techniques of behavior-aware relative transformation functions across consecutive frames, which stand in contrast to previous networks under the supervision of a simple object 2D displacement.

The current state-of-the-art 3D tracking framework [3], designed to focus on minimizing the residual error between the ground-truth and the predicted object 2D displacement in the absence of any other motion components, suffers from severe degradation of performance or even failure in the presence of heavy occluded scenes. Instead, our framework learns not only the object 2D center offset but also the object variations in the depth, rotation and translation driven by human behavior and formulates high-level driving behavior knowledge that contributes to 3D object tracking for autonomous driving systems. Concretely, we focus on minimizing the residual errors of object variations in 2D center point, depth, rotation, and translation. For each object at ground-truth location \( p_i^{(t)} \), the offsets \( \hat{O}^{cp}, \hat{O}^{dep}, \hat{O}^{rot}, \hat{O}^{tra} \) capture the differences of 2D center point, depth, rotation and translation in the current frame and the previous frame respectively, from which the high-level driving behavior knowledge is learned in our framework.

We learn object 2D displacement using the same regression objective as size or location refinement:

\[
L_{ocp} = \frac{1}{N} \sum_{i=1}^{N} |\hat{O}^{cp}_{p_i^{(t)}} - (p_i^{(t-1)} - p_i^{(t)})| \quad (10)
\]

where \( \hat{O}^{cp}_{p_i^{(t)}} \) denotes the predicted 2D displacement of \( i \)-th object at time \( t \), while \( p_i^{(t-1)} \) and \( p_i^{(t)} \) are the ground-truth 2D center location of \( i \)-th object. Likewise, the training loss for depth offset is defined as follows:

\[
L_{odep} = \frac{1}{N} \sum_{i=1}^{N} |\hat{O}^{dep}_{p_i^{(t)}} - (d_i^{(t-1)} - d_i^{(t)})| \quad (11)
\]

where \( \hat{O}^{dep}_{p_i^{(t)}} \) denotes the predicted depth offset of \( i \)-th object at time \( t \), while \( d_i^{(t-1)} \) and \( d_i^{(t)} \) are the ground-truth depth of \( i \)-th object at time \( t-1 \) and \( t \) respectively.

Since synchronized keyframes are sampled at a fixed frame rate in nuScenes dataset [25], we can transform the motion components in consecutive frames, from vector-based representation of quaternion offset and velocity offset to relative rotation and translation offsets. Thus, the relative rotation loss \( L_{orot} \) is defined as follows:

\[
L_{orot} = \frac{1}{N} \sum_{i=1}^{N} 2 \arcsin \left( \frac{1}{2\sqrt{2}} ||\hat{O}^{rot}_{p_i^{(t)}} - R_i^{(t-1,t)}||_F \right) \quad (12)
\]

where the offset \( \hat{O}^{rot}_{p_i^{(t)}} \) is the \( i \)-th object relative rotation matrix of the predicted vector-based quaternion representation at the ground-truth local location \( p_i^{(t)} \) at time \( t \), while the residual \( R_i^{(t-1,t)} \) is defined as:

\[
R_i^{(t-1,t)} = R_i^{(t)}(R_i^{(t-1)})^{-1} \quad (13)
\]

where \( (R_i^{(t-1)})^{-1} \) is the inverse of \( R_i^{(t-1)} \), which is the \( i \)-th ground-truth object rotation matrix of vector-based quaternion at time \( t-1 \), and likewise for the ground-truth \( R_i^{(t)} \). On the other hand, the relative translation loss \( L_{otra} \) is defined as follows:

\[
L_{otra} = \frac{1}{N} \sum_{i=1}^{N} |\hat{O}^{tra}_{p_i^{(t)}} - (y_i^{(t-1)} - y_i^{(t)})| \quad (14)
\]

where \( \hat{O}^{tra}_{p_i^{(t)}} \) denotes the predicted translation offset, while \( y_i^{(t-1)} \) and \( y_i^{(t)} \) are the ground truth translation of \( i \)-th object at time \( t-1 \) and \( t \) respectively.
Having defined the above relative transformation losses $L_{ocp}$, $L_{odep}$, $L_{orot}$ and $L_{ostra}$, the overall loss for behavior-aware relative transformation can be written as:

$$L_{beh} = L_{ocp} + L_{odep} + L_{orot} + L_{ostra}. \quad (15)$$

By exploring the object variations in motion components that consist of 2D center offset, depth offset, rotation and translation offset in consecutive frames, our framework in contrast to prior work [3] that aims to formulate driving behavior for efficient 3D object tracking with a finer 2D displacement. We then use a simple greedy matching algorithm to associate objects across time. For $i$-th object at position $\hat{p}_i(t)$ at time $t$, we greedily associate it with the closest unmatched object at position $\hat{p}_j(t) - \hat{DP}_i$, in descending order of confidence $w$. A new tracklet will be assigned if there is not any matched prior detection within a threshold $\tau$, which is defined as the geometric mean of width and height of the predicted bounding boxes.

### IV. EXPERIMENTS

To demonstrate our end-to-end deep network robust to heavy occlusion in complex traffic scenes, we evaluate our method on the challenging nuScenes [25] dataset presented in Sec. IV-A. The corresponding results are reported in Sec. IV-D, where the two main metrics AMOTA, AMOTP and the secondary metrics MT, ML, IDS, FP and FN, etc., are used for evaluation, detailed in Sec. IV-B. We also present our implementation details in Sec. IV-C and the analysis on our driving behavior-aware representations in Sec. IV-E.

#### A. DATASETS

The nuScenes dataset is a public large-scale dataset for autonomous driving. It consists of 1000 scenes of 20s duration each, and keyframes are sampled at 2Hz in each scene with 6 slightly overlapping images in a panoramic 360$^\circ$ view, resulting in 168k training, 36k validation, and 36k test images. All of the 23 object classes are annotated in the form of cuboids modeled as $x$, $y$, $z$, width, length, height, yaw angle and other properties such as visibility, activity, and pose. We follow the baseline [37] and current state-of-the-art CenterTrack [3], and use the annotated keyframes for training and validation. We also evaluated our proposed driving behavior-aware network on the nuScenes [25] test set by submitting tracking results to the EvalAI tracking online evaluation server.

#### B. METRICS

AMOTA [3], [25], [37], average multi object tracking accuracy, compared with the common multi-object tracking accuracy [39], [40], is a weighted average of MOTA across different output thresholds, defined as follows:

$$AMOTA = \frac{1}{n} \sum_{r \in \{1/4, 1/2, ..., 1\}} \frac{MOTAR}{n-1}$$

\[MOTAR = \max (0, 1 - \alpha \left( \frac{IDS_r + FP_r + FN_r - (1 - r) \times P}{r \times P} \right)) \quad (16)\]

where the n-point interpolation $n = 40$. The parameters $\alpha = 0.2$ (AMOTA@0.2) and $\alpha = 0.1$ (AMOTA@0.1) are set by the nuScenes [25] benchmark. The $IDS_r$, $FP_r$, and $FN_r$ denote the total number of identity switches, false positives, and false negatives respectively, all of which only consider top confident samples that achieve the recall threshold $r$. $P$ refers to the total number of ground-truth positives among all frames.

AMOTP [3], [25], [37], average multi object tracking precision, is defined as follows:

$$AMOTP = \frac{1}{N} \sum_{r \in \{1/4, 1/2, ..., 1\}} \frac{\sum_{i,t} d_{i,t}}{\sum_{i} TP_i} \quad (17)$$

where $d_{i,t}$ indicates the position error of track $i$ at time $t$, and $TP_i$ is the number of matches at time $t$.

#### C. IMPLEMENTATION DETAILS

Our driving behavior-aware network consists of DLA [32] backbone, CenterTrack heads [3], and our proposed behavior-aware architecture, implemented using Pytorch and optimized with Adam using learning rate $4e-5$ and batch size 10. Data augmentations include random horizontal flip, random scale, cropping, and color jittering, while rendering pipeline [41], tensor completion [42] or image inpainting [43] can be further leveraged by 3D object tracking framework to handle heavy occlusions in future work. We train our network on a machine with an Intel E5-2680v4 and 1 TitanXp GPU. The network is trained for 320 epochs with a learning rate drop at 300 epochs by a factor 10.

Our network follows CenterTrack [3] that uses nuScenes input resolution $800 \times 448$ from all the 6 cameras and fuses network outputs without handling duplicate detections at the intersection of views [38]. The hyperparameters are set at $\lambda_{tp} = 0.1$, $\lambda_{fn} = 0.4$, with the output threshold $\theta = 0.1$ and the heatmap rendering threshold $\tau = 0.1$. The loss weights for variations in 2D center point, depth, rotation and translation are set to 1 while the rest loss weights are set the same way as CenterTrack.

#### D. EVALUATION ON nuScenes DATASET

We compare our approach with the official monocular 3D tracking baseline Mapillary [38] + AB3D [37], and the current state-of-the-art method CenterTrack [3] in nuScenes [25] validation and test set. The AMOTA, AMOTP, MOTAR, MT, ML, IDS, FP and FN are reported to evaluate the performances on the nuScenes [25] validation and test set, which are listed in Table 1 and Table 2. Our driving behavior-aware framework outperforms the state-of-the-art CenterTrack in both validation and test set. More detailed results in terms of MOTA are listed in Table 3.

Qualitative results of 3D object detection and tracking are predicted from four video clips. The first video clip, from nuScenes [25] dataset, is adopted by CenterTrack [3] for visualization. The second and third video clips are from
TABLE 1. Quantitative evaluation of 3D object tracking on nuScenes validation set.

|                  | AMOTA ↑ | AMOTP ↓ | MOTAR ↑ | MT ↑ | ML ↓ | IDS ↓ | PP ↓ | PN ↓ |
|------------------|---------|---------|---------|------|------|-------|------|------|
| CenterTrack [3]  | 0.066   | 1.543   | 0.332   | 538  | 4721 | 2962  | 15733 | 73573 |
| Ours             | 0.110   | 1.485   | 0.325   | 592  | 4120 | 2214  | 15582 | 71614 |

TABLE 2. Quantitative evaluation of 3D object tracking on nuScenes test set.

|                  | AMOTA ↑ | AMOTP ↓ | MOTAR ↑ | MT ↑ | ML ↓ | IDS ↓ | PP ↓ | PN ↓ |
|------------------|---------|---------|---------|------|------|-------|------|------|
| Mapillary [38]   | 0.018   | 1.790   | 0.091   | 499  | 4700 | 10420 | 113596 | 83202 |
| +AB3D [37]       | 0.045   | 1.819   | 0.242   | 448  | 4094 | 12040 | 40742 | 78327 |
| CenterTrack [3]  | 0.046   | 1.543   | 0.231   | 573  | 5235 | 3807  | 17574 | 89214 |
| Ours             | 0.072   | 1.489   | 0.349   | 855  | 4718 | 5831  | 19874 | 81843 |

TABLE 3. Quantitative results on the nuScenes test set in terms of MOTA.

|                  | Bicycle | Bus    | Car     | Motorcycle | Pedestrian | Trailer | Truck |
|------------------|---------|--------|---------|------------|------------|---------|-------|
| CenterTrack [3]  | -       | 0.072  | 0.202   | 0.011      | 0.030      | -       | 0.004 |
| Ours             | 0.024   | 0.030  | 0.266   | 0.083      | 0.087      | 0.016   | 0.002 |

nuScenes [25] dataset either, considering adverse weather and extreme lighting conditions. The fourth video clip is captured from an in-car camera in a tree-lined road scene, where various random light spots are formed by the light that passes through the trees, resulting light intensity variations in a short time. Note that the position of in-car camera has been changed, which is different from roof mounted cameras used in nuScenes dataset.

Qualitative results predicted from the first video clip are shown on the upper side of the Fig. 3. The 3D object detections of the black car and the silver car in the top row are inferior to that in the bottom row, which shows that our driving behavior-aware framework, compared with the current state-of-the-art CenterTrack [3], has a significant improvement on 3D object detection task. Furthermore, the colors (vehicle IDs) of 3D bounding box of the black car in the top row have changed 4 times while that in the bottom row have changed only once, which shows that our driving behavior-aware framework outperforms the CenterTrack considerably as far as both 3D object detection and tracking in complex traffic scenes.

Qualitative results predicted from the second video clip are shown on the middle side of the Fig. 3. CenterTrack [3] fails to detect the truck in the second column and our approach has always been tracking this white truck across time, from the start to the end, with a unique ID 1002, while the CenterTrack lost this truck and assigned a new ID 1086 from ID 1083, which shows that our method outperforms the CenterTrack on 3D object tracking task in heavily occluded scenes under inclement weather conditions.

Qualitative results predicted from the third video clip are shown on the bottom side of the Fig. 3. In the night-time scene, most of color and texture information of target objects are lost, which presents a challenge to the network because many objects (e.g. cars and bicycles) are symmetric across at least one axis. From different viewpoints, the objects may appear visually identical especially in the night-time scene, resulting in ambiguous poses with respect to an azimuth rotation of $\pi$. Furthermore, the truncation level of the target is increasing gradually, which is a key technical challenge in performing 3D object detection and tracking in complex traffic scenes. For 3D object detection challenge, our method first detects the white car in the fourth column while the CenterTrack [3] does not detect this white car, which shows that our approach is more robust to night-time illumination. For 3D object tracking challenge, CenterTrack [3] fails to track the highly truncated target in the fifth column while our approach is able to track it, which shows that our approach is more robust to object truncation under heavy truncated scenes.

Qualitative results predicted from the fourth video clip are shown Fig. 4. The generalization capabilities of different algorithms are compared from the fourth video clip. Both the blue and white car have an increasing truncation level in a tree-lined road scene where the light intensity is increasing during this period. Compared with the CenterTrack [3] trained on nuScenes [25] dataset, our approach tracks both the blue and white car one more frame visualized in the third and fifth columns of Fig. 4, which shows that our method, also trained on nuScenes dataset, has an improvement on generalization and robustness to nonlinear illumination variations across consecutive frames.

E. ANALYSIS

In this section, we study the effects of our proposed driving behavior-aware architecture discussed in Section III-B. Our driving behavior-aware network explores object variations in 2D center point, depth, rotation and translation in consecutive frames, and formulates the driving behavior contributed to 3D object tracking in complex traffic scenes. In detail, we evaluate our 3D object tracking performances by computing MOTAR-Recall curves, MOTA-Recall curves and MOTP-Recall curves, as shown in Fig. 5.
FIGURE 3. Qualitative results on nuScenes dataset. The arrows in each image are not the vehicle orientations, however, such arrows indicate the current object offsets predicted from the corresponding objects in the last frame.

FIGURE 4. Qualitative results in a tree-lined road scene. Our method is robust to lighting variations, and outperforms the CenterTrack [3] under heavy truncation.
A comparison of the MOTAR-Recall curves provided by the nuScenes [25] validation set shows that our driving behavior-aware model has a distinct advantage to better avoid false positives, false negatives and ID switches related to MOTAR, especially for the car, bus and truck classes.

MOTA, multi object tracking accuracy, is the main metric considered in many autonomous driving datasets, such as KITTI [24] dataset for 2D tracking, nuScenes [25] dataset for 3D tracking, etc. We compute MOTA-Recall curves across all 7 tracking categories provided by nuScenes [25] dataset for 3D tracking. For objects that are symmetric across at least one axis, e.g., the left side of a bus looks like the right side flipped, the MOTA-Recall curves shows that the learned driving behavior exercises a strong influence on 3D symmetric objects tracking in complex traffic scenes. Our driving behavior-aware network, using ground-truth object variations in 2D center point, depth, rotation and translation in consecutive frames as supervision, significantly outperforms the solely direct 2D displacement supervised CenterTrack [3] in the challenge of 3D object tracking.

MOTP, multi object tracking precision, is another main metric adopted by nuScenes [25] benchmark for all 7 tracking classes. The MOTP-Recall curves are computed to evaluate the misalignment between the annotated and the predicted bounding boxes. Compared with the current state-of-the-art CenterTrack [3], the remarkable small position errors returned by our proposed framework are in the range suitable for 3D object tracking in complex traffic scenes, especially for the car and bicycle classes.

V. CONCLUSION

In this paper, we introduced an end-to-end deep convolutional neural network with a driving behavior-aware model for 3D object tracking. We designed our network architecture...
and objective functions carefully and demonstrated that the driving behavior, formulated from object variations in 2D center point, depth, rotation and translation, served as a significant guidance for object association under heavy occlusion. Experimentally, our method outperforms state-of-the-art methods on nuScenes benchmark. We hope these results motivate future research on 3D object tracking in complex traffic scenes.
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