A novel Fruit Fly Optimization Algorithm with quasi-affine transformation evolutionary for numerical optimization and application

Ru-Yu Wang¹, Pei Hu¹,², Chia-Cheng Hu³ and Jeng-Shyang Pan¹,⁴

Abstract
The Fruit Fly Optimization Algorithm is a swarm intelligence algorithm with strong versatility and high computational efficiency. However, when faced with complex multi-peak problems, Fruit Fly Optimization Algorithm tends to converge prematurely. In response to this situation, this article proposes a new optimized structure—Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm. The new algorithm uses the evolution matrix in QUasi-Affine TRansformation Evolution algorithm to update the position coordinates of particles. This strategy makes the movement of particles more scientific and the search space broader. In order to prove its effectiveness, we compare Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm with five other mature intelligent algorithms, and test them on 22 different types of benchmark functions. In order to observe the multi-faceted performance of Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm more intuitively, we also conduct experiments on algorithm convergence analysis, the Friedman test, the Wilcoxon signed-rank test, and running time comparison. Through the above several comparative experiments, Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm has indeed demonstrated its strong competitiveness. Finally, we apply it to Capacitated Vehicle Routing Problem. Through comparing with the contrast algorithms, it is confirmed that Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm can achieve better vehicle routes planning.
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Introduction
Generally, the optimization problem is to select some parameters, so that the design index can reach the optimal value under a series of related constraints. It can usually be expressed as a problem in the form of mathematical programming.¹,² Metaheuristic algorithm is an efficient optimization method based on computational intelligence. It has strong versatility and can solve various continuous problems as well as discrete problems.³⁻⁵ Up to now, there have been many mature
metaheuristic algorithms with good performance, such as Sparrow Search Algorithm (SSA), Genetic Algorithm (GA), Butterfly Optimization Algorithm (BOA), Differential Evolution (DE), Cuckoo Search (CS), Harris Hawk Optimization (HHO), Gray Wolf Optimization (GWO), Fish Migration Optimization (FMO), Particle Swarm Optimization (PSO), Phasmatodea Population Evolution algorithm (PPE), Cat Swarm Optimization (CSO), and Ant Colony Optimization (ACO).

The group fly to this place quickly. This can easily induce the algorithm to fall into a local extremum. The optimization process of fruit flies. It was proposed by Pan in 2012. However, the optimization process of fruit fly relies heavily on its sense of smell. It first uses the sense of smell to identify the direction in which the food is most likely to exist. Then, many other individuals in the group fly to this place quickly. This can easily induce the algorithm to fall into a local extremum. Therefore, for this shortcoming, many scholars had made efforts. In 2015, Wang et al. proposed an elite selection mechanism and applied the algorithm to joint supply problem. Next, in 2016, Zheng and Wang created a dual-strategy mechanism to allow FOA to carry out more detailed local exploitation. Then, in 2018, Kanarachos et al. and his team adopted a dynamic multi-decision method, so that the algorithm had the ability to self-adjust and improved the diversity of solutions in the iterative process.

QUasi-Affine TRansformation Evolution (QUATRE) is an excellent optimization evolution structure proposed by Pan et al. in 2016. The position update of its search agent uses an affine transformation formula. Then, Meng et al. compared the performance of QUATRE with various variants of PSO and DE, and demonstrated the powerful global optimization capabilities of it. In view of the good performance of QUATRE, many scholars had proposed a lot of algorithms based on it. In 2020, Du et al. introduced the timestamp mutation strategy to QUATRE, so the performance of the algorithm was further promoted. In 2018, Meng and Pan and his partners proposed a multi-group multi-selection communication strategy, which greatly improved the ability of the original QUATRE to perform global search, and applied it to the received signal strength indication (RSSI)-based wireless sensor network (WSN) node positioning problem.

In this article, combining FOA and QUATRE, a new intelligent algorithm is proposed—Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm (QTFOA). At first, QTFOA randomly allocates the location coordinates of search agents based on the mechanism of FOA, and determines the global optimal individual. In this way, randomly initializing the positions of the particles can greatly enhance the distribution range of the population, which is conducive to the subsequent global optimization. After entering the iteration, the algorithm uses evolution matrix in QUATRE to update the positions of particles. QUATRE’s unique affine transformation matrix allows particles to affine from one position to another, so that the jump-type position transformation can make the movement of the particles more scientific and have a wider range of optimization. In this way, the evolutionary method in FOA can perform local exploitation in detail without any worries. Because it largely does not have to worry about falling into a local optimum. This combination of FOA and QUATRE not only provides a guarantee for the global exploration but also lays the foundation for the local exploitation.

Capacitated Vehicle Routing Problem (CVRP) is a typical problem in transportation. Its foundation is Vehicle Routing Problem (VRP), which is a common problem in life. CVRP is a further expansion of VRP, which adds capacity restriction condition on the basis of original problem. There are already many algorithms for solving CVRP. Among them, the metaheuristic algorithm is particularly prominent. Metaheuristic algorithm can use search agents to quickly find the optimal path. Examples of good results include Sine Cosine Algorithm (SCA), Bee Algorithm (BA), Tabu Search algorithm (TS), Simulated Annealing algorithm (SA), and so on. Here, we applied QTFOA to this practical scenario and compared it with several other mature algorithms. It was finally confirmed that QTFOA could always find the shortest path.

There are five remaining sections in this article. Section “Related works” is an introduction of the theoretical basis of FOA and QUATRE. Section “The proposed QTFOA” details the operating mechanism of the newly proposed QTFOA. Section “Simulation experiment and result analysis” presents the experimental results of a series of performance tests. Section “Application of QTFOA in CVRP” verifies the excellent effect of QTFOA on CVRP. Section “Conclusion” summarizes the whole article and indicates the potential shortcomings of QTFOA.

Related works

FOA

Since modern times, fruit fly has become a model organism that is very popular among researchers. It has outstanding sense of smell and vision. After the fruit flies perceive the concentration of the food odor, they will send information to their companions. Similarly, each search agent also receives the odor concentration
information transmitted by the companions. In this way, fruit flies can compare the odor concentration of various parties, and then use their excellent vision to fly to the location with highest concentration. Repeat this process continuously, and eventually they have a good chance of finding food. To unify the standard, this article only studies the minimization problem. The following describes the specific steps of FOA:

1. Position initialization: there are \( ps \) search agents. The moving direction and distance of them are initialized around the best one in population casually. Equation (1) is used to solve the location of each search agent

\[
\begin{align*}
X_i &= X_{axis} + \text{RandomValue} \\
Y_i &= Y_{axis} + \text{RandomValue}
\end{align*}
\]

The position of the \( i \)th search agent is represented by \( X_i \) and \( Y_i \) is optimal position of the population. \( \text{RandomValue} \) is a random search distance.

2. Calculate taste concentration judgment value: initially, the location of food is not known, so we reckon the distance \( \text{Dist}_i \) between each search agent and origin. Later, we count the taste concentration judgment value \( S_i \) at each particle’s location. The calculation formula is shown in equations (2) and (3)

\[
\text{Dist}_i = \sqrt{X_i^2 + Y_i^2} \quad (2)
\]

\[
S_i = \frac{1}{\text{Dist}_i} \quad (3)
\]

3. Calculate taste concentration value: we calculate the taste concentration \( \text{Smelli} \) of each one by equation (4)

\[
\text{Smelli} = \text{Function}(S_i) \quad (4)
\]

4. Choose the best individual: we choose the best search agent which has the global optimal concentration value \( \text{bestSmell} \) in the population

\[
[\text{bestSmell}, \text{bestIndex}] = \min(\text{Smelli}) \quad (5)
\]

5. Fly to food: other individuals in the group will fly to the best individual.

6. Iterative optimization: repeat Steps 1–4 and continuously update the global optimal individual.

Other fruit flies always fly to the best individual in each generation.

Through understanding the optimization process of fruit flies, combined with the existing references, the following three shortcomings of FOA can be summarized:

1. The most significant shortcoming of FOA is that the optimization process of it is blind and random, which makes the algorithm converge too fast and the population diversity is insufficient in the later stage.

2. According to equations (2) and (3), we see FOA implicitly stipulates optimal solution can only be a positive number. This largely limits the scope of the algorithm.

3. There is no certain mathematical formula to express the position relationship between the current generation and previous generation. So, the search agent’s location cannot be accurately described.

**QUATRE**

The position update process in QUATRE is similar to affine transformation in geometric transformation, which uses mathematical equations to linearly transform coordinates from one affine space to another. This process is shown in equation (6)

\[
X_{G+1} = X_G + \tilde{M} \otimes B \quad (6)
\]

where \( X \) is the coordinate matrix of population, \( X = [x_1, x_2, ..., x_{ps}]^T \), and \( G \) represents the current iteration. For each particle, \( x_i = [x_{i1}, x_{i2}, ..., x_{iD}] \). \( D \) is the dimension. \( \otimes \) is a symbol for component multiplication.

\( B \) can be regarded as a mutation matrix, and there are six representation methods, as shown in Table 1. \( F \) is an important scale factor and in this article, it is set to 0.7. \( X_{r1,G}, X_{r2,G}, X_{r3,G}, X_{r4,G}, X_{r5,G} \) are matrices obtained by randomly transforming row vector of \( X \). \( X_{gbest,G} \) is composed of coordinate vector of the optimal particle position in current generation, as shown in equation (7)

\[
X_{gbest,G} = \left[ \begin{array}{c} x_{gbest,G} \\ x_{gbest,G} \\ \vdots \\ x_{gbest,G} \end{array} \right] \quad (7)
\]

\( M \) is a matrix of size \( ps \times D \), \( \tilde{M} \) is its binary inverse matrix, as shown in equation (8). \( M \) is derived from the lower triangular matrix \( M_{imp} \). First, for each row of \( M_{imp} \), \( D \) column elements are randomly scrambled, and then this matrix arbitrarily transforms the row vector.
According to the value of population size. Suppose \( ps \) is shown in equation (1). At this time, two population random directions and distances. The position solution other individuals fly around the best search agent with 

\[ M_{imp} = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix} \sim \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix} = M \]  

(9)

In this way, \( M \) can be obtained, and the transformation process from \( M_{imp} \) to \( M \) is shown in equation (9)

We use equations (2) and (3) to calculate the taste concentration judgment value, and we use equation (4) to calculate the taste concentration value. \( new_X \) and \( new_Y \) are used to retain the position information of the current global optimal individual

\[ \begin{aligned} new_X &= X(\text{bestIndex}, :) \\ new_Y &= Y(\text{bestIndex}, :) \end{aligned} \]  

(13)

**Position change**

Next, the algorithm enters the core. We change the particle's position with the affine transformation evolution matrix in QUATRE, and the specific process is as follows:

1. Generate matrices \( M \) and \( \tilde{M} \) according to the principles of equations (10) and (8).
2. In order to strengthen the randomness of the particles, it is preferred to generate mutation matrices \( B_t \) and \( B_f \) according to the second mutation strategy in Table 1. Next, we randomly transform the row vectors of \( X \) and \( Y \) to generate six random matrices. Among them, \( posrx, posr1 \), and \( posr2 \) are obtained corresponding to \( X \). \( posy, posr3 \), and \( posr4 \) are obtained corresponding to \( Y \). The two mutation matrices \( B_t \) and \( B_f \) serve for the transformation of \( X \) and \( Y \), respectively. The generation process is shown in equations (14) and (15)

\[ B_t = posrx + F^*(posr1 - posr2) \]  

(14)

\[ B_f = posy + F^*(posr3 - posr4) \]  

(15)

**The proposed QTFOA**

**Initialization**

Like the original FOA, the position is initialized, and other individuals fly around the best search agent with random directions and distances. The position solution is shown in equation (1). At this time, two population position matrices of size \( ps \times D \) are generated, which are defined as \( X \) and \( Y \) shown in equations (11) and (12)

\[ X = [x_1, x_2, \ldots, x_{ps}]^T \]  

(11)

\[ Y = [y_1, y_2, \ldots, y_{ps}]^T \]  

(12)
Algorithm 1. The pseudo code of QTFOA.

Initialize the population size \(ps\), the maximum number of iterations \(nfe_{\text{max}}\), the objective function \(f(5)\) and the current iteration number \(G = 1\). Randomly initialize the position coordinates of population \((X_{\text{axis}}, Y_{\text{axis}})\) and the position matrix \(X_G, Y_G\) using equation (1).

Calculate the taste concentration value using equations (2)–(4).

\[ X_{\text{gbest},G} = X_G, Y_{\text{gbest},G} = Y_G \]

While \(G < nfe_{\text{max}}\) do

Generate matrix \(M\) and calculate the corresponding matrix \(\bar{M}\) using equations (10) and (8).

Generate mutation matrices \(B_x\) and \(B_y\) using equations (14) and (15).

Update two location matrices of search agents:

\[ X_G + 1 = M \otimes X_G + \bar{M} \otimes B_x \]
\[ Y_G + 1 = M \otimes Y_G + \bar{M} \otimes B_y \]

Calculate the taste concentration value \(\text{Smell}_{G + 1}\) using equations (2)–(4).

Update individual optimal and global optimal through the principles of equations (18) and (19).

\[ X_{G + 1} = X_{\text{gbest},G + 1}, Y_{G + 1} = Y_{\text{gbest},G + 1} \]
\[ X_{\text{gbest},G + 1} = \text{opt}(X_{\text{gbest},G + 1}), Y_{\text{gbest},G + 1} = \text{opt}(Y_{\text{gbest},G + 1}) \]
\[ G = G + 1 \]

end While

\[ s_{\text{best}} = \left( s_{\text{gbest},G}^2 + s_{\text{opt}}^2 \right)^{1/2} \]

Output the global optimal solution \(X_{\text{gbest},G}, Y_{\text{gbest},G}\) and the global optimal value \(f(s_{\text{best}})\).

3. \(X\) and \(Y\) are updated according to the principle of equation (6), and the update process is shown in equations (16) and (17)

\[ X = M \otimes X + \bar{M} \otimes B_x \quad (16) \]
\[ Y = M \otimes Y + \bar{M} \otimes B_y \quad (17) \]

Update the optimal value

1. We combine the updated \(X\) and \(Y\) with equations (3) and (4) to calculate the taste concentration value of the location of each search agent.

2. For each search agent, we compare the current taste concentration value with its previous taste concentration value. And then keep the minimum value \(\text{bestmore}_i\). The operation process is shown in equation (18)

\[ \text{bestmore}_{i,G} = \min(\text{Smell}_{i,G}, \text{Smell}_{i,G-1}), \quad i = 1, 2, \ldots, ps \quad (18) \]

3. As shown in equation (19), the minimum value among \(\text{bestmore}_G\) is the contemporary global optimal value \(g_{\text{bestval},G}\)

\[ g_{\text{bestval},G} = \min \left( \text{bestmore}_{1,G}, \text{bestmore}_{2,G}, \ldots, \text{bestmore}_{ps,G} \right) \quad (19) \]

The above is the main process of QTFOA. On one hand, QTFOA retains the inherent exploration and exploitation strategy of FOA. On the other hand, it adds the affine transformation in QUATRE, which helps the particles to change the position coordinates in a large range and effectively reduces the probability of falling into local extremes. The details of this process are described by the pseudo code of Algorithm 1.

Simulation experiment and result analysis

Benchmark functions

We select 22 benchmark functions to conduct experiment to test the optimization effect of QTFOA. Tables 2–5 show the specific details. Among them, \(f_1-f_8\) are the universal unimodal functions, \(f_9-f_{10}\) are the low-dimensional unimodal functions, \(f_{11}-f_{17}\) are the universal multimodal functions, and \(f_{18}-f_{22}\) are the low-dimensional multimodal functions.

Unimodal function has only one peak. So, it can explore whether the algorithm can find the global optimal value under limited optimization conditions (such as fewer particles). Multimodal function has multiple peaks, which can explore the ability of one algorithm to escape the trap of falling into local optima. This article adds low-dimensional test functions. In low-dimensional situations, algorithm is more likely to converge prematurely, so this can better detect the performance of QTFOA.
### Table 2. Universal unimodal functions.

| Name                   | Function                                                                 | Search Space      | D  | $f_{\text{min}}$ |
|------------------------|--------------------------------------------------------------------------|-------------------|----|-----------------|
| Sphere                 | $f_1(x) = \sum_{i=1}^{n} x_i^2$                                         | $[-100,100]$      | 30 | 0               |
| Schwefel’s function 2.1| $f_2(x) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$                        | $[-10,10]$        | 30 | 0               |
| Schwefel’s function 1.2| $f_3(x) = \sum_{i=1}^{n} (\sum_{i=1}^{n} x_i)^2$                         | $[-100,100]$      | 30 | 0               |
| Schwefel’s function 2.22| $f_4(x) = \max_{1 \leq i \leq n} |x_i|$                               | $[-100,100]$      | 30 | 0               |
| Ellipsoid              | $f_5(x) = \sum_{i=0}^{d} x_i^4$                                         | $[-1,1]$          | 30 | 0               |
| Sum of different powers| $f_6(x) = \sum_{i=1}^{d} |x_i|^{i+1}$                               | $[-1.28,1.28]$    | 30 | 0               |
| Dejong’s noisy         | $f_7(x) = \sum_{i=1}^{d} x_i^4 + \text{rand}(0, 1)$                      | $[-1.28,1.28]$    | 30 | 0               |
| Zakharov               | $f_8(x) = \sum_{i=1}^{d} x_i^2 + (\sum_{i=1}^{d} 0.5(x_i)^2) + (\sum_{i=1}^{d} 0.5(x_i)^4)$ | $[-5.10]$         | 30 | 0               |

### Table 3. Low-dimensional unimodal functions.

| Name  | Function                                                                 | Search Space      | D  | $f_{\text{min}}$ |
|-------|--------------------------------------------------------------------------|-------------------|----|-----------------|
| Easom | $f_9(x) = -\cos(x_1)\cos(x_2)\exp(-((x_1-\pi)^2+(x_2-\pi)^2))$       | $[-100,100]$      | 2  | -1              |
| Matyas| $f_{10}(x) = 0.26(x_1^2 + x_2^2) - 0.48x_1x_2$                          | $[-10,10]$        | 2  | 0               |

### Table 4. Universal multimodal functions.

| Name                   | Function                                                                 | Search Space      | D  | $f_{\text{min}}$ |
|------------------------|--------------------------------------------------------------------------|-------------------|----|-----------------|
| Schwefel               | $f_{11}(x) = \sum_{i=1}^{n} -x_i \sin(\sqrt{|x_i|})$                    | $[-500,500]$      | 30 | -12.569         |
| Rastrigin              | $f_{12}(x) = \sum_{i=1}^{n} [x_i^2 - 10\cos(2\pi x_i) + 10]$            | $[-5.125,12]$     | 30 | 0               |
| Ackley                 | $f_{13}(x) = -20 \exp(\frac{-0.2(0.1)^n}{\prod_{i=1}^{n} x_i^2}) - \prod_{i=1}^{n} \cos(2\pi x_i) + 20 + e$ | $[-32.32]$        | 30 | 0               |
| Griewank               | $f_{14}(x) = (1/4000) \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(x_i/\sqrt{i}) + 1$ | $[-600,600]$      | 30 | 0               |
| Levy                   | $f_{15}(x) = \sin^2(\pi x_1) + \sum_{i=1}^{n} (x_i - 1)^2 [1 + 10\sin^2(\pi x_i + 1)]$ | $[-10,10]$        | 30 | 0               |
| Powell                 | $f_{16}(x) = \sum_{i=1}^{d} ((x_{i+3} - 10x_{i+1})^2 + 5(x_{i+1} + x_{i+4})^2 + (x_{i+2} - 2x_{i+4})^4 + 10(x_{i+3} - x_{i+4})^4)$ | $[-4.5]$          | 30 | 0               |
| Styblinski-Tang        | $f_{17}(x) = (1/2) \sum_{i=1}^{d} (x_i^4 - 16x_i^2 + 5x_i)$               | $[-5.5]$          | 30 | -39.16599       |

### Table 5. Low-dimensional multimodal functions.

| Name                   | Function                                                                 | Search Space      | D  | $f_{\text{min}}$ |
|------------------------|--------------------------------------------------------------------------|-------------------|----|-----------------|
| Cross-in-tray          | $f_{18}(x) = -0.0001(|\sin(x_1)|+|\sin(x_2)|)$                          | $[-10,10]$        | 2  | -2.06261        |
| Drop-wave              | $f_{19}(x) = -1 + \cos(12(\sqrt{x_1^2 + x_2^2})/0.5(x_1^2 + x_2^2) + 2)$ | $[-5.125,12]$     | 2  | 1               |
| Schaffer function N. 2 | $f_{20}(x) = 0.5 + (\sin^2(x_1^2 - x_2) - 0.5)/[1 + 0.01(\sin(x_1^2 + x_2^2)^2)]$ | $[-100,100]$      | 2  | 0               |
| Hartman1               | $f_{21}(x) = -\sum_{i=1}^{6} \alpha_i \exp(-\sum_{i=1}^{6} \alpha_i (x_i - p_i)^2)$ | $[1.3]$           | 3  | -3.86           |
| Hartman2               | $f_{22}(x) = -\sum_{i=1}^{d} \alpha_i \exp(-\sum_{i=1}^{d} \alpha_i (x_i - p_i)^2)$ | $[0.1]$           | 6  | -3.32           |
**Compare with mature algorithms**

In this part, we compare QTFOA with FOA, QUATRE, DE, PSO, and GWO. Specifically, we use 30 particles to run these six algorithms on 22 benchmark functions 30 times, and each single function performs 3000 iterations. Finally, we use error average (AVG) to compare optimization results and we use error standard deviation (STD) to evaluate the stability of solution. The win, lose, and draw are used to represent the number of functions that QTFOA is better than, worse than, and equal to corresponding algorithm’s optimized performance, respectively. The running results are shown in Table 6, and in order to highlight the optimal values, we bold them.

From Table 6, for eight universal unimodal functions $f_1$–$f_8$, the performance advantage of QTFOA is absolute. QTFOA randomly generates the solution in the early stage, and then performs the affine transformation of the particle position coordinates, which greatly improves the position diversity and helps the particles to quickly find the optimal value. But for the two low-dimensional unimodal functions $f_9$ and $f_{10}$, neither of them can beat all other algorithms. This shows the performance of QTFOA is not very good on low-dimensional unimodal functions.

For the seven universal multimodal functions $f_{11}$–$f_{17}$, QTFOA ranks first in six functions of $f_{11}$, $f_{12}$, $f_{13}$, $f_{15}$, $f_{16}$, and $f_{17}$. And the data appear that the result of QTFOA is not only superior than other algorithms but also helps most universal multimodal functions find the theoretical global optimum. What multimodal functions urgently need to solve is the inability to escape the local extremum problem. In response to this, QTFOA introduces the affine transformation mechanism, which helps particles seek the optimal solution toward higher expectations and greater optimization potential.

For the five low-dimensional multimodal functions $f_{18}$–$f_{22}$, QTFOA ranks first in three functions of $f_{18}$, $f_{19}$, and $f_{20}$. It can be seen that QTFOA is also excellent in low-dimensional multimodal functions. In short, through the above analysis and the values of win, lose, and draw in Table 6, the overall performance of QTFOA is higher than the other five algorithms.

**Analysis of algorithm convergence**

Convergence is another indicator for judging the quality of an algorithm. Table 7 shows the number of iterations of these six algorithms to get the optimal value on 22 functions. We set the maximum number of iterations to 500. At the same time, to evaluate experimental results faster, we assume that when the optimal value is less than $10^{-4}$, it is roughly considered that the algorithm has converged to 0. If the algorithm does not converge after 500 iterations, 500 is regarded as the number of iterations here. For each function, we bold the data that iterates fastest to the optimal value. That is, the smaller the value, the faster the algorithm iterates on this function.

Figure 1 reveals the convergence curves of the six algorithms on functions $f_1$, $f_9$, $f_{12}$, and $f_{19}$. Four selected examples correspond to the four types of functions proposed, which can help us better analyze the algorithm. Please note that in Figure 1(a), the values of FOA and QTFOA in the whole iteration process are quite different from those of other algorithms. Therefore, Figure 1(b) adds the details of numerical changes of these two algorithms.

From Table 7 and Figure 1, we can see that for most functions, QTFOA can efficiently converge in the fastest time. Whether the speed of convergence or the quality of the solution, QTFOA has demonstrated strong competitiveness. However, the performance of QTFOA on low-dimensional unimodal functions is not good. For example, it can be seen from the iterative curve of $f_9$ that QTFOA tends to fall into local optimal values.

**Significant difference analysis**

To detect the difference of experimental results samples, we compare QTFOA with other five algorithms for significant differences test by the Friedman test and the famous Wilcoxon signed-rank test. Tables 8 and 9 respectively show the experimental results. Among them, when the $p$-value is greater than 0.05, it means that this sample result is not statistically significant.

We bold the data which are greater than 0.05. From the experimental results, we can see only a small amount of data has been annotated. This shows the optimization result of QTFOA is indeed very different from other algorithms significantly.

**Comparison of the running time of six algorithms**

Time complexity is also one of the indicators for judging the capability of an algorithm, which can roughly characterize its computational efficiency. For each function, we run it 500 times with six algorithms, respectively, and then take the average of the corresponding time as the algorithm’s optimization time for this function. The unit of time is seconds. The experiment result is shown in Table 10, and the shortest time is bolded.

From Table 10, it can be seen that QUATRE and PSO have higher operating efficiency, but the QTFOA has a long running time. In QTFOA, the random optimization process and matrix operations increase the
Table 6. Performance comparison of FOA, QUATRE, QTFOA, DE, PSO, and GWO algorithms on 22 functions.

| Function | FOA | QUATRE | QTFOA |
|----------|-----|--------|-------|
|          | AVG | STD    | AVG   | AVG    | STD    | AVG    | STD    | AVG    | STD    | AVG    | STD    |
| f₁       | 7.015e -07 | 5.566e -09 | 9.428e -71 | 2.314e -70 | 0.000e + 00 | 0.000e + 00 |
| f₂       | 4.635e -03 | 2.227e -05 | 6.451e -03 | 3.533e -02 | 0.000e + 00 | 0.000e + 00 |
| f₃       | 2.034e -04 | 2.739e -06 | 1.363e -06 | 2.550e -06 | 0.000e + 00 | 0.000e + 00 |
| f₄       | 1.025e -03 | 8.935e -05 | 2.499e + 00 | 1.691e + 00 | 0.000e + 00 | 0.000e + 00 |
| f₅       | 9.836e -06 | 9.404e -08 | 5.901e -70 | 1.281e -69 | 0.000e + 00 | 0.000e + 00 |
| f₆       | 9.593e -10 | 7.225e -12 | 1.062e -129 | 3.636e -129 | 0.000e + 00 | 0.000e + 00 |
| f₇       | 6.528e -04 | 2.298e -04 | 8.182e -03 | 4.778e -03 | 1.397e -05 | 1.473e -05 |
| f₈       | 1.132e -03 | 1.003e -05 | 1.263e -151 | 4.087e -151 | 0.000e + 00 | 0.000e + 00 |
| f₉       | 9.715e -01 | 6.952e -02 | 4.067e -05 | 2.201e -04 | 1.000e + 00 | 2.915e -08 |
| f₁₀      | 6.841e -11 | 1.094e -12 | 2.003e -59 | 1.089e -58 | 2.323e -231 | 0.000e + 00 |
| f₁₁      | 2.198e +00 | 1.609e +01 | -1.048e +04 | 3.473e +02 | 1.251e +01 | 3.557e -02 |
| f₁₂      | 1.425e -04 | 1.440e -06 | 6.734e +01 | 1.853e +01 | 0.000e + 00 | 0.000e + 00 |
| f₁₃      | 6.192e -04 | 2.851e -06 | 8.937e -01 | 1.397e +00 | 8.882e -16 | 0.000e + 00 |
| f₁₄      | 3.215e -08 | 3.662e -10 | 9.351e -03 | 1.102e -02 | 0.000e + 00 | 0.000e + 00 |
| f₁₅      | 2.481e +00 | 4.172e -02 | 3.725e +00 | 3.472e +00 | 2.726e +00 | 1.042e-01 |
| f₁₆      | 2.174e -05 | 4.392e -06 | 2.426e -06 | 1.718e -06 | 0.000e + 00 | 0.000e + 00 |
| f₁₇      | -2.130e +01 | 8.992e +00 | -1.018e +03 | 3.839e +01 | -1.078e +01 | 0.000e + 00 |
| f₁₈      | -2.053e +00 | 5.654e +00 | -2.063e +00 | 9.034e +16 | -1.089e +00 | 9.031e -02 |
| f₁₉      | 6.375e -02 | 2.012e -07 | 3.429e -02 | 3.205e -02 | 0.000e + 00 | 0.000e + 00 |
| f₂₀      | 3.372e -12 | 3.376e -14 | 2.515e -03 | 7.052e -03 | 0.000e + 00 | 0.000e + 00 |
| f₂₁      | 9.327e -02 | 7.244e -02 | -2.782e -03 | 8.108e -17 | 3.574e -01 | 2.719e -01 |
| f₂₂      | 6.843e -01 | 1.872e -01 | 2.178e -02 | 4.837e -02 | 9.860e -01 | 4.386e -01 |

| Win       | 17  | 19  | 11  |
| Lose      | 5   | 3   |   |
| Draw      | 0   | 0   |   |

Function | DE | PSO | GWO |
|----------|----|-----|-----|
| AVG      |    |    |     |
| STD      |    |    |     |
| AVG      |    |    |     |
| STD      |    |    |     |
| AVG      |    |    |     |
| STD      |    |    |     |
| AVG      |    |    |     |
| STD      |    |    |     |
| AVG      |    |    |     |
| STD      |    |    |     |

FOA: Fruit Fly Optimization Algorithm; QUATRE: QJassi-Affine TRansformation Evolution; QTFOA: Quasi-affine Transformation evolutionary for the fruit fly Optimization Algorithm; DE: Differential Evolution; PSO: Particle Swarm Optimization; GWO: Gray Wolf Optimization.
Each shipping point has a different demand and the demand for each shipping point is fulfilled if the demand of delivery place $i$ is fulfilled by vehicle $k$, otherwise 0.

$$y_{ki} = \begin{cases} 
1 & \text{if the demand of delivery place } i \text{ is fulfilled by vehicle } k \\
0 & \text{else}
\end{cases} \tag{20}$$

$C_{ij}$ is the distance between shipping point $i$ and $j$. $Z$ is the sum of all vehicle paths and $Q$ represents the maximum capacity of transport vehicles. CVRP is to find the minimum of $Z$ and the related formula is shown below.

$$\min Z = \sum_{i=0}^{L} \sum_{j=0}^{L} \sum_{k=1}^{K} C_{ij} x_{ijk} \tag{22}$$

$$\sum_{j=0}^{L} x_{ijk} = y_{jk}, \quad j = 1, 2, ..., L; k = 1, 2, ..., K \tag{23}$$

$$\sum_{i=0}^{L} x_{ijk} = y_{ik}, \quad i = 1, 2, ..., L; k = 1, 2, ..., K \tag{24}$$

$$\sum_{k=1}^{K} y_{ik} = 1, \quad i = 1, 2, ..., L \tag{25}$$

$$\sum_{i=0}^{L} g_{ij} y_{ik} \leq Q, \quad k = 1, 2, ..., K \tag{26}$$

Equations (23) and (24) can ensure that the requirements of each shipping point are met. Equation (25) can ensure that the needs of each shipping point can only be met by one car. For each vehicle, equation (26) can ensure the total cargo volume of whole transportation path shall not exceed its own maximum capacity.

### Application of QTFOA in CVRP

#### Principle of CVRP

The problem can be described as: there is a central warehouse (numbered 0) transporting goods to $L$ shipping points (numbered 1, 2, ..., $L$) through $K$ vehicles. Each shipping point has a different demand $g_i$ ($i = 1, 2, ..., L$) for goods and the demand for each shipping point can only be met by one car. The model requires that every shipping point must receive the delivery service of a vehicle. The capacity of each vehicle is $q_k$ ($k = 1, 2, ..., K$). For each vehicle, the total cargo volume of its transportation path shall not exceed its own maximum capacity. Now, it is required to find the shortest vehicle travel path.

First, two variables $y_{ki}$ and $x_{ijk}$ are defined by equations (20) and (21).

$$x_{ijk} = \begin{cases} 
1 & \text{if vehicle } k \text{ travels from position } i \text{ to } j \\
0 & \text{else}
\end{cases} \tag{21}$$

$C_{ij}$ is the distance between shipping point $i$ and $j$. $Z$ is the sum of all vehicle paths and $Q$ represents the maximum capacity of transport vehicles. CVRP is to find the minimum of $Z$ and the related formula is shown below.

$$\min Z = \sum_{i=0}^{L} \sum_{j=0}^{L} \sum_{k=1}^{K} C_{ij} x_{ijk} \tag{22}$$

$$\sum_{j=0}^{L} x_{ijk} = y_{jk}, \quad j = 1, 2, ..., L; k = 1, 2, ..., K \tag{23}$$

$$\sum_{i=0}^{L} x_{ijk} = y_{ik}, \quad i = 1, 2, ..., L; k = 1, 2, ..., K \tag{24}$$

$$\sum_{k=1}^{K} y_{ik} = 1, \quad i = 1, 2, ..., L \tag{25}$$

$$\sum_{i=0}^{L} g_{ij} y_{ik} \leq Q, \quad k = 1, 2, ..., K \tag{26}$$

Equations (23) and (24) can ensure that the requirements of each shipping point are met. Equation (25) can ensure that the needs of each shipping point can only be met by one car. For each vehicle, equation (26) can ensure the total cargo volume of whole transportation path shall not exceed its own maximum capacity.

#### Simulation experiment and result analysis

First, to study whether QTFOA is suitable for solving CVRP, we use a simple example in Table 11 for testing. The serial number 0 represents the central warehouse, and the serial numbers 1–7 represent seven shipping points. Set the number of transport vehicles to 3, and stipulate the capacity of each vehicle cannot exceed 100. Location information and cargo requirements are given in Table 11. The theoretical optimal path value is known to be 217.8. The optimization result of QTFOA is shown in Figure 2.

In the above test case, QTFOA can optimize the path to 221.4 quickly, which is very close to 217.8. This shows that the QTFOA is suitable for CVRP and can achieve good optimization results.

Later, we compare QTFOA with QUATRE, FOA, and SA. Four algorithms are tested on 10 sets of data from the CVRP international standard example VRPLIB. The numerical results of this comparison can be observed in Table 12. Here, in order to ensure fairness, for each algorithm, we run 3000 generations with 150 particles.
Figure 1. The convergence curve of the six algorithms on $f_1$, $f_9$, $f_{12}$, and $f_{19}$. (a) Convergence curve of $f_{1}$-1. (b) Convergence curve of $f_{1}$-2. (c) Convergence curve of $f_{9}$. (d) Convergence curve of $f_{12}$. (e) Convergence curve of $f_{19}$. 
Table 8. Friedman’s test of six comparison algorithms.

| Function | Sum of squares | Degree of freedom | Mean squares | p-value |
|----------|----------------|------------------|--------------|---------|
| $f_1$    | 2100           | 5                | 420          | 3.52222e-33 |
| $f_2$    | 2092.7         | 5                | 418.453      | 4.72139e-33 |
| $f_3$    | 2100           | 5                | 420          | 3.52222e-33 |
| $f_4$    | 2066.67        | 5                | 413.333      | 1.24527e-32 |
| $f_5$    | 2100           | 5                | 420          | 3.52222e-33 |
| $f_6$    | 2032.27        | 5                | 406.453      | 3.72309e-33 |
| $f_7$    | 1932.27        | 5                | 386.453      | 2.60534e-30 |
| $f_8$    | 1860.8         | 5                | 327.16       | 4.07451e-33 |
| $f_9$    | 1922.47        | 5                | 384.493      | 3.57677e-31 |
| $f_{10}$ | 1840.73        | 5                | 368.147      | 1.51437e-29 |
| $f_{11}$ | 2006.67        | 5                | 401.333      | 1.57545e-31 |
| $f_{12}$ | 1982.4         | 5                | 396.48       | 2.42936e-32 |
| $f_{13}$ | 1762.87        | 5                | 352.573      | 1.27161e-29 |
| $f_{14}$ | 1401.42        | 5                | 280.283      | 1.80424e-26 |
| $f_{15}$ | 1376.4         | 5                | 275.28       | 2.60282e-21 |
| $f_{16}$ | 2075.27        | 5                | 415.053      | 8.99041e-33 |
| $f_{17}$ | 1959.47        | 5                | 391.893      | 8.87273e-31 |
| $f_{18}$ | 1993.07        | 5                | 396.613      | 1.72536e-32 |
| $f_{19}$ | 1447.47        | 5                | 289.493      | 1.30706e-26 |
| $f_{20}$ | 1223.6         | 5                | 244.72       | 2.20846e-25 |
| $f_{21}$ | 1934.2         | 5                | 386.84       | 1.72389e-31 |
| $f_{22}$ | 1616.62        | 5                | 323.323      | 1.49473e-25 |

Table 9. Wilcoxon’s signed-rank test of six comparison algorithms.

| Function | QTFOA       | FOA         | QUATRE       | DE          | PSO         | GWO         |
|----------|-------------|-------------|--------------|-------------|-------------|-------------|
| $f_1$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_2$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_3$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_4$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_5$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_6$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_7$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 1.2118e-12  | 1.2118e-12  |
| $f_8$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0180e-11  | 3.1602e-12  | 3.1602e-12  |
| $f_9$    | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0180e-11  | 3.0180e-11  | 3.0180e-11  |
| $f_{10}$ | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 8.8910e-10  | 8.8910e-10  |
| $f_{11}$ | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.1602e-12  | 3.1602e-12  |
| $f_{12}$ | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 1.2118e-12  | 1.2118e-12  |
| $f_{13}$ | N/A         | 0.1849      | 1.2118e-12   | 1.2118e-12  | 2.3638e-12  | 2.3638e-12  |
| $f_{14}$ | N/A         | 0.3771      | 1.2118e-12   | 1.2377e-09  | 3.0199e-11  | 2.4785e-08  |
| $f_{15}$ | N/A         | 0.0773      | 8.1527e-11   | 1.2118e-12  | 0.6627      | 3.0199e-11  |
| $f_{16}$ | N/A         | 3.0199e-11  | 1.2118e-12   | 3.0199e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_{17}$ | N/A         | 2.9710e-11  | 5.2650e-05   | 2.8163e-11  | 3.0199e-11  | 3.0199e-11  |
| $f_{18}$ | N/A         | 1.7203e-12  | 3.0199e-11   | 1.2118e-12  | 3.0199e-11  | 3.0199e-11  |
| $f_{19}$ | N/A         | 7.1519e-07  | 1.2118e-12   | 2.3638e-12  | 3.0199e-11  | 1.2118e-12  |
| $f_{20}$ | N/A         | 0.3736      | 1.2118e-12   | 1.2118e-12  | 0.0020      | 1.2118e-12  |
| $f_{21}$ | N/A         | 1.2118e-12  | 1.2474e-04   | 1.2118e-12  | 4.9752e-11  | 4.0772e-11  |
| $f_{22}$ | N/A         | 1.5466e-11  | 0.1907       | 1.4634e-11  | 6.6953e-11  | 3.0199e-11  |

Table 12 shows that QTFOA can obtain the shortest path on each set of test cases. At the same time, in general, as the number of shipping points and transportation vehicles increases, the advantages of QTFOA become more obvious. This shows that when faced with a complex transportation environment,
QTFOA can play a better role. In short, QTFOA has performed very well in solving CVRP.

To further explore the optimization process of QTFOA to CVRP, we have done an analysis of the convergence process of four algorithms. Figure 3

Table 10. Running time of six comparison algorithms.

| Function | FOA | QUATRE | QTFOA | DE  | PSO | GWO |
|----------|-----|--------|-------|-----|-----|-----|
| f1       | 0.5068 | 1.0067e-70 | 0.9147 | 1.5775 | 0.1645 | 0.9368 |
| f2       | 0.5116 | 1.2913e-40 | 0.9197 | 1.5949 | 0.1811 | 0.9341 |
| f3       | 1.5011 | 6.0247e-07 | 1.9067 | 2.4950 | 1.1587 | 1.8967 |
| f4       | 0.4991 | 3.0425 | 0.9081 | 1.4937 | 0.1671 | 0.9347 |
| f5       | 0.9944 | 9.8505e-123 | 1.1690 | 2.0514 | 0.5945 | 1.2882 |
| f6       | 1.0648 | 0.0078 | 1.2683 | 2.0214 | 0.7333 | 1.4733 |
| f7       | 0.5067 | 5.5970e-152 | 0.9109 | 1.4389 | 0.1715 | 0.9219 |
| f8       | 0.3583 | 0.9524 | 0.7141 | 1.2973 | 0.1287 | 0.2576 |

FOA: Fruit Fly Optimization Algorithm; QUATRE: QUasi-Affine TRansformation Evolution; QTFOA: Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm; DE: Differential Evolution; PSO: Particle Swarm Optimization; GWO: Gray Wolf Optimization.

Table 11. Coordinates and requirements of each task point.

| Sequence | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|----------|---|---|---|---|---|---|---|---|
| Coordinate | (18,54) | (22,60) | (58,69) | (71,71) | (83,46) | (91,38) | (24,42) | (18,40) |
| Need | 0 | 89 | 14 | 28 | 33 | 21 | 41 | 57 |

Table 12. Comparison results of four algorithms to solve CVRP.

| Function | QTFOA | QUATRE | FOA | SA |
|----------|-------|--------|-----|----|
| A-L32-K5 | 1282 | 1681 | 1686 | 1625 |
| A-L33-K5 | 1090 | 1551 | 1476 | 1398 |
| A-L33-K6 | 1180 | 1661 | 1459 | 1481 |
| A-L34-K5 | 1379 | 1795 | 1664 | 1606 |
| A-L36-K5 | 1356 | 1879 | 1664 | 1712 |
| A-L44-K7 | 1748 | 2294 | 2235 | 2114 |
| A-L45-K7 | 1749 | 2576 | 2048 | 2317 |
| A-L46-K7 | 1934 | 2597 | 2296 | 2276 |
| A-L53-K7 | 2194 | 2963 | 2668 | 2776 |
| A-L62-K8 | 2505 | 3850 | 3287 | 3603 |

FOA: Fruit Fly Optimization Algorithm; QUATRE: QUasi-Affine TRansformation Evolution; QTFOA: Quasi-affine Transformation evolutionary for the Fruit fly Optimization Algorithm; SA: Simulated Annealing algorithm.

Figure 2. Optimization results of QTFOA on CVRP.
reveals the convergence curves of A-L32-k5 and A-L33-k5. As can be seen from Figure 3, QTFOA can get the highest quality solution, that is, the shortest path. However, from the image, we can see that QTFOA converges very slowly. When solving the situation with large quantities of data, the calculation speed and efficiency must be specially considered. So, this can be an aspect of future research.

Conclusion

Combining FOA and QUATRE, a new optimization algorithm QTFOA is proposed in this article. To effectively avoid sinking into the local optimum, QTFOA uses affine transformation formula in QUATRE algorithm, which helps the particles to expand the search range greatly. To explore the optimization ability of QTFOA, we select 22 functions of four types for testing, and compare the algorithm with FOA, QUATRE, PSO, DE, and GWO. It is obvious from the above experiment result that the optimization performance of QTFOA is higher than the other five algorithms as a whole. To evaluate the capabilities of QTFOA in multiple aspects more comprehensively, we also design experiments for algorithm convergence analysis, the Friedman test, the Wilcoxon signed-rank test, and running time comparison. Most experiments have proved that QTFOA is excellent in different evaluation indexes. In the end, we apply QTFOA to CVRP. Through 10 sets of cases on VRPLIB, QTFOA is compared with QUATRE, FOA, and SA and the experimental result proves that QTFOA can always find the shortest effective path. But QTFOA still has three obvious shortcomings. First, QTFOA has poor performance on low-dimensional unimodal functions. Second, it has a particularly slow running time. Finally, when solving CVRP, the convergence speed of it is very slow. How to solve these three problems of QTFOA is an improvement direction that can be considered in the future.
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