The Importance of Big Data for Jurisprudence and Legal Practice
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Abstract M2M-communication will play an increasing role in everyday life. The classic understanding of the term “declaration of intent” might need reform. In this regard, the legal construct of an electronic person might be useful. The use of autonomous systems involves several liability issues. The idea of “defects” that is laid down in the product liability law is of vital importance regarding these issues. To solve legal problems in the field of big data the main function of law as an element of controlling, organizing, and shaping needs to be kept in mind.

1 Introduction

Big data is of vital importance for the jurisprudence as well as for the legal practice. Already in 2011 the term “big data” occurred in the Gartner Trend Index for the first time. In this index the US IT-consulting firm and market research institute Gartner annually classifies new technologies in a so-called hype-cycle. Since the 2014 cycle, big data is no longer seen as a mere “technologic trigger” but turned out to have transcended the “peak of inflated expectations”. Following this assessment a bunch of success stories would have caused an excessive enthusiasm, which strongly differs from reality.

In the opinion of the mentioned market research institute big data is now on a way through the “trough of disillusionment” before it reaches the “slope of enlightenment” and the “plateau of productivity”. After this journey, the advantages
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C. Döpke (✉)
Institute for Information, Telecommunication and Media Law (ITM), University of Münster, Münster, Germany
e-mail: christian.doepke@uni-muenster.de

© The Author(s) 2018 T. Hoeren and B. Kolany-Raiser (eds.), Big Data in Context, SpringerBriefs in Law, https://doi.org/10.1007/978-3-319-62461-7_2
of big data would be generally accepted—so much for the theory. In practice, there might be sporadic cases of disillusionment but in general, the big data hype is still present and there are no indications that the enthusiasm for big data is dying out. On the contrary: The quantity of the collected and processed data as well as the actually acquired knowledge for the companies is constantly rising. Also, this process happens faster and faster. Therefore, the growing number of companies, who use big data applications to improve their workflow and marketing strategies, is not surprising. To be up to date, the Federal Association for Information, Technology, Telecommunications, and New Media (bitkom), an association of approximately 2,400 IT and telecommunication companies, formulated guidelines for the application of big data technologies in enterprises.4

A new phenomenon—especially one with such a widespread impact like big data—poses several new legal questions. How compatible are the various big data applications with the current legal situation? Which opposing interests have to be respected by the judiciary regarding the evaluation of current legal disputes? Which measures must be taken by the legislative to adjust the legal system to the reality and to reconcile the need for innovation and the preservation of fundamental values?

2 Selected Issues (and the Attempt to a Solution)

Due to the brevity of this article, these general issues cannot be illustrated. But besides these general questions, there are several specific issues. The following article discusses two of them:

“Does the legal institution of declaration of intent cover all possible situations in the field of conclusion of contract?” and “Which new challenges arise in cases of liability?”

2.1 The Legal Institution “Declaration of Intent”

Big data technologies are used in the Internet of Things as well as in the Industry 4.0.5 The constant collection of data creates a pool of experience that can be used for optimization and autonomization of work processes and the facilitation everyday work. Each device has to be assigned to a specific IP address to enable the devices to communicate with each other. The more the protocol standard IPv66

---

4Bitkom 2015, Leitlinien für den Big Data-Einsatz, www.bitkom.org/Publikationen/2015/Leitfaden/LF-Leitlinien-fuer-den-Big-Data-Einsatz/150901_Bitkom-Positionspapier_Big-Data-Leitlinien.pdf.

5The term describes the fourth industrial revolution. The central characteristic is the “smart factory” (the use of cyber-physical systems that are able to exchange data and to control each other).

6Use of 128-Bit-addresses, divided in eight hexa-decimal blocks. In this system around 340,000,000,000,000,000,000,000,000,000,000,000,000 individual IP-addresses are possible.
replaces the old and still widespread IPv4, the more devices will be connected with the internet. With an increasing number of connected devices a more comprehensive M2M-communication is possible.

Once robots in fully networked factories or smart refrigerators and washing machines at home are technically capable of ordering new production materials, food, and washing powders on their own and needs-based, there will be significant effects on the legal institution of declaration of intent. The more complex the possible transaction scenarios become and the more independent the machines can act, regarding offer and acceptance, the more questions will be raised.

A declaration of intent is the expression of a will, bent on the conclusion of a contract. Objectively, the intent of causing a legal consequence must become apparent, subjectively, the declaring person must have the will to act and the will of causing legal consequences and be aware of declaring something legally relevant.

According to the classic conception, to become effective, the declaration of intent has to be declared and received by a human being. In addition, the declaring person must have a minimum of cognitive faculty and sense of judgment, which requires the ability of decision-making, social action and the knowledge of its own existence.

Accordingly, the German Federal Court (BGH) decided. The court had to decide in 2012 on the effectiveness of a travel booking via the computer-based booking system of a travel provider. The crucial passage states: “Not the computer system, but the person who uses it as a means of communication is declaring its intent. Therefore the content of the declaration has to be determined according to how the human addressee can understand in good faith and common usage, and not according to how the automated system is likely going to understand and process the content.”

There are still isolated voices in literature qualifying the machines in such or similar cases as agent of the human behind it, or applying the legal framework for agents at least in analogy. Yet, those voices overlook that the machine must have

---
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10Ellenberger 2017, in: Palandt, Bürgerliches Gesetzbuch, pre section 116 Ref. 1.
11Cornelius, MMR 2002, p 354.
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13BGH, Decision of 16 Oct 2012, X ZR 37/12, NJW 2013, p 598 et seq.
14Sorge 2006, Schriften des Zentrums für angewandte Rechtswissenschaft, p 118.
at least limited capacity to contract, section 165 of Civil Law Code (BGB). However, a machine has no fully legal personality, thus a machine has not even the capacity to have rights and obligations of all kinds.\textsuperscript{15}

Furthermore, according to section 179 BGB an unauthorized agent is liable as falsus procurator and has to pay damages. It is simply unimaginable, that a machine—as intelligent as it may be—has its own liability mass.\textsuperscript{16} In the end, the natural person behind the machine is relevant and applying the rules of agents would be meaningless. Proposals to prevent the lack of power of agency by technical measures fail because of the reality in which clearly defined requirements are increasingly discarded.

Already today, the natural person behind the machine does maybe not think about the content and scope of the declaration of intent by the machine. The higher the degree of automation, the less can be said with certainty whether the machine or the user behind it declared something.\textsuperscript{17} This also raises doubts about the subjective characteristics of the declaration of intent.

This question can still be countered at present by focusing on the person’s will of acting at all, the will of causing legal consequences and if the person was aware of declaring something legally relevant at the time of commissioning the machine.\textsuperscript{18}

However, an understanding of declarations of machines such as in the BGH judgment will not be up-to-date in distant future anymore. In the era of big data machines will be even more independent and be able to react even better on cheap offers on the market and many other variables. Thus, the machine declarations cannot be controlled by a natural person in last instance or rather clear limits for the scope machine declarations are missing.

Therefore, it appears doubtful to assume the machine user is aware of declaring something legally relevant not only when generating the machine declaration but already when commissioning the machine. Without this awareness—or if the will of causing legal consequences is missing—the declaration of intent could often be contested. If the will of acting at all is missing, the declaration of intent is mandatorily void.

Both legal consequences cannot be intended by the user of the machine; otherwise, the use of the machine would be superfluous. The contract could be concluded on the traditional way, without the use of M2M. Yet this is desired for reasons of saving work, costs, and time.

For this reason, the long-term solution may be provided in the modernization of the principle of the declaration of intent. For this purpose, it was suggested to extend the list of natural and legal persons with an electronic person.\textsuperscript{19}

\begin{footnotesize}
\begin{enumerate}
\item[15]Bräutigam and Klindt 2015, NJW, p 1137.
\item[16]Gruber 2012, Jenseits von Mensch und Maschine, pp 158 et seq.
\item[17]Bräutigam and Klindt 2015, NJW, p 1137.
\item[18]Glossner, MAH IT Recht, Teil 2, margin no. 15.
\item[19]Considerations to that in Sester and Nitschke, CR 2004, pp 549 et seq.; also Wettig, Zehendner, The Electronic Agent: A Legal Personality under German Law?, 2003, pp 97 et seqq.
\end{enumerate}
\end{footnotesize}
2.2 Challenges Regarding Liability

The question of attributability of declarations of intent is accompanied by questions of liability in cases of misconduct by autonomous systems. On the one hand, the system can develop further and adapt itself to the user’s behavior while, on the other hand, it can react more autonomously. Therefore, it is more difficult to comprehend if a damaging event was caused by the system’s user or by the system itself what can lead to substantial difficulties of gathering evidence in trial.

However, the user of the autonomous system, the producers and developers and the supplier are potential opponents of non-contractual claims for damages but, because of the lack of legal personality, not the autonomous system itself.

The user’s liability will be fault-based liability in particular. The system of strict liability, which was discussed in the context of self-propelled vehicles, cannot be applied on every situation. However, if the machine’s conduct is not foreseeable for the user, he cannot be blamed for fault either. At most, he could be liable if he failed to exercise reasonable care. Here, the user’s inspection obligations will descend with growing complexity of the systems. At the same time, it is not in the interest of the parties to avoid liability for users, who use an autonomously acting and limitedly controllable machine consciously, at all. Therefore, the creation of a new law of strict liability would be desirable.

The producer of end products and components can be liable without fault under the German Product Liability Act (Produkthaftungsgesetz). Yet, this Act primarily earmarks compensation for damages to body and health. Material damage can only be compensated if it is caused to an item of property intended for private use or consumption, section para. 1 sentence 1 Product Liability Act. This will regularly not be the case within the scope of Industry 4.0. Apart from that, the damaged party must merely prove pursuant to section 1 para. 4 Product Liability Act that a causal product defect for the damage exists whereby a prima facie evidence is sufficient. “A product has a defect when it does not provide the safety which one is entitled to expect, taking all circumstances into account”, section 3 para. 1 Product Liability Act. However, “the producer’s liability obligation is excluded if the state of scientific and technical knowledge at the time when the producer put the product into circulation was not such as to enable the defect to be discovered”, section 1 para. 2 No. 5 Product Liability Act.
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Especially the machines within Industry 4.0 are building their conduct on the basis of previous specific user behavior with the effect that the time of placing the product on the market becomes less relevant. The question rises whether a misconduct of an autonomous system can be captured by the Product Liability Act at all.\textsuperscript{29} Unexpected reactions of an intelligent system instead of functional deficits could constitute a problem, too.\textsuperscript{30}

However, it can be expected that more autonomous machines must satisfy higher safety requirements. Therefore, one can expect a more extensive duty of instruction from the producers. This is relating to both the “how” and the “if” of instruction.\textsuperscript{31} At the same time, one can assume a higher duty to observe the product after placing it on the market.

3 Conclusion

The more the automation of machines is proceeding, the higher the legal challenges are rising too. In some sectors, the applicable legal system seems to stand up to these challenges while the need of amendment exists in other areas. If the legislator wants to take action, it has to take the main function of law as an element of order, control, and design into account. With this in mind, one can find regulations for big data issues, which are particularly fair and economic.
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