Spectral clustering is a popular algorithm that clusters points using the eigenvalues and eigenvectors of Laplacian matrices derived from the data. For years, spectral clustering has been working mysteriously. This paper explains spectral clustering by dividing it into two categories based on whether the graph Laplacian is fully connected or not. For a fully connected graph, this paper demonstrates the dimension reduction part by offering an objective function: the covariance between the original data points’ similarities and the mapped data points’ similarities. For a multi-connected graph, this paper proves that with a proper $k$, the first $k$ eigenvectors are the indicators of the connected components. This paper also proves there is an equivalence between spectral embedding and PCA.

**Abstract**

Spectral clustering is a popular algorithm that clusters points using the eigenvalues and eigenvectors of Laplacian matrices derived from the data. For years, spectral clustering has been working mysteriously. This paper explains spectral clustering by dividing it into two categories based on whether the graph Laplacian is fully connected or not. For a fully connected graph, this paper demonstrates the dimension reduction part by offering an objective function: the covariance between the original data points’ similarities and the mapped data points’ similarities. For a multi-connected graph, this paper proves that with a proper $k$, the first $k$ eigenvectors are the indicators of the connected components. This paper also proves there is an equivalence between spectral embedding and PCA.
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**1 Introduction**

Spectral clustering is a popular algorithm that can be easily solved by standard linear algebra methods. Despite its simplicity, spectral clustering has been working mysteriously. For years, different papers try to explain it from different views. Shi and Malik (2000) use the normalized cuts to measure the total dissimilarity between different groups and the total similarity within groups. By relaxing indicator vectors to real values, the optimization problem becomes a generalized eigenvalue problem. However, there is no guarantee on the quality of the relaxed problem’s solution compared to the exact solution (von Luxburg, 2007). Meilán and Shi (2001) provide a random walk view of spectral segmentation by interpreting the similarities as edge flows in a Markov random walk and prove the equivalence between the spectral problem formulated by the normalized cuts method and the eigenvalues/eigenvectors of the transition matrix of the random walk. Therefore, the random walk view shares the same problem with normalized cuts. Saerens, Fouss, Yen, and Dupont (2007) use Euclidean Commute Time Distance (ECTD) $n(i, j)$ to measure the average time taken by a random walker for reaching node $j$ when starting from node $i$, and coming back to node $i$, and make transformations to an $n$-dimensional Euclidean space preserving ECTD by spectral composition, and then get the $k$-dimensional projection by setting the last $n - k$ eigenvectors to zeros. For a fully connected graph, the commute time distance embedding has a strong connection with spectral embedding.

This paper explains spectral clustering by dividing graph Laplacians into two categories based on whether the graph Laplacian is fully connected or not. For a fully connected graph, this paper considers spectral clustering as a two-step algorithm that first finds a low-dimensional representation based on the Laplacian matrix and then applies a classical clustering algorithm to the low-dimensional representation, such as k-means. Section 2 focuses on explaining spectral embedding by providing an objective function: the covariance between original data points’ similarities and mapped data points’ similarities. Section 3 proves that for a multi-connected graph, with a proper $k$, the first $k$ eigenvectors are the indicators of the connected components. Section 4 proves there is an equivalence between spectral embedding and PCA. Section 5 are the conclusions.
2 Fully Connected Graphs

Given a set of data points \(X = (x_1, \ldots, x_n)^T, x_i \in \mathbb{R}^m, i = 1, 2, \ldots, n\), we can form an undirected graph \(G = (V, E)\) that vertex \(v_i\) represents \(x_i\). Based on the undirected graph \(G\), we can construct a weighted adjacency graph \(W = (w_{ij})_{n \times n}\), where \(w_{ij} = w_{ji} \geq 0\). To get \(W\), we first construct the adjacency graph through \(\epsilon\)-neighborhood, \(k\)-nearest neighbor or other methods or simply connect all vertices and then put weights on the connected edges by a similarity function. The most common similarity function is the RBF kernel, where \(w_{ij} = \exp\left(-\frac{\|x_i - x_j\|^2}{2\delta^2}\right)\). If \(w_{ij} > 0\) for all pair of vertices \(v_i\) and \(v_j\), \(G\) becomes a fully connected graph that every vertex connects to every other vertex.

Given the weighted adjacency matrix, the degree matrix is defined as a diagonal matrix \(D = \text{diag}(D_{ii})_{n \times n}\), where \(D_{ii} = \sum_{j=1}^{n} w_{ij}\) is the degree of vertex \(v_i\). Given \(W\) and \(D\), we have the unnormalized graph Laplacian

\[
L = D - W
\]

and two common normalized graph Laplacians

\[
L^\text{sym} := D^{-\frac{1}{2}}LD^{-\frac{1}{2}} \\
L^\text{rw} := D^{-1}L
\]

where \(L^\text{sym}\) is the symmetric normalized graph and \(L^\text{rw}\) is the random walk normalized graph.

2.1 The Unnormalized Graph Laplacians

The absence of objective function for the dimension reduction part is why spectral clustering works mysteriously for a fully connected graph. A good objective function for dimension reduction should preserve data points’ similarities. Therefore, the covariance between the original data points’ similarities and the mapped data points’ similarities should be a good choice.

Let \(Y = (y_1, \ldots, y_n)^T\) be the low-dimensional representation, \(y_i \in \mathbb{R}^k\) represents \(x_i, i = 1, 2, \ldots, n\), and \(d_{ij}\) be the dissimilarity between \(y_i\) and \(y_j\), that

\[
d_{ij} = \|y_i - y_j\|^2.
\]

Let the adjacency weight \(w_{ij}\) be the similarity between \(x_i\) and \(x_j\), the covariance between similarities becomes

\[
cov(-d, w) = -\frac{1}{2n} \sum_{i=1}^{n} \sum_{j=1}^{n} (d_{ij} - \bar{d})(w_{ij} - \bar{w})
\]

where \(w = (w_{11}, w_{12}, \ldots, w_{nn}), d = (d_{11}, d_{12}, \ldots, d_{nn})\), and \(\bar{d}, \bar{w}\) are the means. Since for any constant \(c \neq 0\), we have

\[
cov(cd, w) = c \ast cov(d, w)
\]

and only the relative information matters for \(Y\), it is natural to constrain the mapped data’s means to zero and constant their norms. That is

\[
\begin{align*}
\sum_{t=1}^{k} y_{it} &= 0, \ t = 1, \ldots, k \\
\|y_i\|^2 &= c_i, \ i = 1, \ldots, n
\end{align*}
\]

where \(c_i \neq 0\) is a constant. Therefore, the covariance becomes

\[
cov(-d, w) = -\frac{1}{n} \text{tr}(Y^TLY) + \text{constant}
\]

and the optimization problem becomes
minimize \( Y \) \( \text{trace}(Y^TLY) \)
subject to \( \|y_i\|^2 = c_i, \; i = 1, 2, \ldots, n \)
\( \sum_{i=1}^{n} y_{it} = 0, \; t = 1, 2, \ldots, k. \) \( (8) \)

Let \( \lambda_0, \ldots, \lambda_k, \ldots \lambda_{n-1} \) be the eigenvalues of \( L \) sorted in ascending order, and \( f_0, f_1, \ldots, f_k \) be the first \( k + 1 \) corresponding eigenvectors. Since the number of zero eigenvalues of a graph Laplacian equals to the number of connected components, and \( L \) is a positive semi-definite fully connected graph Laplacian, we have

\[ 0 = \lambda_0 < \lambda_1 \leq \ldots \leq \lambda_{n-1}. \] \( (9) \)

Let \( \bar{1} \) be the \( n \)-dimensional vector of all ones and \( \bar{0} \) be the \( n \)-dimensional vector of all zeros, since \( L\bar{1} = \bar{0} \), we have

\[
\begin{align*}
\{ & f_0 = (c_0, \ldots, c_0)^T \\
& \bar{1} \cdot f_t = 0, \; t = 1, 2, \ldots, k
\end{align*}
\] \( (10) \)

where \( c_0 \) is a constant. As a constant vector, \( f_0 \) cannot satisfy the constraints in optimization problem \( (8) \) simultaneously. What’s more, \( L \) is positive semi-definite, the solution of the optimization problem \( (8) \) becomes the first \( k \) non-constant eigenvectors, that is

\[ Y^* = (f_1, f_2, \ldots f_k). \] \( (11) \)

The classical spectral clustering uses the first \( k \) eigenvectors, that is

\[ Y^{sp} = (f_0, f_1, \ldots, f_{k-1}). \] \( (12) \)

As a constant vector, \( f_0 \) provides no extra information, which means removing \( f_0 \) makes no difference for the clustering result. Therefore, we only need to adjust the number of clusters from \( k - 1 \) to \( k \).

### 2.2 The Normalized Graph Laplacians

For the symmetric normalized graph \( L^{sym} \), we have

\[ L^{sym}_{ij} = \frac{L_{ij}}{\sqrt{D_{ii}D_{jj}}}. \] \( (13) \)

Let

\[ z_i^{sym} = \frac{y_i}{\sqrt{D_{ii}}}. \] \( (14) \)

and

\[ d_{ij}^{sym} = \|z_i^{sym} - z_j^{sym}\|^2. \] \( (15) \)

Similar to the unnormalized graph, we add constraints to \( z_i^{sym} \)

\[
\begin{align*}
\{ & \|z_i^{sym}\| = c_i^{sym}, \; i = 1, 2, \ldots n \\
& \sum_{i=1}^{n} z_{it} = 0, \; t = 1, 2, \ldots, k
\end{align*}
\] \( (16) \)

where \( c_i^{sym} \neq 0 \) is a constant. Based on the constrains, we have
\[ \text{cov}(-d^{\text{sym}}, w) = -\frac{1}{2n} \sum_{i=1}^{n} \sum_{j=1}^{n} (d_{ij}^{\text{sym}} - \bar{d}_{ij}^{\text{sym}})(w_{ij} - \bar{w}) \]
\[ = -\frac{1}{n} \text{tr}(Y^T L^{\text{sym}} Y) + \text{constant} \tag{17} \]

Therefore, the symmetric normalized graph Laplacian optimization problem becomes
\[
\begin{aligned}
\text{minimize} & \quad \text{trace}(Y^T L^{\text{sym}} Y) \\
\text{subject to} & \quad \|z_i^{\text{sym}}\| = c_i^{\text{sym}}, i = 1, 2, ... n \\
& \quad \sum_{i=1}^{n} z_{it}^{\text{sym}} = 0, t = 1, 2, ..., k. \tag{18}
\end{aligned}
\]

Similar to the unnormalized graph Laplacian, the solution becomes the first \( k \) non-constant eigenvectors of \( L^{\text{sym}} \), that is
\[ Y^{\text{sym}} = (f_1^{\text{sym}}, \ldots, f_k^{\text{sym}}) \tag{19} \]
and
\[ Z^{\text{sym}} = \Lambda^{-\frac{1}{2}} Y^{\text{sym}} \tag{20} \]

where \( \Lambda^{-\frac{1}{2}} = \text{diag}(\frac{1}{\sqrt{\lambda_{ii}}})_{n \times n} \) is a diagonal matrix. It seems that there is a strong connection between the normalized graph Laplacian and the commute time embedding in [1]. The random walk normalized graph \( L^{rw} \) is similar to the symmetric normalized graph \( L^{\text{sym}} \), we only need to set \( z_j^{rw} = \frac{y_j}{\sqrt{D_{ij}}} \).

### 3 Multi-Connected Graphs

For a multi-connected graph with \( k \) connected components, the weight adjacency matrix will be a block diagonal matrix after sorting the vertices according to the connected components they belong to. And the Laplacian matrix \( L^{m} \) becomes
\[ L^{m} = \begin{bmatrix} L_1 & & \\ & L_2 & \cdots \\ & & L_k \end{bmatrix} \tag{21} \]
where each subgraph \( L_t, t = 1, 2, ..., k \) is a fully connected graph that has one and only one eigenvalue equals to 0. Let \( u_t^{m} \) be the first eigenvector of subgraph \( L_t, u_t^{m} \) becomes a constant vector with the corresponding eigenvalue equals to zero, and the first \( k \) eigenvectors of \( L^{m} \) becomes
\[ U^{m} = \begin{bmatrix} u_1^{m} & u_2^{m} & \cdots \\ & & \\ & & u_k^{m} \end{bmatrix} \tag{22} \]

Therefore, \( U^{m} \) becomes the indicator of the connected components.

### 4 The Equivalence To PCA

Principal component analysis (PCA) is a commonly used linear dimension reduction method that attempts to construct a low-dimensional representation preserving as much variance as possible. After removing the means, \( X^T X \) can be recognized as the covariance matrix, and the \( k \)-dimensional representation \( Y^{PCA*} \) becomes
\[ Y^{PCA^*} = XM_k \] (23)

where \( M_k \) is a \( m \times k \) matrix whose columns are the \( k \) largest eigenvectors of \( X^T X \). That is, the columns of \( M_k \) are the eigenvectors of \( X^T X \) whose corresponding eigenvalues are the \( k \) largest, and the eigenvectors are sorted according to their eigenvalues in descending order. Denote \( \Delta_{k \times k} \) as the diagonal matrix, whose diagonal entries are the sorted \( k \) largest eigenvalues of \( X^T X \), thus

\[ XX^T Y^{PCA^*} = XX^T XM_k = XM_k \Delta_k = Y^{PCA^*} \Delta_k. \] (24)

Therefore, \( Y^{PCA^*} \) are the \( k \) largest eigenvectors of \( G = XX^T \).

To make PCA equal to spectral embedding, we need to construct a fully connected graph Laplacian \( L^{PCA} \), whose smallest \( k \) non-constant eigenvectors equals to \( Y \). Based on \( G \), we choose the cosine similarity as the similarity function, and to make sure \( w_{ij} > 0 \), we let \( w_{ij} = 2 + \cos \theta_{ij} \). In this way, \( L^{PCA} \) becomes a positive semi-definite fully connect graph Laplacian. After apply standardization to \( X \), we have

\[ w_{ij} = 2 + x_i^T x_j \] (25)

and

\[ D_{ii} = \sum_{i=1}^{n} w_{ij} = 2n \] (26)

and the Laplacian matrix becomes

\[ L^{PCA} = 2nI - 2H - G \] (27)

where \( H = (1)_{n \times n} \) is a \( n \times n \) all-ones matrix. Let \( \beta_0, ..., \beta_k, ..., \beta_{n-1} \) be the eigenvalues of \( L^{PCA} \) sorted in ascending order, and \( u_0, ..., u_k, ..., u_{n-1} \) be the corresponding eigenvectors, we have

\[ 0 = \beta_0 < \beta_1 ... \leq \beta_k ... \leq \beta_{n-1} \] (28)

and the solution of \( L^{PCA} \) becomes

\[ Y^{PCA^*}_L = (u_1, ..., u_k). \] (29)

For \( t = 1, 2, ..., n-1 \), since \( \bar{1} \cdot u_t = 0 \), with equation (27), we have

\[ G u_t = (2n - \beta_t)u_t. \] (30)

For \( \beta_0 = 0 \) and \( u_0 \), since \( X \) has zero means and \( u_0 \) is a constant vector, we have

\[ G u_0 = \bar{0}. \] (31)

What’s more, since \( G \) is positive semi-definite, the eigenvalues of \( G \) become

\[ 2n - \beta_1 \geq ... \geq 2n - \beta_k ... \geq 2n - \beta_{n-1} \geq \beta_0 = 0. \] (32)

In this way, \( u_1, ..., u_k \) become the \( k \) largest eigenvectors of \( G \) which is the solution of \( k \)-dimensional PCA,

\[ Y^{PCA^*} = (u_1, ..., u_k) = Y^{PCA^*}_L. \] (33)
5 Conclusions

In this paper, we explain the mathematics behind spectral clustering by dividing graph Laplacian into two categories based on whether the graph is fully connected or not. For a fully connected graph, we consider spectral clustering as a two-step algorithm that first reduces dimension and then applies a standard clustering algorithm to the lower dimensional representation. We explain the spectral embedding part by offering an objective function which is the covariance between the original data points’ similarities and the mapped data points’ similarities. For a multi-connected graph, we prove that with a proper $k$, the first $k$ eigenvectors are the indicators of the connected components.

This paper also proves the equivalence between spectral embedding and PCA by setting the cosine similarity as the similarity function when constructing the weighted adjacency graph. Since the choice of similarity function is flexible, the spectral embedding should have more equivalent dimension reduction algorithms.
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