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Abstract. We approach uncertainty principles of Cowling-Price-Heisenberg-type as a variational principle on modulation spaces. In our discussion we are naturally led to compact localization operators with symbols in modulation spaces. The optimal constant in these uncertainty principles is the smallest eigenvalue of the inverse of a compact localization operator. The Euler-Lagrange equations for the associated functional provide equations for the eigenfunctions of the smallest eigenvalue of these compact localization operators. As a by-product of our proofs we derive a generalization to mixed-norm spaces of an inequality for Wigner and Ambiguity functions due to Lieb.

1. Introduction

A cornerstone of Fourier analysis is the uncertainty principle about the time and frequency localization of a function. Loosely speaking it states that a function $f(x)$ and its Fourier transform $\hat{f}(\omega)$ cannot both be sharply localized. One of the first quantitative versions of the uncertainty principle to be put forward was the Heisenberg-Pauli-Weyl inequality:

$$\left( \int_{\mathbb{R}} (x-x_0)^2 |f(x)|^2 dx \right)^{1/2} \left( \int_{\mathbb{R}} (\omega-\omega_0)^2 |\hat{f}(\omega)|^2 d\omega \right)^{1/2} \geq \frac{\|f\|_{L^2(\mathbb{R})}^2}{4\pi},$$

for any $x_0, \omega_0 \in \mathbb{R}$. In what follows, we will set $x_0 = \omega_0 = 0$, as this can be easily achieved by a phase-space translation, which does not alter the results.

This inequality can be shown to be equivalent to [FoSi]:

$$\|xf\|_{L^2(\mathbb{R})}^2 + \|\hat{\omega}f\|_{L^2(\mathbb{R})}^2 \geq \frac{\|f\|_{L^2(\mathbb{R})}^2}{2\pi}.$$

The constant is sharp and we obtain an equality if and only if $f$ is a generalized Gaussian [Gr01].

Cowling and Price [CoPr] have generalized (1.2) by considering other norms and other weights. Here we wish to consider the following result [CoPr] [FoSi].

Theorem 1 (Cowling-Price). Suppose $p, q \in [1, \infty]$ and $a, b > 0$. There is a constant $K > 0$ such that:

$$\| |x|^a f\|_{L^p(\mathbb{R})} + \| |\omega|^b \hat{f}\|_{L^q(\mathbb{R})} \geq K \|f\|_{L^2(\mathbb{R})},$$

Date: June 28, 2022.
for all tempered distributions $f$ and $\hat{f}$, which are represented by locally integrable functions, if and only if:

\begin{equation}
    a > \frac{1}{2} - \frac{1}{p} \quad \text{and} \quad b > \frac{1}{2} - \frac{1}{q}.
\end{equation}

In the present work we intend to extend the Cowling-Price uncertainty principle in the following sense. We shall prove, in arbitrary dimension $d \geq 1$, that inequalities of the form

\begin{equation}
    \| |x|^a f\|_{L^p(\mathbb{R}^d)} + \| |\omega|^b \hat{f}\|_{L^q(\mathbb{R}^d)} \geq K \| f\|_{M^{*,s}_{\alpha,\beta}(\mathbb{R}^d)},
\end{equation}

hold for all $f \in M^{*,s}_{\alpha,\beta}(\mathbb{R}^d)$ and where the left-hand side may be infinite. Here $M^{*,s}_{\alpha,\beta}(\mathbb{R}^d)$ is a certain modulation space to be specified below. Moreover, we shall prove that there exist functions $f_0$ for which we obtain an equality and which are the solutions of certain nonlinear functional equations. This latter result is missing in Cowling and Price’s original work.

In addition, we shall also prove that, for certain weight functions $\psi, \phi$, we have an inequality of the form:

\begin{equation}
    \| \psi f\|^2_{L^2(\mathbb{R}^d)} + \| \phi \hat{f}\|^2_{L^2(\mathbb{R}^d)} \geq K \| f\|_{M^{*,0}_{\alpha,\beta}(\mathbb{R}^d)},
\end{equation}

where $M^{*,0}_{\alpha,\beta}(\mathbb{R}^d)$ is another modulation space.

Inequalities (1.5) can be regarded as generalizations of the Heisenberg-Pauli-Weyl inequality (1.2). Moreover, we shall show that we obtain an equality in (1.5) for functions $f_0$ which are eigenfunctions of a certain positive compact localization operator and that the optimal constant is related with its eigenvalues.

One ingredient of our treatment is the work of Galperin and Gröchenig [Ga, CG, Gr96], where Heisenberg-type inequalities are interpreted as embeddings of weighted Lebesgue spaces $L^p_w(\mathbb{R}^d)$ and weighted Fourier images of weighted $L^q_w(\mathbb{R}^d)$ spaces into modulation spaces $M^{*,s}_{\alpha,\beta}(\mathbb{R}^d)$.

We denote by $L^p_w(\mathbb{R}^d)$ the space of distributions $f$ in the Lebesgue space $L^p(\mathbb{R}^d)$ with finite norm $\| f\|_{L^p_w(\mathbb{R}^d)} = (\int_{\mathbb{R}^d} |f(x)|^p (1+|x|)^{ap} dx)^{1/p}$.

The space $F L^q_w(\mathbb{R}^d)$ consists of all tempered distributions $f \in S'(\mathbb{R}^d)$ such that $\hat{f}$ is in $L^q_w(\mathbb{R}^d)$ with finite norm $\| f\|_{F L^q_w(\mathbb{R}^d)} = \| \hat{f}\|_{L^q_w(\mathbb{R}^d)}$.

Modulation spaces were introduced by Feichtinger in 1983 [Fe81, Fe06, Fe83B]. Here we restrict the discussion to the following classes of modulation spaces: $M^{*,s}_{\alpha,\beta}(\mathbb{R}^d)$ and $M^{m}_{\alpha,\beta}(\mathbb{R}^d)$, to be defined below. Loosely speaking, modulation spaces allow one to encode the decay and integrability properties of a function on the phase-space.

There are various ways to measure the phase-space content of a function, e.g. Wigner transform, Rihaczek transform [Cq]. We use the matrix coefficients of the Schrödinger representation $\pi$ of the Heisenberg group $H(d)$, $\pi(x, \omega)g(t) = e^{2\pi i t \cdot \omega} g(t - x)$;

\begin{equation}
    V_g f(x, \omega) = (f, \pi(x, \omega)g)_{L^2} = \int_{\mathbb{R}^d} f(t) \overline{g(t-x)} e^{-2\pi i t \cdot \omega} dt,
\end{equation}

for $f, g$ in $L^2(\mathbb{R}^d)$. In signal analysis $V_g f$ is known as the short-time-Fourier transform. If $g \in S(\mathbb{R}^d)$, then the short-time Fourier transform extends to tempered distributions $f \in S'(\mathbb{R}^d)$. 
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For $\alpha, \beta \in \mathbb{R}$ and $r, s \in [1, 2]$ we define the modulation space $M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)$ as the space of all functions such that
\begin{equation}
\| f \|_{M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x, \omega)|^r (1 + |x|)^{ar} dx \right)^{s/r} (1 + |\omega|)^{\beta s} d\omega \right)^{1/s}
\end{equation}
is finite with respect to a fixed non-zero $g \in S(\mathbb{R}^d)$. Note that different choices of the non-zero window $g \in S(\mathbb{R}^d)$ lead to equivalent norms for $M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)$. If we want to emphasize the choice of window $g$, we may sometimes write $\| \cdot \|_{g, M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)}$.

We shall also consider the modulation spaces with norm
\begin{equation}
\| f \|_{M_{\alpha, \beta}^{m}(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |m(x, \omega)V_g f(x, \omega)|^2 dx d\omega \right)^{1/2},
\end{equation}
where $m(x, \omega)$ is an appropriate time-frequency weight (see e.g. [AF]).

We need the following particular case of the results in [Ga, GG]:

**Theorem 2** (Galperin-Gröchenig). Let $\alpha, \beta \geq 0$, $0 < r, s \leq 2$ and $1 \leq p, q \leq \infty$. Suppose that $r \leq p$ and $s \leq q$. If
\begin{equation}
(\alpha + \beta + \frac{1}{r} - \frac{1}{p}) \left( \frac{\alpha + \beta}{q} + \frac{1}{q} - \frac{1}{s} \right) > \\
\max \left\{ \left( \frac{1}{p} - \frac{1}{q} + \frac{2}{p} \right), \left( \frac{1}{q} - \frac{1}{s} + \frac{2}{q} \right) \right\} \times \max \left\{ \left( \frac{1}{p} - \frac{1}{q} + \frac{\beta}{p} \right), \left( \frac{1}{q} - \frac{1}{s} + \frac{\beta}{q} \right) \right\}
\end{equation}
with all factors positive, then $L_p^r(\mathbb{R}^d) \cap \mathcal{F}L_q^s(\mathbb{R}^d)$ is compactly embedded in $M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)$. Thus, there exists $C > 0$ such that:
\begin{equation}
\| f \|_{L_p^r(\mathbb{R}^d)} + \| \hat{f} \|_{L_q^s(\mathbb{R}^d)} \geq C \| f \|_{M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)}.
\end{equation}

As usual $p', q', \cdots$ denote the Hölder duals of $p, q, \cdots \in [1, \infty]$: $\frac{1}{p} + \frac{1}{p'} = 1$, etc. We also remark that the condition $r' \leq p, p' \leq r$ is equivalent to $\left| \frac{1}{p} - \frac{1}{2} \right| \leq \left| \frac{1}{r} - \frac{1}{2} \right|$.

We will resort to this theorem to prove (Theorem 11) that inequality \eqref{eq:1.5} holds if $1 < r, s \leq 2$; $\alpha, \beta \geq 0$; $0 < a, b \leq r'$, and $r \leq p \leq r'$; $s \leq q \leq r'$ and \eqref{eq:1.10} is valid.

That this extends the Cowling-Price uncertainty principle is now obvious. If we set $r = s = 2$, $\alpha = \beta = 0$, $d = 1$ in \eqref{eq:1.10} , we obtain \eqref{eq:1.4}. Likewise \eqref{eq:1.3} follows from \eqref{eq:1.7} and the fact that $M_{0,0}^{2,2}(\mathbb{R}) = L^2(\mathbb{R})$ [Gr01].

We shall prove the second inequality (eq. \eqref{eq:1.6}) in Theorem 12. For this, we shall require another compact embedding theorem due to Boggiatto and Toft [BoTo] (see also [PTTo]) for modulation spaces of the form $M_{\alpha, \beta}^{p,q}(\mathbb{R}^d)$ (to be defined below in eq. \eqref{eq:2.6})

**Theorem 3** (Boggiatto-Toft). Assume that $m_1, m_2 \in \mathcal{P}(\mathbb{R}^{2d})$, and that $p, q \in [1, \infty]$. Then the embedding
\begin{equation}
i : M_{m_1}^{p,q}(\mathbb{R}^d) \to M_{m_2}^{p,q}(\mathbb{R}^d)
\end{equation}
is compact if and only if $m_2/m_1 \in L_0^\infty(\mathbb{R}^{2d})$. 

Here $P(\mathbb{R}^{2d})$ is a class of weights which are polynomially moderate (see Definition 1) and $L_0^\infty(\mathbb{R}^{2d})$ is the set of all $f \in L^\infty(\mathbb{R}^{2d})$ such that
\begin{equation}
\lim_{R \to \infty} \left( \text{ess sup}_{|z| \geq R} |f(z)| \right) = 0.
\end{equation}
Let us remark that the compactness of such embeddings between modulation spaces also follows from Theorem 9.4 in [FeGr].

The strategy of the proofs consists of approaching this problem from the point of view of variational calculus. We will minimize the functional
\begin{equation}
f \mapsto \| |x|^a f \|_{L^p(\mathbb{R}^d)} + \| |\omega|^b \hat{f} \|_{L^q(\mathbb{R}^d)}
\end{equation}
on the constraint set:
\begin{equation}
\Omega = \{ f \in L_a^p(\mathbb{R}^d) \cap FL_b^q(\mathbb{R}^d) : \| f \|_{M_r^\alpha, \beta} = 1 \}.
\end{equation}
In a similar fashion, we will seek to minimize
\begin{equation}
f \mapsto \| |x|^a f \|_{L^p(\mathbb{R}^d)} + \| |\omega|^b \hat{f} \|_{L^q(\mathbb{R}^d)}
\end{equation}
for $f$ in an appropriate modulation space $M^2_m(\mathbb{R}^d)$ and such that $\| f \|_{M^2_m(\mathbb{R}^d)} = 1$, where $M^2_m(\mathbb{R}^d)$ is another modulation space, such that $M^2_m(\mathbb{R}^d) \subset M^2_{m_0}(\mathbb{R}^d)$ (see Corollary 3).

These variational problems will naturally lead to Euler-Lagrange equations (Theorem 13 and Theorem 15, Theorem 17). To prove the existence of minimizers, we start by showing that the functionals (1.14,1.16) are weakly lower semicontinuous (Lemma 2 and Lemma 4). Then we prove that certain subsets of the constraint sets are weakly sequentially compact (Proposition 3 and Proposition 4). This means that the functionals attain a minimum on these subsets. Finally, we show that they are in fact minima on the entire constraint sets (Theorems 11 and 12).

An essential tool in this last step is a generalization of an inequality for Wigner and radar ambiguity functions due to E. Lieb. In [L1] Lieb proved that
\begin{equation}
\| A(f,g) \|_{L^r(\mathbb{R}^2)} \geq C \| f \|_{L^p(\mathbb{R})} \| g \|_{L^{p'}(\mathbb{R})},
\end{equation}
where $1 \leq r < 2$; $r \leq p, p' \leq r'$, $C > 0$ is a constant and $A(f,g)(x,\omega)$ is the radar ambiguity function:
\begin{equation}
A(f,g)(x,\omega) = e^{-i\pi \omega \cdot x} V_g f(-x,\omega).
\end{equation}
In Theorem 6 and Corollary 1 we shall prove an extension of this inequality to arbitrary dimension $d \geq 1$ and mixed-norm spaces:
\begin{equation}
\| A(f,g) \|_{L^r_{\omega,x}(\mathbb{R}^{2d})} \geq C \| f \|_{L^u(\mathbb{R}^d)} \| g \|_{L^v(\mathbb{R}^d)}
\end{equation}
for appropriate values of $u, v, r, s$ and where
\begin{equation}
\| F \|_{L^r_{\omega,x}(\mathbb{R}^{2d})} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |F(x,\omega)|^r d\omega \right)^{\frac{s}{r}} dx \right)^{\frac{1}{s}}.
\end{equation}
We also determine the sharp constants and the functions which saturate (1.19).

\footnote{Each of these subsets is the intersection of a closed ball and the constraint set.}
Notation

We denote by $\mathcal{S}(\mathbb{R}^d)$ the space of Schwartz test functions and by $\mathcal{S}'(\mathbb{R}^d)$ its dual - the space of tempered distributions. The duality bracket is $\langle f, g \rangle$ for $g$ in some functional space $\mathcal{B}$ and $f$ in its dual $\mathcal{B}'$. The inner product in a Hilbert space $\mathcal{H}$ is $(\cdot, \cdot)_\mathcal{H}$, which is linear in the first argument. The Fourier transform of $f \in L^2(\mathbb{R}^d)$ is given by

\[(1.21) \quad \hat{f}(\omega) = \int_{\mathbb{R}^d} f(x) e^{-2\pi i x \cdot \omega} dx \]

where

\[(1.22) \quad x \cdot \omega = x_1 \omega_1 + \cdots + x_d \omega_d, \]

for all $x = (x_1, \cdots, x_d)$, $\omega = (\omega_1, \cdots, \omega_d) \in \mathbb{R}^d$. We shall also use the notation:

\[(1.23) \quad \langle x \rangle = 1 + |x|. \]

Notice that the notation $\langle x \rangle$ is more commonly used in the literature for the Japanese bracket $\langle x \rangle = (1 + |x|^2)^{1/2}$, which is equivalent to our weight (1.23). We shall nevertheless use the weight (1.23) as it will make our derivations simpler.

If there is a constant $C > 0$ such that $A(f) \leq CB(f)$ for all $f$ in some set, then we write $A(f) \lesssim B(f)$. If $A(f) \lesssim B(f)$ and $B(f) \lesssim A(f)$, then we write $A(f) \asymp B(f)$. If a sequence $(u_n)_n$ in some normed space $\mathcal{X}$ converges strongly to some $u \in \mathcal{X}$, then we write $u_n \rightarrow u$, and if it converges weakly, then we write $u_n \rightharpoonup u$.

We denote the compact embedding of a functional space $\mathcal{A}$ into $\mathcal{B}$ by $\mathcal{A} \subset\subset \mathcal{B}$.

2. Modulation spaces

Definition 1. A weight in $\mathbb{R}^d$ is a positive and continuous function $m \in L^\infty_{loc}(\mathbb{R}^d)$. Given two weights $m$ and $v$, $m$ is said to be $v$-moderate, if

\[(2.1) \quad m(x + y) \leq Cm(x)v(y), \quad \forall x, y \in \mathbb{R}^d, \]

for some $C > 0$. We denote by $\mathcal{P}(\mathbb{R}^d)$ the set of all weights $m$ which are $v$-moderate for some polynomial weight $v$.

Definition 2. Given a window $g \in \mathcal{S}(\mathbb{R}^d) \setminus \{0\}$, we define the short-time Fourier transform of $f \in \mathcal{S}(\mathbb{R}^d)$ by

\[(2.2) \quad V_g f(x, \omega) = (f, \pi(x, \omega)g)_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^d} f(t) g(t - x) e^{-2\pi it \cdot \omega} dt. \]

This extends to $f \in \mathcal{S}'(\mathbb{R}^d)$, if we use the duality bracket:

\[(2.3) \quad V_g f(x, \omega) = \langle f, \pi(x, \omega)g \rangle. \]

To study the time-frequency content of a function or tempered distribution, we shall consider the mixed norms:

\[(2.4) \quad ||F||_{L^{r,s}_{x,\omega}(\mathbb{R}^{2d})} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |F(x, \omega)|^r dx \right)^{\frac{s}{r}} d\omega \right)^{\frac{1}{s}}, \]
and
\begin{equation}
(2.5) \quad \|F\|_{L_{r,s}^{p}(\mathbb{R}^{2d})} = \left( \int_{\mathbb{R}^{d}} \left( \int_{\mathbb{R}^{d}} |F(x,\omega)|^{r} \, d\omega \right)^{\frac{s}{r}} \, dx \right)^{\frac{1}{s}},
\end{equation}
for $F \in S'((\mathbb{R}^{2d})$ and $1 \leq r, s < \infty$, with the obvious modification for $r$ or $s = \infty$.

Given a weight $m \in \mathcal{P}(\mathbb{R}^{2d})$, the modulation space $M_{m}^{r,s}(\mathbb{R}^{d})$ is defined as the set of all $f \in S'(\mathbb{R}^{d})$ such that
\begin{equation}
(2.6) \quad \|f\|_{M_{m}^{r,s}(\mathbb{R}^{d})} = \|mV_{g}f\|_{L_{r,s}^{p}(\mathbb{R}^{2d})} = \left( \int_{\mathbb{R}^{d}} \left( \int_{\mathbb{R}^{d}} |V_{g}f(x,\omega)m(x,\omega)|^{r} \, dx \right)^{\frac{s}{r}} \, d\omega \right)^{\frac{1}{s}} < \infty.
\end{equation}
We shall write $M_{m}^{r,s}$, when $r = s$ and $M_{m}^{r,s}$, when $m \equiv 1$.

If instead of the order of integration (2.4), we use the alternative order (2.5), we obtain the so-called Wiener amalgam spaces $W_{r,s}(\mathbb{R}^{d})$, which were introduced in [Fe83A]. The Fourier properties of these spaces for separable weights are explained in [Fe90].

Among the modulation spaces we find for instance $L^{2}(\mathbb{R}^{d})$, or the Sobolev spaces $H^{r}(\mathbb{R}^{d})$, the Feichtinger algebra $S_{0}(\mathbb{R}^{d}) = M_{1}^{1,1}(\mathbb{R}^{d})$ [Pe81], but also the spaces $M_{r,s}^{\alpha,\beta}(\mathbb{R}^{d})$ mentioned in the Introduction. Indeed, for $m(x,\omega) = \langle x \rangle^{\alpha} \langle \omega \rangle^{\beta}$, then $M_{m}^{r,s}(\mathbb{R}^{d}) = M_{\alpha,\beta}^{r,s}(\mathbb{R}^{d})$ as in (1.9). For the particular choice of weights $v_{s}(x,\omega) = (1 + |x|^{2} + |\omega|^{2})^{s/2}$, and $r = s = 2$ we obtain the so-called Shubin class spaces $(Q_{s}(\mathbb{R}^{d}), \| \cdot \|_{Q_{s}})$, but also the spaces $M_{m}^{r,s}(\mathbb{R}^{d})$ as in (1.9). Notice that these spaces are denoted by $M_{m}^{2}$ in [Gr01]. Special versions of the form $M_{m}^{2}$ are also given in [AF].

For future reference, we state the following Proposition (Proposition 11.3.1 in [Gr01]):

**Proposition 1.** Let $g \in S(\mathbb{R}^{d}) \setminus \{0\}$.

1. If $m(x,\omega) = m(x)$, then $M_{m}^{2} = L_{m}^{2}$.
2. If $m(x,\omega) = m(\omega)$, then $M_{m}^{2} = \mathcal{F}L_{m}^{2}$.

3. **Lieb’s Uncertainty Principle for Modulation Spaces**

The radar ambiguity function is given by:
\begin{equation}
(3.1) \quad A(f,g)(x,\omega) = \int_{\mathbb{R}^{d}} f \left( t - \frac{x}{2} \right) \overline{g} \left( t + \frac{x}{2} \right) e^{-2\pi i \omega \cdot t} \, dt.
\end{equation}

Let us remark that the ambiguity function and its Fourier transform - the Wigner transform - can be extended to $(S_{0}^{\prime}(\mathbb{R}^{d}), \| \cdot \|_{S_{0}^{\prime}})$, since it is evaluated by taking a tensor product, then an automorphism of phase space $\mathbb{R}^{2d}$ and then a partial Fourier transform. All these are well defined operators for the Feichtinger algebra $(S_{0}(\mathbb{R}^{d}), \| \cdot \|_{S_{0}})$, and extend, by duality, to $S_{0}^{\prime}(\mathbb{R}^{d})$ in a unique way (see [Fe90, FeHo04, Ho]).

It is straightforward to obtain the following properties.
\begin{equation}
(3.2) \quad A(f,g)(x,\omega) = A(\hat{f},\hat{g})(-\omega, x).
\end{equation}
From (3.1) it follows that

\begin{equation}
A(f, g)(x, \omega) = e^{-i\pi \omega \cdot x} V_g f(-x, \omega).
\end{equation}

Lieb proved (Theorem 1 in [L1]) the following theorem:

**Theorem 4 (Lieb).** Let $r > 2$. If $f \in L^p(\mathbb{R})$ and $g \in L^{p'}(\mathbb{R})$ for $r' \leq p, p' \leq r$, then:

\begin{equation}
||A(f, g)||_{L^r(\mathbb{R}^2)} \leq \left[ H(r, p) \right]^{1/r} ||f||_{L^p(\mathbb{R})} ||g||_{L^{p'}(\mathbb{R})},
\end{equation}

where $H(r, p) > 0$ is given by:

\begin{equation}
H(r, p) = \frac{pp'}{r^2} |r - 2|^{2-r} |r - p|^{-1+r/p} |r - p'|^{-1+r/p'},
\end{equation}

with the convention $0^0 \equiv 1$ when $r = p$ or $r = p'$.

This inequality is sometimes called Lieb’s uncertainty principle, as it implies a lower bound on the measure of the support of $A(f, g)$ [Gr01].

Lieb also proved a reverse inequality (Theorem 2 in [L1]).

**Theorem 5 (Lieb).** Assume that, for a.e. fixed $x \in \mathbb{R}$, the function $t \mapsto f(t - \frac{x}{2}) g(t + \frac{x}{2})$ is in $L^1(\mathbb{R})$ for almost every $x \in \mathbb{R}$. Let $1 \leq r < 2$ and assume that $0 < ||A(f, g)||_{L^r(\mathbb{R}^2)} < \infty$. Then $f, g \in L^u(\mathbb{R})$ for every $r \leq u \leq r'$. Moreover, for any $p$ with $r \leq p, p' \leq r'$, we have that:

\begin{equation}
||A(f, g)||_{L^r(\mathbb{R}^2)} \geq \left[ H(r, p) \right]^{1/r} ||f||_{L^p(\mathbb{R})} ||g||_{L^{p'}(\mathbb{R})}.
\end{equation}

**Remark 1.** The constant $H(r, p)$ can be expressed as:

\begin{equation}
H(r, p) = C_p \left( \frac{C_{p'} C_{p'}'}{C_p C_p'} \right)^{r/r'},
\end{equation}

where, for $0 < p \leq \infty$, $C_p$ is the Babenko-Beckner [Ba, Be] constant, which reads:

\begin{equation}
C_p = \sqrt{\frac{p^{1/p}}{|p'|^{1/p'}}},
\end{equation}

for $p \neq 1$ and $p \neq \infty$, and

\begin{equation}
C_1 = C_{\infty} = 1.
\end{equation}

**Remark 2.** The constants in (3.4,3.6) are sharp. Lieb also proved that one can obtain an equality in (3.4) for $p, p' > r'$ and in (3.6) for $1 < r < 2$ if and only if $f, g$ are certain matched Gaussians.

The purpose of this section is to generalize inequality (3.6) to arbitrary dimension $d > 1$ and for the mixed norms $|| \cdot ||_{L^r_{x, \omega}(\mathbb{R}^d)}$ and $|| \cdot ||_{L^{r'}_{x, \omega}(\mathbb{R}^d)}$ (cf. (2.4,2.5)).

**Remark 3.** A generalization of inequality (3.4) for modulation spaces was derived in [CoNi].

We shall prove the following generalization of the reverse Lieb inequality:
Theorem 6. Assume that \( t \mapsto \hat{f}(t + \frac{\omega}{2}) \hat{g}(t - \frac{\omega}{2}) \) is in \( L^1(\mathbb{R}^d) \) for a.e. \( \omega \in \mathbb{R}^d \). Notice that under these circumstances the definition of \( A(f,g) \) makes sense, in view of (3.2). Let \( 1 \leq r, s \leq 2 \) and assume that \( 0 < \|A(f,g)\|_{L^1_{\omega,\infty}(\mathbb{R}^d)} < \infty \). Then \( \hat{f}, \hat{g} \in L^1(\mathbb{R}^d) \) for every \( 0 < u \leq r' \). Moreover, for every pair \( u, v \) such that \( 0 < u, v \leq r' \) and
\[
\frac{1}{u} + \frac{1}{v} = \frac{1}{s} + \frac{1}{r'},
\]
we have:
\[
\|A(f,g)\|_{L^1_{\omega,\infty}(\mathbb{R}^d)} \geq B(r, s, u, v) \|\hat{f}\|_{L^s(\mathbb{R}^d)} \|\hat{g}\|_{L^r(\mathbb{R}^d)},
\]
where
\[
B(r, s, u, v) = C_{r'}^d \left( \frac{C_{u/r'} C_{v/r'}}{C_{s/r'}} \right)^{d/r'}.
\]
The constant in (3.11) is sharp and for \( 1 < r < 2, 0 < u, v < r' \), we have an equality if and only \( \hat{f}, \hat{g} \) are Gaussians of the form:
\[
\hat{f}(\omega) = \exp \left[ -\omega \cdot (|m'|A + iB) \omega + c \cdot \omega + \gamma \right]
\]
\[
\hat{g}(\omega) = \exp \left[ -\omega \cdot (|m'|A - iB) \omega + \bar{c} \cdot \omega + \bar{\gamma} \right]
\]
where \( A \) is a real, symmetric, positive-definite \( d \times d \) matrix, \( B \) is a real, symmetric \( d \times d \) matrix, \( c, \bar{c} \in \mathbb{C}^d, \gamma, \bar{\gamma} \in \mathbb{C} \), and:
\[
m' = \frac{u(r - 1)}{ur - u - r}, \quad n' = \frac{v(r - 1)}{vr - v - r}.
\]
Here \( m' \) and \( n' \) are the Hölder duals of \( m = \frac{u}{r} \) and \( n = \frac{v}{r} \), respectively.

From this theorem and its proof we obtain the following two corollaries:

Corollary 1. Assume that \( t \mapsto f(t - \frac{\omega}{2}) g(t + \frac{\omega}{2}) \) is in \( L^1(\mathbb{R}^d) \) for a.e. \( x \in \mathbb{R}^d \). Let \( 1 \leq r, s \leq 2 \) and assume that \( 0 < \|A(f,g)\|_{L^1_{\omega,\infty}(\mathbb{R}^d)} < \infty \). Then \( f, g \in L^1(\mathbb{R}^d) \) for every \( 0 < u \leq r' \). Moreover, for every pair \( u, v \) such that \( 0 < u, v \leq r' \) and (3.10) holds, we have:
\[
\|A(f,g)\|_{L^1_{\omega,\infty}(\mathbb{R}^d)} \geq B(r, s, u, v) \|f\|_{L^s(\mathbb{R}^d)} \|g\|_{L^r(\mathbb{R}^d)},
\]
where
\[
B(r, s, u, v) = C_{r'}^d \left( \frac{C_{u/r'} C_{v/r'}}{C_{s/r'}} \right)^{d/r'}.
\]
The constant in (3.13) is sharp and for \( 1 < s < 2 \) and \( 0 < u, v < r' \), we have an equality if and only \( f, g \) are matched Gaussians of the form (3.13) with \( \hat{f}, \hat{g} \) replaced by \( f, g \), respectively and \( \omega \) replaced by \( x \).

The proof of this corollary follows exactly the same steps of the proof of Theorem 6 (see section 3.2).

Corollary 2. Let \( 1 \leq r, s \leq 2; 1 < p, q < \infty \) and \( g \in S(\mathbb{R}^d) \setminus \{0\} \). Assume that \( f \) is such that \( 0 < \|f\|_{g,M^{r,s}_p(\mathbb{R}^d)} < \infty \) and \( \|f\|_{L^p(\mathbb{R}^d)} < \infty \), \( \|\hat{f}\|_{L^q(\mathbb{R}^d)} < \infty \), \( \|\hat{g}\|_{L^q(\mathbb{R}^d)} < \infty \), and
\( \infty \). Then \( f, \hat{f} \in L^u(\mathbb{R}^d) \) for every \( 0 < u \leq \rho' \). Moreover, for every \( 0 < v \leq \rho' \), such that (3.14) holds, we have:

\[
(3.17) \quad \|f\|_{L^u(\mathbb{R}^d)} \leq \frac{\|f\|_{g, M^{r,s}(\mathbb{R}^d)}}{B(r, s, u, v)} \|\hat{g}\|_{L^v(\mathbb{R}^d)}
\]

and

\[
(3.18) \quad \|f\|_{L^u(\mathbb{R}^d)} \leq \frac{\|f\|_{g, M^{r,s}(\mathbb{R}^d)}}{B(r, s, u, v)} \|g\|_{L^v(\mathbb{R}^d)}
\]

where \( B(r, s, u, v) \) is given by (3.12).

**Proof.** By assumption, we have \( \hat{f} \in L^q(\mathbb{R}^d) \) and \( \hat{g} \in L^{q'}(\mathbb{R}^d) \). It follows by Hölder’s inequality that the function \( t \mapsto \hat{f}(t + \frac{\omega}{2}) \hat{g}(t - \frac{\omega}{2}) \) is in \( L^1(\mathbb{R}^d) \) for a.e. \( \omega \in \mathbb{R}^d \). Also, from (3.2) we have

\[
\infty > \|f\|_{g, M^{r,s}(\mathbb{R}^d)} = (\int_{\mathbb{R}^d} (\int_{\mathbb{R}^d} |V_g f(x, \omega)|^r dx)^{s/r} d\omega)^{1/s} =
\]

\[
= \|V_g f\|_{L^{r,s}(\mathbb{R}^d)} = \|A(f, g)\|_{L^{r,s}(\mathbb{R}^d)}
\]

By Theorem 4 we obtain (3.17). Eq. (3.18) is an immediate consequence of Corollary 1 and the fact that (cf. (3.2)):

\[
(3.20) \quad \|A(f, g)\|_{L^{r,s}(\mathbb{R}^d)} = \|A(\hat{f}, \hat{g})\|_{L^{r,s}(\mathbb{R}^d)}.
\]

To prove Theorem 6 we shall need to recapitulate some classical theorems in harmonic analysis.

### 3.1. Some results in harmonic analysis.

The first result is the Hausdorff-Young inequality:

**Theorem 7** (Hausdorff-Young). Let \( r \in [1, 2] \). If \( f \in L^r(\mathbb{R}^d) \), then \( \hat{f} \in L^{r'}(\mathbb{R}^d) \), and:

\[
(3.21) \quad \|\hat{f}\|_{L^{r'}(\mathbb{R}^d)} \leq C_r^d \|f\|_{L^r(\mathbb{R}^d)},
\]

where \( C_r \) is the Babenko-Beckner constant (3.5, 3.6). There is obviously a converse result. Suppose that \( \hat{f} \) exists and \( \hat{f} \in L^{r'}(\mathbb{R}^d) \). Since \( (\hat{f})_x(x) = f(-x) \) then \( f \in L^{r'}(\mathbb{R}^d) \) and

\[
(3.22) \quad \|f\|_{L^{r'}(\mathbb{R}^d)} \leq C_{r'}^d \|\hat{f}\|_{L^{r'}(\mathbb{R}^d)}.
\]

Equality is achieved in (3.21) and in (3.22) when \( 1 < r < 2 \) if and only if \( f \) is a Gaussian of the form

\[
(3.23) \quad f(x) = \gamma \exp(-x \cdot Ax + c \cdot \cdot x),
\]

with \( \gamma \in \mathbb{C} \), \( A \) is any real, symmetric, positive-definite \( d \times d \) matrix and \( c \in \mathbb{C}^d \). For \( r = 1 \) we can obtain an equality for many different functions. For \( r = r' = 2 \) an equality holds for all functions (Plancherel’s Theorem).
Theorem 9 in Bar. was derived by Brascamp and Lieb [BrL]. A simple proof can be found.

The second inequality is due to Young. It applies to the convolution of two functions:

\[(\ast) (f \ast g)(x) = \int_{\mathbb{R}^d} f(x-y)g(y)dy.\]

**Theorem 8 (Young).** Let \(1 \leq m, n, r \leq \infty\) with \(\frac{1}{m} + \frac{1}{n} = 1 + \frac{1}{r}\). If \(f \in L^m(\mathbb{R}^d)\) and \(g \in L^n(\mathbb{R}^d)\), then \(f \ast g \in L^r(\mathbb{R}^d)\) and

\[\|f \ast g\|_{L^r(\mathbb{R}^d)} \leq \left(\frac{C_mC_n}{C_r}\right)^d \|f\|_{L^m(\mathbb{R}^d)} \|g\|_{L^n(\mathbb{R}^d)}.\]

Equality holds in (3.25) if and only if

\[f(x) = \gamma \exp[-m'(x-\xi) \cdot A(x-\xi)] \text{ and } g(x) = \tilde{\gamma} \exp[-n'(x-\tilde{\xi}) \cdot A(x-\tilde{\xi})],\]

where \(\gamma, \tilde{\gamma} \in \mathbb{C}\), \(\xi, \tilde{\xi}, k \in \mathbb{R}^d\) and \(A\) is any real, symmetric, positive-definite \(d \times d\) matrix.

The sharp constant in Young’s inequality was obtained independently by Beckner [Be] and by Brascamp and Lieb [BrL].

The reverse inequality was first obtained by Leindler [Le]. Its sharp version was derived by Brascamp and Lieb [BrL]. A simple proof can be found in [Bar].

**Theorem 9 (Leindler).** Let \(f\) and \(g\) be non-negative, real-valued functions on \(\mathbb{R}^d\) that are not identically zero and assume that \(f \ast g \in L^r(\mathbb{R}^d)\) for \(0 < r \leq 1\). Let \(0 < m, n \leq 1\) be such that \(\frac{1}{m} + \frac{1}{n} = 1 + \frac{1}{r}\). Then \(f \in L^m(\mathbb{R}^d)\) and \(g \in L^n(\mathbb{R}^d)\), and we have:

\[\|f \ast g\|_{L^r(\mathbb{R}^d)} \geq \left(\frac{C_mC_n}{C_r}\right)^d \|f\|_{L^m(\mathbb{R}^d)} \|g\|_{L^n(\mathbb{R}^d)}.\]

Equality holds in (3.27) when \(0 < m, n < 1\), if and only if

\[f(x) = \gamma \exp[-m'(x-\xi) \cdot A(x-\xi)] \text{ and } g(x) = \tilde{\gamma} \exp[-n'(x-\tilde{\xi}) \cdot A(x-\tilde{\xi})],\]

where \(\gamma, \tilde{\gamma} \in \mathbb{R}^+, \xi, \tilde{\xi} \in \mathbb{R}^d\) and \(A\) is any real, symmetric, positive-definite \(d \times d\) matrix.

Finally, we shall also use the following extension of Cauchy’s functional equation to quadratics:

**Theorem 10 (Lieb).** Let \(\xi, \eta\) be complex-valued, Lebesgue measurable functions on \(\mathbb{R}^d\) that satisfy \(|\xi(t)| = |\eta(t)| = 1\), for a.e. \(t \in \mathbb{R}^d\). Suppose there exist functions \(\mu : \mathbb{R}^d \to \mathbb{R}^d\) and \(\nu : \mathbb{R}^d \to \mathbb{R}\) (which are not a priori measurable) such that for a.e. \(\omega \in \mathbb{R}^d\) the following holds for a.e. \(t \in \mathbb{R}^d:\)

\[\xi\left(t + \frac{\omega}{2}\right) \eta\left(t - \frac{\omega}{2}\right) = \exp[i\mu(\omega) \cdot t + i\nu(\omega)].\]
Then there exist a real, symmetric $d \times d$ matrix $A$, $\xi, \eta \in \mathbb{R}^d$ and $\gamma, \delta \in \mathbb{R}$ such that:

$$
\xi(t) = \exp \left( it \cdot At + i\xi \cdot t + i\gamma \right)
$$

(3.30)

$$
\eta(t) = \exp \left( -it \cdot At + i\eta \cdot t + i\delta \right)
$$

Conversely, if $\xi, \eta$ are of the form (3.30), then (3.24) holds.

The proof of this theorem is basically the same as that of Lemma 4 in [L1] with the obvious adaptations to $d > 1$.

3.2. Proof of Theorem 6. We are now in a position to prove Theorem 6. The proof follows essentially the same steps as in the proof of Theorem 2 of [L1].

Since by assumption, for a.e. fixed $\omega \in \mathbb{R}^d$, the function $t \mapsto \hat{f} \left( t + \frac{\omega}{2} \right) \hat{g} \left( t - \frac{\omega}{2} \right)$ is in $L^1(\mathbb{R}^d)$, then by (3.13.2) we conclude that $A(f, g)$ is the Fourier transform of this $L^1$ function. We can thus use (3.22) in Theorem 7 (with $p = 1$) to obtain:

$$
\int_{\mathbb{R}^d} |A(f, g)(x, \omega)|^r \, dx \geq C_{dr}^d \left( \int_{\mathbb{R}^d} |\hat{f} \left( t + \frac{\omega}{2} \right) \hat{g} \left( t - \frac{\omega}{2} \right)|^{r'} \, dt \right)^{\frac{r}{r'}}
$$

(3.31)

for a.e. $x \in \mathbb{R}^d$. Notice that the left-hand side of (3.31) is finite for a.e. $x \in \mathbb{R}^d$, since by assumption $A(f, g) \in L_{r,s}^\infty(\mathbb{R}^{2d})$. The integral on the right-hand side can be written as:

$$
J(\omega) = \int_{\mathbb{R}^d} |\hat{f} \left( t + \frac{\omega}{2} \right)|^{r'} \, |\hat{g} \left( t - \frac{\omega}{2} \right)|^{r'} \, dt = \left( |\hat{f}|^{r'} \ast |\hat{g}|^{r'} \right)(-\omega),
$$

(3.32)

where $\hat{f}^{r'}(\xi) = \hat{f}(-\xi)$.

It follows from (3.31,3.32):

$$
||A(f, g)||_{L_{r,s}^\infty(\mathbb{R}^{2d})} \geq C_{dr}^d \left( \int_{\mathbb{R}^d} |J(\omega)|^\frac{r}{r'} \, d\omega \right)^{\frac{1}{r'}} = C_{dr}^d \||f||_{L_{r'}^r(\mathbb{R}^d)}||g||_{L_{r'}^r(\mathbb{R}^d)}
$$

(3.33)

From the Leindler inequality, we thus get:

$$
||A(f, g)||_{L_{r,s}^\infty(\mathbb{R}^{2d})} \geq C_{dr}^d \left( \frac{C_{m}C_{n}}{C_{m}C_{n}} \right)^{\frac{1}{r'}} \||f||_{L_{r'}^r(\mathbb{R}^d)}||g||_{L_{r'}^r(\mathbb{R}^d)} = C_{dr}^d \left( \frac{C_{m}C_{n}}{C_{m}C_{n}} \right)^{\frac{1}{r'}} ||f||_{L_{mr'}^{r'}(\mathbb{R}^d)}||g||_{L_{nr'}^{r'}(\mathbb{R}^d)}
$$

(3.34)

where $0 < m, n \leq 1$ with

$$
\frac{1}{m} + \frac{1}{n} = 1 + \frac{r'}{s}.
$$

(3.35)

We thus recover (3.11) with $0 < u = mr' \leq r'$, $0 < v = nr' \leq r'$ and $\frac{1}{u} + \frac{1}{v} = \frac{1}{r'} + \frac{1}{s}$. Notice that if $r = s$, then $u, v$ are conjugate to each other, as in Lieb’s inequality (3.6).
From Theorem 7, we have an equality in (3.31) for $1 < r < 2$, if and only if (cf. 3.23):

$$\hat{f}(t + \frac{\omega}{2}) \overline{\hat{g}(t - \frac{\omega}{2})} = \lambda(\omega) \exp[-t \cdot C(\omega)t + c(\omega) \cdot t]$$

for a.e. $\omega \in \mathbb{R}^d$, and where $\lambda(\omega) \in \mathbb{C}$, $C(\omega)$ is any real, symmetric, positive-definite $d \times d$ matrix and $c(\omega)$ is any vector in $\mathbb{C}^d$.

On the other hand, we have an equality in (3.34) for $0 < u, v < r'$ (or equivalently, for $0 < n, m < 1$) if and only if

$$|\hat{f}(\omega)| = \exp[-|m'|(|\omega - \zeta| \cdot A(\omega - \zeta) + \delta)]$$

$$|\hat{g}(\omega)| = \exp[-|n'|(|\omega - \chi| \cdot A(\omega - \chi) + \tilde{\delta}))$$

where $A$ is a real, symmetric positive-definite matrix, $\zeta, \chi \in \mathbb{R}^d$, $\delta, \tilde{\delta} \in \mathbb{R}$, and:

$$m' = \frac{m}{m-1} = \frac{u}{u-r} = \frac{u(r-1)}{u(r-1)-r}$$

$$n' = \frac{n}{n-1} = \frac{v}{v-r} = \frac{v(r-1)}{v(r-1)-r}$$

Since these functions never vanish, we may safely define

$$\xi(\omega) = \frac{\hat{f}(\omega)}{|\hat{f}(\omega)|}, \quad \eta(\omega) = \frac{\hat{g}(\omega)}{|\hat{g}(\omega)|}.$$ 

By a simple inspection, we conclude that $\xi$ and $\eta$ satisfy all the conditions stated in Theorem 10 for $\mu(\omega) = \text{Im}(c(\omega))$ and $\nu(\omega) = -i \text{ln}(\lambda(\omega)/|\lambda(\omega)|)$. We conclude that:

$$\xi(\omega) = \exp(-i \omega \cdot B \omega + ig \cdot \omega + i\rho)$$

$$\eta(\omega) = \exp(i \omega \cdot B \omega + ih \cdot \omega + i\tilde{\rho})$$

where $B$ is any real, symmetric $d \times d$ matrix, $g, h \in \mathbb{R}^d$ and $\rho, \tilde{\rho} \in \mathbb{R}$. From $\hat{\xi}(\omega) = \xi(\omega)|\hat{f}(\omega)|$ and $\hat{\eta}(\omega) = \eta(\omega)|\hat{g}(\omega)|$, and (3.37, 3.40) we recover (3.13), which concludes the proof.

4. Cowling-Price type uncertainty principle

In the sequel we shall consider functionals of the form:

$$\mathcal{S}^{p,q}_{a,b}[f] = ||x|^a f||_{L^p(\mathbb{R}^d)} + ||\omega|^b \hat{f}||_{L^q(\mathbb{R}^d)}$$

**Proposition 2.** Let $1 \leq p, q \leq \infty$ and $a, b \geq 0$. The functional $\mathcal{S}^{p,q}_{a,b}$ is continuous and convex in $L^p_a(\mathbb{R}^d) \cap L^q_b(\mathbb{R}^d)$.

**Proof.** Convexity is obvious. The rest is an immediate consequence of the fact that the functional is just the natural norm (in the spirit of H. Triebel [TY83]) of the function space $L^p_a(\mathbb{R}^d) \cap L^q_b(\mathbb{R}^d)$, and is therefore continuous.

Before we continue let us make the following observation:

**Lemma 1.** Let $1 < p, q < \infty$ and $a, b \geq 0$. The space $L^p_a(\mathbb{R}^d) \cap L^q_b(\mathbb{R}^d)$ is reflexive.
Proof. Since $L^p_b(\mathbb{R}^d)$ and $\mathcal{F}L^q_b(\mathbb{R}^d)$ are reflexive, so is $\mathcal{G} \equiv L^p_b(\mathbb{R}^d) \times \mathcal{F}L^q_b(\mathbb{R}^d)$, when we use the usual product norm $\|(x, y)\|_{X \times Y} = \|x\|_X + \|y\|_Y$ for the product of normed vector spaces $X \times Y$ and dual bracket $\langle x^*, y^* \rangle_{X \times Y} = \langle x^*, x \rangle_X + \langle y^*, y \rangle_Y$, for $(x^*, y^*) \in X' \times Y'$, $(x, y) \in X \times Y$. Then the set

$\mathcal{K} \equiv \{(f, g) \in \mathcal{G} : f = g\}$

is a closed subspace of $\mathcal{G}$ with respect to the previous product topology. Therefore, $\mathcal{K}$ is reflexive. Since $L^p_b(\mathbb{R}^d) \cap \mathcal{F}L^q_b(\mathbb{R}^d)$ is isomorphic to $\mathcal{K}$, it is also reflexive.

Notice that this also follows from an old result concerning dual spaces of Banach spaces (when both are embedded continuously into $\mathcal{S}'(\mathbb{R}^d)$) [LiRo].

To avoid a proliferation of indices, we shall use in the sequel the notation

\[(4.2) \quad \mathcal{B}_1(\mathbb{R}^d) = L^p_b(\mathbb{R}^d) \cap \mathcal{F}L^q_b(\mathbb{R}^d), \quad \mathcal{B}_2(\mathbb{R}^d) = M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)\]

with indices $a, b, p, q, r, s, \alpha, \beta$ to be specified. Moreover, we shall assume a fixed window $g \in \mathcal{S}(\mathbb{R}^d) \setminus \{0\}$ for the norm of the modulation space $M_{\alpha, \beta}^{r,s}(\mathbb{R}^d)$.

We denote by $\overline{B_1}(R)$ the closed ball of radius $R > 0$ in $\mathcal{B}_1(\mathbb{R}^d)$:

\[(4.3) \quad \overline{B_1}(R) = \left\{ f \in \mathcal{B}_1(\mathbb{R}^d) : \|f\|_{\mathcal{B}_1(\mathbb{R}^d)} \leq R \right\} .\]

**Proposition 3.** Let $0 < r, s \leq 2, \alpha, \beta, a, b \geq 0$ and $1 < p, q < \infty$. Suppose that $r \leq p$ and $s \leq q$, and that inequality (1.10) holds with all factors non-negative. If, for $R > 0$, the set

\[(4.4) \quad \mathcal{U}(R) = \left\{ f \in \overline{B_1}(R) : \|f\|_{\mathcal{B}_2(\mathbb{R}^d)} = 1 \right\} \]

is nonempty, then it is a weakly sequentially compact subset of $\mathcal{B}_1(\mathbb{R}^d)$.

**Proof.** Suppose that $\mathcal{U}(R)$ is nonempty. Let $(f_n)_n$ be an arbitrary sequence in $\mathcal{U}(R)$. Since $\mathcal{B}_1(\mathbb{R}^d)$ is reflexive (Lemma 1), we conclude that $(f_n)_n$ has a weakly convergent subsequence, say $(g_k)_k$ with $g_k \rightharpoonup g$ for some $g \in \mathcal{B}_1(\mathbb{R}^d)$. Since $\overline{B_1}(R)$ is convex and closed, we have by Mazur’s Theorem that $g \in \overline{B_1}(R)$. It remains to prove that $\|g\|_{\mathcal{B}_2(\mathbb{R}^d)} = 1$. As $\mathcal{B}_1(\mathbb{R}^d)$ is compactly embedded in $\mathcal{B}_2(\mathbb{R}^d)$ (see Theorem 2), the sequence $(g_k)_k$ has a subsequence $(h_l)_l$ converging strongly in $\mathcal{B}_2(\mathbb{R}^d)$ to some $h \in \mathcal{B}_2(\mathbb{R}^d)$. By the continuity of the norm, we have: $\|h\|_{\mathcal{B}_2(\mathbb{R}^d)} = \lim_{l \to \infty} \|h_l\|_{\mathcal{B}_2(\mathbb{R}^d)} = 1$. We conclude the proof by showing that $h = g$ a.e.. Since $(h_l)_l$ is a subsequence of $(g_k)_k$, we have for all $u \in \mathcal{B}_2'(\mathbb{R}^d)$:

\[(4.5) \quad \lim_{l \to \infty} \langle u, g - h_l \rangle_2 = \langle u, g \rangle_2 - \lim_{l \to \infty} \langle u, h_l \rangle_2 = (u, g)_1 - \lim_{l \to \infty} \langle u, h_l \rangle_1 = (u, g)_1 = (u, g)_1 - \langle u, g \rangle_1 = 0, \]

where $\langle \cdot, \cdot \rangle_1, \langle \cdot, \cdot \rangle_2$ denote the duality brackets in $\mathcal{B}_1(\mathbb{R}^d), \mathcal{B}_2(\mathbb{R}^d)$, respectively, and where we used the fact that $u \in \mathcal{B}_2'(\mathbb{R}^d) \subset \mathcal{B}_1'(\mathbb{R}^d)$ and $g, h_l \in \mathcal{B}_1(\mathbb{R}^d) \subset \mathcal{B}_2(\mathbb{R}^d)$.

On the other hand, since $(h_l)_l$ converges to $h$ strongly in $\mathcal{B}_2(\mathbb{R}^d)$, it also converges weakly, and thus:

\[(4.6) \quad \lim_{l \to \infty} \langle u, h_l \rangle_2 = \langle u, h \rangle_2.\]
From (4.5-4.6), we conclude that
\begin{equation}
\langle u, g - h \rangle_2 = 0,
\end{equation}
for all \( u \in B_2'(\mathbb{R}^d) \), and hence \( g = h \) a.e. \( \square \)

**Lemma 2.** Assume the same conditions as in the previous Proposition. If \( \mathcal{U}(R) \) is nonempty, then the functional \( \mathfrak{F}_{a,b}^{p,q} \) is weakly lower semicontinuous in \( \mathcal{U}(R) \).

*Proof.* The closed ball \( \overline{B}_1(R) \) is a convex and closed subset of \( B_1(\mathbb{R}^d) \). Since \( \mathfrak{F}_{a,b}^{p,q} \) is convex and continuous, it is weakly lower semicontinuous on \( \overline{B}_1(R) \).

On the other hand, \( \mathcal{U}(R) \) is a weakly sequentially compact subset of \( B_1(\mathbb{R}^d) \). Then the restriction of \( \mathfrak{F}_{a,b}^{p,q} \) to \( \mathcal{U}(R) \) is also weakly lower semicontinuous. \( \square \)

**Theorem 11.** Let \( 1 < r, s \leq 2, \alpha, \beta \geq 0, 0 < a, b \leq r' \) and \( r \leq p \leq r' \), \( s \leq q \leq r' \). If, in addition, inequality (1.10) holds, with all factors nonnegative, then the functional
\begin{equation}
\mathfrak{F}_{a,b}^{p,q}[f] = \| |x|^a f\|_{L^p(\mathbb{R}^d)} + \| \omega^b \hat{f} \|_{L^q(\mathbb{R}^d)}
\end{equation}
attains a minimum in
\begin{equation}
\Omega = \left\{ f \in L^p_a(\mathbb{R}^d) \cap F_{b}^{q}(\mathbb{R}^d) : \|f\|_{M_{a,b}^{p,q}(\mathbb{R}^d)} = 1 \right\}.
\end{equation}

*Proof.* Let \( C_G > 0 \) denote the sharp constant in the Galperin-Gröchenig inequality:
\begin{equation}
C_G = \inf_{f \in B_1(\mathbb{R}^d) \setminus \{0\}} \frac{\|f\|_{B_1(\mathbb{R}^d)}}{\|f\|_{B_2(\mathbb{R}^d)}},
\end{equation}
where the infimum is taken over all \( f \in B_1(\mathbb{R}^d) \setminus \{0\} \). Consequently, there exists \( f_1 \in \Omega \) such that
\begin{equation}
C_G < \|f_1\|_{B_1(\mathbb{R}^d)} < 2C_G.
\end{equation}

Let
\begin{equation}
M = \max \left\{ \frac{ap - 1}{p}, \frac{bq - 1}{q}, 0 \right\},
\end{equation}
and
\begin{equation}
R_G = 2^M \left( \frac{1}{B(r, s, q, u)\|g\|_{L^q(\mathbb{R}^d)}} + \frac{1}{B(r, s, p, v)\|g\|_{L^p(\mathbb{R}^d)}} + 2C_G \right),
\end{equation}
where \( 0 < u, v \leq r' \) are such that:
\begin{equation}
\frac{1}{q} + \frac{1}{u} = \frac{1}{r'} + \frac{1}{s}, \quad \frac{1}{p} + \frac{1}{v} = \frac{1}{r'} + \frac{1}{s}.
\end{equation}

From (4.11), we conclude that \( f_1 \in \overline{B}_1(R_G) \), and hence \( \mathcal{U}(R_G) \), as defined in (4.4) is nonempty. By Proposition 3 it is weakly sequentially compact and \( \mathfrak{F}_{a,b}^{p,q} \) is weakly lower semicontinuous therein. Consequently, there exists a minimizer \( f_0 \) of \( \mathfrak{F}_{a,b}^{p,q} \) in \( \mathcal{U}(R_G) \). It remains to prove that \( f_0 \) is a minimizer everywhere in \( \Omega \).
Suppose that \( ap \geq 1 \). We then have from the inequality \(|x + y|^t \leq 2^{t-1}(|x|^t + |y|^t)\) for \( t \geq 1 \):

\[
\|f\|_{L^p_q(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} (1 + |x|)^{ap} |f(x)|^p dx \right)^{1/p} 
\leq 2^{(ap-1)/p} \left( \|f\|_{L^p_q(\mathbb{R}^d)}^p + \| |x|^a f\|_{L^p_q(\mathbb{R}^d)}^p \right)^{1/p} \leq 2^M \left( \|f\|_{L^p_q(\mathbb{R}^d)} + \| |x|^a f\|_{L^p_q(\mathbb{R}^d)} \right)
\]

Alternatively, if \( ap < 1 \), then we obtain again:

\[
\|f\|_{L^p_q(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} (1 + |x|)^{ap} |f(x)|^p dx \right)^{1/p} 
\leq \left( \|f\|_{L^p_q(\mathbb{R}^d)}^p + \| |x|^a f\|_{L^p_q(\mathbb{R}^d)}^p \right)^{1/p} \leq 2^M \left( \|f\|_{L^p_q(\mathbb{R}^d)} + \| |x|^a f\|_{L^p_q(\mathbb{R}^d)} \right)
\]

In the same fashion, we have:

\[
\|\hat{f}\|_{L^p_q(\mathbb{R}^d)} \leq 2^M \left( \|\hat{f}\|_{L^p_q(\mathbb{R}^d)} + \| \omega \|_{L^p_q(\mathbb{R}^d)} \right)
\]

Altogether, we conclude that:

\[
\|f\|_{B_1(\mathbb{R}^d)} = \|f\|_{L^p_q(\mathbb{R}^d)} + \|\hat{f}\|_{L^p_q(\mathbb{R}^d)} 
\leq 2^M \left( \|f\|_{L^p_q(\mathbb{R}^d)} + \|\hat{f}\|_{L^p_q(\mathbb{R}^d)} + \hat{\mathcal{F}}_{a,b}^p [f] \right)
\]

If \( f \) is such that \( \|f\|_{B_1(\mathbb{R}^d)} > R_G \), then:

\[
\|f\|_{L^p_q(\mathbb{R}^d)} + \|\hat{f}\|_{L^p_q(\mathbb{R}^d)} + \hat{\mathcal{F}}_{a,b}^p [f] \geq 2^{-M} \|f\|_{B_1(\mathbb{R}^d)} 
> \mathcal{B}(r,s,q,a) \|g\|_{L^p_q(\mathbb{R}^d)} + \mathcal{B}(r,s,p,v) \|g\|_{L^p_q(\mathbb{R}^d)} + 2C_G
\]

But, in view of the trivial inequality \( \|f\|_{g,M^{r,s,a}(\mathbb{R}^d)} \geq \|f\|_{g,M^{r,s,a}(\mathbb{R}^d)}\) for all \( \alpha, \beta \geq 0 \) and of Corollary \( \Box \) this entails:

\[
\hat{\mathcal{F}}_{a,b}^p [f] > 2C_G > \|f_1\|_{B_1(\mathbb{R}^d)} \geq \hat{\mathcal{F}}_{a,b}^p [f_1] \geq \hat{\mathcal{F}}_{a,b}^p [f_0]
\]

which concludes the proof. \( \square \)

5. An uncertainty principle in the Hilbert case

In this section, we deal with the more specific case where \( r = s = p = q = 2 \). All the functional spaces involved become Hilbert spaces. The advantage is that we can slightly generalize our construction and consider weights other than the powers \( |x|^a \) and \( |\omega|^p \). Moreover, as we shall see later, the minimizers are given by the eigenvalue equation of the inverse of a certain compact localization operator.

Let us start with the following definition.

**Definition 3.** Given some weight \( m_0 \in \mathcal{P}(\mathbb{R}^{2d}) \), we call a pair of continuous functions \( \psi, \phi \in L^\infty_{loc}(\mathbb{R}^d) \) \( m_0 \)-admissible weights if

\[
m(x, \omega) = \sqrt{|m_0(x, \omega)|^2 + |\psi(x)|^2 + |\phi(\omega)|^2}
\]

satisfies \( m \in \mathcal{P}(\mathbb{R}^{2d}) \) and \( \frac{m_0}{m} \in L^\infty_0(\mathbb{R}^{2d}) \).
Let us remark that the conditions of the previous definition imply that $|\psi(x)| \to \infty$ and $|\phi(x)| \to \infty$ at a polynomial rate as $|x| \to \infty$.

A simple consequence of this definition and of the compactness theorem is the following.

**Corollary 3.** Let $(\psi, \phi)$ be $m_0$-admissible weights. Then we have the compact embedding

$$M^2_m(\mathbb{R}^d) \subset \subset M^2_{m_0}(\mathbb{R}^d).$$

For future reference, we consider the following alternative norm.

**Lemma 3.** Let $(\psi, \phi)$ be $m_0$-admissible weights. Then the norm $\| \cdot \|_{M^2_m(\mathbb{R}^d)}$ is equivalent to

$$\|f\|_{\psi, \phi, m_0}^2 = \|f\|_{M^2_{m_0}(\mathbb{R}^d)}^2 + \|\psi f\|_{L^2(\mathbb{R}^d)}^2 + \|\phi f\|_{L^2(\mathbb{R}^d)}^2.$$  \hfill (5.2)

**Proof.** Following the same steps of the proof which leads to Proposition 1 (see the proof of Proposition 11.3.1 in [Gr01]), we obtain

$$\|f\|_{\psi, \phi, m_0}^2 = \|f\|_{M^2_{m_0}(\mathbb{R}^d)}^2 + \|\psi f\|_{L^2(\mathbb{R}^d)}^2 + \|\phi f\|_{L^2(\mathbb{R}^d)}^2.$$  \hfill (5.3)

$$= \int_{\mathbb{R}^{2d}} m_0^2(z)|V_\phi f(z)|^2 dz = \|f\|_{M^2_{m_0}(\mathbb{R}^d)}^2.$$  \hfill □

Notice that we can associate the norm $\| \cdot \|_{\psi, \phi, m_0}$ to the inner product:

$$(u, v)_{\psi, \phi, m_0} = \int_{\mathbb{R}^{2d}} m_0(z)^2 V_\psi u(z) V_\phi v(z) dz +$$

$$+ \int_{\mathbb{R}^d} |\psi(x)|^2 u(x) \overline{v(x)} dx + \int_{\mathbb{R}^d} |\phi(\omega)|^2 \widehat{u}(\omega) \overline{\widehat{v}(\omega)} d\omega ,$$

such that $(u, u)_{\psi, \phi, m_0} = \|u\|_{\psi, \phi, m_0}^2$. Thus, the space $B^{\psi, \phi, m_0}(\mathbb{R}^d)$ of measurable functions $f$ with finite $\|f\|_{\psi, \phi, m_0} < \infty$, endowed with the inner product $(\cdot, \cdot)_{\psi, \phi, m_0}$, is a Hilbert space and:

$$B^{\psi, \phi, m_0}(\mathbb{R}^d) = M^2_m(\mathbb{R}^d).$$

We shall now follow *mutatis mutandis* our proof of weak sequential compactness (Proposition 3) for this case. In the sequel we shall always assume that $(\psi, \phi)$ are a $m_0$-admissible set of weights with $m_0 \in \mathcal{P}(\mathbb{R}^{2d})$. Let us denote by $B_R^{\psi, \phi, m_0}$ the following closed ball of radius $R > 0$:

$$B_R^{\psi, \phi, m_0} := \left\{ f \in M^2_m(\mathbb{R}^d) : \|f\|_{\psi, \phi, m_0} \leq R \right\}.$$  \hfill (5.5)

**Proposition 4.** Let $R > 0$. If the set

$$U_R^{\psi, \phi, m_0} = \left\{ f \in B_R^{\psi, \phi, m_0} : \|f\|_{M^2_{m_0}(\mathbb{R}^d)} = 1 \right\}$$

is nonempty, then it is a weakly sequentially compact subset of $M^2_{m_0}(\mathbb{R}^d)$. 

Proof. Suppose that $U_R^{\psi,\phi,m_0}$ is nonempty. Let $(f_n)_n$ be an arbitrary sequence in $U_R^{\psi,\phi,m_0}$. Since $M^2_{m_0}(\mathbb{R}^d)$ is reflexive (it is a Hilbert space), and the norms $\| \cdot \|_{M^2_{m_0}(\mathbb{R}^d)}$ and $\| \cdot \|_{\psi,\phi,m_0}$ are equivalent, we conclude that $(f_n)_n$ has a weakly convergent subsequence $(g_k)_k$, say
\begin{equation}
 g_k \rightharpoonup g,
\end{equation}
for some $g \in M^2_{m_0}(\mathbb{R}^d)$, and by Mazur’s Theorem $g \in B_R^{\psi,\phi,m_0}$. It remains to prove that $\|g\|_{M^2_{m_0}(\mathbb{R}^d)} = 1$. From Corollary 3, we conclude that the sequence $(g_k)_k$ has a subsequence $(h_l)_l$ converging strongly in $M^2_{m_0}(\mathbb{R}^d)$, say $\|h_l - h\|_{M^2_{m_0}(\mathbb{R}^d)} \to 0$, for some $h \in M^2_{m_0}(\mathbb{R}^d)$. By the continuity of the norm, we also have $\|h\|_{M^2_{m_0}(\mathbb{R}^d)} = 1$. The proof is complete if we show that $g = h$.

Recall that $M^2_{m_0}(\mathbb{R}^d)$ is a Hilbert space with inner product
\begin{equation}
 (u,v)_{M^2_{m_0}(\mathbb{R}^d)} = \int_{\mathbb{R}^{2d}} m_0^2(z) V_g u(z) \overline{V_g v(z)} dz.
\end{equation}
The mapping $(u,v) \mapsto (u,v)_{M^2_{m_0}(\mathbb{R}^d)}$ is a sesquilinear form on $B^{\psi,\phi,m_0}(\mathbb{R}^d) \times B^{\psi,\phi,m_0}(\mathbb{R}^d) = M^2_{m_0}(\mathbb{R}^d) \times M^2_{m_0}(\mathbb{R}^d)$. Moreover, it is bounded as we now prove. Since $m_0(z) \leq m(z)$ for a.e. $z \in \mathbb{R}^d$, we have from the Cauchy-Schwarz inequality and Lemma 3
\begin{equation}
 |(u,v)_{M^2_{m_0}(\mathbb{R}^d)}| \leq \int_{\mathbb{R}^{2d}} m^2(z) |V_g u(z) \overline{V_g v(z)}| dz \leq \|V_g u\|_{L^2_{m_0}(\mathbb{R}^{2d})} \|V_g v\|_{L^2_{m_0}(\mathbb{R}^{2d})} = \|u\|_{M^2_{m_0}(\mathbb{R}^d)} \|v\|_{M^2_{m_0}(\mathbb{R}^d)} \|V_g\|_{\psi,\phi,m_0} \|v\|_{\psi,\phi,m_0}.
\end{equation}
By the Riesz representation theorem, there exists a bounded linear operator $A : M^2_{m_0}(\mathbb{R}^d) \to M^2_{m_0}(\mathbb{R}^d)$, such that
\begin{equation}
 (u,v)_{M^2_{m_0}(\mathbb{R}^d)} = (Au, v)_{\psi,\phi,m_0},
\end{equation}
for all $u, v \in M^2_{m_0}(\mathbb{R}^d)$.

Let $u \in S(\mathbb{R}^d)$. Since $m_0 \in \mathcal{P}(\mathbb{R}^{2d})$, we have that $S(\mathbb{R}^d)$ is dense in $M^2_{m_0}(\mathbb{R}^d)$. We then have:
\begin{equation}
 (h_l - g, u)_{M^2_{m_0}(\mathbb{R}^d)} = (A(h_l - g), u)_{\psi,\phi,m_0}.
\end{equation}
If we take the limit $l \to \infty$, the right-hand side of the previous equation vanishes, while the left-hand side becomes $(h - g, u)_{M^2_{m_0}(\mathbb{R}^d)}$. Since $S(\mathbb{R}^d)$ is dense in $M^2_{m_0}(\mathbb{R}^d)$, we conclude that $h = g$ a.e. \hspace{1cm} \square

Remark 4. Since $B^{\psi,\phi,m_0}(\mathbb{R}^d)$ may be identified with the modulation space $M^2_{m_0}(\mathbb{R}^d)$, we have a concrete realization of the operator $A$ in the preceding proof as a localization operator. Recall that a localization operator with symbol $\sigma$ and window $g \in S(\mathbb{R}^d)$ is of the form
\begin{equation}
 A^g f = \int_{\mathbb{R}^{2d}} \sigma(x,\omega)(f(x,\omega)g)(x,\omega)g \, dx d\omega.
\end{equation}
If we take for $\sigma$ the weight $m_0/m$, then $A^g_{m_0/m}$ is an isomorphism between $M^2_{m_0}(\mathbb{R}^d)$ and $M^2_{m_0}(\mathbb{R}^d)$ by the results in [GT1, GT2].
Next, we define the functional \( \mathfrak{F}^\psi,\phi,m_0 : M^2_m(\mathbb{R}^d) \to [0, \infty) \),
\begin{equation}
(5.12) \quad \mathfrak{F}^\psi,\phi,m_0 [f] = \|\psi f\|^2_{L^2(\mathbb{R}^d)} + \|\phi \hat{f}\|^2_{L^2(\mathbb{R}^d)} = \|f\|^2_{\psi,\phi,m_0} - \|f\|^2_{M^2_m(\mathbb{R}^d)}.
\end{equation}
We then have:

**Lemma 4.** Let \( R > 0 \) be such that \( U_R^\psi,\phi,m_0 \) as defined in Proposition 4 is nonempty. Then, the functional \( \mathfrak{F}^\psi,\phi,m_0 \) is weakly lower semicontinuous in \( U_R^\psi,\phi,m_0 \).

**Proof.** Consider the maps
\begin{equation}
(5.13) \quad (\mathcal{M}_\psi f)(x) := \psi(x)f(x), \quad (\mathcal{U}_\phi f)(\omega) := (\mathcal{M}_\phi \mathcal{F} f)(\omega) = \phi(\omega)\hat{f}(\omega),
\end{equation}
for every \( x, \omega \in \mathbb{R}^d \) and \( f \in \mathcal{S}(\mathbb{R}^d) \). They extend to bounded linear operators \( M^2_m(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \): \( \|\mathcal{M}_\psi f\|_{L^2(\mathbb{R}^d)} = \|\psi f\|_{L^2(\mathbb{R}^d)} \leq \|f\|_{\psi,\phi,m_0} \approx \|f\|_{M^2_m(\mathbb{R}^d)}. \) Thus, the map \( f \to \|\mathcal{M}_\psi f\|_{L^2(\mathbb{R}^d)} \) is a continuous and convex functional on the closed ball \( B^\psi,\phi,m_0 \), which is a convex and closed subset of \( M^2_m(\mathbb{R}^d) \).

This means that this map is weakly lower semicontinuous in \( B^\psi,\phi,m_0 \).

On the other hand, by Proposition 4, \( U_R^\psi,\phi,m_0 \) is a weakly sequentially compact subset of \( B^\psi,\phi,m_0(\mathbb{R}^d) \). Hence the restriction of \( \|\mathcal{M}_\psi f\|_{L^2(\mathbb{R}^d)} \) to \( U_R^\psi,\phi,m_0 \subset B^\psi,\phi,m_0 \) is weakly lower semicontinuous. The product of two nonnegative weakly lower semicontinuous functionals is again weakly lower semicontinuous, which entails that \( \|\mathcal{M}_\psi f\|_{L^2(\mathbb{R}^d)} \) is weakly lower semicontinuous. The same can be said about \( \|\mathcal{U}_\phi f\|_{L^2(\mathbb{R}^d)} \). Consequently, \( \mathfrak{F}^\psi,\phi,m_0 \), being the sum of these two functionals, is weakly lower semicontinuous in \( U_R^\psi,\phi,m_0 \). \( \square \)

We next prove the existence of minimizers.

**Theorem 12.** Let \( R > 1 \) be such that \( U_R^\psi,\phi,m_0 \) as defined in Proposition 4 is nonempty. Then there exists \( f_0 \in U_R^\psi,\phi,m_0 \) such that
\begin{equation}
(5.14) \quad \mathfrak{F}^\psi,\phi,m_0 [f_0] \leq \mathfrak{F}^\psi,\phi,m_0 [f],
\end{equation}
for all
\begin{equation}
(5.15) \quad f \in \Omega := \left\{ f \in M^2_m(\mathbb{R}^d) : \|f\|_{M^2_m(\mathbb{R}^d)} = 1 \right\}.
\end{equation}

**Proof.** The set \( U_R^\psi,\phi,m_0 \) is weakly sequentially compact (cf. Proposition 4). Moreover, the functional \( \mathfrak{F}^\psi,\phi,m_0 \) is weakly lower semicontinuous (Lemma 4). Consequently, there exists a minimizer \( f_0 \) of \( \mathfrak{F}^\psi,\phi,m_0 \) in \( U_R^\psi,\phi,m_0 \). It remains to prove that \( f_0 \) is in fact a minimizer on the whole set \( \Omega \).

From (5.12) and (5.15), we have:
\begin{equation}
(5.16) \quad \mathfrak{F}^\psi,\phi,m_0 [f] = \|f\|^2_{\psi,\phi,m_0} - 1,
\end{equation}
for all \( f \in \Omega \).

Since \( f_0 \in U_R^\psi,\phi,m_0 \), it follows:
\begin{equation}
(5.17) \quad \mathfrak{F}^\psi,\phi,m_0 [f_0] \leq R^2 - 1.
\end{equation}
On the other hand, if \( f \in \Omega \setminus U_R^\psi,\phi,m_0 \):
\begin{equation}
(5.18) \quad \mathfrak{F}^\psi,\phi,m_0 [f] > R^2 - 1,
\end{equation}
for all \( f \in \Omega \).
Theorem 13. The minimizers \( f_0 \) of (4.8) in the constraint set (4.9) are solutions of the equation:

\[
\| |x|^α f\|_{L^p(\mathbb{R}^d)}^{1-p}\int_{\mathbb{R}^d} |x|^{|αp|}f(x)|^{p-2}f(x)\overline{u(x)}\,dx + \| |\omega|^b \hat{f}\|_{L^q(\mathbb{R}^d)}^{1-q}\int_{\mathbb{R}^d} |\omega|^{|bq|}\hat{f}(\omega)|^{q-2}\hat{f}(\omega)\overline{u(\omega)}\,d\omega = \\
\lambda \int_{\mathbb{R}^d} \|V_g f(\cdot, \omega)\|^r_{L^r(\mathbb{R}^d)} \left[ \int_{\mathbb{R}^d} |V_g f(x, \omega)|^r V_g f(x, \omega) \overline{V_g u(x, \omega)} \langle x \rangle^{αr} \,dx \right] \langle \omega \rangle^{b\cdot} \,d\omega,
\]

for all \( u \in L^p_0(\mathbb{R}^d) \cap \mathcal{F}L^q_0(\mathbb{R}^d) \), and where

\[
|V_g f(\cdot, \omega)|_{L^r(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} |V_g f(x, \omega)|^r \langle x \rangle^{αr} \,dx \right)^{1/r}.
\]

The minimizers satisfy this equation with the smallest possible value of \( \lambda \).

Proof. Let \( u \in \mathcal{S}(\mathbb{R}^d) \). Recall that \( \mathcal{S}(\mathbb{R}^d) \) is a dense subset of \( L^p_0(\mathbb{R}^d) \cap \mathcal{F}L^q_0(\mathbb{R}^d) \). For \( t \in \mathbb{R} \), we have:

\[
\| |x|^α (f + tu)\|_{L^p(\mathbb{R}^d)} = \| |x|^α f\|_{L^p(\mathbb{R}^d)} + t\| |x|^α f\|_{L^p(\mathbb{R}^d)}^{1-p}\int_{\mathbb{R}^d} |x|^{|αp|}f(x)|^{p-2}f(x)\overline{u(x)}\,dx + O(t^2),
\]

where \( \mathcal{R} \) denotes the real part of a complex number.

Similarly:

\[
\| |\omega|^b (\hat{f} + t\hat{u})\|_{L^q(\mathbb{R}^d)} = \| |\omega|^b \hat{f}\|_{L^q(\mathbb{R}^d)} + t\| |\omega|^b \hat{f}\|_{L^q(\mathbb{R}^d)}^{1-q}\int_{\mathbb{R}^d} |\omega|^{|bq|}\hat{f}(\omega)|^{q-2}\hat{f}(\omega)\overline{u(\omega)}\,d\omega + O(t^2).
\]
Finally:

\[ (6.6) \]

\[
\| f + tu\|_{M^\alpha_{\alpha,\beta}(\mathbb{R}^d)} = \| V_g (f + tu)\|_{L^\alpha_{\alpha,\beta}(\mathbb{R}^d)} = \\
= \| f\|_{M^\alpha_{\alpha,\beta}(\mathbb{R}^d)} + t \| f\|_{M^\alpha_{\alpha,\beta}(\mathbb{R}^d)} \times \\
\times \int_{\mathbb{R}^d} |V_g f(\cdot, \omega)|^{s-\tau}_{L^\infty(\mathbb{R}^d)} \left[ \int_{\mathbb{R}^d} |V_g f(x, \omega)|^{r-1} \mathcal{R} \left( V_g f(x, \omega)\overline{V_g u(x, \omega)} \right) \langle x \rangle^{\alpha r} dx \right] \langle \omega \rangle^{\beta s} d\omega + \\
+ \mathcal{O}(t^2)
\]

where \( |V_g f(\cdot, \omega)|_{L^\infty(\mathbb{R}^d)} \) is as in eq. (6.3).

The stationarity condition for (6.1) is obtained from the Fréchet derivative:

\[ (6.7) \]

\[
0 = \lim_{t \to 0} \frac{1}{t} \left( \Sigma_{a,b}^{p,q} [f_0 + tu, \lambda] - \Sigma_{a,b}^{p,q} [f_0, \lambda] \right) \\
\Leftrightarrow \| x^a f_0 \|^1_{L^p(\mathbb{R}^d)} \int_{\mathbb{R}^d} |x|^{ap} |f_0(x)|^{p-2} \mathcal{R} \left( f_0(x)\overline{u(x)} \right) dx + \\
+ \| \omega^b \overline{f_0} \|^1_{L^q(\mathbb{R}^d)} \int_{\mathbb{R}^d} |\omega|^{bq} |\overline{f_0}(\omega)|^{q-2} \mathcal{R} \left( \overline{f_0}(\omega)\overline{u(\omega)} \right) d\omega = \\
= \lambda_0 \int_{\mathbb{R}^d} |V_g f_0(\cdot, \omega)|^{s-\tau}_{L^\infty(\mathbb{R}^d)} \left[ \int_{\mathbb{R}^d} |V_g f_0(x, \omega)|^{r-1} \mathcal{R} \left( V_g f_0(x, \omega)\overline{V_g u(x, \omega)} \right) \langle x \rangle^{\alpha r} dx \right] \langle \omega \rangle^{\beta s} d\omega,
\]

where we used the constraint \( \| f_0\|_{M^\alpha_{\alpha,\beta}(\mathbb{R}^d)} = 1 \). The result then extends to \( L^p_0(\mathbb{R}^d) \cap \mathcal{F} L^q_0(\mathbb{R}^d) \) by density.

Since (6.7) holds for all \( u \in L^p_0(\mathbb{R}^d) \cap \mathcal{F} L^q_0(\mathbb{R}^d) \), then we get in particular for \( u = f_0 \):

\[ (6.8) \]

\[
\lambda_0 = \| x^a f_0 \|_{L^p(\mathbb{R}^d)} + \| \omega^b \overline{f_0} \|_{L^q(\mathbb{R}^d)} = \Sigma_{a,b}^{p,q} [f_0].
\]

If \( f_1 \) is some other solution of (6.7) with \( \lambda_0 \) replaced by \( \lambda_1 \) and \( f_0 \) is the minimizer, we get:

\[ (6.9) \]

\[
\lambda_0 = \Sigma_{a,b}^{p,q} [f_0] \leq \Sigma_{a,b}^{p,q} [f_1] = \lambda_1.
\]

Finally, if we multiply (6.7) by \( i \) and add it to the same equation with \( u \) replaced by \( -iu \), we obtain (6.2). \( \square \)

6.2. The Hilbert case. We want to minimize the functional

\[ (6.10) \]

\[
\mathcal{H}^{\psi, \phi, m_0} [f] = \| \psi f \|^2_{L^2(\mathbb{R}^d)} + \| \phi \hat{f} \|^2_{L^2(\mathbb{R}^d)} = \| f\|^2_{M^\alpha_{\alpha,\beta}(\mathbb{R}^d)}
\]

in \( M^2_{m_0}(\mathbb{R}^d) \), subject to the constraint:

\[ (6.10) \]

\[
\| f\|_{M^2_{m_0}(\mathbb{R}^d)} = 1.
\]

We thus optimize the functional

\[ (6.11) \]

\[
\Sigma^{\psi, \phi, m_0} [f, \lambda] = \mathcal{H}^{\psi, \phi, m_0} [f] + \lambda \left( 1 - \| f\|^2_{M^2_{m_0}(\mathbb{R}^d)} \right),
\]

where \( \lambda \) is a Lagrange multiplier. In this section we shall always think of \( M^2_{m_0}(\mathbb{R}^d) \) as \( B^{\psi, \phi, m_0}(\mathbb{R}^d) \), with the inner product \((\cdot, \cdot)_{\psi, \phi, m_0}\) and the norm \( \| \cdot \|_{\psi, \phi, m_0} \).
Before we proceed, let us recall that the operator $A$ defined in eq. (5.10) is such that:

$$
(6.12) \quad (u, v)_{M^2_{m_0}(\mathbb{R}^d)} = (Au, v)_{\psi, \phi, m_0},
$$

for all $u, v \in M^2_{m}(\mathbb{R}^d) = \mathcal{B}^{\psi, \phi, m_0}(\mathbb{R}^d)$.

**Theorem 14.** The operator $A$ is positive-definite, compact and closed. It has empty residual spectrum, $0$ belongs to the continuous spectrum and it is a point of accumulation. Moreover, all remaining spectral values are eigenvalues.

**Proof.** From the definition of $A$, we have for all $u, v \in M^2_{m}(\mathbb{R}^d)$:

$$
(6.13) \quad (Au, v)_{\psi, \phi, m_0} = (u, v)_{M^2_{m_0}(\mathbb{R}^d)} = (\overline{v}, u)_{M^2_{m_0}(\mathbb{R}^d)} = (\overline{Av}, u)_{\psi, \phi, m_0} = (u, Av)_{\psi, \phi, m_0}.
$$

Hence $A = A^*$. Similarly

$$
(6.14) \quad (Au, u)_{\psi, \phi, m_0} = \|u\|_{M^2_{m_0}(\mathbb{R}^d)}^2 > 0,
$$

for all $u \in M^2_{m}(\mathbb{R}^d) \setminus \{0\}$. Consequently, $A$ is positive-definite.

That $A$ is closed is a simple consequence of the fact that it is bounded and defined on the whole of $M^2_{m}(\mathbb{R}^d)$.

Next, we prove compactness. Let $(u_n)_{n \in \mathbb{N}}$ be a bounded sequence in $M^2_{m}(\mathbb{R}^d)$:

$$
(6.15) \quad \|u_n\|_{\psi, \phi, m_0} \leq C
$$

for some constant $C > 0$ and all $n \in \mathbb{N}$. Since $M^2_{m}(\mathbb{R}^d) \subset M^2_{m_0}(\mathbb{R}^d)$, $(u_n)_{n \in \mathbb{N}}$ has a subsequence $(v_n)_{n \in \mathbb{N}}$ which converges in $M^2_{m_0}(\mathbb{R}^d)$. It follows that

$$
(6.16) \quad \|Av_n - Av_m\|_{\psi, \phi, m_0}^2 = (v_n - v_m, A(v_n - v_m))_{M^2_{m_0}(\mathbb{R}^d)} \leq
\leq \|A(v_n - v_m)\|_{M^2_{m_0}(\mathbb{R}^d)}\|v_n - v_m\|_{M^2_{m_0}(\mathbb{R}^d)} \leq
\leq \|A(v_n - v_m)\|_{M^2_{m_0}(\mathbb{R}^d)}\|v_n - v_m\|_{M^2_{m_0}(\mathbb{R}^d)} \leq
\leq 2C\|A\|_{\text{Op}} \|v_n - v_m\|_{M^2_{m_0}(\mathbb{R}^d)},
$$

where we used (6.15) in the last inequality. This shows that $(Av_n)_{n \in \mathbb{N}}$ is a Cauchy sequence. Since $M^2_{m}(\mathbb{R}^d)$ is complete, we conclude that $(Av_n)_{n \in \mathbb{N}}$ converges. Since the bounded sequence $(u_n)_{n \in \mathbb{N}}$ was chosen arbitrarily, the operator $A$ is compact.

That all non-zero elements of the spectrum are eigenvalues is an immediate consequence of the fact that $A$ is compact. Eq. (6.14) shows that $A$ is injective. Since $A$ is compact and injective, we conclude that $0$ is in the continuous spectrum and the residual spectrum is empty.
If the spectrum of $A$ were finite, then $A$ would have to be of finite rank. But since $A : M^2_m(\mathbb{R}^d) \to \text{Ran}(A)$ is bijective, this is impossible. Hence, the spectrum is infinite and 0 must be an accumulation point. □

We are now in a position to obtain the Euler-Lagrange equation for the minimizer $f_0$.

**Theorem 15.** The minimizer $f_0$ of $\mathfrak{F}^\psi,\phi,m_0$ in $M^2_m(\mathbb{R}^d)$, subject to the constraint (6.10) is a solution of the eigenvalue equation:

$$Af_0 = \frac{1}{\lambda + 1} f_0.$$  

Moreover, we have that

$$\lambda = \mathfrak{F}^\psi,\phi,m_0 [f_0]$$

is such that $\frac{1}{\lambda + 1}$ is the largest eigenvalue of the operator $A$.

**Proof.** Notice that we can reexpress the functional (6.11) as:

$$L^\psi,\phi,m_0 [f,\lambda] = (f,f)_{\psi,\phi,m_0} - (Af,f)_{\psi,\phi,m_0} + \lambda \left( 1 - (Af,f)_{\psi,\phi,m_0} \right),$$

The stationarity condition is:

$$f_0 - Af_0 - \lambda Af_0 = 0,$$

which yields (6.17).

If we compute the inner product $(\cdot,\cdot)_{\psi,\phi,m_0}$ of the previous equation with $f_0$ and use the constraint condition (6.10), we obtain:

$$(f_0,f_0)_{\psi,\phi,m_0} - (Af_0,f_0)_{\psi,\phi,m_0} - \lambda (Af_0,f_0)_{\psi,\phi,m_0} = 0$$

$$\Leftrightarrow \|f_0\|^2_{\psi,\phi,m_0} - \|f_0\|^2_{M^2_m(\mathbb{R}^d)} - \lambda \|f_0\|^2_{M^2_m(\mathbb{R}^d)} = 0$$

$$\Leftrightarrow \mathfrak{F}^\psi,\phi,m_0 [f_0] - \lambda = 0,$$

which is (6.18).

It remains to prove that $\frac{1}{\lambda + 1}$ is the largest eigenvalue of $A$. Let $\mu \in \mathbb{R}$ be some other eigenvalue of $A$ and $v_\mu \in M^2_m(\mathbb{R}^d)$ an eigenvector associated with it, which we assume to be in $\Omega$:

$$Av_\mu = \mu v_\mu, \quad \|v_\mu\|_{M^2_m(\mathbb{R}^d)} = 1.$$  

From the previous equation, we conclude that:

$$(1 - \mu)Av_\mu = \mu (v_\mu - Av_\mu),$$

and if we compute the inner product of this equation with $v_\mu$, we obtain:

$$(1 - \mu)(Av_\mu,v_\mu)_{\psi,\phi,m_0} = \mu \left( (v_\mu,v_\mu)_{\psi,\phi,m_0} - (Av_\mu,v_\mu)_{\psi,\phi,m_0} \right)$$

$$\Leftrightarrow (1 - \mu)\|v_\mu\|^2_{M^2_m(\mathbb{R}^d)} = \mu \left( \|v_\mu\|^2_{\psi,\phi,m_0} - \|v_\mu\|^2_{M^2_m(\mathbb{R}^d)} \right)$$

$$\Leftrightarrow 1 - \mu = \mu \mathfrak{F}^\psi,\phi,m_0 [v_\mu].$$
It follows that:
\begin{equation}
3^{\psi,\phi,m_0} [v_\mu] \geq 3^{\psi,\phi,m_0} [f_0] \Leftrightarrow \frac{1}{\mu} - 1 \geq \lambda \Leftrightarrow \mu \leq \frac{1}{\lambda + 1},
\end{equation}
which concludes the proof. \hfill \Box

It may be more convenient to express the Euler-Lagrange equations in terms of the inverse $A^{-1}$ rather than $A$.

**Theorem 16.** $A^{-1}$ is densely defined in $M^2_m(\mathbb{R}^d)$, closed and positive-definite. Its spectrum consists only of eigenvalues which can be written as a sequence $0 < \nu_1 \leq \nu_2 \leq \cdots$, with $\nu_j \to +\infty$. Moreover, all the eigenspaces are finite dimensional.

**Proof.** We start by proving that $\text{Ran}(A)$ is dense in $M^2_m(\mathbb{R}^d)$. Since $m \in \mathcal{P}(\mathbb{R}^d)$, then $S(\mathbb{R}^d) \subset M^2_m(\mathbb{R}^d)$. Let $u \in M^2_m(\mathbb{R}^d)$ be such that:
\begin{equation}
0 = (Av, u)_{\psi,\phi,m_0} = (v, u)_{M^2_m(\mathbb{R}^d)},
\end{equation}
for all $v \in S(\mathbb{R}^d)$. Since $S(\mathbb{R}^d)$ is dense in $M^2_m(\mathbb{R}^d)$, we conclude that $u = 0$, and thus $\{Av : v \in S(\mathbb{R}^d)\}$ is dense in $B^{\psi,\phi,m_0}(\mathbb{R}^d) = M^2_m(\mathbb{R}^d)$.

Under these circumstances and taking into account Theorem 14, we conclude that $A^{-1}$ is densely defined, closed and that $(A^{-1})^* = (A^*)^{-1}$. Thus $A^{-1}$ is self-adjoint and positivity follows immediately.

The statements regarding the spectrum are also an immediate consequence of Theorem 14. We just remark that 0 is a regular value of $A$ and thus $A^{-1}$ is self-adjoint and positivity follows immediately.

**Theorem 17.** The minimizer $f_0$ is an eigenvector of $A^{-1}$ associated with the eigenvalue $\lambda + 1 = 3^{\psi,\phi,m_0} [f_0] + 1$, which is the smallest eigenvalue of $A^{-1}$.

**Proof.** The proof follows mutatis mutandis that of Theorem 15. \hfill \Box

**Example 1.** As a particular example, consider a $d = 1$ system with $M^2_{m_0}(\mathbb{R}) = L^2(\mathbb{R})$ ($m_0 \equiv 1$), $\psi(x)$ and $\phi(\omega) = \omega$ admissible weights.

We thus have, for all $u \in \text{Ran}(A)$, $v \in B^{\psi,\omega,1}(\mathbb{R})$:
\begin{equation}
(A^{-1}u, v)_{L^2(\mathbb{R})} = (u, v)_{\psi,\omega,1},
\end{equation}
\begin{equation}
\Leftrightarrow \int_{\mathbb{R}} (A^{-1}u) (x) \overline{v(x)} dx = \int_{\mathbb{R}} (1 + |\psi(x)|^2) u(x) \overline{v(x)} dx + \int_{\mathbb{R}} \omega^2 \overline{\hat{u}(\omega)} \overline{\hat{v}(\omega)} d\omega
\end{equation}
\begin{equation}
\Leftrightarrow \int_{\mathbb{R}} (A^{-1}u) (x) \overline{v(x)} dx = \int_{\mathbb{R}} (1 + |\psi(x)|^2) u(x) \overline{v(x)} dx + \int_{\mathbb{R}} Du(x) \overline{Dv(x)} dx,
\end{equation}
where $D$ denotes the distributional derivative.

Since $S(\mathbb{R}) \subset B^{\psi,\omega,1}(\mathbb{R})$, we conclude from Theorem 17 and (6.27) that the minimizer $f_0$ satisfies:
\begin{equation}
-\frac{1}{4\pi^2} D^2 f_0(x) + |\psi(x)|^2 f_0(x) = \lambda f_0(x),
\end{equation}
with $\lambda$ the smallest eigenvalue of $A^{-1} - I = -\frac{1}{4\pi^2} D^2 + |\psi(x)|^2$.

If, in addition, $\psi(x)$ is such that $|\psi(x)|^2 \in C^2(\mathbb{R})$, then a well known theorem shows that the distributional and classical solutions coincide, so
That $f_0$ is a solution of the time-independent Schrödinger equation

\begin{equation}
\frac{1}{4\pi^2} f_0''(x) + |\psi(x)|^2 f_0(x) = \lambda f_0(x).
\end{equation}

If $\psi(x) = x$, then all the aforementioned conditions are satisfied, and we obtain the Schrödinger equation for the simple harmonic oscillator:

\begin{equation}
\frac{1}{4\pi^2} f_0''(x) + x^2 f_0(x) = \lambda f_0(x).
\end{equation}

It is well known that a solution associated with the lowest eigenvalue is:

\begin{equation}
f_0(x) = 2^{1/4} e^{-\pi x^2},
\end{equation}

which corresponds to

\begin{equation}
\lambda = \frac{1}{2\pi}.
\end{equation}

And we thus obtain the inequality

\begin{equation}
\|xu\|_{L^2(\mathbb{R})}^2 + \|\omega \hat{u}\|_{L^2(\mathbb{R})}^2 \geq \frac{1}{2\pi}
\end{equation}

for all $u$ with $\|u\|_{L^2(\mathbb{R})} = 1$, for which the left-hand side makes sense. This is equivalent to the standard Heisenberg uncertainty principle.

Notice that we have chosen to obtain the minimizer with the inverse operator $A^{-1}$ instead of the compact operator $A$. The latter alternative would have been much harder to solve [BonTorr, CaRoTo].
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