Animations Analysis in Experimental Fluid Dynamics
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Abstract

Digital imaging became one of the main tools for studying fluid dynamics. Modern high-speed cameras support video recording at high frame rates which allows studying of the extended high-speed processes. We demonstrate here different animations based on various methods of visualization, such as water temperature evolution with a frame rate of 115 Hz; high-speed shadowgraph visualization of different flows – supersonic water jet formation process (100 000 frames/s), shadowgraph animations of the shock waves created by the pulsed discharges (124 000 frames/s). Also, as an example of the plasma radiation emission technique, we offer 9 sequential images of the pulse gas discharge visualization obtained by the high-speed CCD camera with the 100 ns delay between frames. We used a commercial and developed in-house software based on machine vision and learning techniques for automatic flow animations processing. The examples of the automatic bow shock and oblique shock detection using Canny edge detection and Hough transform on the pre-trained convolutional neural network are provided and discussed.
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1. Introduction

Non-stationary processes in gas, liquids, plasmas, multiphase media are recorded with specialised equipment, respectively starting from direct observation with the eyes, then observation using pinhole cameras, glass optics [1, 2]. Visualization of flows’ parameters is based on the physical properties of electromagnetic radiation and its interactions with media, including physical processes:

- Scattering
- Refraction
- Absorption
- Reflection
- Interference
- Dispersion
- Luminescence
- Emission

From the middle of the 19th century, photographic equipment began to be used for scientific visualization. French naturalist J. E. Marey was the first to use multi-frame photography to record flow movements. His chronophotographic gun (1882) was capable to record 12 consecutive frames per second. In the wind tunnel he visualized flow around obstacles and the transition to turbulence using a smoke system. Later film cameras, video cameras, and high-speed drum cameras were used. In the middle of the 20th century, electro-optical devices appeared. Modern digital high-speed cameras can record quite fast processes in fluids with rate up to 1 million frames/s. For capturing films of non-stationary flows the
visualisation equipment should have exposure time less than minimal flow characteristic time; thus is the time interval between 2 frames.

Obtaining visual information about flows (fluid dynamic processes) is the creation of experimental databases for verification of computer fluids dynamics (CFD) software. The challenge of the CFD codes verification is matching of experimental and calculated visualization data - flow images. 3D and 4D data (animations) are problematic for this matching. So 2D images extracted from animations should be used. Big number of consequent images need a special modern approach for being matched. The use of machine learning is the quite promising approach to experimental digital animation analyses in non-stationary fluid dynamics.

2. Thermographic animation

The slow motion of liquids may be recorded with digital cameras at 10000 frames per second with sufficient space resolution. Modern thermal imaging cameras resolution is considerably lower than that of optical cameras. The frame rate is less than 1000 frames/s.

Fig. 1 presents thermographic image taken from video film of turbulent boundary water flow at 115 Hz – submerged impact hot jet in cold water (false colors). Being recorded through an IR-transparent window, thermal imager visualizes instant images of infrared radiation from a thin near-surface water boundary layer [3, 4]. The time dependent curves of the measured thermal time-resolved signals at four points of flow field are obtained using FLIR software (Fig. 1).

![Fig. 1. A frame of thermographic animation of the impact jet and time evolution of the temperature at four points (Altair software).](image)

3. High-speed shadowgraph imaging

The application of modern optical high-speed digital cameras allows studying high-speed non-stationary processes (including supersonic flows) at shooting frequency of more than a million frames per second. Fig. 2 shows 4 shadowgraph frames of the water jet formation process: visualization at the top area motion. Time interval between frames 0.03 ms is enough for speed measurement.
The leader speed (measured manually) increases from 30 to 250 m/s.
Fig. 3 shows 4 consequent shadowgraph images of 2 shock waves initiated by a nanosecond discharges when recording with a high-speed digital camera (124 000 frames/s). Cylindrical shock (blast) wave interacts with plane shock here.

Fig. 3. Shadowgraph images (light refraction) captured by high-speed camera at 124 000 frames/s

Supersonic gas flow structure can be visualized by the electrical discharge [5]. Discharge plasma in gas volume follows shapes of discontinuities, inhomogeneities, streamlines because discharge electric current strongly depends on the E/N ratio [5, 6]. Fig. 4 presents 9 frames of discharge glow zone: ionization upon interaction of a shock wave with a pulse volume discharge in the nanosecond range. Images are taken with high-speed CCD camera connected to PC. Animation of 9 frames is assembled to study the dynamics of nanosecond-lasting plasma configuration evolution.
4. Computer vision and machine learning

Applications employing machine learning in geophysics, oil, gas technologies enable today's computers to quickly and accurately analyze huge amounts of appropriate data. Large volumes of disparate kinds of oil and gas data are analyzed by machine learning algorithms to discover unknown relationships, those that were not identified previously.

The actual problem of a panoramic digital experiment in fluid dynamics is animation data analysis that is a big data analysis problem. In the experimental fluid dynamics today a huge amount of digital information is accumulated, obtained during video filming with digital cameras of different types, thermal imagers, etc. The development of digital technologies leads to a multiple increase in the data array of the gas dynamical, thermophysical flow fields parameters. The obtained large arrays of digital data often can not be processed manually. Thus, modern video films recording the evolution of turbulent fluid flows based on shadow methods, tracing, thermography require processing and qualified analysis. The transition to another level of data analysis is predictable in fluid dynamics.

When working with big data, machine learning may help analyzing large data arrays (in our case, flow images) [7]. So far, very few papers have been devoted to this problem, but their number is growing rapidly. Neural networks can effectively capture gas flow structures on large datasets [8], predict [9] and reconstruct [10] flow development using Image Retrieval, Template Matching, Parameters Regression, Spatiotemporal Prediction and other techniques. Deep learning may be used to model high-dimensional gas-dynamic systems such as turbulence [11]. Image classification and object detection systems are being developed, for example, for shock wave detection [8], bow-shock refraction angle tracking [12] or vortex wakes detection and classification [13].

Different computer vision algorithms are also applied for processing of digital animations of flows. The most used methods are edge detection, background image subtraction, noise removal [14].

In the present study the two software tools were made for flow structures automatic detection and tracking. The first tool is our in-house code for shock wave detection based on
the modified Canny edge detection and Hough transform algorithms [15, 16]. Edge detection is used to represent possible shock wave boundaries and the Hough transform is used to find boundaries close to the straight line. Also, we apply some line length and angle filters in our code and combining close short lines into one.

Fig. 5 shows an example of shadowgraph image processing using our software: oblique shock detection and automatic angle calculation. The entire video contains several hundred frames. The oblique shock was created by a small obstacle placed on the bottom wall of the shock tube channel.

![Fig. 5. Automatic image processing: applying edge detection and Hough transform to detect oblique shock and calculate its angle; first row – source images; second row – edge and line detection; third row – source image with the detected oblique shock and calculated angle.](image)

The second software tool was developed using the convolutional neural network based on the well-known YOLOv2 architecture. The network was trained to detect three classes of objects on the images: shock waves, convective plumes, and tracer particles. We used up to 800 images for training. Some of them are featured in our online gallery [17]. The detailed information about the software is given in [15, 16, 18]. Fig. 6 shows example frames of the post-discharge thermal plume development and its automatic detection by the neural network. The full animation contains several thousand images.

![Fig. 6. Automatic image processing: thermal plume detection using convolutional neural network](image)

Also, we made specific in-house code for bow-shock position tracking based on the pixel intensity analysis. We processed shadowgraph image sequence with bow-shock wave near the model in the flow with $M \approx 2$. The experiment description is given in [19]. The image
processing algorithm includes brightness averaging along a given band (Fig. 7, a), mean brightness local extrema detection and search for the local extrema pattern corresponding to the bow shock based on the distance between the local extrema on the intensity-distance plane (Fig. 7, b).

Fig. 7. Bow shock detection based on the light intensity distribution analysis

Fig. 8 shows sequence of images with automatic bow shock detection. The recording frame rate was 100,000 frames/s. Vertical line indicates detected bow-shock position. It increases from frame 1 to 40 and then oscillates near the constant value due to the flow turbulent pulsations.

Fig. 8. Bow shock tracking image sequence. The number on images is a frame number

Distance versus time (frame number) dependency was obtained (see Fig. 9). The distance was measured starting from the left boundary of the image. It allows us to study bow shock
stand-off distance from the model. The distance strongly depends on the flow velocity and its turbulent pulsations.

![Fig. 9. Bow shock position versus frame number (time) dependency](image)

**5. Conclusion**

Digital scientific animation is one of the main tools for studying non-stationary flows. Modern high-speed cameras support video recording at a frame rate of up to 1,000,000 frames/s which makes it possible to study high-speed processes. Digital animations may match CFD calculations to validate the CFD code and improve its accuracy. Some examples one can find in review [20]. Here we presented example of temperature evolution from thermographic animations (IR radiation emission) obtained at 115 Hz to measure fluid temperature with a high frame rate in different image points using commercial software. Also, we analyzed high-speed shadowgraph images (based on refraction) of different high speed gas flows. Supersonic water jet formation process was recorded at a frame rate of 100,000 frames/s (example of light absorption). Shadowgraph animations of the shock waves created by the pulsed sliding discharges were recorded at 124,000 frames/s (light refraction example). Also, we present 9 sequential images obtained by the special high-speed CCD camera with the 100 ns delay between frames (plasma radiation emission). Such short time intervals are suitable for pulsed electrical discharge visualization, it can be presented as short animation as well.

Thus, flow animations obtained with different methods of electromagnetic radiation recording give a lot of digital visual information about gas dynamics and thermophysics. To study big data of shock waves evolution (bow shock and oblique shock in the channel, as well as flow behind the shock initiated by linear discharge – the thermal plume) we made two software for automatic flow structures detection and tracking, based on the machine vision and learning techniques for automatic animations processing.

The first tool is our in-house code for shock wave detection based on the modified Canny edge detection and Hough transform algorithms. The second software tool was developed using the convolutional neural network based on the YOLOv2 architecture.

New quantitative information was obtained on bow shock position evolution in time interval 3-4 ms and also oblique shock angle changing was calculated.
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