Dark matter signals at the LHC: forecasts from ton-scale direct detection experiments

Giorgio Arcadi,* Riccardo Catena* and Piero Ullio

*Institut für Theoretische Physik, Friedrich-Hund-Platz 1, 37077 Göttingen, Germany
bSISSA and INFN, Sezione di Trieste, Via Bonomea, 265, 34136 Trieste, Italy

E-mail: giorgio.arcadi@theorie.physik.uni-goettingen.de,
riccardo.catena@theorie.physik.uni-goettingen.de, ullio@sissa.it

ABSTRACT: The complementarity between dark matter searches at colliders and in underground laboratories is an extraordinarily powerful tool in the quest for dark matter. In the vast majority of the analyses conducted so far these dark matter detection strategies have been profitably combined either to perform global fits in the context of certain particle physics models (e.g. the CMSSM) or to estimate the prospects for a direct dark matter detection given the LHC potential of discovering new physics beyond the Standard Model. In this paper we propose an alternative strategy to combine direct and collider dark matter searches: employing the potential of the upcoming generation of 1-ton direct detection experiments, we show that for certain supersymmetric configurations it is possible to translate the information encoded in an hypothetically discovered direct detection signal into classes of expected signals at the LHC. As an illustrative application of our method, we show that for a 60 GeV neutralino thermally produced via resonant annihilations and identified by a 1-ton direct detection experiment, our approach allows to forecast a clearly identifiable prediction for a LHC final state involving three leptons and missing energy. The strategy presented in this paper to systematically translate a direct detection signal into a prediction for the LHC has the potential to significantly strengthen the complementarity between these two dark matter detection strategies.
1 Introduction

The nature of the dark matter (DM) component of the Universe remains unknown. One of the most popular solutions to this puzzle is the scenario in which DM is made of a beyond-Standard-Model (SM) particle which is stable, in thermal equilibrium in the early Universe and non-relativistic at chemical decoupling; the relic density for such a state scales approximately with the inverse of its pair annihilation rate into lighter SM particles and matches the abundance of DM as determined from cosmological measurements for a weak-interaction-strength coupling; this is the essence of the celebrated paradigm for weakly interacting massive particles (WIMPs) as DM candidates. On top of the fact that there are numerous extensions of the SM naturally embedding a WIMP DM state, to some extent the popularity of this framework relies on its very rich phenomenology, with a set of
complementary detection strategies stemming from the framework itself on rather model-independent bases: One in general expects a tight correlation between the annihilation rate of DM in the early Universe (at a temperature of about one twentieth of the particle mass) and that in dark halos today (at relative velocities as small as 10 to 1000 km s\(^{-1}\)) giving rise to a non-standard astrophysical source of photons, leptons or antimatter through which indirectly detect the DM particles. On the other hand, applying CP symmetry arguments to the annihilation process, one expects to produce DM states in inelastic scatterings of SM particles at high energy colliders, such as the LHC. Finally, based on crossing symmetry, one generally predicts that the weak coupling to ordinary matter in the early Universe corresponds to a small but still significant elastic scattering cross section for DM particles on ordinary matter, through which directly detect the DM WIMPs forming the halo of the Milky Way. Direct, indirect and collider searches for WIMPs have then been primary goals in the experimental effort towards the identification of the nature of DM in the latest twenty years or so, having reached today the stage when, in all three techniques, experiments have the capability to single out or exclude viable DM models.

In this paper we investigate some aspects of the complementarity between direct detection (DD) and collider searches. The goal is to investigate the potential of the upcoming generation of DD experiments, taking as reference a setup resembling the 1-ton realization of the XENON detector, and cross correlate the information encoded in a hypothetically discovered signal with the expected signals at the LHC. Modeling the coupling of DM and SM states at an effective operator level, such as in the recent analysis of, e.g., \[1\] one can drive a direct link between the two detection strategies; on the other hand, when considering explicit WIMP models cross symmetry arguments rarely apply, with the couplings ensuring the appropriate relic density most often not corresponding to those setting the WIMP-nucleus elastic scattering cross sections and those responsible for the production of DM states in LHC’s pp collisions. We choose then here to focus on a definite scenario, assuming that the DM particle is the lightest neutralino in the minimal supersymmetric extension to the SM (MSSM). This choice is motivated by the fact that, with a number of degrees of freedom which is more than twice those of the SM and the large number of free parameters involved (we will refer to a simplified version of the so-called phenomenological MSSM, or pMSSM, allowing for 12 free parameters), this framework is general enough to embed several different mechanisms to provide the correct relic abundance and/or a scattering rate at a detectable level. At the same time, the neutralino is the most closely investigated WIMP DM candidate within the most widely studied framework for searches for physics beyond the SM at colliders (as well as in rare flavor processes): we will then exploit the several well-known patterns for this DM state as criteria to explore the complex parameter space and interpret results, as well refer to a set of well-established search channels to extract guidelines which are actually more general than for the MSSM itself.

Our analysis starts with the choice within the MSSM of a set of few benchmark models representative of WIMP DM candidates which, in the plane spin-independent (SI) elastic scattering cross section per nucleon versus DM mass, appear below the region excluded by DD searches – with the most relevant limit stemming from the null result recently reported by the XENON100 experiment \[2\] – but still giving a sizable number of scattering events
for a 1-ton detector. All benchmarks are selected checking that the lightest Higgs boson in each model matches the Higgs-like state recently discovered at the LHC, and fulfilling current constraints on beyond-SM states from rare process like $b \to s\gamma$ and $B_s \to \mu^+\mu^-$ as well as general trends from direct SUSY searches at colliders. For each benchmark, first a set of mock data for the recoil spectrum in a 1-ton detector is simulated; such spectrum depends, on top of the SI scattering cross section and the DM mass, on the phase-space distribution of DM particles. Uncertainties on the latter have been recently investigated in Refs. [3, 4], implementing a large set of dynamical observables for the Milky Way and under the simplifying (but reasonable) approximations of spherical symmetry and isotropy; we will exploit results of such analysis in our approach here (complementary methods to study the local DM distribution have been discussed for instance in Refs. [5–10]). Our simulated DD data samples consist in a number of measured recoil energies varying from approximately 30 to 190, depending from the benchmark model under analysis. Before analyzing these data, a statistical test has been performed on the simulated data samples to assess whether they provide a faithful realization of their true underlying distribution. This aspect has been addressed with great care since statistical fluctuations in the distribution of the observed recoil energies can potentially affect the DM mass and scattering cross section determinations significantly, in particular for heavy DM candidates with low scattering cross sections [11]. Mock data are then analyzed employing a Bayesian approach supported by a Markov Chain Monte Carlo (MCMC) Likelihood scanning technique of the parameter space defined by both the particle physics model parameters and the parameters related to the DM phase-space distribution function. The results of this analysis regarding the preferred values for the DM mass and scattering cross section will be presented in terms of Bayesian credible regions. Having derived through this procedure the accuracy within which the relevant DM properties, namely mass and scattering cross section, are reconstructed and their mapping on the MSSM parameter space, we take this input to outline the most suitable collider search strategies and argue next future detection prospects. This second part of our analysis has been performed by focusing on the regions of the DM parameter space characterized by the highest statistical weight (i.e. with the largest Bayesian posterior probability density resulting from our DD analysis) and simulating for a subset of models, sampled within these regions, the ATLAS detector response in its configuration with 7 TeV center of mass energy. This allowed us, in particular in the case of one of the benchmark investigated here, to effectively translate the simulated DD signals studied in the first part of this work into definite predictions for certain LHC observables. This procedure defines a method to efficiently exploit the upcoming generations of 1-ton DD detectors to forecast valuable predictions for the LHC and it constitutes the main achievement of this paper. The paper is organized as follows: in section 2 we introduce the particle physics framework adopted in our analysis; in section 3 we provide a description of the benchmark points studied in this paper and review the criteria which brought to their selection. Section 4 is instead devoted to a study of the capability of a ton-scale DD experiment in reconstructing mass and SI scattering cross section of the DM candidates associated with these benchmark points. In section 5 we will translate these informations on the DM mass and scattering cross section into a prediction for certain classes of LHC final states while our conclusions
will be summarized in section 6.

2 Particle physics framework

The aim of this paper is to develop a method to translate an hypothetically discovered DD signal into LHC observable quantities (e.g. missing energy distributions). Obviously, since the DD technique is directly sensitive only to the DM mass and scattering cross section, while LHC observables generically depend from different (combinations of) couplings and masses, assumptions regarding the underlaying particle physics model have to be made in order to achieve this goal. Tackling this task relying on an effective field theory of the DM interactions would lead to a likely oversimplified picture of the actual possible correlations among DD scattering cross sections and LHC missing energy distributions. We therefore focus on a more general (but still manageable) particle physics framework, namely the MSSM and, more precisely, on its phenomenological realization [12] (pMSSM), which for completeness we briefly review in the following.

2.1 pMSSM

The most general realization of the pMSSM features 22 parameters defined at the Electro-Weak (EW) scale, namely:

- $M_1$, $M_2$ and $M_3$ parameters corresponding to the gaugino masses;
- $\mu$, $m_A$ and $\tan\beta$ parameters describing the Higgs/Higgsino sector;
- sfermion soft-SUSY breaking mass parameters $m_{\tilde{q}}$, $m_{\tilde{\tilde{q}}_R}$, $m_{\tilde{d}_R}$, $m_{\tilde{\tilde{d}}_L}$, $m_{\tilde{e}_R}$, equal for first and second generation;
- trilinear soft terms $A_U$, $A_d$ and $A_e$ equal for the first and second generation;
- third generation soft mass parameters $m_{\tilde{q}_3L}$, $m_{\tilde{t}_R}$, $m_{\tilde{b}_R}$, $m_{\tilde{\tilde{l}}_3L}$, $m_{\tilde{\tau}_R}$;
- third generation trilinear soft terms $A_t$, $A_b$ and $A_\tau$;

with the further assumption that no additional sources, with respect to the SM, of flavor and CP violation are present. The exploration of such large parameter space is, however, computationally very demanding; for this reason we have considered a few limits reducing its dimensionality, paying attention however to still cover all the scenarios that are, possibly, phenomenologically relevant.

In our implementation of the pMSSM we have neglected contributions to all the observables from squarks of the first two families fixing their mass at about a few TeV, therefore decoupling them from the rest of the spectrum. In addition, their corresponding trilinear $A$–terms have been set to zero. This choice is motivated by the fact that current null results of SUSY searches at LHC constraint more severely the masses of the squarks of the first two generations (compared to the third generation masses), ruling out in a few scenarios values below approximately 1 TeV [13, 14]. In addition to these simplifications, we have further reduced the parameter space in the sfermion sector by assuming $m_{\tilde{l}} = m_{\tilde{i}_L} = m_{\tilde{e}_R}$.
\[ m_{\tilde{t}_3} = m_{\tilde{t}_{3L}} = m_{\tilde{t}_{3R}}, \text{ and } m_{\tilde{b}_{3R}} = m_{\tilde{b}_R} = m_{\tilde{b}_R}. \] Finally, we have also set \( A_b = A_\tau. \) This reduces the pMSSM parameter space to a set of 12 free parameters.

### 2.2 Constraints on the pMSSM

The pMSSM benchmark points for which our method will be tested in the next sections have been constructed requiring that they pass a variety of complementary constraints. We have first of all required that the generated spectra provide a CP-even Higgs boson mass in agreement with the recent LHC discovery \[15\] of a neutral boson of mass of around 125.5 GeV and couplings compatible with the ones of the SM Higgs boson (there are slight indications, not statistically decisive, of some deviations from the standard values, see for details \[16, 17\]).

The MSSM setup most likely in agreement with this result is the so-called decoupling regime \[18\] in which the light CP-even Higgs state \( h \) has SM-like couplings and is required to have mass in agreement with the experimental determination, while all the other Higgs states are degenerate in mass and lie at a sensitively higher scale. In this regime the Higgs mass \( m_h \) is approximatively given by the sum of tree-level term and stop-top loop contributions:

\[
m_h \approx m_Z \cos 2\beta + \frac{3G_F}{\sqrt{2}\pi^2} m_t^4 \left( \log \left( \frac{M^2}{m_t^2} \right) + \frac{X_t^2}{M_s^2} \left( 1 - \frac{X_t^2}{12M_s^2} \right) \right)
\]

where \( X_t \equiv A_t - \mu \cot \beta, \) namely the stop mixing parameter, and \( M_s = \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}} \) with \( \tilde{t}_1 \) and \( \tilde{t}_2 \) being the two stop mass eigenstates. Matching the experimental value of the Higgs mass is rather challenging for the MSSM. Indeed it requires a large contribution from loop-corrections which achieve the correct value only in the case the stop mass scale lies above around 3 TeV unless the stop mixing parameter \( X_t = A_t - \mu \tan \beta \) fulfills the so called maximal mixing condition \[19, 20\], namely \( X_t \approx \sqrt{6}M_s \). In this work (in particular in the DD analysis of section 4) we have imposed the requirement \( 123 \leq m_h \leq 129 \) GeV, taking into account the experimental uncertainties as well as the ones affecting the numerical computation.

We just mention that correct values of the Higgs mass can be also achieved by configurations apart from the decoupling regime, featuring light masses, \textit{i.e.} close in mass to the LHC candidate, for the other Higgs states (see e.g. \[22\] for a review). However these are severely constrained by the searches of CP-odd Higgs decays into tau pairs \[23, 24\] and, as we will clarify in the following, by the limits from \( Br(B_s \to \mu^+\mu^-) \). We finally notice that light DM scenarios may influence Higgs phenomenology allowing for the decay \( h \to \chi \chi \).

The invisible decay width of the Higgs has been tested by some early studies based on multijet + missing \( E_T \) events originated by the associated production of the Higgs with a gauge boson or jet. This kind of studies put an upper bound on the invisible branching ratio of the Higgs of the order of 0.5 \[1\]. More recent studies are aiming at inferring the viability of a non zero \( Br(h \to \chi \chi) \) by fitting the current data relying on Higgs searches. A study of this type can be found e.g. in Ref. \[25\] in which a fit of the current data has been

\[ \text{\textsuperscript{1}Milder constraints are obtained in the minimal extension of the MSSM, the so called NMSSM, in which the Higgs couples with and additional superfield which provides an additional one-loop contribution to its mass \[21].} \]
performed by adding to the decay channels into visible states a branching ratio into two DM particles made free to vary. The outcome of such analysis is that $BR(h \rightarrow \chi \chi) > 0.4$ is excluded at the 95% confidence level with the best fit pointing towards values close to zero.

The second set of bounds considered in the benchmark points selection is related to the searches for FCNC processes. We focused on the three most important observables, namely the anomalous magnetic moment $a_\mu$, the decay processes $b \rightarrow s\gamma$ and $B_s \rightarrow \mu^+\mu^-$. Regarding the anomalous moment of the muon, the SUSY contributions come from neutralino-slepton loops and chargino-sneutrino loops [26] with the latter typically dominating [27].

Contributions to the $b \rightarrow s\gamma$ processes are instead induced by charged Higgs-top loops and chargino-stop loops [28] which have to be combined with the SM contribution, $Br_{SM}(b \rightarrow s\gamma) \simeq 3.0 \times 10^{-4}$. While the charged Higgs-top loops always add constructively to the SM contribution, the behavior of chargino/stop loops depends on the sign of the quantity $Re(\mu A_t)$. Having fixed the $\mu$ parameter to a positive value, they add destructively to the SM one when $A_t < 0$ and constructively when $A_t > 0$. We also remark that the chargino-stop loops contribution is enhanced at high $\tan \beta$.

Finally, regarding $B_s \rightarrow \mu^+\mu^-$, the additional contributions with respect to the SM arise from neutral heavy Higgs loops and are proportional to $\tan^3 \beta$ and to $A_t \mu$. This dependence on $\tan^3 \beta$ and the heavy Higgs mass makes, as already stated, this process also relevant for the Higgs phenomenology. In our analysis we made use of the numerical package SuperIso [29, 30] for computing the rates of these three processes imposing the range $[2.77, 4.37] \times 10^{-4}$ for the values of $Br(b \rightarrow s\gamma)$ and upper bounds of $4.79 \times 10^{-9}$ for $\delta a_\mu$ and $4.5 \times 10^{-9}$ for $Br(B_s \rightarrow \mu^+\mu^-)$ [31, 32].

3 Benchmark points selection

Having specified the particle physics framework and the experimental constraints imposed on the associated parameter space, we can now concentrate on the selection of the benchmark points for which our method to combine DD and collider searches will be tested.

3.1 Guiding principles

The guiding principles driving our benchmark points selection are: the requirement of a correct DM relic density and the necessity of a potentially observable SI scattering cross section. To clarify the reasons behind the choice of the specific benchmark points introduced in the next section, we therefore find instructive to first briefly review a few relevant aspects of the DM thermal production mechanism and of the calculation leading to the explicit form of the SI scattering cross section.

In the context of the pMSSM there are rather different regimes in which the thermal production mechanism is successfully realized, providing a value for the neutralino relic density compatible with CMB observations. The details of the DM thermal production depend from whether the lightest neutralino is higgsino- and wino-like, or bino-like. In the former case, since higgsinos and winos have unsuppressed couplings to W bosons via their charged counterparts, the pair annihilation rate is very large and the relic density matches
the cosmological DM density only going to the heavy mass regime, at about 1.4 and 2.7 TeV for, respectively, a pure higgsino and a pure wino [33]. Such a regime is however not favorable for a DD analysis and will therefore be discarded here in the benchmark points selection process. Moving to bino-like DM, we have an opposite situation, since bino-like DM couples to fermions only but the s-wave pair annihilation rate is helicity suppressed, namely proportional to the square of the mass of the final state fermion. As a consequence the value of the DM relic density exceeds the experimental limit with the exception of some peculiar regions of the parameter space, where definite relations among pMSSM parameters exist. Some of these configurations are also present in the CMSSM, thus for simplicity we will refer to them in the jargon borrowed from this class of models. Bino-like DM candidates can be cosmologically viable in the following cases:

- In the so-called “bulk region”, where DM pair annihilations are mediated by a sfermion with mass of the order of 100-200 GeV. These SUSY configurations are already ruled out in the CMSSM by current LHC limits, but still partially allowed in the pMSSM if the light sfermion is a slepton.

- In the so called “Higgs funnel region”, which is characterized by an enhancement of the DM pair annihilation rate due to the presence of an s-channel resonance. In the CMSSM this can happen via resonant annihilations mediated by a CP-odd Higgs boson, when \( m_A \approx 2m_\chi \). This configuration can be also realized in the pMSSM. This occurs for small DM masses through resonances associated to the Z boson and to the light CP-even Higgs. The latter configuration is particularly interesting in light of the recent discovery of a Higgs-like state at LHC, being in this case DM and Higgs physics deeply connected.

- In the case in which the DM is a mixture of a bino and a small higgsino or wino component. The first case also occurs in the CMSSM in the so-called “focus point region” while the pMSSM admits both configurations, which in this context are also dubbed as “well-tempered neutralinos” [34].

- In the so-called “coannihilation scenario”, namely when one or more particles almost degenerate in mass with the DM contribute to keep the DM in chemical equilibrium in the early Universe. Remarkably, coannihilating particles evade most of the current SUSY searches because the low mass splittings disfavor the detection of their decay products, after an eventual production at collider.

Concerning the SI scattering cross section, its general form in the small momentum transfer limit can be found for instance in Ref. [35]\(^2\). In this expression one can identify two main contributions. A first contribution, depending on the SUSY parameters involved in the Higgs sector, comes from the t-channel interaction mediated by a CP-even Higgs. In the decoupling regime only the light Higgs state \( h \) is relevant with the coupling scaling with the gaugino-higgsino mixing, being zero for a pure bino or a pure higgsino. This

\(^2\)The expression there reported may not be strictly valid in case of coannihilations and need to be eventually corrected according to [36, 37].
Figure 1: Curves at the same values of the DM bino (higgsino) fraction $G_g (Z_g)$ in the plane $(M_\chi, \sigma_{SI})$. These curves have been obtained by considering a simplified model featuring only $M_1$ and $\mu$ as free parameters while all the remaining masses are fixed at about few TeV. In addition $m_h$ and $\tan \beta$ have been fixed to, respectively, 126 GeV and 10. The solid and the dashed black line are, respectively, the XENON100 limit and the XENON1T projected sensitivity.

Effect can be seen in Fig. 1, where, in a simplified model featuring only $M_1$ and $\mu$ as free parameters, we show the isocontour for the bino (higgsino) fraction $G_g (Z_g)$ in the plane DM mass versus SI scattering cross section. The second contribution comes from interactions mediated by squarks. This is therefore suppressed, compared to the former, by the squark mass scale. There is however a possible exception occurring for very low mass splittings between a squark and the DM particle. A further enhancement of the contribution to the SI scattering cross section coming from squark mediated interactions is obtained assuming a sizable mixing between left and right-handed states. In our particle physics framework this condition can be fulfilled by third family squarks.

Motivated by these considerations we decided to choose one benchmark point in the “Higgs funnel region” (where DM is relatively light and linked to the Higgs physics) and three points representative of different “coannihilation scenarios”, evading these configurations most of the current LHC limits. Moreover, to equally explore the two regimes of the SI scattering cross section, we selected two benchmark points with DM-quark coupling dominated by Higgs mediated interactions and two points associated instead with interactions dominated by a squark exchange. The properties of these four benchmark points will be fully illustrated in the next section.

This further motivates our choice of limiting to third generation squarks the possibility of being at low mass.
Figure 2: The four benchmark points studied in this paper are shown together with the present Xenon exclusion limit and an estimation for the expected sensitivity of the Xenon experiment in its 1-ton configuration.

3.2 Four benchmark points

The first benchmark, labeled by xen1, has been selected within the Higgs funnel region and is characterized by a SI scattering cross section dominated by Higgs mediated interactions, being the squark masses very large compared to the DM mass at this benchmark point. For xen1 both the thermal production and the DD signal are controlled by the neutralino-neutralino-Higgs vertex, which is in turn mostly sensitive to the pMSSM parameters $M_1$, $M_2$ and $\mu$, from which the neutralino composition depends. xen1 features a DM mass of approximately 56 GeV, therefore within the mass range for which DD experiments have the highest sensitivity.

The second benchmark point, xen2, generates a DM candidate with mass close to 150 GeV whose relic density matches the observed one through efficient DM-stau coannihilations. SI interactions mediated by squarks are suppressed in this scenario since, analogously to xen1, squarks are very heavy at this benchmark point. We selected this point with the aim of investigating collider signals possibly induced by light sleptons. In the case of xen2 the relic density is very sensitive to the stau mass while, as for the case of xen1, the SI scattering cross section is mostly controlled by the parameters $M_1$, $M_2$ and $\mu$.

Finally, we have considered two benchmark points, namely xen3 and xen4, corresponding to scenarios where DM is thermally produced through coannihilations with light squarks of the third family. The first of them, namely xen3, has been designed to have a very low value of the SI cross section and a mass close to the current exclusion limits for this scenario (i.e. 200 GeV), including the bounds from direct SUSY searches at LHC. The
benchmark point \texttt{xen4} is instead the heaviest benchmark considered in this paper, having a mass close to 500 GeV. For the benchmark points \texttt{xen3} and \texttt{xen4} the most relevant parameters in the calculation of the relic density and of the SI scattering cross section are $M_1$, stop and sbottom masses, the parameters determining the mixing between left and right-handed squark states (see our discussion in the previous section) and, only in the case of \texttt{xen4}, the $\mu$ parameter, which in this case is not significantly larger than $M_1$ therefore producing a small higgsino fraction in the lightest neutralino composition.

The main features of the four benchmark points are summarized in Tab. 1 while Fig. 2 shows the four benchmarks in the plane DM mass versus SI cross section together with the present Xenon exclusion limit and an estimation of the expected sensitivity of the Xenon experiment in its 1-ton configuration. Contrary to the case of an effective field theory approach to the DM interactions where for every given higher dimensional operator there are just two relevant parameters, \textit{i.e.} the DM mass and the scale of new physics which suppresses the operator considered, the four benchmark points studied here have properties depending from a slightly larger number of parameters. This allows to explore less drastically simplified scenarios, keeping at same time under control the degree of complexity of the analysis.

### 3.3 Overview of our approach

Having defined the benchmark points studied in this paper, we can now introduce the method which we propose (and apply in the next sections) to translate an hypothetically discovered DD signal into a prediction for certain LHC final states. The basic idea is that, although the DD technique is directly sensitive only to the DM mass and scattering cross section, indirectly this class of experiments has also the potential to constraint the parameters, or certain combinations of parameters, which most crucially enter in the calculation of the DM scattering cross section. These parameters are $M_1$, $M_2$, and $\mu$ in the case of \texttt{xen1}, for instance. Then one can focus on those LHC final states whose associated missing energy distribution (possibly related to DM production) depends mostly from the very same parameters. In the case of \texttt{xen1} one of these processes would be the direct production of a $\chi_0^0\chi_1^\pm$ pair leading to a final state with three leptons plus missing energy. So, evaluating the missing energy distribution associated with these final states for the model parameters “favored” by the outcome of a simulated 1-ton DD experiment, we can work out a genuine DD driven prediction for the LHC. In the next sections will apply this idea to \texttt{xen1}, \texttt{xen2}, \texttt{xen3} and \texttt{xen4}, starting from the Bayesian simulation of a ton-scale DD experiment.

### 4 Direct detection

In this section we will investigate the capability of a ton-scale DD experiment in reconstructing mass and SI scattering cross section associated with the pMSSM benchmarks previously introduced. DD experiments seek to measure the nuclear recoil energy deposited in an underground detector when an incident $\chi$ particle of the Milky Way DM halo interacts with a nucleus of the target material. In the case of SI $\chi$-nucleus interactions the differential
cross section for this process can be written as
\[
\frac{d\sigma}{dQ} = \sigma_{SI} \frac{M_N}{2 M_n^2} |u|^2 A^2 \mathcal{F}_N^2(Q),
\]
where \( Q \) is the energy transferred to the nucleus of mass \( M_N \) from a \( \chi \) particle moving with velocity \( u \) in the detector rest frame and \( A \) is the nucleus mass number. The form factor \( \mathcal{F}_N(Q) \) accounts for the internal structure of the nucleus while \( \sigma_{SI} \) is the \( \chi \)-nucleon SI scattering cross section at zero momentum transfer and \( M_n = M_\chi m_p/(M_\chi + m_p) \) the \( \chi \)-nucleon reduced mass. The differential rate of scattering events per unit detector mass in a DD experiment is given by the convolution of the incident flux of \( \chi \) particles with the differential cross section (4.1):
\[
\frac{dR}{dQ} = \sigma_{SI} \frac{M_N}{2 M_n^2} A^2 \mathcal{F}_N^2(Q) \int_{|u| > v_{\text{min}}} d^3u \frac{\rho_\chi \cdot f_\chi(u, t)}{|u|},
\]
where the lower limit in the integral is the minimum velocity required for a \( \chi \) particle to deposit the energy \( Q \). In the case of an elastic scattering, such as for WIMP-nucleus interactions, the minimum velocity is given by
\[
v_{\text{min}} = \sqrt{\frac{Q M_N}{2 M_r^2}}.
\]
In Eq. (4.3) \( M_r = M_\chi M_N/(M_\chi + M_N) \) is the \( \chi \)-nucleus reduced mass while \( M_\chi \) represents the mass of the \( \chi \) particle.

The product \( \rho_\chi \cdot f_\chi \equiv F_h \) of the local DM density \( \rho_\chi \) and velocity distribution \( f_\chi \) is equal to the phase-space density of the halo DM particles \( F_h \) evaluated at the detector and in its reference frame. The local \( \chi \) phase-space density is computed assuming that the \( \chi \) particles account for the entire DM component and applying Eddington’s inversion formula \([38]\) to the mass model for the Milky Way introduced in section 4.1. This model is characterized by a spherically symmetric and isotropic distribution of DM particles and it furthermore assumes spherical symmetry for the underlying Galactic gravitational potential \( \Phi(r) \). In this limit, Eddington’s formula \([38]\) gives an one-to-one correspondence between the DM halo density profile \( \rho_h(r) \) and its phase-space density \( F_h \):
\[
F_h(\mathcal{E}) = \frac{1}{\sqrt{8\pi^2}} \left[ \int_{0}^{\mathcal{E}} d^2\rho_h \sqrt{\mathcal{E} - \Psi} + \frac{1}{\sqrt{\mathcal{E}}} \left( \frac{d\rho_h}{d\Psi} \right)_{\Psi=0} \right].
\]
where we introduced the relative potential \( \Psi(r) = -\Phi(r) + \Phi(r = R_{\text{vir}}) \) and the virial radius \( R_{\text{vir}} \), corresponding to the radius at which the DM halo is truncated. Under the assumptions considered here, \( F_h \) is a function of the relative energy \( E = -E + \Phi(r = R_{\text{vir}}) = -E_{\text{kin}} + \Psi(r) \) only, with \( E \) and \( E_{\text{kin}} \), respectively, the total and kinetic energies. The relative energy depends on the DM particle velocity and position in the Galaxy and therefore determines the space-time dependence of \( F_h \) itself. To numerically compute \( F_h \) at the local Galactocentric distance it is actually simpler to implement Eq. (4.4) by changing the integration variable from \( \Psi \) to the radius of the spherical system \( r \). Then, the radial dependence of \( \rho_h \) and \( \Phi \) from the local position in the Galaxy out to \( R_{\text{vir}} \) is the only information needed to calculate \( F_h \). Further details on the implementation and validity of this approach can be found in [4].

In summary, Eddington’s inversion formula allows us to express the integrand of Eq. (4.2) directly as

\[
\rho \cdot f_h(u, t) = F_h [\mathcal{E}_0(v)],
\]

with \( v(t) = v_{\text{obs}}(t) + u \), being \( v_{\text{obs}} \) the velocity of the detector in the Galactic frame, where \( F_h \) is computed, and \( \mathcal{E}_0 \) the relative energy at the local Galactocentric distance. For \( v_{\text{obs}} \) we take the expression

\[
v_{\text{obs}}(t) = v_{\text{LSR}} + v_{\odot, \text{pec}} + V_{\oplus}(t),
\]

where the Local Standard of Rest velocity \( v_{\text{LSR}} \) (namely the rotation of the Sun with velocity \( \Theta_0 \) around the Galactic center; calculable given a mass model for the Galaxy), the Sun’s peculiar velocity \( v_{\odot, \text{pec}} \) and the motion of the Earth around the Sun \( V_{\oplus} \) are given by

\[
\begin{align*}
v_{\text{LSR}} &= (0, \Theta_0, 0), \\
v_{\odot, \text{pec}} &= (U_\odot, V_\odot, W_\odot) \simeq (10, 5.2, 7.2) \text{ km/s} \\
V_{\oplus}(t) &= V_{\oplus} [\hat{\varepsilon}_1 \cos \omega(t - t_1) + \hat{\varepsilon}_2 \sin \omega(t - t_1)],
\end{align*}
\]

with \( V_{\oplus} = 29.8 \text{ km/s} \) and \( t_1 = 0.218 \) is the fraction of the year before the Spring equinox. Finally, \( \hat{\varepsilon}_1 \) and \( \hat{\varepsilon}_2 \) are the directions of the Earth’s velocity at times \( t_1 \) and \( t_1 + 0.25 \) years. In Eq. (4.7) all velocities are expressed in Galactic coordinates, where \( \hat{x} \) is the direction to the Galactic Center, \( \hat{y} \) the direction of disk rotation and \( \hat{z} \) identifies the North Galactic Pole.

### 4.1 Galactic model

The Galactic mass model adopted in the present analysis to compute \( F_h \) has been extensively investigated in Refs. [3, 4]. For completeness, we briefly summarize it in what follows. The model consists in two luminous mass components, namely the stellar disk and the Galactic bulge, and in a DM halo. The Galactic model parameters introduced in this section will be then treated as nuisance parameters in the Bayesian analysis of our pMSSM benchmarks performed in the next subsections.

Regarding the stellar disk, we assume a mass density profile which in cylindrical coordinates \((R, z)\) with origin in the Galactic center is given by

\[
\rho_d(R, z) = \frac{\Sigma_d}{2z_d} e^{-\frac{R}{R_d}} \operatorname{sech}^2 \left( \frac{z}{z_d} \right) \quad \text{with} \quad R < R_{\text{dm}},
\]
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The Galactic mass model adopted in the present analysis to compute \( F_h \) has been extensively investigated in Refs. [3, 4]. For completeness, we briefly summarize it in what follows. The model consists in two luminous mass components, namely the stellar disk and the Galactic bulge, and in a DM halo. The Galactic model parameters introduced in this section will be then treated as nuisance parameters in the Bayesian analysis of our pMSSM benchmarks performed in the next subsections.

Regarding the stellar disk, we assume a mass density profile which in cylindrical coordinates \((R, z)\) with origin in the Galactic center is given by

\[
\rho_d(R, z) = \frac{\Sigma_d}{2z_d} e^{-\frac{R}{R_d}} \operatorname{sech}^2 \left( \frac{z}{z_d} \right) \quad \text{with} \quad R < R_{\text{dm}},
\]
where $\Sigma_d$ is the central disk surface density, $R_d$ and $z_d$ are length scales in the radial and vertical directions, while $R_{dm}$ is the truncation radius of the disk. $R_{dm}$ is assumed to scale with the local Galactocentric distance $R_0$ according to the prescription $R_{dm} = 12[1 + 0.07(R_0 - 8 \text{ kpc})] \text{ kpc}$ and the vertical scale $z_d$ is fixed to the best fit value suggested in Ref. [39], $z_d = 0.340 \text{ kpc}$.

The bulge/bar region is instead characterized by the mass density profile:

$$
\rho_{bb}(x, y, z) = \bar{\rho}_{bb} \left[ s^{-1.85}_a \exp(-s_a) + \exp \left( -\frac{s^2_a}{2} \right) \right]
$$

where

$$
s_a^2 = \frac{q^2_b(x^2 + y^2) + z^2}{z_b^2}
$$

and

$$
s_b^4 = \left[ \left( \frac{x}{x_b} \right)^2 + \left( \frac{y}{y_b} \right)^2 \right]^2 + \left( \frac{z}{z_b} \right)^4.
$$

We implement in this analysis an axisymmetrized version of Eq. (4.9), and assume $x_b \approx y_b = 0.9 \text{ kpc} \cdot (8 \text{ kpc}/R_0)$, $z_b = 0.4 \text{ kpc} \cdot (8 \text{ kpc}/R_0)$ and $q_b = 0.6$. See also [3] concerning the choice of these parameters. Rather than using the two mass normalization scales $\Sigma_d$ and $\bar{\rho}_{bb}$ as free parameters, we re-parameterize these in terms of two dimensionless quantities, namely, the fraction of collapsed baryons $f_b$, and the ratio between the bulge/bar and disk masses $\Gamma$:

$$
f_b \equiv \frac{\Omega_{DM} + \Omega_b M_{bb} + M_d + M_{H_2} + M_{H_2}}{M_{vir}}
$$

$$
\Gamma \equiv \frac{M_{bb}}{M_d}.
$$

In Eq. (4.11) we also included the sub-leading contributions to the total virial mass $M_{vir}$ (defined in the following) associated with the atomic ($H_1$) and the molecular ($H_2$) Galactic gas layers, with profiles as given in [40]. In summary, the free parameters describing the luminous components are $R_0$, $R_d$, $f_b$ and $\Gamma$.

Concerning the DM halo component we consider an Einasto profile [41, 42], which is favored by the latest N-body simulations and is given by

$$
\rho_h(r) = \rho' f_E \left( r/a_h \right),
$$

with

$$
f_E(x) = \exp \left[ -\frac{2}{\alpha_E} (x^{\alpha_E} - 1) \right].
$$

The reference normalization $\rho'$ and the scale radius $a_h$ in Eq. (4.13) are often rewritten as a function of the virial mass $M_{vir}$ and of the concentration parameter $c_{vir}$ by inverting the relations:

$$
M_{vir} \equiv \frac{4\pi}{3} \Delta_{vir} \bar{\rho}_0 R_{vir}^3 = \frac{\Omega_{DM} + \Omega_b}{\Omega_{DM}} 4\pi \int_0^{R_{vir}} d r r^2 \rho_h(r)
$$

$$
c_{vir} \equiv R_{vir}/r_{-2}
$$

where the virial overdensity $\Delta_{vir}$ in the first equation is computed according to Ref. [43] while $\bar{\rho}_0$ is the mean background density today. The presence in this equation of $\Omega_{DM}$
and Ω_b, the DM and baryon energy densities in units of the critical density, reflects our assumption that only a fraction equal to Ω_{DM}/(Ω_{DM} + Ω_b) of the total virial mass consists of DM. Their values have been set according to the mean values from the fit of the 7-year WMAP data [44]. In the second equation, instead, r_{-2} is the radius at which the effective logarithmic slope of the DM profile is equal to −2. Finally, we assume that the baryons which do not collapse in the disk are distributed according to the same profile of the DM component. The free parameters describing the DM halo are therefore M_{vir}, c_{vir} and α.

The Galactic model used to compute F_h also includes an additional parameter, the so-called anisotropy parameter β ≡ 1 − σ_r^2/σ_t^2, where σ_r and σ_t are respectively the radial and tangential velocity dispersions of the halo stars. It has been introduced in Ref. [3] to include in the parameter estimation the velocity dispersion measurements of Ref. [45].

### 4.2 XENON1T

In a real experiment Eq. (4.2) has to be modified in order to account for experimental limitations related to the efficiency of the detector, its finite energy resolution and the presence of an experimental noise. In our discussion of the capability of a ton-scale DD experiment in reconstructing the DM mass and SI scattering cross section we will implement the experimental limitations which would apply, as a first approximation, to the XENON1T experiment. We will therefore consider a constant efficiency ε = 0.3 and include finite energy resolution effects by assuming a Gaussian probability

\[
\xi(E, Q) = \frac{1}{\sqrt{2\pi\sigma_{Xe}(Q)^2}} e^{-\frac{(E-Q)^2}{2\sigma_{Xe}(Q)^2}}
\]  

(4.17)

that to an event of energy Q is wrongly assigned an energy in the interval E + dE. In Eq. (4.17) the energy dependent dispersion \(\sigma_{Xe}(Q)\) is the one estimated for the Xenon detector [46]:

\[
\sigma_{Xe}(Q) = \sqrt{Q/\text{KeV}(0.579\text{KeV}) + 0.021Q}.
\]  

(4.18)

The observed DD rate is hence equal to

\[
\frac{dR}{dE} = \epsilon \int_0^\infty dQ \xi(E, Q) \frac{dR}{dQ}(Q).
\]  

(4.19)

Regarding the experimental noise, we consider two contributions characterized by a different energy dependence: a flat noise component (\textit{i.e.} constant in energy) and an exponential noise component \(\propto \exp\left(-E/E_0\right)\) with \(E_0 = 10\text{ KeV}\). Finally, in all the conclusions drawn below we will assume an experimental raw exposure of 1000 kg-years and a signal region ranging between 8 KeV and 75 KeV.

### 4.3 Bayesian forecasts

To test the capability in reconstructing the DM mass and SI cross section of a ton-scale DD experiment with specifications resembling the ones expected for XENON1T, we will first simulate a set of mock DD data and then analyze them employing a Bayesian approach
supported by a Markov Chain Monte Carlo (MCMC) Likelihood scanning technique. Mock data have been simulated for each pMSSM benchmark analyzed in this work.

As already mentioned, in the context of the DD we need to extend the pMSSM parameter space in order to include additional parameters crucial for the computation of the differential rate \((4.2)\). These are the parameters introduced in section 4.1 when defining the Galactic model used to compute the DM phase-space density \(F_h\) within Eddington’s approach. We denote by \(p\) the combination of the pMSSM parameters used to describe a certain benchmark and the parameters characterizing the underlying Galactic model. Similarly, by \(p_b\) we denote the value of \(p\) at the considered benchmark point. Whereas the assumed pMSSM parameters differ for the four benchmarks studied in this paper, in all cases we adopt the same benchmark Galactic model. This has parameters fixed to the mean values found in [4]. The mean local DM phase-space density \(F_h\) for the Einasto, NFW and Burkert profiles can be downloaded from the online material associated with Ref. [4].

The data simulation consists in sampling a set of \(N\) recoil energies \(E_i, i = 1, \ldots, N\) from the probability density function \(f(E, p_b)\) obtained evaluating at the benchmark point \(p_b\) the spectral function

\[
f(E, p) = \frac{1}{\mu(p)} \left\{ \frac{dR(E, p)}{dE} + \frac{1}{b - a} \frac{\exp(-E/E_0)}{E_0[\exp(-a/E_0) - \exp(-b/E_0)]} \right\}
\]

where \(a = 8\ \text{KeV},\ b = 75\ \text{KeV}\) and \(\mu(p) = \int_a^b d\bar{E} dR(\bar{E}, p)/dE + 2\). This choice corresponds to assume two background events in the signal region during the exposure time: one from the flat noise component and one from the exponential noise component. For a given point \(p\) in parameter space, Eq. \((4.20)\) represents the probability that the XENON1T experiment measures an energy (infinitesimally close to) \(E\) within the signal region \((a, b)\). The first term on the right hand side of this expression corresponds to the contribution to this probability from the true DM signal while the second and the third terms are associated with the flat and exponential noises respectively. The number of recoil energies \(N\) is drawn from a Poisson distribution of mean \(\lambda_b\) with probability

\[
\text{Poisson}(N; \lambda_b) = \frac{\lambda_b^N}{N!} \exp(-\lambda_b)
\]

where \(\lambda_b \equiv \mu(p_b)\) is the number of events (i.e. measured recoil energies) expected for the benchmark under analysis. In Tab. 1 we report the values of \(N\) generated in the simulations analyzed in this work.

Having explained how to generate mock data from a given benchmark point, we can now focus on their Bayesian analysis. As already mentioned the aim is to reconstruct the dark matter mass and SI cross section. We will estimate the “preferred value” for these quantities by determining their marginal posterior probability density functions (PDF). According to Bayes’ theorem the posterior PDF of certain parameters \(p\) is proportional to the product of the Likelihood function \(\mathcal{L}(p, d)\) and the prior probability density \(\pi(p)\):

\[
\mathcal{P}(p, d) = \frac{\mathcal{L}(d, p)\pi(p)}{\mathcal{E}(d)}
\]

\footnote{As expected for ton-scale DD experiments which aim at reducing the number of background events measured during the exposure time to \(\sim 1\).}
where \( \textbf{d} \) is the array of datasets used to constrain the parameter space. The Bayesian evidence \( \mathcal{E}(\textbf{d}) \), being independent from \( \textbf{p} \), plays the role of a normalization constant when performing parameter inference. The marginal poster PDF of a generic function \( g \) of the parameters \( \textbf{p} \), e.g. \( \sigma_{SI} \) and \( M_\chi \) in our case, is given by the expression

\[
p(g|\textbf{d}) = \int d\textbf{p} \delta(g(\textbf{p}) - g) \mathcal{P}(\textbf{p}|\textbf{d}) ,
\]

which follows from the definition of conditional probability. MCMC scanning techniques have been then used to sample from Eqs. (4.22) and (4.23) the marginal posterior PDF of the DM mass or SI cross section.

The Likelihood function is a key ingredient of the present analysis and it has been constructed following the prescriptions given in Ref. [46]. The contribution to the Likelihood from the simulated DD data is given by

\[
- \log \mathcal{L}_{dd}(E_i, N, \textbf{p}) = \mu(\textbf{p}) - N - N \log \left( \frac{\mu(\textbf{p})}{N} \right) - \sum_{i=1}^{N} \log \left( \frac{f(E_i, \textbf{p})}{f(E_i, \hat{\textbf{p}})} \right)
\]

(4.24)

and it has been normalized in such a way that \( - \log \mathcal{L}_{dd}(E_i, N, \hat{\textbf{p}}) = 0 \), where \( \mu(\hat{\textbf{p}}) = N \). This expression reflects both the information on the number of simulated recoil events \( N \), included in the Poissonian pre-factor, and the information about their energies \( E_i \), encoded in the spectral function (4.20). In addition to the DD contribution, we have included in the Likelihood a term which assigns a higher statistical weight to points in parameter space characterized by a “physical mass spectrum”. This term implements in the analysis the LEP2 constraints on SUSY parameters, bounds from collider searches of Higgs decays into \( \tau \) pairs (which can be interpreted as an \( m_A \)-dependent upper bound on the value of \( \tan \beta \)) and, finally, a lower bound of 600 GeV on the gluino mass [22]. These constraints, being expressed in terms of lower limits \( \ell_r(\textbf{d}) \) on certain parameters or theoretical predictions \( \tau_r(\textbf{p}) \), generate a contribution to the Likelihood function of the following form

\[
- \log \mathcal{L}_{pc}^{(r)}(\textbf{d}, \textbf{p}) = \begin{cases} 
\frac{1}{2} \left( \frac{\tau_r(\textbf{p}) - \ell_r(\textbf{d})}{\sigma_r(\textbf{d})} \right)^2 & \text{if } \tau_r(\textbf{p}) < \ell_r(\textbf{d}) \\
0 & \text{otherwise}
\end{cases}
\]

(4.25)

where the index \( r \) labels the constraints on the pMSSM mass spectrum previously mentioned and \( \sigma_r(\textbf{d}) \) is an estimate of the error associated with the value of the lower limit \( \ell_r(\textbf{d}) \). We also included in the Likelihood a term accounting for the recently discovered boson compatible with the Standard Model Higgs:

\[
- \log \mathcal{L}_{\text{Higgs}}(\textbf{d}, \textbf{p}) = \frac{1}{2} \left( \frac{m_h(\textbf{p}) - \hat{m}_h(\textbf{d})}{\sigma_h(\textbf{d})} \right)^2
\]

(4.26)

where \( m_h(\textbf{p}) \) is the pMSSM prediction for the light CP-even Higgs boson, \( \hat{m}_h(\textbf{d}) = 126 \) GeV and \( \sigma_h(\textbf{d}) = 3 \) GeV. Summing up all the contributions, the final form of the Likelihood function considered in this analysis is

\[
- \log \mathcal{L}(\textbf{q}, \textbf{p}) = - \log \mathcal{L}_{dd}(E_i, N, \textbf{p}) - \sum_r \log \mathcal{L}_{pc}^{(r)}(\textbf{d}, \textbf{p}) - \log \mathcal{L}_{\text{Higgs}}(\textbf{d}, \textbf{p}) .
\]

(4.27)
The last information needed to complete the analysis setup concerns with the choice of the prior PDF \( \pi(p) \). In the literature the most investigated choices correspond to flat and logarithmic priors PDF in parameter space. Regarding the pMSSM mass parameters, in the reconstruction of the DM mass and SI cross section we will consider both cases separately to assess the impact of priors on the final results. Concerning instead \( \tan \beta \) and the trilinear couplings, following [47], only flat priors will be considered. To carefully sample the posterior PDF of the pMSSM parameters, we will let vary \( M_1, M_2, M_3, \mu, m_A, m_{\tilde{q}_3L}, m_{\tilde{q}_3R}, m_{\tilde{l}_3} \) between 50 GeV and 4 TeV, \( A_t \) and \( A_b \) between \(-4 \) TeV and 4 TeV and, finally, \( \tan \beta \) between 2 and 60. Galactic model parameters will be treated as nuisance parameters, using the knowledge on their distributions acquired in Refs. [3, 4]: the posterior PDF found in these references for the Galactic model parameters through a compilation of various dynamical constraints will be considered in the present analysis as the prior PDF of the astrophysical parameters. As a final remark, we mention here that all the parameters controlling the hadronic matrix elements required to evaluate the DM-nucleus SI scattering cross section have been fixed at the mean values of Ref. [46]. In fact, given the high dimensionality of the pMSSM and the limited constraining power of the data, we preferred to consider in this paper as nuisance parameters only the astrophysical parameters to which we could assign prior PDF motivated by previous works. We refer the reader to Refs. [48] for an analysis assessing the role of hadronic matrix elements in the context of DM DD.

4.4 Statistical limitations

By reconstructing the DM mass and SI cross section we mean what follows: to sample the posterior PDF (4.22) through a MCMC algorithm\(^5\) and derive from it the marginal PDF of the DM mass and SI scattering cross section. We will present results in terms of \( \alpha\% \) Bayesian credible regions containing therefore a fraction \( \alpha \) of the posterior probability. Focusing on credible regions rather than on frequentist confidence intervals allows to circumvent possible issues regarding the coverage of the resulting intervals, a problem which has recently attracted a great attention in the context of the Minimal Supersymmetric Standard Model [49] and in the DM DD field [11].

There is however another possible source of “statistical limitations” affecting the reconstruction procedure described above. This concerns with the fact that the mock data implemented in the analysis, for instance the recoil energies \( E_i \), represent just one single realization of the true underlying distribution of the data. If the simulated data do not provide a faithful representation of their true distribution, because of statistical fluctuations, the resulting reconstruction can be significantly biased. In Ref. [11] this effect has been observed for DM candidates covering a non negligible spectrum of masses and SI scattering cross sections. It is therefore important to check the sensitivity of our benchmark reconstructions to the particular realization of the data implemented in the analysis. Given the sophistication of the Galactic model of section 4.1 and of the particle physics parameter

\(^5\)In this analysis we employ a modified version of the SuperBayes code interfaced with DarkSUSY routines to compute DD observables.
**Figure 3:** Histograms showing the distributions of the best fit DM masses derived by fitting 1000 data realizations with the theoretical expectation (4.20). The left panel refers to benchmark xen1 and the right panel to benchmark xen2. The red cross represents the value of the DM mass at the benchmark point.

**Figure 4:** As in Fig. 3 but the left panel refers to benchmark xen3 and the right panel to benchmark xen4.

space considered in this work, to run several MCMC for different realizations of the data is not an efficient way of achieving this task. Therefore, to assess the dependence of our results from the use of a single data sample for each benchmark we followed a different approach based on a simple one dimensional χ^2 minimization: we first sampled for each benchmark a large number of datasets (N, E_i) as explained in the previous subsection. Then, for each realization of the DD data, we fit the resulting distribution of the N energies E_i against the theoretical expectation (4.20) varying the DM mass only and fixing the SI scattering cross section and astrophysical parameters to their benchmark values. The resulting distribution of best fit values for the DM mass will allow us to estimate the degree of sensitivity of the benchmarks studied in this paper to the specific data sample considered in the reconstruction of the DM mass and SI cross section. It is in fact the DM mass the quantity mostly affected by statistical fluctuations in the distribution of the simulated recoil energies.
The results of this analysis are shown in Fig. 3 for benchmarks xen1 and xen2, while Fig. 4 refers to benchmarks xen3 and xen4. These histograms show the distributions of the best fit DM masses derived through the fitting procedure explained above for 1000 different data realizations. In each figure the red cross represents the value of the mass at the benchmark point. In all cases we see that the distribution is not perfectly symmetric around the benchmark point: there is a general trend in overestimating the DM mass. This result is in agreement with what found in Ref. [11], where the impact of statistical limitations on the reconstruction of the DM mass and SI cross section has been studied for a broad spectrum of DM candidates. This study shows that the most sensitive DM candidates are those with high masses and low SI cross section, i.e. candidates associated with a relatively low number of expected DD signal events. This trend is confirmed by the outcome of our analysis, which shows how the benchmarks potentially more sensitive to statistical limitations are those with the highest mass, namely xen3 and xen4, as clearly reported in Fig. 4. The reason behind this phenomenon is that when the number of recoil events is not sufficiently large to produce a faithful description of the underlying recoil energy distribution, a small excess of events at high energy, resulting from a statistical fluctuation, is sufficient to alter the result of the fit: this excess of events at high energy will be better fitted by an artificially large value of DM mass (see also Fig. 1 in Ref. [11]).

For the benchmarks studied in this paper we notice however that this effect, though present, it does not influence dramatically the best fit distributions of the DM mass. Since therefore we do not observe any strong pathology related to the selected benchmarks, we continue our analysis focusing on their mass and SI cross section reconstruction at XENON1T.

4.5 Mass and cross section reconstruction

The procedure to reconstruct the DM mass and SI cross section introduced in the previous subsections has been applied to the benchmarks xen1, xen2, xen3 and xen4. For each benchmark we focused on a single data realization considering both flat and log-priors for the pMSSM mass parameters. In Fig. 5 and 6 we show for these benchmarks the two-dimensional marginal posterior PDF in the plane DM mass versus SI scattering cross section. In each panel the colored bar follows the two-dimensional posterior PDF which has been conveniently normalized to one. Black contours correspond to the 68% and 95% credible regions obtained implementing in the analysis flat priors for the pMSSM mass parameters, while the green contours correspond to the analogous quantities derived from log-priors. Finally, the white dot and the blue cross represent respectively the posterior mean (from log-priors) and the benchmark point.

The plots confirm the general tendency in overestimating the DM mass described in the previous subsection, here evidenced by the high mass tail featured by the contours and partially by the mismatch between the posterior means and the values of the mass and SI cross section of the original benchmark. On the other hand we observe a significant improvement of the reconstruction performance when adopting log-priors in the MCMC scanning procedure. Indeed, this choice tends to “compensate” possible limitations in the DM mass reconstruction, due to statistical fluctuations in the distribution of the simulated
Figure 5: Two-dimensional marginal posterior PDF in the plane DM mass versus SI scattering cross section. The left panel refers to xen1 while the right one to xen2. In each panel the colored bar follows the posterior PDF, arbitrarily normalized to one, from its peak down to zero. Black contours correspond to the 68\% and 95\% credible regions obtained implementing in the analysis flat priors for the pMSSM mass parameters, while the green contours correspond to the analogous quantities derived from log-priors. The white dot and the blue cross represent respectively the posterior mean (from log-priors) and the benchmark point.

Figure 6: As in Fig.5 but the left panel refers to benchmark xen3 and the right panel to benchmark xen4.

data, by giving more statistical weight to low values of the parameters [50] (and therefore to the DM mass), thus partially reducing the high mass tail of the marginal posterior PDF. Because of this compensation mechanism we argue that log-priors provide in this context a
more faithful description of the actual potential of upcoming 1-ton DD experiments and we will therefore employ results obtained with this choice when translating our DD analysis into a forecast for the LHC.

For a given benchmark, in addition to this effect, the quality of the reconstruction is also affected by the value of the DM mass itself. Indeed, the differential recoil rate, for DM masses largely exceeding the one of the nuclei in the target material, depends on the DM parameters only through their ratio $\sigma_{SI}/M_\chi$. Clearly, this degeneracy produces credible regions spanning over “erroneously” large portions of the plane $(M_\chi,\sigma_{SI})$. In the present analysis the benchmarks most largely affected by this degeneracy are benchmarks xen3 and xen4, as also shown in Fig. 6.

In the next section we will translate the preferred regions in the plane DM mass versus SI cross section determined here into a prediction for certain classes of signals at the LHC. Since most of the relevant SUSY production cross sections are very steep functions of the pMSSM mass spectrum, and therefore of the DM mass, also the LHC analysis described in the following will be indirectly affected by the statistical limitations producing large uncertainties in the DM mass reconstruction. Large exposures are therefore crucial to enhance the effectiveness of the strategy illustrated here to combine the DD technique with DM searches at the LHC.

In summary, a ton-scale experiment resembling the XENON1T specifications will be able to achieve a robust determination of mass and SI cross section for DM candidates similar to the one associated with the benchmark point xen1. In fact, in light of our simulations, xen1 clearly emerges as the most promising benchmark considered in this work. This result follows from the large number of recoil events in the simulation of xen1 (170) and from the fact that light candidates are in this context simpler to identify with the DD technique, having a steeper energy spectrum which minimizes the previously mentioned statistical limitations. The benchmark points xen2, xen3 and xen4 feature instead a less efficient reconstruction but still in moderate agreement with the true values of the DM parameters related to the original benchmark. These points are in fact more sensitive to the already mentioned statistical limitations and to the mass/cross section degeneracy, typical of heavy DM candidates.

5 Collider analysis

Having derived for each benchmark point the accuracy within which the relevant DM properties are reconstructed by a 1-ton DD experiment resembling XENON1T, we now focus on how to translate this information into a prediction for certain LHC observables. Our analysis is organized as follows: first we will reprocess the Markov chains produced in the DD analysis applying to the models in the chains additional constraints from the relic density, limits on the muon anomalous magnetic moment as well as bounds from B-physics processes. Then for each benchmark point we will focus on those LHC processes which are controlled by the same model parameters determining the SI scattering cross section. For these final states we will evaluate the so-called visible cross sections and, when possible, missing energy distributions, concentrating on a few sample points from the chains passing
the already mentioned additional constraints and characterized by the highest statistical weight, according to our Bayesian simulation of XENON1T. All the LHC observables will be computed assuming 7 TeV center of mass energy and 4.7 fb$^{-1}$. This procedure is the essence of the method proposed in this paper to correlate the DD technique with DM searches at the LHC.

To rigorously assess the impact on the DD analysis of section 4 of additional observables one should run new MCMC scans with an extended Likelihood properly incorporating the new constraints. Although this is by now technically achievable in the most simple SUSY realizations (see [50, 51] for some examples) this procedure would be computationally troublesome to implement in the present analysis because of the need of repeated lengthy computations of quantities like the DM relic density, especially in the context of a high dimensional MSSM parameter space, as the one considered in this work, and when studying points in parameter space achieving the correct relict density via coannihilation processes. For these reasons we have employed the less computationally demanding procedure of applying a posteriori the limits from the relic density and flavor processes to the Markov chains generated in the analysis of section 4. The limits implemented for $\delta a_\mu$, $b \to s\gamma$ and $B_s \to \mu^+\mu^-$ are the same described in section 2. Regarding the relic density, instead, we have just required that it does not exceed the cosmological limit$^6$ [44].

The processes considered in this paper are listed in Tab. 2. For each of these processes we have simulated the signal possibly detectable by the ATLAS experiment, implement the analysis strategies applied by the ATLAS collaboration [57] and obtained the number of expected signal events at the luminosities relative to the current available data. The signal events have been generated through the numerical package Madgraph [58] combined with the detector simulator PGS normalizing the production cross sections at the NLO through the package PROSPINO [59]. The simulations have been validated by generating the main backgrounds for the considered search channels and cross-checking our results with the number of background events inferred by the data. The number of events obtained by the simulations has resulted compatible with expectations.

$^6$Alternatively one could also consider deviations from the standard WIMP paradigm, as enforced by non thermal production [52–54] or alternative cosmologies [55, 56]. This would require however a different treatment of the local DM density [51]. However, SUSY parameters are less directly correlated in these scenarios.
5.1 Analysis of xen1

We start our analysis with the lightest DM mass scenario, namely xen1. Fig. 7, obtained selecting points in our Markov chains passing flavor and relic density constraints, evidences that values of the DM relic density compatible with current limits can be achieved in two setups only: the first is represented by the two narrow regions lying at values of the DM mass of around 45-60 GeV, thus coinciding with the original benchmark scenario. In this regions a bino-like DM candidate is driven to the correct relic density by resonance enhanced interactions mediated either by the light CP-even Higgs boson or, for slightly lower mass values, by the Z boson. In the second setup, instead, occurring at higher values of the DM mass and corresponding to the yellow region in the plot, DM is mainly a pure higgsino characterized by very low values of the relic density and by a value of the mass larger than 100 GeV as required by the LEP bound.\footnote{Fig. 7 also reports a very small amount of points at gaugino DM in the mass interval of around 70-300 GeV. For these points a correct value for the relic density is guaranteed by either a low mass slepton or by a CP-odd Higgs. In the first case, however, the slepton should lie very close to the LEP limit and it is thus statistically disfavored by our Monte Carlo scanning procedure, while in the second low values of $m_A$ are disfavored by $Br(B_s \to \mu^+\mu^-)$.}

Notably, there is a clear correspondence between the second setup, represented by the yellow band in Fig. 7, and the high mass tail of the two-dimensional marginal posterior PDF in the plane DM mass versus SI scattering cross section shown in Fig. 5. As argued in section 4.4, this tail arises as a consequence of statistical fluctuations in the recoil energy spectrum affecting the accuracy of the DM mass reconstruction. We therefore conclude that the higgsino DM setup can be effectively disentangled from the bino DM case (corresponding to the original benchmark) by improving the performance of the DD based parameter inference, for instance, by increasing the experimental exposure. In view of this consideration we have limited our collider analysis to a subset of models sampled from the PDF of section 4 and corresponding to gaugino DM.

For light DM candidates, as the one considered in this section, the most relevant parameters entering the SI cross section and relic density calculation are the DM mass itself (which is approximately equal to $M_1$), $M_2$ and the value of the $\mu$ parameter. This implies that, from the collider point of view, the most interesting way to probe this scenario consists in the search for direct gaugino production, namely the associated production of $\chi^0_2$ and $\chi^{\pm}_1$, a final state whose properties are also mostly controlled by the same parameters. Assuming that there are no intermediate sleptons between these two states, they can decay either into $W^\pm Z$, with the bosons which may be also off-shell, or in the pair $Wh$, in addition to missing energy. Our study has been focused on the first possibility employing the ATLAS dedicated search through events with 3 leptons in the final state \cite{60}. A strategy for the detection of the $Wh$ channel has been instead proposed in \cite{65} but it requires much higher luminosities for being detected compared to the previous channel.

Tab. 3 reports the results relative to 5 models with high statistical weight, labelled by xen1-1, \ldots, xen1-5, sampled from the PDF relative to xen1 and passing relic density and flavor constraints. The table reports, for each model, the values of $M_2$ and $\mu$ which determine the characteristics of the produced neutralino and chargino, together with the
Figure 7: Points of the Markov chains associated to the benchmark xen1 passing flavor and relic density constraints in the plane \((M_\chi, \Omega h^2)\) following a color pattern related to the DM higgsino fraction.

Table 3: Values of the non-SM visible cross section associated to 3 leptons + \(E_T^{\text{miss}}\) search channel for 5 sample points relative to the light DM scenario depicted by the benchmark xen1. The results rely on two signal regions associated, respectively, to the decay of the gauginos into off-shell and on-shell gauge bosons. The experimental limits are \(\sigma_{\text{vis}}^{\text{obs}} = 3\) fb and \(\sigma_{\text{vis}}^{\text{obs}} = 2\) fb.

| benchmark | \(M_2\) | \(\mu\) | \(\sigma_{\text{vis}}[fb]\) | SR1 | \(\sigma_{\text{vis}}[fb]\) | SR2 |
|-----------|--------|--------|-----------------|-----|-----------------|-----|
| xen1-1    | 498    | 283    | 0.1             | 0.3 |                  |     |
| xen1-2    | 215    | 362    | 0.3             | 0.6 |                  |     |
| xen1-3    | 212    | 240    | 1.7             | 3.3 |                  |     |
| xen1-4    | 138    | 263    | 1.6             | 0.1 |                  |     |
| xen1-5    | 266    | 240    | 0.5             | 1.2 |                  |     |
In summary, for the benchmark scenario xen1 it is possible to translate the informations on the model parameters derived from our DD simulation into a clearly identifiable signature in the three lepton final state. This is possible because, as already mentioned, both DD and LHC observables crucially depend from the same set of parameters. Remarkably, the results summarized in Fig. 8 and Tab. 3 constitute a genuine DD driven forecast for the LHC, successfully obtained by applying our method to the benchmark point xen1.

5.2 Analysis of xen2

The benchmark point xen2, similarly to xen1, has been designed to study MSSM realizations featuring a light EW interacting sector (see e.g. [74] for a similar approach) evading current constraints which would instead apply to models including colored sectors lying in the multi-TeV region. As for the case of xen1, in a preliminary investigation of the benchmark xen2, we selected from our Markov chains the models passing flavor and relic density constraints. These points are shown in Fig. 9 where again the yellow band corresponds to higgsino DM configurations. Contrary to the case of xen1, however, in the present scenario the higgsino DM models do not only populate the tail of the marginal posterior PDF in the plane DM mass versus SI scattering cross section: comparing in fact
**Figure 9**: Points of the Markov chains associated to the benchmark xen2 passing flavor and relic density constraints in the plane \((M_\chi, \Omega h^2)\) following a color pattern related to the DM higgsino fraction.

Fig. 5 with Fig. 9 one can clearly observe that there are regions in the plane \((M_\chi, \sigma_{SI})\) with a significant statistical weight corresponding to DM masses above 100 GeV and therefore representing a large fraction of points in the yellow band of Fig. 9. This is obviously related to the fact that the LEP bound implemented in the Likelihood of our MCMC scans is only effective for exotic states lighter the 100 GeV, while the DM candidate associated with xen2 has a mass of approximately 155 GeV. Moreover, as consequence of these large uncertainties in the outcome of our DD analysis, the points in our Markov chains passing all the considered bounds, match the current limit on the DM relic density through various mechanisms. The main ones are the coannihilation with a slepton (corresponding to the original benchmark scenario) and resonances occurring in annihilations mediated by the CP-odd Higgs. In addition to these, we have also found configurations in which the parameters \(M_1\) and \(M_2\) are very close to each other, featuring the already mentioned setup dubbed “well tempered neutralino”. For these reasons, the outcome of our DD based analysis cannot resolve alone the degeneracy among pure gaugino and pure higgsino DM configurations (see Fig. 9). A possible strategy to alleviate this problem could be to encode in the Likelihood the requirement of a DM relic density lying within 2-3 \(\sigma\) from the cosmological limit; this requirement cannot be fulfilled by higgsinos with relatively low values of the mass, as required by this benchmark scenario. A potentially interesting alternative is, on the other hand, adding information coming from indirect detection. Indeed bino-like and higgsino DM feature different signatures from the point of view of indirect detection. In particular, current experimental facilities have reached a sensitivity high enough to probe light higgsino DM scenarios with already strong constraints coming form antiproton data [75] and new stronger bounds eventually arising in case that the claim of detection of a
Table 4: Values of the non-SM visible cross sections associated to the 3 leptons + $E_T^{miss}$ search channel for 5 sample points relative to the DM scenario depicted by the benchmark xen2. The results rely on three of the signal regions considered in Ref. [60]. The experimental limits are, respectively, $\sigma_{vis}^{obs} = 3$ fb and $\sigma_{vis}^{obs} = 2$ fb.

| benchmark | $m_\chi$ | $M_2$ | $\mu$ | $m_{\tilde{\tau}}$ | $\sigma_{vis}[fb]$ $SR1$ | $\sigma_{vis}[fb]$ $SR2$ |
|-----------|---------|--------|-------|------------------|----------------|------------------|
| xen2-1    | 132     | 348    | 356   | 256              | 1.13           | 0.09             |
| xen2-2    | 155     | 462    | 940   | 180              | 1.24           | 0.20             |
| xen2-3    | 175     | 187    | 554   | 2500             | 0.03           | 0.02             |
| xen2-4    | 140     | 318    | 388   | 160              | 0.18           | 0.11             |
| xen2-5    | 160     | 3431   | 620   | 2745             | 0.001          | 0.003            |

Table 5: Values of the non-SM visible cross sections associated to the 2 leptons + $E_T^{miss}$ search channel for 5 sample points relative to the DM scenario depicted by the benchmark xen2. The results rely on three of the signal regions considered in Ref. [61]. The experimental limits are, respectively, $\sigma_{vis}^{obs} = 2$ fb, $\sigma_{vis}^{obs} = 11.4$ fb and $\sigma_{vis}^{obs} = 2$ fb.

| benchmark | $\sigma_{vis}[fb]$ $SR_{MT2}$ | $\sigma_{vis}[fb]$ $SR_{OS}$ | $\sigma_{vis}[fb]$ $SR_{SS}$ |
|-----------|-------------------------------|-------------------------------|-------------------------------|
| xen2-1    | 1.63                          | 1.67                          | 0.07                          |
| xen2-2    | 0.10                          | 0.16                          | 0.07                          |
| xen2-3    | 0.39                          | 0.57                          | 0.04                          |
| xen2-4    | 0.14                          | 0.21                          | 0.02                          |
| xen2-5    | 0.01                          | 0.02                          | 0.01                          |

gamma-ray line in the Fermi-LAT data [76, 77] will be confirmed (for more details see also e.g. [78, 79]).

Leaving these possibilities for future works, we will focus in this section on the scenario corresponding to gaugino DM, as an illustrative example of which predictions can be made for the LHC if this benchmark scenario were identified by XENON1T. We are therefore neglecting the higgsino DM configurations surviving (i.e. with a non negligible statistical weight) to our DD analysis and to the additional constraints considered. These configurations would require different LHC search strategies. Moreover, we will restrict in the present collider analysis to the DM mass range 135-175 GeV, corresponding to a region of high posterior PDF in the plane DM mass versus scattering cross section able to capture the main features of the present scenario.

Analogously to the previous benchmark point we still stick on the direct production of EW interacting particles. In addition to three-lepton signals, however, we have also employed detection strategies of events featuring two leptons in the final state [61] which improve the sensitivity of the previous search in the case of the presence of sleptons in the decay chain of $\chi^\pm_1$ and are, moreover, sensitive to direct slepton production as well as other gaugino production processes like $\chi^\pm_1\chi^{\mp}_1$ which can be potentially relevant. As for
the case of xen1, the logic behind the choice of these final states is that their properties are controlled by the same parameters entering the determination of the SI scattering cross section: in this case, $M_1$, $M_2$ and $\mu$.

The outcome of our analysis, performed on 5 representative points (denoted by xen2-1, xen2-2, xen2-3, xen2-4, xen2-5) sampled from the posterior PDF of xen2 and reported in Tabs. (4) and (5), shows that the collider prospects are mainly influenced by the value of $M_2$ and by the slepton mass scales while the $\mu$ parameter, partially fixed by DD, is important in determining the composition of $\chi_1^\pm$ and $\chi_2^0$. It is also evident that the analysis employed are not sensitive to low mass splittings among the relevant particles. Results of a LHC run simulated from these points focused on final states including two leptons are shown in Fig. 10.

5.3 Analysis of xen3

This benchmark is designed to probe coannihilation scenarios with third family squarks very close to the current experimental limits relative to their direct collider production. As already mentioned, the contribution to the SI scattering cross section of the squark mediated interactions is enhanced for low DM-squark mass splittings and it dominates the cross section itself in the limit of very low higgsino fraction. At the same time these low mass splittings enforce coannihilations driving the DM relic density towards its correct value and imply very simple and definite decay chains at collider. As for the other benchmark points, we start the analysis of xen3 reprocessing the Markov chains produced by the DD simulation applying to the sampled models the current bounds from the DM relic density and flavor physics. The points passing these bounds are shown in Fig. 11, where
Figure 11: Points of the Markov chain associated to the benchmark xen3, selected according the criteria depicted in the text and passing flavor and relic density constraints. In each panel the points are reported in the plane $(m_{\chi}, \Omega h^2)$. In the upper left panel the points are colored according the corresponding value of the DM higgsino fraction. In the upper right panel instead the color pattern is determined by the quantity $\Delta_A = (m_A - m_\chi)/m_A$. The bottom left and bottom right panels are obtained in analogous manner but the quantities discriminated by the colors are respectively $\Delta_b = (m_{\tilde{b}_1} - m_\chi)/m_{\tilde{b}_1}$ and $\Delta_t = (m_{\tilde{t}_1} - m_\chi)/m_{\tilde{t}_1}$.

The color patterns follow the higgsino fraction (top left panel), $\Delta_A$ (top right panel), $\Delta_b$ (bottom left panel) and, finally $\Delta_t$ (bottom right panel). The outcome of this analysis shows that extremely pure higgsino DM configurations are favored by the interplay of the DD simulation and the additional constraints subsequently imposed on the resulting Markov chains. Moreover, bino-like DM configurations passing these additional constraints (and corresponding to the original benchmark scenario) achieve the correct relic density mainly through the Higgs funnel mechanism while coannihilations are disfavored by the requirements on the Higgs mass (a sizable fraction of points in the chains is also excluded by the bounds from $b \to s\gamma$ and $B_s \to \mu^+\mu^-$). This outcome clearly shows that the majority of points in our Markov chains do not correspond to configurations in which the SI scattering
| benchmark | $m_{\chi}$ | $m_{\tilde{t}_1}$ | $m_{\tilde{b}_1}$ | \(\bar{b}_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(\tilde{b}_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(\tilde{b}_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(\bar{b}_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |
|-----------|-----------|-------------------|-------------------|-----------------|-----------------|-----------------|-----------------|
| xen3-1    | 250       | 524               | 270               |                 |                 |                 |                 |
| xen3-2    | 230       | 256               | 442               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 W^- \rightarrow b\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |
| xen3-3    | 219       | 249               | 301               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) |                 |                 |
| xen3-4    | 218       | 605               | 234               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) |
| xen3-5    | 198       | 356               | 217               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) |                 |                 |                 |
| xen3-6    | 150       | 246               | 164               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |
| xen3-7    | 182       | 540               | 196               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |
| xen3-8    | 165       | 511               | 175               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) |
| xen3-9    | 172       | 343               | 181               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |
| xen3-10   | 220       | 232               | 380               | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow b_1 W^+\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow t\chi_1^0\) | \(b_1 \rightarrow b\chi_1^0, \tilde{t}_1 \rightarrow c\chi_1^0\) |

**Table 6**: Summary table of the points relative to the scenario xen3 used for the collider analysis. The last column reports the main decay channels of the lightest stop and sbottom in the models considered.

| benchmark | SR1 | SR2 | SR3 | SR4 |
|-----------|-----|-----|-----|-----|
| xen3-1    | 1.63| 0.13| 0.026| 0.006|
| xen3-2    | 0.2 | 0.04| 0.005| 0.0008|
| xen3-3    | 0.25| 0.04| 0.005| 0.001|
| xen3-4    | 0.3 | 0.05| 0.007| 0.001|
| xen3-5    | 0.4 | 0.07| 0.010| 0.0015|
| xen3-6    | 0.5 | 0.08| 0.010| 0.001|
| xen3-7    | 1.59| 0.19| 0.025| 0.002|
| xen3-8    | 0.98| 0.13| 0.019| 0.002|
| xen3-9    | 1.66| 0.23| 0.035| 0.007|
| xen3-10   | 1.37| 0.18| 0.027| 0.004|

**Table 7**: Values of the non-SM visible cross sections of the points used for the collider analysis with respect to the 4 signal regions defined in Ref. [62]. This analysis is aimed at exploring processes leading to sensitively soft jets and then is particularly suitable to probe coannihilation scenarios.

The cross section is dominated by squark-mediated interactions and thus points again towards the need of combining the information coming from DD with the one coming from other observables, such as for instance the relic density, which constrains more efficiently the coannihilation scenario.

In spite of these difficulties found in the DD analysis of the coannihilation benchmark xen3, we nevertheless tried to extract as many information as possible from this result, translating the associated limits on the model parameters into certain predictions for the
LHC. Analogously to the case of xen2, we will restrict to bino-like configurations emerging from our Monte Carlo scans, considering only regions of the \((M_{\chi}, \sigma_{SI})\) plane exhibiting a high statistical weight and capturing all the features relevant for the present analysis, namely, a portion of this plane corresponding to DM masses lower than 250 GeV. As for the other benchmark points, we now focus on a final state whose properties are determined by the same parameters entering in the calculation of the SI scattering cross section and then for this process we evaluate LHC observables quantities, such as for instance visible cross sections. For this benchmark point a process with these properties is the a final state involving pairs of stop and sbottom squarks. If a coannihilating sbottom is the NLSP, this can only decay through the channel \(\tilde{b} \rightarrow b\chi^0_1\) while in the case of a stop NLSP the dominant decay channel is often \(t \rightarrow c\chi^0_1\), arising at one-loop. Another possible decay is \(\tilde{t} \rightarrow b\bar{f}f'\chi^0_1\), with \(f\) and \(f'\) being two light fermions. These decays, however, evade most of the current SUSY searches since their products are too soft to pass the analysis cuts on the \(p_T\), or even the requirements for correct reconstruction of the final states. Such configurations thus require search strategies optimized for very low mass splittings or alternatively can be probed using initial state radiation. In this work we will concentrate on monojet searches and employ the dedicated ATLAS analysis strategy of Ref. [80]. Good prospects of probing scenarios with very low mass splitting have been obtained as well from the study of monophoton events in Ref. [68].

To this purpose we have sampled from the PDF obtained from our DD analysis a few representative models (listed in Tab. 6) and generated from them LHC final states involving pairs of stop and sbottom squarks with an additional jet. The results, reported in Tab. 7, show that this coannihilation scenario is rather efficiently probed, with some points already excluded, especially at low masses while we have a significant decrease in the performance at higher values since the stop/sbottom production cross sections are rather steeply decreasing functions of the masses of these particles. These results further stress the importance of increasing the performance in reconstructing the DM mass (in this case related by coannihilation requirements to the squark ones) since even slightly different determinations drastically alter the collider detection prospects.

5.4 Analysis of xen4

The last benchmark point considered in the analysis has been also designed, similarly to xen3, to investigate a scenario where DM is produced through coannihilations involving squarks of the third family. In this case, however, the DM mass is significantly higher than in the case of the previous benchmark. Fig. 12 clearly shows that no coannihilation configurations emerged from the interplay of the DD simulations and the application of the relic density and flavor bounds, being the PDF samples strongly dominated by higgsino DM candidates and, to some extent, by CP-odd Higgs funnel configurations. In view of this outcome, we regard the reconstruction of this point as unsuccessful and thus we will not pursue any collider analysis for this scenario.
Figure 12: Points in the Markov chain associated to the benchmark xen4 passing flavor and relic density constraints. The points in the two plots follow color patterns determined, respectively, by higgsino fraction and $\Delta_A$. By comparing the two panels one notices that a large fraction of points at gaugino DM clusters around the value $\Delta_A \simeq 0.5$.

6 Conclusions

In this paper we have explored a new strategy to combine direct and collider DM searches. The idea is very simple: the DD technique is directly sensitive to the DM mass and scattering cross section only. The same technique, however, has also the potential to indirectly constrain the model parameters (or certain combination of them) entering the calculation of the relevant DD scattering cross sections. Therefore, focusing on LHC processes whose properties are also determined by the very same model parameters, an hypothetically identified DD signal can be directly translated into a genuine DD driven forecast for the missing energy distributions associated with these processes.

This analysis has been performed in the context of the so-called phenomenological Minimal Supersymmetric Standard Model where a large number of possible supersymmetric configurations is conveniently described by a limited number of parameters. We focused on four benchmark points representative of WIMP DM candidates which should be soon probed by the upcoming generation of 1-ton DD experiments and corresponding to different DM production scenarios. In all cases a clear correlation pattern between DD and LHC observables is enforced by the underlying mechanism accounting for the DM relic density.

For each benchmark, we tested the capability of a 1-ton DD experiment resembling the XENON1T experiment in reconstructing the DM mass and SI scattering cross section within the framework of a Bayesian analysis supported by a Markov Chain Monte Carlo scanning technique. In our analysis we carefully addressed the impact on the reconstructions of the astrophysical uncertainties entering the computation of the differential count rates, of possible statistical limitations related to the finite number of measured recoil energies as well as of the choice of the priors for the model parameters.

We derived through this procedure the accuracy within which the DM mass and scat-
tering cross section are reconstructed by the Xenon experiment in its 1-ton configuration. We then focused on the regions of the plane DM mass versus scattering cross section enclosing the 95\% of the posterior probability. Within these regions we selected a subset of models by reprocessing our Markov chains introducing additional constraints from the relic density, the anomalous magnetic moment of the muon and B-physics processes. For some of these models we simulated the ATLAS detector response in its configuration with 7 TeV center of mass energy and carefully studied the prospects of detecting certain classes of final states for which dedicated search strategies have been developed by the ATLAS collaboration and, most importantly, whose properties crucially depend from the same model parameters entering the calculation of the SI scattering cross section associated with the corresponding benchmark point.

The procedure proposed here defines a method to efficiently exploit the upcoming generations of 1-ton DD experiments to forecast valuable predictions for the LHC and it constitutes the main achievement of this paper. The results obtained within this framework are particularly promising for the benchmark xen1 which is representative of a light bino-like neutralino produced via resonant annihilations. In this case a definite prediction for a LHC final state including three leptons and missing energy can be elaborated starting from the informations derived from the simulated 1-ton DD experiment. The other benchmarks, instead, are more sensitive to the DD statistical limitations discussed in the text and affecting the accuracy of the DM mass reconstruction. Larger exposures in the DD (here we considered 1000 kg-years) and eventually more informative Likelihoods can however further enhance the effectiveness of our approach and allow to draw interesting conclusions also in the case of challenging DM candidates as for instance xen4.

In summary, we have proposed a strategy to systematically translate an hypothetical DD signal into a prediction for the LHC. This method has the potential to significantly strengthen the complementarity between the DD technique and DM searches at collider and will be further investigated in future works.
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