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Abstract—In Cloud Computing, the tenants opting for the Infrastructure as a Service (IaaS) send the resource requirements to the Cloud Service Provider (CSP) in the form of Virtual Network (VN) consisting of a set of inter-connected Virtual Machines (VM). Embedding the VN onto the existing physical network is known as Virtual Network Embedding (VNE) problem. One of the major research challenges is to allocate the physical resources such that the failure of the physical resources would bring less impact onto the users’ service. Additionally, the major challenge is to handle the embedding process of growing number of incoming users’ VNs from the algorithm design point-of-view. Considering both of the above-mentioned research issues, a novel Failure aware Semi-Centralized VNE (FSC-VNE) algorithm is proposed for the Fat-Tree data center network with the goal to reduce the impact of the resource failure onto the existing users. The impact of failure of the Physical Machines (PMs), physical links and network devices are taken into account while allocating the resources to the users. The beauty of the proposed algorithm is that the VMs are assigned to different PMs in a semi-centralized manner. In other words, the embedding algorithm is executed by multiple physical servers in order to concurrently embed the VMs of a VN and reduces the embedding time. Extensive simulation results show that the proposed algorithm can outperform other VNE algorithms.

Index Terms—Cloud computing, Virtual Network Embedding (VNE), Fat-Tree data center, resource mapping.

1 INTRODUCTION

VIRTUALIZATION is the key technology that enables Infrastructure Provider (IP) to share the same physical servers or Physical Machines (PMs) among multiple tenants by creating virtual version of the resources such as storage, memory, CPU and network. This allows the system developer to decouple the service instances from the underlining hardware resources by placing the virtualization software between the user’s operating system and the underlined physical resources [1]. On the other hand, a large number of PMs in a data center is connected through several types of switches and long cables. Fat-Tree [2] network topology is widely used in commercial data centers in order to establish the connection among PMs through core switches, aggregation switches and edge switches as the basic connecting devices. The resources of the PMs are provided to the tenants by creating multiple Virtual Machines (VMs), ensuring the basic privacy properties, better QoS and other user requirements as mentioned at the time of Service Level Agreement (SLA) establishment between the tenant and the IP [3].

The network of multiple VMs that are requested by the cloud users is called Virtual Network (VN). The job of the Cloud Service Provider (CSP) is to provide a set of interconnected PMs onto which the VN can be embedded, which is known as Virtual Network Embedding (VNE) problem [4]. This problem can also be relate to the problem of virtual network function placement [5]. The job of virtual network embedding is to embed VMs and virtual links. VM embedding refers to as selecting a suitable PM by taking location, energy and users’ budget constraint parameters into consideration [6]. Virtual link embedding refers to as finding the shortest path between the corresponding PMs taking number of switches, load on the physical links, latency and several other parameters into consideration.

The unexpected failure of resources is one of the major research issues that cannot be ignored by the cloud service provider. Failure in resources has a direct impact on the services. Service failures have direct impact on QoS, energy consumption, SLA violation, and huge revenue loss of CSP [7]. One of the major research issues in VNE is how to avoid the unexpected service failures due to the failure of any hardware module or software module. The failure of resources includes switch failure, physical link failure, and PM failure [8]. The major reasons behind the resource failures could be the wrong input to the user program, high workload on switches and PMs and failure of power supply. It is reported that a single failure (or cloud outage) for one hour could bring more than $336,000 financial loss to cloud providers, such as Amazon and Microsoft [9], [10]. The impact of the potential failure of any physical resource on service availability, productivity, business reputation, etc. [11] must be analyzed before embedding the VN onto the physical network. Here, we are considering the failure of PM, the physical network link and the switches. The VMs of the incoming VN must be distributed in such a way that impact of physical resource failure is minimized by avoiding
potential resource failure. It is also essential to design an algorithm that can embed the VNs considering the failure impact of the physical resources. An efficient VNE algorithm may consume significant time only for the embedding purpose. The nature of the algorithm such as centralized, distributed or semi-centralized also plays a major role in making embedding process faster, resulting in better QoS.

In general, the VNE algorithm is installed in a dedicated server to accomplish the embedding process with the responsibility to embed all incoming VNs onto the physical network in a centralized manner. The major flaws of the centralized embedding algorithms are poor scalability, lower capital message, single point of failure and higher embedding cost \(^{12}\). On the contrary, distributed embedding algorithm reduces the embedding cost and delay time, which occurs due to the arrival of a large number of simultaneous VNs, but does not obtain the global view of the physical network. As distributed VNE algorithms are scalable unlike the centralized one, they give better performance as compared to the centralized approaches in the geo-distributed Data Centers (DCs) \(^{12}\). Despite several advantages of the distributed VNE algorithms, obtaining an optimal embedding solution without global view of the DC network incurs heavy resource requirement and time consumption. To overcome the disadvantages of the centralized and distributed VNE algorithms, a semi-centralized algorithm may produce a near-optimal embedding solution by considering the global view of the DC network and also can embed multiple VNs in parallel. The entire semi-centralized algorithm is divided into two sub-algorithms, which may run in two stages. If the centralized approach is followed by one sub-algorithm in the first stage, the distributed approach is followed by another sub-algorithm in the second stage. However, if the distributed approach is followed in the first stage, the centralized approach will be followed in the second stage. Multiple constraints such as revenue maximization, guaranteeing SLA with higher QoS and power consumption maximization need to be taken into consideration while designing an efficient semi-centralized VNE algorithm.

1.1 Motivation

As discussed before, VNE problem refers to as embedding of VN onto a set of interconnected PMs. In the process of embedding, CSP needs to consider multiple factors such as resource availability of the PMs, bandwidth availability, utilization of the resources, load balancing among all the PMs, energy consumption of the PMs, network latency etc. Failure probability of the PMs is one of the main factors, which plays a crucial role in the process of embedding. Without considering the PMs’ failure probability, CSP may embed the VMs onto the PMs that are most likely to fail in the next time instance. Failure of PMs results in failure of corresponding VMs. As a result, the corresponding services would be interrupted, which may bring a huge monetary loss for the CSP. Though a number of research articles have been proposed recently to address the VNE problems considering different factors, the failure probability of the PMs and impact of resource failure onto the existing users’ request has not been studied extensively.

Fig. 1 illustrates the impact of resource failure on the users’ request. Let V N1 and V N2 be the two VNs received by the CSP from two different users as shown in Fig. 1(a). V N1 consists of VMs V 1, V 2, and V 3. V N2 consists of VMs V 4 and V 5. Considering the example given in Fig. 1, let the CSP consists of two PMs P M1 and P M2 connected in Fat-Tree topology with number of ports k = 2. The two VNs V N1 and V N2 are embedded onto these two PMs. VMs V 1, V 2, and V 5 from V N1 and V N2, respectively, are embedded onto P M1. VMs V 3 and V 4 from V N V 1 and V N2, respectively, are embedded onto P M2. In this scenario, if physical machine P M2 is failed, it has direct impact on both users and VM V 3 and V 4 will be affected, as shown in Fig. 1(b). Besides the impact on the VMs, the virtual link between VM V 3 and V 1 and the virtual link between VM V 4 and V 5 will be affected as the one of the end VMs of those virtual links are inactive or not in running state. As shown in Fig. 1(c), the impact of the failure of network resource onto the existing users is discussed. Failure of a physical link between core switch c and aggregation switch A 2 has also direct impact on all users, which can affect all five virtual machines hosted by P M1 and P M2. Failure of this physical link also affects the virtual links (V 1, V 3) and (V 4, V 5) of V N1 and V N2, respectively. Though Fat-Tree network topology offers higher degree of fault tolerant service through multiple physical paths between any two servers, however in a much highly loaded network, failure of one link brings higher impact on the corresponding servers and the VMs. It is assumed that the virtual machines within a VN can be connected in any topology.

Further, several centralized VNE algorithms are not scalable and are mainly designed to deploy on a single PM, which is further responsible for receiving and processing the incoming VNs \(^{13}, 14\). This centralized approach makes the algorithm in-scalable and therefore the new VNs may experience delay as the single PM is busy in embedding other VNs that arrived earlier. Here, in-scalable refers to as the lack of ability to handle the growing number of incoming VNs to accommodate itself according to a number of VNs. Besides, this disadvantages in terms of in-scalability and the knowledge of global view of the entire physical network help the algorithm to make the most efficient embedding solution in terms of the time required to embed the VNs excluding the waiting time. The distributed approach of VNE algorithm is highly scalable. Despite its
higher scalability nature, it is difficult to obtain an efficient embedding solution as the global view is not available for the PMs executing the embedding algorithm. Considering these two traditional approaches and their disadvantages, it is essential to design a VNE algorithm, which can be highly scalable and must consider the global view of the entire physical network.

The above-mentioned scenario motivates us to revisit the VNE problem by taking the failure of PMs as well as the physical links into account. Accordingly, we have proposed a novel Failure aware Semi-Centralized Virtual Network Embedding (FSC-VNE) scheme with the following goals:

- To design semi-centralized VNE algorithm that can meet the requirement of data centers with large volume of requests arrival rate.
- To minimize the impact of failure of PMs and physical links onto the existing users while embedding VNs by considering the failure probability of the PMs.

The goals can be achieved by embedding the VMs onto the PMs considering the failure probability of each PM. Further, in order to minimize the impact of physical link failure, multiple VMs can be embedded onto a single PM, which eventually eliminates the failure possibilities of corresponding virtual links.

Rest of this paper is organized as follows. In Section 2, we present the recent research articles related to VNE. The system model of this paper is presented in Section 3. The proposed VNE algorithm is discussed in Section 4. In Section 5, performance evaluation of our proposed algorithm is made followed by the concluding remarks in Section 6.

2 RELATED WORKS

Extensive researches have been emphasized on different aspects of VNE problem, such as energy-aware [15], location constraint [16], physical network topology [3], etc. Considering the location preferences of the users, authors in [16], formulate the VNE problem as a graph bisection problem, which achieves integrated VM and virtual link mapping. Restricting one PM to host maximum one VM in order to reduce the failure impact onto single VN arises another problem of accumulative failure impact onto all corresponding VNs.

2.1 Resource utilization optimization

In order to reduce the total amount of required physical resources in a multi-cloud environment, priority values are assigned to the user’s requests [14]. Here, each PM can be used to host a maximum of one VM from a VN. Such an approach contradicts the goal of minimizing the required physical resources. Assigning multiple VMs onto a single PM can effectively reduce the required amount of resources. In a likewise fashion, degree and clustering information of a VM within a VN are used to embed the user’s request onto physical network with the objective to minimize the network utilization and maximize the acceptance ratio as in [17]. However, the dependencies among the VMs are not considered, resulting in inefficient mapping solution.

In a multi-service cloud environment, resource allocation and provisioning algorithms are presented in [18] considering the SLA, service cost, system capacity and resource demand. However, considering only VM resources without network resource may not fit into the real-life scenario. Authors in [19] propose a novel VNE algorithm considering the link interference due to bandwidth scarcity. The major advantage of the proposed I-VNE algorithm is that the temporal and the spatial network topology information are taken into consideration and the VNs are embedded with low interference.

To efficiently utilize the computing resources and increase the acceptance ratio, authors in [6] presented a unique approach to embed the VN. This is done by simply placing the same VM onto multiple PMs and distributing the input data onto corresponding PMs. However, this approach required extra network resource and the number of PMs required for a VN is more than the number of VMs present in the VN. VNF placement problem is further studied in different scenarios, such as 5G network slicing framework [20], Network Function Virtualization (NFV) [15]. Authors in [21] address the Virtual Network Functions (VNFs) placement problem with Deep Reinforcement Learning approach to obtain a near-optimal solution. However, the proposed algorithm does not consider the impact of the failure of physical resources that may bring a more significant effect on the VNFs and the resource utilization.

In federated cloud, taking minimization of the network latency as the major goal, authors in [22] propose network-aware VNE scheme. The proposed algorithm ignores the fact that the single PM can be used to execute multiple VMs, which eventually eliminate the network resource demand without compromising the QoS and other user’s requirements. Similarly, the proposed congestion-aware VNE scheme with Hose model abstraction in [23], has the restriction to embed only one VM onto one PM. As a result, the opportunity to minimize the amount of required network resource is ignored. A rank-based VNE algorithm is presented in [24] considering substrate node degree, strength and distance with others. However, its inability to scale and inability to consider the failure probability of the substrate nodes and links makes the VNE approach inefficient.

2.2 Embedding time minimization

Authors in [12] propose a distributed embedding algorithm, which partitions the entire physical network into multiple blocks. Though the embedding cost for each VN is reduced, however, the accumulative computational overhead still exists and the total amount of required computational resources is very high. In order to fasten the embedding process for the VN that follow mess topology, authors in [25], introduced a novel approach that reduces the number of virtual links. However, combining multiple virtual links onto one increases the embedding cost. This trade-off is addressed by proposing reduction algorithms. However, this centralized algorithm may not be able to scale up with the growing number of PMs and hence may degrade the efficiency in terms of embedding time.

The VNE problem can be viewed as multi-objective linear programming problem, as in [26]. Though the authors
have achieved the goal to maximize the revenue and minimize the embedding cost, however, the mapping solution may suffer from physical resource fragmentation issue and may not produce efficient result in terms of embedding cost due to the mapping of virtual node followed by the virtual links.

### 2.3 Cost and Revenue

Two VNE algorithms are presented based on Monte Carlo tree search and multi-commodity flow algorithm in [27] with the objective to maximize the profit of the CSP. The proposed centralized VNE algorithm claims to map the virtual nodes and the virtual links without splitting the physical path. However, the centralized approach may produce an inefficient result in terms of embedding time. In [28], a new path algebra strategy is proposed to embed the virtual nodes and the virtual links based on cost and revenue parameter. However, the proposed multi-staged mapping strategy may produce extra computational overhead, resulting higher embedding time.

Authors in [29] address the problem of inefficient bandwidth reservation due to the uncertainty. Though the proposed stochastic approach achieves maximizing the revenue of the CSP, however, author should also consider the failure probability of the physical links.

A number of VNE approaches have been proposed considering dynamic resource requirement, topology of the data center, energy consumption, and revenue maximization. Though the studies in current literature solve many real-life scenarios in cloud, to the best of our knowledge none of the studies propose an embedding scheme, which processes the VNs in semi-centralized manner to fasten the embedding process and minimizes failure impact of the physical resources onto the existing VNs.

### 3 Problem Formulation

As discussed earlier, it is the job of the CSP to create/embed multiple interconnected VMs onto a set of suitable PMs. In the embedding process, the network topology plays an important role as it defines the network structure and the connectivity of one PM with other PMs. In our study, Fat-Tree network topology is taken into consideration as the data center network topology. It is assumed that the computing and network resources of PMs and the networking devices remain static throughout the execution of the algorithm for any particular VN. In other words, the resource capacities of the PMs and networking devices do not change, when the VNE allocation algorithm runs. The PMs are heterogeneous in nature. The resource requirement of the VN includes the computing and network resource demand of VMs and virtual links, respectively, which do not change over time. Further, the topology of the VN including the number of VMs, virtual links, the resource demand of the VMs and the virtual links are static and hence do not change after the VN request is submitted to the CSP. In further sections, we will discuss the network topology, the VN, and failure impact of physical resources onto the VNs in details. A summary of all the notations is given in Table 1.

| Notation | Description |
|----------|-------------|
| $P$      | Set of all PMs $\{p_1, p_2, \ldots, p_m\}$ |
| $S$      | Set of all switches $\{S_1, S_2, \ldots, S_s\}$ |
| $k_r$    | Number of ports available at each switch |
| $V$      | Set of all VMs $\{v_1, v_2, \ldots, v_n\}$ |
| $x$      | Resource type $\{memory, CPU\}$ |
| $\alpha_i$ | Server resource requirements of VM $v_i$ |
| $\beta_i$ | Bandwidth requirement between VM $v_i$ and $v_j$ |
| $\epsilon_i$ | The virtual link between VM $v_i$ and $v_j$ |
| $\beta_i^x$ | Resource of type $x$ available at PM $p_i$ |
| $L_i^d$ | Network resource available at PM $p_i$ |
| $L_i^{ij}$ | 1: if there exist a link between PM $p_i$ and switch $S_j$ |
| $L_i^{ij}$ | 1: if there exist a link between switch $S_j$ and switch $S_j$ |
| $\omega_i$ | Number of switches present between PM $p_i$ and PM $p_j$ |
| $\psi_i$ | Workload on PM $p_i$ |
| $\alpha_i$ | Bandwidth requirement by VM $v_i$ |
| $I_i^d(p_i)$ | The impact of failure of PM $p_i$ onto the set of VMs |
| $\epsilon_i^{x,p_j}$ | 1: if VM $v_j$ is assigned to PM $p_i$ |
| $L_i^{ij}$ | 1: if the virtual link $e_{ij}$ is assigned to physical link $L_i$ or $L_j$ |
| $I_i^d(z_{ij})$ | Impact of physical link $e_{ij}$ failure on the set of VMs |
| $I_i^d(z_{ij})$ | Impact of physical link $e_{ij}$ failure on the set of virtual links |
| $I_i^d(s_{ij})$ | Impact of network switch, $s_{ij}$, failure on the set of VMs |
| $I_i^d(s_{ij})$ | Impact of network switch, $s_{ij}$, failure on the set of virtual links |
| $PE_i^e(p_i)$ | Set of edge layer neighboring PMs of the PM $p_i$ |
| $PE_i^e(p_i)$ | Set of aggregation layer neighboring PMs of the PM $p_i$ |
| $PE_i^e(p_i)$ | Set of core layer neighboring PMs of the PM $p_i$ |

### 3.1 Fat-Tree data center network

As shown in Fig. 2a), the switches are mainly organized into three layers, such as core switch, aggregation switch, and edge switch in the Fat-Tree data center network [14]. The number of layers in Fat-Tree can be extended to more than three layers. However, we focus our study considering the basic three-layer Fat-Tree network topology. Let $k$ be the number of ports available at each switch. Being at the root of the network, the number of core switches are $(\frac{k}{2})^2$. The total number of aggregation switches is equal to the total number of edge switches required, which is $\frac{k}{2}$. The maximum number of servers that can be attached to the Fat-Tree topology is $\frac{k^3}{2}$. Let $S = \{S_1, S_2, S_3, \ldots, S_s\}$ be the set of $s$ number of switches, which includes core switches, aggregation switches, and edge switches. The value of $s$ can be calculated as $s = \frac{5k^2}{2}$.

Let $P = \{p_1, p_2, p_3, \ldots, p_m\}$ be the set of $m = \frac{k^3}{2}$ number of PMs that are attached to the bottom level of Fat-Tree topology. Let $\beta_i^x$ be the resource of type $x \in \{memory, CPU\}$ available at PM $p_i$. For instance, $\beta_i^{memory}$ represents the amount of remaining memory available at PM $p_i$. $L_i^d$ is the boolean variable, which represents if there exists a physical link between switch $S_i$, $1 \leq i \leq s$ and PM $p_j$, $1 \leq j \leq m$. Mathematically,

$$L_i^d = \begin{cases} 
1 & \text{if physical link between PM } p_i \\
0 & \text{and switch } S_j \text{ exist} \\
\text{Otherwise} 
\end{cases} \quad (1)$$

Similarly, $L_i^{ij}$ is the boolean variable, which indicates if there
exists a physical link between switch $S_i, 1 \leq i \leq s$ and $S_j, 1 \leq j \leq s, i \neq j$. Mathematically,

$$L_{ij} = \begin{cases} 1 & \text{if physical link between switch } S_i \text{ and } S_j \text{ exist} \\ 0 & \text{Otherwise} \end{cases}$$  \hspace{1cm} (2)

In the three-layer Fat-Tree network topology, the number of links from any PM to any one of the core switches is three. They are (1) the link from the PM to the edge switch, (2) the link from the edge switch to the corresponding aggregation switch, and (3) the link from the aggregation switch to the core switch. The maximum bandwidth capacity of all the links is same according to the characteristics of the Fat-Tree network topology [2]. The physical links at the lower level of the tree structure network topology usually carry less workload as compared to the links at the upper level. The $k$ ports in a switch are divided into two groups of $\frac{k}{2}$ ports. One group is used to connect to the upper layer switches and another group of ports is used to connect to the lower layer switches. This infers the fact that the failure of physical links at the lower level has less impact than the failure of the upper level physical links.

### 3.2 Virtual Network

As depicted in Fig. 2(b), the VN is represented as undirected weighted graph, where the node represents the VM and the edge (or virtual link) represents the communication between corresponding pair of VMs. Let, $V = \{v_1, v_2, v_3, ..., v_n\}$ be the set of $n$ number of VMs. The resource requirement of the VM $v_i, 1 \leq i \leq n$ is represented as $\alpha_{ji}^x$, where $x \in \{memory, CPU\}$ defines the resource type. Let, $e_{ij}$ and $\alpha_{ij}^x$ represent the virtual link and the bandwidth requirement between VM $v_i$ and $v_j$, $i \neq j$, respectively. In the example given in Fig. 2(b), the numeric value within each circle represents the amount of required computing resource and the value beside each edge represents the required network bandwidth between the corresponding VMs.

### 3.3 Definitions

**Definition 1. Remaining Bandwidth at PMs:** The remaining available bandwidth at each PM is calculated by finding the minimum remaining bandwidth available along each path, which is originated from the corresponding PM to all core switches. Mathematically,

$$\beta_a^n = \min_{\forall S_i, S_j, S_l \in S} \left\{ \gamma_a(p_a, S_i) \ast L_{ia}^l, \gamma_a(S_i, S_j) \ast L_{ij}, \gamma_a(S_j, S_l) \ast L_{jl} \right\}$$  \hspace{1cm} (3)

Where, $\beta_a^n$ represents the remaining bandwidth available at PM $p_a$. The first term $\gamma_a(p_a, S_i) \ast L_{ia}^l$ represents the remaining bandwidth available in the physical link between PM $p_a$ and the connected edge switch. The middle term $\gamma_a(S_i, S_j) \ast L_{ij}$ represents the remaining bandwidth available at all physical links between the edge layer switches and the aggregation layer switches that are connected to the same pod, where PM $p_a$ is attached. Similarly, $\gamma_a(S_j, S_l) \ast L_{jl}$ represents the remaining bandwidth available at all physical links between the aggregation switches related to PM $p_a$ and all core switches. For better understanding, let us consider the example given in Fig. 3(a). In order to calculate the remaining bandwidth at PM $p_1$, we calculate the remaining bandwidth available in all three layers of physical links. Firstly, the link between PM $p_1$ and the edge switch $e_1$, secondly, the physical link between edge switch $e_1$ and aggregation switches $a_1$ and $a_2$, thirdly, the physical links between the aggregation switches $a_1$ and $a_2$ and all core switches, i.e. physical links $\{a_1, c_1\}, \{a_1, c_2\}, \{a_2, c_3\}$, and $\{a_2, c_4\}$. The minimum bandwidth available among all above-mentioned physical links is the remaining bandwidth available at PM $p_1$.

**Definition 2. Workload on PMs:** The workload on the PM $p_i$, represented as $\Psi_i$, can be calculated as the ratio between the amount of the physical resources allocated to all VNs and its maximum resource capacity.

**Definition 3. Required Bandwidth of VMs:** The bandwidth requirement by any virtual machine can be calculated by summing up the bandwidth requirement by the adjacent virtual links. Mathematically,

$$\hat{\gamma}^x_i = \sum_{j=1}^{n} \alpha_{ij}^x$$  \hspace{1cm} (4)

For instance, the total bandwidth required by the VM $a$ in Fig. 3(b) is calculated as the bandwidth demand by the virtual link $(a, b)$ and $(a, c)$, i.e. $10 + 12 = 22$. Similarly, the total required bandwidth by the VM $b$ and $c$ is 20 and 22, respectively. In the proposed embedding scheme, it is assumed that the required bandwidth of all the virtual links are time-invariant and don’t change over time.

**Definition 4. Semi-Centralized VNE:** An embedding algorithm is said to be semi-centralized if the algorithm follows both centralized and distributed approach for embedding
the VN onto the physical network. The first stage of the proposed VNE algorithm follows centralized approach, where a set of PMs is selected by a single embedder, whereas the second stage of the proposed algorithm follows the distributed approach, where the set of selected PMs executes the same algorithm to pick-out suitable VM. Since the proposed embedding process follows both centralized and distributed approach, it is called semi-centralized VNE algorithm.

3.4 Resource failure impact

We are mainly considering three types of resource failures, such as (a) server or PM resource failure, which includes the CPU, memory, storage, and other physical resources (b) physical link failure, and (c) switch failure. Further, the resource failure impacts are of two types, such as (a) the impact on the VMs, and (b) the impact on the virtual links. In our study, the impact of the failure of physical network resource and switch resource onto both VMs and virtual links are taken into consideration. The impact of failure of PM resources onto the VMs is only taken into account. But, the impact of such failure onto the adjacent virtual links is not considered. However, the impact of server failure onto the virtual links excluding the adjacent virtual links is not taken into account. Here, it is assumed that the failure probability of the servers can be obtained by the CSP by observing the historical information of each server \[30\]. The failure probability of the physical machines may increase with the increase in their workload, users’ interaction etc. The same applies to the physical links also. The more communication and the workload on links may lead to their higher failure probability. Hence it is necessary to consider the failure probability of the physical machines and the physical links, which can minimize the failure impact onto the users’ VNs.

3.4.1 PM failure impact

Let, \( I^n_i(p_i) \) be the impact of failure of PM \( p_i \) onto the set of VMs \( V = \{v_1, v_2, \ldots, v_n\} \). The PM failure impact is quantified as the value between 0 and 1, and is calculated as the ratio of amount of allocated server resources affected and the total amount of required resource. Mathematically, the impact of physical server resource failure onto the virtual machine is

\[
I^n_i(p_i) = \frac{1}{|x|} \sum_{x \in \{\text{memory, CPU}\}} \frac{\sum_{j=1}^{n} \kappa^n_{ij} \cdot \alpha_{ij}^x}{\sum_{j=1}^{n} \alpha_{ij}^x}, \quad x \in \{\text{memory, CPU}\}
\]  

(5)

The numerator in Eq. (5) represents the amount of resource of type \( x, x \in \{\text{memory, CPU}\} \) of the PM \( p_i \) is allocated to the VMs of the current VN. The denominator represents the total amount of resource of type \( x, x \in \{\text{memory, CPU}\} \) is demanded by all VMs. \( \kappa^n_{ij} \) is the boolean variable that indicates if the virtual machine \( v_j \) is assigned to the PM \( p_i \).

\[
\kappa^n_{ij} = \begin{cases} 
1 & \text{if VM } v_j \text{ is assigned to PM } p_i \\
0 & \text{Otherwise}
\end{cases}
\]  

(6)

It is to be noted that equal importance is given to both types of the resources. For better understanding, Let us assume an example of a virtual network consisting of three VMs as \( a, b, \) and \( c \) with memory and CPU resource demand of \( (10,2), (23,3), \) and \( (15,1) \) units, respectively. Let, VM \( a, b, \) and \( c \) be deployed on PM \( A, B, \) and \( C \), respectively. The total memory resource demand of all the three VMs is \( 10 + 23 + 15 = 48 \). Similarly, \( 2 + 3 + 1 = 6 \) is the total CPU demand. Here, PM \( A \) provides 10 units and 2 units of memory and CPU resources, respectively to the VM \( a \). The failure impact of PM \( A \) onto the virtual network can be calculated as \( \frac{1}{2} \times \frac{10}{44} = 0.27 \). Similarly, the failure impact of PM \( B \) and \( C \) onto all the VMs can be calculated as 0.49 and 0.24, respectively.

3.4.2 Physical link failure impact

In this subsection, we discuss the impact of physical link failure on virtual links and the VMs.

**Physical link failure impact on virtual links:** \( I^n_N(z_{ij}) \) and \( I^n_N(p_{ij}) \) be the impact of physical link failure onto the set of VMs and the set of virtual links, respectively. The impact of the physical link failure onto the virtual links is calculated as follows.

\[
I^n_N(z_{ij}) = \frac{\sum_{q=1}^{n} \sum_{r=q}^{n} \lambda^n_{ij} \cdot e_{qr} \cdot \alpha^n_{qr}}{\sum_{q=1}^{n} \sum_{r=q}^{n} e_{qr} \cdot \alpha^n_{qr}}, \quad \forall i,j, i \neq j
\]  

(7)

Where, the boolean variable \( \lambda^n_{ij} \) indicates if the virtual link \( e_{qr} \) is embedded onto the physical link \( z_{ij} \), which represents the physical link between two switches \( L_{ij} \), or the physical link between one switch and one PM \( L_{ij} \). \( \lambda^n_{ij} \) can be expressed as

\[
\lambda^n_{ij} = \begin{cases} 
1 & \text{if the virtual link } e_{qr} \text{ is assigned to physical link } z_{ij} \\
0 & \text{Otherwise}
\end{cases}
\]  

(8)

The numerator and denominator of the Eq. (7) represent the amount of physical network resource allocated to the VN and the total amount of network resource demanded by all virtual links, respectively.

For the sake of clarity, an example is presented in Fig. 3. Assume VN1 contains three VMs \( a, b, \) and \( c \) with the computing resource demand of 15 units, 23 units and 19 units, respectively. The network bandwidth demands of the virtual links \( (a,b) \), \( (b,c) \), and \( (a,c) \) are 10 units, 10 units, and 12 units, respectively. Let, the entire physical network consists of 16 PMs. VM \( a, b, \) and \( c \) are assigned to PM \( p_{1}, p_{5}, \) and \( p_{12} \), respectively, as shown in Fig. 3. The dotted line in Fig. 3a represents the assigned virtual links. For example, the virtual link \( (a,c) \) is assigned to the physical path \( (p_{1},e_{1},a_{1},c_{1},a_{5},c_{6},p_{12}) \). The virtual link \( (b,c) \) is assigned to physical path \( (p_{5},c_{3},a_{4},c_{3},a_{6},c_{6},p_{12}) \). Similarly, the physical link \( (a,b) \) is assigned to the physical path \( (p_{1},e_{1},a_{2},c_{2},a_{3},c_{3},p_{5}) \). Under this virtual network embedding, the impact of failure of the physical link \( (e_{1},a_{2}) \) results in failure of communication between VM \( a \) and \( b \). Using Eq. (7), the impact can be calculated as \( \frac{10}{10+10+12} = 0.31 \).

**Physical link failure on a single VM:** The failures of the physical links have also impacted on the virtual machines as the failures of the virtual links lead to no or delay communication among VMs. The communication among
the VMs within a VN is required to finish the assigned jobs and therefore the failure of a single virtual link has the impact on the corresponding VMs and entire VNs [13]. Following equation is used to calculate the impact of physical link failure onto the single VM.

\[
I^{p}_{n}(z_{ij}, v_{q}) = \frac{\alpha_{qr}^{p} \left( \frac{\alpha_{qr}^{n}}{\sum_{r=1}^{n} \sum_{q=1}^{q} \alpha_{qr}^{n}} \right)}{\sum_{r=1}^{n} \alpha_{qr}^{n}}, \quad r \neq q
\]

The notation \(I^{p}_{n}(z_{ij}, v_{q})\) represents the impact of failure of physical link \(z_{ij}\) onto the VM \(v_{q}\). The notation \(z_{ij}\) is used to represent the physical link \(L_{ij}\) or \(I^{l}_{ij}\). In the example given in Fig. [3] the impact of failure of physical link \((e1, a2)\) onto the VM \(a1\) can be calculated as \(\frac{10}{10+12} = 0.45\).

Physical link failure on all VMs: Extending further, the impact of failure of physical link \(z_{ij}\) onto all VMs can be calculated as

\[
I^{p}_{n}(z_{ij}) = \sum_{q=1}^{n-1} \sum_{r=q+1}^{n} \lambda_{qij} \left( \frac{\alpha_{qr}^{p} \left( \frac{\alpha_{qr}^{n} \sum_{u=1}^{u=n} \alpha_{u}^{n} + \sum_{u=1}^{u=n} \alpha_{u}^{p}}{\sum_{u=1}^{u=n} \alpha_{u}^{p}} \right)}{\sum_{r=1}^{n} \alpha_{qr}^{n}} \right)
\]

where, the numerator represents the sum of amount of computing resources of two corresponding VMs of each affected virtual link and the denominator represents the total amount of the resource demanded by all VMs. Applying Eq. (10) onto the example given in Fig. [3] the impact of failure of physical link \((e1, a2)\) onto all VMs can be calculated as \(\frac{10}{10+12} = 0.95\).

3.4.3 Switch failure impact \(I^{s}_{n}\) and \(I^{s}_{n}\) be the impact of network switch failure onto the VM and the virtual link, respectively.

The failure of the switches can be considered as the collective failure of the attached physical links. The impact of such failure onto the allocated computing resources or the VMs can be calculated by using the Eq. (10) as follows

\[
I^{s}_{n}(s_{j}) = \sum_{i=1}^{s} z_{ij} \ast I^{p}_{n}(z_{ij}), \quad i \neq j
\]

Similarly, the impact of switch failure onto the allocated network resources or the virtual links is calculated as follows.

\[
I^{s}_{n}(s_{j}) = \sum_{i=1}^{s} z_{ij} \ast I^{p}_{n}(z_{ij}), \quad i \neq j
\]

Considering the example given in Fig. 3 failure of the aggregation switch \(a4\) results in failure of virtual links \((a, b)\) and \((b, c)\). However, failure of the core switch \(c1\) results in failure of the virtual link \((a, c)\).

3.5 Neighbor PMs

Neighbor PMs are used to find the set PMs that are nearer to each other and can be used to embed a VN. As a result, the VMs those are belonged to the single VN are placed as nearer as possible. Neighbor PMs are of three types, such as

(a) Edge layer neighbor PMs (b) Aggregation layer neighbor PMs, and (c) Core layer neighbor PMs. These are classified based on the number of intermediate switches.

3.5.1 Edge layer neighbor PM

Two PMs are said to be edge layer neighbor PMs, if both PMs are connected to the same edge switch. Mathematically,

\[
PE^{e}(p_{i}) = \{p_{j}|w_{i} = 1\}, 1 \leq i \leq m, 1 \leq j \leq m, i \neq j
\]

where, \(PE^{e}(p_{i})\) is the set of edge layer of neighboring PMs of the physical machine \(p_{i}\). \(w_{i}\) is the minimum number of intermediate switches present in between the PM \(p_{i}\) and \(p_{j}\).

3.5.2 Aggregation layer neighbor PM

Two PMs are said to be aggregation layer neighbor PMs, if both PMs are connected to the same edge switch. Mathematically,

\[
PE^{a}(p_{i}) = \{p_{j}|w_{i} = 3\}, 1 \leq i \leq m, 1 \leq j \leq m, i \neq j
\]

where, \(PE^{a}(p_{i})\) is the set of aggregation layer neighboring PMs of physical machine \(p_{i}\).

3.5.3 Core layer neighbor PM

Similar to edge layer and aggregation layer neighbors, the number of intermediate switches among core layer neighbor PMs is 5. This can be represented mathematically as follows.

\[
PE^{c}(p_{i}) = \{p_{j}|w_{i} = 5\}, 1 \leq i \leq m, 1 \leq j \leq m, i \neq j
\]

3.6 Objective function

In the proposed failure-aware VNE scheme, the failure probabilities of the physical machines are taken into consideration in order to reduce the failure impact on the users’ VNs. The failure impact of the physical machines, physical links and switches are considered as calculated in Section 3.4. The failure impact onto the VMs and virtual links are calculated in a balanced model presuming that all the VMs and virtual links are not associated with any additional parameter to decide their importance. However, the VM or virtual link having higher resource demand has direct influence over the failure impact. In other word, VM having higher resource has maximum failure impact and similarly, the virtual link having higher network resource demand has maximum failure impact. The main goal of the proposed work is to reduce the failure impact onto the users’ VN. This is done by embedding the VMs onto the PMs in close proximity as discussed above. As a result, along with the overall reduced failure impact, the proposed VNE scheme would be able to minimize the total amount of physical resources. Based on the above problem description, the objective function of the proposed scheme is formulated as follows:

Objective:
min \sum_{i=1}^{m} \left[ \varepsilon_1 * I_v^p(p_i) + \varepsilon_2 * \sum_{r} I_N^p(Z_{vr}) + \frac{I_N^p(Z_{vr})}{2} \right] \\
+ \varepsilon_3 * \sum_{q} I_w^p(S_q) + I_w^p(S_q) \right] (16)

Constraints:

\[ \alpha_i^j \leq \beta_i^x, \quad \forall v_j \in V, \forall p_i \in P, x \in \{ CPU, Memory \} \] (17)

\[ \hat{\alpha}_j \leq \beta_i^m, \quad \forall v_j \in V, \forall p_i \in P \] (18)

\[ \sum_{i=1}^{m} \kappa_i = 1, \quad \forall v_j \in V \] (19)

\[ \varepsilon_1 + \varepsilon_2 + \varepsilon_3 = 1, \quad 0 < \varepsilon_1, \varepsilon_2, \varepsilon_3 < 1 \] (20)

The objective function in Eq. [16] is of two-fold. The first part focuses on selecting the PM such that its failure would bring minimum overall impact onto the assigned VN. The second part focuses on selecting the adjacent physical links and the switches such that their failure would bring minimum impact onto the virtual machines and the virtual links. The weight of the impact of the resources can be decided by modifying the values of \( \varepsilon_1, \varepsilon_1, \) and \( \varepsilon_3 \). This would allow the CSP to give importance to different resources at different time instances. For example, higher value of \( \varepsilon_2 \) gives maximum importance to the impact of the physical link failure over the failure of the physical machines and switches. Similarly, equal of all the weight factors give equal importance to the impact of failure of the PMs, physical links, and switches.

While evaluating the objective function, the proposed algorithm must ensure that following constraints are satisfied. Constraint (17) ensures that the available computing resource of the selected physical machine is more than the computing resource demand of the virtual machine. Similarly, Constraint (18) ensures that the total required network bandwidth of a VM is less than the available bandwidth of the PM. Constraint (19) ensures that no VM is embedded onto multiple PMs. In the proposed VNE scheme, we take the advantage of embedding multiple VMs of single VN onto a single PM. This will allow us to ignore the corresponding virtual link from embedding onto the physical network. Constraint (20) restricts the values of \( \varepsilon_1, \varepsilon_1, \) and \( \varepsilon_3 \) to be less than 1 and is greater than 0. However, the sum of all the weight factors must be equal to 1.

4 Proposed VNE Algorithm

In the above section, we have formulated the VNE problem and have presented the objective function with the aim to minimize the impact of the resource failure onto the virtual networks. In order to meet the objectives mentioned in Eq. [16], we propose a novel heuristic two-staged Failure aware Semi-Centralized Virtual Network Embedding (FSC-VNE) algorithm, which is specially designed for a large number of physical servers connected using the Fat-Tree network topology in a data center. With one VNE request as the input, the entire algorithm works in two stages. First is the PM Cluster Formation (PM-CF) stage, and second is the VM Pick-out (VM-Po) stage. The proposed FSC-VNE algorithm follows the semi-centralized approach for embedding the VN. As discussed in Section [1], the VNs are embedded by the single dedicated server onto thousands of physical servers in the first-come-first-serve manner in a centralized approach, which introduces a waiting time for the VNs those arrive lately. Further, in distributed approach of the embedding process, the VNs are embedded by multiple dedicated servers concurrently, which leaves the synchronization and communication overhead for the physical servers as a major issue. Taking the advantages of both approaches, the PM-CF stage is designed to preprocess the VNs in a centralized manner, whereas the VM-Po stage is designed to work in distributed approach with negligible communication overhead, as described in Lemma [4]. It is to be noted that, reducing the embedding time by distributing the incoming virtual networks onto multiple servers is one of our goals. However, being one of the major disadvantages of centralized approach, single-point-failure problem of the proposed FSC-VNE scheme still exist, which is an obvious pitfall of both central and semi-centralized algorithms. As a whole, the proposed FSC-VNE algorithm is said to be semi-centralized embedding algorithm.

4.1 PM Cluster Formation (PM-CF) stage

As the name suggests, in this stage a set of PMs is chosen, known as PM cluster. The global view of the entire data center network must be obtained before processing the incoming VNs, essentially in real-time manner. The global information includes the available server resources such as remaining number of CPUs, memory and storage availability. This also includes the bandwidth information in each link. On the other hand, the information regarding the VN includes the computing resource requirement such as memory, CPU requirement. For exchange of intermediate data among VMs, the required bandwidth must be made available. The required bandwidth for each VM is calculated as the sum of bandwidth requirement of each virtual link that is attached to the corresponding VM as defined in Eq. [1]. As discussed earlier in Eq. [5], the remaining available bandwidth at each PM is calculated by finding the minimum remaining bandwidth available at each path that is originated from the corresponding PM to all core switches.

Algorithm [1] receives one VNE request at a time and the maximum bandwidth requirement among all VMs is calculated in Line [2]–[7] considering the resource requirement of each VM. The remaining available bandwidth at each PM is then compared with the maximum bandwidth requirement in order to remove PMs with inadequate network resource as given in Line [8]. In this process, some PMs may fail to fulfill the maximum bandwidth requirement among all the VMs. However, such PMs may be attached to some physical links with enough bandwidth resources to fulfill the demand of some VMs that require minimum bandwidth among all VMs. We calculate the maximum bandwidth requirement among all VMs as our goal is to select a set of PMs that can fulfill the network resource demand of any VM.
From the resultant list of the PMs, the available server resource and the resource requirement of the VMs are compared. The maximum memory requirement and the maximum number of CPU requirements are calculated. Based on this calculation, multiple PMs are removed further from the list. Now the resultant list of PMs is eligible to host any VMs from the current VN. Preparing the list of such PMs would reduce the embedding time and also ensures that any VM can be embedded onto any PM. The list is further sorted in an ascending order based on any available resource type. Since, all PMs are eligible to host all the VMs, c number of PMs are selected to form the PM cluster. The value of c, the PM cluster size, is calculated based on the number of VMs that are present in the current VN.

The details of the PM-CF stage are mentioned in Algorithm 1. The PM-CF algorithm starts by initializing P and V as a set of all PMs and the inter-connected VMs that belong to the current VN, respectively, as in Line 1. Following this initialization, in Line 2, maximum resource requirement among all VMs is calculated. In the proposed algorithm, resource requirement includes memory, CPU, and network bandwidth requirement. The set PÌ is used to keep a list of PMs that are eligible to provide enough network bandwidth to all the VMs as in Line 8. Similarly, the set P2 and P3 are used to keep a list of PMs that are eligible to provide required amount of computing resources as in Line 9 and 10.

In Line 11, the sorting operation is applied to the intersection of set P1, P2, and P3. From the resultant sorted list of PMs R, first n * c numbers of PMs are chosen, as in Line 12. Here, n represents the number of VMs present in the current VN, which is calculated in Line 5. We assume that the value of c is decided by CSP satisfying the following conditions.

\[ 1 \leq c \leq \frac{|P_1 \cap P_2 \cap P_3|}{n} \]  

Larger value of c increases the PM cluster size. As a result, larger number of PMs will be involved concurrently in VM pick-out stage.

**Algorithm 1: PM Cluster Formation (PM-CF) algorithm**

1. **Initialize**: \( P = \{\text{Set of all PMs}\}; \)
2. \( V = \{\text{Set of all VMs}\}; \)
3. \( n = |V|; \)
4. \( VN_{\text{mem}} = \max(\alpha_{\text{mem}}^i), \forall i, 1 \leq i \leq n; \)
5. \( VN_{\text{CPU}} = \max(\alpha_{\text{CPU}}^i), \forall i, 1 \leq i \leq n; \)
6. \( \alpha_{ij} = \sum_{i=1}^{n} \alpha_{ij}, i \neq j; \)
7. \( VN_{\text{max}} = \max(\alpha_{\text{mem}}^i), \forall i, 1 \leq i \leq n; \)
8. \( P_1 = \{p_i|\beta_i \geq VN_{\text{mem}}^i, \forall p_i \in P\}; \)
9. \( P_2 = \{p_i|\beta_{\text{CPU}} \geq VN_{\text{CPU}}^i, \forall p_i \in P\}; \)
10. \( P_3 = \{p_i|\beta_{\text{CPU}} \geq VN_{\text{CPU}}^i, \forall p_i \in P\}; \)
11. \( R = \text{Sort } \{P_1 \cap P_2 \cap P_3\} \text{ in ascending order}; \)
12. \( CL = \{\text{Set of first } n * c \text{ number of PMs from } R\}; \)

### 4.2 VM Pick-out (VM-Po) stage

VM pick-out algorithm works in a distributed fashion. The central server forwards separate copies of the details of the resultant PM cluster and the VN to each PM. Each PM executes the VM-Po algorithm with own copy of inputs. The details of resultant PM cluster include the load of each PM, the number of networking devices present between each pair of PMs, available amount of computing resources (memory and CPU) on each PM, failure probability of each PM etc. In order to reduce the network failure impact onto current VN, multiple VMs can be placed onto a single PM. As the physical network link at the upper layer of the Fat-Tree topology carries most of the data transmission, failure of such physical links brings maximum impact onto the entire network. Considering this fact, our objectives are to minimize the required number of switches, physical links and PMs for embedding the VN. When the PMs are allowed to host multiple VMs of single VN, it is obvious that the total number of required PMs will be reduced. We have provided the proof to minimize the required number of physical links and physical switches in Lemma 1.3.

It is assumed that the failure probabilities of the PMs are different. As mentioned in the second part of the objective function in Eq. 16, minimizing the required number of switches infers the minimization of the required number of physical links, which is proved in Lemma 1.4. As discussed earlier, the basic difference between three types of neighbor PMs is the number of switches involved in the communication path. The number of switches involved in the path between edge layer neighbors is 1 as in Eq. 13, whereas the number of switches involved in the path between aggregation layer neighbors is 3 and core layer neighbors is 5 as in Eq. 14 and Eq. 15, respectively.

The Algorithm 2 starts by obtaining the unique machine ID, OD, of the PM where the algorithm is running, as in Line 3. As the algorithm in each PM is executed independently, the value of OD in each PM is different. \( p_{od} \) represents the PM, where the algorithm is running as given in Line 4. Each PM forms a set \( PE^o \) of edge layer neighbor PMs as in Line 5. In each PM, the elements of the set \( PE^o \) are different. Since, the set of edge layer neighbor PMs does not include the PM itself, another set \( PE^{od} \) is formed with help of union operation of the set \( PE^o \) and the PM itself as in Line 3. The reason behind forming the set \( PE^{od} \) is to allow the VMs to be embedded onto the nearby PMs. Further, one leader PM is chosen based on the failure probability of all the PMs that belong to the set \( PE^{od} \). In other word, the failure of all PMs that are connected to the same edge switch are compared to find the leader PM. In Line 7, the PM with minimum failure probability value \( fp \) is chosen for the leader. As all the PMs have the information regarding the failure probability of each PMs, no additional communication is needed to choose the leader. Further, it is obvious that the resultant leader in each PM is same. The leader PM calculates the accumulative failure probability \( FP \) by summing the individual neighbor PM's failure probability \( fp \) as mentioned in Line 13. This allows us to consider the failure probability of other PMs with the failure probability of leader PM during the embedding process. On the other hand, the PMs that do not satisfy to be the leader have to wait for further instruction from their corresponding leader as in Line 11.

It is possible that there may be multiple leader PMs. Such situation may occur, if the PM cluster contains multiple edge switches. For each edge switch, there will be single
leader PM. Further, each leader PM obtains the set of other leaders, \( p^\text{od} \), that are connected to different edge switches. After obtaining the set of leaders and their corresponding accumulated failure probability value \( FP \), the leader PM \( SP \) with minimum accumulative failure probability is chosen as mentioned in Line 15. The leader PM \( SP \) invokes the function \( \text{Pick-out} \) as in Algorithm 2 with the argument as the set VMs or the current VN as mentioned in Line 21. The responsibility of the \( \text{Pick-out} \) function enables the corresponding PM to pick-out suitable VM(s) without any conflict with other PMs. If the leader PM \( SP \) and the PMs that belong to the corresponding set \( PE \) pick-out all the VMs present in the current VN, the embedding process terminates. However, if any VM(s) is not picked-out by any PM, other leader PMs that are connected to the same pod or the PMs that are aggregation layer neighbors of the leader PM \( SP \) will invoke the function \( \text{Pick-out} \). The same procedure is repeated for the leader PMs that are core layer neighbors to the leader PM \( SP \).

**Algorithm 2: VM Pick-out (VM-Po) Algorithm**

| Input: Resource requirement of VN, Resource availability of all PMs, Workload of all PMs, Failure probability of all PMs |
| 1 Initialization; |
| 2 \( V = \{ \text{Set of VMs belong to current VN}\} \); |
| 3 \( OD: \) unique id of the PM, where the algorithm is running; |
| 4 \( p^\text{od} \) = represent the current PM, where the algorithm is running; |
| 5 Form the set \( PE^\alpha(p^\text{od}) \) according to Eq. (13); |
| 6 \( PE = \{ p^\text{od} \cup PE^\alpha(p^\text{od}) \} \); |
| /* Find the leader PM based on min failure probability. */ |
| 7 \( pl = \min_{p_i \in PE} fp(p_i) \); |
| 8 if \( pl = p^\text{od} \) then |
| 9 | Goto Line 13 |
| 10 else |
| 11 | Wait for further instruction from PM pl; |
| 12 end |
| /* Calculate total failure probability of leader PM */ |
| 13 \( FP(pl) = \sum_{p_i \in PE} fp(p_i) \); |
| 14 Compare with other leader PMs; |
| 15 \( SP = \) leader PM with minimum \( FP \) value as calculated in Step 13 |
| 16 if \( SP = p^\text{od} \) then |
| 17 | Goto Line 21 |
| 18 else |
| 19 | Wait for further instruction from PM SP; |
| 20 end |
| 21 status = Pick-out(V); |
| 22 if \( status \neq \text{allEmbedded} \) then |
| 23 foreach \( pl \in PE^\alpha(p^\text{od}) \) do |
| 24 | Remove VMs that are already allocated; |
| 25 | Send instruction to PM pl to execute Pick-out(V) function; |
| 26 if \( V = \text{empty} \) then |
| 27 | Terminate; |
| 28 end |
| 29 end |
| 30 foreach \( pl \in PE^\alpha(p^\text{od}) \) do |
| 31 | Remove VMs that are already allocated; |
| 32 | Send instruction to PM pl to execute Pick-out(V) function; |
| 33 if \( V = \text{empty} \) then |
| 34 | Terminate; |
| 35 end |
| 36 \( \)end |
| 37 \end 

The details of \( \text{Pick-out} \) function are mentioned in Algorithm 3. Similar to VM-Po algorithm, each PM executes the \( \text{Pick-out} \) algorithm in a parallel manner. The algorithm starts by receiving the VN as the only argument. Instead of all PMs that are selected by the PM-CF algorithm, a set of edge layer neighbor PMs executes concurrently at any given point of time. The algorithm is named as \( \text{Pick-out} \) as each PM chooses one or more than one suitable VM independently from a set of VMs without any communication with other PMs. The beauty of this algorithm is that no VM will be chosen by multiple PMs without any communication among them. The PM with minimum workload as given in Line 4 picks out the VMs pair that requires maximum network bandwidth as in Line 5. From the chosen VM pair, the VM with maximum resource requirement as in Line 6 is chosen by the PM as mentioned in Line 8. Similarly, the other VMs are picked-out by the PM based on its remaining
resources as mentioned in Line 12. The process of picking VMs is repeated by the PM from Line 3 till the available resource is enough to host a VM. All PMs follow the same procedure in parallel manner.

In the proposed VNE algorithm and objective function derived in Eq. [16] we exploit the opportunity to embed multiple VMs onto a single PM. Assigning the VMs onto an equal number of PMs require higher number of physical links and thus higher number of switches taking the failure probability of the PMs into account. In this scenario, failure of a single PM brings maximum impact onto the single user as multiple VMs of a VN are placed on the single PM. On the contrary, it is observed that allocating multiple VMs onto a single PM could entirely remove the requirement of the network bandwidth and therefore could eliminate the possibilities of any impact onto the corresponding virtual links due to the failure of the physical links or switches. Failure of a PM would definitely have the impact on either one or more users, which cannot be ignored. However, the failure impact of the physical links and switches can be ignored as multiple interconnected VMs can be allocated to one PM.

The proposed algorithm is designed by considering the characteristics of the Fat-Tree network topology, where multiple layers of the core, aggregation, and edge layer switches are used to connect a large number of physical servers. Based on this, the numbers of neighboring PMs are calculated, which play an important role in the embedding process. The approach of the proposed algorithm can be applied to the data center with other network topology. However, the proposed algorithm needs to be modified in the environment with different network topology. For example, in case of the server-centric network topology, the calculation of the physical link and switch failure impact along with the number of neighboring PMs need to be revisited.

As discussed before, the current version of FSC-VNE algorithm cannot be applied to other data center network topologies. Given that the FSC-VNE is modified and implemented in other data center network topologies, the algorithm may not suffer from the scalability issue. In the second stage, while picking out the VMs in a distributed manner, a large number of PMs can be employed to perform the pick-out task. However, a few numbers of PMs will be able to host the VMs based on their failure probability. Furthermore, scaling the proposed algorithm to a larger number of PMs, the embedding time may increase due to the communication overhead during the execution of the algorithm irrespective of the underlined network topology 2and 3.

**Lemma 1.** Minimizing the number of switches eventually minimizes the number of physical links required to embed a VN.

Proof. In 3-ary Fat-Tree network topology, the PMs are equipped with one network port, i.e. the degree of the server is one. This indicates that one PM can be connected to one network switch. Further, the number of switches required to connect two PMs can be 1, 3, or 5. When two PMs share same edge switch, the length of the path is 1. When two PMs are attached to same pod but different edge switches, the length of the path is 3. Similarly, the length of the path between two PMs attached to different pods is 5. Reducing the number of switches between two PMs refers to as ignoring the use of either core switches or aggregation switches. If the length of path between two PMs containing 5 switches is reduced to 3, the number of links that connect to the core switch is removed. As a result, the total number of required links is reduced.

**Lemma 2.** Giving high preference to edge layer neighbors eventually reduces the number of required physical switches.

Proof. As discussed earlier, edge layer neighbor PMs share common edge switches. In Fat-Tree data center network topology, the degree of server is 1, which indicates the number of ports required on each server. The PMs that share common edge switch have exactly only one path of minimum distance. In Fat-Tree network topology, the path between any two PMs containing exactly two physical links must have one switch. Hence, it is obvious that embedding the VN onto the edge layer neighbor PMs reduces the number of switches.

**Lemma 3.** Giving higher preference to the edge layer neighbors eventually reduces the number of required physical links.

Proof. Similar to the Lemma 2, the path between two PMs that are connected to same edge switch contain exactly two physical links, which is the minimum number of physical links between any two PMs. Hence, embedding VMs onto multiple PMs that are connected through one edge switch requires minimum number of physical links.

**Theorem 1.** Reducing the number of PMs considering their failure probability reduces the VN failure probability based on the proposed VNE algorithm.

Proof. Let the virtual network VN be embedded onto the set of PMs $p' = \{p_1, p_2, \ldots, p_a\}, 1 \leq a \leq |CL|$. The failure probability of VN can be written as

$$fp'(VN) = \sum_{\forall p_i \in p'} \frac{1}{|p'|} fp(p_i)$$  \hspace{1cm} (22)

Based on the Algorithm 2 the PMs with lesser failure probability are given higher preference to pick-out the VMs. Hence, the following relation can be derived.

$$fp(p_1) < fp(p_2) < \cdots < fp(p_a)$$  \hspace{1cm} (23)

If embed the same virtual network VN can be embedded onto lesser number of PMs, the resultant PM set would be $p'' = \{p_1, p_2, \ldots, p_b\}, b < a$. After embedding the VN onto the PM set $p''$, the new failure probability of VN would be

$$fp''(VN) = \sum_{\forall p_i \in p''} \frac{1}{|p''|} fp(p_i)$$

The above failure probability inequality can be re written as

$$fp(p_1) < fp(p_2) < \cdots < fp(p_b)$$  \hspace{1cm} (24)

Which implies that,

$$\sum_{\forall p_i \in p''} \frac{1}{|p''|} fp(p_i) < \sum_{\forall p_i \in p'} \frac{1}{|p'|} fp(p_i)$$  \hspace{1cm} (25)

$$\Rightarrow fp''(VN) < fp'(VN)$$  \hspace{1cm} (25)
Theorem 2. The total impact of physical links failure on virtual links can be minimized by reducing the number of PMs.

Proof. Let, the virtual network VN consists of a number of VMs and \( b \) number of virtual links. According to the proposed FSC-VNE algorithm, the PMs with enough available resources pick-out multiple VMs. Let, VM \( v_q, 1 \leq q \leq a \) and \( v_r, 1 \leq r \leq a, q \neq r \) be picked-out by a single PM. In such a scenario, the bandwidth demand of the virtual link between the VM \( v_q \) and \( v_r \) can be ignored. Hence, the value of \( \lambda_{ij}^{p} \) can be rewritten as given in Eq. 8

\[
\lambda_{ij}^{p} = 0, \text{ when } k_i = 1, k_j = 1, i = j
\]  

(26)

Further, applying above equation onto the Eq. 7 for all virtual links, the maximum impact onto the virtual links can be minimized to less than 1.

Lemma 4. The communication overhead of the proposed FSC-VNE algorithm is \( (n\delta - 1)(m' - 1) \), where \( \delta \) be the amount of memory required to store the current status of one VM and \( m' = |CL| \).

Proof. The VNs are embedded in two stages according to the proposed algorithm. As the first stage follows the centralized approach, there is no communication overhead. However, in second stage, the leader PM with minimum total failure probability sends the updated information regarding all the VMs with other edge layer neighbor PMs and other neighbor PMs. Let, \( \delta \) be the amount of memory required to store the current status of one VM. Current status infers, if a VM is picked-out by any PM. For \( m' = |CL| \), a total of \( 2(m' - 1) \) number of communications are needed for sending and receiving the messages. The leader PM sends a total of \( n \times \delta \times (m' - 1) \) number of data packets to all neighbor PMs. The leader PM also receives \( m' - 1 \) number of single data packet messages. Hence, to embed a VN with \( n \) VMs, a total of \( (n\delta - 1)(m' - 1) \) number of data packets are transmitted over the physical network.

Theorem 3. The proposed semi-centralized approach makes the VNE process faster as compared to that of the centralized one.

Proof. In both centralized and semi-centralized approach, each VN must wait before they are submitted to the embedder. However, the major difference in both aforementioned approaches is the time that every VN needs to spend in the waiting queue. In the centralized version, the VN needs to wait until all the VMs of the previous VN are assigned to the suitable PMs unlike in the semi-centralized approach. Let, \( t^c \) units of time be taken in the centralized algorithm to embed a virtual network of \( n \) numbers of VMs. In each time slot, let \( v^T \) number of VNs be arrived to the system. Since, all the VMs embedding will be carried out by the single server, the total waiting time of the VNs that are arrived in the first time unit can be calculated as \( \frac{1}{2}(t^c + v^T + (v^T + 1)) - v^T \). Choosing a set of suitable PMs for the entire VN without considering each VM’s resource requirement would take lesser time, which is implemented in the PM-CF stage. Let, \( t^{s'} \) be the time be required to select a set of PMs for each VN. Hence, each VN needs to wait until the previous VN is processed in the PM-CF stage. Mathematically, \( t^c > t^{s'} \).

This infers that a larger number of VNs are being processed by the server at any particular instant of time in the PM-CF stage as compared to the server in the centralized approach. Further, multiple PMs are assigned to embed all the VMs in the PM-Po stage. Let, \( t^{s'} \) be the time taken to embed one VM. A VN of \( n \) number of VMs would take a total of \( n \times t^{s'} \) units of time, if all the VMs are processed in a sequential manner. Since, multiple PMs are involved in embedding all the VMs in a parallel manner, the total time required to embed \( n \) number of VMs would take \( t^{s'} \) units of time. Combining the time required to embed one VN consisting of \( n \) number of VMs in the PM-CF and PM-Po stages, the total time can be calculated as \( (t^c + t^{s'}) \).

It is obvious that \( (t^c + t^{s'}) < t^c \) as \( t^c \) involves the embedding time of all VMs in a sequential manner and \( (t^c + t^{s'}) \) involves in embedding all the VMs in parallel manner. Taking the above scenario into consideration, the total waiting time of the VNs that are arrived in the first time unit can be calculated as \( t^c + (v^T - 1) \), where \( v^T \) number of VNs arrives into the system in a single time unit. In the above calculation, the time required to embed in the PM-Po stage is not taken into consideration as different sets of PMs are selected for each VN in the PM-CF stage. This indicates that the VNs are embedded onto the physical network in the proposed semi-centralized approach by taking lesser time, which makes the embedding process faster.

Theorem 4. The time and space complexity of PM-CF algorithm are \( O((m \log m) + n) \) and \( O(m + n^2) \), respectively, where \( m \) represents the number of PMs and \( n \) is the number of VMs in the VN.

Proof. In PM-CF algorithm, initialization instruction as mentioned in Line 13 takes constant time \( O(1) \). Calculating the maximum resource requirement as in Line 27 it takes \( O(3n) \) running time as we are only considering three types of resource requirement. The time complexity for forming the set \( P_1, P_2 \), and \( P_3 \) in Line 3, 10 is \( O(3n) \) time as in the worst case scenario, all PMs may satisfy the resource constraint. The time required to sort the set \( P_1 \cup P_2 \cap P_3 \) as in Line 11 can be minimized to \( O((m \log m) \) by using any existing efficient sorting algorithm. Hence, the total time complexity can be calculated as

\[
T(PM-CF) = O(3n) + O(3m) + O(m \log m) \tag{27}
\]

The above time complexity of PM-CF algorithm in worst case scenario can be concluded as \( O(m \log m + n) \).

Let, \( \delta \) be the constant amount of the space required to store the details of each PM. The total space required to store the entire PM network is \( O(\delta \times m) \). Further considering the link representation of the VN, which includes the virtual node and virtual link representation, the space complexity of the PM-CF algorithm is \( O(n^2) \). Hence, the space complexity of the PM-CF algorithm can be concluded as \( O(m + n^2) \).

Theorem 5. The time and communication complexity of the VM-Po algorithm are \( O(m' + n^3) \) and \( O(2(m' - 1)) \), respectively.

Proof. VM-Po algorithm executes in \( m' = |CL| \) number of PMs in a distributed approach. Before calculating the time complexity of the VM-Po algorithm, it is necessary to
analyze the running time complexity of Algorithm 3 as it is invoked from the VM-Po algorithm for multiple times.

In Algorithm 3, finding PM with minimum load as in Line 4 has the time complexity of $O(m')$. Assuming that the link representation is used to keep the information of VN, in the worst case, $O(n^2)$ numbers of comparisons are required to find the VM pair with maximum bandwidth, which is repeated for $O(\frac{n}{2})$ number of times. Here, picking out the VM from the selected virtual edge takes a constant time. Hence, the total running time of the Pick-out algorithm can be concluded to $O(n^2 + \frac{n}{2}) \approx O(n^3)$.

In Algorithm 2, forming the set of edge layer PMs in Line 6 requires the running time of $O(m')$. The running time for calculating the total failure probability as in Line 13 is constant. Following this as in Line 15 finding the leader with minimum $FP$ value takes $O(m')$ running time. The two for loops require $O(m')$ computational time. As the running time of Pick-out algorithm is $O(n^3)$, the total time complexity of the VM-Po algorithm can be concluded to $O(m' + n^3)$.

The communication complexity of the VM-Po algorithm can be seen as $O(2(m' - 1))$ as discussed in Lemma 5. The leader PM that is calculated in Line 14 invokes the Pick-out algorithm and sends the instruction to other $m' - 1$ number of PMs in order to execute the Pick-out algorithm. Upon execution of the Pick-out algorithm, $m' - 1$ number of messages are received by the leader PM. As a result, the total number of communications established in second stage is $2(m' - 1)$.

5 Performance Evaluation

In this section, we evaluate the performance of proposed FSC-VNE algorithm by using a discrete event Java-based simulator. We compare our algorithm against two popular centralized VNE algorithms VNE-DCC [17] and VIE-SR [31] considering the performance metrics such as acceptance ratio and average number of required resources.

5.1 Simulation Setup

In the simulation environment, one data center is formed with a number of PMs that are connected by the Fat-Tree network topology. The simulation is performed on the small scale data center, where each switch in the data center is equipped with $k = 32$ number of ports. As discussed in Section 3, the maximum number of PMs that can be connected with 32 ports switches is $m = \frac{32^3}{2^3} = 8192$ and the total number of switches required is 1280 including the core, aggregation, and edge switches. In the simulation, it is assumed that the failure events are independent and random. These events also do not occur frequently. Based on such properties, the number of failure events is modeled as a Poisson process with average number of failures ($\lambda$) 0.01. The value of lambda is chosen to be very less to reflect the practical scenarios, where the number of failures occurring in the actual data center is relatively low. In the simulation, assignment of the physical resources such as CPU, memory, and storage follows the Random distribution. The maximum amount of storage and memory of a PM ranges between 1000GB – 2000GB and 20GB – 50GB, respectively. The number of processing units in each PM is randomly distributed between 8 through 32. The maximum bandwidth capacity on each physical link is 100 Gbps.

The number of VMs in each VN ranges between 2 to 10. The arrival rate of the incoming virtual network follows the Poisson distribution with the mean arrival rate of 10 VNs per 100 units of time. The mean arrival rate refers to as the average number of VNs arriving in every 100 time units. Similarly, the lifetime of the VNs follows the exponential distribution with mean lifetime of 250 time units. The lifetime of a VN refers to as the number of time units after which the VN is terminated. No specific topology is followed to construct a VN. However, a probability value is assigned to each virtual link, called virtual link probability. A VN with virtual link probability of 1 results in fully connected VN. The link probability of VNs in the simulation environment ranges between 0.5 – 0.8. Similar to the physical network, virtual resources are distributed among the VMs by following the random distribution. The resource configurations of the VNs are not strictly homogeneous, which infers that some VNs can be homogeneous in terms of their resource configurations. The CPU requirement for each VM ranges from 1 to 4 numbers of CPUs. The required amount of memory and storage ranges from 500MB through 4GB and 8GB through 20GB, respectively. Similarly, the bandwidth requirement for each VN ranges from 50Mbps through 1Gbps.

The performance of the FSC-VNE algorithm is evaluated mainly in three metrics: acceptance ratio, amount of resource allocated, and embedding time. Acceptance ratio is defined as the ratio between the number of VNs accepted and the number of VNs received by the CSP from users. Amount of allocated resource refers to as the number of PMs and physical links required per VN. Embedding time is the time required to embed the VN onto physical network, which involves the waiting time of VN and the time taken by the algorithm to carry-out the embedding procedure. Taking the above-mentioned performance matrices and the simulation environment, the following simulation results are derived.
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5.2 Simulation Results

The performance of proposed FSC-VNE algorithm is evaluated by comparing with that of VNE-DCC and VIE-SR algorithm. Fig. 4 demonstrates the relationship between the number of VNs received and the acceptance ratio. It can be observed that, with the increasing number of VNs, the chances for a VN to be accepted decreases. In terms of
Acceptance ratio, the proposed algorithm outperforms over other VNE algorithms. In case of FSC-VNE algorithm, the acceptance ratio for 2000 VNs is about 0.33, whereas in case of other algorithms the acceptance ratio is less than 0.3.

The relationship of number of VNs with the amount of allocated physical resources is presented in Fig. 5. Here, the physical resource refers to as the number of PMs, and allocated number of physical links and switches. The proposed algorithm allows the multiple VMs from one VN to be hosted by the single PM resulting in the reduction of the number of required physical links and switches. Keeping the total number of PMs constant, the average number of PMs allocated to 100 VNs is 1.1, as shown in Fig. 5(a). The number of PMs increases to 2.7, when the number of VNs increases to 1000. On the contrary, it is observed that the average number of PMs allocated is equal to the number of VMs in case of other algorithms. The average number of PMs allocated to host 100 VNs is 5.5 and 4.9 in case of VNE-DCC and VIE-SR algorithm, respectively. However, the average number of PMs required to embed 1000 VNs is 5.5 and 5.8 in case of VNE-DCC and VIE-SR algorithm, respectively. Such variation along the Y-axis occurs due to the random distribution of the number of VMs in each VN.

The advantage of embedding multiple VMs that belong to same VN onto a single PM can be realized in Fig. 6(a) and 6(c). For up to 100 VNs the average number of physical links required is approximately 1 in case of all three algorithms, as shown in Fig. 6(b). However, this number increases with the increasing number of VNs. The performance of the proposed algorithm can be distinguished from other algorithms easily when the number of VNs increases to 1000, where the required number of physical links is 4.0, 9.5, and 6.78 in case of FSC-VNE, VNE-DCC, and VIE-SR algorithm, respectively. Similar trend is observed in Fig. 5(c). The average number of switches involved in embedding the VNs ranges through 100 and 1000 is 1.2 and 3.7 switches, in case of the proposed FSC-VNE algorithm. However, in case of VNE-DCC and VIE-SR algorithm, the average number of switches required to embed 100 VNs is 2.9 and 3.4, respectively. When the number of VNs increases to 1000, the average number of required switches increases to 4.5 and 5.2 switches, respectively.

Embedding time is one of the major performance metrics that needs to be considered while analyzing the performance of the algorithm. Here, embedding time refers to the time taken by the algorithm in order to embed the incoming VN. The proposed algorithm follows the semi-centralized approach in order to fasten the embedding process. Such approach allows the CSP to increase the number of PMs without compromising the performance of embedding algorithm. The comparison of performance of centralized version and the semi-centralized version of the proposed algorithm is presented in Fig. 6(a). The number of PMs is kept constant at 8192 in the simulation. From the simulation results, it can be clearly observed that the embedding time in case of semi-centralized approach is lesser than that of the centralized approach. The average time required to embed 100 VNs is 0.24 sec, and 0.22 sec, in case of centralized and semi-centralized approach, respectively. However, the average time required to embed 1000 VNs is 2.34 sec and 0.60 sec.

The small improvement in the simulation Fig. 6(a) is obtained from the small scale simulated environment. However, the benefits of this small improvement in embedding time can be realized in the real-time environment, where the number of PMs can reach 1 million and thousands of VNs may arrive at the data center in every second.

Waiting time of VNs and throughput of the FSC-VNE are considered as another matrix to evaluate the performance of the semi-centralized approach of the VN embedding as shown in Fig. 6(b) and 6(c) respectively. In Fig. 6(b) waiting
time refers to as the time spent by the VN before embedding onto the physical network. As shown in Fig. 6(b) average waiting time indicates if the proposed algorithm can achieve its goal of minimizing the waiting time of the VNs and can reduce the embedding time. Reducing the waiting time and fastening the embedding process also improves the QoS of the cloud service provider. By embedding 100 numbers of VNs, the average waiting time in our proposed semi-centralized and centralized algorithms is 20ms and 27ms, respectively. In the semi-centralized version, the mean waiting time increases to 270ms, when the number of VNs increases to 1000.

On the other hand, in the centralized approach, the mean waiting time increases to more than 400ms, when the number of VNs increases to 1000. As shown in Fig. 6(c), the throughput that refers to as the number of VNs embedded per unit time, plays a major role in evaluating the performance of the embedding algorithm as reduction in throughput directly affects the users’ experience. The mean throughput of the FSC-VNE algorithm is evaluated in each hour for 5 hours. It is observed that the semi-centralized approach can embed more number of VNs as compared to the corresponding centralized approach. In the entire 5 hours of time duration, the average number of embedded VNs ranges between 140,000 and 160,000 using the semi-centralized approach, whereas the average number of VNs ranges between 50,000 and 60,000 using the centralized approach. From the above-mentioned performance metrics as shown in Fig. 6, it is observed that the semi-centralized approach outperforms over the centralized one. The centralized and semi-centralized approaches of the proposed algorithm are also compared in terms of mean failure probability, as shown in Fig. 6(d). It is observed that the proposed semi-centralized approach has negligible impact onto the objective. In case of centralized approach, the mean failure probability lies between 0.36 and 0.44, when the number of VNs increases from 100 to 1000. Similar trend is observed in case of semi-centralized algorithm. The mean failure probability lies between 0.38 and 0.44 with the same the number of VNs. It is due to the fact that semi-centralized approach is adopted primarily to improve the performance of the algorithm.

Fig. 7 shows the relationship of number of PMs and number of VN with the embedding time. It is observed that the embedding time may increase with increasing number of VNs and the PMs. The average time required to embed 200 VNs onto 200 PMs is 0.005sec. However, the time increases to approximately 1sec to embed 2000 VNs onto the same number of PMs, which is mainly due to the first stage of embedding process as it follows the centralized approach.

The bandwidth demand of the virtual links can be ignored by mapping the adjacent VMs onto the single PM. As a result, the total amount of required bandwidth can be more than the total amount of allocated bandwidth as shown in Fig. 8. It is observed that the average network bandwidth demanded by 100 VNs is 542units. However, only 469units of network resource is actually allocated. The same trend is observed even when the number of VNs is increased. The average network resource allocated for 1000 VNs is 513units for the demand of 532units of network resources.

In the second stage of the proposed FSC-VNE algorithm, the PMs are given higher priority based on the failure probability. The PMs with lesser failure probability pick-out the VMs first. Eventually, the VMs are mapped onto the PMs with less failure probability. The simulation results in Fig. 9 demonstrates the comparison of FSC-VNE placement
schemes with three other placement strategies: random, BestFit, and WorstFit. In the BestFit placement strategy, PM with smallest available resource picks-out the VMs. Contrary to this, the PM with largest available resource picks-out the VMs in WorstFit strategy in case of FSC-VNE. In random placement, the PMs randomly pick-out the VMs. In all the three placement strategies, the PMs do not consider their failure probability while choosing a VM. Here, the mean failure probability of the VN refers to as the mean of failure probability of the PMs that are hosting the corresponding VNs. For 100 number of VNs, the mean failure probability is approximately 0.38 in case of FSC-VNE algorithm. Whereas, the mean failure probability ranges between 0.39 and 0.42 for the same number of VNs in all other placement strategies. It is observed that this value increases significantly to 0.41 in case of FSC-VNE, when the number of VNs increases to 300. Following this, a gradual increase is observed for further increase in the number of VNs. The mean failure probability increases to approximately 0.42 when 1000 number of VNs are embedded. On the other hand, a larger mean failure probability is observed in case of other placement strategies, which ranges between 0.45 and 0.48 after 1000 VNs are embedded. Since those three placement strategies do not consider the failure probability in the embedding process, there mean failure probability values fluctuate, as shown in Fig. 9.

The major disadvantage of the semi-centralized approach is the resource requirement to embed the VNs. In Fig. 11, the number of PMs used to embed each VN is presented. It is observed that the average number of PMs ranges between 6 and 9 for 1000 VNs. This is due to the fact that a single server is responsible for embedding all incoming VNs in centralized approach. However, multiple servers are employed to embed each VN in semi-centralized approach. This disadvantage can be handled by restricting the number of PMs to a lower value. Further, this can also be ignored if a significant improvement in embedding is observed while processing a large number of VNs.

It is essential to observe the workload on all the three layers of switches, i.e., edge switches, aggregation switches, and core switches. In Fig. 11 X-axis represents the number of VNs and Y-axis represents the workload on different layers of switches. Here, workload refers to as percentage of communication of a VN being carried out by particular type of switch. It is observed that for 100 VNs approximately only 18%, 36%, and 46% of the communications among VMs dependent on core switches, aggregation switches, and edge switches, respectively. Similarly, an average of 16%, 34%, and 50% of the VMs communications for 1000 VNs dependent on core, aggregation, and edge switches, respectively as shown in Fig. 11. The workload on core switches is less than that of the aggregation switches, which is further less than that of the edge switches. This is due to the fact that VMs are embedded onto the PMs with closure distance, which involve lesser number of switches.

6 Conclusions

In this paper, we have investigated the VNE problem on Fat-Tree data center network and have presented a novel and effective Failure-aware Semi-Centralized VN Embedding (FSC-VNE) solution. In the proposed embedding solution, VNs are mapped onto the existing physical network in two-staged semi-centralized manner by taking the advantages of both centralized and distributed embedding approach. Multiple VMs are allowed to be embedded onto the single PM. Further, the VMs are mapped onto a set of PMs with minimum distance. This infers that less number of PMs and switches are used in an embedding solution. The PMs with minimum failure probability are given higher preference to host the VMs. This helps us achieve the goal to minimize the virtual resource failure probability. Besides, extensive simulations are performed and our simulation results are compared with other similar algorithms. The simulation results indicate the superiority and notable strengths of our FSC-VNE over other algorithms in terms of acceptance ratio, minimization of required physical resource, embedding time and VN failure probability. For future work, we endeavor to implement the proposed FSC-VNE solution in real cloud environment in order to verify and improve the simulation results.
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