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Abstract: A study of transition zones in the carbon monoxide catalytic oxidation over platinum is presented. After the design of a network model following the rules of the Network Simulation Method, it is run in a standard (free) software providing the fractional coverages of all species for different values of carbon monoxide partial pressure, the main parameter that produces the change between a stationary or periodic response. The design of the model is explained in detail and no assumptions are made concerning the removing of oxidation fractional coverage. The illusory chaotic behavior associated with an inadequate time step in the numerical algorithm is studied. This work provides an explanation for the transition (bifurcation) between the stationary and the periodical response studies making use of Poincaré plane and phase-diagrams. The extinction of variable fluctuation in the transition zone is analyzed to understand its relation with given values of transition partial pressures. Of particular interest is the small time span of the superficial fractional coverage of carbon monoxide fluctuation near the second transition partial pressure.
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1. Introduction

The name “catalysis” was first used in 1836 by Berzelius for chemical reactions that involve the use of compounds, called catalysts, to accelerate these processes without being consumed [1]. A catalyst speeds up a reaction by lowering one or more activation energies or by introducing an alternative reaction with a lower activation energy; a catalyst should be selective. As a consequence, the activation energy for the desired product should be considerably diminished [2,3]. One of these processes, the catalytic oxidation of carbon monoxide on platinum, an example of air–metal interface oxidation with adsorption, is used in noble metal catalytic converters, which are common components in modern automobile engines. These systems are usually classified into two types: three-way and oxidation converters. However, from the point of view of the chemical reaction analysis, both are similar, a reason for which they are often considered the same type of chemical reaction.

A review of the literature reveals that there are four different approaches to modeling the chemical reactions that occur in these systems: the classical converter approach, the tanks-in-series approach, the more complex tanks-in-series approach and the Ford three-way converter model [4]. The classical
converter approach first described by Oh and Cavendish [5] is based on a 1-D mass transfer model with chemical reactions and heat transfer. Chen et al. [6] extended this model to 3-D to study the effects of heat loss and to evaluate a series of design parameters. Katashiba et al. [7] used a zero-dimensional (tanks-in-series) approach, a model that was designed to comply with fuel control system optimization and so was simpler than the above. In this model, the new approach is to assume quasi-homogeneous reactions where the catalyst is divided into n elements to which global kinetics are applied with explicit velocity expressions. In addition, the capacity to store oxygen by the converter was also taken into account. Gottberg et al. [8] developed a more complex tanks-in-series approach, in an attempt to optimize potential exhaust after treatment technologies, a model that assumes a less sophisticated macromixing modelization of the flow applying an advanced treatment of the chemical kinetics modelization. This treatment is characterized by an independent calculation of the reactions and adsorption/desorption rates, but has the disadvantage of needing excessive computing times. Finally, Montreuil et al. [9] used a model designed for assuming Pt/Rh current generation and Pd/Rh catalysts in Ford vehicles for steady state operation, with the same specifications as the 1-D model mentioned above but incorporating a complicated system of 13 reactions.

The model in this work, proposed by Langmuir–Hinshelwood, simulates the carbon monoxide oxidation reaction over platinum. This mechanism has been used in many science and engineering problems, mainly in catalytic problems [10–14]. From experimental studies, this mechanism is developed in three steps, [15–18]: adsorption of carbon monoxide, dissociative chemisorbed oxygen and desorption of carbon dioxide. Some authors have added a slow step to the Langmuir–Hinshelwood mechanism: periodical oxidation-reduction on a catalytic surface [19,20]. Recently, L’vov and Galwey proposed a new mechanism for the catalytic oxidation of CO in platinum through an intermediate species in the platinum (IV) oxide, with two clearly differentiated kinetics: one for the oxidation of CO and the other for the restoration of the platinum oxide layer [21]. Most catalytic converters studied use simple explicit velocity expressions, despite the evidence of multiple isothermal steady state and auto-sustained oscillations [15]. Recent works have managed to measure the different rates of the active processes in the reaction for the oxidation of CO in platinum using molecular beams [22,23]. In addition, other works propose new methodologies and techniques that may be useful to measure the mentioned reaction rates based on a predictive approach [24].

The network model that implements the governing equation and boundary conditions of the problem, which has been designed following the rules of the network simulation method (Gonzalez-Fernandez and Alhama [25] and Sanchez-Perez et al. [26]), is run in the standard circuit simulation software NgSpice or PSpice [27–29]. This method has been widely used in a large variety of engineering problems such as corrosion, fluid flow, heat transfer, inverse problem, etc. [30–35].

The aims of this work are twofold. On the one hand, the design of a Network Model to simulate the catalytic oxidation in platinum of carbon monoxide. On the other hand, the investigation of the transition zones where the catalytic chemical reaction extinction occurs. This study is carried out through different phase diagrams and Poincaré planes. The results of the simulations are successfully compared with others coming from experiments.

2. Governing Equations

Figure 1 shows the three steps of the Langmuir–Hinshelwood mechanism, represented by the following chemical equations [17].

\[
\begin{align*}
\text{CO} + \ast & \rightleftharpoons k_1 \text{CO}_{ads} \\
\text{O}_2 + 2 \ast & \rightleftharpoons k_2 2\text{O}_{ads} \\
\text{CO}_{ads} + \text{O}_{ads} & \rightarrow k_r \text{CO}_2 + 2\ast
\end{align*}
\]

(1) (2) (3)

where * represents the surface hole effects.
The kinetic equations associated with the above chemical equation are [17]:

\[
\begin{align*}
\frac{dC_{CO}}{dt} &= -k_1 \cdot C_{CO} \cdot C_{O}^{2} + k_{-1} \cdot C_{COads} \\
\frac{dC_{O}}{dt} &= -k_2 \cdot C_{O}^{2} + k_{-2} \cdot C_{Oads}^{3}
\end{align*}
\]

The following additional chemical equations are introduced to consider the nature of the platinum surface in the catalytic process:

\[
CO_{ads} + [Pt \cdots O_{ads}] \xrightarrow{k_{red}} CO_2 + 2* \quad (6)
\]

\[
P_{t} + O_{ads} \xrightarrow{k_{eq}} [Pt \cdots O_{ads}] \quad (7)
\]

where \([Pt \cdots O_{ads}]\) represents oxidative species.

The kinetic equations associated with the above chemical equation are:

\[
\begin{align*}
\frac{dC_{COads}}{dt} &= -k_{red} \cdot C_{Oads}^{2} \cdot C_{Pt} \cdot O_{ads} - k_{r} \cdot C_{COads}^{2} \cdot C_{Oads}^{2} + k_{1} \cdot C_{CO} \cdot C_{O}^{2} - k_{-1} \\
\frac{dC_{Oads}}{dt} &= -k_{ox} \cdot C_{Oads}^{2} \cdot C_{Pt} - k_{r} \cdot C_{Oads}^{2} \cdot C_{Oads}^{2} + k_{2} \cdot C_{Oads}^{2} \cdot C_{Oads}^{2} - k_{-2} \cdot C_{Oads}^{3}
\end{align*}
\]

Carbon monoxide molecules can be attached to any part of the platinum surface to prevent oxygen chemisorption. Assuming the hypothesis described by Keren and Sheintuch [18], oxygen chemisorption over platinum, usually a dissociative process, is produced by a molecular bond break in a vacancy of crystalline structure on the surface. Carbon dioxide desorption, though much faster than chemisorption over platinum, is produced by a molecular bond break in an oxidative species. It is assumed that these reactions are isothermal and that the partial reactive pressures, \(P_{r}\), remain constant [18].

The kinetic equations, which are written with fractional coverages, \(\theta\), (more suitable than species concentrations because they are directly related with partial pressure and the cover surface) and dimensionless superficial density, \(y\), yield the following balance equations [17]:

\[
\begin{align*}
\frac{d\theta_{1}}{dt} &= \frac{A_1}{e_{ox}} y(1 - \theta_{1} - \theta_{2}) - \frac{D_{1}}{e_{ox}} \theta_{1} - \frac{1}{e_{ox}} y \theta_{1} \theta_{2} (1 - y) \theta_{1} - \theta_{1} \mu_{ox} y \theta_{2} \\
\frac{d\theta_{2}}{dt} &= \frac{2A_2}{e_{ox}} y (1 - \theta_{1} - \theta_{2})^2 - \frac{2D_{2}}{e_{ox}} y \theta_{2}^2 - \frac{1}{e_{ox}} y \theta_{1} \theta_{2} - \theta_{2} (1 - y) \theta_{1} + \mu_{ox} y \theta_{2}^2
\end{align*}
\]
\[
\frac{dy}{dt} = y(1 - y)\theta_1 - \mu_{ox} y^2 \theta_2
\]

where species \( j=1 \) refers to carbon monoxide and 2 to oxygen, 
\( y = \frac{x}{X_T}, A_1 = \frac{k_1 p_1}{k_x X_T}, A_2 = \frac{k_2 p_2}{k_x X_T}, D_1 = \frac{k_{-1}}{k_x}, D_2 = \frac{k_{-2}}{k_x}, \mu_{ox} = \frac{k_{ox}}{k_{red}}, \mu_{al} = \frac{k_{al}}{k_{red}}. \)

In this equation, the time, \( t \), is divided by \( \tau_s^{ox} \), the characteristic time of Equation (6) and equal to \( \frac{1}{k_{red} X_T} \). Thus, the variable \( t' \) is dimensionless. Now, \( \epsilon_{ox} \) can also be written as \( t'/\tau_s^{ox} \), where \( \tau' \), the characteristic time of Equation (3), is equal to \( \frac{1}{k_{red} X_T}. \)

The fractional coverage of a species can be described as its superficial density, \( n_s \), and the ratio between activated surface and total surface. The superficial density, \( X_s \), in turn, can be described as the subtraction between its maximum, \( X_T \), and the superficial ratio of catalyst blocked by the oxide.

### 3. The Network Model

From Equations (10) to (12), three coupled networks are formed, one per variable, following the indications given by González-Fernández and Alhama, and Sanchez-Perez (González-Fernández and Alhama, 2001, Sanchez-Perez, 2012, Sanchez-Perez et al., 2018). However, to facilitate your understanding, the steps for its design will be briefly explained. First, the equivalence between variable and electric voltage must be established \((\theta_j \) (fractional coverage) \( \equiv V \) (electric voltage) and \( y \) (activated surface density) \( \equiv V \)).

Second, each sum of Equations (10) to (12) is considered an electric current, \( I_j \), that balances at a central node (Figure 2). The time derivative of each variable, \( \frac{dx_j}{dt} \) and \( \frac{dy}{dt} \), is implemented as a capacitor, \( C_j \) and the rest of the addends as controlled current sources, \( G_j \). So, the current \( I_j \) for variable \( j = 1 \), according to Equation (10), can be separated into two controlled current sources, \( I_{1I} = \frac{A_1}{C_1} (1 - \theta_1 - \theta_2)(G_{1I}), I_{1II} = -\frac{D_1}{C_1} \theta_1(G_{1II}), I_{1III} = -\frac{1}{C_1} y \theta_1 \theta_2(G_{1III}), I_{1IV} = -(1 - y) \theta_1(G_{1IV}), I_{1V} = -(1 - y) \theta_2^2(G_{1V}) \) and \( I_{1VI} = \theta_1 \mu_{ox} y \theta_2(G_{1VI}) \) with \( \theta_1, \theta_2 \) and \( y \) being the voltages at the central node of each variable’s network. The last term of the circuit (Figure 2) is a resistor, \( R_{inf} \), with supposedly infinite value to give stability to the circuit.

![Figure 2. Scheme of the basic network model](image-url)

Thereby, for variables 1 and 2, the network model contains six controlled current sources and two for variable \( y \) (Figure 3).
Figure 3. Network model: (a) variable 1, (b) variable 2 and (c) variable $y$.

Finally, the model can be simulated with a standard circuit simulation code such as NgSpice or Pspice [27–29].

The software NgSpice [29] makes use of the most powerful computational algorithms required for the circuit simulation software to afford strong non-linear and coupled mathematical models such as that described in this paper. These algorithms, based on the thesis of Nagel [36] and described in the NgSpice’s manual [37], include trapezoidal integration [27], Gear’s fixed time methods [38] and the Runge–Kutta algorithm. The accuracy and efficiency of these methods are provided by reducing the local truncation error and the stability in the convergence of the numerical solution.

4. Simulation and Results

The first data used to characterize the reactions are the activation energies. The values of the dimensionless kinetic constants, $D_1$, $D_2$, $\mu_{ox}$ and $\epsilon_{ox}$ are 0.01, 0.0005, 5 and 0.0001, respectively. Other dimensionless constants used in Equations (10) and (11) are $A_1$ and $A_2$, with values 0.002475$\cdot P_1$ and 3, respectively [17].

To verify the model, we used the carbon monoxide partial pressure variable, $P_1$, from several former experimental and numerical studies, 101.324 Pa [17,19,39–42]. In the same way, the initial conditions for $\theta_1$, $\theta_2$ and $y$ (0.9, 0.03 and 0.24, respectively) are applied.

Figure 4 shows the periodic fluctuation of superficial fractional coverages and superficial density, which is similar to the results described in the above mentioned studies.
Figures 5–7 show the amplitude values of superficial fractional coverages and the superficial density far from the initial time as a function of carbon monoxide partial pressure. This parameter strongly influences the reactions as a result of its relation with the carbon monoxide concentration. In the same figures, it is possible to distinguish three zones: these transitions are partially mentioned by Collins et al., Keren and Sheintuch and Carlsson et al. [17,18,43].

Following the indication given by Sanchez-Perez [44], in the first zone, up to 99.992 Pa, the studied variables have stationary values, that is, the converter is not operative. Within this zone, the value of superficial fractional coverage of carbon monoxide increases as its partial pressure increases (Figure 5) which is the opposite to the behaviour of the superficial fractional coverage of oxygen (Figure 6). Obviously, the number of carbon monoxide molecules inside the gas phase depends on its partial pressure, and the surface they occupy on the converter follows the same relation. For this reason, the superficial fractional coverage increases as the partial pressure increases. The superficial fractional coverage of oxygen depends on the behaviour of the carbon monoxide. This reasoning is also valid for the superficial density, Figure 7.
To understand the superficial fractional coverages and the superficial density behaviour inside the first zone, we choose a partial pressure belong to this zone, 39.997 Pa. Figure 8 shows the evolution of these variables; note that the variables tend asymptotically towards a constant value. As the carbon monoxide partial pressure approaches the transition value between the first and the second zone, the superficial fractional coverages and the superficial density start to fluctuate, Figure 9.

In the second zone, from 99.992 to 186.651 Pa, the studied variables fluctuate, that is, the converter is operative. Of note is the relation between the superficial fractional coverages of oxygen and carbon monoxide, $\theta_O/\theta_{CO}$, that is, $n_{O^s}/n_{CO^s}$ is 0.36/0.48. This is the same as the inverse relation between oxygen and carbon atomic weights, 3/4. Therefore, there is a relation between the volume ratio of the two species and the respective surface they occupy, when fluctuation starts. The explanation lies in the optimal distribution of atoms on the converter surface, considering that the carbon monoxide molecule, before binding with the second oxygen atom, adheres to the surface through the carbon atom. Fluctuation increases its amplitude as the carbon monoxide partial pressure increases. Finally, the amplitude reaches a level that stops the fluctuation. In the third zone, above 186.651 Pa, the studied variables become stationary, that is, the converter is not operative.

![Figure 6. Amplitude values at stationary oxygen superficial fractional coverage versus carbon monoxide partial pressure [44].](image)

![Figure 7. Amplitude values at stationary superficial density versus carbon monoxide partial pressure [44].](image)
Figure 8. Superficial fractional coverages and the superficial density evolution at $P_1 = 39.997$ Pa [44].

Figure 9. Superficial fractional coverage of carbon monoxide evolution with time step $= 2 \cdot 10^{-4}$ s and at $P_1$: (a) 94.6572 Pa, (b) 97.3236 Pa, (c) 98.6568 Pa and (d) 99.992 Pa.

The closer to the second zone, the greater the time needed for the process to stop (Figure 9d). Figure 10 shows the phase diagram, in which it is possible to distinguish the slow annihilation rate. Note that a very small time step is needed in the numerical algorithm, $10^{-4}$ s, compared with the total time of several seconds, to attain sufficient accuracy. An unsuitable selection of the time step depicts an incorrect solution, such as chaotic behaviour.
Figure 10. Superficial fractional coverage of carbon monoxide phase plane at 99.992 Pa and time step $= 2 \cdot 10^{-4}$ s. (a) without zoom, (b) zoom on the spiral and (c) more precise zoom on the spiral.

The same study was made for the second zone. As shown in Figure 4, for a partial pressure of 101.324 Pa inside this zone, the variables fluctuate periodically. Figure 11a shows the periodical fluctuation close to the transition zone between the second and the third zones. Of note is the small span elapsed as superficial fractional coverage of carbon monoxide values change. As the carbon monoxide partial pressure approaches the transition value between the second and the third zone, the superficial fractional coverages and the superficial density stop fluctuating, Figure 11b.

Figure 12 shows the phase diagram, in which it is possible to distinguish the slow annihilation rate. Note that only a very small time step in the numerical algorithm is necessary for sufficient accuracy; hence, an unsuitable selection of the time step depicts an incorrect solution, such as chaotic behaviour.
Figure 11. Superficial fractional coverage of carbon monoxide evolution at time step $= 2 \cdot 10^{-4}$ s and $P_1$: (a) 186.651 Pa and (b) 187.115 Pa.

Figure 12. Superficial fractional coverage of carbon monoxide phase plane at 187.115 Pa and time step $= 2 \cdot 10^{-4}$ s. (a) without zoom, (b) zoom on the spiral and (c) more precise zoom on the spiral.

The comments concerning the first zone are applicable to the third zone, Figure 13.
Figure 13. Superficial fractional coverages and the superficial density evolution at $P_1 = 213.315$ Pa [44].

Figure 14 shows a more detailed study, using a phase plane, of the superficial fractional coverage of carbon monoxide at its partial pressure of 140 Pa (second zone), which is clearly periodical. Figure 15, a phase space, represents a detail of the change of superficial fractional coverage on its right side. Once again, the short time step used in the numerical algorithm necessary to obtain a clear image is of note, as is used in the later figures. The single point in Figure 16, a Poincaré plane for its period (1.599 s), confirms the periodicity of the superficial fractional coverage fluctuation of carbon monoxide.

Figure 14. Phase plane of superficial fractional coverage of carbon monoxide at $P_1 = 140$ Pa and time step $= 10^{-4}$ s.
Figure 15. Phase space of carbon monoxide superficial fractional coverage at $P_1 = 140$ Pa and time step $= 10^{-4}$ s.

Figure 16. Poincaré plane of superficial fractional coverage of carbon monoxide at $P_1 = 140$ Pa and a period of 1.599 s.

A comparison of Figures 10 and 14 reveals a similar pattern at different scales. Note that the low velocity section is interrupted in Figure 10.

We now analyse the boundary between zones. Figure 17 shows the relation between superficial fractional coverage of carbon monoxide and the superficial density for a carbon monoxide pressure belonging to the first zone close to the transition to the second zone. The initial conditions have been changed to depict the fact that these values have no influence. The explanation of this transition clearly involves an equilibrium point in the dynamical system, and a similar explanation is applicable to the transition between the second and third zones.
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Figure 17. Superficial fractional coverage of carbon monoxide versus superficial density at 99.992 Pa, with \( \theta_1 = 0.72525 \), \( \theta_2 = 0.52275 \) and \( y = 0.32595 \), and time step = \( 2 \times 10^{-4} \) s. (a) without zoom, (b) zoom on the spiral.

5. Conclusions

A clear insight into the catalytic converter function, especially as regards the different zones of carbon monoxide partial pressure, is gained by means of the proposed model in this paper whose design is based on the Network Simulation Method. The model assumes no simplifications in the governing equations and is run in a standard circuit simulation software with negligible computing time. The incorrect selection of the time step in the numerical simulation has a remarkable influence on the results, introducing an illusory chaotic behaviour when it is not small enough.

The simulations of the model also provide an explanation for the transition between the stationary and the periodical response, an issue that is partially discussed by other authors. Each transition zone, a bifurcation, brings up an additional numerical difficulty in the selection of the parameters of the computing solver and demands a special understanding of the numerical tool to avoid misapplications that give rise to a limit cycle instead of chaotic behaviour and the opposite. In addition, the start and extinction of the fluctuations, which are also relevant from the point of view of the technical control of the catalysis, are analysed to understand their relation with the carbon monoxide partial pressures, the control parameter of the system.

The methodology applied to the study of this chemical process, based on the use of the Poincaré plane and phase-diagrams, is suitable in the analysis of chaotic systems. Despite the difficulty of choosing the location (or the characteristic time) for the Poincaré plane, this analytical tool is quite effective since it reveals the nature of the system. The numerical simulations are successfully compared with experimental results from the literature.

It is worth mentioning the small time span in which the variables fluctuate near the extinction bifurcation, where the system stops working. The aforementioned two features, the time step and time span, introduced in this work are not mentioned in the available literature, which makes it possible to avoid the illusory chaotic behaviour.
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