Protostellar disks subject to infall: a one-dimensional inviscid model and comparison with ALMA observations
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ABSTRACT

A new one-dimensional, inviscid, and vertically integrated disk model with prescribed infall is presented. The flow is computed using a second-order shock-capturing scheme. Included are vertical infall, radial infall at the outer radial boundary, radiative cooling, stellar irradiation, and heat addition at the disk-surface shock. Simulation parameters are chosen to target the L1527 IRS disk which has been observed using ALMA (Atacama Large Millimeter Array). The results give an outer envelope of radial infall and $u_\phi \propto 1/r$ which encounters a radial shock at $r_{\text{shock}} \sim 1.5 \times r_c$ across which the radial velocity is greatly reduced and the gas temperature rises from a pre-shock value of $\approx 25$ K to $\approx 180$ K over a spatially thin region calculated using a separate shock structure code. At $r_c$, the azimuthal velocity $u_\phi$ transitions from being $\propto 1/r$ to being nearly Keplerian. These results qualitatively agree with recent ALMA observations which indicate a radial shock where SO is sublimated as well as a transition from a $u_\phi \sim 1/r$ region to a Keplerian inner disk. However, in one set of observations, the observed position-velocity map of cyclic-C$_3$H$_2$, together with a certain ballistic maximum velocity relation, has suggested that the radial shock coincides with a ballistic centrifugal barrier, which places the shock at $r_{\text{shock}} = 0.5r_c$, i.e., inward of $r_c$, rather than outward as given by our simulations. It is argued that radial velocity plots from previous magnetic rotating-collapse simulations also indicate that the radial shock is located outward of $r_c$. The discrepancy with observations is analyzed and discussed, but remains unresolved.
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1 INTRODUCTION

Protostellar disk formation, which lasts $\sim 10^5$ yr for stars of $\sim$ one solar mass, is characterized by infall of material from a parent cloud core and is rich in phenomena. Bipolar jets and outflows launched likely due to rotating magnetic field lines near the star or from the disk itself are common (e.g., Pudritz & Ray 2019). Though the available sample is limited due to their short duration, episodic accretion outbursts known as FU Orionis and EX Lupi events are also thought to be common (Audard et al. 2014). Finally, ring-and-gap structures (Sheehan et al. 2020) in protostellar disks (aged $\sim 0.1$–1 Myr) suggest that planet formation might begin earlier than thought.

Disks form as a result of the gravitational collapse of rotating dense cores in molecular clouds. Due to conservation of angular momentum, infalling particles are deflected away from the rotation axis, and each particle lands on the equatorial plane at a radius that increases with its initial specific angular momentum. According to a ballistic model (Ulrich 1976; Cassen & Moosman 1981, hereafter UCM), infalling particles are on zero energy orbits, i.e., parabolas. Those orbits having a small inclination angle, $\theta_0$ (measured from the pole), have a smaller angular momentum (in addition to having a smaller cylindrical radius to begin with) and land closer to the star in the equatorial plane. On the other hand, orbits with $\theta_0$ closer to the equatorial plane have a larger angular momentum and land further away from the star and with a smaller vertical velocity and greater radial velocity.

The centrifugal radius, $r_c$, is defined to be the furthest radius where infalling particles impact the midplane with a non-zero vertical speed $u_z$ (in absence of a disk). With increasing epoch, $t_0$, since the initiation of collapse, material arrives at the disk from greater distances and with greater angular momentum. As a result, $r_c$ grows as $\propto t_0^{1/3}$ (Equation A25).

The above ideas are illustrated in Figure 1 which was constructed using the analytical UCM model using parameters of our simulation, which are described later in §3. The centrifugal radius for the figure is $r_c = 74$ au.

Particles that land near $r_c$ have orbits with inclination angle $\theta_0 \rightarrow \pi/2$, i.e., grazing the midplane. The value of $r_c$ is given by

$$r_c = j_z^2/(G M),$$

(1)

where $j_z = u_\phi r$ is the conserved specific angular momentum of orbits with $\theta_0 \rightarrow \pi/2$.

Substituting $j_z = u_\phi r$ into (1) one sees that $u_\phi$ is Keplerian at $r = r_c$. We will see that this is an observationally useful result (Ohashi et al. 2014; Aso et al. 2017): if in a region of conserved $j_z$ one identifies the radius where $u_\phi$ is Keplerian, then that radius
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Figure 1. Ulrich-Cassen-Moosman (UCM) infall with arrows showing the direction of the meridional velocity superimposed on color contours of (a) $\log_{10}(n_{H_2})$ which form a pseudo-disk, and (b) Magnitude of meridional velocity. The same parameters as the simulation were used giving a centrifugal radius $r_c = 74$ au. The vertically integrated model uses the infall flow evaluated at the midplane $z = 0$. Note that at $r = r_c = 74$ au, the vertical component becomes zero at the midplane.

equals the centrifugal radius.\(^1\) Note from Figure 1 that $u_r$ is still $< 0$ at $r = r_c$, i.e., particles continue to move inward.

Recent observations by the Atacama Large Millimeter Array (ALMA) are able to penetrate the cocoon of dust surrounding disks with infall and reveal their structure with unprecedented resolution. Table 1, based upon a similar table in Sakai (2019), lists sources that are believed to have a similar kinematic structure. The best resolved and the one we target for simulation is the class 0/I protostar IRAS 04368+2557 in L1527 IRS which was observed with improving resolution over successive ALMA cycles (Sakai et al. 2014a; Sakai et al. 2014b; Ohashi et al. 2014; Oya et al. 2015; Aso et al. 2017; Sakai et al. 2017). It has a cold infalling and rotating envelope (IRE) with an angular momentum preserving rotational velocity ($u_\phi \propto 1/r$), in which carbon chain molecules (CCH, c-C$_3$H$_2$) and CS are present. Where the IRE transitions to a rotationally supported disk with a Keplerian $u_\phi$, there is a ring of SO emission due to a putative radial shock that sublimates/desorbs SO from icy grains. As we will show later, our simulations confirm the shock but not its radial location with respect to the ballistic centrifugal barrier radius ($r_{CB}$) as inferred by Sakai et al. We now discuss what is meant by a centrifugal barrier.

Many observations listed in Table 1 identify the radial shock with the ballistic centrifugal barrier, which conflicts with our simulation results as will be seen later. The radius, $r_{CB}$, of the centrifugal barrier is defined to be (e.g., Sakai et al. 2014a, Methods Section) the radius of closest approach to the star (the periastron) of a ballistic parabolic orbit lying in the midplane. In other words, it is the innermost radius a ballistic particle traveling in the midplane can reach while conserving angular momentum $j_z$ and mechanical energy $E$ (both per unit mass).

Since $E = 0$ on a parabolic orbit, we have that

$$E = 0 = \frac{1}{2} \left( u_r^2 + u_\phi^2 \right) - GM/r = \frac{1}{2} \left( u_r^2 + j_z^2/r^2 \right) - GM/r.$$  

(2)

Setting $u_r = 0$ in (2) gives

$$r_{CB} = j_z^2/(2GM).$$  

(3)

Comparing (1) and (3) one sees that

$$r_{CB} = r_c/2.$$  

(4)

At $r = r_{CB}$ all the kinetic energy is in the azimuthal component

---

\(^1\) We thank Dr. N. Ohashi for pointing this out.
and the potential energy is a local minimum in the orbit. Therefore, $u_{\phi}$ is a local maximum at $r = r_{CB}$ (Sakai et al. 2014a, hereafter Sa14a).

It should be noted at the outset that the ballistic approximation is valid only where: (i) Pressure gradient is negligible compared to radial advective acceleration:

$$\frac{\partial p}{\partial r} \ll \frac{\partial}{\partial r} (pu_r^2), \quad (5)$$

which implies that the radial Mach number $M_r^2 \gg 1$. Therefore, the ballistic approximation breaks down inward of the radial shock since $M_r < 1$ there. (ii) Ballistic trajectories do not cross or collide.

Note in passing: The ballistic model discussed above considers only those particles that are infalling along the midplane. However, Figure 1 shows that particles can also enter the disk via vertical infall at radii $r_{\text{enter}} < r_c$. The ballistic motion of such particles after they enter the disk is considered in Appendix F, where it is shown that their trajectories are ellipses and each $r_{\text{enter}}$ has a different periastron/centrifugal barrier inward of $r_c/2$. We caution the reader that the limitations stated in the previous paragraph apply equally to the analysis in Appendix F.

We end the introduction by discussing the role of magnetic fields (e.g., reviews by Tsukamoto 2016; Zhao et al. 2020) which are not included in the present work. Early simulations assuming ideal magnetohydrodynamics (MHD) and a magnetic field initially aligned with the rotation axis, showed that formation of a rotationally supported disk is suppressed by magnetic braking, i.e., angular momentum removal by magnetic torque. Since this is at odds with the observed existence of rotationally supported disks with radii $\sim 100$ au, several scenarios have been explored that can mitigate magnetic braking. These include misalignment of the magnetic field and rotation axis, turbulence, and non-ideal MHD. A recent study (Zhao et al. 2021) reinforced their earlier work which showed that non-ideal MHD effects are a robust mechanism for averting magnetic braking. Finally, magnetic fields launch outflows which impinge upon the infall, cutting it off at some locations on the disk surface. This was pointed out by Velusamy & Langer (1998) and can be observed in simulations (e.g., Zhao et al. 2016). We briefly consider this effect in §4.6 by turning off vertical infall and allowing only radial infall.

The next section describes our vertically integrated model; a detailed comparison with previous such models is provided in §6. An implicit assumption of vertically integrated models is that infalling fluid quantities are instantaneously homogenized vertically with their disk counterparts. The main differences of our model compared to previous ones are that we include radial infall and do not assume Keplerian $u_{\phi}$. However, unlike most previous models, ours has no turbulent viscosity. Our philosophy, inspired by Stahler et al. (1994), is that one should first understand the basic state structure of the flow and then analyze and simulate turbulence instability mechanisms with the goal of constraining the value of the turbulent viscosity.

## 2 MODEL DESCRIPTION

### 2.1 Overview

Figure 2 is a schematic of the model and is best studied along with Figure 1. Figure 2a is suggestive of the actual situation. There is a disk-surface shock (colored blue) at height $H_{\text{shock}}(r)$ which reduces the velocity component normal to it. This shock is followed in the normal direction by a thin cooling layer whose properties have been studied in detail (Neufeld & Hollenbach 1994, hereafter NH94). The "post cooling-layer" (pcl) height is denoted $H_{\text{pcl}}(r)$ and will be assumed to equal $H_{\text{shock}}(r)$ owing to the thinness of the cooling layer. The shock surface terminates where the normal component of the infall velocity goes to zero. Due to finite disk height, this point is slightly outward of the centrifugal radius where $u_r \to 0$ at the midplane. At this point, the shock abuts a streamsurface (green dotted line) along which the flow is tangential by definition. Strictly speaking, the shock ends where the normal velocity becomes subsonic rather than zero; this distinction is ignored in what follows. Our model, shown in panel (b), idealizes the above picture to a razor-thin disk. The UCM infall flow (Appendices A & B) evaluated at the disk midplane, provides boundary conditions to the vertically integrated disk equations given in the next subsection. The infall into the disk has two parts: (i) For $r < r_c$, there is both a vertical and radial component, infall being more vertical closer to the star and more radial, less vertical, and more dense as $r \to r_c$. (ii) At $r = r_{\text{max}}$, the outer radial boundary of the simulation, radial infall is applied as a boundary condition (Appendix C).
2.2 Mass and momentum equations

Assuming symmetry about the midplane, the vertically integrated density and pressure are

$$\Sigma(r, t) \equiv 2 \int_0^Z Z(r, t) \rho \, dz,$$

$$\mathcal{P}(r, t) \equiv 2 \int_0^Z Z(r, t) p \, dz,$$  \hspace{1cm} (6)

where $Z(r, t)$ is the upper disk surface defined as

$$Z(r, t) = \begin{cases} H_{\text{shock}}^+(r, t), & r \leq r_c; \\ S(r, t), & r > r_c. \end{cases}$$  \hspace{1cm} (7)

Here $H_{\text{shock}}^+$ denotes a height just above the disk-surface shock where infall quantities are specified. For $r > r_c$, the surface $Z = S(r, t)$ is the streamsurface that joins the shock.

Performing a vertical integration of the conservation equations for mass, radial and angular momentum, we obtain

$$\frac{\partial}{\partial t} (\Sigma r) + \frac{\partial}{\partial r} (r \Sigma u_r) + 2r (\rho u_z)_1 \equiv 0,$$  \hspace{1cm} (8)

$$\frac{\partial}{\partial t} \left( \Sigma u_r r \right) + \frac{\partial}{\partial r} \left[ r (\mathcal{P} + \Sigma u_r^2) - \Sigma u_\phi^2 + 2r (\rho u_r u_z) \right] \equiv \mathcal{P} + r \Sigma g_r,$$  \hspace{1cm} (9)

$$\frac{\partial}{\partial t} \left( \Sigma u_\phi r^2 \right) + \frac{\partial}{\partial r} \left( r^2 \Sigma u_\phi u_r \right) + 2r (\rho u_\phi r u_z)_1 \equiv 0,$$  \hspace{1cm} (10)

where each equation has been multiplied by $r$ to allow a finite-volume numerical treatment after averaging over a computational cell $[r_{i-1/2}, r_{i+1/2}]$ (see §2.4). The terms with a ‘1’ subscript are pre-shock quantities that arise from $z$-integration of $\partial/\partial z$ terms from $z = 0$ to $Z(r)$. Appendix E discusses a subtlety in the vertical integration that can be ignored for the present assumption of a razor thin disk, but should be kept in mind when finite disk thickness is accounted for.

Note that in its usual form, the right-hand-side of the radial momentum equation (multiplied by $r$) has a $-r \partial \mathcal{P} / \partial r$ term. We have written this as

$$-r \frac{\partial \mathcal{P}}{\partial r} = - \left[ \frac{\partial}{\partial r} (r \mathcal{P}) - \mathcal{P} \right].$$  \hspace{1cm} (11)
and moved the \(-\partial (rP) / \partial r\) to the left hand side, leaving a \(P\) on the right hand side of (9). This was done in order that radial fluxes have the same form as for Cartesian coordinates which permits direct use of shock-capturing methods developed for Cartesian coordinates.

A key assumption of the vertical integration procedure is that the incoming mass and momenta (and below, internal energy) are instantaneously mixed vertically into the disk. Also, note that turbulent viscosity has not been included in the above equations.

### 2.3 Energy equation

The equation of state for internal energy (per unit volume) is taken to be \(e = p/(\gamma - 1)\), where \(\gamma \equiv c_p/c_v\). For typical temperatures in our simulation, which range from \(T = 10\) and \(100\) K, \(\gamma\) varies between \(5/3\) and \(7/5\) as the rotational mode of \(H_2\) is excited. For simplicity we take \(\gamma = 7/5\).

For axisymmetric flow, the internal energy satisfies

\[
\frac{\partial}{\partial t} e + \frac{\partial}{\partial z} (uz e) + \frac{1}{r} \frac{\partial}{\partial r} (ru r e) = -P \frac{\partial}{\partial z} (uz) + \frac{1}{r} \frac{\partial}{\partial r} (ru r) - \dot{q}_{\text{cool}} + \dot{q}_{\text{heat}}. \tag{12}
\]

Since vertical compressional heating \(-P \partial u_z / \partial z\) involves the product of a Heaviside and \(\delta\) function at the disk-surface shock and there is a cooling layer following the shock, we take a slightly different approach to vertically integrating (12) than was done for the mass and momentum equations. The cooling layer is thin: using the \(NH94\) code to vertically integrate \(\gamma\) function at the disk-surface shock and there is negligible loss of consistency with the shock height used for the approach to vertically integrating \(\gamma\) than was done for the mass and momentum equations. This avoids having to deal with the pressure compression term at the shock. Making the assumption that the pressure compression term \(-P \partial u_z / \partial z\) can be neglected within the disk compared to the radial pressure compression, vertical integration of (12) gives

\[
\frac{\partial}{\partial t} E + (2ru_z)_1 c_s T_{\text{pc}1} r + \frac{\partial}{\partial r} (ru_e \dot{E}) = -P \frac{\partial}{\partial r} (ru_r) - r \dot{q}_{\text{cool}} + r \dot{q}_{\text{heat}}, \quad \tag{13}
\]

where

\[
E \equiv 2 \int_0^{H_{\text{pc}1}} e \ dz. \tag{14}
\]

For the second term on the left-hand-side of (13) we have used the fact that the mass flux \(ru_z\) is preserved from the pre-shock state to the end of the post-shock cooling layer.

The shock is effectively a jump and immediately across it, the gas temperature rises to a large value. For instance, for our simulation parameters we have that \(r/r_s = 0.2\) a pre-shock velocity of \(u_z (1) = 4.64\) km s\(^{-1}\) and a density of \(n_{H_2} = 6.6 \times 10^7\) (see Figure D1). For a pre-shock temperature of \(T = 20\) K, the \(NH94\) code then gives \(T = 1066\) K immediately behind the shock. The dominant emission in the cooling layer following the shock is from rotational transitions of \(H_2O\) and \(CO\) (see Figure 9, top left panel in \(NH94\)). However, these details are not important for specifying the temperature at the end of the cooling layer. Given that at the end of the cooling layer, gas and grain temperatures have equilibrated, we set \(T_{\text{pc}1}\) equal to an estimate for the minimum grain temperature provided by \(NH4\) (their Equation 43) which we slightly modify by adding a term for the flux from the surrounding cloud:

\[
\sigma_{\text{SB}} T_{\text{pc}1}^4 = \sigma_{\text{SB}} T_0^4 + \frac{1}{2} (pu_z)_1. \tag{15}
\]

Equation (15) assumes that all of the vertical kinetic energy flux is annulled across the shock and radiated. The above neglects pre-heating of the gas by stellar and shock irradiation (Chick & Cassen 1997).

For radiative cooling \(Q_{\text{cool}}\) and stellar heating \(Q_{\text{heat}}\), the formulation due to Nakamoto & Nakagawa (1994) is used:

\[
Q_{\text{heat}} - Q_{\text{cool}}(r) = \frac{4\tau_p}{1 + 2\tau_p} \left[ \frac{F_{\text{irr}}}{2} + \sigma_{\text{SB}} \left(T_0^4 - T^4\right)\right]. \tag{16}
\]

where

\[
\tau_p = \kappa \Sigma, \tag{17}
\]

is the vertical optical depth. The Planck mean opacity, \(\kappa\), was obtained using the subroutines of Semenov et al. (2003). The opacities, given in cm\(^2\) per gm of gas, are functions of gas density and temperature and for these we use the characteristic values

\[
\bar{\rho} = \Sigma / H, \quad \bar{T} = E / (\Sigma c_s),
\]

with \(H = c_s / \Omega, c_s\) being the sound-speed. \(F_{\text{irr}}\) is the stellar flux and is given by

\[
F_{\text{irr}}(r) = \frac{L_*/4\pi R^2}{2} \cos \gamma_{\text{irr}}. \tag{19}
\]

The factor of two dividing \(F_{\text{irr}}(r)\), in (16) accounts for the fact that half of the flux enters the disk while the other half is radiated to space.

The quantity \(\gamma_{\text{irr}}\) is the angle between a ray incident on a point \(P = (r, z = H(r))\) on the scale height surface and the normal to the surface. Consulting Figure 3 we have that \(\gamma_{\text{irr}} = \theta_i + \theta_n\), where

\[
\theta_i = \tan^{-1} z/r \quad \text{and} \quad \theta_n = \tan^{-1} dr/dz, \tag{20}
\]

are the inclination angles, relative to the midplane, of the incident ray and the surface normal, respectively. This treatment assumes that the radiation in each ray is absorbed at point \(P\) where the ray meets the surface \((r, H(r))\). In reality, the absorption will take place over a distributed region. Stellar heating is applied to only those parts of the surface that face the star. It was found that when the numerical scale height surface was used, large oscillations resulted because star facing portions of the surface receive stellar irradiation, while non-star-facing portions receiving none. This increases the amplitude of oscillations. To avoid this, a quartic polynomial is fit to the scale height surface for the purposes of calculating \(F_{\text{irr}}\). The accuracy of the fit is assessed \textit{a posteriori}; see the dashed line in Figure 5b. We use \(L_* = 2L_\odot\), which is the bolometric luminosity for L1527 IRS (Aso et al. 2017).

\[\text{Figure 3. The angle } \gamma_{\text{irr}}, \text{ needed for calculation of stellar irradiation, is measured between a ray incident on a point } P \text{ on the scale height surface, } (r, H(r)), \text{ and the surface normal at } P \text{. We have that } \gamma_{\text{irr}} = \theta_i + \theta_n.\]
field appropriate to a star of $M = 0.45M_\odot$ is turned on at $r = 0$ with a non-existent disk. $\tau$ cannot be interpreted as time since the start of collapse. If the simulation achieved a stationary state at $\tau \rightarrow \infty$, one might claim that the stationary state represented the true state of the disk at epoch $t_0$. Unfortunately, this is not the case here: the disk mass increases with $\tau$. The claim cannot be made even if the simulation arrived at a stationary state. This is because the true state of a disk at $t_0$ is very likely dependent on its past history, and our simulation does not trace the same history.

The best we can do is make a comparison at a $\tau$ value when the simulated disk mass is comparable to the observed disk mass. Nakatani et al. (2020, pg. 5) estimate that $M_{\text{disk}} = 0.26M_\odot$ for L1527 IRS. In our simulation this is achieved at $\tau \approx 40,000$ yr (Figure 5f). Fortunately, simulation velocities and temperature are insensitive to $\tau$ and disk mass.

3.2 First set of plots

Figure 4 shows the first set of radial profiles of various quantities at different times. The radial velocity $u_r$ (Figure 4a) most clearly shows a radial shock at $r/r_c \sim 1.5$, i.e. outward of the centrifugal radius, which propagates outward very slowly with decreasing speed. The shock reduces $|u_r|$ to a small value and $|u_r|$ further decreases as the centrifugal radius is approached. It was verified that the region $r > r_{\text{shock}}$ (the IRE) is well described by zero mechanical energy ballisitic flow. As stated in the introduction, the ballistic approximation breaks down inward of the radial shock since $u_r$ is subsonic there.

The mechanism of shock initiation ($\tau < 1000$ yr) may be qualitatively described as follows. Consider a shock-free state where $u_r$ slows smoothly with decreasing $r$ due to angular velocity build-up, and eventually becomes subsonic. In the region where $u_r$ is subsonic, pressure waves can travel upstream up to the point where $u_r$ is sonic. A shock forms as waves pile-up at the sonic point. As the strength of the shock grows, it propagates into more supersonic flow until the Rankine-Hugoniot jump conditions (including radiative losses) for a steady shock are satisfied. To our knowledge, no simple analysis can predict where the shock will finally strike a solid.

A better quantity to assess the radial flow in the post-shock, low $|u_r|$ region is the radial mass flux $M(r) \equiv 2\pi r \Sigma u_r$. Figure 4b shows that $M \approx -2.7 \times 10^{-6}M_\odot \text{yr}^{-1}$ in the IRE beyond the radial shock, and is conserved across the shock as it should be. From the shock inward it decreases to a small valued cusp at the centrifugal radius. In this region therefore, the surface density must build up with time, which it does and leads to a maximum in $\Sigma$ at $r/r_c = 1$. The fact that $M(r)$ is small at $r = r_c$ means that the region $r_c > 1$ feeds a relatively small amount of mass to the region $r_c < 1$, which accumulates mass via vertical infall.

For $0.3r_c < r < 0.9r_c$, $M(r)$ is relatively uniform at $\approx -0.8 \times 10^{-6}M_\odot \text{yr}^{-1}$. The dashed line shows the result of the inviscid formula (G10) following Cassen & Moosman (1981, hereafter CM81) which accounts for the drag exerted by the sub-Keplerian infall on a Keplerian disk. Its agreement with the simulation is only fair. Much better agreement results (see Figure 4c) if we substitute the actual disk angular momentum, $I(r) \equiv I_2 = u_r^2 \Gamma$, into (G6), which is valid for general but steady $\Gamma(r)$. The remaining differences with the simulation are attributed to unsteadiness of $\Gamma(r)$ and to the fact that the ratio in (G6) becomes indeterminate as $r/r_c \rightarrow 1$.

Figure 4d shows that $u_r^2 \approx r^{-1}$ (angular-momentum preserving) for $r > r_c$ and is nearly Keplerian for $r < r_c$, however, as noted above there is sufficient deviation from Keplerian $u_r$ to account for a qualitative change in the disk $M$. 

Table 2. Run parameters chosen to target IRAS 04368+2557 in L1527 IRS using observed values reported by Aso et al. (2017).

| Parameter                        | Value                        |
|----------------------------------|------------------------------|
| Stellar mass, $M$               | $0.45M_\odot$                |
| Centrifugal radius, $r_c$       | 74 AU                        |
| Cloud rotation rate, $\Omega_0$ | $1.5015 \times 10^{-13}$ s$^{-1}$ |
| Cloud temperature, $T_0$        | 20,1175 K                    |
| Evolutionary epoch, $t_0$       | 10$^5$ yr                    |
| Cloud infall rate, $M_0$        | $4.5 \times 10^{-6}M_\odot$ yr$^{-1}$ |
| Stellar luminosity, $L_*$       | $2L_\odot$                   |
| No. of radial grid cells, $n_r$ | 2000                         |
| Computational domain, $[r_{\text{min}}/r_c, r_{\text{max}}/r_c]$ | [0.2, 2.5] |
Figure 4. First of two figures presenting the results for the simulation targeting L1527 IRS. In panel (b), the Cassen-Moosman Keplerian formula for mass flux accounts for drag due to sub-Keplerian infall and is given in equation (G10). The formula (G6) used for panel (c) is valid for arbitrary $u_\phi$. 

- **Panel (a):** Radial velocity
- **Panel (b):** Radial mass flux
- **Panel (c):** Radial mass flux compared with CM81 formula
- **Panel (d):** Azimuthal velocity
- **Panel (e):** Surface density
- **Panel (f):** Estimated midplane number density
Figure 4e shows the corresponding build-up of surface density. Its radial profile has a minimum at $r/r_c \approx 0.6$, then a maximum at $r_c \approx 1$ before decreasing exponentially for $r_c < r < r_{\text{shock}}$.

Motivated by its presentation in a model fit to observations (Ohashi et al. 2014) to be discussed later, Figure 4f shows the midplane number density $n_{H_2}$ estimated using

$$n_{H_2}(r) = (2\pi)^{-1/2}(\Sigma(r)/H(r))/m_{H_2},$$

which assumes a Gaussian (hydrostatically balanced) density profile for $z \in [-\infty, \infty]$. Here $m_{H_2}$ is the molecular mass of H$_2$. A more accurate result for the region $r_c < 1$ which accounts for the fact that the Gaussian is truncated by the surface shock is given later and shows that the estimate represents an under-prediction, at least for $r_c < 1$.

At the inner boundary, where a one-way diode boundary condition is applied ($u_r$ is set to zero if it is incoming), $u_r$ alternates between periods of low outflow and zero flow. This would obviously not occur in reality. Since the outflow is subsonic, there is in reality one incoming characteristic wave (with speed $u_r + c_s > 0$) carrying information from the region $r < r_{\text{min}}$ not in the computational domain. It is unclear how lack of this information in the simulation affects the disk within the computational domain. Since $M(r)$ has a relatively long uniform region away from the computational boundary, one might conjecture that this should continue were it not for the computational boundary. If it did continue, the rate of loss ($\approx 0.09 \times 10^{-5} M_\odot \text{yr}^{-1}$) is small compared rate of growth of disk mass ($\approx 0.6 \times 10^{-5} M_\odot \text{yr}^{-1}$) and would diminish the rate of disk growth only slightly. Recall that the CMS1 inviscid result that Keplerian $u_\phi$ produces a zero $M(r)$ at $r = 0$. If the conjecture is true that $M(r)$ should remain uniform outside the computational domain, then this can only be due to a small deviation from Keplerian angular momentum. In reality, turbulent viscosity and outflows must also be taken into account.

3.3 Final set of simulation plots

Figure 5 presents the final set of diagnostics starting with the temperature in panel (a). The temperature has a sharp spike to $\approx 35$ K due to the radial shock, with a corresponding change in scale height $H(r)$ shown in panel (b). This temperature rise is insufficient to account for SO desorption in the ALMA observations and will be discussed in more detail in §4.4 by appealing to non-LTE (non local thermodynamic equilibrium) processes in the shock which are not captured in the simulation.

Figure 5c shows the Toomre parameter

$$Q = \frac{c_s^2}{\pi G \Sigma},$$

where

$$\kappa = \left(4\Omega^2 + \frac{d\Omega^2}{dr}\right)^{1/2}$$

is the epicyclic frequency for arbitrary rotation profiles. $Q < 1$ implies gravitational instability (GI) to axisymmetric modes (assuming a purely rotational flow) and spiral features occur for $Q \lesssim 1.7$. The simulation has $Q < 1$ at all $\tau$ in the region $1 < r_c < r_{\text{shock}}$ where $u_r$ is small and $u_\phi \propto r^{-1}$. Axisymmetric GI is therefore possible in this region. For $r > 10000$ yr a growing portion of the region $r < r_c$ also develops $Q < 1$. In this region $u_r$ is even smaller which renders the Toomre criterion valid. The sharp dip in $Q$ near the inner boundary is an artifact of the boundary condition; this was confirmed by running a simulation with $r_{\text{min}}/r_c = 0.15$ instead of $r_{\text{min}}/r_c = 0.20$.

Figure 5d shows the disk-surface shock height $H_{\text{shock}}(r)$ calculated as described in Appendix H. This calculation extends radially up to the end of the shock where $u_r$ at the midplane becomes subsonic.

The figure shows that the ratio $H_{\text{shock}}(r)/H(r)$ is always $> 1$ and increases with $r$. Since the pre-shock density and vertical speed are constant with $r$, the density ratio across the disk-surface shock is also constant. On the other hand, the disk density increases with $r$. Hence, the height of the disk-surface shock must increase with $r$.

Finally, in order to assess the possibility of shear driven turbulence, Figure 6 plots the average vertical shear

$$\left(\frac{\partial u}{\partial \phi}\right)_{\phi=26}/(\Omega(r)H(r)) = \frac{u_{\text{infall}} - u_{\text{disk}}}{H(r)\Omega(r)},$$

normalized by the local orbital frequency $\Omega(r)$ for $u_r \rightarrow u_r$ and $u_\phi$.

Since these components of the infall velocity are continuous across the surface shock, equation (27) represents the vertical shear within the disk interior. One observes that the shear for the $r$-component is everywhere larger than for the $\phi$-component and its negative sign means that the negative $u_r$ velocity at the top of the disk is more negative than at the midplane. Therefore $\partial u_r/\partial u_\phi$ shear driven turbulence remains possibility.

The negative sign of the $\phi$-component reflects the fact that $u_\phi$ is sub-Keplerian at the top of the disk and nearly Keplerian at the midplane.

4. COMPARISON TO L1527 ALMA OBSERVATIONS

Except for the placement of the radial shock at the centrifugal radius in the observations of Sakai et al. (2014a), henceforth Sa14a), many of the simulation results are in qualitative agreement with observations of the disk around L1527 IRS.

4.1 Comparison with Sakai et al. (2014a)

Sa14a detect a region of high SO emission suggestive of a ring at $r = 100$ au; see Figure 1d in Sa17. It is thought that a radial shock is present at this location that sublimes SO from icy grains. Figure 5a shows that the temperature rises to $\approx 35$ K after the radial shock and quickly cools back down $30$ K; this is insufficient for SO sublimation whose required temperature is $50-60$ K (Sa17). Using the RADEx code, Sa17 infer a post-shock temperature of $194 (_{-146}^{+146})$ K and an envelope temperature of $29 (_{-26}^{+7})$ K (their pg. L80). To account for SO sublimation, in §4.4 we will follow Aota et al. (2015) and consider non-LTE effects in a thin post-shock layer.

In the simulation, after the shock, $T$ drops to the pre-shock temperature which is consistent with the freeze-out of SO inferred from the observations. Further inward, the temperature rises as the star is approached which is consistent with the reappearance of SO emission in observations.

Finally, and crucially, Sa14a place the radial shock at the centrifugal barrier which is at half the centrifugal radius: $r_{\text{shock}} = 0.5 r_c$. On the other hand, the simulation gives $r_{\text{shock}} \approx 1.5 r_c$. This discrepancy is addressed in §§4.5 and 4.6.

4.2 Comparison with Ohashi et al. (2014)

Ohashi et al. (2014, hereafter O14) obtained a transition from an angular momentum preserving $u_\phi$ to a Keplerian $u_\phi$ at $r = 54$ au;
following our previous reasoning, this is also the location of the centrifugal radius. Figure 7, reproduced from O14, shows the result of their Model 2 constructed to fit their observations. This model fits their line profiles much better than their Model 1. Figure 7 shows a radial shock located at $r_{\text{shock}} = 120$ au, i.e., outward of the centrifugal radius, in agreement with our simulations. Our pre-shock value of $u_r \approx -2$ km s$^{-1}$ is close to the pre-shock value in Figure 7. One difference is that in the O14 model, the midplane density jump does not coincide with the shock (as it should physically) but occurs at $r = r_c = 54$ au. In the O14 model, $\log_{10} n_{H_2}$ jumps from 7.4 to 9.8 across the shock while in the simulations it jumps at the shock from $\approx 6.5$ to 8 at $\tau = 40,000$ years. The O14 post-jump value is actually closer to our peak value which occurs at $r = r_c$.

From an LVG (Large Velocity Gradient) analysis, O14 conclude...
that the gas temperature in the region of SO emission is ≈ 32 K. This is comparable to the post-shock temperature the simulation. Since this is smaller than the SO sublimation temperature of 40–60 K, O14 suggested (following Aota et al. (2015)) that SO sublimation occurs in a thin layer behind the shock.

### 4.3 Comparison with Aso et al. (2017)

In ALMA cycle 1, (Aso et al. 2017, hereafter A17) (see their Figure 5) identified a region of $u_\phi \sim r^{-1.22}$, i.e., approximately $u_\phi \sim r^{-1}$ which is $j_z$ preserving. This transitions to a Keplerian $r^{-0.5}$ rotational velocity profile at $r \approx 74$ au (corrected for beam resolution). As mentioned earlier, the location of Keplerian angular velocity in a $j_z$ preserving region gives the centrifugal radius. Therefore, $r_c = 74$ au. This is in line with our simulations which indicate a transition from $u_\phi \propto r^{-1}$ to $u_\phi \propto r^{-1/2}$ at $r \approx r_c$; see Figure 4d.

Like O14, A14 obtain a density jump in their best fit model at a location that is close to the edge of the Keplerian disk. Specifically, the edge of the Keplerian disk is at $r = 74$ au while the density jump is at $r = 84^{+16}_{-24}$ au.

4.4 SO desorption and temperature rise across the radial shock

The issue of SO desorption due to the putative radial shock of L1527 was taken up by Aota et al. (2015, henceforth Ao15). They performed 1D non-LTE calculations of shock structure accounting for gas cooling by collisions with dust, radiative emission from the dust, and SO desorption via thermal heating and sputtering. They concluded that for our value of 2 km s$^{-1}$ for the pre-shock velocity, the required gas density for SO desorption is $n_H \gtrsim 10^9$ cm$^{-3}$; see their Figure 7. On the other hand, the (midplane) pre-shock density in our case is $n_H \approx 6.3 \times 10^7$ cm$^{-3}$, a factor 16 smaller. In the following discussion we shall assume that SO desorption nevertheless occurs with the parameters given by the simulation, and then go on to calculate the SO column density $N_{SO}$ for comparison with the ALMA observations of S14a.

The NH94 shock code does not predict desorption but otherwise can be used to calculate 1D shock structure. We therefore ran the NH94 code to obtain the gas and dust temperature in a 1D shock with the pre-shock velocity and density given above, together with a pre-shock temperature of 25 K. The result is shown in Figure 8. The abscissa is the $N_H$ column density measured from the shock front ($r_{shock}$) and is defined as

$$N_H(r) = \int_r^{r_{shock}} n_H(r') \, dr'.$$  \hspace{1cm} (28)

The column density $N_H(r)$ is a proxy for distance behind the shock. One observes from Figure 8 that $T_{gas} \gtrsim 100$ K for a column density of $N_H = 2.3 \times 10^{20}$ cm$^{-2}$ behind the shock and $T_{dust} \gtrsim 50$ K for a column density of $N_H = 3.1 \times 10^{20}$ cm$^{-2}$. This dust temperature is in the middle of the range 40–60 K for SO sublimation (e.g. Ohashi et al. 2014, and the references therein). The above values are comparable to those obtained in the non-LTE calculations of Ao15; see their Figures 3 and 4 for the gas and dust temperatures, respectively, and Figure 8 for the column density of warm gas. Our post-shock density $n_H = 8 \times 10^{8}$ cm$^{-3}$ together with a warm dust column density of $N_H = 3.1 \times 10^{20}$ cm$^{-2}$ implies that the length $\ell_{warm\,dust} = 0.026$ au.

Next, we use the time for SO to re-adsorb on to grains as given by

**Figure 6.** Normalized vertical shear.

**Figure 7.** Model 2 from Ohashi et al. (2014). This is their Figure 6b reproduced with permission. In this figure, the radial shock is located at $r = 120$ au.

**Figure 8.** Gas and grain temperature across the radial shock using the Neufeld & Hollenbach (1994) code.
Ao15 (their pg. 8, right column):

\[ \ell_{\text{adsorb}} = 10 \left( \frac{10^9}{n_{\text{H}}} \right) \text{ yrs.} \]  

(29)

From this we can obtain the distance over which re-adsorption occurs as

\[ \ell_{\text{adsorb}} = |u_r|_{\text{post}} \times \ell_{\text{adsorb}}. \]  

(30)

where \(|u_r|_{\text{post}} = 0.05 \text{ km s}^{-1}\) is the post-shock velocity and \(n_{\text{H}} = 8 \times 10^8 \text{ cm}^{-3}\) which gives \(\ell_{\text{adsorb}} = 0.13 \text{ au}\). Hence the total radial length of the SO region is

\[ \ell_{\text{SO}} = \ell_{\text{warm dust}} + \ell_{\text{adsorb}} = 0.026 \text{ au} + 0.13 \text{ au} = 0.16 \text{ au}. \]  

(31)

Assuming an SO abundance of \(10^{-7}\) following Ao15, (31) implies an SO column density of

\[ N_{\text{SO}} = \left( 10^{-7} \text{SO} \frac{\text{H}}{\text{cm}} \right) \left( 8 \times 10^8 \text{ cm}^{-3} \right) \left( 0.16 \text{ au} \right) \left( 1.5 \times 10^{13} \text{ cm}^{-2} \right) \]  

\[ = 1.9 \times 10^{14} \text{ cm}^{-2}. \]  

(32)

On the other hand, S14a state (last paragraph of their methods section) that the “column density of SO is well constrained to be \(4 \times 10^{14} \text{ cm}^{-2}\) for the central 1” \(\times 2”\) region”, which is comparable to our value. Note that our column density is along the radial direction whereas the S14a value is along the line of sight which is purely radial only along the central line of sight. Also note that if the observation measures both the region in front and behind the star, then our value should be multiplied by two for comparison with the observation. This brings the two values into excellent agreement, which is fortuitous given the many uncertainties.

4.5 Sakai et al. (2014a) argument for equating the radial shock and centrifugal barrier locations

Solving the midplane (ballistic) parabolic orbit equation (2) for \(u_r\) and determining its maximum value, Sai-4a (their Equation 6) obtain that

\[ |u_r|_{\text{max}} = \frac{1}{2} u_{\phi}^2. \]  

(34)

We note for future use that \(|u_r|_{\text{max}}\) occurs at the centrifugal radius, \(r_c\), and drops to zero at \(r = r_{\text{CB}} = 0.5 r_c\).

Equation (34), together with the fact that \(u_{\phi}^2\) occurs at the centrifugal barrier, allowed Sai4a to determine the location of the centrifugal barrier from a position velocity (PV) plot of the envelope tracer cyclic-C_3H_2 (their Figure 2c). Specifically, along the stellar position, the line of sight velocity is purely radial for the nearly edge-on L1527 disk. From the PV plot, we have \(u_r|_{\text{max}} = 1 \text{ km s}^{-1}\) (line B on the red-shifted side). On the other hand \(u_{\phi}^2\) in the envelope is seen to be \(\approx 2 \text{ km s}^{-1}\) at \(r = 100 \text{ AU}\). Hence, relation (34) holds and one concludes that \(r_{\text{CB}} = 100 \text{ au}\). This coincides with the location of the radial shock (marked by SO emission) and justifies conflating the radial shock with a centrifugal barrier. Furthermore, given the relation \(r_c = 2r_{\text{CB}}\), Sai4a conclude that \(r_c = 200 \text{ au}\). Finally, from this value they conclude that the stellar mass is \(M = (0.18 \pm 0.05) M_{\odot}\), which is lower than the value \(M = 0.45 M_{\odot}\) obtained by Aso et al. (2017) from the Keplerian velocity.

The Sai4a argument is indeed reasonable and cogent. However, it should be noted that since the radial Mach number, \(M_r\), upstream of the radial shock must be supersonic, the radial shock cannot exactly coincide with the centrifugal barrier where \(u_r = 0\) by definition. The values of \(r_{\text{CB}}\) and \(r_{\text{shock}}\) can be close, however, provided that \(M_r\) is large enough to produce the observed post-shock temperature.

It should be pointed out that if we restrict ourselves to our envelope, i.e., the region outward of our radial shock (given that c-C_3H_2 is an envelope tracer), then our analog of (34) is

\[ |u_r|_{\text{max}} = 1.55 u_{\phi}^2, \]  

(35)

which is quite different from (34). This is because our envelope is located so far outward that it does not access the higher \(u_r\) region in the inner part of the disk. The ratio 1.55 was obtained from Figures 4a and (d) at \(\tau = 50,000 \text{ yr}\. From panel (a), we have \(|u_r|_{\text{max}} = 2.12 \text{ km s}^{-1}\) at \(r/r_c = 1.67\); just outward of the shock which is the end of the IRE. From panel (d), from the same location we read-off that \(u_{\phi}^2 = 1.37 \text{ km s}^{-1}\). Their ratio is 1.55.

The next sub-section shows that even when we perform a simulation with initial conditions set to the Sai4a ballistic flow and allow only radial infall, the radial shock still positions itself at \(r/r_c \sim 1.5\).

4.6 Simulation with purely radial infall and Sai4a ballistic initial velocities

Only radial infall is imposed and the initial velocity field is the Sai4a zero energy flow outside the centrifugal barrier (\(r > r_c/2\)):

\[ u_r|_{\text{outer}}(r) = -\left( \frac{2GM}{r} \right) \left( \frac{j_z}{r^2} \right)^{1/2}, \]  

(36)

\[ u_{\phi}|_{\text{outer}}(r) = j_z/r, \]  

\[ j_z \equiv (GM_r r_c)^{1/2}. \]  

(37)

For \(r < r_c/2\) we would like to impose Keplerian angular velocity but it does not match (37) at the interface. To eliminate the discontinuity, a flat bridge in \(u_r(r)\) is introduced to connect the two profiles:

\[ u_r|_{\text{inner}}(r) = 0, \]  

(39)

\[ u_{\phi}|_{\text{inner}}(r) = \begin{cases} u_{\phi}|_{\text{outer}}(r_c/2), & \text{if } u_{\phi}|_{\text{Kepler}}(r) < u_{\phi}|_{\text{outer}}(r_c/2), \\ u_{\phi}|_{\text{Kepler}}(r), & \text{otherwise}. \end{cases} \]  

(40)

Instead of this ungainly equation, it is better to consult the black curves in Figures 9b and 9d. Initially \(\Sigma = 0.1 \text{ gm cm}^{-2}\), and \(T = T_0 = 20.1175 \text{ K}\).

We note that from their observations of the protostar Barnard 5 IRS1, Velusamy & Langer (1998) suggest that an outflow can block infall from a biconical (or biparaboloidal) region such that most of the infall is radial. This can also be observed in magnetic collapse simulations (e.g., Zhao et al. 2016). The present simulation is also intended to mimic this situation, however, angular momentum transport by the magnetic field is not considered.

Figure 9a shows the Mach number, \((M_r)_{\text{ballistic}}\), in the Sai4a ballistic flow which was used as the initial condition. The interesting feature is that \((M_r)_{\text{ballistic}}\) is quite high close to the centrifugal barrier at \(r_{\text{CB}} = 0.5 r_c\), and therefore a strong shock could plausibly sit close to \(r_{\text{CB}}\). For instance, \((M_r)_{\text{ballistic}} = -6 \text{ at } r/r_c = 0.64\).

Figure 9b shows the radial velocity. Because in the initial condition, the inner disk has \(u_r = 0\), pressure waves propagate upstream in the subsonic region, and communicate to the oncoming flow the fact that \(u_r\) has stagnated. As a result, a shock is produced which greatly reduces \(|u_r|\) behind it. The shock propagates rapidly upstream up to \(r/r_c \sim 1.5\), after which it propagates slowly. This is similar to what we observed in the simulation with both vertical and radial infall.

A better view of the radial motion is obtained from the disk mass flow rate, \(\dot{M}\); see panel (c) and focus on times after the flow has...
settled down ($r \gtrsim 30,000$ yr). $M(r)$ is continuous across the shock as it should be and gradually reduces to zero (due to absence of Cassen-Moosman drag) rather than to a finite value as in the previous simulation. As a result, the stellar mass accretion rate is zero.

Panel (d) shows that in the region of the initial $u_\phi$ bridge, the angular velocity changes to being nearly Keplerian. The transition to $u_\phi \sim 1/r$ takes place at $r/r_c \approx 0.5$ rather than at $r/r_c \approx 1$ in the previous simulation. We conclude that the larger region of Keplerian $u_\phi$ in the previous simulation is aided by the sub-Keplerian angular momentum of the vertical infall.

Panel (e) shows that the surface density peaks at $r/r_c = 1$. This coincides with the location of inflection point in $M(r)$ as expected from the continuity equation

$$\frac{\partial}{\partial t} \Sigma + \frac{\partial M(r)}{\partial r} = 0.$$  

A local maximum with respect to $r$ in the first term implies that
\[ \partial_t^2 M(r) = 0. \] Due to the absence of both vertical infall and Cassen-Moosman drag, the inner disk is devoid of mass. This would be quite different if magnetic and/or viscous torques were present.

We will skip showing the temperature profile since it is very similar to the previous simulation.

Finally, Toomre \( Q \) in panel (f) shows that the region \( r_c \geq 0.75 \) is susceptible to GI. The Toomre criterion will be valid inward of the radial shock since there is very little radial infall in this region.

The main conclusion is that our attempt to mimic the Sa14a ballistic flow failed to place the radial shock anywhere near the centrifugal barrier, \( r_{CB} = 0.5 r_c \).

Finally, we would like to raise the possibility that with the addition of an appropriate physical effect that we have not included, the radial shock can position itself on the left side of the maximum ballistic speed, just as in our simulations. This reasoning assumes that the flow into the mass in the midplane as a boundary condition to the vertically integrated thin disk equations. The angular velocity is assumed to be Keplerian and the radial momentum equation then provides an explicit solution for \( u_r \). This is then substituted into the transport equation for surface density, leading to only one transport equation that needs to be solved. With the exception of Stahler et al. (1994), a similar procedure is applied in all the other works we discuss below. Recall that in the present model, we do not assume that \( u_{\phi} \) is Keplerian and retain all relevant transport equations. We do not include a turbulent viscosity because, as stated earlier, our goal is to first understand the basic state and the turbulence generating mechanisms it supports.

In CM81, solutions are obtained for both the inviscid and viscous cases with uniform turbulent viscosity. The Keplerian assumption allows a local and analytical determination of the mass flow rate \( M \) through the disk. By local we mean that one does not need to solve a boundary value problem. CM81 were the first to point out the existence of a star-ward accretion flow even in the absence of viscosity; this arises because the sub-Keplerian angular momentum of the infall exerts a drag on the Keplerian flow in the disk.

Lin & Pringle (1990, hereafter LP90) have two transport equations. The first is a diffusion equation for surface density as in accretion disk theory without infall (Lynden-Bell & Pringle 1974). This diffusion equation is obtained by inserting the following expression for radial velocity:

\[ u_r = \left( r \Sigma \Gamma' \right) \frac{\partial}{\partial r} \left( r^3 \Sigma \Omega' \right), \]  

(42)

into the mass conservation equation. Here \( \Gamma \) is the turbulent viscosity, \( \Gamma \equiv u_{\phi} r \) is the specific angular momentum, and a prime denotes differentiation with respect to \( r \). Equation (42) is obtained from the angular momentum equation by (i) assuming that \( \Gamma \) is time invariant or at least slowly varying compared to the time scale for viscous/turbulent diffusion; and (ii) neglecting Cassen-Moosman drag. To specify \( \Gamma(r) \), LP90 assume a modified Keplerian balance that accounts for self-gravity of the disk. To specify \( \Gamma(t) \), LP90 include the treatment of Shakura & Sunyaev (1973) as well as self-gravity contributions. The second transport equation in the LP90 model is the energy equation for temperature.

Hueso & Guillot (2005, hereafter HG05) adopt a model with a single transport equation, that for the surface density \( \Sigma \). For the radial velocity that this equation requires, they specialize (42) to Keplerian \( u_{\phi} \):

\[ u_r = -\frac{3}{\Sigma r^{1/2}} \frac{\partial}{\partial r} \left( r^{1/2} \Sigma \Gamma \right). \]  

(43)

For the mass source term due to infall, HG05 do not use UCM infall flow field. Instead, they develop a source term based on the

5 COMPARISON WITH ROTATING CORE COLLAPSE SIMULATIONS

Zhao et al. (2016, hereafter Z16) performed breakthrough simulations of magnetic cloud core collapse and found that removal of very small grains enhances ambipolar diffusion which weakens magnetic braking and allows the formation of a rotationally supported disk. The presence of a radial shock is ubiquitous in their simulations with \( r_{\text{shock}} = 5 \) to 40 AU depending on run parameters and time since the start of collapse.

These authors also interpret the radial shock as a centrifugal barrier and state (their pg. 2065) that the “presence of a centrifugal barrier naturally creates a shock by slowing down and piling up infalling materials.” On the other hand, their radial velocity plots (e.g., their Figure 11, right hand panel) show quite the opposite: the radial velocity speeds up as the shock is approached, just as in our simulations. Since in the Sa14a ballistic model, the maximum radial velocity occurs at \( r_c \), we conclude that the Z16 radial shock is outward of \( r_c \), just as in our simulations. This reasoning assumes that the mass into the Z16 radial shock is well described by the Sa14a ballistic model.

A shock does not form where \( u_r = 0 \). Rather, a very weak shock will form where the characteristic speed \( u_r + c_s = 0 \) (for \( u_r < 0 \)), i.e., where \( |u_r| \) is sonic. Stronger shocks form where the flow is supersonic.

A shock forms as a means of adjusting from supersonic flow upstream to given subsonic flow conditions downstream. For instance, supersonic flow approaching the nose of a bluff body forms a bow shock because no penetration conditions must be satisfied on the surface of the body. A shock is a pile-up of acoustic waves, not because of slowing of the flow into the shock, but because upstream traveling acoustic waves from the subsonic region cannot travel into the (fast not slow) supersonic region.

The azimuthal velocity is quite different between the Z16 and present simulations. In Z16, \( u_{\phi} \) is super-Keplerian in the region outward of the shock. On the other hand, in our simulations \( u_{\phi} \) is sub-Keplerian for \( r > r_c \) which is simply a property of the UCM infall; see equation (C4). This difference could simply be due to the fact that Z16 plot the Keplerian speed with respect to the central mass which is very small in their case. It would be interesting to plot the Keplerian speed in Z16 taking into account the mass in the disk.

Earlier axisymmetric simulations of non-magnetic core collapse by Machida et al. (2010) also show a radial shock that is joined to a disk surface shock; for example, see their Figures 2f (density contours) and 3c (radial velocity profiles). Again, the radial velocity increases approaching the shock and we arrive at the same conclusion as we did for the Z16 simulations.

In closing, if we have missed a physical effect that would place the shock closer to \( r_{CB} = r_c/2 \), then so have the collapse simulations.

6 REVIEW AND COMPARISON WITH PREVIOUS 1D VERTICALLY INTEGRATED MODELS

6.1 Models that assume Keplerian balance

Cassen & Moosman (1981, CM81) pioneered the subject. They adopt Ulrich’s (1976) infall flow field (described in Appendix A and B) and use Shu’s (1977) inside-out collapse solution to set the initial radius (in the parent cloud core) of infalling particles as well as the mass infall rate, \( M_0 \). CM81 apply the infall flow field evaluated at the midplane as a boundary condition to the vertically integrated thin disk equations. The angular velocity is assumed to be Keplerian and the radial momentum equation then provides an explicit solution for \( u_r \).

This is then substituted into the transport equation for surface density, leading to only one transport equation that needs to be solved. With the exception of Stahler et al. (1994), a similar procedure is applied in all the other works we discuss below. Recall that in the present model, we do not assume that \( u_{\phi} \) is Keplerian and retain all relevant transport equations. We do not include a turbulent viscosity because, as stated earlier, our goal is to first understand the basic state and the turbulence generating mechanisms it supports.

In CM81, solutions are obtained for both the inviscid and viscous cases with uniform turbulent viscosity. The Keplerian assumption allows a local and analytical determination of the mass flow rate \( M \) through the disk. By local we mean that one does not need to solve a boundary value problem. CM81 were the first to point out the existence of a star-ward accretion flow even in the absence of viscosity; this arises because the sub-Keplerian angular momentum of the infall exerts a drag on the Keplerian flow in the disk.

Lin & Pringle (1990, hereafter LP90) have two transport equations. The first is a diffusion equation for surface density as in accretion disk theory without infall. This diffusion equation is obtained by inserting the following expression for radial velocity:

\[ u_r = \left( r \Sigma \Gamma' \right) \frac{\partial}{\partial r} \left( r^3 \Sigma \Omega' \right), \]  

(42)

into the mass conservation equation. Here \( \Gamma \) is the turbulent viscosity, \( \Gamma \equiv u_{\phi} r \) is the specific angular momentum, and a prime denotes differentiation with respect to \( r \). Equation (42) is obtained from the angular momentum equation by (i) assuming that \( \Gamma \) is time invariant or at least slowly varying compared to the time scale for viscous/turbulent diffusion; and (ii) neglecting Cassen-Moosman drag. To specify \( \Gamma(r) \), LP90 assume a modified Keplerian balance that accounts for self-gravity of the disk. To specify \( \Gamma(t) \), LP90 include the treatment of Shakura & Sunyaev (1973) as well as self-gravity contributions. The second transport equation in the LP90 model is the energy equation for temperature.

Hueso & Guillot (2005, hereafter HG05) adopt a model with a single transport equation, that for the surface density \( \Sigma \). For the radial velocity that this equation requires, they specialize (42) to Keplerian \( u_{\phi} \):

\[ u_r = -\frac{3}{\Sigma r^{1/2}} \frac{\partial}{\partial r} \left( r^{1/2} \Sigma \Gamma \right). \]  

(43)

For the mass source term due to infall, HG05 do not use UCM infall flow field. Instead, they develop a source term based on the
assumption that cloud material with a given angular momentum ends up in the disk at the radius where the Keplerian disk has the same angular momentum. Yang & Ciesla (2012), whose interest is in the distribution of refractory materials, adopt a similar model for disk dynamics.

The models of Visser et al. (2009, hereafter V09) and Visser & Dullemont (2010) are similar to HG05 but have some novel features. (i) The mass source term from infall is evaluated at the disk surface rather than at the midplane as in all other works, including ours. V09 define the disk surface to be where the disk density (assumed to be in hydrostatic balance) matches the density of the infall field. (ii) If the infall trajectory to a point on the boundary is obstructed by an outer part of the disk, V09 raise that point until it is no longer obstructed.

6.2 Comparison with Stahler et al. (1994)

The set-up of the Stahler et al. (1994, hereafter S94) analysis is the most similar to ours: it is also inviscid, vertically integrated, and prescribes the UCM infall boundary condition. However, it does not include radial infall and assumes pressure-free steady flow. For their outer disk, S94 obtain a singularity in surface density at $r/r_c = 0.345$ where $u_r \to 0$, which they interpret as a dense ring. They explain (their pg. 348, second column) the mechanism of its formation as being similar to that of a centrifugal barrier, namely, increase of the ability of a fluid element to oppose the pull of gravity.

This sub-section demonstrates that the singularity/dense ring is an artifact of their pressure-free assumption, which is equivalent to assuming that $u_r$ has infinite Mach number; this prevents upstream propagation of information. When finite pressure is allowed, $|u_r|$ will necessarily transition from being supersonic to subsonic before the stagnation point. This permits information to travel upstream and invalidates the one-way pressure-free integration procedure in S94. Intuitively, when a subsonic flow region (in an otherwise supersonic flow) senses a stagnation of $u_r$, it sends pressure waves upstream to halt the flow via a shock rather than allow all the mass to pile-up at the stagnation point. We show below that this is what happens when the pressure-free assumption is relaxed. A shock is created that rapidly propagates radially outward, greatly reducing $|u_r|$ behind it. The azimuthal velocity becomes nearly Keplerian behind the shock.

Let us begin by showing that we reproduce S94 when their set-up is mimicked. This is achieved by running isothermally with a uniform temperature of $T = 1$ K to approximate the pressure-free assumption, and placing the inner boundary of the computational domain at $r_{\text{min}} = 0.355$, i.e., a little outward of the singularity where $|u_r|$ is still supersonic (the exit Mach number was found to be 17). The rest of the parameters are the same as for the L1527 simulation.

A steady state is reached quickly and Figure 10 shows that the agreement between the exact and computed solution is excellent except for small numerical oscillations in $\Sigma$ where the gradient becomes large. The ordinates are normalized in the same way as S94. The normalized surface density is

$$\Sigma \equiv \frac{\pi r_c u_K(r_c)}{M_0} \Sigma,$$

where $u_K(r_c)$ is the Keplerian speed at $r = r_c$. The specific angular momentum $\Gamma \equiv r u_\phi$ is normalized by the local Keplerian value $\Gamma_K(r)$, and the radial velocity is normalized by $u_K(r_c)$. The angular momentum $\Gamma$ is super-Keplerian. Note that the surface density $\Sigma \to \infty$ as $r/r_c \to 0.345$ where $u_r \to 0$.

Next, the pressure-free assumption is relaxed by setting $T = 20$ K in which case $u_r$ becomes subsonic in the computational domain before the singularity is reached. Figure 11 shows that a shock is created which propagates rapidly outward causing the solution to peel away from the S94 result. Behind the shock, the radial velocity is greatly reduced and $u_\phi$ becomes nearly Keplerian. If there were
equal to zero, while St94 do not in order to match fluxes across the dense ring.

7 CLOSING REMARKS

7.1 Summary

Simulations using a one-dimensional vertically integrated model of a protostellar disk with analytically prescribed infall (Ulrich 1976; Cassen & Moosman 1981) were performed targeting L1527. An implicit assumption of such models is that incoming flow quantities fully mix vertically with flow quantities in the disk at the radius of entry. Viscous (turbulent), magnetic, and gravitational torques were not included. One innovation compared to previous vertically integrated models is the inclusion of radial infall which is necessary for capturing the infalling rotating envelope (IRE) and a radial shock that separates the IRE from the main disk; radial infall is also a source of mass and momentum. Another difference is our use of all the unsteady transport equations without neglect of pressure. Most previous works assume Keplerian \( u_\phi \) which eliminates many important effects such as pressure wave propagation, and reduces the problem to a single equation for surface density.

Except for a crucial disagreement, the simulation velocity and temperature profiles agree qualitatively with ALMA observations of L1527 (Ohashi et al. 2014; Sakai et al. 2014a; Sakai et al. 2014b; Sakai et al. 2017; Aso et al. 2017). Specifically, the disk can be divided into three parts. (i) For \( r > r_{\text{shock}} \) (the IRE) there is radial infall with \( u_\phi \approx r^{-1} \) which is angular momentum preserving. Since the mechanical energy very closely satisfies \( E = 0 \) in this region, the flow is ballistic with parabolic particle trajectories. (ii) For \( r_c < r < r_{\text{shock}} \) (\( r_c \) being the centrifugal radius), the radial velocity is greatly reduced by the radial shock but the angular velocity remains \( \propto r^{-1} \). A separate non-LTE 1D shock calculation showed that the grain temperature rises to 60 K across the shock and remains near this value in a thin region. However, the pre-shock density was a factor of 16 smaller compared to the value necessary for SO desorption according to the study of Aota et al. (2015). Assuming that desorption nevertheless does take place gave a value of the SO column density close to that observed by Sakai et al. (2014a). Given the assumptions, this agreement is very likely, fortuitous and further studies should be performed. (iv) Inward of \( r_c \), the azimuthal velocity is close to Keplerian with an accretion mass flow, \( M(r) \), due to drag induced by sub-Keplerian vertical infall. \( M(r) \) is nearly uniform over a significant range of \( r \) and this implies subtle deviations from Keplerian \( u_\phi \).

The crucial difference is that the ALMA observations of Sakai et al. (2014a) are consistent with a ballistic maximum velocity relation (34) and imply that the radial shock is located at \( r_{\text{shock}} = r_c/2 \) and coincides with a ballistic centrifugal barrier, defined as the point of closest approach to the star of infalling parabolic orbits in the midplane. On the other hand, simulations give \( r_{\text{shock}} \approx 1.5 r_c \). This was the case even when we attempted to mimic the set-up of the Sakai et al. (2014a) ballistic argument by including only radial infall and using the ballistic flow in the initial condition.

Since the flow just upstream of the radial shock must be sufficiently supersonic to account for the post-shock temperature inferred from observations, the radial shock cannot coincide with the centrifugal barrier where \( u_r = 0 \).

Nevertheless, since the Mach number of the ballistic flow can be large close to the centrifugal barrier (Figure 9a), it is possible that the radial shock is located close to the ballistic centrifugal barrier.

Figure 11. Comparison with the theory of Stahler et al. (1994) when the pressure-free assumption is relaxed by setting \( T = 20 \text{ K} \).
in reality. There might be a physical effect lacking in our simulation that would displace the shock from the region \( r > r_c \) to \( r < r_c \) where the ballistic Mach number is comparably large.

It was pointed out that that Model 2 of Ohashi et al. (2014) fit to their observations gives a jump in radial velocity at \( r = 120 \) au, which is outward of their centrifugal radius at \( r = 54 \) au. This is qualitatively in line with our simulations.

We noted (§5) that the radial shock in the magnetic core collapse simulations of Zhao et al. (2016) is also not in the vicinity of a centrifugal barrier and is in fact outward of \( r_c \). Therefore, if we are missing a shock-displacing physical effect, the same must be true of these simulations.

Some observers identify the shock location with a transition to Keplerian \( u_\phi \). In the simulation, however, angular momentum is preserved across the radial shock at \( r_{\text{shock}} \approx 1.5r_c \) and \( u_\phi \) remains \( \propto 1/r \) until \( r = r_c \) where the transition to Keplerian flow occurs. If the observers are correct, then there must be an angular momentum reduction process at the shock that the simulation does not include.

In favor of the simulations, it may be stated that according to Aso et al. (2017), the transition to Keplerian flow occurs at 74 au while the radial shock is located at 100 au according to Sa14a.

Finally, the Toomre \( Q \) parameter suggests gravitational instability in the outer disk where the radial velocity is small and therefore the Toomre analysis is valid.

7.2 Suggestions for further investigation

(i) Is there a physical effect which neither we nor magnetic rotating-collapse simulations have included, that could move the radial shock to the left of the maximum ballistic Mach number in Figure 9a?

(ii) The vertical structure of the disk should be elucidated, first via \( (r,z) \) axisymmetric simulations. The vertically integrated model assumes instantaneous mixing of infall momentum with disk momentum. In reality, this may occur by turbulence which may also lead to angular momentum transport and disk growth. As pointed out by Stahler et al. (1994) and shown in Figure 6, there is vertical shear of the planar velocity components \( u_r \) and \( u_\phi \). Axisymmetric and 3D simulations should be performed to study whether this shear leads to turbulence. Such shear is absent when there is purely radial infall.

What is the structure of the flow and turbulence in this case?

(iii) Magnetic core collapse simulations have shown that outflows impinge upon and shut-off infall at some locations on the disk surface. The physics of this process should be studied: for instance, what is the ram pressure of the outflow relative to the infall? Is the impingement turbulent and does it affect grain growth and transport? How does the lack of vertical infall together with an outflow affect disk structure and evolution?

(iv) How valid is the UCM infall model when compared with magnetic collapse simulations. For instance, where vertical infall is present (i.e., not blocked by an outflow) is this infall sub-Keplerian as in the UCM model? Is the flow in the IRE described by zero energy parabolic orbits? A step toward such a comparison has been taken by (Lee et al. 2021, their §5.5.3) who compare the UCM mass source function with their simulations.

(v) The simulations suggested gravitational instability in the outer disk and where the radial velocity is small, which renders Toomre \( Q \) criterion valid. This should be investigated even in the context of a planar \((r,\phi)\) treatment with self-gravity.
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APPENDIX A: INFALL FIELD

To facilitate future modification or comparison with rotating collapse simulations (which we encourage), the UCM infall model is presented in some detail. Spherical and cylindrical radii are \( R \) and \( r \), respectively. Note that \( R = r \) at the midplane. When starting their infall, particles are assumed to be so far from the star that their initial potential energy is negligible. Similarly, their initial kinetic energy due to cloud rotation is assumed to be negligible. Both quantities are being compared to their values near the disk. This puts particles on zero energy orbits, i.e., parabolas (see Figure A1a). Note in passing: Mendoza et al. (2009) have extended Ulrich’s model by assuming that particles start with a non-zero radial velocity at a finite radius.

The specific angular momentum of an infalling particle is defined as

\[
\vec{j} \equiv \vec{R} \times \vec{u}.
\]  

(A1)

Let \((R_i, \theta_i, \phi_i)\) denote the initial position of the particle in spherical coordinates. Initially, due to cloud rotation, \( \vec{u} = u_\phi \vec{e}_\phi \) and \( \vec{R} = R_i \vec{e}_R \). Since

\[
\vec{e}_R \times \vec{e}_\phi = -\vec{e}_\theta \]

(A2)

we have

\[
\vec{j} = -u_\phi R_i \vec{e}_\theta = -\Omega_0 R_i^2 \sin \theta_i \vec{e}_\theta,
\]

(A3)

where \( \Omega_0 \) is the cloud rotation rate (assumed to be uniform) about the \( z \)-axis. Equation (A3) says that the angular momentum vector, and therefore the normal, \( \vec{n} \), to the parabola is in the \( -\vec{e}_\theta \) direction. We therefore get the situation shown in Figure A1a in which the parabola has some inclination or “pitch” angle \( \pi/2 - \theta_0 \) about the \( y \)-axis but no “roll” angle.

Figure A1b shows the parabola in its parent plane \((x', y')\) in which its parametric equation is

\[
R(\alpha) = \ell (1 - \cos \alpha)^{-1},
\]

(A4)

where the length \( \ell \) of the semi-latus rectum is related to the angular momentum \( j_n \) normal to its plane as

\[
\ell = j_n^2 / GM.
\]

(A5)

From Figure A1a observe that the latus rectum \( \ell \) equals the radius

...
where the parabolic orbit lands on the midplane. If we assume that \( R_1 \gg \ell \) then \( \theta_i \approx \theta_0 \). Then from equation (A3) we have that

\[
J_n = \Omega_0 R_1^2 \sin \theta_0. \tag{A6}
\]

The parametric equation of the parabola in Cartesian coordinates in its parent plane is

\[
x' = R(\alpha) \cos \alpha, \quad y' = R(\alpha) \sin \alpha, \quad z' = 0. \tag{A7}
\]

Then, applying a rotation by \( \pi/2 - \theta_0 \) about the y-axis we get

\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} = \begin{pmatrix}
\cos(\pi/2 - \theta_0) & 0 & -\sin(\pi/2 - \theta_0) \\
0 & 1 & 0 \\
\sin(\pi/2 - \theta_0) & 0 & \cos(\pi/2 - \theta_0)
\end{pmatrix} \begin{pmatrix}
R \cos \alpha \\
R \sin \alpha \\
0
\end{pmatrix}.
\]

(A8)

Equating (A9) to the representation of \((x, y, z)\) in spherical coordinates \((R, \theta, \phi)\), we get (see Figure A1c)

\[
R \cos \alpha \sin \theta_0 = R \sin \theta \cos \phi, \quad R \sin \alpha = R \sin \theta \sin \phi, \quad R \cos \alpha \cos \theta_0 = R \cos \theta. \tag{A10}
\]

\[
\begin{align*}
R \cos \alpha \cos \theta_0 &= R \cos \phi, \\
R \sin \phi &= R \sin \alpha.
\end{align*}
\]

(A11)

(A12)

From (A12) we have \( \cos \alpha = \cos \theta/\cos \theta_0 \) which when substituted into (A4) gives

\[
R = \frac{\Omega_0^2 R_1^4 \sin^2 \theta_0}{GM} \left(1 - \frac{\cos \theta}{\cos \theta_0}\right)^{-1}, \tag{A13}
\]

for the equation of the parabola in spherical coordinates. Let us define the centrifugal radius

\[
R_c = \frac{\Omega_0^2 R_1^4}{GM}, \tag{A14}
\]

whose interpretation as the furthest radius where particles land on the midplane with non-zero \( u_c \) will become clear later. Note the strong dependence of \( R_c \) on the cloud rotation rate \( \Omega_0 \) and an even stronger dependence on the initial radius \( R_0 \).

If one defines \( \xi \equiv R_c/R \) (Terebey et al. 1984, henceforth TSC), then (A13) becomes

\[
\xi = \frac{\cos \theta_0 - \cos \theta}{\sin^2 \theta_0 \cos \theta_0}, \tag{A15}
\]

which is eq. (84) in TSC. Differentiating (A15) with respect to time gives

\[
u_\theta = \frac{\cos \theta - \cos \theta_0}{\sin \theta} u_r, \tag{A16}
\]

after noting that \( u_\theta = R \dot{\theta} \) and \( u_R = \dot{R} \). Conservation of angular momentum gives

\[
u_\phi = \frac{J_z}{R \sin \theta}, \tag{A17}
\]

Substituting (A6) and (A4) into (A17) gives \( u_\phi \). Then, use of (A16) and the zero energy relation

\[
\frac{1}{2} \left( u_\theta^2 + u_\phi^2 + u_R^2 \right) - GM/R = 0
\]

(A18)

This gives the velocity field as eqs. (88)–(90) in TSC:

\[
u_R = -\left( \frac{GM}{R} \right)^{1/2} \left( 1 + \frac{\cos \theta}{\cos \theta_0} \right)^{1/2}, \tag{A19}
\]

\[
u_\theta = \left( \frac{GM}{R} \right)^{1/2} \left( \frac{\cos \theta_0 - \cos \theta}{\sin \theta} \right) \left( 1 + \frac{\cos \theta}{\cos \theta_0} \right)^{1/2}, \tag{A20}
\]

\[
u_\phi = \left( \frac{GM}{R} \right)^{1/2} \left( \frac{\sin \theta_0}{\sin \theta} \left( 1 - \frac{\cos \theta}{\cos \theta_0} \right) \right)^{1/2}. \tag{A21}
\]

It should be noted that the expression for \( u_\theta \) given by eq. (8) in Ulrich (1976) has a slight error as does eq. (6) in Chevalier (1983).

The density field is derived from the mass conservation equation and given by eq. (92) in TSC as

\[
\rho = -\frac{M_0}{4\pi R^2 u_R} \left[ 1 + 2 \xi P_2(\cos \theta_0) \right]^{-1}, \tag{A22}
\]

where \( P_2 \) is the Legendre polynomial of order 2.

Finally, one needs to specify the initial radius \( R_1 \) of a particle arriving at the disk at \( \theta_0 \) since the beginning of collapse. Cassen & Moosman (1981, their pg. 357) use the expansion wave collapse solution of Shu (1977) and state, without proof, that

\[
R_1 = \frac{1}{2} m_0 c_0 \theta_0, \tag{A23}
\]

where \( c_0 \) is the isothermal sound speed in the cloud and \( m_0 \) is a parameter that results from Shu’s collapse solution and depends on the amplitude \( A \) of the initial density profile (see eq. (16) and Table 1 in Shu, 1977). The value \( A = 2 \) corresponds to the marginally gravitationally unstable case and gives \( m_0 = 0.975 \); this is the value we use here. Values \( A > 2 \) give \( m_0 > 0.975 \) and correspond to initial conditions that are not in hydrostatic balance and therefore collapse spontaneously.

The expansion wave collapse solution gives the mass flux from the cloud as

\[
M_0 = m_0 c_0^3 / G, \tag{A24}
\]

and the stellar mass is obtained as \( M = M_0 \), which assumes that a relatively smaller mass goes into building the disk. Substituting (A23) and (A24) into (A14) gives the centrifugal radius as

\[
r_c = \frac{1}{16} m_0^3 c_0^2 \theta_0^3. \tag{A25}
\]

The procedure for obtaining the velocity and density field at any point \( (R, \theta) \) is to solve the cubic equation (A15) for \( \cos \theta_0 \) (the orbital inclination parameter) and then use (A19)–(A22). This is how Figure 1 in the body of the paper was prepared.

**APPENDIX B: INFALL AT THE MIDPLANE INWARD OF THE CENTRIFUGAL RADIUS**

Here we provide pre-shock infall source terms (those with a ‘1’ superscript) in the conservation equations (8)–(10) and (12). These are evaluated at the midplane where \( \theta = \pi/2 \) and \( R = r \). With \( \xi \equiv \cos \theta \) and \( \xi_0 \equiv \cos \theta_0 \), (A15) is

\[
\xi = \frac{\xi_0 - \xi}{(1 - \xi_0^2) \xi_0}. \tag{B1}
\]

Given any evaluation point \( (R, \theta) \), (B1) is a cubic equation for the orbital inclination parameter \( \xi_0 \). Let us evaluate (B1) at the midplane \( \xi = 0 \). Consider orbits that are not parallel to the midplane, i.e.,
\(\xi_0 \neq 0\). Then we may cancel \(\xi_0\) in the numerator and denominator to get
\[
\zeta = \frac{1}{1 - \xi_0^2}.
\] (B2)

Now \(0 \leq |\xi_0| \leq 1 \implies 1 \leq \zeta < \infty\) or \(0 < r \leq r_c\). In other words, those orbits that are not parallel to the midplane impact the midplane at radii \(r \in [0, r_c]\). Solving (B2) for \(\xi_0\) we get
\[
\xi_0 = \pm (1 - r/r_c)^{1/2}.
\] (B3)

With this substitution (A19)–(A22) can be evaluated at the midplane as
\[
\left(\frac{GM}{r}\right)^{1/2},
\] (B4)
\[
\left(\frac{GM}{r}\right)^{1/2} (1 - \eta)^{1/2},
\] (B5)
\[
\left(\frac{GM}{r}\right)^{1/2} \eta^{1/2},
\] (B6)
\[
\rho = \frac{M_0}{8\pi r^2} \left(\frac{GM}{r}\right)^{-1/2} \frac{\eta}{\eta - 1},
\] (B7)

where \(\eta \equiv r/r_c\) and we used the fact that \(R = r\) and \(\theta = \pi/2\) at the midplane. These are the same as eqs. (4a)–(4d) in Stahler et al. (1994). After some algebra, the inflow source terms are
\[
S_{\text{mass}} = (2\rho u_z) r (1 - \eta)^{-1/2},
\] (B8)
\[
S_{r-\text{mom}} = (2\rho u_z u_r) r = -\frac{M_0}{4\pi r_c} \left(\frac{GM}{r_c}\right)^{1/2} (1 - \eta)^{-1/2} \eta^{-1/2},
\] (B9)
\[
S_{\phi-\text{mom}} = (2\rho u_z u_\phi) r = -\frac{M_0}{4\pi} \left(\frac{GM}{r_c}\right)^{1/2} (1 - \eta)^{-1/2},
\] (B10)
\[
S_{\text{energy}} = 2\rho u_z u_r = (2\rho u_z u_r) r = S_{\text{mass}} c_v T_{\text{pcl}}.
\] (B11)

where we recall that \(T_{\text{pcl}}\) is the post cooling-layer temperature.

Since a finite-volume numerical method is employed, the above source terms are averaged over a cell interval \([r_i, r_{i+1}]\). The integrals of the various functions of \(\eta\) needed for the averages can be easily obtained using Mathematica so we will not display them here. To second-order, the average equals the midpoint value and so using averages could be dispensed with for second-order schemes. However, the source terms have an integrable singularity at \(\eta = 1\) and this was the real motivation for using cell averages.

APPENDIX C: RADIAL INFALL AT THE MIDPLANE OUTWARD OF THE CENTRIFUGAL RADIUS

Unlike previous vertically integrated models, we also impose radial infall at the outer boundary of the computational domain. We saw that non-horizontal parabolas \(\xi_0 \neq 0\) impact the midplane at \(r < r_c\). Therefore parabolas pertinent to \(r > r_c\) must be horizontal (\(\xi_0 = 0\)). In other words, the inflow velocity at the midplane is purely radial for \(r > r_c\). To linear order in \(\xi_0\), (B1) gives
\[
\xi_0 = \xi (1 - \xi)^{-1}.
\] (C1)

When \(\zeta \equiv r_c/r\) is not close to unity (and \(\leq 1\)), equation (C1) says that the parabolas pertinent for flow field evaluation near the midplane (\(\xi\) small) are nearly horizontal (\(\xi_0\) is small). Substituting (C1) into the general flowfield expressions (A19)–(A22) gives after some algebra:
\[
(u_r)_{\text{mp}} = -\left(\frac{GM}{r}\right)^{1/2} \left(\frac{2\eta - 1}{\eta}\right)^{1/2},
\] (C2)
\[
(u_z)_{\text{mp}} = 0,
\] (C3)
\[
(u_\phi)_{\text{mp}} = \left(\frac{GM}{r}\right)^{1/2} \eta^{-1/2},
\] (C4)
\[
\rho_{\text{mp}} = -\frac{M_0}{4\pi r_c^2 u_r} \eta^{-1}.
\] (C5)

where the subscript ‘mp’ denotes the midplane. One can verify that the above expressions conserve angular momentum and mechanical energy per unit mass. Radial infall is imposed in the code via boundary conditions at \(r_{\text{max}}\). The surface density is
\[
\Sigma(r_{\text{max}}) = (2\pi)^{1/2} \rho_{\text{mp}}(r_{\text{max}}) H(r_{\text{max}}),
\] (C6)
where the \((2\pi)^{1/2}\) factor is the integral of a Gaussian (hydrostatic) density profile with unit amplitude and the scale height
\[
H(r_{\text{max}}) = \frac{c_0}{\Omega(r_{\text{max}})} = \frac{c_0}{(u_\phi)_{\text{mp}}(r_{\text{max}})/r_{\text{max}}}.
\] (C7)

Given \(\Sigma(r_{\text{max}}), (u_r)_{\text{mp}}, (u_\phi)_{\text{mp}}\) and the cloud temperature \(T_0\), all of the variables in the transport equations can be specified at \(r_{\text{max}}\).

APPENDIX D: PLOTS OF UCM INFALL QUANTITIES AT THE MIDPLANE

At the suggestion of the referee, Figure D1 plots properties of the UCM infall evaluated at the midplane. The parameters used were those of the L1527 simulation in the paper. In panel (a) is to be noted that \(u_\phi\) is sub-Keplerian, in fact constant for \(r \leq r_c\), and exactly Keplerian for \(r = r_c\). There is no vertical impact (\(u_z = 0\)) for \(r \geq r_c\). Overall, the radial velocity is the dominant component.

Panel (b) plots the number density \(n_H\), which, in addition \(u_z\), is an input parameter to the Neufeld & Hollenbach (1994) shock and cooling-layer code.

Panel (c) plots \(2\rho u_z\), the mass flux via vertical infall. It has an integrable singularity at \(r = r_c\), i.e., the mass entering a finite area that covers \(r = r_c\) is finite. As anticipated by the referee, the curve correlates well with the surface density observed in the simulations (Figure 4e). This is because the region \(r < r_c\) receives very little mass from the region \(r > r_c\) as noted earlier, and because there is very little radial transport for \(r < r_c\).

APPENDIX E: VERTICAL INTEGRATION PROCEDURE AND ASSUMPTIONS

To illustrate the vertical integration procedure, consider the mass conservation equation for axisymmetric flow
\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial z} (\rho u_z) + \frac{1}{r} \frac{\partial}{\partial r} (r \rho u_r) = 0.
\] (E1)

For possible future developments, we note the need for care: since the disk surface \(z = Z(r, t)\) is a function of \(r\) and \(t\), vertical integration does not commute with \(\partial / \partial r\) and \(\partial / \partial z\). This is unlike standard accretion disk theory (Lynden-Bell & Pringle 1974) where the limits of integration are \(z = \pm \infty\). Instead, one must use Leibniz’ rule, e.g., for the \(r\) derivative
\[
\int_0^{Z(r)} \frac{\partial F(r, z)}{\partial r} dz = \frac{\partial}{\partial r} \int_0^{Z(r)} F(r, z) dz - F(r, Z(r)) \frac{\partial Z}{\partial r},
\] (E2)
APPENDIX F: EXTENDED BALLISTIC ARGUMENT

Sakai et al. (2014a) show that the periastron of ballistic particles radially infalling along the midplane is at \( r = r_c/2 \), referred to as a centrifugal barrier. This section considers ballistic trajectories of particles entering the disk via vertical infall at different \( r_{\text{enter}} \leq r_c \) and shows that particles initially head toward the star, stagnate at different locations and then reverse course. Their orbits are ellipses of varying eccentricity. This implies collisions of inwardly and outwardly moving fluid elements. When collisions occur, the ballistic treatment is no longer valid, and therefore, as put by the referee, the outward moving portion of each ellipse is “fictive.” Even if one restricts attention to the inwardly moving portion of each orbit, one observes (Figure F1a) that \( u_r \) is not unique at a given \( r \). This is not a problem because orbits for different \( r_{\text{enter}} \) lie on different streamsurfaces having a different heights \( z \) at a given \( r \).

The ballistic flow is also invalid when the flow becomes subsonic and pressure effects must be taken into account. One must consider not only the region where the original ballistic flow is subsonic, but also be mindful of the fact that the passage of a shock can render the flow subsonic over a larger region than in the original ballistic flow. It is assumed that the disk-surface shock is flat so that \( u_\phi \) and \( u_r \) of a particle does not change across it and that, inside the disk, \( u_z \) is much smaller in comparison. Then, the mechanical energy of a particle inside the disk is

\[
E = \frac{1}{2} \left( u_r^2 + u_\phi^2 \right) - GM/r, \tag{F1}
\]

where we have set \( u_z = 0 \). Conservation of specific angular momentum implies that

\[
u_\phi r = (u_\phi)_{\text{enter}} = \left( \frac{GM}{r_c^2} \right)^{1/2} r_{\text{enter}}, \tag{F2}
\]

where the subscript “enter” refers to quantities evaluated where the particle enters the disk, and (B6) was used for \((u_\phi)_{\text{enter}}\). Substituting (F2) into (F1) gives

\[
E = \frac{1}{2} \left( \frac{GM}{r_c^2} \right)^{1/2} r_{\text{enter}}^2 - \frac{1}{2} \frac{GM}{r_{\text{enter}}}. \tag{F3}
\]

The mechanical energy of the particle just after it crosses the accretion shock at a radius \( r = r_{\text{enter}} \) is:

\[
E = \frac{1}{2} \left( u_r^2 + u_\phi^2 \right)_{\text{enter}} - \frac{GM}{r_{\text{enter}}} \tag{F4}
\]

Using equations (B4) and (B6) for \( u_r \) and \( u_\phi \) at \( r_{\text{enter}} \) we get

\[
E = \frac{GM}{2} \left( \frac{1}{r_c} - \frac{1}{r_{\text{enter}}} \right). \tag{F5}
\]

Since \( r_{\text{enter}} \leq r_c \) for particles entering at the disk surface, Equation (F5) implies that \( E_0 \leq 0 \), where equality holds for \( r_{\text{enter}} = r_c \). Negative and zero energy orbits are ellipses and parabolas respectively.

Setting \( E = E_0 \) gives (after some algebra) the radial velocity as

\[
u_r^2 = \left( \frac{GM}{r_c^2} \right) - 1 - \frac{1}{\eta_{\text{enter}}} + \frac{2}{\eta} - \frac{\eta_{\text{enter}}^2}{\eta^2}, \tag{F6}
\]

where

\[
\eta_{\text{enter}} = r_{\text{enter}}/r_c. \tag{F7}
\]

The range of radial motion, i.e., the periastron and apoastron radii \( \eta_{\text{min}} \) and \( \eta_{\text{max}} \) can be obtained by setting \( \nu_r = 0 \) in (F6). This leads to a quadratic equation for \( 1/\eta \) whose solutions are:

\[
\eta_{\text{min, max}} = \frac{\eta_{\text{enter}}^2}{1 \pm \left( 1 + \eta_{\text{enter}}^2 - \eta_{\text{enter}} \right)^{1/2}} \tag{F8}
\]
Figure F1a uses Equation (F6) to plot particle trajectories in the normalized \((r, u_r)\) plane for particles entering the disk at different radii. The black particle enters at \(r = r_c\), reverses course at \(r = 0.5 r_c\), and heads out to \(r = \infty\) because it is on a zero energy parabolic orbit. This is the same as the trajectory of all other particles infalling along the midplane as considered by Sakai et al. (2014a). The green particle enters at \(r = 0.275 r_c\), reverses course at \(r = 0.125\) and then heads out to its apastron at \(r = 1.25 r_c\). Figure F1b plots the range of radial motion using equation (F8).

Figure F1 illustrates that ballistic particles entering the disk at \(\rho_{\text{enter}} > 0\) can never fall into the star. For stellar accretion, angular momentum removal is required.

**APPENDIX G: CASSEN-MOOSMAN INVISCID FORMULA FOR THE MASS FLOW-RATE THROUGH THE DISK**

In the body of the paper we plotted the mass flow rate in the disk due to the drag induced by sub-Keplerian vertical infall and showed that it agreed with the simulation result. Here we derive the formula used for that diagnostic by following Cassen & Moosman (1981, p. 360) and removing various effects (such as the slow increase in centrifugal radius with epoch \(t_0\)) that are not pertinent to the present work. The main assumption is that \(u_\phi(r)\) is steady.

The mass flow-rate in the disk is

\[ M(r) = 2\pi r \Sigma u_r. \quad (G1) \]

The equation for mass conservation (8) is rewritten as

\[ \frac{\partial}{\partial t} (\Sigma r) = -\frac{1}{2\pi} \frac{\partial M}{\partial r} - g(r), \quad (G2) \]

where

\[ g(r) = \begin{cases} 2r(\rho u_z)_1, & r \leq r_c; \\ 0, & r > r_c; \end{cases} \quad (G3) \]

is the source term from infall. Likewise, the angular momentum equation (10) is rewritten as

\[ \frac{\partial}{\partial t} (\Sigma r \Gamma) + \frac{1}{2\pi} \frac{\partial}{\partial r} (M(r) \Gamma) + g(r) \Gamma_1 = 0, \]

where \(\Gamma \equiv u_\phi r\) is the specific angular momentum in the disk and \(\Gamma_1 \equiv (u_\phi r)_1\) is the specific angular momentum of the infalling material. Expanding derivatives in (G4) and using (G2), one obtains

\[ \frac{\partial \Gamma}{\partial t} + u_r \frac{\partial \Gamma}{\partial r} = \frac{g}{\Sigma r} (\Gamma - \Gamma_1). \quad (G5) \]

Equation (G5) is a Kelvin circulation theorem and says that circulation is preserved following a circular material line in the absence of infall (\(g = 0\)) while the right-hand-side of (G5) is a torque due to infall. Solving (G5) for \(u_r\), assuming that \(\Gamma(r)\) has reached a steady-state, and substituting the result into (G1) gives

\[ M(r) = 2\pi r g(r)(\Gamma - \Gamma_1) \left( \frac{\partial \Gamma}{\partial r} \right)^{-1}, \quad (G6) \]

which applies for general but steady \(\Gamma(r)\). We inserted the simulation \(\Gamma(r)\) into (G6) to obtain the dotted line in Figure 4c, indicated in the legend as “CM81 formula using simulation \(u_\phi\)’’.

From (B5) and (B7) we have that

\[ g(r) = \begin{cases} \frac{M_0}{4\pi r_c}(1 - \eta)^{-1/2}, & \eta \leq 1; \\ 0, & \eta > 1, \end{cases} \quad (G7) \]

where \(\eta \equiv r/r_c\). Note that \(g(r)\) has an integrable singularity at \(\eta = 1\), meaning that the mass flux is finite for any interval \(\eta \in [1 - \epsilon, 1]\). From (B6)

\[ \Gamma_1 = \begin{cases} \Gamma_K \eta^{1/2}, & \eta \leq 1; \\ 0, & \eta > 1; \end{cases} \quad (G8) \]

where \(\Gamma_K \equiv (GMr)^{1/2}\) is the Keplerian value, i.e., the infall angular momentum is sub-Keplerian.

In the special case where the disk is Keplerian, we have

\[ g(\Gamma - \Gamma_K) = g \Gamma_K (1 - \eta^{-1})^{1/2}, \quad \eta \leq 1. \quad (G9) \]

Thus, sub-Keplerian infall exerts a drag when mixed with the disk angular momentum; this drives an accretion mass flow which can be obtained from (G6) as

\[ \dot{M}(r) = -M_0 \eta (1 - \eta^{-1})^{1/2} \eta^{-1/2}, \quad \eta \leq 1. \quad (G10) \]

Equation (G10) was used to plot the dashed line in Figure 4b, labeled in the legend as “Cassen-Moosman Keplerman formula.” Equation (G10) agrees with the equation after (13) in CM81 who note that \(\dot{M} \to 0\) as \(\eta \to 0\) and 1. The former limit means that infall drag is insufficient for stellar accretion if \(\Gamma(r)\) is Keplerian.

**APPENDIX H: CALCULATION OF SHOCK HEIGHT**

Here we show how the disk-surface shock height \(H_{\text{shock}}(r, t)\) was calculated as a diagnostic and to help future development of a more sophisticated model that accounts for the actual height and shape of the disk surface. Since the cooling layer is thin, we assume that the shock height is the same as height of the end of the cooling later.

As in §2.2 let subscript 1 denote pre-shock quantities and let subscript 2 denote quantities evaluated at the end of the cooling layer. The velocity \(u\) is the component normal to the shock, e.g., \(u_z\) in the present razor thin disk model. Conservation of mass and momentum across the shock and cooling layer give

\[ \rho_1 u_1 = \rho_2 u_2, \]

\[ \rho_1 + \rho_1 u_1^2 = \rho_2 + \rho_2 u_2^2. \]

Using the ideal gas law for pressures, solving (H1) for \(u_2\), substituting the result into (H2), dividing through by \(c_1 \equiv (R_{\text{pcl}} T_1)^{1/2}\) the pre-shock isothermal sound speed, one obtains the following quadratic equation for the density ratio \(\alpha \equiv \rho_2/\rho_1\):

\[ \left( \frac{T_2}{T_1} \right) \alpha^2 - a(1 + M_1^2) + M_1^2 = 0, \]

where \(M_1 \equiv u_1/c_1\) is the shock Mach number. Recall that \(T_2 = T_{\text{pcl}}\) is known and given by (15). The roots of (H3) are

\[ a = \frac{1}{2 \frac{T_1}{T_2}} \left( 1 + M_1^2 \right)^2 - \left( M_1^2 \right)^2 - 4(T_2/T_1) M_1^2 \right)^{1/2}) \]

The ‘+’ root in (H4) is the physical one since it gives \(\alpha = \rho_2/\rho_1 = 1\) when \(M_1 = 0\). Since \(u_z\) is small within the disk compared to \(u_r\) and \(u_\phi\), we can assume vertical hydrostatic balance so that

\[ \rho_2(r) = \rho_{\text{mp}} \exp(-H_{\text{shock}}^2/(2H^2)), \]

To determine the midplane density, \(\rho_{\text{mp}}\), we use the definition of the surface density:

\[ \Sigma = 2\rho_{\text{mp}} \int_0^{H_{\text{shock}}} \exp(-z^2/(2H^2)) \, dz. \]

Performing the integral and solving for \(\rho_{\text{mp}}\) gives

\[ \rho_{\text{mp}} = \Sigma/\overline{H}, \]
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where
\[
\tilde{H} \equiv (2\pi)^{1/2}H \operatorname{erf}(H_{\text{shock}}/\sqrt{2}H).
\] (H8)

Substituting (H7) into (H5) gives the transcendental equation
\[
\beta = \left[ \ln \left( \frac{\Sigma}{\rho_2 H(\beta)} \right) \right]^{1/2},
\] (H9)

for the ratio \( \beta \equiv H_{\text{shock}}/\sqrt{2}H \). Equation (H9) is iterated to convergence.
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Figure F1. Ballistic particle trajectories in the disk. (a) Radial velocity versus radial position for particles entering at different radii. (b) The range of radial motion for particles entering at different radii.