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Abstract:
In this paper, a new technique is offered for solving three types of linear integral equations of the 2nd kind including Volterra-Fredholm integral equations (LVFIE) (as a general case), Volterra integral equations (LVIE) and Fredholm integral equations (LFIE) (as special cases). The new technique depends on approximating the solution to a polynomial of degree $(m - 1)$ and therefore reducing the problem to a linear programming problem (LPP), which will be solved to find the approximate solution of LVFIE. Moreover, quadrature methods including trapezoidal rule (TR), Simpson 1/3 rule (SR), Boole rule (BR), and Romberg integration formula (RI) are used to approximate the integrals that exist in LVFIE. Also, a comparison between those methods is produced. Finally, for more explanation, an algorithm is proposed and applied for testing examples to illustrate the effectiveness of the new technique.
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Introduction:
Integral equations occur naturally in many fields of mechanics and mathematical physics. They also arise as representation formulas for the solutions of differential equations (1).

From the last few years, there has been interest to use the linear and nonlinear programming methods to find a numerical or approximate solution for integral equations. AL-Nasir in 1999 used the linear programming method to find numerical solution of Volterra integral equations of the 2nd kind (2). Also, Saed in 1999 used linear programming method to find numerical solution of Fredholm integral equations of the 1st kind (3). While Kalwi in 1999 used the same procedure to find numerical solution for Fredholm integral equations of the 2nd kind (4). Shua’a in 2005 calculated numerical solution for Volterra integral equation using linear programming problem (5). Kamyad et al. in 2010 proposed a new approach for solving linear and nonlinear Volterra integral equations of the 1st and 2nd kinds first by defining a new problem in calculus of variations, which is equivalent to this kind of problem, then by using the
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optimal solution of the latest problem as an approximate one with a controllable error for the original solution is obtained (6). Nazemi and Farahi in 2011 considered a numerical method for nonlinear Fredholm integral equations of the second kind with the continuous kernel by converting the integral equation problem into an optimization problem (7). Skandari et al. in 2011 proposed a new approach for a class of optimal control problems to solve Volterra integral equations which is based on linear combination property of intervals (8). Erfanian and Mostahsan in 2011 considered two stages of approximation to find an approximate solution for a class of nonlinear Volterra integral equations by; first convert the integral equation to a moment problem, and then modify the new problem to two classes of optimization problems (non-constraint optimization and optimal control problems) (9). Effati and Skandari in 2012 presented a new approach for linear Volterra integral equations based on optimal control theory and some optimal control problems corresponding Volterra integral equation are introduced which solved by discretization methods and linear programming approaches (10).

Many authors have paid attention for studying the numerical solution of LVFIE. Ahmed in 2011 investigated the numerical solution for a mixed linear Volterra-Fredholm integral equation by
approximating the unknown function using a tensor product (Algebraic or Chebyshev)-surface and substituting it in the Volterra-Fredholm integral equations, second apply least-square technique for minimizing the error terms on the given domain, and then obtain a system of linear algebraic equations which solved using control points (11). Chen and Jiang in 2012 used Taylor expansion method to solve a mixed linear Volterra–Fredholm integral equation of the 2nd kind (12). Ghanim in 2014 introduced numerical algorithms to find numerical solution for linear Volterra – Fredholm integral equation of the 2nd kind using three different kinds of Lagrange polynomials (13). Mustafa and Harbi in 2014 used non-polynomial spline function to find numerical solution for Volterra integral equation of the 2nd kind (14). Nemati et al. in 2015 proposed numerical solution of linear mixed Volterra-Fredholm integral equations in one space variable, the proposed numerical algorithm combines the trapezoidal rule, for the integration in time, with piecewise polynomial approximation, for the space discretization (15). Chniti and Alhazmi in 2015 presented smoothing transformation, Legendre and Chebyshev collocation method to solve numerically the Volterra-Fredholm integral equations with logarithmic kernel (16). Khan et al. in 2017 provided a numerical technique for obtaining approximate solution of mixed Volterra-Fredholm integral equations of 2nd kind based on the Bernstein’s approximation (17). Hasan et al. in 2017 proposed a fixed point method to solve a system of LVFIE of the 2nd kind using fixed point method (18).

In this paper, LVFIE of the 2nd kind of the following form are considered:
\[ g(x) = \int_a^x w_1(x,t)g(t)dt + \int_a^b w_2(x,t)g(t)dt, \quad x \in [a,b] \]  
(1)
where \( g(x) \) is the unknown function to be determined, \( f(x), w_1(x,t) \) and \( w_2(x,t) \) are continuous known functions. Therefore an approximate solution depending on a polynomial of degree \( (m-1) \) is proposed, which has the form:
\[ g(x) \approx g_m(x) = \sum_{i=1}^m c_i x^{i-1} \]  
(2)
where \( c_1, c_2, \ldots, c_m \) are arbitrary constants to be determined. Next using numerical integration includes (TR, SR, BR, and RI) to find an approximate solution for the integral parts in Eq.1, after that using LPP to find an approximate solution to this problem. This paper is well ordered as follows: section (2) includes basic definitions, section (3) contains transforms Eq.1 to the LPP, in section (4), the algorithm for solving LVFIE is proposed, section (5) includes test examples. Finally, section (6) gives conclusions and recommendations.

Basic Definitions:
Definition 1: An integral equation can be recognized as equations in which the indefinite function \( g(x) \) to be specific appear under the integral sign. A standard formula of an integral equation in \( g(x) \) is:
\[ c(x)g(x) = f(x) + \lambda \int_{a(x)}^{b(x)} w(t,x)g(t) dt, \quad x \in [a(x),b(x)] \]  
(3)
where \( c(x), f(x) \) and \( w(t,x) \) are given continuous functions, \( w(x,t) \) is known as the kernel of the integral Eq. 3, and \( a(x) \) and \( b(x) \) are the limits of integration, \( \lambda \) is a constant parameter (19). Also, Eq. 3 is called ‘Volterra integral equation’ (VIE), if \( b(x) = x \) and \( a(x)=a \), and it is called ‘Fredholm integral equation’ (FIE), if \( b(x) = b \) and \( a(x) = a \), where \( a \) and \( b \) are constants.

Note that, for Eq. 1 when \( w_1(x,t) \) is equal to zero Eq. 1 becomes FIE, furthermore when \( w_2(x,t) \) is equal to zero Eq. 1 becomes VIE. And it is called VFIE if the both integral appear at one time. In this paper Eq. 1 is taken as a general form to improve that the proposed method is effective for the three kinds of equations.

Definition 2: The general form for LPP can be expressed mathematically as follows (20):
\[ \text{minimize or maximize } \quad z = \sum_{j=1}^n c_j x_j \]  
Subject to
\[ \sum_{j=1}^n a_{ij} x_j \leq b_i, \quad i = 1,2,\ldots,m \]  
\[ x_j \geq 0, \quad j = 1,2,\ldots,n \]  
(4)
where \( c_j \) (\( j = 1,\ldots,n \)) are real number called cost coefficients, \( b_i \) (\( i = 1,\ldots,m \)) are real number called stipulations, \( a_{ij} \) (\( i = 1,2,\ldots,m; \ j = 1,2,\ldots,n \)) are constants called structural coefficients and \( x_j \)’s are called decision variables for (\( j = 1,2,\ldots,n \)).

Transform the LVFIE’s of the 2nd Kind to LPP:
The solution of LVFIE of the 2nd kind can be founded by substituting \( g_m(x) \) in the Eq. 2 instead of the unknown function in Eq. 1 yields:
\[ \sum_{i=1}^m c_i x^{i-1} = \]  
\[ f(x) + \int_a^x w_1(x,t) \sum_{i=1}^m c_i t^{i-1} dt + \int_a^b w_2(x,t) \sum_{i=1}^m c_i t^{i-1} dt + \epsilon(x) \]  
where \( \epsilon(x) \) is the approximate error, then we get:
\[ \epsilon(x) = \]  
\[ f(x) - \sum_{i=1}^m c_i x^{i-1} + \int_a^x w_1(x,t) \sum_{i=1}^m c_i t^{i-1} dt + \int_a^b w_2(x,t) \sum_{i=1}^m c_i t^{i-1} dt \]  
(5)
Simplification of Eq. 5, to obtain:
\[
\epsilon(x) = f(x) - \sum_{i=1}^{m} c_i \left[ x^{i-1} - \int_{a}^{x} w_i(x, t) t^{i-1} dt \right] - \int_{a}^{b} w_2(x, t) t^{i-1} dt \ldots \quad (6)
\]

Suppose
\[
\psi_i(x) = x^{i-1} - \int_{a}^{x} w_i(x, t) t^{i-1} dt - \int_{a}^{b} w_2(x, t) t^{i-1} dt, \quad i = 1, 2, ..., m \quad \text{(7)}
\]

Now, substituting Eq. 7 in Eq. 6 yields:
\[
\epsilon(x) = f(x) - \sum_{i=1}^{m} c_i \psi_i(x) \ldots \quad (8)
\]

and dividing the interval \([a, b]\) into \(n\) subintervals to get the points \(x_j = a + (j - 1) \cdot h, \quad j = 1, 2, ..., n + 1\) where \(h = \frac{b-a}{n}, \quad x_1 = a, \quad \text{and} \quad x_{n+1} = b\). Hence, after substituting \(x = x_j\) for \(j = 1, 2, ..., n + 1\) in Eq. 7, the following formula is obtained:
\[
\psi_i(x_j) = \begin{cases} x_j^{i-1} - \int_{x_j}^{x} w_i(x, t) t^{i-1} dt & \text{if } i = 1, \\ x_j^{j-1} - \int_{x_j}^{b} w_i(x, t) t^{j-1} dt - \int_{a}^{x_j} w_2(x, t) t^{j-1} dt & \text{if } 2 \leq i \leq m, \\ j = 1, 2, ..., n + 1 \end{cases} \quad (9)
\]

Therefore, substituting \(x = x_j\) for \(j = 1, 2, ..., n + 1\), Eq. 8 becomes:
\[
\epsilon(x_j) = f(x_j) - \sum_{i=1}^{m} c_i \psi_i(x_j), \quad j = 1, 2, ..., n + 1 \quad (10)
\]

Now, define \(\gamma\) as:
\[
\gamma = \sum_{j=1}^{n+1} \epsilon(x_j) \quad \text{(11)}
\]

Therefore, Eq. 1 can be written in the following LPP form:
\[
\min \gamma = \sum_{j=1}^{n+1} \epsilon(x_j)
\]
\[
s.t \quad \sum_{i=1}^{m} c_i \psi_i(x_j) - \gamma \leq f(x_j), \quad \sum_{i=1}^{m} c_i \psi_i(x_j) - \gamma \leq f(x_j), \quad j = 1, 2, ..., n + 1 \quad (12)
\]

where \(c_i\)'s are unrestricted in sign, \(\psi_i(x_j)'s\) can be estimated numerically as shown in the following subsection. Hence, the values of \(c_i\)'s are used to get the approximate solution \(g_m(x)\) in Eq. 2, which is the approximate solution of LVFIE of the 2nd kind [i.e. Eq. 1].

**Calculate \(\psi_i(x_j)\) Using Numerical Integration Formulas:**

In this subsection, the numerical computation of the integral part in \(\psi_i(x_j)\) is shown using quadrature methods including (TR, SR, BR, and RI). For this purpose, the following notation is used: \(\int_{a}^{b_1} w(x, t) t^{i-1} dt\) for denotation of the integral part in \(\psi_i(x_j), \quad j = 1, 2, ..., n + 1.\)

Suppose \(a_1 = t_1 < t_2 < ... < t_n = b_1, \quad t_k = t_1 + (k - 1)h, \quad k = 1, 2, ..., n + 1, \) and \(h = \frac{b_1 - a_1}{n}\)

Step 5. Construct the LP model Eq. 12.

Step 6. Using generalized simplex method to find the optimal approximation of \(c_i, i = 1, 2, ..., m\).

Step 7. Determine the approximate solution of Eq. 1 by substituting the values of \(c_i, i = 1, 2, ..., m\) in Eq. 2.

Note that in this paper MATLAB R2018a is used for implementation of the algorithm.

**Numerical Test Examples:**

In this section, some of the numerical test examples are given to illustrate the proposed method for solving the LVFIE of the 2nd kind. In all the test examples \(g(x)\) is chosen in such a way that we know the exact solution. The exact solution is used only to show that the numerical solution obtained with our method is true. Then, in these test
examples the absolute error are calculated in all points.

**Test Example 1:** Consider the LVFIE of 2nd kind (17):

\[ g(x) = x - 2e^{-x} + e^{-x} + 1 + \int_0^x te^{-x}g(t)dt + \int_0^1 e^{-x}g(t)dt \]

for which the exact solution is \( g(x) = e^{-x} \). Table 1 shows the absolute error obtained by using (TR, SR, BR, and RI) for \( h = 0.1, n = 10, m = 10 \), where \( m \) is the degree of approximate polynomial \( g(x) \) appear in Eq. 2 and \( \|err\|_\infty \) is the maximum absolute error, for \( x \in [0,1] \).

| \( x \) | Error using TR | Error using SR | Error using RI |
|---|---|---|---|
| 0 | 0.000102493241609158 | 2.49109375349832e-08 | 2.01403558915304e-10 |
| 0.1 | 0.00113451577806246 | 1.86913080282986e-10 | 1.51425657624519e-10 |
| 0.2 | 0.00124537294404647 | 1.98265010729442e-10 | 2.30316765659211e-10 |
| 0.3 | 0.00136175127830891 | 1.3772210933383e-09 | 1.34068800505815e-09 |
| 0.4 | 0.00138651792887523 | 1.1883649699037e-09 | 1.6905286638193e-10 |
| 0.5 | 0.0013651617237409 | 1.3260170739215e-09 | 1.8102375154427e-10 |
| 0.6 | 0.0012344833075213 | 7.8588435759030e-10 | 7.32290228455686e-10 |
| 0.7 | 3.9702095329290e-05 | 1.74255048300411e-09 | 6.94454439910257e-11 |
| 0.8 | 3.8049968241875e-05 | 7.09133682741851e-11 | 1.0075603600986e-10 |
| 0.9 | 5.94811446335938e-05 | 7.03646300311921e-11 | 2.6983415502021e-11 |
| 1 | 0.00022834737697253 | 6.38649244599776e-10 | 4.0965997261109e-09 |

Table 2 shows the maximum absolute error of test example 1 by using RI with 10 columns for \( n = 5,10,...,30 \) and \( m = 5,10,...,20 \) and comparing with the minimum error in (17) obtained using Bernstein polynomials.

| m=5 | m=10 | m=15 | m=20 | Minimum error in (17) |
|---|---|---|---|---|
| 1.7326324785055e-08 | 2.940698005815e-09 | 1.2900131997039199 | 0.0004852860377735 |
| 1.34068800505815e-09 | 2.3049699646667e-09 | 2.08972145032682e-07 | 1.8904782145032682e-07 |
| 1.83188264557543e-08 | 9.94055804547807e-10 | 3.00607217748687e-07 | 7.071067812*10^{-11} |
| 1.93316483931838e-08 | 4.5892736082290e-09 | 1.9387566610536e-07 | 1.9719513562115e-09 |
| 2.68936872771519e-08 | 5.94055804547807e-10 | 1.9719513562115e-09 | 1.49425165574257e-08 |

Test Example 2: Consider the FIE of the 2nd kind (21): \( g(x) = \sin(x) - x + \int_0^{\pi/2} xtg(t)dt \)

for which the exact solution is \( g(x) = \sin(x) \).

Table 3 shows the absolute error obtained by using (TR, SR, BR, and RI) for \( h = 0.1, n = 10, m = 10 \), and \( x \in [0,\frac{\pi}{2}] \).

| \( x \) | Error using TR | Error using SR | Error using RI |
|---|---|---|---|
| 0 | 3.4692259708854e-07 | 3.9372324570764e-09 | 5.28284549439206e-09 |
| \( \pi \) | 6.84035879872768e-07 | 1.9438751242951e-09 | 7.5638911800624e-10 |
| \( 2\pi \) | 1.0238570866663e-06 | 5.09898773204398e-09 | 1.06214275903442e-09 |
| \( 3\pi \) | 3.86976580201514e-09 | 1.51277890214629e-09 | 4.0965997261109e-09 |
| \( 4\pi \) | 3.070467546884e-09 | 3.65760144394045e-09 | 1.2900131997039199 |
| \( 5\pi \) | 5.80451475773458e-09 | 2.2961840873059e-09 | 1.34068800505815e-09 |
| \( 6\pi \) | 3.9229673900463e-08 | 8.678344586741e-09 | 6.5146206482376e-10 |
| \( 7\pi \) | 7.80164351353757e-09 | 3.0255578224798e-09 | 1.34068800505815e-09 |
| \( 8\pi \) | 8.07677108189e-09 | 3.0437512808286e-09 | 1.34068800505815e-09 |
| \( 9\pi \) | 3.41770074263614e-09 | 1.21528555156997e-09 | 5.28284549439206e-09 |
| \( \frac{\pi}{2} \) | 3.41770074263614e-09 | 1.21528555156997e-09 | 5.28284549439206e-09 |
Table 4 shows the maximum absolute error of test example 2 by using RI with 10 columns for \( n = 5, 10, \ldots, 30 \) and \( m = 5, 10, \ldots, 20 \) and comparing with the minimum error in (21) using A wavelet based method.

### Table 4. Maximum absolute error of test example 2

| n    | m=5   | m=10  | m=15  | m=20  | Minimum error in (21) |
|------|-------|-------|-------|-------|-----------------------|
| n=5  | 0.00250532304200357 | 0.0002452417175315 | 0.0007909753699091 | 0.0002934439381657 | 4.87051*10^-6 |
| n=10 | 0.001509430758066185 | 5.2828454943920609-6 | 2.9580906613914e-09 | 1.3643072668635e-07 | 7.28038746622417e-07 |
| n=15 | 0.00126432973772925 | 1.2569245644005e-10 | 3.26206370886455e-07 | 2.07978079203031e-12 |
| n=20 | 0.00122739158113472 | 9.42873719211867e-07 | 5.1124459653075e-09 | 7.28038746622417e-07 |
| n=25 | 0.001345266599284484 | 1.5348172066693e-08 | 3.2148956865847e-07 | 5.01681764353279e-07 |
| n=30 | 0.0013082904869767 | 7.124190126717e-11 | 3.2802266225484e-07 | 6.9078076592177e-13 |

Test Example 3: Consider the VIE of the 2\(^{nd}\) kind using RI with 10 columns for \( h = 0.1, n = 10, m = 10 \), and \( x \in [0,1] \).

\[
g(x) = x^5 - \frac{x^n}{n} + \int_0^x xt^2 g(t) dt
\]

for which the exact solution is \( g(x) = x^5 \). Table 5 shows the absolute error obtained by using (TR, SR, BR, and RI) for \( m = 15 \), and the number of basic functions \( m \) is 15.

### Table 5: The absolute error of test example 3

| x     | Error using TR | Error using SR | Error using BR | Error using RI |
|-------|----------------|----------------|----------------|---------------|
| 0.1   | 4.072403136712109e-08 | 8.2403827593454e-08 | 4.7171878984503e-10 | 3.3881317890172e-21 |
| 0.2   | 5.1483529653517e-08 | 1.63159514236203e-07 | 9.34002835088679e-10 | 1.0842021724855e-19 |
| 0.3   | 1.02801887092613e-07 | 2.34026355174958e-07 | 1.33967841290869e-09 | 8.67361737988404e-19 |
| 0.4   | 8.11730906889e-07 | 2.3735881504972e-07 | 1.5660984314998e-09 | 3.4694696519536e-18 |
| 0.5   | 9.49217156043336e-07 | 2.40612479093794e-07 | 1.37738051173009e-09 | 1.38777880787145e-17 |
| 0.6   | 2.19423153734663e-05 | 6.75545938181643e-08 | 3.8671388318157e-10 | 2.7755756156285e-16 |
| 0.7   | 7.45893356647337e-05 | 3.4631239256161e-07 | 1.98142546814959e-09 | 5.55111512312578e-17 |
| 0.8   | 0.00022078971384063 | 1.1405392973951e-06 | 6.5289909245373e-09 | 1.11022302462561e-16 |
| 0.9   | 0.0005799806689797081 | 2.50190694273122e-06 | 1.4322108277120e-05 | 3.3306690738754e-16 |
| 1     | 0.00138699622275107 | 4.66921551289801e-06 | 2.672881582723e-08 | 4.44089208950063e-16 |
| ||err||∞ | 0.00138699622275107 | 4.66921551289801e-06 | 2.672881582723e-08 | 4.44089208950063e-16 |

Table 6 shows the maximum absolute error of test example 3 by using RI with 10 columns with \( n = 5, 10, \ldots, 30 \) and \( m = 5, 10, \ldots, 20 \) and comparing with the minimum error in (22) using analytical techniques for a numerical solution.

### Table 6. Maximum absolute error of test example 3

| n    | m=5   | m=10  | m=15  | m=20  | Minimum error in (22) |
|------|-------|-------|-------|-------|-----------------------|
| n=5  | 0.00344323283521402 | 3.3306690738754e-16 | 0.0085989736540699 | 0.0236481084743722 |
| n=10 | 0.0021910706319622 | 4.44089209850063e-16 | 1.01918473660589e-13 | 2.28582959427293e-06 |
| n=15 | 0.001935328926216e-15 | 8.2156308222616e-15 | 5.77315972805081e-15 | 4.37383462781327e-12 |
| n=20 | 0.00203247879180546 | 1.38222766565832e-13 | 7.2164496006352e-15 | 1.09923181668137e-12 |
| n=25 | 0.00206776701096909 | 7.105427357601e-14 | 7.7715611727361e-15 | 5.313527395856e-13 |
| n=30 | 0.001995898890705049 | 3.84636766881385e-13 | 5.46229728115377e-14 | 4.3310910413652e-12 |

### Conclusions:

This paper presents a method of finding the solution of LVFIE of the 2\(^{nd}\) kind using the LPP. The polynomial of degree \( m - 1 \) is used to convert the LVFIE of the 2\(^{nd}\) kind into LPP. TR, SR, BR and RI are proposed for computing the integral part and the comparison between those methods is made. The accuracy of the method has been shown by applying different test examples and comparing the results with the exact solution. The results for the LPP are improved using RI instead of the other methods to evaluate the integrals within linear programming method. Also, it is supposed that the best result can be obtained by increasing both the number of basic functions \( m \) and the number of constraints \( n \) with keeping \( n > m \). For future work, we suggest using this method for solving ‘Volterra- Fredholm integro-differential equations’, by using suitable approximation for derivatives part.
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الخلاصة:
في هذا البحث تم عرض تقنية جديدة لحل لثلاثة أنواع من المعادلات التكاملية الخطية من النوع الثاني المتميزة: معادلة فولتيرا-فردية فولتيرا التكاملية (LVIE) و معادلة فولتيرا التكاملية خاصية (LVIE) المتميزة و معادلة فولتيرا التكاملية في النوع الأول والثاني (LFIE) باستخدام الطرق التربيعية، والتي ضمنها رياضيات تطبيقية (RI) (الخلدات) باستخدام الحيل الترميز (TR)، بالإضافة إلى نظام فيل (BR) و رياضيات تطبيقية (RI) داخليات معادلة فولتيرا-فردية التكاملية في النوع الأول والثاني (LFIE) ملخصتها: معادلة فولتيرا-فردية التكاملية في النوع الأول والثاني (LFIE) واستخدام Các phương pháp khác phục الطرق الترميز، ون تطبيقها على إمكانية اختيار توضيح خاصية في التدفق، وتأتي على توضيح، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدمة في العملية الترميزية، والطرق الترميزية، ون توتيه أن الأدوات المستخدم...