Simulation of crack propagation through voxel-based, heterogeneous structures based on eigenerosion and finite cells
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Abstract This paper presents an algorithm for the efficient simulation of ductile crack propagation through heterogeneous structures, as e.g. metallic microstructures, which are given as voxel data. These kinds of simulations are required for e.g., the numerical investigation of wear mechanisms at small length scales, which is still a challenging task in engineering. The basic idea of the proposed algorithm is to combine the advantages of the Finite Cell Method allowing for a convenient integration of heterogeneous finite element problems with the eigenerosion approach to still enable the mesh-independent simulation of crack propagation. The major component is to switch from finite subcells to finite elements wherever the crack progresses, thereby automatically adaptively refining at the crack tip by managing the newly appearing nodes as hanging nodes. Technically relevant problems of crack propagation at the microscale are mostly linked with sub-critical crack growth where the crack moves fast and stepwise with subsequent load cycles. Therefore, inertia may become important which is why dynamics are taken into account by spreading the mass of the eroded elements to the nodes to avoid a loss in mass resulting from the erosion procedure. Furthermore, a certain treatment for the finite cell decomposition is considered in order to ensure efficiency and accuracy. The numerical framework as well as the voxel decomposition techniques are analyzed in detail in different three-dimensional numerical examples to show the performance of the proposed approach.
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1 Introduction

In many mechanical engineering applications, the analysis of cracks propagating through heterogeneous structures is subject to investigation. One prominent example is wear of hardened tool materials, which undergo cyclic loading leading to crack propagation on the microscopic level resulting in wear in form of surface spalling and even structural failure. For instance in the context of mechanized tunneling, mining tools connected to the cutting wheel penetrate the soil and are thus subjected to high, cyclically applied forces. These mining tools appear in form of cutting disks and chisels consisting of ductile steel armored by wear-resistant weldings made out of hard metals or metal matrix composites (MMC). In their microstructures, the brittle inclusions, which supply a high hardness of the composite, are surrounded by a ductile metal matrix, leading to a high crack resistance and thus a high resistance regarding wear in different forms. Firstly, overload breakage and abrasion appear on the macroscale. Secondly, surface spalling governed by sub-critical crack propagation on the microscale under cyclic loading occurs. In order to investigate the latter case, an efficient, robust and
mesh-independent simulation framework for calculations including brittle as well as ductile crack propagation at finite strains is required. Additionally for microstructure morphologies obtained from micro-CT scans, a special numerical treatment directly taking advantage from the given voxel data is helpful to decrease computational costs.

The simulation of ductile crack propagation on the microscale of metallic structures requires computational methods capable of handling geometrical nonlinearities, finite strain elasto-plasticity and crack propagation along arbitrary crack paths through complex three-dimensional structures. Additionally, computational efficiency is desired. Altogether, these requirements still pose a challenging task in computational engineering. In Shakoor et al. [43] multiple approaches for simulating crack propagation on the microscale based on the Finite Element Method (FEM) for tackling these problems are examined and compared. As a continuous approach, the phase field introduced in Miehe et al. [22] assumes that the sharp cracks are smoothed by a continuous damage field. This method is applied on microstructures, for instance in Nguyen et al. [28] considering small deformations and brittle material behavior, in Shahba and Ghosh [42] for elastic polycrystals and in Cheng et al. [4] assuming crystal plasticity. However, an additional degree of freedom, namely the damage variable, occurs additionally to the displacements in the phase field method, which increases the computational costs. As another continuous approach, a gradient-enhanced damage model as for instance introduced in Junker et al. [13] for small strains and in Junker et al. [13] extended to finite strains, also assumes a smooth damage field for the sharp crack. Furthermore, cohesive-zone models as introduced in Barenblatt [1] for brittle and Dugdale [6] for ductile materials which were also applied in an FE framework in e.g., Hillerborg et al. [10] make use of interface elements underlying decohesion due to cracking. Examples of this technique for the debonding of the inclusion from the matrix is shown in Liang and Sofronis [19], Meng and Wang [20]. These methods may suffer from erroneous crack patterns as shown in Schellekens and De Borst [37]. Additionally, if the crack path is unknown, the interface elements have to be applied between all elements as e.g. in Xu and Needleman [51] leading to an increased number of elements and thus computational costs. On the other hand, discontinuous approaches, allowing jumps in the mechanical fields for example in the displacement fields, are applied as well to simulate the crack propagation on microscopic level. For example, the Extended FEM (XFEM) from [3] handles those by application of enriched shape functions. For instance Sukumar et al. [47] shows microscopic simulations with brittle crack propagation and Beese et al. [2] ductile crack propagation at finite strains. Other approaches, for example early element erosion techniques applied at macroscale as e.g. in Wulf et al. [50], suffer from mesh-dependency.

Therefore, a new efficient method for the simulation of ductile crack propagation through heterogeneous, metallic structures is presented in this work. To this end, the eigenerosion approach for ductile crack propagation as presented in Wingender and Balzani [49] is combined with the Finite Cell Method (FCM) introduced in Parvizian et al. [32]. The considered eigenerosion approach is based on the original framework presented in [30], which extended the idea of eigenfracture [40]. It has been shown to enable robust, efficient and mesh-independent simulations. The basic idea behind the eigenerosion strategy is to erode finite elements whenever a regularized Griffith-type criterion formulated in terms of the energy release rate is fulfilled. In this case the element is able to undergo eigendeformations for which no additional external mechanical work is needed which motivates the method’s name. [40] proved the $\Gamma$-convergence of the associated regularized energy-dissipation functional to the unregularized one as the neighborhood radius $\epsilon$ goes to zero. This enables the desired mesh-independent crack propagation. It was firstly implemented in [30] for brittle crack propagation at small strains.

Extensions of it, for example for high impact loading and fragmentation, are presented in [31, 18, 20]. In Qinami et al. [34], the eigenerosion has been firstly extended to ductile crack propagation for calculations on concrete by the application of small strain Drucker-Prager elasto-plasticity. In our work, the implementation of Wingender and Balzani [49] consider-
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2 Eigenerosion for Ductile Fracture at Finite Strains

As the eigenerosion framework is considered here as major component for the description of crack propagation, the concept for ductile fracture at finite strains from Wingender and Balzani [49] extending the original ideas of Schmidt et al. [40], Pandolfi and Ortiz [30] is briefly recapitulated. Furthermore, the specific material description considered in this paper is explained.

2.1 Eigenerosion Algorithm

The eigenerosion approach is implemented in connection with the finite cell method, which is in turn based on the standard FE framework for solid mechanics. Because of that, the basic equations of the FEM are recapitulated briefly to define notation. Therein, the displacement $u$
which minimizes the total potential energy $\Pi(\text{grad} \, \mathbf{u}, \mathbf{u})$ is sought under given boundary constraints. To this end, standard terms of variational calculus require the 1st variation of $\Pi$ to vanish and thus, the weak form reads

$$
\delta \Pi = \int_{\Omega} \nabla_s^2 \delta \mathbf{u} : \mathbf{\tau} \, dV - \int_{\partial \Omega^N} \delta \mathbf{u} : \mathbf{t} \, dA + \int_{\Omega} \rho_0 \delta \mathbf{u} : \dot{\mathbf{u}} \, dV = 0 \tag{1}
$$

including inertia and neglecting body forces is sought. Herein, the Kirchhoff stress tensor $\mathbf{\tau}$ is double-contrainted with the symmetric part of the spatial gradient of displacement variations $\nabla_s^2 \delta \mathbf{u} = \frac{1}{2}(\text{grad}(\delta \mathbf{u}) + \text{grad}(\delta \mathbf{u})^T)$ and integrated over the volume $\Omega$ in the reference configuration. The external traction forces acting on the Neumann surface $\partial \Omega^N$ and the density in the reference configuration are denoted by $\mathbf{t}$ and $\rho_0$, respectively. Applying the FEM, this nonlinear partial differential equation can be solved by spatial decomposition of the body $\Omega$ into finite elements $K$ with their domains $\Omega_K$. In the individual elements a standard polynomial approximation for the displacements and the displacement variations is introduced as $\mathbf{u} \approx \mathbf{N}_d \mathbf{u}_K$ and $\delta \mathbf{u} \approx \mathbf{N} \delta \mathbf{u}_K$, and following therefrom one obtains $\nabla_s^2 \delta \mathbf{u} \approx \mathbf{B} \delta \mathbf{u}_K$. Herein, the vectors $\mathbf{d}_K$ and $\delta \mathbf{d}_K$ contain all nodal displacements and nodal displacement variations per element $K$. Furthermore, matrix notation has been used together with standard matrices $\mathbf{N}$ and $\mathbf{B}$ including the ansatz functions and their spatial derivatives, respectively. Linearizing the resulting approximated version of the weak form in terms of the Newton-Raphson scheme, and applying the Newmark approach for the time integration of the inertia term, results in the equation

$$
\sum_K \delta \mathbf{d}_K^T [(\mathbf{k}_K + \mathbf{m}_K) \Delta \mathbf{d}_K - \mathbf{r}_K - \mathbf{r}_K^m \mathbf{q}_K] = 0 \tag{2}
$$

with the linear increment of the displacements $\Delta \mathbf{d}_K$. Herein, the element tangent stiffness matrix $\mathbf{k}_K := \int_{\Omega_K} \mathbf{B}^T \mathbf{C} \mathbf{B} \, dV$ with the material tangent modulus matrix $\mathbf{C}$ in Voigt notation, the internal element residual vector $\mathbf{r}_K := -\int_{\Omega_K} \mathbf{B}^T \mathbf{\tau} \, dV$, and the element vector of external forces $\mathbf{q}_K := -\int_{\partial \Omega_K} \mathbf{N}^T \mathbf{t} \, dA$. The mass matrices $\mathbf{m}_K$ and inertia residual vectors $\mathbf{r}_K^m$ are chosen as the consistent mass matrix and residual vector resulting from the Newmark scheme where no erosion takes place, and the lumped mass matrix and residual vector are considered otherwise. Note that in principle any other time integration scheme may be used instead of the Newmark method. The equation (2) is rewritten in terms of the classical global matrices, the vectors of unified nodal displacement variations and increments $\delta \mathbf{D} = \bigcup_K \delta \mathbf{d}_K$ and $\Delta \mathbf{D} = \bigcup_K \Delta \mathbf{d}_K$, the tangent stiffness matrix $\mathbf{K} := \mathbf{A}_K [\mathbf{K}_K]$, the mass matrix $\mathbf{M} := \mathbf{A}_K [\mathbf{M}_K]$, the internal residual vector $\mathbf{R} := \mathbf{A}_K [\mathbf{r}_K]$, the inertia residual vector $\mathbf{R}^m := \mathbf{A}_K [\mathbf{r}_K^m]$, and the vector of external forces at the Neumann boundary $\mathbf{Q} := \mathbf{A}_K [\mathbf{q}_K]$. Together with the incorporation of Dirichlet boundary conditions the Newton-Raphson scheme yields the linearized system of equations $(\mathbf{K} + \mathbf{M}) \Delta \mathbf{D} = \mathbf{R} + \mathbf{R}^m - \mathbf{Q}$, which is solved repeatedly for the incremental displacements $\Delta \mathbf{D}$ within the Newton-Raphson iteration and updated as $\mathbf{D} \leftarrow \mathbf{D} + \Delta \mathbf{D}$ to compute the global vector of nodal displacements $\mathbf{D}$ which fulfills mechanical equilibrium. The original eigenerosion approach is based on the theory of brittle fracture, firstly published in Griffith [3]. Therein, the existence of a Griffith-type energy release rate $G := -\frac{\partial U(u)}{\partial |C|}$ is assumed. This rate relates the potential energy $U$ stored by imposing mechanical work depending on the displacement vector $\mathbf{u}$ to the area $|C|$ of the crack set $C$. Additionally, irreversibility of crack propagation and no healing of the material are considered. Hence, the monotonicity constraint $C(t) \subset C(t + \Delta t)$ results for the crack set $C(t)$ at time $t$ and the crack set $C(t + \Delta t)$ at a later time step $t + \Delta t$ assuming discrete time steps. In terms of FE discretizations, the crack set $C$ consists of elements that are assumed to be eroded, which enables them to undergo eigendeformations, for which no additional energy is required. It increases with the crack front velocity $v$ if the Griffith-type energy release rate $G$ reaches a
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Figure 1: (a) Mesh with eroded elements $C$ (dark grey), the Gauß points in their $\epsilon$-neighborhood $C_\epsilon$ (light grey) and additional crack area $(C \cup K)_\epsilon \setminus C_\epsilon$ (light blue) for element domain $K$. (b) Schematic illustration of the considered eigenerosion algorithm within a finite element framework.

critical material-dependent value $G_c$ and thus, the criterion $G - G_c \leq 0$ has to hold. If not, the crack rests so that the crack front velocity $v$ becomes zero. Combining these conditions yields the expression $(G - G_c) v = 0$ to hold. Together with the concept presented in Mielke and Ortiz [23], the energy dissipation functional $F = U(u) + G_c|C|$ is formulated. This functional has to be minimized at every time $t$ with respect to the crack set $C$ and the displacement field $u$.

In this naive form, the eigenerosion would lead to mesh-dependent results. Thus, in order to avoid this, the energy-dissipation functional is regularized by $F_\epsilon = U + G_c|C_\epsilon|/(2\epsilon)$. Herein, the $\epsilon$-neighborhood $C_\epsilon$ of the crack set $C$ within the influence radius $\epsilon > 0$ is considered instead of only the crack set $C$. Hence, the mesh independence of this algorithm can be recovered. Schmidt et al. [40] has proven that the regularized energy-dissipation functional $F_\epsilon$ $\Gamma$-converges to the unregularized energy-dissipation functional $F$ as $\epsilon \to 0$. Transferring this concept to element erosion in finite element simulations, the net energy gain of each element $K$

$$- \Delta F_K = - \Delta U_K - G_c \Delta A_K$$  \hspace{1cm} (3)

is evaluated for each element $K$ containing the effective crack area $\Delta A_K$ in each time step $t_n$ after solving the mechanical fields. Here, the difference in its potential energy $- \Delta U_K$ before and after erosion becomes the energy $U_K$ which is stored in the element $K$. If $- \Delta F_K$ becomes larger than zero, crack propagation occurs, otherwise the crack rests. The regularized crack area

$$\Delta A_K = \frac{|(C \cup K)_\epsilon \setminus C_\epsilon|}{2\epsilon}$$  \hspace{1cm} (4)

represents the volume of the $\epsilon$-neighborhood $|C \cup K|_\epsilon$ of the whole crack $C$ including the one of element $K$ without the one of the previous crack $C_\epsilon$, cf. figure [1], divided by the influence radius $\epsilon$. This represents the regularized crack area that would additionally occur if element $K$ was eroded. In our case, this term is evaluated based on the points of the Gauß point quadrature and their volumes that are also used for deriving the element residual and tangent stiffness. If the distance of any Gauß point to a Gauß point of element $K$ is lower than the influence radius $\epsilon$, it is assumed to be part of the $\epsilon$-neighborhood of element $K$ and it is saved
in a list. Gauß points lying in the \( \epsilon \)-neighborhood of eroded elements are removed from this list. For the evaluation of \( \Delta A_K \), the volumes of all Gauß points in the list of element \( K \) are summed up and normalized by dividing by \( 2\epsilon \). Furthermore, the difference in the potential energy \( -\Delta U_K \) is evaluated for each element \( K \) for the net energy gain \( \Delta F_K \). Assuming small strains and linear elasticity, it can be calculated in terms of the element stiffness matrix \( k_K \) and nodal degrees of freedom \( d_K \) of element \( K \) by \( 0.5 d_K^T k_K d_K \), as proposed in Pandolfi and Ortiz. However, here we focus on more general cases of nonlinear material formulations at finite strains including plasticity. Following [19], the total strain energy density \( \psi \) integrated over the element’s domain \( \Omega_K \) can be considered, i.e.

\[
- \Delta U_K = \int_{\Omega_K} \left( \psi + \int_t D^{\text{vis}} \, dt \right) \, dV \quad \text{with} \quad \psi = \psi^e(\varepsilon^e) + \psi^p(\alpha).
\]  

Herein, the elastic part of the strain energy density \( \psi^e \) depends on the elastic logarithmic strain tensor \( \varepsilon^e \) and the plastic part \( \psi^p \) depends on a variable \( \alpha \) associated with microstructure changes due to hardening. In [19] it has been shown that regions of localized plastic strains such as shear bands induce issues with mesh-dependence already before a crack evolves, and thus, a viscous part is additionally considered. The associated viscous dissipation \( \int_t D^{\text{vis}} \, dt \) is therefore added to the difference of the potential energy. This approach coincides with the extension of Irwin additionally considering the energy that dissipates in the crack tip due to plasticity since it is part of the imposed energy as well. The individual energetic terms \( \psi^e \), \( \psi^p \) and \( D^{\text{vis}} \) depend on the chosen material law which will be specified later.

The resulting eigenerosion algorithm is illustrated in figure 1b. Therein, the mechanical equilibrium equations are firstly solved for the displacements \( u \) in every time step while not assuming any crack propagation. Thus, this step represents a trial step. Afterwards, the net energy gain \( -\Delta F_K \) is evaluated. If the net energy gain of any element \( K \) becomes larger than zero, the element with the largest net energy gain is eroded, which means that its residual energy is evaluated for each element \( K \) for the net energy gain \( \Delta F_K \). Assuming small strains and linear elasticity, it can be calculated in terms of the element stiffness matrix \( k_K \) and nodal degrees of freedom \( d_K \) of element \( K \) by \( 0.5 d_K^T k_K d_K \), as proposed in Pandolfi and Ortiz. However, here we focus on more general cases of nonlinear material formulations at finite strains including plasticity. Following [19], the total strain energy density \( \psi \) integrated over the element’s domain \( \Omega_K \) can be considered, i.e.

\[
- \Delta U_K = \int_{\Omega_K} \left( \psi + \int_t D^{\text{vis}} \, dt \right) \, dV \quad \text{with} \quad \psi = \psi^e(\varepsilon^e) + \psi^p(\alpha).
\]  

2.2 Material Model for Ductile Fracture

For the simulation of ductile fracture, the finite \( J_2 \)-elasto-plasticity material model with exponential isotropic hardening as introduced in [44, 45, 46] is applied. The numerical implementation is given in Miehe et al. [21] and Klinkel [15] and its modification for the eigenerosion approach in Wingender and Balzani [19]. As demonstrated in the latter reference, the elasto-plastic material model leads to numerical localization of the plastic fields and therefore to mesh dependence of the framework of ductile fracture. To avoid this, viscous regularization is applied. Furthermore, the viscosity, here the Perzyna-type, cf. e.g., Perzyna [33], Junker et al. [12], leads to numerically more stable calculations especially if large plastic deformations occur, because its internal variables are derived explicitly. The material models considered in the numerical analyses presented later are briefly recapitulated in this section. Those are based on the multiplicative decomposition of the deformation gradient \( F = F^e \cdot F^p \) into an elastic part \( F^e \) and a plastic part \( F^p \) as e.g. shown in Kröner [16], Lee [17]. Based on this, the elastic Cauchy-Green tensor \( b^e = F^e \cdot F^{eT} = \sum_{i=1}^3 (\lambda_i^e)^2 n_i \otimes n_i \) allows the spectral
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decomposition into the eigenvalues resulting into the principal elastic stretches \( \lambda^e_i \) and their corresponding eigenvectors \( n_i \), in form of the principal stretch directions. Following this, the principal logarithmic elastic strains \( \epsilon^e_i = \log(\lambda^e_i) \) and their corresponding eigenvectors \( n_i \) are composed to the elastic strain tensor

\[
\varepsilon^e = \sum_{i=1}^{3} \epsilon^e_i n_i \otimes n_i
\]

enabling the additive split of the strain tensor \( \varepsilon = \varepsilon^e + \varepsilon^p \) into an elastic and plastic part \( \varepsilon^e \) and \( \varepsilon^p \), respectively. Based thereon, a quadratic elastic part of the strain energy density is considered as

\[
\psi^e = \frac{\kappa}{2} \text{tr}(\varepsilon^e)^2 + \mu \text{dev}(\varepsilon^e) : \text{dev}(\varepsilon^e)
\]

containing the compression modulus \( \kappa \), the shear modulus \( \mu \) and the deviator operation \( \text{dev}(\varepsilon) := \varepsilon - 1/3 \text{tr}(\varepsilon) I \) with the identity tensor \( I \). Furthermore, the convex plastic dissipation is assumed as the superposition of linear hardening controlled by its slope \( h^\text{lin} \) and exponential hardening with the degree of exponential hardening \( h^{\text{exp}} \), i.e.

\[
\psi^p = y_0 \alpha + (y_\infty - y_0) \left[ \alpha + \frac{\exp(-h^{\text{exp}} \alpha) - 1}{h^{\text{exp}}} \right] + \frac{1}{2} h^{\text{lin}} \alpha^2
\]

as used in Voce [48]. The parameter \( y_0 \) describes the initial yield stress and \( y_\infty \) the stress where the exponential hardening approaches almost purely linear hardening. By derivation of the two parts of the strain energy density function, the Kirchhoff stress tensor

\[
\tau = \frac{\partial \psi^e(\varepsilon^e)}{\partial \varepsilon^e} = \kappa \text{tr}(\varepsilon^e) I + 2 \mu \text{dev}(\varepsilon^e).\]

and the hardening function

\[
\beta = \frac{\partial \psi^p(\alpha)}{\partial \alpha} = y_0 + (y_\infty - y_0) [1 - \exp(-h^{\text{exp}} \alpha)] + h^{\text{lin}} \alpha.
\]

follow. The von Mises type flow condition \( \phi = \tau^{\text{VM}} - \beta \leq 0 \) is applied with the von Mises stress \( \tau^{\text{VM}} = \sqrt{3/2} ||\text{dev} \tau|| \) assuming plastic incompressibility, which is typical for metal plasticity. The equation \( \phi = 0 \) is solved for the plastic parameter \( \lambda^p \) describing the plastic evolution of the norm of plastic strains \( ||\dot{\varepsilon}^p|| = \lambda^p \) and with respect to the evolution of the equivalent plastic strains \( \dot{\alpha} = \sqrt{2/3} \lambda^p \) using a local Newton iteration. The plastic parameter is obtained by

\[
\lambda^p = \frac{1}{n} \langle \phi \rangle_+
\]

with the Macaulay bracket \( \langle (\bullet) \rangle = (\langle (\bullet) \rangle + (\langle (\bullet) \rangle)) / 2 \) and the viscosity \( n \). Note that for the description of crack propagation through brittle materials, simply the plastic part of the strain energy density as well as the viscous dissipation are set to zero and the elastic strains become the total strains.

3 Proposed Combined Algorithm

Here, the focus is on the analysis of heterogeneous structures given as voxel data. In principle, conforming, irregular finite element discretizations can be constructed to capture a smoothened interface morphology which has been previously generated from the voxel data. However, these discretizations are often difficult to construct for complex morphologies and
an automated meshing is quite difficult if at all possible, cf. Schneider et al. [41]. Furthermore, such discretizations usually require a large number of finite elements even for coarse representations. Additionally, ill-shaped elements might occur, which lead to inaccuracies in the evaluation of the volume integral in the elements and numerical instabilities. Therefore, in this paper we are interested in numerical schemes which do not require such complicated, conforming discretizations.

Crack propagation through heterogeneous structures which are given as voxel data can then be directly described using the eigenerosion approach by considering one finite element for each voxel. An example is demonstrated in figure 2a where a possible crack through a heterogeneous structure of $48 \times 48$ voxels/elements is depicted. Of course this straightforward approach is not efficient since a large number of finite elements is necessitated by the fact that for conforming discretizations the element faces need to coincide with the material interfaces. Thus, severe computational effort in terms of computing time and memory is required.

An alternative is to directly summarize voxels to larger elements. Considering this, simulations with a semi-regular, conforming mesh including hanging nodes reduce the computational costs in the assembling process but still lead to a high number of FE equations which have to be solved, especially due to many additional constraint equations which appear everywhere at the material interfaces.

A more efficient alternative is the Finite Cell Method (FCM) [32] which enables the consideration of material interfaces inside the elements by exchanging the finite element by a finite cell, where the integration is split into subcells. Thereby, a significantly reduced number of finite cells is achieved, especially if higher order polynomials are used for the approximation of the displacements. However, the naive application of eigenerosion in combination with the FCM leads to unsuitably large finite cells which are to be eroded, if the net energy gain is compared at the finite cell (not subcell) level. Figure 2b demonstrates the scenario for a possible crack through a heterogeneous structure discretized with $6 \times 6$ finite cells. As can be seen, especially close to the material interfaces where a high resolution would be required, the crack would only be captured with poor accuracy. Even if the erosion procedure was transformed such that individual subcells would be eroded instead of complete cells, the erosion of single subcells would in fact result in large deformations of the complete cell due to the loss of stiffness resulting from the eroded subcells. This would in turn lead to subsequent erosion of all subcells within the particular finite cell rendering the procedure inaccurate again.
Therefore, we propose to switch from finite subcells to finite elements of relatively low polynomial order wherever subcells would be eroded and then proceed with the regular (extended) eigenerosion approach. Thereby, an automatic adaptive mesh refinement is realized at the crack tip whenever the finite cells are decomposed into subcells. This will always be the case at the material interfaces, which reflects the necessity of an increased resolution of the crack at the material interfaces. We consider the subcells to be converted to finite elements which use the same integration order as the subcells and thus, all material history is already known at the according Gauss points, which avoids expensive projection computations. Conceptually, the numerical procedure in each time step is thus divided into the following steps:

1. Solve mechanical equilibrium equations using the Newton-Raphson scheme to obtain trial state
2. Compute net energy gain $-\Delta F_{\text{trial}}$ for every subcell in every finite cell
3. If $-\Delta F_{\text{trial}} > 0$ anywhere, identify the particular finite cell $K$ where the particular subcell $S$ with the largest value of $-\Delta F_{\text{trial}}$ appears
4. Switch all finite subcells contained in finite cell $K$ to finite elements and erode the element which has been transformed from subcell $S$
5. Repeat steps 1-4 until no finite cell contains a subcell where $-\Delta F_{\text{trial}} > 0$

Further details regarding the FCM, the switch from finite subcells to finite elements, and its algorithmic implementation are given in the following subsections.

### 3.1 Finite Cell Method

Since the FCM as introduced in [32] is major component of the proposed algorithm, it is briefly recapitulated in this section and its adaption to its use within the proposed algorithm is explained. In the FCM the finite elements are replaced by finite cells which allow the domain of interest with larger domains of simple shape, for instance regular hexahedrals, wherever there are material inhomogeneities within one finite cell. This permits meshing of the domain of interest with larger domains of simple shape, for instance regular hexahedrals, wherein material interfaces are allowed to appear, see figure 3 for an illustration. This leads to the extension of the tangent stiffness matrix of each finite cell $K$ in Voigt notation as

$$k_K^{fc} := \sum_{S=1}^{n_{sc}} k_S^{sc} = \sum_{S=1}^{n_{sc}} \int_{\Omega_{sc}^l} B^T C_S B \, dV_S = \sum_{S=1}^{n_{sc}} \sum_{l=1}^{l_{int}} (B^T C_S B)|_{\xi_l} \det J_{S,l}^{sc} w_{S,l} \det J^{fc}$$  \hspace{1cm} (12)

representing the summation of the partial stiffness matrices $k_S^{sc}$ of the subcell domains $\Omega_{sc}^l$. Herein, $C_S$ is the material tangent moduli matrix in Voigt notation of the material in subcell $S$. In order to perform volume integration analogously to the FE framework, the material response is evaluated at $l_{int}$ Gauss points $l$ of each subcell $S$ (also in form of hexahedrals) at the Gauss point with parametric coordinates $\xi_l$ in the isoparametric space with the Gauss weight $w_{S,l}$ by mapping the domain of the subcell to the domain of the finite cell with the Jacobian $J_{S,l}^{sc}$. The Jacobian $J^{fc}$ maps the finite cell to the isoparametric space. Analogously, the residual vector $r_K^{fc} := -\sum_{S=1}^{n_{sc}} \int_{\Omega_{sc}^l} B^T \tau \, dV_S$ in Voigt matrix notation is integrated. These residual vectors $r_K^{fc}$ and stiffness matrices $k_K^{fc}$ are assembled to the global residual vector $R := A \left[ r_K^{fc} \right]$ and the global stiffness matrix $K := A \left[ k_K^{fc} \right]$. Furthermore, the global mass matrix $M := A \left[ m_K^{fc} \right]$ and inertia residual vector $R^m := A \left[ r_K^{fc,m} \right]$ are derived by assembling
Figure 3: (a) Biphasic body $\mathcal{B}$ consisting of spherical inclusion (green) in cubic matrix (grey) given as voxel data, (b) structured, regular finite cell mesh and (c) one amplified finite cell consisting of multiple subcells with different material properties.

the mass matrices $m_f^c$ and residual vectors $r_{f,m}^c$. Using these matrices and vectors instead of the ones of the standard FE, the nodal displacements $D$ are derived by the Newton-Raphson scheme analogously to the FEM.

The computational advantage in the preprocessing step using voxel data is the simple generation of the regular hexahedral mesh in the domain of the scan and the decomposition of the finite cells into subcells. For this decomposition, multiple algorithms have been investigated in Fangye et al. [8]. In the FC calculation, an equation system of a reduced number of degrees of freedom has to be solved, even for a complex heterogeneous structure, because the total number of degrees of freedom only depends on the number of finite cells $n^f$ and not on the number of subcells $n^{ac}$. On the other hand, the assembling effort and required memory depend on the number of subcells $n^{ac}$. If hexahedral voxel data sets are considered, as they are usually obtained for microstructure measurements, the finite cell boundaries conform with the structural boundaries. Then this circumvents the problem of applying Dirichlet as well as Neumann boundary conditions onto non-conforming FCM discretizations as shown in Düster et al. [7], Schillinger et al. [39].

3.2 Switching Finite Elements to Subcells at the Crack Tip

Major component of the proposed algorithm is to switch all subcells of those finite cells, where erosion is detected, to finite elements and thus, to a separated approximation where also individual subcells can be eroded as elements. A schematic illustration of this process is given in figure 4 where the according crack through the exemplary heterogeneous structure from figure 2 is depicted. By insertion of new finite elements replacing the subcells, hanging nodes occur as introduced in Demkowicz et al. [15], Oden et al. [29], Rachowicz et al. [35]. These new nodes either hang at the side of a neighboring finite cell or at the side of a finite element which has previously been a subcell. The associated degrees of freedom $d^H$ at the position $X^H$ of hanging node $H$ are additionally incorporated into the global vector of nodal displacements $D$. However, their values will not automatically match with the ones obtained in the neighboring cell, where these new degrees of freedom are not part of the interpolation. In order to ensure continuity of the displacement field across the hanging node, the values of the nodal displacements $u^H$ in the neighboring element/cell at $X^H$ can be computed using the standard interpolation

$$u^H(X^H) = \sum_I N^I(X^H) d^I$$ (13)
Crack propagation through voxel-based, heterogeneous structures based on eigenerosion and finite cells

Figure 4: (a) Crack (yellow) through biphasic, heterogeneous structure with finite cell/element faces (black lines) and subcell faces (blue lines) before crack propagates into the next finite cell, (b) crack enters next finite cell, i.e., the subcells of this finite cell are switched to finite elements which are separately eroded, and (c) illustration of newly added hanging nodes (red circles) resulting from switching to finite elements. Note that in this simple example, linear shape functions are considered.

with the nodal displacements $\mathbf{d}_I$ in the neighboring element/cell. Then, the constraint condition

$$
\mathbf{d}^H - \mathbf{u}^H(\mathbf{X}^H) = \mathbf{d}^H - \sum_I N_I(\mathbf{X}^H) \mathbf{d}_I = \mathbf{0}
$$

has to be fulfilled to ensure continuity in the hanging nodes $H$. For the implementation into the FE framework, these constraints are included using the concept of Lagrange multipliers. To this end, the constraint terms $\Pi^H = \lambda^H \cdot (\mathbf{d}^H - \sum_I N_I(\mathbf{X}^H) \mathbf{d}_I)$ for every hanging node $H$ are added to the total potential energy $\Pi$. Herein, the Lagrange multipliers $\lambda^H$ can be interpreted as the interaction force vector between the hanging node and the corresponding point in the neighboring element. After deriving the weak form of equilibrium and consistent linearization with respect to the nodal displacements and Lagrange multipliers, the global linearized system of equations becomes

$$
\begin{bmatrix}
(K + M) & C^T \\
C & 0
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{D} \\
\Delta \lambda
\end{bmatrix}
= \begin{bmatrix}
\mathbf{R} + \mathbf{R}^m - \mathbf{Q} - C^T \lambda \\
-C \mathbf{D}
\end{bmatrix}
= \begin{bmatrix}
\bar{\mathbf{R}}_u \\
\bar{\mathbf{R}}_\lambda
\end{bmatrix}
$$

where the global vector of increments of the Lagrange multipliers is denoted by $\Delta \lambda$. The matrix $C$ contains the coefficients resulting from the constraint equations and is obtained by derivation of the constraint equations (14) with respect to the nodal displacements $\mathbf{d}$. It contains a row for each degree of freedom of each hanging node $H$ which consists of a “1” in the column of the corresponding degree of freedom of the hanging node $H$ in the original system of equations of the FE problem and the shape function $-N_I(\mathbf{X}^H)$ in the columns of the corresponding degrees of freedom of the constraining nodes $I$. All other values in the matrix $C$ are zero. Within the Newton iteration, the modified linearized system of equations $\bar{\mathbf{K}} \Delta \mathbf{D} = \bar{\mathbf{R}}$ is solved with regard to $\Delta \mathbf{D}$ and the degrees of freedom are updated by $\mathbf{D} \leftarrow \mathbf{D} + \Delta \mathbf{D}$, analogously to the standard FEM. Note that the extended global matrix of the new equation system $\bar{\mathbf{K}}$ is not positive definite anymore which restricts the choice of the linear equation solver. The Newton iteration is stopped if the stopping criterion

$$
e := |\bar{\mathbf{R}}_u| + c_{\text{norm}} |\bar{\mathbf{R}}_\lambda| < tol
$$

is fulfilled. Herein, the vector norms $|\cdot| = \sqrt{\cdot \cdot}$ of the upper part of the extended global residual vector $\bar{\mathbf{R}}_u := \mathbf{R} + \mathbf{R}^m - \mathbf{Q} - C^T \lambda$ and of the lower part $\bar{\mathbf{R}}_\lambda = -C \mathbf{D}$ are considered. The numerical weighting constant $c_{\text{norm}}$ has to be chosen in such a way, that the norms of
both parts of the residual lie in the same order of magnitude in the converged state in order to ensure that the Newton iteration is converged in both, the displacements $D$ as well as the Lagrange multipliers $\lambda$.

### 3.3 Algorithmic Implementation

The full eigenerosion algorithm with adaptive refinement is demonstrated in figure [2]. We discretize the time with $n_t$ time steps $\Delta t = t_{k+1} - t_k$ such that the time for the whole process is $t_{\text{end}} = n_t\Delta t$. In each time step, the algorithm is mainly decomposed into two major parts. In the first part, the equilibrium equations are solved. Therefore, the matrices and vectors $k_K^S$, $r_K^S$, $m_K^S$ and $r_K^{sc,m}$ of the finite cells are calculated as the sum of the corresponding matrices and vectors $k_S^{sc}$, $r_S^{sc}$, $m_S^{sc}$ and $r_S^{sc,m}$ of the subcells. Only the vector $q_K$ of the external forces is evaluated directly because it is independent of the subcells. Furthermore, the element stiffness matrix $k_K$, residual $r_K$, mass matrix $m_K$, residual of inertia $r^m$ and vector of external forces $q_K$ of each element $K$, which has been a subcell previously, is evaluated. Furthermore, the constraint equation matrix $C$ is computed and, based on these matrices, the global system of equations $K \Delta D = R$ is assembled and solved for the increment of displacements $\Delta D$. Then, the displacement vector $D \leftarrow D + \Delta D$ is updated. This procedure is repeated until the residual norm $e$ falls below the tolerance $tol$.

The second part of the algorithm in each time step deals with the eigenerosion. Therein, the net energy gain $-\Delta F_K$ and $-\Delta F_S$ is evaluated for each subcell $S$ and element $K$, respectively. If the net energy gain becomes larger than zero in at least one subcell or element, the one with the largest net energy gain is eroded. Additionally, elements/subcells whose net energy gain $-\Delta F_K/S$ is within a certain tolerance to the maximum $\max(-\Delta F_K/S)$ are also eroded to allow for simultaneous development of crack branches. If a subcell is eroded, the corresponding finite cell is split into multiple finite elements, each representing a former subcell. From now on, the former finite cell does not contribute global matrices and vectors anymore. Instead, the matrices and vectors of the new elements are taken into account. Note, that for the eroded element, now the lumped mass matrix is considered instead of the consistent one. The new elements are connected to new nodes. Their displacements are initially interpolated by using the shape functions and nodal displacements of the previous finite cell. Because some of those nodes are hanging nodes, their constraint equations are added to the matrix $C$. Thereby, the size of the global system of equations is increased by the number of degrees of freedom of the new nodes plus the number of additional constraint equations. Furthermore, the constraint equations of hanging nodes that are constrained by the eroded element are removed. Because the Gauss points of the elements are located at the same position as the Gauss points of the former subcells, the history variables remain the same. Furthermore, the list of Gauss points for the calculation of the incremental crack area $\Delta A_K$ is updated. Afterwards, mechanical equilibrium is iteratively solved using the Newton-Raphson scheme and all intact elements and subcells are checked for erosion again. This process is repeated until no erosion occurs anymore. Then the whole procedure is applied on the next time step $t_{k+1}$ until the final time step $t_{\text{end}}$ is reached.

For imposing an initial crack, the crack propagation procedure and transformation procedure is applied on the corresponding subcells before the simulation of the first time step starts. Another aspect, that additionally has to be considered in the proposed algorithm, is the choice of the length scale parameter $\epsilon$ which influences the crack propagation. The relation $\epsilon = c h$ with constant $c$ and characteristic element size $h$ as proposed in Pandolfi and Ortiz [30] leads to mesh converging results. Empirically, it has been found that this relation also holds for this approach by considering the maximum edge length of the subcells instead of the element size $h$. A validation is shown in the numerical examples.
1 Read input
2 Load lists of Gauss points in the neighborhood domain of each element
3 while time $t_k < t_{end}$ do
4    while $e > tol$ (FE/FCM not converged) do
5       for $K = 1$, (number of elements + number of finite cells) do
6          if $n^{sc} > 1$ then
7             for $S = 1$, $n^{sc}$ do
8                calculation of $k^{sc}_{S}$, $r^{sc}_{S}$, $m^{sc}_{S}$ and $r^{sc,m}_{S}$
9             end
10            calculation of $k^{fc}_{K} = \sum_{S=1}^{n^{fc}} k^{sc}_{S}$, $r^{fc}_{K} = \sum_{S=1}^{n^{fc}} r^{sc}_{S}$, $m^{fc}_{K} = \sum_{S=1}^{n^{fc}} m^{sc}_{S}$,
11                $r^{fc,m}_{K} = \sum_{S=1}^{n^{fc}} r^{sc,m}_{S}$ and $q^{fc}_{K}$
12          else
13             calculation of $k_{K}$, $r_{K}$, $q_{K}$, $m_{K}$, $r^{m}_{K}$
14          end
15       end
16      compute constraint equation matrix $C$ and assemble global system of equations $K \Delta D = R$
17      solve system of equations and update vector of solution variables $D \leftarrow D + \Delta D$
18    end
19    compute net energy gain $-\Delta F_{K}$ and $-\Delta F_{S}$ for every element $K$ and subcell $S$
20    if any $-\Delta F_{K} > 0$ or $-\Delta F_{S} > 0$ then
21       get element/subcell with max($-\Delta F_{K/S}$) and with $| -\Delta F_{K/S} - \max(-\Delta F_{K/S}) | < tol$
22       for elements to erode do
23          if $n^{sc} > 1$ then
24             transform finite cell into $n^{sc}$ finite elements
25             change hanging node constraint matrix $C$
26             change list of Gauss points
27             switch element property to eroded
28          end
29          go to 4 (solve for mechanical equilibrium)
30       else
31          $k \leftarrow k + 1$
32       end
33 end

Figure 5: Algorithm of the proposed strategy for the simulation of crack propagation.
3.4 Voxel-Based Discretization and Subcell Decomposition

Generally, the number of subcells should be as small as possible while keeping a similar accuracy to not unnecessarily increase computational effort. For the classical FCM, a low number of subcells is desirable in the classical FCM because the effort of volume integration within the finite cells as major part of the assembling process increases proportionally with the number of subcells. For strategy proposed here, where the FCM is combined with the eigenerosion, additional aspects have to be considered for the choice of the decomposition. Then, a small number of subcells is specifically desired because it will also increase the number of degrees of freedom in the boundary value problem whenever a crack propagates close to the material interfaces since the subcells will be transformed to finite elements. Therefore, the way how the cells are decomposed is quite important for the efficiency of the final strategy. Different decomposition schemes and their advantages and disadvantages for the FCM are proposed and discussed in Fangye et al. [8].

The classical method used for the decomposition is based on octree structures, where each cell is decomposed into 8 subcells of usually equal size. In order to simplify the notation for different decomposition techniques we use the abbreviation “T” in the name of the method, whenever octree structures are considered. Usually a threshold value is introduced to reasonably decide if the finite cell is split or not in order to neglect very small inhomogeneities. Then a finite cell is not split but completely assigned to the material properties of the dominant phase if a cell contains a volume fraction of the other phases falling below the given threshold value. This splitting procedure is continued on the subcell level until a prescribed amount of possible octree levels is reached or no cells are split anymore. As a drawback, a high number of subcells might be generated increasing computational effort. In order to arrive at a reduced number of subcells, individual neighboring subcells with equal properties can be merged to larger subcells. This approach will be abbreviated by “M” in the associated name of the specific method.

A further approach which enables the reduction of subcells to a minimum is referred to as optimal decomposition (abbreviated by “OD”), which has been introduced in [8]. This approach works as follows: one direction in the voxel data is chosen, in which neighboring voxels with the same material properties in this direction are combined to connected subcells. This step is now repeated in the second and third perpendicular direction of the voxel data set. This whole procedure is executed in all possible permutations of directions and the one with the lowest number of subcells is chosen. As numerically shown in [8], the mechanical response of FC calculations based on octree decompositions converge to the mechanical response of calculations using the optimal decomposition. Furthermore, this convergence is not monotonic in the octree-based computations which makes it difficult to estimate which level of octree structure is indeed sufficient. Hence, the optimal decomposition can be considered preferable in FCM simulations due its efficiency. However, as a potential drawback, the aspect ratio of dimensions of the individual subcells may become large, i.e. very thin subcells may be obtained. This may not be problematic for the classical FCM where large aspect ratios do not matter just for the purpose of integration. In the strategy proposed here, however, subcells are switched to finite elements in the crack and thus, large aspect ratios will become an issue as associated finite elements will degenerate. Therefore, a modified scheme will then be required.

In addition to these three decomposition techniques (T, M, OD), also combinations of two or more of these may lead to decompositions combining the advantages of the considered algorithms. For example, the combination “T[●]-OD” first decomposes the cells using the classical octree up to the specified level [●] and then the optimal decomposition is performed in the resulting subcells independently. Thereby, a low number of subcells can be obtained which still have a reasonable aspect ratio. As a specialized approach, the octree method may be applied
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Figure 6: Discretization of the binarized scan from figure 2 with possible crack path (yellow) consisting of \(48 \times 48\) voxels into \(6 \times 6\) finite cells considering (a) optimal decomposition OD, (b) two levels of octree with optimal decomposition on the lowest level \(T2-OD = T2-MT\), and (c) additional minimum split \(T2min1-MT\).

up to the level where each resulting subcell only consists of \(2 \times 2 \times 2\) voxels. Application of the optimal decomposition in these subcells will then correspond to a pure merge of the voxels, provided that voxels of equal phase are present. Therefore, we refer to this specific approach as “MT”. Note that each combined decomposition approach will be as accurate as possible as long as the optimal decomposition is performed as last step.

For the extended FCM combined with the eigenerosion approach, additional criteria for the voxel decomposition have to be considered due to the potential split of the finite cells into multiple finite elements. The hanging node constraints might lead to numerical instabilities as a consequence of difficult constraint equations resulting from certain geometric distributions. For instance, if a hanging node is connected to a point in a neighboring element where the displacements, in turn, are also interpolated based on hanging nodes themselves, then numerical instabilities occur. This happens if both touching faces between the two neighboring elements overlap each with at least one face of another element. Even more complex cases, in which cyclic dependencies occur, are possible. To avoid this case, the voxel data has to be decomposed in such a way that the two faces match completely or one of the two touching faces is a subset of the other one. If the second case occurs, only the hanging nodes of the smaller face are constrained by the nodes of the larger one. If a mesh fulfills this requirement everywhere, we refer to it as “consistent”. Another aspect of the discretization deals with the crack width. The subcells have to be arranged in such a way that the crack width may not become too large. Therefore, the subcell sizes may not be too large near the interfaces of materials and in areas where no material boundaries occur.

Exemplarily, different strategies for the decomposition are presented in figure 6. In figure 6a, a microstructure with \(48 \times 48\) voxels inheriting a potential crack path is considered which is discretized with \(6 \times 6\) finite cells. In figure 6b, the decomposition resulting from using optimal decomposition is presented. Here, the given voxel set is split into the least number of subcells. However, the microstructure is not incorporated properly in some parts near the crack due to the lengthy subcells, which may represent distorted finite elements when switching from subcells to elements. Furthermore, the mesh is “inconsistent” in terms of the above-mentioned mismatch regarding the hanging nodes, which leads to numerical problems. To circumvent these problems, the combination of octree with a merge on the lowest level (T-MT) is concluded favorable. This also decreases the aspect ratios of many elements as demonstrated in figure 6c. Note, that here the octree level has been chosen in such a way, that the merge is only applied in sets of \(2 \times 2\) voxels so that the mesh becomes consistent. Therefore, the choice of pixels per structural edge and number of finite subcells per edge enables the octree decomposition and the combination with the merge \(T - MT\) to be exact, because of the \(8 = 2^3\) voxels per subcell edge which can be accurately represented by a level 3 octree.
In the generated discretization, the crack near the material interfaces is resolved sufficiently. Nevertheless, the crack thickness becomes large far away from the material interfaces because some finite cells only consist of one single subcell due to the absence of a second material phase. Hence, a minimum octree split of the finite cells is considered to decrease the maximum size of the subcells leading to a voxel decomposition capable of representing the crack properly in every part of the structure, cf. figure 6c. However, this minimum split increases the computational effort in the assembling procedure of the global equation systems due to its increased number of subcells. Additionally, the global equations may be increased due to additional hanging nodes if subcells are transformed into finite elements. Because of that, the number of minimum splits is supposed to be chosen as small as possible in order to keep computational efficiency. This inefficiency can be reduced by an appropriate management in the software implementation if only those finite cells are minimally decomposed into subcells which contain newly developing cracks.

4 Numerical examples

In order to show the performance of the proposed approach, two different three-dimensional numerical examples are analyzed. The examples are designed in the context of simulations of crack propagation through metallic microstructures. More specifically, two metal matrix composites are considered which are commonly used as protective layers against abrasive wear in e.g., drilling or mining tools. These materials, however, undergo predominantly another wear mechanism, namely surface-spalling, which is mainly governed by the propagation of microscopic cracks. The analysis of the microscopic crack propagation is considered promising for the development of optimized materials ensuring higher protection properties and thus, longer lifespan and reduced costs. This is particularly important in the context of tunnel boring machines where an (unexpected) exchange of mining tools leads to a halt of the complete tunneling process representing significant costs and resources.

Since three-dimensional microstructure measurements are usually available as voxel data, the algorithm proposed in this paper is particularly beneficial. Whereas the first problem considers a more academic example of a simplified metal matrix composite microstructure serving as benchmark problem to enable a more generally meaningful analysis, the second problem addresses a real metal-matrix microstructure obtained from micro-CT.

4.1 Benchmark Problem

In order to proof the general feasibility of the proposed algorithm, a benchmark experiment on an artificial metal matrix composite microstructure as seen in figure 7 is investigated. Although more realistic, simplified microstructures could in principle be constructed by applying the concept of statistically similar representative volume elements as proposed in Scheunemann et al. [38], the microstructure here may already be considered sufficiently realistic for the purposes in this section. The microstructure has an edge length of 70 μm and consists of a spherical tungsten carbide inclusion with a diameter of 50 μm surrounded by a ductile nickel matrix. A brittle \( \eta \)-carbide layer with a thickness of 5 μm lies in-between these phases. For comparative purposes, crack propagation through this microstructure is simulated based on eigenerosion and the following different types of approaches:

(i) As a reference representing the rather classical approach, an unstructured mesh using quadratic 10-node tetrahedral elements is considered, where the element faces conform with the assumed spherical morphology of the inclusion.

(ii) As further reference, reflecting rather the voxel-based setting, a structured, regular FE mesh is analyzed, where every voxel is discretized with one 8-node hexahedral element.
(iii) As a more efficient, classical alternative, a semi-regular FE mesh is investigated, where 27-node hexahedral elements considering local mesh refinement at the material interfaces using hanging nodes are taken into account.

(iv) The results based on the proposed algorithm combining the eigenerosion and FCM is compared with the other calculations.

The latter three types are based on artificially generated voxel data consisting of $56 \times 56 \times 56$ voxels which represents a virtual measurement of the morphology of the spherical inclusion in terms of voxels. For the proposed approach (iv), various voxel decomposition schemes are applied, all based on the discretization using $7 \times 7 \times 7$ finite cells such that each finite cell contains $8 \times 8 \times 8$ voxels. The resulting subcell decompositions are used for approach type (iii) to define the locally refined finite element discretization. The decomposition schemes are chosen such that the material boundaries are represented accurately in order to avoid an inaccurate representation as source for potentially erroneous results. The properties of the resulting discretizations considering quadratic shape functions are shown in figure [8]. As expected, the discretizations generated with the decomposition methods OD, T2-OD-M and T3-M result in the least numbers of subcells, while containing subcells with the highest possible aspect ratio. This may cause numerical instabilities in the case when the proposed algorithm is used as soon as the subcells are transformed to finite elements at the crack tip, or in the case of using discretization type iii. Furthermore, these discretizations contain inconsistencies if the subcells are transformed into finite elements. These may lead to numerical problems if discretization types iii or iv are considered. Hence, these discretizations should not be considered. In contrast to that, the pure octree decompositions T3, T3min1 and T3min2 lead to a high number of subcells and thus, hanging nodes, but the element aspect ratio is kept 1. Thereby, the ratio of the maximum edge length over the whole microstructure problem per minimum edge length of all subcells remains low. Additionally, the equidistant octree decomposition always leads to consistent discretizations. The combination T2min1-MT enables a subcell decomposition with a small number of subcells and hanging node constraints on the one hand, while keeping the aspect ratios moderate on the other hand. Furthermore, this approach supplies a consistent mesh at every time in the simulation with the proposed algorithm. Therefore, this decomposition scheme is considered for the subsequent mechanical simulations.

For the numerical calculation of the benchmark problem, the material parameters of the
Figure 8: Comparison of different decomposition schemes based on the voxel data of the artificial microstructure shown in figure 7: (a) total number of subcells and number of hanging node constraints, and (b) maximum value of aspect ratios of the subcells’ edge lengths and ratio of maximum edge length (over all subcells) per minimum edge length (over all subcells). The transparency indicates that the corresponding discretization contains inconsistencies if the discretization type iii or iv are applied. If those discretizations are used, numerical problems may occur. T2min1-MT = T2min1-OD is chosen for the numerical calculations.

constituents as shown in table 1 are considered. These have been chosen in line with experimental findings on the single components. Displacements at the opposite surfaces in \( x \)-direction, as shown in figure 7a, are linearly increased over time with a velocity of \( \dot{u} = 350 \text{ mm/s} \) such that predefined strains measured through the change of outer dimensions of the specimen \( \bar{\varepsilon}_{xx} = \bar{u}_{xx}/l_{xx} \) are reached. To further analyze the choice of polynomial degree in the finite cells, in addition to the tri-quadratic shape functions used in T2min1-OD, also tri-linear shape functions are considered. To this end, the benchmark microstructure is additionally decomposed using \( 14 \times 14 \times 14 \) finite cells and approach T1-OD. Regarding discretization type ii, where all voxels are represented as single hexahedral finite elements, only elements with tri-linear shape functions are considered due to the high amount of degrees of freedom. Therefore, this calculation should not be misinterpreted as reference solution since the approximation quality is comparatively poor. For the eigenerosion regularization, the influence radius is chosen to \( \varepsilon = 0.5 h \) in all simulations. Note, that for the brittle components in the microstructure, the initial yield stress \( y_0 \) is set to a high value, which will not be reached...
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|                | $K$ [GPa] | $\mu$ [GPa] | $\gamma_0$ [GPa] | $\gamma_\infty$ [GPa] | $h_{\text{exp}}$ | $h_{\text{lin}}$ [GPa] | $G_c$ [N/mm$^2$] |
|----------------|----------|-------------|------------------|-----------------------|------------------|------------------------|-----------------|
| Tungsten carbide | 308.12   | 288.71      | $10^2$           | $10^{12}$             | 0                | 0                      | 0.0371          |
| $\eta$-carbide  | 394.38   | 228.72      | $10^2$           | $10^{12}$             | 0                | 0                      | 0.0065          |
| Nickel          | 225.6    | 75.19       | 260              | 580                   | 9                | 70                     | 1.730           |

Table 1: Material parameters of metal matrix composite microstructure of the benchmark experiment.

Figure 9: (a) Resultant reaction force $\bar{Q}_{xx}$ at the Dirichlet boundary versus imposed specimen strain and (b) number of equations within the linearized system of each Newton-Raphson step versus imposed specimen strain $\bar{\varepsilon}_{xx}$.

In the simulation, to prohibit plastic deformations.

For the analysis of the numerical results, the resultant reaction force $\bar{Q}_{xx}$ at the Dirichlet boundary versus imposed specimen strain $\bar{\varepsilon}_{xx}$ is shown in figure 9a. With increasing strain, the reaction force increases until the $\eta$-carbide layer cracks at the strain $\bar{\varepsilon}_{xx} = 0.2 \cdot 10^{-3}$ and thus, the reaction forces drop rapidly. Afterwards, the structural response increases again until the nickel matrix breaks into two parts so that the reaction force decreases to zero.

As expected, the results show a quite different response for the hexahedral FEM where each voxel is represented by one element, which is due to the lack in approximation accuracy of the tri-linear shape functions. In contrast to that, the proposed approach converges well with increasing number of finite cells to the hexahedral FE calculation using local refinement everywhere. Whereas the reaction force using $7 \times 7 \times 7$ finite cells still differs significantly from the hexahedral FE calculation with local mesh refinement in the region where the matrix breaks, it is almost identical when using $14 \times 14 \times 14$ finite cells. Hence, this benchmark experiment shows the mesh independency of the proposed approach.

In addition to these calculations, also the results of the conforming, unstructured tetrahedral FE calculation are depicted and show a quite different quantitative response in the reaction force. This is not surprising since the considered microstructure morphology is different. Whereas here the inclusion shape is almost perfectly spherical, the shape is non-smooth for the FC calculation where voxel data is directly considered. Note that this does not represent a shortcoming of the proposed approach, it rather illustrates a general challenge when simulating heterogeneous structures which are solely given as voxel data. By constructing a somewhat interpolated interface morphology serving as reference for the generation of the conforming, unstructured FE mesh, the resulting morphology may not necessarily correspond to the “real” one. In fact, the FCM itself corresponds to a somewhat interpolated interface morphology, however differently interpolated, such that it can not be said which kind of interpolation works better in general. Here, the interface morphology is known because a spherical
inclusion is considered and thus, no interpolation based on the voxel data is required. Therefore, the difference in the response of all voxel-based calculations compared to the conforming FE calculation just reflects the limitation of using voxel data of limited resolution. However, such limited resolutions are standard in real three-dimensional measurements of heterogeneous structures, e.g., based on micro-CT.

Aside from the quantitative response, also qualitatively the proposed approach corresponds quite well with all other calculations. This can be seen by comparing the crack paths as shown in figure 10. There, the eroded elements are depicted at \( \bar{\varepsilon}_{xx} = 0.5 \cdot 10^{-3} \) (after complete fracture of the \( \eta \)-carbide layer) and at \( \bar{\varepsilon}_{xx} = 2.0 \cdot 10^{-3} \) (after complete failure of the specimen) and show significant similarities, again reflecting the mesh independence. Furthermore, it is shown that one constant \( c \) for determining the influence radius \( \varepsilon \) suffices even for different element and discretization types.

The resulting equivalent plastic strain \( \alpha \) and the von Mises Kirchhoff stress \( \tau^{VM} \) resulting from the simulation using the proposed approach are shown in figure 11. Even if small specimen strains \( \bar{\varepsilon}_{xx} \) are applied, plastic deformations occur due to microscopic strains larger than the macroscopic ones caused by the morphological heterogeneity.

The main advantage of the proposed approach is its efficiency compared to the comparative calculations. This can be seen in the size of the resulting linearized system of equations to be solved in each Newton iteration, which is depicted in figure 9b. In the beginning of the deformation process, when no crack evolves and only finite cells and no elements including hanging nodes occur, the equation system is lower by a factor of 2.5 compared to the final state in which all finite cells at the material boundaries are transformed into single elements. In the regular hexahedral mesh 549,081 equations occur. If quadratic shape functions were considered, which would actually be needed for accuracy reasons, there would be 4,303,153 equations and thus an increase of factor 60.1. Furthermore, the number of elements for the assembling with 175,616 elements is larger by a factor of 7.5 compared to the 23,360 subcells/elements. Additionally, the number of eroded elements increases the computational effort because for every eroded element, the system of nonlinear equations associated with mechanical equilibrium has to be solved again as part of the eigenerosion algorithm. The final crack contains 4,046 elements using the proposed approach and 18,406 elements in the regular hexahedral mesh of the discretization type ii. Especially with respect to the number of 600 time steps, the large numbers of eroded elements strongly influence the number of solving steps and thus the computational effort. This again demonstrates the gain in efficiency of the proposed approach compared to the discretization type ii. Note that in this example the benefits of the extended FCM compared to the semi-regular hexahedral mesh with hanging nodes is even relatively small because almost all finite cells containing the \( \eta \)-carbide layer become part of the crack and all included subcells are thus transformed to finite elements. This will be much different and to the advantage of the proposed approach when considering more complex microstructures, where only a small fraction of finite cells become part of the cracks. Nevertheless, the benchmark experiment demonstrates the efficiency of the proposed approach compared to the alternative methods while being competitively accurate.

### 4.2 Microstructure Based on Micro-CT Scan

In order to demonstrate the capability of the proposed FCM/Eigenerosion approach to simulate real-world, heterogeneous structures, the real microstructure of Ferrotitanite is investigated here. This metal-matrix composite consists of brittle titanium carbide inclusions surrounded by a ductile Nikro128 matrix. The microstructure data is obtained from Micro-CT scanning and the considered data set consists of \( 32 \times 32 \times 32 \) voxels, cf. figure 12a. This specimen has a size of \( 64 \times 64 \times 64 \, \mu m^3 \) and it discretized with \( 8 \times 8 \times 8 \) finite cells applying the scheme T1min1-OD assuming tri-quadratic shape functions cf. figure 12b. Simulations
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\[
\varepsilon_{xx} = \frac{\bar{u}_{xx}}{l_{xx}} = 0.5 \cdot 10^{-3}
\]

\[
\varepsilon_{xx} = \frac{\bar{u}_{xx}}{l_{xx}} = 2.0 \cdot 10^{-3}
\]

Figure 10: Crack path through artificial metal matrix composite microstructures at a specimen strain of \( \varepsilon_{xx} = 0.5 \cdot 10^{-3} \) (left) and \( \varepsilon_{xx} = 2.0 \cdot 10^{-3} \) (right).
Figure 11: (a) Distribution of equivalent plastic strain $\alpha$ and (b) von Mises Kirchhoff stress $\tau_v^M$ over the specimen resulting from the simulation using the proposed approach at $\bar{\varepsilon}_{xx} = \bar{u}_{xx}/l_{xx} = 0.18\%$ considering $7 \times 7 \times 7$ finite cells; the crack path is shown in gold color. Here, the grey lines indicate either the faces of the active finite cells/subcells or finite elements in the case when the subcells are transformed to elements in the crack path.

Table 2: Considered material parameters of Ferrotitanite microstructure.

| Material       | $K$ [GPa] | $\mu$ [GPa] | $y_0$ [GPa] | $y_\infty$ [GPa] | $h^{\text{exp}}$ [–] | $h^{\text{lin}}$ [GPa] | $\eta$ [GPa s] | $G_c$ [N/mm] |
|----------------|-----------|-------------|-------------|------------------|------------------------|------------------------|----------------|--------------|
| Titanium carbide | 235.42    | 191.53      | $10^{14}$   | $10^{14}$        | 0                      | 0                      | 0              | 0.114        |
| NiBSi          | 167.84    | 77.47       | 1.3         | 1.5              | 300                    | 50                     | 1.0            | 0.022        |

assuming an unregularized elasto-plastic material behavior have proven difficult. For this structure large changes in the deformation fields due to the erosion of elements occur which led to a failing Newton-Raphson iteration. This is not surprising as in [49] it has been shown that simulations including eigenerosion and an unregularized elasto-plastic material law suffered from localized plastic zones. To avoid these issues, the elasto-viscoplastic material law given in section 2.2 is considered, where the evolution of the internal variables is delayed and thereby localization effects are decreased. The material parameters of the two constituents are presented in table 2. In case of the titanium carbide, estimated values were given by material science expert collaborators. In contrast to that, the parameters of the matrix material were fitted to experimental tensile tests in case of the ductile matrix. In both cases, the Griffith-type energy release rate $G_c$ has been fitted to tensile tests. Here, the geometry of the tensile tests is decreased in such a way, that its axial lengths is of 50 $\mu$m because the Griffith-type energy release rate $G_c$ scales with the geometry size. This procedure ensures that this parameter lies in the correct magnitude.

As boundary conditions, the displacements at two opposite faces of the specimen are prescribed into the $x$-directions normal to the faces as in the previously shown benchmark experiment. Additionally, at one side in $y$-direction and one side in $z$-direction, the displacements in normal directions are restricted, which corresponds to symmetry conditions in a uniaxial tension scenario. The velocity of the deformation is controlled by the given strain rate $\dot{\varepsilon}_{xx} = 0.01$/min defined on specimen level. An initially fractured zone at the edge of the specimen is imposed to control the position of the crack to go rather through the center of the specimen in order to avoid boundary effects. Simulations with two different initial cracks as shown in figure 13a are carried out. Due to the rather isotropically distributed inclusions, the considered metal-matrix composite behaves isotropically at the larger scale and thus, a
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Figure 12: (a) Binarized voxel data set of the considered metal-matrix composite (Ferrotitanite) containing $32 \times 32 \times 32$ voxels, each with the dimensions $2 \mu m \times 2 \mu m \times 2 \mu m$; the microstructure consists of brittle titanium carbide inclusions (green) and a ductile Nikro128 matrix (grey). (b) Discretization of microstructure with $8 \times 8 \times 8$ finite cells and the decomposition strategy T1min1-MT.

quite similar response is to be expected from the simulations with varying initial cracks. Figure 13b demonstrate that the resulting von Mises Kirchhoff stress $\tau_v^M$ in the first time step before cracking occurs gets higher at the tip of the initial cracks and in the titanium carbide inclusions compared to the ones in the ductile matrix. However, the crack propagates primarily through the ductile matrix cf. figure 13c because of its lower resistance against crack propagation. Hence, the crack path goes around the hard phase particles and propagates in all three dimensions until the structure is split into two parts, cf. figure 13d. Additionally, bifurcation of the crack path occurs. For both initial crack scenarios, qualitatively similar crack paths develop. To analyze the quantitative response, figure 14b depicts the resultant reaction force at the Dirichlet boundary versus specimen strain. At first, the reaction force increases almost linearly until crack propagation starts at $\bar{\varepsilon}_{xx} = 0.1 \%$. Then, the reaction force decreases in some time steps due to erosion of elements and increases in some time steps due to the increased macroscopic strains until only a small connection between both sides remains at $\bar{\varepsilon}_{xx} = 1 \%$ until it breaks at $\bar{\varepsilon}_{xx} = 2.2 \%$. As can be seen, also quantitatively the response of the two initial crack scenarios is quite similar reflecting the overall isotropy of the material.

For the assessment of the efficiency, figure 14b depicts the number of linearized equations to be solved within each Newton-Raphson step versus specimen strain. In the final state, the number of equations $n_{eq}$ is reduced by a factor of 3 for the proposed FCM/Eigenerosion strategy compared to the hexahedral FEM with hanging nodes. This is not surprising since in the final state, $1,271$ (initial crack scenario 1) and $1,294$ (initial crack scenario 2) subcells have been eroded, resulting in approximately $1/6$ of the total number of subcells ($6,920$). In the beginning of the crack propagation, where only a few subcells are switched, the factor in the reduction of linearized equations is even 12. Thus, by solely switching those subcells to finite elements where the crack propagates a significant efficiency gain is achieved. If each voxel was simulated as one single finite element, approximately $815,000$ linearized equations would occur which surpasses the one of the proposed strategy by a factor of 8 in the final state and 24 in the beginning. Additionally, the computational effort for the assembling would be highly increased because of the number of elements $32^3 = 32,768$ is high compared to the $6,920$ subcells of the enhanced FCM. Summarizing, this numerical example demonstrates
Figure 13: Simulated crack through metal-matrix microstructure at different specimen strains $\bar{\varepsilon}_{xx} = \bar{u}_{xx}/l_{xx}$ for initial crack (1) and (2); (a) shows the initial crack, (b) depicts the von Mises Kirchhoff stress, (c) and (d) show the microstructure and crack, respectively, for the fully fractured scenario.
the computational efficiency of the proposed FC/Eigenerosion strategy and its capability to simulate complex crack paths based on real voxel data.

5 Conclusion

The aim of this work was to develop a mesh-independent, robust and efficient framework for the simulation of ductile crack propagation through heterogeneous structures given as voxel data. Therefore, the basic formulation of the eigenerosion for ductile crack propagation at finite strains has been chosen as a basis. For an efficient simulation based on voxel data, the Finite Cell Method (FCM) has been incorporated additionally. In our combined approach, the mesh is refined at the crack tip by transforming the subcells into single finite elements. Thereby, although introducing an adaptive mesh-refinement in terms of the FE approximation, the integration scheme is kept and thus, additional projections of history variables are avoided. For the application of this framework, the decomposition of the finite cells representing the voxel data as efficiently as possible has been a crucial ingredient. In a numerical example of an artificial metal matrix composite, a microstructure consisting of a brittle sphere surrounded by a ductile matrix, it was shown that the octree decomposition with a merge on the lowest level led to the decomposition resulting in the most efficient simulation. Furthermore, this exemplary microstructure was discretized with varying approaches. In a virtual tensile test, a quite similar crack path occurred in all simulations. By comparing the resultant forces, more pronounced quantitative differences between the calculations have been observed, specifically in the ductile softening phase of the simulation. However, the results obtained from our proposed approach converged (with increasing numbers of finite cells) to the solution of a semi-regular hexahedral mesh using hanging nodes. In this latter discretization, all material interfaces were locally adaptively meshed such that each of these elements was in line with the subcells considered as part of the proposed approach. Therefore, the proposed approach turned out to be qualitatively and quantitatively as accurate as the semi-regular hexahedral discretization, which was not surprising. However, as major advantage, our approach only required the full locally refined semi-regular mesh where the crack takes place. In this example all material interphases, where the advantage of the FCM could be exploited, were eroded, and thus, the gain in computational costs could only be moderate. Therefore, a second numerical example has been analyzed where a part of a real metal matrix composite microstructure obtained from micro-CT was considered. In this example, the number of
equations in the linearized system within the Newton-Raphson scheme could be reduced by a factor of approximately 3, compared to the semi-regular hexahedral discretization. Comparing the calculations for two differently located initial cracks, a similar structural response and crack path was obtained reflecting the material’s macroscopic isotropy.
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