Mechanical Design and Gait Optimization of Hydraulic Hexapod Robot Based on Energy Conservation
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Abstract: Minimizing energy consumption is significant for the hydraulic walking robot to reduce its power unit weight and increase working hours. However, most robot leg designs are inefficient due to their bio-mimetic or mission-specific mechanical structure. This paper presents a structural optimization method of the hydraulic walking robot by optimizing its mechanical structure and gait parameters simultaneously. The mathematical model of the total power of the hydraulic hexapod robot (HHR) is established, which is derived based on a general template for designing the hydraulic walking robot. The archive-based micro genetic algorithm (AMGA) is used to optimize the highly nonlinear multi-constraint multi-objective optimizations. In the optimal solution, the energy consumption of the HHR has reduced more than 40% by comparison with the original mechanical structure and gait parameter. Design sensitivity analysis is carried out to determine the regulation of mechanical structure, and a virtual prototype is used to verify the effectiveness of the proposed methods.
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1. Introduction

Over the last decades, bionic legged robots have been developed to increase transportation adaption in mountainous areas, fieldwork, military activities, and other non-structural environments [1]. In hydraulics, advanced walking robots have been developed in succession, for example, Boston Dynamics’ Bigdog [2] and Atlas [3], IIT’s HyQ [4] and HyQ2Max [5], Shandong University’s SCalf-III [6], Delft University’s TU Delft [7], NTUA’s HexaTerra [8], and Ritsumeikan University’s TaeMu [9]. In addition to these advanced high-tech robots, the actuation of hydraulics has the significant advantage of high power-to-mass ratio, fast dynamic response, and large force output with no gears required compared with electric actuators [10]. However, the hydraulic walking robot is also less efficient [11], which limits its load-carrying capacity and working hours for field applications. Therefore, it is of great significance to reduce the energy consumption of hydraulic walking robots.

A variety of approaches have been proposed to reduce the energy consumption in terms of hydraulic driving system, mechanical structure, and motion planning algorithm. From the perspective of the hydraulic system, valve control systems [12] are mostly used in the hydraulic walking robot with the advantage of fast response and high precision control. Koivumäki et al. [13] proposed a separate meter-in separate meter-out (SMISMO) hydraulic control system, and the actuators’ energy consumption was reduced by 45% without noticeable motion control deterioration. Xue et al. [14] proposed a novel hydraulic system based on the two-stage pressure source, and the energy efficiency was increased by 41.5% compared to the single-stage hydraulic system. Du et al. [15] proposed a load-prediction based method to reduce valve throttling energy loss, in which the
supply pressure was varied to track the force required by any actuator branch. Experimental results showed that hydraulic power savings of up to 70% were achieved. Most of the improvements in hydraulic driving system are too complicated to apply, and more studies are focused on structural design and gait optimization. Zhao et al. [16] presented a structural optimization method to change the arrangement of the planar redundant actuator, and the energy consumption of the parallel hydraulic mechanism was reduced by 10%. Rezaazadeh et al. [17] presented a general theorem for designing a mechanism based on a template with biological relevance for a wide range of tasks. The design of the mechanical structure improved the walking energy efficiency by more than 50%. Ma et al. [18] reduced the hydraulic flow of the quadruped robot, and particle swarm optimization algorithm (PSO) was used to optimize the mechanical design parameters of the robot. Some scholars optimized the mechanism design from the aspect of hydraulic actuators [19,20], and the elastic load suspension mechanism was also used to improve energy efficiency [21,22]. In the study of energy consumption of hydraulic walking robots, the intelligent motion planning algorithm is determined to reduce energy consumption [23]. Yang et al. [24,25] established an energy model including the mechanical power and heat rate and optimized the quadruped robot foot trajectory from the aspects of step height, step length, standing height, gait cycle, and duty cycle. The total joint energy consumption in simulations and experiments dropped by 8.02% and 7.55%, respectively. Gao et al. [26] presented a method to minimize the energy consumption by 19.35% by providing an integrated strategy of motion planning subject to velocity and acceleration constraints. However, few of these studies reduce the total energy consumption of the hydraulic driving system of the legged robot, and the mechanical structure and motion trajectory are rarely optimized at the same time.

The optimization of the hydraulic legged robot has multiple parameters, objective functions, and restrictions. Therefore, the traditional optimization method may face the problem of extensive computation, slow convergence, and non-optimal solutions. Several optimization algorithms have been applied to facilitate the multi-objective constrained problem. Park et al. [27] conducted the kinematic parameter optimization of 2DOF (two degrees of freedom) redundantly actuated parallel mechanism via the Taguchi method. The quasi-optimized results were derived after the second stage of optimization, which promises robust optimization results even if the user’s working conditions change. Zhu et al. [28] applied the genetic algorithm (GA) with inverse kinematics and trajectory planning in a gait period to solve the optimization problem. The optimal parameters not only satisfied the requirement of the target workspace but also achieved the minimum energy consumption and lower joint torques. Ren et al. [29] used the archive-based micro genetic algorithm (AMGA) to optimize the leg structure of the linkage quadruped robot, which was particularly suitable for solving highly nonlinear multi-constraint multi-objective optimizations. Ha et al. [30] obtained the complicated relationship between design and motion parameters via sensitivity analysis, and the joint torque was reduced by 40% based on the implicit function theorem. Edgar et al. [31] proposed a non-parametric convex optimization program for the design of the nonlinear elastic element that minimized energy consumption and peak power for an arbitrary periodic reference trajectory. Satoru et al. [32] proposed a fast computation method based on the Casimir function and Hamiltonian function, and almost 50% of the computational cost for the optimization of high degree of freedom hydraulic arms and legs were cut. At present, the optimization methods for the legged robot are few, and more intelligent algorithms can be developed.

This work focuses on the mechanical design and gait optimization of a hydraulic hexapod robot to reduce energy consumption. It provides a structure procedure to maximize the energy efficiency and maintains bio-inspired factors for the control and versatility for a hydraulic walking robot. First, the mathematical model of the total power of the hydraulic hexapod robot (HHR) with a novel leg structure is established. The pressure and flow rate of the hydraulic driving system of the robot is derived based on a general template for designing the hydraulic walking robot. Then, the archive-based micro genetic algorithm (AMGA) is used to optimize the objective function with multiple structural variables. The energy consumption of the optimized result is compared with the original mechanical structure and gait parameter. Finally, design sensitivity analysis is carried out and a virtual prototype is used to verify the effectiveness of the proposed methods.
2. Modeling and Design Process

As shown in Figure 1, the HHR is designed according to the mammalian structure with a body and six legs. Hexapod robots can walk with different gaits to overcome various terrains and have a higher load-bearing capacity and stability than bipedal and quadrupedal robots [33]. The legs of HHRs adopt the same mechanism, which are designed as a 3DOF (degree of freedom) structure to meet the hexapod gaits requirements. The area of the middle leg cylinders is twice as much as the others. The driving hydraulic cylinders for the hip joint and knee joint are fixed on the thigh, and the root joint cylinder is set on the pelvis, as shown in Figure 1.

Figure 1. Hydraulic hexapod robot.

In this paper, an integrated modeling-optimizing robot design process is proposed where the modeling steps are combined with the optimal structural design process, as shown in Figure 2. The optimization stage formulates the problem based on the modeling stage, and the robot structure is regulated according to the optimal solution.

Figure 2. Robot modeling and design process.

The modeling stage starts with geometric modeling, which illustrates the leg structure of the HHR and the relationship between the cylinder and joint angle. The kinematic model is established to find the relation between the foot position and joint angles based on the Denavit–Hartenberg (D-
H) homogenous matrix representation. Inverse kinematics and Jacobian matrix of the single leg is derived. By statics modeling, the joint output force and walking stability margin are obtained. Foot trajectory planning is analyzed based on the HHR motion requirement, and the length and velocity of the cylinders are achieved with the geometric and kinematic model. Combined with the above results, the model of the hydraulic driving system is established to calculate the flow rate and pressure for each cylinder as well as the overall energy consumption for the HHR.

The optimization stage is a process that consists of optimization problem formulation, optimal design solutions, and design sensitivity analysis. In the optimization problem formulation step, flow rate, maximum pressure, and stability margin are defined as objective functions with appropriate constraints. In order to improve computing efficiency, the archive-based micro genetic algorithm (AMGA) is applied to find the optimal design solutions in the next step. Design sensitivity analysis is used to determine the changes needed to regulate the mechanical structure and gait parameter for installation and manufacture requirements. The virtual prototype is employed to prove the optimization result is reasonable and reliable.

Before modeling the robot, the following preconditions are made:
(a) The robot is walking on a flat surface with triangle gait, and the height change of the robot body’s center of mass (COM) is ignored.
(b) The payload of the HHR is far more than the leg mass, so gravity and inertial force of the leg components are ignored.
(c) When the HHR moves at a constant speed, the ground friction force can be ignored, and the contact force on the foot can be supposed as vertical upward.
(d) The pressure of the cylinder chamber is lower than the system pressure and greater than zero.

3. Robot Modeling

3.1. Geometric Modeling

Reasonable leg structure design is vital to the mobility of a legged robot. As shown in Figure 3, a novel leg structure is adopted in the HHR. The hip and knee cylinders are fixed on the thigh, and the installation points of the cylinder are on both sides of the joint connection line. In the structure, the space for installation is reduced and the arm of force for cylinders can be increased. \( L_1, L_2 \) are the length of the thigh and shank. \( \theta_0, \theta_1, \theta_2 \) are the angles of the root, hip, and root joint. \( a_0, a_1, a_2, b_0, b_1, b_2, c_0, c_1, c_2, c_3, c_4, c_5 \) are variables for the cylinders’ installation. \( c_0, c_1, c_2 \) and \( b_0, b_1, b_2 \) are the cylinders’ length and arm of force for root, hip, and knee joint.

![Figure 3](image-url)  
Figure 3. Geometric parameters of the leg structure: (a) hip and knee joint; (b) root joint.
According to Figure 3a, the length of the hydraulic cylinder and the arm of the force can be obtained according to the geometrical relationship, where
\[
\begin{align*}
    c_0 &= \sqrt{a_0^2 + b_0^2 + 2a_0h_0 \cos(\theta_0 - e_{01} - e_{02})} \\
    c_1 &= \sqrt{a_1^2 + b_1^2 + 2a_1h_1 \cos(\theta_1 + e_{11} + e_{12})} \\
    c_2 &= \sqrt{a_2^2 + b_2^2 + 2a_2h_2 \cos(\theta_2 - e_{21} - e_{22})}
\end{align*}
\] (1)

\[
\begin{align*}
    l_0 &= -\frac{a_0h_0 \sin(\theta_0 - e_{01} - e_{02})}{c_0} \\
    l_1 &= -\frac{a_1h_1 \sin(\theta_1 + e_{11} + e_{12})}{c_1} \\
    l_2 &= -\frac{a_2h_2 \sin(\theta_2 - e_{21} - e_{22})}{c_2}
\end{align*}
\] (2)

Combining Equations (1) and (2), the velocity of the cylinders of leg \(i (i = 1-6)\) can be obtained as
\[
\dot{c}_i = L_i \dot{\Theta}_i
\] (3)

\[
C_i = \begin{bmatrix} c_{i,0} & c_{i,1} & c_{i,2} \end{bmatrix}^T
\]

\[
L_i = \begin{bmatrix} l_{i,0} & 0 & 0 \\
0 & l_{i,1} & 0 \\
0 & 0 & l_{i,2} \end{bmatrix}
\]

\[
\dot{\Theta}_i = \begin{bmatrix} \dot{\theta}_{i,0} & \dot{\theta}_{i,1} & \dot{\theta}_{i,2} \end{bmatrix}^T
\]

3.2. Kinematic Modeling

The initial posture and the general posture are shown in Figure 4 and the D-H parameters are shown in Table 1.

**Figure 4.** Leg posture and coordinate frames: (a) initial posture; (b) general posture.
Table 1. Denavit–Hartenberg (D-H) parameters for the 3DOF (3 degrees of freedom) leg.

| Link | θi   | di | ai  | αi  |
|------|------|----|-----|-----|
| 0    | 90°  | 0  | 0   | 90° |
| 1    | θ0−90°| 0  | d   | −90°|
| 2    | θ1   | 0  | L1  | 0   |
| 3    | θ2+φ | 0  | L2  | 0   |

The transformation matrix from the foot coordinate system to the body one at a general configuration can be written as

$$g_{st}(\theta) = \begin{bmatrix} R(\theta) & P(\theta) \\ 0 & 1 \end{bmatrix}$$

(4)

$$R(\theta) = \begin{bmatrix} -\sin(\theta_1 + \theta_2 + \phi) & -\cos(\theta_1 + \theta_2 + \phi) & 0 \\ \cos(\theta_1 + \theta_2 + \phi)\sin\theta_0 & -\sin(\theta_1 + \theta_2 + \phi)\sin\theta_0 & \cos\theta_0 \\ -\cos(\theta_1 + \theta_2 + \phi)\cos\theta_0 & \sin(\theta_1 + \theta_2 + \phi)\cos\theta_0 & \sin\theta_0 \end{bmatrix}$$

(5)

$$P(\theta) = \begin{bmatrix} -L_1 \sin\theta_1 - L_2 \sin(\theta_1 + \theta_2 + \phi) \\ (d + L_1 \cos\theta_1 + L_2 \cos(\theta_1 + \theta_2 + \phi)) \sin\theta_0 \\ -(d + L_1 \sin\theta_1 + L_2 \sin(\theta_1 + \theta_2 + \phi)) \cos\theta_0 \end{bmatrix}$$

(6)

According to Equation (6), the joint angles can be obtained through inverse displacement analysis, and two solutions are obtained. Given the range of joint angles, the following solution is chosen.

$$\theta_0 = -\arctan\left(\frac{P_y}{P_z}\right)$$

(7)

$$\theta_1 = -\arctan\left(\frac{P_x}{L}\right) + \arccos\left(\frac{L_1^2 - L_2^2 + L^2 + P_x^2}{2L_1\sqrt{L^2 + P_x^2}}\right)$$

$$\theta_2 = -\arccos\left(\frac{L_1^2 + L_2^2 - L^2 + P_x^2}{2L_1L_2}\right) - \phi$$

where

$$L = \sqrt{P_y^2 + P_z^2} - d$$

(8)

The Jacobian matrix of the single leg model can also be calculated by Equation (6).

$$J(\theta) = \frac{\partial P(\theta)}{\partial \Theta} = \begin{bmatrix} \frac{\partial P_x}{\partial \theta_0} & \frac{\partial P_x}{\partial \theta_1} & \frac{\partial P_x}{\partial \theta_2} \\ \frac{\partial P_y}{\partial \theta_0} & \frac{\partial P_y}{\partial \theta_1} & \frac{\partial P_y}{\partial \theta_2} \\ \frac{\partial P_z}{\partial \theta_0} & \frac{\partial P_z}{\partial \theta_1} & \frac{\partial P_z}{\partial \theta_2} \end{bmatrix} = \begin{bmatrix} J_1 \\ J_2 \\ J_3 \end{bmatrix}$$

(9)
\[
J_1 = \begin{bmatrix}
0 \\
-L_4 \cos \theta_1 - L_2 \cos(\theta_1 + \theta_2 + \varphi) \\
-L_2 \cos(\theta_1 + \theta_2 + \varphi)
\end{bmatrix}^T \\
J_2 = \begin{bmatrix}
(d + L_1 \cos \theta_1 + L_2 \cos(\theta_1 + \theta_2 + \varphi)) \cos \theta_0 \\
-(d + L_1 \sin \theta_1 + L_2 \sin(\theta_1 + \theta_2 + \varphi)) \sin \theta_0 \\
-L_2 \sin(\theta_1 + \theta_2 + \varphi) \sin \theta_0
\end{bmatrix}^T \\
J_3 = \begin{bmatrix}
(d + L_1 \cos \theta_1 + L_2 \cos(\theta_1 + \theta_2 + \varphi)) \sin \theta_0 \\
L_2 \sin(\theta_1 + \theta_2 + \varphi) \cos \theta_0
\end{bmatrix}
\] (10)

3.3. Statics Modeling

The HHR structural diagram is illustrated in Figure 5. The HHR moves with triangle gait, and the supporting points on the ground are shown in Figure 6. The vertical projection of the center of mass (COM) should be inside the supporting triangle to ensure the motion stability. The distance from the projection point to the three sides of the supporting triangle is the stability margin of the robot motion. Considering that the robot may be subjected to lateral impact, the stability margin should be as large as possible.

![Figure 5. Structure diagram of the hydraulic hexapod robot (HHR).](image)

Taking the robot body’s center projection as the origin of coordinate and the forward direction as the x-axis, the coordinate of the robot body’s barycenter vertical projection is \(G(n,0)\) and the vertical projections of root joints are \(D_1(b,a), D_2(b,-a), D_3(-m,a), D_4(-m,-a), D_5(-b,a), \) and \(D_6(-b,-a)\). Leg (1,4,5) and leg (2,3,6) support the robot alternately, and its supporting force is symmetry in terms of the x-axis. Leg (1,4,5) is applied for calculation.

![Figure 6. Supporting point of the HHR.](image)
3.4. Foot Trajectory Planning Analysis

The straight motion with triangle gait is used to analyze the energy consumption of the HHR. The foot trajectory is designed with a supporting phase and a swing phase: (1) In the supporting phase, the foot contacts the ground and the robot moves at a constant speed; (2) In the swing phase, the foot gets off the ground and swings at a certain height. The swing phase of the foot trajectory is designed based on sextic spline interpolation, and the supporting phase is a straight line. The duty cycle is set to 0.5, and the time of both phases is \( T/2 \). When the two phases are switched, it is essential to ensure the continuity of position, velocity, and acceleration of the foot trajectory. The coefficient of the swing phase can be obtained according to the limiting conditions, as shown in Table 2. \( T \) is the time cycle of the foot trajectory, \( H_0 \) is the vertical height of the root joint, \( s_i \) is the offset of the foot trajectory of leg \( i \), and \( w \) is lifting height of the foot.

### Table 2. The limiting conditions of the swing phase (0–T/2).

| Items (Time)     | x Direction | z Direction |
|------------------|-------------|-------------|
| position (0)     | \(-S/2 + s_i\) | \(-H_0\)   |
| position (T/4)   | \(s_i\)     | \(-H_0 + w\) |
| position (T/2)   | \(S/2 + s_i\) | \(-H_0\)   |
| velocity (0)     | \(-2S/T\)   | 0           |
| velocity (T/2)   | \(-2S/T\)   | 0           |
| acceleration (0) | 0           | 0           |
| acceleration (T/2)| 0          | 0           |

According to the above limits, the foot trajectory can be written in equation, and its curve is shown in Figure 7.

- **swing phase** \((0 < t < T/2)\)

\[
P_{x,i}(t) = \left(a_6t^6 + a_5t^5 + a_4t^4 + a_3t^3 + a_2t^2 + a_1 + a_0\right)S + s_i
\]

\[
P_{z,i}(t) = \left(b_6t^6 + b_5t^5 + b_4t^4 + b_3t^3 + b_2t^2 + b_1t + b_0\right)w - H_0
\]

where
\[
\begin{bmatrix}
A_1 & A_2 & A_3 & A_4 & A_5 & A_6
\end{bmatrix} = \begin{bmatrix}
0 & \frac{384}{T^5} & -\frac{480}{T^4} & \frac{160}{T^3} & 0 & -\frac{2}{T} & -\frac{1}{2}
\end{bmatrix}
\]
\[
\begin{bmatrix}
B_1 & B_2 & B_3 & B_4 & B_5 & B_6
\end{bmatrix} = \begin{bmatrix}
\frac{8192}{T^6} & \frac{9216}{T^5} & \frac{3072}{T^4} & -\frac{256}{T^3} & 0 & 0 & 0
\end{bmatrix}
\]

- supporting phase \((T/2 < t < T)\)

\[
P_{x,j}(t) = \left(1 - \frac{t}{T}\right) S + s_j
\]
\[
P_{z,j}(t) = -H_0
\]

**Figure 7.** Foot trajectory curve.

According to different arrangement of the legs, the coordinate of the foot can be expressed as

\[
P_i = \begin{bmatrix}
P_{x,i} & 0 & P_{z,i}
\end{bmatrix}^T i = 1, 2
\]
\[
P_i = \begin{bmatrix}
-P_{x,i} & 0 & P_{z,i}
\end{bmatrix}^T i = 3, 4, 5, 6
\]

### 3.5. Modeling of Hydraulic Driving System

The HHR is driven by 18 hydraulic cylinders, and the model of a hydraulic driving system for each cylinder is shown in Figure 8. \(P_s\) is the pressure of the hydraulic power unit and \(P_t\) is the pressure of the oil tank. \(P_1\) and \(P_2\) are the pressure of the piston and rod chamber, respectively and \(k_v\) is the gain of the valve. The relationship between the flow rate \(Q_1, Q_2\) the pressure drop of the valve \(\Delta P\) and valve input \(u\) can be described by

\[
Q_1 = k_v u \sqrt{\Delta P_1}
\]
\[
Q_2 = k_v u \sqrt{\Delta P_2}
\]

where

\[
\Delta P_1 = \begin{cases}
    P_s - P_1 & u > 0 \\
    P_1 - P_t & u < 0
\end{cases}
\]
\[
\Delta P_2 = \begin{cases}
    P_s - P_2 & u > 0 \\
    P_2 - P_t & u < 0
\end{cases}
\]

Since the elastic modulus of hydraulic oil is large, and its leakage is few, the flow rate of two chambers can be estimated by the velocity of the piston

\[
Q_1 = A_1 \dot{c}
\]
\[
Q_2 = A_2 \dot{c}
\]
where $A_1$ and $A_2$ are the acting area of piston and rod chamber, respectively.

![Diagram of hydraulic driving system schematic](image)

**Figure 8.** Hydraulic driving system schematic diagram.

The output force of the hydraulic cylinder can be expressed as

$$ f = A_1 P_1 - A_2 P_2 $$

(21)

Then $P_1$ and $P_2$ can be derived from Equations (14), (18), (20), and (21):

$$ P_1 = \begin{cases} 
   \frac{A_2^3 P_s + A_1^2 A_2 P_t - A_1^2 f}{A_1^3 + A_2^3} & u > 0 \\
   \frac{A_2^2 A_2 P_s + A_1^3 P_t + A_1^2 f}{A_1^3 + A_2^3} & u < 0 
\end{cases} $$

(22)

$$ P_2 = \begin{cases} 
   \frac{A_1 A_2^2 P_s + A_1^3 P_t - A_2^2 f}{A_1^3 + A_2^3} & u > 0 \\
   \frac{A_1^3 P_s + A_1 A_2^2 P_t - A_2^2 f}{A_1^3 + A_2^3} & u < 0 
\end{cases} $$

The length cylinders can be obtained by Equation (1), and their velocity can also be calculated by Equations (2) and (3):

$$ \dot{C}_i = L_i \dot{\Theta}_i = L_i (J_i^t \dot{p}_i) $$

(23)

The flow rate of the joint $j$ of leg $i$ provided by the hydraulic power unit can be described as

$$ Q_{ij} = \begin{cases} 
   A_1 \dot{C}_{ij} & \dot{C}_{ij} > 0 \\
   -A_2 \dot{C}_{ij} & \dot{C}_{ij} < 0 
\end{cases} $$

(24)

Considering the contribution of all the joints of the robot, the total energy consumption of the hydraulic driving system can be given by

$$ Q = \sum_{i=1}^{6} \sum_{j=0}^{2} Q_{ij} $$

(25)

$$ P_w = P_s Q $$

(26)

**4. Parameter Optimization**

The goal of the optimization problem is to find best solution of the HHR structure and gait parameter under constraints of the geometric and force simultaneously. To ensure the symmetry of the leg structure, there should be a relationship as follows:
\[ a_1 = a_2 \]
\[ b_1 = b_2 \]
\[ e_{12} = e_{21} \]
\[ e_{22} - e_{11} = \theta_{1\text{max}} + \theta_{2\text{min}} \]

The gait of the robot is symmetry, so it should be satisfied that
\[ s_1 = s_2 \]
\[ s_3 = s_4 \]
\[ s_5 = s_6 \]

Thus, the vector of design variables is \( x = (L_1, L_2, m, S, \varphi, a_1, b_1, e_{12}, e_{21}, s_1, s_2, s_3) \).

4.1. Objective Functions

For the HHR multi-objective optimization problem, it can be explained by three objectives as follows:

1. Flow rate

According to Equations (25) and (26), the flow quantity of the hydraulic system directly affects the energy of the robot. The minimization of the flow quantity is also significant to reduce the mass of the hydraulic driving system. The quantity of flow is closely related to the robot velocity, so the velocity is set to be constant \( v = 0.5 \text{ m/s} \). The first objective function can be written as follows:

\[ f_1(x) = \bar{Q} = \frac{1}{T} \int_0^T Q dt \]  

where \( \bar{Q} \) is the average flow rate of hydraulic driving system; the period of foot trajectory \( T \) is set according to the step length:

\[ T = \frac{2S}{v} \]

2. Maximum pressure

The maximum pressure is the secondary optimization objective. When the robot needs to work in a more complex environment, the system pressure can be adjusted to increase the robot output force. The smaller the maximum pressure, the greater load the robot can increase. \( P_{\text{max}} \) is the maximum pressure of all hydraulic cylinders containing a piston and rod chamber.

\[ f_2(x) = P_{\text{max}} = \max \left( P_{i,1}, P_{i,2} \right) \]

3. Minimum stability margin

The third objective function is the stability margin during robot movement, which is designed to increase the motion ability of the robot’s mechanical design. \( d_i \) is the stability margin of leg \( i (i = 1-6) \).

\[ f_3(x) = d_{\text{min}} = \min(d_i) \]

To simplify the optimization process, an overall function is adopted by multiplying the three objective functions in exponent. The absolute value of the exponent is the impact factor of the objectives, which means the significance of the objective function. When the impact factor is positive, the goal is to make the objective function as small as possible, and vice versa. The flow quantity directly affects the energy consumption, as the pressure of hydraulic system is set to be 16 MPa. The mass of a hydraulic system is also affected by its flow rate, so \( \lambda_1 \) is set as the biggest to determine the leg structure and to reduce the mass of hydraulic system. The maximum pressure \( P_{\text{max}} \) and stability
margin are the secondary and third optimization objectives, which are set to increase the motion diversity of the robot’s mechanical design. When the $P_{max}$ is smaller than the system pressure, the hydraulic robot can do more difficult movements. The maximization of stability margin can effectively increase the stability under external impact. According to importance, $\lambda_2$ is set at the middle, and $\lambda_3$ is set as the smallest. The values of lambda are adjusted by experience that the latter value is half of the previous value for better optimal results. Therefore, the impact factors of the objectives are set as $\lambda_1 = 1$, $\lambda_2 = 0.5$, $\lambda_3 = -0.25$. The overall optimization objective function can be obtained as

$$F(x) = f_1(x)\lambda_1 + f_2(x)\lambda_2 + f_3(x)\lambda_3$$

(33)

4.2. Constraints

From the geometry of the leg structure, limitation of the hydraulic system, and motion stability, a number of non-linear constraints can be derived:

1. The distance between the trajectory of the front foot and middle foot should be larger than the allowance, as well as the distance between the trajectory of the middle and hind foot.

$$b + m + s_1 - s_4 > S + e_1$$
$$b - m + s_4 - s_1 > S + e_1$$

(34)

2. The foot trajectory should be in the foot workspace. $L_{max}$ and $L_{min}$ are the maximum and minimum length from the hip joint to the foot of all the legs. $\theta_{1min}$, $\theta_{1max}$, $\theta_{2min}$, $\theta_{2max}$ are the set angular range for the hip and knee joints.

$$L_{max} < L_1 + L_2$$
$$L_{min} > \max (L_1 - L_2, 0)$$
$$\theta_1 \in [\theta_{1min}, \theta_{1max}]$$
$$\theta_2 \in [\theta_{2min}, \theta_{2max}]$$

(35)

3. When the HHR walks, the stability margin should be greater than zero.

$$d_{min} > 0$$

(36)

4. The pressure of the cylinder chamber should be less than the system pressure and greater than zero.

$$P_{max} < P_s$$
$$P_{min} > 0$$

(37)

5. The offset of the cylinder should be greater than the allowance.

$$c_{min} > c_{max} - c_{min} + \varepsilon$$

(38)

6. The two hydraulic cylinders on the thigh should not interfere with each other. As shown in Figure 3, the distance between the installation point and the other cylinder should be greater than the allowance. $d_{X_1,X_2}^X$ is the distance from $X_1$ to the straight line $X_1X_2$ and $d_{X_1,X_4}^X$ is the distance from $X_2$ to the straight line $X_3X_4$. 
\[
\begin{align*}
(d_{x',y'})_{\max} &< -\varepsilon_3 \\
(d_{x',y'})_{\min} &> \varepsilon_3
\end{align*}
\] (39)

7. To ensure the robot’s motion ability, the leg length should be designed to allow the root joint to move 30 degrees sideways without changing its height.

\[
d + L_1 + L_2 > \frac{H_0}{\cos(30^\circ)}
\] (40)

8. The arm of force of the hydraulic cylinder affects the control precision, so it should be greater than the allowance.

\[
l_{\min} = \min \left\{ \| l_{ij} \| \right\} > \varepsilon_4
\] (41)

9. The geometric bounds of the design variables.

\[
x \in \left[ x_{\min}, x_{\max} \right]
\] (42)

\[
x_{\min} = \begin{bmatrix} 400 & 400 & 0 & 200 & 10^\circ & 280 & 50 & -15^\circ & -10^\circ & -200 & -200 & -200 \end{bmatrix}
\]

\[
x_{\max} = \begin{bmatrix} 450 & 450 & 200 & 350 & 40^\circ & 340 & 80 & 15^\circ & -20^\circ & 200 & 200 & 200 \end{bmatrix}
\]

10. The restriction and invariant parameters are assumed to be as \( a = 280 \text{ mm}, b = 500 \text{ mm}, d = 100 \text{ mm}, a_0 = 281 \text{ mm}, b_0 = 67 \text{ mm}, \phi_0 = 78^\circ, \gamma = 52^\circ, \rho = 0, H_0 = 800 \text{ mm}, w = 10 \text{ mm}, P_s = 16 \text{ MPa}, A_1 = 491 \text{ mm}^2, A_2 = 290 \text{ mm}^2, \varepsilon_1 = 50 \text{ mm}, \varepsilon_2 = 160 \text{ mm}, \varepsilon_3 = 45 \text{ mm}, \text{ and } \varepsilon_4 = 40 \text{ mm}.

4.3. Optimization Result

The genetic algorithm (GA) is an artificial intelligence optimization algorithm for simulating the genetic and evolutionary processes in nature, which owns the characteristics of simplicity and robustness. However, the optimization of the hydraulic legged robot is a highly nonlinear multi-constraint multi-objective problem; the traditional GA cannot form an effective convergence procedure in the HHR optimization process. Archive-based micro genetic algorithm (AMGA) is particularly suitable for solving highly non-linear multi-constraint multi-objective optimizations [34]. The optimizing process of AMGA is shown in Figure 9. The optimization bound for each iteration is set based on the archive of the last iteration, and the parent population is created from the bound. The archive is updated using the optimal solution of each genetic algorithm iteration, which is obtained by selection, crossover, mutation, and sorting. The bound iteration will terminate when the archive does not change. The detail of the mathematical formulation for evaluating the fitness of the off-spring population is given in Appendix A.

The bound for each iteration is set as

\[
x \in \left[ x_a - \Delta x, x_a + \Delta x \right]
\]

\[
\Delta x = \frac{x_{\max} - x_{\min}}{10}
\] (43)

where \( x_a \) is the archive of last iteration, MAXGEN is the generation number, DIFFGEN is the difference value between the archive of two iterations, and \( N_{\max} \) is the set generation number.
Figure 9. Flow chart of the archive-based micro genetic algorithm (AMGA) progress.

Figure 10 shows the obtained fitness resulting from the GA and AMGA optimization procedures, which have identical parameter settings, as shown in Table 3. The AMGA generation number for each iteration is 20, and its iteration number is 10. From the fitness curve, we can know that: the traditional GA has a faster convergence rate at the beginning, but the optimization efficiency decreases due to the restrictions of multiple constraints; the AMGA had a limited optimization range for each iteration, but it is more efficient when it gets close to the optimal value.

Figure 10. Evolution of fitness using genetic algorithm (GA) and AMGA.

| Optimization Parameter Settings | Value  |
|---------------------------------|--------|
| Population size                 | 100    |
| Crossover rate                  | 0.6    |
| Mutation rate                   | 0.1    |
| Each iterative generation number for AMGA | 20     |
| Total generation number         | 200    |
The energy consumption of HHR optimization with AMGA is shown in Figure 11. The power of the HHR decreases from 9.32 kW to 5.16 kW. The optimization result is shown in Table 4 and Table 5, which is adjusted after design sensitivity analysis. It can be seen from the specifications that the design of the AMGA value has better performance than the GA. Comparing the initial design with the optimized design of the AMGA value, the power is decreased by 44.6%, with other HHR specifications almost unchanged. It can be seen that the optimized mechanical structure and gait have a great improvement in energy saving, and the correctness of the theoretical calculation is verified in the simulation section.

![Figure 11. Evolution of HHR energy consumption with AMGA.](image)

Table 4. Optimization results.

| Design Variables | Initial Value | GA Value | AMGA Value |
|------------------|---------------|----------|------------|
| \( L_1 \) (mm)   | 400           | 415      | 420        |
| \( L_2 \) (mm)   | 400           | 408      | 448        |
| \( m \) (mm)     | 0             | 0        | 0          |
| \( S \) (mm)     | 200           | 306      | 318        |
| \( \varphi \) (rad) | 0.3491     | 0.4265   | 0.4096     |
| \( a_1 \) (mm)   | 300           | 322      | 311        |
| \( a_2 \) (mm)   | 300           | 322      | 311        |
| \( b_1 \) (mm)   | 80            | 61       | 60         |
| \( b_2 \) (mm)   | 80            | 61       | 60         |
| \( e_{11} \) (rad) | 1.3963    | 1.5707   | 1.5707     |
| \( e_{12} \) (rad) | −0.2618   | −0.2269  | −0.2269    |
| \( e_{21} \) (rad) | −0.2618   | −0.2269  | −0.2269    |
| \( e_{22} \) (rad) | 0.1745    | 0.3491   | 0.3491     |
| \( s_1/s_2 \) (mm) | 0         | 106      | 120        |
| \( s_3/s_4 \) (mm) | 0         | −8       | 18         |
| \( s_5/s_6 \) (mm) | 0         | −197     | −203       |

Table 5. Specifications of different designs.

| Specifications          | Initial Value | GA Value | AMGA Value |
|-------------------------|---------------|----------|------------|
| Flow rate (L/min)       | 34.94         | 22.08    | 19.34      |
| Maximin pressure (MPa)  | 14.9          | 14.6     | 15.6       |
| Stability margin (mm)   | 115           | 102      | 113        |
| Fitness                 | \(2.30 \times 10^5\) | \(1.50 \times 10^5\) | \(1.32 \times 10^5\) |
| Power (kW)              | 9.32          | 5.89     | 5.16       |

4.4. Design Sensitivity Analysis

The design sensitivity analysis provides the derivatives of certain output variables with respect to specified design parameters, which determine the most influential variables on the objective
function. The mechanical structure and the gait parameter can be adjusted with the installation and manufacture requirements according to the influence of variables.

It can be obtained as

$$Z_i = \frac{\partial F(x)}{\partial (x_i)}$$  \hspace{1cm} (44)

The magnitude of the sensitivity coefficients indicates the relative importance of that variable on the variation of the objective function. Figure 12 shows the values of the sensitivity coefficients of the objective functions $f_1(x)$, $f_2(x)$, $f_3(x)$, and $F(x)$ on the optimal solution point. Combined with Equations (27) and (28), it shows that the objective function $F(x)$ is most sensitive to the variation of design variables $b_1$ and $b_2$ which influence the arm of force of the actuators, and are limited by the constraints of pressure (Equation (37)), installation position (Equation (39)), and control accuracy (Equation (41)). The value of variables $b_1$ and $b_2$ cannot be decreased. The step length $S$ is the second most important variable and has influence in all objective functions. As the step length increases and the forward speed remains unchanged, the energy consumption of the HHR decreases, the maximum pressure increases, and the stability margin decreases. In the rest variables, $L_1$ and $L_2$ affect the flow rate and maximum pressure of the hydraulic system; $m$ and $s_i$ ($i = 1–6$) affect the maximum pressure and motion stability, respectively. Variables $a_1$, $a_2$, $e_1$, $e_2$, $e_3$, $e_4$, $e_5$, and $\varphi$ have less influence, which can be used for mechanical structure adjustment.

![Figure 12. Design sensitivity for objective function: (a) the overall objective function; (b) flow rate; (c) maximum pressure; (d) stability margin.](image)

### 5. Simulation and Result Discussion

The HHR performance is tested via the co-simulation of MATLAB/Simulink and ADAMS, which simulate the hydraulic system and robot motion separately, as shown in Figure 13. The mechanical model is established based on the optimization results of AMGA in Table 5, as shown in Figure 14.
The servo valve model is approximated by following second-order linear differential equations.

\[
\ddot{x}_{i,j} + 2\omega_n\dot{x}_{i,j} + \omega_n^2 x_{i,j} = \omega_n^2 u_{i,j}
\] (45)

The quantity of flow through the servo valve is established. \(Q_{i,j,1}^*\) and \(Q_{i,j,2}^*\) are the flow rate of the piston chamber and rod chamber. \(P_{i,j,1}^*\) and \(P_{i,j,2}^*\) are the pressure of the piston chamber and rod chamber. \(f_{i,j}^*\) is the output force of the cylinder. \(c_{i,j}^*\) is the length of the cylinder.

\[
Q_{i,j,1}^* = k_q x_{i,j}^* \sqrt{\Delta P_1^*}
\]
\[
Q_{i,j,2}^* = k_q x_{i,j}^* \sqrt{\Delta P_2^*}
\] (46)

where

\[
\Delta P_1^* = \begin{cases} P_i - P_{i,j,1}^* & u > 0 \\ P_{i,j,1}^* - P_i & u < 0 \end{cases}
\]
\[
\Delta P_2^* = \begin{cases} P_{i,j,2}^* - P_i & u > 0 \\ P_i - P_{i,j,2}^* & u < 0 \end{cases}
\]

The output force of the cylinders transferred to the ADAMS model is

\[
f_{i,j}^* = A_1 P_{i,j,1}^* - A_2 P_{i,j,2}^* - B c_{i,j}^* - F_f \text{sign}(c_{i,j}^*)
\] (49)

The servo valves are controlled by PID (Proportion-Integral-Derivative) controller with the parameter set as \(k_p = 40\), \(k_d = 100\), and \(k_i = 0.3\), as shown in Equation (50).

\[
u_{i,j} = k_p (c_{i,j} - \dot{c}_{i,j}) + k_d (\dot{c}_{i,j} - \ddot{c}_{i,j}) + k_i \int (c_{i,j} - \dot{c}_{i,j}) dt
\] (50)
The simulation parameters of the HHR in MATLAB/Simulink and ADAMS are shown in Table 6 and Table 7.

**Table 6.** The simulation parameters of hydraulic system in MATLAB/Simulink.

| Symbol  | Definitions                              | Value       |
|---------|------------------------------------------|-------------|
| $\beta_e$ | Effective bulk modulus                   | $8 \times 10^8$ |
| $k_q$   | Servo valve gain                         | $2.14 \times 10^{-7}$ |
| $P_s$   | Pressure of hydraulic driving system     | 16 MPa      |
| $P_t$   | Pressure of oil tank                     | 0.1 MPa     |
| $V_{pl}$ | Volume of the pipeline                   | $1 \times 10^{-4}$ |
| $C_{ip}$ | Internal leakage coefficient             | $2.50 \times 10^{-13}$ |
| $C_{ep}$ | External leakage coefficient             | 0           |
| $B$     | Load damping                             | 8.61 kg     |
| $F_f$   | Friction force                           | 50 N        |
| $\omega_n$ | Natural frequency of servo valve   | 628 rad/s   |
| $\xi_n$ | Damping ratio of servo valve             | 0.71        |

**Table 7.** The simulation parameters of robot in ADAMS.

| Characteristic | Value |
|---------------|-------|
| Body mass     | 250 kg |
| Inertia around roll axis | 3.83 kg m$^2$ |
| Inertia around pitch axis | 15.01 kg m$^2$ |
| Inertia around yaw axis | 13.21 kg m$^2$ |
| Thigh mass    | 8.61 kg |
| Shank mass    | 3.37 kg |
| Step period   | 0.0005 s |

From Figures 15 and 16, it can be seen that the cylinder displacement has good control performance in tracking the planning curve, and the HHR proceeds at the expected speed $v = 0.5$ m/s. Figure 17 shows the simulation curves and theoretical calculation curve for the chamber pressure for the hip hydraulic cylinder of leg 1. The two curves almost coincide with each other except the vibration of the impact stage. The impact was caused by the foot-terrain interaction and errors in the mechanisms and control. The HHR flow rate curve is shown in Figure 18, with its average as 19.47 L/min, and the relative error with theoretical calculation as 0.7%. By multiplying the average flow rate and system pressure $P_s$, the required power is 5.19 kW. The simulation results agreed well with the theoretical results, and proved that the objective optimization is reasonable and reliable.

![Figure 15](image-url) **Figure 15.** Tracking error of the leg 1 joints.
6. Conclusions

This paper presents the mechanical design and gait optimization of the hydraulic hexapod robot based on energy conservation. It aims to address the problem of building up a framework for the modeling of the hydraulic walking robot and provides an effective design process based on the proposed framework. A two-stage process was adopted for modeling and optimizing the structural and gait parameters of the HHR. In the modeling stage, a step-by-step study is introduced to build geometric, kinematic, static, foot trajectory, and hydraulic driving system models. By establishing the above model, it is possible to predict the walking state and energy consumption of the robot. The
optimization stage shows the procedure to formalize and to solve a highly nonlinear multi-constraint multi-objective optimization. In order to optimize the mechanical structure and gait parameters simultaneously, the objective function contains three parts: flow rate, maximum pressure, and stability margin. Due to the complexity of the problem, the archive-based micro genetic algorithm (AMGA) is applied to find the optimal solution. The AMGA had a limited optimization range for each iteration but is more efficient when it gets close to the optimal value. In the optimal solution, the energy consumption of the HHR reduced 44.6% in comparison with the original mechanical structure and foot trajectory. The virtual prototype based on co-simulation of MATLAB and ADAMS is employed to prove the theoretical result is reasonable and reliable.

Further works in this design process will focus on improving the motion ability of the robot. More operation conditions can be considered and optimized in the gait calculation section, such as turning gait, uphill gait, stair gait, and motion on uneven ground.

Author Contributions: Conceptualization, S.Z., B.J., and Y.C.; methodology, S.Z. and B.J.; software, Y.C.; writing, S.Z.; supervision, B.J. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the National Natural Science Foundation of China under grant 51521064 and Ningbo Municipal Bureau of Science and Technology under grant 2019B10052.

Conflicts of Interest: The authors declare no conflicts of interest.

Appendix A. Objective Function for Optimization

| Algorithm | Objective function for optimization |
|-----------|-------------------------------------|
| Require: | Design parameter $X = (L_1, L_2, m, S, q, a_i, b_i, e_{i1}, e_{i2}, s_i, s_s)$ |
| 1. Procedure | $\text{ObjectiveFun}(X)$ |
| 2. | $a = (a_0, ..., a_6); b = (b_0, ..., b_6);$ (18) |
| 3. | $a = \text{inv}(A_a)^*B_a; b = \text{inv}(A_b)^*B_b; \% A_a, A_b, B_a, B_b$ are the numerical matrix derived from the limiting condition, which is related to time cycle $T$. |
| 4. for | $t = 0:0.0005:1;$ |
| 5. | $P(t) = \text{Foot}(a, b, s_i, s_s, H_o, w, T, S);$ (18)–(20) |
| 6. | $dP(t) = \text{diff}(P(t))/\text{ltt}; \% \text{diff}(P(t))$ is the differentiation function of $P$. |
| 7. | $\Theta(t) = \text{JointAngle}(P(t));$ (8) and (9) |
| 8. | $C(t) = \text{CyLength}(\Theta(t));$ (2) |
| 9. | $L(t) = A_o \text{Length}(\Theta(t));$ (3) |
| 10. | $f(t) = \text{JacobianFun}(\Theta(t));$ (10) and (11) |
| 11. | $d\Theta(t) = L(t)^*\text{inv}(f(t))^*dP(t);$ (26) |
| 12. | $dL(t) = \text{StableMargin}(P(t));$ (12) |
| 13. | $F(t) = [0 0 F_{m}]^T;$ (14) and (15) |
| 14. | $f(t) = \text{inv}(L(t))^*f(t)^*F(t);$ (16) and (17) |
| 15. | $(P_o_1(t), P_o_2(t)) = \text{ChamberPressure}(f(t));$ (25) |
| 16. if | $C(t) > 0$ |
| 17. | $Q(t) = A_r*dC(t);$ |
| 18. else | |
| 19. | $Q(t) = -A_r*dC(t);$ |
| 20. end if |
| 21. end for |
| 22. $Q_{wg} = \sum(Q(t))/20001;$ |
| 23. if | $\text{Bound}(X) > 0$ (37)–(45) |
| 24. | $\text{ObjFun}(X) = \inf;$ |
| 25. else |
| 26. | $\text{ObjFun}(X) = Q_{wg}^{14} \max(P_o_1, P_o_2)^{12} \min(d)^{13};$ (36) |
| 27. end if |
| 28. end procedure |
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