Article

Artificial Neural Networking (ANN) Model for Convective Heat Transfer in Thermally Magnetized Multiple Flow Regimes with Temperature Stratification Effects

Khalil Ur Rehman 1,2,*, Andaç Batur Çolak 3 and Wasfi Shatanawi 1,4,5,*

1 Department of Mathematics and Sciences, College of Humanities and Sciences, Prince Sultan University, Riyadh 11586, Saudi Arabia
2 Department of Mathematics, Air University, PAF Complex E-9, Islamabad 44000, Pakistan
3 Department of Mechanical Engineering, Engineering Faculty, Niğde Omer Halisdemir University, Niğde 51240, Turkey; andacbatur.colak@mail.ohu.edu.tr
4 Department of Medical Research, China Medical University Hospital, China Medical University, Taichung 40402, Taiwan
5 Department of Mathematics, Faculty of Science, The Hashemite University, P.O. Box 330127, Zarqa 13133, Jordan

* Correspondence: kurrehman@psu.edu.sa (K.U.R.); wshatanawi@psu.edu.sa (W.S.)

Abstract: The convective heat transfer in non-Newtonian fluid flow in the presence of temperature stratification, heat generation, and heat absorption effects is debated by using artificial neural networking. The heat transfer rate is examined for the four different thermal flow regimes namely (I) thermal flow field towards a flat surface along with thermal radiations, (II) thermal flow field towards a flat surface without thermal radiations, (III) thermal flow field over a cylindrical surface with thermal radiations, and (IV) thermal flow field over a cylindrical surface without thermal radiations. For each regime, a Nusselt number is carried out to construct an artificial neural networking model. The model prediction performance is reported by using varied neuron numbers and input parameters, and the results are assessed. The ANN model is designed by using the Bayesian regularization training procedure, and a high-performing MLP network model is used. The data used in the creation of the MLP network was 80 percent for model training and 20 percent for testing. The graph shows the degree of agreement between the ANN model projected values and the goal values. We discovered that an artificial neural network model can provide high-efficiency forecasts for heat transfer rates having engineering standpoints. For both flat and cylindrical surfaces, the heat transfer normal to the surface reflects inciting nature towards the Prandtl number and heat absorption parameter, while the opposite is the case for the temperature stratification parameter and heat generation parameter. It is important to note that the magnitude of heat transfer is significantly larger for Flow Regime-IV in comparison with Flow Regimes-I, -II, and -III.
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1. Introduction

The solutions of polymeric melts, polymeric materials, dispersions, suspensions, and slurries exhibit complex non-Newtonian flow fields and hence one cannot narrate such flow fields by the use of Newton’s law of viscosity. In this regard, the involvement of convection heat transfer to such non-Newtonian flow fields makes the study more interesting and important. The heat transfer by way of these fluids largely depends upon geometric configuration, flow regime, and the rheology of the non-Newtonian being used. The coatings, printing inks, detergent, petrochemical, food, and chemical products are a few
dominant zones where importance subject to the study of heat transfer in non-Newtonian fluids holds.

Researchers conducted various investigations to examine the heat transfer aspects in non-Newtonian fluids due to such importance; Pittman et al. [1], for example, investigated natural convection from a vertically electrically heated plate to Newtonian and non-Newtonian fluids under constant surface heat flux circumstances. A wide variety of viscosities, densities, and Prandtl numbers were covered for Newtonian fluids. Fluids in the range \(n = 0.48\) to \(0.81\) were used to explore the influence of shear-thinning non-Newtonian behavior. The temperature distribution at the plate surface, as well as its dependency on the heat flux, were found to match theoretical expectations throughout a wide variety of conditions. The coefficient values in the well-known relationships between Prandtl, Grashof, and Nusselt numbers were assessed and contrasted favorably with theoretical predictions and experimental data from other researchers. Rao [2] investigated the circumferential wall temperatures of water and aqueous polymer solution flows across a smooth cylinder in an experimental setting. By running a direct electric current through the cylinder, it was heated. As power-law non-Newtonian fluids, aqueous solutions of Carbopol 934 and EZ1 were utilized. With an increasing polymer concentration, the peripherally averaged heat transfer coefficient for non-Newtonian fluids falls at any fixed flow rate. Here, a novel correlation was developed for forecasting the peripherally averaged Nusselt number. Pinarbasi and Ozalp [3] investigated the effect of a non-Newtonian fluid’s temperature-dependent and shear-thinning viscosity on the stability of a channel flow. The Arrhenius and Nahme laws were used to simulate the exponential dependency of viscosity on temperature. The Carreau rheological relation was owned to narrate the flow. The temperature of the channel walls was kept constant yet varied. A pseudospectral approach based on Chebyshev polynomials was used to address the steady base flow regulating boundary value problem and the stability-governing eigenvalue problem. Marginal stability curves were used to depict the findings. When both models were used on the same temperature-sensitive reference viscosity, viscosity, and temperature, it was discovered that Nahme law-obeying fluid is less stable.

Eldabe and Mohamed [4] calculated the heat and mass transfer in a non-Newtonian fluid having a temperature-dependent heat source under a blowing/suction effect. The outcomes were stated in terms of Kummer’s function for a predetermined wall temperature. For distinct variations in Schmidt number, temperature parameter, heat flux parameter, blowing parameter, suction parameter, and Prandtl number, numerical calculations were performed. Attia [5] investigated the heat transfer aspects for time-dependent non-Newtonian fluid over an endless spinning disk. The influence of thermal flow field properties was studied. The nonlinear partial differential equations that regulate hydrodynamics and energy transfer were solved numerically. Variations in viscosity were used by Kamil [6] to study the thermal convection flow field in heat exchangers. The relevance of this effect in circular pipes was described by the Tate and Sieder empirical formula. Similar modifications were made to other heat transfer concerns. Exact solutions for heat transfer in non-Newtonian and Newtonian flow fields subject to flat and circular ducts were examined under constant wall heat flux and temperature.

The use of simple generalized approaches to evaluate the heat transfer coefficient and friction was suggested. Attia [7] investigated the heat transfer properties of non-Newtonian fluid subject to porous rotating disks. Heat transfer coefficient, temperature, and velocity were investigated. Over the whole range of physical parameters, numerical solutions for the governing equations were achieved. Power-law fluid equipped in the elliptical domain was studied by Maia et al. [8]. The axial heat diffusion under a first-order boundary condition was carried out in this analysis. The Sturm–Liouville transform was used to solve the thermally evolving problem. The axes were algebraically transformed to avoid the irregular shape of the elliptical duct wall. After that, the GITT was used for the solution, as well as to acquire the previously unidentified temperature field. Numerical simulations were used by Barkhordari and Etemad [9] to investigate the non-Newtonian thermal flow field in circular
microchannels. The flow was described as laminar, time-independent, incompressible, axisymmetric, and slip. The non-Newtonian fluid’s behavior was described using a power-law model. Here, constant heat flux, temperature, and thermal boundary conditions were used. The flow equations were solved by the use of the control volume finite difference method with acceptable boundary conditions. The outcomes show that the slip coefficient increases the heat transfer rate. Using power-law fluid, Yao and Molla [10] investigated heat transfer aspects in non-Newtonian fluid moving across a flat surface. The flow equations were solved by marching downstream from the leading edge, as was common for Newtonian flows. Non-Newtonian effects in shear-thinning and shear-thickening fluids were demonstrated using temperature and velocity, shear loads, and Nusselt number. The substantial impacts arise along the leading edge, with the variance in shear stresses gradually diminishing further downstream. Sahoo [11] expanded the heat transfer aspects of a magnetized non-Newtonian electrically conducting fluid. The flow problem was substantially non-linear when momentum equations are used. Numerical solutions for the governing nonlinear equations were obtained. The impact of flow variables on temperature and velocity fields was thoroughly studied and visually depicted. Since then, the past and recent developments on heat transfer aspects in non-Newtonian fluid flows can be assessed in Refs. [12–21].

In non-Newtonian fluids, there is relatively limited research on predictive correlations relevant for engineering designs having the convective heat transfer coefficient given as the local Nusselt number. Particularly for thermally magnetized Jeffrey fluid flow, we found less investigation by use of artificial neural networking. This is due to the appearing of the complicated mathematical model. Therefore, the main contribution of the present list attempts to include the following:

• The mathematical formulation for Jeffrey fluid flow towards a flat and cylindrical surface.
• Examination of the Nusselt number at both flat and cylindrical surfaces.
• For both surfaces, prediction of the Nusselt number by using an artificial neural networking model.

We believe the findings on convective heat transfer by use of artificial neural networking will be helpful for researchers having an affiliation with thermal engineering.

2. Flow Formulation and Data Set

For the present analysis, we considered the dataset offered as an open source by Rehman et al. [22]. They considered Jeffery fluid flow as a non-Newtonian fluid. Two unlike stretched inclined surfaces, namely plane surface and cylindrical, are carried. The flow regimes are further established with the succeeding physical effects, namely, thermal radiations, mixed convection, stagnation point flow, heat generation, applied magnetic field, temperature stratification, and heat absorption. The domain of interest is geometrically illustrated in Figure 1. The Jeffrey model is a generalization of the Newtonian fluid model. The Newtonian model can be produced as a special case using the constitutive equation of the Jeffrey fluid. With a distinct memory time scale, the Jeffrey fluid model can explain a class of non-Newtonian fluids. The Cauchy stress tensor for the Jeffrey fluid model is represented as follows:

\[
\tau = -p \mathbf{I} + \mathbf{J}_M, \tag{1}
\]

where \( \mathbf{J}_M \) represents an extra stress tensor and is defined as

\[
\mathbf{J}_M = \frac{\mu}{1 + E_f} \left( \mathbf{\dot{A}}_1 + E_2 \frac{d \mathbf{\ddot{A}}_1}{dt} \right), \tag{2}
\]
where the first Rivlin–Erickson tensor is stated as:
\[ A_1 = \text{grad} V + (\text{grad} V)^T. \] (3)

In light of Equations (1)–(3), the ultimate flow narrating differential equations for the flow field of Jeffrey fluid are summarized as follows:
\[
\frac{\partial (RU)}{\partial X} + \frac{\partial (RV)}{\partial R} = 0,\] (4)

\[
U \frac{\partial U}{\partial X} + V \frac{\partial U}{\partial R} = \frac{\nu}{1+e_1^2} \left( \frac{\partial^2 U}{\partial X^2} + \frac{1}{R} \frac{\partial U}{\partial R} \right) + \frac{\nu e_2^2}{1+e_1^2} \left( \frac{\partial^2 U}{\partial X \partial R} + \frac{1}{R} \left( \frac{\partial^2 U}{\partial R^2} + U \frac{\partial^2 U}{\partial X \partial R} \right) \right),\] (5)

\[ U \frac{\partial T}{\partial X} + V \frac{\partial T}{\partial R} = \frac{k}{\rho C_p} \left( R \frac{\partial T}{\partial R} \right) - \frac{1}{\rho C_p R} \left( \frac{\partial}{\partial R} \left( RQ_R \right) \right) + \frac{Q_1}{\rho C_p} (T - T_\infty),\] (6)

while the endpoint conditions are summarized as
\[
U = u(X) = \frac{U_0}{T} X, \quad T = T_0 + \frac{c X}{T}, \quad V = 0, \quad \text{at} \ R = R_1, \quad U \to u_f(X) = \frac{U_0 e}{T} X, \quad T = T_0 + \frac{c e X}{T}, \quad \text{when} \ R \to \infty. \] (7)

Here, Equation (4) is the equation of continuity, and it guaranties the balance of mass entering a domain to the rate at which mass leaves the domain. Equation (5) is the component form of the momentum equation. The fluid flow is two-dimensional, and flows normal to the surfaces are negligible, so we have a U-component form of momentum equation. The last three terms own non-linear thermal radiations and heat generation/absorptions effects. Equation (6) is the energy equation. The last two terms own mixed convection, stagnation point, and an externally applied magnetic field assumptions. Equation (7) is the boundary conditions representation subject to the temperature stratification effect and stagnation point flow. One can note from boundary conditions that the fluid flow is above the cylindrical surface. The vertical velocity is zero and temperature at the surface is supposed to be greater in comparison with temperatures far away from the surface.
The mathematical relation in this regard is summarized as follows:

\[ U = \frac{u_l}{\lambda} F_j' (\eta_j), \quad V = -\frac{R}{R_i} \sqrt{\frac{u_l}{\lambda} F_j (\eta_j)}, \quad \eta_j = \frac{R^2 - R_i^2}{2R_i} \left( \frac{u_l}{\lambda} \right)^{1/2}, \]

\[ \psi = \left( \frac{u_l X^2}{L} \right)^{1/2} R_1 F_j (\eta_j), \quad \theta_j (\eta_j) = \frac{T - T_w}{T_{\infty} - T_w}, \]

by use of Equation (8) they obtain

\[
(1 + 2K\eta_j) F_j'' (\eta_j) + (1 + E_j) \left( F_j'' (\eta_j) F_j (\eta_j) - (F_j' (\eta_j))^2 \right) + 2K F_j'' (\eta_j) + \eta_j F_j'' (\eta_j) - M_j^2 (F_j' (\eta_j) - A_j) + \lambda M \theta_j (\eta_j) \cos \alpha_j + A_j^2 + B_j (1 + 2K\eta_j) \left( (F_j'' (\eta_j))^2 - F(\eta_j) F'' (\eta_j) \right) = 0,
\]

\[
\frac{1 + 2K\eta_j}{1 + (4/3)R} \theta_j'' (\eta_j) + 2K (1 + (4/3)R) \theta_j' (\eta_j) + Pr \left( \theta_j' (\eta_j) F(\eta_j) - F_j' (\eta_j) S \right) = 0,
\]

while the reduced endpoint conditions are

\[ F_j' (\eta_j) = 1, \quad \theta_j (\eta_j) = 1 - S, \quad F(\eta_j) = 0, \quad \text{at} \ \eta_j = 0, \]

\[ F_j' (\eta_j) \rightarrow A_j, \quad \theta_j (\eta_j) \rightarrow 0, \quad \text{when} \ \eta_j \rightarrow \infty. \]

Equations (9) and (10) own the following fluid effects parameters:

\[ K = \frac{R}{R_i} \left( \frac{u_l}{\lambda} \right)^{1/2}, \quad M_j = \sqrt{\frac{\eta_j R_i T_i}{\rho_i}}, \quad \lambda M = \frac{GR}{ReC_x}, \]

\[ Pr = \frac{c_p \mu}{k}, \quad S = \frac{e_s}{\varepsilon_3}, \quad H^2 = \frac{L}{u_i \rho_i \eta}, \quad B_j = \frac{e_2 \mu_1}{L}, \]

\[ A_j = \frac{e_3 \eta_3}{u_i}, \quad R = \frac{4e_3 T_i^3}{k}, \quad GR = \frac{e_2 \mu_1 (T_{\infty} - T_w) X^3}{\varepsilon_3}. \]

It is important to note that \( H^2 \) represents the heat generation/absorption parameter.

To be more specific, the positive values \( (H^+) \) identify the heat generation parameter, while negative values \( (H^-) \) show the heat absorption parameter.

In this reference study, Rehman et al. [22] considered heat transfer as a surface quantity; they examine the heat transfer rate normal to the surface in various flow regimes. The mathematical relation in this regard is summarized as follows:

\[ Nu = \frac{-X q_w}{k(T_{\infty} - T_w)} \]

and the corresponding dimensionless form is as follows:

\[ Nu = Nu_X Re C_x^{-1/2} = -\left( 1 + \frac{4}{3} R_i \right) \theta_j' (0). \]
It is important to note that $H_{\pm}$ represents the heat generation/absorption parameter, which identifies the heat generation parameter, $\lambda$, the Prandtl number, and $\theta$, the temperature. The complete flow chart of the solution methodology for obtaining the numerical data of the Nusselt number is given in Figure 2.
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**Figure 2.** Description of numerical method.

### 2.1. Flow Regime-I

In this regime, Jeffrey fluid flow over an inclined stretching plane surface is considered. Mixed convection, heat generation, magnetic field, stagnation point flow, temperature stratification, and heat absorption physical effects are considered in this case. The concluding mathematical formulation for the present case can be achieved by setting $K = 0$ and $R = 0$, in Equations (9) and (10). The outcome will be

$$F_1^{\prime\prime\prime}(\eta_j) + (1 + E_j)\left(F_1^{\prime\prime}(\eta_j)F_1(\eta_j) - (F_1^{\prime}(\eta_j))^2\right) - M_1\left(F_1^{\prime}(\eta_j) - A_1\right)$$

$$+ \lambda M_1^2 \theta_j(\eta_j) \cos \alpha_j + A_2^2 + B_1\left((F_1^{\prime\prime}(\eta_j))^2 - F(\eta_j)F_1^{\prime\prime\prime}(\eta_j)\right) = 0,$$

$$\theta_j^{\prime\prime}(\eta_j) + \Pr F(\eta_j)\theta_j^{\prime}(\eta_j) = F_1^{\prime}(\eta_j)S + H^2 \theta_j(\eta_j) - F_1^{\prime}(\eta_j)\theta_j(\eta_j)) = 0,$$

While the quantity of interest reduces to

$$\text{Nu} = \text{NU}_X \text{Re}^{-1/2} = -(1 + (4/3)R)\theta_j^{\prime}(0).$$

For Regime-I, the impacts of Prandtl number, temperature stratification, heat generation, and absorption on the Nusselt number are examined and concluded in Table 1.

### 2.2. Flow Regime-II

In this regime, the flow of Jeffrey fluid is considered over a flat surface in the presence of non-linear thermal radiations. The other physical effects include magnetic field, heat generation, mixed convection, stagnation point flow, temperature stratification, and heat absorption. The concluding mathematical formulation for Regime-II can be achieved by setting $K = 0$ and $R = 0.3$, in Equations (9) and (10). The reduced equations are

$$F_1^{\prime\prime\prime}(\eta_j) + (1 + E_j)\left(F_1^{\prime\prime}(\eta_j)F_1(\eta_j) - (F_1^{\prime}(\eta_j))^2\right) - M_1\left(F_1^{\prime}(\eta_j) - A_1\right)$$

$$+ \lambda M_1^2 \theta_j(\eta_j) \cos \alpha_j + A_2^2 + B_1\left((F_1^{\prime\prime}(\eta_j))^2 - F(\eta_j)F_1^{\prime\prime\prime}(\eta_j)\right) = 0,$$

$$(1 + (4/3)0.3) \theta_j^{\prime\prime}(\eta_j) + \Pr \left( F(\eta_j)\theta_j^{\prime}(\eta_j) - F_1^{\prime}(\eta_j)S \right) + \theta_j(\eta_j)H^2 - F_1^{\prime}(\eta_j)\theta_j(\eta_j)) = 0.$$
while the quantity of interest, namely the Nusselt number, reduces to

\[ \text{Nu} = N(U_x R e_x^{-1/2} = -(1 + (4/3)0.3)\theta'_x(0). \quad (20) \]

For Regime-II, the impacts of Prandtl number, temperature stratification, heat generation, and absorption on the Nusselt number are examined and concluded in Table 2.

### Table 1. Nusselt number variations subject to Flow Regime-I.

| Pr  | S  | \( H^+ \) | \( H^- \) | Nu   |
|-----|----|-----------|-----------|------|
| 1.5 | 0.1| 0.1       | 0.1       | 1.0942 |
| 1.8 | 0.1| 0.1       | 0.1       | 1.2382 |
| 2.1 | 0.1| 0.1       | 0.1       | 1.3716 |
| 2.2 | 0.1| 0.1       | 0.1       | 1.4140 |
| 2.3 | 0.1| 0.1       | 0.1       | 1.4553 |
| 3.5 | 0.0| 0.1       | 0.1       | 1.9767 |
| 3.5 | 0.1| 0.1       | 0.1       | 1.8910 |
| 3.5 | 0.2| 0.1       | 0.1       | 1.8058 |
| 3.5 | 0.3| 0.1       | 0.1       | 1.7211 |
| 3.5 | 0.4| 0.1       | 0.1       | 1.6369 |
| 2.9 | 0.1| 0.0       | 0.1       | 1.7733 |
| 2.9 | 0.1| 0.1       | 0.1       | 1.6855 |
| 2.9 | 0.1| 0.2       | 0.1       | 1.5812 |
| 2.9 | 0.1| 0.3       | 0.1       | 1.4372 |
| 2.9 | 0.1| 0.4       | 0.1       | 0.9810 |
| 2.4 | 0.1| 0       | -0.1      | 1.6558 |
| 2.4 | 0.1| 0       | -0.2      | 1.7245 |
| 2.4 | 0.1| 0       | -0.3      | 1.7886 |
| 2.4 | 0.1| 0       | -0.4      | 1.8492 |
| 2.4 | 0.1| 0       | -0.5      | 1.9069 |

### Table 2. Nusselt number variations subject to Flow Regime-II.

| Pr  | S  | \( H^+ \) | \( H^- \) | Nu   |
|-----|----|-----------|-----------|------|
| 1.5 | 0.1| 0.1       | 0.1       | 1.2401 |
| 1.8 | 0.1| 0.1       | 0.1       | 1.4033 |
| 2.1 | 0.1| 0.1       | 0.1       | 1.5545 |
| 2.2 | 0.1| 0.1       | 0.1       | 1.6025 |
| 2.3 | 0.1| 0.1       | 0.1       | 1.6493 |
| 3.5 | 0.0| 0.1       | 0.1       | 2.2403 |
| 3.5 | 0.1| 0.1       | 0.1       | 2.1431 |
| 3.5 | 0.2| 0.1       | 0.1       | 2.0466 |
| 3.5 | 0.3| 0.1       | 0.1       | 1.9506 |
| 3.5 | 0.4| 0.1       | 0.1       | 1.8552 |
| 2.9 | 0.1| 0.0       | 0.1       | 2.0097 |
| 2.9 | 0.1| 0.1       | 0.1       | 1.9102 |
| 2.9 | 0.1| 0.2       | 0.1       | 1.7920 |
| 2.9 | 0.1| 0.3       | 0.1       | 1.6288 |
| 2.9 | 0.1| 0.4       | 0.1       | 1.1118 |
| 2.4 | 0.1| 0       | -0.1      | 1.8766 |
| 2.4 | 0.1| 0       | -0.2      | 1.9544 |
| 2.4 | 0.1| 0       | -0.3      | 2.0271 |
| 2.4 | 0.1| 0       | -0.4      | 2.0958 |
| 2.4 | 0.1| 0       | -0.5      | 2.1612 |

### 2.3. Flow Regime-III

In this regime, the flow of Jeffrey fluid is considered over a cylindrical surface in the absence of non-linear thermal radiations. The other physical effects include heat generation, mixed convection, stagnation point flow, applied magnetic field, temperature stratification,
and heat absorption. The concluding mathematical formulation for Regime-III can be achieved by setting $R = 0$ in Equations (9) and (10). The reduced equations are

\[(1 + 2K\eta J)F_J'''(\eta) + (1 + E_J)(F_J''(\eta)F_J(\eta) - (F_J'(\eta))^2) + 2KF_J''(\eta) + B_JK(F_J'(\eta)F_J'''(\eta) - 3F_J(\eta)F_J''(\eta)) + M_J^2(F_J'(\eta) - A_J) + \lambda_M\theta_J(\eta) \cos \alpha_J + A_J^2 + B_J(1 + 2K\eta J)(F_J''(\eta))^2 - F(\eta)F_J''''(\eta) = 0, (21)\]

while the quantity of interest, namely the Nusselt number, reduces to

\[\text{Nu} = NU_XRe_X^{1/2} = -\theta_J'(0). \quad (23)\]

For Regime-III, the impacts of Prandtl number, temperature stratification, heat generation, and absorption on the Nusselt number are examined and concluded as Table 3.

Table 3. Nusselt number variations subject to Flow Regime-III.

| Pr   | S   | $H^+$ | $H^-$ | Nu    |
|------|-----|-------|-------|-------|
| 1.5  | 0.1 | 0.1   | 0.1   | 1.5494 |
| 1.8  | 0.1 | 0.1   | 0.1   | 1.6940 |
| 2.1  | 0.1 | 0.1   | 0.1   | 1.8270 |
| 2.2  | 0.1 | 0.1   | 0.1   | 1.8692 |
| 2.3  | 0.1 | 0.1   | 0.1   | 1.9105 |
| 3.5  | 0.0 | 0.1   | 0.1   | 2.4081 |
| 3.5  | 0.1 | 0.1   | 0.1   | 2.3479 |
| 3.5  | 0.2 | 0.1   | 0.1   | 2.2883 |
| 3.5  | 0.3 | 0.1   | 0.1   | 2.2293 |
| 3.5  | 0.4 | 0.1   | 0.1   | 2.1710 |
| 2.9  | 0.1 | 0.0   | 0.1   | 2.0562 |
| 2.9  | 0.1 | 0.1   | 0.1   | 2.1407 |
| 2.9  | 0.1 | 0.2   | 0.1   | 2.0737 |
| 2.9  | 0.1 | 0.3   | 0.1   | 2.0045 |
| 2.9  | 0.1 | 0.4   | 0.1   | 1.9329 |
| 2.4  | 0.1 | 0   | -0.1  | 2.0121 |
| 2.4  | 0.1 | 0   | -0.2  | 2.0711 |
| 2.4  | 0.1 | 0   | -0.3  | 2.1280 |
| 2.4  | 0.1 | 0   | -0.4  | 2.2366 |
| 2.4  | 0.1 | 0   | -0.5  | 2.2885 |

2.4. Flow Regime-IV

In this regime, the flow of Jeffrey fluid is considered over a cylindrical surface in the presence of non-linear thermal radiations. The other physical effects include heat generation, mixed convection, stagnation point flow, magnetic field, temperature stratification, and heat absorption. The concluding mathematical formulation for Regime-IV is reported as Equations (9) and (10). The mathematical relation for the Nusselt number subject to Flow Regime-IV is concluded as Equation (14). By using Equation (14), the variations in Nusselt number subject to Prandtl number, temperature stratification, heat generation, and heat absorption are summarized in Table 4. The Nusselt number numerical values represent the heat transfer rate normal to the surfaces. We found that as heat generation and the Prandtl number rise, the rate of heat transfer normal to the surface also rises. The heat transfer rate is found decreasing the function of the heat generation parameter and temperature stratification parameter. Such outcomes hold for both the flat and cylindrical surfaces.
### Table 4. Nusselt number variations subject to Flow Regime-IV.

| Pr  | S  | $H^+$ | $H^-$ | Nu    |
|-----|----|-------|-------|-------|
| 1.5 | 0.1| 0.1   | 0.1   | 1.5260|
| 1.8 | 0.1| 0.1   | 0.1   | 1.4999|
| 2.1 | 0.1| 0.1   | 0.1   | 2.0706|
| 2.2 | 0.1| 0.1   | 0.1   | 2.1184|
| 2.3 | 0.1| 0.1   | 0.1   | 2.1652|
| 3.5 | 0.0| 0.1   | 0.1   | 2.7292|
| 3.5 | 0.1| 0.1   | 0.1   | 2.6610|
| 3.5 | 0.1| 0.2   | 0.1   | 2.5934|
| 3.5 | 0.2| 0.1   | 0.1   | 2.5265|
| 3.5 | 0.4| 0.1   | 0.1   | 2.4605|
| 2.9 | 0.1| 0.0   | 0.1   | 2.4997|
| 2.9 | 0.1| 0.1   | 0.1   | 2.4611|
| 2.9 | 0.1| 0.2   | 0.1   | 2.3502|
| 2.9 | 0.3| 0.1   | 0.1   | 2.2718|
| 2.9 | 0.4| 0.1   | 0.1   | 2.1906|
| 2.4 | 0.1| 0.0   | 0.1   | 2.2804|
| 2.4 | 0.1| 0.0   | 0.2   | 2.3472|
| 2.4 | 0.1| 0.0   | 0.3   | 2.4117|
| 2.4 | 0.1| 0.0   | 0.4   | 2.5348|
| 2.4 | 0.1| 0.0   | 0.5   | 2.5936|

### 3. Formulation of ANN

An artificial intelligence approach, which was developed as an alternative to traditional mathematical models, was used to analyze the Nusselt number in four different flow regimes. The first flow regime is considered as a plane surface, with $K = 0$ and $R = 0$ (without thermal radiation). In the second flow regime, $R = 0.3$ (with thermal radiation) is considered. The third flow regime was evaluated under conditions of a cylindrical surface, with $K = 0.3$ and $R = 0$ (without thermal radiations). The fourth flow regime was investigated for a cylindrical surface with $K = 0.3$ and $R = 0.3$ (with thermal radiations) conditions. These models are named Flow Regime-I, Flow Regime-II, Flow Regime-III, and Flow Regime-IV, respectively. The ANN model, which is one of the important artificial intelligence algorithms, was used as the analysis methodology. ANN models are an engineering tool with high performance even in the simulations of complex structures where there is no functional relationship between them due to their advanced systematics [23,24]. In the ANN model, which is designed to estimate the Nu number, the multi-layer perceptron (MLP) network model, which has a reliable estimation capability with its strong architecture, is used [25–28]. Each layer in the topology of MLP networks is directly coupled to the layer above it [29]. Data is input into the system at the input layer, which is the first layer of an MLP network. Each MLP network has at least one hidden layer, which is the layer connected to the input layer after that. The output layer, the final layer of the MLP neural network and the layer following the hidden layer, is where simulation results are obtained. The symbolic architecture in this regard is offered in Figure 3.

In the training of MLP neural networks, previously obtained data sets were used. The MLP network model built for calculating the Nu number utilized a total of 80 numerically acquired data sets. One of the most significant phases in the design process was optimizing and organizing the data set utilized in training ANN models [30]. The data set required to create the network model was broken down into three sections: training, validation, and testing. In determining the data set used in each section, the methodology frequently preferred by the researchers and with an ideal accuracy was used [31–33]. Of the dataset, 56 were reserved for training the model, 12 for validation, and 12 for testing. A neuron is a fundamental computational element found in the buried layers of MLP network models [34]. One of the challenges in the design of MLP neural network models is optimizing this computational element in the hidden layer. The challenge stems from the
fact that there is no standard approach for calculating the number of neurons [35]. In order to overcome this difficulty, the outputs of ANN models developed with different neuron numbers were analyzed, and the number of neurons was optimized by choosing the model with the highest accuracy. The same method was used to optimize the number of neurons to be used in the developed MLP neural network, and the model with nine neurons in the hidden layer was preferred. The diagram showing the basic structure of the ANN model developed for the optimization of the Nu number is given in Figure 4.

![Figure 3. An MLP network model’s symbolic architecture.](image)

![Figure 4. The symbolic architecture of an MLP network model.](image)

In the MLP network model, the Levenberg–Marquardt training algorithm was preferred as the training algorithm. The Levenberg–Marquardt training algorithm is one of the widely used training algorithms in MLP neural networks due to its advanced learning ability [36,37]. Tan-Sig and Purelin transfer functions are preferred as transfer functions in the hidden and output layers of the MLP network, respectively. The models of the transfer functions used are given below [38,39]:

$$f(x) = \frac{1}{1 + e^{-x}},$$  \hspace{1cm} (24) \\

$$\text{Purelin}(x) = x.$$  \hspace{1cm} (25) 

After completing the design phase of the MLP network model, it is time to analyze the training, learning, and prediction performance of the model. First of all, the training...
and learning accuracy of the MLP neural network was examined, and it was ensured that the training phase was completed in an ideal way. In order to ensure that the network model can accurately predict the Nu number, the compatibility of the outputs obtained from the network model with the target data was examined. Following that, the coefficient of determination (R) and Mean Squared Error (MSE) parameters, which are commonly utilized in the literature, were calculated and thoroughly studied. The formulae used to calculate the performance parameters are as follows: [40,41]:

\[
R = \sqrt{1 - \frac{\sum_{i=1}^{N} (X_{num}(i) - X_{ANN}(i))^2}{\sum_{i=1}^{N} (X_{num}(i))^2}},
\]

(26)

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (X_{num}(i) - X_{ANN}(i))^2.
\]

(27)

The margin of deviation (MoD) values, which express the percentage divergence between the neural network outputs and the target data, were also calculated and evaluated to further the performance study of the ANN model. The equation used to calculate the MoD values is given below [42–45]:

\[
MoD(\%) = \left[ \frac{X_{num} - X_{ANN}}{X_{num}} \right] \times 100.
\]

(28)

4. Results and Discussion

The process of making ANN models ready to make predictions by learning the relationship between the data is called the “training phase”. The training phase of an ANN model must be completed in order for the model’s prediction accuracy to be accurate. One of the data used in the analysis of the training and learning processes of ANN models is the examination of the training performance graphics of the model. In Figure 5, the training performance graph of the developed MLP neural network is given. When looking at the graph depicting the estimated MSE values for each data set divided into three parts, it is clear that the MSE values are high at the start of the ANN model’s training phase. After each epoch, it is seen that the MSE values are decreasing, and the ideal MSE value is reached at the 35th epoch. With the MSE values reaching the most ideal value, the most ideal training performance point, which is expressed with a dotted line, is reached for the three data groups.

The results obtained from the training performance graph show that the training phase of the developed MLP network model is ideally completed with the most ideal performance values.

Another methodology used in the analysis of training performance is the analysis of error histograms, which show the errors obtained from the training phase. In Figure 6, the error histogram showing the errors obtained from the training phase of the MLP neural network is presented. When the error values on the x-axis of the error histogram are considered, it can be seen that the values are very low. Looking at the data histogram in which the error values are expressed for three separate data sets, it is seen that the errors are concentrated very close to the zero error line, which is symbolized by the yellow line. These results, obtained from the analysis of the error histogram, confirm that the training phase of the MLP neural network model was completed with very low errors. In Figure 7, MSE values are shown for each flow regime according to the number of data used in the training phase. Analyzing the MSE values calculated for each data is important in terms of analyzing the error values of MLP neural networks. The low error values of the models are proportional to the closeness of MSE values to zero.
The margin of deviation (MoD) values, which express the percentage divergence between the neural network outputs and the target data, were also calculated and evaluated to further the performance study of the ANN model. The equation used to calculate the MoD values is given below [42–45]:

\[ \text{MoD(\%)} = \left( \frac{\text{num} - \text{ANN}}{\text{num}} \right) \times 100 \]  

(28)

4. Results and Discussion

The process of making ANN models ready to make predictions by learning the relationship between the data is called the “training phase”. The training phase of an ANN model must be completed in order for the model’s prediction accuracy to be accurate. One of the data used in the analysis of the training and learning processes of ANN models is the examination of the training performance graphics of the model. In Figure 5, the training performance graph of the developed MLP neural network is given. When looking at the graph depicting the estimated MSE values for each data set divided into three parts, it is clear that the MSE values are high at the start of the ANN model’s training phase. After each epoch, it is seen that the MSE values are decreasing, and the ideal MSE value is reached at the 35th epoch. With the MSE values reaching the most ideal value, the most ideal training performance point, which is expressed with a dotted line, is reached for the three data groups.

Figure 5. The training performance graph of the developed MLP neural network.

Another methodology used in the analysis of training performance is the analysis of error histograms, which show the errors obtained from the training phase. In Figure 6, the error histogram showing the errors obtained from the training phase of the MLP neural network is presented. When the error values on the x-axis of the error histogram are considered, it can be seen that the values are very low. Looking at the data histogram in which the error values are expressed for three separate data sets, it is seen that the errors are concentrated very close to the zero error line, which is symbolized by the yellow line. These results, obtained from the analysis of the error histogram, confirm that the training phase of the MLP neural network model was completed with very low errors. In Figure 7, MSE values are shown for each flow regime according to the number of data used in the training phase. Analyzing the MSE values calculated for each data is important in terms of analyzing the error values of MLP neural networks. The low error values of the models are proportional to the closeness of MSE values to zero.

Figure 6. The error histogram showing the errors obtained from the training phase of the MLP neural network.
Another methodology used in the analysis of training performance is the analysis of MSE values calculated for each data. Examining the MoD values, which express the percentage deviation between the ANN outputs and the target data, plays a vital role in determining the error rates of the model. In Figure 8, both values are shown on the same graph so that the harmony of output and target data can be clearly seen. When the states of the data points expressing the Nu values estimated for four different flow regimes and the Nu values calculated numerically are studied, we see that the ANN model outputs and the target data are in perfect harmony. The congruence of the output and target data for each data point shows that the designed neural network model can predict Nu values for all four flow regimes with very high accuracy.

The fact that the MSE values are as low as possible also shows the closeness of the outputs to be obtained from the developed ANN model to the truth. When the MSE values calculated from the data points are reviewed, the MSE values calculated for each of the four flow regimes are very near to zero. The closeness of the line denoting the MSE values to zero clearly confirms that the MLP network model has been trained to reach values very close to the truth. Analyzing the compatibility of the outputs obtained from the developed MLP neural network with the target data plays a vital role in the evaluation of the prediction performance of the neural network. In Figure 8, both values are shown on the same graph so that the harmony of output and target data can be clearly seen. When the states of the data points expressing the Nu values estimated for four different flow regimes and the Nu values calculated numerically are studied, we see that the ANN model outputs and the target data are in perfect harmony. The congruence of the output and target data for each data point shows that the designed neural network model can predict Nu values for all four flow regimes with very high accuracy.

Examining the MoD values, which express the percentage deviation between the ANN outputs and the target data, plays a vital role in determining the error rates of the model. In Figure 9, the calculated MoD values of each data used in the development of the ANN model are shown for the four flow regimes. When looking at the MoD values produced for four distinct flow regimes, it is evident that the data points are quite close to the zero error line. The closeness of the data points expressing the MoD values to the zero error line means that it is very low. These low MoD values confirm that the designed MLP neural network is capable of predicting Nu values for four different flow regimes with very low and acceptable deviations.
Figure 8. ANN predictions and target values according to data number for thermal Flow Regimes-I (a), -II (b), -III (c), and -IV (d).

Figure 9. The calculated MoD values of each data used in the development of the ANN model for thermal Flow Regimes-I (a), -II (b), -III (c), and -IV (d).
To investigate the ANN model error rates in greater depth, the discrepancies between the target values and the ANN model outputs were calculated for each data set utilized in the model training and displayed in Figure 10. When the difference data shown separately for each of the four flow regimes are examined, for each data point, the variations between the goal values and the ANN outputs are quite small. The fact that the differences are so low indicates that the outputs obtained from the developed MLP neural network are very close to the real data.

![Graphs showing differences between target and ANN outputs for different flow regimes.](image)

**Figure 10.** The differences between the target values and the outputs of the ANN model for thermal Flow Regimes-I (a), -II (b), -III (c), and -IV (d).

These results clearly prove that the developed ANN model is designed to predict the Nu number in each flow regime with very low error. For the compatibility between the Nu values obtained from the MLP neural network and the real data more clearly and to be sure of the estimation accuracy of the model, the estimation and target data were placed on different axes of the same graph, and the obtained results were evaluated. In Figure 11, Nu values obtained from the ANN model and target values for four different flow regimes are shown. When the state of the data points is analyzed, it is seen that each data point is located on the zero error line. It should also be noted that the data points remain within the ±10% error band. The results obtained from the graphs given for the four flow regimes clearly show that the developed ANN model can predict the Nu number for each flow regime with ideal accuracy.

Performance parameters were calculated and evaluated for the MLP neural network model, which was developed to estimate Nu number values for four different flow regimes. The R value calculated for the training phase of the neural network was 0.99998, the R value calculated for the validation phase was 0.99322, and the R value calculated for the testing phase was 0.99938. The R values’ proximity to zero shows that the ANN model prediction accuracy is quite high. The MSE and MoD values given in Table 5 also show that the prediction accuracy of the model is very high, and the developed ANN model is an ideal tool that can be used to estimate the Nu number in different flow characteristics. The values
of the Nusselt number in comparison to Mahapatra and Gupta’s [46] are presented in Table 6. For two different examples where the Prandtl number is Pr = 1.5 and Pr = 0.5, the numerical values of the Nusselt number are obtained by altering the velocity ratio parameter. We saw a decent match in both instances, which gives us confidence in the present numerical results.

Table 5. Performance parameter results for each flow regime.

| Flow Regime | MSE         | MoD (%)   |
|-------------|-------------|-----------|
| Flow Regime-I | $3.48 \times 10^{-4}$ | 0.01       |
| Flow Regime-II | $-5.50 \times 10^{-4}$ | 0.01       |
| Flow Regime-III | $3.63 \times 10^{-4}$ | 0.01       |
| Flow Regime-IV | $-9.16 \times 10^{-4}$ | 0.01       |

Table 6. Comparison for Nusselt when $K = E_j = \lambda = B = R = S = H = 0$.

| A_j | Pr = 1.5 | Pr = 0.5 |
|-----|----------|----------|
|     | Ref. [46] | Present Values | Ref. [46] | Present Values |
| 0.1 | 0.777    | 0.776    | 0.383    | 0.380           |
| 0.2 | 0.797    | 0.795    | 0.408    | 0.405           |
| 0.5 | 0.863    | 0.861    | 0.473    | 0.472           |
| 1.0 | 0.974    | 0.973    | 0.563    | 0.561           |
| 2.0 | 1.171    | 1.166    | 0.709    | 0.703           |
| 3.0 | 1.341    | 1.334    | 0.829    | 0.820           |

5. Conclusions

We developed artificial neural networking model for the convective heat transfer in stagnation point non-Newtonian fluid flow by using two inclined stretching surfaces, namely flat and cylindrical surfaces. The heat transfer flow field is manifested with heat...
generation, heat absorption, thermal radiations, magnetic field, and temperature stratification. Four different thermal flow regimes are considered and the corresponding Nusselt number is evaluated by varying thermophysical flow variables, namely Prandtl number, temperature stratification parameter, heat generation parameter, and heat absorption parameter. Different input parameters were used to create the feed forward back propagation multilayer perceptron network model. The training phase consumed 80% of the data set, whereas the testing phase consumed 20%. The Bayesian regularization training procedure was used to develop the network estimation performance, and the compatibility between the estimate values and the target data was investigated. The outcomes by the use of MoD and MSE admitted the accuracy of the artificial neural networking model for the estimation of convective heat transfer in various thermal flow regimes. Besides this, we have noticed R = 0.99998 for training phase, 0.99322 for validation phase, and 0.99938 for the testing phase. Such proximity to zero subject to R for the ANN model guarantees that the accuracy is quite high.
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Nomenclature

- $E_J$: Ratio of relaxation and retardation times
- $V$: Kinematic viscosity
- $\alpha_I$: Angle of inclination
- $U, V$: Velocity components
- $\epsilon_2$: Retardation time
- $X, R$: Cylindrical coordinates
- $g$: Gravitational acceleration
- $T_\infty$: Ambient temperature
- $\sigma$: Electrical conductivity
- $B_0$: Magnetic field constant
- $c_p$: Specific heat at constant pressure
- $Q_1$: Heat generation/absorption coefficient
- $\epsilon_3, \epsilon_5$: Dimensional constants
- $\sigma^*$: Steffan–Boltzman constant
- $\psi$: Stream function
- $T_W$: Surface temperature
- $K$: Curvature parameter
- $M_I$: Magnetic field parameter
- $\lambda_M$: Mixed convection parameter
- $T$: Fluid temperature
- $u_f$: Free stream velocity
- $S$: Temperature stratification parameter
- $H^-$: Heat absorption parameter
- $\rho$: Fluid density
- $k$: Thermal conductivity
- $Q_R$: Radiative heat flux
$L$  Characteristic length
$R_1$  Radius of cylinder
$F_i'(\eta)$  Fluid velocity (dimensionless)
$\theta_i'(\eta)$  Fluid temperature (dimensionless)
$T_0$  Reference temperature
$B_J$  Deborah number
$A_J$  Velocities ratio parameter
$Pr$  Prandtl number
$H^*$  Heat generation parameter
$R$  Thermal radiation parameter
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