Triggered single-photon generation and resonance fluorescence in ultra-low loss integrated photonic circuits
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Abstract

A central requirement for photonic quantum information processing systems lies in the combination of non-classical light sources and low-loss, phase-stable optical modes. While substantial progress has been made separately towards ultra-low loss, $\leq 1$ dB/m, chip-scale photonic circuits and high brightness single-photon sources, integration of these technologies has remained elusive. Here, we report a significant advance towards this goal, in the hybrid integration of a quantum emitter single-photon source with a wafer-scale, ultra-low loss silicon nitride photonic integrated circuit. We demonstrate triggered and pure single-photon emission directly into a Si$_3$N$_4$ photonic circuit with $\approx 1$ dB/m propagation loss at a wavelength of $\approx 920$ nm. These losses are more than two orders of magnitude lower than reported to date for any photonic circuit with on-chip quantum emitter sources, and $> 50\%$ lower than for any prior foundry-compatible integrated quantum photonic circuit, to the best of our knowledge. Using these circuits we report the observation of resonance fluorescence in the strong drive regime, a milestone towards integrated coherent control of quantum emitters. These results constitute an important step forward towards the creation of scaled chip-integrated photonic quantum information systems.
I. INTRODUCTION

Advances have been made in photonic integrated circuit (PIC) technology based on wafer-scale ultra-low loss (∼1 dB/m) waveguides (ULLWs). With propagation losses as low as 0.034 dB/m at telecommunications wavelengths\[1\] and transparency from 405 nm through the infrared\[2\], the wafer-scale, CMOS compatible Si$_3$N$_4$ waveguide forms the basis of a versatile and promising integration platform. While focus has been on use of such technologies for classical applications, including coherent fiber communications\[3\], integrated microwave photonics\[4\], positioning and navigation\[5\], and atomic clocks\[6\], progress towards an ULLW integration platform for quantum applications has been limited. Overall, foundry-compatible quantum PIC platforms reported to date have featured waveguide propagation losses of >5 dB/m, as shown in Table [SI] of the Supplemental Information (SI). Low photonic losses, including both waveguide propagation and insertion losses at on-chip components such as directional couplers, are central to meeting the scaling requirements for PICs that may be used to implement practical photonic quantum simulation\[7\], machine learning\[8\], and quantum computing\[9\], particularly with error correction\[10\]. Major loss contributions today that are detrimental to scaling include component insertion loss and waveguide interconnect loss between components like couplers, sources, and detectors. While insertion loss is a dominant factor in overall loss in quantum PICs, and must be reduced for producing throughputs comparable to those achievable in micro-optics circuits\[11\], PICs with ultra-low propagation losses will likely be critical for fault-tolerant photonic computing where photons must be 'stored' in delay lines\[12\], and also for quantum simulation schemes that rely on time-demultiplexing or buffering of single-photons, such as time-bin\[13\] or high-dimensional Gaussian Boson Sampling\[14\].

Bringing single-photon sources and ULLWs together on a single chip is critical for robustness, efficiency, performance, and compactness, especially for circuits that incorporate multiple independent sources. On-chip sources based on spontaneous four-wave mixing or spontaneous parametric down-conversion have been integrated within low-loss silicon-based and hybrid PIC platforms, with >5 dB/m losses (see Table [SI] in the SI). However, these sources exhibit a fundamental trade-off between the single-photon generation probability and purity, defined as the absence of multi-photon generation events, which limits the on-chip single-photon flux\[15\]. While multiplexing of multiple heralded sources can be employed to overcome such trade-off\[16\], it is challenging to simultaneously meet the phase-matching, high nonlinear coefficients and ultra-low losses with a single device layer on a chip, in particular since the requisite strong field confine-
ment in high refractive index regions is detrimental to loss performance. As an alternative, single quantum emitters do not suffer from the same purity versus brightness trade-off, and can produce pure streams of triggered single-photons at rates that are limited fundamentally by the cycling time between a ground and an excited state. Recently, integration of quantum emitter-based single-photon sources has been explored in homogeneous or heterogeneous and hybrid PIC platforms with waveguide losses in excess of 1 dB/cm. New solutions are needed that bring single quantum photon emitters onto ultra-low loss, ≤ 1 dB/m, waveguide technology in a wafer-scale CMOS compatible, scalable integration platform.

FIG. 1: a Schematic of pick-and-place hybrid integration of a GaAs nanophotonic device containing InAs quantum dots onto an ultra-low loss Si$_3$N$_4$ waveguide (ULLW). Tungsten probes were used to place and align the GaAs device to the etched pit and the buried ULLW. Control of the pump beam polarization allows resonant QD excitation with minimal pump scattering into the ULLW, allowing observation of resonance fluorescence coupled to the transverse-electric (TE) polarized mode. b Top-view and cross-sectional schematic of hybrid device geometry. c Modal profiles of the TE-polarized ULL Si$_3$N$_4$ (left) and GaAs (right) waveguides.

In this work, we report a significant advance towards this goal, in demonstrating the hybrid integration of ultra-low loss PICs and quantum emitter single-photon sources. Our PICs are based on a high aspect ratio, buried channel Si$_3$N$_4$ waveguide (WG) that is shown to achieve propagation losses of ≈ 1 dB/m at 920 nm, two orders of magnitude lower than reported to date for any photonic circuit with on-chip quantum emitter sources (see Table [S1]). The quantum emitters are
single InAs quantum dots (QDs) embedded in GaAs nanophotonic geometries that utilize a tapered mode-transformer to couple to Si₃N₄ ultra-low loss waveguide structures. These tab-released III-V membrane structures are assembled into pockets etched in the Si₃N₄ waveguide upper oxide cladding via a pick-and-place technique that has been shown to allow high-yield integration of multiple quantum emitter sources onto photonic circuits.

To characterize our ULLWs, we utilize a photon-counting optical time-domain reflectometry (OTDR) method that allows us to determine propagation losses as low as (1.0 ± 0.40) dB/m along an on-chip waveguide spiral of 3 m in total length. While such a method has been employed in the past for characterizing fiber optic links, here we show that it may be used for characterizing on-chip ULLWs.

We report the first demonstration of triggered emission of QD single-photons into ULLWs, with \( g^{(2)}(0) < 0.1 \), indicating high single-photon Fock-state purity. We also report the first observation of waveguide-coupled single dot resonance fluorescence in the strong drive regime, evidenced by the appearance of the Mollow triplet in the QD emission spectrum. Such a feature is a signature of dressed states emerging from the coupling of a two-level system to a strong coherent excitation field, and is of both scientific and technological importance.

**II. DEVICE DESCRIPTION AND FABRICATION**

Figure 1 shows a schematic of our hybrid integration platform. The ULLWs consist of a high-aspect ratio Si₃N₄ core, with a thickness of 40 nm and width of 2 µm, buried under 1 µm SiO₂ upper cladding layer. The top cladding thickness is chosen to ensure a weakly confined single transverse-electric (TE) guided mode with low propagation losses in the 900 nm wavelength band. The on-chip single-photon source consists of a straight GaAs nanowaveguide with embedded InAs self-assembled QDs followed by an adiabatic mode transformer, a geometry that has been shown to allow efficient coupling of QD emission directly into air-clad Si₃N₄ ridge waveguides. Opposite to the adiabatic taper, a one-dimensional photonic crystal back-reflector designed for high reflectively above 900 nm is introduced to allow unidirectional emission into the Si₃N₄ waveguide.

To ensure evanescent coupling between the GaAs and Si₃N₄ layers using the mode transformer, the spacing between the transformer and waveguide must be kept small (<200 nm) for air-clad Si₃N₄ guides with strong confinement, as in. Our ULLW, however, features extremely weak
confinement and requires a minimum > 250 nm of top SiO\textsubscript{2} cladding to support a guided mode. In our approach, a pocket with special alignment features is etched into the 1 \( \mu \text{m} \) top SiO\textsubscript{2} upper cladding, down to the Si\textsubscript{3}N\textsubscript{4} core. The pocket then receives a GaAs device with alignment features complementary to those of the pocket, as seen in Fig. 1a. The GaAs device is then covered with a 1 \( \mu \text{m} \) thick SiO\textsubscript{2} cladding layer, as shown in Figs. 1b and c. As shown in Section VI of the SI, an optimized-taper adiabatic mode transformer can be designed to allow highly efficient (> 93 \%), broadband coupling between the fundamental TE GaAs ridge mode and the Si\textsubscript{3}N\textsubscript{4} waveguide mode, comparable to values achieved in non-U	extsuperscript{L}LW platforms\textsuperscript{21,22}. It is worth noting that our platform may also allow efficient evanescent coupling directly to GaAs nanocavities as demonstrated in Ref. 33. The nanowaveguide geometry features broadband operation, which allows modest Purcell enhancements (\( F_p < 5 \)) that are advantageous for QD spectroscopy and applications in which observation of more than one transition is desired\textsuperscript{34}. We note also that \( F_p \approx 5 \) may be sufficient to significantly improve the efficiency and indistinguishability of single-photon and pair sources\textsuperscript{34}.

The hybrid device fabrication is described in Methods. Figure 2a shows an optical microscope image of an assembled GaAs nanowaveguide placed above a buried Si\textsubscript{3}N\textsubscript{4} U	extsuperscript{L}LW leading into a multi mode interference (MMI) 50:50 splitter. The outline of the etched SiO\textsubscript{2} cladding corresponding to the GaAs device placement pit is indicated in the figure. The nanowaveguide geometry, which hosts the quantum dot single-photon emitter, is surrounded by a frame created for mechanical alignment and structural support, and is connected to a pick-up pad that is used for transferring it onto the Si\textsubscript{3}N\textsubscript{4} chip. A scanning electron micrograph (SEM) in Fig. 2b indicates that there was misalignment between the GaAs device and the Si\textsubscript{3}N\textsubscript{4} waveguide of < 340 nm, as well as a tilt angle of < 0.9\textdegree.

III. ULTRA-LOW LOSS WAVEGUIDE CHARACTERIZATION

To estimate the propagation losses, guides with nominal lengths of 1 m, 2 m and 3 m, implemented as Archimedean spirals\textsuperscript{35}, were fabricated and characterized by a single-photon optical time-domain reflectometry (SP-OTDR) technique\textsuperscript{26}. In this technique, short laser pulses in a periodic stream are launched into the U	extsuperscript{L}LW, and photons originating from optical back-scatter along the waveguide are collected and routed towards a single-photon detector. A time-correlator is then used to create a time-trace of back-scattered photon arrival times with respect to a reference clock,
FIG. 2:  a Optical micrograph of a GaAs / InAs quantum dot single-photon source assembled on a Si$_3$N$_4$ ultra-low loss waveguide, leading to a 50:50 multimode interference coupler (MMI) power splitter (not shown). The image was taken prior to the top SiO$_2$ cladding deposition. Scale bar: 10 $\mu$m  b Scanning electron micrograph of the device prior to deposition of the SiO$_2$ top cladding. Scale bar: 4 $\mu$m.

and the arrival time can be converted into a distance along the guide. The evolution of the back-scattered light intensity with arrival time provides a direct measure of the signal attenuation along the guide. The experimental setup and details about the measurements and time-to-length conversion are provided in Sections II and III of the SI. As shown in Fig. 3c, the Archimedean spirals were designed with a radius of curvature (RoC) that varied continuously going inwards, from a maximum value $R_{\text{max}}$ - which depended on the total length - to a minimum $R_{\text{min}} = 1000 \mu$m near the center. The inward spiral was followed by an S-bend with $R_S = 500 \mu$m, which transitioned to the outward spiral to the waveguide output. Time-domain reflectivity traces for the three spirals are shown in Fig. 3d, as a function of spiral length and RoC. All reflectivity curves are approximately linear (in log scale) up to about half of the total spiral lengths. Approximately at the S-bends, the signals drop precipitously. Transmission spectra (not shown) of waveguide-coupled microring resonators with radius $R = 500 \mu$m on the same chip did not reveal any resonances, indicating that
FIG. 3: a Photograph of an ultra-low loss waveguide (ULLW) spiral with 1 m length under test. Scale bar: 5 mm. b Schematic of the Archimedean spirals used for loss measurement, composed of inward (green) and outward (blue) spirals, connected by an S-bend (red). In the measurement, laser light is injected into the spiral, and guided back-scattered photons originating along the spiral, collected from the spiral input, are detected in time-domain with a resolution of $\approx 200$ ps. c Radius of curvature (RoC) as a function of length for the measured 1 m, 2 m, and 3 m spirals. $R_{\text{min}}$ and $R_S$ respectively mark the minimum spiral and S-bend radii. We note the large RoC discontinuity at the S-bend. d Back-scattered light intensity as a function of propagation length and RoC along the 1 m, 2 m, and 3 m spirals, relative to the intensity at the start of each spiral (dots: data; red lines: fits). In each panel, the top and bottom horizontal axes are, respectively, the RoC and length along the corresponding spiral. The spiral length uncertainty is of $< 1$ mm, as described in the SI Section III.

The signal drop is due to large bend losses at the S-bends. It is also likely that the sharp RoC transition between the spiral and S-bend cause further signal loss. To estimate propagation losses in straight ULLWs (bent WGs are not subsequently used in QD integration), linear fits to the OTDR traces were used. The fits were performed for $z$ values from the beginning of the inward spiral
to 1 cm before the start of the S-bend, to avoid the abrupt RoC discontinuity. Linear losses for 3 m and 2 m spirals were found to be, respectively, $(1.0 \pm 0.4)$ dB/m and $(2.8 \pm 0.6)$ dB/m. Fits to the 1 m spiral trace did not yield reliable parameters, primarily due to the short extent of the available data.

**IV. TRIGGERED SINGLE-PHOTON EMISSION**

We next demonstrate triggered single-photon emission from a single QD into a ULLW and characterize its spectral properties and photon statistics at temperatures $< 10$ K. Figure 4a shows the micro-photoluminescence ($\mu$PL) spectrum obtained for the device in Fig. 1a, pumped from free space with a continuous-wave laser at 841.3 nm, and collected from the ULLW (details in Methods). The emission lines at 927.21 nm, 926.57 nm and 926.02 nm (labeled as $X_1$, $X_2$ and $X_3$, respectively) were found to be from a single QD via photon-counting cross-correlation measurement. We measured the lifetime of the $X_1$ line by pumping the QD with an 80 MHz, < 100 fs pulse train at 887 nm. Figure 4c shows the radiative decay time-trace taken at saturation (red dot in Fig. 4b), fit to a double exponential with decay constants $\tau_1 = (0.86 \pm 0.01)$ ns and $\tau_2 = (2.1 \pm 0.01)$ ns. The slower exponential suggests recombination processes that may adversely affect the coherence of the single photons. To determine the purity of single photon emission, the second-order intensity correlation $g^{(2)}(\tau)$ line was measured in a Hanbury-Brown and Twiss setup. Figure 4e shows the normalized photon detection coincidences, where a fitted $g^{(2)}(0) = 0.07 \pm 0.02$ and decay parameter of $(0.85 \pm 0.02)$ ns was obtained, close to the radiative rate. This shows triggered high-purity, single-photon emission from the QD collected in the ULLW.

The single-photon count rates produced by the QD pumped into saturation were compared to the 80 MHz pulsed laser repetition rate to yield a measure of the QD-to-ULLW coupling efficiency $\eta_{QD-ULLW}$. Assuming 100 % quantum efficiency for the $X_1$ line and discounting all photon losses along the optical path from the Si$_3$N$_4$ ULLW to the employed superconducting nanowire single-photon detector (SNSPD), we estimate $4 \% \leq \eta_{QD-ULLW} \leq 7 \%$ (details in the SI). Finite difference time-domain (FDTD) simulations of electric dipoles emitting in a hybrid geometry that approximated the fabricated and tested one indicate that $\eta < 31 \%$ could in principle be achieved. As detailed in the SI, the discrepancy between experimental and simulated efficiencies is likely due to sub-optimal QD position and dipole moment orientation inside the GaAs nanowaveguide, though contributions from the misalignment between the latter and the underlying ULLW (evident
in Fig. 1b) and other geometrical imperfections were potentially significant.

FIG. 4: **a** Quantum dot photoluminescence (PL) spectrum from a hybrid device pumped non-resonantly at 841.5 nm, showing three transitions from the same QD. **b** PL intensity for $X_1$ as a function of input power. Red dot: pump level for measurements in **c** and **d**. The uncertainties represent 95 % confidence intervals computed from a Lorentzian fit to the QD emission line intensity. The continuous line is a guide to the eye. **c** Radiative decay trace of the $X_1$ transition measured at saturation, fitted with a biexponential decay function. **d** Second-order correlation for the $X_1$ line pumped at saturation, showing triggered single photon emission with fitted $g^{(2)}(0) = (0.07 \pm 0.03)$ ns. All uncertainties reported are 95 % fit confidence intervals, corresponding to two standard deviations.

V. RESONANCE FLUORESCENCE

An additional necessary characteristic for on-chip single-photon sources is high single-photon indistinguishably, which requires the benchmark $T_2 = 2T_1$ for the quantum emitter coherence time $T_2$, where $T_1$ is the radiative lifetime. Non-resonant excitation of the QD results in an excess of electrons and holes in the host semiconductor and leads to a fluctuating charge environment that inevitably leads to single photons with $T_2 \ll T_1$. Resonant QD excitation, on the other hand, has been shown to minimize decoherence, allowing the radiative limit to be approached, by avoiding excess environmental charge fluctuations$^{[36]}$. An inherent challenge of such a scheme, however, is
to sufficiently suppress a pump beam that is resonant with the quantum emitter fluorescence. In free-space-coupled systems, suppression is typically achieved through polarization filtering of the pump before detection\(^\text{37}\), though excitation with an orthogonally directed free-space beam\(^\text{38}\) or waveguide\(^\text{39}\) has also been used, and a bi-chromatic pumping scheme has also been recently explored\(^\text{40}\). In PICs featuring direct quantum dot resonant illumination with a free-space beam, off-chip polarization filtering before detection has been employed\(^\text{41,42}\) as well as temporal detection gating\(^\text{43}\). In our device and experimental configuration, we observed the resonance fluorescence spectrum collected directly into the ULLW, without polarization filtering or temporal gating. We measured an extinction ratio of > 25 dB using resonant laser excitation by controlling the polarization of the incident laser alone. This was made possible due to high spatial mode filtering provided by the high aspect ratio ULLW, which only supports a TE mode, so that the polarization orthogonal to the one supported by the waveguide is highly suppressed. We note that resonance fluorescence has also been observed without polarization filtering in AlN circuits with integrated Ge-vacancy quantum emitters in diamond\(^\text{25}\).

The resonance fluorescence spectrum of a two-level system varies significantly with excitation intensity. At excitation powers significantly below the saturation level, elastic resonant Rayleigh scattering dominates, and a spectrally narrow emission line is observed\(^\text{44}\). At high excitation power, the spectrum features a central resonant peak and two symmetric side-resonances, forming the so-called Mollow triplet\(^\text{15,27}\). Waveguide-coupled resonance fluorescence from single quantum emitters has previously been demonstrated in various single-material\(^\text{41,42,46,47}\) and hybrid\(^\text{25,48}\) PIC platforms. In contrast with all this prior work, below we report observation of the Mollow triplet in waveguide-coupled emission, from the same device as measured in the previous Section. The origin of the triplet can be understood from the schematic in Fig. 5a. Two bare states of the quantum dot-field system are split by electric dipole interaction with a strong excitation field, forming a quartet of dressed states. The doubly-degenerate transitions at the resonant energy and the blue- and red- shifted transitions compose the Mollow triplet. The side-peak splitting is given by the Rabi frequency, \(\Omega_R\), which is proportional to the electric field amplitude.

To observe resonance fluorescence from our device, a free-space laser beam tuned to the \(X_1\) transition in Fig. 4b was used. As detailed in the Methods, control of the pump beam polarization was used to minimize scatter into the ULLW, and a weak non-resonant co-pump was used to gate the resonant emission\(^\text{16}\). Resonantly driven single-photon emission was first verified via a
FIG. 5: a Energy levels of a two-level system (TLS) driven by a resonant coherent optical driving field. Electric dipole interaction with the driving field splits the TLS ‘bare’ states into two ‘dressed’ states separated by $\hbar \Omega_R$, producing three emission peaks, represented by different colors. The labels e, g and N respectively correspond to the TLS ground and excited states, and the coherent field average photon number. b Measured second-order correlation and fit (red line) for the QD emission under resonant excitation with $\Omega_R/2\pi \approx 3.3$ GHz. $g^{(2)}(0) = 0.04 \pm 0.02$ indicates single photon emission. c Strong-drive resonance fluorescence spectra for increasing excitation power (colored dots), and corresponding fits (gray continuous lines). The red and blue Mollow side-peak positions obtained from the fits are marked in red and blue symbols respectively. The side-peak energy split increases linearly with the square-root of the excitation power, as indicated by the dotted gray line, from a linear fit to the data. d Interferometric fringe visibility as a function of time delay for QD emission. Panels (ii) to (iv) are for resonance fluorescence, whereas (i) is obtained with quasi resonant (p-shell) pumping at 877.5 nm. All reported uncertainties correspond to 95% fit confidence intervals, corresponding to two standard deviations.

second-order photon correlation measurement of the resonance fluorescence spectrum. The data, shown in Fig 5b, displays a clear anti-bunching dip, with a fitted $g^{(2)}(0) = 0.04 \pm 0.02$, indicating
nearly pure single-photon emission. A bunching peak at \( \approx 3 \) ns, however, indicates flickering due to dark state shelving\(^{50}\) or spectral diffusion\(^{42}\), with a time-scale of \( \approx 6.4 \) ns. Such behavior is likely due to a fluctuating charge environment surrounding the QD, which is ameliorated, though not completely suppressed, by the non-resonant co-pump\(^{51}\). We note also that the X\(_1\) transition radiative lifetime \( T_1 \) was measured to be \( T_1 = (0.63 \pm 0.01) \) ns, slightly shorter than previously measured under non-resonant excitation. Such discrepancy is likely due to a slower QD excitation dynamics in the latter case, leading to broadened lifetime trace\(^{52}\).

Figure 5c shows high resolution resonance fluorescence emission spectra, obtained with a scanning Fabry-Perot interferometer (SFPI), for varying pump powers (details in Methods). The spectra display a sharp Lorentzian central peak and two side-peaks, spaced from the latter by an energy that varies linearly with the excitation field amplitude (square-root of the power), a signature of the Mollow triplet. The sharp central peak includes the elastic contribution of the Mollow spectrum, and scattered resonant pump light. The side-peaks show a slight asymmetry in amplitude and width, which suggests some detuning between the laser and the transition\(^{14}\), and spectral diffusion, at time-scales \( > T_1 \)\(^{15}\). Indeed, as shown in Fig. S6 of the SI, a model that takes into account QD spectral diffusion\(^{15}\) is able to fit the data, yielding \( T_2 < 100 \) ps. To confirm and better estimate \( T_2 \), we use Fourier Transform spectroscopy\(^{54}\). Here, the resonant QD emission was fed into a variable-delay Mach-Zehnder interferometer, and output interference fringe amplitudes were recorded as a function of time-delay. The resulting traces, shown in Fig. 5d, are proportional to the first-order correlation function of the QD light\(^{54}\), and were fitted to a model\(^{17}\) that yielded the coherence time \( T_2 \), as well as the Rabi frequency \( \Omega_R \) (see Methods and the SI Section VII for details). A reference visibility trace, obtained for non-resonant pumping, is shown in panel i of Fig. 5d. The trace is fitted with a Gaussian, which indicates spectral diffusion, and yields \( T_2 = (0.053 \pm 0.003) \) ns. Panels ii to iv in Fig. 5d are visibility traces for resonance fluorescence for varying excitation powers, as indicated by the Rabi frequencies. It is worth noting that at the higher powers Rabi oscillations are visible, which are reasonably well reproduced by the model\(^{17}\). The corresponding coherence times are i \( T_2 = (0.10 \pm 0.1) \) ns, ii \( T_2 = (0.07 \pm 0.01) \) ns and iii \( T_2 = (0.09 \pm 0.01) \) ns, longer than for the non-resonant excitation values. The coherence dynamics at high powers are better fit with a Gaussian decay, while at lower powers coherence decays exponentially, which indicates prevalence of spectral diffusion\(^{54}\).
VI. DISCUSSION

Our work demonstrates for the first time the integration of a quantum emitter single-photon source onto photonic integrated circuits with waveguide losses of $\approx 1$ dB/m. These losses, measured at a wavelength of $\approx 920$ nm, are more than two orders of magnitude lower than reported in any prior PIC with on-chip quantum emitter single-photon sources, and are substantially lower, by $> 3$ dB/m, than the lowest reported for any foundry-compatible quantum PIC to date. We next outline and discuss improvements to achieve the full potential of our integration platform.

Regarding the relatively low single-photon coupling efficiency into the ULLWs demonstrated here, the main contributing factors include a sub-optimal nanophotonic design and quantum dot positioning and, principally, dipole moment orientation within the GaAs device. While various techniques have been developed to solve the latter issues\cite{32,52}, the implemented photonic design featured two factors that fundamentally lead to lower efficiencies. First, the choice of a waveguide geometry imposes a limit on the QD coupling to guided, as opposed to radiative, waves\cite{12}. Second, the linear taper profile of the mode transformer leading to the Si$_3$N$_4$ waveguide displayed sub-optimal efficiency, though, as discussed in Section 1 and the SI, superior designs with significantly higher efficiencies can be implemented. While a waveguide geometry may be desirable for broadband operation, evanescently coupled microcavities are a viable alternative towards achieving higher overall coupling efficiencies\cite{33} and are the subject of future work. An additional advantage of this approach is that a high Purcell radiative rate enhancement, achieved through coupling to the resonant mode, can bring the quantum emitter’s lifetime $T_1$ closer to the radiative limit $T_2 = 2T_1$, given a coherence time $T_2$ that is sufficiently unaffected by nanofabrication, thereby improving indistinguishability\cite{52,56}. On the other hand, a single quantum dot exhibits various excitonic transitions over a relatively wide spectral range, which may be used for desirable functionalities beyond triggered single-photon emission. For instance, polarization-entangled photon pairs may be generated from the biexciton-exciton cascade\cite{34}, where the two states are typically split by $\approx 1$ nm. These entangled photon states, when captured into an integrated photonic circuit, could present interesting opportunities for quantum information processing on a chip.

Regarding collection of resonance fluorescence with higher pump suppression, fine control of the QD orientation will likely be necessary. Control of the resonant pump polarization was shown here to effectively minimize scatter into the ULLW. Keeping in mind that only the QD dipole moment component that is transverse to the ULLW couples to it, the QD must be oriented such
that the (optimally polarized) pump maximizes resonant QD emission into the ULLW. The QD must have a sufficiently large dipole moment component along the pump polarization to excite QD emission above the scattered light level. In principle, though, with proper design of components, a higher degree of pump suppression can be achieved. While it is unclear what factors contribute most to scatter from the free-space pump into the ULLW, it is likely that fabrication imperfections are to blame, which brings an undesirable degree of uncertainty to the problem. As an alternative, waveguide-based resonant pumping may provide more controllable means of minimizing waveguided pump scatter.

The broad linewidths observed even upon resonant excitation, due to large spectral diffusion and dephasing, limited our ability to coherently control the quantum dot and demonstrate indistinguishable single-photons. In particular, the need to co-pump the quantum dot non-resonantly with above-band light most likely contributed to an increase of the inhomogeneous linewidth particularly at higher resonant excitation. It is unclear whether any of the fabrication steps were ultimately responsible for the large spectral diffusion in our devices, since the quantum dots were not characterized pre-fabrication. Screening the QD population prior to fabrication may allow identification of QDs with narrower linewidths. Deterministic positioning of single QDs within nanofabricated geometries, at sufficient distances from etched sidewalls, has been shown to be at least beneficial in preserving emission properties.

Regarding our passive photonic circuits, lower propagation losses may be achieved by employing blanket nitride growth, etch, and annealing techniques, as well as transverse magnetic (TM) field designs. At the same time, we anticipate that a variety of on-chip passive components already demonstrated in this platform, including spiral delay lines, filters, and couplers and switches, can be further optimized for lower insertion losses.

Implementing all of the measures above - improving the QD-to-waveguide coupling efficiency and enhancing single-photon indistinguishability via nanophotonic design and deterministic QD positioning, and further minimizing propagation and insertion losses in passive on-chip components - will bring us closer to fully chip-integrated systems implementing practical Boson sampling and related photonic quantum information tasks with quantum advantage. We note further that the ultra-low propagation losses demonstrated here may already allow the implementation of on-chip delays for time-demultiplexing of a single quantum emitter single-photon source, to produce spatially multiplexed photons for Boson sampling similar to that demonstrated with free-space optical delays in ref.
In conclusion, our results indicate high prospects for the utilization of quantum emitters as on-demand sources of single-photon in ultra-low loss, \( \leq 1 \text{ dB/m} \), photonic integrated circuits, which may prove essential for the creation of scaled photonic quantum information systems on-chip.
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Methods

**Uncertainty reporting** Wherever unspecified in the text, reported uncertainties are 95% confidence intervals, corresponding to two standard deviations, resulting primarily from Type A evaluations of least-squares fits of models to data. We report other details of uncertainty evaluation as relevant.

**Estimation of misalignment between GaAs and Si$_3$N$_4$ waveguides** To estimate the misalignment between the Si$_3$N$_4$ and GaAs waveguides in the SEM of Fig. 1b, we calibrate the image pixel size using reference positions produced by electron-beam-lithography on the GaAs device. We then measure pixel distances between Si$_3$N$_4$ waveguide and GaAs support frame at various locations to determine physical distances and tilt angles. Although the uncertainty is expected to be negligible, because we do not evaluate the uncertainties related to edge thresholds, we provide conservative estimates of < 340 nm and < 0.9° for the lateral displacement and tilt angle, respectively.

**Device Fabrication** Device integration involves fabricating III-V semiconductor single photon emitters in a tab-released membrane structure and employing a pick-and-place technique to place the emitter in pockets etched in the Si$_3$N$_4$ waveguide upper oxide cladding. Alignment is achieved in the x-y plane using etched mechanical features in the semiconductor and waveguide upper cladding oxide pocket. Fabrication of the Si$_3$N$_4$ chip and the GaAs/QD devices was done in two separate runs. For the passive, ULL circuit, low pressure chemical vapor deposition (LPCVD) Si$_3$N$_4$ was deposited on a 100 mm silicon wafer with a 15 µm, thermally grown SiO$_2$ layer. Waveguides were patterned with a deep-ultraviolet (DUV) stepper and dry etched using an inductively coupled plasma (ICP) reactive-ion etcher (RIE) with CHF$_3$/CF$_4$/O$_2$ chemistry. A ≈ 1 µm layer of SiO$_2$ was deposited by plasma enhanced chemical vapor deposition (PECVD) using liquid tetraethoxysilane (TEOS) as a precursor of Si, followed by a high temperature anneal and chemical mechanical polishing (CMP) for planarization. Optical lithography was then used to define placement pits for the GaAs devices, aligned to buried Si$_3$N$_4$ waveguides. The placement pits were etched ≈ 500 nm deep into the top SiO$_2$ cladding. To better accommodate the QD devices, the pits were further trimmed with an additional optical lithography step followed by a buffered oxide etch (BOE). The visible fringes along the buried waveguide in Fig. 2 show evidence of non-uniform SiO$_2$ removal from above the Si$_3$N$_4$, and, potentially, also etching of the Si$_3$N$_4$. GaAs devices were fabricated from an epitaxially grown stack consisting of a 190 nm thick GaAs layer containing InAs QDs at the center, on top of a 1 µm Al$_{0.7}$Ga$_{0.3}$As sacrificial layer. Prior to fabrication wide-field illumination photoluminescence imaging confirmed the presence of
high density quantum dots emitting in the 900 nm band, with individual quantum dots addressable through a combination of spatial and spectral filtering during subsequent device characterization. Electron-beam lithography followed by Cl₂/Ar ICP etching was used to define the devices on the epi-wafer, and hydrofluoric acid was used to remove the sacrificial layer. This process resulted in free-standing GaAs devices that could be picked up with a tungsten probe and placed onto the etched pits on the ULLW chip. The GaAs devices and placement pits had triangular locking geometries (indicated in Fig. 1a) that enable sub-micron alignment to be achieved. The successful integration of the GaAs devices was confirmed using optical microscope as well as scanning electron microscope prior to deposition of the top SiO₂ cladding (see SI for details on estimating the device alignment). After device placement into the etched pits, PECVD was used to deposit a 1 μm SiO₂ film over the entire chip. This step created a SiO₂ upper cladding for the GaAs devices. Before testing, diced chip facets were polished such that the waveguide ends of the spirals were accessible via end-fire coupling.

Cryogenic Photoluminescence measurements
The fabricated devices were measured in a closed-cycle Helium cryostat at temperatures < 10 K. The sample was imaged from the top, with a micro-photoluminescence (μPL) setup implemented just above an optical window at the cryostat chamber top. Optical excitation of the QDs in the GaAs devices was also done from the top, with laser light focused to a spot of ≈ 1 μm diameter. Quantum dot emission coupled to the ULLWs was collected using a lensed optical fiber mounted on a nanopositioning stage that could be aligned to WG facets at the polished edge of the hybrid chip. The results shown here were obtained from devices that included 50:50 MMI splitters, as shown in Fig. 2. Figure S3 in the SI shows μPL spectra produced by one of the fabricated devices under 845 nm continuous wave (CW) laser pumping, collected separately from the two MMI output ports.

Triggered single-photon emission measurements
We measured the lifetime of the X₁ line upon excitation with a < 100 fs, 80 MHz pulsed laser at 887 nm. The emission was filtered using a ≈ 500 pm bandwidth fiber coupled grating filter having efficiency of ≈ 50 % and the photon counts were detected with a superconducting nanowire single photon detector (SNSPD).

To determine the purity of single photon emission, the intensity autocorrelation for the exciton line was measured using two SNSPDs in a Hanbury-Brown and Twiss configuration. Figure 4f shows the normalized photon detection coincidences, measured with a 128 ps bin size, for the X₁ line pumped at saturation (red dot in Fig. 4b, top). The data was fitted with a two-sided exponential decay and a g(2)(0) value of 0.07 ± 0.02.
and decay parameter of \((0.85 \pm 0.02)\) ns was obtained, close to the radiative rate. This shows triggered high-purity single photon emission from the QD collected in the ULLW.

**Resonance fluorescence measurement** To observe resonance fluorescence from our device, free-space excitation was used once again, with a laser beam tuned to the \(X_1\) transition in Fig. 4b. Polarization control of the excitation beam allowed us to suppress scattered pump light into the \(\text{Si}_3\text{N}_4\) waveguide by as much as \(\approx 25\) dB while monitoring the signal on a grating spectrometer. In order for the resonance fluorescence to be observable however, it was necessary to co-excite the QD with a weak non-resonant laser at \(\approx 841\) nm\(^{16}\). While the non-resonant laser alone was sufficiently weak to produce negligible photon emission counts for all resonant laser powers, it enhanced the resonance fluorescence light by as much as \(\approx 10\) times.

The Mollow triplet spectra shown in Fig. 5c were obtained by filtering QD emission collected from the ULLW with a scanning Fabry-Perot interferometer (SFPI) with free-spectral range of 40 GHz and finesse of \(\approx 200\). At different resonant excitation powers, the intensity of the non-resonant co-pump was optimized to increase the resonant emission count. A \(\approx 200\) GHz bandwidth fiber-coupled grating filter preceding the SFPI eliminated non-resonant laser light while allowing the complete resonance fluorescence spectrum to be measured. The Mollow triplet spectra were fit, through a nonlinear least-squares method, with a function that included three Lorentzians peaks, corresponding to the center and two side-peaks of the incoherent Mollow triplet spectrum- and an additional, sharp central Lorentzian to account for the coherent resonance fluorescence signal and pump scatter\(^{13}\). The spectral locations of the side-peaks (with 95 % fit confidence intervals) are plotted as a function of pump power in Fig. 5c.

A physical model of the Mollow triplet that included effects of laser detuning and QD spectral diffusion\(^{13}\) was also used to fit the data, yielding the \(T_2 < 100\) ps estimate given in the main text. Plots of the fits and extracted parameters are shown in the SI Section VII.

**Fourier-transform spectroscopy** For Fourier-transform spectroscopy, QD emission resonant with the pump laser was passed through a Mach-Zehnder interferometer (MZI) with variable delay, then detected with an SNSPD. The MZI delay was scanned to yield an interferogram that corresponded to the first-order correlation function of the QD emission, from where the QD coherence time \(T_2\) can be extracted\(^{17}\).

In our experiment, the MZI was tuned to a discrete number of delay values between -0.1 ns and 0.3 ns. At each point, the MZI delay stage was dithered 5 times with an amplitude of 2 \(\mu\)m, giving sufficient time for the system to stabilize. Interference fringes from the latest dither were recorded and the visibility \(V = (I_{\text{max}} - I_{\text{min}})/(I_{\text{max}} + I_{\text{min}})\), where \(I_{\text{max}, \text{min}}\) are the maximum and minimum fringe intensities, was calculated at each point.
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I. LOW-LOSS INTEGRATED QUANTUM PHOTONIC PLATFORMS

Table SI shows the lowest reported propagation losses, to the best our knowledge, for various current integrated quantum photonic platforms. Also indicated are whether the demonstrated devices included on-chip sources, and of what type. The current work not only exhibits the lowest losses for foundry-compatible integrated quantum photonic platform, but also combines it with the triggered single-photon emission made possible by integration with a single quantum emitter.

**TABLE S1**: Reported propagation losses for various photonic integration platforms used in quantum photonics demonstrations to date. SFWM: spontaneous four-wave mixing; SPDC: spontaneous parametric down-conversion. PPLN: periodically-poled lithium niobate

| Integration platform | Losses (dB/m) | Wavelength (nm) | Source type | On-/off-chip source | Foundry-compatible | Reference |
|----------------------|--------------|-----------------|-------------|---------------------|-------------------|-----------|
| Laser-written SiO₂   | < 30         | 1550            | no on-chip source | Off-chip            | No                | 1         |
| Laser-written SiO₂   | ≈ 50         | 800             | no on-chip source | Off-chip            | No                | 2         |
| UV-written silica-on-Si | ≈ 15          | 1550            | SFWM        | On-chip             | No                | 3         |
| Double-stripe Si₃N₄ | ≈ 20         | 1550            | SFWM        | On-chip             | Yes               | 4         |
| Hydex                | ≈ 5          | 1550            | SFWM        | On-chip             | Yes               | 5         |
| Si₃N₄ ridge          | ≈ 5 <sup>a</sup> | 1550            | SFWM        | On-chip             | Yes               | 6         |
| AlN ridge            | ≈ 100 <sup>b</sup> | 1550            | SPDC        | On-chip             | Yes               | 7         |
| Silicon-on-insulator | ≈ 100        | 1550            | SFWM        | On-chip             | Yes               | 8         |
| AlGaAs-on-Insulator  | ≈ 20         | 1550            | SFWM        | On-chip             | Yes               | 9         |
| Ti:PPLN              | ≈ 1.6 / ≈ 2.2 | 890 / 1320      | SPDC        | On-chip             | No                | 10        |
| Ti:LiNbO₃            | ≈ 10         | 1550            | SPDC        | On-chip             | No                | 11        |
| GaAs/Si₃N₄          | ≈ 100        | 900             | quantum emitter | On-chip             | Yes               | 12        |
| GaAs/Si₃N₄          | ≈ 1          | 900             | quantum emitter | On-chip             | Yes               | **This work** |

<sup>a</sup> Estimated from measured microring resonator intrinsic quality factors, $Q_i \approx 7 \times 10^7$.

<sup>b</sup> Estimated from measured microring resonator intrinsic quality factors $Q_i \approx 4 \times 10^5$.

<sup>*</sup> Having at least passive photonic circuits that can be produced in a semiconductor foundry.
Figure S1(a) shows the schematic of the experimental setup used for our SP-OTDR measurements. An 80 MHz mode-locked fiber laser was used to produce < 100 fs pulses centered at a wavelength of ≈ 930 nm. An electro-optic modulator (EOM) synchronized to the laser was used to attenuate its output by > 20 dB, allowing a single pulse to pass at a period of more than 100 ns. This was done in an attempt to limit the observation of stray reflected pulses within the time-window corresponding to the spiral lengths. The modulated signal was passed through a 90:10 fiber splitter, then coupled to a lensed optical fiber connected to the 10 % port of the latter. The lensed fiber both launched the pulses into the on-chip ULLWs and collected the reflected light. The latter was then routed to superconducting nanowire single-photon detectors (SNSPDs) via the 90:10 splitter. The time correlator had a specified temporal resolution of 4 ps. Coupling into the TE Si$_3$N$_4$ waveguide mode was achieved by maximizing the reflected signal by varying the polarization of the injected light with a fiber polarization controller (FPC) placed before the 90:10 splitter. Minimizing the reflected signal (consistent with TM-polarization coupling) allowed us to obtain a mostly flat noise background, with spurious peaks which were also visible on the TE polarization curve. Such peaks originate from polarization-independent interfaces (e.g., fiber connectors and the chip facet) or scatterers along the probing light path, or are pulses that were insufficiently attenuated by the EOM. The TE mode and TM-polarization (background) reflectivity curves for the three measured spirals are shown in Fig. 3(b) in the main text. Subtracting the background signal from the TE reflectivity curves allowed us to reduce some of these features. The fits reported in Fig. 3(d) were done on such background-subtracted data, also displayed in the figure. To find the start of each spiral in time, we note that each spiral trace starts with a tall peak due to the chip facet. We select as the spiral start time the point at the onset of the facet peak, where the intensity is 10 dB higher than the preceding (background) intensity level.

The optical path traversed by the photons back-scattered at any point is twice the length of the spiral at the point. Thus the total length traversed by the photons, for calculation of loss, is twice the length of the spiral or the length shown as horizontal axis in Fig S1(b). Since the high-aspect ratio ULLW only supports the TE mode, the TM mode doesn’t propagate in the waveguide and is reflected from the chip facet. Thus the OTDR for TM polarization also serves as the reference signal. The common peaks among the signal for TE and TM polarization, as well as after other trains of pulses, indicates that these originate from elsewhere. These were identified as reflection from other optical components used in the setup.
FIG. S1: (a) Schematic of experimental setup for single-photon optical time-domain reflectometry (SP-OTDR) measurements. FPC: fiber polarization controller; VOA: variable optical attenuator; EOM: electro-optic modulator; PS: power supply; DG: delay generator. LF: Lensed Fiber. (b) SP-OTDR signal for back-scattered light from 3 m Archimedes spiral, upon injection of < 100 fs laser pulses. Exponentially decaying counts are observed as a function of time after pulse at zero delay for TE polarized excitation (red), indicating propagation in the spiral. Data for TM polarization is shown in gray, indicating much larger propagation losses, as to be expected given that the waveguide does not support a TM mode.

III. DETERMINATION OF THE ULLW GROUP INDEX

The time-axis in our SP-OTDR measurements can be converted into a propagation length along the ULLWs though the relation

\[ \Delta L = \frac{c_0 \Delta t}{2n_g}, \]

where \( c_0 \) is the velocity of light in vacuum, \( \Delta L \) is the length propagated in a time interval \( \Delta t \), and \( n_g \) is the group index of the waveguide. To estimate \( n_g \) in the ULLWs, we performed SP-OTDR measurements on
a straight waveguide fabricated on the same chip as the spirals studied in the main text. Figure S2 shows time-dependent reflectivity traces obtained by maximizing and minimizing the insertion loss (IL) via the input polarization. Both traces were obtained with the same integration time of 60 s. Two peaks separated by ≈ 200 ps are apparent in the figure. Because the ULLW was designed to be close to single-mode, we assign the low IL (blue) curve to the fundamental transverse-electric (TE) mode, whereas the gray curve is assigned to the first transverse-electric (TM) mode. Because the first peaks for both the TE and TM polarizations have approximately the same amplitude, we assign such peaks to reflection at the waveguide facet, at the edge of the chip just after the lensed fiber. The next peaks, spaced by ≈ 200 ps, are assigned to the first reflection at output end of the ULLW. This assignment is based on the following reasoning.

A two-Gaussian fit to the TE polarization trace (continuous curve in Fig. S2) gives a delay Δt = (−206.0 ± 0.9) ps, amplitude ratio R₂/R₁ = 0.260 ± 0.004, and a width ratio σ₂/σ₁ = 1.040 ± 0.005 between the first and second peaks. The uncertainties here are 95 % confidence intervals from the nonlinear fit, corresponding to two standard deviations. We note that the pulse widths are limited by the temporal resolution of our TCSPC system.

Assuming that the Gaussian beam produced by the lensed fiber refracts at the interface following simple Fresnel relations for normal incidence, the reflection coefficients at the first and second facets, r₁ and r₂, are

\[ r_{1,2} = \pm \frac{n_o - n_i}{n_o + n_i}, \]

where \( n_i \) and \( n_o \) the refractive index outside and inside the device dielectric. We take \( n_o = 1.0 \) for air, and \( n_i \approx n_{\text{eff}} = 1.466 \), the TE mode effective mode index, computed with the Finite Element Method. The Fresnel transmission coefficients at the two facets are

\[ t_{1,2} = 2 \frac{n_{o,i}}{n_o + n_i}, \]

The reflectance from the first facet back into the fiber is \( R_1 = \eta_1 |r_1|^2 \). We have introduced \( \eta_1 \) to represent coupling losses between the free-space beam reflected at the facet and the fiber mode. The reflectance from the second facet back into the fiber is

\[ R_2 = \eta_2^2 |r_2 t_1 t_2|^2, \]

accounting for Fresnel transmission at the first facet, reflection at the second facet and transmission back through the first facet. The factor \( \eta_2 \) is introduced to represent modal coupling losses between the fiber and the TE waveguide mode. With this,

\[ \frac{R_2}{R_1} = \frac{\eta_2^2 |t_1 t_2|^2}{\eta_1} \approx 0.9 \frac{\eta_2^2}{\eta_1} \]
The fiber-to-ULLW coupling efficiency is estimated as $\eta_2 \approx 0.55$, as described in Section IV, from insertion loss measurements on straight waveguides fabricated on the sample chip as the spirals. Replacing in eq. (5), we obtain $R_2/R_1 \approx 0.27/\eta_1$. Comparing with $R_2/R_1 \approx 0.3$ obtained from the experimental fits above, we estimate $\eta_1 \approx 0.9$, which is a reasonable value.

Next, we used an optical microscope with an encoded sample stage to determine the length $L$ of the measured waveguide. The stage encoder had a specified resolution of better than 100 nm. Using the coordinates of the four corners of the rectangular waveguide geometry at 100× magnification, we obtain $L \approx 20.9$ mm over four measurements. The Student t-distribution 95 % confidence interval for the four measurements is $\approx 0.6$ μm. Using the $n_g = 1.51$ value computed with the finite element method, we calculate an expected delay $\Delta t \approx 210$ ps between the first two reflected pulses, which is reasonably close to the $\approx 206$ ps value obtained from the time-trace fit (i.e., it corresponds to a length difference of $\approx 1$ mm, which we take to be our length uncertainty in Fig 3d of the main text). Taking the measured waveguide length and fitted delay between the pulses into eq. (1), we obtain $n_g = 1.482 \pm 0.006$. The uncertainty reported here is obtained by propagating uncertainties for $\Delta t$ and $L$ in eq. (1). For $\Delta t$, we use the 95 % fit confidence interval reported above as the uncertainty, whereas for $L$ we use the Student t-distribution 95 %
confidence interval.
IV. SINGLE-PHOTON COUPLING EFFICIENCY

We estimate the single-photon coupling efficiency $\eta_{\text{QD-ULLWG}}$ from the QD into the ULLW in our device by pumping the former into saturation with an 80 MHz pulsed laser at 880 nm, assuming 100 % quantum efficiency for the emission, and comparing with the single-photon detection rate, after taking into account all the losses along the path to the detectors. Specifically the ULLW-coupled QD light goes through the MMI with efficiency $\eta_{\text{MMI}}$, and is collected by the lensed fiber with efficiency $\eta_{\text{LF}} \cdot \eta_{\text{facet}}$. In the latter expression, the first factor is just due to the fiber itself, including the FC/APC connector it featured on one end, and the second the fiber-to-waveguide coupling efficiency at the facet. Fiber-coupled photons are subsequently passed though a $\approx 0.5$ nm bandpass grating filter, with efficiency $\eta_{\text{filter}}$, then routed to an SNSPD with detection efficiency $\eta_{\text{SNSPD}}$ via an optical fiber path with efficiency $\eta_{\text{fiber}}$. The detection rate at the SNSPDs is given by

$$R_{\text{det.}} = \eta_{\text{QD-ULLWG}} \cdot \eta_{\text{MMI}} \cdot \eta_{\text{facet}} \cdot \eta_{\text{LF}} \cdot \eta_{\text{filter}} \cdot \eta_{\text{fiber}} \cdot \eta_{\text{SNSPD}}.$$  

We take the multimode interference (MMI) coupler efficiency to be $\eta_{\text{MMI}} < 0.445$, where the equality holds for the value determined from simulations. Figure S3 shows µPL spectra produced by one of the fabricated devices under 845 nm continuous wave (CW) laser pumping, collected individually from each of the MMI output ports. Identical spectral features and comparable photon counts at the two ports suggest that the designed MMI 50 : 50 split ratio is within reach.

The grating filter efficiency $\eta_{\text{filter}}$ was estimated to be $\approx 45 \%$ based on QD spectra taken before and after the filtering. The lensed fiber insertion loss was estimated by injecting CW laser light into it by way of the 10 % port of a 90:10 fiber beam splitter and measuring the reflected power, after positioning the lensed fiber below the lower SiO$_2$ cladding on the chip. In this case, light launched into free-space by the lensed fiber was reflected at the polished Si substrate facet and coupled back into the former. Assuming only Fresnel reflection at the air-to-Si interface, and perfect coupling back into the lensed fiber, $\eta_{\text{LF}} \approx 0.5$. It is likely, however, that the fiber coupling efficiency for the reflected free-space light was not perfect, so this estimate is at best a lower bound. For an upper bound, we take simply the 0.25 dB insertion loss that is specified for the FC/APC mating sleeve.

Facet losses $\eta_{\text{facet}}$ were estimated from insertion losses measured from three $\approx 20$ mm long straight ULLWs fabricated on the same chip as the Archimedean spirals described in the main text. In such short straight guides, propagation losses amount to $< 3$ dB/m$\times$0.02 m $< 0.1$ dB, so we estimate $\eta_{\text{facet}}$ as half the insertion loss. From all three waveguides, we obtain $\eta_{\text{facet}} = 0.55 \pm 0.02$, where the uncertainty corresponds to the standard deviation among all measured values. The fiber that linked the output of the grating filter to
FIG. S3: Quantum dot (QD) photoluminescence collected from the two output ports of a ULLW based 50:50 MMI splitter in the hybrid sample. Here, the QD was pumped at 845 nm.

The input of the SNSPD was measured to have a transmission of \( \approx 90\% \). Finally, we estimated the SNSPD efficiency \( \eta_{\text{SNSPD}} = 0.71 \pm 0.03 \) by noting the count rates obtained from a calibrated laser signal at the QD wavelength. The uncertainty here was propagated from power and count rate measurement uncertainties due to experimental fluctuations.

For a detected SNSPD count rate of \( \approx 2.1 \times 10^5 \text{s}^{-1} \), we find, using the MMI efficiency upper bound \( \eta_{\text{MMI}} = 0.445 \), the QD-ULLW coupling \( \eta_{\text{QD-ULLW}} = R_{\text{det.}}/80 \text{ MHz} \) to be within a 4 % to 7 % interval. The uncertainty here is largely due to the lensed fiber insertion loss \( \eta_{\text{LF}} \). Since however we expect \( \eta_{\text{MMI}} \leq 0.445 \), then \( \eta_{\text{QD-ULLW}} \geq 4 \% \), conservatively.

As shown in Section V of the SI, the QD dipole moment orientation and position have the largest impact on the overall coupling efficiency \( \eta_{\text{QD-ULLW}} \). Since neither position nor orientation of the accessed QD were known or controlled, it is likely that these two factors account for the relatively low observed \( \eta_{\text{QD-ULLW}} \).
V. COUPLING EFFICIENCY SIMULATIONS

To assess the expected QD-to-ULLW coupling efficiency $\eta_{\text{QD-ULLW}}$, we performed FDTD simulations of an electric point dipole source radiating inside of a hybrid waveguide geometry that approximates that of the tested device. In particular, we attempt to include geometrical imperfections that were apparent from the scanning electron micrograph in Fig. 2(b) of the main text, as well as the QD location and dipole moment orientation with respect to the GaAs host nanowaveguide. Table S2 shows the coupling efficiency $\eta_{\text{QD-ULLW}}$ and Purcell factors $F_p$ calculated considering combined variations of $\theta_{\text{dip}}$, the dipole orientation with respect to the GaAs waveguide axis; $\Delta x_{\text{dip}}$, the dipole displacement from the GaAs WG center; $\Delta x_{\text{WG}}$, the lateral displacement between the GaAs and Si$_3$N$_4$ WGs; and $\Delta \theta$, the angular misalignment between the Si$_3$N$_4$ and GaAs waveguides. The first row on the Table corresponds to the ideal case.

TABLE S2: Simulated dipole quantum efficiency $\eta_{\text{QD-ULLW}}$ and Purcell factor $F_p$ into the ultra-low loss waveguide for various geometrical parameters defined in the text.

| $\theta_{\text{dip}}$(°) | $\Delta x_{\text{dip}}$ (nm) | $\Delta x_{\text{WG}}$ (nm) | $\Delta \theta$(°) | $F_p$ | $\eta_{\text{QD-ULLW}}$ |
|------------------------|--------------------------|--------------------------|-------------------|------|------------------|
| 90                     | 0                        | 0                        | 0                 | 2.01 | 0.31             |
| 90                     | 0                        | 500                      | 0                 | 1.96 | 0.22             |
| 90                     | 67.5                     | 0                        | 0                 | 1.27 | 0.28             |
| 90                     | 0                        | 340                      | 0.9               | 2.06 | 0.30             |
| 90                     | 67.5                     | 340                      | 0.9               | 1.26 | 0.27             |
| 0                      | 0                        | 0                        | 0                 | 0.87 | 0                |
| 0                      | 67.5                     | 0                        | 0                 | 0.52 | 0.001            |
| 70                     | 0                        | 0                        | 0                 | 1.02 | 0.073            |

It is apparent in these results that dipole orientation has the strongest influence in the coupling efficiency, primarily because longitudinally oriented dipoles ($\theta_{\text{dip}} = 0$ with respect to the GaAs waveguide) does not couple to the (single) TE mode of the GaAs guide. Other geometrical imperfections contribute considerably less, within $\approx 30\%$, to a decreased overall coupling efficiency. The Purcell factor $F_p$ is affected almost exclusively by the position and orientation of the quantum dot within the GaAs nanowaveguide. Taken altogether, these results indicate that sub-optimal position and orientation of the (non-deterministically po-
sitioned) quantum dot are likely the main contributors to the low observed coupling efficiency.

VI. OPTIMIZED ADIABATIC TAPER DESIGN

Although our fabricated devices featured adiabatic couplers with relatively low (≈ 30 %) efficiency, below we assert the potential of our device platform regarding efficient single-photon emission into the ULLWs. We do so by designing a mode converter with > 93 % efficiency, following the procedure outlined in ref, which defines an adiabaticity criterion based on a desired level of coupling loss for a minimized length. The latter characteristic is highly important to ensure stability of free-standing GaAs devices after removal of the AlGaAs sacrificial layer. We start by calculating the effective coupling length \( L_{\text{eff}} = \frac{\lambda}{(n_1 - n_2)} \) between the first two supermodes of the hybrid waveguide shown in the inset of Fig. S4, as a function of the GaAs ridge width, \( w_{\text{GaAs}} \). Here, \( \lambda = 920 \text{ nm} \) is the design wavelength, and \( n_1 \) and \( n_2 \) are the supermode effective indices of the TE\(_{\text{GaAs}}^{00}\) and TE\(_{\text{Si}}^{3\text{N}_4^{00}}\) modes indicated in the Figure. The effective length plotted in Fig. S4 varies considerably with \( w_{\text{GaAs}} \), and indicates the necessary length scale for achieving adiabaticity in transitioning from the hybrid to the ULLW.

To determine the GaAs taper width profile \( w_{\text{GaAs}}(z) \) that minimizes coupling to the second-order supermode in the shortest length, we start from the equation\[^13\]

\[
\frac{1}{2\kappa(1 + \gamma^2)^{3/2}} \frac{d\gamma}{dz} \leq \sqrt{\varepsilon},
\]

where \( \varepsilon \) is the (desired) power fraction that is coupled into the (unwanted) second supermode. In this expression, \( \gamma = \delta/\kappa \), with \( \delta = 2\pi(n_{\text{eff}}^{\text{GaAs}} - n_{\text{eff}}^{\text{SiN}_4})/\lambda \), is the propagation constant mismatch for the two individual, uncoupled waveguides, and \( \kappa^2 = (S^2 - \delta^2) \), with \( S = 2\pi(n_1 - n_2)/\lambda \), is the coupling strength between the two. Both parameters \( \gamma \) and \( \kappa \) are calculated as a function of \( w_{\text{GaAs}} \), so that we can write

\[
\frac{1}{2\kappa(1 + \gamma^2)^{3/2}} \frac{d\gamma}{dw_{\text{GaAs}}} \leq \sqrt{\varepsilon} \frac{dz}{dw_{\text{GaAs}}},
\]

Integrating eq. (7) over a sufficiently small width variation \( \delta w_{\text{GaAs}} \) that the first factor on the left-hand-side can be assumed to be constant, we obtain the local adiabatic coupling length \( \delta z(w_{\text{GaAs}}) \)

\[
\delta z(w_{\text{GaAs}}) = \frac{1}{2\sqrt{\varepsilon \kappa(1 + \gamma^2)^{3/2}}} \delta \gamma(w_{\text{GaAs}}),
\]

which we then numerically integrate to obtain an optimized GaAs width profile. Optimized width profiles for our geometry starting from \( w_{\text{GaAs}} = 200 \text{ nm} \) are shown in Fig. S5(a), for \( \varepsilon = 0.1 \) and \( \varepsilon = 0.01 \). The conversion efficiencies for the two profiles, as a function of wavelength, are shown in Fig. S5, calculated in
FIG. S4: Top: Effective indices of the supermodes of the hybrid waveguide geometry shown in the inset, as a function of GaAs waveguide width. Dashed lines are effective indices for the GaAs and Si$_3$N$_4$ waveguides taken alone. The GaAs and Si$_3$N$_4$ thicknesses were 190 nm and 40 nm respectively, and the Si$_3$N$_4$ width was 2 $\mu$m. The first two supermodes TE$_{00}^{\text{GaAs}}$ and TE$_{00}^{\text{Si}_3\text{N}_4}$ are considered for the adiabatic taper calculation. A second-order hybrid mode, labeled $E_{11}$, appears at a GaAs width of $\approx 200$ nm. Bottom: Effective adiabatic coupling length $L_{\text{eff}}$ for the TE$_{00}^{\text{GaAs}}$ and TE$_{00}^{\text{Si}_3\text{N}_4}$ modes, as a function of GaAs waveguide width.

finite difference time domain simulations in which the GaAs waveguide is excited with its fundamental TE mode at 920 nm. Figure S5(c) shows the adiabatic taper profile used in the simulation of the $\epsilon = 0.01$ case.
FIG. S5: (a) Optimized adiabatic GaAs width taper profiles for \( \varepsilon = 0.1 \) and \( \varepsilon = 0.01 \). (b) Simulated conversion efficiencies, from the \( \text{TE}_{\text{GaAs}}^{00} \) mode to the fundamental \( \text{TE} \text{Si}_3\text{N}_4 \) waveguide mode as a function of wavelength. (c) GaAs waveguide width profile obtained for \( \varepsilon = 0.01 \), used to obtain the simulated result in (b).
VII. FITS FOR RESONANCE FLUORESCENCE SPECTRUM

As described in the main text, the measured Mollow triplet spectra, shown in Fig. 5c in the main text, presented slight asymmetries that suggested laser detuning and spectral diffusion. To obtain a better understanding of such features, we fit the data with the physical model derived in Konthasinghe et al., which extends Mollow’s original results for the case of nonzero laser detuning from the transition. The model in addition assumes that the transition spectrally wanders at time-scales longer than the radiative decay time $T_1$, corresponding to a time-varying detuning which is imprinted in the spectrum via the convolution

$$ I(\nu, \Delta \omega) \propto \int \tilde{g}(\nu, \Delta \omega) \exp \left( -\frac{\Delta \omega^2}{2\sigma_{SD}^2} \right) d\Delta \omega. \quad (9) $$

Here, $I(\nu, \Delta \omega)$ is the final spectrum, $\tilde{g}(\nu, \Delta \omega)$ is the detuning-dependent Mollow triplet spectrum, $\Delta \omega$ is the laser-transition detuning, and $\sigma_{SD}$ is a measure of the extent of the spectral diffusion, which is postulated to follow a Gaussian distribution. Figure S6(a) shows fits to the spectra obtained with the parameters in Fig. S6(b), for the corresponding excitation powers $P$. As expected the Rabi frequencies $\Omega_R$ increase linearly with $\sqrt{P}$. The coherence time is seen to vary somewhat for varying powers, though remaining below 100 ps throughout. The spectral diffusion distribution full-width at half maximum, FWHM$_{SD}$, is seen to vary between 15 GHz and 20 GHz, except for the lower power, where the confidence interval is large. To understand whether such a large spectral diffusion is reasonable, we show, in Fig. S6(c) a graph of the resonance fluorescence intensity as a function of laser detuning from the $X_1$ QD transition. In this measurement, low-resolution resonance fluorescence spectra were recorded with a grating spectrometer, and a wavelength meter with a 600 MHz nominal accuracy was used to record the laser frequency. As described in Methods, an above-GaAs-band co-pump laser was used to optically gate the resonance fluorescence emission. The plotted data correspond to the difference in integrated counts obtained with the co-pump on and off. The experimental data obtained in this fashion (red dots in Fig. S6(c)) could be fit with a Gaussian with an FWHM $\approx 11$ GHz, which is comparable to spectral diffusion FWHMs obtained from the Mollow triplet fits.
FIG. S6: (a) High-resolution resonance fluorescence spectra obtained with a scanning Fabry-Perot resonator (grey dots) and fit (red lines) using the Mollow triplet model of ref. [15] for varying nominal excitation power $P$. (b) Fit parameters as a function of the square-root of the excitation power. $\Omega_R$: Rabi Frequency; FWHM$_{50}$: Gaussian spectral diffusion FWHM; $T_2$: coherence time. Uncertainties are 95% fit confidence intervals, corresponding to two standard deviations. (c) Resonance fluorescence intensity as a function of laser detuning from the QD transition, corresponding to excitation laser power of 10 $\mu$W, extracted from low-resolution spectra from a grating spectrometer, as described in the text. Red dots: experimental data; continuous line: Gaussian fit.
We used a variable delay Mach-Zehnder interferometer to measure the correlation, \( g^{(1)} \), of the filtered QD emission. To model the visibility of the interference fringes for QD emission under resonant excitation, we used the expression for the first-order correlation function\(^{17}\):

\[
g^{(1)}(\tau) = e^{-\omega_L|\tau|} \left[ \frac{T_2}{\pi T_1} \frac{1}{1 + \Omega_R^2 T_1 T_2} + \frac{E}{2} e^{-\frac{|\tau|}{T_2}} + Ge^{-\frac{1}{2} \left( \frac{|\tau|}{T_2} \right)^2} \left( \frac{E}{2} e^{n\tau} + Ge^{-\frac{1}{2} \eta^2} \right)^2 \right].
\]

Here,

\[\eta = \frac{1}{2} \left[ \frac{1}{T_1} + \frac{1}{T_2} \right] \quad \text{and} \quad v = \sqrt{\Omega_R^2 + \frac{1}{4} \left[ \frac{1}{T_1} - \frac{1}{T_2} \right]^2} \]

\[\alpha = 1 - \frac{T_2}{T_1 (1 + \Omega_R^2 T_1 T_2)} \quad \text{and} \quad \beta = \frac{\Omega_R^2 T_1 (3T_2 - T_1) - (T_1 T_2)^2}{2VT_1 (1 + \Omega_R^2 T_1 T_2)}\]

The parameter \( T_L \) represents the coherence time of laser, which was estimated to be 20 \( \mu s \) based on the specified laser linewidth, and \( \Omega_R \) is the Rabi frequency. The visibility traces were fit to estimate \( T_2 \) and \( \Omega_R \), while the measured value of \( T_1 = (0.63 \pm 0.01) \) ns was used.

In eq. (10), the first term corresponds to a coherent laser background due to incomplete pump suppression which captures interference between laser fields and QD emission fields at resonant excitation. The term in parenthesis corresponds to exponential decay associated with coherence lifetime and oscillatory terms corresponding to the system undergoing Rabi cycles\(^{18}\). In addition, we consider coefficients of the two terms as a statistical sum of exponential and Gaussian monotonous decay, given by coefficients \( E \) and \( G \), respectively, accounting for spectral diffusion of the QD.

Figure S7 shows the visibility plot (black) for CW laser which was used to characterize the setup response accounting for imperfections in alignment and overlay of the two arms of the MZI. The curve was used as a reference to normalize the visibility traces for QD emission. Experimental data (red dots) and the corresponding fits to the model (blue) shows a representative trace for \( g^{(1)} \) for resonance fluorescence in the strong drive regime, where Rabi oscillations are observed. The non-zero visibility obtained from fringe data at longer time-delay (> 0.3 ns) originates from laser background. The trace in green shows the fitted
FIG. S7: Mach-Zehnder interferogram visibility (red points) of QD emission when excited resonantly and the corresponding fit (blue curve), normalized to the system response measured with laser as the MZI input (dashed black curve). The offset in the fit model accounts for the resonant laser that is not sufficiently suppressed. The green curve shows the normalized MZI visibility for the same parameter derived from the fit but without the offset.

function without the laser background.
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