Toward Monitoring Specific DNA Lesions in the Gene by Using Pollen Systems

by Michael Freeling*

Specific gene systems expressed in cereal pollen could contribute uniquely to the problem of monitoring our environment for mutagens. This paper considers the development of a mutagen monitor with quantitative endpoints that reflect particular types of lesions at the DNA level, and lesions in particular components of the gene.

Introduction

Two of the best understood genes in higher organisms, alcohol dehydrogenase-1 (Adh1) and waxy (wx), happen to be expressed in higher plant pollen grains. By using specific dysfunctional alleles of these genes, revertant frequencies may be quantified by pollen staining procedures, as evidenced by several papers in this volume. One could plant maize or barley lines homoallelic for any of hundreds of wx or Adh1 alleles and quantify sundry insults to the DNA in terms of revertant grains (darkly stained) per total grains (light stained). In the discussion which follows, I hope to show that one of the unique contributions pollen systems may make as a mutagen monitor is to provide readily quantifiable endpoints which reflect particular types of lesions at the DNA level, or lesions in particular components of the gene. The Ames test (1) presently provides this sort of information for some transitions, transversions, and frameshifts in coding sequence DNA of a bacterial gene. However, the “gene” in higher organisms is certainly more complicated that its microbial analog. The abundance of repetitive DNA in the genomes of most higher organisms, including man, and the fact that many specific genes in higher organisms display coding sequences which are intervened by noncoding DNA should emphasize that fundamental differences exist between “a gene” in microbes and man. Pollen systems have the potential of monitoring genetic parameters unique to higher organisms. In order to argue this assertion further, some background on current “theory of the gene” follows.

Definition of the Gene and Its Functional Components

A “gene” is taken to be the most generous chromosomal unit of cis function. Therefore, a gene contains noncoding as well as coding sequences. Demerec’s “cistron” or complementation group is one measure of the gene; Benzer's (2) use of the cis-trans test at the RII locus in T4 exemplifies this measure. Given that a gene may contain intervening sequences, cis-acting components beyond promoters, or even junk or spacer DNA, a superior means to measure the gene is by summing all chromosomal breakpoints which, by disconnecting the cis unit of function, either alter or obliterate the gene's product or alter the rate of cell/tissue/organ specificity, timing, fidelity, stability, circuitry with other genes, etc., of product expression. It might be useful to visualize the DNA of the gene as coding, regulatory component, spacer, recombinational, or junk.

It is obvious from comparisons of protein synthesis among tissues or organs of the same individual that gene expression is highly regulated both qualitatively (tissue-restricted gene expression, like $\beta$-globin) and quantitatively. In other words, genes are programmed to be on or off (high or low; early or late) in tissue-specific ways. In theory, this could be accomplished by utilizing tissue-specific DNA components of the gene, or by evoking a regulatory gene whose product affects the expression of certain genes but not others, or a combination of both
of these extremes. Variant and mutant alleles that specify regulatory-type changes in gene expression have been particularly valuable in identifying functional components of the gene.

The case for the existence of cis-acting quantitative gene components is built from phenomenological studies of mutant or variant alleles as compared to their wild-type progenitor alleles. Goldschmidt (3), in his review of the theory of the gene, argues aptly for a multicomponent gene integrated into a larger physiological system. McClintock (4) has studied numerous cases of derivatives from unstable alleles which are heritably altered in the timing or cellular pattern of expression (or mutation) during maize development. A quantitative series of DS-induced waxy alleles which differ in the ratio of branched to unbranched starch specified are exemplary (5). Studies using the R anthocyanine-conditioning locus in maize have identified an abundance of allelic variation involving quantitative parameters (6). A recent study by Kermicle (7) has mapped a quantitative component of $P$ distal to the component that specifies organ-specificity. Unfortunately, chromosomal position effects (8) and early studies on unstable alleles suffer from lack of a biochemically accessible gene product. Specific alleles of genes in Drosophila, maize, and mice differ in cis regulatory properties involving tissue/organ specificity or developmental timing. Examples are esterase-5 (9) and alcohol dehydrogenase-1 in maize (10,12), $\beta$-glucoronidase (13), $\beta$-galactosidase (14), H2-antigen (15), aryl-sulfatase (16), and $\beta$-glucoronidase (17) in mice, and aldehyde oxidase (18) and alcohol dehydrogenase (19) in Drosophila melanogaster. The evidence from the above cases does not rigorously exclude the involvement of coding sequences. The behaviors of these alleles are clearly regulatory, are specified by a site in or near electrophoretically marked coding sequences and act in cis.

Chovnick and co-workers (20) have proved that a cis-acting site specifying the total amount of xanthine dehydrogenase per fly is genetically separable from the coding sequence.

One should not conclude from the above studies that all quantitative organ-specific gene regulation is a property of individual genes. For example, Abraham and Doane (21) found that the presence of $\alpha$-amylase in the midgut of Drosophila melanogaster is specified by a gene which acts on the $\alpha$-amylase structural gene in trans. Similarly, Dickinson (22) discovered three clear cases of specific negative gene regulation by soluble factors among closely related Hawaiian picture-winged Drosophila.

Taking all of these bits of information, it may be safely concluded that a gene in higher organisms is more than a coding sequence and an on/off switch. Organ specific, quantitative components have been observed. As of yet, the intriguing behaviors of these variants or mutants have not been reduced to the level of nucleotide sequence and sequence arrangement.

**Gene Structure in Higher Organisms**

A typical gene contains a structural gene component that carries information which specifies the amino acid sequence of its polypeptide product. Until about five years ago, it was assumed that the coding sequence was transcribed in one continuous $3'$ — $5'$ unit, called the “structural gene” component. Since 1977, it has become increasingly clear that many or most polypeptides in higher organisms are encoded in pieces of DNA with fragments of noncoding DNA between them (23-30). The structural gene is composed of coding and intervening sequences. As was shown clearly for a yeast tRNA gene (31), the intervening sequences are transcribed into a large, primary transcript that is subsequently processed within the nucleus by two or more cut-and-splices before a translatable message is pieced together and leaves the nucleus. The great majority of a structural gene's length can be intervening sequences. There is homology for nucleotides at splice-joints among widely divergent genes; this makes it possible that one or a few processing enzymes may be involved (32). From studies of $\beta$-globin gene fragments expressed in SV40, it seems that a pair of splice-joints is required for the production of stable messenger RNA (33). It is not clear whether or not the regulatory step of primary transcript — mRNA processing is used as an on/off switch, and/or for quantitative gene regulation. Several ongoing studies are seeking function and evolutionary origins of intervening sequences by comparing homogenous structural genes for conserved or diverged sequences or sequence locations (34).

It should be kept in mind that the structure of a gene need not be specified entirely by its nucleotide sequence. As with any other machine, the gene has various active and inactive three-dimensional shapes which could be controlled by various chromosomal RNAs or proteins, or by the gene's shape in the sister chromatid at the previous mitosis [see T. M. Sonneborn (35) for concept of structural inheritance]. Wu, Wong, and Elgin (36) have used accessibility to chromatin digestion to show that Drosophila heat-shock genes change shape at about the same time they are induced to transcribe.
The 5’ end of the message is translated first. For some primary transcripts, the 5’ end either remains intact or a very few nucleotides are removed to form the 5’ end of the message (37, 38). However, many messages have about 25% of their nucleotides in a 5’ leader in front of start triplet ATG. Presumably, this later sequence is involved in translation by ribosomes (39). Similarly, the 3’ end of the message is distal to the DNA stop triplet TAA. In addition to post-transcriptionally added poly(A) at the 3’ terminus of many messages, there is also about a 20-nucleotide trailer which may contain an TA-rich conserved sequence (40).

About 30 nucleotides in the 3’ direction of the start triplet ATG constitute an AT-rich presumptive promoter sequence which may be common to all eucaryotes (32, 41, 43). Although the primary structure of this “Pribnow box” is known, there is no causal evidence implying any function at all. Indeed, several intriguing stem-loop structures exist near coding sequences, but extrapolating from structure to function is not easily accomplished.

### Limitations of Reversion and Forward Mutation Assays

Mutant frequencies are generally quantified by using one of two general methods. The first method measures forward mutation, where a functional gene is mutated to dysfunction. The second method measures reversion, where a dysfunctional, mutant gene is reverted back to function. Although both methods measure DNA alteration, they provide vastly different endpoints.

From the previous summary on the nature of the gene, it should be clear that a forward mutation test with a dysfunction endpoint will register any mutant lesions which results in lowering the level of expression of a gene’s product below the dysfunction threshold. For example, the waxy (wx) gene in cereals specifies a starch branching enzyme; branched starch in endosperm or pollen stains blue with an I$_2$-KI solution. If wx does not function, then relatively unbranched starch stains red with I$_2$-KI. It is certainly possible to stain nonmutant pollen with I$_2$-KI and count red grains. In theory, such a forward mutation method would register as mutant any DNA lesion which leads to dysfunction: substitutions, deletions, or insertions in coding sequences; and any alteration in regulatory components which rendered the gene dysfunctional in pollen. Fortunately, pollen’s requirement for a complete haploid genome acts as a filter for gross chromosomal aberrations. Unfortunately, it would be naive to expect every red pollen grain to be a wx mutant. Perhaps they are merely sick. Stadler (43) estimated that the spontaneous wx mutant frequency in maize—scored as wx seeds—was below $7 \times 10^{-7}$. The frequency of red pollen in a normal plant is approximately $10^{-5}$ (44). Therefore, these red gametophytes present an inscrutable genetic endpoint. With the Adh1 system in maize pollen (45) a similar result is routine: up to 0.1% of healthy, Adh1$^+$ pollen does not stain positive (blue, opaque) for ADH. However, these unstained gametophytes proved to be inviable (Cheng and Freeling, unpublished). In units of ADH$^+$/germinatable pollen, the Adh1$^+ \rightarrow$ ADH$^-$ spontaneous forward mutant frequency was estimated to be below $2 \times 10^{-7}$ (46).

While forward mutant assays are unbiased in that the entire, naturally occurring gene is a target, obtaining data with genetic resolution at $10^6$ may not be possible. For the Adh1 gene, allyl alcohol vapor treatment can select rare ADH$^-$ ungerminated gametophytes among millions of ADH$^+$ s. This could permit recovery and molecular characterization of the spectra of mutants generated by a treatment or environment (47). It should be noted that mutant spectra data are quantitative to the extent that a distribution of mutant types could be displayed, but reliable estimates of mutation rates can not be reasonably expected from mutant recovery frequencies after selection.

Revertant assays are easier to quantify reliably because the restoration of an enzyme activity should be unrelated to disease or inviability. The term “phenotypic revertant” is meant to include virtually any way a cell regains the function of a mutant gene. “True reversion” is where the change in DNA sequence which caused the mutant behavior is reversed to the original sequence. “Second-site” reversion includes all other alterations in the coding sequence which “complement” the original mutant lesion via some intrapolypeptide folding mechanism. Phenotypic reversion also includes ways to regain a gene’s function without altering the gene at all: suppression by unique tRNAs (supersuppression) and other mechanisms, activation of a silent isoenzyme gene, conversion by an isoenzyme gene, and so on. In the absence of revertant recovery and characterization, or other indirect controls, phenotypic revertants are a complex endpoint.

In order to estimate the spontaneous phenotypic revertant frequency for specific genes in pollen, one should begin with several dysfunctional mutants. Using 14 independent alleles of wx in maize, Nelson (48) obtained a median revertant frequency (blue pollen/total pollen) of $7 \times 10^{-6}$. I used seven Adh1$^-$-deficient alleles induced with ethyl methanesulfonate by D. Schwartz to obtain a median revertant fre-
frequency of $5.7 \times 10^{-6}$ (46). These values are in good agreement and are well below typical intragenic recombination frequencies ($2 \times 10^{-5}$-$10^{-3}$). Even so, these five per million spontaneous revertant frequencies are much higher than expected on the basis of the below 0.5 per million estimates of spontaneous forward mutant frequencies for maize $wcr$ and $Adh1$. Such excessive revertant frequencies are not uncommon among eukaryotes; I have compiled the relevant data elsewhere (46). As a rule, it should be easier to wreck a machine than repair it. A solution to this apparent excessive reversion paradox is necessary in order to understand what revertants of an allele really meant at the DNA level.

When an allele generates a revertant frequency above $10^{-3}$, it is called “unstable” or “mutable.” There is much evidence that mutable alleles reflect unstable integration of a piece of DNA in the gene (49,50). There is a tendency to pick unstable alleles for mutagen monitoring because fewer pollen grains need be scored in reversion assays. A $wcr$ allele in common use (44,51) has high spontaneous reversion frequency. While I can imagine the judicious use of mutable alleles as monitors, their present use is premature.

The Future of Pollen Mutagen Monitors

If specific gene reversion systems in cereal pollen are to be used, they should contribute uniquely where other monitors fail. As plants, cereals are certainly appropriate when there is some risk that crops are activating chemicals which might enter the food chain. As inexpensive, in situ monitors for volatile mutagens, plant systems excel. A third unique contribution of pollen systems is to monitor specific lesions in DNA or lesions in specific gene components. In previous sections of this paper, I have shown that the “gene” in higher organisms is composed of quantitative organ-specific functional components and is structurally complex as well. Such complicated genes seem to be confined to organisms displaying the classical embryological phenomena of determination, competence and somatic heredity. Ideally, pollen systems would monitor mutational events which could not be monitored in the Ames or any other microbial test. If lesions of a particular type or in a particular gene component prove diagnostic for one or more cancers, the monitor would be most powerful.

I suggest two specific approaches toward developing truly elegant pollen mutagen monitors.

**Approach No. 1.** This approach requires complete DNA level understanding of select mutant alleles with their normal progenitor alleles, it is possible to identify the exact change in DNA which causes the mutant behavior. This comparison could be done at the level of amino acid sequencing if the mutant site were in a coding sequence, but would require DNA-level comparisons if the site were in noncoding gene components. Particular alleles would then be chosen. Hypothetical examples include an insertion in coding sequence; a small inversion in nontranscribed “quantitative component;” a missing splice-join; and so forth. A spectrum of revertants of these known lesions would be recovered and characterized molecularly to better understand just what a “phenotypic revertant” of a particular mutant allele means.

**Approach No. 2.** Comparative, quantitative mutagenesis using several molecularly distinct alleles and several known mutagens and carcinogens. Do active carcinogens generate certain kinds of DNA lesion (like chromosomal breaks) more efficiently than others (like point-mutations)? I have argued elsewhere (12) that regulatory-type mutants at a gene seem to result from chromosomal breakage-type events as opposed to small changes confined to coding sequences. If certain kinds of DNA lesions preferentially cause cancers, then we need a monitor for such diagnostic lesions. I believe that pollen systems—particularly $Adh1$ in maize, but other systems to a high-resolution, mutagen monitor with DNA-level endpoints.

This review and analysis derives from experimental studies supported by Public Health Service, NIH GM21734 and by a contract with Lawrence Berkeley Laboratory.
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