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ABSTRACT

For Bayesian optimization (BO) on high-dimensional data with complex structure, neural network-based kernels for Gaussian processes (GPs) have been used to learn flexible surrogate functions by the high representation power of deep learning. However, existing methods train neural networks by maximizing the marginal likelihood, which do not directly improve the BO performance. In this paper, we propose a meta-learning method for BO with neural network-based kernels that minimizes the expected gap between the true optimum value and the best value found by BO. We model a policy, which takes the current evaluated data points as input and outputs the next data point to be evaluated, by a neural network, where neural network-based kernels, GPs, and mutual information-based acquisition functions are used as its layers. With our model, the neural network-based kernel is trained to be appropriate for the acquisition function by backpropagating the gap through the acquisition function and GP. Our model is trained by a reinforcement learning framework from multiple tasks. Since the neural network is shared across different tasks, we can gather knowledge on BO from multiple training tasks, and use the knowledge for unseen test tasks. In experiments using three text document datasets, we demonstrate that the proposed method achieves better BO performance than the existing methods.

1 Introduction

Bayesian optimization (BO) is an approach for the global optimization of black-box functions that are expensive to evaluate [32,7,39]. BO has been successfully used for a wide variety of applications, such as computer vision [11], recommendations [16,14], chemical design [18], material science [38,46], probabilistic programs [33], and the automatic selection of machine learning algorithms [41,4,44,27,26]. Gaussian processes (GPs) [34] are commonly used as surrogates to model a distribution over target functions. The next data point to be evaluated is selected by an acquisition function calculated using GPs in such for finding optimal points with fewer target function evaluations.

With GPs, it is important to use appropriate kernel functions. Neural networks have been used as components of kernel functions [55,21,8,53,54], which enable us to learn flexible kernel functions for high-dimensional data with complex structure by the high representation power of deep learning. For example, neural network-based kernels are obtained by transforming the input of RBF kernels by neural networks. However, many training data are required for training neural networks. Therefore, the use of neural networks in BO is limited, since obtaining a large amount of training data is expensive.

To learn expressive kernels with a small amount of training data in a test task, transfer learning and meta-learning methods have been proposed [56,6,52,22,20,45,23,31]. With such methods, the knowledge learned from training tasks is transferred to test tasks, where the training tasks are related to but different from test tasks. These existing methods train neural network-based GPs by maximizing the marginal likelihood. Therefore, although they improve the performance of estimating target functions, they do not necessarily improve the BO performance since it is not directly optimized, and the acquisition function to be used is not considered for training.

In this paper, we propose a meta-learning method for training neural network-based kernels by directly maximizing the BO performance with the consideration of the acquisition function to be used. We model a policy, which takes the current evaluated data points as input and outputs the next data point to be evaluated, a neural network, where neural
Figure 1: Framework of our proposed method. We are given multiple tasks for training, where feature vectors and their response values are known. Training tasks are used for training our model (deep kernel acquisition function), which consists of neural network-based kernels, Gaussian processes, and mutual information-based acquisition functions. Our model takes a set of evaluated data points as input, and outputs acquisition values. Using the acquisition values, a data point is selected to be evaluated next. For each training epoch, first, a task is randomly selected from the training tasks. Second, we run Bayesian optimization using our model on the selected task and evaluate the gap. Third, the parameters of the neural network-based kernels are updated by minimizing the gap using reinforcement learning, where a loss is backpropagated through the acquisition function and the Gaussian process.

network-based kernels, GPs, and mutual information-based acquisition functions (MI) [9] are used as its layers. By incorporating the MI into the policy network, the neural networks in the kernel function are trained such that the BO performance is improved when MI is used. We call our model the deep kernel acquisition function. Since the predictive mean and variance given the evaluated data points are calculated in a closed form by GP, and the MI is also calculated in a closed form, we can backpropagate the gap through the GP and MI to update the neural network parameters. We can use other acquisition functions, such as expected improvement [29, 24] and upper confidence bound [2, 42], instead of MI if they are differentiable.

We formulate BO as a Markov decision process, where the current evaluated data points are a state, the next data point to be evaluated is an action, and the BO performance is a reward. For evaluating the BO performance, we use the gap [50, 5] which is the difference between the true optimum value and the best value found. The proposed method trains the policy network by minimizing the expected gap using the policy gradient method [43] with a reinforcement learning framework. The expected gap is calculated by running BO procedures on randomly sampled training tasks for each training epoch using an episodic training framework [35, 36, 40, 12, 28]. Since the policy network is shared across different tasks, we can gain useful knowledge for BO from a wide variety of training tasks, and use it for unseen test tasks that are different from training tasks. Figure 1 illustrates the training framework of the proposed method.

2 Related work

BO has been formulated as reinforcement learning problems [49, 48]. MetaBO [49] models an acquisition function by a neural network that takes the outputs of Gaussian processes, which are the mean and variance of the response value at a query point, as input. The kernel parameters of GPs are estimated by maximizing the marginal likelihood to fit the training data, and then the neural network parameters are estimated by reinforcement learning. On the other hand, the kernel parameters in the proposed method are estimated to improve the BO performance, which enables us to estimate the mean and variance of the response value that are appropriate for BO. Vishunu et al. [48] uses recurrent neural networks to model a policy that takes the sequence of evaluated data points as input. In their model, they do not use GPs, although GPs have been successfully used for a wide variety of BO problems. Other works [49, 48] completely depend on neural networks for modeling acquisition functions, which require much training data. In contrast to all of the existing methods, we can exploit the knowledge on acquisition functions in the BO literature with the proposed method using a mutual information-based acquisition function as a layer in the neural network. It would help to improve the performance especially with a small number of training data since we do not need to train the neural network from scratch. Although many meta-learning methods have been proposed [37, 3, 12, 47, 40, 15] including GP-based methods [20, 45, 15, 23], they are designed for supervised learning, but not for BO.
3 Proposed method

3.1 Problem formulation

Suppose that we are given \( S \) datasets on BO tasks \( \{(x_{sn}, y_{sn})\}_{n=1}^{N_s} \) in the training phase, where \( x_{sn} \in \mathcal{X} \) is the \( n \)-th feature vector in the \( s \)-th task, \( y_{sn} = f_s(x_{sn}) \) is its scalar response value by task-specific black-box function \( f_s(\cdot) \), and \( N_s \) is the number of examples in the \( s \)-th dataset. We assume that feature spaces \( \mathcal{X} \) are identical across tasks. The number of data points can be different across tasks. In the test phase, we are given a set of feature vectors for a test task \( \mathcal{D}_s = \{x_{sn}\}_{n=1}^{N_s} \), where \( x_{sn} \in \mathcal{X} \) is the \( n \)-th feature vector in the test task. Although the test task is related to some of the training tasks, it is different. Our goal is to find point \( x \in \mathcal{D}_s \) that has higher response value \( f_s(x) \) with fewer queries, where \( f_s(\cdot) \) is the target function of the test task we want to maximize. For simplicity, we assume that a set of feature vectors for each task is given. When no set is given, the proposed method is applicable by generating a set of feature vectors.

3.2 Gap minimization

For each timestep in the \( s \)-th task, BO selects a data point in \( \mathcal{D}_s = \{x_{sn}\}_{n=1}^{N_s} \) to evaluate next using policy function \( a(\cdot) \):

\[
n_{s,t+1} = \arg \max_{n \notin \mathcal{N}_{st}} a(x_{sn}; \mathcal{N}_{st}, \Psi),
\]

where \( n_{st} \in \{1, \cdots, N_s\} \) is the data point index of the query at the \( t \)-th timestep in the \( s \)-th task, \( \mathcal{N}_{st} \subseteq \{1, \cdots, N_s\} \) is the set of evaluated data point indices until the \( t \)-th timestep, \( n \notin \mathcal{N}_{st} \) represents a data point index that is not included in evaluated data points \( \mathcal{N}_{st} \), and \( \Psi \) is the parameters of the policy function. When \( \mathcal{N}_{st} \) is the evaluated data points, we assume that their feature vectors and response values \( \{(x_{sn}, y_{sn})\}_{n \in \mathcal{N}_{st}} \) are observed, and omit the dependency of \( \{(x_{sn}, y_{sn})\}_{n \in \mathcal{N}_{st}} \) in the equations.

For the evaluation measurement of BO, the following expected cumulative gap is used,

\[
R = \mathbb{E}_s \left[ \sum_{t=1}^{T} p(\mathcal{N}_{st}) r_s(\mathcal{N}_{st}) \right],
\]

where \( \mathbb{E}_s[\cdot] \) denotes the expectation over tasks, \( T \) is the number of data points to be evaluated, \( p(\mathcal{N}_{st}) \) is the probability that the evaluated data points are \( \mathcal{N}_{st} \) at the \( t \)-th timestep, and

\[
r_s(\mathcal{N}_{st}) = \max_{n \in \{1, \cdots, N_s\}} y_{sn} - \max_{n \in \mathcal{N}_{st}} y_{sn},
\]

is the difference between true maximum value \( \max_{n \in \{1, \cdots, N_s\}} y_{sn} \) and the maximum value in the evaluated data points until the \( t \)-th timesteps \( \max_{n \in \mathcal{N}_{st}} y_{sn} \) in the \( s \)-th task. Since we are given the set of feature vectors and their response values \( \{(x_{sn}, y_{sn})\}_{n=1}^{N_s} \) for the training tasks, we can calculate gap \( r_s(\mathcal{N}_{st}) \) in Eq. (3) for the training tasks.

The probability of the evaluated data points is factorized using a policy function:

\[
p(\mathcal{N}_{st}) = \prod_{\tau=1}^{t} p(n_{s,t} | a(\cdot; \mathcal{N}_{s,\tau-1}, \Psi)),
\]

where

\[
p(n_{s,t} | a(\cdot; \mathcal{N}_{s,t-1}, \Psi)) = \begin{cases} 1 & \text{if } n_{st} = \arg \max_{n \notin \mathcal{N}_{st}} a(x_{sn}; \mathcal{N}_{s,t-1}, \Psi), \\ 0 & \text{otherwise}, \end{cases}
\]

using Eq. (1). The data point with the highest policy function value is included in the evaluated data points. We use the initially given evaluated data points for \( \mathcal{N}_{st} \). This BO formulation can be regarded as a Markov decision process, where evaluated data points \( \mathcal{N}_{st} \) is the state, data index to be evaluated the next \( n_{s,t+1} \) is the action, and gap \( r_s(\mathcal{N}_{st}) \) is the negative reward. Therefore, we can train parameters \( \Psi \) of the policy function by a reinforcement learning algorithm described in Section 3.4.

3.3 Policy function

We model the policy function in Eq. (1) by incorporating deep kernel learning (DKL) [53], Gaussian process (GP), and a mutual information-based acquisition function (MI) [9] as shown in Figure 2. By using DKL, we can flexibly learn
We use the RBF kernel with neural network transformation for DKL, with MI, the acquisition function is given by

\[ a(x; N_{st}, \Psi) = \mu(x; N_{st}, \Psi) + \sqrt{\nu} \left( \sqrt{\sigma^2(x; N_{st}, \Psi)} + \xi_{st} - \sqrt{\xi_{st}} \right), \]

where \( \mu(x; N_{st}, \Psi) \) and \( \sigma^2(x; N_{st}, \Psi) \) are the mean and variance at \( x \) given \( N_{st} \),

\[ \xi_{st+1} = \xi_{st} + \sigma^2(x; N_{st}, \Psi), \]

and \( \nu > 0 \) is a hyperparameter. With a GP with a zero mean and kernel function \( k(\cdot, \cdot; \Psi) \), the mean and variance are given by

\[ \mu(x; N_{st}, \Psi) = k^T_{st}(\mathbf{K}_{st} + \beta \mathbf{I})^{-1} y_{st}, \]

\[ \sigma^2(x; N_{st}, \Psi) = k(x, x; \Psi) - k^T_{st} \mathbf{K}_{st}^{-1} k_{st}, \]

where \( k_{st} = [k(x, x'; \Psi)]_{x' \in N_{st}} \in \mathbb{R}^{|N_{st}|} \) is a kernel vector between \( x \) and the evaluated data points at timestep \( t \), \( \mathbf{K}_{st} = [k(x, x'; \Psi)]_{x, x' \in N_{st}} \) is the kernel matrix of the evaluated data points with size \( (|N_{st}| \times |N_{st}|) \), and \( \beta > 0 \) is the observation noise parameter.

We use the RBF kernel with neural network transformation for DKL,

\[ k(x, x'; \Psi) = \alpha \exp \left( -\frac{1}{2\eta} \| g(x; \Theta) - g(x'; \Theta) \|^2 \right) + \beta \delta(x, x'), \]

where \( g(\cdot; \Theta) \) is a neural network with parameter \( \Theta \), \( \alpha \) and \( \eta \) are kernel parameters, and \( \delta \) is the Kronecker delta function, i.e., \( \delta(x, x') = 1 \) if \( x = x' \) and \( \delta = 0 \) otherwise. The parameters in the policy function consist of the parameters of the neural networks and the kernel parameters, \( \Psi = \{ \Theta, \alpha, \beta, \eta \} \). The policy function in Eq. (6) acts as a neural network that takes query point \( x \) and set of evaluated data points \( N_{st} \) as input, and outputs a scalar value, where neural network \( g \) and GP are used as its components. Since the number of evaluated data points \( N_{st} \) is different across different timesteps, standard neural networks cannot be used as a policy function when they assume that the input layer’s size is fixed. On the other hand, our model can handle different numbers of evaluated data points using the GP framework, where the mean and variance given evaluated data points are calculated in a closed form.

### 3.4 Training procedure

We train parameters \( \Psi \) by minimizing the following expected cumulative gap with discount factor \( \gamma \in (0, 1] \),

\[ L(\Psi) = \mathbb{E}_{s} \left[ \mathbb{E}_{a} \left[ \sum_{t=1}^{T} \gamma^{t-1} r_{s}(N_{st}) \right] \right], \]
We experimentally evaluated the effectiveness of our proposed method using text document datasets with a BO task where we use the following stochastic transition function

\[ G_n \]

where evaluated data points \( \mathcal{N}_{st} \) are selected according to policy \( a \) with parameter \( \Psi \). Objective function \( L(\Psi) \) is minimized by the policy gradient method \(^{43}\) using the following gradient,

\[
\frac{\partial L(\Psi)}{\partial \Psi} = \mathbb{E}_a \left[ \sum_{t=1}^{T} G_t \frac{\partial \log p(n_{st}|a(\cdot;\mathcal{N}_{s,t-1}, \Psi))}{\partial \Psi} \right],
\]

where \( G_t = \sum_{s=1}^{T} \gamma^{t-s} r_{st} \) is the sum of the future gaps with discount factor \( \gamma \) at the \( t \)th timestep. The training procedure is shown in Algorithm 1. For each training epoch, we first randomly sample a task in Line 3 and randomly generate initial evaluated data points \( \mathcal{N}_{s0} \subset \{1, \ldots, N_s\} \) in Line 4. Next we generate BO episode \( n_{s1}, \mathcal{N}_{s1}, R_{s1}, \ldots, n_{sT}, \mathcal{N}_{sT}, R_{sT} \) using policy \( a(\cdot;\mathcal{N}_{s,t-1}, \Psi) \) and transition \( \tilde{p}(n_{st}|a(\cdot;\mathcal{N}_{s,t-1}, \Psi)) \) in Lines 5–10, where we use the following stochastic transition function

\[
\tilde{p}(n_{st} = n|a(\cdot;\mathcal{N}_{s,t-1}, \Psi)) = \begin{cases} \frac{\exp(a(x_{sn};\mathcal{N}_{s,t-1}, \Psi))}{\sum_{n' \notin \mathcal{N}_{s,t-1}} \exp(a(x_{sn'};\mathcal{N}_{s,t-1}, \Psi))} & \text{if } n_{st} \notin \mathcal{N}_{s,t-1} \\ 0 & \text{otherwise}, \end{cases}
\]

instead of the deterministic transition in Eq. [5]. Next we calculate the sum of future gaps \( G_t \) in Lines 11–13. Then, we calculate loss

\[
\tilde{L} = \sum_{t=1}^{T} G_t \log \tilde{p}(n_{st}|a(\cdot;\mathcal{N}_{s,t-1}, \Psi)),
\]

and update parameters \( \Psi \) by minimizing the loss using a stochastic gradient method in Lines 14–15. Since loss \( L \) is differentiable, we can backpropagate it through the MI to update the neural network parameters and the kernel parameters. We use the average of the discounted sum of the future rewards as a baseline to reduce the variance \(^{51}\).\(^{17}\).

### 4 Experiments

#### 4.1 Data

We experimentally evaluated the effectiveness of our proposed method using text document datasets with a BO task to find a document that resembles an unknown target document with fewer evaluations. This BO task simulated a recommendation system, where a user seeks a document that matches her preferences by evaluating a limited number of documents. The user’s evaluation for each document is the target function, where evaluation is expensive since the documents must be read. We represented a document as bag-of-words \( x_{sn} = (x_{sn1}, \ldots, x_{snJ}) \), or a word frequency vector, where \( x_{snj} \) is the number of occurrences of the \( j \)th vocabulary term in the \( n \)th document for the \( s \)th user, and \( J \) is the vocabulary size. Each user was a task, where preferences were different across users, but the target functions of different users were related since the vocabulary terms were shared across users, and some users have similar preferences.

---

**Algorithm 1** Training procedure of our model.

**Input:** Datasets \( \{(x_{sn}, y_{sn})\}_{n=1}^{N_s} \), number of queries \( T \), discount factor \( \gamma \)

**Output:** Trained model parameters \( \Psi \)

1: Initialize model parameters \( \Psi \).
2: while End condition is satisfied do
3: Randomly sample a task, \( s \sim \text{Uniform}(1, \ldots, S) \).
4: Randomly sample initial evaluated data points \( \mathcal{N}_{s0} \).
5: for \( t \in \{1, \ldots, T\} \) do
6: Calculate acquisition function \( a(x;\mathcal{N}_{s,t-1}, \Psi) \) by Eq. [6] for \( x \in (x_{sn})_{n \notin \mathcal{N}_{s,t-1}} \).
7: Sample query data index \( n_{st} \) according to Eq. [13].
8: Update evaluated data points \( \mathcal{N}_{st} \leftarrow \mathcal{N}_{s,t-1} \cup n_{st} \).
9: Calculate negative reward \( r_s(\mathcal{N}_{st}) \).
10: end for
11: for \( t \in \{1, \ldots, T\} \) do
12: Calculate discounted sum of future negative rewards \( G_t = \sum_{s=t}^{T} \gamma^{T-s} r_s(\mathcal{N}_{st}) \).
13: end for
14: Calculate loss \( \tilde{L} \) in Eq. [14] and its gradient.
15: Update model parameters \( \Psi \) using loss \( L \) and its gradient using a stochastic gradient method.
16: end while
We compared the proposed method with the following five methods: DKL, GP, RL, MetaBO, and Random. DKL is a deep kernel learning method [55], where GPs with neural network-based kernels were trained by maximizing the marginal likelihood,
\[
\sum_{s=1}^{S} \sum_{n=1}^{N_s} \log \text{Normal}(y_s|0, K_s),
\]
where \( y_s = (y_{s1}, \ldots, y_{sn_s}) \) is the vector of response values in the \( s \)th task, \( K_s \in \mathbb{R}^{N_s \times N_s} \) is the kernel matrix between feature vectors in the \( s \)th task, and \( \text{Normal}(.|\mu, \Sigma) \) is the multivariate normal distribution with mean \( \mu \) and covariance

\[\Sigma.\]

The original Reuter data were obtained from [11]. The NeurIPS data were obtained from [20]. The original WebKB data were obtained from [30].

We used a four-layered feed-forward neural network with 32 hidden units and ReLU activation for neural network \( g \). We calculated the similarity by the negative Euclidean distance between the representations obtained by neural networks.

We used the following three text document datasets: Reuter, NeurIPS, and WebKB. The Reuter data were constructed from conference papers in Neural Information Processing Systems 1–12 categorized into 13 research topics. The WebKB data were constructed from web pages categorized into four universities. We omit vocabulary terms that occurred in less than 50 documents as well as documents that contained fewer than 50 words. The number of documents was 1,909 and the number of vocabulary terms was 799 in the 20News data, 592 and 1,655 in the NeurIPS data, and 3,264 and 1,365 in the WebKB data.

We calculated the similarity by the negative Euclidean distance between the representations obtained by neural networks. For the neural network, we used a four-layered feed-forward neural network with 32 hidden units and a rectified linear unit, \( \text{ReLU}(x) = \max(0, x) \), for the activation. The neural network was trained by minimizing the cross-entropy loss using category labels as in the text classification. We used the last hidden layer as the representations of documents. By transforming the word frequency vectors to the representations by the neural network, the similarity reflected the topics of documents that were related to the category labels. For each BO task, we randomly selected a target document and 500 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document.

We used the following three text document datasets: Reuter, NeurIPS, and WebKB. The Reuter data were constructed from conference papers in Neural Information Processing Systems 1–12 categorized into 13 research topics. The WebKB data were constructed from web pages categorized into four universities. We omit vocabulary terms that occurred in less than 50 documents as well as documents that contained fewer than 50 words. The number of documents was 1,909 and the number of vocabulary terms was 799 in the 20News data, 592 and 1,655 in the NeurIPS data, and 3,264 and 1,365 in the WebKB data.

We calculated the similarity by the negative Euclidean distance between the representations obtained by neural networks. For the neural network, we used a four-layered feed-forward neural network with 32 hidden units and a rectified linear unit, \( \text{ReLU}(x) = \max(0, x) \), for the activation. The neural network was trained by minimizing the cross-entropy loss using category labels as in the text classification. We used the last hidden layer as the representations of documents. By transforming the word frequency vectors to the representations by the neural network, the similarity reflected the topics of documents that were related to the category labels. For each BO task, we randomly selected a target document and 500 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document.

We used the following three text document datasets: Reuter, NeurIPS, and WebKB. The Reuter data were constructed from conference papers in Neural Information Processing Systems 1–12 categorized into 13 research topics. The WebKB data were constructed from web pages categorized into four universities. We omit vocabulary terms that occurred in less than 50 documents as well as documents that contained fewer than 50 words. The number of documents was 1,909 and the number of vocabulary terms was 799 in the 20News data, 592 and 1,655 in the NeurIPS data, and 3,264 and 1,365 in the WebKB data.

We calculated the similarity by the negative Euclidean distance between the representations obtained by neural networks. For the neural network, we used a four-layered feed-forward neural network with 32 hidden units and a rectified linear unit, \( \text{ReLU}(x) = \max(0, x) \), for the activation. The neural network was trained by minimizing the cross-entropy loss using category labels as in the text classification. We used the last hidden layer as the representations of documents. By transforming the word frequency vectors to the representations by the neural network, the similarity reflected the topics of documents that were related to the category labels. For each BO task, we randomly selected a target document and 500 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document. We generated 10,000 candidate documents, and calculated their similarity, where the target document was considered the user’s most preferred document.
Table 1: Training time in seconds.

|       | Reuter   | NeurIPS  | WebKB   |
|-------|----------|----------|---------|
| Ours  | 931.886  | 1080.168 | 993.435 |
| DKL   | 131.102  | 224.183  | 201.535 |
| GP    | 150.889  | 251.762  | 215.716 |
| RL    | 451.380  | 637.127  | 583.239 |
| MetaBO| 934.847  | 1079.129 | 1064.673|

Σ. We used the same neural network architecture with the proposed method. GP is a Gaussian process with an RBF kernel, where kernel parameters α, β, and η were trained by maximizing the marginal likelihood in Eq. (18). In DKL and GP, we used three types of acquisition functions: MI, EI, and UCB.

RL is a reinforcement learning-based method with a policy modeled by neural networks as in a previous work [48]. For the neural networks, we used deep sets [57] for taking a set of evaluated data points as input,

\[ z_{st} = g_{RL} \left( \frac{1}{|N_{st}|} \sum_{n \in N_{st}} f_{RL}(x_{sn'}) \right), \tag{19} \]

where \( z_{st} \) is a vector representation of the evaluated data points at the \( t \)th timestep, and \( f_{RL} \) and \( g_{RL} \) are three-layered feed-forward neural networks with 32 hidden units. The policy was modeled by concatenating the representation and a query data point,

\[ p_{RL}(n_{st} = n | N_{s,t-1}) \propto \left\{ \begin{array}{ll} \exp(h_{RL}([x_{sn}, z_{s,t-1}])) & \text{if } n_{st} \notin N_{s,t-1} \\ 0 & \text{otherwise}, \end{array} \right. \tag{20} \]

where \([\cdot, \cdot]\) represents the concatenation, and \( h_{RL} \) is a four-layered feed-forward neural network with 32 hidden units. MetaBO is a meta-learning method for BO based on reinforcement learning [49], where the acquisition functions were modeled by a neural network that took the GP’s outputs and query data point,

\[ p_{M}(n_{st} = n | N_{s,t-1}) \propto \left\{ \begin{array}{ll} \exp(h_{M}(\mu(x_{sn}), \sigma^2(x_{sn}), x_{sn})) & \text{if } n_{st} \notin N_{s,t-1} \\ 0 & \text{otherwise}, \end{array} \right. \tag{21} \]

where \( h_{M} \) is a four-layered feed-forward neural network with 32 hidden units, and \( \mu(x_{sn}) \) and \( \sigma^2(x_{sn}) \) are the mean and variance estimated by the GP with RBF kernels. The kernel parameters were trained by maximizing the marginal likelihood. With RL and MetaBO, we trained neural networks by the policy gradient method, as in our proposed method.

4.4 Results

Figure 3 shows the average test cumulative gap with different numbers of training tasks. The proposed method achieved the lowest gap in all cases. As the number of training tasks increased, the gap decreased with the proposed method, RL, and MetaBO, indicating that the reinforcement learning-based methods learned how to select queries in BO using a wide variety of training tasks. With DKL, the decrease based on the number of training tasks was smaller than the reinforcement learning-based methods because it was trained by fitting to the training data by maximizing the marginal likelihood. Thus it did not directly improve the BO performance. RL’s gap was high, especially when the number of training tasks was small. Since RL needs to train the policy from scratch using training tasks, it requires many training tasks. On the other hand, since MetaBO used GP’s result for modeling the policy, it outperformed RL. Furthermore, for modeling the policy, the proposed method uses acquisition functions, i.e., MI, EI, or UCB, which were developed for BO by experts. Therefore, the proposed method outperformed MetaBO and RL. GP’s gap was high, indicating that learning kernels with neural networks is important for modeling high-dimensional data.

Figure 4 shows the average test gap with different amounts of evaluated data points using MI acquisition functions. The gaps of the proposed method and DKL were almost the same when the number of the evaluated data points was large. However, the gap of the proposed method was better than DKL when the number of the evaluated data points was small. This result demonstrates the effectiveness of training neural networks by minimizing the expected cumulative gap for finding higher response values with fewer evaluations. Although MetaBO’s gap was low when the number of evaluated data points was relatively small, the gap’s decrease based on the number of evaluated data points was slower than the proposed method.

Table 1 shows the computational time in seconds for training with computers with GeForce GTX 1080 Ti GPUs. The training times with DKL and GP, which were trained with the supervised learning framework, were shorter than the...
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Figure 3: Average test cumulative gap with different numbers of training tasks on Reuter, NeurIPS, and WebKB data. Bars show standard error. We used three kinds of acquisition functions (a) MI, (b) EI, and (c) UCB with the proposed method, DKL, and GP. RL, MetaBO, and Random are the identical among (a), (b), and (c).

Figure 4: Average test gap with different numbers of evaluated data points on Reuter, NeurIPS, and WebKB data. We used MI acquisition functions, and 20 training tasks. Bars show standard error.

other methods, which were trained with a reinforcement learning framework. It is because reinforcement learning-based methods run BO for each training epoch. The proposed method and MetaBO required more training time than RL since they calculated GPs in their methods.

5 Conclusion

We proposed a meta-learning method for learning neural network-based kernels for BO to minimize the expected cumulative gap between the true optimum value and the best found value. The proposed method learns knowledge.
in various training tasks, and can use it for unseen test tasks by sharing neural networks. Since the proposed method incorporates acquisition functions, such as mutual information and expected improvement, for modeling a policy that selects the next data point to be evaluated, we can employ the knowledge in the existing acquisition functions, which enables us to learn policies with fewer training tasks. Although our results are encouraging, we must extend our approach in several future directions. First, we will apply it to other types of high-dimensional structured data, such as images and time-series, using convolutional and recurrent neural networks in kernel functions. Second, we plan to improve our proposed method using reinforcement learning techniques, which includes actor-critic methods [19].
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