CANTOR SPECTRUM FOR CMV MATRICES WITH ALMOST PERIODIC VERBLUNSKY COEFFICIENTS
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Abstract. We consider extended CMV matrices with analytic quasi-periodic Verblunsky coefficients with Diophantine frequency vector in the perturbatively small coupling constant regime and prove the analyticity of the tongue boundaries. As a consequence we establish that, generically, all gaps of the spectrum that are allowed by the Gap Labelling Theorem are open and hence the spectrum is a Cantor set. We also prove these results for a related class of almost periodic Verblunsky coefficients and present an application to suitable quantum walk models on the integer lattice.

1. Introduction

CMV matrices are canonical matrix representations of unitary operators with a cyclic vector, and they arise naturally in the context of orthogonal polynomials on the unit circle. We refer the reader to [34, 35] for background. The spectral analysis of CMV matrix has seen exciting progress in the past two decades, partly due to the connection with the well-developed theory of one-dimensional discrete Schrödinger operators, and more generally Jacobi matrices. This exceedingly useful correspondence forms the basis of much of [35].

This paper is concerned with the structure of the spectrum of CMV matrices with quasi-periodic (and related almost periodic) Verblunsky coefficients. In an earlier companion paper, [26], we studied the spectral type of these operators and confirmed the expectation that it is purely absolutely continuous under suitable assumptions. Here we address the equally natural expectation that the gaps of the spectrum should generically be dense; indeed, we show that generically, all gaps allowed by the Gap Labelling Theorem are open, which in turn implies that the gaps are dense since the labels are dense and the rotation number strictly increases on the spectrum.
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1.1. **Background.** Let us recall how CMV matrices arise in connection with orthogonal polynomials on the unit circle. Suppose \( \nu \) is a non-trivial probability measure on the unit circle \( \partial \mathbb{D} = \{ z \in \mathbb{C} : |z| = 1 \} \), that is, \( \nu(\partial \mathbb{D}) = 1 \) and \( \nu \) is not supported on a finite set. By the non-triviality assumption, the functions \( 1, z, z^2, \ldots \) are linearly independent in the Hilbert space \( \mathcal{H} = L^2(\partial \mathbb{D}, d\nu) \), and hence one can form, by the Gram-Schmidt procedure, the **monic orthogonal polynomials** \( \Phi_n(z) \), whose **Szegő dual** is defined by \( \Phi_n^* = z^n \Phi_n(1/z) \). There are complex numbers \( \{ \alpha_n \}_{n=0}^{\infty} \) in \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \), called the **Verblunsky coefficients**, so that

\[
(1.1) \quad \Phi_{n+1}(z) = z \Phi_n(z) - \alpha_n \Phi_n^*(z),
\]

which is the so-called **Szegő recurrence**. Conversely, every sequence \( \{ \alpha_n \}_{n=0}^{\infty} \) in \( \mathbb{D} \) arises in this way.

The orthogonal polynomials may or may not form a basis of \( \mathcal{H} \). However, if we apply the Gram-Schmidt procedure to \( 1, z, z^{-1}, z^2, z^{-2}, \ldots \), we will obtain a basis – called the **CMV basis**. In this basis, multiplication by the independent variable \( z \) in \( \mathcal{H} \) has the matrix representation

\[
\mathcal{C} = \begin{pmatrix}
\alpha_0 & \overline{\alpha_1} \rho_0 & \rho_1 \rho_0 & 0 & 0 & \cdots \\
\rho_0 & -\overline{\alpha_1} \alpha_0 & -\rho_1 \alpha_0 & 0 & 0 & \cdots \\
0 & \overline{\alpha_2} \rho_1 & -\overline{\alpha_2} \alpha_1 & \overline{\alpha_3} \rho_2 & \rho_3 \rho_2 & \cdots \\
0 & \rho_2 \rho_1 & -\rho_2 \alpha_1 & -\overline{\alpha_3} \alpha_2 & -\rho_3 \alpha_2 & \cdots \\
0 & 0 & 0 & \overline{\alpha_4} \rho_3 & -\overline{\alpha_4} \alpha_3 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix},
\]

where

\[
(1.2) \quad \rho_n = (1 - |\alpha_n|^2)^{1/2}
\]

for \( n \geq 0 \). A matrix of this form is called a **CMV matrix**.

It is sometimes helpful to also consider a two-sided extension of a matrix of this form. Namely, given a bi-infinite sequence \( \{ \alpha_n \}_{n \in \mathbb{Z}} \) in \( \mathbb{D} \) (and defining the \( \rho_n \)'s as in \( (1.2) \)), we may consider the **extended CMV matrix**

\[
\mathcal{E} = \begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & -\overline{\alpha_0} \alpha_{-1} & \overline{\alpha_1} \rho_0 & \rho_{1} \rho_0 & 0 & 0 & \cdots \\
\cdots & -\rho_{0} \alpha_{-1} & -\overline{\alpha_1} \alpha_0 & -\rho_{1} \alpha_0 & 0 & 0 & \cdots \\
\cdots & 0 & \overline{\alpha_2} \rho_1 & -\overline{\alpha_2} \alpha_1 & \overline{\alpha_3} \rho_2 & \rho_{3} \rho_2 & \cdots \\
\cdots & 0 & \rho_2 \rho_1 & -\rho_2 \alpha_1 & -\overline{\alpha_3} \alpha_2 & -\rho_{3} \alpha_2 & \cdots \\
\cdots & 0 & 0 & \overline{\alpha_4} \rho_3 & -\overline{\alpha_4} \alpha_3 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix}.
\]

This is especially natural in cases where the Verblunsky coefficients are generated by an invertible ergodic transformation. In this setting there is a natural extension of the definition of \( \alpha_n \) to \( n \in \mathbb{Z}_- \) and, more importantly, the spectral theory of the extended case is more elegant. In the present paper, this “elegance” will mean that we can obtain the Cantor structure.
of the spectrum of the extended CMV matrices, while the spectra of their half-line cousins will in general not be Cantor sets.\footnote{On the other hand, it is known that in our setting, the spectrum of the extended CMV matrix coincides with the essential spectrum of the standard CMV matrix, and hence the failure of Cantor spectrum for the latter is solely due to the presence of isolated eigenvalues in gaps of the essential spectrum.}

To motivate our study of the case of quasi-periodic and almost periodic Verblunsky coefficients, let us recall that in the Remarks and Historical Notes to [35, Section 10.16], Simon writes that from his discussion of ergodic Verblunsky coefficients “conspicuously absent is the case of almost periodic Verblunsky coefficients” and “especially interesting is the quasiperiodic case.” Based on this remark, there has been quite a bit of activity devoted to this issue (compare, e.g., [13–15, 20, 26, 29, 30, 37, 39] and references therein), and in the present paper we address one of the natural problems one seeks to understand in this context: the generic presence of all spectral gaps under suitable assumptions.

1.2. Generic Gap Opening in the Quasi-Periodic Setting. Let us now describe the quasi-periodic setting and one of our main results in detail.

For \( \rho > 0 \) and a bounded analytic (possibly matrix-valued) function \( F(x) \) defined on \( \{ x : |\Im x| < \rho \} \), let \( \| F \|_\rho = \sup_{|\Im x|<\rho} \| F(x) \| \). We denote by \( C_\rho^{\omega} (\mathbb{T}^d, *) \) the space of all \( * \)-valued functions of this kind (\(* \) will usually denote \( \mathbb{R}, \text{SU}(1,1), \text{SL}(2,\mathbb{R}) \)). We also write \( C_\rho^{\omega} (\mathbb{T}^d, *) = \bigcup_{\rho > 0} C_\rho^{\omega} (\mathbb{T}^d, *) \).

We consider analytic quasi-periodic Verblunsky coefficients of the form
\[
\alpha_n(x) = f(x + n\omega), \quad n \in \mathbb{Z},
\]
where
\[
f(x) = \lambda e^{ih(x)},
\]
\( h \in C^{\omega}(\mathbb{T}^d, \mathbb{R}), \lambda \in (0, 1), \omega \in \mathbb{R}^d \) with \( \langle m, \omega \rangle \notin \mathbb{Z} \) for any \( m \in \mathbb{Z}^d \setminus \{0\} \).\footnote{Note that the symbol \( \omega \) denotes both to the translation vector and the analyticity of function \( h \). This double usage is standard and we hope it won’t lead to any confusion.}

The sequence of Verblunsky coefficients defined by (1.3)–(1.4) determines an extended CMV matrix \( \mathcal{E} \). The spectrum of \( \mathcal{E} \) is independent of \( x \) due to the minimality of the translation by \( \omega \) on \( \mathbb{T}^d \). It of course depends on \( h, \lambda, \omega \), and we will denote it by \( \Sigma = \Sigma_{h,\lambda,\omega} \), depending on whether we want to make the parameters explicit or not. More generally, we will make only those parameters explicit in our notation that are not fixed during the discussion in question.

As \( \Sigma \subseteq \partial \mathbb{D} \), its complement \( \partial \mathbb{D} \setminus \Sigma \) is an at most countable union of open arcs, commonly referred to as gaps of \( \Sigma \). It is well known (cf., e.g., [11]) that the gaps are given by those values of the spectral parameter for which the associated Szegö cocycle is uniformly hyperbolic. Moreover, the rotation number of this cocycle is constant in each gap and hence the value the rotation number takes in a given gap may be used to label it. The Gap Labelling Theorem (cf., e.g., [16, 19]) states that the possible values the
rotation number may take in gaps is fully determined by the base dynamics, which in our case is the set
$$\text{Labels}(\omega) = \left\{ \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z} : k \in \mathbb{Z}^d \right\}.$$ 

It is very natural to ask whether a possible gap label actually occurs as the value of the rotation number in a gap of $\Sigma$. Keeping $\omega$ and $\lambda$ fixed, one has an $h$-dependent spectrum $\Sigma = \Sigma_h$ and can consider the set
$$\mathcal{O}(k) = \left\{ h \in C^\omega(T^d, \mathbb{R}) : \Sigma_h \text{ has a gap with rotation number } \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z} \right\}$$
for $k \in \mathbb{Z}^d$. It is easy to see that $\mathcal{O}(k)$ is open. The much harder question is whether it is dense, or at least dense in some portion of $C^\omega(T^d, \mathbb{R})$. Should that indeed be the case for every $k \in \mathbb{Z}^d$, then taking the intersection over $k$ yields a $G_\delta$ set that is dense (or at least dense in the portion of $C^\omega(T^d, \mathbb{R})$ in question), and for each $h$ in this intersection, one can then conclude that all possible gap labels occur. Again, since they are dense, the gaps must be dense, and hence this is a stronger version of the Cantor spectrum phenomenon. In common parlance, one says that "generically, all gaps are open." Our goal is to establish results of this kind.

Recall that $\omega \in \mathbb{R}^d$ is called Diophantine if there exist some $\kappa, \tau > 0$ such that
$$\inf_{j \in \mathbb{Z}} |\langle n, \omega \rangle - j| \geq \frac{\kappa}{|n|^\tau}$$
for all $n \in \mathbb{Z}^d \setminus \{0\}$. Let $\text{DC}(\kappa, \tau)$ be the set of all Diophantine $\omega \in \mathbb{R}^d$ with prescribed $\kappa, \tau$.

Then we have the following result, which shows that all gaps are open generically for perturbatively small $h$:

**Theorem 1.1.** Let $\omega \in \text{DC}(\kappa, \tau)$, $\lambda \in (0, 1)$, and $\rho > 0$ be fixed. Then there exists a constant $\epsilon = \epsilon(\kappa, \tau, \rho) > 0$ such that generically in
$$\{ h \in C^\omega(T^d, \mathbb{R}) : \|h\|_\rho \leq \epsilon \},$$
all gaps of the set $\Sigma_h$ associated with the Verblunsky coefficients given by (1.3)–(1.4) are open and hence for generic $h$’s in this set, $\Sigma_h$ is a Cantor set.

**Remark 1.1.** (a) As usual, a statement holds generically if it is true for every element from a dense $G_\delta$ subset. In the present setting the dense $G_\delta$ subset will arise via the intersection over the countable set of gap labels and the key observation that for each fixed label, the corresponding gap is open for $h$’s from an open and dense set.

(b) It is of interest to prove results of this kind in other regularity classes. In the continuous category (i.e., for $h \in C(T^d, \mathbb{R})$), generic Cantor spectrum was shown by Jun [20].
As pointed out above, much of the recent progress in the study of orthogonal polynomials on the unit circle and CMV matrices is made possible by the analogy to the spectral analysis of one-dimensional Schrödinger operators. An analog of Theorem 1.1 in the latter setting was shown by Eliasson \cite{12} and Puig-Simó \cite{31}. We emphasize that working out the CMV analog of a Schrödinger result is in many cases not straightforward and one needs to overcome a number of obstacles in the implementation of the general proof strategy, which however does often resemble that from the Schrödinger case. This is precisely the situation we find ourselves in: we follow the general proof strategy from \cite{31}, but need to deal with the resulting difficulties when implementing it.

In fact, Jun’s result \cite{20} mentioned in part (b) of the present remark can be viewed as the CMV analog of a result shown in the Schrödinger case by Avila-Bochi-Damanik \cite{1}. In this connection it is worth pointing out that the method from \cite{1,20} only establishes Cantor spectrum, not the stronger version where all gaps are open. The stronger version was obtained in the Schrödinger setting by Avila-Bochi-Damanik in their follow-up paper \cite{2}, but no CMV analog of this work is available yet. It would be of interest to work out a CMV analog of \cite{2}.

Historically, the most well-known “all gaps are open” result is known as the “Dry Ten Martini Problem.” In 1981, during a talk at the AMS annual meeting, Mark Kac asked famously whether for the almost Mathieu operator

\[
(H_{\lambda,\alpha,\theta}u)_n = u_{n+1} + u_{n-1} + 2\lambda \cos(n\alpha + \theta)u_n,
\]

“all gaps are there” \cite{22,33}, and offered ten Martinis for the solution. Barry Simon then popularized this question in the form of two problems \cite{33}. The first one, called the Ten Martini Problem, asks whether the spectrum is a Cantor set. The second more difficult one, called the Dry Ten Martini Problem, asks more precisely whether all gaps allowed by the Gap Labelling Theorem are open. While the Ten Martini Problem was completely solved by Avila-Jitomirskaya \cite{3}, the Dry Ten Martini Problem remains open in the critical case \(\lambda = 1\) \cite{5}. The interested reader can consult \cite{3,5} for more on the history of these two problems.

1.3. Generic Gap Opening in the Almost-Periodic Setting and an Application to Quantum Walks. We are also interested in a related model, where the Verblunsky coefficients are given as follows. For \(h \in C^\infty(\mathbb{T}^d, \mathbb{R})\), \(\lambda_1, \lambda_2 \in [0,1)\), we set

\[
f(x,j) = \begin{cases} 
\lambda_1 e^{ih(x)} & \text{for } j = 0 \text{ mod } 2, \\
\lambda_2 e^{ih(x)} & \text{for } j = 1 \text{ mod } 2,
\end{cases}
\]

and

\[
\alpha_n(x) = f(x + n\omega, n), \quad x \in \mathbb{T}^d, \quad n \in \mathbb{Z}.
\]
Without loss of generality, we always assume that $\lambda_1^2 + \lambda_2^2 \neq 0$. For the resulting almost periodic CMV matrices, we have the following analog of Theorem 1.1:

**Theorem 1.2.** Let $\omega \in DC(\kappa, \tau)$ and $\rho > 0$, $\lambda_1 \in (0, 1)$, then there exist constants $\epsilon = \epsilon(\kappa, \tau, \rho)$ and $r = r(\lambda_1) \in (0, 1)$ such that for every $\lambda_2$ with $|\lambda_2| < r(\lambda_1)$ and every $h$ from a dense $G_\delta$ subset of

$$\{ h \in C^\omega_p(\mathbb{T}^d, \mathbb{R}) : \|h\|_\rho \leq \epsilon \},$$

all gaps of the spectrum of the extended CMV matrix associated with the Verblunsky coefficients given by (1.6)–(1.7) are open, which in turn implies that the spectrum is a Cantor set in these cases.

Of course when we say that all gaps are open, we are implicitly referring to the gap labelling associated with the base dynamics here. We leave the discussion of the relevant details to Section 5. The motivation for us to consider this particular model stems from two sources.

On the one hand, we are interested in studying more general almost periodic cases. A straightforward way to leave the setting of finite-dimensional tori (which describe the hulls occurring in quasi–periodic settings) is to take the product of a torus with a compact abelian group that is not also a finite-dimensional torus. The simplest such case is to take an additional factor of the form $\mathbb{Z}_p$. This case is naturally interesting because we can now model quasi-periodic perturbations of general periodic sequences, whereas before we were really just considering quasi-periodic perturbations of constant (or period-one) sequences. The general expectation is that the phenomena should be the same. However, the proofs become significantly more involved. For this very reason, we focus on the special case $p = 2$ here, as the resulting difficulties can still be dealt with via explicit calculations. We expect the general proof strategy to extend to larger values of $p$, but the reader will see from our proof that the calculations quickly become quite difficult.

On the other hand, the case $p = 2$ is of special interest because it is this extension of the quasi-periodic case that is needed to study quantum walks on the integer lattice with quasi-periodic coins. We describe this application below.

Consider the Hilbert space $\mathcal{H} = \ell^2(\mathbb{Z}) \otimes \mathbb{C}^2$. A basis of $\mathcal{H}$ is given by elementary tensors $|n\rangle \otimes |\uparrow\rangle, |n\rangle \otimes |\downarrow\rangle$. Given the coins

$$C_{n,t} = \begin{pmatrix} c_{n,t}^{11} & c_{n,t}^{12} \\ c_{n,t}^{21} & c_{n,t}^{22} \end{pmatrix} \in U(2) \quad n, t \in \mathbb{Z},$$

the update rule of the quantum walk from time $t$ to time $t + 1$ is as follows:

(1.8) $|n\rangle \otimes |\uparrow\rangle \mapsto c_{n,t}^{11} |n + 1\rangle \otimes |\uparrow\rangle + c_{n,t}^{21} |n - 1\rangle \otimes |\downarrow\rangle,$

(1.9) $|n\rangle \otimes |\downarrow\rangle \mapsto c_{n,t}^{12} |n + 1\rangle \otimes |\uparrow\rangle + c_{n,t}^{22} |n - 1\rangle \otimes |\downarrow\rangle.$

One can easily extend this rule to elements of $\mathcal{H}$ by linearity.
There are two cases of special interest:

- time-homogeneous: \( C_{n,t} = C_n \) for every \( t \in \mathbb{Z} \),
- space-homogeneous: \( C_{n,t} = C_t \) for every \( n \in \mathbb{Z} \).

We will focus our attention on the time-homogeneous case, that is, \( C_n \in U(2), n \in \mathbb{Z} \) are given. Then there is a unitary operator \( U : \mathcal{H} \to \mathcal{H} \) such that the powers of \( U \) provide the time evolution. Moreover, by choosing a basis of \( \mathcal{H} \) in the following way:

\[
| -1 \rangle \otimes | \uparrow \rangle, | -1 \rangle \otimes | \downarrow \rangle, | 0 \rangle \otimes | \downarrow \rangle, | 0 \rangle \otimes | \uparrow \rangle, | 1 \rangle \otimes | \uparrow \rangle, | 1 \rangle \otimes | \downarrow \rangle \cdots,
\]

the matrix representation of \( U : \mathcal{H} \to \mathcal{H} \) is given by

\[
U = \begin{pmatrix}
\cdots & 0 & c_{12}^0 & 0 & 0 & 0 & 0 & \cdots \\
\cdots & c_{21}^{-1} & 0 & 0 & c_{12}^{-1} & 0 & 0 & \cdots \\
\cdots & c_{22}^{-1} & 0 & 0 & c_{12}^{-1} & 0 & 0 & \cdots \\
\cdots & 0 & 0 & c_{21}^{-1} & 0 & 0 & c_{11}^{-1} & \cdots \\
\cdots & 0 & 0 & c_{22}^{-1} & 0 & 0 & c_{12}^{-1} & \cdots \\
\cdots & 0 & 0 & 0 & 0 & c_{21}^{-1} & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix},
\]

as can be readily checked using the update rules (1.8) and (1.9). Recall that an extended CMV matrix with Verblunsky coefficients with odd index vanishing takes the form

\[
E = \begin{pmatrix}
\cdots & 0 & -\alpha_{-4} & 0 & 0 & 0 & 0 & \cdots \\
\cdots & -\alpha_{-2} & 0 & 0 & \rho_{-2} & 0 & 0 & \cdots \\
\cdots & \rho_{-2} & 0 & 0 & -\alpha_{-2} & 0 & 0 & \cdots \\
\cdots & 0 & 0 & \rho_0 & 0 & 0 & -\alpha_0 & \cdots \\
\cdots & 0 & 0 & \rho_0 & 0 & 0 & -\alpha_0 & \cdots \\
\cdots & 0 & 0 & 0 & \rho_0 & 0 & -\alpha_0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix},
\]

where \( \rho_n = \sqrt{1 - |\alpha_n|^2} \). Then there is a unitary matrix

\[
\Lambda = \text{diag} (\cdots, \lambda_{-1}, \lambda_0, \lambda_1, \cdots)
\]

such that \( \Lambda^* U \Lambda = \mathcal{E} \), where \( \mathcal{E} \) is the extended CMV matrix with associated Verblunsky coefficients given by

\[
\alpha_{2n+1} = 0, \quad \alpha_{2n+2} = \frac{\lambda_{2n+2} c_{21}^{2n+1}}{\lambda_{2n+1} c_{12}^{2n+1}}, \quad n \in \mathbb{Z}.
\]

The \( \lambda_n \)'s are specified as follows. With \( U \) be given by (1.10), write

\[
c_{kn} = |c_{kn}| e^{i \sigma_n}, n \in \mathbb{Z}, k \in \{1, 2\}, \sigma_n \in [0, 2\pi)
\]
and define $\lambda_n$ by

\[
\begin{align*}
\lambda_{-1} &= 1 \\
\lambda_0 &= 1 \\
\lambda_{2n+1} &= e^{i\sigma_n^2}\lambda_{2n-1} \\
\lambda_{2n+2} &= e^{-i\sigma_n^2}\lambda_{2n}.
\end{align*}
\]

One can consult [10] for this connection between quantum walks on the integer lattice and extended CMV matrices; it is commonly referred to as the CGMV connection. Now as a consequence of Theorem 1.2, we have the following:

**Theorem 1.3.** Consider the quantum walk with time-homogeneous coins given by $C_n \in SU(1,1)$ and $c_{1,2}^2 = \lambda e^{ih(x+n\omega)}$ with $\lambda \in (0,1), \omega \in DC(\kappa,\tau)$ and $h \in C_{\rho}^{w}(T^d, \mathbb{R})$ for some $\rho > 0$. Then there exists $\epsilon = \epsilon(\kappa,\tau,\rho)$ such that for a generic $h$ in

\[
\{h \in C_{\rho}^{w}(T^d, \mathbb{R}) : \|h\|_{\rho} < \epsilon\}
\]

the spectrum of the corresponding unitary operator $U$ given by (1.10) has all gaps open. In particular, $U$ has Cantor spectrum in these cases.

**1.4. Analyticity of Resonance Tongues.** The proofs of Theorem 1.1 and Theorem 1.2 may be facilitated by introducing an additional parameter, which plays the role of a coupling constant. Let us discuss this in the quasi-periodic case (i.e., Theorem 1.1), the discussion relevant to Theorem 1.2 is similar.

Basically, under explicit conditions (namely, the non-vanishing of Fourier coefficients) it can be shown that even if a gap is not open, it may be opened by wiggling this additional parameter. On the level of the associated Szegő cocycles, we will then have two relevant parameters: the spectral parameter and the coupling constant.

To be specific, we will consider Verblunsky coefficients of the form

\[
(1.12) \quad \alpha_n(x) = f(x+n\omega), \quad n \in \mathbb{Z},
\]

where

\[
(1.13) \quad f(x) = \lambda e^{i\delta h(x)},
\]

with $\omega, \lambda, h$ as above and $\delta \in \mathbb{R}$. Thus, relative to (1.3)-(1.4), we have just replaced $h$ by $\delta h$, and hence introduced a coupling constant in front of it. On the other hand, we will write the spectral parameter, which should be an element of the unit circle $\partial \mathbb{D}$, as $e^{i\theta}$ with $\theta \in \mathbb{R}$.

The Szegő cocycle $(\omega, S(\theta, \delta))$ is then the quasi-periodic $SU(1,1)$ cocycle over the base $x \mapsto x + \omega$ with the $(\theta, \delta)$-dependent map

\[
S(\theta, \delta) : \mathbb{T}^d \to SU(1,1), \quad x \mapsto \frac{e^{-\frac{1}{2}i\theta}}{\sqrt{1-\lambda^2}} \begin{pmatrix} e^{i\theta} & -\lambda e^{-i\delta h(x)} \\ -\lambda e^{i\delta h(x)} e^{i\theta} & 1 \end{pmatrix}.
\]
The spectrum $\Sigma_\delta$ corresponds to the complement of the set of spectral parameters $e^{i\theta}$ for which the cocycle $(\omega, S(\theta, \delta))$ is uniformly hyperbolic. Denote the fibered rotation number of $S(\theta, \delta)$ by $\text{rot}(\theta, \delta)$. Then, by the Gap Labelling Theorem, for each gap of $\Sigma_\delta$, there exists a $k \in \mathbb{Z}^d$ such that $\text{rot}(\theta, \delta) = \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z}$ for all spectral parameters $e^{i\theta}$ in this gap. We say that this gap has label $k$. One usually refers to the presence of this gap by saying that the “gap with label $k$ is open.” By contrast, if there is no actual gap of $\Sigma_\delta$ with label $k$, then one usually says that the “gap with label $k$ is closed.” The closed gap then refers to the unique point $e^{i\theta_k}$ in $\Sigma_\delta$ for which $\text{rot}(\theta_k, \delta) = \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z}$ and one interprets that as the gap with label $k$ having degenerated to a single point, and hence closed.

Varying both parameters now and considering the preimage, we can define the set

$$R(k) = \left\{(\theta, \delta) \in \mathbb{R}^2 : \text{rot}(\theta, \delta) = \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z}\right\},$$

which is commonly called a resonance tongue.

Note that for $\delta = 0$, the Verblunsky coefficients defined by (1.12)–(1.13) take the constant value $\alpha_n(x) = \lambda$. The spectrum $\Sigma_{\delta=0}$ is well known in this case and takes the form

$$\Sigma_{\delta=0} = \{e^{i\theta} : 2 \arcsin|\lambda| \leq \theta \leq 2\pi - 2 \arcsin|\lambda|\}$$

Thus, only a single gap is open, namely the one corresponding to $k = 0$, while all others are closed. In particular, for each $k \neq 0$, the resonance tongue $R(k)$ will have a tip at $(\theta_{k,0}, 0)$, where $\theta_{k,0}$ is the unique choice for which $\text{rot}(\theta_{k,0}, \delta) = \frac{\langle k, \omega \rangle}{2} \mod \mathbb{Z}$.

A crucial step in our analysis is to show that under suitable assumptions, the boundaries of each $R(k)$ are analytic, and that $R(k)$ is non-degenerate (and in particular opens at the tip $(\theta_{k,0}, 0)$) if and only if the $k$-th Fourier coefficient of $h$ does not vanish. It then follows from $\hat{h}_k \neq 0$ that even if the $k$-th gap of the spectrum is closed for some value of the coupling constant, it opens as soon as the coupling constant is varied. In particular, requiring $\hat{h}_k \neq 0$ for all $k$ determines a dense $G_\delta$ subset of $h$’s for which the following is true: for every $k$ and all but countably many $\delta$, all gaps are open.

This discussion shows that a version of Theorem 1.1 that is more reflective of how the result is obtained is given by the following theorem, and Theorem 1.1 is an immediate consequence of it.

**Theorem 1.4.** Let $\omega \in \text{DC}(\kappa, \tau)$, $\lambda \in (0, 1)$, and $\rho > 0$ be fixed. Then there exists a constant $\epsilon = \epsilon(\kappa, \tau, \rho) > 0$ such that for every $h$ from a dense $G_\delta$ subset of

$$\{h \in C^\omega_{\rho}(\mathbb{T}^d, \mathbb{R}) : \|h\|_{\rho} \leq \epsilon\},$$

and all but countably many $\delta \in [-1, 1]$, all gaps of the spectrum associated with the Verblunsky coefficients given by (1.12)–(1.13) are open, which in turn implies that the spectrum is a Cantor set in these cases.
The remainder of the paper is structured as follows. We begin with some preliminaries in Section 2, where we recall some standard notions and objects such as cocycles, the Lyapunov exponent, the rotation number, and reducibility. We provide an abstract criterion for analytic tongue boundaries in Section 3. With this criterion in hand we can then prove Theorem 1.4 in Section 4 and Theorem 1.2 in Section 5. As explained above, Theorem 1.1 follows from Theorem 1.4 and Theorem 1.3 follows from Theorem 1.2. We conclude the paper with two appendices that contain proofs of technical results that are needed in the main body of the paper.
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2. Preliminaries

In this section we recall some fundamental concepts, which are important to our considerations below.

2.1. Cocycles and the Lyapunov Exponent. Suppose $X$ is a compact metric space, $T : X \to X$ is a homeomorphism, and $\nu$ is an ergodic Borel probability measure. Given $A \in C(X, \text{SL}(2, \mathbb{R}))$, we associate the cocycle $(T, A)$, which is given by the linear skew product

$$(T, A) : X \times \mathbb{R}^2 \to X \times \mathbb{R}^2$$

$$(x, \phi) \mapsto (Tx, A(x) \cdot \phi).$$

For $n \in \mathbb{Z}$, $A_n$ is defined by $(T, A)^n = (T^n, A_n)$. Thus $A_0(x) = \text{id}$,

$$A_n(x) = \prod_{j=n-1}^0 A(T^j x) = A(T^{n-1} x) \cdots A(T x) A(x) \text{ for } n \geq 1,$$

and $A_{-n}(x) = A_n(T^{-n} x)^{-1}$. The Lyapunov exponent is defined by

$$L(T, A) = \lim_{n \to \infty} \frac{1}{n} \int_X \ln \|A_n(x)\| \, d\nu(x).$$

Here, $\| \cdot \|$ can of course be any norm on $\text{SL}(2, \mathbb{R})$, but if we choose the operator norm for convenience, then the existence of the limit follows immediately due to subadditivity.

In this paper, we will consider the following two special cases.

- $X = \mathbb{T}^d$ and $T = R_\omega$ is the shift by $\omega \in X$, that is, $R_\omega x = x + \omega$.
  In this case $(\omega, A) := (R_\omega, A)$ is called a quasi-periodic cocycle. We generally assume that $\omega$ is such that $T$ is minimal, and in this case $\nu$ has to be normalized Lebesgue measure.

- $X = \mathbb{T}^d \times \mathbb{Z}_\kappa$, where $\kappa \in \mathbb{Z}^+$ and $T = T_\omega$, where $T_\omega(x, n) = (x + \omega, n+1)$. We can view $(T_\omega, A)$ as an almost-periodic cocycle.
2.2. The Rotation Number. Denote by $S^1$ the set of unit vectors in $\mathbb{R}^2$ and consider a projective cocycle $F_A$ on $X \times S^1$ defined by
\[(x, \phi) \mapsto (Tx, A(x)\phi \|A(x)\phi\|)\].
If $A \in C(X, \text{SL}(2, \mathbb{R}))$ is homotopic to the identity, then there exists a lift $\tilde{F}_A$ of $F_A$ to $X \times \mathbb{R}$ such that $\tilde{F}_A(x, \phi) = (Tx, \tilde{f}_A(x, \phi))$, where $\tilde{f}_A : X \times \mathbb{R} \to \mathbb{R}$ is a continuous lift with the following properties:
- $\tilde{f}_A(x, \phi + 1) = \tilde{f}_A(x, \phi) + 1$;
- for every $x \in X$, $\tilde{f}_A(x, \cdot) : \mathbb{R} \to \mathbb{R}$ is a strictly increasing homeomorphism;
- if $\pi_2$ is the projection map $X \times \mathbb{R} \to X \times S^1 : (x, \phi) \mapsto (x, e^{2\pi i \phi})$, then $F_A \circ \pi_2 = \pi_2 \circ \tilde{F}_A$.
If $(X, T)$ is uniquely ergodic, then the number $\rho(T, A) = \lim_{n \to \infty} \frac{\tilde{f}_A^n(x, \phi) - \phi}{n} \mod \mathbb{Z}$ is independent of $(x, \phi) \in X \times \mathbb{R}/\mathbb{Z}$ and the choice of the lift of $F_A$. It is called the fibered rotation number of $(T, A)$; see [17, 19] for details.

Once we have the definition of the fibered rotation number for $\text{SL}(2, \mathbb{R})$ cocycles, we can parlay this concept to $\text{SU}(1, 1)$ cocycles, since
\[M = \frac{1}{1 + i} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix}\]
induces an isomorphism between $\text{SL}(1, 1)$ and $\text{SL}(2, \mathbb{R})$:
\[M^{-1}\text{SU}(1, 1)M = \text{SL}(2, \mathbb{R}).\]

2.3. Reducibility. Recall that in the quasi-periodic setting we have $X = \mathbb{T}^d$, $T = R_\omega$, and $A_1 \in C^\omega(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$.

The cocycle $(\omega, A_1)$ is said to be analytic conjugate to $(\omega, A_2)$ if there exists $B \in C^\omega(2\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ such that
\[B^{-1}(\cdot + \omega)A_1(\cdot)B(\cdot) = A_2(\cdot).\]
The cocycle $(\omega, A)$ is said to be almost reducible if the closure of its analytic conjugations contains a constant.

We also need the following well-known result of Eliasson [12]:

**Theorem 2.1.** [12] Let $r > 0$, $\omega \in \text{DC}(\kappa, \tau)$, and $A_0 \in \text{SL}(2, \mathbb{R})$. Then there is a constant $\epsilon_0 = \epsilon_0(\kappa, \tau, r, \|A_0\|)$ such that if $A \in C^\omega(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ is real analytic with
\[\|A - A_0\|_r \leq \epsilon_0\]
and the rotation number of the cocycle $(\omega, A)$ satisfies
\[\|2\rho(\omega, A) - \langle n, \omega \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \frac{\kappa}{|n|^r}, \quad \forall 0 \neq n \in \mathbb{Z}^d\]
or $2\rho(\omega, A) = \langle n, \omega \rangle \mod \mathbb{Z}$ for some $n \in \mathbb{Z}^d$, then $(\omega, A)$ is analytically reducible to a constant, that is, there exists $Z(x) \in C^\omega(2\mathbb{T}^d, \SL(2, \mathbb{R}))$ such that

$$Z^{-1}(x + \omega)A(x)Z(x) = B,$$

where $B \in \SL(2, \mathbb{R})$ is a constant matrix.

**Remark 2.1.** If $A_0$ varies in a bounded set, we can choose $\epsilon_0 = \epsilon_0(\kappa, \tau, r)$ to be independent of $\|A_0\|$.

### 3. A Criterion for Analytic Tongue Boundaries

In this section we give a general criterion for a parametrized family of cocycles to have analytic tongue boundaries.

We first describe the basic setting. Consider analytic quasi-periodic cocycles $(\omega, A_{\Gamma}(\cdot))$ depending on the parameters $\omega \in DC(\kappa, \tau)$ and $\Gamma = (\theta, \delta) \in \mathbb{R}^2$. In typical applications we will take $\theta$ to be the spectral parameter and $\delta$ to be the coupling constant.

Let $\Gamma_0 = (\theta_0, \delta_0)$ be fixed and, with a neighborhood $N(\Gamma_0)$ of $\Gamma_0$, assume the following:

(H1): $2\rho(\omega, A_{\Gamma_0}(\cdot)) = \langle k, \omega \rangle \mod \mathbb{Z}$ and is a non-decreasing (or non-increasing) function of $\theta$ in a neighborhood of $\theta_0$.

(H2): $(\omega, A_{\Gamma_0}(\cdot))$ is not uniformly hyperbolic.

(H3): $\sup_{\Gamma \in N(\Gamma_0)} \|A_{\Gamma}(\cdot) - A_{\theta}\|_r \leq \epsilon_0(\kappa, \tau, r)$ for some constant $A_{\theta} \in \SL(2, \mathbb{R})$, where $\epsilon_0 = \epsilon_0(\kappa, \tau, r)$ is defined in Theorem 2.1 (see also Remark 2.1). By the assumptions (H1) and (H3), along with $\omega \in DC(\kappa, \tau)$, Theorem 2.1 implies that $(\omega, A_{\Gamma_0}(x))$ is analytically reducible, that is, there exists some $Z(x) \in C^\omega(2\mathbb{T}^d, \SL(2, \mathbb{R}))$ such that

$$Z^{-1}(x + \omega)A_{\Gamma_0}(x)Z(x) = B.$$ 

By (H2), the constant matrix $B$ is in fact parabolic, that is, we can rewrite (3.1) as

$$Z^{-1}(x + \omega)A_{\Gamma_0}(x)Z(x) = \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix}.$$ 

Then we have for $\Gamma$ in a neighborhood of $\Gamma_0$,

$$Z^{-1}(x + \omega)A_{\Gamma}(x)Z(x) = \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} e^{P(x, \zeta) + O_2(x, \zeta)}$$

where $\zeta = \Gamma - \Gamma_0$, $P(x, \zeta)$ is a linear term in $\zeta$, and $O_2(x, \zeta)$ is the collection of higher order terms in $\zeta$. Let

$$[P] = \begin{pmatrix} [P_{11}] & [P_{12}] \\ [P_{21}] & -[P_{11}] \end{pmatrix}$$

be the average of $P(x, \zeta)$ with respect to $x$ over $\mathbb{T}^d$, that is, the integral with respect to normalized Lebesgue measure. We have the following result:
Proposition 3.1. Let \( \omega \in \text{DC}(\kappa, \tau), \Gamma_0 = (\theta_0, \delta_0) \) be fixed and assume that for a suitable neighborhood of \( \Gamma_0 \), the hypotheses (H1), (H2) and (H3) are satisfied. Then we have the following:

1. If \( c \neq 0 \) and the coefficient of \( (\theta - \theta_0) \) in \([P_{21}]\) is strictly non-zero, then the tongue boundary \( \theta = \theta(\delta) \) is real analytic in a neighborhood of \( \delta_0 \).
2. If \( c = 0 \) and the coefficient of \( (\theta - \theta_0)^2 \) in the expression of \( \det[P] \) is nonzero, then the two tongue boundaries \( \theta_i = \theta_i(\delta), i = 1, 2 \) with \( \theta_i(\delta_0) = \theta_0 \) are real analytic in a neighborhood of \( \delta_0 \).

Remark 3.1. This criterion was first proved for the quasi-periodic Hill equation (a special linear quasi-periodic differential equation) by Puig-Simó [31]. We generalize it to general \( SL(2, \mathbb{R}) \)-valued analytic quasi-periodic cocycles.

Before presenting the proof of Proposition 3.1, we first need to introduce a useful tool in the following subsection.

3.1. Existence of Counterterms. In this subsection we give two criteria for the existence of counterterms, which make the original near constant cocycle reducible to the same constant cocycle.

We first introduce the following definition, which is inspired by [31]:

Definition 3.1. Let \( A_0 \in \text{sl}(2, \mathbb{R}) \) and \( C, S : \text{sl}(2, \mathbb{R}) \to \text{sl}(2, \mathbb{R}) \) with \( C^2 = C \). We say the quartet \( (A_0, C, S, \omega) \) is admissible if there exist positive constants \( c', \nu \) such that for all analytic \( P \in C_\omega^\rho(\mathbb{T}^d, \text{sl}(2, \mathbb{R})) \), the equations

\[
-e^{-A_0}X(x + \omega)e^{A_0} + X(x) = -(P - C([P])),
\]

have a unique real analytic solution \( X : 2\mathbb{T}^d \to \text{sl}(2, \mathbb{R}) \) that satisfies the estimate

\[
\|X\|_{\rho-r} \leq c' \frac{\|P\|_\rho}{r}\nu
\]

for any \( 0 < r < \rho \), where \([\cdot]\) denotes the average with respect to normalized Lebesgue measure.

In the following, let \( O \) be a set of external multi-parameters; an element of \( O \) will be denoted by \( \zeta \). We have the following theorem.

Theorem 3.1. Let \( A_0 = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix} \) and assume that \( (A_0, C, S, \omega) \) is admissible with positive constants \( c', \nu \). Let \( \rho_0 > 0 \) and \( p \in \mathbb{Z}_+ \), then there exists \( \epsilon = \epsilon(A_0, \rho_0, c', \nu) > 0 \) such that for any \( f \in C_\omega^{\rho_0}(\mathbb{T}^d, \text{sl}(2, \mathbb{R})) \) with \( \|f\|_{\rho_0} \leq \epsilon \) and any \( |\chi| \leq 1 \), there exists \( \xi^* \in \text{sl}(2, \mathbb{R}) \) with \( C(\xi^*) = \xi^* \) such that the cocycle

\[
(\omega, e^{\chi^*A_0} e^{\chi^*+1} f(x) e^{-\chi^*+1} \xi^*)
\]
is analytically conjugated into \((\omega, e^{\chi p A_0})\) by a conjugation \(Z(x) = e^{\chi X(x)}\), where \(X \in C^\omega(2\mathbb{T}^d, \text{sl}(2, \mathbb{R}))\) with
\[
\|X\|_{\rho_0/2} \leq \tilde{c}(\nu) \epsilon \rho_0^{-\nu},
\]
where \(\tilde{c}(\nu)\) is a constant. Moreover, if \(P\) and \(\chi\) depend analytically on \(\zeta \in \mathbb{R}^2\) in a neighborhood around the origin, then \(X\) and \(\xi^*\) depend analytically on \(\zeta\) in a smaller neighborhood.

**Remark 3.2.** The idea of the existence of a counterterm was first introduced by Moser [28]; one can consult [8, 23, 24, 31] for further developments.

We also introduce another version of a counterterm existence result, which is slightly different due to the non-commutativity property of \(\text{SL}(2, \mathbb{R})\):

**Theorem 3.2.** Let \(A_0 = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}\) and assume that \((A_0, C, S, \omega)\) is admissible with positive constants \(c', \nu\). Let \(\rho_0 > 0\) and \(p \in \mathbb{Z}_+\), then there exists \(\epsilon = \epsilon(A_0, \rho_0, c', \nu) > 0\) such that for any \(f \in C^\omega_{\rho_0}(\mathbb{T}^d, \text{sl}(2, \mathbb{R}))\) with \(\|f\|_{\rho_0} \leq \epsilon\) and any \(|\chi| \leq 1\), there exists \(\xi^* \in \text{sl}(2, \mathbb{R})\) with \(C(\xi^*) = \xi^*\) such that the cocycle
\[
(\omega, e^{\chi p(A_0 + \chi f(x) - \chi \xi^*)})
\]
is analytically reducible to \((\omega, e^{\chi p A_0})\) by a conjugation \(Z(x) = e^{\chi X(x)}\), where \(X \in C^\omega(2\mathbb{T}^d, \text{sl}(2, \mathbb{R}))\) with
\[
\|X\|_{\rho_0/2} \leq \tilde{c}(\nu) \epsilon \rho_0^{-\nu},
\]
where \(\tilde{c}(\nu)\) is a constant. Moreover, if \(P\) and \(\chi\) depend analytically on \(\zeta \in \mathbb{R}^2\) in a neighborhood around the origin, then \(X\) and \(\xi^*\) depend analytically on \(\zeta\) in a smaller neighborhood.

The proof of Theorem 3.2 is almost the same as that of Theorem 3.1 and we present these proofs in Appendix A.

### 3.2. Proof of Proposition 3.1:

Let \(\zeta = \Gamma - \Gamma_0\), and denote \(\beta = \delta - \delta_0\), \(\eta = \theta - \theta_0\), and \(\zeta = (\eta, \beta)\). It is readily checked that if \(A_0 = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}\) and \(\omega \in \text{DC}(\kappa, \tau)\), then there exist choices of \(C\) and \(S\) such that the quartet \((A_0, C, S, \omega)\) is admissible. Thus for \(\Gamma\) in a suitable small neighborhood of \(\Gamma_0\), one can apply Theorem 3.1, and there exists a counterterm \(\xi^*(\zeta) \in \text{sl}(2, \mathbb{R})\) such that the cocycle
\[
(\omega, \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} e^{P(x, \zeta)} + O_2(x, \zeta) e^{-\xi^*(\zeta)})
\]
is analytically reducible to \((\omega, \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix})\). We prove the proposition by distinguishing two different cases:
**Case 1** $c \neq 0$: In this case, let $A_0 = \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}$ and take $\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, $\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, $\begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$ as a basis of $\text{sl}(2, \mathbb{R})$, let $[X] = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & -X_{11} \end{pmatrix}$. Define the linear operator $\text{ad}_{A_0} : \text{sl}(2, \mathbb{R}) \to \text{sl}(2, \mathbb{R})$, $\text{ad}_{A_0}([X]) = e^{-A_0}[X]e^{A_0} - [X] = \begin{pmatrix} -cX_{21} & 2cX_{11} - c^2X_{21} \\ 0 & cX_{21} \end{pmatrix}$.

The spectrum of $\text{ad}_{A_0}$ reduces to the zero eigenvalue, its kernel is the linear subspace spanned by $\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$. Note that the equation (3.3) can be solved by comparing Fourier coefficients if and only if $\text{ad}_{A_0} \circ S(\cdot) + C(\cdot) = \text{Id}$. Therefore, we can choose $C([X]) = \begin{pmatrix} 0 & 0 \\ X_{21} & 0 \end{pmatrix}$, $S([X]) = \begin{pmatrix} -cX_{11} - X_{12} \\ -X_{11} \end{pmatrix}$ to make the quartet $(A_0, C, S, \omega)$ admissible.

Since the counterterm given by Theorem 3.1 satisfies $C(\xi^*) = \xi^*$, we have

$$\xi^*(\zeta) = \begin{pmatrix} 0 & 0 \\ \xi_{21}^*(\zeta) & 0 \end{pmatrix},$$

and for the values of $\zeta$ for which $\xi_{21}^*(\zeta) = 0$, the cocycles $(\omega, A_1)$ with parameters $(\theta(\delta), \delta)$ are reducible to $(\omega, \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix})$. Hence to prove item (1), we only need to show that the equation

$$\xi_{21}^*(\zeta) = \xi_{21}^*(\eta, \beta) = 0$$

can be inverted to obtain an analytic function $\eta = \eta(\beta)$. According to (A.4) and the notations there, we can set $\eta_\infty = 0$ and obtain $\xi^* = \eta_0$ recursively, in particular, as $c \neq 0$, we have

$$\xi_{21}^*(\eta, \beta) = [P_{21}(\eta, \beta)] + O_2(\eta, \beta).$$

Thus under condition (1) of Proposition 3.1, the coefficient of $\eta$ in $[P_{21}]$ is nonzero, and hence the Implicit Function Theorem gives rise to a real analytic function $\eta = \eta(\beta)$. This finishes the proof of the case $c \neq 0$.

**Case 2** $c = 0$: In this case $A_0 = 0$, and taking $C = \text{Id}$ and $S = 0$ makes the quartet $(A_0, C, S, \omega)$ admissible. Therefore, the condition $C(\xi^*) = \xi^*$ does not provide extra information, so we need to take further averaging steps. The idea is to transform the question into Case 1.

We first point out that after $r$ averaging steps, we obtain the expansion of $\xi^*(\zeta)$ up to order $r$ in the following form:

$$(3.5) \begin{pmatrix} S_3^{(r)} & S_2^{(r)} \\ -S_1^{(r)} & -S_3^{(r)} \end{pmatrix} + O_{r+1}(\zeta),$$
where \( S_i^{(r)}(\zeta) = \sum_{1 \leq j \leq r} D_{s,i}^{(r)}(\zeta) \) for \( i = 1, 2, 3 \) and the polynomials \( D_{s,i}^{(r)} \) for \( i = 1, 2, 3 \) have the following properties:

(i) \( D_{s,i}^{(r)}(\zeta) \) are homogeneous of degree \( s \) in \( \zeta \);
(ii) If \( s < t \leq r \), then \( D_{s,i}^{(t)} = D_{s,i}^{(s)} \).

Moreover, one can explicitly calculate an expression for \( D_{1,i}^{1} \), \( i = 1, 2, 3 \), by averaging once. Theorem 3.1 implies that the cocycle

\[
\left( \omega, e^{P(x,\zeta) + O_2(x,\zeta)} e^{-\xi^*(\zeta)} \right)
\]

is analytically reducible to \((\omega, Id)\) via a conjugation \( B \) that is close to the identity. That is, there exists \( B(x) \in C(2\mathbb{T}^d, SL(2, \mathbb{R})) \) such that

\[
B^{-1}(x + \omega) e^{P(x,\zeta) + O_2(x,\zeta)} e^{-\xi^*(\zeta)} B(x) = Id,
\]

therefore,

\[
B^{-1}(x + \omega) e^{P(x,\zeta) + O_2(x,\zeta)} B(x) = B^{-1}(x) e^{\xi^*(\zeta)} B(x).
\]

This implies that the original cocycles are now conjugated into a new cocycle \((\omega, B^{-1}(x) e^{\xi^*(\zeta)} B(x))\).

We need the following lemma:

**Lemma 3.1.** If \( \det \xi^*(\zeta) > 0 \), then the rotation number \( \rho(\omega, e^{P(x,\zeta) + O_2(x,\zeta)}) \) is strictly non-zero.

**Proof.** Since the conjugation \( B \) is close to the identity, thus with zero degree, it is enough for us to prove that

\[
\rho(\omega, B^{-1}(x) e^{\xi^*(\zeta)} B(x)) \neq 0.
\]

Consider the following problem: let \( u_n, v_n \) be the sequences satisfying the following iteration:

\[
\begin{pmatrix} u_{n+1} \\ v_{n+1} \end{pmatrix} = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} u_n \\ v_n \end{pmatrix},
\]

where \( A(\cdot) = \begin{pmatrix} a_{11}(\cdot) & a_{12}(\cdot) \\ a_{21}(\cdot) & a_{22}(\cdot) \end{pmatrix} \in SL(2, \mathbb{R}) \), and let \( R_n e^{i\psi_n} = u_n + iv_n \) with \( 0 \leq |\psi_{n+1} - \psi_n| < \pi \). Then we have

\[
R_{n+1} e^{i\psi_{n+1}} = u_{n+1} + iv_{n+1} = (a_{11}u_n + a_{12}v_n) + i(a_{21}u_n + a_{22}v_n) = R_n (a_{11} \cos \psi_n + a_{12} \sin \psi_n) + iR_n (a_{21} \cos \psi_n + a_{22} \sin \psi_n).
\]

Therefore we have

\[
\frac{R_{n+1}}{R_n} e^{i(\psi_{n+1} - \psi_n)} = \frac{(a_{11} \cos \psi_n + a_{12} \sin \psi_n) + i(a_{21} \cos \psi_n + a_{22} \sin \psi_n)}{e^{i\psi_n}},
\]

and taking the imaginary part of both sides, we obtain

\[
\frac{R_{n+1}}{R_n} \sin(\psi_{n+1} - \psi_n) = a_{21} \cos^2 \psi_n + (a_{22} - a_{11}) \sin \psi_n \cos \psi_n - a_{12} \sin^2 \psi_n.
\]
Denote \( K = \left( \begin{array}{cc} a_{21} & \frac{a_{22} - a_{11}}{2} \\ \frac{a_{22} - a_{11}}{2} & -a_{12} \end{array} \right) \). If \( K \) is a definite quadratic form, then 
\( \psi_{n+1} - \psi_n \) has fixed sign, which in turn implies that its rotation number 
\( \rho(\omega, A) \) is strictly non-zero. Note that
\[
\det K = -a_{12}a_{21} - \frac{(a_{11} - a_{22})^2}{4} = \frac{4 - (a_{11} + a_{22})^2}{4}.
\]
Thus \( K \) is definite if and only if the trace of \( A \) satisfies \(|\text{tr}(A)| < 2\). Let 
\( A = B^{-1}(x)\xi^*(\zeta)B(x) \). Then det \( \xi^*(\zeta) > 0 \) implies that \(|\text{tr}(A)| < 2\), and the
lemma follows.

According to (3.5) and (A.4) with \( c = 0 \), we have \( \xi^* = [P] + O_2(\zeta) \), under
the condition (ii), we can apply the Weierstrass Preparation Theorem to
\( \xi^\ast \) and obtain the following:
\[
\det \xi^*(\eta, \beta) = F(\eta, \beta)(\eta^2 + g_1(\beta)\eta + g_2(\beta)),
\]
where \( g_1, g_2 \) and \( F \) are real analytic functions with \( F(0, 0) \neq 0 \). Fix \( \beta = 0 \), by
Lemma 3.1 and (H1), the local non-decreasing (or non-increasing) property
of the rotation number with respect to \( \eta \), the rotation number changes sign
when \( \eta \) crosses zero. Then, according to the continuity of the rotation
number, for each nonzero \( \beta \) in a neighborhood of zero, we can find a suitable
real \( \eta^\ast = \eta^\ast(\beta) \) such that the rotation number is zero. This yields the
following expression,
\[
\det \xi^*(\eta, \beta) = F(\eta, \beta)(\eta - \eta_1^\ast(\beta))(\eta - \eta_2^\ast(\beta)),
\]
where \( \eta_1^\ast, \eta_2^\ast \) are real analytic functions (see [32]). Since \( \eta_1^\ast, \eta_2^\ast \) both vanish
at zero, there are two possible subcases:

**Case 2-1:** If \( \eta_1^\ast(\beta), \eta_2^\ast(\beta) \) coincide in a neighborhood of 0, then their
analyticity implies \( \eta_1^\ast(\beta) = \eta_2^\ast(\beta) \) for all \( \beta \), and they both give the tongue
boundary.

**Case 2-2:** There exist a non-zero constant \( C \) and a positive integer \( p \) such that
\[
\eta_1^\ast(\beta) - \eta_2^\ast(\beta) = C\beta^p + O_{p+1}(\beta).
\]
Since we are interested in the roots of \( \det \xi^*(\zeta) = 0 \), we can scale \( \xi^* \) such
that \( \xi_{12}^*(\zeta), \xi_{21}^*(\zeta) \) start with \( \eta + \cdots \). Moreover, under condition (ii), we may
assume (3.5) to take the following form,
\[
\begin{align*}
S_2^{(r)} &= \eta + \sigma_1(\beta) + \eta \rho_1(\eta, \beta) \\
-S_1^{(r)} &= \eta + \sigma_2(\beta) + \eta \rho_2(\eta, \beta) \\
S_3^{(r)} &= \sigma_3(\beta) + \eta \rho_3(\eta, \beta)
\end{align*}
\]
where \( \sigma_i(\beta) = \sum_{k \geq p} m_{i,k} \beta^k, \ i = 1, 2, 3; (m_{1,p} - m_{2,p})^2 + m_{3,p}^2 > 0 \) and \( \eta \) is
a suitable redefinition which contains terms of \( \beta \) with order less than \( p \), \( \rho_j \)
are polynomials with maximal degree \( r - 1 \). This conclusion needs some
explanation:
Recall (3.5), since the coefficient of term of degree 1 in \( \eta \) in \( S_1^{(r)} \) equals 1, there is a conjugation induced by \( \begin{pmatrix} 1 & -c_3 \\ 0 & 1 \end{pmatrix} \), where \( c_3 \) denotes the coefficient of \( \eta \) in \( S_3^{(r)}(\zeta) \), making \( S_3^{(r)} \) contain no linear \( \eta \) term. Therefore, we may assume that
\[
\begin{align*}
S_2^{(r)} &= \eta + \sigma_1(\beta) + \eta \rho_1(\eta, \beta) \\
-S_1^{(r)} &= \eta + \sigma_2(\beta) + \eta \rho_2(\eta, \beta) \\
S_3^{(r)} &= \sigma_3(\beta) + \eta \rho_3(\eta, \beta)
\end{align*}
\]
where \( \eta \) is a suitable redefinition and contains the terms of order less than \( p \) in \( \beta \) and \( \sigma_j \) are the polynomials in \( \beta \) of maximal degree \( r \). Let \( k_j \) be the minimal degree of \( \sigma_j \) if \( \sigma_j \neq 0 \), otherwise, take \( k_j = \infty \), define \( k = \min\{k_1, k_2, k_3\} \leq r \). Imposing a change of variables in \( \eta \) by \( \eta = \gamma \beta^k \), then \( S_1^{(r)} S_2^{(r)} - (S_3^{(r)})^2 \) becomes
\[
\beta^{2k}(\gamma^2 + (m_{1,k} + m_{2,k})\gamma + m_{1,k}m_{2,k} - m_{3,k}^2 + O(\beta)),
\]
where \( m_{j,k} \) is the coefficient of \( \beta^k \) in \( \sigma_j \) for \( j = 1, 2, 3 \). By factoring out \( \beta^{2k} \) and neglecting \( O(\beta) \) terms, we obtain the following equation,
\[
\gamma^2 + (m_{1,k} + m_{2,k})\gamma + m_{1,k}m_{2,k} - m_{3,k}^2 = 0
\]
with discriminant
\[
(m_{1,k} - m_{2,k})^2 + 4m_{3,k}^2.
\]
Therefore, (3.7) has one multiple root if and only if \( m_{1,k} = m_{2,k}, m_{3,k} = 0 \). In this case, we put the term \( m_{i,k}\beta^k \) into \( \eta \) of the corresponding entry of \( \xi^*(\zeta) \), therefore, it becomes \( \hat{\eta} \) and we still use the same notation \( \eta \), and the minimal degree of \( \sigma_j \) increases. This process can be done until \( k = p \), since in this case,
\[
\eta_1^*(\beta) - \eta_2^*(\beta) = C \beta^p + O_{p+1}(\beta)
\]
with \( C \neq 0 \), which means (3.7) has two different roots for \( k = p \). On the other hand, the process will not stop for any \( k < p \), if so, we have
\[
\eta_1^*(\beta) - \eta_2^*(\beta) = \tilde{C} \beta^k + O_{k+1}(\beta),
\]
which contradicts the assumption that \( \eta_1^*(\beta) \) and \( \eta_2^*(\beta) \) have contact of order \( p \). Let \( \hat{\eta} = \eta - P(\beta) \), where \( P \) is a suitable polynomial of degree at most \( p \) in \( \beta \). With this redefinition of \( \eta \), we arrive at (3.6).

With the form of (3.6), let \( \gamma_1 \) be one of the roots of the following equation,
\[
\gamma^2 - (m_{1,p} + m_{2,p})\gamma + m_{1,p}m_{2,p} - m_{3,p}^2 = 0,
\]
and impose the change of variables \( \eta = \gamma_1 \beta^p + \Delta \beta^p \). Then \( B^{-1}(x)e^{\xi^*(\zeta)}B(x) \) becomes
\[
\exp \left( \beta^p \left( \begin{pmatrix} m_{3,p} \\ -m_{3,p} \end{pmatrix} - \Delta \begin{pmatrix} m_{1,p} + \gamma_1 \\ -m_{3,p} \end{pmatrix} \right) + \beta R(x, \zeta) \right).
\]
Here we used the fact that $X$ is of order $O(\beta)$. After one step of conjugation induced by
\[
\begin{pmatrix}
\frac{1}{\sqrt{b+\Delta}} & 0 \\
\frac{a}{\sqrt{b+\Delta}} & \sqrt{b+\Delta}
\end{pmatrix},
\]
where $a = m_{3,p}, b = m_{1,p} + \gamma_1, c = m_{2,p} + \gamma_1$ with $a^2 = bc$, since $b, c$ cannot be zero at the same time (otherwise the order of contact of $\eta_1^*$ and $\eta_2^*$ will be $p + 1$), we may assume that $b > 0$, the case $b < 0$ can be dealt similarly, the cocycle becomes
\[
\exp\left(\beta^p \left(\begin{pmatrix} 0 & 1 \\ -\Delta(b + c + \Delta) & 0 \end{pmatrix} + \beta^2 R_1(x, \Delta, \beta)\right)\right).
\]
The extra $\beta$ factor is imposed to make sure the perturbation term is sufficiently small, and can be obtained by pushing the averaging one more step forward. We use Theorem 3.2 for $\chi = \beta, A_0 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ to obtain the counterterm $\xi^*(\Delta, \beta)$ such that $(\omega, e^{\beta^p (A_0 + \beta (P(x, \Delta, \beta) - \xi^*(\Delta, \beta)))})$ is analytically conjugated into $(\omega, e^{\beta^p A_0})$. The admissible assumption associated with the case $c \neq 0$ requires $\xi^*$ to take the form $\begin{pmatrix} 0 & 0 \\ \xi_{21}^* & 0 \end{pmatrix}$, where $\xi_{21}^*(\Delta, \beta)$ is a real analytic function. Therefore, the equation
\[
(3.10)
\]
\[-\beta \xi_{21}^*(\Delta, \beta) + \Delta(b + c + \Delta) = 0
\]
describes a branch of the tongue boundary. Note also that under our assumption $b > 0$, we have $b + c > 0$ and therefore we can deduce from (3.10) that $\Delta = \Delta(\beta) = O(\beta)$ and therefore
\[
\eta_1(\beta) = \gamma_1 \beta^p + \Delta(\beta) \beta^p = \gamma_1 \beta^p + O(\beta^{p+1}).
\]
The other branch, which corresponds to $\gamma_2$, the other root of equation (3.8), can be treated similarly. This completes the proof of the analyticity of the tongue boundary. \qed

3.3. Transitivity at the Origin. Proposition 3.1 gives two cases when the tongue boundaries are analytic. In order to show generic Cantor spectrum, one still needs to show that the two tongue boundaries of a certain resonance have a transversality at the origin (say $\delta_0 = 0$). On the other hand, while the general criterion for analytic boundaries can be better presented in $SL(2, \mathbb{R})$, we found that when it comes to concrete verification, it facilitates the calculations to consider the question just in the isomorphic group $SU(1, 1)$ due to its nice structure, especially considering the fact that our main applications in this paper concern CMV matrices, with which one associates $SU(1, 1)$ cocycles. Let us summarize these results in $SU(1, 1)$; see Corollary 3.1 below.

Suppose $A_\Gamma(x) \in SU(1, 1)$ and the cocycle $(\omega, M^{-1} A_\Gamma(x) M)$ obeys the hypotheses (H1)–(H3). Let $\Gamma_0 = (\theta_0, \delta_0)$ be such that there exists $Z(x) \in$
It follows immediately that
\[ \mathbb{P}(x, \zeta) = \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right), \]
which is equivalent to
\[ \tilde{Z}^{-1}(x + \omega) \tilde{A}_\Gamma(x) \tilde{Z}(x) = M \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right) M^{-1}, \]
where \( \tilde{Z} = MZM^{-1} \in C^\omega(2\mathbb{T}^d, SU(1,1)) \). For \( \Gamma \) in a neighborhood of \( \Gamma_0 \), note that \( \zeta = (\eta, \beta) = \Gamma - \Gamma_0 \),
\[
\tilde{Z}^{-1}(x + \omega) \tilde{A}_\Gamma(x) \tilde{Z}(x) = M \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right) M^{-1} \tilde{Z}^{-1}(x) \tilde{A}^{-1}_\Gamma(x) \tilde{A}_\Gamma(x) \tilde{Z}(x)
\]
(3.11)
\[
= M \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right) M^{-1} e^{P(x, \zeta) + O_2(x, \zeta)},
\]
where \( P(x, \zeta) \) denotes the linear part in \( \zeta \) and \( O_2(x, \zeta) \) collects the remainder of higher order in \( \zeta \).

Then, as a consequence of Proposition 3.1, we have the following:

**Corollary 3.1.** Let \( \omega \in \text{DC}(\kappa, \tau), \Gamma_0 = (\theta_0, \delta_0) \) be fixed. Assume that \( (\omega, M^{-1}A_\Gamma(x)M) \) satisfies (H1)–(H3), and assume that
\[
\left[ \tilde{P} \right] = \left( \begin{array}{cc} i[\tilde{P}_{11}] & [\tilde{P}_{12}] \\ [\tilde{P}_{12}] & -i[\tilde{P}_{11}] \end{array} \right) = \left( \begin{array}{cc} i(a_1\eta + b_1\beta) & a_2\eta + b_2\beta \\ a_2\eta + b_2\beta & -i(a_1\eta + b_1\beta) \end{array} \right),
\]
where \( a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{C} \). Then we have the following:

1. If \( c \neq 0 \), and \( a_1 \neq \text{Im} \alpha_2 \), then the boundary \( \theta = \theta(\delta) \) is real analytic in a neighborhood of \( \delta_0 \).
2. If \( c = 0 \), and if \( a_2^2 \neq |a_2|^2 \), then there exist two tongue boundaries \( \theta = \theta^\pm(\delta) \), which are real analytic in a neighborhood of \( \delta_0 \).
3. Furthermore, for \( \delta_0 = 0 \), if we assume \( (a_1b_1 - \text{Re} a_2 b_2)^2 > (a_1^2 - |a_2|^2)(b_1^2 - |b_2|^2) \), then
\[
\frac{d\theta^+}{d\delta}(0) \neq \frac{d\theta^-}{d\delta}(0).
\]
In particular, if \( a_2 = 0 \), then (3.12) holds as long as \( b_2 \neq 0 \).

**Proof.** Multiplying \( M^{-1}, M \) in the left and right side of (3.11), we obtain
\[
Z^{-1}(x + \omega)A_\Gamma Z(x) = \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right) Z^{-1}(x)A^{-1}_\Gamma(x)A_\Gamma(x) Z(x)
\]
\[
= \left( \begin{array}{cc} 1 & c \\ 0 & 1 \end{array} \right) e^{P(x, \zeta) + O_2(x, \zeta)}.
\]
It follows immediately that \( [P(x, \zeta)] = [M^{-1}\tilde{P}(x, \zeta)M] = M^{-1}[\tilde{P}(x, \zeta)]M \), and a simple calculation shows that
\[
[P] = \left( \begin{array}{cc} \text{Re} a_2\eta + \text{Re} b_2\beta & (a_1 + \text{Im} \alpha_2)\eta + (b_1 + \text{Im} \beta_2)\beta \\ (\text{Im} \alpha_2 - a_1)\eta + (\text{Im} \beta_2 - b_1)\beta & -\text{Re} a_2\eta - \text{Re} b_2\beta \end{array} \right).
\]
Therefore, we have

\[ [P_{21}] = (\text{Im} \bar{a}_2 - a_1) \eta + (\text{Im} \bar{b}_2 - b_1) \beta, \]
\[
\det[P] = -(a_1^2 - |a_2|^2) \eta^2 + O(\eta \beta, \beta^2). \]

Then the statements (1) and (2) follow immediately from Proposition 3.1.

On the other hand, apply Theorem 3.1 to \((\omega, e^{P(x, \cdot) + O_2(x, \cdot)})\) to obtain a counterterm \(\xi^\ast(\cdot)\), and averaging the cocycle \((\omega, e^{P(x, \cdot) + O_2(x, \cdot)} e^{-\xi^\ast(\cdot)})\) once, we get

\[ \xi^\ast = [P(x, \cdot)] + O_2(\cdot). \]

Indeed, by the proof of Proposition 3.1, the two tongue boundaries \(\theta = \theta^\pm(\delta)\) satisfy \(\xi^\ast = 0\), thus it is readily checked that their derivatives at \(\beta = 0\) are determined by the following equation,

\[ \det[P] = \det[\bar{P}] = (a_1 \eta + b_1 \beta)^2 - (a_2 \eta + b_2 \beta)(\bar{a}_2 \eta + \bar{b}_2 \beta) = 0, \]

which is equivalent to

\[ (a_1^2 - |a_2|^2) \eta^2 + (2a_1 b_1 - 2\Re(a_2 \bar{b}_2)) \eta \beta + (b_1^2 - |b_2|^2) \beta^2 = 0. \]

Then (3.12) follows immediately by considering its discriminant. This proves statement (3) and concludes the proof. \(\square\)

4. Cantor Spectrum for Quasi-Periodic CMV Matrices

Let \(E_\alpha\) be the two-sided CMV matrix with quasi-periodic Verblunsky coefficients given by \(\alpha_n = f(x + n \omega)\) where \(f(x) = \lambda e^{ih(x)}, h \in C^\omega(\mathbb{T}^d, \mathbb{R})\).

We want to show for generic \(f\) close to constant, the spectrum of \(E_\alpha\) has all gaps allowed by the gap labeling theorem open. To prove this, we can consider the corresponding Szegő cocycles \((\omega, S(\lambda e^{ih(x)}, e^{ih}))\). Fix \(\lambda\) and \(h\), and take \((\theta, \delta)\) as parameters. We first show that the tongue boundaries are analytic (see Proposition 4.1), and then proceed to show that the set of small \(\delta\)'s for which there are collapsed gaps is at most countable.

4.1. Analytic Tongue Boundaries.

Proposition 4.1. Let \(\lambda \in (0, 1), \delta \in \mathbb{R}, r > 0, \omega \in DC(\kappa, \tau), h \in C^\omega(\mathbb{T}^d, \mathbb{R})\). Denote by \(E_\alpha\) the two-sided CMV matrix with quasi-periodic Verblunsky coefficients given by

\[ \alpha_n = e^{i\delta h(x + n \omega)}. \]

Then there exists \(\epsilon_1 = \epsilon_1(\kappa, \tau, \|h\|_r, \lambda) > 0\) such that if \(|\delta_0| < \epsilon_1\) and the pair \((\theta_0, \delta_0)\) lies on a tongue boundary, we have the following:

(i) If \(\theta_0\) is an endpoint of an open spectral gap of \(\sigma(E_\alpha)\), then the tongue boundary \(\theta = \theta(\delta)\) such that \(\theta_0 = \theta(\delta_0)\) is real analytic in a neighborhood of \(\delta_0\).

(ii) If \(\theta_0\) lies at a collapsed spectral gap of \(\sigma(E_\alpha)\), then the two tongue boundaries \(\theta_i = \theta_i(\delta), i = 1, 2\) with \(\theta_1(\delta_0) = \theta_0\) are real analytic in a neighborhood of \(\delta_0\).
Proof. Since the Szegő cocycle map belongs to SU(1, 1), it is convenient to apply Corollary 3.1 instead of applying Proposition 3.1 directly.

Note that $S(\lambda, e^{i\theta})$ is uniformly bounded in $\theta$, and hence we can take $|\delta| < \epsilon_1$, which is small enough such that

$$
\|S(\lambda e^{i\delta h}, e^{i\theta}) - S(\lambda, e^{i\theta})\|_r \leq \frac{\lambda}{\sqrt{1 - \lambda^2}} \epsilon_1 \|h\|_r \leq \epsilon_0(\kappa, \tau, r),
$$

where $\epsilon_0 = \epsilon_0(\kappa, \tau, r)$ is defined in Theorem 2.1 (see also Remark 2.1). Thus, (H3) holds.

Since $(\theta_0, \delta_0)$ lies on a tongue boundary, there exists $k \in \mathbb{Z}^d$ such that

$$
2\rho(\omega, S(\lambda e^{i\delta_0 h}, e^{i\theta_0})) = \langle k, \omega \rangle \mod \mathbb{Z}
$$

and $(\omega, S(\lambda e^{i\delta_0 h}, e^{i\theta_0}))$ is not uniformly hyperbolic.

The non-decreasing property of the rotation number with respect to $\theta$ is due to a well known property of Szegő cocycles [35], and thus (H1) and (H2) hold as well. Therefore, it remains to verify conditions (1)–(2) of Corollary 3.1.

Let $\alpha(x) = \lambda e^{i\delta h(x)}$ and

$$
S(\alpha, z) = \frac{z - \frac{1}{2}}{\sqrt{1 - \lambda^2}} \begin{pmatrix}
  z & -\lambda e^{-i\delta h(x)} \\
 -\lambda e^{i\delta h(x)} & 1
\end{pmatrix}.
$$

Now we fix some $\delta = \delta_0$, $z_0 = e^{i\theta_0}$ and assume that there exists

$$
\tilde{Z}(x) = \begin{pmatrix}
  \tilde{z}_{11} & \tilde{z}_{12} \\
  \tilde{z}_{21} & \tilde{z}_{22}
\end{pmatrix} \in C^\omega(2T^d, SU(1, 1))
$$

such that

$$
\tilde{Z}^{-1}(x + \omega)S(\lambda e^{i\delta_0 h}, e^{i\theta_0})\tilde{Z}(x) = M \begin{pmatrix}
  1 & c \\
  0 & 1
\end{pmatrix} M^{-1}.
$$

Then for $(e^{i\theta}, \delta)$ around $(e^{i\theta_0}, \delta_0)$, denote $\beta = \delta - \delta_0$, $\eta = \theta - \theta_0$ and let $\zeta = (\eta, \beta)$ be the multi-parameter. Let $Q + O_2(x, \zeta) = \tilde{A}_{\Gamma_0}^{-1}(x)\tilde{A}_\Gamma(x) - Id$, where

$$
Q = \begin{pmatrix}
  i(\eta + \frac{\lambda^2}{1 - \lambda^2} h\beta) & i\lambda e^{-i(\theta_0 + \delta_0 h)} \\
  -i\lambda e^{i(\theta_0 + \delta_0 h)} h\beta & -i(\eta + \frac{\lambda^2}{1 - \lambda^2} h\beta)
\end{pmatrix},
$$

and let $\tilde{P}$ be as in (3.11). Then, a direct computation shows that

$$
\tilde{P} = \tilde{Z}^{-1}Q\tilde{Z} = \begin{pmatrix}
  i(a_1(x)\eta + b_1(x)\beta) & a_2(x)\eta + b_2(x)\beta \\
  a_2(x)\eta + b_2(x)\beta & -i(a_1(x)\eta + b_1(x)\beta)
\end{pmatrix},
$$
where

\[
\begin{align*}
    a_1(x) &= |\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2 \\
    b_1(x) &= \frac{\lambda h}{1 - \lambda^2} (2\Re(\tilde{z}_{11} \tilde{z}_{12} e^{i(\theta_0 + \delta_0 h)}) - \lambda(|\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2)) \\
    a_2(x) &= \tilde{z}_{11} \tilde{z}_{12} \\
    b_2(x) &= \frac{\lambda h}{1 - \lambda^2} (\tilde{z}_{12} e^{i(\theta_0 + \delta_0 h)} + \tilde{z}_{11}^2 e^{-i(\theta_0 + \delta_0 h)} - 2\lambda \tilde{z}_{11} \tilde{z}_{12})
\end{align*}
\]

We obtain

\[
\begin{align*}
    a_1 &= [a_1(x)] = \frac{|\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2}{2}, \\
    a_2 &= [a_2(x)] = |\tilde{z}_{11} \tilde{z}_{12}|
\end{align*}
\]

We are now ready to verify the assumptions of Corollary 3.1: Since 
\(|\tilde{z}_{11}|^2 - |\tilde{z}_{12}|^2 = 1\), we always have 
\(a_1 = \frac{|\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2}{2} > |a_2| = |\tilde{z}_{11} \tilde{z}_{12}|\), which immediately verifies both (1) and (2) in Corollary 3.1. This completes the proof of Proposition 4.1.

**4.2. Cantor Spectrum.** We first note that in the case \(\delta = 0\), the sequence of Verblunsky coefficients is constant. It is well known that in this situation, the spectrum is given explicitly by \(\{e^{i\theta} : 2 \arcsin |\lambda| \leq \theta \leq 2\pi - 2 \arcsin |\lambda|\}\). Then \(e^{i\theta_0}\) is clearly an edge of the unique open gap with label \(k = 0\), since the rotation number equals 0 in this gap. The gap of course remains open under small perturbations. In the following argument, we exclude this case from our considerations and assume that \(k \neq 0\).

In order to prove generic Cantor spectrum with all gaps open, we need to show that the two tongue boundaries of a given resonance have a transversality at the origin, which is the content of the following result:

**Proposition 4.2.** Denote the tongue boundaries of the gap with label \(k \neq 0\) by \(\theta^\pm_k(\delta)\). Then we have \(\frac{d\theta^\pm_k}{d\delta}(0) \neq \frac{d\theta^\pm_k}{d\delta}(0)\) if and only if \(h_k \neq 0\).

**Proof.** Let \(\delta_0 = 0\), \(z = e^{i\theta_0}\). Then the matrix becomes

\[
S_0 = \frac{1}{\sqrt{1 - \lambda^2}} \begin{pmatrix}
    z^{1/2} & -\lambda z^{-i/2} \\
    -\lambda z^{i/2} & z^{-1/2}
\end{pmatrix}.
\]

As we are considering tongue boundaries of the gap with label \(k\), this means that the eigenvalues of \(S_0\) must be given by \(\lambda_\pm(\theta) = e^{\pm i(\theta \pm k)}\). Indeed, by direct computation one can show that the two eigenvalues are given by

\[
\lambda_\pm(\theta) = \frac{\cos \theta + i \sin \theta}{\sqrt{1 - \lambda^2}} \pm i \sqrt{1 - \left(\frac{\cos \theta}{\sqrt{1 - \lambda^2}}\right)^2},
\]

and one can diagonalize \(S_0\) with the help of the following result:
Lemma 4.1 ([21]). Let \( A = \begin{pmatrix} it & z \\ \bar{z} & -it \end{pmatrix} \in \text{su}(1,1) \) with \( t \in \mathbb{R}, z \in \mathbb{C} \).

Assume that \( \det A > 0 \) and let \( \rho = \sqrt{\det A} \). Then we have

\[
U^{-1}AU = \begin{pmatrix} ip & 0 \\ 0 & -ip \end{pmatrix},
\]

where \( U \) takes the form

\[ \begin{pmatrix} \cos \tilde{\theta} & e^{2i\phi} \sin \tilde{\theta} \\ -e^{-2i\phi} \sin \tilde{\theta} & \cos \tilde{\theta} \end{pmatrix} \]

Here, \( 2\phi = \arg z - \frac{\pi}{2} \) and \( \tilde{\theta} \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) satisfies

\[
2\tilde{\theta} = -\arctan \frac{|z|}{\sqrt{t^2 - |z|^2}}.
\]

In addition we have

\[
\|U\|_2 = \frac{|t| + |z|}{\rho}.
\]

Let \( U \) be given by Lemma 4.1 so that

\[
U^{-1}S_0U = \begin{pmatrix} e^{i(k,x)/2} & 0 \\ 0 & e^{-i(k,x)/2} \end{pmatrix}.
\]

Let \( \tilde{Z}(x) = U \begin{pmatrix} e^{i(k,x)/2} & 0 \\ 0 & e^{-i(k,x)/2} \end{pmatrix} \). Then,

\[
\tilde{Z}^{-1}(x + \omega)S_0\tilde{Z}(x) = \text{Id},
\]

and it conjugates the perturbed cocycle \((\omega, S(\lambda e^{i\beta h}, ze^{i\eta}))\) into

\[
\tilde{Z}^{-1}(x + \omega)S(\lambda e^{i\beta h}, ze^{i\eta})\tilde{Z}(x) = e^{\tilde{P}(x,\zeta)} + \tilde{O}_2(x,\zeta).
\]

Now we only need to check the elements of \( \tilde{P} \).

Note that since \( U \) takes the form (4.2), we have

\[
\tilde{Z}(x) = \frac{1}{\sqrt{\cos 2\tilde{\theta}}} \begin{pmatrix} \cos \tilde{\theta}e^{i(k,x)/2} & e^{2i\phi} \sin \tilde{\theta}e^{-i(k,x)/2} \\ e^{-2i\phi} \sin \tilde{\theta}e^{i(k,x)/2} & \cos \tilde{\theta}e^{-i(k,x)/2} \end{pmatrix}.
\]

According to (4.1) with \( \delta_0 = 0, z = e^{i\theta_0} \) and the elements of \( \tilde{Z} \) above, we have

\[
a_2(x) = \frac{ie^{2i\phi} \cos \tilde{\theta} \sin \tilde{\theta} e^{-i(k,x)}}{\cos 2\tilde{\theta}}
\]

\[
b_2(x) = \frac{-i\lambda^2 e^{2i\phi} \sin 2\tilde{\theta} + i\lambda (e^{i(\theta_0 + 4\phi)} \sin^2 \tilde{\theta} + e^{-i\theta_0} \cos^2 \tilde{\theta}) e^{-i(k,x)h}}{(1 - \lambda^2) \cos 2\tilde{\theta}}.
\]

Taking the average, we obtain \( a_2 = \lfloor a_2(x) \rfloor = 0 \) and

\[
b_2 = \lfloor b_2(x) \rfloor = i \frac{\lambda}{1 - \lambda^2} ((e^{i(\theta_0 + 4\phi)} \sin^2 \tilde{\theta} + e^{-i\theta_0} \cos^2 \tilde{\theta}) - \lambda e^{2i\phi} \sin 2\tilde{\theta})h_{-k}.
\]
Thus by Corollary 3.1 (2),(3), there exist two analytic tongue boundaries\( \theta^\pm_k(\delta) \) and \( \frac{d\theta^\pm_k}{d\delta}(0) \neq \frac{d\theta^\pm_k}{d\delta}(0) \) if and only if \( b_2 \neq 0 \). Just note
\[
|b_2| = \frac{\lambda|\hat{h}_k|}{(1 - \lambda^2)|\cos 2\bar{\theta}|} |(e^{i(\bar{\theta}_0 + 2\phi)} - e^{-i\bar{\theta}_0} \cos 2\bar{\theta}) - \lambda e^{2\phi} \sin 2\bar{\theta}| \\
= \frac{\lambda|\hat{h}_k \cos \bar{\theta}|}{(1 - \lambda^2)|\cos 2\bar{\theta}|} |(e^{i(\bar{\theta}_0 + 2\phi)} \tan \bar{\theta} - \lambda)^2 + 1 - \lambda^2|,
\]
and according to Lemma 4.1, \( \tilde{\theta} \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) never equals \( \frac{\pi}{4} \). Hence \( b_2 \neq 0 \) if and only if \( \hat{h}_k \neq 0 \), finishing the proof. \( \square \)

Proof of Theorem 1.4. Let
\[
\mathcal{G}_k = \left\{ h \in C^\omega(T^d, \mathbb{R}) : \hat{h}_k \neq 0 \right\}
\]
and
\[
\mathcal{G} = \bigcap_{k \in \mathbb{Z}^d} \mathcal{G}_k.
\]
Clearly, \( \mathcal{G} \) is a dense \( G_\delta \) set.

For any \( h \in \mathcal{G} \) and any label \( k \neq 0 \), the set of couplings \(|\delta| < \epsilon\) for which the tongue boundaries corresponding to label \( k \) coincide is finite, since the tongue boundary functions are real analytic functions of \( \delta \) (see Proposition 4.1), and the tongue boundaries have a transversality at the origin (see Proposition 4.2). This completes the proof of Theorem 1.4. \( \square \)

5. Cantor Spectrum for Almost Periodic CMV Matrices

In the previous section, we proved the analyticity of the tongue boundaries and generic Cantor spectrum for a class of two-sided quasi-periodic CMV matrices. In this section, we work out results of this type for a class of almost periodic CMV matrices.

5.1. The Model and its Gap Labelling. Consider the torus \( T^d \) equipped with Lebesgue measure and \( \mathbb{Z}_2 \) equipped with the probability measure that assigns the weight \( \frac{1}{2} \) to each of 0 and 1. Let \( \Omega = T^d \times \mathbb{Z}_2 \) be the product space and \( \nu \) the product measure. The transformation \( T_\omega : \Omega \to \Omega \) is given by \( (x, j) \to (x + \omega, j + 1) \), where \( \omega \) is assumed to be Diophantine. It is readily verified that \( T_\omega \) is uniquely ergodic with unique invariant measure \( \nu \) (compare, e.g., Theorem 9.1 of [27]).

Given \( h \in C^\omega(T^d, \mathbb{R}) \), \( \lambda_1, \lambda_2 \in [0, 1) \) with \( \lambda_1^2 + \lambda_2^2 \neq 0 \), and \( \delta \in \mathbb{R} \), we consider the Verblunsky coefficients given by
\[
(5.1) \quad f(x, j) = \begin{cases} 
\lambda_1 e^{i\theta h(x)} & \text{for } j = 0 \text{ mod } 2, \\
\lambda_2 e^{i\theta h(x)} & \text{for } j = 1 \text{ mod } 2.
\end{cases}
\]
and
\[
(5.2) \quad \alpha_n(x) = f(x + n\omega, n), \ x \in T^d, \ n \in \mathbb{Z},
\]
and write $\alpha = \{\alpha_n\}_{n \in \mathbb{Z}}$ for short. The associated cocycle is denoted by $(T_\omega, S(\alpha, z))$, where $S(\alpha, z)$ is the usual Szegő cocycle map and $z$ is the spectral parameter.

We want to show that for generic $f$ close to constant, the corresponding CMV matrix has all gaps open. To make this more precise, let us recall what the Gap Labelling Theorem says about the gap labels that occur. While this could be done based on Johnson-Moser’s approach \[19\], we will give a self-contained proof based on methods from dynamical systems. The useful observation is that while $(T_\omega, S(\alpha, z))$ is not a quasi-periodic cocycle, its iterate

$$(2\omega, T_\delta(\lambda_2, z)(\cdot)) =: (2\omega, S(\alpha_1(\cdot), z)S(\alpha_0(\cdot), z))$$

indeed does define an analytic quasi-periodic cocycle. Here, we make the dependence of $T_\delta(\lambda_2, z)$ on $\lambda_2$ explicit, since this dependence will be quite important in the proof. As a result of this, we can describe the labelling associated with $(T_\omega, S(\alpha, z))$ with the help of the labelling associated with suitable quasi-periodic $\text{SL}(2, \mathbb{R})$ cocycles.

**Proposition 5.1.** Let $\omega \in \mathbb{T}^d$ be rationally independent and let $I \subset \partial \mathbb{D}$ be an open arc. Then for any $e^{i\theta} \in I$, if $(T_\omega, S(\alpha, e^{i\theta}))$ is uniformly hyperbolic, there exists $k \in \mathbb{Z}^d$ such that either

$$(5.3) \quad 2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle \mod \mathbb{Z}$$

or

$$(5.4) \quad 2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle + \frac{1}{2} \mod \mathbb{Z}$$

**Proof.** First we need the following simple observation:

**Lemma 5.1.** \[36\] For any $z \in \partial \mathbb{D}$, the system $(T_\omega, S(\alpha, e^{i\theta}))$ is uniformly hyperbolic if and only if the system $(2\omega, T_\delta(\lambda_2, e^{i\theta}))$ is uniformly hyperbolic.

Therefore, under the assumption of the proposition, we have that the cocycle $(2\omega, T_\delta(\lambda_2, e^{i\theta}))$ is uniformly hyperbolic for any $e^{i\theta} \in I$. Thus there exists an analytic $B : 2\mathbb{T}^d \to \text{SU}(1, 1)$ such that

$$B^{-1}(x + 2\omega)T_\delta(\lambda_2, e^{i\theta})(x)B(x) = \begin{pmatrix} \tilde{\lambda}(x) & 0 \\ 0 & \tilde{\lambda}^{-1}(x) \end{pmatrix}.$$  

Assume that the degree of $B$ is $k \in \mathbb{Z}^d$. Then,

$$2\rho(2\omega, T_\delta(\lambda_2, e^{i\theta})) = \langle k, 2\omega \rangle \mod \mathbb{Z}.$$  

Note that the rotation numbers of the two cocycles $(T_\omega, S(\alpha, e^{i\theta}))$ and $(2\omega, T_\delta(\lambda_2, e^{i\theta}))$ satisfy

$$(5.5) \quad \rho(2\omega, T_\delta(\lambda_2, e^{i\theta})) = 2\rho(T_\omega, S(\alpha, e^{i\theta})) \mod \mathbb{Z}.$$  

It follows immediately that either

$$2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle \mod \mathbb{Z}.$$
or

\[ 2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle + \frac{1}{2} \mod \mathbb{Z}. \]

This finishes the proof. \(\square\)

### 5.2. Analytic Tongue Boundaries

Let us now prove that the tongue boundary of \((2\omega, T_\delta(\lambda_2, e^{i\theta}))\) is analytic.

**Proposition 5.2.** Let \(\omega \in \text{DC}(\kappa, \tau)\) and \(h \in C^\omega(\mathbb{T}^d, \mathbb{R})\). Suppose that \(\alpha\) is given by (5.2). Then, for each fixed \(\lambda_1 \in [0, 1)\), there exist \(r_1(\lambda_1) \leq \frac{1}{2}\) and \(\tilde{\theta} = \tilde{\theta}(\kappa, \tau, h, \lambda_1) > 0\) such that for any \(|\lambda_2| \leq r_1(\lambda_1), |\delta| < \tilde{\delta}\), if \((\theta_0, \delta_0) \in \mathbb{R}^2\) lies on a tongue boundary of \((2\omega, T_\delta(\lambda_2, e^{i\theta}))\), then we have the following:

(i) If the tongue is non-degenerate, then the boundary \(\theta(\delta)\) such that \(\theta(\delta_0) = \theta_0\) is real analytic in a neighborhood of \(\delta_0\).

(ii) If the tongue is degenerate, then the two tongue boundaries \(\theta_i = \theta_i(\delta)\) for \(i = 1, 2\) with \(\theta_i(\delta_0) = \theta_0\) are real analytic in a neighborhood of \(\delta_0\).

**Proof.** The strategy of the proof is to apply Corollary 3.1 to the iterated quasi-periodic cocycle \((2\omega, T_\delta(\lambda_2, e^{i\theta}))\). Note that if \(\omega \in \text{DC}(\kappa, \tau)\), then \(2\omega \in \text{DC}(\frac{\kappa}{2}, \tau)\).

We first consider the case where \(\lambda_1 \in (0, 1)\) is fixed and \(\lambda_2 \in [0, \frac{1}{2}]\). A direct computation gives

\[ T_\delta(\lambda_2, e^{i\theta}) = \frac{1}{\sqrt{(1 - \lambda_1^2)(1 - \frac{\kappa}{2}^2)}} \begin{pmatrix} e^{i\theta} + \lambda_1 \lambda_2 e^{i\delta(h_+ - h)} & -\lambda_1 e^{-i(\theta + \delta)h} - \lambda_2 e^{-i\delta h_+} \\ -\lambda_1 e^{i(\theta + \delta)h} - \lambda_2 e^{i\delta h_+} & e^{-i\theta} + \lambda_1 \lambda_2 e^{-i\delta(h_+ - h)} \end{pmatrix}, \]

where we simply denote \(h_+ = h(x + \omega)\). Note that \(T_0(\lambda_2, e^{i\theta})\) is uniformly bounded in \(\theta\). Thus we can take \(|\delta| < \epsilon_2\) which is small enough so that

\[ ||T_\delta(\lambda_2, e^{i\theta}) - T_0(\lambda_2, e^{i\theta})||_r \leq \frac{1}{\sqrt{(1 - \lambda_1^2)(1 - \frac{\kappa}{2}^2)}} |\delta||h||_r \leq \epsilon_0(\frac{\kappa}{2}, \tau, r), \]

where \(\epsilon_0 = \epsilon_0(\kappa, \tau, r)\) is defined in Theorem 2.1 (see also Remark 2.1). Thus, (H3) holds. Since \((\theta_0, \delta_0)\) lies on a tongue boundary, which means that there exists \(k \in \mathbb{Z}^d\) such that

\[ 2\rho(2\omega, T_\delta(\lambda_2, e^{i\theta_0})) = \langle k, 2\omega \rangle \mod \mathbb{Z} \]

and \((2\omega, T_\delta(\lambda_2, e^{i\theta_0}))\) is not uniformly hyperbolic. On the other hand, by (5.5) and \(\rho(T_\omega, S(\alpha, e^{i\theta}))\) being non-decreasing with respect to \(\theta\) [35], we know that \(\rho(2\omega, T_\delta(\lambda_2, e^{i\theta}))\) is not locally monotonic if and only if

\[ \rho(T_\omega, S(\alpha, e^{i\theta})) = \frac{1}{4}. \]

This directly implies that \(\rho(2\omega, T_\delta(\lambda_2, e^{i\theta_0}))\) is a non-decreasing (or non-increasing) function of \(\theta\) in a neighborhood of \(\theta_0\). Thus (H1) and (H2) hold as well, and it remains to verify conditions (1) and (2) of Corollary 3.1.
Let $\Gamma_0 = (\theta_0, \delta_0)$ and denote $\tilde{A}_\Gamma(x) = T_\delta(\lambda_2, e^{i\theta})$. Then there exists $\tilde{Z} \in C^\omega(2T^d, SU(1, 1))$ such that

$$\tilde{Z}^{-1}(x + \tilde{\omega})\tilde{A}_{\Gamma_0}(x)\tilde{Z}(x) = M \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} M^{-1}. \tag{5.7}$$

For $\Gamma$ in a neighborhood of $\Gamma_0$, we still denote $\zeta = (\eta, \beta) = \Gamma - \Gamma_0$. A direct computation shows that

$$\tilde{A}_{\Gamma_0}^{-1}(x)\tilde{A}_{\Gamma}(x) - Id = \begin{pmatrix} iQ_{11} \\ Q_{12} \\ -iQ_{11} \end{pmatrix} + O_2(x, \zeta),$$

where

$$Q_{11} = \frac{(1 - \lambda_1^2)\eta + f_{11}\beta}{(1 - \lambda_1^2)(1 - \lambda_2^2)},$$

$$Q_{12} = \frac{i\lambda_2 e^{-i(\theta_0+\delta_0h_+)}(\lambda_2^2 - 1)\eta + if_{12}\beta}{(1 - \lambda_1^2)(1 - \lambda_2^2)}. \tag{5.8}$$

Here $f_{11}$ and $f_{12}$ are defined by

$$f_{11} = \lambda_1^2\lambda_2^2(h_+ - h) - \lambda_2^2h - \lambda_2^2h_+ - 2\lambda_1\lambda_2h\cos(\theta_0 - \delta_0(h_+ - h)) \tag{5.9}$$

and

$$f_{12} = (\lambda_1 e^{-i(2\theta_0+\delta_0h)}) + \lambda_1^2\lambda_2 e^{-i(\theta_0+\delta_0h_+)}h \tag{5.10}$$

$$+ \lambda_2 e^{-i\delta_0h_+} (e^{-i\theta_0} + \lambda_1\lambda_2 e^{-i\delta_0(h_+ - h)})h_+$$

$$- \lambda_1\lambda_2 e^{-i\delta_0(h_+ - h)}(\lambda_1 e^{-i(\theta_0+\delta_0h)} + \lambda_2 e^{-i\delta_0h_+})(h_+ - h).$$

Consequently, we have

$$\tilde{Z}^{-1}(x + \omega)\tilde{A}_{\Gamma}(x)\tilde{Z}(x) = M \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} M^{-1}e^{\tilde{P}(x, \zeta) + \tilde{O}_2(x, \zeta)}. \tag{5.11}$$

Indeed, a direct computation shows that

$$\tilde{P} = \tilde{Z}^{-1}Q\tilde{Z} = \begin{pmatrix} a_1(\lambda_2, x)\eta + ib_1(\lambda_2, x)\beta & a_2(\lambda_2, x)\eta + b_2(\lambda_2, x)\beta \\ a_2(\lambda_2, x)\eta + b_2(\lambda_2, x)\beta & -i(a_1(\lambda_2, x)\eta - ib_1(\lambda_2, x)\beta) \end{pmatrix},$$

where

$$a_1(\lambda_2, x) = \frac{\bar{z}_{11}^2 + \bar{z}_{12}^2}{1 - \lambda_2^2} - \frac{\lambda_2}{1 - \lambda_2^2} 2\Re(\bar{z}_{11}\bar{z}_{12}e^{i(\theta_0+\delta_0h_+)}),$$

$$b_1(\lambda_2, x) = \frac{1}{(1 - \lambda_1^2)(1 - \lambda_2^2)}(f_{11}(\bar{z}_{11}^2 + \bar{z}_{12}^2) + 2\Re(\bar{z}_{11}\bar{z}_{12}f_{12})),$$

$$a_2(\lambda_2, x) = \frac{1}{1 - \lambda_2^2} \left( -\lambda_2(\bar{z}_{11}^2 e^{-i(\theta_0+\delta_0h_+)} + \bar{z}_{12}^2 e^{i(\theta_0+\delta_0h_+)} + 2\bar{z}_{11}\bar{z}_{12} \right),$$

$$b_2(\lambda_2, x) = \frac{i}{(1 - \lambda_1^2)(1 - \lambda_2^2)} \left( 2\bar{z}_{11}\bar{z}_{12}f_{11} + \bar{z}_{12}^2f_{12} + \bar{z}_{11}^2f_{12} \right).$$
Taking averages, we obtain

\[ a_1(\lambda_2) = \frac{1}{1 - \lambda_2^2} \left[ |\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2 - 2\lambda_2 \Re(\tilde{z}_{11}\tilde{z}_{12}e^{i(\theta_0 + \delta h)}) \right], \]

\[ a_2(\lambda_2) = \frac{1}{1 - \lambda_2^2} \left[ -\lambda_2 (\tilde{z}_{11}^2 e^{-i(\theta_0 + \delta h)} + \tilde{z}_{12}^2 e^{i(\theta_0 + \delta h)}) + 2\Re(\tilde{z}_{11}\tilde{z}_{12}) \right]. \]

First note that by Schwarz’s inequality, we always have

\[ |\tilde{z}_{11}|^2 + |\tilde{z}_{12}|^2 > 2|\tilde{z}_{11}\tilde{z}_{12}|, \]

since \(|\tilde{z}_{11}|^2 - |\tilde{z}_{12}|^2 = 1\), which implies \(a_1(0) > |a_2(0)|\). In order to prove

\[ a_1(\lambda_2) > |a_2(\lambda_2)| \]

for \(\lambda_2\) in a neighborhood of 0, we just need to show that the \(\tilde{z}_{i,j}\) are continuous in \(\lambda_2\).

Note that for any fixed \(\lambda_1, \delta\), and fixed \(\lambda_2\), there exists \(e^{i\theta_0} \in \partial \mathbb{D}\), such that

\[ 2\rho(2\omega, T_{\delta}(\lambda_2, e^{i\theta_0})) = \langle k, 2\omega \rangle \mod \mathbb{Z}. \]

Eliasson’s result (Theorem 2.1) ensures that \((2\omega, T_{\delta}(\alpha, e^{i\theta}))\) is reducible by the conjugation \(Z\). If we only perturb \(\lambda_2\), clearly \(Z\) is not well-defined (since if the rational number changes, once it becomes Liouvillean, the cocycle is not reducible any more). However, we will show that if we fix \(\lambda_1, \delta\), and perturb \((\lambda_2, e^{i\theta})\) such that

\[ 2\rho(2\omega, T_{\delta}(\lambda_2, e^{i\theta})) = \langle k, 2\omega \rangle \mod \mathbb{Z}, \]

\(Z\) is actually continuous in \((\lambda_2, \theta)\).

Denote \(Z = Z(\mu, x)\), where \(\mu = (\lambda_2, \theta)\), to make this dependence explicit and denote \(T_{\delta}(\mu, x) = T_{\delta}(\lambda_2, e^{i\theta})\). For any \(\rho > 0\), define

\[ \mathcal{R}_{\rho} = \{ \mu \in [0, \frac{1}{2}] \times \partial \mathbb{D} : \rho(2\omega, T_{\delta}(\mu, x)) = \rho \}. \]

Then we have the following:

**Proposition 5.3.** Let \(\lambda_1 \in (0, 1), r > 0, \) and \(\lambda_2 \in [0, \frac{1}{2}]\). Assume that \(\omega \in \text{DC}(\kappa, \tau)\), \(\tilde{\rho}\) is Diophantine w.r.t \(2\omega\), or

\[ 2\tilde{\rho} = \langle k, 2\omega \rangle \mod \mathbb{Z}. \]

Then there exists \(\epsilon_3 = \epsilon_3(\kappa, \tau, r, \lambda_1) > 0\), which is independent of \(\lambda_2\), such that if \(|\delta| \leq \epsilon_3\), there exist \(Z(\mu, x) \in C^0(\mathcal{R}_{\tilde{\rho}} \times 2\mathbb{T}^d, \text{SU}(1, 1))\), \(C(\mu) \in C^0(\mathcal{R}_{\tilde{\rho}}, \text{SU}(1, 1))\) such that

\[ Z^{-1}(\mu, x + 2\omega)T_{\delta}(\mu, x)Z(\mu, x) = C(\mu). \]

We just take

\[ |\delta| \leq \min\{\epsilon_2(\kappa, \tau, h, \lambda_1), \epsilon_3(\kappa, \tau, h, \lambda_1)\}. \]

Then, by Proposition 5.3, \(Z(\mu, x)\) is continuous in the set \(\mathcal{R}_{\tilde{\rho}}\). Thus if \(|\lambda_2| \leq r_1(\lambda_1)\), which is small enough, then \(a_1(\lambda_2) > |a_2(\lambda_2)|\). Just note that \(r_1(\lambda_1)\) can be chosen to be independent of \(\delta\), the key observation here is
that \( \delta \) varies in a compact set, and this compact set is independent of \( \lambda_2 \); the result then follows from simple compactness argument.

The condition \( a_1(\lambda_2) > |a_2(\lambda_2)| \) immediately implies condition (1) and (2) of Corollary 3.1, finishing the proof. \( \square \)

**Remark 5.1.** Proposition 5.3 will be proved by KAM iteration, the key iteration step is Lemma 5.2 below. We note that Eliasson’s scheme [12] was based on a parameterized KAM scheme, where the parameter is usually the energy \( E \), thus the rotation number already has some monotonicity with respect to the parameter, which is quite different from our situation. Our scheme here (inspired by [9, 25]) is different from Eliasson’s scheme [12], where we can just fix the rotation number, and one can easily see how the conjugation \( Z(\mu, x) \) varies when \( \mu \) varies in \( \mathcal{R}_\rho \).

### 5.3. Proof of Proposition 5.3.

Before giving the proof, we first introduce some useful notations. Let \( \mathcal{O} \) be a compact set of external parameters \( \mu \), and for any \( r > 0 \), we denote by \( \mathcal{B}_{\mathcal{O}, r}(\ast) \) the set of \( (\ast) \)-valued functions\(^3\) \( f(\mu, \cdot) \in C^0(\mathcal{O} \times \mathbb{T}^d, \ast) \) and for each \( \mu \in \mathcal{O} \), \( f(\mu, \cdot) \in C^\omega(2\mathbb{T}^d, \ast) \).

Our iteration step can now be stated as follows:

**Lemma 5.2.** Let \( \tilde{\omega} \in DC(\tilde{\kappa}, \tau), \ r > 0, \ A(\mu) \in C^0(\mathcal{O}, SU(1, 1)) \), and \( f(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}(su(1, 1)) \). Assume that

\[
\rho(\tilde{\omega}, A(\mu)e^{f(\mu, \cdot)}) = \rho, \quad \text{for any} \quad \mu \in \mathcal{O}.
\]

Then for any \( r' < r \), there exist a numerical constant \( C_0 \) and a constant \( D_0 = D_0(\tilde{\kappa}, \tau, d) \) such that if

\[
\|f(\mu, \cdot)\|_r \leq \epsilon \leq \frac{D_0}{\sup_{\mu} \|A(\mu)\|c_0^r} (\min\{1, \frac{1}{r}\}(r - r'))^{C_0\tau},
\]

there exists \( Z(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r'}(SU(1, 1)) \) such that

\[
Z^{-1}(\mu, x + \tilde{\omega})A(\mu)e^{f(\mu, x)}Z(\mu, x) = A_+(\mu)e^{f_+(\mu, x)}
\]

with \( \|f_+\|_{r'} \leq \epsilon^2 \). More precisely, letting \( N = \frac{2}{r - r'} \ln \epsilon \), we can distinguish two cases:

1. (Non-resonant case) If for any \( n \in \mathbb{Z}^d \) with \( 0 < |n| \leq N \), we have

\[
\|2\rho - \langle n, \tilde{\omega} \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \epsilon^{\frac{1}{14}},
\]

then we have

\[
\|Z(\mu, \cdot) - Id\|_{r'} \leq \epsilon^{\frac{1}{14}}, \quad \|A_+(\mu) - A(\mu)\| \leq 2\|A(\mu)\|\epsilon,
\]

and

\[
\rho(\tilde{\omega}, A_+(\mu)e^{f_+(\mu, \cdot)}) = \rho, \quad \text{for any} \quad \mu \in \mathcal{O}.
\]

2. (Resonant case) If for some \( n_0 \in \mathbb{Z}^d \) with \( 0 < |n_0| \leq N \), we have

\[
\|2\rho - \langle n_0, \tilde{\omega} \rangle\|_{\mathbb{R}/\mathbb{Z}} < \epsilon^{\frac{1}{14}},
\]

\( \text{Here} \ (\ast) \text{ may denote a group such as} \ SU(1, 1), SL(2, \mathbb{R}) \text{ or an algebra such as} \ su(1, 1), sl(2, \mathbb{R}). \)

---

\(^3\) Here \( (\ast) \) denotes a group such as \( SU(1, 1), SL(2, \mathbb{R}) \) or an algebra such as \( su(1, 1), sl(2, \mathbb{R}) \).
then \( A_+(\mu) = e^{A''(\mu)} \) with \( \|A''(\mu)\| \leq 2\epsilon \frac{1}{\mu} \). Moreover, we have

\[
\rho(\tilde{\omega}, A_+(\mu) e^{f_+(\mu, \cdot)}) = \rho + \frac{\langle n_\ast, \tilde{\omega}\rangle}{2}, \quad \text{for any} \quad \mu \in \mathcal{O}.
\]

**Proof.** The proof follows [9, 25]. We will sketch the proof for completeness, but point out why we can make the conjugation continuous in the desired parameter set.

The basis of Lemma 5.2 is the following non-resonance cancellation lemma. We have a decomposition of the Banach algebra \( \mathcal{B}_{\mathcal{O}, r}(\text{su}(1, 1)) \) into non-resonant spaces and resonant spaces: \( \mathcal{B}_{\mathcal{O}, r}(\text{su}(1, 1)) = \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \eta) \oplus \mathcal{B}_{\mathcal{O}, r}^\text{ne}(\text{su}(1, 1), \eta) \). Here, \( \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \eta) \) is defined in the following way: for any \( Y(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \eta) \), we have

\[
A^{-1}(\mu) Y(\mu, \cdot + \tilde{\omega}) A(\mu) \in \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \eta)
\]

and

\[
\|A^{-1}(\mu) Y(\mu, \cdot + \tilde{\omega}) A(\mu) - Y(\mu, \cdot)\|_r \geq \eta \|Y(\mu, \cdot)\|_r.
\]

**Lemma 5.3.** Let \( r > 0 \), \( 0 < \eta < 1 \), \( A(\mu) \in C^0(\mathcal{O}, \text{SU}(1, 1)) \), and \( g(\mu, x) \in \mathcal{B}_{\mathcal{O}, r}(\text{su}(1, 1)) \). If

\[
\|g(\mu, \cdot)\|_r < \epsilon < \frac{\eta^2}{C \sup_\mu \|A(\mu)\|^4},
\]

then there exist \( Y(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}(\text{su}(1, 1)) \) and \( g^\text{re}(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \eta) \) such that

\[
e^{-Y(\mu, x + \tilde{\omega})} A(\mu) e^{g(\mu, x)} e^{Y(\mu, x)} = A(\mu) e^{g^\text{re}(\mu, x)},
\]

with the estimate \( \|Y(\mu, \cdot)\|_r \leq \epsilon^{\frac{1}{2}} \) and \( \|g^\text{re}(\mu, \cdot)\|_r \leq 2\epsilon \).

**Proof.** The proof is given in Appendix B for the sake of curious readers. \( \square \)

Once we have this key lemma, we can finish the proof. Denote the eigenvalues of a matrix \( A \) by \( \lambda(A) \). First note that we can always assume the eigenvalues of the constant matrix to be \( e^{\pm i\rho} \). Otherwise, by continuity of the rotation number,

\[
\|\rho(\tilde{\omega}, A(\mu)e^{f(\mu, \cdot)}) - \rho(\tilde{\omega}, A(\mu))\|_0 \leq \epsilon,
\]

and we can modify \( A(\mu) \), and write \( \tilde{A}(\mu)e^{\tilde{f}(\mu, x)} = A(\mu)e^{f(\mu, x)} \), such that

(5.15) \( \lambda(\tilde{A}(\mu)) = e^{\pm i\rho} \)

and \( \|\tilde{f}(\mu, \cdot)\|_r \leq 2\epsilon \). Then we can distinguish two cases:

**Non-resonant case:** In the non-resonant case (1), by noting (5.15), similarly as in [9, Proposition 3.1], one can apply Lemma 5.3 once, and obtain \( Y(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}(\text{su}(1, 1)) \) with \( \|Y(\mu, \cdot)\|_r \leq 2\epsilon^{\frac{1}{2}} \) such that

\[
e^{-Y(\mu, x + \tilde{\omega})} \tilde{A}(\mu)e^{\tilde{f}(\mu, x)} e^{Y(\mu, x)} = \tilde{A}(\mu)e^{\tilde{f}^\text{re}(\mu, x)},
\]

where \( \tilde{f}^\text{re}(\mu, \cdot) \in \mathcal{B}_{\mathcal{O}, r}^\text{re}(\text{su}(1, 1), \epsilon^{\frac{1}{2}}) \) with \( \|\tilde{f}^\text{re}\|_r \leq 4\epsilon \).
Furthermore, as in [9, Proposition 3.1], one can easily check that for any $f \in B_{\Delta_r}(\text{su}(1,1), \epsilon \hat{\tau})$, we have $\hat{f}(n) = 0$ for all $0 < |n| \leq N$. Therefore, by letting

$$A_+ = \tilde{A}(\mu)e^{\hat{f}re(\mu,0)}, \quad f_+ = \sum_{|k| > N} \hat{f}re(\mu, k)e^{i(k,x)},$$

where $\hat{f}re(\mu, k)$ is the $k$–th Fourier coefficient of $\hat{f}re(\mu, \cdot)$, the proof in the non-resonant case is finished.

**Resonant case:** If (5.14) is satisfied, then by the fact $\tilde{\omega} \in DC(\tilde{\kappa}, \tau)$, we have the following estimate,

$$|2\rho| \geq \frac{\kappa}{|n_+|^\tau} - \epsilon \frac{1}{|n_+|^\tau} \geq \frac{\kappa}{2|n_+|^\tau} \geq \frac{\kappa}{2|N|^\tau}.$$

On the other hand, by noting (5.15), that is, the eigenvalues of $\tilde{A}(\mu)$ are fixed, we can apply Lemma 4.1 to $\tilde{A}(\mu)$ and obtain $P(\mu) \in C^0(\mathcal{O}, \text{SU}(1,1))$ with

$$\|P(\mu)\|^2 \leq \frac{2\|\tilde{A}(\mu)\|}{\rho} \leq \frac{1}{2} \epsilon^{-\frac{1}{15}}$$

such that

$$P^{-1}(\mu)\tilde{A}(\mu)P(\mu) = \begin{pmatrix} e^{i\rho} & 0 \\ 0 & e^{-i\rho} \end{pmatrix} := A'(\mu).$$

Let $g(\mu, \cdot) = P^{-1}(\mu)\tilde{f}(\mu, \cdot)P(\mu)$ with

$$\|g(\mu, \cdot)\|_r \leq \|P(\mu)\|^2 \|\tilde{f}(\mu, \cdot)\|_r \leq \frac{1}{4} \epsilon^{-\frac{1}{15}} := \epsilon' .$$

Since $\epsilon^{\frac{1}{15}} \geq \|A'(\mu)\|^2 \epsilon'$, we can apply Lemma 5.3 with $\eta = \epsilon^{\frac{1}{15}}$ to the cocycle $(\tilde{\omega}, A'(\mu)e^{\tilde{g}(\mu, x)})$. We obtain $Y(\mu, \cdot) \in B_{\Delta_r}(\text{su}(1,1))$ with $\|Y(\mu, \cdot)\|_r \leq \epsilon'^{\frac{1}{2}}$ such that

$$e^{-Y(\mu, x + \tilde{\omega})}A'(\mu)e^{\tilde{g}(\mu, x)}e^{Y(\mu, x)} = A'(\mu)e^{\tilde{g}re(\mu, x)}$$

with $\|g^{\tilde{r}e}(\mu, \cdot)\|_r \leq 2\epsilon'$.

Define

$$(5.16) \quad \mathcal{I}_1(\epsilon^{\frac{1}{15}}) = \{ n \in \mathbb{Z}^d : \|\langle n, \tilde{\omega} \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \epsilon^{\frac{1}{15}} \},$$

$$(5.17) \quad \mathcal{I}_2(\epsilon^{\frac{1}{15}}) = \{ n \in \mathbb{Z}^d : \|2\rho - \langle n, \tilde{\omega} \rangle\|_{\mathbb{R}/\mathbb{Z}} \geq \epsilon^{\frac{1}{15}} \}.$$
Claim 1. [9, 25] Let $I_1$ and $I_2$ be given as in (5.16), (5.17), then they have the following properties:

$$ Z^d \backslash I_1(\varepsilon^{\frac{1}{10}}) \cap \{ n \in Z^d : |n| \leq \kappa \varepsilon^{-\frac{1}{10}} \} = \{ 0 \}, $$

$$ Z^d \backslash I_2(\varepsilon^{\frac{1}{10}}) \cap \{ n \in Z^d : |n| \leq 2 \frac{1}{\kappa} \kappa \varepsilon^{-\frac{1}{10}} - N \} = \{ n_* \}. $$

Denote $N_1 = 2 \frac{1}{\kappa} \kappa \varepsilon^{-\frac{1}{10}} - N$. Then, as a consequence of Claim 1, we have the following decomposition for $g^{re}(\mu, \cdot)$:

$$ g^{re}(\mu, \cdot) = g^{re}_0(\mu, \cdot) + g^{re}_{n_*}(\mu, \cdot) + g^{re}_{2}(\mu, \cdot) $$

$$ = \left( \begin{array}{cc} i\bar{t}(0) & 0 \\ 0 & -i\bar{t}(0) \end{array} \right) + \frac{1}{\bar{v}(n)e^{-i(n_*,x)}}\hat{v}(n_*)e^{i(n_*,x)} + \sum_{|n| \geq N_1} \hat{g}^{re}(\mu, n)e^{i(n,x)}. $$

Let $Q = \left( \begin{array}{cc} e^{i(n_*,x)/2} & 0 \\ 0 & e^{-i(n_*,x)/2} \end{array} \right)$. Then

$$ Q^{-1}(x + \tilde{\omega})A'(\mu)e^{g^{re}(\mu,x)}Q(x) = \tilde{A}'(\mu)e^{\tilde{g}(\mu,x)}, $$

where

$$ \tilde{A}'(\mu) = \left( \begin{array}{cc} e^{i(\rho - (n_*, \tilde{\omega})/2)} & 0 \\ 0 & e^{-i(\rho - (n_*, \tilde{\omega})/2)} \end{array} \right) $$

and $\tilde{g}(\mu, \cdot) = Q^{-1}g^{re}(\mu, \cdot)Q$. Then let

$$ A_+ = \tilde{A}'(\mu) \exp \left( \frac{i\bar{t}(0)}{\bar{v}(n)e^{-i(n_*,x)}}\hat{v}(n_*)e^{i(n_*,x)} - i\bar{t}(0) \right) $$

and $F(\mu, \cdot) = Q^{-1}g^{re}_{2}(\mu, \cdot)Q$; $f_+$ is given by

$$ e^{\tilde{g}_0^{re}(\mu, \cdot) + \tilde{g}_n^{re}(\mu, \cdot)} + F(\mu, \cdot) = e^{g_0^{re}(\mu, \cdot) + g_0^{re}(\mu, \cdot)}e^{f_+} $$

with the estimate $\|f_+\|_{r'} \leq \varepsilon^2$. Moreover, the conjugation given by the above argument is $Z(\mu, \cdot) = P(\mu) \cdot e^{Y(\mu, \cdot)} \cdot Q \in B_{\omega, r'}(SU(1,1))$. We should point out that the index $n_*$ in the rotation $Q$ is independent of the choice of $\mu \in \mathcal{O}$, which is key to our proof. \(\square\)

We prove Proposition 5.3 by iteration of Lemma 5.2. In the application, we just take $\tilde{\omega} = 2\omega$ and $\mathcal{O} = \mathcal{R}_{\tilde{\varphi}}$. Without loss of generality, we assume that $r < 1$ and $\tilde{r} = \frac{r}{2}$. Note that since we take $\mu \in [0, \frac{1}{2}] \times \partial \mathbb{D}$, we can take $|\delta|$ small enough such that

$$ \|T_0(\mu, \cdot) - T_0(\mu)\|_r \leq \frac{1}{\sqrt{(1 - \lambda_1^2)(1 - \lambda_2^2)}}|\delta||h||_r $$

$$ \leq \varepsilon \leq \frac{D_0}{\sup_{\mu \in \mathcal{O}} \|T_0(\mu)\|\varepsilon_0} \left( T - \tilde{r} \right) \mathcal{O}_{\mathcal{R}}. $$
where $D_0 = D_0(\bar{\kappa}, \tau, d)$ is the constant defined in Lemma 5.2. By the Implicit Function Theorem, we can always write
\[
T_0(\mu, \cdot) = T_0(\mu)e^{f(\mu, \cdot)} := A(\mu)e^{f(\mu, \cdot)}
\]
with the estimate $\|f(\mu, \cdot)\|_r \leq \epsilon_*$. Then we can define the sequence inductively:
\[
\epsilon_j = \epsilon^2_j, \quad r_j - r_{j+1} = \frac{r - \frac{r_2}{2} + r_{j+1}}{4j+1}, \quad N_j = \frac{2|\ln \epsilon_j|}{r_j - r_{j+1}}.
\]
Assume that we are at the $(j+1)^{th}$ KAM step, that is, we have already constructed $Z_j \in C^\omega_{r_j}(\mathcal{R}_{\tilde{\rho}} \times 2\mathbb{T}^d, \text{SU}(1, 1))$ such that
\[
Z_j^j(\mu, x + 2\omega)^{-1} A(\mu)e^{f_j(\mu, x)} Z_j(\mu, x) = A_j(\mu)e^{f_j(\mu, x)}
\]
with $\|f_j\|_{r_j} \leq \epsilon_j$ and
\[\text{(5.18)} \quad 2\rho_j = \rho(2\omega, A_j(\mu)e^{f_j(\mu, x)}) = \tilde{\rho} + \sum_{i=1}^j \langle n_i, 2\omega \rangle \mod \mathbb{Z} \quad \text{for any } \mu \in \mathcal{R}_{\tilde{\rho}}. \]

By our selection of $\epsilon_0$, one can check that
\[\text{(5.19)} \quad \epsilon_j \leq \frac{D_0}{\sup_{\mu} \|A(\mu)\| C_0}(r_j - r_{j+1})^{C_0 r}. \]

Indeed, $\epsilon_j$ on the left side of the inequality decays at least super-exponentially in $j$, while $(r_j - r_{j+1})^{C_0 r}$ on the right side decays exponentially in $j$.

Note that (5.19) implies that Proposition 5.2 can be applied iteratively. Consequently, one can construct
\[\tilde{Z}^{j+1}(\mu, x + 2\omega)^{-1} A_j(\mu)e^{f_j(\mu, x)} \tilde{Z}^{j+1}(\mu, x) = A_{j+1}(\mu)e^{f_{j+1}(\mu, x)} \]
with $\|f_{j+1}\|_{r_{j+1}} \leq \epsilon_{j+1}$. More precisely, we can distinguish two cases:

**Non-resonant case:** If for any $n \in \mathbb{Z}^d$ with $0 < |n| \leq N_j$, we have
\[
\|2\rho_j - \langle n, 2\omega \rangle\|_{R/Z} \geq \epsilon_{j}^{\frac{1}{2r}},
\]
then we have $\|\tilde{Z}^{j+1}(\mu, \cdot) - Id\|_{r_{j+1}} \leq \epsilon_j^{\frac{1}{2}}$ and
\[
\rho(2\omega, A_{j+1}(\mu)e^{f_{j+1}(\mu, x)}) = \rho_j, \quad \text{for any } \mu \in \mathcal{R}_{\tilde{\rho}}.
\]
In this case, we just set $n_{j+1} = 0$.

**Resonant case:** If for some $n_* \in \mathbb{Z}^d$ with $0 < |n_*| \leq N_j$, we have
\[
\|2\rho_j - \langle n_*, 2\omega \rangle\|_{R/Z} < \epsilon_{j}^{\frac{1}{2r}},
\]
then we have
\[
2\rho(2\omega, A_{j+1}(\mu)e^{f_{j+1}(\mu, x)}) = 2\rho_j + \langle n_*, 2\omega \rangle \mod \mathbb{Z} \quad \text{for any } \mu \in \mathcal{R}_{\tilde{\rho}}.
\]
In this case, we just set $n_{j+1} = n_*$. 
By letting \( Z^{j+1}(\mu, \cdot) = Z^j(\mu, \cdot) \cdot \tilde{Z}^{j+1}(\mu, \cdot) \), we obtain
\[
Z^{j+1}(\mu, x + 2\omega)^{-1} A(\mu) e^{f(\mu, x)} Z^{j+1}(\mu, x) = A_{j+1} e^{f_{j+1}(x)},
\]
and by (5.18), we always have
\[
2\rho_{j+1} := \rho(2\omega, A_{j+1}(\mu) e^{f_{j+1}(\mu, x)}) = \hat{\rho} + \sum_{i=1}^{j+1} (n_i, 2\omega) \mod Z \text{ for any } \mu \in R_{\tilde{\rho}}.
\]

According to [12, Lemma 3], when the rotation number is Diophantine or rational with respect to the frequency, resonance happens only finitely many times, that is, if \( j \) is large enough, we always have \( ||\tilde{Z}^{j+1}(\mu, \cdot) - \text{Id}||_{r_{j+1}} \leq \epsilon_j^2 \), and \( n_{j+1} = 0 \). Then \( Z(\mu, x) = \lim_{j \to \infty} Z^j(\mu, x) \) serves our purpose.

5.4. Cantor Spectrum. We also need to establish a result similar to Proposition 4.2 for the model considered in this section. Note that for the same reason as above, we can focus on the case \( k \neq 0 \).

**Proposition 5.4.** Denote the tongue boundaries of \( (2\omega, T_{\delta}(\lambda_2, z)) \) with label \( k \neq 0 \) by \( \theta_k^{\pm}(\delta) \). If \( |\lambda_2| < r_2(\lambda_1) \) is small enough, we have
\[
\frac{d\theta_k^+(\delta)}{d\delta}(0) \neq \frac{d\theta_k^-(\delta)}{d\delta}(0)
\]

as long as \( \hat{h}_k \neq 0 \).

**Proof.** Let \( \delta_0 = 0 \) and \( z_0 = e^{i\theta_0} \). Then the matrix \( T_0(\lambda_2, z) \) has the form
\[
T_0(\lambda_2, e^{i\theta_0}) = \frac{1}{\sqrt{(1 - \lambda_1^2)(1 - \lambda_2^2)}} \begin{pmatrix}
e^{i\theta_0} + \lambda_1 \lambda_2 & -(\lambda_1 e^{-i\theta_0} + \lambda_2) \\-(\lambda_1 e^{i\theta_0} + \lambda_2) & e^{-i\theta_0} + \lambda_1 \lambda_2 \end{pmatrix}.
\]

As we are considering tongue boundaries of the gap with label \( k \), the eigenvalues of \( T_0 \) are given by \( \lambda_{\pm}(\theta) = e^{\pm i(k, \omega)} \). Indeed, by direct computation, one can show that the eigenvalues are given by
\[
\lambda_{\pm} = \frac{\lambda_1 \lambda_2 + \cos \theta_0}{\sqrt{(1 - \lambda_1^2)(1 - \lambda_2^2)}} \pm i \sqrt{1 - (\lambda_1 \lambda_2 + \cos \theta_0)^2 / (1 - \lambda_1^2)(1 - \lambda_2^2)}.
\]

Here we should point that for any given \( k \), there exist two values of \( \theta_0 \) that share the same eigenvalue, this is because \( (2\omega, T_{\delta}(\lambda_2, e^{i\theta_0})) \) is the twice iterate of the cocycle \( (T_{\omega}, S(\alpha, e^{i\theta_0})) \).

Let \( U = \frac{1}{\sqrt{\cos 2\theta}} \begin{pmatrix}
\cos \bar{\theta} & e^{2i\phi} \sin \bar{\theta} \\
e^{-2i\phi} \sin \bar{\theta} & \cos \bar{\theta} \end{pmatrix} \) be given by Lemma 4.1 such that
\[
U^{-1} T_0 U = \begin{pmatrix}
e^{i(k, \omega)} & 0 \\
0 & e^{-i(k, \omega)} \end{pmatrix}.
\]

Let
\[
Z(x) = U \begin{pmatrix}
e^{i(k, x)/2} & 0 \\
0 & e^{-i(k, x)/2} \end{pmatrix} = \frac{1}{\sqrt{\cos 2\theta}} \begin{pmatrix}
\cos \bar{\theta} e^{i(k, x)/2} & e^{2i\phi} \sin \bar{\theta} e^{-i(k, x)/2} \\
e^{-2i\phi} \sin \bar{\theta} e^{i(k, x)/2} & \cos \bar{\theta} e^{-i(k, x)/2} \end{pmatrix}.
\]
Then we have
\[ Z^{-1}(x + 2\omega)T_0(\lambda_2, e^{i\theta_0})Z(x) = Id, \]
and it conjugates the perturbed cocycle \((2\omega, T_5(\lambda_2, e^{i(\theta_0+\eta)}))\) into
\[ Z^{-1}(x + 2\omega)T_5(\lambda_2, e^{i(\theta_0+\eta)})Z(x) \]
\[ = Z^{-1}(x)T_0^{-1}(\lambda_2, e^{i\theta_0})T_5(\lambda_2, e^{i(\theta_0+\eta)})Z(x) = e^{\tilde{P}(x,\zeta)+\tilde{O}_2(x,\zeta)}. \]
According to (5.11) with \(\delta_0 = 0\), we have
\[ \tilde{P} = \begin{pmatrix} ia_1(\lambda_2, x)\eta + ib_1(\lambda_2, x)\beta & a_2(\lambda_2, x)\eta + b_2(\lambda_2, x)\beta \\ a_2(\lambda_2, x)\eta + b_2(\lambda_2, x)\beta & -ia_1(\lambda_2, x)\eta - ib_1(\lambda_2, x)\beta \end{pmatrix}, \]
where
\[ a_2(\lambda_2, x) = \frac{i}{(1 - \lambda_2^2) \cos 2\theta} \left( e^{-i(k.x)}(e^{2i\phi}\sin 2\tilde{\theta} - \lambda_2 e^{i(\theta_0+4\phi)} \sin^2 \tilde{\theta} - \lambda_2 e^{-i\theta_0} \right), \]
\[ b_2(\lambda_2, x) = \frac{i e^{-i(k.x)}(e^{2i\phi}\sin \tilde{\theta} \cos \tilde{\phi} f_{11} + e^{i\phi} \sin^2 \tilde{\theta} f_{12}) + \cos^2 \tilde{\theta} f_{12})}{(1 - \lambda_2^2) \cos 2\theta}, \]
where \(f_{11}, f_{12}\) are defined in (5.9)–(5.10). In this case, they take the form
\[ f_{11}(\lambda_2) = \lambda_1^2 \lambda_2^2 (h_+ - h) - \lambda_1^2 h - \lambda_2^2 h_+ - 2\lambda_1 \lambda_2 h \cos \theta_0, \]
\[ f_{12}(\lambda_2) = (\lambda_1 e^{-2i\theta_0} + 2\lambda_2^2 \lambda_2 e^{-i(\theta_0)} + \lambda_1 \lambda_2^2) h + \lambda_2 (1 - \lambda_1^2) e^{-i\theta_0} h_+. \]
By taking averages, we obtain \(a_2(\lambda_2) = [a_2(\lambda_2, x)] = 0\) and
\[ b_2(\lambda_2) = \frac{i}{(1 - \lambda_2^2) \cos 2\theta} \left( 2e^{2i\phi} \sin \tilde{\theta} \cos \tilde{\phi} \tilde{f}_{11} + e^{i\phi} \sin^2 \tilde{\theta} \tilde{f}_{12} + \cos^2 \tilde{\theta} \tilde{f}_{12} \right) \tilde{h}_{-k}, \]
where we simply denote \([e^{-i(k.x)f_{ij}}] = \tilde{f}_{ij} \tilde{h}_{-k}\) for \(j = 1, 2\). By Corollary 3.1 (2),(3), there exist two analytic tongue boundaries \(\theta_k^\pm(\delta)\), and \(\frac{d\theta_k^+}{d\theta_k^-}(0) \neq \frac{d\theta_k^+}{d\theta_k^-}(0)\) if and only if \(b_2(\lambda_2) \neq 0\). Just note
\[ \frac{b_2(\lambda_2)}{b_2(\lambda_2)} = \frac{-i \tilde{h}_k (e^{-2i\phi} \sin^2 \tilde{\theta} \tilde{f}_{12} + 2e^{-2i\phi} \sin \tilde{\theta} \cos \tilde{\theta} \tilde{f}_{11} + \cos^2 \tilde{\theta} \tilde{f}_{12})}{(1 - \lambda_2^2) \cos 2\theta} \]
\[ = \frac{-i \tilde{h}_k \cos^2 \tilde{\theta} \tilde{f}_{12} \left( e^{-2i\phi} \tan \tilde{\theta} \frac{\tilde{f}_{12}}{|\tilde{f}_{12}|} + \frac{\tilde{f}_{11}}{|\tilde{f}_{12}|} \right)^2 + 1 - \left( \frac{\tilde{f}_{11}}{|\tilde{f}_{12}|} \right)^2}{(1 - \lambda_2^2) \cos 2\theta}. \]
A key observation here is that there exists a positive number \(r_2(\lambda_1)\) such that if \(|\lambda_2| < r_2(\lambda_1)\), we have
\[ (5.21) \quad \left| \frac{\tilde{f}_{11}(\lambda_2)}{\tilde{f}_{12}(\lambda_2)} \right| < 1 \]
To see this, by taking $\lambda_2 = 0$, we have $\tilde{f}_{11}(0) = -\lambda_1^2$ and $\tilde{f}_{12}(0) = \lambda_1 e^{-2i\theta_0}$, which implies that (5.21) holds for $\lambda_2 = 0$. Then the conclusion follows via a simple continuity argument.

According to (5.21) and our choice of $\lambda_2$, and note according to Lemma 4.1, $\tilde{\theta} \in (-\frac{\pi}{2}, \frac{\pi}{2})$ never takes the value $\frac{\pi}{4}$, $b_2(\lambda_2)$ does not vanish if $\hat{h}_k \neq 0$. This completes the proof.

\textbf{Proof of Theorem 1.2:} For $k \in \mathbb{Z}^d$, let $G_k$ be the collection of $h \in C^\omega(T^d, \mathbb{R})$ such that the $k$-th Fourier coefficient of $h$ satisfies $\hat{h}_k \neq 0$. Define $G = \cap_{k \in \mathbb{Z}^d} G_k$, clearly, $G$ is generic. By Theorem 5.2, the tongue boundaries $\theta^\pm_k(\delta)$ of $(2\omega, T_\delta(\lambda_2, e^{i\theta}))$ are analytic function of $\delta$. By Proposition 5.1, there exists two branches $\theta^\pm_{k,i}(\delta)$ $i = 1, 2$ of the tongue boundary $(T_\omega, S(\alpha, z))$, according to its rotation number $2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle \text{ mod } \mathbb{Z}$, or

$$2\rho(T_\omega, S(\alpha, e^{i\theta})) = \langle k, \omega \rangle + \frac{1}{2} \text{ mod } \mathbb{Z}.$$  

Clearly, they are both real analytic. Indeed, in the case $\delta = 0$, this can be clearly shown in (5.20). As a consequence of Proposition 5.4, these tongue boundaries have a transversality at the origin $\delta = 0$, thus the set of couplings $|\delta| < \epsilon$ such that certain tongue boundaries coincide is finite. We thus finish the proof.

\textbf{Proof of Theorem 1.3:} In the case $C_n \in \text{SU}(1,1)$, which means that $c_{11}^1 = c_{22}^2$ and $c_{22}^1 = c_{11}^2$. In this scenario, we have $\sigma_n^1 = -\sigma_n^2$, $n \in \mathbb{Z}$ and therefore the Verblunsky coefficients given by (1.11) take the form

$$\alpha_{2n+1} = 0, \alpha_{2n+2} = c_{n+1}^{12}, n \in \mathbb{Z}.$$  

In order to make Theorem 1.2 applicable in the present setting, let $c_{n}^{12} = \lambda e^{ih(x+n\omega)}$, where $h, \omega$ are as in Theorem 1.2 and $\lambda \in (0, 1)$. Note that our discussion in Section 5 shows that $\lambda_1, \lambda_2$ are in a symmetric position. Thus by taking $\lambda_1 = \lambda, \lambda_2 = 0$ in (1.6)–(1.7), we recover $\alpha_{2n+1} = 0, \alpha_{2n+2} = \lambda e^{ih(x+(n+1)\omega)}$. One can easily align this extra factor 2 by adjusting either side. Then Theorem 1.3 follows immediately from Theorem 1.2.

\textbf{Appendix A. Proof of Theorem 3.1}  

In this section, we give a proof of Theorem 3.1, the proof of Theorem 3.2 is very similar. This proof follows the same lines as the proofs of Theorems 4 and 11 in [31], although they are given in different groups.
Let $A_0 = \chi^p \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ or 0 with $\chi \neq 0$. For any fixed perturbation $\chi^{p+1}P(x,\mu)$, we are going to find a counterterm $\chi^{p+1}\xi^* (\mu)$ and a conjugation $Z(x) = \exp(\chi X(x))$ such that
\begin{equation}
Z^{-1}(x + \omega)e^{A_0}e^{\chi^{p+1}P(x,\mu)}e^{-\chi^{p+1}\xi^* (\mu)} Z(x) = e^{A_0}.
\end{equation}
We omit the factor $\chi^{p+1}$ since it does not affect the iteration process and still use the notations $P_j, \eta_j$ for $\chi^{p+1}P_j, \chi^{p+1}\eta_j$. In order to do this, we construct the following iterative process:
\begin{equation}
Z^j(x + \omega)^{-1}e^{A_0}e^{P_j(x,\mu)}e^{-\eta_j(\mu)} Z^j(x) = e^{A_0}e^{P_{j+1}(x)}e^{-\eta_{j+1}(\mu)},
\end{equation}
where $P_{j+1}, \eta_{j+1}$ is smaller than $P_j, \eta_j$. The initial choice of $P_0$ is $P$ and $\eta_0$ is to be defined along the iterative process. The relation between $\eta_j$ and $\eta_{j+1}$ is given by $\xi^j : \eta_{j+1} \to \eta_j$ such that $\eta_{j+1} = \xi^j(\eta_{j+1}) - C([P_j(\xi^j(\eta_{j+1}))])$, or equivalently $\eta_{j+1} = \eta_j - C([P_j(\eta_j)])$. Define $Z_j = Z^j \circ Z_{j-1}$ and $\xi_j = \xi_{j-1} \circ \xi^j$. If $Z_j, \xi_j$ converge to some $Z, \xi^*$, then we have
\begin{equation}
Z^{-1}(x + \omega)e^{A_0}e^{\chi^{p}P(x,\mu)}e^{-\chi^{p}\xi^*(0)} Z(x) = e^{A_0}.
\end{equation}
Now consider the linearized equation of (A.2), replace all the $e^X$ terms by $Id + X$ and denote the error terms $e^X - Id - X$ by $E(X)$. Then we have the following expressions for the perturbation of the next step:
\begin{equation}
P_{j+1} - P_j + \eta_j + 1 = E(P_{j+1})e^{-\eta_{j+1}} + e^{P_{j+1}}E(-\eta_{j+1})
= A_0^{-1}E(-X_j(x + \omega))A_0 e^{P_j} e^{-\eta_j} Z^j + e^{P_j} e^{-\eta_j} E(X_j)
+ (P_j - \eta_j) X_j(x) - P_j \eta_j X_j + E(P_j)e^{-\eta_j} Z^j + e^{P_j} E(-\eta_j) Z^j
- A_0^{-1} X_j(x + \omega) A_0 (X_j + P_j - \eta_j) - A_0^{-1} X_j(x + \omega) A_0 (e^{P_j} e^{-\eta_j}) E(X_j)
+ (P_j - \eta_j) X_j - P_j \eta_j X_j + E(P_j)e^{-\eta_j} Z_j + e^{P_j} E(-\eta_j) Z_j)
\end{equation}

**Lemma A.1.** (The inductive lemma) Assume $(A_0, C, S, \omega)$ is admissible with constants $c'$ and $\nu$. Fix a complex domain
\begin{align*}
D_j : \quad & |\text{Im} \ x| < \rho_j, \quad |\eta_j| < \sigma_j \\
\text{and a constant } & 0 < \delta_j < \rho_j. \quad \text{Then there exists a constant } K \text{ such that if } P_j \text{ is analytic on } D_j \text{ and belongs to } \text{sl}(2, \mathbb{R}) \text{ for real values } (x, \eta_j), \text{ and}
\sup_{(x, \eta_j) \in D_j} \| P_j (x, \eta_j) \| \leq \epsilon_j \leq K \sigma_j,
\end{align*}
then in the domain
\begin{align*}
D_{j+1} : \quad & |\text{Im} \ x| < \rho_j - \delta_j, \quad |\eta_j| < \sigma_j/2 \\
\text{the transformation } & \quad Z^j(x) = \exp(\chi X_j(x)),
\end{align*}
where $X_j(x)$ satisfies
\begin{align*}
- A_0^{-1} X_j(x + \omega) A_0 + X_j(x) + P_j (x, \eta_j) - C([P_j(x, \eta_j)]) = 0, \quad & [X_j] = S([P_j]),
\end{align*}
is real analytic, and the equation
\[ \eta_{j+1} = \eta_j - C([P_j(x, \eta_j)]) \]
defines a local diffeomorphism \( \xi^j : \eta_{j+1} \in D(0, \epsilon_j) \to \xi^j(\eta_{j+1}) \in D(0, 2\epsilon_j) \) such that the equation
\[ Z^j(x) = A_0 e^{P_j(x, \xi^j(\eta_j+1))} e^{-\xi^j(\eta_{j+1})} Z^j(x) = A_0 e^{P_{j+1}(x, \eta_j+1)} e^{-\eta_{j+1}} \]
holds in the domain
\[ D^{j+1} : \quad |\text{Im } x| < \rho_j - \delta_j, \quad |\eta_{j+1}| < \epsilon_j \]
with the following estimates:
\[ \|X_j\|_{D^{j+1}} \leq M := \frac{\epsilon_j}{\delta_j}, \]
\[ \|P_j\|_{D^{j+1}} \leq \epsilon_{j+1} := \frac{\epsilon_j^2}{\delta_j}, \]
\[ \|D_{\eta_{j+1}} \xi^j\|_{\epsilon_j} \leq 1 + c_1 \frac{\epsilon_j}{\sigma_j}. \]

**Proof. Bounds for** \( P_{j+1} \): Recall that \( P_{j+1} \) can be expressed as in (A.3). In order to estimate \( \|P_{j+1}\|_{D^{j+1}} \), we seek to estimate (A.3) term by term. Note that
\[ \|P_{j}\|_{D_j} \leq \epsilon_j, \quad \|X_j\|_{D_j} \leq \frac{\epsilon_j}{\delta_j}, \quad \|\eta_{j+1}\| \leq \epsilon_j, \quad \|\eta_j\| \leq 2\epsilon_j. \]
Thus, \( \|E(X_j)\| \sim \|X_j\|^2 \) gives
\[ \|A_0^{-1} E(-X_j(x + \omega) A_0 e^{P_j} e^{-\eta_j} Z^j\|_{D^{j+1}} \sim \|X_j\|^2 \leq c^2 \frac{\epsilon_j^2}{\delta_j^2}, \]
and
\[ \|e^{P_j} e^{-\eta_j} E(X_j)\|_{D^{j+1}} \sim \|X_j\|^2 \leq c^2 \frac{\epsilon_j^2}{\delta_j^2}, \]
\[ \|(P_j - \eta_j) X_j(x) - P_j \eta_j X_j\|_{D^{j+1}} \leq \frac{\epsilon_j^2}{\delta_j}. \]
Moreover, we have
\[ \|e^{P_{j+1}} E(-\eta_{j+1})\|_{D^{j+1}} \leq 2\|\eta_{j+1}\|^2 \leq 2\epsilon_j^2, \]
\[ \|E(P_j) e^{\eta_j} Z^j + e^{P_j} E(-\eta_j) Z^j\|_{D^{j+1}} \sim \|P_j\|^2_{D_j} + \|\eta_j\|^2_{D_j} \leq 5\epsilon_j^2, \]
\[ \|A_0^{-1} X_j(x + \omega) A_0 (X_j + P_j - \eta_j)\|_{D^{j+1}} \leq 3\|X_j\|^2_{D_j} \leq 3c^2 \frac{\epsilon_j^2}{\delta_j^2}, \]
\[ \|A_0^{-1} X_j(x + \omega) A_0 (e^{P_j} e^{-\eta_j} E(X_j) + (P_j - \eta_j) X_j)\|_{D^{j+1}} \leq 3c^3 \frac{\epsilon_j^3}{\delta_j^3}, \]
\[ \|P_j \eta_j X_j\|_{D^{j+1}} \leq 2c \frac{\epsilon_j^2}{\delta_j}, \]
\[ \| A_0^{-1} X_j (x + \omega) A_0 (E(P_j)e^{-\eta_j} Z_j + e^{P_j} E(-\eta_j) Z^2) \|_{D_{j+1}} \leq 5 \epsilon_j^3 \delta_j^3. \]

We put these together and obtain
\[ \| P_{j+1} \|_{D_{j+1}} \leq \epsilon_j^2 \left( \frac{5 \epsilon_j^2}{\delta_j^3} + \frac{1}{\delta_j^3} + 7 + \frac{3 \epsilon_j}{\delta_j^3} + \frac{7 \epsilon_j}{\delta_j^3} \right). \]

In order to get \[ \| P_{j+1} \|_{D_{j+1}} \leq \epsilon_j^3, \] we need to pick \( \epsilon_0 \) such that
\[ (A.8) \quad \epsilon_j < K \sigma_j. \]

Inversion of (A.4): Let \( F_j(\eta_j) = C([P_j(\eta_j)]) \). Then \( F_j \) is analytic on the ball \( D(0, \sigma_j) \). By the Cauchy inequality we have
\[ \| D_{\eta_j} F_j(\eta_j) \|_{\sigma_j} \leq c' \frac{\| F_j \|_{\sigma_j}}{\sigma_j} \leq 2 c' \epsilon_j, \]
where \( c' \) is a universal constant. Assume that \( K \leq \min \{ \frac{1}{4}, \frac{1}{4 \epsilon_j} \} \). We want to show that the map \( \xi_j \) given by
\[ \eta_j + 1 \in D(0, \epsilon_j) \rightarrow \xi_j(\eta_j + 1) = D \left( 0, \frac{\sigma_j}{2} \right) \]
is well defined. Since \( \epsilon_j \leq K \sigma_j \), we have \( 2 \epsilon_j \leq \frac{\sigma_j}{2} \), and therefore
\[ \| \xi_j(\eta_j + 1) \| \leq \| \eta_j + 1 \| + \| F_j(\eta_j) \| \leq 2 \epsilon_j \leq \frac{\sigma_j}{2}. \]
Moreover, we have
\[ \| D_{\eta_j} \xi_j(\eta_j) \|_{\epsilon_j} \leq \frac{1}{1 - \| D_{\eta_j} F_j \|_{\sigma_j}} \leq \frac{1}{1 - 2 c' \epsilon_j} \leq 1 + c_1 \epsilon_j, \]
where \( c_1 = 4 c' \). This verifies (A.7).

In order to perform this iterative process to any order, we need to take
\[ \epsilon_j = \epsilon_0^{\frac{1}{2^j}}, \sigma_{j+1} = \epsilon_j, \rho_j = \rho_0 \left( \frac{1}{2} + \frac{1}{2^{j+1}} \right), \rho_{j+1} = \rho_j - \delta_j, \delta_j = \frac{\rho_0}{2^{j+1}}. \]

Choice of \( \epsilon_0 \): In the one step process, there are three conditions for the choice of \( \epsilon_0 \), namely:
\[ (A.9) \quad \epsilon_j < K \sigma_j, \]
\[ (A.10) \quad \| X_j \|_{D_{j+1}} \leq \epsilon_j \delta_j < \epsilon_j^2, \]
and (A.8). Condition (A.9) is equivalent to \( \epsilon_0^{\frac{1}{2^j} + 1} < K \), which is true for all \( j \geq 0 \) if we pick
\[ (A.11) \quad \epsilon_0 < K^3. \]
Condition (A.10) is equivalent to 
\[ \epsilon_0^{1/2} < \frac{1}{c^2} \left( \frac{\rho_0}{4} \right)^{2\nu} \exp \left( \frac{2\nu \log \frac{1}{4}}{4} \right), \]
which is true if we choose \( \epsilon_0 \) with
\[ \epsilon_0 < \min \left\{ \frac{1}{c^2} \left( \frac{\rho_0}{4} \right)^{2\nu}, \exp \left( \frac{2\nu \log \frac{1}{4}}{4} \right) \right\}. \]

In order to have (A.8), we need to pick \( \epsilon_0 \) with
\[ \epsilon_0 < \min \left\{ \frac{\rho_0^{\nu}}{4^{2\nu} (3c^4 + 5c^2 + 7c + 8)^2}, \frac{1}{4^{2\nu}} \right\}. \]

Therefore, conditions (A.11), (A.12), and (A.13) together give the choice of \( \epsilon_0 \).

Convergence of \( \xi_j, Z_j \): Since \( \xi \) will be the limit of the sequence \( \{\xi_j(0)\}_j \), it follows that \( C(\xi) = \xi \) and \( \|\xi\| \leq 2\epsilon_0 \). Thus, let us show the convergence of \( \{\xi_j(0)\}_j \). By their definition,
\[ \|\xi_{j+1}(0) - \xi_j(0)\| = \|\xi_j(\xi^{j+1}_j) - \xi_j(0)\| \leq \|D\xi_j\|_{\sigma_j} \|\xi^{j+1}_j(0)\|, \]
and by the chain rule, for \( \|\eta_{j+1}\| \leq \sigma_j \),
\[ \|D\xi_j\|_{\sigma_j} \leq \|D\xi_0\|_{\sigma_1} \|D\xi_1\|_{\sigma_2} \cdots \|D\xi_j\|_{\sigma_j} \]
\[ \leq (1 + c_1 \sigma_0^{\frac{1}{2}}) \cdots (1 + c_1 \sigma_{j+1}^{\frac{1}{2}}) \leq \Pi_{j=0}^{\infty} (1 + c_1 \sigma_j^{\frac{1}{2}}) \leq \exp \left( c_1 \sum_{j=0}^{\infty} \sigma_j^{\frac{1}{2}} \right). \]

Since \( \sigma_{j+1}/\sigma_j \leq K \leq \frac{1}{4} \), we have
\[ \sum_{j} \sigma_j^{\frac{1}{2}} \leq \sum_{j} \sigma_0 \frac{\sigma_j^{\frac{1}{2}}}{2^{j}} \leq 2\sigma_0, \]
and this implies that \( \|D\xi_j\|_{\sigma_j} \leq \infty \). Therefore, \( \{\xi_j(0)\}_j \) is a Cauchy sequence and it has a limit \( \xi \), as desired.

Since \( Z_j(x, \eta_{j+1}) = Z_{j-1}(x, \xi_j(\eta_{j+1})))Z_j(x, \xi_j(\eta_{j+1}))) \), \( (x, \eta_{j+1}) \in D_{j+1} \) for \( j \geq 1 \) and \( Z_0(x, \eta_1) = Z_0^0(x, \xi^0(\eta_1)) \), for \( |\text{Im} \ x| \leq \frac{\rho_0}{2} \), we have
\[ \|Z_{j+1}(x, 0) - Z_j(x, 0)\| \]
\[ = \|Z_j(x, \xi^{j+1}_j)Z^{j+1}_j(x, \xi^{j+1}_j) - Z_j(x, 0)\| \]
\[ = \|Z_j(x, \xi^{j+1}_j) - Z_j(x, 0) + Z_j(x, \xi^{j+1}_j)(Z^{j+1}_j(x, \xi^{j+1}_j) - I_d)\| \]
\[ \leq \|Z_j(x, \xi^{j+1}_j) - Z_j(x, 0)\| + \|Z_j(x, \xi^{j+1}_j)\| \cdot \|Z^{j+1}_j(x, \xi^{j+1}_j) - I_d\|. \]

Note that \( Z^{j+1}_j = \exp(\chi X_{j+1}) \). Thus we have
\[ \|Z^{j+1}_j(x, \xi^{j+1}_j) - I_d\| \leq 2\|X_{j+1}\|_{D^{j+2}} \leq 2|\chi| \xi^{\frac{1}{2}}_j, \]
\[ \|Z_j(x, \xi^{j+1}_j)\| \leq \Pi_{j=0}^{\infty} \exp(|\chi| \xi^{\frac{1}{2}}_j) \leq \exp \left( 2|\chi| \xi^0 \right), \]
\[ \|Z_j(x, \xi^{j+1}_j) - Z_j(x, 0)\| \leq \|D_{\eta_{j+1}} Z_j\|_{D^{j+1}} \|\xi^{j+1}_j(0)\|. \]
We need the following estimate for $D_{\eta_j+1} Z_j$. Again by the Cauchy inequality, we have
\[
\|D_{\eta_j+1} Z_j\|_{D^j+1} = \|D_{\eta_j+1} Z_j - 1(\cdot, \xi^j(\cdot)) Z^j(\cdot, \xi^j(\cdot))\|_{D^j+1}
\leq \|D_{\eta_j} (Z_{j-1} Z^j)\|_{\{\|Im x\| < \rho_{j+1}\} \times \{\|\eta\| < 2\sigma_{j+1}\}} \|D \xi^j\|_{\sigma_{j+1}}
\leq c' \|Z_{j-1} Z^j\|_{D^j+1} \|D \xi^j\|_{\sigma_{j+1}}
\leq \frac{2c'}{\sigma_j - 4\sigma_{j+1} + 1} \exp \left(2|\chi|\epsilon_0^\frac{1}{\sigma_j}\right) \exp \left(|\chi|\epsilon_0^\frac{1}{\sigma_j+1}\right) \left(1 + c_1 \sigma_j\right)
\leq \frac{c_2}{\sigma_j - 4\sigma_{j+1}},
\]
where $c_2$ is a new constant. Therefore, we have
\[
\|Z_j(x, \xi^{j+1}(0)) - Z_j(x, 0)\| \leq \frac{c_2 \sigma_{j+1}}{\sigma_j - 4\sigma_{j+1}} = \frac{c_2 \sigma_j^\frac{3}{2}}{\sigma_j - 4\sigma_j^\frac{3}{2}} \leq c_3 \sigma_j^\frac{1}{2},
\]
where $c_3$ is again a new constant. Putting all these together, we have
\[
\|Z_{j+1}(x, 0) - Z_j(x, 0)\| \leq \left(c_3 + 2|\chi| \exp \left(2|\chi|\epsilon_0^\frac{1}{\sigma_j}\right)\right) \sigma_j^\frac{1}{2},
\]
which implies that $(Z_j(x, 0))_j$ is a Cauchy sequence.

**Analytic dependence on $\mu$:** First of all, the proof above can be extended to $P : T^d \to g_C$ with $\|P\|_{\rho_0} \leq \epsilon_0$ and to complex $\chi$ with $|\chi| \leq 1$, where $g_C = \{P_1 + iP_2 : P_1, P_2 \in g\}$. The admissibility of $(A_0, C, S, \omega)$ guarantees that for such $P$, there exists a unique analytic solution $X : 2T^d \to g_C$ to
\[
e^{-A_0} e^{A_0} X = -(P - C([P])), [X] = S([P])
\]
with an analytic extension to $|\text{Im} x| < \rho_0$ and the estimate $\|X\|_{\rho_0 - \delta} \leq c^\frac{\|P\|_{\rho_0}}{\rho_0^\beta}$ for all $0 < \delta < \rho_0$.

Now assume that $P, \chi$ depends analytically on $\mu$ in a neighborhood of zero. Let $\nu > 0$ be such that $|\mu| < \nu$ implies $\|P(\cdot, \mu)\|_{\rho_0} < \epsilon_0$ and $|\chi(\mu)| < 1$. For these complex values of $\mu$, there exists $\xi^*(\mu) \in \text{sl}(2, \mathbb{R})$ (with $C(\xi^*) = \xi^*$ and $\xi^*(\mu) \in \text{sl}(2, \mathbb{R})$ for real values of $\mu$) and $X(\cdot, \mu) : 2T^d \to \text{sl}(2, \mathbb{R})$ with analytic extension to $|\text{Im} x| < \frac{\rho_0}{2}$ such that $Z(x, \mu) = \exp(\chi(\mu) X(x, \mu))$ satisfies
\[
Z^{-1}(x + \omega, \mu) A_0 e^{\chi^{p+1} P(x, \mu) e^{-\chi^{p+1} \xi^*(\mu)}} Z(x + \omega, \mu) = A_0
\]
for $|\text{Im} x| < \frac{\rho_0}{2}$ and $|\mu| < \nu$. Moreover, if $\mu$ is real, then $P \in \text{sl}(2, \mathbb{R})$ and $\xi^*(\mu) \in \text{sl}(2, \mathbb{R})$ and $X(x, \mu) \in \text{sl}(2, \mathbb{R})$ for real $x \in 2T^d$. Since the transformations constructed above can be made analytic in $D^j \times \{|\mu| < \nu\}$ and the convergence is uniform in the complex domain $D^* \times \{|\mu| < \nu\}$, the limits are also analytic there. \qed
**Proof of Theorem 3.2:** The proof of this result follows the same lines as that of Theorem 3.1, although they have different linearized equations. That is, there exist $X(x) \in C^\omega(\mathbb{T}^d, g)$ and $Z(x) = \exp(\chi X(x))$ such that

$$Z^{-1}(x + \omega)\exp(\chi^pA_0 + \chi^{p+1}P(x, \mu) - \chi^{p+1}\xi^*(\mu))Z(x) = e^{\chi^pA_0},$$

and the linear version of this equation is

$$-e^{-\chi^pA_0}X(x + \omega)e^{\chi^pA_0} + X(x) = -\chi^p(\Lambda(P) - C(\Lambda([Q])))$$

where $\Lambda(X) = \frac{1}{2}X + B^{-1}XB$ and $B = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$. Let $X = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix}$. Then, $\Lambda(X) = \begin{pmatrix} X_{11} - X_{21}/2 & X_{11}/2 + X_{12} - X_{21}/2 - X_{22}/2 \\ X_{21}/2 + X_{22}/2 \\ X_{21} \end{pmatrix}$. Moreover, we have $\Lambda C = CA$ if $(e^{\chi^pA_0}, C, S, \omega)$ is admissible and $A_0 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$. Assume that

$$(Z^j(x + \omega))^{-1}e\chi^p(A_0 + \chi^{P^j(x, \eta^j)} - \chi^{P^{j+1}}Z^j(x)
= e\chi^p(A_0 + \chi^{P^j}(x, \eta^{j+1}) - \chi^{P^{j+1}}).$$

Then we have

$$\Lambda(\eta^{j+1}) = \Lambda(\eta^j) - C(\Lambda([P^j(x, \eta^j)])).$$

Since $\Lambda^{-1}(0) = 0$, and $\Lambda, C$ commute, we have

$$\eta^{j+1} = \eta^j - C([P^j(x, \eta^j)]).$$

This equation is exactly the same as (A.4), and therefore the remainder of the proof follows from the same arguments as above.

**Appendix B. Proof of Lemma 5.3**

We need the following result from [6].

**Theorem B.1.** Let $X, Y, Z$ be Banach spaces, denote by $O$ the set from which the external parameter $\mu$ is chosen, and suppose that $U \subset X$ and $V \subset Y$ are neighborhoods of $x_0 \in X$ and $y_0 \in Y$, respectively. For some $s > 0$, define

$$B_s(x_0) = \{x \in X : \|x - x_0\|_X < s\}, B_t(y_0) = \{y \in Y : \|y - y_0\|_Y < t\}.$$

Let $\Phi(x, y; \mu) \in C^0(U \times V \times \mathcal{O}, Z)$ and for each $\mu \in \mathcal{O}, \Phi(\cdot, \cdot, \mu) \in C^1(U \times V, Z)$, let $B_s(x_0) \times B_t(y_0) \subset U \times V$, and assume that $\Phi(x_0, y_0; \mu) = 0$ and $D_y\Phi(x_0, y_0; \mu) \in \mathcal{L}(Y, Z)$ is invertible. If

$$\sup_{B_s(x_0)}\|\Phi(x, y_0; \mu)\|_Z \leq \frac{t}{2\|D_y\Phi(x_0, y_0; \mu)\|^{-1}_Z},$$

$$\sup_{B_s(x_0) \times B_t(y_0)}\|Id_Y - (D_y\Phi(x_0, y_0; \mu))^{-1}D_y\Phi(x, y; \mu)\|_{\mathcal{L}(Y, Y)} \leq \frac{1}{2},$$

then there exists $y(\cdot, \mu) \in C^1(B_s(x_0), B_t(y_0))$ such that $\Phi(x, y(x, \mu); \mu) = 0$. In particular, by Proposition 1.2 of [38], we have $y(\cdot, \mu) \in C^0(B_s(x_0) \times \mathcal{O}, B_t(y_0))$. 


For $\mu \in \mathcal{O}$, define the non-linear functional
\[ \Phi_\mu : \mathcal{B}_{\mathcal{O},r}(\text{su}(1, 1), \eta) \times \mathcal{B}_{\mathcal{O},r}(\text{su}(1, 1)) \to \mathcal{B}_{\mathcal{O},r}(\text{su}(1, 1), \eta) \]
by
\[ \Phi_\mu(Y, g) = \mathbb{P}_{\text{re}} \ln(e^{A^{-1}(\mu)Y(\mu, x + \tilde{\omega})A(\mu)} e^{\delta(\mu, x)} e^{-Y(\mu, x)}). \]

Clearly, we have $\Phi_\mu(0, 0) = 0$ and $\|\Phi_\mu(0, g)\| \leq \|g\|_r$. Now we consider the difference
\[ \Phi_\mu(Y + Y', g) - \Phi_\mu(Y, g) = \mathbb{P}_{\text{re}} \ln(e^{A^{-1}(\mu)(Y(\mu, x + \tilde{\omega}) + Y'(\mu, x + \tilde{\omega}))A(\mu)} e^{\delta(\mu, x)} e^{-Y(\mu, x) - Y'(\mu, x)}). \]

We need the Baker-Campbell-Hausdorff formula:
\[ \ln(e^X e^Y) = X + Y + \frac{1}{2}[X, Y] + \frac{1}{12}[[X, [X, Y]] + [Y, [X, Y]]] + \cdots, \]
where $[X, Y] = XY - YX$ denotes the Lie bracket and $\cdots$ denotes the higher order terms of Lie brackets. Then we have
\[ \Phi_\mu(Y + Y', g) - \Phi_\mu(Y, g) = \mathbb{P}_{\text{re}}(-Y' + A^{-1}(\mu)Y'(\mu, x + \tilde{\omega})A(\mu) + O_2(Y, Y', g)). \]

Let $Y = 0$ and $g = 0$. Then the higher order terms vanish and we obtain
\[ D_Y \Phi_\mu(0, 0)(Y') = \mathbb{P}_{\text{re}}(-Y'(\mu, x) + A^{-1}(\mu)Y'(\mu, x + \tilde{\omega})A(\mu)) = -Y'(\mu, x) + A^{-1}(\mu)Y'(\mu, x + \tilde{\omega})A(\mu), \]
Therefore, we have
\[ \|D_Y \Phi_\mu(0, 0)(Y')\| \geq \|Y'(\mu, x) + A^{-1}(\mu)Y(\mu, x + \tilde{\omega})A(\mu)\|_r \geq \eta \|Y\|_r \]
and $\|D_Y \Phi_\mu(0, 0)^{-1}\| \leq \eta^{-1}$.

Choose $s = \epsilon$, $t = \epsilon^{\frac{1}{2}}$, and $\eta \geq 13A(\mu\|2^\epsilon^{\frac{1}{2}} \epsilon^{\frac{1}{2}} \leq \epsilon^{\frac{1}{2}}$, and this verifies the first condition of Theorem B.1. In order to verify the second condition, note that
\[ \|D_Y \Phi_\mu(Y, g)(Y') - D_Y \Phi_\mu(0, 0)(Y')\| = \|O(Y, g)Y'\|_r \]
\[ \leq 6\|A(\mu)\|^2 \|Y\|_r + \|A(\mu)\|^2 \|g\|_r \|Y'\|_r \]
\[ \leq 6\|A(\mu)\|^2 (\epsilon^\frac{1}{2} + \epsilon) \|Y'\|_r \]
This implies that

\[
\sup_{B_s(x_0) \times B_t(y_0)} \| D_Y \Phi_\mu(0, 0) - D_Y \Phi_\mu(Y, g) \| \leq 6 \| A(\mu) \|^2 (\varepsilon^{\frac{1}{2}} + \varepsilon),
\]

and therefore

\[
\sup_{B_s(x_0) \times B_t(y_0)} \| \text{Id}_{B_nre(\eta, \mu)} - D_Y \Phi_\mu(0, 0)^{-1} D_Y \Phi_\mu(Y, g) \| \leq \frac{1}{2},
\]

and the second condition holds as well.

Now we can apply Theorem B.1 to \(\| g \|_r \leq \epsilon, \eta \geq 13 \| A(\mu) \|^2 \varepsilon^{\frac{1}{2}}\) and obtain \(Y(\mu, \cdot)\) with \(\| Y(\mu, \cdot) \|_r \leq \epsilon^{\frac{1}{2}}\), which satisfies \(\Phi_\mu(Y(\mu, \cdot), g(\mu, \cdot)) = 0\), that is,

\[
e^{A^{-1}(\mu) Y(\mu, x + \tilde{\omega}) A(\mu) e^{g(\mu, x)} e^{-Y(\mu, x)}} = e^{g^{re}(\mu, x)},
\]

which is equivalent to

\[
e^{Y(\mu, x + \tilde{\omega}) A(\mu) e^{g(\mu, x)} e^{-Y(\mu, x)}} = A(\mu) e^{g^{re}(\mu, x)}.
\]
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