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Abstract

We obtain the general asymptotic solutions of Einstein gravity with or without cosmological constant in Bondi gauge. The Bondi gauge was originally introduced in the context of gravitational radiation in asymptotically flat gravity. In the original work, initial conditions were prescribed at a null hypersurface and the Einstein equations were shown to take a nested form, which may be used to explicitly integrate them asymptotically. We streamline the derivation of the general asymptotic solution in the asymptotically flat case, and derive the most general asymptotic solutions for the case of non-zero cosmological constant of either sign (asymptotically locally AdS and dS solutions). With non-zero cosmological constant, we present integration schemes which rely on either prescribing data on the conformal boundary or on a null hypersurface and part of the conformal boundary. We explicitly work out the transformation to Fefferman–Graham gauge and identity how to extract the holographic data directly in Bondi coordinates. We illustrate the discussion with a number of examples and show that for asymptotically AdS$_4$ spacetimes the Bondi mass is constant.

Keywords: anti-de Sitter, Bondi gauge, holography, gravitational radiation, Einstein equations, cosmological constant

(Some figures may appear in colour only in the online journal)

Contents

1. Introduction and summary of results 2
2. Bondi gauge metrics 6
   2.1. Null hypersurfaces 6
   2.2. The Bondi gauge 7
   2.3. Asymptotic flatness 7
   2.4. Anti-de Sitter and de Sitter asymptotics 10
1. Introduction and summary of results

The Bondi metric was introduced in the seminal works of Bondi, Sachs and others on gravitational radiation [1, 2]. While all gauges are equivalent a convenient choice of a coordinate system may bring in simplifications and make the physical properties of spacetimes most transparent. In the case of gravitational radiation the objective was to examine the behaviour
of the gravitational field far from the isolated object generating the radiation, and to obtain and use asymptotic solutions of Einstein equations to characterise radiating spacetime.

In asymptotically flat gravity, gravitational waves travel to future null infinity and the task becomes that of obtaining asymptotic solutions near future null infinity. It was shown in [1, 2] that in Bondi gauge the Einstein equations take a nested form and they can be readily integrated near null infinity. If one specifies initial data on an outgoing null hypersurface then the Einstein equations tell us how to propagate this data forward in time to a nearby outgoing null hypersurface. The asymptotic solution involves a number of data that are not determined by the asymptotic analysis alone: such data will be fixed in any given exact solution of the field equations. This undetermined data consists of a scalar function (the Bondi mass aspect); a vector (the angular momentum aspect) and a tensor (the Bondi news). The mass and angular momentum aspects integrated over a cut at null infinity define the total mass and total angular momentum\(^1\) of the system at that time and the news tensor controls how these quantities change in time. In particular, one can show that if the news tensor vanishes (and the matter stress energy tensor goes to zero fast enough at future null infinity) the total mass is constant, while if the news tensor is non-vanishing the total Bondi mass monotonically decreases in time capturing the fact that the system loses mass by emitting gravitational waves.

In the presence of a cosmological constant the nature of infinity changes: with negative cosmological constant conformal infinity is timelike while with positive cosmological constant infinity is spacelike. As there is no null infinity in either case one may question whether analyzing Einstein equations with non-zero cosmological constant in Bondi gauge would be useful. There are however several reasons to do this. In the case of a negative cosmological constant, as we review below, asymptotic solutions in Fefferman–Graham gauge [3] have a clear holographic meaning [4] and one would like to understand the holographic meaning of the data in Bondi gauge. This may then be used to get insight into a possible holographic structure of asymptotically flat gravity. In addition, Bondi-like gauges where Einstein equations take a nested form have been in the used already in the holography literature (see [5] and references therein) and it would be desirable to understand how to extract the holographic data directly in this gauge. Furthermore, an analogue of Bondi mass with many interesting properties has already been defined for a class of asymptotically locally AdS spacetimes [6] and one would like to understand whether such a quantity exists more generally in asymptotically locally AdS spacetimes.

In the case of positive cosmological constant such results are needed even more urgently: current observations indicate that we live in a Universe with a positive cosmological constant and we have also observed gravitational waves. Yet a satisfactory discussion of gravitational waves in de Sitter spacetime is still missing. Recent works addressing these issues include [7–17].

With negative cosmological constant, the appropriate boundary conditions are to fix a conformal class of metrics on the conformal boundary, and a natural coordinate system to use is Gaussian normal coordinates centred at the conformal boundary, the Fefferman–Graham gauge [3]. One may then obtain the general asymptotic solution to Einstein equations by treating the radial coordinate as a small parameter. The Einstein equations become algebraic in this gauge (i.e. they are solved by algebraic manipulation rather than by integrating differential equations) and the pieces of data needed that are left undetermined by the asymptotic analysis are the conformal class and a covariantly conserved symmetric traceless tensor (in even dimensions, in odd dimensions the tensor has a trace). In holography, the boundary metric

---

\(^1\) This definition of angular momentum suffers from supertranslation ambiguities. This issue will not play a role here.
is the background for the dual CFT and the tensor is (the quantum expectation value) of the energy momentum tensor \([4, 18]\). The same tensor can be used to obtain the bulk conserved changes when the spacetime possesses asymptotic Killing vectors \([19]\).

With positive cosmological constant, one may similarly use Gaussian normal coordinates centred at future infinity and work out the asymptotic expansion \([20]\) and the data are again a conformal class of metrics and a covariantly conserved symmetric traceless tensor. Actually, the asymptotic solutions for positive and negative cosmological are related by simple analytic continuation \([21]\).

With non-zero cosmological constant, one may foliate infinity with null hypersurfaces, now ending either at timelike infinity (negative \(\Lambda\)) or spacelike infinity (positive \(\Lambda\)). The structure of the Einstein equations in Bondi gauge and in the presence of a cosmological constant is very similar to that with no cosmological constant. To explain the similarities and differences relative to the case of no cosmological constant we first briefly review the latter.

In this paper for simplicity we restrict ourselves to \(d = 4\) and axial and reflection symmetry. It would be straightforward but tedious to relax these conditions. The metric in Bondi gauge (for any cosmological constant) then takes the form

\[
\begin{align*}
\text{d}s^2 &= - \left( W^2 \text{e}^{2\gamma} - U^2 \text{r}^2 \text{e}^{2\gamma} \right) \text{d}u^2 - 2 e^{2\beta} \text{d}u \text{d}r \\
&\quad - 2 U r^2 \text{e}^{2\gamma} \text{d}u \text{d}\theta + r^2 \left( \text{e}^{2\gamma} \text{d}\theta^2 + e^{-2\gamma} \sin^2 \theta \text{d}\phi^2 \right).
\end{align*}
\]

Here \(u\) is retarded Bondi time, \(r\) is a radial coordinate and \(\theta, \phi\) parametrise the transverse space (which is topologically an \(S^2\)) and \(W, U, \beta, \gamma\) are functions to be determined by solving Einstein equations.

We find it useful also to define the coordinate \(z = 1/r\), which brings infinity to \(z = 0\). Inserting \((1.1)\) in the Einstein equations leads to four main equations and three supplementary conditions. One can then show that the coefficients appearing in these equations are regular as \(z \to 0\). This means that they admit asymptotic solutions with \(W, U, \beta, \gamma\) being regular around \(z = 0\) and one can obtain the asymptotic solutions by successively differentiating the equations w.r.t. \(z\), setting \(z = 0\) and solving the resulting equations (as was done for AdS gravity in Fefferman–Graham gauge in \([4]\)). In all cases we solve the resulting equations in the most general way, so we obtain the most general asymptotic solutions of Einstein equations with the only assumption being that the functions \(W, U, \beta, \gamma\) are four times differentiable.

With no cosmological constant, one provides as initial condition the value of \(\gamma\) at a null hypersurface \(u = u_0 = \text{const}\). Imposing the ‘out-going gauge condition’ \(\gamma_{zz} = 0\) (as in \([1]\)) one finds that all functions admit regular Taylor expansions around \(z = 0\), and one can iteratively solve for all coefficients, except that the coefficient \(W_{zzz}, U_{zzz}, \gamma_{zz}\) are left undetermined by the asymptotic analysis (apart from two equations that link their \(u\) and \(\theta\) derivatives). These three functions are essentially the Bondi mass aspect, the angular momentum aspect and the Bondi news mentioned earlier and the relation of their derivatives is linked to the monotonicity of the total Bondi mass. This data is then enough to determine \(\gamma_{u}\) which allows us to obtain \(\gamma\) at \(u = u_0 + \delta u\) and thus continue the iterative construction of the solution. Note that if one is to relax the ‘out-going gauge condition’ then the solution will also contain logarithmic terms in \(z\) \([22]\).

In the presence of a cosmological constant (with any sign), three of the four main equations can be solved in exactly the same way as in the \(\Lambda = 0\) case but the fourth equation couples the coefficients in such a way that the integration scheme we used for \(\Lambda = 0\) does not work any more. We have found however two alternative integration schemes. First, we note that the ‘out-going gauge condition’ \(\gamma_{zz} = 0\) is now implied by the field equations, so there is

\(^2\)Indices after comma indicate differentiation, i.e. \(\gamma_z = \partial \gamma / \partial z\) etc.
The rest of this paper is organised as follows. In section 2 we present background material needed in order to understand this paper: we introduce null hypersurfaces and the Bondi gauge and we present a brief review of asymptotic flatness and of asymptotically locally AdS and dS spacetimes. Section 3 contains the detailed derivation of the asymptotic solutions and in section 4 we compare and contrast the different integration schemes used in section 3. In section 5 we derive the transformation from Bondi gauge to Fefferman–Graham gauge and discuss the holographic interpretation of the functions appearing in the asymptotic solution in Bondi gauge. In this section we also illustrate the discussion using AdS4, Schwarzschild AdS4 and AdS4 black branes as examples and discuss the properties of Bondi mass for asymptotically AdS4 solutions. We conclude in section 6. The paper contains a number of appendices: in appendix A we present the solution of the supplementary conditions for asymptotically locally (A)dS solutions, in appendix B we provide technical details about the coordinate transformation from Bondi gauge to Fefferman–Graham gauge, in appendix C we discuss the presence of logarithms in the case of the vacuum Einstein equations with cosmological constant (in four dimensions). In the presence of matter such terms can arise and they always have a meaning in the AdS/CFT correspondence: they are related to conformal anomalies of the dual CFT. The cases of $\Lambda > 0$ is related to $\Lambda < 0$ by analytic continuation. We will phrase our discussion using the AdS language, but the same integrations schemes also apply to the dS case (but one should note that $\partial_u$ now becomes spacelike at future infinity).

The first integration scheme, which we call the ‘boundary scheme’, requires as initial data the values of $U, \beta, \gamma$ and $\gamma_{zzz}, U_{zzz}, W_{zzz}$ at $z = 0$ (i.e. at the conformal boundary). One can understand the meaning of this data by transforming to the Fefferman–Graham gauge. Recall that in Fefferman–Graham gauge ($l$ is the AdS radius)

$$\text{d}s^2 = l^2 \left( \frac{\text{d}\rho^2}{\rho^2} + \frac{1}{\rho^2} (g^{(0)}_{ab} + \rho^2 g^{(2)}_{ab} + \rho^3 g^{(3)}_{ab} + \cdots) \text{d}u^a \text{d}u^b \right),$$

where now the free data is $g^{(0)}$ and $g^{(3)}$ (with $g^{(3)}$ traceless and divergenceless), with $g^{(0)}$ being a representative of the conformal class and the background metric of the dual CFT and $g^{(3)}$ is related to the energy momentum tensor of the dual CFT. Now $U, \beta, \gamma$ at $z = 0$ determine $g^{(0)}$, while $\gamma_{zzz}, U_{zzz}, W_{zzz}$ at $z = 0$ determine $g^{(3)}$. So the analysis in Bondi gauge reproduces the salient features of the asymptotic solutions in Fefferman–Graham gauge.

As mentioned earlier, one can obtain the bulk conserved charges from $g^{(3)}$ and thus as in the asymptotically flat case $U_{zzz}, W_{zzz}$ are related to conserved charges, and so is $\gamma_{zzz}$ which was not related to a conserved charge in the asymptotically flat case. In contrast to the asymptotically flat case $\gamma_z$ is now fully determined in terms $U, \beta, \gamma$ at $z = 0$, i.e. the analogue of the news is now fixed. If we further restrict to asymptotically AdS solutions, $\gamma_z$ actually vanishes and the Bondi mass is constant. Similar observations were made in [7, 12, 14–16] (mostly for the dS case). One can understand this result as follows. Since AdS and dS do not have a null infinity, any gravitational radiation will have to be absorbed at the conformal boundary and this would make the boundary metric time dependent. If we fix the boundary metric to be time independent as in the case of asymptotically AdS solutions then there is no possibility for gravitational radiation. A class of radiating spacetimes in AdS, the Robinson–Trautman spacetimes are indeed asymptotically locally AdS and have a time dependent boundary metric [6, 23].
of logarithmic terms in the asymptotic solutions when appropriate matter is present and in appendix D we show the equivalence of the Bondi and Abbott–Deser masses in asymptotically AdS spacetimes.

2. Bondi gauge metrics

We begin this section with an introduction to the Bondi gauge and explain its advantages in studying asymptotically flat space-times. We then review essential features of anti-de Sitter and de Sitter asymptotics, as a precursor to analysing such spacetimes in Bondi gauge.

2.1. Null hypersurfaces

Bondi gauge metrics were introduced and studied in [1, 2] in the context of studying gravitational waves. The Bondi approach involves foliating the spacetime manifold by null hypersurfaces. Following [2], one chooses the coordinate system as follows. Consider a Lorentzian 4-manifold, \( \mathcal{M} \), equipped with a metric \( g_{\mu\nu}(x^\rho) \) of signature \((- + + +)\) and assume the existence of a scalar field \( F = F(x^\mu) \) such that the normal co-vector to \( F, \partial_\mu F \), is null:

\[
g^{\mu\nu}(\partial_\mu F)(\partial_\nu F) = 0. \tag{2.1}
\]

This criterion means null hypersurfaces, \( \mathcal{N}_a \), can be described in terms of the level sets of \( F \) i.e.

\[
\mathcal{N}_a = \{ x^\mu \in \mathcal{M} | F(x^\mu) = a \} \tag{2.2}
\]

and the spacetime \( (\mathcal{M}, g_{\mu\nu}) \) can be foliated, at least locally, using the null hypersurfaces, namely

\[
\mathcal{M} = \{ \mathcal{N}_a | a \in \text{Range}(F) \} \tag{2.3}
\]

where \( \text{Range}(F) \) denotes all possible values of the function \( F \).

The motivation for choosing null hypersurfaces can best be illustrated by looking at their interesting geometrical properties. Let us consider an arbitrary surface \( \mathcal{N}_a \subset \mathcal{M} \) and the integral curves in the spacetime of the vector field \( t^\mu = g^{\mu\nu}(x)\partial_\nu F \); such curves are clearly null and normal to \( \mathcal{N}_a \) and are commonly referred to as null rays. Null rays are also geodesic curves contained within \( \mathcal{N}_a \):

\[
t^\mu \nabla_\mu t^\nu = \lambda(x^\mu)t^\nu. \tag{2.4}
\]

By choosing a suitable (affine) parametrisation we can set \( \lambda = 0 \) and thus the null rays are also null generators of \( \mathcal{N}_a \). This outlines the overall picture of this procedure as being a way to work from space-time \( \rightarrow \) null hypersurface \( \rightarrow \) null ray \( \rightarrow \) null geodesic.

An adapted coordinate system can be chosen to describe such a situation. Typically, one works in retarded Bondi coordinates \( (u, r, \Theta^1, \Theta^2) \). The coordinate \( u \) is a retarded time coordinate which labels the null hypersurfaces \( \mathcal{N}_a \) \( (u = F \) from above equations); this coordinate is clearly null and normal to \( \mathcal{N}_a \) and are commonly referred to as null rays. Null rays are also geodesic curves contained within \( \mathcal{N}_a \):

\[
t^\mu \partial_\mu \Theta^1 = t^\mu \partial_\mu \Theta^2 = 0. \tag{2.5}
\]

This condition means that rays take the form \( c^\mu(\lambda) = (u_0, r(\lambda), \Theta^1_0, \Theta^2_0) \) and thus the coordinate \( r \) can be interpreted as a radial distance coordinate measuring the distance along a null ray.
2.2. The Bondi gauge

Following closely the notation of [24], the most general line element that satisfies the previously discussed coordinate conditions is

\[ ds^2 = -Xdr^2 - 2e^{2\beta} du dr + h_{AB} \left( d\Theta^A + \frac{1}{2} U^A du \right) \left( d\Theta^B + \frac{1}{2} U^B du \right). \]  

(2.6)

It is usual to impose in addition the following four gauge conditions:

\[ \partial_r \det \left( \frac{h_{AB}}{r^2} \right) = 0, \quad g_{rr} = g_{tA} = 0. \]  

(2.7)

This metric together with the gauge conditions is known as the Bondi gauge (or Bondi–Sachs gauge) and any spacetime metric can be locally written in this form. It is the most commonly used approach to analyse foliations by null hypersurfaces, although there are alternative approaches based on the Newman–Penrose formalism [25] using a null tetrad instead of a metric e.g. [26].

The capital Roman indices $A, B$ take values $\{1, 2\}$ which together with the symmetry of $h_{AB}$, gives seven functions in the line element: $(X, \beta, h_{AB}, U^A)$, all of which depend upon the spacetime coordinates $(u, r, \Theta^1, \Theta^2)$. The gauge condition on the determinant of $h_{AB}$ reduces the number of unknown functions in the metric to six. The latter are determined by the Einstein equations, subject to asymptotic data $(r \to \infty)$.

One may choose to retain general covariance in the angular coordinates as in [27] but it is often useful to consider a local choice. In this paper we will commonly utilise the usual $(\theta, \phi)$ of the spherical coordinate system as well as complex coordinates $(\zeta, \bar{\zeta})$, related by

\[ \zeta = e^{i\phi} \cot \left( \frac{\theta}{2} \right), \quad \bar{\zeta} = e^{-i\phi} \cot \left( \frac{\theta}{2} \right). \]  

(2.8)

2.3. Asymptotic flatness

The Bondi gauge has frequently been used to study asymptotically flat spacetimes and their symmetries. Asymptotic flatness may be viewed as the property that the spacetime tends to Minkowski spacetime as $r \to \infty$. This imprecise statement can be given a rigorous definition, which we will briefly touch upon referring to [28, 29] for a detailed discussion, before seeing how to implement asymptotic flatness in a coordinate dependent manner by imposing suitable fall-off conditions upon the metric components.

Let us first recall the notion of conformal compactification [30]. Consider a manifold with boundary $\tilde{\mathcal{M}} = \mathcal{M} \cup \partial \mathcal{M}$ where $\partial \mathcal{M}$ is the boundary. A metric $g_{\mu\nu}$ is *conformally compact* if there exists a defining function $\Omega$ which satisfies

\[ \Omega(\partial \mathcal{M}) = 0, \quad d\Omega(\partial \mathcal{M}) \neq 0, \quad \Omega(\mathcal{M}) > 0 \]  

(2.9)

and the metric $\tilde{g}$ defined by

\[ \tilde{g}_{\mu\nu} = \Omega^2 g_{\mu\nu} \]  

(2.10)

extends smoothly to $\partial \mathcal{M}$. Let us also consider an embedding $f : \mathcal{M} \to \tilde{\mathcal{M}}$ such that $f$ embeds $\mathcal{M}$ as a manifold with smooth boundary $\partial \mathcal{M}$ in $\tilde{\mathcal{M}}$ and such that

\[ \tilde{g} = f_*(\tilde{g}). \]  

(2.11)
where \( f \) denotes ‘pull back’ of the embedding function \( f \). The unphysical spacetime \((\tilde{M}, \tilde{g})\) is often referred to as the conformal compactification of the spacetime \((\mathcal{M}, g)\) and \( \partial \mathcal{M} \) is the conformal boundary of the spacetime.

Asymptotic flatness is now defined by putting further conditions on the conformal compactification. Different definitions have been proposed through the years, see [28, 29] (and references therein). The precise details also depend on whether one would like to consider asymptotic flatness at spatial infinity, null infinity or both. We will not need these details here.

For our purposes it suffices to say that we will consider cases with \( R_{\mu \nu} = 0 \) in an open neighbourhood of \( \partial \mathcal{M} \) in \( \mathcal{M} \cup \partial \mathcal{M} \).

Let us now implement asymptotic flatness in a coordinate dependent manner. The Minkowski metric in retarded coordinates \((u, r, \zeta, \bar{\zeta})\) is given by

\[
\text{d}s^2_{\mathcal{M}} = -\text{d}u^2 - 2\text{d}udr + 2r^2\gamma_{\zeta \bar{\zeta}}\text{d}\zeta\text{d}\bar{\zeta}
\]

where

\[
u = t - r, \quad \gamma_{\zeta \bar{\zeta}} = \frac{2}{(1 + \zeta \bar{\zeta})^2}.\]  

(2.13)

Here \( u \) is a retarded time coordinate and \( \gamma_{\zeta \bar{\zeta}} \) is the round metric on \( S^2 \). This metric is in Bondi gauge with function choices \( h_{\zeta \bar{\zeta}} = h_{\bar{\zeta} \zeta} = \beta = U^4 = 0, X = 1, h_{\zeta \zeta} = r^2\gamma_{\zeta \zeta} \). Note that this choice of coordinates is suitable for analysis near \( \mathcal{I}^+ \). To analyse neighbourhoods of \( \mathcal{I}^- \), the metric can be expressed in advanced coordinates \((\nu, r, \zeta, \bar{\zeta})\) where \( \nu = t + r \) and thus

\[
\text{d}s^2_{\mathcal{M}} = -\text{d}\nu^2 + 2\text{d}\nu dr + 2r^2\gamma_{\zeta \bar{\zeta}}\text{d}\zeta\text{d}\bar{\zeta}.
\]

(2.14)

For this paper, we will use retarded coordinates and thus restrict our attention to neighbourhoods of \( \mathcal{I}^+ \).

For a general asymptotically flat metric the metric functions admit power series expansions in \( 1/r \) with the leading order term being that of the Minkowski metric, as we will re-derive here. The review [24] discusses suitable fall-off conditions for the subleading terms in the series: the fall-off should include gravitational wave emitting solutions, as was the motivation in [1]. These criteria were imposed in [1, 2] and if we combine this with the following fall-off of the Weyl curvature tensor components at large \( r \)

\[
C_{\zeta \bar{\zeta} \zeta} \sim O(r^{-3}), \quad C_{\zeta \bar{\zeta} \nu} \sim O(r^{-3}), \quad C_{\nu \zeta \bar{\zeta}} \sim O(r^{-3})
\]

(2.15)

as in [24] then we obtain the class of asymptotically flat metrics in Bondi gauge as

\[
\text{d}s^2 = \text{d}s^2_{\mathcal{M}} + \frac{2m_B}{r}\text{d}u^2 + rC_{\zeta \zeta \zeta}\text{d}\zeta^2 + rC_{\zeta \bar{\zeta} \bar{\zeta}}\text{d}\bar{\zeta}^2 + D^5C_{\zeta \zeta \zeta}\text{d}\zeta + D^5C_{\zeta \bar{\zeta} \bar{\zeta}}\text{d}\bar{\zeta}
\]

\[
+ \frac{1}{r}\left( \frac{4}{3}(N_\zeta + u\partial_\zeta m_B) - \frac{1}{4}\partial_\nu (C_{\zeta \zeta \zeta}) \right)\text{d}\zeta + \text{c.c.} + \ldots
\]

(2.16)

where \( D_\zeta \) is the covariant derivative with respect to the metric of the round sphere \( \gamma_{\zeta \bar{\zeta}} \) and the first term in the equation is just the Minkowski metric. The rest of the terms in the first line are the first order subleading terms in powers of \( r \). Notice that although these terms have different powers of \( r \) preceding them, they are all subleading as \( r \to \infty \) when compared to the Minkowski metric. The second line of the equation contains second order subleading terms, included here as these terms contain physically interesting functions.

\[\text{Such conformal compactification is called asymptotically empty.}\]
At $O(1/r)$ in $g_{uu}$ is a function $m_B = m_B(u, \zeta, \bar{\zeta})$ is known as the Bondi mass aspect. One of the key results of [1] is that the Bondi mass aspect can be integrated over the unit $S^2$ to give the total Bondi mass $\mathcal{M}_B$ of the system at time $u$

$$\mathcal{M}_B = \frac{1}{4\pi} \int_{S^2} m_B = \frac{1}{4\pi} \int d^2z \gamma_{\zeta \bar{\zeta}} m_B.$$  

(2.17)

The Bondi mass is a natural way to define the mass of a system at $I^+$, and is an alternative to the ADM mass which is defined as an integral at spatial infinity $I^0$.

Contained in the $1/r$ suppressed terms relative to the Minkowski metric is the shear tensor $C_{AB}(u, \zeta, \bar{\zeta})$; a symmetric and traceless tensor of type $[0, 2]$. This tensor describes the gravitational waves in the spacetime (recall we wanted the fall-off conditions to include these solutions) and it motivates the definition of another key concept in the Bondi gauge, the Bondi news tensor, $N_{AB}$,

$$N_{AB}(u, \zeta, \bar{\zeta}) = \partial_{\bar{\zeta}}C_{AB}(u, \zeta, \bar{\zeta}).$$  

(2.18)

The news tensor is again a symmetric and traceless tensor of type $[0, 2]$. The name ‘news’ for this tensor can be best explained by imposing Einstein’s equations (with $\Lambda = 0$) upon the metric

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi T_{\mu\nu}, \quad \lim_{r \to \infty} T_{\mu\nu} = 0$$  

(2.19)

where the limit condition on the stress energy tensor is typically enforced such that $\Omega^{-1}T_{ab}$ has a smooth conformal completion to $\mathcal{J}^+ = \{\Omega = 0\}$ (where $\Omega \sim 1/r$ for the case at hand). This condition is a requirement for asymptotic flatness as it forces the asymptotically empty condition mentioned above. The authors of [1] solved the field equations by expanding in large $r$ and solving the equations that arise at each order and we will streamline this derivation here. The leading order ($O(r^{-2})$) of the $(uu)$ component of the Einstein equations then reads (see discussions in [24, 27])

$$\partial_{\bar{\zeta}}m_B = \frac{1}{4} [D_{\zeta}N^{\zeta\zeta} + D_{\bar{\zeta}}N^{\bar{\zeta}\bar{\zeta}} - N_{\zeta\bar{\zeta}}N^{\zeta\bar{\zeta}}] - 4\pi \lim_{r \to \infty} r^2 T_{uu}.$$  

(2.20)

Thus the news tensor, along with the stress tensor, governs the change in the Bondi mass aspect—it provides the ‘news’ regarding the change in the mass aspect. If the spacetime under consideration is vacuum (as in [1]) then the news entirely governs the change in mass.

The final interesting term is the $N^4$ which appears in the subleading terms in the second line of (2.16). This vector is named the angular momentum aspect and—in a similar fashion to the mass aspect—can be used to define the total angular momentum at $\mathcal{J}^+$ via a suitable integral. Both the mass aspect and angular momentum aspect arise as functions of integration in the full set of Einstein field equations, although the field equations do contain evolution equations for these [27, 33–35] which we will discuss in detail later.

Comparing the general Bondi gauge metric with the asymptotically flat metric, the fall-off conditions on the metric functions are

$$X = 1 - \frac{2m_B}{r} + O(r^{-2}), \quad \beta = O(r^{-2}),$$

$$g_{AB} = r^2 \gamma_{AB} + rC_{AB} + O_1, \quad U_A = \frac{1}{r^2} D^B C_{AB} + O(r^{-3}).$$  

(2.21)

This quantity is sometimes referred to in the literature as the Trautman–Bondi mass, as it was also discussed by Trautman in [31], see also the lecture notes [32] for further comments and references.
The infinite dimensional symmetry group of all coordinate transformations that preserves these conditions as well as the gauge itself is known as the BMS group [36].

2.4. Anti-de Sitter and de Sitter asymptotics

Let us now consider spacetimes that satisfy the Einstein field equations with \( \Lambda \neq 0 \)

\[
R_{\mu\nu} - \frac{1}{2}R g_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi T_{\mu\nu}. \tag{2.22}
\]

We will focus mainly on the case of anti-de Sitter asymptotics (\( \Lambda < 0 \)) although the discussion generalises straightforwardly to the de Sitter case (\( \Lambda > 0 \)). Throughout this paper we will concentrate on vacuum spacetimes, i.e. \( T_{\mu\nu} = 0 \).

AdS\(_4\) is the maximally symmetric solution to the vacuum Einstein equations with negative cosmological constant. The AdS\(_4\) metric can be written in Bondi gauge as

\[
d s^2_{\text{AdS}} = - \left(1 + \frac{r^2}{l^2}\right) du^2 - 2du dr + r^2 d\Omega^2 \tag{2.23}
\]

where \( l^2 = -3/\Lambda \); \( l \) is the AdS radius or curvature radius of the spacetime as the Riemann tensor for AdS\(_4\) takes the form

\[
R_{\alpha\beta\gamma\delta} = \frac{1}{l^2} (g_{\alpha\delta} g_{\beta\gamma} - g_{\alpha\gamma} g_{\beta\delta}). \tag{2.24}
\]

We define an asymptotically locally AdS metric to be a conformally compact Einstein metric of negative cosmological constant. In what follows we briefly review the key features relevant for this paper, see [3, 21, 37, 38] for more details. Consider a manifold with boundary \( \bar{M} = M \cup \partial M \), equipped with a conformally compact metric \( g_{\mu\nu} \), as in (2.9)–(2.10). We further require

\[
g(0) = g|_{\partial M} \tag{2.25}
\]

is non-degenerate. Note that \( g(0) \) is not unique since the choice of defining function is non-unique: if \( \Omega \) is a suitable defining function, then so is \( \Omega e^w \), where \( w \) is a function with no zeroes or poles on \( \partial M \). Thus the induced metric at \( \partial M \), \( g_{(0)} \), is also non-unique. This procedure defines a conformal class of metric and \( g(0) \) is a representative of the conformal class of metrics.

Using (2.10) the Riemann tensor of \( g_{\mu\nu} \) takes the form

\[
R_{\alpha\beta\gamma\delta}[g] = |d\Omega|^2 \left( g_{\alpha\delta} g_{\beta\gamma} - g_{\alpha\gamma} g_{\beta\delta} \right) + O(\Omega^{-3}) \tag{2.26}
\]

where the leading order term is \( O(\Omega^{-4}) \). One can also define

\[
|d\Omega|^2 = \bar{g}^{\mu\nu} (\partial_\mu \Omega)(\partial_\nu \Omega), \tag{2.27}
\]

a quantity which smoothly extends to \( \bar{M} \); its restriction to \( \partial M \) is a conformal invariant [21]. The metric \( g_{\mu\nu} \) should be Einstein, i.e. it should satisfy (2.22). As in the asymptotically flat case, \( \Omega^{-1} T_{\mu\nu} \) should have a smooth conformal completion to \( \partial M = \{\Omega = 0\} \). Enforcing (2.22) upon (2.26) gives

\[
3g_{\mu\nu}|d\Omega|^2 + \Lambda g_{\mu\nu} + O(\Omega^{-1}) = 8\pi T_{\mu\nu} \tag{2.28}
\]

and thus as \( \Omega \to 0 \) (after rearrangement)
Thus near the boundary $\partial M$, the Riemann curvature tensor of the metric $g_{\mu\nu}$ is to leading order the same as that of the AdS$_4$ metric.

We emphasise that this definition does not enforce any restriction on the topology of $\partial M$ or the metric $g^{(0)}$ induced at $\partial M$. For global AdS$_4$ the conformal boundary has the topology of $\mathbb{R} \times S^2$ and the metric $g^{(0)}$ is conformally flat. Asymptotically locally AdS spacetimes for which $g^{(0)}$ is conformally flat are called asymptotically AdS spacetimes. (Thus asymptotically AdS spacetimes are a subset of asymptotically locally AdS spacetimes). Holographically $g^{(0)}$ corresponds to the background metric for the dual quantum field theory and it is thus essential to consider generic $g^{(0)}$.

The discussion of asymptotically locally AdS metrics extends to the case of a positive cosmological constant in a very straightforward manner. The Einstein equations for asymptotically locally dS spacetimes are related to those of AdS via the simple transformation

$$l^2_{\text{AdS}} \rightarrow -l^2_{\text{dS}}$$

and thus to define dS asymptotics, one simply repeats (2.22)–(2.29) with every occurrence of $l^2$ being replaced by $-l^2$.

In preparation for the discussion in the next section we indicate in figure 2 how asymptotically locally $\Lambda \neq 0$ spacetimes are locally foliated by null hypersurfaces.

3. The Einstein field equations

In this section we will compute the vacuum Einstein equations in the presence of a cosmological constant for an axisymmetric, $\phi$-reflection symmetric Bondi gauge metric. The techniques employed in doing this are very similar to those of [1] and many of the properties of the original method carry over.

3.1. General considerations

We first apply some simplifications to the general Bondi gauge metric. Working in coordinates $(u, r, \theta, \phi)$, we enforce both axi-symmetry ($\partial/\partial \phi$ a Killing vector field) and reflection symmetry in $\phi$ (so the metric is invariant under $d\phi \rightarrow -d\phi$). In Bondi function notation, this means we set $h_{\theta\phi} = h_{\phi\theta} = U^\phi = 0$, reducing the number of unknown functions to four. These choices are made entirely for computational simplification in the calculations that follow.

Following [1], we now write the remaining functions in the form

$$X = W r^2 e^{2\beta}, \quad h_{\theta\theta} = r^2 e^{2\gamma}, \quad h_{\phi\phi} = r^2 \sin^2 \theta e^{-2\gamma}, \quad U^\theta = -2U$$

(3.1)

giving us the line element

$$ds^2 = -(W r^2 e^{2\beta} - U^2 r^2 e^{2\gamma})du^2 - 2e^{2\beta} du dr$$

$$- 2Ur^2 e^{2\gamma} dud\theta + r^2 (e^{2\gamma} d\theta^2 + e^{-2\gamma} \sin^2 \theta d\phi^2).$$

(3.2)

This choice of metric has a restriction in the determinant along the sphere ($\det(h_{AB}/r^2) = \sin^2 \theta$); $r$ is a luminosity distance. The Einstein equations are expressed in terms of the four metric functions $(\gamma(u, r, \theta), \beta(u, r, \theta), U(u, r, \theta), W(u, r, \theta))$. 
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In this paper we will analyse the Einstein vacuum equations,

$$R_{\mu\nu} = \Lambda g_{\mu\nu}. \quad (3.3)$$

The generalization to include matter would be straightforward. It is quite common in the relativity literature to solve Einstein’s equations with ‘asymptotically vacuum’ matter such that \(\lim_{r \to \infty} T_{\mu\nu} = 0\); an example can be found in [27], involving an asymptotic power series expansion in negative powers of the radial coordinate. However, as is well known in holography, the presence of matter generically affects the powers arising in the asymptotic expansions and logarithmic terms can arise for matter of specific masses, see the discussion in appendix C as well as the references [4, 21].

Following [1], we separate Einstein’s equations into the four ‘main equations’

$$R_{rr} = R_{\theta\theta} = 0, \quad R_{\phi\phi} = \Lambda r^2 e^{2\gamma} \sin^2 \theta; \quad (3.4)$$

three ‘trivial equations’

$$R_{u\phi} = R_{r\phi} = R_{\theta\phi} = 0 \quad (3.5)$$
and three ‘supplementary equations’

\[ R_{uu} = -\Lambda(W r^2 e^{2\beta} - U^2 r^2 e^{2\gamma}), \quad R_{u\theta} = -\Lambda U r^2 e^{2\gamma}, \quad R_{u\phi} = -\Lambda e^{2\beta}. \] (3.6)

The main equations are so named because they must be solved in order to generate solutions to the field equations. The trivial equations are automatically satisfied because of the symmetries of the spacetime metric. The supplementary conditions will be shown to provide constraint equations for the functions of integration arising from the main equations. These will be discussed in section 3.4 but first we will focus our attention on the main equations:

\[ 0 = -R_{rr} = -4 \left[ \beta_r - \frac{1}{2} r (\gamma_r)^2 \right] r^{-1} \] (3.7a)

\[ 0 = 2r^2 R_{r\theta} = [r^2 e^{2(\gamma - \beta)} U_r]_r \]
\[ -2r^2 [\beta_r - \gamma_r - 2\gamma_r \gamma_\theta - 2\beta_\theta r^{-1} - 2\gamma_r \cot \theta] \] (3.7b)

\[ -2\Lambda r^2 e^{2\beta} = -R_{\theta\theta} e^{2(\beta - \gamma)} - r^2 R^\phi_\phi e^{2\beta} = 2 (r^3 W)_r + \frac{1}{2} r^4 e^{2(\gamma - \beta)} (U_r)^2 - r^2 U_{r\theta} \]
\[ -4r U_{r\theta} r^2 U_r \cot \theta - 4r U \cot \theta \]
\[ + 2 e^{2(\beta - \gamma)} \left[ -1 - (3\gamma_\theta - \beta_\theta) \cot \theta \right] \]
\[ - \gamma_{\theta\theta} + \beta_{\theta\theta} + (\beta_\theta)^2 + 2\gamma_\theta (\gamma_\theta - \beta_\theta)] \] (3.7c)

Figure 2. Left panel. Penrose diagram of the asymptotic region of an asymptotically locally AdS spacetime, where the timelike boundary manifold \( \partial M \) is denoted \( \mathcal{J} \). The dashed green curves represent null hypersurfaces \( \mathcal{N}_u = \{ u = u_i | u_i = \text{constant} \} \) and the dotted blue curves timelike surfaces of constant \( r \). Right panel. Penrose diagram of the asymptotic region of an asymptotically locally dS space-time, where we have chosen to foliate the future spacelike boundary \( \partial M = \mathcal{I}^+ \). The dashed green curves represent null hypersurfaces \( \mathcal{N}_u = \{ u = u_i | u_i = \text{constant} \} \) and the dotted blue curves spacelike surfaces of constant \( r \). The difference in the properties of constant \( r \) surfaces between AdS (timelike) and dS (spacelike) is due to the presence of a cosmological horizon in asymptotically locally dS spacetimes.
Notice that the first two equations agree with the first two main equations in [1]. The second two are altered by the inclusion of the cosmological constant but they manifestly reduce to the original equations in the \( \Lambda \to 0 \) limit. We will now follow closely the integration scheme of [1] to see how this alters the solutions to the equations above.

We will first solve the main equations following the same approach as the original analysis [1]:

1. Specify \( \gamma(u, r, \theta) \) on an initial null hypersurface \( \mathcal{N}_0 \), i.e. \( \gamma(u_0, r, \theta) \).
2. Solve (3.7a) on the null hypersurface \( \mathcal{N}_0 \) to compute \( \beta(u_0, r, \theta) \). This is possible as only \( \gamma(u_0, r, \theta) \) appears in the equation,
3. Solve (3.7b) for \( U(u_0, r, \theta) \). This is possible as only \( \gamma(u_0, r, \theta) \) and \( \beta(u_0, r, \theta) \) appear in the equation.
4. Solve (3.7c) for \( W(u_0, r, \theta) \). Only \( \gamma(u_0, r, \theta), \beta(u_0, r, \theta) \) and \( U(u_0, r, \theta) \) appear in the equation.
5. Solve equation (3.7d) for \( \gamma_u(u_0, r, \theta) \) i.e. to obtain \( \gamma \) on the next null hypersurface \( \mathcal{N}_0 + \delta u \).
6. Repeat from step 1 with the new Bondi time \( u_0 + \delta u \). Iteration gives the Einstein solution for the future domain of dependence of \( \mathcal{N}_0 \), \( D^+(\mathcal{N}_0) \), see figure 3.

Specialising briefly to the case of AdS, we observe that unlike asymptotically flat spacetime we have \( D^+(\mathcal{N}_0) \neq J^+(\mathcal{N}_0) \), where \( J^+ \) indicates the causal future. To solve the equations in \( J^+(\mathcal{N}_0) \) we would need to specify extra data on a new hypersurface (e.g. the conformal boundary \( \mathcal{J} \)). We will discuss in detail the integration scheme for AdS asymptotics in section 4.

In the case of asymptotically locally dS spacetimes the situation is slightly different, firstly because we now have two boundaries: future spacelike infinity, \( \mathcal{J}^+ \), and past spacelike infinity, \( \mathcal{J}^- \). We will restrict consideration to a retarded null foliation of the future spacelike boundary, \( \mathcal{J}^+ \), when we discuss this case in greater detail in section 4.3. We will see that this has a number of different subtleties when compared with the flat and AdS cases.

3.2. Solving the main equations asymptotically

We are interested in solving the Einstein equations in the *asymptotic region* (large \( r \)) of the spacetime in the most general manner possible. It is convenient to implement an inversion map

\[
r = \frac{1}{z}
\]

so that solving the equations as \( r \to \infty \) is reduced to the analytically simpler procedure of solving around \( z = 0 \). Carrying out this substitution in the main equations gives

\[
0 = 2\beta_z + z(\gamma_z)^2
\]
where we have multiplied the second equation through by $z$, and the last two through by $z^2$ in order to obtain expressions that are regular at $z = 0$. We have also rescaled the first equation by
dividing through by $2z^3$; this is not necessary to make the equation regular at $z = 0$ but enables iterative differentiation of the field equation.

We assume that the metric functions $(\gamma, \beta, U, W)$ are suitably differentiable (at least $C^4$) at $z = 0$ and derive asymptotic solutions to the field equations via the following procedure:

1. Evaluate the field equations at $z = 0$ and solve the resulting algebraic equations.
2. Differentiate the field equations with respect to $z$.
3. Return to step (1) for the differentiated field equation.

We will follow this procedure equation by equation, making use of the nested structure to move from one to the next.

### 3.2.1. The first equation

The first main equation is (3.9a). Applying the differentiation procedure and solving at each order we obtain

$$
\beta_z(u_0, 0, \theta) = 0
$$

$$
\beta_{zz}(u_0, 0, \theta) = -\frac{1}{2} [\gamma_z(u_0, 0, \theta)]^2
$$

$$
\beta_{zzz}(u_0, 0, \theta) = -2\gamma_z(u_0, 0, \theta)\gamma_{zz}(u_0, 0, \theta)
$$

$$
\beta_{zzzz}(u_0, 0, \theta) = 3 \left( [\gamma_z(u_0, 0, \theta)]^2 - \gamma_z(u_0, 0, \theta)\gamma_{zzz}(u_0, 0, \theta) \right) .
$$

(3.10)

This procedure can be continued to arbitrary order although the terms displayed above will be sufficient for our analysis. In solving the subsequent field equations, it will be left implicit that the equations are evaluated at $(u_0, 0, \theta)$. Note that the iterative procedure does not produce an equation for $\beta(u_0, 0, \theta)$; the latter is an integration function, which we denote as $\beta_0(u, \theta) = \beta(u, 0, \theta)$.

### 3.2.2. The second equation

The second equation is (3.9b). Given that we know both $\gamma$ and $\beta$ from the first equation, we can now solve this equation via the recursive differentiation procedure. The first two iterations give

$$
U_z = 2\beta_0 \theta e^{2(\beta_0 - \gamma)}
$$

(3.11a)

$$
U_{zz} = -2e^{2\beta_0 - 2\gamma} (2\beta_0 \theta \gamma_z - 2\gamma_z \gamma_{z\theta} + 2 \cot(\theta) \gamma_{zz})
$$

(3.11b)

where all the equations are implicitly evaluated at $z = 0$ on the hypersurface $\mathcal{N}_u$. The procedure does not constrain $U(u_0, 0, \theta)$ thus giving an integration function $U_0(u, \theta) = U(u, 0, \theta)$.

The third iteration of the differentiation procedure does not give an equation for $U_{zzz}$ but instead a constraint equation:

$$
2\gamma_z \gamma_{zz} - \gamma_{zz\theta} - 2 \cot(\theta) \gamma_{zz} = 0.
$$

(3.12)

This equation was solved in the asymptotically flat case of [1] by setting $\gamma_{zz} = 0$, the ‘outgoing wave condition’. It has since been argued, most notably in [22, 39, 40], that this equation implies the existence of polyhomogeneous asymptotic solutions for asymptotically flat spacetimes i.e. series involving terms of the form $z^i \log^j(z)$, $i, j \in \mathbb{N}$.

We will leave this equation unsolved for now and return to discuss it after we solve the fourth of the main equations; we will argue that the solution to that equation forbids the possibility of a polyhomogeneous form of the solution for non-zero cosmological constant (in the absence of matter). For now, we merely note that this equation indicates the presence of another integration function, as $U_{zzz}(u_0, 0, \theta)$ remains undetermined by the iterative procedure. We name this function $U_3(u, \theta) = U_{zzz}(u, 0, \theta)/3!$ where the choice of normalisation
will become clearer as we continue to solve the main equations. In the asymptotically flat literature, this function is related to the Bondi angular momentum of the spacetime \cite{1, 41}.

The fourth iteration of the differentiation procedure produces the following equation

\[ U_{zzzz} = -2e^{-2\gamma}( -16\cos^{2}\gamma \theta_{0,\theta} \gamma^{3} + 15e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma^{2} + 4e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma + 10e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{z} - 3e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{zz} z + 2e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{z} z + 6e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{zz} z + 10e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{zz} z - 6 \cot(\theta) e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{zz} z + 3e^{2\theta} \cos^{2}\gamma \theta_{0,\theta} \gamma_{zz} z z ) , \]

which is an algebraic equation for \( U_{zzzz} \) in terms of \( U_{zzz} \). The presence of this equation makes sense because of the structure of the integration functions for equation (3.9b). If we were to repeat the differentiation procedure we would see that \( \partial_{n}^{(n+1)} U \) would be given algebraically in terms of \( \partial_{n}^{(n)} U \) for \( n \geq 3 \) so we observe that knowledge of \( U_{zzzz}(u,0,\theta) \) would allow us to compute all higher derivatives at \( z = 0 \). We will later see via the supplementary conditions that one does arrive at an evolution equation for \( U_{zzzz} \).

3.2.3. The third equation. The third equation is (3.9e); this is the first equation that explicitly includes the cosmological constant \( \Lambda \) and thus it will have different solutions from [1].

The equations are again solved by applying the iterative differentiation procedure:

\[ W = -\frac{1}{3} e^{2\theta} \Lambda \]

\[ W_{z} = \cot(\theta) U_{0} + U_{0,\theta} \]

\[ W_{zz} = e^{2\theta} (2 + \Lambda e^{2\theta} (\gamma_{z})^{2} + 4 \cot(\theta) \beta_{0,\theta} + 8(\beta_{0,\theta})^{2} + 6 \cot(\theta) \gamma_{z,\theta} - 8 \beta_{0,\theta} \gamma_{z,\theta} - 4(\gamma_{z,\theta})^{2} + 4 \beta_{0,\theta,\theta} + 2 \gamma_{z,\theta,\theta} ) . \]

The third equation does not give an algebraic equation for \( W_{zzz} \) but rather another constraint equation

\[ \Lambda e^{2\theta} \gamma_{z,\theta,\theta} \gamma_{zz} \gamma_{z} = 0 \implies \gamma_{z,\theta,\theta} \gamma_{zz} \gamma_{z} = 0 . \]

Note that this equation is unique to \( \Lambda \neq 0 \). We will not yet solve this constraint: the solution is determined by the fourth main equation. This constraint equation again implies an integration function for the third equation as the differentiation procedure does not produce an equation for \( W_{zzz} \). We will name this integration function \( \gamma_{z} = W_{zzz}(u,0,\theta) / 3! \).

In the asymptotically flat case, this function is related to the Bondi mass aspect of the spacetime, a concept we will examine in more detail in the asymptotically AdS case in section 5.

The structure of the higher order equations in the recursive differentiation procedure is similar to that of the second equation. The result of the procedure is that \( \partial_{n}^{(n+1)} W \) is determined algebraically in terms of \( \partial_{n}^{(n)} W \). We again remark that once we know the integration function \( W_{z} \) we can then compute all derivatives of third order and higher.

3.2.4. The fourth equation. The fourth and final main equation, which we consider as an equation for \( \gamma_{z,\theta} \), is (3.9d). We again apply the recursive scheme to solve for \( \gamma_{z,\theta} \). Using the solutions to the previous equations, the first non-trivial equation is
\[ \Lambda \gamma_z = -\frac{3}{2} e^{-2\beta_0}(\cot(\theta)U_0 - U_{0,\theta} - 2U_{0,\gamma,\theta} - 2\gamma,\theta). \]  

(3.16)

This equation is presented slightly differently to the previous main equations; we will discuss this further in section 4. The key point here is that the presence of the cosmological constant couples the equation for \( \gamma,\theta \) to \( \gamma_z \).

The next non-trivial equation is

\[ \Lambda e^{2\beta_0} \gamma_z = 0 \implies \gamma_z = 0. \]  

(3.17)

This constraint automatically solves the two previous constraint equations (3.12) and (3.15). This is precisely the outgoing wave condition that was enforced a priori in [1] and has since been understood in more generality in a Bondi type set up (see e.g. [42]). In the case of non-zero cosmological constant, \( \gamma_z = 0 \) is required by the field equations, i.e. it is not an assumption.

At the next order of the recursive differentiation procedure, we find the equation

\[ e^{2\gamma} \gamma_{uzz}(u_0, 0, \theta) = 0 \implies \gamma_{uzz}(u_0, 0, \theta) = 0 \]  

(3.18)

which implies that the form of \( \gamma_{uzz}(u_0, 0, \theta) \) is preserved on hypersurfaces \( N_u \) for \( u > u_0 \). Since \( \gamma_{uzz}(u_0, 0, \theta) = 0 \) from (3.17), the outgoing wave equation is propagated into \( D^+(N_0) \).

When \( \Lambda = 0 \) equation (3.16) implies \( \gamma_{uzz}(u_0, 0, \theta) = 0 \) (as we will shortly discuss in detail in section 3.3), \( \gamma_z = 0 \) for \( u > u_0 \) as we just discussed, and we are left with one integration function \( \gamma_z(u, 0, \theta) = \gamma_1(u, \theta) \). (The \( u \)-derivative of) this integration function is essentially the Bondi news.

Returning to the \( \Lambda \neq 0 \) case we note that the procedure of differentiation did not produce an equation for \( \gamma_{uzz}(u_0, 0, \theta) \), again implying the presence of an integration functions \( \gamma_z(u, 0, \theta) = \gamma_1(u, \theta) \) (as in the \( \Lambda = 0 \) case). Finally, to determine \( \gamma,\theta \) (so that we can move to the next null hypersurface \( N_{(u_0+\delta u)} \) we also need to know non-trivial integration functions \( (U_0, \beta_0) \). We will discuss in more detail the \( \Lambda \)AdS integration schemes in section 4.

As a final comment we note that the next non-trivial equation produced by the iterative procedure is

\[ \Lambda \gamma_{uzzz} = -\frac{3}{2} e^{-2(\beta_0+\gamma)}(48e^{2\beta_0}\beta_{0,\theta}(\gamma_z)^2 - 96e^{2\beta_0}\beta_{0,\theta,\gamma}(\gamma_z)^2 + 6e^{2\beta_0}\beta_{0,\theta,\gamma,\theta} + 24\cot(\theta)e^{2\beta_0}\beta_{0,\theta,\gamma,\gamma} + 18e^{2\beta_0}\gamma,\theta,\gamma_z + 18e^{2\beta_0}(\gamma,\theta,\theta)^2 - 24\cot(\theta)e^{2\beta_0}(\gamma,\theta,\theta)^2 + 90\cot(\theta)e^{2\beta_0}\beta_{0,\theta,\theta}(\gamma_z)^2 + 24\cot(\theta)e^{2\beta_0}\beta_{0,\theta,\theta}(\gamma_z)^2 + 30\cot(\theta)e^{2\beta_0}\gamma,\theta,\gamma_z - 24\cot(\theta)e^{2\beta_0}(\gamma,\theta,\theta)^2 - 8e^{2\gamma}\gamma_{uzzz} + e^{2\gamma}(2\gamma_{uzzz}U_{0,\gamma} - 6\beta_0\gamma - 2\gamma,\theta + \cot(\theta)) - 12e^{2\gamma}\gamma_{uzzz}U_{0,\theta}) \]

(3.19)

which shows that the evolution equation for \( \gamma_{uzzz} \) is coupled to \( \gamma_{uzzz} \) via the cosmological constant \( \Lambda \). This coupling is a general feature of this field equation at higher orders, namely the equation for \( \partial_t^{(n)} \gamma_{uzzz} \) is given in terms of \( \partial_t^{(n+1)} \gamma \). So if we provide a new integration function \( \gamma_{uzzz}(u, 0, \theta) \) then all higher order terms are determined. A more detailed discussion will be given in section 4.
3.3. General form of the asymptotic solutions

Using the procedure of recursive differentiation we have obtained a general form for the asymptotic solution to the field equations. The key to this structure is that \( \gamma_\infty (u, 0, \theta) = 0 \) which results in the vanishing of potential polyhomogeneous terms in the asymptotic solution (as discussed in [22]). Note that the vanishing of this term is forced by equation (3.17) rather than being assumed as it was in [1].

In previous literature it has been found that the metric function expansions can contain logarithmic terms of the form \( \log^j(r)e^{-\gamma} \), both for the asymptotically flat case in [39, 43] and for arbitrary \( \Lambda \) but with matter in [13]. These cases are qualitatively different. In the asymptotically flat case there is no analogue of (3.17). In the presence of a negative cosmological constant, logarithmic terms in asymptotic expansions arise whenever the coupled matter is of specific masses, see for example [4, 21]; such matter is associated with matter conformal anomalies in the dual CFT.

For pure cosmological constant, the most general form of the asymptotic solutions take the form of power series about \( z = 0 \), consistent with the boundary conditions of asymptotically locally AdS4 and dS4 in the absence of matter. Specifically, \( \gamma \) admits an expansion of the form

\[
\gamma(u, r, \theta) = \sum_{n=0}^{\infty} \gamma_n(u, \theta) e^{\gamma r} = \sum_{n=0}^{\infty} \frac{\gamma_n(u, \theta)}{r^n}, \quad \gamma_n = \frac{\partial^{|\gamma|}_n \gamma}{n!} \bigg|_{r=0} \tag{3.20}
\]

and the other functions admit analogous expansions. These conditions ensure that the metric coefficients do not grow exponentially with \( r \) and that the metric has a pole of order two at the conformal boundary \( \mathcal{F} \); this will be discussed in greater detail in section 5.

We also note how the presence of the cosmological constant in the Einstein equations modifies the solutions compared with the asymptotically flat case considered in [1], even though the asymptotic series form of the equations initially seems to be the same. At this point it will be helpful to consider the AdS and dS cases separately, as there are subtle differences in the two cases.

The key assumption made in [1] which results in this discrepancy is that the vector field \( \partial_u \) is everywhere timelike \( \iff \gamma_{uu} < 0 \). Physically, this is a reasonable condition to impose on asymptotic solutions for \( \Lambda \leq 0 \), as the neighbourhood of the conformal boundary in these cases is exterior to any potential region where \( \partial_u \) ceases to be timelike (e.g. inside a horizon). We note that the leading order terms \( (\gamma_0, \beta_0, U_0) \) are not present in the asymptotically flat case and are forced to vanish due to this condition.

These choices are overly restrictive in the AdS case as the cosmological constant allows for freedom in these functions. To see this, consider the limit

\[
\lim_{r \to \infty} \frac{g_{uu}}{r^2} = -(W_0 e^{2\beta_0} - U_0^2 e^{2\gamma_0}) < 0 \tag{3.21}
\]

where the inequality on the right hand side follows from the condition that \( \partial_u \) is timelike. In the flat case, \( W_0 = 0 \) and so the above equation reduces to \( U_0 = 0 \). It was then argued in [1] that \( U_0 = 0 \) implies \( \gamma_{0u} = 0 \) (use (3.16) with \( \Lambda = 0 \) and this may be reduced further to \( \gamma_0 = 0 \) by using a coordinate transformation (for details see [1]).

In the AdS case \( W_0 = -\Lambda e^{2\beta_0}/3 \) so the inequality is different, namely

\[
\frac{\Lambda e^{4\beta_0}}{3} + U_0^2 e^{2\gamma_0} < 0 \Rightarrow |U_0| < \sqrt{-\frac{\Lambda}{3} e^{4\beta_0} e^{-2\gamma_0} = \frac{e^{2\beta_0 - \gamma_0}}{l}} \tag{3.22}
\]

from which we see that \( U_0 \) can now clearly be non-zero, implying that generically \( \gamma_0 \neq 0 \) also.

The integration function \( \beta_0 \) is also set to zero in the flat case, using the freedom in the BMS group. Since the BMS group is the asymptotic symmetry group of flat space-time it would be
premature to make the same choice before determining the AdS asymptotic structure. For the time being we will choose $\beta \neq 0$ to retain full generality.

Turning now to the dS case of $\Lambda > 0$, the previously imposed condition of $\partial_u$ being timelike is unphysical in the asymptotic region. Using the Bondi gauge in a neighbourhood of $\mathcal{J}^+$, the cosmological horizon in the asymptotically locally dS spacetime must have been crossed, and thus the vector field $\partial_u$ is spacelike in the region of interest, see discussion in [44]. Thus one should not impose this condition in the dS case, leaving $(\gamma_0, \beta_0, U_0)$ generically unconstrained.

A second important difference to note, for any non-zero cosmological constant, is that the cosmological constant couples the fourth equation at each order in $z$. We find equations which give

$$\partial_u n = \gamma u R - \frac{1}{2} g_{\mu\nu} R_{\mu\nu}$$

in terms of $\partial_u (n+1)$, e.g. (3.16) and (3.19). This coupling of orders together with the structure of the other main equations implies that if we are given suitable seed coefficients then we can obtain all the other expansion coefficients. The initial coefficients are $(\gamma_0, \beta_0, U_0)$ together with $(\gamma_3, U_3, W_3)$; from these the entire solution can be determined algebraically. We will see below that these coefficients have an important holographic interpretation but first we analyse the remaining Einstein equations, the so-called supplementary conditions.

3.4. The supplementary conditions

Although the main equations give equations for the four metric functions, they do not form the complete set of field equations. The remaining three supplementary equations are:

$$R_{uu} = \Lambda g_{uu} = -\Lambda (W r^2 e^{2\beta} - U^2 r^2 e^{2\gamma})$$

$$R_{u\theta} = \Lambda g_{u\theta} = -\Lambda U r^2 e^{2\gamma}$$

In the asymptotically flat case, these equations were denoted as supplementary conditions as they are automatically satisfied provided they hold on a particular hypersurface of constant radius and the main equations are satisfied [2]. In this section we will discuss how this property carries over to the $\Lambda \neq 0$ case.

Following the original work, the supplementary conditions are derived from the contracted Bianchi identity

$$\nabla^\nu G_{\nu\mu} = g^{\nu\sigma} \nabla_\sigma \left( R_{\nu\mu} - \frac{1}{2} g_{\nu\mu} R \right) = 0.$$  (3.24)

We can expand the Bianchi identity as

$$g^{\nu\sigma} \left( R_{\nu\mu, \sigma} - \Gamma^\beta_{\sigma\nu} R_{\beta\mu} \right) = g^{\nu\sigma} \Gamma^\beta_{\sigma\nu} R_{\beta\mu} - \frac{1}{2} g_{\nu\mu} R_{,\beta} = 0.$$  (3.25)

and using $R_{\mu} = \nabla_\mu (g^{\nu\sigma} R_{\nu\sigma}) = g^{\nu\sigma} \nabla_\mu R_{\nu\sigma} = g^{\nu\sigma} R_{\sigma, \mu} - 2 g^{\nu\sigma} \Gamma^\beta_{\sigma\mu} R_{\beta\mu}$ allows us to write the contracted Bianchi identity as

$$g^{\nu\sigma} \left( R_{\mu, \nu, \sigma} - \frac{1}{2} R_{\nu, \sigma, \mu} - \Gamma^\beta_{\nu, \sigma} R_{\beta, \mu} \right) = 0.$$  (3.26)

To analyse the components of the contracted Bianchi identity we use the inverse metric

$$g^{\mu\nu} = \begin{pmatrix} 0 & -e^{-2\beta} & 0 & 0 \\ -e^{2\beta} & W e^{-2\beta} & -U e^{-2\beta} & 0 \\ 0 & -U e^{-2\beta} & e^{2\gamma} e^{-2} & 0 \\ 0 & 0 & e^{2\gamma} e^{-2} \sin^{-2} \theta & 0 \end{pmatrix}.$$  (3.27)
where we use the coordinates \((u,r,\theta,\phi)\). The following identity is also useful:

\[
g^{\mu\nu}T_{\mu\nu} = 2e^{-2\beta} r^{-1}. \tag{3.28}
\]

This identity is computed using the inverse metric above and the metric (3.2); the same identity was given in [1], up to a sign change due to different signature conventions.

We will now examine the components of the contracted Bianchi identity (3.26) and show that they lead to the supplementary equations. When doing this, we enforce the main equations, expressed as

\[
R_{rr} = R_{\theta\theta} = 0, \quad R_{\phi\phi} = \Lambda g_{\phi\phi}
\]

as well as the trivial equations \(R_{\theta\phi} = R_{\phi\theta} = 0\).

Let us consider first the \(\mu = r\) component of (3.26)

\[
g^{\nu\sigma} \left( R_{\nu\sigma,r} - \frac{1}{2} R_{\nu\sigma,r} - \Gamma_{\nu\sigma}^\beta R_{\beta r} \right) = 0. \tag{3.30}
\]

Using the main and trivial equations this reduces to

\[
-\frac{1}{2} \left( g^{\rho\theta} \Lambda g_{\theta\theta,r} + g^{\phi\phi} \Lambda g_{\phi\phi,r} \right) - g^{\nu\sigma} \Gamma_{\nu\sigma}^\beta R_{\beta r} = 0. \tag{3.31}
\]

The latter term can be processed using the identity (3.28) and after algebraic manipulation we obtain

\[
R_{ur} = -\Lambda e^{2\beta} = \Lambda g_{ur}, \tag{3.32}
\]

which is precisely the \{ur\} component of the field equations. Thus we conclude that if the main equations hold then the \{ur\} equation is automatically satisfied.

Next consider the \(\mu = \theta\) component of (3.26)

\[
g^{\nu\sigma} \left( R_{\nu\sigma,\theta} - \frac{1}{2} R_{\nu\sigma,\theta} - \Gamma_{\nu\sigma}^\beta R_{\beta \theta} \right) = 0. \tag{3.33}
\]

Using the main and trivial equations we obtain

\[
g^{\rho\sigma} R_{\rho\sigma} - g^{\rho\sigma} \Gamma_{\nu\sigma}^\rho R_{\nu\rho}
+ \Lambda \left( g^{\rho\theta} g_{\theta\theta,\rho} + \frac{1}{2} g^{\rho\theta} g_{\theta\theta,\rho} - g^{\sigma\sigma} g_{\sigma\sigma,\rho} - \frac{1}{2} g^{\rho\phi} g_{\phi\phi,\rho} - g^{\rho\sigma} \Gamma_{\nu\sigma}^\rho g_{\nu\rho} \right) = 0. \tag{3.34}
\]

Applying equation (3.28) to the second term on the first line and using equations (3.2) and (3.27) to write the second line in terms of metric functions we obtain

\[
r^{-2} e^{-2\beta} \frac{\partial}{\partial r} (r^2 R_{\theta\theta}) = \Lambda e^{2\gamma - 2\beta} r (r U_{,\gamma} + 2U(2 + \gamma_{,\gamma})), \tag{3.35}
\]

which can be integrated to give

\[
r^2 R_{\theta\theta} = -\Lambda U r^4 e^{2\gamma} + f(u, \theta) \tag{3.36}
\]

where \(f(u, \theta)\) is an integration function. Dividing through by \(r^2\) gives

\[
R_{\theta\theta} = -\Lambda U r^2 e^{2\gamma} + \frac{f(u, \theta)}{r^2} = \Lambda g_{\theta\theta} + \frac{f(u, \theta)}{r^2}. \tag{3.37}
\]

which implies that the \{u\theta\} component of the Einstein equations is only satisfied if \(f(u, \theta) = 0\); this is our first supplementary condition.
Finally consider the \( \mu = u \) component of the contracted Bianchi identity

\[
g^{\nu\sigma} \left( R_{\nu\sigma} - \frac{1}{2} R_{\nu\sigma} - \Gamma_{\nu\sigma}^{\beta} g_{\beta u} \right) = 0. \tag{3.38}
\]

Applying the field equations (including \( f(u, \theta) = 0 \)), we obtain

\[
g^{\nu\sigma} R_{\nu\sigma} - g^{\nu\sigma} \Gamma_{\nu\sigma}^{\mu} R_{\mu u} + \Lambda \left[ g^{\nu\rho} g_{\nu\sigma} + g^{\rho\sigma} (g_{\nu\rho} + g_{\rho\sigma}) + g^{\theta\theta} \left( g_{\theta\theta} R_{\mu\sigma} - \frac{1}{2} g_{\theta\theta} g_{\mu\sigma} \right) \right] = 0.
\tag{3.39}
\]

The structure of this equation is similar to that of (3.34): the first line contains the Ricci tensor terms of interest and all other terms can be written explicitly using (3.2) and (3.27). Doing this gives

\[
r^{-2} e^{-2\beta} \frac{\partial}{\partial r} \left( r^2 R_{uu} \right) = \Lambda r \left[ 2 W(2 + r\beta_u) + r W_u \right] - 2 \Lambda e^{2\gamma - 2\beta} r U[2U + r U_u + r U_{\gamma u}] \tag{3.40}
\]

which can be integrated to give

\[
r^2 R_{uu} = \Lambda r^4 (-W e^{2\beta} + U^2 e^{2\gamma}) + g(u, \theta)
\tag{3.41}
\]

with \( g(u, \theta) \) an integration function. Thus

\[
R_{uu} = \Lambda r^2 (-W e^{2\beta} + U^2 e^{2\gamma}) + \frac{g(u, \theta)}{r^2} = \Lambda g_{uu} + \frac{g(u, \theta)}{r^2}
\tag{3.42}
\]

implying that the second supplementary condition is \( g(u, \theta) = 0 \).

Explicit expressions for the supplementary conditions may be derived using the solutions to the main equations up to \( \mathcal{O}(1/r^4) \) for \( (\gamma, \beta, U, W) \) and then inputting these into the above equations to derive expressions for \( (f, g) \). The resulting equations take the form of evolution equations for \( U_3 \) and \( W_3 \) and they will be discussed further in section 4.2.2. The explicit expressions for these equations can be found in appendix A. Here we present the much simpler expressions for asymptotically (A)dS and flat spacetimes.

Asymptotically (A)dS spacetimes in Bondi coordinates have \( \gamma_0 = \beta_0 = U_0 = 0 \) (this will be shown explicitly in section 5) which gives \( \gamma_1 = 0 \) by equation (3.16). Setting these values in the supplementary equations gives us

\[
U_{3, u} = \frac{1}{3} (4 \Lambda \cot(\theta) \gamma_3 + W_{3, \theta} + 2 \Lambda \gamma_{3, \theta}) \tag{3.43a}
\]

\[
W_{3, u} = -\frac{1}{2} \Lambda (\cot(\theta) U_3 + U_{3, \theta}). \tag{3.43b}
\]

For the asymptotically flat supplementary conditions, we again have \( \gamma_0 = \beta_0 = U_0 = 0 \) as well as \( \Lambda = 0 \) but now \( \gamma_1 \neq 0 \). Then

\[
U_{3, u} = \frac{1}{3} (7 \gamma_{1, \theta} \gamma_{1, \theta} + \gamma_1 (3 \gamma_{1, \theta} + 16 \cot(\theta) \gamma_{1, \theta} + W_{3, \theta}) \tag{3.44a}
\]

\[
W_{3, u} = 2 (\gamma_{1, \theta})^2 + 2 \gamma_{1, \theta} - \gamma_{1, \theta} \theta - 3 \cot(\theta) \gamma_{1, \theta} \tag{3.44b}
\]

in agreement with the expressions given in [1].
4. Integration scheme

In this section we will discuss the integration scheme used in the previous section in order to solve the Einstein equations. We will begin with a reminder of the Bondi integration scheme in asymptotically flat spacetime before focusing specifically on the $\Lambda < 0$ case of asymptotically locally AdS spacetime. We will propose two modified integration schemes for the AdS case which will be compared and contrasted to the flat scheme. Much of what we will discuss for the AdS case has a corresponding description in the $\Lambda > 0$ case of asymptotically locally dS spacetime, a topic we will discuss briefly here and elaborate upon in future work.

4.1. The flat scheme

Let us briefly review the integration scheme in the asymptotically flat case as presented in [1]. The basic quantity necessary to solve the field equations for all $u$ was the knowledge of $\gamma$ on some initial null hypersurface $N_u^0$; this allows us to solve the main equations up to the undetermined integration functions. In the Ricci flat case we can reapply the field equations (3.7a)–(3.7d) although we now set $\Lambda = 0$ in those equations. For the remainder of this subsection we have $\Lambda = 0$.

Knowledge of $\gamma|_{N_u^0}$ allows us to solve for the other functions. Disregarding integration functions, (3.7a) determines $\beta|_{N_u^0}$; (3.7b) determines $U|_{N_u^0}$; (3.7c) gives $W|_{N_u^0}$ and (3.7d) allows us to compute our $\gamma$ at the next time step i.e. $\gamma|_{N_u^{0+}}$. Iterating this process allows us to determine all metric functions at time $u > u_0$, i.e. the functions in the future domain of dependence of $N_u^0$, $D^+(N_u^0)$.

Turning to the integration functions, we recall that the main equations in the flat case admit five such functions: $(\beta_0, U_0, U_3, \gamma_1, W_3)$. The original argument of [1] was that $U_0$ and $\beta_0$ could be set to zero. $U_0$ is set to zero to preserve the condition that the vector field $\partial_u$ is everywhere timelike and $\beta_0$ can be fixed to zero using the freedom of the BMS group. These restrictions also give $\gamma_0|_{N_0^0} = 0$ and thus we can also set $\gamma_0 = 0$ by a suitable BMS transformation.

Such considerations reduce the number of unknown functions to three: $(\gamma_1, U_3, W_3)$, all of which are functions of $u$ and $\theta$. These integration functions have well understood physical meaning: $\gamma_1$ plays the role of the Bondi news function, $U_3$ the Bondi angular momentum aspect and $W_3$ the Bondi mass aspect [1]. If we know the values of these three functions and we know $\gamma|_{N_u^0}$, then from the main equations we can obtain the full solution to the Einstein equations in the region $D^+(N_u^0)$. The integration scheme runs as follows (for the no-log case with $\gamma_2 = 0$)

$$\gamma_1(u, \theta) \overset{3.7a}{\longrightarrow} \beta_1, \beta_2, \beta_3 \overset{3.7b}{\longrightarrow} U_1, U_2 \overset{3.7c}{\longrightarrow} W_0, W_1, W_2, W_4$$

(4.1a)

so $\gamma_1$ gives us these functions. The rest of the scheme is

$$\gamma_n(u_0) \overset{3.7a}{\longrightarrow} \beta_{n+1}(u_0) \overset{3.7b}{\longrightarrow} U_{n+1}(u_0) \overset{3.7c}{\longrightarrow} W_{n+2}(u_0) \overset{3.7d}{\longrightarrow} \gamma_{n+1}(u_0)$$

(4.1b)
where the subscript \( n > 2 \). The final arrow going back to the original function indicates that we are solving for \( \gamma \) at the next instant of time i.e. \( u_0 + \delta t_0 \), so iteration gives us the future evolution. We note that if the functions \( U_3, W_3 \) are not specified for all \( u \ a priori \), this scheme treats them as integration functions which are constrained by the supplementary conditions (A.1) and (A.2) respectively. We will return to discuss these equations in the context of the AdS integration schemes to follow but for now these steps outline the procedure of the integration scheme in the asymptotically flat case, using some of the simplifications that BMS originally applied (namely \( \gamma_2 = 0 \)).

4.2. The AdS integration schemes

In order to understand how one needs to modify the specified data in the case of asymptotically locally AdS spacetimes it is convenient to first observe the results when one naively applies the flat scheme as described in the previous section to asymptotically locally AdS spacetime.

To repeat the steps of the flat scheme we again specify \( \gamma \) on an initial null hypersurface \( N_{u_0} \) as well as \( \gamma_1, U_3, W_3 \) over the whole spacetime. The issue with applying this procedure to an asymptotically AdS spacetime is that we now have three additional integration functions \( (\gamma_0(u, \theta), \beta_0(u, \theta), U_0(u, \theta)) \) and in particular \( \beta_0, U_0 \) will not be determined using the Einstein equations (3.7a)–(3.7d) and the specified data \( \gamma_0 \) would be determined using \( \gamma_0 \) on \( N_{u_0} \) and equation (3.16)). These functions will also appear in the expressions for the higher order coefficients (e.g. (3.11a)) and can be seen in the evolution equation for \( \gamma_0 \) (3.16). Clearly we will need an alternative integration scheme which specifies these functions and thus generates a fully determined solution to the field equations.

This issue can also be framed in terms of a causal picture as in figure 3. In this figure we see that specifying \( \gamma \) on an initial null hypersurface \( N_{u_0} \) and \( \gamma_1, U_3, W_3 \) for \( u \geq u_0 \) and following the flat scheme will give us the solution in \( D^+(N_{u_0}) \). In the AdS case (unlike the flat case) this region is not equivalent to the causal future of the null hypersurface, \( J^+(N_{u_0}) \) (as shown in figure 5 below). In order to solve the Einstein equations for \( J^+(N_{u_0}) \) in asymptotically locally AdS space-time, one either has to specify extra data on an additional hypersurface or different data to that of \( \gamma \) on the null slice \( N_{u_0} \). We will now present two different integration scheme for asymptotically locally AdS spacetimes which will allow one to solve the field equations in \( J^+(N_{u_0}) \).

4.2.1. The ‘boundary’ scheme. The first scheme we present is one which we will refer to as the ‘boundary’ scheme where instead of specifying all coefficients \( \gamma_1 \) on an initial null hypersurface, one should specify certain coefficients (of our metric functions) for all available Bondi time, and use these coefficients in order to make the equations algebraic. The coefficients that should be specified are

\[
\gamma_0, \quad \beta_0, \quad U_0, \quad \gamma_3, \quad U_3, \quad W_3. \tag{4.2}
\]

We will see later that these particular coefficients admit a natural holographic interpretation. Even before relating them to coefficients in the Fefferman–Graham expansion, one can note that the coefficients \( (\gamma_0, \beta_0, U_0) \) clearly specify the values of the metric functions \( (\gamma, \beta, U) \) at the conformal boundary \( \mathcal{J}^\prime \):

\[
\lim_{r \to \infty} \gamma(u, r, \theta) = \gamma_0(u, \theta), \quad \lim_{r \to \infty} \beta(u, r, \theta) = \beta_0(u, \theta), \quad \lim_{r \to \infty} U(u, r, \theta) = U_0(u, \theta) \tag{4.3}
\]

and thus define the boundary metric for the dual conformal field theory. We will understand the precise physical meaning of the components \( (\gamma_3, U_3, W_3) \) in section 5, when we discuss the
relation to the asymptotic expansion in Fefferman–Graham gauge. In particular, we will see that the \((\gamma_0, \beta_0, U_0)\) and \((\gamma_3, U_3, W_3)\) are conjugate variables in a radial Hamiltonian formalism, thus explaining why they provide a good set of initial data.

The scheme works in two parts. Given the boundary data \((\gamma_0, \beta_0, U_0)\) we see that the first part of the integration scheme is

\[
\gamma_0, \beta_0, U_0 \overset{(3.7a)}{\longrightarrow} \beta_1 \overset{(3.7b)}{\longrightarrow} U_1 \overset{(3.7c)}{\longrightarrow} W_0, W_1 \overset{(3.7d)}{\longrightarrow} \gamma_1 \ldots
\]

\[
\ldots \overset{(3.7a)}{\longrightarrow} \beta_2 \overset{(3.7b)}{\longrightarrow} U_2 \overset{(3.7c)}{\longrightarrow} W_2 \overset{(3.7d)}{\longrightarrow} \gamma_2 \ldots
\]

(4.4)

In words: we specify the data \((\gamma_0, \beta_0, U_0)\) at \(\mathcal{I}\); (shown in figure 6 below) at the 2-surface where a particular null hypersurface \(\mathcal{N}_{u_0}\) meets the conformal boundary. We can solve equations (3.7a)–(3.7c) algebraically for the coefficients \(\beta_1, U_1, W_0, W_1\). This is indicated in the figure by the solid green arrow in the diagram which points from \(\mathcal{I}\) to the timelike surface \(r = r_1\).

In order to continue the scheme, we need to know \(\gamma_{0a}\) as this function will allow us to algebraically solve equation (3.7d) at the lowest non-trivial order for \(\gamma_1\) (equation (3.16)). Since we know all values of \(\gamma_0\) on \(\mathcal{I}\) and we know \(\gamma_{0a}\). The knowledge of this derivative is indicated in the diagram by the dotted red arrow which points into the bulk spacetime, again ending on the timelike surface \(r = r_1\). In order to implement this step in a numerical scheme, one would want to know \(\gamma_0(u_0)\) and \(\gamma_0(u_0 - \delta u_0)\) and construct a backward difference. This explains why the dotted red arrow starts at a different cut of \(\mathcal{I}\), simply to indicate that
we have used the extra information of $\gamma_0(u_0 - \delta u_0)$ (and thus $\gamma_{0, u}$ discretely) in order to solve (3.7d).

The arrows point towards smaller values of $r$ as we solve the Einstein equations. The purpose of this is to show that as we solve the Einstein equations, we obtain the values of higher order coefficients in the metric functions $\gamma, \beta, U, W$. Obtaining these higher order coefficients extends the series expansions (3.20) to higher powers of $1/r$, hence our solution includes contributions from smaller (but still asymptotic) values of $r$.

After these first steps have been performed, we solve (3.7a)–(3.7d) algebraically for $\beta_3, U_2, W_2, \gamma_2, \beta_3$ (no extra evolution equation is needed as the field equation imply $\gamma_2 = 0$, as noted earlier). Knowledge of these functions is not enough to continue the integration scheme as the next unknown function in the field equations is $U_3$, an integration function which cannot be determined by the iteration process.

We now give the second piece of the scheme: now the functions $\gamma_3, U_3, W_3$ are specified for all Bondi time $u$. This allows us to compute the higher order metric function coefficients via the following application of the Einstein equations

\[
\begin{align*}
\gamma_3, U_3, W_3 &\xrightarrow{(3.7a)} \beta_4 \xrightarrow{(3.7b)} U_4 \xrightarrow{(3.7c)} W_4 \xrightarrow{(3.7d)} \gamma_4 \ldots \\
\ldots &\xrightarrow{(3.7a)} \beta_5 \xrightarrow{(3.7b)} U_5 \xrightarrow{(3.7c)} W_5 \xrightarrow{(3.7d)} \gamma_5 \ldots \\
\vdots &\\
\ldots &\xrightarrow{(3.7a)} \beta_n \xrightarrow{(3.7b)} U_n \xrightarrow{(3.7c)} W_n \xrightarrow{(3.7d)} \gamma_n. 
\end{align*}
\]

Figure 5. Penrose diagram illustrating the difference between $D^+(N_{u_0})$ and $J^+(N_{u_0})$ in asymptotically locally AdS spacetime.
Putting the two parts of the integration scheme together, we observe that knowledge of the six functions $\gamma_0, \beta_0, U_0, U_3, \gamma_3, W_3$ is sufficient to algebraically solve the Einstein equations for all other coefficients.

Finally, we recall the functions $U_3$ and $W_3$ have close analogies to the angular momentum and mass aspect functions and may be thought of as representatives for these functions. We will discuss the holographic interpretation of these functions and gain an extra understanding using the AdS/CFT correspondence in section 5.

As a final comment upon this procedure, we note that this alternative scheme includes no evolution from one null hypersurface to the next. This algebraic procedure may be somewhat preferable when applied to a numerical scheme as one does not have to worry about errors accumulating in a discretisation scheme when evolving from one null hypersurface to the next. We will now present another new scheme which is based both on null evolution and boundary data.

4.2.2. The ‘hybrid’ scheme. It has been shown that asymptotically locally AdS spacetimes admit an integration scheme where one specifies data at the conformal boundary as opposed to an initial null hypersurface (as in asymptotically flat spacetime). We will now present a ‘hybrid’ scheme for asymptotically locally AdS spacetimes, where one specifies a mixture of data on the conformal boundary $\mathcal{I}$ and on an initial null hypersurface $\mathcal{N}_{u_0}$.

This scheme consists of the following data which one must specify before solving the field equations: $\{\gamma, W_3, U_3\}$ on $\mathcal{N}_{u_0}$ and $\{\gamma_0, U_0, \beta_0\}$ on $\mathcal{I}$, $\forall u \geq u_0$. This is illustrated in the asymptotic Penrose diagram below. As we will see in the section 5, $\{\gamma_0, U_0, \beta_0\}$ are related to positions and $\{\gamma_3, W_3, U_3\}$ to (radial) canonical momenta in the covariant phase space of the...
theory, thus we effectively specify momenta on $\mathcal{N}_u$ and positions at the conformal boundary, as shown in figure 8.

It remains to explain how this data is sufficient to solve for all coefficients of the series expansions of the metric functions in $J^+(\mathcal{N}_u)$. We will first show that one is able to obtain all coefficients of $\gamma$ and then use this to show that one can obtain all coefficients of the other metric functions, including $U_3$ and $W_3$.

Specifying $\{\gamma_0, U_0, \beta_0\}$ at $\mathcal{I}$ gives us these functions as well as all spatial and time derivatives of these functions $\forall \, u \geq u_0$. This information gives $\gamma_1$ and all spatial and time derivatives of $\gamma_1$ $\forall \, u \geq u_0$ via the Einstein equation (3.16). The higher order coefficients of $\gamma$ are obtained by evolving from the initial null hypersurface instead. As we saw in equation (3.17), $\gamma_2 = 0$, so the first coefficient to consider is $\gamma_3$. In order to do this we apply equation (3.19) to obtain $\gamma_3$ on the null hypersurface $\mathcal{N}_u$ (this can be done because the scheme specifies $\gamma, U_3, W_3$ on $\mathcal{N}_u$). As was the case in asymptotically flat spacetime, when applied to a numerical scheme this will correspond to knowing $\gamma_3$ on the next null hypersurface $\mathcal{N}_{u+\delta u}$. This procedure will repeat for the higher order coefficients in $\gamma$ in that the Einstein equations will produce expressions for $\gamma_{n,u}$ on $\mathcal{N}_u$, and thus will determine $\gamma_n$ on $\mathcal{N}_{u+\delta u}$ $\forall \, n \geq 3$.

Using the main equations (3.7a)–(3.7d) we know that knowledge of $\gamma(u_0 + \delta u)$ is of course sufficient to give us $\beta(u_0 + \delta u)$, as well as $U(u_0 + \delta u)$ and $W(u_0 + \delta u)$ up to the coefficients $W_3$ and $U_3$ which are of course not determined by the main equations (higher coefficients are also determined by these). To solve for these coefficients we will need to consider the supplementary conditions (A.1) and (A.2) which take the schematic form

$$U_{3,u} = \mathcal{F}(\tilde{\gamma}_0, \tilde{\beta}_0, \tilde{U}_0, \tilde{\gamma}_{0,ar}, \tilde{\beta}_{0,ar}, \tilde{\gamma}_1, \tilde{\gamma}_{1,ar}, \tilde{\gamma}_3, \tilde{\gamma}_{3,ar}, \tilde{U}_3, \tilde{W}_3, \tilde{\gamma}_4) \quad (4.6a)$$

$$W_{3,u} = \mathcal{H}(\tilde{\gamma}_0, \tilde{\beta}_0, \tilde{U}_0, \tilde{\gamma}_{0,ar}, \tilde{\beta}_{0,ar}, \tilde{\gamma}_1, \tilde{\gamma}_{1,ar}, \tilde{\gamma}_3, \tilde{\gamma}_{3,ar}, \tilde{U}_3, \tilde{W}_3, \tilde{\gamma}_4, \tilde{U}_{3,ar}) \quad (4.6b)$$

where the tildes indicate that spatial derivatives of these functions may also be present.

These are $u$-evolution equations for the functions $W_3$ and $U_3$. Note that all of the functions on the right hand side of each equation are known on $\mathcal{N}_u$. Starting with equation (4.6a): $\tilde{\gamma}_0, \tilde{\beta}_0, \tilde{U}_0, \tilde{\gamma}_{0,ar}, \tilde{\beta}_{0,ar}, \tilde{\gamma}_3, \tilde{U}_3, \tilde{\gamma}_4$ are all given on $\mathcal{N}_u$ as part of the specified data and the remaining functions $\tilde{\gamma}_1, \tilde{\gamma}_{1,ar}, \tilde{\gamma}_{3,ar}$ can all be determined on $\mathcal{N}_u$ by using the Einstein equations (3.16) and (3.19) as discussed above. This means that we are able to obtain $U_{3,u}$ on $\mathcal{N}_u$ and thus $U_3$ on the next hypersurface $\mathcal{N}_{u+\delta u}$. An identical argument holds for (4.6b), although now there is the extra requirement of knowing $U_{3,ar}$ on $\mathcal{N}_u$, which is of course obtained from (4.6a).

Putting all of this together, we conclude that the specified data, along with iteration of both the main equations and supplementary conditions is an alternative way of constructing solutions to the field equations for asymptotically locally AdS metrics in the Bondi gauge for $J^+(\mathcal{N}_u)$.

4.3. dS schemes

Much of the previous discussion for asymptotically locally AdS spacetimes has a parallel discussion in the case of asymptotically dS spacetimes. The two new integration schemes that we have introduced are only dependent upon $\Lambda \neq 0$ in the field equations (3.7a)–(3.7d), and are insensitive to the sign of $\Lambda$. Due to this, we will now provide a brief description of the Bondi scheme applied to asymptotically locally dS spacetimes, as well as an analogue of the two AdS schemes that we have introduced.
Firstly, we must mention that will restrict our attention to a retarded null foliation of $I^+$ when discussing the Bondi approach to dS. If we consider applying the asymptotically flat integration scheme of specifying $\gamma$ on $N_{u_0}$ as well as $(\gamma_1, U_3, W_3)$ for all $u$ and $\theta$, then in a similar fashion to the AdS case we will not be able to construct a fully determined solution to the field equations in a neighbourhood of $I^+$. In the dS case (as in AdS) we will still have the undetermined functions $(\beta_0, U_0)$ which will propagate into solutions at later retarded times via the null hypersurface evolution.

In order to remedy this problem we can adjust the two AdS integration schemes that we introduced in the previous section in order to describe asymptotically locally dS spacetimes and solve the field equations in precisely the same order as before. The ‘boundary’ scheme now consists of specifying the data $\{\gamma_0, \beta_0, U_0, \gamma_3, U_3, W_3\}$ on $I^+$ and then solving the field equations in the same order as described in section 4.2.1. The ‘hybrid’ scheme is again a scheme which involves specifying data on $\mathcal{I}^+$ and $N_{u_0}$. As in the AdS hybrid scheme we specify $(\gamma_0, U_0, \beta_0)$ on $\mathcal{I}^+$ for $u \geq u_0$ and $(\gamma, W_3, U_3)$ on $N_{u_0}$, solving the field equations in the same manner as described in section 4.2.2.

It seems that the hybrid scheme applied to dS generates a smaller portion of the spacetime when compared with the scheme applied to AdS as shown in figure 8. This discrepancy is simply due to the causal differences between the respective cases and not an issue with either class of spacetimes. We note that in both cases the hybrid scheme generates the solutions to the field equations in $J^+(N_{u_0})$ and thus the solutions in the neighbourhood of the conformal boundary to the future of $N_{u_0}$. This method of specifying data agrees with similar Bondi type integration schemes for asymptotically dS spacetimes as discussed in [44, 45].
5. Holographic interpretation

In this section we will study the Bondi gauge metric from the perspective of holography, connecting with [4, 18, 19, 21, 46–51]. We begin with a review of the Fefferman–Graham coordinate system before deriving the coordinate transformation from Bondi gauge to Fefferman–Graham gauge. This would allow us to give a holographic interpretation to the metric functions used in the integration scheme of section 4.

5.1. Fefferman–Graham gauge

Asymptotically locally AdS spacetimes can be described in Fefferman–Graham gauge in the neighbourhood of the conformal boundary $\partial M = \mathcal{I}$; see the review [21]. In this gauge the metric can be expressed as

$$ds^2 = l^2 \left( \frac{d\rho^2}{\rho} + 1 + \rho^2 (g^{(0)}_{ab} + \rho^2 g^{(2)}_{ab} + \rho^3 g^{(3)}_{ab} + \ldots) dx^a dx^b \right), \quad (5.1)$$

where $l = \sqrt{-3/\Lambda}$ is the AdS radius. Following the discussion of section 2.4, $\rho$ is a coordinate which describes the location of the conformal boundary, specifically $\mathcal{I} = \{ \rho = 0 \}$. The lower case Roman indices $(a,b)$ run from 1 to 3 for asymptotically locally AdS$_4$ spacetimes.

Comparing with (2.10) and choosing $\rho$ as the defining function, we see that the term $g^{(0)}$ in the FG expansion is a representative of the conformal class of metrics induced on $\mathcal{I}$. If the metric $g^{(0)}_{ab}$ is conformally flat i.e. the Cotton tensor vanishes, then the spacetime is Asymptotically AdS; otherwise it is Asymptotically locally AdS.

Holographically, $g^{(0)}$ is viewed as the background metric for the 3-dimensional conformal field theory dual to the 4-dimensional spacetime. The coefficients of even powers of $\rho$ in the asymptotic expansion are determined locally in terms of derivatives of $g^{(0)}$; see [4] for explicit expressions. The coefficient $g^{(3)}$ is constrained to be divergenceless and traceless with respect to $g^{(0)}$, but is otherwise undetermined. This coefficient corresponds to the energy momentum tensor in the dual 3-dimensional field theory, which is defined as $\langle T_{ab} \rangle = \frac{2}{\sqrt{-\det g^{(0)}}} \frac{\delta S_r}{\delta g^{ab}_0}$ (5.2)

where $S_r$ is the renormalised on-shell gravitational action. For asymptotically locally AdS$_4$ spacetimes

$$\langle T_{ab} \rangle = -\frac{3\mu^2}{2\kappa^2} g^{(3)ab} \quad (5.3)$$

where $2\kappa^2 = 16\pi G$ and $G$ is Newton’s constant. This energy momentum tensor satisfies tracelessness and conservation properties with respect to $g^{(0)}$

$$g^{(0)}_{ab} \langle T_{ab} \rangle = 0, \quad \nabla^a \langle T_{ab} \rangle = 0. \quad (5.4)$$

Finally, we note that the pair $(g^{(0)}, T_0)$ or equivalently $(g^{(0)}, g^{(3)})$ provide local coordinates on the covariant phase space [52, 53] of the theory; in a radial Hamiltonian formalism, where the radial coordinate plays the role of time, $g^{(0)}$ is the position and $g^{(3)}$ the corresponding canonical momentum [19].
Figure 8. Penrose diagram for the ‘hybrid scheme’. The data which we specify is indicated on the hypersurfaces $\mathcal{N}_u$ and $\mathcal{I}$ for $u \geq u_0$. Specifying these coefficients allows one to solve the field equations in the causal future of $\mathcal{N}_u$, $J^+(\mathcal{N}_u)$.

Figure 9. Penrose diagram for the boundary scheme applied to an asymptotically locally dS spacetime. Notice that giving the data over the whole boundary $\mathcal{I}$ gives us the solution in $J^+(\mathcal{N}_u)$. 
5.2. Coordinate transformations

In order to extract holographic data from spacetimes expressed in Bondi gauge, we need to determine the coordinate transformation from our asymptotically locally AdS metric in Bondi gauge

\[ ds^2 = -(W r^2 e^{2\beta} - U^2 r^2 e^{2\gamma}) du^2 - 2e^{2\beta} dudr - 2Ur^2 e^{2\gamma} dud\theta + r^2(e^{2\gamma} d\theta^2 + e^{-2\gamma} \sin^2 \theta d\phi^2) \]  

(5.5)

to the Fefferman–Graham form of (5.1). We will derive the transformation up to the coefficient \( g^{(3)} \), as this is the highest order term of holographic interest.

5.2.1. Global AdS\(_4\). A useful first step in performing this computation is to recall the transformation of global AdS\(_4\) spacetime into Fefferman–Graham form. We begin with the metric of AdS\(_4\) in Bondi gauge

\[ ds^2 = -\left(1 + \frac{r^2}{l^2}\right) du^2 - 2dudr + r^2 d\Omega^2, \]

(5.6)

where we have reinstated the factors of \( l \) for clarity. In Bondi coordinates, the metric for AdS\(_4\) corresponds to choosing functions

\[ \beta = \gamma = U = 0; \quad W = \frac{1}{F} + \frac{1}{r^2}, \]

(5.7)

so in the notation of section 3 this corresponds to \( W_0 = 1/l^2, W_2 = 1 \), with all other coefficients zero.

We begin by transforming from the retarded time coordinate \( u \) into the usual time coordinate \( t \). This is achieved by

\[ t = u + r_*, \]

(5.8)

where the tortoise coordinate \( r_* \) is defined by

\[ \frac{dr}{f(r)} = \frac{dr}{1 + (r/l)^2} \implies r_* = l \arctan \left( \frac{r}{l} \right) + c, \]

(5.9)
with \( c \) is an integration constant whose value will be fixed later. Applying equations (5.8) and (5.9) transforms (5.6) into the standard AdS metric of

\[
\mathrm{d}s^2 = -\left(1 + \frac{r^2}{l^2}\right) \mathrm{d}t^2 + \left(1 + \frac{r^2}{l^2}\right)^{-1} \mathrm{d}r^2 + r^2 \mathrm{d}\Omega^2. \tag{5.10}
\]

The next step is to transform from our radial distance coordinate \( r \) into the tortoise coordinate \( \tau \). The motivation for doing this is that we can fix the the conformal boundary to be located at \( \tau = 0 \), providing an immediate comparison with the FG coordinate \( \rho \) as the conformal boundary in those coordinates is also located at \( \rho = 0 \). Choosing the integration constant in (5.9) to be \( c = -\pi l/2 \) allows us locate the conformal boundary \( \mathcal{I} \) at \( \tau = 0 \). We implement this part of the transformation by only including the leading order term in the large \( r \) approximation of \( \tau \)

\[
\tau = -\frac{l^2 r}{r^*} + \mathcal{O}(r^{-3}), \tag{5.11}
\]

which brings the line element (5.10) into the form

\[
\mathrm{d}s^2 = \frac{l^2}{r^*} \left[-\left(1 + \frac{r^2}{l^2}\right) \mathrm{d}t^2 + \left(1 + \frac{r^2}{l^2}\right)^{-1} \mathrm{d}r^2 + \hat{f}^2 \mathrm{d}\Omega^2\right]. \tag{5.12}
\]

This metric has similarities with (5.1); the gauge conditions of \( g_{\rho t} = g_{\rho \theta} = g_{\rho \phi} = 0 \) are all satisfied automatically if \( \tau = f(\rho) \) for any function \( f(\rho) \). We hence need to solve for \( f \) such that \( g_{\rho \rho} = \frac{l^2}{\rho^2} \). Carrying out this procedure we derive the defining equation for \( f(\rho) \)

\[
\frac{l^2 f'^2}{f^2[f^2 + f^3]} = \frac{1}{\rho^2} \tag{5.13}
\]

which admits two solutions

\[
f_1 = \frac{2k\rho}{1 - (k\rho)^2}, \quad f_2 = \frac{2k\rho}{\rho^2 - k^2} \tag{5.14}
\]

where in both cases \( k \) is an integration constant. These two solutions are related via the map \( k \to -1/k \) so it is unimportant which is chosen to be \( f \).

Picking \( f = f_1 \) we observe that in a neighbourhood of \( \mathcal{I} \) we have

\[
\tau = \frac{2kpl}{1 - k^2 \rho^2} \approx 2kpl. \tag{5.15}
\]

The metric (5.12) transforms to

\[
\mathrm{d}s^2 = \frac{l^2}{\hat{f}^2 \rho^2} \mathrm{d}\rho^2 - \frac{(1 + k^2 \rho^2)^2}{4k^2 \rho^2} \mathrm{d}r^2 + \frac{l^2 (k^2 \rho^2 - 1)^2}{4k^2 \rho^2} \mathrm{d}\Omega^2. \tag{5.16}
\]

We can now read off \( g_{(0)} \), which is conformally equivalent to the Einstein metric on \( \mathbb{R} \times S^2 \)

\[
\mathrm{d}s^2_{(0)} = -\mathrm{d}r^2 + \mathrm{d}\Omega^2. \tag{5.17}
\]

Notice that the leading order truncations of the Taylor series for our transformations (5.11), (5.15) allow us to compute only \( g_{(0)} \) correctly. To compute higher order \( g_{(i)} \) we need to include higher order terms in the transformation, giving

\[
\mathrm{d}s^2_{(2)} = \frac{1}{2}(-\mathrm{d}r^2 - \mathrm{d}\theta^2 - \sin^2 \theta \mathrm{d}\phi^2) \tag{5.18}
\]
as well as \( g_{(3)ab} = 0 \). The latter is the expected result for the energy momentum tensor of the CFT state dual to global AdS\(_4\).

In generalising this procedure to asymptotically locally AdS\(_4\) spacetimes we repeat the steps of this procedure, namely using series expansions to transform the coordinates and truncating at the necessary point to compute each \( g_{(i)} \) coefficient.

5.2.2. Computing \( g_{(0)}^{ab} \). For computational and notational simplicity we will from here onwards fix the AdS radius \( l = 1 \) (\( \Lambda = -3 \)). Factors of the radius may be reinstated using the following dimensional considerations. The Fefferman–Graham coordinates \((t, \rho, \theta, \phi)\) are dimensionless coordinates, and thus the only dimensions are those of the Bondi metric functions \((\gamma, \beta, U, W)\). Working with dimensional conventions of \([\text{length}] = +1\) we first compute the dimensions of the functions in the Bondi gauge metric (5.5). Using the standard definitions of the Bondi coordinates we have

\[
[u] = 1, \quad [r] = 1, \quad [\theta] = 0, \quad [\phi] = 0 \quad (5.19)
\]

and the line element has dimension \([ds^2] = 2\). Using the length dimensions of the coordinates, the dimensions of the Bondi functions are

\[
[\gamma] = 0, \quad [\beta] = 0, \quad [U] = -1, \quad [W] = -2. \quad (5.20)
\]

Each of these functions is expanded in negative powers of \( r \) in the asymptotic region of the spacetime (3.20). Using this, we can determine the dimension of each of the coefficients in the asymptotic expansions as

\[
[\gamma_i] = i, \quad [\beta_i] = i, \quad [U_i] = i - 1, \quad [W_i] = i - 2. \quad (5.21)
\]

To reinstate all the factors of \( l \) in the transformation formulae one simply needs to multiply the Bondi functions by suitable powers of \( l \) as determined by (5.21).

To compute \( g_{(0)}^{ab} \) we need to impose the vacuum Einstein equations to leading order; this corresponds to switching on the leading coefficients in the metric functions \( \beta_0, \gamma_0, U_0 \) and imposing \( W_0 = e^{2\beta_0} \). The leading order line element (5.5) takes the form

\[
ds^2 = - \left( e^{2\beta_0} r^2 - U_0^2 e^{2\gamma_0} \right) du^2 - 2 e^{2\beta_0} du dr - 2 U_0^2 e^{2\gamma_0} d\theta d\phi + r^2 \left( e^{2\gamma_0} d\theta^2 + e^{-2\gamma_0} \sin^2 \theta d\phi^2 \right). \quad (5.22)
\]

We now carry out the coordinate transformations (5.8) \( \rightarrow \) (5.11) \( \rightarrow \) (5.15) using the form \( r_* = \rho \) as we are for now only concerned about computing \( g_{(0)} \). This sequence of transformations gives the metric components at order \( 1/\rho^2 \) as

\[
g_{\rho\rho} = \frac{1}{\rho^2} (2 e^{2\beta_0} - e^{2\beta_0} + e^{2\gamma_0} U_0^2) \quad (5.23a)
\]

\[
g_{\rho\phi} = \frac{1}{\rho^2} (e^{2\beta_0} - e^{2\beta_0} - e^{2\gamma_0} U_0^2) \quad (5.23b)
\]

\[
g_{\rho\theta} = \frac{e^{2\gamma_0} U_0}{\rho^2} \quad (5.23c)
\]

\[
g_{\phi\phi} = \frac{1}{\rho^2} (e^{2\gamma_0} U_0^2 - e^{4\beta_0}) \quad (5.23d)
\]
\[ g_{\theta \theta} = \frac{e^{2\gamma} U_0}{\rho^2} \] (5.23e)

\[ g_{\theta \phi} = \frac{e^{2\gamma}}{\rho^2} \] (5.23f)

\[ g_{\phi \phi} = \frac{e^{-2\gamma} \sin^2(\theta)}{\rho^2}. \] (5.23g)

The resulting coefficients (5.23a)–(5.23c) are clearly incompatible with the Fefferman–Graham gauge. We thus carry out further transformations in \( \theta \) and \( t \), namely

\[ t \rightarrow t + \alpha_1(t, \theta) \rho, \quad \theta \rightarrow \theta + \alpha_2(t, \theta) \rho \] (5.24)

where \( \alpha_{1,2} \) are functions which are fixed by setting \( g_{\rho \rho} = 1/\rho^2, \) \( g_{\rho t} = g_{\rho \theta} = 0 \). When considering the \( O(1/\rho^2) \) pieces of the metric it suffices to transform the forms as

\[ dt \rightarrow dt + \alpha_1(t, \theta) d\rho + \cdots, \quad d\theta \rightarrow d\theta + \alpha_2(t, \theta) d\rho + \cdots \] (5.25)

as terms involving derivatives of \( \alpha_{1,2} \) are subleading in the radial expansion.

Under this transformation \( g_{\rho \rho} \) is given by

\[
g_{\rho \rho} = \frac{1}{\rho^2}( -e^{4\gamma} + e^{2\gamma} \hat{U}_0^2 \alpha_1^2 - \alpha_1(2[e^{2\gamma} - e^{4\gamma} + e^{2\gamma} \hat{U}_0^2] + 2e^{2\gamma} \hat{U}_0 \alpha_2) \\
\quad + (2e^{2\gamma} - e^{4\gamma} + e^{2\gamma} \hat{U}_0^2 + e^{2\gamma} \hat{U}_0 \alpha_2 + e^{2\gamma} \alpha_2^2) )
\] (5.26)

where the hat symbol over metric functions signifies the boundary value e.g.

\[ \hat{\gamma}_0(t, \theta) = \lim_{r \to 0} \gamma_0(u, \theta). \] (5.27)

Let us now solve the equation \( g_{\rho \rho} = \hat{t}^2/\rho^2 \), which is regarded as a quadratic equation for \( \alpha_1 \) (or equivalently \( \alpha_2 \)). Solving this equation gives us two roots:

\[
\alpha_1^+ = \frac{1 - e^{2\gamma} + e^{2\gamma} \hat{U}_0 + e^{2\gamma} \alpha_2}{e^{2\gamma} \hat{U}_0 - e^{2\gamma} \alpha_2} \] (5.28a)

\[
\alpha_1^- = \frac{-1 + e^{2\gamma} + e^{2\gamma} \hat{U}_0 + e^{2\gamma} \alpha_2}{e^{2\gamma} \hat{U}_0 + e^{2\gamma} \alpha_2}. \] (5.28b)

There seems to be no particular motivation to choose one or the other so we will proceed by choosing \( \alpha_1^- \); we will show below that either root could have been chosen. Notice that (5.28) gives \( \alpha_1 \) in terms of \( \alpha_2 \), which is viewed as a free function. Examining the transformations of the \( g_{\rho t}, g_{\rho \theta} \) coefficients fixes \( \alpha_2 \) and thus \( \alpha_1 \) also.

Using the transformation with \( \alpha_1 = \alpha_1^- \), \( g_{\rho t} \) reduces to

\[ g_{\rho t} = \frac{e^{\gamma} (\hat{U}_0 + e^{2\gamma} \alpha_2)}{\rho^2}, \] (5.29)

so we can set \( g_{\rho t} = 0 \) by choosing \( \alpha_2 = -\hat{U}_0 e^{-2\gamma} \). We thus conclude that the coordinate transformations are given by

\[ t \rightarrow t + (1 - e^{-2\gamma}) \rho, \quad \theta \rightarrow \theta - \hat{U}_0 e^{-2\gamma} \rho. \] (5.30)
Note that this value of $\alpha_2$ automatically sets $\alpha_1^+ = \alpha_1^-$. We could have alternatively started by choosing $\alpha_1 = \alpha_1^+$; this would have resulted in the same value for $\alpha_2$, showing that the freedom in choosing $\alpha_1$ was actually trivial. As a final check for this part of the transformation, we can show that $g_{\rho \theta} = 0$, verifying that the Fefferman–Graham gauge has been reached.

This transformation illustrates the leading order part of the general procedure to transform from Bondi to FG gauge. Using our solutions of the vacuum Einstein equations, we first transform from the Bondi coordinates $(u, r, \theta, \phi)$ into coordinates $(t, r^*, \theta, \phi)$ and then use transformations of the form

$$r_* \rightarrow \sum_{j=1}^{i+1} r_j(t, \theta) \rho^j, \quad t \rightarrow t + \sum_{j=1}^{i+1} t_j(t, \theta) \rho^j, \quad \theta \rightarrow \theta + \sum_{j=1}^{i+1} \theta_j(t, \theta) \rho^j \quad (5.31)$$

where the limit of the sum $i + 1$ indicates the order necessary to compute the coefficient $g_{\rho \theta}$ (thus we will only be concerned about summing to an upper limit of four). At each order we need to solve for the coefficients $r_j, t_j, \theta_j$ to preserve the FG gauge conditions $g_{\rho \rho} = 1/r^2, g_{\rho \phi} = g_{\phi \rho} = 0$ ($g_{\phi \phi} = 0$ will be satisfied automatically due to axisymmetry and trivial $\phi \rightarrow \phi$ transformation). More detail and computation of the higher order coefficients is given in appendix B.

5.3. Background metric

The transformation (5.24) gives the following results for $g_{(0)ab}$:

$$d\tilde{s}_2^2 = \left( e^{2\gamma_0} \tilde{U}_0^2 - e^{4\beta_0} \right) dt^2 - 2e^{2\gamma_0} \tilde{U}_0 dtd\theta + e^{2\beta_0} d\theta^2 + e^{-2\gamma_0} \sin^2(\theta) d\phi^2. \quad (5.32)$$

Note that the boundary is not necessarily topologically equivalent to $\mathbb{R} \times S^2$ in general; the spacetimes are asymptotically locally AdS rather than asymptotically AdS.

When $\tilde{U}_0$ vanishes, the boundary metric is topologically $\mathbb{R} \times S^2$ but the metric on the $S^2$ is deformed by non-trivial $\gamma_0$. The boundary metric retains the determinant condition on the angular part of the metric

$$d\Omega^2 = e^{2\gamma_0} d\theta^2 + e^{-2\gamma_0} \sin^2(\theta) d\phi^2 \implies |\Omega| = \sin^2 \theta, \quad (5.33)$$

which was part of the definition of the Bondi gauge. This is an unusual restriction on the boundary metric: it is somewhat unnatural to impose a fixed determinant for the metric on the sphere. It would thus be interesting to revisit the Bondi gauge analysis, dropping the determinant condition on the spherical part of the metric.

5.4. The energy-momentum tensor

The final term of physical interest in the Fefferman–Graham expansion is $g_{(3)}$ as this describes the energy-momentum tensor of the dual conformal field theory (5.3). To compute $g_{(3)ab}$ we have to include terms up to $O(r^{-3})$ in the metric functions

$$\gamma(u, r, \theta) = \gamma_0 + \frac{\gamma_1}{r} + \frac{\gamma_3}{r^3} \quad (5.34a)$$

$$\beta(u, r, \theta) = \beta_0 - \frac{\gamma_1^2}{4r^2} \quad (5.34b)$$
\[ U(u, r, \theta) = U_0 + \frac{2}{r^2} \beta_0 \theta e^{2(\beta_0 - \gamma_0)} \]
\[-\frac{1}{r^2} e^{2(\beta_0 - \gamma_0)} (2\beta_0 \gamma_1 - 2\gamma_0 \gamma_1 + 2 \cot(\theta) \gamma_1) + \frac{U_3}{r^3} \]  
(5.34c)

\[ W(u, r, \theta) = e^{2\theta_0} + \frac{1}{r^2} [\cot(\theta) U_0 + U_{0,\theta}] + \frac{1}{2 r^2} e^{2(\beta_0 - \gamma_0)} [2 - 3 e^{2\gamma_0} \gamma_1^2 + 4 \cot(\theta) \beta_0 \theta] \]
\[+ 8(\beta_0, \theta)^2 + 6 \cot(\theta) \gamma_0, \theta - 8 \beta_0, \gamma_0, \theta - 4(\gamma_0, \theta)^2 + 4 \beta_0, \theta, \theta + 2 \gamma_0, \theta, \theta + \frac{W_3}{r^3}. \]  
(5.34d)

As a brief aside, we observe that the integration functions \( U_3 \) and \( W_3 \) enter the metric at this order. Recall that \( W_3 \) has the interpretation in asymptotically flat spacetime as the Bondi mass aspect, \( W_3 = -2m_B \) [1]. If we follow [13] in defining the mass aspect function as the \( \mathcal{O}(1/r) \) term in the Bondi metric component \( g_{uu} \) then we obtain

\[ 2m_B = -e^{-2(\beta_0 + \gamma_0)} (2\gamma_0, u - U_0(\cot(\theta) - 2\gamma_0, u) + U_{0,\theta}) (4 e^{2\beta_0}(\beta_0, \theta)^2 \]
\[-e^{2\gamma_0} U_0(-2\gamma_0, u + 4 \beta_0, \gamma_0, \theta - \cot(\theta)) + U_0(4 \gamma_0, \theta)^2 \]
\[-2\gamma_0, u + 6 \cot(\theta) \gamma_0, \theta + \cot^2(\theta) - 1 - U_{0,\theta} - \cot(\theta) U_{0,\theta}) \]
\[+ e^{-2\gamma_0}(2 e^{2\gamma_0} U_0 U_3 - 2 e^{2\beta_0} \beta_0 \theta(-2\gamma_0, u + 4 \beta_0, \gamma_0, \theta - \cot(\theta)) \]
\[+ U_0(4 \gamma_0, \theta)^2 - 2 \gamma_0, u - 6 \cot(\theta) \gamma_0, \theta + \cot^2(\theta) - 1 - U_{0,\theta} - \cot(\theta) U_{0,\theta}) \]
\[+ \frac{1}{2} e^{2\gamma_0} U_0^2 \left[ 6 \gamma_0 + 1 + 2 e^{-2\beta_0}(2\gamma_0, u - U_{0,\theta} - 2 \gamma_0, u) + U_{0,\theta})^2 \]
\[+ 2 e^{-2\beta_0} \beta_0 \theta U_0(2\gamma_0, u + U_0(\cot(\theta) - 2\gamma_0, u) + U_{0,\theta})^2 \]
\[+ \frac{1}{8} e^{-2\beta_0}(U_{0,\theta} + \cot(\theta) U_0)(2\gamma_0, u - U_0(\cot(\theta) - 2 \gamma_0, u) + U_{0,\theta})^2 - e^{2\beta_0} W_3. \]  
(5.35)

Here we have used the Einstein equation (3.16) to express contributions in terms of \((\gamma_0, U_0, \beta_0)\) wherever possible. In the asymptotically AdS case \( \gamma_0 = \beta_0 = U_0 = 0 \) we obtain the same definition of the mass aspect, \( 2m_B = -W_3 \), as in the asymptotically flat case [1].

In the asymptotically flat case, the Bondi mass at time \( u = u_0 \) is obtained by integrating the mass aspect over the \( u_0 \) cut of \( J^+ \) (2.17). It is natural to suggest that an extension should exist for the AdS case whereby one could obtain the analogue of the Bondi mass in asymptotically locally AdS spacetime by integrating over a cut of \( J^+ \) instead. We will discuss this definition in asymptotically AdS spacetimes in section 5.5.5 while the more general case of asymptotically locally AdS remains ongoing work.

Returning to the discussion of the coordinate transformation in order to obtain \( g_{(3)} \), we note that when performing the series transformation into the Fefferman–Graham form we also need to extend our transformation in the coordinates to \( \mathcal{O}(\rho^4) \)

\[ r_* \rightarrow r + b_1(t, \theta) \rho^2 + c_1(t, \theta) \rho^3 + d_1(t, \theta) \rho^4 \]
\[ t \rightarrow t + c_1(t, \theta) \rho + b_2(t, \theta) \rho^2 + c_2(t, \theta) \rho^3 + d_2(t, \theta) \rho^4 \]
\[ \theta \rightarrow \theta + a_2(t, \theta) \rho + b_3(t, \theta) \rho^2 + c_3(t, \theta) \rho^3 + d_3(t, \theta) \rho^4 \]  
(5.36)

where \( a, b, c \) are the functions already obtained from previous orders (see appendix B for \( b_1 \) and \( c_1 \)). To obtain \( g_{(3)ab} \) we will need to choose \( d_{1,2,3} \) suitably in order to force the \( d\rho \) terms to vanish at \( \mathcal{O}(1/\rho) \).

Once we have performed this transformation we have to check equations (5.4) are satisfied. First we use the \( g_{(0)} \) of equation (5.32) to check tracelessness.
\begin{equation}
\gamma_0 = \hat{\gamma}_0 = \hat{\beta}_0 = 0, \tag{5.40}
\end{equation}

so that the metric \( g(0) \) is the standard metric on the Einstein universe.

Applying these values to (B.16a)–(B.16d) and (B.20)–(B.22) to compute \( g(3) \) we obtain
\begin{equation}
\mathrm{d}s^2_{(2)} = -\frac{1}{2} \left[ \mathrm{d}r^2 + \mathrm{d}\Omega^2 \right], \tag{5.41}
\end{equation}
\begin{equation}
\mathrm{d}s^2_{(3)} = \frac{2}{3} \hat{W}_3 \mathrm{d}r^2 + 2 \hat{U}_3 \mathrm{d}r \mathrm{d}\theta + \left( \frac{1}{3} \hat{W}_3 - 2 \hat{\gamma}_3 \right) \mathrm{d}\theta^2 + \left( \frac{1}{3} \sin^2 \theta \hat{W}_3 + 2 \sin^2 \theta \hat{\gamma}_3 \right) \mathrm{d}\phi^2. \tag{5.42}
\end{equation}

Notice that \( g_{(2)} \) can also be obtained from (5.17) using the curvature formula (B.12)).

The second of these two formulae gives us the energy-momentum tensor in terms of Bondi gauge functions. From (5.42) we note that
which arises from the formula (5.35) for the Bondi mass aspect, \( m_B \), now restricted to the boundary, \( \hat{m}_B = m_B |_{S^2} \). Thus, the \( g(3)_{\mu
u} \) component of the energy-momentum tensor is determined entirely by the mass aspect function. This implies in particular that the Bondi mass for asymptotically \( \text{AdS}_4 \) spacetimes is equal to the mass computed using the holographic energy momentum tensor. Indeed,

\[
\mathcal{M} = \int_{S^2} dS \langle T_{\mu\nu} \rangle \xi^\nu = -\frac{3}{16\pi} \int_{S^2} g(3)_{\mu
u} = \frac{1}{4\pi} \int_{S^2} \hat{m}_B = \mathcal{M}_B
\]

where in the first equality \( \xi^\mu \) is an asymptotic timelike killing vector, which we take to be \( \xi^\mu = - (\frac{\partial}{\partial t})^\mu \) and we set \( l = G = 1 \). This also implies that the Bondi mass for asymptotically \( \text{AdS}_4 \) spacetimes is equal with all other definitions of mass for asymptotically \( \text{AdS}_4 \) spacetimes as all of them are known to agree with the holographic mass (as they had to since \cite{19} provided a first principles derivation that the conserved charges for general \( \text{AdS}_4 \) spacetimes are the holographic charges). In appendix \( D \) we demonstrate the equality between the Bondi mass and the Abbott–Deser mass.

We will now discuss interesting examples of asymptotically \( \text{AdS}_4 \) spacetimes.

5.5.1. Global \( \text{AdS}_4 \). An obvious example of an asymptotically \( \text{AdS}_4 \) spacetime is the case of global \( \text{AdS}_4 \) itself. Using the usual normalisation of \( l = 1 \), the line-element in retarded Bondi coordinates reads

\[
ds^2 = -(1 + r^2) du^2 - 2udu dr + r^2 d\Omega^2.
\]

Clearly \( W_3 = U_3 = \gamma_3 = 0 \). Applying this to (5.42) we see that \( g(3) \) vanishes and thus the energy-momentum tensor of the CFT state (the vacuum state) dual to global \( \text{AdS}_4 \) is zero.

5.5.2. \( \text{AdS}_4 \) Schwarzschild. We now consider the \( \text{AdS}_4 \)-Schwarzschild black hole solution whose metric in retarded Bondi coordinates reads

\[
ds^2 = -(1 + r^2 - \frac{2m}{r}) du^2 - 2udu dr + r^2 d\Omega^2.
\]

This solution is an example of an asymptotically \( \text{AdS}_4 \) metric and thus it automatically has the same values for \( g(0) \) and \( g(2) \) as presented above.

This solution has metric functions \( \beta = \gamma = U = 0 \) and matching (5.46) with the general Bondi gauge metric (3.2) gives \( W = 1 + 1/r^2 - 2m/r^3 \) i.e. \( W_3 = -2m \). Using the relation (5.42) we obtain

\[
g(3)_{ab} = \frac{2m}{3} \begin{pmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \sin^2 \theta \end{pmatrix}
\]

which reduces to the case of global \( \text{AdS}_4 \) when \( m = 0 \).

5.5.3. Flat \( g(0) \). Let us now consider the case where the metric \( g(0) \) is flat. One can show explicitly that the metric on the Einstein universe is conformally flat using the coordinate transformation

\[
g(3)_{ab} = \frac{2m}{3} \begin{pmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \sin^2 \theta \end{pmatrix}
\]
\[ \tau \pm y = \tan \left[ \frac{1}{2} (t \pm \theta) \right] \] (5.48)

to obtain
\[ ds^2_{(0)} = 4 \cos^2 \left[ \frac{1}{2} (t + \theta) \right] \cos^2 \left[ \frac{1}{2} (t - \theta) \right] (-d\tau^2 + dy^2 + y^2 d\phi^2) \] (5.49)

which is clearly conformal to the flat metric on \( \mathbb{R}^{2,1} \) in polar coordinates.

Under a conformal transformation \( g_{(0)} \rightarrow e^{2\sigma} g_{(0)} \) the coefficients of the Fefferman–Graham expansion transform as (see discussion in [51])
\[
\begin{align*}
    g'_{(0)ab} &= e^{2\sigma} g_{(0)ab} \\
    g'_{(2)ab} &= g_{(2)ab} + \nabla_a \nabla_b \sigma - \nabla_a \nabla_b \sigma + \frac{1}{2} (\nabla \sigma)^2 g_{(0)ab} \\
    g'_{(3)ab} &= e^{-\sigma} g_{(3)ab}
\end{align*}
\]

and therefore
\[
\begin{align*}
    g'_{(0)ab} &= \eta_{ab}, \\
    d\tau^2_{(0)} &= -d\tau^2 + dy^2 + y^2 d\phi^2 \\
    g'_{(2)ab} &= 0 \\
    g'_{(3)ab} &= 2 \cos \left[ \frac{1}{2} (t + \theta) \right] \cos \left[ \frac{1}{2} (t - \theta) \right] \\
    &\begin{pmatrix}
        \frac{2}{3} \tilde{W}_3 & \tilde{U}_3 & 0 \\
        \tilde{U}_3 & \frac{1}{3} \tilde{W}_3 - 2\gamma_3 & 0 \\
        0 & 0 & \sin^2 \theta \left( \frac{1}{3} \tilde{W}_3 + 2\gamma_3 \right)
    \end{pmatrix}
\end{align*}
\]
\[
\begin{align*}
    ds^2_{(3)} &= \frac{2}{3} \left[ (1 + (\tau + y)^2)(1 + (\tau - y)^2) \right]^{-5/2} \\
    &\times \frac{\gamma_3}{3} \left[ -48 y \gamma (1 + y^2 + \tau^2) \tilde{U}_3 + 8 (y^4 + (1 + \tau^2)^2 + y^2 (1 + 4\tau^2)) \tilde{W}_3 \\
    - 96 y^2 \gamma_3^2 \tilde{U}_3 + \left[ 24 (y^4 + (1 + \tau^2)^2 + y^2 (2 + 6\tau^2)) \tilde{U}_3 \\
    - 48 y \gamma (1 + y^2 + \tau^2) \tilde{W}_3 + 96 y \gamma (1 + y^2 + \tau^2) \gamma_3 \tilde{U}_3 \\
    + [-48 y \gamma (1 + y^2 + \tau^2) \tilde{U}_3 + 4 (y^4 + (1 + \tau^2)^2 + 2y^2 (1 + 5\tau^2)) \tilde{W}_3 \\
    - 24 (1 + y^2 + \tau^2)^2 \gamma_3 \tilde{U}_3 \\
    + 4 \gamma_3^2 ((1 + (\tau + y)^2)(1 + (\tau - y)^2)) (\tilde{W}_3 + 6\gamma_3)] \right] dy^2 \\
    + [4 \gamma_3^2 ((1 + (\tau + y)^2)(1 + (\tau - y)^2))] (\tilde{W}_3 + 6\gamma_3)] \tilde{U}_3 \\
    \right] dy^2 \\
\end{align*}
\]

The equation for \( g'_{(3)} \) is presented in the flat coordinates \( (\tau, y, \phi) \) and both \( g_{(2)} \) and \( g_{(3)} \) have been presented in both the old \( (t, \theta, \phi) \) coordinates as well as the new coordinates \( (\tau, y, \phi) \) trivially so.

We observe that \( g'_{(3)} \) is merely (5.42) multiplied by a conformal factor. (5.51) presents the specific factor when we have a flat metric at the boundary \( g_{(0)ab} = \eta_{ab} \). We also remark that one could immediately deduce that \( g'_{(2)ab} \) vanishes by applying (B.12) to the flat metric.

### 5.5.4. AdS\(_4\) black brane

An example of a vacuum solution with a flat \( g_{(0)} \) is the AdS black brane solution. The black brane is an asymptotically AdS solution to the vacuum Einstein equations with planar horizon topology.

\[
\begin{align*}
    ds^2 &= \frac{4 \rho^2 f_b(\rho)}{f_b(\rho)} \left( -f_b(\rho) d\tau^2 + dx_1^2 + dx_2^2 \right) \\
    f_b(\rho) &= 1 - \frac{\rho^{3/2}}{b^3}
\end{align*}
\] (5.52)
where $b$ is related to the temperature $T$ of the brane via $b = 3/(4\pi T)$.

It is straightforward to transform the black brane solution into the Fefferman–Graham form using a redefinition of the radial coordinate $\rho$ (see for example [54]), resulting in Fefferman–Graham expansion coefficients:

$$ g_{(0)ab} = \eta_{ab}; \quad ds^2_{(0)} = -d\tau^2 + dy^2 + y^2d\phi^2; $$

$$ g_{(2)ab} = 0; $$

$$ g_{(3)ab} = -\frac{1}{3} \left(\frac{4\pi T}{3}\right)^3 \begin{pmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & y^2 \end{pmatrix}, $$

where we use the flat coordinates $(\tau, y, \phi)$ of (5.51).

We can calculate the relevant Bondi quantities for the AdS black brane from (5.51) and (5.53):

$$ \hat{\gamma}_3 = \frac{1}{8} \left(\frac{4\pi T}{3}\right)^3 \tau y^2 \sqrt{((y-\tau)^2 + 1)((\tau+y)^2 + 1)} $$

$$ \hat{U}_3 = -\frac{1}{4} \left(\frac{4\pi T}{3}\right)^3 \tau y (\tau^2 + y^2 + 1) \sqrt{((y-\tau)^2 + 1)((\tau+y)^2 + 1)} $$

$$ \hat{W}_3 = -\frac{1}{8} \left(\frac{4\pi T}{3}\right)^3 \sqrt{((y-\tau)^2 + 1)((\tau+y)^2 + 1)} $$

$$ \times \left((\tau^2 + 1)^2 + y^4 + (4\tau^2 + 2)y^2\right). $$

Note that $\hat{W}_3$ will be related to the mass aspect if we use (5.50) to transform the solution so that to boundary metric is $\mathbb{R} \times S^2$. The corresponding mass will then be the conserved charge associated with time translations. However, as the coordinate transformation (5.48) transforms $t$ to $\tau$ and $y$, what was a mass aspect on $\mathbb{R} \times S^2$ is not a mass aspect on $\mathbb{R}^{1,2}$. Indeed, it was shown in [51] that

$$ \partial_t = \frac{1}{2}(P_\tau + K_\tau) $$

where $P_\tau = \partial_\tau$ is the generator of $\tau$-translations and $K_i = x^2 \partial_i - 2x_i x^j \partial_j$ the generator of special conformal transformations (see also the discussion in [55]). Thus, $\hat{W}_3$ is related to a linear combination of the mass and the ‘special conformal’ aspects on $\mathbb{R}^{1,2}$.

5.5.5. Bondi mass. In our gauge the Bondi mass (2.17) reduces to

$$ \mathcal{M}_B = \frac{1}{4\pi} \int_{S^2} m_B = \frac{1}{2} \int_0^\pi m_B \sin(\theta) \, d\theta $$

where $m_B$ is the mass aspect function defined in (5.35).

We would like to examine whether or not the Bondi mass in asymptotically locally AdS spacetimes maintains the monotonicity property of the mass in asymptotically flat spacetime [1, 2], namely

$$ \frac{\partial \mathcal{M}_B}{\partial u} \leq 0. $$

One can explicitly confirm this using (5.50), (5.48) and $K_\tau = (y^2 + \tau^2)\partial_\tau + 2\tau y \partial_y$. 
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Note that for asymptotically flat spacetimes saturation of the bound corresponds to the absence of gravitational radiation.

To examine the AdS analogue of this result, we begin by examining the case of asymptotically AdS space-times for which $\gamma_0 = \beta_0 = U_0 = 0$. In this case the mass aspect coincides with the original definition, $2m_B = -W_3$ and

$$\frac{\partial M_B}{\partial u} = \frac{1}{2} \int_0^\pi \frac{\partial m_B}{\partial u} \sin(\theta) \, d\theta = -\frac{1}{4} \int_0^\pi \frac{\partial W_3}{\partial u} \sin(\theta) \, d\theta. \tag{5.58}$$

To analyse this, we use the supplementary condition (A.2) (evolution equation for $W_3$), which reduces to

$$W_3, u = \frac{3}{2} (U_3, \theta + \cot(\theta) U_3) \tag{5.59}$$

in this case.

To simplify this relation further we use the Einstein equation (3.16), which implies

$$\gamma_1 = 0 \tag{5.60}$$

and thus

$$W_{3, u} = \frac{3}{2} (U_{3, \theta} + \cot(\theta) U_3) \tag{5.61}$$

and thus substituting into equation (5.57) gives

$$\frac{\partial M_B}{\partial u} = -\frac{3}{8} \int_0^\pi (U_{3, \theta} \sin(\theta) + \cos(\theta) U_3) \, d\theta = -\frac{3}{8} [U_3 \sin(\theta)]_0^\pi. \tag{5.62}$$

To evaluate the limits of this integral we use the same regularity conditions as in [1]. At the poles of the 2-sphere,

$$\frac{U_3}{\sin(\theta)} = f(\cos(\theta)) \tag{5.63}$$

where the function $f$ is regular at the poles. Applying this condition in (5.62) gives

$$\frac{\partial M_B}{\partial u} = -\frac{3}{8} [\sin^2(\theta) f(\cos(\theta))]_0^\pi = 0 \tag{5.64}$$

using the regularity of $f$.

Thus for asymptotically AdS spacetimes the Bondi mass is constant and does not vary with respect to the Bondi time, $u$. This confirms earlier results in [7, 12, 14–16] (mostly for the dS case). The result is striking and is what would be expected on physical grounds, as we will now explain.

Firstly, let us recall the interpretation of equation (5.60) in the language of the original work by BMS. Vanishing of $\gamma_1$ implies there is no news and thus (in the asymptotically flat case) the mass is automatically conserved. This interpretation carries over to the asymptotically AdS case. Note however that it seems less likely that this result will extend trivially to the broader class of asymptotically locally AdS spacetimes, as it is possible to have vanishing $\gamma_1$ but non-trivial $(\gamma_0, \beta_0, U_0)$. The latter would play a role in the equation (A.2) for the evolution of the mass aspect and could alter the monotonicity properties of the mass.

Another way to understand why the Bondi mass remains constant for asymptotically AdS space-times is that the boundary metric is unchanging, indicating a lack of gravitational
radiation to perturb it. Any outgoing radiation would effect the boundary metric and as the metric is unchanging with time there is no gravitational radiation. The original motivation of BMS was to define a mass which captured radiation escaping at (null) infinity and thus our conclusion is consistent with their approach.

5.6. Integration scheme

In this section we summarise the relation between the Fefferman–Graham integration scheme, which effectively allows the spacetime to be reconstructed in the neighbourhood of the conformal boundary in terms of CFT data, and the integration scheme in Bondi gauge discussed in section 4.2. In the latter, one specifies the data

\[
\{\dot{\gamma}_0(t, \theta), \dot{\beta}_0(t, \theta), \dot{U}_0(t, \theta), \dot{\gamma}_3(t, \theta), \dot{U}_3(t, \theta), \dot{W}_3(t, \theta) \vert t \in \mathbb{R}, \theta \in (0, 2\pi) \}
\]

(5.65)

which has the effect of reducing the Einstein equations to algebraic equations from which one construct fully the asymptotic solutions to the Einstein equations without having to evolve between null hypersurfaces.

The holographic interpretation of \((\dot{\gamma}_0, \dot{\beta}_0, \dot{U}_0)\) is given by equation (5.32); these functions define the metric at the conformal boundary, \(g^{(0)}_{ab}\). The commonly imposed determinant constraint on the spherical part of the metric in Bondi gauge translates into a determinant constraint on the spherical part of the boundary metric, a constraint which is unnatural from a CFT perspective.

The data \((\dot{\gamma}_3, \dot{U}_3, \dot{W}_3)\) defines the energy momentum tensor of the dual theory, \(T_{ab}\). More precisely, equation (5.38) gives the relation between \(g_{(0)ab}\) and \(T_{ab}(\sim g_{(3)ab})\) and the coefficients \((\dot{\gamma}_3, \dot{U}_3, \dot{W}_3)\). With this holographic interpretation we can rephrase the Bondi integration scheme in the following form:

**Knowledge of the metric** \(g_{(0)ab}\) **at** \(\I\) **and the energy momentum tensor** \(T_{ab}(\sim g_{(3)ab})\) **for the CFT dual of the Bondi gauge spacetime is sufficient to algebraically solve the vacuum Einstein equations in the asymptotic region.**

6. Conclusions

The main result of this paper is the general asymptotic solution of asymptotically local AdS and dS spacetimes in Bondi gauge. We saw that we can use two different integration schemes: in the boundary scheme we fix data on the conformal boundary only, while in the hybrid scheme we give data on a null hypersurface and a portion of the conformal boundary. We also presented the coordinate transformation to Fefferman–Graham coordinates and identified how to extract the holographic data/conserved quantities directly in Bondi gauge.

The analysis was done for vacuum Einstein gravity in four dimensions and for solutions that are axially and reflection symmetric. It would be straightforward to relax these conditions, i.e. to consider solutions with no axial and reflection symmetry, add matter and generalise to higher dimensions. In odd dimensions the asymptotic expansion will involve logarithmic terms, and so it will in any dimension with specific types of matter (as discussed for \(d = 4\) in appendix C). These logarithms are related to logarithmic divergences in the on-shell value of the gravitational action [4, 18].

One undesirable feature of the Bondi gauge is the determinant condition on the angular part of the metric (2.7). In the context of (A)dS this implies that the angular part of the boundary
metric satisfies a similar condition (5.33). Via gauge/gravity duality however the boundary metric also has the interpretation of a source for the energy momentum tensor of the dual QFT and in QFT the sources should be unconstrained. It would thus be desirable to relax/replace this condition so that the boundary metric is unconstrained.

We have seen that the Bondi mass is constant for asymptotically (A)dS metrics, reflecting the fact that these boundary conditions do not allow for radiating spacetimes. To accommodate radiating spacetimes one needs to consider asymptotically locally (A)dS spacetimes with a time dependent boundary metric. While we now know the general asymptotic solution for such spacetimes, we do not know yet what is the correct identification of the appropriate notion of mass that accounts for the radiation (but see [8, 12–17]). Such mass should be monotonic and it is not yet clear whether the Bondi mass defined using (5.38) has such monotonicity properties. A radiating spacetime which is asymptotically locally AdS and possesses a ‘Bondi mass’ with the required properties [6] is the AdS Robinson–Trautman solution. It would thus be useful to bring this solution to Bondi gauge and use it as a playground.

In this paper we only touched upon the case of positive cosmological constant, only discussing properties that can be directly inferred from those of negative $\Lambda$. There are however important global differences between the two cases and it would be interesting to completely analyse the case of positive cosmological constant in detail, especially given its phenomenological importance. We hope to return to this and related issues in the near future.

The direct analogue of the asymptotically flat case when $\Lambda \neq 0$ is the case of asymptotically (A)dS spacetimes. When $\Lambda \neq 0$, however, we have seen that we can obtain asymptotic solutions more generally for asymptotically locally (A)dS spacetimes. It would be interesting to revisit the case of no cosmological constant and determine the most general boundary conditions allowed by Einstein’s equations (and the variational problem) at null infinity and find the corresponding asymptotic solutions. This may be relevant in understanding how holography works in asymptotically flat gravity.
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Appendix A. Supplementary conditions

In section 3.4, we explained how the $\{u\theta\}$ and $\{uu\}$ Einstein equations can be reduced to $f = 0$ and $g = 0$ where $f, g$ are functions of $(u, \theta)$. Here we present these equations in the $\Lambda < 0$ case as constraints upon the derivatives of the functions $U_{3,u}$ and $W_{3,u}$. We have used the normalisation of $l = \sqrt{-3/\Lambda} = 1$. The formulae for $\Lambda > 0$ can be obtained by using dimensional analysis (see section 5.2.2) to reinstate $l$ and then $\Lambda$. 
$f = 0$: 

$$U_{3,u} = \frac{4}{3} \gamma_3((2 \gamma_{0,0} - 4 \cot(\theta))(U_0)^2 + 2(e^{2\gamma_{1}} - U_{0,0} + \gamma_{0,u})U_0$$

$$- 3e^{4\beta_{0,0} - 2\gamma_{0}}(\cot(\theta) + \beta_{0,0} - \gamma_{0,0})) + \frac{1}{9}(28e^{2\gamma_{0}}U_0(\gamma_{1})^4$$

$$- 30e^{2\beta_{0,0} - 2\gamma_{0}}(\cot(\theta) - \beta_{0,0} - \gamma_{0,0})(\gamma_{1})^3 - 14(U_0)^2(\cot(\theta) - 2\gamma_{0,0})(\gamma_{1})^3$$

$$+ 14U_0(U_{0,0} + 2\gamma_{0,u})(\gamma_{1})^3 + 3e^{2\beta_{0,0} - 2\gamma_{0}}(U_{0,0}(7 \cot(\theta) + 8\beta_{0,0} - 8\gamma_{0,0})$$

$$+ e^{2\beta_{1}}U_{0,0} = 4(-4 \cot(\theta) + \beta_{0,0} + 4\gamma_{0,u})\gamma_{0,u} + 3\beta_{0,0} - 8\gamma_{0,u})(\gamma_{1})^2$$

$$- 6U_0W_{3,1} + 3e^{2\beta_{0,0} - 2\gamma_{0}}(2e^{2\beta_{1}}(-4\gamma_{0,0})^3 + 6 \cot(\theta)(\gamma_{0,0})^2$$

$$+ (3 \csc^2(\theta) + 4\beta_{0,0} + 6\gamma_{0,u} + 2\gamma_{0,0}) + 8(\beta_{0,0}^2(2 \cot(\theta) - \gamma_{0,0})$$

$$- 2 \cot(\theta)(\beta_{0,0} - 3 \cot(\theta)\gamma_{0,0} - 2\beta_{0,0}(\csc^2(\theta) - 4(\gamma_{0,0})^2 + 8 \cot(\theta)\gamma_{0,0})$$

$$+ 4\beta_{0,0} + 2\gamma_{0,u} + 2(-2\beta_{0,0} - \gamma_{0,0}^2) + e^{2\gamma_{0}}(4\gamma_{1,0}(U_{0,0} - 2\gamma_{0,u})$$

$$- 2(8 \cot(\theta) + 3\beta_{0,0} - 8\gamma_{0,0} + 3\gamma_{1,0}U_0)\gamma_{1,0} - 24e^{2\beta_{0,0}}U_{0,0} + 12U_0U_3(\cot(\theta) + \gamma_{0,0})$$

$$- 18e^{4\beta_{0,0} - 2\gamma_{0,0}\gamma_{3,0} \gamma_{1,0} - 24(U_0)^2\gamma_{3,0}$$

$$+ 12e^{4\beta_{0,0} - 4\gamma_{1,0}((2\beta_{0,0}(\cot(\theta) - 3\beta_{0,0} - 2\gamma_{0,0}) + \beta_{0,0}\gamma_{1,0})$$

$$+ 3e^{2\beta_{0,0} - 2\gamma_{0}}U_0((\csc^2(\theta) + 16(\gamma_{0,0})^2 + 8\beta_{0,0}(2 \cot(\theta) + \beta_{0,0})$$

$$- 4(7 \cot(\theta) + 3\beta_{0,0} - 8\gamma_{0,0} + 12(\gamma_{0,0} + 1)))(\gamma_{1})^2$$

$$- 2((15 \cot(\theta) + 12\beta_{0,0} - 16\gamma_{0,0})\gamma_{1,0} + 3\gamma_{1,0}U_0)\gamma_{1,0} + 10(\gamma_{1,0})^2$$

$$+ 6U_0(2e^{2\beta_{1}} - 2\gamma_{0,0} + 3\beta_{0,0} - 3\gamma_{0,0}) + 21e^{2\beta_{0,0} - 2\gamma_{0,1,0}(\gamma_{1,0} - 24U_0\gamma_{3,0}))$. 

(A.1)

$g = 0$: 

$$W_{3,u} = 3e^{4\beta_{1}} - \gamma_{1}^4 + \frac{1}{2}e^{-2\gamma_{0}}(e^{2\gamma_{0}}U_0^2 - e^{4\gamma_{0}}(8\cot^2(\theta) - 16(\gamma_{0,0})\cot(\theta) + 4\beta_{0,0}^2 + 8\gamma_{0,0})$$

$$+ 7(\beta_{0,0}(\cot(\theta) - 2\gamma_{0,0}) + 7\beta_{0,0}U_0))(\gamma_{1})^2 + \frac{1}{2}e^{-2\gamma_{0}}(-12e^{4\beta_{1}} + 2\gamma_{0,0}\gamma_{3,0}$$

$$- 2U_0(4e^{-2\gamma_{0}}(\csc^2(\theta) - 3e^{2\beta_{0,0}}U_0\gamma_{0,0} + \beta_{0,0}\gamma_{1,0}U_0)\gamma_{0,0} + 6e^{2\beta_{0,0}}\gamma_{0,0}^2$$

$$+ e^{2\beta_{1}}(11\cot(\theta) - 16\gamma_{0,0} + 3e^{2\beta_{0,0}}\gamma_{0,0} - 5e^{2\beta_{0,0}}\gamma_{0,0} - 2e^{2\gamma_{0,0}}\gamma_{1,0}U_0$$

$$+ e^{2\beta_{0,0}}(\gamma_{0,0} + 2U_0\gamma_{0,0} + 32\cot(\theta)\beta_{0,0}\gamma_{0,0} - 32\beta_{0,0}\gamma_{0,0}\gamma_{0,0} - 12\cot(\theta)\beta_{0,0}\gamma_{0,0}$$

$$- 16\beta_{0,0}\beta_{0,0} + 16\gamma_{0,0}(\gamma_{0,0} + 24\beta_{0,0}\gamma_{0,0} - 8\gamma_{0,0}\gamma_{0,0} - 4\beta_{0,0}\gamma_{0,0}$$

$$+ 4\gamma_{0,0}\gamma_{0,0})(\gamma_{1}) + 8e^{4\beta_{1}} - 4\gamma_{0,0}^{(2)}(\Gamma(\theta)\beta_{0,0}^2 + (\gamma_{1})^3 + 8e^{4\beta_{0,0}}\gamma_{0,0}(\gamma_{1,0})^3$$

$$- 8e^{4\beta_{1}}\beta_{0,0}(\gamma_{1,0})^3 + \frac{1}{2}(e^{4\beta_{1}} - 2\gamma_{1,0}^2)^2 + (U_0)^3(\frac{7}{3}e^{2\gamma_{0,0}}(\gamma_{0,0} - 2\gamma_{0,0})(\gamma_{1})^3$$

$$+ e^{2\gamma_{0,0} - 2\beta_{1}}(\gamma_{1}^2(2\cot(\theta) - \gamma_{0,0}) + 3\gamma_{0,0})) + 4e^{2\beta_{0,0} - 4\gamma_{0,0}}\beta_{0,0}(\gamma_{1}^2 - 2\gamma_{0,0})$. 

45
\[ + 2e^{2\lambda_0} \text{csc}^2(\theta) - 4e^{2\lambda_0} \beta_0 \lambda_0 + 2e^{2\lambda_0} \gamma_0 \theta_0 + e^{2\lambda_0} \gamma_1 \lambda_0 + \frac{1}{2} \beta_0 \lambda_0 - 32e^{4\lambda_0} \gamma_0 \beta_0 \lambda_0 \]
\[ + 28e^{2\lambda_0} \text{csc}^2(\theta) \beta_0 \lambda_0 - e^{2\lambda_0} \gamma_0 \theta_0 - 3e^{2\lambda_0} \text{ct}^2(\theta) + 4e^{2\lambda_0} + 9e^{2\lambda_0} \text{csc}^2(\theta) \]
\[ + 16e^{2\lambda_0} \beta_0 \lambda_0 + 18e^{2\lambda_0} \gamma_0 \theta_0 + 4e^{2\lambda_0} \gamma_1 \lambda_0 \]
+ 8e^{4\delta_1} \gamma_1 \gamma_0 \theta - 16e^{4\delta_1} \beta_0 \gamma_1 \theta + 8e^{4\delta_1} \gamma_0 \theta - 2e^{4\delta_1} - 6e^{4\delta_1} U_{3,\mu}
- 12e^{4\delta_1} U_{3,\mu} + 4e^{4\delta_1} U_{3,\mu} - 6e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} + \frac{1}{2} e^{-4\delta_1} (-2e^{4\delta_1} \beta_0 \theta) 
- 3e^{4\delta_1} U_{3,\mu} \cot^2 (\theta) - 4e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} \cot^2 (\theta) + 3e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} \cot (\theta) - 4e^{4\delta_1} \beta_0 \theta \cot (\theta) 
- 4e^{4\delta_1} \gamma_0 \theta \cot (\theta) - 6e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} \cot (\theta) - 8e^{4\delta_1} (\beta_0 \theta) + 6e^{4\delta_1} (\gamma_0 \theta) 
+ 4e^{4\delta_1} (\gamma_1 \mu) + 3e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} - 4e^{4\delta_1} \beta_0 \theta + 4e^{4\delta_1} \csc^2 (\theta) \beta_0 \theta + 2e^{4\delta_1} \gamma_0 \theta
+ 6e^{4\delta_1} \csc^2 (\theta) \gamma_0 \theta - 6e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} - 5e^{2(\delta_0 + \gamma_1) \gamma_0 \theta} - 2e^{4\delta_1} \beta_0 \theta \theta
- e^{4\delta_1} \gamma_0 \theta \theta - e^{2(\delta_0 + \gamma_1) \gamma_1 \mu} - 4e^{2(\delta_0 + \gamma_1) \gamma_0 \theta} + 4e^{2(\delta_0 + \gamma_1) \csc^2 (\theta) \gamma_1 \mu}
+ \frac{1}{2} e^{(\delta_0 + \gamma_1) \beta_0 \theta \gamma_1 \mu} + 4e^{2(\delta_0 + \gamma_1) \gamma_0 \theta \gamma_1 \mu} - 2e^{2(\delta_0 + \gamma_1) \gamma_1 \mu \theta}

where we have used the abbreviations ‘\cot (\theta)’ to refer to the cotangent function and ‘\csc (\theta)’ for cosecant. These two equations are essential to check that \(g_{1ab}\) satisfies the conservation property (5.4).

The supplementary conditions are enormously complicated by the presence of \(\Lambda \neq 0\) with non-trivial coefficients \(\gamma_0, \beta_0, U_0\). These formulae simplify significantly in the asymptotically (A)dS and asymptotically flat cases.

Asymptotically (A)dS spacetimes in Bondi coordinates have \(\gamma_0 = \beta_0 = U_0 = 0\) which gives \(\gamma_1 = 0\) by equation (3.16). Setting these values in the supplementary equations above gives us

\[
U_{3,\mu} = \frac{1}{3} (4 \Lambda \cot (\theta) \gamma_1 \gamma_3 \gamma_3 + W_{3,\theta} + 2 \Lambda \gamma_3 \gamma_3)
\]

\[
W_{3,\mu} = - \frac{1}{2} \Lambda (\cot (\theta) U_{3,\mu} + U_{3,\mu})
\]

where we have reinstated the factors of \(\Lambda\) using dimensional analysis.

For the asymptotically flat supplementary conditions, we again have \(\gamma_0 = \beta_0 = U_0 = 0\) as well as \(\Lambda = 0\) but now \(\gamma_1 \neq 0\). As given in [1], the asymptotically flat supplementary conditions are

\[
U_{3,\mu} = \frac{1}{3} (7 \gamma_1 \gamma_1 \gamma_1 \gamma_1 + \gamma_1 (3 \gamma_1 \mu \theta + 16 \cot (\theta) \gamma_1 \mu) + W_{3,\theta})
\]

\[
W_{3,\mu} = 2 (\gamma_1 \mu \gamma_1 \mu + 2 \gamma_1 \mu - \gamma_1 \mu \theta - 3 \cot (\theta) \gamma_1 \mu \theta)
\]

**Appendix B. Intermediate pieces of the Fefferman–Graham transformation**

In this appendix we provide formulae for transforming the Bondi gauge metric into the Fefferman–Graham form. Expressions for the intermediate metric tensors are omitted for brevity.

**B.1. Vanishing of \(g_{1(1)}\)**

In this section we demonstrate explicitly that \(g_{1(1)}\) vanishes. Note first that the Bondi metric (5.22) used to compute \(g_{1(1)}\) is insufficient for computing \(g_{1(1)}\); it only includes the solution to Einstein’s equations at leading order but for \(g_{1(1)}\) we require \(1/r \sim \rho\) contributions to the
metric. To compute \( g(1) \) we therefore need to retain the following contributions to the metric functions

\[
\gamma(u, r, \theta) = \gamma_0(u, \theta) + \frac{\gamma_1(u, \theta)}{r} \tag{B.1a}
\]

\[
\beta(u, r, \theta) = \beta_0(u, \theta) \tag{B.1b}
\]

\[
U(u, r, \theta) = U_0(u, \theta) + \frac{2}{r} e^{2(\beta_0(u, \theta) - \gamma_0(u, \theta))} \beta_{0, \theta}(u, \theta) \tag{B.1c}
\]

\[
W(u, r, \theta) = e^{2\beta_0(u, \theta) + \cot(\theta)U_0(u, \theta) + U_{0, \theta}/r} \tag{B.1d}
\]

which are the solutions to the field equations (3.7a)–(3.7d) up to \( \mathcal{O}(1/r) \). Note also that we use the normalisation \( l = 1 \).

As before, we begin with the Bondi metric in the form (5.5) and transform into the coordinates \((t, r_*, \theta, \phi)\) using transformations (5.8) and (5.11)

\[
u = t - r_* \tag{B.2a}
\]

\[
r = \tan \left( r_* + \frac{\pi}{2} \right) \tag{B.2b}
\]

where we have written the transformation (5.11) in exact form. Next we extend the transformations (5.15) and (5.24) to one order higher in \( \rho \)

\[
r_* \rightarrow \rho + b_1(t, \theta)\rho^2 \tag{B.3a}
\]

\[
t \rightarrow t + \alpha_1(t, \theta)\rho + b_2(t, \theta)\rho^2 \tag{B.3b}
\]

\[
\theta \rightarrow \theta + \alpha_2(t, \theta)\rho + b_3(t, \theta)\rho^2 \tag{B.3c}
\]

where \( \alpha_{1,2} \) are given in (5.30) and \( b_{1,2,3} \) are to be determined. When considering how the differentials transform it will again be sufficient to consider the pieces which contribute to the metric at \( \mathcal{O}(1/\rho) \)

\[
dr_* \rightarrow d\rho + 2b_1 r d\rho \tag{B.4a}
\]

\[
dt \rightarrow dt + \alpha_1 dt + (\partial_t \alpha_1) d\rho + (\partial_\theta \alpha_1) d\theta + 2\beta_2 d\rho \tag{B.4b}
\]

\[
d\theta \rightarrow d\theta + \alpha_2 d\theta + (\partial_t \alpha_2) dt + (\partial_\theta \alpha_2) d\theta + 2\beta_3 d\rho \tag{B.4c}
\]

i.e. we do not need to include terms of \( \mathcal{O}(\rho^2) \) or higher.

The final subtlety when applying this procedure is to take into account that the metric functions \((\gamma, \beta, U, W)\) are all functions of \((t - r_*, \theta)\) prior to applying these transformations. Terms up to \( \mathcal{O}(\rho) \) need to be included in these arguments, i.e.

\[
t - r_* \rightarrow t + \rho \alpha_1 - \rho + \mathcal{O}(\rho^2) = t + \rho(\alpha_1 - 1) + \mathcal{O}(\rho^2) \tag{B.5}
\]

and

\[
\theta \rightarrow \theta + \alpha_2 \rho + \mathcal{O}(\rho^2) \tag{B.6}
\]

to calculate all terms contributing at \( \mathcal{O}(1/\rho) \).
At order \(1/\rho\) we are initially left with a seemingly non-zero term with dependence upon our three undetermined transformation coefficients \(b_{1,2,3}\). To fix \(b_{1,2,3}\) we enforce the following

\[
g_{(1)\rho\rho}(b_1, b_2, b_3) = g_{(1)\rho\rho}(b_1, b_2, b_3) = g_{(1)\rho\rho}(b_1, b_2, b_3) = 0 \tag{B.7}
\]

which gives us three equations for the three unknowns \(b_{1,2,3}\) (\(g_{(1)\rho\rho}\) vanishes automatically by the axi and reflection symmetry). It turns out that the \(g_{\rho\phi}\) term is given by

\[
g_{(1)\rho\phi} = g_{(1)\rho\phi}(b_1) = 2b_1 + e^{-2\hat{\beta}_b} \cot(\theta) \hat{U}_0 + e^{-2\hat{\beta}_b} \hat{U}_{0,\theta} \tag{B.8}
\]

so we can solve \(g_{(1)\rho\phi}\) = 0 for \(b_1\) and then we will be left with two equations for the other two unknowns \(b_{2,3}\). Solving \(g_{(1)\rho\phi} = 0\) gives us

\[
b_1 = -\frac{1}{2}e^{-2\hat{\beta}_b}(\hat{U}_{0,\theta} + \cot(\theta) \hat{U}_0) \tag{B.9a}
\]

using \(b_1\) it is straightforward to now solve the remaining equations of (B.7), with solutions

\[
b_2 = -\frac{1}{2}e^{-4\hat{\beta}_b}(2\hat{U}_{0,\theta} + \cot(\theta) \hat{U}_0 + 2(\hat{\beta}_{0,\theta} + \hat{\beta}_{0,\theta} \hat{U}_0)) \tag{B.9b}
\]

\[
b_3 = e^{-2\hat{\beta}_b} \hat{\beta}_{0,\theta} + \frac{1}{2}e^{-4\hat{\beta}_b}(\hat{U}_{0,\theta} + \hat{U}_0 \hat{U}_{0,\theta} - 2(\hat{\beta}_{0,\theta} + \hat{\beta}_{0,\theta} \hat{U}_0)) \tag{B.9c}
\]

where all function arguments are \((t, \theta)\).

Enforcing equations (B.9a)–(B.9c) in the transformation should make all other coefficients at \(O(1/\rho)\) vanish. To check this we input the values of \(b_{1,2,3}\) in (B.9a)–(B.9c). At \(O(1/\rho)\), the line element reduces to

\[
ds_1^2 = -\frac{1}{2}e^{-2(\hat{\beta}_b + \gamma_0)}(2d^2 e^{2\phi} \hat{U}_0^2 - 4d\phi d^2 e^{2\phi} \hat{U}_0 + 2d\phi^2 e^{4\phi} - 2\sin^2(\theta) d\phi^2) \times
\]

\[
(\hat{U}_{0,\theta} + 2\hat{\gamma}_{0,\theta} - \cot(\theta) \hat{U}_0 + 2\hat{\gamma}_{0,\theta} \hat{U}_0 - 2\hat{\gamma}_{0,\theta} \hat{U}_0 - 2e^{2\hat{\beta}_b} \hat{\gamma}_1). \tag{B.10}
\]

From equation (3.16)

\[
\gamma_1 = \frac{1}{2}e^{-2\hat{\beta}_b}(\cot(\theta) \hat{U}_0 - \hat{U}_0 \hat{U}_{0,\theta} - 2\hat{U}_0 \hat{U}_{0,\theta} - 2\hat{\gamma}_{0,\theta}) \tag{B.11}
\]

and thus the second line of (B.10) is precisely this Einstein equation (at the boundary), forcing equation (B.10) to vanish, as required.

\subsection*{B.2. Checking g(2)}

The \(g_{(2)}\) term in the Fefferman–Graham expansion is a useful consistency check as it must take the form [4, 49]

\[
g_{(2)\text{ab}} = -R_{(0)a\text{b}} + \frac{1}{4}R_{(0)}g_{(0)a\text{b}} \tag{B.12}
\]

where \(R_{(0)a\text{b}}\) and \(R_{(0)}\) are respectively the Ricci tensor and scalar of the boundary metric tensor \(g_{(0)a\text{b}}\).

We now proceed to compute \(g_{(2)}\) from the Fefferman–Graham expansion and check it via use of the formula above. The procedure for this step is the same as before with a term of one order higher added in each step. We impose the solutions to the Einstein equations as terms up to \(O(1/r^2)\). This procedure gives us the functions
\[
\gamma(u, r, \theta) = \gamma_0 + \frac{\gamma_1}{r} \quad \text{(B.13a)}
\]
\[
\beta(u, r, \theta) = \beta_0 - \frac{\gamma_1^2}{4r^2} \quad \text{(B.13b)}
\]
\[
U(u, r, \theta) = U_0 + \frac{2}{r^2} \beta_{0,\theta} e^{2(\beta_\theta - \gamma_\theta)}
\quad - \frac{1}{r^2} e^{2\beta_\theta - 2\gamma_\theta} (2\beta_{0,\theta} \gamma_1 - 2\gamma_{0,\theta} \gamma_1 + \gamma_{1,\theta} + 2 \cot(\theta) \gamma_1) \quad \text{(B.13c)}
\]
\[
W(u, r, \theta) = e^{2\beta_\theta} + \frac{1}{r^2} [\cot(\theta) U_0 + U_{0,\theta}]
\quad + \frac{1}{2r^2} e^{2(\beta_\theta - \gamma_\theta)} [2 - 3e^{2\beta_\theta} \gamma_1^2 + 4 \cot(\theta) \beta_{0,\theta} + 8(\beta_{0,\theta})^2 + 6 \cot(\theta) \gamma_{0,\theta}
\quad - 8(\beta_{0,\theta})^2 \gamma_{0,\theta} - 4(\gamma_{0,\theta})^2 + 4(\beta_{0,\theta})^2 + 2(\gamma_{0,\theta})^2] \quad \text{(B.13d)}
\]

where, as usual, all of the coefficient functions are taken to be functions of \((u, \theta)\). We will also make use of (3.16) throughout.

The full transformation is again performed by first using the transformations of (B.2a) to move into real time \(t\) and tortoise coordinate \(r_*\) before expanding our coordinates \((r_*, t, \theta)\) in a series in powers of \(\rho\). In order to correctly compute \(g_{(2)}\) these power series will include terms up to \(O(\rho^3)\). We use the choices of \(\alpha_i\) and \(\beta_i\) as before and introduce new unknown coefficients \(c_i(t, \theta)\) at the next order

\[
\begin{align*}
  r_* &\rightarrow \rho + b_1(t, \theta) \rho^2 + c_1(t, \theta) \rho^3 \\
  t &\rightarrow t + a_1(t, \theta) \rho + b_2(t, \theta) \rho^2 + c_2(t, \theta) \rho^3 \\
  \theta &\rightarrow \theta + a_2(t, \theta) \rho + b_3(t, \theta) \rho^2 + c_3(t, \theta) \rho^3.
\end{align*}
\quad \text{(B.14)}
\]

The procedure for obtaining the \(c_i\) is very similar to that for \(b_i\); we fix them by setting \(g_{(2)\rho \rho} = g_{(2)\theta \theta} = g_{(2)\rho \theta} = 0\). This gives

\[
8c_1(t, \theta) = \frac{1}{3} e^{-4\beta_\theta - 2\gamma_\theta} (-8 e^{4\beta_\theta} + 2\gamma_\theta - 12 e^{4\beta_\theta} \gamma_0, \theta^2 - 24 e^{4\beta_\theta} \beta_{0,\theta} \gamma_0, \theta
\quad + 6 e^{4\beta_\theta} \gamma_{0,\theta} + 18 \cot(\theta) e^{4\beta_\theta} \gamma_{0,\theta} + 6 e^{4\beta_\theta} + 24 e^{4\beta_\theta} (\beta_{0,\theta})^2 + 12 e^{4\beta_\theta} \beta_{0,\theta}
\quad + 12 \cot(\theta) e^{4\beta_\theta} \beta_{0,\theta} - 6 e^{2\beta_\theta} (\gamma_0, \theta)^2 - 12 \beta_{0,\theta} e^{2\beta_\theta} \hat{U}_{0,\theta} \hat{U}_0 - 12 \beta_{0,\theta} e^{2\beta_\theta} \hat{U}_{0,\theta}
\quad - 12 \cot(\theta) \beta_{0,\theta} e^{2\beta_\theta} (\hat{U}_0)^2 - 12 \cot(\theta) \beta_{0,\theta} e^{2\beta_\theta} \hat{U}_0 - 6 e^{2\beta_\theta} (\hat{U}_0)^2
\quad - 6 e^{2\beta_\theta} (\hat{U}_0)^2 - 6 e^{2\beta_\theta} \gamma_{0,\theta} \hat{U}_{0,\theta} \hat{U}_0 + 6 e^{2\beta_\theta} \hat{U}_{0,\theta} \hat{U}_0
\quad - 12 e^{2\beta_\theta} \gamma_{0,\theta} \hat{U}_{0,\theta} + 3 e^{2\beta_\theta} (\hat{U}_0)^2 - 6 e^{2\beta_\theta} \gamma_{0,\theta} \hat{U}_{0,\theta} + 6 e^{2\beta_\theta} \hat{U}_{0,\theta} \hat{U}_0
\quad - 3 \cot(\theta) e^{2\beta_\theta} (\hat{U}_0)^2 + 6 \cot(\theta) e^{2\beta_\theta} \gamma_{0,\theta} (\hat{U}_0)^2 + 18 \cot(\theta) e^{2\beta_\theta} \hat{U}_{0,\theta} \hat{U}_0
\quad + 6 \cot(\theta) e^{2\beta_\theta} \gamma_{0,\theta} \hat{U}_0 + 6 \cot(\theta) e^{2\beta_\theta} \hat{U}_{0,\theta})
\quad \text{(B.15a)}
\]

\[ 8c_2(t, \theta) = \frac{1}{3} \left( -6 e^{-6 \beta - 2 \alpha} (2 e^{2 \gamma} (U_0)^2 + 6 e^{2 \beta + 2 \alpha} (U_0)^2) + 4 e^{2 \gamma} \cot^2(\theta)(U_0)^2 \right) \\
+ 3 e^{2 \beta + 2 \alpha} \cot^2(\theta)(U_0)^2 - 4 e^{2 \beta} \csc^2(\theta)(U_0)^2 + 32 e^{2 \gamma} (\beta_0, \theta)^2 (U_0)^2 \\
+ 6 e^{2 \gamma} (\gamma_0, \theta)^2 (U_0)^2 + 6 e^{2 \beta + 2 \alpha} (\gamma_0, \theta)^2 (U_0)^2 - 4 e^{2 \gamma} \cot(\theta)(\beta_0, \theta)^2 (U_0)^2 \\
+ 12 e^{2 \beta + 2 \alpha} \cot(\theta)\beta_0, \theta (U_0)^2 - 6 e^{2 \gamma} \cot(\theta)\gamma_0, \theta (U_0)^2 \\
- 6 e^{2 \beta + 2 \alpha} \cot(\theta)\gamma_0, \theta (U_0)^2 - 8 e^{2 \gamma} (\beta_0, \theta)^2 (U_0)^2 \\
- 18 e^{2 \beta + 2 \alpha} \cot(\theta)\beta_0, \theta (U_0)^2 - 12 e^{2 \beta + 2 \alpha} \beta_0, \theta (U_0)^2 + 12 e^{2 \beta + 2 \alpha} \beta_0, \theta (U_0) \\
+ 6 e^{2 \gamma} U_{0, \theta, \gamma_0} \theta (U_0) + 6 e^{2 \beta + 2 \alpha} U_{0, \theta, \gamma_0} \theta (U_0) + 2 e^{2 \gamma} U_{0, \theta, \theta} (U_0) \\
- 6 e^{2 \beta + 2 \alpha} U_{0, \theta, \theta} (U_0) - 4 e^{2 \gamma} \cot(\theta)\beta_0, \theta + 12 e^{2 \beta + 2 \alpha} \cot(\theta)\beta_0, \theta (U_0)^2 \\
+ 64 e^{2 \beta} (\beta_0, \theta) (\beta_0, \theta) - 6 e^{2 \gamma} \cot(\theta)\gamma_0, \theta (U_0) - 6 e^{2 \beta + 2 \alpha} \cot(\theta)\gamma_0, \theta (U_0) \\
+ 12 e^{2 \gamma} \gamma_0, \theta (U_0) + 12 e^{2 \beta + 2 \alpha} \gamma_0, \theta (U_0) + 6 e^{2 \gamma} U_{0, \theta, \gamma_0} \theta (U_0) - 16 e^{2 \gamma} \beta_0, \theta (U_0) - 2 e^{2 \beta} \\
- 6 e^{2 \gamma} + 8 e^{2 \beta + 2 \alpha} + 2 e^{2 \gamma} (U_0, \theta)^2 - 3 e^{2 \beta + 2 \alpha} (U_0, \theta)^2 - 24 e^{2 \beta} (\beta_0, \theta)^2 \\
- 24 e^{2 \gamma} (\beta_0, \theta)^2 + 4 e^{2 \gamma} (\gamma_0, \theta)^2 + 12 e^{2 \gamma} (\gamma_0, \theta)^2 + 32 e^{2 \gamma} (\beta_0, \theta)^2 \\
+ 6 e^{2 \gamma} (\gamma_0, \theta)^2 + 6 e^{2 \beta + 2 \alpha} (\gamma_0, \theta)^2 - 4 e^{2 \gamma} \cot(\theta)\beta_0, \theta - 12 e^{2 \gamma} \cot(\theta)\beta_0, \theta \\
- 6 e^{2 \gamma} \cot(\theta)\gamma_0, \theta - 18 e^{2 \beta} \cot(\theta)\gamma_0, \theta - 8 e^{2 \gamma} (\beta_0, \theta) \gamma_0, \theta + 24 e^{2 \beta} (\beta_0, \theta) \gamma_0, \theta \\
- 4 e^{2 \beta} \beta_0, \theta - 12 e^{2 \gamma} \beta_0, \theta - 2 e^{2 \gamma} \gamma_0, \theta - 6 e^{2 \gamma} \gamma_0, \theta + 2 e^{2 \gamma} \cot(\theta) (U_0, \theta) \\
- 8 e^{2 \gamma} \beta_0, \theta (U_0) - 8 e^{2 \gamma} \beta_0, \theta (U_0) - 4 e^{2 \gamma} U_{0, \theta, \theta} (U_0) \\
+ 12 e^{2 \gamma} U_{0, \theta, \theta} (U_0) + 6 e^{2 \gamma} U_{0, \theta, \theta} (U_0) + 12 e^{2 \gamma} U_{0, \theta, \theta} (U_0) + 6 e^{2 \gamma} U_{0, \theta, \theta} (U_0) - 8 e^{2 \gamma} (\beta_0, \theta) \\
- 6 e^{2 \beta + 2 \alpha} U_{0, \theta, \theta} - 8 e^{2 \gamma} (\beta_0, \theta) \\
\] (B.15b)

\[ 8c_3(t, \theta) = \frac{2}{3} e^{-6 \beta - 2 \alpha} (e^{2 \beta} (U_0)^3 + 2 e^{2 \gamma} \cot^2(\theta)(U_0)^3 - 2 e^{2 \beta} \csc^2(\theta)(U_0)^3 \\
+ 16 e^{2 \gamma} (\beta_0, \theta)^3 (U_0)^3 + 3 e^{2 \gamma} (\gamma_0, \theta)^3 (U_0)^3 - 2 e^{2 \gamma} \cot(\theta)(\beta_0, \theta)^3 (U_0)^3 \\
- 3 e^{2 \gamma} \cot(\theta)(\gamma_0, \theta)^3 (U_0)^3 - 4 e^{2 \gamma} (\beta_0, \theta)^2 (U_0)^2 + 3 e^{2 \gamma} (\gamma_0, \theta)^2 (U_0)^2 \\
+ 2 e^{2 \gamma} (U_0, \theta, \gamma_0)(U_0)^2 + 2 e^{2 \gamma} U_{0, \theta, \theta}(U_0)^2 - 2 e^{2 \gamma} \cot(\theta)\beta_0, \theta (U_0)^2 \\
+ 32 e^{2 \gamma} \beta_0, \theta (U_0)^2 - 2 e^{2 \gamma} \cot(\theta)\gamma_0, \theta (U_0)^2 + 6 e^{2 \gamma} (\gamma_0, \theta)(U_0)^2 \\
- 8 e^{2 \gamma} \beta_0, \theta (U_0)^2 - 4 e^{2 \beta} \cot^2(\theta)(U_0)^2 + 4 e^{2 \beta} \csc^2(\theta)(U_0)^2 + 3 e^{2 \gamma} (U_0, \theta)^2 (U_0)^2 \\
- 12 e^{2 \beta} (\beta_0, \theta)^2 (U_0)^2 + 6 e^{2 \gamma} (\gamma_0, \theta)^2 (U_0)^2 + 16 e^{2 \gamma} (\beta_0, \theta)^2 (U_0)^2 + 3 e^{2 \gamma} (\gamma_0, \theta)^2 (U_0)^2 \\
- e^{2 \beta} (U_0)^2 + 6 e^{2 \gamma} \cot(\theta)(\beta_0, \theta)^2 (U_0)^2 + 9 e^{2 \gamma} \cot(\theta)(\gamma_0, \theta)^2 (U_0)^2 \\
- 12 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 \\
- 14 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 3 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 5 e^{2 \gamma} \beta_0, \theta (U_0)^2 - 4 e^{2 \gamma} \beta_0, \theta (U_0)^2 \\
+ 12 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 6 e^{2 \gamma} \beta_0, \theta (U_0)^2 - 12 e^{2 \gamma} \beta_0, \theta (U_0)^2 + 8 e^{2 \gamma} \cot(\theta)(\gamma_0, \theta)^2 \\
- 16 e^{2 \gamma} \beta_0, \theta (\gamma_0, \theta)^2 + 8 e^{2 \gamma} (\gamma_0, \theta)^2 + 8 e^{2 \gamma} (\gamma_0, \theta)^2 + 2 e^{2 \gamma} \beta_0, \theta (U_0)^2). \\
\] (B.15c)
Using the $c_i$ coefficients above, we obtain the following components for $g^{(2)}$: 

$$g^{(2)\mu} = \frac{1}{2} e^{2\gamma_0 - 4\beta_0^0} (\gamma_{0,\theta} - 3 \cot(\theta) \gamma_{0,\theta} - 2 \beta_{0,\theta} (\cot(\theta) - 2 \gamma_{0,\theta}) - 2 \gamma_{0,0}$$

$$- 1) (U_{0})^4 + \frac{1}{2} e^{2\gamma_0 - 4\beta_0^0} (U_{0,\theta} (2 \beta_{0,\theta} - 3 \gamma_{0,\theta}) - U_{0,\theta} - 2 \cot(\theta) \beta_{0,\theta}$$

$$+ 4 \gamma_{0,\theta} \beta_{0,\theta} - 3 \cot(\theta) \gamma_{0,\theta} + 4 \beta_{0,\theta} \gamma_{0,\theta} + 2 \gamma_{0,\theta} \gamma_{0,\theta} - 4 \gamma_{0,\theta}) (U_{0})^3$$

$$+ \frac{1}{2} e^{2\gamma_0 - 4\beta_0^0} (-e^{2\gamma_0} (U_{0,\theta})^2 + e^{2\gamma_0} (2 \beta_{0,\theta} - \gamma_{0,\theta}) U_{0,\theta} + 2 e^{4\beta_0} + 4 e^{4\beta_0} (\beta_{0,\theta})^2)$$

$$- 3 e^{4\beta_0} (\gamma_{0,\theta})^2 + e^{2\gamma_0} (\gamma_{0,\theta})^2 + 6 e^{4\beta_0} \cot(\theta) (\gamma_{0,\theta} + 4 e^{4\beta_0} \beta_{0,\theta} (\cot(\theta) - 2 \gamma_{0,\theta})$$

$$+ 2 e^{4\beta_0} \beta_{0,\theta} + 3 e^{4\beta_0} \gamma_{0,\theta} + e^{2\gamma_0} \cot(\theta) U_{0,\theta} - 2 e^{2\gamma_0} \gamma_{0,\theta} U_{0,\theta} + 4 e^{2\gamma_0} \gamma_{0,\theta} U_{0,\theta}$$

$$- e^{2\gamma_0} U_{0,\theta} - 2 e^{2\gamma_0} \gamma_{0,\theta} (U_{0,\theta})^2 + \frac{1}{2} (U_{0,\theta} (3 \gamma_{0,\theta} - 2 \beta_{0,\theta}) + U_{0,\theta}$$

$$- 2 \cot(\theta) \beta_{0,\theta} + 5 \cot(\theta) \gamma_{0,\theta} - 8 \beta_{0,\theta} \gamma_{0,\theta} - 2 \gamma_{0,\theta} \gamma_{0,\theta} + 4 \gamma_{0,\theta}) U_0$$

$$+ \frac{1}{2} e^{2\gamma_0} (U_{0,\theta})^2 - e^{2\gamma_0} (2 \beta_{0,\theta} - \gamma_{0,\theta}) U_{0,\theta} - e^{4\beta_0} - 4 e^{4\beta_0} (\beta_{0,\theta})^2)$$

$$+ 2 e^{4\beta_0} (\gamma_{0,\theta})^2 + 3 e^{2\gamma_0} (\gamma_{0,\theta})^2 - 3 e^{4\beta_0} \cot(\theta) (\gamma_{0,\theta} - 2 \gamma_{0,\theta})$$

$$- 2 e^{4\beta_0} \beta_{0,\theta} - e^{4\beta_0} \gamma_{0,\theta} + e^{2\gamma_0} \cot(\theta) U_{0,\theta} + e^{2\gamma_0} U_{0,\theta})$$  

(B.16a) 

$$g^{(2)\nu} = 2 \gamma_{0,\theta} (\beta_{0,\theta} + \gamma_{0,\theta} - \cot(\theta) - \gamma_{0,\theta} + \frac{1}{2} (U_{0})^2 e^{2\gamma_0 - 4\beta_0^0} (2 \beta_{0,\theta} (\cot(\theta)$$

$$- 2 \gamma_{0,\theta} - (\gamma_{0,\theta})^2 + 2 \gamma_{0,\theta} + 3 \cot(\theta) \gamma_{0,\theta} + 1) + \frac{1}{2} (U_{0})^2 e^{2\gamma_0 - 4\beta_0^0} (-4 \beta_{0,\theta} \gamma_{0,\theta}$$

$$- 4 \beta_{0,\theta} \gamma_{0,\theta} + 2 \cot(\theta) \beta_{0,\theta} - 2 \gamma_{0,\theta} \gamma_{0,\theta} + 4 \gamma_{0,\theta} + 3 \cot(\theta) \gamma_{0,\theta} + U_{0,\theta} (3 \gamma_{0,\theta}$$

$$- 2 \beta_{0,\theta} + U_{0,\theta}) + \frac{1}{2} e^{4\beta_0} U_0 (2 e^{4\beta_0} (\gamma_{0,\theta})^2 + e^{4\beta_0} \gamma_{0,\theta} - 4 \beta_{0,\theta} e^{2\gamma_0} \gamma_{0,\theta})$$

$$- 3 \cot(\theta) e^{4\beta_0} \gamma_{0,\theta} - 2 e^{4\beta_0} \beta_{0,\theta} (\cot(\theta) - 2 \gamma_{0,\theta}) - e^{4\beta_0} - 4 e^{4\beta_0} (\beta_{0,\theta})^2)$$

$$- 2 e^{4\beta_0} \beta_{0,\theta} - e^{2\gamma_0} (\gamma_{0,\theta})^2 + 2 e^{2\gamma_0} \gamma_{0,\theta} - e^{2\gamma_0} U_{0,\theta} (2 \beta_{0,\theta} - \gamma_{0,\theta}) + e^{2\gamma_0} (U_{0,\theta})^2$$

$$+ 2 e^{2\gamma_0} \gamma_{0,\theta} U_{0,\theta} + e^{2\gamma_0} U_{0,\theta} - \cot(\theta) e^{2\gamma_0} U_{0,\theta})$$  

(B.16b) 

$$g^{(2)\theta} = \frac{1}{2} (U_{0})^2 e^{2\gamma_0 - 4\beta_0^0} (-4 \beta_{0,\theta} (\cot(\theta) - 2 \gamma_{0,\theta}) + (\gamma_{0,\theta})^2 - 2 \gamma_{0,\theta}$$

$$- 3 \cot(\theta) \gamma_{0,\theta} - 1) + \frac{1}{2} U_{0} e^{2\gamma_0 - 4\beta_0^0} (4 \beta_{0,\theta} \gamma_{0,\theta} + 4 \beta_{0,\theta} \gamma_{0,\theta} - 2 \cot(\theta) \beta_{0,\theta}$$

$$+ 2 \gamma_{0,\theta} \gamma_{0,\theta} - 4 \gamma_{0,\theta} + 3 \cot(\theta) \gamma_{0,\theta} + U_{0,\theta} (2 \beta_{0,\theta} - 3 \gamma_{0,\theta}) - U_{0,\theta}$$

$$+ \frac{1}{2} e^{4\beta_0} (2 e^{4\beta_0} (\gamma_{0,\theta})^2 - e^{4\beta_0} \gamma_{0,\theta} + 4 \beta_{0,\theta} e^{2\gamma_0} \gamma_{0,\theta} - 3 \cot(\theta) e^{4\beta_0} \gamma_{0,\theta} - e^{4\beta_0}$$

$$+ 4 e^{4\beta_0} (\beta_{0,\theta})^2 + 2 e^{4\beta_0} \beta_{0,\theta} - 2 \cot(\theta) e^{4\beta_0} \beta_{0,\theta} + e^{2\gamma_0} (\gamma_{0,\theta})^2 - 2 e^{2\gamma_0} \gamma_{0,\theta}$$

$$+ e^{2\gamma_0} U_{0,\theta} (2 \beta_{0,\theta} - \gamma_{0,\theta}) - e^{2\gamma_0} (U_{0,\theta})^2$$

$$- 2 e^{2\gamma_0} \gamma_{0,\theta} U_{0,\theta} + e^{2\gamma_0} U_{0,\theta} + \cot(\theta) e^{2\gamma_0} U_{0,\theta})$$  

(B.16c)
Given these \( g^{(2)} \) coefficients, we can use formula (B.12) as a consistency check, using the non-zero coefficients of the Ricci tensor, \( R_{0ab} \), and the Ricci scalar, \( R_{00} \), of the boundary metric, given below.

**Ricci tensor**

\[
R_{(0)a} = e^{-2(\beta_0 + \gamma_0)} (U_0)^4 (\gamma_{0,0} (\cot(\theta) - 2\beta_{0,0} + \tilde{\gamma}_{0,0}) + \tilde{\gamma}_{0,0}) \\
+ e^{4\eta_0} (U_0)^4 (-2\tilde{\beta}_{0,0} \gamma_{0,0} - 2\tilde{\beta}_{0,0} \gamma_{0,0} + 2\tilde{\gamma}_{0,0} + 2\tilde{\gamma}_{0,0} + \cot(\theta) \tilde{\gamma}_{0,0} + \tilde{U}_{0,0}(-2\tilde{\beta}_{0,0}) \\
+ 2\tilde{\gamma}_{0,0} + \cot(\theta)) + \tilde{U}_{0,0}) + e^{2\gamma_0} (U_0)^2 (-e^{4\beta_0} \gamma_{0,0} - 2\beta_{0,0} e^{2\gamma_0} \gamma_{0,0} \\
- \cot(\theta) e^{4\beta_0} \gamma_{0,0} - 2e^{4\beta_0} \beta_{0,0} (\cot(\theta) - 3\gamma_{0,0}) - 4e^{4\beta_0} (\beta_{0,0})^2 - 2e^{4\beta_0} \beta_{0,0} \\
+ e^{2\gamma_0} \tilde{U}_{0,0} + e^{2\gamma_0} (\tilde{U}_{0,0})^2 + e^{2\gamma_0} \tilde{U}_{0,0} + e^{2\gamma_0} \tilde{U}_{0,0} \\
- \tilde{U}_{0,0} e^{4\beta_0} + 2\tilde{U}_{0,0} (\tilde{U}_{0,0})^2 - \tilde{U}_{0,0} \tilde{U}_{0,0} + \tilde{U}_{0,0} (\tilde{U}_{0,0})^2) \\
+ \tilde{U}_{0,0} (-2\tilde{\beta}_{0,0} + 2\tilde{\gamma}_{0,0} + \cot(\theta)) + \tilde{U}_{0,0}) + e^{4\beta_0} (-2e^{4\beta_0} \beta_{0,0} (\cot(\theta) \\
- 2\tilde{\gamma}_{0,0} + 2e^{4\beta_0} \tilde{\gamma}_{0,0} + 2e^{4\beta_0} \tilde{\gamma}_{0,0}) + 2e^{2\gamma_0} \tilde{U}_{0,0}^2 e^{2\gamma_0} \tilde{U}_{0,0}^2) \\
(\text{B.17a})
\]

\[
R_{(0)b} = R_{(0)b} = e^{-4\beta_0} (U_0)^4 (2\tilde{\gamma}_{0,0} - \tilde{\gamma}_{0,0} + \cot(\theta)) + \tilde{\gamma}_{0,0}) \\
- e^{2\gamma_0} (\tilde{U}_{0,0})^3 (\gamma_{0,0} (\cot(\theta) - 2\tilde{\beta}_{0,0}) + \tilde{\gamma}_{0,0}) + \tilde{U}_{0,0}) \\
- e^{2\gamma_0} (\tilde{U}_{0,0})^2 (-2\beta_{0,0} \gamma_{0,0} - 2\tilde{\beta}_{0,0} \gamma_{0,0} + 2\tilde{\gamma}_{0,0} + 2\tilde{\gamma}_{0,0} + \cot(\theta) \tilde{\gamma}_{0,0} + \tilde{U}_{0,0}(-2\tilde{\beta}_{0,0}) \\
+ 2\tilde{\gamma}_{0,0} + \cot(\theta)) + \tilde{U}_{0,0}) + e^{2\gamma_0} \tilde{U}_{0,0} + e^{2\gamma_0} \tilde{U}_{0,0} + e^{2\gamma_0} \tilde{U}_{0,0} + e^{2\gamma_0} \tilde{U}_{0,0} \\
- \tilde{U}_{0,0} e^{4\beta_0} + 2\tilde{U}_{0,0} (\tilde{U}_{0,0})^2 - \tilde{U}_{0,0} \tilde{U}_{0,0} + \tilde{U}_{0,0} (\tilde{U}_{0,0})^2) \\
(\text{B.17b})
\]
\[ R_{(0)\theta\theta} = e^{-4\hat{\alpha}_i(-2e^{4\hat{\alpha}_i}(\gamma_{0,0})^2 + 2e^{4\hat{\alpha}_i}\beta_{0,0}^2\gamma_{0,0} + e^{4\hat{\alpha}_i}\gamma_{0,0}^2 - 2\beta_{0,0}e^{2\mu_0}\gamma_{0,0})} \\
+ 3\cot(\theta)e^{4\hat{\alpha}_i}\gamma_{0,0} + e^{4\hat{\alpha}_i} - 4e^{4\hat{\alpha}_i}(\beta_{0,0})^2 - 2e^{4\hat{\alpha}_i}\beta_{0,0}^2 + e^{2\mu_0}\gamma_{0,0} \\
- e^{2\mu_0}(2\beta_{0,0} - \gamma_{0,0}) + e^{2\mu_0}(\theta(\cot(\theta) - 2\beta_{0,0}) + \gamma_{0,0}) \\
+ e^{2\mu_0}\theta - 2\beta_{0,0}\gamma_{0,0} + 2\gamma_{0,0} + \cot(\theta)\gamma_{0,0} \\
+ \theta(\cot(\theta) + \theta(\cot(\theta)) + \theta(\cot(\theta))) + e^{2\mu_0}(\theta(\cot(\theta)) + e^{2\mu_0}(\theta(\cot(\theta))). \tag{B.17c} \]

**Ricci Scalar**

\[ R_{00} = 2e^{-2(\hat{\alpha}_i + \gamma_{0,0})(-2e^{4\hat{\alpha}_i}(\gamma_{0,0})^2 + 4e^{4\hat{\alpha}_i}\beta_{0,0}^2\gamma_{0,0} + e^{4\hat{\alpha}_i}\gamma_{0,0}^2} \\
+ 3\cot(\theta)e^{4\hat{\alpha}_i}\gamma_{0,0} + e^{4\hat{\alpha}_i} - 4e^{4\hat{\alpha}_i}(\beta_{0,0})^2 - 2e^{4\hat{\alpha}_i}\beta_{0,0}^2 - 2\cot(\theta)e^{4\hat{\alpha}_i}\beta_{0,0}^2 \\
+ e^{2\mu_0}(\gamma_{0,0})^2 - e^{2\mu_0}(U_0)(2\beta_{0,0} - \gamma_{0,0}) - e^{2\mu_0}(U_0)^2(2\cot(\theta)\beta_{0,0} - (\gamma_{0,0})^2 \\
+ \theta(\cot(\theta)) + 1 + e^{2\mu_0}U_0 - 2\cot(\theta)\beta_{0,0} + 2\gamma_{0,0}\gamma_{0,0} - \cot(\theta)\gamma_{0,0} \\
+ \theta(\cot(\theta)) + 2\gamma_{0,0} + \cot(\theta)) + \theta(\cot(\theta))) + e^{2\mu_0}(\theta(\cot(\theta)) + e^{2\mu_0}(\theta(\cot(\theta))). \tag{B.18} \]

**B.3. Explicit expressions for \(g_{(3)}\)**

Finally, we want to obtain \(g_{(3)}\). To do this we extend our transformation in the coordinates to \(\mathcal{O}(\rho^3)\)

\[
\begin{align*}
\rho &\rightarrow \rho + b_1(t, \theta)\rho^2 + c_1(t, \theta)\rho^3 + d_1(t, \theta)\rho^4 \\
t &\rightarrow t + c_1(t, \theta)\rho + b_1(t, \theta)\rho^2 + c_2(t, \theta)\rho^3 + d_2(t, \theta)\rho^4 \\
\theta &\rightarrow \theta + c_2(t, \theta)\rho + b_3(t, \theta)\rho^2 + c_3(t, \theta)\rho^3 + d_3(t, \theta)\rho^4, \tag{B.19}
\end{align*}
\]

where \(a_1, b_1, c_1\) are the functions already obtained from previous orders. As in the previous orders, we obtain \(d_{1,2,3}\) by forcing the vanishing of the \(\partial \rho\) terms, now at \(\mathcal{O}(1/\rho)\). The expressions for \(d_i\) are too long to be reported here but they can be found in Mathematica file included in the arXiv submission of this paper. Using this transformation we can finally extract \(g_{(3)\text{ab}}\), which may be manipulated to the form (5.38) with \(U_\theta, W_3, G_3\) given by
\[ U_0 = \frac{1}{12} e^{-2(\lambda + \gamma_\theta)} \left[ -12 \cot^3(\theta) + 15 \csc^2(\theta) \cot(\theta) + 72 \gamma_\theta^2 \cot(\theta) 
\right.
- 8 \beta_{0,0} \cot(\theta) - 30 \gamma_{0,0} \cot(\theta) - 24 \cot(\theta) - 32 \gamma_{0,0} 
+ 32 \beta_{0,0}(\cot(\theta) - 2 \gamma_{0,0}) + \gamma_{0,0} \left( -2(13 \cos(2\theta) + 2 \csc^2(\theta) + 16 \beta_{0,0} 
\right.
+ 36 \gamma_{0,0}) + \beta_{0,0}( -7 \cot^2(\theta) + 92 \gamma_{0,0} \cot(\theta) - 60 \gamma_{0,0}^2 + 48 \gamma_{0,0} + 24) 
- 8 \gamma_{0,0} \beta_{0,0} \cot(\theta) - 16 \gamma_{0,0} \csc^2(\theta) - 9 \beta_{0,0} \cot(\theta) 
+ 32 \beta_{0,0} \beta_{0,0} \cot(\theta) + 48 \gamma_{0,0} \beta_{0,0} \cot(\theta) + 76 \beta_{0,0} \gamma_{0,0} \cot(\theta) + 104 \gamma_{0,0} \gamma_{0,0} \cot(\theta) 
- 8 \beta_{0,0} \csc^2(\theta) - 46 \gamma_{0,0} \cot(\theta) + 24 \beta_{0,0} \beta_{0,0} \cot(\theta) + 6 \gamma_{0,0} \beta_{0,0} \cot(\theta) 
\left. \right] 
\]

\[ W_3 = -\frac{1}{8} e^{-4\lambda}(\cot(\theta) - 2 \gamma_{0,0}) \left[ -\cot^2(\theta) + 4 \gamma_{0,0} \cot(\theta) + 3 \csc^2(\theta) 
\right.
+ 8 \beta_{0,0} \cot(\theta) - 2 \gamma_{0,0} + 8 \gamma_{0,0} + 1 \beta_{0,0} 
\left. \right] 
\]

\[ A.20 \]
\[
G_3 = \frac{1}{48} e^{-6\lambda_0} \left[ -19 \cot^3(\theta) + 18 \csc^2(\theta) \cot(\theta) + 36 \gamma_0^2 \cot(\theta) + 16 \tilde{\beta}_{0,0} \cot(\theta) + 24 \gamma_{0,0} \cot(\theta) - 24 \gamma_{0,0}^3 - 64 \gamma_{0,0}^4 \right] + 24 \gamma_{0,0} \cot(\theta) - 18 \cot(\theta) - 24 \gamma_{0,0}^3 - 64 \gamma_{0,0}^4 \cot(\theta) - 2 \gamma_{0,0}^2 \\
- 2 \gamma_{0,0} (7 \cot^2(\theta) + 2 \csc^2(\theta) + 16 \beta_{0,0,0,0} + 2) - 8 \beta_{0,0,0,0} \cot^2(\theta) + 8 \gamma_{0,0} \cot(\theta) + 8 \gamma_{0,0} \cot(\theta) + 12 \gamma_{0,0,0,0} + 5 \\
+ 16 \gamma_{0,0,0,0} U_0^3 \\
+ \frac{1}{48} e^{-6\lambda_0} \left[ -7 \cot^2(\theta) + 84 \gamma_{0,0} \cot(\theta) + 10 \csc^2(\theta) \\
+ 64 \beta_{0,0,0,0} - 36 \gamma_{0,0} + 64 \beta_{0,0,0,0} \cot(\theta) - 3 \gamma_{0,0} - 16 \beta_{0,0,0,0} + 72 \gamma_{0,0} + 22 \\
+ 2(-4 \beta_{0,0} \cot^2(\theta) - 7 \gamma_{0,0} \cot^2(\theta) + 16 \beta_{0,0,0,0} \cot(\theta) + 24 \gamma_{0,0} \cot(\theta) + 4 U_{0,0,0,0} \\
- 4 \csc^2(\theta) \beta_{0,0} - 48 \gamma_{0,0,0,0} \beta_{0,0} - 20 \beta_{0,0} - 2 \csc^2(\theta) \gamma_{0,0} + 64 \beta_{0,0,0,0} \gamma_{0,0} \\
- 36 \gamma_{0,0} \gamma_{0,0} - 16 \beta_{0,0,0,0} \gamma_{0,0} - 2 \gamma_{0,0} + 4 \gamma_{0,0,0,0} (3 U_{0,0,0,0} - 8 \cot(\theta) \beta_{0,0} + 9 \cot(\theta) \gamma_{0,0} \\
- 8 \beta_{0,0,0,0} - 8 \beta_{0,0,0,0} (3 U_{0,0,0,0} + 4 (2 \cot(\theta) - 2 \gamma_{0,0}) \beta_{0,0} + \cot(\theta) \gamma_{0,0} + 3 \gamma_{0,0})) \\
+ 24 \gamma_{0,0,0,0} U_0^3 \\
+ \frac{1}{48} e^{-2(3\lambda_0 + \gamma_0)} \left[ -2 \gamma_{0,0} \cot(\theta) + 16 \beta_{0,0} - 10 \gamma_{0,0} U_0^2 + 4 \gamma_{0,0}^3 (6 U_{0,0,0,0} \\
+ 4 (3 \cot(\theta) + 8 \beta_{0,0} - 10 \gamma_{0,0} \beta_{0,0} + 15 \cot(\theta) \gamma_{0,0} - 24 \beta_{0,0,0,0} \gamma_{0,0} - 18 \gamma_{0,0} \gamma_{0,0} \\
- 8 \gamma_{0,0,0,0} + 24 \gamma_{0,0,0,0} U_0) + 14 (8 \beta_{0,0} \cot(\theta) + 4 \beta_{0,0} \gamma_{0,0,0,0} - 12 \gamma_{0,0} \cot(\theta) + 9) \\
+ 2 (2 \beta_{0,0} \cot^2(\theta) - 4 \beta_{0,0} U_0 \cot(\theta) - 5 \beta_{0,0} \csc^2(\theta) - 16 \gamma_{0,0} \beta_{0,0,0,0} \\
+ 9 \gamma_{0,0} \gamma_{0,0} - 8 \gamma_{0,0} \beta_{0,0,0,0} - 6 \gamma_{0,0} U_{0,0,0,0} + 4 \gamma_{0,0} \beta_{0,0,0,0} + 16 \gamma_{0,0} U_{0,0,0,0} U_0 \\
+ 4 \gamma_{0,0} U_{0,0,0,0} \beta_{0,0,0,0} + 9 \gamma_{0,0} \gamma_{0,0} + 16 \gamma_{0,0} \gamma_{0,0} U_0 \\
+ 4 \beta_{0,0} \cot(\theta) \beta_{0,0,0,0} - 9 \gamma_{0,0} \cot(\theta) \gamma_{0,0,0,0} + 16 \gamma_{0,0} \gamma_{0,0} \beta_{0,0,0,0} (4 \cot(\theta) + 2 \gamma_{0,0}) \\
+ 4 \beta_{0,0} \cot(\theta) \beta_{0,0,0,0} + 6 \beta_{0,0} \beta_{0,0,0,0} \gamma_{0,0} + 4 \beta_{0,0} \beta_{0,0,0,0} \gamma_{0,0} - 5 \gamma_{0,0} U_{0,0,0,0} \\
- \gamma_{0,0} - 9 \gamma_{0,0} U_0 + 2 \gamma_{0,0}) U_0 - 12 \gamma_{0,0} \gamma_{0,0} U_{0,0,0,0} U_0 + 12 \gamma_{0,0} U_{0,0,0,0} \beta_{0,0,0,0} \\
- 2 \gamma_{0,0} U_{0,0,0,0} \beta_{0,0,0,0} + 16 \gamma_{0,0} \cot(\theta) \beta_{0,0,0,0} + 2 \gamma_{0,0} \cot(\theta) U_{0,0,0,0} + 16 \gamma_{0,0} \beta_{0,0,0,0} U_0 + 16 \gamma_{0,0} \gamma_{0,0} \beta_{0,0,0,0} \beta_{0,0,0,0} \\
\right]\]
where all of the metric coefficients are functions of $(t, \theta)$ (as indicated by the hats over the functions).

**Appendix C. Logarithmic terms in the presence of matter**

In this appendix we explore how matter can affect the asymptotic expansions, inducing logarithmic terms that are related to conformal anomalies. The latter is well-understood within the context of holography (see [4]). When logarithmic terms in the asymptotic solutions appear then the on-shell gravitational action also has closely logarithmic divergences. The presence of such divergences implies that the theory depends not only on the conformal class fixed at the conformal boundary but also on the specific representative picked: there is a conformal anomaly. Via AdS/CFT this anomaly should match a corresponding quantum anomaly in the dual QFT (and it does [4, 18]). In the context of Bondi gauge analysis for $\Lambda \neq 0$, it was noted in [13] that the metric functions acquire logarithmic contributions given specific fall-off conditions on the bulk stress energy tensor, and we now explain how such terms emerge.

Using the Fefferman–Graham gauge (5.1), the fall-off conditions on the bulk stress energy tensor that lead to logarithmic terms in the metric expansions in [13] are

$$\mathcal{T}_{pp} \sim \rho; \quad \mathcal{T}_{ab} \sim \rho. \quad \text{(C.1)}$$

This can be understood easily from the Einstein equations in this gauge. The $(\rho \rho)$ equation is

$$-\frac{\rho}{4} \text{Tr}(g^{-1} g_{\rho \rho})^2 + \frac{\rho}{2} \text{Tr}(g^{-1} g_{\rho \rho}) - \frac{1}{2} \text{Tr}(g^{-1} g_{\rho \rho}) = \rho \mathcal{T}_{\rho \rho} \quad \text{(C.2)}$$

where $\mathcal{T}_{\mu \nu}$ is the trace adjusted bulk stress tensor and the subscript denotes a derivative; the trace is over the indices $(a, b)$. The $(ab)$ equations are

---

6 The logarithmic terms both in the on-shell action and the asymptotic solution are local functions of the fields specifying the boundary conditions for gravity coupled to matter. The logarithmic term in the asymptotic solution of a given field is given by the functional derivative of the on-shell logarithmic term w.r.t. the corresponding boundary condition [4].
\[-\frac{1}{2}\text{Tr}(g^{-1}g_{\rho})g_{ab} - (g_{ab})_{\rho} + \rho \left( \frac{1}{2}(g_{ab})_{\rho \rho} - \frac{1}{2}(g_{\rho}g^{-1}g_{\rho})_{ab} - \hat{R}_{ab} + \frac{1}{4}\text{Tr}(g^{-1}g_{\rho})(g_{ab})_{\rho} \right) = \rho\bar{T}_{ab}, \quad (C.3)\]

where $\hat{R}_{ab}$ is the Ricci curvature of $g_{ab}$. We do not give the $(\rho a)$ equations as we will not need them below.

In the absence of a bulk stress tensor these equations admit asymptotic solutions with
\[g_{ab} = g_{(0)ab} + g_{(2)ab}\rho^2 + g_{(3)ab}\rho^3 + \cdots \quad (C.4)\]

where $g_{(2)}$ is determined by the curvature of $g_{(0)}$ and $g_{(3)}$ is traceless and divergenceless. (The tracelessness of $g_{(3)}$ follows from differentiating (C.2) and (C.3) with respect to $\rho$ and then setting $\rho \to 0$.) If we now impose the falloff conditions above:
\[\bar{T}_{\rho \rho} = \bar{T}_{(1)\rho \rho} + \cdots \quad \bar{T}_{ab} = \bar{T}_{(1)ab} + \cdots \quad (C.5)\]

then the asymptotic expansion is modified to
\[g_{ab} = g_{(0)ab} + g_{(2)ab}\rho^2 + (g_{(3)ab} + h_{(3)ab}\log\rho)\rho^3 + \cdots \quad (C.6)\]

with
\[\text{Tr}(g_{(0)}^{-1}h_{(3)}) = 0; \quad \text{Tr}(g_{(0)}^{-1}g_{(3)}) = \frac{2}{3}\bar{T}_{(1)\rho \rho} \quad (C.7)\]

and
\[h_{(3)ab} = \frac{2}{3}\bar{T}_{(1)\rho \rho}g_{(0)ab} + \frac{2}{3}\bar{T}_{(1)ab}. \quad (C.8)\]

Note that self consistency requires that
\[\bar{T}_{(1)\rho \rho} + \frac{1}{3}g_{(0)ab}\bar{T}_{(1)ab} = 0. \quad (C.9)\]

The $(\rho a)$ equations determine the divergence of $g_{(3)}$ and $h_{(3)}$; apart from the trace and divergence constraints, $g_{(3)}$ remains undetermined by the field equations and describes the energy momentum tensor of the dual theory.

Thus the falloff conditions (C.5) imposed on the bulk stress tensor induce logarithmic terms in the asymptotic expansion, along with non-zero trace and divergence of $g_{(3)}$. Such effects are associated with conformal anomalies.

An explicit example of bulk matter that induces such a conformal anomaly is the following. Consider a bulk scalar field $\phi$ of mass $m^2 = -2$, corresponding to a scalar operator of dimension two in the conformal field theory, and let the field have a cubic interaction, i.e. the field equation is
\[(\Box + 2)\phi = \lambda\phi^2 \quad (C.10)\]

where $\lambda$ is the cubic coupling. The asymptotic expansion of the field $\phi$ is of the form
\[\phi = \phi_{(1)} + \cdots \quad (C.11)\]

where $\phi_{(1)}(x)$ is the source for the dual operator in the field theory. The cubic interaction induces terms of the form (C.5) in the bulk stress tensor, and hence logarithmic terms $h_{(3)}$ and
non-zero trace and divergence of $g^{(3)}$. These are associated with a conformal anomaly in the dual stress energy tensor of the form

$$g^{ab}_{(0)} \langle T_{ab} \rangle \sim \lambda \phi^3_{(1)}.$$  \hspace{1cm} \text{(C.12)}

It follows that there is a conformal anomaly associated with the 3-point function of the operator of dimension 2, in agreement with the QFT analysis in [56].

**Appendix D. Equivalence of Bondi and Abbott–Deser masses in asymptotically AdS spacetimes**

In this appendix we will show that our candidate for the Bondi mass (5.56) agrees with the well-known Abbott–Deser mass [57] in asymptotically AdS spacetime. We recall that the Abbott–Deser mass is defined relative to a reference background spacetimes which for asymptotically AdS spacetimes is taken to be pure AdS. Specifically, we write the spacetime metric $g_{\mu \nu}$ as

$$g_{\mu \nu} = \bar{g}_{\mu \nu} + h_{\mu \nu} \hspace{1cm} \text{(D.1)}$$

where $\bar{g}_{\mu \nu}$ is the metric of pure AdS4 and $h_{\mu \nu}$ is a perturbation chosen such that $g_{\mu \nu}$ solves (2.22) and $h_{\mu \nu}$ vanishes at $\mathcal{I}$. Note that the vanishing condition at $\mathcal{I}$ ensures that $g_{\mu \nu}$ is asymptotically AdS as it has the same conformal structure induced at $\mathcal{I}$ as $\bar{g}_{\mu \nu}$, the metric for pure AdS4. In this appendix we will restrict our attention to $\Lambda < 0$ and $T_{\mu \nu} = 0$. We will use the normalisation of $l = 1$ ($\Lambda = -3$) which can of course be reintroduced via dimensional analysis.

We first recall the definition of the Abbott–Deser energy-momentum for asymptotically AdS spacetimes as given in [57] (using units where $G = 1$):

$$E[\xi] = \frac{1}{8\pi} \lim_{S_a \rightarrow \mathcal{I}} \int dS_a \sqrt{-\bar{g}} [\bar{D}_\beta K^{\alpha \nu \beta} - K^{\alpha \nu \beta} \bar{D}_\beta] \xi^\nu \hspace{1cm} \text{(D.2)}$$

where the integral is taken over a spacelike 2-surface at the conformal boundary $\mathcal{I}$. $\xi$ is a Killing vector associated with the background metric $\bar{g}_{\mu \nu}$ (which is also used to raise and lower indices) and $\bar{D}_\mu$ its associated covariant derivative operator. In the equation above we continue to use the convention that Greek indices $\beta, \nu$ run over all spacetime values and Roman indices $a, b$ over spatial values (the index $t$ is of course the time coordinate). The rank four tensor $K$ is known as the superpotential and is given by

$$K^{\mu \alpha \nu \beta} = \frac{1}{2} [\bar{g}^{\beta \alpha} H^{\mu \nu} + \bar{g}^{\nu \alpha} H^{\mu \beta} - \bar{g}^{\mu \nu} H^{\alpha \beta} - \bar{g}^{\alpha \beta} H^{\mu \nu}] \hspace{1cm} \text{(D.3)}$$

where

$$H^{\mu \nu} = h^{\mu \nu} - \frac{1}{2} g^{\mu \nu} h^\alpha_\alpha. \hspace{1cm} \text{(D.4)}$$

In order to compute the Abbott–Deser mass we follow the prescription of [57] and evaluate (D.2) when $\xi$ is a timelike Killing vector, namely

$$\xi^\mu = - \left( \frac{\partial}{\partial t} \right)^\mu = (-1, 0). \hspace{1cm} \text{(D.5)}$$

To evaluate this integrand (and to make connection with our earlier discussion of the Bondi mass) we will work in the Fefferman–Graham gauge. We note that we have
\[ g_{\mu\nu} dx^\mu dx^\nu = \frac{d\rho^2}{\rho^2} + \frac{1}{\rho^2} \left( g_{(0)ab} + \rho^2 g_{(2)ab} + \rho^4 g_{(4)ab} \right) d\bar{x}^a d\bar{x}^b \]  

(D.6)

where the terms in the expansion on the RHS have the line-elements

\[ d\bar{s}^2_{(0)} = -dt^2 + d\Omega^2 \]
\[ d\bar{s}^2_{(2)} = \frac{1}{2} (-dt^2 - d\Omega^2) \]
\[ d\bar{s}^2_{(4)} = \frac{1}{16} (-dt^2 + d\Omega^2) \]  

(D.7)

\((g_{(0)} \text{ and } g_{(2)} \text{ were already given in equations (5.17) and (5.18) respectively}).\) Enforcing the requirements that \(g_{\mu\nu}\) solves the field equations and \(h_{\mu\nu}\) vanishes at \(\mathcal{I}\), the most general form for \(h_{\mu\nu}\) is

\[ h_{ab} d\bar{x}^a d\bar{x}^b = \rho g_{(3)ab} d\bar{x}^a d\bar{x}^b + \mathcal{O}(\rho^2) \]  

(D.8)

where \(g_{(3)}\) is given by (5.42) and we note that the Fefferman–Graham gauge forces \(h_{\rho\mu} = 0\). The higher order terms do not contribute to the Abbott–Deser mass (they vanish in the limit to \(\mathcal{I}\)), so we focus on the \(g_{(3)}\) term.

With the coordinates, timelike Killing vector and perturbation specified, we are ready to compute the Abbott–Deser mass. In Fefferman–Graham coordinates the limit in (D.2) simply becomes \(\rho \rightarrow 0\) (recall \(\mathcal{I} = \{ \rho = 0 \}\)) and we can apply formulae (D.6)–(D.7) for the background metric and (D.8) for the perturbation in order to write the superpotential (D.3) and thus the Abbott–Deser mass. Explicitly the Abbott–Deser mass, \(M_{\text{AD}}\), is given by

\[ M_{\text{AD}} = \frac{1}{8\pi} \lim_{\mathcal{S}_a \to \mathcal{I}} \oint_{\mathcal{S}_a} m^a \]  

(D.9)

with

\[ m^a = \sqrt{-g} [\bar{D}_\beta K^a{}^\beta - K^{ab\alpha} \bar{D}_\alpha] \xi^a. \]  

(D.10)

Given that we are working in the Fefferman–Graham gauge, the only component which we will need in order to compute \(M_{\text{AD}}\) is \(m^\rho\):

\[ m^\rho = \frac{(\rho^4 + 48) \sin \theta \bar{W}_3 (t, \theta)}{12 (\rho^2 - 4)} \left( 1 + \mathcal{O}(\rho) \right). \]  

(D.11)

Taking the limit to \(\mathcal{I}\) gives

\[ M_{\text{AD}} = \frac{1}{8\pi} \lim_{\rho \to 0} \oint_{\mathcal{S}_\rho} m^\rho \]
\[ = -\frac{1}{8\pi} \int_0^{2\pi} d\phi \int_0^\pi d\theta \bar{W}_3 (t, \theta) \sin \theta \]
\[ = \frac{1}{4\pi} \int_{\mathcal{S}_\rho} m_B(t, \theta) = M_B \]  

(D.12)

where in going from the second to the third line we have used the relationship (5.43) to rewrite the integral in terms of the Bondi mass aspect. Thus we have shown that the Bondi and Abbott–Deser masses are the same for asymptotically AdS spacetimes.
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