The problem of choosing the optimal performance in the multiprocessor computer system design
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Abstract. The article presents the formulation of the problem of optimizing the structure of multiprocessor computing systems designed to solve control problems in real time. The features of this problem, which influence the choice of optimization methods, have been studied. It is concluded that this problem can be effectively solved using evolutionary methods of optimization. The considered models for finding performance can be used to optimize the architecture of multiprocessor computing systems. Besides, it should be taken into account that the resources allocated for the development and operation of computing systems are always limited. Therefore, it is advisable to consider the problem of optimizing the structure of a computing system as multi-criterial one: one criterion is the performance, and the other one is the cost of development and operation of the system. Acquired results can be used in development of multiprocessor computing systems for real-time systems, which is going to reduce the cost of development and operation of these control systems.

1. Introduction

Many modern control systems are real-time systems, where performance is crucial: a control action must be provided in the required time, otherwise it becomes useless. This class of control systems includes those which used in, e.g., rocket and space industry, air traffic control or combat operation control, etc. [1].

Performance requirements for computing systems used in real-time control systems are constantly increasing due to the complexity increase in plants.

Computers’ speed increase has traditionally been going in two ways: processors clock frequency increase and the development of multiprocessor systems. It can be stated that today the possibilities of increasing the clock frequency have been exhausted due to physical limitations [2]. This means that real-time control systems are going to be inevitably based on multiprocessor computing systems (MCS).

MCS performance is usually assessed by solving test problems. To solve a problem of choosing the optimal MCS performance during design it is proposed to assess this performance based on analytical dependencies which consider impact of main features of both the problems and the MCS [3,4].
2. Performance model and formulation of the optimization problem

A computing system is considered as a closed queuing system (QS) with a limited queue. The studied MCS consists of N types of processors containing \( m_i \) \((i=1,2,...,N)\) processors of each time with the average execution time of a single instruction \( T_{0i} \). The processors are connected with RAM via a single bus. The service time of a request from a processor of \( i^{th} \) type is \( \tau_i \). It is assumed that the time interval between two adjacent requests obeys Poisson distribution law with the parameter \( \nu_i \). The time interval between two adjacent services obeys exponential distribution law with the parameter \( \mu_i \). Bus load intensity \( \rho_i = \nu_i / \mu_i \). At any time, the system is in one of the states \( j_1, j_2, ..., j_N \). At the same time, the system contains \( j_i \) requests from processors of \( i^{th} \) type, where \( j_i \leq m_i, i=1,N \), the bus is busy with servicing, \( \sum_{i=1}^{N} j_i - 1 \) requests are in queues for servicing.

Composing the system of Kolmogorov-Chapman equations [5,6] according to the general rules for queuing systems, we obtain a system of linear differential equations for the probabilities of states in which the system can be.

If the bus load intensity \( \rho_i < 0 \), then there is a stationary mode. Equating the derivatives in this system to zero, we obtain a system of linear algebraic equations for the states probabilities in the stationary mode.

Solving the system of equations with one of the numerical methods of linear algebra [7], we obtain an analytical expression for the states probabilities of the studied QS, which can be used to determine the performance of the MCS:

\[
P_{h_1,h_2,...,h_N} = \frac{\prod_{i=1}^{N} \rho_i^{h_i}}{\sum_{h_1=0}^{m_1} \sum_{h_2=0}^{m_2} \cdots \sum_{h_N=0}^{m_N} \prod_{i=1}^{N} \rho_i^{h_i}}.
\]

The MCS performance depends on the total number of requests in the queue for servicing, which is characterized by the value of the average queue length \( L_{avg} \), and on the coefficients of relative losses of performance for processors of each type \( \theta_i \) [8].

The total number of requests in the queue can be determined using the concept of a set of stationary probabilities \( P_L \):

\[
P_L = \sum_{j_1=0}^{m_1} \sum_{j_2=0}^{m_2} \cdots \sum_{j_N=0}^{m_N} P_{h_1,h_2,...,h_N}, \text{ где } \sum_{i=1}^{N} j_i = L;
\]

\[
L_{qp} = \sum_{L=1}^{M} P_L \cdot L, \text{ где } M = \sum_{i=1}^{N} m_i;
\]

\[
\theta_i = 1 + \frac{L_{qp} \tau_i}{T_{0i} + \tau_i}.
\]

Then the MCS performance is calculated using:

\[
\Pi = \sum_{i=1}^{N} \frac{m_i}{\theta_i}.
\]

Obviously, by increasing the number of redundant hardware components, the performance of a multiprocessor computing system can be brought to any given level [9]. However, such systems can be too expensive in development and/or operation. That’s why the use of performance models should also
take into account the cost of the resulting systems. The cost of hardware production can be viewed as the sum of the costs of the components.

Built models make it possible to proceed to the formalization of the problem of choosing the optimal architecture options for multiprocessor computing systems. At the same time, two groups of criteria are obvious:

- performance criteria that must be maximized (the probability of being in a state when performance is sufficient to produce a control action, etc.);
- cost criteria that must be minimized (cost of a system, operation cost, repair cost, etc.).

At the same time, constraints will be imposed on the variables of the problem, e.g., power consumption, weight, etc. To simplify the problem, the cost criteria can be translated into constraints, since as a rule there are upper bounds for all cost characteristics of the system specified by the customer. Selecting the leader among the performance criteria, we get a single-objective conditional optimization problem with a set of constraints into which the rest of criteria will go. Besides, there is going to be a set of natural constraints (e.g., the number of hardware components is an integer and a positive).

Let’s examine the type of variables in our optimization problem. We are going to assume that the maximum number of processor types $N$, maximum and minimum possible number of processors of each type (for processors $m_i^+$ and $m_i^-$ respectively, $i = 1, \ldots, N$) are given.

Here is a formal notation of the optimization problem for the structure of multiprocessor computing system:

$$R_0(m_1, \ldots, m_N) \rightarrow \text{max},$$

under conditions

$$R_i(m_1, \ldots, m_N) \geq R_i^0, \quad i = 1, \ldots, L_R,$$
$$C_l(m_1, \ldots, m_N) \leq C_l^0, \quad l = 1, \ldots, L_c,$$
$$m_i \leq m_i \leq m_i^*, \quad i = 1, \ldots, N.$$

In this problem, the following notation is used:

$R_0$ – leading performance evaluation criterion;
$R_i$, $i = 1, \ldots, L_R$ – secondary performance evaluation criteria;
$C_l$, $l = 1, \ldots, L_c$ – cost evaluation criteria;
$R_i^0, C_l^0$ – maximum acceptable criteria levels translated into constraints.

When designing an optimal MCS structure, one cannot focus on the maximum performance of special processors, but it is necessary to choose the structure in such a way as to ensure the maximum performance of the entire MCS as a whole. For the formal problem statement, it means that the values of the average execution time of a single instruction $T_{0i}$ by processors of the $i^{th}$ type cannot be constant, but have to be included in the number of optimization variables. Moreover, system parameters $v_i$ and $\mu_i$ become functions of $T_{0i}$, that is $v_i = v(T_{0i})$, $\mu_i = \mu(T_{0i})$. This leads to a significant complication of the optimization problem, turning it into a two-tier hierarchical problem:

$$(R_0^*(T_{01}, \ldots, T_{0i}, T_{0N}), R_i^*(T_{01}, \ldots, T_{0i}, T_{0N}), C_l^*(T_{01}, \ldots, T_{0i}, T_{0N}) \rightarrow \text{extr},$$

where $R_0^*$, $R_i^*$ and $C_l^*$ – optimization problem solution.

First of all, it should be noted that the space of possible solutions is a discrete, since the MCS configuration is defined by the number of processors of various types, which can only be integers. At the same time, the power of the search space grows rapidly with the increase in the number of processor types.

If we roughly estimate the power of the optimization space, then we get the total number of possible configurations more than $1.6 \cdot 10^{20}$. At the same time, problem constraints are not going to significantly reduce the number of search points.
A significant problem for solving this optimization problem is the method of calculating the object functions (criteria), which are mostly set algorithmically.

There are all signs of a complex optimization problem: algorithmically set functions, different type of problem variables, a variable number of sought variables, a large search area for an optimal solution.

When solving such optimization problems, evolutionary optimization algorithms have proven themselves well [10-16]. Therefore, the study of evolutionary algorithms effectiveness in optimizing the structure of multiprocessor computing systems can be indicated as a possible direction for further research.

3. Conclusion
The considered models for finding performance can be used to optimize the architecture of multiprocessor computing systems. At the same time, one must take into account that the resources allocated for development and operation of MCS are always limited. Therefore, it is advisable to consider the problem of optimizing the structure of a computing system as multi-criterial one: one criterion is the performance, and the other one is the cost of development and operation of the system.

Thus, this article presents the formulation of the problem of optimizing the structure of multiprocessor computing systems. In the future it is proposed to study the effectiveness of using evolutionary optimization methods to solve this problem.

Acquired results can be used in development of multiprocessor computing systems for real-time systems, which is going to reduce the cost of development and operation of these control systems.
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