STABILITY AND SPECTRAL CONVERGENCE OF FOURIER METHOD FOR NONLINEAR PROBLEMS: ON THE SHORTCOMINGS OF THE 2/3 DE-ALIASING METHOD
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Abstract. The high-order accuracy of Fourier method makes it the method of choice in many large scale simulations. We discuss here the stability of Fourier method for nonlinear evolution problems, focusing on the two prototypical cases of the inviscid Burgers’ equation and the multi-dimensional incompressible Euler equations. The Fourier method for such problems with quadratic nonlinearities comes in two main flavors. One is the spectral Fourier method. The other is the $2/3$ pseudo-spectral Fourier method, where one removes the highest $1/3$ portion of the spectrum; this is often the method of choice to maintain the balance of quadratic energy and avoid aliasing errors.

Two main themes are discussed in this paper. First, we prove that as long as the underlying exact solution has a minimal $C^{1+\alpha}$ spatial regularity, then both the spectral and the $2/3$ pseudo-spectral Fourier methods are stable. Consequently, we prove their spectral convergence for smooth solutions of the inviscid Burgers equation and the incompressible Euler equations. On the other hand, we prove that after a critical time at which the underlying solution lacks sufficient smoothness, then both the spectral and the $2/3$ pseudo-spectral Fourier methods exhibit nonlinear instabilities which are realized through spurious oscillations. In particular, after shock formation in inviscid Burgers’ equation, the total variation of bounded (pseudo-) spectral Fourier solutions must increase with the number of increasing modes and we stipulate the analogous situation occurs with the 3D incompressible Euler equations: the limiting Fourier solution is shown to enforce $L^2$-energy conservation, and the contrast with energy dissipating Onsager solutions is reflected through spurious oscillations.
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1. Introduction

Spectral methods are often the methods of choice when high-resolution solvers are sought for nonlinear time-dependent problems. Here, we are concerned with the stability and convergence of Fourier method for PDEs with quadratic nonlinearities: we focus our attention on the prototypical Cauchy problems for the inviscid Burgers’ equation and the incompressible Euler equations.

The Fourier methods for problems involving quadratic nonlinearities come in two main flavors: the spectral Fourier method and the 2/3 smoothing of pseudo-spectral Fourier method. The spectral Fourier method is realized in terms of $N$-degree Fourier expansions, $u_N(x, t) = \sum_{|k| \leq N} \hat{u}_k(t) e^{i k \cdot x}$, where $\hat{u}_k(t)$ are the Fourier moments of $u(x, t)$

$$\hat{u}_k(t) = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} u(x) e^{-i k \cdot x} dx,$$

where $\mathbb{T}^d$ is the discrete torus,

$$\mathbb{T}^d := \left\{ x_\nu \mid x_\nu = \frac{2\pi \nu}{2N+1}, \quad \nu = (\nu_1, \ldots, \nu_d), \quad 0 \leq \nu_j \leq 2N \right\}.$$

The computation of these moments in nonlinear problems is carried out by convolutions. These can be avoided when the $\hat{u}_k$’s are replaced by the discrete Fourier coefficients, sampled at the $(2N+1)^d$ equally spaced grid points

$$\tilde{u}_k(t) = \left(\frac{1}{2N+1}\right)^d \sum_{x_\nu \in \mathbb{T}^d_{\#}} u(x_\nu, t) e^{-i k \cdot x_\nu}, \quad x_\nu = \frac{2\pi \nu}{2N+1},$$

where $\mathbb{T}^d_{\#}$ is the discrete torus.

The pseudo-spectral Fourier method is realized in terms of the corresponding expansion, $u_N(x, t) = \sum_{|k| \leq N} \tilde{u}_k(t) e^{i k \cdot x}$. Here, we have the advantage that nonlinearities are computed as exact pointwise quantities at the grid points $\{x_\nu\}_\nu$, but new aliasing errors are introduced. To avoid aliasing errors and their potential instabilities, high mode smoothing is implemented, which results in the so-called 2/3-smoothing of pseudo-spectral Fourier method: it is realized in terms of the $2N/3$-degree expansion, $u_N(x, t) = \sum_{|k| \leq 2N/3} \sigma_k \tilde{u}_k(t) e^{i k \cdot x}$. This is the spectral method of choice in many time-dependent problems with quadratic nonlinearities.

To put our discussion into perspective we begin, in section 2, by recalling the linear setup of standard transport equation. The spectral Fourier method is $L^2$-stable. But the pseudo-spectral Fourier method is not [GHT94]: it is only weakly stable, due to amplification of aliasing errors when the underlying solution lacks sufficient smoothness. Strong $L^2$-stability is regained with the 2/3-smoothing of pseudo-spectral Fourier method, [Tad87]: in the linear setup, the de-aliasing in the 2/3-method introduces sufficient smoothness to maintain convergence. This is one of the main two themes of our results on nonlinear problems: sufficient smoothness guarantees stability and hence spectral convergence. In section 3 we explore this issue in the context of inviscid Burgers equations, proving that as long as the solution of the inviscid Burgers equation remains smooth, $u(\cdot, t) \in C^{1+\alpha}_T$, then both the spectral and the 2/3-pseudo-spectral Fourier approximations, $u_N(\cdot, t)$, converge to the exact solution. Moreover, they enjoy spectral convergence rate, namely, the convergence rate grows with the increasing smoothness of $u(\cdot, t)$,

$$\int |u_N(x, t) - u(x, t)|^2 dx$$
\[
\lesssim e^{\int_0^t \|u_x(\cdot, \tau)\|_{L^\infty} d\tau} \cdot \left( N^{-2s} \|u(\cdot, 0)\|_{H^s}^2 + N^{\frac{3}{2} - s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad s > \frac{3}{2}.
\]

A similar statement of spectral convergence holds for the spectral and 2/3 pseudo-spectral Fourier approximations \(u_N\) of the incompressible Euler equations: in section 5 we prove that as long as \(u(\cdot, t)\) remains sufficiently smooth solution of the \(d\)-dimensional Euler equations, \(u(\cdot, t) \in C^{1+\alpha}_x\), then

\[
\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \\
\lesssim e^{\int_0^t \|\nabla_x u(\cdot, \tau)\|_{L^\infty} d\tau} \cdot \left( N^{-2s} \|u(\cdot, 0)\|_{H^s}^2 + N^{\frac{2}{3} + 1 - s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad s > \frac{d}{2} + 1.
\]

These results support the superiority of spectral methods for problems with smooth solutions. When dealing with solutions which lack smoothness, however, both the spectral and 2/3 pseudo-spectral Fourier methods suffer nonlinear instabilities. This is the other main theme of the paper, explored in the context of the inviscid Burgers equation and the incompressible Euler equations in the respective sections 4 and 6. In particular, we prove that after shock formation, the spectral and 2/3 pseudo-spectral bounded approximations of the inviscid Burgers solution must produce spurious oscillations as their total variation must increase, \(\|u_N(\cdot, t)\|_{TV} \gtrsim \sqrt{N}\). This is deduced by contradiction: in theorem 4.1 below we prove, using compensated compactness arguments, that an \(L^2\)-weak limit of slowly growing TV Fourier solutions, \(\bar{u} = \lim u_N\), must be an \(L^2\)-energy conservative solution, which cannot hold once shocks are formed.

A similar scenario arises with the Euler solutions where the spectral and the (2/3 pseudo-)spectral approximations of Euler equations enforce conservation of the \(L^2\)-energy. Although there is no known energy dissipation-based selection principle to identify a unique solution of Euler equations within the class of “rough” data (similar to the entropy dissipation selection principle for Burgers’ equations), nevertheless we argue that the \(L^2\)-energy conservation of the (pseudo-)spectral approximations may be responsible to their unstable behavior. While \(L^2\)-energy conservation holds for weak solutions with a minimal degree of 1/3-order of smoothness (Onsager’s conjecture proved in \(\text{Ey94, CET94, BT10}\)), there are experimental and numerical evidence for the other part of Onsager’s conjecture that anomalous dissipation of energy shows up for “physical-turbulent” \(L^2\)-solutions of Euler equations \(\text{Co07}\). Whether this observed anomalous dissipation of energy should be due to spontaneous appearance of singularities in smooth solutions of the Euler equation or to the fact that physical initial data may be rough is a completely open problem. However after several preliminary breakthrough \(\text{Sc93, Sh97}\), the following fact are now well established. Indeed, there are infinitely many initial data (which of course are not regular) leading to infinitely many weak Euler solutions with energy loss \(\text{DeLS12}\). In particular there are solutions which for almost every time belong to the critical regularity \(C^{\frac{d}{2} - \epsilon}\) \(\text{Buck13}\). Thus, if the numerical method captures such “rough” solutions then the “unphysical” conservation of energy which is enforced at the spectral level has to vanish at the limit, leading to spurious oscillations.

We close this paper with two complementary results. The nonlinear instability results in sections 4 and 6 emphasize the competition between spectral convergence for smooth solutions vs. nonlinear instabilities for problems which lack sufficient smoothness. In section 7 we discuss the class of spectral viscosity (SV) methods which entertain both — spectral...
convergence and nonlinear stability, [Tad89, Tad93b, KK00, GP03, SS07, AX09]. This is achieved by adding a judicious amount of spectral viscosity at the high-portion of the spectrum without sacrificing the spectral accuracy at the lower portion of the spectrum. Finally, we note that the above stability and instability results are not necessarily restricted to quadratic nonlinearities: in section 8 we prove the stability of Fourier method for smooth solutions of the nonlinear isentropic equations.

1.1. Spectral convergence. Expressed in terms of the Fourier coefficients, \( \hat{w}(\mathbf{k}) \), the spectral Fourier projection \( P_N[w](\mathbf{x}) \) of \( w \in L^1[\mathbb{T}^d] \) is given by

\[
P_N[w](\mathbf{x}) = \sum_{|\mathbf{k}| \leq N} \hat{w}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}}, \quad \hat{w}(\mathbf{k}) := \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} w(\mathbf{x}) e^{-i\mathbf{k} \cdot \mathbf{x}} d\mathbf{x}, \quad \mathbf{k} := (k_1, \ldots, k_d) \in \mathbb{Z}^d.
\]

The convergence rate of the truncation error,

\[
(I - P_N)[w](\mathbf{x}) := \sum_{|\mathbf{k}| \geq N} \hat{w}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}},
\]

is as rapid as the global smoothness of \( w \) permits (and observe that the degree of smoothness is allowed to be negative),

\[
\|(I - P_N)[w]\|_{H^r} \leq N^{r-s}\|w\|_{H^s}, \quad s > r \in \mathbb{R};
\]

in particular,

\[
\max_{\mathbf{x}} |(I - P_N)[w](\mathbf{x})| \lesssim N^{d-s}\|w\|_{H^s}, \quad s > \frac{d}{2}.
\]

These are statements of spectral convergence rate: the smoother \( w \) is, the faster is the convergence rate of \((I - P_N)[w] \to 0 \). In practice, one recovers exponential convergence which characterizes analytic regularity or at least root-exponential rate for typical compactly supported Gevrey-regular data, [Tad07].

1.2. Aliasing. Set \( h := \frac{2\pi}{2N + 1} \) as a discrete spacing. If we replace the integrals with quadrature based on sampling \( w \) at the \((2N+1)^d\) equi-spaced points, \( \mathbf{x}_\nu := \nu h, \nu := (\nu_1, \ldots, \nu_d) \in \{0, 2N\}^d \), we obtain the pseudo-spectral Fourier projection,

\[
\psi_N[w](\mathbf{x}) = \sum_{|\mathbf{k}| \leq N} \tilde{w}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{x}}, \quad \tilde{w}(\mathbf{k}) := \left( \frac{h}{2\pi} \right)^d \sum_{\mathbf{x}_\nu \in \mathbb{T}^d} w(\mathbf{x}_\nu) e^{-i\mathbf{k} \cdot \mathbf{x}_\nu}, \quad |\mathbf{k}| \leq N.
\]

Here, \( \tilde{w}(\mathbf{k}) \), are the discrete Fourier coefficients\(^1\). The mapping \( w \mapsto \psi_N[w] \) is a projection: \( \psi_N[w](\mathbf{x}) \) is the unique \( N \)-degree trigonometric interpolant of \( w \) at the \((2N+1)^d\)-gridpoints, \( \psi_N[w](\mathbf{x}_\nu) = w(\mathbf{x}_\nu), |\nu| \leq 2N \). The dual statement of the last equalities is the Poisson summation formula, which determines the discrete \( \tilde{w}(\mathbf{k}) \)'s in terms of the exact Fourier coefficients, \( \hat{w}(\mathbf{k}) \)'s,

\[
\tilde{w}(\mathbf{k}) = \hat{w}(\mathbf{k}) + \sum_{\ell \neq 0} \hat{w}(\mathbf{k} + \ell(2N + 1)), \quad |\mathbf{k}| \leq N; \quad \text{for} \quad \ell \neq 0.
\]

\(^1\)There is a slight difference between the formulæ based on an even and an odd number of points; we chose to continue with the slightly simpler notations associated with an odd number of points.
where summation runs over all \( d \)-tuples, \( \ell = (\ell_1, \ldots, \ell_d) \neq 0 \). It shows that all the Fourier coefficients with wavenumber \( k \mod (2N + 1) \) are “aliased” into the same discrete Fourier coefficient, \( \tilde{w}_k \). It follows that the interpolation error consists of two main contributions,

\[
(I - \psi_N)[w] = (I - P_N)[w] + A_N[w],
\]

where in addition to the truncation error \((I - P_N)[w]\) in (1.1), we now have the aliasing error,

\[
A_N[w](x) := \sum_{|k| \leq N} \left( \sum_{|\ell| \geq 1} \tilde{w}(k + \ell(2N + 1)) \right) e^{ikx}.
\]

Both, \((I - P_N)[w]\) and \(A_N[w]\), involve high modes, \( \tilde{w}(p) \), \( |p| \geq N \). Consequently, if the function \( w(\cdot) \) is sufficiently smooth then they have exactly the same spectrally small size, e.g. [Tad94 §2.2]

\[
\|A_N[w]\|_{H^r} \lesssim \|(I - P_N)[w]\|_{H^r} \lesssim N^{s-r}\|w\|_{H^s}, \quad r > s > \frac{d}{2}.
\]

Since the truncation error is orthogonal to the computational \( N \)-space whereas the aliasing error is not the situation is different if \( w \) lacks smoothness. Then aliasing and truncation errors may have a completely different influence on the question of computational stability. One such case is encountered with the stability question of spectral vs. pseudo-spectral approximations of hyperbolic equations.

2. Fourier method for linear equations — weak instability for \( L^2 \)-data

2.1. The spectral approximation: stability and convergence. We want to solve the \( 2\pi \)-periodic scalar hyperbolic equation

\[
\frac{\partial}{\partial t} u(x, t) + \frac{\partial}{\partial x}(q(x)u(x, t)) = 0, \quad x \in \mathbb{T}([0, 2\pi]), \quad q \in C^1([0, 2\pi]),
\]

subject to prescribed initial conditions, \( u(\cdot, 0) \), by the spectral Fourier method. To this end we approximate the spectral projection of the exact solution, \( P_N u(\cdot, t) \), using an \( N \)-degree polynomial, \( u_N(x, t) = \sum_{|k| \leq N} \tilde{u}_k(t) e^{ikx} \), which is governed by the semi-discrete approximation, [Or72, KO72, GO77]

\[
\frac{\partial}{\partial t} u_N(x, t) + \frac{\partial}{\partial x} P_N[q(x)u_N(x, t)] = 0.
\]

The approximation is realized as a convolution in Fourier space

\[
\frac{d}{dt} \tilde{u}_k(t) = ik \sum_{|j| \leq N} \tilde{q}(k - j) \tilde{u}_j(t), \quad k = -N, \ldots, N,
\]

which amounts to a system of \( (2N+1) \) ODEs for the computed \( \tilde{u}(t) := (\tilde{u}_{-N}(t), \ldots, \tilde{u}_N(t))^T \).

The \( L^2 \)-stability of (2.2) is straightforward: though the truncation error which enters (2.2), \( \partial_x [(I - P_N)[q(x)u_N(x)]] \) need not be small, it is orthogonal to the \( N \)-space, and hence,

\[
\frac{1}{2} \frac{d}{dt} \|u_N(\cdot, t)\|_{L^2}^2 = - \int_0^{2\pi} u_N \frac{\partial}{\partial x} P_N[q(x)u_N] \, dx = \int \frac{\partial u_N}{\partial x} P_N[q(x)u_N] \, dx
\]

\[
= \int \frac{\partial}{\partial x} q(x) u_N \, dx - \frac{1}{2} \int q'(x) u_N^2 \, dx
\]

\[
\leq \frac{1}{2} \max_x |q'(x)| \times \|u_N(\cdot, t)\|_{L^2}^2.
\]
This yields the $L^2$-stability bound,
\begin{equation}
\|u_N(\cdot,t)\|_{L^2}^2 \leq e^{q(t)\tau} \|u_N(\cdot,0)\|_{L^2}^2, \quad q: = \max_x |q'(x)|.
\end{equation}

To convert this stability bound into a spectral convergence rate estimate, consider the difference between the spectral method (2.2) and the $P_N$ projection of the underlying equation (2.1): one finds that $e_N := u_N - P_N u$, satisfies the error equation
\[ \frac{\partial}{\partial t} e_N(x,t) + \frac{\partial}{\partial x} P_N[q(x)e_N(x,t)] = -\frac{\partial}{\partial x} P_N[q(x)(I - P_N)[u](x,t)]. \]

The $L^2$-stability (2.4) implies the error estimate,
\[ \int |u_N(x,t) - P_N u(x,t)|^2 dx \lesssim e^{\frac{1}{2}q(t)} \left( \|I - P_N u(\cdot,0)\|_{L^2}^2 + N^2 \max_{\tau \leq t} \|I - P_N[u](\cdot,\tau)\|_{L^2}^2 \right). \]

This quantifies the spectral convergence of the Fourier method (2.2): the convergence rate increases together with the increasing order of smoothness of the solution,
\begin{equation}
\|u_N(\cdot,t) - u(\cdot,t)\|_{L^2} \lesssim e^{\frac{1}{2}q(t)} \left( N^{-s}\|u(\cdot,0)\|_{H^s} + N^{1-s} \max_{\tau \leq t} \|u(\cdot,\tau)\|_{H^s} \right), \quad s > 1.
\end{equation}

In practice, one recovers exponential convergence for analytic solutions (and root-exponential convergence for more general Gevrey data).

2.2. The pseudo-spectral approximation: aliasing and weak stability. We now consider pseudo-spectral Fourier approximation of (2.1). As before, we use an $N$-degree polynomial, $u_N(x,t) = \sum_{|k| \leq N} \tilde{u}_k(t)e^{ikx}$, as an approximation for $\psi_N u(\cdot,t)$, which is governed by the semi-discrete approximation, [KO72, GO77],
\begin{equation}
\frac{\partial}{\partial t} u_N(x,t) + \frac{\partial}{\partial x} \psi_N[q(x)u_N(x,t)] = 0.
\end{equation}

This equation can be realized in physical space
\[ \frac{d}{dt} u_N(x_j,t) = \sum_{k=-N}^{N} ik(qu_N)_k e^{ikx_j}, \quad (qu_N)_k = \frac{h}{2\pi} \sum_{\nu=0}^{2N} q(x_\nu)u_N(x_\nu)e^{-ikx_\nu}. \]

It amounts to a system of $(2N+1)$ ODEs for the computed gridvalues $u(t) := (u(x_0,t), \ldots, u(x_{2N},t))^\top$
\[ \frac{d}{dt} u(t) = DQ u(t), \quad D_{jk} = \frac{(-1)^{j-k}}{2\sin \left( \frac{x_{j-k}}{2} \right)}, \quad Q = \begin{pmatrix}
q(x_0) & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & 0 & \ldots & q(x_{2N})
\end{pmatrix}. \]

Here $D$ is the Fourier differentiation matrix and $Q$ signifies pointwise multiplication with $q(x)$.

To examine the stability of (2.6) we repeat the usual $L^2$-energy argument for the spectral approximation in (2.2): decompose $\psi_N = P_N + A_N$, to find
\begin{equation}
\frac{1}{2} \frac{d}{dt} \|u_N(\cdot,t)\|_{L^2}^2 = \int u_N \frac{\partial}{\partial x} P_N[q(x)u_N] dx + \int u_N \frac{\partial}{\partial x} A_N[q(x)u_N] dx
\end{equation}

The first term on the right consists of truncation error which, by (2.3), does not exceed $\lesssim \|u_N(\cdot,t)\|_{L^2}^2$. Thus, the stability of the Fourier approximation (2.6) depends solely on the
aliased contributions, $A_N[q(x)u_N]$; using (1.3) to expand the second term on the right, we find
\begin{equation}
(2.8) \quad \int u_N \frac{\partial}{\partial x} A_N[q(x)u_N]dx = 2\pi i \sum_{|j|,|k| \leq N} \overline{u}_j(t)\tilde{u}_k(t) (j-k) \sum_{\ell \neq 0} \tilde{q}(j-k+\ell(2N+1)).
\end{equation}
Observe that the terms on the right, $\sum_{\ell \neq 0} \tilde{q}(j-k+\ell(2N+1))$, are of order $O(N)$ for $|j-k| \sim 2N$, $\ell = \pm 1$, and this can occur only for high wavenumbers, $|j| \sim |k| \sim N$. Thus, there is possible $O(N)$ amplification of the high Fourier modes, $|\tilde{u}_j(t)|$, $|j| \sim N$. Unfortunately, these Fourier modes need not be small due to lack of apriori smoothness, and aliasing may render the Fourier method as unstable.

Indeed, when $q(x)$ changes sign, the exact solution of (2.1) develops large gradients and consequently, the Fourier method does experience spurious oscillations precisely because of aliasing errors which are ignited due to lack of smoothness. To demonstrate the exact mechanism of this type of instability\(^1\), we consider the example $q(x) = \sin(x)$,
\begin{equation}
(2.9) \quad \frac{\partial}{\partial t} u_N(x,t) + \frac{\partial}{\partial x} \psi_N[\sin(x)u_N(x,t)] = 0
\end{equation}
The analysis follows [GHT94]. Fourier transform of (2.9) yields
\begin{equation}
\frac{d}{dt} \tilde{u}_k(t) = \frac{k}{2} [\tilde{u}_{k-1}(t) - \tilde{u}_{k+1}(t)], \quad k = -N, \ldots, N,
\end{equation}
and its imaginary part, $b_k(t) := \Im \tilde{u}_k(t)$, reads
\begin{equation}
(2.10) \quad \frac{d}{dt} b_k(t) = \frac{k}{2} [b_{k-1}(t) - b_{k+1}(t)], \quad b_{N+1} + b_N = 0.
\end{equation}
The last set of ODEs is at the heart of matter. A straightforward energy estimate yields the lower-bound $\frac{d}{dt} \|b(t)\|^2 \geq -\|b(t)\|^2 + N b_N^2(t)$ for $b(t) := (b_1(t), \ldots, b_N(t))^\top$. Does $b_N(t)$ grow? on the one hand, numerical simulations in Figure 2.1 show that it does. On the other hand, if the solution is smooth enough, then aliasing errors are negligible: in Figure 2.4 for example, the solution subject to initial data $|\tilde{u}_k(0)| \sim |k|^{-3}$ remain smooth and the spurious mode, $|b_N(t)| \sim N^{-2}$, decay sufficiently fast so that $b(t)$ remains bounded.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{2.1. $b_k(t) = \Im \tilde{u}_k(t)$: Fourier method subject to $\hat{u}_k(0) = x_k^3(\pi - x_k)^3/20$. (a) $(t, N) = (0.1, 200)$; (b) $(t, N) = (1, 100)$; (c) $(t, N) = (1, 200)$.}
\end{figure}

\(^1\)To demonstrate the instability of the Fourier method (2.9), one needs to consider $q(x)$ which changes sign. Otherwise, if $q(x)$ is, say, positive, then $DQ$ is similar to the anti-symmetric matrix $A := \sqrt{Q}D\sqrt{Q}$ and stability follows since $\exp(At)$ is unitary in $C^{2N+1}$ for the scalar product $(QU,V)$ [KOT72].
approximation grows \parallel due to the extrapolation at the inflow boundary \( x \). To this end, set

\( \hat{u}_N(t) = \exp(q_s t) u_N(t) \)

This can be viewed as an approximation to the linear equation \( \partial_t v(x,t) = x \partial_x v(x,t) \), \( 0 \leq x \leq 1 \) augmented with the boundary condition \( \partial_x v(1,t) = 0 \). This is an ill-posed problem due to the extrapolation at the inflow boundary \( x = 1 \), and consequently, its numerical approximation grows \( \| b_N(t) \| = \| v_N(t) \| \sim \sqrt{N} \), e.g., [Tad83]. The detailed analysis carried out in [GHT94] shows that there is a weak instability, where \( \sim 1 - e^{-t} \) fraction of the highest modes experience amplification of order \( O(N) \), which ends with the stability estimate

\[ \| u_N(\cdot, t) \|_{L^2} \leq e^{C q_s t} N \| u_N(\cdot, 0) \|_{L^2}. \]

The corresponding error estimate for the pseudo-spectral approximation reads [GHT94, theorem 4.1]

\[ \| u_N(\cdot, t) - \psi_N u(\cdot, t) \|_{L^2} \leq e^{C q_s t} \left( N^{1-s} \| u(\cdot, 0) \|_{H^s} + N^{2-s} \max_{\tau \leq t} \| u(\cdot, \tau) \|_{H^s} \right), \quad s > 2, \]

reflecting the loss of power on \( N \) when compared with the spectral estimate (2.10).

2.3. De-aliasing: the 2/3 smoothing method and strong stability. One way to regain the stability of the pseudo-spectral Fourier method in (2.9) is to set \( \hat{u}_N(t) \equiv 0 \) which prevents the growth of \( b_N(t) \equiv 0 \). Thus, removing the last mode stabilize the pseudospectral method in the special case of \( q(x) = \sin(x) \). The hyperbolic equation (2.1) with a general
\( q(x) \) follows along the lines of [Tad87]. We return to the aliasing term \( \mathbb{F}u_k(t=4.0) \) of \( u_N(x,t) \) with \( N = 64, N = 128 \) and \( N = 512 \) modes.

As noted before, the \( O(N) \) growth of the high Fourier modes, \( |\widehat{u}_j(t)|, |j| \sim N \), need not be small due to lack of apriori smoothness. We can circumvent this difficulty if we remove these modes by setting a fixed portion of the spectrum to be zero. For example, assume that we truncate the last 1\( \frac{1}{3} \) of the modes of \( u_N \) (any other fixed fraction of \( N \) will do).

To this end, we use a smoothing operator \( S \) which is activated only on the first \( 2\frac{1}{3}N \) modes while removing the top \( 1\frac{1}{3}N \) of the modes. We up with the so-called 2/3 pseudo-spectral Fourier method,

\[
(2.12a) \quad \frac{\partial}{\partial t} u_N(x,t) + \frac{\partial}{\partial x} \psi_N[q(\cdot)S u_N](x,t) = 0, \quad S u_N := \sum_{|k| \leq 2 \frac{1}{3}N} \sigma_k \hat{u}_k(t) e^{ikx};
\]

To retain spectral accuracy, the smoothing factors \( \sigma_k \in (0, 1] \) do not change a fixed portion of the lower spectrum

\[
(2.12b) \quad \sigma_k \left\{ \begin{array}{ll}
1, & |k| \leq \frac{1}{3}N \\
\in (0, 1], & \frac{1}{3}N < |k| < 2 \frac{1}{3}N.
\end{array} \right.
\]

The \( L^2 \)-stability of the 2/3 method follows along the lines of the spectral stability in \( (2.3) \); integrating \( (2.12a) \) against \( S u_N \) we find

\[
(2.13a) \quad \left| \int (S u_N) \frac{\partial}{\partial x} P_N[q(\cdot)S u_N] dx \right| \leq \frac{1}{2} q'_\infty \|S u_N(\cdot,t)\|_{L^2}^2, \quad q'_\infty = \max_x |q'(x)|.
\]
The aliasing contribution in the 2/3 method is bounded (and in fact negligible for $q \in C^s, s > 1$): following (2.11)

$$
\int (Su_N) \frac{\partial}{\partial x} A_N[q(\cdot)(Su_N)] dx = 2\pi i \sum_{|j| \leq \frac{1}{2} N} \sum_{|k| \leq \frac{1}{2} N} \sigma_k \sigma_j \overline{u}_j(t) \hat{\bar{u}}_k(t) \sum_{\ell \neq 0} q(\cdot(\ell(2N+1)) \leq \frac{2}{N} \frac{2}{2} N)
$$

observe that the terms involved in the inner summation on the right are now restricted to high wavenumbers, $|j - k + \ell(2N+1)| \geq \frac{2}{N} N$ so that $|\hat{q}(j - k + \ell(2N+1))| \leq \|q\|_{C^r} N^{-r}$.

Hence

$$
(2.13b) \quad \int (Su_N) \frac{\partial}{\partial x} A_N[q(\cdot)(Su_N)] dx \leq \|q\|_{C^r} N^{1-r} \times \|Su_N\|^2, \quad r \geq 1.
$$

Combining the last two inequalities (2.13a) and (2.13b) with $r = 1$, we arrive at

$$
\frac{1}{2} \frac{d}{dt} \int (Su_N)(x, t) u_N(x, t) dx = -\int (Su_N) \frac{\partial}{\partial x} (P_N + A_N)[q(\cdot)(Su_N)] dx \leq C q'_{\infty} \|Su_N(\cdot, t)\|^2_{L^2}.
$$

Thus, by activating the smoothing operator we removed aliasing errors and the resulting 2/3 de-aliased pseudo-spectral method (2.12) regained the weighted $L^2$-stability

$$
\|u_N(\cdot, t)\|^2_{L^2_S} \leq e^{2C N^t \|u_N(\cdot, 0)\|^2_{L^2}}, \quad \|w(\cdot, t)\|^2_{L^2_S} := \int (Sw)(x, t) w(x, t) dx = 2\pi \sum_{|k| \leq \frac{1}{2} N} \sigma_k \vert \hat{\bar{w}}_k(t) \vert^2.
$$

The corresponding error equation for $e_N := Su_N - Su$ reads (we skip the details)

$$
\frac{\partial}{\partial t} e_N + \frac{\partial}{\partial x} (S[q_{\infty}]) = -\frac{\partial}{\partial x} S[q(x)(I - S)[u(x, t)],
$$

and the spectral convergence rate, (2.23), follows: for $s > 1$ there exists a constant, $C = C_s$ such that

$$
\|u_N - u\|^2_{L^2_S} \leq e^{C N^t} \left( N^{-s} \|u(\cdot, 0)\|_{H^s} + N^{1-s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad s > 1.
$$

2.4. Spectral accuracy and propagation of discontinuities. Hyperbolic equations propagates $H^s$ regularity: $\|u(\cdot, t)\|_{H^s} \leq e^{C N^t} \|u(\cdot, 0)\|_{H^s} < \infty$. Thus, the convergence statement in (2.23) implies spectral convergence of the spectral Fourier method and 2/3 Fourier method for $H^s$-smooth initial data. However, when the initial data is piecewise smooth, the exact solution propagates discontinuities along characteristics, and the (pseudo-)spectral approximations of jump discontinuities in $u(\cdot, t)$ produces spurious Gibbs oscillations, [Tad07]. Nevertheless, thanks to the $H^s$-stability of the spectral Fourier method and the 2/3 pseudo-spectral methods, $\|u_N(\cdot, t)\|_{H^s} \leq e^{C N^t} \|u_N(\cdot, 0)\|_{H^s}$, measured in the weak topology of $s < 0$, the (pseudo-)spectral approximations still propagate accurate information of the smooth portions of the exact solution. This is realized in terms of the convergence rate (we skip the details)

$$
\|u_N - u\|^r_{H^r} \leq e^{C N^t} \left( N^{-s} \|u(\cdot, 0)\|_{H^s} + N^{1+r-s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad r < s - 1 < -1.
$$

It follows that one can pre- and post-process $u_N(\cdot, t)$ to recover the pointvalues of $u(\cdot, t)$ within spectral accuracy, away from the singular set of the solution, [MMO78, ML78, AGT86]. The point to note here is that even the Fourier projections of the exact solution, $P_N u(\cdot, t)$ and $\psi_N u(\cdot, t)$ are at most first-order accurate due to Gibbs oscillations; the post-processing of the computed $u_N$ is realized by its smoothing using a proper $\sigma$-mollifier.
\[ (2.12b) \] (or see \[ 3.6c \] below), which does both — retains the stability and recovers the spectrally accurate resolution content of the Fourier method.

3. Fourier method for Burgers equation: convergence for smooth solutions

We now turn our attention to spectral and pseudo-spectral approximations of nonlinear problems. Their spectral accuracy often make them the method of choice for simulations where the highest resolution is sought for a given number of degrees of freedom. We begin with the prototypical example for quadratic nonlinearities, the inviscid Burgers’ equation,

\[ \frac{\partial}{\partial t} u(x, t) + \frac{1}{2} \frac{\partial}{\partial x} u^2(x, t) = 0, \quad x \in \mathbb{T}([0, 2\pi]), \]

subject to 2\( \pi \)-periodic boundary conditions and prescribed initial conditions, \( u(x, 0) \). In this section we show that as long as the solution of Burgers equation remains smooth for a time interval \( t \leq T_c \), the spectral and 2/3 de-aliased pseudo-spectral approximations converge to the exact solution with spectral accuracy.

3.1. The spectral approximation of Burgers equation. The spectral approximation of \[ (3.1) \], \( u_N(x, t) = \sum \hat{u}_k(t)e^{ikx} \), is governed by,

\[ \frac{\partial}{\partial t} u_N(x, t) + \frac{1}{2} \frac{\partial}{\partial x} [P_N \left( u^2_N \right)(x, t)] = 0, \quad 0 \leq x \leq 2\pi. \]

The evaluation of the quadratic term on the right is carried out using convolution and \[ (3.2) \] amounts to a nonlinear system of \((2N + 1)\) ODEs for \( \hat{u}(t) = (\hat{u}_N(t), \ldots, \hat{u}_N(t))^\top \).

**Theorem 3.1** (Spectral convergence for smooth solutions of Burgers’ equations). Assume that for \( 0 < t \leq T_c \), the solution of the Burgers equation \[ (2.1) \] is smooth, \( u(\cdot, t) \in L^\infty([0, T_c], C^{1+\alpha}(0, 2\pi)) \). Then, the spectral method \[ (3.2) \] converges in \( L^\infty([0, T_c], L^2(0, 2\pi)) \),

\[ \| u_N(\cdot, t) - u(\cdot, t) \|_{L^2} \to 0, \quad 0 \leq t \leq T_c. \]

Moreover, the following spectral convergence rate estimate holds for all \( s > \frac{3}{2} \),

\[ \| u_N(\cdot, t) - u(\cdot, t) \|_{L^2}^2 \lesssim e \int_0^t | u_x(\cdot, \tau) |_{\infty} d\tau \left( N^{-2s} \| u(\cdot, 0) \|_{H^s} \right)^2 + N^\frac{3}{2} \max_{\tau \leq t} \| u(\cdot, \tau) \|_{H^s}, \quad s > \frac{3}{2}. \]

**Proof.** We rewrite the spectral approximation \[ (3.1) \] in the form,

\[ \frac{\partial}{\partial t} u_N + \frac{\partial}{\partial x} \frac{u^2_N}{2} = \frac{1}{2} \frac{\partial}{\partial x} (I - P_N)[u^2_N]. \]

The corresponding energy equation reads

\[ \frac{1}{2} \frac{d}{dt} \int u_N^2(x, t) dx = \frac{1}{2} \int u_N \frac{\partial}{\partial x} (I - P_N)[u^2_N] dx =: \mathcal{I}_1. \]

The term on the right vanishes by orthogonality, \( \mathcal{I}_1 = -\frac{1}{2} \int \frac{\partial u_N}{\partial x} (I - P_N)[u^2_N] dx = 0, \) and hence the solution is \( L^2 \)-conservative,

\[ \| u_N(\cdot, t) \|_{L^2} = \| u_N(\cdot, 0) \|_{L^2}. \]
Next, we integrate \((u_N - u)^2 \equiv |u_N|^2 - |u|^2 - 2u(u_N - u)\): after discarding all terms which are in divergence form, we are left with
\[
\frac{1}{2} \frac{d}{dt} \int (u_N - u)^2 dx = \frac{d}{dt} \int \left( \frac{|u_N|^2}{2} - |u|^2 - u(u_N - u) \right) dx
\]
\[
= \frac{1}{2} \int u_N \partial_x (I - P_N)[u_N^2] dx - \int \partial_t (u(u_N - u)) dx =: \mathcal{I}_1 + \mathcal{I}_2.
\]
Recall that \(\mathcal{I}_1\) vanishes. As for the second term \(\mathcal{I}_2\), we decompose it into two terms,
\[
\mathcal{I}_2 = \int \partial_t (u(u_N - u)) dx \equiv \int u_t (u_N - u) dx + \int u (\partial_t u_N - \partial_t u) dx,
\]
and using (3.1), (3.2) and (3.3) to convert time derivatives to spatial ones, we find
\[
\mathcal{I}_2 = - \int uu_x (u_N - u) dx + \int u \partial_x \left( \frac{u_N^2}{2} - \frac{u^2}{2} \right) dx + \frac{1}{2} \int u \partial_x (I - P_N)[u_N^2] dx
\]
\[
= - \int uu_x (u_N - u) dx + \int u_x \left( \frac{u_N^2}{2} - \frac{u^2}{2} \right) dx - \frac{1}{2} \int u (I - P_N)[u_N^2] dx
\]
\[
= \int u_x \left( \frac{u_N^2}{2} - \frac{u^2}{2} - u(u_N - u) \right) dx - \frac{1}{2} \int u (I - P_N)[u_N^2] dx.
\]
Eventually, we end up with
\[
(3.5a) \quad \frac{1}{2} \frac{d}{dt} \int |u_N(x,t) - u(x,t)|^2 dx \leq \frac{|u_x(\cdot,t)|_{L^\infty}}{2} \int |u_N(x,t) - u(x,t)|^2 dx - \frac{1}{2} e_N,
\]
where the error term, \(e_N\), is given by
\[
(3.5b) \quad e_N := \int u_N^2 (I - P_N)[u_x] dx
\]
Observe that under the hypothesis \(u_x \in L_t^\infty C_x^{0,\alpha}\), and hence by Jackson’s bound [DL93] and the \(L^2\)-bound (3.4) one has
\[
|e_N(t)| \lesssim \max_x [(I - P_N)[u_x(x,t)]] \cdot \|u_N\|_{L^2}^2 \lesssim \frac{\ln N}{N^{\alpha}} \|u_N(\cdot,0)\|_{L^2}^2 \to 0.
\]
With (3.5) one obtains,
\[
\int |u_N(x,t) - u(x,t)|^2 dx \leq e^{U'_\infty(t;0)} \int |u_N(x,0) - u(x,0)|^2 dx
\]
\[
+ \int_0^t e^{U'_\infty(t;\tau)} |e_N(\tau)| d\tau, \quad U'_\infty(t;\tau) := \int_{s=\tau}^t |u_x(\cdot,s)|_{L^\infty} ds.
\]
and convergence follows. Moreover, with \(u_N(\cdot,0) = P_N u(\cdot,0)\) we end up with spectral convergence rate estimate
\[
\int |u_N(x,t) - u(x,t)|^2 dx
\]
\[
\lesssim e\int_0^t |u_x(\cdot,\tau)|_{L^\infty} d\tau \left( N^{-2s} \|u(\cdot,0)\|_{H^s}^2 + N^{\frac{s}{2} - s} \max_{\tau \leq t} \|u(\cdot,\tau)\|_{H^s} \right), \quad s > \frac{3}{2}.
\]
3.2. The 2/3 de-aliasing pseudo-spectral approximation of Burgers equation.

Convolutions can be avoided using the pseudo-spectral Fourier method, \[ (3.6a) \]
\[
\frac{\partial}{\partial t} u_N(x,t) + \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_N \left[ u_N^2 \right] (x,t) \right) = 0, \quad x \in \mathbb{T}([0, 2\pi])
\]
Observe that \((3.6a)\) is satisfied exactly at the gridpoints \(x_\nu\),
\[
\frac{d}{dt} u_N(x_\nu, t) + \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_N \left[ u_N^2 \right] (x_\nu, t) \right) \big|_{x=x_\nu} = 0, \quad \nu = 0, 1, \ldots, 2N.
\]
The resulting system of \((2N+1)\) nonlinear equations for \(u(t) = (u(x_0, t), \ldots, u(x_{2N}, t))^T\) can be then integrated in time by standard ODE solvers. The pseudo-spectral approximation introduces aliasing errors. To eliminate these errors, we consider the 2/3 de-aliasing Fourier method, consult \((2.12a)\),
\[
\frac{\partial}{\partial t} u_N(x,t) + \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_N \left[ (S u_N)^2 \right] (x,t) \right) = 0, \quad x \in \mathbb{T}([0, 2\pi]),
\]
where \(S u_N\) denotes a smoothing operator of the form
\[
(3.6b) \quad S u_N := \sum_{|k| \leq \frac{2}{3} N} \sigma_k \hat{u}_k(t) e^{i k x}, \quad \hat{u}_k(t) = \frac{h}{2\pi} \sum_{\nu=0}^{2N} u_N(x_\nu, t) e^{-i k x_\nu}.
\]
The smoothing operator \(S\) is dictated by the smoothing factors, \(\{\sigma_k\}_{|k| \leq \frac{2}{3} N}\), which truncates modes with wavenumbers \(|k| > \frac{2}{3} N\) while leaving a fixed portion — say, the first 1/3 of the spectrum, viscous-free. This is the same smoothing operator \(S u_N\) we considered already in the linear 2/3 method \((2.12a)\). In typical cases, one may employ a smoothing mollifier, \(\sigma(\cdot) \in C^\infty(0, 1)\), setting
\[
(3.6c) \quad \sigma_k = \sigma \left( \frac{|k|}{N} \right), \quad \sigma(\xi) \begin{cases} 
1, & \xi \leq \frac{1}{3}, \\
(0, 1), & \frac{1}{3} < \xi < \frac{2}{3}, \\
0, & \frac{2}{3} \leq \xi \leq 1.
\end{cases}
\]
This is the 2/3 de-aliasing Fourier method which is often advocated for spectral computations, in particular those involving quadratic nonlinearities, \[HL07\ \text{OHFS10} \ \text{Kerr93} \ \text{Kerr03}\].

In what sense does the 2/3 method remove aliasing errors? to make precise the de-aliasing aspect of \((3.6)\), consider the 2/3 truncated solution \(u_m := S u_N\). Here we emphasize that we are dealing with the smoothed solution, \(u_m\), of degree \(m := \frac{2}{3} N\). Observing that truncation commute with differentiation, we find
\[
(3.7) \quad \frac{\partial}{\partial t} u_m(x, t) + \frac{1}{2} \frac{\partial}{\partial x} S \left( \psi_N [u_m^2] \right) (x, t) = 0, \quad \text{deg}(u_m) = m := \frac{2}{3} N.
\]

We now come to the key point behind the removal of aliasing in quadratic nonlinearities: since \(\tilde{u}_m(k) = 0\) for \(|k| > \frac{2}{3} N\) then \(\tilde{u}_m^2(k) = 0\) for \(|k| > \frac{2}{3} N\) hence \(\tilde{u}_m^2(k + \ell(2N + 1)) = 0\) for \(|k| \leq \frac{2}{3} N, \ell \neq 0\); consequently, since the smoothing operator \(S\) acts only on the first \(\frac{2}{3} N\) mode, \(S \left( A_N u_m^2 \right) \equiv 0\), and we conclude
\[
S \left( \psi_N [u_m^2] \right)(x, \cdot) \equiv S \left( (P_N + A_N) [u_m^2] \right)(x, \cdot) = S \left( P_N [u_m^2] \right)(x, \cdot) \equiv S u_m^2(x, \cdot).
\]
We summarize by stating the following.
Corollary 3.2. Consider the 2/3 de-aliasing Fourier method (3.6) then its 2/3 smoothed solution, \( u_m := Su_N \), satisfies
\[
\frac{\partial}{\partial t} u_m(x, t) + \frac{1}{2} \frac{\partial}{\partial x} S[u_m^2](x, t) = 0, \quad Su = \sum_{|k| \leq m} \sigma_k \hat{w}_k e^{ikx}, \quad m = \frac{2}{3} N.
\]

Thus, by truncating the top 1/3 of the modes, we de-aliased the Fourier method, (3.6a), in the sense that (3.8) does not involve any aliasing errors: only truncation errors, \((I - S)[u_m^2]\) are involved. Indeed, the formulation of 2/3 method in (3.8) resembles the m-mode spectral method (3.2). The only difference is due to the fact that unless \( \sigma_k \equiv 1 \), the smoothing operator \( S \) is not a projection.\(^3\)

The following theorem shows that as long as the Burgers solution remains smooth, the 2/3 de-aliasing Fourier method is stable and enjoys spectral convergence.

Theorem 3.3 (Spectral convergence of the 2/3 method for smooth solutions). Assume that for \( 0 < t \leq T_c \), the solution of the Burgers equation (2.1) is smooth, \( u(\cdot, t) \in L^\infty(0, T_c], C^{1+\alpha}(0, 2\pi) \). Then, the 2/3 de-aliasing method (3.6) converges in \( L^\infty([0, T_c], L^2(0, 2\pi)) \),
\[
\|u_m(\cdot, t) - u(\cdot, t)\|_{L^2} \to 0, \quad 0 \leq t \leq T_c,
\]
and the following spectral convergence rate estimate holds
\[
\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \lesssim e^{c \int_0^t |u_x(\cdot, \tau)|_{\infty} d\tau} \left( N^{-2s} \|u(\cdot, 0)\|_{H^s}^2 + N^{\frac{\alpha}{2} - s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad s > \frac{3}{2}.
\]

Proof. We start with (3.8)
\[
\frac{\partial}{\partial t} u_m(x, t) + \frac{1}{2} \frac{\partial}{\partial x} \left( S[u_m^2](x, t) \right) = 0.
\]

Since need not be a projection, there is no \( L^2 \)-energy conservation for the 2/3 smoothed solution \( u_m \). Instead, we integrate against \( u_N \) to find that the corresponding energy balance reads
\[
\frac{1}{2} \frac{d}{dt} \int u_N(x, t) u_m(x, t) \, dx = - \frac{1}{2} \int u_N \frac{\partial}{\partial x} S[u_m^2](x, t) \, dx
\]
\[
= \frac{1}{2} \int \frac{\partial}{\partial x} (Su_N) u_m^2(x, t) \, dx = \frac{1}{6} \int \frac{\partial}{\partial x} u_m^3 \, dx = 0,
\]
and hence the solution conserve the weighted \( L^2_S \)-norm,
\[
\|u_m(\cdot, t)\|_{L^2_S}^2 = \|u_N(\cdot, 0)\|_{L^2_S}^2, \quad \|u_m(\cdot, t)\|_{L^2_S}^2 := \int \langle Su_N \rangle u_N \, dx = 2\pi \sum_{|k| \leq \frac{2}{3} N} \sigma_k |\hat{u}_k(t)|^2.
\]

We proceed along the lines of the spectral proof in theorem (3.1) integrating \( |u_m - u|^2 = |u_m|^2 - |u|^2 - 2u(u_m - u) \): after discarding all terms which are in divergence form, we are

\(^3\)When \( \sigma_k \equiv 1 \), then \( S = P_{\frac{2}{3} N} \) and the 2/3 method coincides with the spectral Fourier method (3.2) with \( m = \frac{2}{3} N \) modes,
\[
\frac{\partial}{\partial t} u_m(x, t) + \frac{1}{2} \frac{\partial}{\partial x} P_m [u_m^2](x, t) = 0, \quad |k| \leq \frac{2}{3} N.
\]
left with
\[
\frac{1}{2} \frac{d}{dt} \int (u_m - u)^2 \, dx = \frac{d}{dt} \int \left( \frac{|u_m|^2}{2} - \frac{|u|^2}{2} - u(u_m - u) \right) \, dx
\]
\[
= \frac{1}{2} \frac{d}{dt} \int |u_m|^2 \, dx - \int \partial_t (u(u_m - u)) \, dx =: I_1 + I_2.
\]

Unlike the \(L^2\) conservation of the spectral solution \(u_N\), consult \[3.4\], there is no \(L^2\)-energy conservation for the \(2/3\) smoothed solution \(u_m\) and we therefore leave \(I_1\) is left as perfect time derivative. As for the second term
\[
I_2 = \int \partial_t (u(u_m - u)) \, dx \equiv \int \partial_t u(u_m - u) \, dx + \int u(\partial_t u_m - \partial_t u) \, dx,
\]
we reproduce the same steps we had in the spectral case: using \[3.1\] and \[3.8\] to convert time derivatives to spatial ones, we find
\[
I_2 = -\int uu_x(u_m - u) \, dx - \int u\partial_x \left( \frac{u^2}{2} - \frac{u_m^2}{2} \right) \, dx + \int u\partial_x (I - S)[u_m^2] \, dx
\]
\[= -\int uu_x(u_m - u) \, dx + \int u_x \left( \frac{u_m^2}{2} - \frac{u^2}{2} \right) \, dx - \frac{1}{2} \int u_x (I - S)[u_m^2] \, dx
\]
\[= \int u_x \left( \frac{u_m^2}{2} - \frac{u^2}{2} - u(u_m - u) \right) \, dx - \frac{1}{2} \int u_x (I - S)[u_m^2] \, dx.
\]
Eventually, we end up with
\[
\frac{1}{2} \frac{d}{dt} \int |u_m(x,t) - u(x,t)|^2 \, dx \leq \frac{|u_x|_\infty}{2} \int |u_m(x,t) - u(x,t)|^2 \, dx + \frac{1}{2} e_N(t) + \frac{d}{2} \int |u_m(x,t)|^2 \, dx,
\]
where the error term, \(e_N\) is given by \(e_N(t) := -\int u_m^2 (I - S)[u_x] \, dx\). Integrating in time we find
\[
\int_x |u_m(x,t) - u(x,t)|^2 \, dx - \int_x |u_m(x,0) - u(x,0)|^2 \, dx \leq |u_x|_\infty \int_{t=0}^t \int_x |u_m(x,t) - u(x,t)|^2 \, dx \, d\tau + \int_{t=0}^t e_N(\tau) \, d\tau + f_N(t),
\]
with the additional error term, \(f_N(t)\), given by
\[
f_N(t) := \int |u_m(x,t)|^2 \, dx - \int |u_m(x,0)|^2 \, dx.
\]
The error term \(e_N(t)\) can be estimated as before: observe that under the hypothesis \(u_x \in L_1^\infty C_{x}^{0,\alpha}\), one has
\[
|e_N(t)| \lesssim \max_x |(I - S)[u_x(x,t)]| \cdot \|u_m\|_{L^2}^2 \lesssim \frac{ln\ N}{N^{\alpha}} \|u_N(\cdot,0)\|_{L^2}^2 \to 0.
\]

To address the new error term, \(f_N(t)\), we observe by the \(L^2\)-energy conservation \[3.9\],
\[
\int |u_m(x,t)|^2 \, dx = \sum_{|k| \leq \frac{2}{3} N} \sigma_k^2 |\hat{u}_k(t)|^2 \leq \sum_{|k| \leq \frac{2}{3} N} \sigma_k^2 |\hat{u}_k(t)|^2 = \sum_{|k| \leq \frac{2}{3} N} \sigma_k^2 |\hat{u}_k(0)|^2
\]
\[
= \sum_{|k| \leq \frac{2}{3} N} \sigma_k^2 |\hat{u}_k(0)|^2 + (\sigma_k - \sigma_k^2) |\hat{u}_k(0)|^2
\]
Convergence follows by Gronwall’s inequality,

\[ (3.12) \quad f_N(t) := \int |u_m(x, t)|^2 - \int |u_m(x, 0)|^2 \leq \sum_{\frac{1}{N} \leq |k| \leq \frac{3}{N}} (\sigma_k - \sigma_k^2) |\hat{u}_k(0)|^2 \leq \|(P_{\frac{1}{N}} - P_{\frac{3}{N}}) u(\cdot, 0)\|_{L^2}^2 \to 0. \]

Since \( \sigma_k \equiv 1 \) for \( |k| < N/3 \), consult (3.6c), we conclude

\[ \int_0^T |u_m(x, t) - u(x, t)|^2 = \int_0^T \left| \int_0^t (I - S) u_x(x, \tau) d\tau \right|^2 + \frac{1}{2} \int_0^T \left( \int_0^t E_m(\tau) d\tau \right) \leq \frac{1}{2} \int_0^T \left( \int_0^t \left| \int_0^t (I - S) u_x(x, \tau) d\tau \right|^2 + \left\| (P_{\frac{1}{N}} - P_{\frac{3}{N}}) u(\cdot, 0)\right\|_{L^2}^2 \right) d\tau. \]

With (3.10), (3.12) and (3.11) in place, one obtains an estimate on the error integrated in space-time

\[ \frac{1}{2} \frac{d}{dt} E_m(t) \leq \frac{1}{2} |u_x|_{\infty} |E_m(t)| + \frac{1}{2} \int_0^t E_N(\tau) d\tau + \frac{1}{2} f_N(t), \quad E_m(t) := \int_0^t \int |u_m(x, \tau) - u(x, \tau)|^2 dx d\tau. \]

Convergence follows by Gronwall’s inequality,

\[ \int |u_m(x, t) - u(x, t)|^2 dx \leq e^t \int_0^t \left( |u_x(\cdot, \tau)|_{\infty} d\tau \left( |u_m(\cdot, 0) - u(\cdot, 0)|^2_{L^2} + \max_{x, \tau \leq t} \left| (I - S) u_x(x, \tau) \right| + \left\| (P_{\frac{1}{N}} - P_{\frac{3}{N}}) u(\cdot, 0)\right\|_{L^2}^2 \right) \right) d\tau. \]

Moreover, with \( u_N(\cdot, 0) = P_N u(\cdot, 0) \) we end up with spectral convergence rate estimate

\[ \int |u_m(x, t) - u(x, t)|^2 dx \leq e^t \int_0^t \left( |u_x(\cdot, \tau)|_{\infty} d\tau \left( N^{-2s} \|u(\cdot, 0)\|_{H^s}^2 + N^{\frac{3}{2} - s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right) \right) d\tau, \quad s > \frac{3}{2}. \]

\[ \square \]

4. Fourier method for Burgers equation: Instability for weak solutions

In this section we discuss the spectral and the 2/3 de-aliased pseudo-spectral Fourier approximations of Burgers’ equation, (3.1), after the formation of shock discontinuities. We show that both methods are unstable after the critical time, \( t > T_c \). Recall that the spectral method is a special case of the 2/3 de-aliased method when we set the smoothing factors \( \sigma_k \equiv 1 \), see corollary 3.2. It will therefore suffice to consider the 2/3 de-aliasing pseudo-spectral Fourier method (3.8). We begin with its \( L^2_{S^{-}} \)-conservation (3.9), which we express as

\[ (4.1) \quad \| S^{1/2} u_N(\cdot, t)\|_{L^2} = \| S^{1/2} u_N(\cdot, 0)\|_{L^2}, \quad S^{1/2} u_N := \sum_{|k| \leq m} \sqrt{\sigma_k} \hat{u}_k(t). \]

Since the quadratic energy associated with \( S^{1/2} u_N \) is bounded, it follows that, after extracting a subsequence if necessary\(^4\) that \( S^{1/2} u_N(\cdot, t) \) and hence \( u_m = S u_N \) has a \( L^2 \)-weak

\(^4\)Here and below we continue to label such subsequences as \( u_N \).
limit, \( \overline{u}(x,t) \). But \( \overline{u} \) cannot be the physically relevant entropy solution of (2.1). Our next result quantifies what can go wrong.

**Theorem 4.1 (The 2/3 method must admit spurious oscillations).** Let \( T_c \) be the critical time of shock formation in Burgers’ equation (3.1). Let \( u_m = S u_N \) denote the smoothed 2/3 de-aliasing Fourier method, (3.6). Assume the \( L^6 \)-bound, \( \| u_m(\cdot,t) \|_{L^6} \leq \text{Const} \) holds. Then, for \( t > T_c \), there exists a constant \( c_0 > 0 \) (independent of \( N \)) such that

\[
\max_x |u_m(x,t)| \times \| u_m(\cdot,t) \|_{TV}^2 \geq c_0 \sqrt{m}.
\]

Lemma 4.1 implies that either the solution of the 2/3 de-aliasing Fourier method, \( u_m = S u_N \), grows unboundedly,

\[
\lim_{N \to \infty} \| u_m(\cdot,t) \|_{L^\infty} \to \infty,
\]
or it has an unbounded total variation of order \( \geq O(\sqrt{N}) \). Each one of these scenarios implies that \( u_m \) contains spurious oscillations which are noticeable throughout the computational domain, in agreement with the numerical evidence observed in [Tad89]. We note that this type of nonlinear instability applies to both, the 2/3 method and in particular, the spectral Fourier method and we refer in this context to the recent detailed study in [RFNM11, PNFS13] and the references therein.

**Proof.** We begin with (3.8)

\[
\frac{∂}{∂t} u_m(x,t) + \frac{1}{2} \frac{∂}{∂x} u_m^2(x,t) = \frac{1}{2} \frac{∂}{∂x} (I - S)[u_m^2](x,t).
\]

Observe that the residual on the right tends to zero in \( H^{-1} \),

\[
\left| \int \frac{∂}{∂x} \varphi(x)(I - S)[u_m^2](x,t) dx \right| = \left| \int (I - S) \varphi(x) u_m^2(x,t) dx \right| \leq \| u_m(\cdot,t) \|_{L^1}^2 \times \| (I - S) \varphi(\cdot) \|_{L^2} \to 0, \quad \forall \varphi \in H^1.
\]

Next, we consider the \( L^2 \)-energy balance associated with (4.3). Multiplication by \( u_m \) yields

\[
\frac{1}{2} \frac{∂}{∂t} u_m^2(x,t) + \frac{1}{3} \frac{∂}{∂x} u_m^3(x,t) = \frac{1}{2} u_m(x,t) \frac{∂}{∂x} (I - S)[u_m^2](x,t).
\]

We continue our argument by claiming that if (4.2) fails, then the energy production on the right of (4.4) also tends weakly to zero in \( H^{-1} \). To this end, we examine the weak form of the expression on the right which we rewrite as

\[
\int \varphi(x) u_m(x,t) \frac{∂}{∂x} (P_{2m} - S)[u_m^2](x,t) dx = \int (P_{2m} - S) \varphi(x) u_m(x,t) \frac{∂}{∂x} u_m^2(x,t) dx.
\]

It does not exceed

\[
\left| \int \varphi(x) u_m \frac{∂}{∂x} (I - S)[u_m^2](x,t) dx \right| = \left| \int (P_{2m} - S) \varphi(x) u_m(x,t) \frac{∂}{∂x} u_m(x,t) dx \right| \leq \| (P_{2m} - S) \varphi(x) u_m(x,t) \|_{L^\infty} \times \| u_m(\cdot,t) \|_{TV} \times \| u_m(\cdot,t) \|_{L^\infty}.
\]

\[5\| u_m \|_{TV} \] denotes the total variation of \( u_m \).
To upper bound the first term we use standard decay estimate, \( |\sigma_j \hat{u}_N(j)(t)| \lesssim \|u_m(\cdot,t)\|_{TV}/(1+|j|) \). Noting that \( P_{2m} - \mathcal{S} \) annihilates the first \( m/2 \) modes, namely, the multipliers \( P_{2m} - \mathcal{S}(k) = 0, \ |k| \leq m/2 = N/3, \) we find
\[
\| (P_{2m} - \mathcal{S})(\varphi(x)u_m(x,t)) \|_{L^\infty}
\leq \sum_{\mathcal{F} \leq |k| \leq 2m} (1 - \sigma_k) \sum_{|j| \leq m} \hat{\varphi}(k - j)\sigma_j \hat{u}_N(j,t)
\]
(4.5b)
\[
\lesssim \sum_{\mathcal{F} \leq |k| \leq 2m} \sqrt{\sum_{|j| \leq m} (1 + |k - j|^2)|\hat{\varphi}(k - j)|^2} \cdot \sqrt{\sum_{|j| \leq m} \frac{1}{(1 + |k - j|^2)(1 + |j|^2)}} \times \|u_m(\cdot,t)\|_{TV} \times \frac{1}{\sqrt{m}}
\]
The last two inequalities (4.5) give us,
\[
\left| \int \varphi(x)u_m(x,t) \frac{\partial}{\partial x} (I - \mathcal{S})[|u_m|^2(x,t)]dx \right| \lesssim \frac{1}{\sqrt{m}} \|u_m(\cdot,t)\|^2_{TV} \times \|u_m(\cdot,t)\|_{L^\infty} \times \|\varphi\|_{H^1}.
\]
We claim that (4.2) holds by contradiction. If it fails, then we can choose a subsequence, \( u_{m_k} \), such that
\[
\frac{1}{m_k} \|u_{m_k}(\cdot,t)\|^2_{TV} \times \|u_{m_k}(\cdot,t)\|_{L^\infty} \leq c_k, \quad c_k \downarrow 0,
\]
and the energy production on the right of (4.4) vanishes in \( H^{-1} \). By assumption \( u_m^r(\cdot,t) \in L^2 \) for \( r = 1, 2, 3 \) and the div-curl lemma, \([\text{Mu}78, \text{Tar}79, \text{Tar}87]\) applies: it follows that \( \overline{\sigma} \) is in fact a strong \( L^2 \)-limit, \( u_{m_k} \to \overline{\sigma} \). Passing to the weak limit in (4.3) \( m_k \) we have that \( \overline{\sigma} \) is weak solution of Burgers’ equation (3.1),
\[
\frac{\partial}{\partial t} \overline{\sigma}(x,t) + \frac{\partial}{\partial x} \left( \overline{\sigma}^2(x,t) \right) = 0.
\]
Moreover, passing to the weak limit in the energy balance (4.4) \( m_k \), we conclude that \( \overline{\sigma} \) satisfies the quadratic entropy equality
\[
\frac{\partial}{\partial t} \left( \frac{\overline{\sigma}^2(x,t)}{2} \right) + \frac{\partial}{\partial x} \left( \frac{\overline{\sigma}^3(x,t)}{3} \right) = 0.
\]
But, due to the uniqueness enforced with by the single entropy – in this case, the \( L^2 \) energy, \([\text{Pan}94]\), there exists no energy conservative weak solution of Burgers equation (3.1) after the critical time of shock formation. \( \square \)

**Remark 4.2.** The same result of instability holds if we employ the pseudo-spectral Fourier method with a general smoothing operator beyond just the \( 2/3 \) smoothing, namely \( \mathcal{S}u_N = \sum_{|k| \leq N} \sigma_k \hat{u}_k e^{ikx} \) and smoothing factors \( \sigma_k \) decay too fast as \( |k| \uparrow N \).

5. **FOURIER METHOD FOR EULER EQUATIONS: CONVERGENCE FOR SMOOTH SOLUTIONS**

Convergence of the spectral and pseudo-spectral approximation for the Burgers equation made use of its quadratic flux, \( u^2/2 \). The same approach can be pursued for the Euler equations,
\[
\frac{\partial}{\partial t} u + \mathbb{P} \nabla_x (u \otimes u) = 0, \quad x \in \mathbb{T}^d,
\]
(5.1)
where \( P := Id - \nabla x \Delta^{-1} \text{div}_x \) is the Leray projection into divergence free vector fields.

5.1. **Convergence of spectral Fourier approximation for Euler equations.** The spectral method for the Euler equations reads

\[
\frac{\partial}{\partial t} u_N + P \nabla x P_N (u_N \otimes u_N) = 0. \tag{5.2}
\]

Convergence for smooth solutions in this case, is in fact even simpler than in Burgers’ equation. Observe that for any divergence free vectors field, \( v \) and \( u \), the following identity holds

\[
\int \langle (v \nabla_x (v \otimes v) - v \nabla_x (u \otimes u)), v - u \rangle \, dx \equiv \int \langle (v - u), S[u] (v - u) \rangle \, dx,
\]

where \( S[u] \) is the symmetric part of the stress tensor \( S[u] := \frac{1}{2} (\nabla_x u + \nabla_x u^\top) \). We therefore have,

\[
\left| \int \langle P \nabla_x (u_N \otimes u_N) - P \nabla_x (u \otimes u), (u_N - u) \rangle \, dx \right| \leq |\nabla_x u|_{L^\infty} |u_N - u|_{L^2}^2.
\]

The error equation

\[
\frac{\partial}{\partial t} (u_N - u) + P \nabla_x (u_N \otimes u_N) - P \nabla_x (u \otimes u) = (I - P_N) P \nabla_x (u_N \otimes u_N),
\]

implies

\[
\frac{1}{2} \frac{d}{dt} |u_N - u|_{L^2}^2 \leq |\nabla_x u|_{L^\infty} |u_N - u|_{L^2}^2 + \int \langle (I - P_N) \nabla u \otimes u_N, u_N \rangle \, dx \tag{5.3}
\]

Arguing along the lines of our convergence statement for Burgers equations we conclude that the following result holds.

**Theorem 5.1 (Spectral convergence for smooth solutions of Euler equations).** Assume that for \( 0 < t < T_c \), the solution of the Euler equations \( (5.1) \) is smooth, \( u(\cdot, t) \in L^\infty ([0, T_c], C^{1+\alpha} (0, 2\pi)) \). Then its spectral Fourier approximation \( (5.2) \) converges in \( L^\infty ([0, T_c], L^2 (\mathbb{T}^d)) \)

\[
\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2} \to 0, \quad 0 \leq t < T_c,
\]

and the following spectral convergence rate estimate holds

\[
\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \lesssim e^{E_1(t)} \left( N^{-2s} \|u(\cdot, 0)\|_{H^s}^2 + N^{2s+1} \|u(\cdot, 0)\|_{H^s} \right), \quad s > \frac{d}{2} + 1.
\]

**Proof.** Integrating \( (5.2) \) against \( u_N \) we find the usual statement of \( L^2 \) energy conservation,

\[
\|u_N(\cdot, t)\|_{L^2}^2 = \|u_N(\cdot, 0)\|_{L^2}^2.
\]

Using \( (5.3) \), we conclude

\[
\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \lesssim e^{E_{1}}(t, 0) \|I - P_N \| u(\cdot, 0) \|_{L^2}^2.
\]
\[ + \|u_N(\cdot,0)\|^2_{L^2_t} \int_0^t e^{2U'_{\infty}(t;\tau)} \| (I - P_N) \nabla u(\cdot,\tau) \|_{L^\infty} d\tau, \quad U'_{\infty}(t;\tau) := \int_{s=\tau}^t \| \nabla_x u(\cdot, s) \|_{L^\infty} ds, \]

which yields the spectral convergence rate estimate
\[ (5.4) \| u_N(\cdot, t) - u(\cdot, t) \|^2_{L^2_t} \lesssim e^{2U'_{\infty}(t,0)} \left( N^{-2s} \| u(\cdot, 0) \|^2_{H^s} + N^{-s+\frac{d}{2}+1} \max_{\tau \leq t} \| u(\cdot, \tau) \|_{H^s} \right), \quad s > \frac{d}{2} + 1. \]

Observe that the error estimate in the case of Euler equation depends on the truncation error of \( \nabla_x u \), corresponding to the dependence on the truncation error of \( u_t \) in Burgers equation. The additional loss factor of \( d/2 \) is due to the \( L^\infty(\mathbb{T}^d) \)-bound, \( \max_x |(I-P_N)w(x)| \lesssim \|w\|_{H^s} \) for \( s > d/2 \), consult (1.2).

5.2. The 2/3 pseudo-spectral approximation of Euler equations. The pseudo-spectral Fourier method for the Euler equations reads
\[ \frac{\partial}{\partial t} u_N + P \nabla_x \psi_N (u_N \otimes u_N) = 0, \]

Observe that since \( \psi_N \) does not commute with \( P \nabla_x \), there is no \( L^2 \)-energy conservation. We introduce the smoothing operator \( S u_N := \sum_{|k| \leq m} \sigma_k \tilde{u}_k(t) \) which acts on wavenumbers \( |k| \leq m = \frac{2}{3} N \), while leaving the first 1/3 portion of the spectrum unchanged: \( \sigma_k = \sigma(|k|/N) \), where \( \sigma(1-\sigma) \) is supported in \((1/3, 2/3)\). The resulting 2/3 de-aliasing pseudo-spectral method reads
\[ (5.5) \frac{\partial}{\partial t} u_N + P \nabla_x \psi_N (S u_N \otimes S u_N) = 0. \]

It is the 2/3 Fourier method which is being used in actual computations, e.g., [OHFS10, KH89, Kerr93, Kerr05] and the references therein. Next, we act with the smoothing \( S \): arguing along the lines of the 2/3 method for the Burgers’ equation in corollary 3.2 we find that the \( u_m := S u_N \) satisfies the aliasing-free equation
\[ (5.6) \frac{\partial}{\partial t} u_m + S P \nabla_x (u_m \otimes u_m) = 0. \]

Observe that since \( S \) commutes with differentiation, \( u_m \) retains incompressibility,
\[ \frac{\partial}{\partial t} u_m + P \nabla_x S (u_m \otimes u_m) = 0. \]

As before, we can integrate against \( u_N \) to find by incompressibility of \( u_m \),
\[ \frac{1}{2} \frac{d}{dt} \int (u_N(x,t), u_m(x,t)) dx = - \int \langle S u_N, P \nabla_x (u_m \otimes u_m) \rangle dx = 0, \]

which implies the weighted \( L^2_3 \)-energy conservation,
\[ (5.7) \| u_N(\cdot, t) \|^2_{L^2_3} = \| u_N(\cdot, 0) \|^2_{L^2_3}, \quad \| u_N(\cdot, t) \|^2_{L^2_3} := (2\pi)^d \sum \sigma_k |\tilde{u}_k(t)|^2. \]

Theorem 5.2 (Spectral convergence of 2/3 method for smooth Euler solutions). Assume that for \( 0 < t < T_c \), the solution of the Euler equations (5.1) is smooth, \( u(\cdot, t) \in L^\infty([0,T_c], C^{1+\alpha}(0,2\pi)) \). Then, the smoothed solution \( u_m = S u_N \) of its 2/3 de-aliasing pseudo-spectral Fourier approximation (5.5) converges in \( L^\infty([0,T_c], L^2(\mathbb{T}^d)) \),
\[ \| u_m(\cdot, t) - u(\cdot, t) \|_{L^2} \to 0, \quad 0 \leq t < T_c, \]
and the following spectral convergence rate estimate holds
\[ \|u_m(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \leq 2 \int_0^t |\nabla u(\cdot, \tau)|_\infty d\tau \left( N^{-2s}\|u(\cdot, 0)\|_{H^{s}}^2 + N^{d+1-s} \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^{s}} \right), \quad s > \frac{d}{2} + 1. \]

Proof. We rewrite (5.6) in the form
\[ \frac{\partial}{\partial t} u_m + P \nabla_x (u_m \otimes u_m) = (I - S)(P \nabla_x (u_m \otimes u_m)). \]

Subtract the exact equation (5.1): using the identity (5.3) we find, as before
\[ \frac{1}{2} \frac{d}{dt} \|u_m - u\|_{L^2}^2 \leq \|\nabla_x u\|_{L^\infty} \|u_m - u\|_{L^2}^2 + \int \langle (I - S)[P \nabla_x (u_m \otimes u_m)], u_m - u \rangle \, dx \]
\[ \leq \|\nabla_x u\|_{L^\infty} \|u_m - u\|_{L^2}^2 + \int \langle (I - S)\nabla_x u, u_m \rangle \, dx \]
\[ + \int \langle (I - S)\nabla_x u_m, u_m \rangle \, dx \]

The last term on the right is due to the fact that \((I - S)\) need not annihilate \(\nabla_x u_m\). However, since \(u_m\) is incompressible, we find
\[ \int \langle (I - S)\nabla_x u_m, u_m \rangle \, dx = \sum_{\alpha, \beta} \int u_{m\alpha} \partial_\alpha (I - S)u_{m\beta} \, dx \]
\[ = \sum_{\alpha, \beta} \int u_{m\alpha} \frac{1}{2} \partial_\alpha (u_{m\beta}(I - S)u_{m\beta}) \, dx \]
\[ = -\frac{1}{2} \int \sum_\alpha \partial_\alpha u_{m\alpha} \sum_\beta (u_{m\beta}(I - S)u_{m\beta}) \, dx = 0. \]

We end up with the error bound
\[ \|u_m(\cdot, t) - u(\cdot, t)\|_{L^2}^2 \leq e^{2U'_\infty(t; 0)} \|u_m(\cdot, 0)\|_{L^2}^2 \]
\[ + \|u_m(\cdot, 0)\|_{L^\infty}^2 \int_0^t e^{2U'_\infty(t; \tau)} \|I - S\nabla_x u(\cdot, \tau)\|_{L^\infty} \, d\tau, \quad U'_\infty(t; \tau) := \int_\tau^t \|\nabla_x u(\cdot, s)\|_{L^\infty} \, ds, \]

and spectral convergence rate follows. \qed

6. Fourier method for Euler equations: failure of convergence for weak solutions?

We now consider the convergence of the 2/3 method (5.5) for weak solutions of Euler equations. Its \(m\)-mode de-aliased solution is governed by (5.6)
\[ \frac{\partial}{\partial t} u_m + S P \nabla_x (u_m \otimes u_m) = 0. \]
The method is energy preserving in the sense that $S^{1/2}u_N$ is $L^2$-conservative, and hence $u_m = Su_N$ has a weak limit, $\bar{u}$. The question is to characterize whether $\bar{u}(x,t)$ is an energy conserving weak solution of Euler equations (5.1).

(6.2) \[ \frac{\partial}{\partial t} \bar{u} + \nabla_x (\bar{u} \otimes \bar{u}) = 0. \]

To this end we compare (5.5) and (6.2): since $u_m$ tends weakly to $\bar{u}$ and $\partial_t u_m \to \partial_t \bar{u}$, then comparing the remaining spatial parts of (5.5) and (6.2), yields that $S[\bar{u}] = [u_m \otimes u_m](x,t)$ and hence $\bar{u}_m \to \bar{u}$ weakly to $\bar{u}$, $u_N$ is a weak limit of $u_m$, and can arise as solutions of the Cauchy problem for an infinite set of (rough) initial data, and can be obtained as strong limit in $C(0,T;L^2_{\text{weak}}(\Omega))$ of solutions for the problem

$\partial_t u_N + \nabla_x (u_N \otimes u_N) = E_N$
with \(w\)-lim \(E_N = 0\), while \(\int \langle E_N, u_N \rangle dx\) does not converge to 0.

We summarize the above observations, by stating that as long as the solution of the Euler equations remains sufficiently smooth, then its spectral and de-aliased pseudo-spectral approximations converge in \(L^2(\Omega)\). Indeed, in theorems 5.1 and 5.2 we quantified the convergence rate for \(H^s-\)regular solutions \(u\). If \(u\) has a minimal smoothness such that the vorticity \(\omega_N := \nabla \times u_N\) is compactly embedded in \(C([0, T], H^{-1}(\mathbb{R}^N))\), then by the div-curl lemma, \(u_N(\cdot, t)\) converges strongly in \(L^\infty([0, T], L^2_{\text{loc}}(\mathbb{R}^N))\) to an energy-preserving limit solution \(\mathbf{u}\), [LNT00].

The situation is different, however, when dealing with “rough” solutions of the underlying Euler equations. In the absence of any information re:the smoothness of the underlying Euler solutions (— as loss of smoothness for the 3D Euler equations is still a challenging open problem), energy-preserving numerical method need not shed light on the question of global regularity vs. finite-time blow-up. Recall that \(L^2\)-energy conservation was conjectured by Onsager [ON49] and verified in [Ey94, CET94, BT10] under the assumption of minimal smoothness of \(u\), but otherwise is not supported by the energy decreasing solutions of Euler equation, [Co07, DeLS12, Buck13].

The similar scenario of quadratic entropy conservation in the context of Burgers’ equations, is responsible for spurious oscillations, and its detailed analysis can be found in [La86] after [vN63]. Here, enforcing energy conservation at the “critical” time when Euler solutions seem to lose sufficient smoothness leads to nonlinear instability which manifests itself through oscillations noticeable throughout the computational domain, in agreement with the numerical evidence observed in [HL07], see Figure 6.4(a) below. The precise large-time behavior of the (pseudo-) spectral approximations is intimately related to a proper albeit yet unclear notion of propagating smoothness for solutions of Euler equations which, even if they do not explicitly blow up, may exhibit spurious oscillations due to the amplification factor in higher norms.

7. The spectral viscosity method: nonlinear stability and spectral convergence

The nonlinear instability results in sections 4 and 6 emphasize the competition between spectral convergence for smooth solutions vs. nonlinear instabilities for problems which lack sufficient smoothness. One class of methods for nonlinear evolution equations which entertain both — spectral convergence and nonlinear stability, is the class spectral viscosity (SV) methods, introduced in [Tad89]. We demonstrate the SV method in the context of Burgers equation,

\[
\begin{align*}
\partial_t u_N(x, t) + \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_N \left[ u_N^2 \right] (x, t) \right) &= SV[u_N](x, t), \quad x \in \mathbb{T}([0, 2\pi]).
\end{align*}
\]

On the right of (7.1a) we have added a judicious amount of spectral viscosity of order 2\(r\):

\[
SV[u_N](x, t) := -N \sum_{|k| \leq N} \sigma \left( \frac{|k|}{N} \right) \hat{u}_k(t) e^{ikx}, \quad \sigma(\xi) \lesssim \left( |\xi|^{2r} - \frac{1}{N} \right) \right), \quad r \geq 1
\]

Without it, the pseudo-spectral solution will develops spurious Gibbs oscillations after the formation of shocks. Observe that the spectral viscosity term in (7.1b) adds a spectrally
Figure 6.4. A comparison of axial vorticity contours of 3D Euler computation [HL07] at $t = 18$ (top) and at $t = 19$ (bottom). On left (a): the solution obtained by the energy preserving $\frac{2}{3}$ de-aliasing method; on right (b): the solution obtained by an energy decreasing smoothing of the Fourier method. The resolution is $1024 \times 768 \times 2048$.

small amount of numerical dissipation for high modes, $k \gg 1$ (in contrast for "standard" finite-order amount of numerical dissipation in finite-difference methods),

$$\|SV[w]\|_{\dot{H}^\beta} \lesssim N^{1-(\alpha-\beta)(1-\frac{1}{2r})}\|w\|_{\dot{H}^\beta}, \quad \forall \beta \ll \alpha - 1 \in \mathbb{R}.$$ 

Indeed, the low-pass SV filter on the right of (7.1a) vanishes for modes $|k| \leq N(2r-1)/2r$, which in turn leads to spectral convergence for smooth solutions. Arguing along the lines of theorem 3.3 we state the following.

**Theorem 7.1 (Spectral convergence for smooth solutions of Burgers’ equations).**

Consider the Burgers equation, (3.1), with a smooth solution $u(\cdot, t) \in L^\infty([0, T_c], C^{1+\alpha}(0, 2\pi))$. Then its spectral viscosity approximation (7.1),

$$\frac{d}{dt}u_N(x_\nu, t) + \frac{1}{2} \frac{\partial}{\partial x} \left( \psi_N \left[ u_N^2 \right] (x, t) \right)_{x=x_\nu} = SV[u_N(x_\nu, t)], \quad \nu = 0, 1, \ldots, 2N.$$ 

converges, $\|u_N(\cdot, t) - u(\cdot, t)\|_{L^2} \to 0$ for $0 \leq t \leq T_c$ and the following spectral convergence rate estimate holds for all $s > \frac{3}{2}$,

$$\|u_N(\cdot, t) - u(\cdot, t)\|^2 \lesssim e^{\int_0^t |u_x(\cdot, \tau)|_{\infty} d\tau} \left( N^{-2s} \|u(\cdot, 0)\|^2_{H^s} + N^{\frac{2r-1}{2r}}(\frac{3}{2}-s) \max_{\tau \leq t} \|u(\cdot, \tau)\|_{H^s} \right), \quad s > \frac{3}{2}.$$ 

At the same time, spectral viscosity is strong enough to enforce a sufficient amount of $L^2$ energy dissipation, which in turn implies convergence after the formation of shock discontinuities. We quote below the convergence statement of the hyper-SV method.
Theorem 7.2 (Convergence of the hyper-SV method for Burgers equation \cite{Tad89, Tad93b, Tad04}). Let $u$ be the unique entropy solution of the inviscid Burgers equation, \( (3.1) \), subject to uniformly bounded initial data $u_0$, and let $u_N$ be the spectral viscosity approximation \( (7.1) \) subject to $L^\infty$ data $u_N(0) \approx u_0$. Then, if $u_N$ remains uniformly bounded it converges to the unique entropy solution, $\| u_N(\cdot, t) - u(\cdot, t) \|_{L^2} \to 0$. 

Remark 7.3. We note that unlike the $2/3$ de-aliasing method, the SV method does not completely remove the high-frequencies but instead, it introduces “just the right amount” of smoothing for $|k| \gg 1$ which enables to balance spectral accuracy with nonlinear stability. The SV method can be viewed as a proper smoothing which addresses the instability of general smoothing of the pseudo-spectral Fourier method sought in remark 4.2. Moreover, even after the formation of shock discontinuities, the SV solution still contains highly accurate information of the exact entropy solution which can be extracted by post-processing, \cite{SW95}.

Similar results of spectral convergence of SV methods hold in the context of incompressible Euler equations, \cite{KK00, SS07, AX09},

\begin{equation}
\frac{\partial}{\partial t} u_N + P \nabla_x \psi_N (S u_N \otimes S u_N) = SV[u_N],
\end{equation}

where

\begin{equation}
SV[u_N](x, t) := -N \sum_{|k| \leq N} \sigma \left( \frac{|k|}{N} \right) \hat{u}_k(t) e^{i k \cdot x}.
\end{equation}

In contrast to the spurious oscillations with the $2/3$ methods shown in figure 6.4(a), the oscillations-free results in 6.4(b) correspond to the proper amount of smoothing employed in \cite{HL07}. Thus, the issue of adding “just the right amount” of hyper-viscosity is particularly relevant in this context of Large Eddy Simulation (LES) for highly turbulent flows, when one needs to strike a balance between a sufficient amount of numerical dissipation for stability without giving up on high-order accuracy for physically relevant Euler (and Navier-Stokes solutions). The SV method in (7.2) adds this balanced amount of hyper-viscosity, \cite{KK00, GP03, SK04, SS07, PSSBS07}.

8. Beyond quadratic nonlinearities: 1D isentropic equations

We consider the one-dimensional isentropic equations in Lagrangian coordinate,

\begin{align}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} q(v) &= 0, \quad q'(v) > 0 \\
\frac{\partial}{\partial t} v + \frac{\partial}{\partial x} u &= 0,
\end{align}

which is approximated by the spectral method

\begin{align}
\frac{\partial}{\partial t} u_N + \frac{\partial}{\partial x} q(v_N) &= (I - P_N)q(v_N), \\
\frac{\partial}{\partial t} v_N + \frac{\partial}{\partial x} u_N &= 0.
\end{align}

Denote by $U$ the vector of conservative variables, $U := (u, v)^\top$, by $F(U)$ the corresponding flux, $F(U) := (q(v), u)^\top$ and let $\eta(U)$ be the entropy $\eta(U) := \frac{1}{2} |u|^2 + Q(v)$, $Q'(v) = q(v)$. 

The question of uniform boundedness of $u_N$ was proved for the second order SV method, corresponding to $r = 1$, in \cite{Tad93a}, but it remains open for the hyper SV case with $r > 1$. 
Multiplying the system by $\nabla U \eta(U)$ and integrating gives:

$$
\frac{d}{dt} \int \left( \frac{|u_N|^2}{2} + u_N \partial_x q(v_N) + q(v_N) \partial_x u_N \right) \, dx = \int (I - P_N)q(v_N)u_N \, dx = 0
$$

and hence there the total entropy is conserved for both the exact and approximate solutions.

Continuing as in DiPerna-Chen [DiP83, Ch97, Dal79], we write

$$
\partial_t \int (\eta(U_N) - \eta(U) - \langle \eta'(U), U_n - U \rangle) \, dx = \int \langle \eta''(U)U_t, (U_N - U) \rangle \, dx - \int \langle \eta'(U), (U_N)_t - U_t \rangle \, dx =
$$

$$
- \int \langle \eta''(U)F(U)_x, U_N - U \rangle \, dx - \int \langle \eta'(U), F(U_N)_x - F(U)_x \rangle \, dx + \text{error term}
$$

$$
=: I_1 + I_2 + I_3
$$

The first two terms on the right amount to

$$
|I_1 + I_2| = \left| \int \langle \eta''(U)F(U)_x, U_N - U \rangle \, dx + \int \langle \eta'(U), F(U_N)_x - F(U)_x \rangle \, dx \right|
$$

$$
= \left| \int \langle \eta''(U)F(U)_x, U_N - U \rangle \, dx - \langle \eta''(U)U_x, F(U_N) - F(U) \rangle \, dx \right|
$$

$$
= \left| \int \langle \eta''(U)F(U)_x, U_N - U \rangle \, dx - \langle \eta''(U)U_x, F'(U)U_x + O\|U_N - U\|^2 \rangle \, dx \right|
$$

Since the entropy Hessian symmetrize the system, one has $\eta''(U)F'(U) = F'(U)\eta''(U)$, and we conclude that the last expression does not exceed

$$
|I_1 + I_2| \lesssim \|U\|_{C^1}\|U_N - U\|^2
$$

On the other hand

$$
I_3 = \text{error term} = \int (I - P_N)q_x(v_N)(u - u_N) \, dx = \int \partial_x q(v_N)(I - P_N)u_x \, dx
$$

which goes to zero for sufficiently smooth $u \in C^{1+\alpha}$. Inserting the last two bound into (8.3) we find that

$$
\partial_t \int \left( \eta(U_N) - \eta(U) - \langle \eta'(U), U_n - U \rangle \right) \, dx \lesssim \|U\|_{C^1}\|U_N - U\|^2 + o(1).
$$

By strict convexity, the integrand on the left is of order $\sim \|U_N - U\|^2$ and we conclude the following.

**Theorem 8.1.** Assume that for $0 < t < T_c$, the solution of the isentropic Euler equations (8.1) is smooth, $U(\cdot, t) \in L^\infty([0, T_c), C^{1+\alpha}(0, 2\pi))$. Then, its spectral approximation (8.2) converge in $L^\infty_t L^2_x$,

$$
\|U_N(\cdot, t) - U(\cdot, t)\|_{L^2} \to 0, \quad 0 \leq t < T_c.
$$

---

This intriguing property seems specific to the isentropic equation in Lagrangian coordinate.
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