Outlier detection in multivariate functional data through a contaminated mixture model
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Abstract

In an industrial context, the activity of sensors is recorded at a high frequency. A challenge is to automatically detect abnormal measurement behavior. Considering the sensor measures as functional data, the problem can be formulated as the detection of outliers in a multivariate functional data set. Due to the heterogeneity of this data set, the proposed contaminated mixture model both clusters the multivariate functional data into homogeneous groups and detects outliers. The main advantage of this procedure over its competitors is that it does not require to specify the proportion of outliers. Model inference is performed through an Expectation-Conditional Maximization algorithm, and the BIC is used to select the number of clusters. Numerical experiments on simulated data demonstrate the high performance achieved by the inference algorithm. In particular, the proposed model outperforms the competitors. Its application on the real data which motivated this study allows to correctly detect abnormal behaviors.
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1. Introduction

Recent innovations in measuring devices and acquisition methods, combined with the intensive use of computer resources, enable the collection of discrete massive data on increasingly fine grids. The huge dimensions of the resulting data, leading to the well known curse of dimensionality issue, has motivated the development of functional data analysis methods. Thus, rather than considering an observation as high-dimensional vector, it is
considered as a discrete observation of a functional random variable $X = X(t)_{t \in [a,b]}$, taking its values in a space of infinite dimension. Working with these functional data makes it possible to take into account the intrinsic regularity of these sequential data. Many techniques or methods for analyzing functional data have been developed along years. Refer to [1, 2] for a synthesis.

In the industrial application which motivated this work, the functional variables correspond to the measure of sensors implanted into a metrology device. Several sensors are implanted into the same device. Thus, one measure corresponds to $p$ curves, one per sensor. So we consider a multivariate functional random variable $X(t) = (X^{(1)}(t), \ldots, X^{(p)}(t)) \in \mathbb{R}^p$, $p \geq 2$. The objective of this work is then to build a procedure allowing us to detect outliers in these multivariate functional data.

The presence of outliers can significantly affect the results and conclusions of statistical analyses. In the industrial context, detecting outliers can be used to assess the quality of measurements from sensors or connected objects, and to identify abnormal or even faulty behavior. More precisely, it makes it possible to evaluate the reliability of measurements. Figure 1 presents a sample of normal curves and outliers from the industrial application which motivated this work, detailed in Section 5. Data are measurements coming simultaneously from four sensors, each of the four curves on the same plot representing one sensor. The sensors work in pairs. They are used simultaneously to measure some quantity over a given period. A recording of the 4 sensors during the time period represents a datum.

Detecting outliers is challenging and many methods have been developed in the traditional (non-functional) multivariate case (see e.g. [3, 4, 5]). Some techniques are also being developed in the field of deep learning (see e.g. [6, 7]). In the functional data case, several methods have been recently introduced and are described below. A first class of methods is based on the notion of depth. A depth function is a function $D(x, P)$ which measures the centrality or the closeness of a curve $x$ with respect to a probability distribution on the curves $P$. It gives a score which reflects the position of a curve relatively
to the center of the data set. The higher the score, the more central the curve. A cutoff is set to specify whether the data are normal. Several depth functions have been defined by researchers to detect outliers in a functional setting. In 2001, Fraiman and Muniz [8] introduced a depth function for univariate functional data and defined $\alpha$-trimmed means based on this notion ($\alpha$ the proportion of abnormal curves). Cuevas et al. [9] defined a depth function based on the concept of mode and the random projection method. Febrero et al. [10] proposed a procedure for anomaly detection with depth functions which removes outliers at each iteration to avoid masking effects. Masking appears when some outliers mask the presence of others. Sun and Genton [11] constructed a functional box-plot to detect outliers. In the multivariate case, Hubert et al. [12, 13] defined a new statistical distance named bagdistance, a measure derived from a depth function to rank the data. Dai and Genton [14] introduced the framework of a directional outlyingness for multivariate functional data. It is an effective measure of the variation in shape of the curves, which combines the direction with a statistical conventional depth. A second class of methods is based on a distance measure named Dynamic Time Warping. It is used to find the similarity between the sequences of discrete observations of the functional data. The flexibility of the method enables the alignment of two time series (locally out of phase) in a non-linear manner [15]. By computing the similarity between time series two by two, it is possible to obtain a clustering by grouping the curves which are the closest, using any standard clustering algorithm [16, 17]. Since normal data look the same, they can form groups of normal data clusters. Data that are very far from normal data clusters can therefore constitute a cluster of atypical data. It is worth noting that this method is particularly expensive in terms of execution. All the methods of these two first classes are based on a notion of distance, and require a threshold being set for this distance beyond which the observations are considered outliers. A third class of methods consists of those interested in the notion of robust estimation. In 2005, [18] extended the trimmed kmeans method [19] to functional data. It is a robust method that allows data clustering, while excluding an a priori known proportion of outliers. Finally, a new method for anomaly detection in functional data has recently appeared, the Functional Isolation Forest [20], which does not use any notion of distance. It is based on an isolation technique [21] that separates abnormal data from others. Their method computes a path length which represents the number of cuts necessary to isolate a datum. The authors extend their model to the multivariate functional framework [20]. The method requires an estimation of the number of outliers to define a threshold which will allow the specification of whether a datum is normal or not.

In the industrial application which motivated this work, the particularity of the measures is that they do not form an homogeneous data set, as illustrated by sensor on Figure 2 which represents a sample of 148 measurements (one plot per sensor). Indeed, this figure illustrates the differences both in the amplitude and in the duration of the
measurements. These differences are mainly due to the differences between the entities which are measured. Consequently, several clusters of measures co-exist, even in a normal operation without anomalies. The differences between the clusters can consequently mask the presence of outliers, or at least make their detection harder. Clustering functional data is a difficult task, since the data come from a space of infinite dimension. Several methods are proposed for overcoming this obstacle. A classification of them can be found in [22]. The first approach is the two-stage method, which consists of reducing the dimension by approximating the data to elements from a finite dimensional space, and then using clustering algorithms from finite dimensional data [23, 24]. Another method is the non-parametric approach, which uses usual clustering methods based on distances or dissimilarities specific to functional data [25]. Finally, the model-based approach is one of a number of generative models that assume a probabilistic model either on the scores of a functional principal component analysis, or on the basis expansion coefficients of the approximations of the curves, in a basis of functions of finite dimension. If there are many generative models in the univariate framework [26, 27, 28, 29], only few are proposed in the multivariate framework. In 2013, [30] introduced a model-based clustering for multivariate functional data based on the Multivariate Functional Principal Component Analysis (MFPCA). Their model is based on cluster-specific Gaussian modelling of a given proportion of first FPCA scores. In 2020, [31] extended [30] by modeling all principal components whose estimated variance are non-null, which has the advantage of facilitating the model inference.

In order to respond to the industrial motivation, the objective of the present paper is to be able to both cluster the observations into homogeneous groups and detect the presence of outliers. In the non-functional case, [32] introduced a contaminated multivariate Gaussian mixture model, which addresses our problem. According to their model, each component of the mixture is itself a mixture of normal and abnormal observations. Both have Gaussian distributions with a cluster-specific mean, but differ in their variance: the variance of the abnormal distribution is assumed to be the one of normal data multiplied

![Figure 2: Representation of 148 measurements, one plot per sensor.](image-url)
by an inflation factor. Such contaminated mixture models have also been considered in the non-Gaussian case [33, 34, 35].

The present paper proposes an extension of [32] to the functional setting. For this, we will consider the model-based clustering procedure for multivariate functional data proposed by [31], and extend their mixture model to the contaminated case. In the resulting functional latent mixture model, normal and abnormal data are modeled into a functional subspace while using multivariate functional principal component analysis. The main advantage of the proposed model is that it does not require us to fix the proportion of outlier detection. A second advantage is that it allows us to consider model selection criteria for selecting the number of clusters.

The paper is organized as follows: Section 2 describes the data under study and introduces the notation and the specificity of functional data; Section 3 presents the proposed contaminated mixture model for outlier detection in multivariate functional data; numerical experiments are detailed in Section 4; and application to real data is discussed in Section 5.

2. Multivariate functional data

We are seeking to define an automatic algorithm that simultaneously clusters multivariate functional data and detects outliers. Multivariate functional data are represented by a stochastic process $X = \{X(t), t \in [a_1, a_2]\}$, $a_1, a_2 \in \mathbb{R}_+$. The realizations of the process $X$ belong to $L^2[a_1, a_2]$. Let $\{X_1(t), X_2(t), \ldots, X_n(t)\}$ be an i.i.d. sample of $X$ where each copy $X_i$ of $X$ is a multivariate curve $X_i(t) = (X_1^i(t), X_2^i(t), \ldots, X_p^i(t))$ with $t \in [a_1, a_2]$. Let $x_i(t) = (x_1^i(t), x_2^i(t), \ldots, x_p^i(t))$ denote the realizations of $X_i$, where $x_i^j(t)$ represents the measure of sensor $j$ during the period of time $t \in [a_1, a_2]$. In Section 5 we will explain how we proceed in practice to reduce to such an interval for industrial application.

2.1. Functional reconstruction

In practice, the functions $x_i^j(t)$ are not totally observed, and we only have access to their values at certain discrete time points $a_1 \leq t_1 \leq t_2 \leq \ldots \leq a_2$. There is a need to reconstruct the functional form of $x_i^j(t)$. One common approach is to assume that the curves $x_i^j(t)$ can be decomposed into a basis of functions $(\phi_b)_{1 \leq b \leq B_j}$ in $L_2$, such that:

$$x_i^j(t) = \sum_{b=1}^{B_j} c_{ib}^j \phi_b^j(t), \quad t \in [a_1, a_2], \quad 1 \leq i \leq n, \quad 1 \leq j \leq p,$$

where $(\phi_b^j)_{1 \leq b \leq B_j}$ represents the basis functions of the $j^{th}$ component of the multivariate curve, $B_j$ the number of basis functions and $c_{ib}^j$ the coefficients.
Let the coefficients \((c^j_{ib})\) be concatenated within a matrix \(c\):

\[
c = (c^1_{B_1}, c^2_{B_2}, \ldots, c^p_{B_p}) \text{ with } c^j_{B_j} = \begin{pmatrix} c^j_{11} & \cdots & c^j_{1B_j} \\ c^j_{21} & \cdots & c^j_{2B_j} \\ \vdots & \ddots & \vdots \\ c^j_{n1} & \cdots & c^j_{nB_j} \end{pmatrix}.
\]

\(c^j_{B_j}\) represents the coefficients of the \(j\)th component of the multivariate curves.

Let the basis functions \((\phi_b)\) also be concatenated within a matrix \(\Phi(t)\):

\[
\Phi(t) = \begin{pmatrix} \Phi^1_{B_1}(t) & 0_{B_2} & \cdots & 0_{B_p} \\ 0_{B_1} & \Phi^2_{B_2}(t) & \cdots & 0_{B_p} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{B_1} & 0_{B_2} & \cdots & \Phi^p_{B_p}(t) \end{pmatrix},
\]

with \(\Phi^j_{B_j}(t) = (\phi^j_1(t), \phi^j_2(t), \ldots, \phi^j_{B_j}(t))\) and \(0_\ell\) the null vector of size \(\ell\).

With these notations, the set of multivariate curves \(x(t) = (x_1(t), \ldots, x_n(t))\) can be written in the form:

\[
x(t) = c\Phi'(t),
\]

where the prime denotes the transpose operator.

The estimation of coefficients \(c\) is generally performed by smoothing, and is amply described in [2]. The choice of the basis as well as the number of basis functions strongly depends on the nature of data, and is done empirically in the unsupervised context. For example, Fourier basis are often used in the case of data with periodic pattern, spline basis for smooth curves and wavelets basis for very irregular curves. Depending on the data complexity, the number of basic functions can be increased or reduced.

2.2. Probabilistic modeling

The notion of probability density for functional variables is not well defined. In [36], it is proved that it can be approximated with the probability density of the functional principal component scores (FPCA scores, [2]). Under the assumption (1) of basis expansion decomposition, these FPCA scores are obtained directly from a PCA of the coefficient \(c\) using a metric defined by the scalar product between the basis functions \(\Phi\). Consequently, model-based approaches for functional data consider probabilistic distribution for either the FPCA scores [30, 29] or the basis expansion coefficients [28, 31], both being equivalent.
3. A model for clustering contaminated functional data

3.1. The Contaminated-funHDDC model

The aim of our work is to classify the observed multivariate curves \(x_1, x_2, \ldots, x_n\) into \(K\) clusters and to detect the presence of outliers. Let \(z_i, 1 \leq i \leq n\), where \(z_i = (z_{i1}, \ldots, z_{iK})'\), be a latent variable associated to each observation \(x_i\), such that \(z_{ik} = 1\) if the observation \(x_i\) belongs to the cluster \(k\) and \(z_{ik} = 0\) otherwise. Let us similarly define \(v_i, 1 \leq i \leq n\), where \(v_i = (v_{i1}, \ldots, v_{iK})'\), such that \(v_{ik} = 1\) if \(x_i\) in group \(k\) is a normal observation and \(v_{ik} = 0\) if it is an outlier. Hence, knowing that each curve \(x_i\) can be identified by its basis expansion coefficient \(c_i\), the completed-data can be expressed as \(D = \{c_i, z_i, v_i\}_{i=1}^n\).

Inspired by [32], we propose the Contaminated-funHDDC (C-funHDDC) model:

\[
g(c_i, \theta) = \sum_{k=1}^{K} \pi_k [\beta_k f(c_i, \mu_k, \Sigma_k) + (1 - \beta_k) f(c_i, \mu_k, \eta_k \Sigma_k)],
\]

where \(\theta = \{\pi_k, \beta_k, \mu_k, \Sigma_k, \eta_k\}_{k=1}^{K}\) denotes all the parameters that need to be estimated. For all \(k \in \{1, \ldots, K\}\), \(\pi_k \in (0, 1]\), \(\sum_{k=1}^{K} \pi_k = 1\), \(\eta_k > 1\) is a covariance inflation factor, \(\beta_k\) the proportion of normal data, \(f(\cdot, \mu_k, \Sigma_k)\) the density of a Gaussian distribution of mean \(\mu_k\) and covariance matrix \(\Sigma_k\), \(\beta_k \in [0, 1]\) the proportion of normal observations and \(g\) the density of the mixture of multivariate contaminated Gaussian distributions.

The mixture-likelihood function is defined as

\[
L(c, \theta) = \prod_{i=1}^{n} g(c_i, \theta) = \prod_{i=1}^{n} \sum_{k=1}^{K} \pi_k [\beta_k f(c_i, \mu_k, \Sigma_k) + (1 - \beta_k) f(c_i, \mu_k, \eta_k \Sigma_k)].
\]

Depending on the regularity of the observed curves, the number of basis functions used for reconstruction can be large. In order to introduce parsimony in the modeling, let us assume that the actual stochastic process associated with the \(k\)th cluster can be described in a low-dimensional functional latent subspace \(\mathbb{E}_k[a_1, a_2]\) of \(L_2[a_1, a_2]\) with dimension \(d_k \leq B = \sum_{j=1}^{p} B_j\), for every \(k \in \{1, \ldots, K\}\). The curves of cluster \(k\) can be expressed in a group-specific basis obtained from \(\{\phi^j_b, j \in \{1, \ldots, p\}, b \in \{1, \ldots, B\}\}\) by a linear transformation using a multivariate functional principal component analysis. That is, we introduce a basis \(\{\varphi_{kb}, b \in \{1, \ldots, B\}\}\) specific to cluster \(k\) as

\[
\varphi_{kb}(t) = \sum_{l=1}^{B} q_{klb} \phi_l(t), \ 1 \leq b \leq B,
\]

with \(q_{klb}\) the coefficients of the eigenfunctions expressed in the initial base \(\Phi\).

Let \(Q_k = (q_{klb})_{1 \leq k, b \leq B}\) an orthogonal matrix of size \(B \times B\). We suppose that the \(d_k\) first eigenfunctions contain main information of the MFPCA of cluster \(k\). We therefore
split $Q_k$ into two parts: $Q_k = [U_k, V_k]$ where $U_k$ is a matrix of size $B \times d_k$ and $V_k$ of size $B \times (B - d_k)$ and $U_k$ and $V_k$ are such that $U_k'^T U_k = I_{d_k}$, $V_k'^T V_k = I_{B - d_k}$ and $U_k'^T V_k = 0$. This step will enable us to reduce the dimension of the modeling, since only first $d_k$ components will need a fine modeling.

The relationship between the original space of $c_i$ and the low-dimensional functional subspace is generated by $U_k$: 

$$c_i = W^{-\frac{1}{2}} U_k \delta_i + \epsilon_i,$$

where $W = \int_a^b \Phi'(t)\Phi(t)dt$ denotes the symmetric block-diagonal $B \times B$ matrix of the inner products between the basis functions. $\epsilon_i$ is a noise following a Gaussian distribution conditionally to $z_{ik} = 1$,

$$\epsilon_i \mid z_{ik} = 1 \sim \mathcal{N}(0, \Lambda_k),$$

where the covariance matrix $\Lambda_k$ will be defined just above.

Based on [36], it is possible to make distribution hypotheses on scores $\delta_i'$. Let $n_k = \sum_{i=1}^n z_{ik}$ be the number of curves which belong to cluster $k$. Conditionally to $z_{ik} = 1$, let assume that the principal component scores of the $n_k$ curves, $\delta_i', 1 \leq i \leq n_k$, follow a Gaussian distribution. That is,

$$\delta_i \mid z_{ik} = 1, v_{ik} = 1 \sim \mathcal{N}(m_k, \Delta_k), \quad \delta_i \mid z_{ik} = 1, v_{ik} = 0 \sim \mathcal{N}(m_k, \sqrt{\eta_k} \Delta_k),$$

with $m_k \in \mathbb{R}^{d_k}$, $\eta_k > 1$ and $\Delta_k = \text{diag}(a_{k1}, a_{k2}, \ldots, a_{kd_k})$.

Hence the basis expansion coefficients satisfy

$$c_i \mid z_{ik} = 1, v_{ik} = 1 \sim \mathcal{N}(\mu_k, \Sigma_k), \quad c_i \mid z_{ik} = 1, v_{ik} = 0 \sim \mathcal{N}(\mu_k, \eta_k \Sigma_k),$$

with

$$\mu_k = U_k m_k, \quad \Sigma_k = W^{-\frac{1}{2}} U_k \Delta_k U_k'^T W^{-\frac{1}{2}} + \Lambda_k.$$

Finally, let us assume that the noise covariance matrix $\Lambda_k$ is such that

$$R_k = Q_k'^T W^{\frac{1}{2}} \Sigma_k W^{\frac{1}{2}} Q_k = \text{diag}(a_{k1}, \ldots, a_{kd_k}, b_k, \ldots, b_k),$$

with $a_{k1} > a_{k2} > \ldots > a_{kd_k} > b_k$. In view of these notations, it is possible to conclude that the variance of the actual data of the $k$th cluster is modeled by $a_{k1}, a_{k2}, \ldots, a_{kd_k}$, while the remaining ones are considered as noise components and modeled by a unique parameter $b_k$. $R_k$ represents the variance of the data in the space generated by the eigenfunctions $\hat{\varphi}_{k\theta}$. 
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Model identifiability. We investigate in this paragraph the identifiability of C-funHDDC. In [37], the identifiability of multivariate Gaussian mixture model is proved. However, according to [38], in absence of any constraint, a mixture of mixtures is not identifiable. Punzo and McNicholas [39] defined conditions allowing the identifiability of multivariate contaminated Gaussian mixture models which are actually a mixture of mixtures. As shown in [39], it is identifiable provided that, the Gaussian distributions representing the normal distributions in the mixture have distinct means and/or non-proportional covariance matrices. Let $k_1$ and $k_2$ denote the indexes of two different clusters:

$$\text{if } k_1 \neq k_2 \text{ then } \|\mu_{k_1} - \mu_{k_2}\|_2^2 + \|\Sigma_{k_1} - \kappa \Sigma_{k_2}\|_2^2 \neq 0, \ \forall \kappa > 0,$$

where $\| \cdot \|_2$ is the Frobenius norm, then a finite mixture of contaminated Gaussian distributions is identifiable. Since C-funHDDC is an extension of [39] to a functional framework, then the identifiability of model (2) in the space of the coefficients deduces directly from the identifiability of the mixtures of multivariate contaminated Gaussian distribution [39].

Model complexity. Here the complexity of C-funHDDC, i.e. the number of parameters to estimate is explored and compared with other models. For the numbers of parameters, let us define $h = KB + K - 1$, the number of parameters required for the estimation of means and proportions, $w = \sum_{k=1}^{K} d_k [B - (d_k + 1)/2]$ the number of parameters required for the estimation of orientation matrices $Q_k$, and $D = K + \sum_{k=1}^{K} d_k$, the number of parameters required for the estimation of $b_k$ and $a_k$. Due to the presence of outliers, we have $2K$ additional parameters which represent the number of parameters required for the estimation of $\{\beta_k\}_{k=1}^{K}$ and $\{\eta_k\}_{k=1}^{K}$. In total, the number of parameters to be estimated is: $h + w + D + 2K$. The complexity of C-funHDDC is compared to the complexity of a usual multivariate Gaussian Mixture Model applied directly on the discretized data (discrete-GMM), and the C-funHDDC model without the parsimony assumption (6) (functional-GMM). In the non-functional framework, the discretized data are considered as a high-dimensional vector, $x_i \in \mathbb{R}^{Tp}$, where $T$ is the number of observation points $t_i$. Let us see what happens with the real data. The observations per sensor are of the order of $T = 1000$ and we have $p = 4$ sensors. The choices of $d_k = 10$ and $K = 3$ are explained in Section 5. The number of basis function $(B_j, 1 \leq j \leq p)$ per component is fixed at 25. This implies $B = 100$. Table 1 presents the complexity of these models.

The complexity of d-GMM is huge, illustrating that the functional approach is necessary for such data. The functional approach should be favoured.

3.2. Inference of the C-funHDDC model

We have described the proposed latent block model. Now, we propose an algorithm for estimating the model parameters.
Table 1: Model complexity

| Model           | Parameter numbers | Param. nb. for $T = 1000$, $K = 3$, $p = 4$, $d_k = 10$, $B = 100$ |
|-----------------|-------------------|---------------------------------------------------------------------|
| C-funHDDC       | $h + w + D + 2K$  | 3176                                                               |
| discrete-GMM    | $(K - 1) + T\{Kp + K[p(Tp + 1)/2]\}$ | 24018002                                                          |
| functional-GMM  | $(KB - 1) + 4K + K(B - 1)(1 + \frac{B}{2})$ | 15458                                                              |

In model-based clustering, a classical way to estimate the parameters is the EM algorithm introduced by Dempster et al. [40]. It looks for an estimator maximizing the completed log-likelihood of the model by successive iterations of two steps E (Expectation) and M (Maximization).

The completed log-likelihood can be expressed as:

$$\ell_c(\theta) = \ell_{c_1}(\theta) + \ell_{c_2}(\theta) + \ell_{c_3}(\theta),$$

with

$$\ell_{c_1}(\theta) = \sum_{i=1}^{n} \sum_{k=1}^{K} z_{ik} \log \pi_k,$$

$$\ell_{c_2}(\theta) = \sum_{i=1}^{n} \sum_{k=1}^{K} z_{ik} [v_{ik} \log \beta_k + (1 - v_{ik}) \log (1 - \beta_k)],$$

and

$$\ell_{c_3}(\theta) = \sum_{i=1}^{n} \sum_{k=1}^{K} z_{ik} [v_{ik} \log g(c_i, \mu_k, \Sigma_k) + (1 - v_{ik}) \log g(c_i, \mu_k, \eta_k \Sigma_k)].$$

To fit our model, we use a generalized EM algorithm called an Expectation-Conditional-Maximization (ECM) algorithm [41]. It is an algorithm regularly used for maximum likelihood estimation when there is contamination or when data are missing [42]. ECM algorithm differs from EM algorithm at the maximization step. Each M-step of EM algorithm, is replaced by two Conditional Maximization (CM) steps. They arise from the partition $\theta = \{\theta_1, \theta_2\}$ with $\theta_1 = \{\pi_k, \beta_k, \mu_k, a_{kl}, b_k\}_{k=1}^{K}$ and $\theta_2 = \{\eta_k\}_{k=1}^{K}$. At the first CM step (CM1), we estimate the parameters $\theta_1$ conditionally to $\theta_2$, and at the second CM step (CM2), we estimate $\theta_2$ conditionally to $\theta_1$. As described below, the estimators of $\mu_k$ and $\Sigma_k$ depend on $\eta_k$ and vice versa. So it is necessary to estimate $\eta_k$ apart and fix this parameter before estimating $\mu_k$ and $\Sigma_k$ and vice versa.

**Algorithm.** The ECM algorithm starts by initializing the latent variables $z_{ik}^{(0)}$, $v_{ik}^{(0)}$ for each observation and the parameter $\theta_2^{(0)} = \eta_k^{(0)}$. Then a first execution of CM1 step and CM2 step is undertaken in order to provide the information of the different groups necessary for computing the conditional expectation of E step (described below). Finally, we alternate

---
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**Algorithm.** The ECM algorithm starts by initializing the latent variables $z_{ik}^{(0)}$, $v_{ik}^{(0)}$ for each observation and the parameter $\theta_2^{(0)} = \eta_k^{(0)}$. Then a first execution of CM1 step and CM2 step is undertaken in order to provide the information of the different groups necessary for computing the conditional expectation of E step (described below). Finally, we alternate
E step, CM1 step and CM2 step until convergence $(\ell_c(\theta^{(m)}) - \ell_c(\theta^{(m-1)})$ is less than a given threshold $\varepsilon$ or a maximum number of iterations is reached $(\theta^{(m)}$ is the value of $\theta$ at iteration $m$ of the ECM algorithm). We choose $\varepsilon = 0.0001$.

During the ECM algorithm $K$ and $d_k$ are considered as fixed hyper-parameters. The procedures for estimating these parameters are respectively described in subsection \ref{subsec:3.5} and \ref{subsec:3.4}.

Now let us give the expression of parameters obtained at iteration $m$.

**E step (Expectation).** This step needs to compute $Q(\theta | \theta^{(m)}) = \mathbb{E} \left( \ell_c(\theta) | \theta^{(m-1)} \right)$. For that, we have to calculate $\mathbb{E}(z_{ik} | c_i, \theta^{(m)})$ and $\mathbb{E}(v_{ik} | c_i, \theta^{(m)})$ whose expressions are given below. The posterior probability that the observation $i$ belongs to the cluster $k$ of the mixture, can be expressed as:

$$t^{(m)}_{ik} := \mathbb{E}(z_{ik} | c_i, \theta^{(m)}) = \frac{n_k^{(m)} \beta_k^{(m)} f(c_i, \mu_k^{(m)}, \Sigma_k^{(m)}) + (1 - \beta_k^{(m)}) f(c_i, \mu_k^{(m)}, \eta_k^{(m)} \Sigma_k^{(m)})}{\sum_{l=1}^{K} n_l^{(m)} \beta_l^{(m)} f(c_i, \mu_l^{(m)}, \Sigma_l^{(m)}) + (1 - \beta_l^{(m)}) f(c_i, \mu_l^{(m)}, \eta_l^{(m)} \Sigma_l^{(m)})}.$$

The probability of an observation $i$ being normal or abnormal, given that it belongs to cluster $k$, can be expressed as:

$$s^{(m)}_{ik} := \mathbb{E}(v_{ik} | c_i, \theta^{(m)}) = \frac{\beta_k^{(m)} f(c_i, \mu_k^{(m)}, \Sigma_k^{(m)})}{\beta_k^{(m)} f(c_i, \mu_k^{(m)}, \Sigma_k^{(m)}) + (1 - \beta_k^{(m)}) f(c_i, \mu_k^{(m)}, \eta_k^{(m)} \Sigma_k^{(m)})}.$$

**CM1 step (First conditional maximization).** At this step, we fix $\theta_2$ at $\theta_2^{(m)}$ and we compute $\theta_1^{(m+1)}$ as the value of $\theta_1$ that maximizes $Q(\theta | \theta^{(m)})$. The estimation of the parameters is:

- $n_k^{(m+1)} = \frac{\sum_{i=1}^{n} t^{(m)}_{ik}}{n}$,
- $\beta_k^{(m+1)} = \frac{\sum_{i=1}^{n} t^{(m)}_{ik} s^{(m)}_{ik}}{\sum_{i=1}^{n} t^{(m)}_{ik}}$,
- $\mu_k^{(m+1)} = \frac{1}{\sum_{i=1}^{n} t^{(m)}_{ik} \left( s^{(m)}_{ik} + \frac{1 - s^{(m)}_{ik}}{\eta_k^{(m)}} \right)} \sum_{i=1}^{n} t^{(m)}_{ik} \left( s^{(m)}_{ik} + \frac{1 - s^{(m)}_{ik}}{\eta_k^{(m)}} \right) c_i.$

For the variance parameters, let us define the current sample covariance matrix of the cluster $k$ by:

$$H_k^{(m)} = \frac{1}{\gamma_k^{(m)}} \left( \sum_{i=1}^{n} t^{(m)}_{ik} \left( s^{(m)}_{ik} + \frac{1 - s^{(m)}_{ik}}{\eta_k^{(m)}} \right) (c_i - \mu_k^{(m+1)}) (c_i - \mu_k^{(m+1)})^T \right),$$

with $\gamma_k^{(m)} = \sum_{i=1}^{n} t^{(m)}_{ik}$. 
• the $d_{kl}$ first columns of the matrix $Q_k$ are updated by the eigenfunctions coefficients associated with the largest eigenvalues of $W_k^{\frac{1}{2}} H_k^{(m)} W_k^{\frac{1}{2}}$.

• the variance parameters $a_{kl}^{(m+1)}$ are updated by the $d_k$ largest eigenvalues $\lambda_{kl}^{(m)}$ of $W_k^{\frac{1}{2}} H_k^{(m)} W_k^{\frac{1}{2}}$ with $\lambda_{kl}^{(m)} = q_{kl} W_k^{\frac{1}{2}} H_k^{(m)} W_k^{\frac{1}{2}} q_{kl}$ and $q_{kl}$ the $l$th column of $Q_k$.

• the variance parameters $b_k$ are updated by

$$\frac{1}{B-d_k} \left( \text{trace}(W_k^{\frac{1}{2}} H_k^{(m)} W_k^{\frac{1}{2}}) - \sum_{l=1}^{d_k} \lambda_{kl}^{(m)} \right).$$

CM2 step (Second conditional maximization). At this step, we fix $\theta_1$ at $\theta_1^{(m+1)}$ and we compute $\theta_2^{(m+1)}$ as the value of $\theta_2$ that maximizes $Q(\theta \mid \theta^{(m)})$. The expression of the estimation of the parameter $\eta_k$, is

$$\eta_k^{(m+1)} = \max \left\{ 1, \frac{\sum_{i=1}^{n} t_{ik}^{(m)} (1 - z_{ik}^{(m)}) (c_i - \mu_k^{(m+1)}) \sum_{k}^{L} \overline{z}_{ik} (c_i - \mu_k^{(m+1)})}{B (\gamma_k^{(m)} - \gamma_k^{(m)})} \right\},$$

where $\gamma_k = \sum_{i=1}^{n} t_{ik}^{(m)} s_{ik}^{(m)}$ is the current number of normal data in the cluster $k$.

The proof of the results above can be found in Appendix A.

Classification. In order to define the group to which each observation belongs, we use the Maximum a posteriori (MAP) classification. Let $i \in \{1, \ldots, n\}$ and consider $\hat{z}_i$ and $\hat{v}_i$ the respective estimations of $z_i$ and $v_i$.

For estimations $\{\hat{z}_{ik}, k = 1, \ldots, K\}$ of latent variables $\{z_{ik}, k = 1, \ldots, K\}$, the MAP estimator is

$$\text{MAP}(\hat{z}_{ik}) = \begin{cases} 1 & \text{if } k = \arg\max_{l=1,\ldots,K} \hat{z}_{il}, \\ 0 & \text{otherwise.} \end{cases}$$

A datum $i$ belonging to cluster $k$ would be defined as normal if the expected value $\hat{v}_{ik}$ of $v_{ik}$ arising by the model is greater than 0.5, and abnormal otherwise.

3.3. Initialization

The choice of the initialization method in EM or a generalized EM algorithm is a major issue in the speed of convergence and the performance of the clustering [32]. The parameters that are determined in the initialization are the latent variables $\{z_{ik}\}$ and $\{v_{ik}\}$ and the parameters $\{\eta_k\}$.

For $z_i$, $1 \leq i \leq n$, we propose three ways to initialize the algorithm. The first way is to randomly initialize the algorithm as in [31, 28]. Another popular and common practice is the well known kmeans method [13]. Since the data are contaminated, these first two approaches do not give satisfactory results because they are not robust enough. Another approach, which is the one we recommend to be used, is the trimmed approach. This
method is a robust kmeans insensitive to outliers introduced by [19]. The main idea of trimmed is to calculate centroids by excluding a certain proportion of the data. We choose to take a large proportion of outliers at this step to ensure that we are not contaminated by their presence. This proportion is fixed at 0.2. This will ensure our model does not depend on this parameter.

The ECM algorithm is a generalized EM algorithm [41], so it has the same log-likelihood growth properties. Hence it converges to a local maximum. Initialization of parameters \( \{z_i, 1 \leq i \leq n\} \) appears as the most critical. Therefore, to ensure a better convergence to a local maximum, we apply a "multiple initialization". That is, the algorithm is no longer executed once but a given number of times, denoted \( nb\_init \), with different initialization values of \( \{z_i, 1 \leq i \leq n\} \). We considered \( nb\_init = 10 \) in our applications. Next, we retain the best of the \( nb\_init \) results given by ECM algorithm using the BIC. We also initialize the latent variables \( v_i, 1 \leq i \leq n \) which specify if the corresponding observation is normal or not. For all \( i \in \{1, \ldots, n\} \) and \( k \in \{1, \ldots, K\} \) we set \( v_{ik} = 0.99 \) when \( z_{ik} = 1 \) and \( v_{ik} = 0 \) when \( z_{ik} = 0 \).

For each cluster the parameter \( \eta_k, 1 \leq k \leq K \) is initialized at 1.

3.4. Estimation of the intrinsic dimension \( d_k \)

Recall that for all \( k = 1, \ldots, K \), the hyper-parameter \( d_k \) (section 3.1), is the intrinsic dimension of the cluster \( k \). It needs to be estimated. We propose two methods of estimation.

The first method is the grid search method. \( d_k \) is obtained by considering a grid of positive integers and choosing the best with the BIC. The second way is to use the Cattell scree test [44]. This test is often used in statistics to detect the bends indicating a change of structure on the curve representing the eigenvalues. As in [31] we choose the value for which the subsequent eigenvalue differences are less than a threshold defined by the user. This value varies during iterations as in different groups. It depends on the MFPCA values obtained for each cluster.

3.5. Choice of the number of clusters

At this point, we are interested in selecting the number of cluster \( K \). The choice of this hyper-parameter can be considered as a model selection problem. Many criteria are used in model selection. We can quote e.g. the ICL criterion [45] or the Slope Heuristic criterion [46] (see e.g. Table 2 of [39]). In 1974, Akaike [47] proposed to maximize the likelihood function separately for each model, and then choose the model that maximizes the criterion

\[
AIC = l(\hat{\theta}) - \xi,
\]

where \( \xi \) is the number of free parameters (Table 1). \( l(\hat{\theta}) \) is the maximum log-likelihood value.
Another criterion was defined by Schwarz [48] and expressed as follows:

\[ BIC = l(\hat{\theta}) - \frac{\xi}{2} \log n, \]

where \( n \) is the number of observations. The BIC is one of the most-used criteria in the case of clustering [49, 50, 42, 32, 31]. It is more parsimonious than the AIC since it generates greater penalties for the number of variables in the model. We opt for the BIC in this study.

4. Numerical experiments

This section aims to assess the performance of C-funHDDC on simulated data. A first set of experiments allows us to evaluate the efficiency of C-funHDDC itself and the influence of the hyper-parameters (type of initialization, intrinsic dimension, number of clusters, proportion of outliers). The second part of our experiments is dedicated to the comparison of C-funHDDC with competitors, namely Functional Trimmed [18] and FIF [20].

In all of our experiments, results are based on 100 simulations. The C-funHDDC algorithm is implemented in R. For these simulated data sets, the computation time for one execution of the algorithm with trimmed initialization is between 30 seconds to 3 minutes on a 2.2 GHz Intel Xeon 4114 with 40 Go RAM.

4.1. Simulated data

Two simulated data sets are chosen, inspired by the work of [51, 1, 50, 31]. The two data sets have the same normal observations but have different abnormal observations. In the first one, \textit{dataset1}, all components of the multivariate curves are abnormal. In the second one, \textit{dataset2}, only one component is abnormal. This latter case is most frequent in the industrial context. For each dataset, a sample of \( n = 1005 \) bivariate curves is simulated as follows:

- For both data sets, 1000 normal curves are generated. The curves are composed of 250 curves derived from \( K = 4 \) classes, according to the following model: for \( t \in [1 : 21] \), Class 1: \( X_1(t) = U + (1 - U)H_1(t) + \varepsilon(t), \) \( X_2(t) = U + (0.5 - U)H_1(t) + \varepsilon(t), \)
  - Class 2: \( X_1(t) = U + (1 - U)H_2(t) + \varepsilon(t), \) \( X_2(t) = U + (0.5 - U)H_2(t) + \varepsilon(t), \)
  - Class 3: \( X_1(t) = U + (0.5 - U)H_1(t) + \varepsilon(t), \) \( X_2(t) = U + (1 - U)H_2(t) + \varepsilon(t), \)
  - Class 4: \( X_1(t) = U + (0.5 - U)H_2(t) + \varepsilon(t), \) \( X_2(t) = U + (1 - U)H_1(t) + \varepsilon(t), \)

where \( U \sim U[0, 1] \) and \( \varepsilon(t) \) is a Gaussian noise process. For all \( t, \varepsilon(t) \) is Gaussian with zero mean and a variance equal to 0.25, independent from \( \varepsilon(t') \) for \( t' \neq t \). The functions \( H_1 \) and \( H_2 \) are the shifted triangular waveforms expressed as follows: for \( t \in [1, 21], \)

\[ H_1(t) = \max(6 - | t - 7 |, 0) \] and \( H_2(t) = \max(6 - | t - 15 |, 0); \]
For the first data set (where the two components are abnormal), we add 5 abnormal curves partitioned into two groups. 3 curves are simulated according to the following model: for \( t \in [1 : 12] \), 
\[
X_1(t) = (0.5 - U)H_1(t) + \sin(\pi t/2) + \varepsilon(t), \quad X_2(t) = (1 - U)H_2(t) + \sin(\pi t/2) + \varepsilon(t),
\]
where \( \varepsilon(t) \) is a Gaussian noise process independent from \( \varepsilon(t) \) with zero mean and variance equal to 1. 2 curves are simulated from the following model: for \( t \in [1, 12] \), 
\[
X_1(t) = U + (1 - U)H_3(t) + \varepsilon(t), \quad X_2(t) = U + (0.5 - U)H_3(t) + \varepsilon(t) \quad \text{where} \quad H_3(t) = \max(6 - \mathbb{1}_{t < 7}, 0).
\]
We thus consider two types of outliers. The first type will be denoted in the following \textit{outlier1} and the second one \textit{outlier2}. We call this data set, \textit{dataset1}.

For the second data set (where one of the components is abnormal), we add to the normal data 5 abnormal curves also partitioned into two groups. The first 3 curves are defined as 
\[
X_1(t) = U + (0.5 - U)H_1(t) + \varepsilon(t), \quad X_2(t) = (1 - U)H_2(t) + \sin(\pi t/2) + \varepsilon(t).
\]
2 curves are simulated as 
\[
X_1(t) = U + (1 - U)H_3(t) + \varepsilon(t), \quad X_2(t) = U + (0.5 - U)H_1(t) + \varepsilon(t).
\]
Similarly this data set contains two types of outliers. They will also be denoted respectively \textit{outlier1} and \textit{outlier2} in the following. This dataset is denoted \textit{dataset2} below.

The number of observation points is \( T = 101 \) with a regular frequency in \([1, 21]\). To be consistent with [50, 31], the reconstruction of the functional data is performed by cubic spline with 25 basis functions. We represent the components of the two smoothed data in Figure 3.

4.2. Evaluation of C-funHDDC

The goal of this section is to evaluate C-funHDDC and its ability to retrieve clusters and to detect outliers.

![Simulated curves: dataset1 (2 figures on the left) and dataset2 (2 figures on the right).](image)

Figure 3: Simulated curves: \textit{dataset1} (2 figures on the left) and \textit{dataset2} (2 figures on the right). \( X_1(t) \) is displayed on the left and \( X_2(t) \) on the right. Each curve is colored according to its class: black for Class 1, red for Class 2, light-blue for Class 3 and gray for Class 4. Abnormal curves are colored respectively in green (outlier1) and in purple (outlier2).

4.2. Evaluation of C-funHDDC

The goal of this section is to evaluate C-funHDDC and its ability to retrieve clusters and to detect outliers.
To evaluate the performance for both clustering and outlier detection, we use Adjusted Rand Index (ARI) \cite{Rob10}. Recall that ARI belong to $[0, 1]$. An ARI equal to 1 indicates that the partition provided by the algorithm is perfectly aligned with the simulated one. Conversely, an ARI equal to 0 indicates that the two partitions are just some random matches. We denote by $ARI_c$ the ARI index evaluating the quality of clustering for the normal curves. Similarly, $ARI_o$ evaluates the quality of outlier detection, computed on the whole set of normal and abnormal curves.

In the following, we focus on the evaluation of the initialization procedures and of the choice of the hyper-parameters. We first study the efficiency of the different types of initialization and the choice of the intrinsic dimension $d_k$. Next we evaluate the ability of the BIC to choose the number of clusters, and finally we assess the capacity of C-funHDDC to detect outliers.

4.2.1. Initialization of the algorithm

For the first experiment, the influence of different types of initialization, trimmed, kmeans, random, is evaluated. We consider both the ability of C-funHDDC to cluster the normal curves and to detect abnormal ones. A comparison of the convergence of the algorithms on one simulation is given in Supplementary Materials. The number of clusters is fixed to $K = 4$. For the choice of $d_k$, the algorithm is run on a grid of positive integers (from 2 to 10), and the value of $d_k$ giving the best BIC is kept. Proceeding this way, we obtain $d_k = 2$ for each cluster. This choice of $d_k$ will be investigated in the next section.

Figure 4 displays the boxplots of ARI using different types of initialization. It highlights that the trimmed approach is the best way to initialize the ECM algorithm for C-funHDDC. It perfectly groups the simulated normal data, and it clearly outperforms the other approaches in outlier detection. Consequently, trimmed will be used in the rest of the paper for initializing the ECM algorithm.

![Figure 4: ARI partition with different types of initialization on 100 simulations. The 2 plots on the left give results for the clustering accuracy for dataset1 (a) and dataset2 (b). The plots on the right give results for the outliers detection accuracy for dataset1 (c) and dataset2 (d).](image-url)
4.2.2. Choice and influence of $d_k$

The intrinsic dimensions of each cluster are hyper-parameters of C-funHDDC which needs to be evaluated. This can be done in two different ways: either by using a grid of values and selecting the best ones according to the BIC, or by using the Cattell scree test [44], with a threshold selected by BIC. The advantage of the second one is that it requires to select only one threshold for every cluster, whereas the grid search has a complexity that exponentially increases with $K$.

The number of clusters is fixed at $K = 4$ and the ECM algorithm is initialized with trimmed. The grid search explores all possible values of $(d_1, \ldots, d_K)$ in $\{2, 10\}^K$. For the Cattell threshold, all values from 0.1 to 0.25 with a step of 0.05 are considered.

Figure 5 provides a comparison of the grid search and the Cattell scree test for selecting the best intrinsic dimensions. Both clustering and outliers detection performances are considered, through $ARI_c$ and $ARI_o$.

![Figure 5: Clustering and outlier detection efficiency according to the manner of selecting the intrinsic dimension $d_k$: Cattell scree test and grid search. Boxplots were obtained on 100 simulations. The 2 plots on the left give results for the clustering accuracy for dataset1 (a) and dataset2 (b). The plots on the right give results for the outliers detection accuracy for dataset1 (c) and dataset2 (d).](image)

If the grid search gives more accurate results on dataset1, it is more nuanced with dataset2 since the median of the results is better for Cattell. Nevertheless, the Cattell scree test sometimes obtains very low $ARI_o$, which may be a main drawback for an application to real data. Consequently, in the rest of the paper, the intrinsic dimensions $d_k$ will be selected by grid search.

4.2.3. Selection of the number of clusters

In the following, we investigate the ability of the BIC to select the true number of clusters. Although the BIC has well-known consistence properties in the usual mixture model context, the presence of outliers may have a negative impact on its performance. BIC can have some difficulties for choosing the true number of clusters. We provide an example in Supplementary Materials, where funHDDC does not succeed in finding the right number of clusters. The C-funHDDC algorithm is run for different values of $K$. 
$K \in \{1, 2, 3, 4, 5, 6\}$. The intrinsic dimensions ($d_k$) are selected using a grid search (on \{2, 3, 4, 5\}). In each of the simulations, we obtained that $d_k = 2$ for all $k$, whatever the final value of $K$.

Table 2 reports the number of clusters chosen for 100 simulations of both simulated datasets. Each line presents for each value of $k$, the number of times this value is chosen. Table 2 shows clearly that the BIC tends to select 5 clusters rather than 4. An example of the clustering and outlier detection is displayed in Supplementary Materials.

| Number of clusters | dataset1 | dataset2 | Number of clusters | Normal data |
|--------------------|----------|----------|--------------------|-------------|
| (K)                |          |          | (K)               |             |
| 1                  |          |          | 1                 | -           |
| 2                  | 1        | -        | 2                 | 1           |
| 3                  | -        | -        | 3                 | -           |
| 4                  | 9        | 16       | 4                 | 57          |
| 5                  | 59       | 55       | 5                 | 21          |
| 6                  | 31       | 29       | 6                 | 21          |

Table 2: Best number of clusters selected by the BIC for 100 simulations for each data set as a percentage, with choice of $d_k$ with grid search method. The highest proportions are displayed in bold type.

Table 3: Best number of clusters selected by the BIC for 100 simulations for normal data set as a percentage, with choice of $d_k$ with grid search method. The highest proportions are displayed in bold type.

To explain the fact that 5 clusters are obtained with the BIC, we run a similar procedure on the dataset containing only normal curves of dataset1 and dataset2, that is, removing all abnormal curves. Results are given in Table 3. It highlights that the presence of 5 clusters in Table 2 is due to the presence of abnormal data. Indeed if we look more precisely at the characteristics of the clusters, it appears that the algorithm tends to group the outliers into additional clusters. When abnormal data are discarded, the true number of cluster is chosen.

In conclusion, when the number of clusters is free, C-funHDDC tends to create additional clusters for the outliers. When the number of clusters is fixed to the number of clusters of normal curves, without an outlier, then the outliers are assigned to the closest cluster but well detected as outliers. The next section evaluates more precisely this ability to detect outliers when $K = 4$.

4.2.4. Outlier detection

This section evaluates the ability of C-funHDDC to detect outliers, and the influence of different parameters: the proportion of outliers; and the level of heterogeneity among data. The number of clusters is fixed to $K = 4$ and the ECM algorithm is initialized...
with trimmed. In order to reduce computing time, the intrinsic dimensions are all fixed to $d_k = 2$, which corresponds the values selected by grid search in the previous experiments.

Influence of the degree of contamination. The initial dataset1 and dataset2 contain $5\%$ of outliers (5 abnormal curves for 1000 normal ones). In this section, this proportion is gradually increased from $5\%$ to $20\%$ with step $5\%$, by adding the number of outlier2 (initially set to 2). These outliers are not especially associated to one cluster, unlike the other type of outliers. Our results are given in Figure 6.

Figure 6: ARI for the clustering and for the outliers detection with respect to the degree of contamination (in per thousand) when $K = 4$. The 2 plots on the left give results for the clustering accuracy for dataset1 (a) and dataset2 (b). The 2 plots on the right give results for the outliers detection accuracy for dataset1 (c) and dataset2 (d).

As we can see on Figures 6a and 6c, the clustering of normal data is not impacted by the variation of the number of outliers. Nevertheless, the ability of C-funHDDC algorithm to detect outliers decreases when their proportion increases (Figure 6b, 6d). The reason for this phenomenon is that when the proportion of outliers becomes too large, for $K$ fixed to 4, the model prefers to increase the variance of the clusters and considers the abnormal curves as normal rather than as an outlier. This is illustrated by Figure 7. Recall that the variance structure in each cluster $k$ is given by the matrix $R_k$ defined in (6). Figure 7 plots the value of the trace of the matrices $\{R_k, k = 1, \ldots, K\}$ with respect to the proportion of outliers. Indeed, one of the clusters has a variance which increases with the proportion of outliers.

Now consider the case where the number of clusters is free. Then the BIC selects $K = 5$ and all the outliers are grouped into an additional cluster. This is illustrated in Figure 8 which provides the ARI results for $K = 5$. All the abnormal data are perfectly grouped in the same cluster. Similarly, we can observe the evolution of the variance within clusters. Figure 9 displays the value of the trace of the covariance matrices $\{R_k, k = 1, \ldots, K\}$ with respect to the proportion of outliers. In this setting, the variances of the 4 clusters containing normal curves remain stable. By contrast, the variance of the cluster containing
Figure 7: Values of $\text{trace}(R_k)$ for $1 \leq k \leq K$ with respect to the proportion of outliers, when $K = 4$. Top plot (a) gives results for dataset1 and bottom plot (b) for dataset2.

The outliers is much higher. This is due to the presence of two types of outliers ($\text{outlier1}$ and $\text{outlier2}$).

Figure 8: ARI for the clustering with respect to the degree of contamination (per thousand) when $K = 5$. Plot (a) gives results for dataset1 and plot (b) for dataset2. As outliers are associated to a cluster, the ARI index measures here both clustering accuracy and outlier detection accuracy.

Figure 9: Values of $\text{trace}(R_k)$ for $1 \leq k \leq K$ with respect to the proportion of outliers, when $K = 5$. Top plot (a) gives results for dataset1 and bottom plot (b) for dataset2.
Influence of the level of heterogeneity within clusters. Since the clusters are relatively well separated in dataset1 and dataset2, we now investigate the influence of the degree to which they are mixed. The noise variance within each cluster is increased. The variance of variable $\varepsilon(t)$ defined in Section 4.1 is increased from 0.25 to 0.85 with a step of 0.2. For each variance value, 100 samples are simulated and C-funHDDC is performed with the same setting as selected in the previous experiments. $K$ is fixed at 4. Plots of $ARI_c$ and $ARI_o$ with respect to the noise variance are displayed in Figure 10. The change of the noise within variances does not affect the clustering of the normal data. By contrast, the ability to detect outliers decreases when the cluster variance increases.

![](Figure 10: ARI for the clustering and for the outliers detection with respect to the variance within clusters. The 2 plots on the left give results for the clustering accuracy for dataset1 (a) and dataset2 (b). The plots on the right give results for the outliers detection accuracy for dataset1 (c) and dataset2 (d).

4.3. Comparison with competitors

In this section, C-funHDDC is compared with some competitors according to the ability of detecting outliers. The competitors are Functional Trimmed (FT) [18] and Functional Isolation Forest (FIF) [20].

The FT method is defined as the kmeans method applied on the basis expansion coefficients of the curves, after having removed of proportion $\alpha$ of extreme observations. This hyper-parameter $\alpha$ has to be set, and there is no automatic way to do that in the present unsupervised context. Consequently, in the experiments, we use different values of $\alpha = 0.001, 0.005, 0.01$, including the true one (0.005).

The FIF algorithm is associated with a score that gives the abnormality of each piece of data. This score depends on a path length which reflects the number of cuts necessary to isolate a datum. We choose to use $L_2$ scalar product of derivatives and to project the observations on a Gaussian-wavelets dictionary. FIF algorithm uses a threshold to specify whether the data are normal. To define this threshold, the authors introduced the same hyper-parameter $\alpha$ (named contamination in the paper). That is, $\alpha$ is an estimation of the proportion of outliers in the data set. Here also, we choose 3 values for this contamination parameter \{0.001, 0.005, 0.01\}.
These algorithms are already implemented by the authors. The FT algorithm is implemented in R. It is available on request from the authors. The FIF algorithm is implemented in Python and the code can be accessed at: [https://github.com/Gstaerman/FIF](https://github.com/Gstaerman/FIF).

Note that these two approaches require the knowledge of the proportion of abnormal curves in the dataset to set a “threshold of normality”. This is not the case for C-funHDDC, which does not require to know the estimation of the proportion of outliers before declaring that a datum is normal or abnormal. In real data applications, it is not possible to independently estimate the proportion of outliers. Therefore, the adaptivity of C-funHDDC procedure is a major advantage with respect to FT and FIF.

5. Application to real data

5.1. Data and preprocessing

The data under analysis in this section consist of 569 measurements by four sensors. Figure 2 represents a sample of 148 measurements (one plot per sensor). The acquisition...
frequency is 100Hz. The time duration of each measurement is not constant. The number of observed points for each measurement varies from 2199 to 10675, with a median equal to 5144. Consequently, a preliminary time normalization is performed so as to bring all the time periods to [0, 1]. This is done by rescaling the time as follows: \( t = \frac{t - t_{\text{min}}}{t_{\text{max}} - t_{\text{min}}} \), where \( t_{\text{min}} \) and \( t_{\text{max}} \) are the starting and ending time of each measurement. The basis functions and the number of basis functions are chosen empirically. The functional data are reconstructed using a cubic spline basis with 25 basis functions. In this data set, 45 outliers have been defined by an expert, and our goal is to correctly detect them without detecting too many false positives.

5.2. Results

C-funHDDC is applied to the industrial data set by selecting the number \( K \) of clusters and the intrinsic dimension \( d_k \) by BIC. The range of explored values is \{2, 3, 4\} for \( K \) and it is \{2, 3, \ldots, 10\} for \( d_k \). The range of values is limited to 10 for \( d_k \) in order to favor the selection of parsimonious models. The best number of clusters selected by the BIC is \( K = 3 \) with \((d_1, d_2, d_3) = (10, 10, 6)\).

As described in Section 4, when the outliers are numerous, C-funHDDC gathers them into the same cluster. This cluster becomes a cluster of outliers. This is what happens in this industrial application. Indeed, no datum is detected as abnormal observation, but one of the clusters contains all of the outliers. The results are presented in Table 4 as a confusion matrix. An additional description of the clusters is provided in Supplementary Materials.

| Reference | Predicted | normal | outlier |
|-----------|-----------|--------|---------|
| normal    | 522       | 2      |         |
| outlier   | 0         | 45     |         |

Table 4: Confusion matrix using C-funHDDC model

C-funHDDC detects all outliers, with only 2 false positives. For fixed values of \( K \) and \( d_k \), the computation time for one execution of C-funHDDC is 3.72 minutes.

In order to evaluate the performance of C-funHDDC, Table 5 and 6 present the results obtained respectively with FT and with FIF. The problem with FT and FIF is that they need to fix the proportion of outliers, which is clearly unknown in real application. In this application three proportions are used (\( \alpha \in \{0.01, 0.08, 0.15\} \)), among them the true one (0.08), which is advantageous for FT and FIF. Nevertheless, even with the true proportion of outliers, the results are relatively poor with FT and FIF, in particular when comparing...
these with the results of C-funHDDC. The computation times for one execution of the FIF and FT algorithm are respectively 08.24 minutes and 19.08 seconds.

$$\alpha = 0.01$$

| Reference | Predicted | $\alpha = 0.08$ | Predicted | $\alpha = 0.15$ | Predicted |
|-----------|-----------|-----------------|-----------|-----------------|-----------|
|           | normal    | outlier         | normal    | outlier         | normal    |
| normal    | 524       | 0               | 505       | 19              | 461       |
| outlier   | 39        | 6               | 18        | 27              | 14        |

Table 5: Confusion matrix with FT

$$\alpha = 0.01$$

| Reference | Predicted | $\alpha = 0.08$ | Predicted | $\alpha = 0.15$ | Predicted |
|-----------|-----------|-----------------|-----------|-----------------|-----------|
|           | normal    | outlier         | normal    | outlier         | normal    |
| normal    | 521       | 3               | 491       | 33              | 460       |
| outlier   | 41        | 4               | 31        | 14              | 22        |

Table 6: Confusion matrix with FIF

6. Conclusion

In this study, we are interested in clustering and in detecting outliers in multivariate functional data. We propose a contaminated Gaussian mixture model, derived from a decomposition of the data in functional basis. The model is based on a functional latent block model. For each cluster, a parameter controlling the proportion of outliers and one specifying the variance inflation factor from normal data are introduced to take into account the presence of outliers. The model was initially proposed in [39] and we have extended it to a multivariate functional framework following [30]. An ECM algorithm enables us to infer the parameters of the model. Numerical experiments have shown that C-funHDDC has a very satisfactory behavior for clustering and detecting outliers in multivariate functional data. In particular, to our knowledge, it is the only adaptive procedure with respect to the proportion of outliers for such data.

In the real data application, the outliers form a single cluster. Using a robust approach makes this possible, while non-robust approaches cannot identify the outliers. We do not detect any outliers associated with a cluster, but it is likely to happen later in the application. For the quality assessment of measurements from sensors, the C-funHDDC
model makes it possible to decide whether a datum represented by several curves is correct or not.

A perspective gained by this study suggests the benefits of extending the model to non-Gaussian distributions. Indeed, if the Gaussian assumption is often realistic, it could be interesting to extend this work to other types of distribution, inspired for instance by [53], or even by [54] and [55] in the contaminated case.

Moreover, this work is motivated by an industrial application, where an online procedure is needed. We therefore plan to extend this modeling using scalable clustering and online mixture, as in [56].
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Appendix A. Proofs

Suppose that the parameters of the model are estimated at the iteration $m$ and denote $\theta^{(m)}$ the corresponding estimation. Recall that our goal is to maximize $Q(\theta \mid \theta^{(m)})$, where $Q(\theta \mid \theta^{(m)}) = \mathbb{E} \left( \ell_c(c, z, \nu, \theta) \mid c, \theta^{(m)} \right)$.

Appendix A.1. First Maximization step (CM1)

At this step, we fix $\theta_2$ at $\theta_2^{(m)}$ and we compute $\theta_1^{(m+1)}$ as the value of $\theta_1$ that maximizes $Q(\theta \mid \theta^{(m)})$.

**Estimation of $\pi_k$.** Denote $Q_1(\theta \mid \theta^{(m)}) = \mathbb{E} \left( \ell_{c_1}(c, z) \mid \theta^{(m)} \right) = \sum_{i=1}^{n} \sum_{k=1}^{K} \mathbb{E}(z_{ik} \mid c_i, \theta^{(m)}) \log(\pi_k) = \sum_{i=1}^{n} \sum_{k=1}^{K} t_{ik}^{(m)} \log(\pi_k)$. In order to take into account the relation which links $\{\pi_k, k = 1, \ldots, K\}$, we introduce the Lagrange multiplier by using the function $Q_{L1}(\theta, \lambda \mid \theta^{(m)}) = Q_1(\theta \mid \theta^{(m)}) - \lambda \left( \sum_{k=1}^{K} \pi_k - 1 \right)$. The partial derivative with respect to $\pi_k$ and $\lambda$ are:

$$\frac{\partial Q_{L1}}{\partial \pi_k} = \sum_{i=1}^{n} \frac{t_{ik}^{(m)}}{\pi_k} - \lambda$$

and

$$\frac{\partial Q_{L1}}{\partial \lambda} = \sum_{k=1}^{K} \pi_k - 1.$$

By canceling these expressions, we get:

$$\pi_k^{(m+1)} = \frac{\sum_{i=1}^{n} t_{ik}^{(m)}}{n}.$$

(A.1)
Estimation of $\beta_k$. Let

\[ Q_2(\theta | \theta^{(m)}) = \mathbb{E}(\ell_{c_2}(c, z, \theta) | c, \theta^{(m)}) = \sum_{i=1}^{n} \sum_{k=1}^{K} \left[ t_{ik}^{(m)} s_{ik}^{(m)} \log(\beta_k) + t_{ik}^{(m)} (1 - s_{ik}^{(m)}) \log(1 - \beta_k) \right]. \]

By differentiating $Q_2(\theta | \theta^{(m)})$ with respect to $\beta_k$, we have:

\[ \frac{Q_2(\theta | \theta^{(m)})}{\partial \beta_k} = 0 \iff \sum_{i=1}^{n} \left[ \frac{t_{ik}^{(m)} s_{ik}^{(m)}}{\beta_k} - \frac{t_{ik}^{(m)} (1 - s_{ik}^{(m)})}{1 - \beta_k} \right] = 0 \]

\[ \iff \beta_k^{(m+1)} = \frac{\sum_{i=1}^{n} t_{ik}^{(m)} s_{ik}^{(m)}}{\sum_{i=1}^{n} t_{ik}^{(m)}}. \quad \text{(A.2)} \]

Estimation of $\mu_k$. Since $g(c_i, \mu_k, \Sigma_k) = \frac{1}{(2\pi)^{\frac{D}{2}} |\Sigma_k|^\frac{1}{2}} \exp \{-\frac{1}{2}(c_i - \mu_k)^\top \Sigma_k^{-1} (c_i - \mu_k)\}$,

\[ \ell_{c_3}(c, z, v, \theta) = -\frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{n} \left[ B z_{ik} (1 - v_{ik}) \log \eta_k + z_{ik} \log |\Sigma_k| \right. \]

\[ + z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) (c_i - \mu_k)^\top \Sigma_k^{-1} (c_i - \mu_k) \left] - \frac{n}{2} B \log 2\pi. \]

The derivative with respect to $\mu_k$ is:

\[ \frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial \mu_k} = \sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) \frac{\partial}{\partial \mu_k} \left[ (c_i - \mu_k)^\top \Sigma_k^{-1} (c_i - \mu_k) \right] \]

\[ = \sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) 2(c_i - \mu_k)^\top \Sigma_k^{-1}. \]

Consequently,

\[ \frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial \mu_k} = 0 \iff \mu_k = \frac{1}{\sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right)} \sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) c_i. \]

Thereby,

\[ \mu_k^{(m+1)} = \frac{1}{\sum_{i=1}^{n} t_{ik}^{(m)} \left( s_{ik}^{(m)} + \frac{1 - s_{ik}^{(m)}}{\eta_k^{(m)}} \right)} \sum_{i=1}^{n} t_{ik}^{(m)} \left( s_{ik}^{(m)} + \frac{1 - s_{ik}^{(m)}}{\eta_k^{(m)}} \right) c_i. \quad \text{(A.3)} \]

Estimation of $Q_k$ and the parameters $a_{kl}$ and $b_k$
As in the previous section, let \( n_k \) be the number of curves which belong to the cluster \( k \), \( n_k = \sum_{i=1}^{n} z_{ik} \). Let also \( n_{kg} \) be the number of normal data in the cluster \( k \). That is, \( n_{kg} = \sum_{i=1}^{n} z_{ik} v_{ik} \). The number of abnormal data in the cluster \( k \) is \( n_k - n_{kg} = \sum_{i=1}^{n} z_{ik}(1-v_{ik}) \).

Recall that the covariance matrix \( \Sigma_k \) of the \( k^{th} \) cluster is defined by:

\[
\Sigma_k = W^{-\frac{1}{2}} Q_k R_k Q_k' W^{-\frac{1}{2}}.
\]

Since the matrices \( R_k, Q_k \) and \( W^{-\frac{1}{2}} \) are invertible, we can easily write

\[
\Sigma_k^{-1} = W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}}.
\]

As \(|\Sigma_k| = |W^{-\frac{1}{2}}||Q_k||R_k||Q_k'||W^{-\frac{1}{2}}| = |R_k||Q_k Q_k'||W|^{-1} = |R_k| = \prod_{i=1}^{d_k} a_{kl} \prod_{l=d_k+1}^{B} b_{k} \),

we get:

\[
\ell_{c_3}(c, z, v, \theta) = -\frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{n} \left[ B(n_k - n_{kg}) \log \eta_k + n_k \log \left( \prod_{l=1}^{d_k} a_{kl} \prod_{l=d_k+1}^{B} b_{k} \right) \right]
\]

\[
+z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) (c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right] - nB \log(2\pi). \quad (A.4)
\]

Since \((c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k)\) is a scalar,

\[
(c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) = \text{trace} \left( (c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right)
\]

\[
= \text{trace} \left( (c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right) \left( Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right) \right)
\]

\[
= \text{trace} \left( R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right) \left( (c_i - \mu_k)' W^{\frac{1}{2}} Q_k \right) \right).
\]

Plugging this expression into (A.4) leads to:

\[
\sum_{k=1}^{K} \sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) (c_i - \mu_k)' W^{\frac{1}{2}} Q_k R_k^{-1} Q_k' W^{\frac{1}{2}} (c_i - \mu_k) \right]
\]

\[
= \sum_{k=1}^{K} n_k \text{trace} \left[ R_k^{-1} Q_k' W^{\frac{1}{2}} \right) \left( \frac{1}{n_k} \sum_{i=1}^{n} z_{ik} (v_{ik} + \frac{1 - v_{ik}}{\eta_k} (c_i - \mu_k)' (c_i - \mu_k) \right) \left( W^{\frac{1}{2}} Q_k \right) \right].
\]

Denote

\[
H_k = \frac{1}{n_k} \left( \sum_{i=1}^{n} z_{ik} \left( v_{ik} + \frac{1 - v_{ik}}{\eta_k} \right) (c_i - \mu_k)' (c_i - \mu_k) \right).
\]
Hence \( \ell_{c3} \) can be written as:

\[
\ell_{c3}(\mathbf{c}, \mathbf{z}, \mathbf{v}, \theta) = -\frac{1}{2} \sum_{k=1}^{K} \left\{ B(n_k - n_k^q) \log \eta_k + n_k \left( \sum_{l=1}^{d_k} \log(a_{kl}) + \sum_{l=d_k+1}^{B} \log(b_k) \right) \\
+ n_k tr \left( R_k^{-1} Q_k W_k^2 H_k W_k^2 q_k \right) \right\} - \frac{n B}{2} \log(2\pi)
\]

\[
= -\frac{1}{2} \sum_{k=1}^{K} \left\{ B(n_k - n_k^q) \log \eta_k + n_k \left( \sum_{l=1}^{d_k} \log(a_{kl}) + \sum_{l=d_k+1}^{B} \log(b_k) \right) \\
+ n_k tr \left[ \sum_{l=1}^{d_k} \frac{q_{kl}^l W^2_k H_k W^2_k q_{kl}}{a_{kl}} + \sum_{l=d_k+1}^{B} \frac{q_{kl}' W^2_k H_k W^2_k q_{kl}}{b_k} \right] \right\} - \frac{n B}{2} \log(2\pi).
\]

Our objective is to maximize \( \ell_{c3} \) under the constraint \( q_{kl} q_{ku} = 0 \) if \( l \neq u \). It is equivalent to look for a saddle point of the Lagrange function:

\[
\mathcal{L}(\mathbf{c}, \mathbf{z}, \mathbf{v}, q_{kl}) = -2\ell_{c3}(\mathbf{c}, \mathbf{z}, \mathbf{v}, \theta) - \sum_{l=1}^{B} w_{kl} (q_{kl}' q_{kl} - 1). \quad (A.5)
\]

If we differentiate with respect to \( q_{kl} \), we obtain:

\[
\nabla_{q_{kl}} \mathcal{L}(\mathbf{c}, \mathbf{z}, \mathbf{v}, q_{kl}) = 2n_k \left[ \frac{W^2_k H_k W^2_k q_{kl}}{a_{kl}} + \frac{W^2_k H_k W^2_k q_{kl}}{b_k} \right] - 2w_{kl} q_{kl}
\]

\[
= 2n_k \frac{W^2_k H_k W^2_k q_{kl}}{\sigma_{kl}} - 2w_{kl} q_{kl} \quad \text{with} \quad \sigma_{kl} = \begin{cases} a_{kl} & \text{if } l = 1, \ldots, d_k, \\ b_k & \text{if } l = d_k + 1, \ldots, B. \end{cases}
\]

Thus, \( \nabla_{q_{kl}} \mathcal{L} = 0 \iff W^2_k H_k W^2_k q_{kl} = \frac{w_{kl} \sigma_{kl}}{n_k} q_{kl} \).

It results that \( q_{kl} \) is an eigenvector of \( W^2_k H_k W^2_k \). The associated eigenvalue is \( \lambda_{kl} = \frac{w_{kl} \sigma_{kl}}{n_k} \), which satisfies \( \lambda_{kl} = \sum_{l=1}^{d_k} \lambda_{kl} \). Additionally, \( q_{kl} q_{ku} = 0 \) if \( l \neq u \).

We also deduce from above that \( \text{trace}(W^2_k H_k W^2_k) = \sum_{l=1}^{B} \lambda_{kl} \), which implies that

\[
\sum_{l=d_k+1}^{B} \lambda_{kl} = \text{trace}(W^2_k H_k W^2_k) - \sum_{l=1}^{d_k} \lambda_{kl}. \quad (A.6)
\]

Maximizing \( \ell_{c3} \) with respect to \( q_{kl} \) is equivalent to minimizing \(-2\ell_{c3}\) with respect to \( q_{kl} \). Recall that

\[
-2\ell_{c3}(\mathbf{c}, \mathbf{z}, \mathbf{v}, \theta) = \sum_{k=1}^{K} \left\{ n_k \left( \sum_{l=1}^{d_k} \log(a_{kl}) + \sum_{l=d_k+1}^{B} \log(b_k) \right) + n_k \left[ \sum_{l=1}^{d_k} \frac{\lambda_{kl}}{a_{kl}} + \sum_{l=d_k+1}^{B} \frac{\lambda_{kl}}{b_k} \right] \right\} + S
\]
where $S$ does not depend of $(\lambda_{kl})$. Reporting expression [A.6] in equation above gives:

$$-2\ell_{c_3}(c, z, v, \theta) = \sum_{k=1}^{K} \left\{ n_k \left( d_k \sum_{l=1}^{d_k} \log(a_{kl}) + b_k \sum_{l=d_k+1}^{B} \log(b_{kl}) \right) + n_k \sum_{l=1}^{d_k} \lambda_{kl} \left( \frac{1}{a_{kl}} - \frac{1}{b_{kl}} \right) + \frac{n_k}{b_k} tr(W^\frac{1}{2}H_kW^\frac{1}{2}) \right\} + S.$$ 

Minimizing $-2\ell_{c_3}$ with respect to $q_{kl}$ is therefore equivalent to minimizing the quantity

$$\bar{\ell}_{c_3}(c, z, v, \theta) := d_k \sum_{l=1}^{d_k} \lambda_{kl} \left( \frac{1}{a_{kl}} - \frac{1}{b_{kl}} \right).$$

Remark that $\frac{1}{a_{kl}} - \frac{1}{b_{kl}} \leq 0$ (because $\forall l, a_{kl} \geq b_{kl}$). As a consequence, $\bar{\ell}_{c_3}$ is an decreasing function of $\lambda_{kl}$. So the $l$th column $q_{kl}$ of the orthogonal matrix $Q_k$ is estimated by the eigenfunction associated to the $l$th highest eigenvalue of $W^\frac{1}{2}H_kW^\frac{1}{2}$.

**Update of $a_{kl}$.** We first differentiate $\ell_{c_3}$ with respect to $a_{kl}$,

$$\frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial a_{kl}} = -\frac{n_k}{2a_{kl}} + \frac{n_k}{2} q'_{kl}W^\frac{1}{2}H_kW^\frac{1}{2}q_{kl},$$

Consequently,

$$\frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial a_{kl}} = 0 \iff a_{kl} = q'_{kl}W^\frac{1}{2}H_kW^\frac{1}{2}q_{kl}.$$ 

Finally, $a_{kl}^{(m+1)} = \lambda_{kl}^{(m)}$, where $\lambda_{kl}^{(m)} = q'_{kl}W^\frac{1}{2}H_k^{(m)}W^\frac{1}{2}q_{kl}$, and $\gamma_k^{(m)} = \sum_{i=1}^{n} t_{ik}^{(m)}$ (A.7)

**Update of $b_k$.** Similarly,

$$\frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial b_k} = -\frac{n_k}{2} \sum_{l=d_k+1}^{B} \frac{1}{b_k} + \frac{n_k}{2} \sum_{l=d_k+1}^{B} \frac{q'_{kl}W^\frac{1}{2}H_kW^\frac{1}{2}q_{kl}}{b_k^2}. $$

and thus,

$$\frac{\partial \ell_{c_3}(c, z, v, \theta)}{\partial b_k} = 0 \iff b_k = \frac{1}{B-d_k} \left( tr(W^\frac{1}{2}H_kW^\frac{1}{2}) - \sum_{l=1}^{d_k} \lambda_{kl} \right).$$

We obtain that $b_k^{(m+1)} = \frac{1}{B-d_k} \left( tr(W^\frac{1}{2}H_k^{(m)}W^\frac{1}{2}) - \sum_{l=1}^{d_k} \lambda_{kl}^{(m)} \right)$ (A.8)
Appendix A.2. Second maximization step (CM2)

At this step, we fix \( \theta_1 \) at \( \theta_1^{(m+1)} \) and we compute \( \theta^{(m+1)} \) as the value of \( \theta_2 \) that maximizes \( Q(\theta \mid \theta^{(m)}) \).

Let recall the expressions of \( \ell_{c3} \):

\[
\ell_{c3}(c, z, v, \theta) = K \sum_{k=1}^{K} \sum_{i=1}^{n} z_{ik} v_{ik} \log g(c_i, \mu_k, \Sigma_k) - \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{n} z_{ik} (1 - v_{ik}) \left[ B \log(2\pi) + \log |\Sigma_k| \right] - \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{n} z_{ik} (1 - v_{ik}) \left[ B \log(\eta_k) + \eta_k^{-1}(c_i - \mu_k)'\Sigma_k^{-1}(c_i - \mu_k) \right].
\]

By differentiating the expression \( \ell_{c3} \) with respect to \( \eta_k \), we have:

\[
\frac{\partial \ell_{c3}(c, z, v, \theta)}{\partial \eta_k} = -\frac{B}{\eta_k} \sum_{i=1}^{n} z_{ik}(1 - v_{ik}) + \frac{1}{\eta_k^2} \sum_{i=1}^{n} z_{ik}(1 - v_{ik})(c_i - \mu_k)'\Sigma_k^{-1}(c_i - \mu_k).
\]

We deduce that

\[
\frac{\partial \ell_{c3}}{\partial \eta_k} = 0 \iff \eta_k = \frac{\sum_{i=1}^{n} z_{ik}(1 - v_{ik})(c_i - \mu_k)'\Sigma_k^{-1}(c_i - \mu_k)}{B \sum_{i=1}^{n} z_{ik}(1 - v_{ik})}.
\]

Since \( \eta_k > 1 \), we rather set

\[
\eta_k^{(m+1)} = \max \left\{ 1, \frac{\sum_{i=1}^{n} t_{ik}^{(m)}(1 - q_{ik}^{(m)})(c_i - \mu_k^{(m+1)})'\Sigma_k^{-1(m+1)}(c_i - \mu_k^{(m+1)})}{B(\gamma_k^{(m)} - \gamma_{k_0}^{(m)})} \right\}. \tag{A.9}
\]
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