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Abstract

We tackle the tasks of image and text retrieval using a dual-encoder model in which images and text are encoded independently. This model has attracted attention as an approach that enables efficient offline inferences by connecting both vision and language in the same semantic space. However, whether an image encoder as part of a dual-encoder model can interpret scene-text, i.e., the textual information in images, is unclear. We propose pre-training methods that encourage a joint understanding of the scene-text and surrounding visual information. The experimental results demonstrate that our methods improve the retrieval performances of the dual-encoder models.

1 Introduction

When pre-trained on a large-scale corpus of image and text pairs, vision and language models can obtain effective multi-modal representations that bridge the semantic gap between visual and textual information. In general, two approaches are used: 1) the cross-encoder approach, in which textual and visual information are jointly fed into a single Transformer-based model (Vaswani et al., 2017), and 2) the dual-encoder approach, in which the textual and visual information are independently fed into two modality-specific encoders. Cross-encoder models use cross-modal attention, which facilitates the interpretation of the different modalities. However, such models are not suitable for image retrieval and other tasks requiring fast and large-scale inferences (Miech et al., 2021; Luan et al., 2021). In contrast, dual-encoder models can make quick inferences, but their interpretation of concomitant modalities is insufficient; in particular, such models have difficulty jointly interpreting scene-text and the surrounding visual information.

Given the above background, this paper investigates the effectiveness of incorporating scene-text into a dual-encoder. The contributions of this study are as follows. 1) We introduce pre-training methods for a dual-encoder to facilitate a joint interpretation of the textual information in the images and surrounding visual information (Figure 1). The performance of the model is then evaluated for image and text retrieval tasks. 2) We experimentally show that, similar to cross-encoder approaches, the joint scene-text and semantic representations improve the retrieval performance of the dual-encoder.

2 Related Work

To make sense of visual and textual semantics, recent studies concerning vision and language pre-training, such as image captioning and text-aware VQA (Singh et al., 2019; Biten et al., 2019; Mishra et al., 2019; Mathew et al., 2021), incorporate concomitant textual information, such as scene-text and object tags, in terms of regions-of-interest to
enable cross-modal interactions using self-attention in a Transformer-based model (cross-encoder) (Hu et al., 2020; Li et al., 2020; Yang et al., 2021; Tanaka et al., 2021; Biten et al., 2021). However, cross-encoders are not suitable for image retrieval or other tasks requiring fast and large-scale inferences. Although cross-encoder models typically allow expressive token-wise interactions for an input pair of a query and retrieval target, the similarity score cannot be decomposed and is not indexable (Miech et al., 2021; Luan et al., 2021). Therefore, such models are impractical for application in tasks with many queries requiring quick responses, such as retrieval tasks.

In contrast, dual-encoder approaches (Sun et al., 2021; Alec et al., 2021; Jia et al., 2021; Yao et al., 2021) can successfully perform downstream tasks, enabling efficient offline inferences of all pre-encoded image and text embeddings. However, the effectiveness of incorporating concomitant modalities, such as scene-text, in dual-encoder models has not been thoroughly investigated or demonstrated in the community.

3 Scene-Text Aware Dual-Encoder

This paper proposes the incorporation of textual information in images into the dual-encoder architecture. We build our method based on the LightningDOT (Sun et al., 2021) framework, a cutting-edge dual-encoder that encodes both object-wise and token-wise representations. We first briefly introduce LightningDOT in its current use. We then describe the proposed method, including the learning objectives, to incorporate the textual information in the images into the image encoder.

3.1 LightningDOT

LightningDOT outputs a visual feature $V$ and a textual feature $W$ \(^{1}\). To obtain a visual feature, LightningDOT first extracts multiple objects from an input image using a pre-trained object detector based on Faster R-CNN (Anderson et al., 2018). The obtained visual feature $V$ is a list of vectors, namely, $V = (v_{1}, \ldots, v_{J})$, where $J$ is the number of extracted objects and $v_{CLS}$ is the vector for a special object “CLS.” Similarly, the textual feature is a list of vectors $W = (w_{1}, \ldots, w_{J})$, where $J$ is the number of tokens in a given caption and $w_{CLS}$ is the vector for a special token “CLS.”

LightningDOT attempts three pre-training objectives: (1) visual-embedding fused masked language modeling (VMLM), (2) semantic-embedding fused masked region modeling (SMRM), and (3) cross-modal retrieval (CMR). Both VMLM and SMRM predict masked tokens from their surrounding context. Let $M$ represent a set of mask indices. $W_{\setminus M}$ denotes $W$ after substituting all $m$-th vectors of $m \in M$ in $W$ with the special vector assigned to the [MASK] token. Similarly, $V_{\setminus M}$ is $V$ after substituting the $m$-th indices of all $m \in M$ with the [MASK] vector\(^{2}\). The training objectives of VMLM and SMRM are formulated as follows:

$$
\mathcal{L}_{\theta}^{(VMLM)}(m, M) = \frac{1}{|M|} \sum_{m \in M} \mathcal{L}_{\theta}^{(VMLM)}(m, M).
$$

Here, the mask index for the caption feature $M_{w}$ lies in the range of $2, \ldots, J + 1$ because an index of 1 corresponds to $w_{CLS}$, which is not masked. The VMLM objective $\mathcal{L}_{\theta}^{(VMLM)}(M_{w})$ can then be written by substituting $\mathcal{L}_{\theta}^{(VMLM)}(m, M)$ into Eq. 1 with

$$
\mathcal{L}_{\theta}^{(VMLM)}(m, M_{w}) = \ell_{\theta}(w_{m}|W_{\setminus M_{w}}, v_{CLS}),
$$

where $\ell_{\theta}(\cdot) = -\log(P_{\theta}(\cdot))$. Similarly, the SMRM objective $\mathcal{L}_{\theta}^{(SMRM)}(M_{w})$ can be obtained with

$$
\mathcal{L}_{\theta}^{(SMRM)}(m, M_{w}) = D_{\theta}(w_{m}|V_{\setminus M_{w}}, v_{CLS})
$$

where $M_{w} = \{2, \ldots, J + 1\}$ and $D_{\theta}$ is any differentiable distance function\(^{3}\).

The CMR task leverages the paired semantics between the visual and textual representations. Specifically, the similarity (obtained by calculating the inner product $\text{sim}(w_{CLS}, v_{CLS}) = w_{CLS} \cdot v_{CLS}$) is optimized to promote pair matching in batch negative sampling. The details of CMR are omitted here because this objective is not related to the presented extensions of the proposed method.\(^{4}\)

3.2 LightningDOT with scene-text

To obtain scene-text features from images, we apply an optical character recognition (OCR) system to each input image. Each token in the sentence obtained by OCR is then converted to a $d_{c}$-dimensional token embedding (“Text Emb” in Figure 1). Let $s_{k}$ be the embeddings corresponding to

\(^{1}\)See Appendix A for additional details of LightningDOT.

\(^{2}\)The [MASK] for the visual feature is the zero vector.

\(^{3}\)The goal of the model prediction is to reconstruct the masked features themselves (masked region feature regression) or their object class (masked region classification with the Kullback–Leibler divergence).

\(^{4}\)Appendix A.2 for additional details concerning CMR.
the \( k \)-th token in the scene-text, and let \( K \) denote the number of tokens in the scene-text. We then modify and redefine the visual feature \( V \) as the concatenation of the visual features explained in Section 3.1 and the textual features \( s_k \) in the images, that is, \( V = (v_{\text{CLS}}, v_1, \ldots, v_I, v_{\text{SEP}}, s_1, \ldots, s_K) \), where \( v_{\text{SEP}} \) is a vector of separators.

3.3 Masked scene-text modeling (MSM)

This section proposes masked scene-text modeling (MSM) for training the scene-text features. We extended VMLM such that the mask prediction is applied directly to the scene-text. By masking only the textual information in the scene-text, the model can read the scene-text from the surrounding visual information. Let \( M_s = \{I + 2, \ldots, I + K + 2\} \). \( M_s \) is the mask for the scene-text.\(^5\) Similar to the SMRM objective, the MSM objective \( \mathcal{L}^{(\text{MSM})}_\theta(m, M_s) \) can be obtained via Eq. 1 by substituting \( \mathcal{L}^{(\text{SMRM})}_\theta(m, M) \) with

\[
\mathcal{L}^{(\text{MSM})}_\theta(m, M_s) = \ell_\theta(s_m | V_{\lambda, M_s}, w_{\text{CLS}}). \quad (4)
\]

3.4 Cross-modal VMLM (co-mask)

Inspired by Alexis and Guillaume (2019); Zhou et al. (2021), we also propose a cross-modal co-masking strategy (co-mask) that leverages the cross-modal correspondence. Following the same strategy as VMLM, we randomly replace a token from a caption and then simultaneously replace the duplicated token from the scene-text in \([\text{MASK}]\) to promote cross-modal relationships. When at least one paired token exists between a caption and a scene-text and is outside the targets for masking, we randomly select one masked token and switch the masking target to the paired token. While both VMLM and MSM promote multi-modal relationships between the textual information in the images and a caption describing the scene image, the “co-mask” promotes textual semantic alignment to leverage cross-modal relationships.

4 Experiments

We designed experiments to investigate the effectiveness of incorporating the scene-text as an additional feature for visual features in image and text retrieval tasks.

\(^5\)The index for the scene-text starts at \( I + 2 \) because we redefine \( V = (v_{\text{CLS}}, v_1, \ldots, v_I, v_{\text{SEP}}, s_1, \ldots, s_K) \).

4.1 Experimental setup

Dataset As the training and evaluation dataset, we selected TextCaps (Sidorov et al., 2020) because it provides “caption,” “image,” and “scene-text”\(^6\) triples. TextCaps includes 22,953 images and 109,764 captions on training set, and 3,166 images and 15,830 captions on development set. Each image is described by five human-annotated captions. Textual information in an image context can be correctly extracted from the TextCaps data because 96.9% of the images and 81.3% of the captions contain scene-text.

Base model Following Sun et al. (2021), we used BERT (Devlin et al., 2019) as the text encoder and UNITER (Yen-Chun et al., 2020) as the image encoder. Note that we used UNITER as the image encoder only, not as the cross-encoder, although it can also simultaneously model text. This is because the inference speed of UNITER, as reported by Sun et al. (2021), is too slow for practical use in retrieval tasks.\(^7\) In our setting, we employed the dual-encoder to model captions and images. However, the scene-text was concatenated with the visual features and input to the image encoder because this text is part of the visual information. The scene-text vocabulary of the image encoder was initialized with that of the text encoder.

Pre-training setting To pre-train LightningDOT with four tasks, MSM, CMR, VMLM (with co-mask), and SMRM, we randomly sampled one task for each mini-batch with \( 1 : 2 : 1 : 1 \) weightings\(^8\) for 300,000 optimization steps.\(^9\)

Conventional models To reveal the effectiveness of the proposed method, we compared its retrieval performance with those of the SCAN (Lee et al., 2018), VSRN (Li et al., 2019), and STARNet (Mafla et al., 2021) models, which were tested by Mafla et al. (2021). All models were trained on TextCaps and evaluated on its development set. We compared STARNet as a baseline for modeling the interaction among scene text, visual objects, and captions. The difference from the proposed method

\(^6\)To obtaining the scene-text using OCR, Sidorov et al. (2020) employed Rosetta-en (Borisuyk et al., 2018).

\(^7\)In an identical setting, the inference speed of LightningDOT is \(639x\) faster than that of UNITER on the Flickr30k (Plummer et al., 2015) test set, in which the retrieval target includes 1K images.

\(^8\)SMRM was divided into MRFR and MRC-kl tasks. These weights were allocated with a ratio of \( 1 : 1 \).

\(^9\)Appendix A.3 describes the implementation details.
Table 1: Results of the image (IR) and text retrieval (TR) performances with recall@k on the TextCaps development set. We extended LightningDOT to input scene-text (w/ ST). In addition, we evaluated our proposed method with the co-mask and MSM.

| modality         | model     | IR@k   | TR@k   |
|------------------|-----------|--------|--------|
|                  | k = 1     | k = 5  | k = 10 | k = 1  | k = 5  | k = 10 |
| VSRN             | w/ CLS    | 9.5    | 26.2   | 37.2   | 14.3   | 34.9   | 46.2   |
| SCAN             | w/ CLS    | 14.1   | 37.6   | 52.1   | 23.2   | 50.5   | 63.5   |
| STARNet          | w/ CLS    | 19.8   | 40.1   | 51.6   | 28.7   | 53.7   | 65.1   |
| LightningDOT     | w/ ST     | 16.6   | 36.0   | 46.2   | 21.3   | 43.6   | 54.5   |
| w/ ST+co-mask    |           | 39.4   | 61.6   | 70.2   | 52.3   | 74.8   | 82.2   |
| w/ ST+MSM        |           | 40.5   | 63.0   | 71.1   | 52.9   | 76.4   | 83.2   |
| IMG+ST           | w/ ST     | 11.6   | 28.2   | 37.9   | 14.1   | 31.5   | 41.6   |
| +co-mask         |           | 13.3   | 31.5   | 42.1   | 16.0   | 34.1   | 45.3   |
| +MSM             |           | 11.7   | 29.1   | 39.3   | 13.8   | 32.0   | 41.6   |
| IMG              | w/ ST     | 38.7   | 60.4   | 68.4   | 14.1   | 31.3   | 41.6   |
| +co-mask         |           | 39.4   | 61.6   | 70.2   | 52.3   | 74.8   | 82.2   |
| +MSM             |           | 40.5   | 63.0   | 71.1   | 52.9   | 76.4   | 83.2   |
| ST               | w/ ST     | 0.0    | 0.1    | 0.3    | 0.5    | 15.4   | 24.7   |
| +co-mask         |           | 0.0    | 0.2    | 0.4    | 12.9   | 28.8   | 37.9   |
| +MSM             |           | 16.7   | 31.4   | 37.8   | 16.1   | 33.3   | 42.0   |

Table 2: Ablation study on selecting visual modalities. The “modality” indicates the input for the image encoder, which is used as the retrieval target in image retrieval (IR) and as the query in text retrieval (TR).

is that STARNet is trained by using the triplet ranking loss. Moreover, the final visual representations are obtained via a dot product following a graph convolutional network (Kipf and Welling, 2017) on scene-text and visual objects.

**Inference** The visual and textual embeddings $(v_{CLS}, w_{CLS})$ from the development set were independently indexed using FAISS (Johnson et al., 2021). We then conducted an exact maximum inner product search (IndexFlatIP) for each query embedding, that is, for each $w_{CLS}$ in the image retrieval (IR) and each $v_{CLS}$ in the text retrieval (TR). The image retrieval (IR@k) and text retrieval (TR@k) tasks were evaluated in terms of the recall at k.

### 4.2 Retrieval results

Table 1 shows the retrieval performances of the tested methods on the TextCaps development set. In our experimental setting, the baseline LightningDOT model consistently delivered an inferior performance compared with that of STARNet. After considering scene-text (w/ ST), the performances in both the IR and TR settings were significantly improved and surpassed that of STARNet. Our proposal, which incorporates the co-mask (w/ ST+co-mask) and the MSM objective (w/ ST+MSM), further improved the retrieval performance. These observations indicate that modeling the scene-text directly is effective for modeling visual information that enhances semantic affinities with captions.

### 4.3 Ablation study on visual modalities

To investigate whether the image encoder can interpret the joint visual information in scene-text and object regions, we evaluated the retrieval performance by excluding one of the modalities. When the object regions or the scene-text alone was input into the image encoder, the retrieval performance was significantly reduced in the TR and IR settings (see Table 2). The cross-modal masking strategy (w/ ST+co-mask) improved the modeling compared with that of the scene-text strategy (w/ ST) on both modalities but was especially effective in the object regions. MSM (w/ ST+MSM) for multi-modal optimization improved the modeling of the scene-text but had a small effect on the images. These results suggest the necessity of modeling not only joint representations of visual and textual semantics in images but also fine-grained cross-modal relationships in future work.

### 4.4 Benefit of duplicated tokens

Here, we define the term **duplicated token** as a token that appears both in the caption and in the scene-text. To investigate whether the retrieval model leverages cross-modal relationships, we focus on the duplicated tokens because we will obtain a higher performance if such tokens share an adequate amount of information. For example, given a query that includes “Coca-Cola,” the model was able to leverage the modality of the scene-text when retrieving an image of a can or a bottle that was labeled not as “Pepsi” but as “Coca-Cola.” We evaluated the retrieval performance via accuracy@k on the development set in TextCaps (Sidorov et al., 2020) versus the number of duplicated tokens.

---

10The output of the scene-text and visual objects are fed into the average pooling layer and gated recurrent unit (Cho et al., 2014), respectively.

11https://spacy.io/

12Their part of speech tags are in “ADJ,” “ADV,” “NOUN,” “PROPN,” and “VERB”.
because the scene-text detected by an OCR system contains a large number of false positive tokens.

From Table 3, we can see that the retrieval performance in TR is proportional to the number of duplicated tokens. This indicates that duplicated tokens are one of the factors that enhance the semantic affinity between a caption and the scene-text. In the IR setting, conversely, the retrieval performance does not depend on the number of duplicated tokens when the objectives are “w/ ST” and “w/ ST+co-mask.” However, when using the MSM objective, the retrieval performance in IR is degraded depending on the number of duplicated tokens. According to these results, the performance gap is the result of differences in the modality of the retrieval target (textual or visual semantics) and in the inclusion of informative tokens between the scene-text and caption.

4.5 Effectiveness of multilingual text encoder

Modeling scene-text is not so easy; we have to essentially deal with various languages since they depend on where the picture was taken and where the product was made in scene-text (Chen et al., 2021). Recently, Biten et al. (2021) pre-trained a model on a large text corpus and reported the robustness of their model with respect to the OCR errors. We also investigated the model performance with multilingual (mul) BERT (Devlin et al., 2019) as the text encoder in the baseline LightningDOT and LightningDOT with MSM settings. Note that the vocabulary size (119,547) of the multilingual BERT is approximately four times as large as that of its monolingual counterpart (28,996).

Compared with the monolingual encoder, the multilingual encoder increased the retrieval performance in the baseline method (LightningDOT) but degraded the performance when using the scene-text (w/ ST+MSM). In the multilingual setting, the LightningDOT baseline could model the joint representations well because the pre-training corpus size and token fertility between the multilingual and monolingual BERT were nearly the same (Rust et al., 2021). In contrast, the degradation resulting from using scene-text in the multilingual setting indicates that scene-text may still be underrepresented or that false positive tokens due to OCR errors may harm the model. A better usage of multilingual BERT in scene-text needs to be explored in future work.

5 Conclusion

We proposed a framework that incorporates the textual information in images into the dual-encoder architecture. An evaluation on the TextCaps dataset confirmed that modeling the scene-text-aware cross-modal relationships benefited the dual-encoder architecture. In future research, we will attempt a more robust exploration of scene-text modeling (Singh et al., 2021; Wang et al., 2021b,a).
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A Detailed Explanation of LightningDOT

A.1 Input tokens for the image encoder

As mentioned in Section 3.1, LightningDOT (Sun et al., 2021) first extracts multiple object regions from an input image using a pre-trained object detector based on Faster R-CNN (Anderson et al., 2018). Let $I$ represent the number of extracted objects. In fact, the object detector provides two features: object regions and their locational features. From these features, “Image Emb” (Figure 1) regenerates the input features to the image encoder. Specifically, an object feature and its locational feature are projected into the same $d_v$-dimensional space using an independent fully connected layer and then their embeddings are summed and finally fed into the normalization layer. By this means, input features $O$ for object regions can be obtained, that is, $O = (o_1, ..., o_I)$.

The proposed method described in Section 3.2 also extracts multiple tokens of scene-text from an input image using an OCR system (Rosettaen (Borisyuk et al., 2018)). Let $K$ represent the number of tokenized tokens for the scene-text. In addition, we apply positional indices to each token instead of the locational features. Similar to “Image Emb,” the input feature of the scene-text is obtained by “Text Emb” (Figure 1). Specifically, a scene-text token and its positional index are looked up in their $d_t$-dimensional embeddings and then their embeddings are summed and finally fed into the normalization layer. By this means, the input features $T$ for the scene-text tokens can be obtained, that is, $T = (t_1, ..., t_K)$.

We denote an image encoder as $f_{\theta_e}$. In the baseline setting, the image encoder encodes $V = f_{\theta_e}(v_{CLS}, o_1, ..., o_I)$, where $v_{CLS}$ is a special object “CLS.” In our setting of a scene-text aware framework, the image encoder encodes $V = f_{\theta_e}(v_{CLS}, o_1, ..., o_I, v_{SEP}, t_1, ..., t_K)$, where $v_{SEP}$ is a special object “SEP.”

A.2 Cross modal retrieval

Cross modal retrieval (CMR) is a task leveraging the paired semantics between the visual and textual representations. Specifically, the similarity according to the inner product $\text{sim}(w_{CLS}, v_{CLS}) = w_{CLS} \cdot v_{CLS}$ is optimized to promote a matched pair and vice versa with in-batch negative sampling$^{15}$:

$$L^{(CMR)}(B) = \frac{1}{2B} \sum_{b=1}^{B} L^{(TR)}(b) + L^{(IR)}(b) \quad (5)$$

$$L^{(TR)}(b) = -\log \left( \frac{e^{\text{sim}(w^b_{CLS}, u^b_{CLS})}}{\sum_{j=1}^{B} e^{\text{sim}(w^b_{CLS}, u^j_{CLS})}} \right) \quad (6)$$

$$L^{(IR)}(b) = -\log \left( \frac{e^{\text{sim}(w^b_{CLS}, v^b_{CLS})}}{\sum_{j=1}^{B} e^{\text{sim}(w^j_{CLS}, v^b_{CLS})}} \right) \quad (7)$$

where $B$ is the number of instances in a single (mini-)batch during the training process.

A.3 Implementation details

The model dimensions of both encoders are set to 12 Transformer layers, 768 hidden dimensions, and 12 attention heads. In our masking strategy, following Devlin et al. (2019), we decomposed 15% of the total input tokens into 80% [MASK], 10% random tokens, and 10% unchanged. We used AdamW (Loshchilov and Hutter, 2019) as the optimizer for pre-training with $\beta_1 = 0.9$ and $\beta_2 = 0.98$ and set the learning rate to $5e-5$. We adopted a linear learning rate warmup strategy, where the learning rate was linearly increased during the first 10,000 training steps, followed by a linear decay to 0. We set the L2 weight decay to 0.01. We set the batch size to 406 per GPU with six accumulation steps.

A.4 Qualitative examples

In this section, we show several qualitative results of the top-5 image retrievals using the TextCaps development set (Sidorov et al., 2020). We compare two models, “LightningDOT” and “LightningDOT w/ST+MSM,” which showed the best scores in Table 1. Figure 2 and 3 show true positive examples when employing the MSM objective with the scene-text. The results indicate that both models can retrieve similar images given the entity level information and that the model using the MSM objective retrieved appropriate images, including the scene-text of “Voll-Damnn” (Figure 2b) and “Sibelius Symphonies from Minnesota Orchestra” (Figure 3b). Figure 4 shows true negative examples. In the case when it is necessary to achieve reading comprehension, our proposed method does not work well. For a more robust and fine-grained comprehension, we need to consider the geometrical relationships between multiple scene-texts (Wang

---

$^{15}$Each locational feature consists of seven-dimensional vectors: normalized top, left, bottom, and right coordinates, width, height, and area.
et al., 2021b), as well as a pre-training framework with a large-scale text corpus (Biten et al., 2021), in future work.
Figure 2: Top-5 retrieval images from the query “A glass bottle and glass of Voll-Damm beer.” The ground truth is indicated by the green rectangle. The number in parentheses indicates the ranking index of the retrieval result for the positive image.

Figure 3: Top-5 retrieval images from the query “The music book cover with Sibelius Symphonies from Minnesota Orchestra.” The ground truth is indicated by the green rectangle. The number in parentheses indicates the ranking index of the retrieval result for the positive image.
Figure 4: Top-5 retrieval images from the query “Open book on a page that says the young man dried up his tears.”
The number in parentheses indicates the ranking index of the retrieval result for the positive image.