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Abstract—To enrich the functionalities of traditional cameras, light field cameras record both the intensity and direction of light rays, so that images can be rendered with user-defined camera parameters via computations. The added capability and flexibility are gained at the cost of gathering typically more than 100× greater amount of information than conventional images. To cope with this issue, several light field compression schemes have been introduced. However, their ways of exploiting correlations of multidimensional light field data are complex and are hence not suited for inexpensive light field cameras. In this work, we propose a novel $\ell_{\infty}$-constrained light-field image compression system that has a very low-complexity DPCM encoder and a CNN-based deep decoder. Targeting high-fidelity reconstruction, the CNN decoder capitalizes on the $\ell_{\infty}$-constraint and light field properties to remove the compression artifacts and achieves significantly better performance than existing state-of-the-art $\ell_{2}$-based light field compression methods.

Index Terms—Light field decorrelation, high fidelity compression, $\ell_{\infty}$-constrained encoding, deep soft decoding, compression artifacts removal.

I. INTRODUCTION

The term light field refers to a set of light rays. Capturing a light field instead of an image of a scene offers several post-capture possibilities, such as refocusing, aperture adjustment, view-point shifting, etc. [1]. A light ray in a light field can be parameterized by its interaction with two parallel planes, i.e., camera plane and image plane. Hence, it can be represented in a 4D format as $L(s, t, u, v)$, i.e., its intersection with the camera plane as its angular coordinates $(s, t)$, while intersection with the image plane as spatial coordinates $(u, v)$. In practical design, these coordinates can be recorded only at a fixed number of locations. In the camera plane, the number of intersection points determines the angular resolution, whereas the intersection points on the image plane determine spatial resolution.

A consumer-graded light field camera, Lytro Illum [2], is based on plenoptic camera design, that places a micro-lens array in front of a photosensor in a traditional camera setup to record a scene from different perspectives. This camera design shares the photosensor’s capacity to accommodate spatial and angular resolutions. A rectified light field obtained using this camera consumes as much as $\sim$175MB of storage space. However, due to the thin-baseline between intermediate perspectives, strong correlations exist among different views. [3]

To exploit the inter-view statistical redundancies, numerous compression schemes (lossy or lossless) have been developed for plenoptic light field image compression. Depending on the application, either lossless or lossy compression mode can be adopted. Most of the compression schemes are designed to operate on the rectified light field rather than raw lenslet captures from the plenoptic cameras [4].

For lossy compression of light field images, the earlier works simply utilized the advanced video codecs such as HEVC. The light field is presented to the HEVC encoder as a pseudo video sequence [4, 5, 6]. Recently, the JPEG committee initiated JPEG-Pleno to standardize the advances in this field. They provide two coding tools as standard schemes for light field compression [1], one based on 4D DCT (MuLE) [8] and the another on 4D prediction (WaSP) [9]. To fully exploit correlations in light field signals for compression gains, the mainstream lossy methods employ a heavy-duty encoder, such as the ones reported in [3]. To reduce the encoding complexity, a few distributed light field coding schemes at the cost of high decoder complexity have been recently proposed [10, 11, 12].

Lossless compression of light fields is a more challenging task as the design objective becomes the exact reconstruction while approaching the entropy bound. Due to the 4D nature of light fields, completely removing statistical redundancies in complex structures incurs a very high computational cost at the encoder side [13, 14, 15]. Such a heavy-duty encoder cannot be afforded by inexpensive light field cameras and is not suited for real-time applications. In addition to high encoder complexity, strictly lossless coding of light fields only offers quite limited savings of storage and bandwidth due to the entropy bound.

To overcome the above weaknesses, we propose a novel asymmetric light-field image compression system consisting of a low-complexity $\ell_{\infty}$-constrained DPCM encoder and a CNN-based deep decoder. The $\ell_{\infty}$-constrained (a.k.a., near-lossless) coding is a strategy to break the barrier of the source entropy while maintaining high data fidelity [16]. It allows the reconstruction error but imposes a tight $\ell_{\infty}$ bound $\tau$, i.e., the value of each decompressed pixel does not differ from its original value by more than a user-specified bound $\tau$. The CNN deep decoder capitalizes on the known error bound $\tau$ and the 4D light field structures to remove the compression artifacts; this decoder network, denoted by $\ell_{\infty}^{d}$DNet, is the main contribution of this work. The $\ell_{\infty}^{d}$DNet combines the best of $\ell_{\infty}$ and $\ell_{2}$ distortion metrics and achieves significantly better $\ell_{2}$ performance than existing state-of-the-art light field compression methods, while ensuring a reconstruction error bound of $2\tau$ for every sample.

The design principle of the proposed $\ell_{\infty}^{d}$DNet based light field coding system is similar to that of distributed source
coding. Highly correlated signal components of light field are encoded separately instead of jointly; the unexploited statistical redundancies are removed by a more sophisticated decoder to achieve good rate-distortion performance. The purpose of the $\ell_4^d$DNet deep decoder is to solve the inverse problem of estimating the latent original light field from an $\ell_\infty$-compressed light field. Although $\ell_4^d$DNet is a heavy-duty decoder, it is coupled with a streamlined real-time encoder; hence the system is suited for low-cost light field cameras.

The remainder of this paper is organized as follows. In Section II we review related work on deep decompression of near-lossless images and light field refinement techniques. In Section III after introducing necessary notations, we give an overview of the $\ell_\infty^d$DNet based light field compression system. Section IV presents and explains the architecture of $\ell_\infty^d$DNet and the deep decompression process. Section V analyzes the performance of the $\ell_\infty^d$DNet deep decoder against the state-of-the-art light field compression schemes; also, the performance of $\ell_4^d$DNet is compared with those of alternate network architectures for deep light field decompression. Finally, the paper is concluded in Section VII.

II. BACKGROUND AND RELEVANT WORK

Although there are several methods for removing compression artifacts of images and videos [17], almost none of them is optimized for light fields. To the best of the author’s knowledge, the problem of compression artifacts removal in the context of light fields, let alone from $\ell_\infty$-constrained compressed light field, has not been addressed explicitly. In this section, we give a brief review of literature on topics related to this work, through which we also provide necessary background information for readers to better follow our technical development in subsequent sections.

A. Restoration of near-lossless coded images

Traditional methods for $\ell_\infty$ near-lossless image compression can be classified into two categories:

1) Pre-quantization: Quantizing pixel values according to the $\ell_\infty$ error bound, and then losslessly compressing the pre-quantized pixels, e.g., near-lossless WebP [18].

2) Predictive coding: predicting current pixels based on previously compressed pixels, then quantizing the prediction residuals to satisfy the $\ell_\infty$ error bound, and finally encoding the quantized prediction residuals, e.g., [19], [20], near-lossless JPEG-LS [21] and near-lossless CALIC [16].

To improve the $\ell_2$ performance of $\ell_\infty$ image codecs such as near-lossless CALIC, Zhou et al. [22] proposed a soft decoding process. It is formulated as an image restoration task and the solution is based on the context modeling of the quantization errors while maintaining a strict error-bound. Chuah et al. replaced the uniform quantizer of near-lossless CALIC by a set of context-based $\ell_2$-optimized quantizers [23], with a goal of minimizing $\ell_2$ distortions and entropy while remaining within a strict error bound. Li et al. [24] improved the performance through sparsity-driven restoration utilizing a combination of $\ell_1$ and $\ell_2$ losses while restricting the range to a tight error bound. Zhang et al. [17] utilized a soft-decompression network (SDNet) to improve the $\ell_2$ performance based on a learning model of natural images through the encoder-decoder network architecture while restricting the range of the output using truncated activation.

Recently, Bai et al. [25] proposed a pure-CNN method of $\ell_\infty$-constrained near-lossless image compression by jointly learning lossy image and residual compression.

B. Light field restoration

Compression artifacts removal is a special case of restoration. Apart from compression there are other degradation causes in light fields generated using view synthesis operation, including noises, insufficient sampling, etc. In [26], an intermediate light field is synthesized using a single image by disparity map learning for a specific type of content i.e. flowers. The intermediate light field is further refined by utilizing a 3D CNN to model occlusion and non-Lambertian surfaces. In [27], a detail restoration network is used to restore high-frequency details in the light field using epipolar plane image representation. Yeung et al. [29] uses a two-stage process, namely view synthesis and view refinement networks, for light field reconstruction using four corner views. To efficiently exploit 4D light field structures a sequence of Spatial-Angular Separable (SAS) convolutions is used in the view synthesis network, whereas a set of 4D convolutions is used to generate a refined light field. In [30], Jin et al. incorporated SAS convolution to improve the refinement process of a view synthesis network. In [31], Gul et al. utilizes an attention-based network (CBAM) to precisely estimate occluded and reflective features in the light field refinement process.

The task of light field super-resolution can also be viewed as a way to restore a high-resolution light field by incorporating high-frequency details that are removed due to down-sampling. In [32], the high-resolution light field is obtained in two stages. The first step individually upsamples each view based on the natural image property using a very deep CNN. The second stage exploits inter-view correlation to further improve the resolution. SAS convolution is used again in [33], this time to improve light field spatial resolution.

In summary a few common choices of network architectures to model light field structures are published, i.e. SAS or 4D convolutions. However, these architectures are unable to accurately model the light field structure either due to insufficient information flow between the low dimensional spaces as in SAS or inadequate network depth required to efficiently exploit the 4D light field structure using 4D convolutions. For this reason, we propose an alternative network architecture $\ell_4^d$DNet, which can efficiently model the overall light field structure relying on the learned 2D models of low-dimensional light field representations. In this context, the learned models of these representations independently detect the compression artifacts in the light field structure. Based on the reliability of a 2D model for a local 4D region/pixel, the weighting network in $\ell_4^d$DNet assigns the contribution of these models to compensate the compression artifacts.
A. Light field notation

Light field \( \mathcal{L}(s, t, u, v) \) is a 4D dataset composed of two orthogonal components for each of the angular \((s, t)\) and the spatial \((u, v)\) dimensions, where \( s \) and \( t \) being the vertical components, while \( u \) and \( v \) are the horizontal components of these dimensions. Grouping two sub-spaces of the 4D dimensions in different combinations creates four different light field representations, as shown in Fig. 2. A regular 2D image representation, commonly known as Sub-Aperture Image (SAI), is originated by indexing angular dimensions \((s, t)\). Another representation is Epipolar Plane Image (EPI), which is formed by gathering parallel components of spatial and angular dimensions. For instance, a vertical-EPI (EPI-V) representation can be obtained by fixing the angular coordinate \( t \) and the spatial coordinate \( v \); symmetrically, a horizontal-EPI (EPI-H) representation can be obtained by fixing the angular coordinate \( s \) and the spatial coordinate \( u \). Finally, a Micro Image (MI) representation can be achieved by fixing the spatial coordinates \( u \) and \( v \), which contains the angular information at spatial location \((u, v)\).

B. Lossless EPI compression of light field

In [12], Mukati et al. proposed a context-adaptive scheme for lossless EPI compression of light field (EPIC). Lossless EPIC is an extension of CALIC for lossless compression of light field images. It exploits the correlation present in the 4D light field structure for improved prediction and context formation. This compression system was mainly designed for thin-baseline light field such as the ones obtained using plenoptic light field cameras, which results in an EPI representation composed of linear continuous textures. The EPIC encoder exploits the simplicity of this representation for effective prediction and context formation.

C. \( \ell_{\infty}^{4d} \)DNet based light field compression

To pursue higher compression ratio while maintaining high data fidelity, we propose the \( \ell_{\infty}^{4d} \)DNet based light field compression system, which is schematically described in Fig. 1. We modify the basic structure of lossless EPIC to operate in near-lossless mode for higher compression gains and add the deep CNN decoder \( \ell_{\infty}^{4d} \)DNet for higher quality light field reconstruction. The details and rationale of the \( \ell_{\infty}^{4d} \)DNet based compression system are presented in this section.

Fig. 1: Overall architecture of the proposed \( \ell_{\infty}^{4d} \)DNet based compression system incorporating the proposed deep decompression network \( \ell_{\infty}^{4d} \)DNet.

III. SYSTEM OVERVIEW

The encoding scheme in this system is a \( \ell_{\infty} \)-constrained EPIC encoder, which represents a class of DPCM encoders. It sequentially encodes the pixels of the given light field \( X \) by progressively traversing along all four dimensions. For the intensity \( x_i \) of each pixel \( i \), \( \forall i \in \{s, t, u, v\} \), the predictor returns an estimate \( \tilde{x}_i \) based on the neighboring intensities and statistics of the causal neighborhood. Eventually, the resulting prediction error \( e_i \) can be sequentially encoded using an entropy coding scheme for lossless encoding. At this point, the achievable compression ratio is bounded by the entropy of the prediction error. Thus to achieve higher compression gains, we reduce the entropy of the prediction error by quantizing the prediction error. Uniform quantization of the prediction error guarantees that the absolute reconstruction error remains under a certain maximum value \( \tau \). This form of compression is called \( \ell_{\infty} \)-constrained compression and it offers high-fidelity data reconstruction, when the \( \tau \) is restricted to some small value. To balance the tradeoff between compression ratio and data fidelity, the quantization parameter \( \tau \) is used to quantize the prediction error \( e \) as follows:

\[
\hat{e} = \left[ e + \tau \right] = \frac{e + \tau}{2\tau + 1}.
\]  

Hence, instead of the actual error \( e \), the quantized prediction error \( \hat{e} \) is transmitted to the decoder through entropy coding.

Meanwhile, at the decoder, the hard EPIC decoder initially decompresses an \( \ell_{\infty} \)-constrained light field \( Y \) by reversing the

Fig. 2: Four distinct light field representations. Each of them is a 2D subspace of the four dimensions of light field.
The additional novelty of this paper is the use of deep decomposition network $\ell_4^d$DNet in conjunction with the EPIC codec, aiming at ultra-high fidelity reconstruction of the light field. This enhances the $\ell_2$ quality of the hard decompressed light field $Y$ without requiring any additional information from the encoder. In the next section, we will explain the network architecture of the proposed $\ell_4^d$DNet.

### IV. Design of $\ell_4^d$DNet

The design of the $\ell_4^d$DNet aims to build a light field restoration model to remove the compression artifacts in the decompressed light field $Y$. For its realization, a straightforward way of exploiting signal redundancies in the four dimensions of the light field is to use 4D convolutional kernels that extract 4D features. However, such a 4D approach will require large amount of computational resources. Recall from Section III-A and Fig. 2 that the 4D light field has four 2D representations, SAI, EPI-H, EPI-V, and MI. To make $\ell_4^d$DNet computationally feasible, it is designed to operate on these four 2D light field representations, instead.

Intelligently fusing light field estimates from multiple representations can result in a robust light field reconstruction. Different 2D light field representations offer information on different aspects of the light field. They have their strengths and weaknesses depending on scene compositions and hence need to be combined properly to aid the reconstruction process. Therefore for $\ell_4^d$DNet, we propose a mixture-of-experts like architecture, as shown in Fig. 3, which utilizes a gating network (GateNet) to weigh out the contributions of the estimates from the four expert networks (ExpertNet($s$)), where each ExpertNet uniquely processes the light field in one of the four representations described in Section III-A. Training the $\ell_4^d$DNet in end-to-end fashion, forces each of the four ExpertNets to model the corresponding light field representation. The detailed architecture of the proposed $\ell_4^d$DNet is presented in the following sub-section.

#### A. Network architecture

The proposed $\ell_4^d$DNet operates as follows. To reconstruct a higher quality light field, $\ell_4^d$DNet estimates a residual light field $\hat{R}$ to compensate errors in the decompressed light field $Y$, instead of estimating the absolute intensities. For this purpose, each of the four ExpertNets $f_{E,k} (\cdot)$ estimates a residual light field $\hat{R}_k$ by processing the corresponding representation $k$ of the decompressed light field $Y$.

$$\hat{R}_k = f_{E,k} (T_k (Y)), \quad k \in K$$
where $K = \{\text{SAI, EPI-H, EPI-V, MI}\}$, whereas, $T_k(\cdot)$ reshapes the light field to the subsequent $k^{th}$ representation. The decompressed 4D light field $Y$ is directly passed to the GateNet ($f_G(\cdot)$) to determine pixel-wise weights $W, W \in \mathbb{R}^{S \times T \times U \times V \times 4}$, for each of the estimated residuals.

$$W = (W_{\text{SAI}}, W_{\text{EPI-H}}, W_{\text{EPI-V}}, W_{\text{MI}}) = f_G(Y)$$

Finally, the estimated weights $W_k$ are used to average the residual light fields $R_k$, to obtain a robust estimate of a residual light field $\hat{R}$. The residual $\hat{R}$ is eventually used to compensate errors in the decompressed light field $Y$, as follows:

$$\hat{X} = \phi \left(Y + \sum_k W_k \circ \hat{R}_k\right)$$

where, $\phi(\cdot)$ is the truncated activation function. As described in Section III-C, the reconstruction error in the decompressed light field $Y$ is bounded by the range $[-\tau, \tau]$. The ability to wholly compensate for the reconstruction error in $Y$, is achieved by extending the range of the estimated residuals to $[-2\tau, 2\tau]$. Similar to [17], the residual range is practically restricted by applying the truncated activation function to the sum of the residual light field $\hat{R}$ and the decompressed light field $Y$. Using the estimated residual $\hat{R}$ to compensate reconstruction errors in the decompressed light field $Y$, considering that both having a range of $[-\tau, \tau]$, will result in a restored light field $\hat{X}$ with a possible reconstruction error within the range $[-2\tau, 2\tau]$.

1) ExpertNet(s): Each ExpertNet is provided with a unique two-dimensional light field representation of the four representations and estimates a residual light field based on inconsistencies detected in the corresponding representation. Therefore, individual light field representations are formed by reshaping the decompressed light field $Y$ to be passed as an input to ExpertNets. As described in Section III-A, a particular light field representation is formed by extracting corresponding two dimensions of the four dimensions of the light field. The product of the remaining two dimensions serves as the number of the particular representations available out of the light field. Thus, a light field with dimensions $S, T, U, V$, yields $S \times T$ SAI, $S \times U$ EPI-Hs, $T \times V$ EPI-Vs, and $U \times V$ MIs.

To model each representation by the respective ExpertNet, an encoder-decoder architecture is used. Specifically, we choose the $\ell_{\infty}$-SDNet architecture of [17], with a slight modification based on the modeling requirement of each representation. The detailed network architecture of ExpertNet is presented in Fig. 3. Each ExpertNet starts by extracting some low-level features from the current representation using a $3 \times 3$ 2D convolution, followed by a series of 8 residual blocks. Finally, a single channel output is generated using a $1 \times 1$ 2D convolution. The network design can efficiently model each representation in the presence of the strictly bounded error as a strong prior. The receptive field of the network is widened through down-sampling and up-sampling operations, and dilated convolutions in the residual blocks.

Out of the 8 residual blocks, there are 4 dilated, 2 down-sampling, and 2 up-sampling residual blocks. The Dilated Residual Block keeps the spatial resolution intact, while it is responsible for collecting features from a larger receptive field. The Dilated Residual Block consists of two $3 \times 3$ dilated convolutions (dilation parameter = 2) with a skip connection. The Down-sampling Residual Block finds a sparser representation of the features with twice the channel dimension and half the spatial dimensions, whereas the Up-sampling Residual Block reconstructs the information through the sparse representation provided by the down-sampling residual block. Each down-sampling and up-sampling residual block utilizes three $3 \times 3$ convolutions, whereas average pooling and upsampling functions are used to scale the spatial dimensions. Since the three representations, EPI-H, EPI-V, and MI, are highly predictive, they require fewer network parameters for their modeling, hence, the corresponding ExpertNets deliberately utilize half the number of channels compared to the one used for the SAI ExpertNet; eventually halving the size of the rest of the ExpertNets. Furthermore, the angular dimensions are typically much smaller compared to the spatial dimensions in the light field, and usually do not require a large receptive field to capture the redundancy in its structure, therefore the down-sampling and up-sampling operators do not scale the angular dimensions in the concerned ExpertNets. The detailed network block diagram is provided in Fig. 3.

2) GateNet: The GateNet aims to determine the weights for the four expert residuals such that the average residual light field can be used for robust and optimal quality restoration of light field. The GateNet should be able to locally assign a larger weight to an expert residual likely to produce a higher quality. The network should therefore learn the local effectiveness of each light field representation towards light field restoration under different challenging conditions. More precisely, the overall reconstruction quality is derived by the following characteristics of the light field representations.
**Micro Images:** Due to the thin-baseline of the views in plenoptic cameras, the range of the disparity among the adjacent views is limited to only a few pixels. As MI representation is a collection of intensities from the same spatial indices from all the views, the textures culminating in this representation are virtually smooth as shown in Fig. [4]. In majority cases, the intensities in an MI are overall constant. For example, if the MI is captured for a region with zero disparity. On the other hand, the capture of a smooth surface will also result in a flat MI. Additionally, in a few cases, an MI can be observed as a zoomed-in snapshot of a small region. In this case, the representation entails the properties of natural images.

**Epipolar Plane Images:** As shown in Fig. [2] again due to thin-baseline of light field views, the EPIs consist of linear edges and textures, where the slope of a line determines the depth of an object in the scene. Therefore, it is possible to obtain a high-quality restoration regardless of a feature’s depth. However, the restoration process in presence of occlusion and reflection becomes challenging. The linear nature of an EPI becomes distorted, for instance in the region of an EPI-H capturing a feature occluded by a vertical edge of a foreground object, or in the region of an EPI-V capturing a feature occluded by a horizontal edge of a foreground object. However, the presence of vertical occlusion does not distort the linearity of EPI-V and thus can be used for effective restoration. Similar is true for EPI-H in presence of horizontal occlusion.

**Sub-Aperture Images:** SAI possesses natural image properties. Natural images are distinctive from the large possible permutations of an image as they contain particular types of structure. For robust restoration in challenging cases, this representation can serve as a dependable source for prediction.

The network design of GateNet should be able to exploit 4D correlation to learn the features of each of the representations as described above. The GateNet will be provided with a 4D light field of size $S \times T \times U \times V$ at its input, whereas, it is expected to return weights for all of the four estimated residuals, such that the final output size is $S \times T \times U \times V \times 4$. To maintain a relatively low complexity of the proposed $\ell_{2\infty}$DNet, instead of using 4D CNNs, we considered alternate network architecture for GateNet, which can exploit redundancy in the light field with relatively lower complexity. The Spatial Angular Separable (SAS) convolutions described in Section [11] is used in the context of light field super-resolution and light field view synthesis. A sequence of SAS convolutions provides a computationally- and memory-efficient alternative for extraction of spatial-angular joint features of the light field, sufficiently serving as an approximation of 4D convolution. In this project, we use the SAS convolution in GateNet for the purpose of estimating weights to combine expert residuals. The design of the network is highly inspired by the “light field blending module” of [30], which incorporates a sequence of SAS convolutions. The details of the adopted network design for GateNet are shown in Fig. [3]. The light field $Y$ presented to the input of the GateNet is initially reshaped to $S \times T$ SAI representations, to extract 2D spatial features using a sequence of two 2D convolutions. Afterward, the signal is passed through a sequence of three SAS convolutional operators. Each iteration of SAS sequentially applies 2D convolution, to the spatial representation, i.e. SAI, and to angular representation, i.e. MI, involving the required reshaping process. Thereafter, the intermediate signal is converted to a 3D representation by vectorizing the two angular dimensions, to be passed to a sequence of four 3D convolutions. The last convolution block generates a four channel signal in relation to the four expert estimates. Except for the last convolution, each of the convolutions is followed by a ReLU activation function. The signal is finally passed through a Softmax activation function such that the output of the four channels sums up to one.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the $\ell_{2\infty}$DNet based compression system and compare it with existing light field compression methods.

A. Dataset and experiment setup

For training and performance evaluation, we use the EPFL light field dataset [35], downloaded from [36]. The dataset is composed of 118 thin-baseline light field images captured using Lytro Illum camera at 10-bit depth. The light fields in the dataset are categorized into 10 different categories based on the content of the scene. Each light field in the dataset has $15 \times 15$ views of $343 \times 625$ spatial resolution in 3 RGB channels. We prepare the dataset for training and evaluation as follows. Raw light fields are gamma corrected ($\gamma = 0.45$), converted to Y-channel, and quantized to 8-bit precision. The resulting light fields serve as the undistorted ground truth, out of which 50 light fields are set aside for training, and 12 light fields are used for evaluating all the tested methods in the subsequent sub-sections. The light fields in our training and evaluation datasets are compressed by the $\ell_{2\infty}$-constrained EPIC codec with $\ell_{\infty}$ bound $\tau$ ranging from 1 to 8. The corresponding hard decompressed light fields are fed to $\ell_{2\infty}$DNet to be further restored or soft decoded. The light fields in the evaluation dataset are the 12 light fields selected for evaluation in the light field compression challenge [32]. For the training set, an equal number of light fields are picked from each of the 10 categories of scenes, to avoid model overfitting.

To train the proposed $\ell_{2\infty}$DNet, patches of $64 \times 64$ pixels are extracted randomly from the light fields in the training dataset, whereas the simple $\ell_2$ loss is used for network optimization. The network is trained using Adam optimizer with default beta parameters, i.e. 0.9 and 0.999. It is trained for 600 epochs, with the initial 400 epochs of $1e-4$ learning-rate, followed by 200 epochs of $1e-5$ learning-rate for fine-tuning. The training is carried out on the PyTorch framework running on DTU HPC LSFI0 cluster with Tesla A100-PCIE GPU.

To evaluate the performance of the proposed $\ell_{2\infty}$DNet based compression system, we report the experimental results and compare them with those of other light field compression methods in the literature. We use HEVC [38] as a reference benchmark to compare the performances of all tested methods. JPEG Pleno provides two standard light field coding solutions, i.e. MuLE (based on 4D transformation) and WaSP (based on 4D prediction) [7]. For thin-baseline light fields, MuLE is
superior to WaSP due to its ability to decorrelate a small 4D neighborhood by confining the energy of the light field to only a few 4D transform coefficients [39]. Therefore, we exclude WaSP and include MuLE in the group of testing methods.

We also add in the comparison group three alternative $\ell_\infty$-constrained light field compression methods to compete against the proposed $\ell_\infty^{4d}$DNet. The first one is the recently published EPIC method for $\ell_\infty$-constrained compression of light field images without CNN-based compression error repairing [34]. The second one modifies Zhang and Wu’s $\ell_\infty$-SDNet method [17], which was designed for deep soft decompression of $\ell_\infty$-coded conventional images, to repair compression errors in the SAI representation of the light field compressed by EPIC. The third one replicates the pipeline of the proposed coding system, but replaces $\ell_\infty^{4d}$DNet by a different light field restoration CNN, denoted as $\ell_\infty$-SASNet, introduced in [30]. This alternative CNN uses a sequence of spatial-angular separable (SAS) interleaved 2D convolutions to extract features of the 4D light field. It was originally trained for correcting inconsistencies in light field caused by independently synthesizing several views, but here retrained for repairing compression errors in the $\ell_\infty$-coded light field. This $\ell_\infty$-SASNet method is used to contrast the $\ell_\infty^{4d}$DNet architecture with an alternative design.

B. Quantitative evaluation

In Fig. 5 we plot the rate-distortion curves of the five competing methods. As clearly demonstrated, our $\ell_\infty^{4d}$DNet method achieves the highest PSNR in the comparison group for each of the 12 light field test images. Among the $\ell_\infty$-constraint compression systems, the $\ell_\infty$-SDNet method is the poorest performer as it only uses the correlations in the axial direction of light field in the restoration process. The other two deep decompresion networks, $\ell_\infty$-SASNet and $\ell_\infty^{4d}$DNet, both extract 4D light field features without explicitly using 4D convolution kernels. However, the proposed network $\ell_\infty^{4d}$DNet consistently outperforms $\ell_\infty$-SASNet because it explores the 4D correlations of light field images more thoroughly.

We also present, in Table I, the results in Bjøntegaard delta peak signal-to-noise ratio (BD-PSNR). The table shows that $\ell_\infty^{4d}$DNet beats HEVC by 3.21 dBs in BD-PSNR, whereas most of the other methods perform worse than HEVC.

Finally, we compare the $\ell_\infty$ performances of the four competing methods in Fig. 6. Note that $\ell_\infty$-SDNet and $\ell_\infty$-SASNet have the same $\ell_\infty$ error as the proposed $\ell_\infty^{4d}$DNet.

By reading Fig. 5 and Fig. 6 in contrast, one can see that $\ell_\infty^{4d}$DNet performs the best in $\ell_2$ error metric, and the second best in $\ell_\infty$. As we strived for in the design of $\ell_\infty^{4d}$DNet, the new method obtains a good balance between the average and
TABLE I: Average BD-PSNR and BD-Rate gains over HEVC on the evaluation set.

| Sequence         | $\ell_2$-DNet | EPIC [34] | $\ell_\infty$-SDNet [17] | $\ell_\infty$-SASNet [30] | MuLE [7] |
|------------------|---------------|-----------|---------------------------|---------------------------|---------|
|                  | BD-PSNR [db]  | BD-Rate (%)| BD-PSNR [db]              | BD-Rate (%)              | BD-PSNR [db] |
| Bikes            | 3.90          | -49.6     | -1.44                     | 33.5                      | 2.23     |
| Danger           | 4.40          | -47.3     | 0.79                      | 14.5                      | 1.99     |
| Flowers          | 4.50          | -47.8     | 0.79                      | 14.8                      | 2.05     |
| Stone Pillars    | 4.77          | -51.9     | -1.15                     | 34.3                      | 2.14     |
| Vespa            | 3.17          | -42.2     | 0.12                      | -0.5                      | 1.02     |
| Ankylosaurus     | 2.24          | -49.9     | -0.56                     | 19.8                      | 0.03     |
| Desktop          | 2.79          | -38.7     | -0.53                     | 11.8                      | 0.43     |
| Magnets          | 2.18          | -49.2     | -0.52                     | 18.2                      | 0.10     |
| Fountain         | 2.58          | -36.5     | -0.48                     | 9.0                       | 0.18     |
| Friends          | 4.15          | -57.7     | 0.31                      | -6.0                      | 1.63     |
| Color-Chart      | 1.60          | -31.4     | -0.77                     | 15.5                      | -0.42    |
| ISO-Chart        | 2.24          | -36.7     | -0.64                     | 8.4                       | -0.02    |
| Average          | 3.21          | -44.9     | -1.88                     | 43.7                      | 0.88     |

Fig. 6: Comparison of bitrate versus $\ell_\infty$ loss performance for tested light field coding schemes on the evaluation set. The anchors for HEVC are generated by setting $QP = \{6, 12, 18, 24\}$, whereas, for MuLE $\lambda = \{3, 6, 11, 22, 43, 86\}$ were used. For EPIC and $\ell_2$-DNet system, $\tau = \{1, 8\}$ were used at the encoder to generate the data points. Comparison with $\ell_\infty$-SDNet and $\ell_\infty$-SASNet is skipped as their performance is same as $\ell_2$-DNet system for all the bitrates.

minmax error criteria. For example, $\ell_2$-DNet improves the PSNR of $\ell_\infty$-constrained EPIC by 5.61 dBs on average; this gain in the $\ell_2$ metric over the $\ell_\infty$-constrained EPIC is achieved at the cost of relaxing the $\ell_\infty$ bound from $\tau$ to $2\tau$. Here it should be stressed that $\ell_2$-DNet, although with $\ell_\infty$-constraint, beats the two lossy codecs HEVC and MuLE even in $\ell_2$ metric when the bit rate is above 0.1 bpp on average or the minimum acceptable quality is above 40 dBs. And at the same time, as shown in Fig. 6, $\ell_2$-DNet enjoys a large $\ell_\infty$ advantage over HEVC and MuLE.
### C. Qualitative evaluation

In Figs. 7 and 8, we compare different methods in visual quality for the approximately same bit rates. The high frequency details in Fig. 7, such as the tire threads and the wheel spokes, are smoothed out by MuLE and HEVC. Although EPIC preserves the high frequency details better, it suffers from impulse compression artifacts (see the red ellipse region) in the close-up view. Similarly, in Fig. 8, HEVC smooths out high frequency details, while EPIC is susceptible to speckle compression artifacts. MuLE is the worst performer among the four competing methods. Only the proposed $\ell_\infty^d$DNet method achieves perceptually lossless reconstruction in both cases.

### D. Comparison of complexities

Recall that one of the motivations of this research is to devise a low-complexity encoder for light field images. Now let us compare the encoder complexity of $\ell_\infty^d$DNet against those of HEVC and MuLE. For instance, to encode a light field, depending on the quality level, HEVC requires 30 to 60 minutes on HP ZBook 15 with 16 GB RAM; MuLE requires 15 to 30 minutes. In contrast, the $\ell_\infty$-based DPCM encoder, by shifting computation burdens to $\ell_\infty^d$DNet, only requires 30 to 60 seconds to encode a light field.

Also, we state the complexities of the three deep decompression networks, $\ell_\infty^d$DNet, $\ell_\infty$-SASNet and $\ell_\infty$-SDNet, which require 1.02M, 1.24M and 2.17M network parameters, respectively.
VI. ABLATION STUDIES

In this section, we conduct two ablation experiments to analyze and justify the proposed design of \( \ell_{1d}^{\infty} \text{DNet} \).

A. Roles of different 2D representations

To better understand the role each 2D representation plays in light field reconstruction, we examine the spatial weight maps calculated by the GateNet. Fig. 9 shows, in an example, a light field scene and the spatial weight maps of the four 2D representations, SAI, EPI-H, EPI-V, and MI. As one can see, spatial regions with zero disparity, result in flat MI representation, for e.g. laptop screen, bag, etc; hence the GateNet locally assigns a larger weight to MI estimates as shown in Fig. 9. A clear contrast can be observed between EPI-H and EPI-V weights in Fig. 9c and Fig. 9d for horizontal and vertical edges of the scene, respectively. A large contribution is made by EPI-H estimates for horizontal edges, i.e., lower prediction errors of EPI-H in the presence of horizontal occlusion. Likewise, the contribution of EPI-V is more significant for vertical edges. Due to their low prediction power, the SAI estimates are given the least significance as illustrated in Fig. 9e. The above empirical observations support the arguments made in Section IV-A.

In Fig. 10 we plot the relative contributions of the four 2D representations in the restoration of the compressed light field images, in relation to the \( \ell_{\infty} \) distortion bound \( \tau \). The relative contribution of a 2D representation \( k \), \( k \in \{ \text{SAI, EPI-H, EPI-V, MI} \} \), is calculated as follows:

\[
C_k = \frac{\sum_x W_k(x)}{\sum_k \sum_x W_k(x)},
\]

where \( W \) is the spatial weight map, \( x \) indexes the pixel locations. The histogram plots in Fig. 10 are averaged over the evaluation set. The rank of the relative contribution or importance of the four 2D representations remains the same for \( \tau \geq 2 \). For the case of \( \tau = 1 \), the SAI representation has relatively higher importance than for larger \( \tau \) values.

B. Impact of dropping 2D representations

In the proposed design of \( \ell_{1d}^{\infty} \text{DNet} \), we use four 2D representations of the 4D light field, SAI, EPI-H, EPI-V, and MI. A tantalizing question is what if only a subset of these four 2D representations is used for the sake of complexity reduction. We design and train two \( \ell_{1d}^{\infty} \text{DNet} \) variants, each utilizing a different subset of the four 2D representations, and compare them with the proposed \( \ell_{1d}^{\infty} \text{DNet} \). The first variant \( \ell_{1d}^{\infty} \text{DNet-1R} \) utilizes only one 2D representation, which is a highly predictive MI representation, hoping to retain reconstruction quality while drastically reducing the model size. On the other hand, the second variant \( \ell_{1d}^{\infty} \text{DNet-3R} \) works on three representations MI, EPI-H, EPI-V, dropping the less predictable and yet resource-demanding SAI representation.

The comparison results in PSNR gains are reported in Table II. Unsurprisingly, the \( \ell_{1d}^{\infty} \text{DNet} \), which uses four light field representations for light field decompression, beats the other two variants of reduced complexity. Although the first variant \( \ell_{1d}^{\infty} \text{DNet-1R} \) offers significant reduction in computational complexity, it lags behind the \( \ell_{1d}^{\infty} \text{DNet} \) in PSNR by 1.42dB on average. However, the second variant \( \ell_{1d}^{\infty} \text{DNet-3R} \) performs very close to the proposed \( \ell_{1d}^{\infty} \text{DNet} \) in PSNR, losing 0.22dB on average.

To quantify computational complexities of the proposed \( \ell_{1d}^{\infty} \text{DNet} \) and the two variants, we report model size and inference time in Table III. The first variant \( \ell_{1d}^{\infty} \text{DNet-1R} \) roughly reduces model size by 9× and inference time by 5×, however it considerably degrades the restoration performance. On the other hand, the second variant \( \ell_{1d}^{\infty} \text{DNet-3R} \) tries to minimize the performance gap by exploiting two more representations, EPI-H and EPI-V, at a cost of 5× more modeling parameters than the first variant \( \ell_{1d}^{\infty} \text{DNet-1R} \).

### Table II: Average performance gains in PSNR (dB), over the quality of the decompressed light fields in the evaluation set, of the proposed \( \ell_{1d}^{\infty} \text{DNet} \) variants using different numbers of 2D representations for \( 1 \leq \tau \leq 8 \).

| \( \tau \) | \( \ell_{1d}^{\infty} \text{DNet-1R} \) | \( \ell_{1d}^{\infty} \text{DNet-3R} \) | \( \ell_{1d}^{\infty} \text{DNet-4R} \) |
|---|---|---|---|
| 1 | 1.50 | 2.02 | 2.58 |
| 2 | 2.95 | 3.84 | 4.10 |
| 3 | 3.67 | 4.68 | 5.01 |
| 4 | 4.19 | 5.42 | 5.66 |
| 5 | 4.70 | 6.05 | 6.25 |
| 6 | 5.27 | 6.74 | 6.87 |
| 7 | 5.42 | 6.94 | 7.03 |
| 8 | 5.85 | 7.40 | 7.58 |
| Avg | 4.19 | 5.39 | 5.61 |

### Table III: Comparison of proposed network variants, alternate network designs, and the proposed network, using model size and inference times.

| \( \ell_{1d}^{\infty} \text{DNet-1R} \) | \( \ell_{1d}^{\infty} \text{DNet-3R} \) | \( \ell_{1d}^{\infty} \text{DNet-4R} \) |
|---|---|---|
| Model size | 0.25M | 1.13M | 2.17M |
| Inference time | 0.02s | 0.06s | 0.10s |
In this paper, we proposed a highly efficient $\ell_\infty$-constrained light field compression system, which uses the proposed soft decompression network $\ell_4$DNet to remove the near-lossless compression artifacts introduced by the EPIC codec, by capitalizing on the 4D structure of light fields. The $\ell_4$DNet reconstructs a higher quality light field by fusing multiple estimates of the compression error. These estimates are made by the four light field modeling experts, each of which uses a different 2D representation of the 4D light field. The fusion weights are determined by a gating network. The proposed $\ell_4$DNet based compression system is shown to achieve superior rate-distortion performance to the state-of-the-art lossy compression schemes, while also offering a tight error bound for every pixel.
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