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Abstract

We study in this paper Hida’s \( p \)-adic Hecke algebra for \( GL_n \) over a CM field \( F \). Hida has made a conjecture about the dimension of these Hecke algebras, which he calls the non-abelian Leopoldt conjecture, and shown that his conjecture in the case \( F = \mathbb{Q} \) implies the classical Leopoldt conjecture for a number field \( K \) of degree \( n \) over \( \mathbb{Q} \), if one assumes further the existence of automorphic induction of characters for the extension \( K/\mathbb{Q} \).

We study Hida’s conjecture using the automorphy lifting techniques adapted to the \( GL_n \) setting by Calegari–Geraghty. We prove an automorphy lifting result in this setting, conditional on existence and local-global compatibility of Galois representations arising from torsion classes in the cohomology of the corresponding symmetric manifolds. Under the same conditions we show that one can deduce the classical (abelian) Leopoldt conjectures for a totally real number field \( K \) and a prime \( p \) using Hida’s non-abelian Leopoldt conjecture for \( p \)-adic Hecke algebra for \( GL_n \) over CM fields without needing to assume automorphic induction of characters for the extension \( K/\mathbb{Q} \). For this methods of potential automorphy results are used.
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1 Introduction

Let $F$ be a number field, and let $p$ be a prime. If $U$ is a sufficiently small open compact subgroup of $GL_n(\mathbb{A}_F^\infty)$, then the double quotient

$$X_U = GL_n(F)\backslash GL_n(\mathbb{A})/(U \times K_{\infty}Z_{\infty})$$

has a natural structure of smooth manifold. (We write $G_{\infty} = GL_n(F \otimes \mathbb{R})$, $K_{\infty} \subset G_{\infty}$ for a choice of maximal compact subgroup, and $Z_{\infty}$ for the center of $G_{\infty}$.) This paper is an exploration of the ordinary part of the $p$-adic completed homology groups of the manifolds $X_U$. More precisely, if $U$ factors as $U = U_pU_p$, then for each integer $c \geq 1$, we define

$$U^p(c) = U^p \cdot \prod_{v \mid p} I_v(c, c),$$

where $I_v(c, c) \subset GL_n(O_{F_v})$ is the subgroup of matrices which, modulo $\varpi_v^c$, are upper-triangular with constant diagonal entry (see Equation (6.8)). Then the manifolds $X_{U^p(c)}$ fit into a tower

$$\cdots \to X_{U^p(3)} \to \cdots \to X_{U^p(2)} \to X_{U^p(1)},$$

and there is a corresponding tower of homology groups (which are finite $\mathbb{Z}_p$-modules):

$$\cdots \to H_*(X_{U^p(3)}, \mathbb{Z}_p) \to \cdots \to H_*(X_{U^p(2)}, \mathbb{Z}_p) \to H_*(X_{U^p(1)}, \mathbb{Z}_p).$$

There is a Hecke operator $U_p$ which acts compatibly on the whole tower of homology groups, and we define

$$H_*(X_{U^p(c)})_{ord} \subset H_*(X_{U^p(c)})$$

to be the ordinary part of $H_*(X_{U^p(c)}, \mathbb{Z}_p)$ with respect to $U_p$, i.e. the maximal direct summand $\mathbb{Z}_p$-module on which $U_p$ acts invertibly. We then define

$$H_*^{ord}(U) = \lim_{\leftarrow c} H_{d-*}(X_{U^p(c)}, \mathbb{Z}_p)_{ord},$$

where $d = \dim X_U$. These are Hida’s ordinary cohomology groups. They have a natural structure of finite $\Lambda$-module, where $\Lambda = \mathbb{Z}_p[[O_{F} \otimes \mathbb{Z}_p]^{c}(p)^{n-1}]$ is the completed group ring of the pro-$p$ part of the $p$-adic points of a maximal torus of $GL_n(F \otimes \mathbb{Q}_p)$.

A basic question is: what is the dimension of the finite $\Lambda$-module $H_*^{ord}(U)$? If $F$ is totally real and $n = 2$, then $X_U$ can be given the structure of Hermitian locally symmetric space, and one can show that $H_*^{ord}(U)$ is a faithful $\Lambda$-module. In general, however, one expects that it should have positive codimension.

This question was first explored by Hida, who suggested that this codimension should be equal to the ‘defect’

$$l_0 = \text{rank } G_{\infty} - \text{rank } Z_{\infty}K_{\infty}. \quad (1.1)$$

Hida called this conjecture the ‘non-abelian Leopoldt conjecture’, and gave various pieces of evidence for it [Hid98]. In particular, he showed that this conjecture implies the classical Leopoldt conjecture over totally real fields, if one assumes in addition the existence of automorphic induction for Hecke characters.

In this paper, we explore Hida’s conjecture using Galois deformation theory. The merit of this point of view is already discussed in [Hid98, Introduction]; conjecturally, one can identify Hecke algebras which act on the groups $H_*^{ord}(U)$ with suitable Galois deformation rings, and a calculation which goes back essentially
to Mazur [Maz89] gives the expected dimension of these deformation rings, which in turn implies the formula \([1.1]\) for the codimension of the cohomology as \(\Lambda\)-module.

We take as our starting point the work of Calegari–Geraghty [CG] showing how to make the Taylor–Wiles method work in the ‘positive defect’ context, assuming the existence of Galois representations associated to torsion classes in the cohomology of the manifolds \(X_U\). Using similar methods, and a similar assumption about the existence of Galois representations, we prove an \(R = \mathbb{T}\) theorem for Hida’s ordinary completed cohomology groups.

Assume now that \(U = \prod_v U_v\) is a product. Let \(S\) be a finite set of finite places of \(F\), containing the places dividing \(p\), and such that for each \(v \notin S\), \(U_v = \text{GL}_n(O_{F_v})\). Then the unramified Hecke algebra \(T^{S,\text{univ}} = \Lambda[\{T_v^i\}_{v \notin S}]\) acts on the groups \(H^*_\text{ord}(U)\), and we write \(T^S_{\text{ord}}(U)\) for the quotient which acts faithfully. It is a finite \(\Lambda\)-algebra. One expects that for each maximal ideal \(m \subseteq T^S_{\text{ord}}(U)\), there should exist a continuous semi-simple representation

\[\overline{\rho}_m : G_{F,S} \to \text{GL}_n(T^S_{\text{ord}}(U)/m)\]

which is characterized uniquely up to isomorphism by a condition on the characteristic polynomials of Frobenius elements at finite places \(v \notin S\); this generalizes the well-known relation \(\text{tr}\rho(\text{Frob}_p) = a_p(f)\) satisfied by the Galois representations associated to elliptic modular forms by Deligne. If \(m\) is such a maximal ideal and \(\overline{\rho}_m\) is absolutely irreducible, then we say that \(m\) is non-Eisenstein. We in fact study the localized cohomology \(H^*_{\text{ord}}(U)_m\), which is finite over \(\Lambda\) and a faithful \(T^S_{\text{ord}}(U)_m\)-module. (If \(F\) is an imaginary CM or totally real field, then the existence of \(\overline{\rho}_m\) can be deduced from recent work of Scholze [Sch].)

We can now state a more precise version of Hida’s conjecture:

\textbf{Conjecture 1.1.} Let \(m \subseteq T^S_{\text{ord}}(U)\) be a non-Eisenstein maximal ideal. Then \(\dim_\Lambda H^*_\text{ord}(U)_m = \dim_\Lambda - l_0\).

We think of this conjecture as a ‘non-abelian analogue’ of the classical Leopoldt conjecture. It is worth remarking that in the case \(l_0 > 0\), one always has the trivial bound \(\dim_\Lambda H^*_\text{ord}(U)_m < \dim_\Lambda (\text{Corollary } 6.24)\).

We can now state our main result.

\textbf{Theorem 1.2.} Let \(K/\mathbb{Q}\) be a Galois totally real number field with \([K : \mathbb{Q}] = n\) and \(K \cap \mathbb{Q}(\zeta_p) = \mathbb{Q}\), and suppose that \(p > n\). Assume Conjecture 1.1 for all imaginary CM extensions \(E/\mathbb{Q}\), together with Conjectures 6.18 and 6.27 below. Then Leopoldt’s conjecture holds for the pair \((K,p)\): in other words, the only \(\mathbb{Z}_p\)-extension of \(K\) unramified outside \(p\) is the cyclotomic one.

More informally, the non-abelian Leopoldt conjecture of Hida implies the abelian Leopoldt conjecture. We do not attempt to state precisely Conjectures 6.18 and 6.27 here, noting only that they assert the existence of suitable Galois representations with coefficients \(T^S_{\text{ord}}(U)_m\), as well as a kind of local-global compatibility, both at places dividing \(p\) (at which the Galois representations should be ordinary in the usual sense) and at Taylor–Wiles places.

Our strategy for proving Theorem 1.2 is to prove an \(R = \mathbb{T}\) type result over general fields \(F\), using the techniques of Calegari–Geraghty (Theorem 6.29). This theorem uses Conjectures 6.18 and 6.27 in an essential way, but does not use Conjecture 1.1. To get information about the Leopoldt conjecture over \(K\), we choose a character \(\chi : G_K \to \overline{\mathbb{F}}_p^\times\) and look at \(\overline{\rho} = \text{Ind}_{G_{F,S}}^{G_K} \chi\). For well-chosen \(\chi\), the main results of [BLGGT] imply that \(\overline{\rho}|_{G_E}\) becomes automorphic for some choice of CM extension \(E/K\). (In other words, \(\overline{\rho}\) is potentially automorphic.) Deformations of the character \(\chi\) give rise to deformations of \(\overline{\rho}\). Our \(R = \mathbb{T}\) type result then shows that Conjecture 1.1 implies a bound on the dimension of the associated deformation ring of \(\overline{\rho}\), and this in turns gives a bound on the deformation space of the character \(\chi\), implying the Leopoldt conjecture for the pair \((K,p)\).

The proof of our \(R = \mathbb{T}\) type result includes two new observations that we mention here. The first is that one can construct Taylor–Wiles systems in this context using Iwahori level subgroups, if the image of the residual representation \(\overline{\rho}_m\) is sufficiently large (namely, if \(\overline{\rho}_m\) satisfies the conditions of Definition 1.10 below and therefore has what we call ‘enormous image’). The important point here is to show that the cohomology groups behave well during passage from ‘level’ \(U\) to ‘level’ \(U_0(\mathbb{Q})\’; see [6.6]. The second is that one can get information about the ring \(R[1/p]\) without assuming that the cohomology groups \(H^*_\text{ord}(U)\) vanish.
outside of degrees in the so-called ‘middle range’ $[q_0, q_0 + l_0]$; for our purposes, it is sufficient to know this after inverting $p$, and we can prove this unconditionally in certain cases (see Theorem 6.23).

We now describe in more detail the organization of this paper. Section 2 is of a preliminary nature. We find it convenient to work mostly in the derived category $D(\Lambda)$ of $\Lambda$-modules, and an important point is that if $C^\bullet$ is a bounded above, perfect complex of $\Lambda$-modules and $t \in \text{End}_{D(\Lambda)}(C^\bullet)$ is an endomorphism, then it makes sense to form the ordinary part of $C^\bullet$ with respect to $t$ in $D(\Lambda)$ (and not just at the level of cohomology groups). In Section 3, we prove a version of the patching criterion of Calegari–Geraghty. Since we eventually view our Hecke algebras as rings of endomorphisms in $D(\Lambda)$, some modifications are required.

In Section 4 we recall the basics of Galois deformation theory for representations with fixed determinant. The only new material here is the definition of a representation with ‘enormous image’, and some remarks on how to construct such representations by inducing characters from finite extensions. In Section 5, we make some remarks about the Iwahori-Hecke algebra of $\operatorname{GL}_n$, some remarks on how to construct such representations by inducing characters from finite extensions. In Section 5 we make some remarks about the Iwahori-Hecke algebra of $\operatorname{GL}_n$ in characteristic $p$, when $q_v \equiv 1 \mod p$. These remarks are useful when we need to study the properties of the ordinary completed cohomology groups of Section 6 with respect to the Taylor–Wiles systems constructed in Section 4.

In Section 6 we come to the manifolds $X_U$ and their ordinary completed cohomology groups. We then reprove a number of results of Hida in this context. Since we again wish to work in $D(\Lambda)$, we prove derived versions of Hida’s control theorem and Hida’s independence of weight theorem. We then prove our main $R = \mathbb{T}$ type result, conditionally on our conjectures about existence and local-global compatibility of Galois representations with coefficients in $\mathbb{T}_{ord}(U)_m$. Finally, in Section 7 we use these results to prove our main result, Theorem 1.2 above.
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1.2 Notation

A base number field $F$ having been fixed, we will make the following additional choices. We fix an algebraic closure $\overline{F}$ of $F$, and for each place $v$ of $F$, algebraic closures $\overline{F}_v$ of the completion $F_v$ at $v$. We also fix embeddings $\overline{F} \hookrightarrow \overline{F}_v$ extending the natural embeddings $F \hookrightarrow F_v$. Then the absolute Galois group $G_F = \text{Gal}(\overline{F}/F)$ of $F$ is defined, and we get embeddings of decomposition groups $G_{F_v} \hookrightarrow G_F$, by restriction. If $v$ is a finite place of $F$, then we write $I_{F_v} \subset G_{F_v}$ for the inertia group, and $\text{Frob}_v \in G_{F_v}/I_{F_v}$ for a geometric Frobenius element. We write $A_F$ for the adele ring of $F$. If $F$ is an imaginary CM field, then we will use the notation $F^+$ to denote the maximal totally real subfield of $F$, and $\delta_{F/F^+} : \text{Gal}(F/F^+) \to \{\pm 1\}$ for the unique non-trivial character. The local Artin maps $\text{Art}_{F_v}$ are normalized to send uniformizers to geometric Frobenius elements.

Let $p$ be a prime. We will generally fix an algebraic closure $\overline{\mathbb{Q}}_p$ of $\mathbb{Q}_p$. We refer to a finite extension $E/\mathbb{Q}_p$ inside $\overline{\mathbb{Q}}_p$ as a coefficient field, and write $\mathcal{O}$ for its ring of integers, $\lambda \subset \mathcal{O}$ for its maximal ideal, and $k = \mathcal{O}/\lambda$ for its residue field. If $R$ is a complete Noetherian local $\mathcal{O}$-algebra with residue field $k$, then we write $\text{CNL}_R$ for the category of complete Noetherian local $R$-algebras with residue field $k$. If $A$ is a finite $\hat{\mathbb{Z}}$-module (equivalently: a topologically finitely generated abelian profinite group), then we write $A(p) = A \otimes_{\hat{\mathbb{Z}}} \mathbb{Z}_p$ for its maximal pro-$p$ quotient. If $R$ is any local ring, then we write $\mathfrak{m}_R$ for its maximal ideal.

If $F$ is a number field, then we write $\epsilon : G_F \to \hat{\mathbb{Z}}_p^\times$ for the $p$-adic cyclotomic character. The prime $p$ will always be clear from the context, so we omit it from the notation. If $v$ is a place of $F$ dividing $p$, $\tau : F_v \hookrightarrow \overline{\mathbb{Q}}_p$ is a continuous embedding, and $\rho : G_{F_v} \to \text{GL}_n(\overline{\mathbb{Q}}_p)$ is a continuous representation which is de Rham, then we write $\text{HT}_\tau(p)$ for the multiset of $\tau$-Hodge–Tate weights of $\rho$, taken with multiplicity. We use the normalization with $\text{HT}_\tau(\epsilon) = -1$. Similarly, if $\rho : G_F \to \text{GL}_n(\overline{\mathbb{Q}}_p)$ is a continuous representation and $\rho|_{G_{F_v}}$ is de Rham for each place $v \mid p$ of $F$, then for each embedding $\tau : F \hookrightarrow \overline{\mathbb{Q}}_p$, we define $\text{HT}_\tau(p) = \cdots$
HT_{\tau}(\rho|_{G_{F_v}}), where v is the p-adic place of F induced by \tau.

If F is a number field and \pi is a cuspidal automorphic representation of GL_n(\mathbb{A}_F), we say that \pi is regular algebraic if it satisfies the integrality condition on the Langlands parameter of \pi_\infty given in [CT14 Definition 2.1]. If i : \overline{\mathbb{Q}}_p \cong \mathbb{C} is an isomorphism, we say that \pi is \iota-ordinary if it is regular algebraic and further satisfies the condition of [Ger Definition 5.1.2]. If \rho : G_F \to GL_n(\overline{\mathbb{Q}}_p) is a continuous representation, unramified at all but finitely many places of F, we say that \rho is automorphic if there exists a cuspidal, regular algebraic automorphic representation \Pi of GL_n(A_F) such that WD(\rho|_{G_{F_v}})^{F-ss} \cong rec_{F_v}(\Pi_v) at all but finitely many finite places v of F at which both \rho and \Pi are unramified. (Here we use WD to denote the associated Weil–Deligne representation of \rho, and rec_{F_v} to denote the arithmetically normalized local Langlands correspondence for GL_n(F_v); see [CT14 §2.1] for more details.)

If E is a coefficient field with residue field \kappa and M is a discrete k[G_F]-module, finite-dimensional as \kappa-vector space, then we write \text{H}^i(F, M) = \text{H}^i(G_F, M) for the continuous group cohomology groups. We write \text{h}^i(F, M) = \dim_{\kappa} \text{H}^i(F, M) and \chi(F, M) = \sum_{i=0}^{\infty} (-1)^i \text{h}^i(F, M), when these make sense. We write \text{F}(M) for the extension cut out by M (i.e. the fixed field inside \text{F} of the group \ker(G_F \to \text{Aut}_k(M))). We use similar notation when M is a discrete k[G_{F_v}]-module of finite dimension over \kappa.

2 Preliminaries in commutative algebra

2.1 Change of coefficients

Let R be a ring, and let C^{\bullet} be a complex of R-modules. (With some exceptions, we will usually consider cochain complexes C^{\bullet} rather than chain complexes C_\bullet. All rings will be commutative.) We say that C^{\bullet} is bounded if C^i = 0 for all but finitely many i. If C^{\bullet}, D^{\bullet} are complexes of R-modules, then we write \text{Hom}_R(C^{\bullet}, D^{\bullet}) for the set of morphisms f : C^{\bullet} \to D^{\bullet} of complexes, i.e. collections f = (f^i)_{i \in \mathbb{Z}} of morphisms f^i : C^i \to D^i such that df^i = f^{i+1}d for each i \in \mathbb{Z}. We write \text{End}_R(C^{\bullet}) = \text{Hom}_R(C^{\bullet}, C^{\bullet}). If n is an integer and C^{\bullet} is a complex of R-modules, then we define its truncations

\[(\tau_{\leq n} C^{\bullet})^i = \begin{cases} C^i & i \leq n \\ \ker d_i & i = n \\ 0 & i > n, \end{cases} \]

and \tau_{> n} C^{\bullet} = C^{\bullet}/\tau_{\leq n} C^{\bullet}. There is a natural morphism of complexes \tau_{\leq n} C^{\bullet} \to C^{\bullet}. If i > n then \text{H}^i(\tau_{\leq n} C^{\bullet}) = 0, while if i \leq n then this morphism induces an isomorphism \text{H}^i(\tau_{\leq n} C^{\bullet}) \cong \text{H}^i(C^{\bullet}). Similar remarks apply to \tau_{> n} C^{\bullet}.

Let M be an R-module, and let x = (x_1, \ldots, x_n) be an ordered tuple of elements of R. We say that the sequence x is M-regular if it satisfies the following two conditions:

1. For each i = 1, \ldots, n, the element x_i is not a zero-divisor on M/(x_1, \ldots, x_{i-1}).
2. The module M/(x_1, \ldots, x_n) is not 0.

As is well-known, if R is a Noetherian local ring and x is an M-regular sequence, then any permutation of x is also an M-regular sequence.

**Proposition 2.1.** Let R be a ring, M an R-module, and let C^{\bullet} be a bounded above complex of free R-modules. Then there is a spectral sequence:

\[E_2^{p,q} = \text{Tor}_p^R(H^q(C^{\bullet}), M) \Rightarrow H^{p+q}(C^{\bullet} \otimes_R M) \tag{2.1}\]

\[d_2 : E_2^{p,q} \to E_2^{p+2, q-1}. \tag{2.2}\]

**Proof.** See [Wei94, Theorem 5.6.4].
Corollary 2.2. Let $R$ be a Noetherian local ring, and let $C^\bullet$ be a bounded complex of finite free $R$-modules, concentrated in degrees $[a,b]$. Let $x = (x_1, \ldots, x_n)$ be an $R$-regular sequence. Suppose that $H^i(C^\bullet \otimes_R R/(x)) = 0$ if $i \neq b$. Then $H^i(C^\bullet) = 0$ if $i \neq b$, and there is a canonical isomorphism

$$H^b(C^\bullet) \otimes_R R/(x) \cong H^b(C^\bullet \otimes_R R/(x)).$$

(2.3)

Moreover, if $H^b(C^\bullet \otimes_R R/(x)) \neq 0$, then $x$ is a $H^b(C^\bullet)$-regular sequence.

Proof. After shifting, we can assume $b = 0$. By induction, it is enough to treat the case $n = 1$. The spectral sequence (2.1) then degenerates, and we obtain short exact sequences:

$$0 \to H^q(C^\bullet) \otimes_R R/(x_1) \to H^q(C^\bullet \otimes_R R/(x_1)) \to \operatorname{Tor}^R_1(H^{q+1}(C^\bullet), R/(x_1)) \to 0.$$

If $q \neq 0$, then the middle term is 0, and hence $H^q(C^\bullet)$ is 0, by Nakayama’s lemma. Looking at this sequence when $q = 0$, we obtain the isomorphism (2.3). If $H^0(C^\bullet \otimes_R R/(x_1)) \neq 0$, then this isomorphism shows that $H^0(C^\bullet) \neq 0$. Looking at the short exact sequence when $q = -1$, we find that multiplication by $x_1$ is injective on $H^0(C^\bullet)$, which shows that if $H^0(C^\bullet \otimes_R R/(x_1)) \neq 0$ then the sequence $x$ is $H^0(C^\bullet)$-regular, as required. □

2.2 Minimal complexes and the derived category

Let $R$ be a Noetherian local ring, and let $C^\bullet, D^\bullet$ be complexes of $R$-modules. We recall that a morphism of complexes $f^\bullet : C^\bullet \to D^\bullet$ is said to be a quasi-isomorphism if the induced maps $H^i(C^\bullet) \to H^i(D^\bullet)$ are all isomorphisms. Two morphisms $f, g : C^\bullet \to D^\bullet$ are said to be homotopy equivalent if there is a graded morphism of $R$-modules $s : C^\bullet \to D^\bullet[1]$ (not necessarily a morphism of complexes) such that $f - g = sd + ds$. In this case, $f$ and $g$ induce the same maps on cohomology.

We say that a complex $C^\bullet$ is good if it is bounded, and each $C^i$ is a projective finite $R$-module. (Thus the perfect complexes are, by definition, exactly the ones which are quasi-isomorphic to a good complex.) We say that the complex $C^\bullet$ is minimal if it is good and the differentials in $C^\bullet \otimes_R R/\mathfrak{m}_R$ are all 0.

Lemma 2.3. Let $R$ be a Noetherian local ring, and let $C^\bullet$ be a complex of $R$-modules.

1. Suppose that $C^\bullet$ is good. Then there exists a minimal complex $F^\bullet$ and a quasi-isomorphism $f : F^\bullet \to C^\bullet$.

2. Suppose that $C^\bullet$ is good (resp. minimal). Then for any proper ideal $I \subset R$, $C^\bullet \otimes_R R/I$ is a good (resp. minimal) complex of $R/I$-modules.

Proof. For the first part, suppose that the differential $d_i : C^i \to C^{i+1}$ satisfies $d_i \otimes_R R/\mathfrak{m}_R \neq 0$. After choosing isomorphisms $C^i \cong R^n$, $C^{i+1} \cong R^n$, we can assume that $d_i$ is given by a matrix

$$d_i = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
0 & * & \ldots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \ldots & *
\end{pmatrix}.
$$

Let $D^\bullet$ be the complex defined by $D^j = C^j$ if $j \notin \{i, i+1\}$, $D^i = 0 \oplus R^{m-1} \subset R^m$, and $D^{i+1} = 0 \oplus R^{n-1} \subset R^n$. It is clear from the above matrix that the differentials of $C^\bullet$ leave $D^\bullet$ invariant, and the inclusion $D^\bullet \to C^\bullet$ is a quasi-isomorphism. The result now follows by induction. The second part of the lemma is immediate. This completes the proof. □

We also make the following definitions.

- $\mathbf{K}(R)$ is the category of complexes of $R$-modules, with morphisms taken modulo homotopy equivalence.
- $\mathbf{K}(R)^-$ is the full subcategory of $\mathbf{K}(R)$ consisting of complexes which are bounded above.
The truncation functors $\tau_{\leq n}$ and $\tau_{> n}$ preserve quasi-isomorphisms, so induce functors $\tau_{\leq n} : \mathcal{D}(R) \to \mathcal{D}(R)$ and $\tau_{> n} : \mathcal{D}(R) \to \mathcal{D}(R)$.

**Proposition 2.4.** Let $R$ be a Noetherian local ring.

1. Let $C^* \in \mathcal{K}(R)^{-\text{proj}}$ and $D^* \in \mathcal{D}(R)$. Then $\text{Hom}_{\mathcal{K}(R)}(C^*, D^*) = \text{Hom}_{\mathcal{D}(R)}(C^*, D^*)$.

2. The functor $\mathcal{K}(R)^{-\text{proj}} \to \mathcal{D}(R)^-$ is an equivalence of categories.

3. Let $C^*, D^* \in \mathcal{K}(R)^{-\text{proj}}$, and let $f : C^* \to D^*$ be a quasi-isomorphism. Then there exists a quasi-isomorphism $g : D^* \to C^*$ such that each of $fg$, $gf$ is homotopy equivalent to the identity.

**Proof.** The first part is [Wei94, Corollary 10.4.7]. The second part is [Wei94, Theorem 10.4.8]. The third part follows immediately from the second. \hfill \Box

**Lemma 2.5.** Let $R$ be a ring.

1. Let $A^* \to B^* \to C^* \to A^*[1]$ be an exact triangle in $\mathcal{D}(R)$, and suppose given a morphism of exact triangles

$$
\begin{array}{ccc}
A^* & \longrightarrow & B^* & \longrightarrow & C^* & \longrightarrow & A^*[1] \\
\downarrow f_A & & \downarrow f_B & & \downarrow f_C & & \downarrow f_A[1] \\
A^* & \longrightarrow & B^* & \longrightarrow & C^* & \longrightarrow & A^*[1].
\end{array}
$$

Suppose that there are integers $n_A, n_C \geq 1$ such that $f_A^{n_A} = 0$ and $f_C^{n_C} = 0$. Then $f_B^{n_A+n_C} = 0$.

2. Let $C^*$ be a complex of $R$-modules which is concentrated in degrees $[0, d]$. Let $f \in \text{End}_{\mathcal{D}(R)}(C^*)$, and suppose that $H^*(f) = 0$. Then $f^{d+1} = 0$ in $\text{End}_{\mathcal{D}(R)}(C^*)$.

**Proof.** For the first part, we observe that there is an exact sequence

$$
\text{Hom}_{\mathcal{D}(R)}(B^*, A^*) \longrightarrow \text{Hom}_{\mathcal{D}(R)}(B^*, B^*) \longrightarrow \text{Hom}_{\mathcal{D}(R)}(B^*, C^*).
$$

The image of $f_B^{n_C}$ in the final term is 0, so $f_B^{n_C}$ lifts to $g \in \text{Hom}_{\mathcal{D}(R)}(B^*, A^*)$. This implies that $f_B^{n_A+n_C}$, which is the image of $f_A^{n_A}g$, is also 0.

For the second part, we show by induction on $i \geq 0$ that $f^{i+1} = 0$ on the truncated complex $\tau_{\leq i}C^*$. The case $i = 0$ is immediate (since $\tau_{\leq 0}C^* \cong H^0(C^*)$ in $\mathcal{D}(R)$). In general, we have an exact triangle in $\mathcal{D}(R)$:

$$
\tau_{\leq i}C^* \longrightarrow \tau_{\leq i+1}C^* \longrightarrow H^{i+1}(C^*)[-i+1] \longrightarrow \tau_{\leq i}C^*[1].
$$

The result therefore follows from the first part of the lemma. \hfill \Box

**Lemma 2.6.** Let $R$ be a Noetherian local ring.

1. Let $C^*$ be a complex of projective $R$-modules concentrated in degrees $[a, b]$ such that $H^*(C^*)$ is a finitely generated $R$-module. Then there exists a good complex $D^*$ of $R$-modules concentrated in degrees $[a, b]$ and a quasi-isomorphism $f : D^* \to C^*$.

2. Let $f : C^* \to D^*$ be a quasi-isomorphism of bounded above complexes of projective $R$-modules. Then for any $R$-algebra $S$, the map $f \otimes 1 : C^* \otimes_R S \to D^* \otimes_R S$ is a quasi-isomorphism.
Corollary 2.7. Let $R$ be a Noetherian local ring, and let $C^\bullet$ be a good complex of $R$-modules. Let $f : F^\bullet \to C^\bullet$ be a quasi-isomorphism, where $F^\bullet$ is a minimal complex. Then there are isomorphisms for each $i \in \mathbb{Z}$:

$$F^i/(\mathfrak{m}_R) \cong H^i(C^\bullet \otimes_R R/\mathfrak{m}_R).$$

In particular, $F^i \neq 0$ if and only if $H^i(C^\bullet \otimes_R R/\mathfrak{m}_R) \neq 0$.

2.3 Dimension

Let $R$ be a Noetherian ring, and $M$ a finite $R$-module. We write $\dim_R M$ for the Krull dimension of the quotient of $R$ which acts faithfully on $M$, i.e. the Krull dimension of $R/\text{Ann}_R(M)$. We recall that a sequence of elements $x_1, \ldots, x_d$ of the maximal ideal of $R$ is said to be a system of parameters of $M$ if $d = \dim M$ and $M/(x_1, \ldots, x_d)M$ has finite length as an $R$-module (see [BH93 Appendix]).

Lemma 2.8. Let $R$ be a Noetherian local ring.

1. Let $x = (x_1, \ldots, x_q)$ be a sequence of elements in $R$. Then $\dim_R M \geq \dim_{R/(x)} M/(x) + q$, with equality if and only if $(x_1, \ldots, x_q)$ is part of a system of parameters of $M$.

2. Let $x = (x_1, -x_q)$ be an $M$-regular sequence in $R$. Then $\dim_R M = \dim_{R/(x)} M/(x) + q$ and $\text{depth}_R M = \text{depth}_{R/(x)} M/(x) + q$.

3. Let $R \to S$ be a local homomorphism of Noetherian local rings, and let $M$ be an $S$-module which is finite as an $R$-module. Then $\dim_R M = \dim_S M$.

Proof. The first part is a well-known consequence of dimension theory; see [BH93 Proposition A.4]. The second part follows from the first and the two facts that every $M$-regular sequence is part of a system of parameters ([BH93 Proposition 1.2.12]) and that every maximal $M$-regular sequence has the same length ([BH93 Theorem 1.2.5]).

For the third part of the lemma, we set $I = \text{Ann}_R M$, $J = \text{Ann}_S M$, and must show $\dim R/I = \dim S/J$. The natural map $R/I \to S/J$ is injective, as we in fact have $R/I \to S/J \to \text{End}_R(M)$. Moreover, $\text{End}_R(M)$ is a finite $R$-module, which shows that $S/J$ is a finite $R$-module, hence a finite $R$-algebra. It follows that $S/J$ is a finite $R/I$-algebra, so $\dim R/I = \dim S/J$, as required.

Lemma 2.9. Let $l_0 \geq 0$, $q_0$ be integers, and let $S$ be a Cohen–Macaulay local ring of dimension $n \geq l_0$. Let $C^\bullet$ be a good complex of $S$-modules. Suppose that groups $H^i(C^\bullet \otimes_S S/\mathfrak{m}_S)$ are non-zero only if $i$ lies in the range $[q_0, q_0 + l_0]$. Then $\dim_S H^*(C^\bullet) \geq \dim S - l_0$. If equality holds, then $H^i(C^\bullet)$ is non-zero only if $i = q_0 + l_0$, and $H^{q_0 + l_0}(C^\bullet)$ has projective dimension $l_0$.

Proof. We follow the proof of [CG Lemma 3.2]. After replacing $C^\bullet$ be a quasi-isomorphic complex, we can assume that $C^\bullet$ is minimal, and in particular $C^i \neq 0$ only if $i \in [q_0, q_0 + l_0]$. After shifting, we can assume that $q_0 = 0$. Let $m \geq 0$ denote the smallest integer such that $H^m(C^\bullet) \neq 0$, and set $K^m = C^m/dC^{m-1}$. Then the complex

$$C^0 \to C^1 \to \cdots \to C^m$$

is a projective resolution of $K^m$, which therefore has projective dimension at most $m$. On the other hand, we have $H^m(C^\bullet) \subset K^m$, and hence

$$\dim_S H^m(C^\bullet) \geq \text{depth}_S K^m = \dim S - \text{proj dim } K^m \geq \dim S - m,$$

by the Auslander–Buchsbaum formula (and since $S$ is assumed Cohen–Macaulay). Since $m \leq l_0$, this shows the first assertion. If $\dim_S H^*(C^\bullet) = \dim S - l_0$, then we have

$$\dim S - l_0 = \dim_S H^*(C^\bullet) \geq \dim_S H^m(C^\bullet) \geq \dim S - m,$$

from which it follows that $m = l_0$ and $C^\bullet$ is a projective resolution of $H^{l_0}(C^\bullet)$ of length $l_0$. This completes the proof.
2.4 Ordinary part

Let $p$ be a prime and let $E$ be a finite extension of $\mathbb{Q}_p$ with ring of integers $\mathcal{O}$ and residue field $k$. Let $R$ be a complete Noetherian local $\mathcal{O}$-algebra with residue field $k$.

Lemma 2.10. 1. Let $M$ be a finite $R$-module, and let $T \in \text{End}_R(M)$. There is a unique $T$-invariant decomposition $M = M_{\text{ord}} \oplus M_{\text{non-ord}}$ with the following property: $T$ is invertible on $M_{\text{ord}}$, and topologically nilpotent (for the $m_R$-adic topology) on $M_{\text{non-ord}}$. Moreover, the limit $e = \lim_{n \to \infty} T^n$ exists in $\text{End}_R(M)$, is an idempotent, and we have $M_{\text{ord}} = eM$, $M_{\text{non-ord}} = (1 - e)M$.

2. Let $M, N$ be finite $R$-modules, let $T_1 \in \text{End}_R(M)$, $T_2 \in \text{End}_R(M)$, and let $f \in \text{Hom}_R(M, N)$ intertwine $T_1$ and $T_2$. Then we have $fM_{\text{ord}} \subseteq N_{\text{ord}}$, $fM_{\text{non-ord}} \subseteq N_{\text{non-ord}}$, the decompositions being taken with respect to $T_1$ and $T_2$.

3. Let $M$ be a finite $R$-module, and let $T \in \text{End}_R(M)$. If $I \subseteq R$ is a proper ideal, then we have

\[(M/(I))_{\text{ord}} = M_{\text{ord}}/(I),\]

\[(M/(I))_{\text{non-ord}} = M_{\text{non-ord}}/(I).\]

Proof. The $m_R$-adic topology on $\text{End}_R(M)$ coincides with the topology induced by kernels of the maps $\text{End}_R(M) \to \text{End}_R(M/(m_R^n))$, $n \geq 1$. Replacing $R$ by one of the quotients $R/m_R^n$, we can therefore assume that $R$ is Artinian. Let $\overline{P}(X) \in k[X]$ be the characteristic polynomial of $T$ on $M/(m_R^n)$, and let $P(X) \in R[X]$ be a monic lift of $\overline{P}$ such that $P(T) = 0$ on $M$. There is a unique factorization $P = AB$ in $k[X]$, where the constant term of $A$ is a unit, and $B = X^m$, for some $m \geq 0$; by Hensel’s lemma, this factorization lifts uniquely to a factorization $P = AB$ in $R[X]$, with $A, B$ monic.

We define $M_{\text{ord}} = B(T)M$, $M_{\text{non-ord}} = A(T)M$. Since $P(T)M = 0$, we have $A(T)M_{\text{ord}} = 0$, which implies that $T$ is invertible on $M_{\text{ord}}$ (as the constant term of $A$ is a unit). We also have $B(T)M_{\text{non-ord}} = 0$, which implies that $T$ is topologically nilpotent (hence nilpotent, as $R$ is Artinian) on $M_{\text{non-ord}}$. Since $A, B$ generate the unit ideal in $k[X]$, we can find $f, g \in R[X]$ such that $fA + gB = 1 + h$, where $h \in m_R[X]$. It follows that $f(T)A(T) + g(T)B(T)$ is invertible in $\text{End}_R(M)$, implying that $M = M_{\text{ord}} + M_{\text{non-ord}}$. If $x \in M$ lies in the intersection of these two submodules, then the sequence $T^n x$ is eventually 0 (as $T$ is nilpotent), hence $x = 0$ (as $T$ is invertible on $M_{\text{ord}}$). We deduce that in fact $M = M_{\text{ord}} \oplus M_{\text{non-ord}}$. In particular, there exists an integer $n_0$ such that for all $n \geq n_0$, $T^n = e$ is the identity on $M_{\text{ord}}$ and trivial on $M_{\text{non-ord}}$.

It remains to check that this decomposition is unique. Suppose that there is another decomposition $M = M'_{\text{ord}} \oplus M'_{\text{non-ord}}$ such that $T$ is invertible on $M'_{\text{ord}}$ and nilpotent on $M'_{\text{non-ord}}$. After possibly increasing $n_0$, we can assume that for all $n \geq n_0$, $T^n = e$ is the identity on $M'_{\text{ord}}$ and trivial on $M'_{\text{non-ord}}$. We then obtain

\[M_{\text{ord}} = eM = M'_{\text{ord}},\]

\[M_{\text{non-ord}} = (1 - e)M = M'_{\text{non-ord}}.\]

This completes the proof of the first part of the lemma. For the second part, it is immediate that $T_1 M_{\text{non-ord}} \subseteq N_{\text{non-ord}}$. Let $B(X) \in R[X]$ be a monic polynomial lifting $X^m \in k[X]$ such that $B(T_2)N_{\text{non-ord}} = 0$. Then $f(M_{\text{ord}}) = f(B(T_1)M_{\text{ord}}) = B(T_2)f(M_{\text{ord}}) \subseteq N_{\text{ord}}$. This completes the proof of the second part. The third part of the lemma is immediate from our expressions $M_{\text{ord}} = B(T)M$, $M_{\text{non-ord}} = A(T)M$. \(\square\)

In the situation of the first part of Lemma 2.10, we call $M_{\text{ord}}$ the ordinary part of $M$ (with respect to $T$), and $M_{\text{non-ord}}$ the non-ordinary part.

Lemma 2.11. 1. Let $C^\bullet$ be a complex of finite $R$-modules, and let $T \in \text{End}_R(C^\bullet)$. Then, decomposing each term of $C^\bullet$ into ordinary and non-ordinary parts, we obtain a decomposition $C^\bullet = C^\bullet_{\text{ord}} \oplus C^\bullet_{\text{non-ord}}$ of complexes of $R$-modules. Moreover, for each integer $i$ there are canonical isomorphisms

\[H^i(C^\bullet_{\text{ord}}) \cong H^i(C^\bullet)_{\text{ord}},\]

\[H^i(C^\bullet_{\text{non-ord}}) \cong H^i(C^\bullet)_{\text{non-ord}}.\]
2. Let $C^\bullet$, $D^\bullet$ be complexes of finite $R$-modules, let $T_1 \in \text{End}_R(C^\bullet)$, $T_2 \in \text{End}_R(C^\bullet)$ and let $f \in \text{Hom}_R(C^\bullet, D^\bullet)$ intertwine $T_1$ and $T_2$. Then $fC^\bullet_{\text{ord}} \subset D^\bullet_{\text{ord}}$ and $fC^\bullet_{\text{non-ord}} \subset D^\bullet_{\text{non-ord}}$.

**Proof.** For the first part, a standard reduction shows that it is enough to prove the following statement: take a commutative diagram with exact rows

\[
\begin{array}{cccccc}
0 & \rightarrow & M' & \rightarrow & M & \rightarrow & M'' & \rightarrow & 0 \\
\downarrow{T'} & & \downarrow{T} & & \downarrow{T''} & & \\
0 & \rightarrow & M' & \rightarrow & M & \rightarrow & M'' & \rightarrow & 0.
\end{array}
\]

Then the induced sequences of $R$-modules

\[
0 \rightarrow M'_{\text{ord}} \rightarrow M_{\text{ord}} \rightarrow M''_{\text{ord}} \rightarrow 0
\]

and

\[
0 \rightarrow M'_{\text{non-ord}} \rightarrow M_{\text{non-ord}} \rightarrow M''_{\text{non-ord}} \rightarrow 0
\]

are exact. Let $P[X]$ be the characteristic polynomial of $T$ on $M/(m_R)$, and factor $P = AB$ in $k[X]$, where the constant term of $A$ is a unit and $B = X^m$ for some $m \geq 0$. Let $P(X) \in R[X]$ be a monic lift of $P$ such that $P(T) = 0$ on $M$. Then the above factorization lifts to a factorization $P = AB$ in $R[X]$ with $A, B$ monic.

We now show that the sequence of ordinary parts is exact. Exactness on the left is clear. For exactness in the middle, suppose that $m \in M_{\text{ord}}$ is killed in $M''_{\text{ord}}$. Since $B(T)$ is invertible on $M_{\text{ord}}$, we can write $m = B(T)n$ with $n \in M_{\text{ord}}$. The element $n$ is also killed in $M''_{\text{ord}}$, hence lifts to $M'$, hence $m = B(T)n$ lifts to $B(T)M' = M'_{\text{ord}}$. The proof of exactness of the sequence of non-ordinary parts is similar, using $A(T)$ instead of $B(T)$. This completes the proof of the first part of the lemma. The second part follows immediately from the second part of Lemma 2.10. \hfill $\Box$

We now discuss idempotents from the point of view of the derived category. If $\mathcal{A}$ is any additive category, and $X \in \mathcal{A}$, $X_1, \ldots, X_n \in \mathcal{A}$, then the following are equivalent:

1. There exists an isomorphism $X \cong X_1 \oplus \cdots \oplus X_n$.
2. There exist morphisms $i_j : X_j \rightarrow X$, $p_j : X \rightarrow X_j$, $j = 1, \ldots, n$, such that $p_ji_j = 1$ for each $j$ and $1_X = \sum_{j=1}^n i_jp_j$.

In the second case, each $i_jp_j \in \text{Hom}_\mathcal{A}(X, X)$ is an idempotent. We say that an additive category is idempotent complete if for any $X \in \mathcal{A}$ and any idempotent $e \in \text{Hom}_\mathcal{A}(X, X)$, there exists a decomposition $X \cong X_1 \oplus X_2$ such that $e = i_1p_1$. The derived category of an abelian category is idempotent complete.

**Lemma 2.12.** Let $C^\bullet$ be a bounded above, perfect complex of $R$-modules. Let $t \in \text{End}_{D(R)}(C^\bullet)$. Then there is a unique idempotent $e \in \text{End}_{D(R)}(C^\bullet)$ with the following properties:

1. $e$ is a polynomial in $t$ (with $R$-coefficients).
2. The map $H(t)$ acts invertibly on $H(e)H^*(C^\bullet)$ and topologically nilpotently on $(1 - H(e))H^*(C^\bullet)$.

**Proof.** We first show existence of $e$. Consider the $R$-subalgebra $S$ of $\text{End}_{D(R)}(C^\bullet)$ generated by $t$. Then $\text{End}_{D(R)}(C^\bullet)$ is a finite $R$-module, so $S$ is a finite $R$-algebra, hence admits a decomposition $S = \prod_m S_m$ over the finitely many maximal ideals of $S$. Let $e \in S$ denote the idempotent which is 0 on the factors such that $t \in m$, and 1 on the factors such that $t \notin m$. It is then clear that $e$ and $t$ commute.

We must show that $t$ acts invertibly on $H(e)H^*(C^\bullet)$ and topologically nilpotently on $(1 - H(e))H^*(C^\bullet)$. Replacing $C^\bullet$ by a quasi-isomorphic complex, we can assume that $C^\bullet$ is a good complex and $t$ is represented by an element $T \in \text{End}_R(C^\bullet)$. We see that as $N \rightarrow \infty$ the endomorphism of the finite $R$-module $H^*(C^\bullet)$ induced by $t^N$ approaches the endomorphism induced by $e$, so this is clear.
We now show uniqueness. The idempotents of $S$ are in bijection with the sets of maximal ideals of $S$; we must show that there is a unique idempotent with the given action of cohomology. After writing $C^\bullet$ as a direct sum, we can assume that $S$ is local and must show that either $H(t)$ acts invertibly on $H^\bullet(C^\bullet)$ or $H(t)$ acts nilpotently. Replacing $C^\bullet$ by a quasi-isomorphic good complex, it is clear that these two possibilities correspond to the cases $t \in m_S$ or $t \notin m_S$. This completes the proof of the lemma.

If $C^\bullet$ is a bounded above, perfect complex of $R$-modules, $T \subset \text{End}_{D(R)}(C^\bullet)$ is a finite (commutative) $R$-subalgebra, and $t \in \text{End}_{D(R)}(C^\bullet)$ is an endomorphism that commutes with $T$ (for example, if $t \in T$), then we define the ordinary part $C^\bullet_\text{ord}$ of $C^\bullet$ as the direct summand of $C^\bullet$ corresponding to the idempotent $e$ corresponding to the endomorphism $t$. If $C^\bullet$ is a good complex and we choose a representative $\tilde{t} \in \text{End}_R(C^\bullet)$ of $t$, then this agrees with the definition of $C^\bullet_\text{ord}$ given in Lemma 2.11. The complex $C^\bullet_\text{ord}$ is defined uniquely up to quasi-isomorphism in $D(R)$, and there is a canonical homomorphism $T \to \text{End}_{D(R)}(C^\bullet_\text{ord})$, given (essentially) by $x \mapsto \tilde{x}e$.

Similarly, if $C^\bullet$ is a bounded above, perfect complex, $T \subset \text{End}_{D(R)}(C^\bullet)$ is a finite $R$-subalgebra, and $m \subset T$ is a maximal ideal, then $T_m \subset T$ is a direct factor (as $R$ is complete), and there is a corresponding idempotent $e_m \in T$. The corresponding direct factor $C^\bullet_m$ of $C^\bullet$ is defined uniquely up to quasi-isomorphism in $D(R)$, and there is a canonical homomorphism $T \to \text{End}_{D(R)}(C^\bullet_m)$; its image is canonically identified with $T_m$.

We will use these constructions later to define the ordinary parts and $m$-parts of complexes which compute the cohomology of arithmetic locally symmetric spaces. In this context, the algebra $T$ will be the algebra generated by the Hecke operators at finite places, and $m$ will be a maximal ideal of this Hecke algebra corresponding to a given Hecke eigenclass. In this connection, we will also need to glue complexes. We now give a naive formulation of this kind of operation.

**Lemma 2.13.** Let $I_1 \supset I_2 \supset \ldots$ be a nested sequence of open ideals of $R$ such that $\cap_{i=1}^\infty I_i = 0$. Let $R_c = R/I_c$. Suppose given for each $c \geq 1$ a good complex $M^\bullet_c$ of $R_c$-modules, together with an isomorphism $f_{c+1} : M^\bullet_{c+1} \otimes_{R_{c+1}} R_c \to M^\bullet_c$. Then:

1. $M^\bullet_\infty = \lim_{c} M^\bullet_c$ is a good complex of $R$-modules, and there are canonical isomorphisms $F_c : M^\bullet_\infty \otimes_R R_c \cong M^\bullet_c$ for each $c \geq 1$.

2. The natural map $H^\bullet(M^\bullet_\infty) \to \lim_{c} H^\bullet(M^\bullet_c)$ is an isomorphism.

3. Suppose given for each $c \geq 1$ a good complex $N^\bullet_c$ of $R_c$-modules, together with an isomorphism $g_{c+1} : N^\bullet_{c+1} \otimes_{R_{c+1}} R_c \to N^\bullet_c$ and an element $t_c \in \text{Hom}_{K(R_c)}(M^\bullet_c, N^\bullet_c)$ such that $g_{c+1} \circ t_{c+1} = t_c \circ f_{c+1}$ in $K(R_c)$. Then there exists a unique element $t_\infty \in \text{Hom}_{K(R)}(M^\bullet_\infty, N^\bullet_\infty)$ such that for each $c \geq 1$, the diagram

\[
\begin{array}{ccc}
M^\bullet_\infty & \xrightarrow{t_\infty} & N^\bullet_\infty \\
\downarrow & & \downarrow \\
M^\bullet_c & \xrightarrow{t_c} & N^\bullet_c 
\end{array}
\]

commutes in $K(R)$.

**Proof.** The first part is easy. We observe that each of the rings $R_c$ is Artinian, hence any finite $R_c$-module is Artinian. In particular, any inverse system of $R$-modules $(N_c)_{c \geq 1}$ in which each $N_c$ is a finite $R_c$-module satisfies the Mittag-Leffler condition. This implies the second part of the lemma (cf. [Wei94, Theorem 3.5.8]). The third part follows in a similar way: we want to show that the natural map

$\text{Hom}_{K(R)}(M^\bullet_\infty, N^\bullet_\infty) \to \lim_{c} \text{Hom}_{K(R_c)(M^\bullet_c, N^\bullet_c)}$

is an isomorphism. For each $1 \leq c \leq \infty$, let $H_c$ denote the $R_c$-module of graded homomorphisms $\oplus_{i \in \mathbb{Z}} M^i_c \to \oplus_{i \in \mathbb{Z}} N^i_{c-1}$ (which need not respect differentials). Then there are exact sequences

\[
H_c \longrightarrow \text{Hom}_R(M^\bullet_c, N^\bullet_c) \longrightarrow \text{Hom}_{K(R)}(M^\bullet_c, N^\bullet_c) \longrightarrow 0,
\]
the first arrow being given by \( s \mapsto ds + sd \). It is easy to see that the natural maps

\[
H_\infty \to \lim_{\to_c} H_c, \quad \operatorname{Hom}_R(M_\infty^\bullet, N_\infty^\bullet) \to \lim_{\to_c} \operatorname{Hom}_R(M_c^\bullet, N_c^\bullet)
\]

are isomorphisms, so another application of the Mittag-Leffler property gives the result. \( \square \)

**Lemma 2.14.** Let \( I_1 \supset I_2 \supset \ldots \) be a nested sequence of open ideals such that \( \cap_{i=1}^\infty I_i = 0 \). Let \( R_c = R/I_c \). Suppose given for each \( c \geq 1 \) a perfect, bounded above complex \( M_c^\bullet \) of free \( R_c \)-modules, together with a quasi-isomorphism \( f_{c+1} : M_{c+1}^\bullet \otimes_{R_{c+1}} R_c \cong M_c^\bullet \). Then we can find a minimal complex \( F_\infty^\bullet \) of \( R \)-modules and a collection of quasi-isomorphisms \( g_c : F_\infty^\bullet \otimes_R R_c \to M_c^\bullet \) such that for each \( c \geq 1 \), the diagram

\[
\begin{array}{ccc}
F_\infty^\bullet \otimes_R R_{c+1} & \xrightarrow{g_{c+1}} & M_{c+1}^\bullet \\
\downarrow & & \downarrow f_{c+1} \\
F_\infty^\bullet \otimes_R R_c & \xrightarrow{g_c} & M_c^\bullet
\end{array}
\]

commutes in \( K(R) \). Moreover, \( F_\infty^\bullet \) is unique in the following sense: if \( (G_\infty^\bullet, (h_c)_{c \geq 1}) \) is another pair satisfying these conclusions, then there is an isomorphism \( j : F_\infty^\bullet \to G_\infty^\bullet \) such that \( j \otimes_R R_c = h_c^{-1} \circ g_c \) in \( D(R_c) \) for all \( c \geq 1 \), and \( j \) is uniquely determined up to chain homotopy.

**Proof.** By hypothesis, we can find for each \( c \geq 1 \) a minimal complex \( N_c^\bullet \) of \( R_c \)-modules, together with morphisms \( a_c : N_c^\bullet \to M_c^\bullet \) and \( b_c : M_c^\bullet \to N_c^\bullet \) such that each of \( a_c b_c \) and \( b_c a_c \) is chain homotopic to the identity. The composite map

\[
b_c \circ f_{c+1} \circ (a_{c+1} \otimes_{R_{c+1}} R_c) : N_{c+1}^\bullet \otimes_{R_{c+1}} R_c \to N_c^\bullet
\]

is then a quasi-isomorphism, hence an isomorphism of minimal complexes. By Lemma 2.13, we can find a minimal complex \( F_\infty^\bullet \) of \( R \)-modules, together with a compatible system of isomorphisms \( h_c : F_\infty^\bullet \otimes_R R_c \cong N_c^\bullet \).

We then define \( g_c = a_c \circ h_c \). It is clear that the pair \( (F_\infty^\bullet, (g_c)_{c \geq 1}) \) has the desired properties. The uniqueness follows from the last part of Lemma 2.13. \( \square \)

**Proposition 2.15.** Let \( I_1 \supset I_2 \supset \ldots \) be a nested sequence of open ideals of \( R \) such that \( \cap_{i=1}^\infty I_i = 0 \). Let \( R_c = R/I_c \). Suppose given for each \( c \geq 1 \) a perfect, bounded above complex \( M_c^\bullet \) of free \( R_c \)-modules, together with an element \( t_c \in \operatorname{End}_{D(R_c)}(M_c^\bullet) = \operatorname{End}_{K(R_c)}(M_c^\bullet) \). Suppose given as well morphisms \( f_{c+1} : M_{c+1}^\bullet \otimes_{R_{c+1}} R_c \to M_c^\bullet \) making the diagrams

\[
\begin{array}{ccc}
M_{c+1}^\bullet \otimes_{R_{c+1}} R_c & \xrightarrow{f_{c+1}} & M_c^\bullet \\
\uparrow t_{c+1} & & \uparrow t_c \\
M_c^\bullet & \xrightarrow{t_c} & M_c^\bullet
\end{array}
\]

commute in \( D(R_c) \), and inducing isomorphisms

\[
H^*(M_{c+1}^\bullet \otimes_{R_{c+1}} R_c)_{\text{ord}} \cong H^*(M_c^\bullet)_{\text{ord}},
\]

the decomposition into ordinary parts taken with respect to the operator \( t_c \). Then we can find a minimal complex \( F_\infty^\bullet \) of \( R \)-modules, together with morphisms

\[
g_c : F_\infty^\bullet \otimes_R R_c \to M_c^\bullet,
\]

\[
g'_c : M_c^\bullet \to F_\infty^\bullet \otimes_R R_c,
\]

all satisfying the following conditions:

1. We have equalities \( g'_c g_c = 1 \), \( f_{c+1} \circ (g_{c+1} \otimes_{R_{c+1}} R_c) = g_c \) and \( g_c' \circ f_{c+1} = (g'_{c+1} \otimes_{R_{c+1}} R_c) \) of morphisms in \( D(R_c) \).
2. $g_c g'_c$ is an idempotent in $\text{End}_{\mathbf{D}(R_c)}(M^*_c)$.

3. The induced map on cohomology of $g_c g'_c$ is projection onto $H^*(M^*_c)_{\text{ord}}$ along $H^*(M^*_c)_{\text{non-ord}}$. In particular, there are commutative squares for every $c \geq 1$:

$$H^*(F^*_c \otimes_R R_{c+1}) \xrightarrow{\cong} H^*(M^*_{c+1})_{\text{ord}}$$

$$H^*(F^*_c \otimes_R R_c) \xrightarrow{\cong} H^*(M^*_c)_{\text{ord}}.$$

The pair $(F^*_c, (g_c)_{c \geq 1}, (g'_c)_{c \geq 1})$ is unique in the following sense: if $(G^*_c, (h_c)_{c \geq 1}, (h'_c)_{c \geq 1})$ is another tuple satisfying points 1–3, then we can find an isomorphism $j : F^*_c \to G^*_c$ such that $j \otimes_R R_c = h'_c \circ g_c$ in $\mathbf{D}(R_c)$, and $j$ is uniquely determined up to chain homotopy.

Finally, suppose given for each $c \geq 1$ an element $s_c \in \text{End}_{\mathbf{D}(R_c)}(M^*_c)$ such that $f_{c+1} \circ (s_{c+1} \otimes_R R_{c+1}) = s_c \circ f_{c+1}$, and $s_c t_c = t_c s_c$. Then there is a unique element $s_\infty \in \text{End}_{\mathbf{D}(R)}(F^*_\infty)$ with the property that $(s_\infty \otimes_R R_c) = g_c s_c g'_c$ in $\mathbf{D}(R_c)$ for each $c \geq 1$. In particular, the action of $s_\infty \otimes_R R_c$ on the direct summand

$$H^*(F^*_c \otimes_R R_c) = H^*(M^*_c)_{\text{ord}} \subset H^*(M^*_c)$$

agrees with the restriction of the element $s_c$ to this subspace.

**Proof.** After replacing each $M^*_c$ by a quasi-isomorphic complex, we can assume that each $M^*_c$ is minimal. Let $T_c \in \text{End}_R(M^*_c)$ denote a representative of $t_c \in \text{End}_{\mathbf{D}(R_c)}(M^*_c)$, and define $F^*_c = M^*_c$, as in Lemma 2.11, the decomposition taken with respect to $T_c$. Let $i_c : F^*_c \to M^*_c$ and $p_c : M^*_c \to F^*_c$ denote the canonical inclusion and projection, respectively. We observe that there is an integer $N_c \geq 1$ such that the equality $i_c \circ p_c = t_c^{N_c+1}$ holds in $\text{End}_{\mathbf{D}(R_c)}(M^*_c)$ (since the equality $i_c \circ p_c = T_c^{N_c+1}$ holds at the level of cochains). In particular, the equality $f_{c+1} i_{c+1} t_{c+1} = t_c f_{c+1}$ implies the equality $f_{c+1} i_{c+1} p_{c+1} = i_c p_c f_{c+1}$ in $\mathbf{D}(R_c)$.

The complex $F^*_c$ is minimal (being a direct summand of a minimal complex), and for each $c \geq 1$, the composite map

$$H^*(F^*_c) \to H^*(M^*_c) \to H^*(M^*_c)_{\text{ord}}$$

is an isomorphism. There is a morphism $a_{c+1} : F^*_c \otimes_R R_{c+1} \to F^*_c$, given by the formula $a_{c+1} = p_c \circ f_{c+1} \circ (i_{c+1} \otimes_R R_{c+1} R_c)$, and we see that $a_{c+1}$ is a quasi-isomorphism of minimal complexes, hence an isomorphism. We can therefore apply Lemma 2.13 to the complexes $F^*_c$ to obtain a minimal complex $F^*_\infty$ of $R$-modules, together with isomorphisms $b_c : F^*_c \otimes_R R_c \cong F^*_\infty$ for each $c \geq 1$. We define $g_c = i_c \circ b_c$, and $g'_c = b_c^{-1} \circ p_c$. Then $g'_c g_c = b_c^{-1} p_c i_c b_c = 1$ and $g_c g'_c = i_c p_c$ is an idempotent (even as a morphism of complexes, before passing to the derived category).

The equality $f_{c+1} (g_c \otimes R_{c+1}, R_c) = g_c$ is equivalent to the equality $i_c p_c f_{c+1} i_{c+1} b_{c+1} = f_{c+1} i_{c+1} b_{c+1}$, which holds because $i_c p_c f_{c+1} = f_{c+1} i_{c+1} p_{c+1}$ and $p_{c+1} i_{c+1} = 1$. The equality $g'_c \circ f_{c+1} = (g'_c \otimes R_{c+1}, R_c)$ is equivalent to the equality $p_c f_{c+1} = p_c f_{c+1} i_{c+1} p_{c+1}$, which holds for essentially the same reasons. This completes the proof that $(F^*_\infty, (g_c)_{c \geq 1}, (g'_c)_{c \geq 1})$ has the claimed properties.

If $(G^*_c, (h_c)_{c \geq 1}, (h'_c)_{c \geq 1})$ is another minimal complex as in the statement of the proposition, then we have diagrams for every $c \geq 1$:

$$F^*_c \otimes_R R_c \xrightarrow{g_c \otimes R_c} M^*_c \xrightarrow{h'_c \otimes R_c} G^*_c \otimes_R R_c$$

$$F^*_c \otimes_R R_c \xrightarrow{g_c} M^*_c \xrightarrow{h'_c} G^*_c \otimes_R R_c.$$

The composites $h'_c g_c$ are quasi-isomorphisms of minimal complexes, hence isomorphisms, and the third part of Lemma 2.13 implies that they glue to an isomorphism $F^*_\infty \cong G^*_\infty$ with the desired properties.

Finally, suppose given for each $c \geq 1$ an element $s_c \in \text{End}_{\mathbf{D}(R_c)}(M^*_c)$ such that $f_{c+1} \circ (s_{c+1} \otimes_R R_{c+1}) = s_c \circ f_{c+1}$, and $s_c t_c = t_c s_c$. This implies that $s_c i_c p_c = i_c p_c s_c$. Let $s'_c = g'_c s_c g_c = g'_c b_c^1 p_c s_c i_c b_c \in$
Proposition 3.1. Fix maximal ideal and $k$. Let $S$.

Then we can find the following data. The left hand side of this equation equals
$$p_c s_c i_p f_{c+1} i_{c+1} = p_c s_c f_{c+1} i_{c+1}.$$ 

The right hand side equals
$$p_c f_{c+1} i_{c+1} p_c s_c i_{c+1} = p_c f_{c+1} s_c i_{c+1}.$$ 

These are the same, because of the relation $s_c f_{c+1} = f_{c+1} s_c$. The last part of Lemma 2.13 now implies the existence and uniqueness of the desired element $s_{\infty}$.

3 Abstract patching

Let $p$ be a prime, $E$ a finite extension of $Q_p$, and let $O$ be its ring of integers. We write $\lambda \subset O$ for the unique maximal ideal and $k = O/\lambda$.

**Proposition 3.1.** Fix $\Lambda \in CNL_O$ and $q \geq 1$, and define $S_{\infty} = \Lambda[[S_1, \ldots, S_q]]$ and $a = \ker(S_{\infty} \to \Lambda)$. Let $S_{\infty} \supset I_1 \supset I_2 \ldots$ be a decreasing sequence of open ideals of $S_{\infty}$ such that $\cap_{i \geq 1} I_i = 0$. If $N \geq 1$, then we set $S_N = S_{\infty}/I_N$. Suppose given the following data.

1. A good complex $C^*_0$ of $\Lambda$-modules concentrated in degrees $[0, d]$ for some $d \geq 0$.
2. An object $R_0 \in CNL_\Lambda$ together with a map $R_0 \to $End$_{D(\Lambda)}(C^*_0)$.
3. For every integer $N \geq 1$, a good complex $C^*_N$ of $S_N$-modules, together with an isomorphism $f_N : C^*_N/(a) \to C^*_0 \otimes_{S_{\infty}} S_N$. (We consider $C^*_0$ as an $S_{\infty}$-module via the augmentation homomorphism $S_{\infty} \to \Lambda$.)
4. For every integer $N \geq 1$, an object $R_N \in CNL_{S_N}$ and maps $R_N \to $End$_{D(S_N)}(C^*_N)$ and $R_N \to R_0/(I_N)$ of $S_N$-algebras, such that the following diagram commutes:

$$
\begin{array}{ccc}
R_N & \longrightarrow & \text{End}_{D(S_N)}(C^*_N) \\
\downarrow & & \downarrow \\
R_0/(I_N) & \longrightarrow & \text{End}_{D(\Lambda/(I_N))}(C^*_0 \otimes_{S_{\infty}} S_N).
\end{array}
$$

5. A complete Noetherian $\Lambda$-algebra $R_{\infty}$ and for each integer $N \geq 1$, a surjective map of $\Lambda$-algebras $g_N : R_{\infty} \to R_N$.

Then we can find the following data.

1. A good complex $C^*_\infty$ of $S_{\infty}$-modules, together with an isomorphism $f_\infty : C^*_\infty \otimes_{S_{\infty}} \Lambda \to C^*_0$.
2. A homomorphism $S_{\infty} \to R_{\infty}$ in $CNL_\Lambda$, making $R_{\infty}$ into an $S_{\infty}$-algebra.
3. A commutative diagram of $S_{\infty}$-algebras

$$
\begin{array}{ccc}
R_{\infty} & \longrightarrow & \text{End}_{D(S_{\infty})}(C^*_\infty) \\
\downarrow & & \downarrow \otimes_{S_{\infty}} \Lambda \\
R_0 & \longrightarrow & \text{End}_{D(\Lambda)}(C^*_0).
\end{array}
$$
Proof. We patch. By Chevalley’s theorem, we can assume without loss of generality that $I_N = m_{s_{\infty}}^m$, for a sequence $m_N$ of integers which tend to infinity as $N \to \infty$. For simplicity, let us assume that in fact $I_N = m_{s_{\infty}}^m$. We define $s = \dim_k H^*(C^*_0 \otimes_{\Lambda} \Lambda/\mathfrak{m}_\Lambda)$. If $t \in m_{R_N}$, then $t$ acts nilpotently on

$$H^*(C^*_N \otimes_{S_N} k) \cong H^*(C^*_0 \otimes_{\Lambda} k),$$

hence $t^s$ acts as 0 on $H^*(C^*_N \otimes_{S_N} k)$. The existence of the spectral sequence of a filtered complex implies that $t^{N_s}$ then acts trivially on $H^*(C^*_N \otimes_{S_N} S_{\infty}/m_{S_{\infty}}^N)$, hence (Lemma 2.5) the image of $t^{(d+1)N_s}$ is 0 in

$$\text{End}_{D(S_{\infty}/m_{S_{\infty}}^N)}(C^*_N \otimes_{S_N} S_{\infty}/m_{S_{\infty}}^N).$$

In particular, if the Zariski tangent space of $R_{\infty}$ has $k$-dimension $g$, then the image of $m_{R_N}^{(d+1)N_s}g$ in $\text{End}_{D(S_{\infty}/m_{S_{\infty}}^N)}(C^*_N \otimes_{S_N} S_{\infty}/m_{S_{\infty}}^N)$ is 0.

We define a patching datum of level $N \geq 1$ to be a tuple $(D^*, \psi, R, \eta_0, \eta_1, \eta_2)$, where:

- $D^*$ is a good complex of $S_N$-modules.
- $\psi$ is an isomorphism $D^* \cong C^*_0 \otimes_{S_N} S_N$ of complexes of $S_N$-modules.
- $R$ is an object of $\text{CNL}_{S_N}$ equipped with a surjection $\eta_0 : R_{\infty} \to R$ in $\text{CNL}_{S_N}$, and maps $\eta_1 : R \to \text{End}_{D(S_{\infty})}(D^*)$ and $\eta_2 : R \to R_0/m_{R_0}^{(d+1)N_s}$ of $S_N$-algebras. Moreover, $m_{R_0}^{(d+1)N_s} = 0$.
- The following diagram is commutative:

$$
\begin{array}{ccc}
R & \xrightarrow{\eta_1} & \text{End}_{D(S_{\infty}/m_{S_{\infty}}^N)}(D^*) \\
\downarrow{\eta_2} & & \downarrow{\eta_2} \\
R_0/m_{R_0}^{(d+1)N_s} & \xrightarrow{\eta_2} & \text{End}_{D(\Lambda/m_{\Lambda}^N)}(C^*_0 \otimes_{\Lambda} \Lambda/m_{\Lambda}^N). \\
\end{array}
$$

We make the collection of patching data of level $N$ into a category $\text{Patch}_N$ as follows: a morphism $\alpha : (D^*, \psi, R, \eta_0, \eta_1, \eta_2) \to (E^*, \psi', R', \eta_0', \eta_1', \eta_2')$ is a pair $\alpha = (f, g)$, where:

- $f : D^* \to E^*$ is an isomorphism such that $\psi'(f \otimes_{S_N} S_{\infty}/(m_{S_{\infty}}^N \cdot a))\psi^{-1}$ is the identity.
- $g : R \to R'$ is an isomorphism in $\text{CNL}_{S_N}$ that intertwines $\eta_0$ and $\eta_0'$, $\eta_1$ and $\eta_1'$, and $\eta_2$ and $\eta_2'$.

Evidently the category $\text{Patch}_N$ is a groupoid, i.e. every morphism is an isomorphism. There is a collection of functors $(F_N : \text{Patch}_{N+1} \to \text{Patch}_N)_{N\geq 1}$, which assign to a tuple $(D^*, \psi, R, \eta_0, \eta_1, \eta_2)$ the tuple $F_N(D^*, \psi, R, \eta_0, \eta_1, \eta_2) = (E^*, \psi', R', \eta_0', \eta_1', \eta_2')$ given as follows:

- $E^* = D^* \otimes_{S_N} S_{\infty}/m_{S_{\infty}}^N$.
- $\psi'$ is the composite

$$E^* \otimes_{S_N} S_{\infty}/(m_{S_{\infty}}^N + a) \cong D^* \otimes_{S_N} S_{\infty}/(m_{S_{\infty}}^N + a) \cong C^* \otimes_{S_N} S_{\infty}/(m_{S_{\infty}}^N + a)$.$$

- $R' = R/m_{R_0}^{(d+1)N_s}$.
- $\eta_0', \eta_1'$ and $\eta_2'$ are the obvious maps.

The set of isomorphism classes of patching data of level $N$ is finite. Indeed, it suffices to note that the cardinality of the ring $R$ in the tuple $(D^*, \psi, R, \eta_0, \eta_1, \eta_2)$ is bounded solely in terms of $N$ (since $R_{\infty}/m_{R_{\infty}}^{(d+1)N_s}$ is a ring of finite cardinality), and $\text{End}_{D(S_{\infty}/m_{S_{\infty}}^N)}(D^*)$ has cardinality bounded above by

$$\#S_{\infty}/m_{S_{\infty}}^N \cdot (\dim_k D^* \otimes_{S_N} k)^2.$$

The set of isomorphism classes is also non-empty. Indeed, for each $M \geq 1$, we can define a patching datum $D(M, M) = (D^*, \psi, R, \eta_0, \eta_1, \eta_2) \in \text{Patch}_M$ as follows:
• \( D^* = C^* \otimes_{S^\infty} S^\infty / \mathfrak{m}^M_{S^\infty} \).

• \( \psi = f_M \).

• \( R = R_M / \mathfrak{m}_R^{(d+1)M_{sg}} \).

• \( \eta_0, \eta_1 \) and \( \eta_2 \) are the obvious maps.

If \( M \geq N \geq 1 \), then we define \( D(M, N) \in \text{Patch}_N \) to be the image of \( D(M, M) \) under the composite functor \( F_N \circ F_{N+1} \circ \cdots \circ F_{M-1} \). After diagonalization, we can find an increasing sequence \( (M_N)_{N \geq 1} \) of integers, together with a system of isomorphisms \( \alpha_N : F_N(D(M_{N+1}, N+1)) \to D(M_N, N) \). Passing to the inverse limit with respect to these isomorphisms, we obtain a tuple \( (D^*_\infty, \psi_\infty, R^\infty, \eta_0, \eta_1, \eta_2) \), where:

• \( D^*_\infty \) is a good complex of \( S^\infty \)-modules.

• \( \psi_\infty \) is an isomorphism \( D^*_\infty \otimes_{S^\infty} S^\infty / (a) \cong C_0^* \).

• \( R^\infty \) is an object of \( \text{CNL}_{S^\infty} \), and \( \eta_0 \) is a surjective homomorphism \( R^\infty \to R^\infty \) in \( \text{CNL}_A \).

• \( \eta_1 : R^\infty \to \text{End}_{D(S^\infty)}(D^*_\infty) \) is a homomorphism of \( S^\infty \)-algebras.

• \( \eta_2 : R^\infty \to R_0 \) is a homomorphism of \( S^\infty \)-algebras.

• The following diagram is commutative:

\[
\begin{array}{ccc}
R^\infty & \xrightarrow{\eta_1} & \text{End}_{D(S^\infty)}(D^*_\infty) \\
\downarrow{\eta_2} & & \downarrow{\eta_2} \\
R_0 & \xrightarrow{\eta_2} & \text{End}_{D(\Lambda)}(C_0^*)
\end{array}
\]

It follows that \( \eta_1 \) is injective. Since \( S^\infty \) is formally smooth over \( \Lambda \), we can lift the homomorphism \( S^\infty \to R^\infty \) to a homomorphism \( S^\infty \to R_\infty \). The proof is now completed on taking \( C_0^* = D^*_\infty \).

To illustrate the use of Proposition 3.1, we state the following result, which will not be used later. It serves as a prototype for the proof of our main result, Theorem 6.2.

**Corollary 3.2.** With notation as in Proposition 3.1, suppose given integers \( n \geq l_0 \) such that \( \Lambda \) is a regular local ring of dimension \( n \) and \( R_\infty \) is a formally smooth \( \Lambda \)-algebra of dimension \( \dim R_\infty = \dim S^\infty - l_0 = n + q - l_0 \). Suppose moreover that \( H^0(C_0^*) \neq 0 \) and \( C_0^* \) is concentrated in degrees \([0, l_0]\). Then the map \( R_0 \to \text{End}_{D(\Lambda)}(C_0^*) \) is injective and \( H^i(C_0^*) \) is a free \( R_0 \)-module.

**Proof.** There is a commutative diagram of \( S^\infty \)-algebras:

\[
\begin{array}{ccc}
R_\infty & \xrightarrow{\eta_1} & \text{End}_{D(S^\infty)}(C_0^*) \\
\downarrow{\eta_2} & & \downarrow{-S^\infty, \Lambda} \\
R_0 & \xrightarrow{\eta_2} & \text{End}_{D(\Lambda)}(C_0^*)
\end{array}
\]

By Lemma 2.8 we have

\[
\dim_{S^\infty} H^*(C_0^*) = \dim_{R_\infty} H^*(C_0^*) \leq \dim R_\infty = \dim S^\infty - l_0.
\]

It follows from Lemma 2.9 that equality holds here, and the cohomology groups \( H^i(C_0^*) \) are non-zero if and only if \( i = l_0 \). We also see that

\[
\text{depth}_{R_\infty} H^{l_0}_{\infty}(C_0^*) \geq \text{depth}_{S^\infty} H^{l_0}_{\infty}(C_0^*) = \dim R_\infty,
\]

so the Auslander-Buchsbaum formula implies that \( H^{l_0}_{\infty}(C_0^*) \) is in fact a free \( R_\infty \)-module. It follows that \( H^{l_0}_{\infty}(C_0^*) \otimes_{S^\infty} \Lambda \cong H^{l_0}_{\infty}(C_0^*) \) is a free \( R_\infty / (\mathfrak{a}) \)-module, hence \( R_\infty / (\mathfrak{a}) \cong R_0 \) and \( H^{l_0}_{\infty}(C_0^*) \) is a free \( R_0 \)-module. □
4 Galois deformation theory

Let $F$ be a number field, let $p$ be a prime, and $S_p$ denote the set of places of $F$ dividing $p$. We fix a coefficient field $E$ together with a continuous, absolutely irreducible representation $\overline{\rho} : G_F \to \text{GL}_n(k)$ and a continuous character $\mu : G_F \to \mathbb{O}^\times$ which lifts $\det \overline{\rho}$. We also fix a finite set $S$ of finite places of $F$, containing $S_p$ and the places at which $\overline{\rho}$ and $\mu$ are ramified. We assume for simplicity that $p > n$ and $n \geq 2$. In particular, the prime $p$ is odd.

For each $v \in S$, we fix a ring $\Lambda_v \in \text{CNL}_\mathbb{O}$ and we define $\Lambda = \hat{\otimes}_{v \in S} \Lambda_v$, the completed tensor product being over $\mathbb{O}$. Then $\Lambda \in \text{CNL}_\mathbb{O}$. Let $v \in S$. We write $D_v^{\square} : \text{CNL}_{\Lambda_v} \to \text{Sets}$ for the functor that associates to $R \in \text{CNL}_{\Lambda_v}$ the set of all continuous homomorphisms $r : G_{F_v} \to \text{GL}_n(R)$ such that $r \mod \mathfrak{m}_R = \overline{\rho}|_{G_{F_v}}$ and $\det r$ agrees with the composite $G_{F_v} \to \mathbb{O}^\times \to \mathbb{R}^\times$ given by $\mu|_{G_{F_v}}$ and the structural homomorphism $\mathbb{O} \to \mathbb{R}$.

It is easy to see that $D_v^{\square}$ is represented by an object $R_v^{\square} \in \text{CNL}_{\Lambda_v}$ (for example, by applying Schlessinger’s criterion as in [Maz89]).

**Definition 4.1.** Let $v \in S$. A local deformation problem for $\overline{\rho}|_{G_{F_v}}$ is a subfunctor $D_v \subset D_v^{\square}$ satisfying the following conditions:

- $D_v$ is represented by a quotient $R_v$ of $R_v^{\square}$.
- For all $R \in \text{CNL}_{\Lambda_v}$, $a \in \ker(\text{GL}_n(R) \to \text{GL}_n(k))$ and $r \in D_v(R)$, we have $ara^{-1} \in D_v(R)$.

**Definition 4.2.** A global deformation problem is a tuple

$$S = (\overline{\rho}, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S}),$$

where:

- The objects $\overline{\rho} : G_F \to \text{GL}_n(k)$, $\mu$ and $S$ are as at the beginning of this section.
- For each $v \in S$, $D_v$ is a local deformation problem for $\overline{\rho}|_{G_{F_v}}$.

**Definition 4.3.** Let $S = (\overline{\rho}, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S})$ be a global deformation problem. Let $R \in \text{CNL}_{\Lambda}$, and let $\rho : G_F \to \text{GL}_n(R)$ be a continuous homomorphism. We say that $\rho$ is of type $S$ if it satisfies the following conditions:

- $\rho$ is unramified outside $S$.
- $\det \rho = \mu$. More precisely, the homomorphism $\det \rho : G_F \to \mathbb{R}^\times$ agrees with the composite $G_F \to \mathbb{O}^\times \to \mathbb{R}^\times$ induced by $\mu$ and the structural homomorphism $\mathbb{O} \to \mathbb{R}$.
- For each $v \in S$, the restriction $\rho|_{G_{F_v}}$ lies in $D_v(R)$, where we give $R$ the natural $\Lambda_v$-algebra structure arising from the homomorphism $\Lambda_v \to \Lambda$.

We say that two liftings $\rho_1, \rho_2 : G_F \to \text{GL}_n(R)$ are strictly equivalent if there exists a matrix $a \in \ker(\text{GL}_n(R) \to \text{GL}_n(k))$ such that $\rho_2 = a\rho_1a^{-1}$.

It is easy to see that strict equivalence preserves the property of being of type $S$. We write $D_{S}^{\square}$ for the functor $\text{CNL}_{\Lambda} \to \text{Sets}$ which associates to $R \in \text{CNL}_{\Lambda}$ the set of liftings $\rho : G_F \to \text{GL}_n(R)$ which are of type $S$. We write $D_{S}$ for the functor $\text{CNL}_{\Lambda} \to \text{Sets}$ which associates to $R \in \text{CNL}_{\Lambda}$ the set of strict equivalence classes of liftings of type $S$.

**Definition 4.4.** If $T \subset S$ and $R \in \text{CNL}_{\Lambda}$, then we define a $T$-framed lifting of $\overline{\rho}$ to $R$ to be a tuple $(\rho, \{\alpha_v\}_{v \in T})$, where $\rho : G_F \to \text{GL}_n(R)$ is a lifting and for each $v \in T$, $\alpha_v$ is an element of $\ker(\text{GL}_n(R) \to \text{GL}_n(k))$. Two $T$-framed liftings $(\rho_1, \{\alpha_v\}_{v \in T})$ and $(\rho_0, \{\beta_v\}_{v \in T})$ are said to be strictly equivalent if there is an element $a \in \ker(\text{GL}_n(R) \to \text{GL}_n(k))$ such that $\rho_2 = a\rho_1a^{-1}$ and $\beta_v = a\alpha_v$ for each $v \in T$.

We write $D_{S}^{T}$ for the functor $\text{CNL}_{\Lambda} \to \text{Sets}$ which associates to $R \in \text{CNL}_{\Lambda}$ the set of strict equivalence classes of $T$-framed liftings $(\rho, \{\alpha_v\}_{v \in T})$ to $R$ such that $\rho$ is of type $S$. 
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Theorem 4.5. Let $\mathcal{S} = (\rho, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S})$ be a global deformation problem. Then the functors $D_S$, $D^S_S$ and $D^S_S$ are representable by objects $R_S$, $R^S_S$ and $R^S_S$, respectively, of $\text{CNL}_\Lambda$.

Proof. This is well-known; see [CHT08, Appendix 1] for a proof that $D_S$ is representable. The representability of the functors $D^S_S$ and $D^S_S$ can be deduced easily from this.

Let $\mathcal{S} = (\rho, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S})$ be a global deformation problem, and for each $v \in S$ let $R_v \in \text{CNL}_\Lambda$ denote the representing object of $D_v$. We write $A^T_S = \hat{\otimes}_{v \in T} R_v$ for the completed tensor product, taken over $\mathcal{O}$, of the rings $R_v$. The ring $A^T_S$ has a canonical $\Lambda_T$-algebra structure, where $\Lambda_T = \hat{\otimes}_{v \in T} \Lambda_v$; it is easy to see that $A^T_S$ represents the functor $\text{CNL}_{\Lambda_T} \to \text{Sets}$ which associates to a $\Lambda_T$-algebra $R$ the set of tuples $(\rho_v)_{v \in T}$, where for each $v \in T$, $\rho_v : G_{F_v} \to \text{GL}_n(R)$ is a lifting of $\mathfrak{p}_v|G_{F_v}$ such that $\rho_v \in D_v(R)$ when we give $R$ the $\Lambda_v$-algebra structure arising from the homomorphism $\Lambda_v \to \Lambda_T \to R$.

The natural transformation $(\rho, \{\alpha_v\}_{v \in T}) \mapsto (\alpha_v^{-1}\rho|_{G_{F_v}}\alpha_v)_{v \in T}$ induces a canonical map $A^T_S \to R^T_S$, which is a homomorphism of $\Lambda_T$-algebras. We will generally use this construction only when $\Lambda_v = \mathcal{O}$ for each $v \in S - T$, in which case there is a canonical isomorphism $\Lambda_T \cong \Lambda$.

Lemma 4.6. Let $\mathcal{S}$ be a global deformation problem, and let $R_S : G_F \to \text{GL}_n(R_S)$ be a representative of the universal deformation. Choose $v_0 \in T$, and let $T = \mathcal{O}[[X_{v_0,i,j} : v \in T, 1 \leq i, j \leq n]]/(X_{v_0,1,1})$. There is a canonical isomorphism $R^T_S \cong R_S \hat{\otimes}_\mathcal{O} T$.

Proof. There is a $T$-framed lifting over $R_S \hat{\otimes}_\mathcal{O} T$ given by the tuple $(\rho_S, \{(X_{v_0,i,j})_{v,1,1}\}_{v \in T})$. It is easy to check that the induced map $R^T_S \to R_S \hat{\otimes}_\mathcal{O} T$ is an isomorphism.

4.1 Galois cohomology

Let $\mathcal{S} = (\rho, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S})$ be a global deformation problem. We write $\text{ad} \mathfrak{p}$ for the $k[G_F]$-module given by the space $M_n(k)$ of $n \times n$ matrices, with $G_F$ acting via the adjoint (conjugation) action of $\mathfrak{p}$. We write $\text{ad}^0 \mathfrak{p} \subset \text{ad} \mathfrak{p}$ for the $k[G_F]$-submodule consisting of matrices of trace 0. For each $v \in S$, let $R_v$ denote the representing object of $D_v$ and $I_v = \ker(R^2_v \to R_v)$. There are canonical isomorphisms

$$Z^1(F_v, \text{ad}^0 \mathfrak{p}) \cong \text{Hom}_k(m_{R_v}((m^2_{R_v}, m_{\Lambda_v}), k) \cong \text{Hom}_{\text{CNL}_{\Lambda_v}}(R^2_v, k[e]/(e^2)), \quad (1.1)$$

where we write $Z^1(F_v, \text{ad}^0 \mathfrak{p})$ for the space of continuous 1-coycles $\phi : G_{F_v} \to \text{ad}^0 \mathfrak{p}$. The pre-image in $Z^1(F_v, \text{ad}^0 \mathfrak{p})$ of $\text{Hom}_{\text{CNL}_{\Lambda_v}}(R_v, k[e]/(e^2)) \subset \text{Hom}_{\text{CNL}_{\Lambda_v}}(R^2_v, k[e]/(e^2))$ is a $k$-vector subspace, which we call $\mathcal{L}_v$. It contains the space of 1-coboundaries, and we write $\mathcal{L}_v$ for the image of $\mathcal{L}_v$ in $H^1(F_v, \text{ad}^0 \mathfrak{p})$.

Now fix a subset $T \subset S$, which may be empty, and suppose that $\Lambda_v = \mathcal{O}$ for each $v \in S - T$. Then there is a canonical isomorphism $\Lambda_T \cong \Lambda$, and the map $A^T_S \to R^T_S$ is a morphism of $\Lambda$-algebras. In this case, we define (following [CHT08, §2]) a complex $C^i_{S,T}(\text{ad}^0 \mathfrak{p})$ by the formula

$$C^i_{S,T}(\text{ad}^0 \mathfrak{p}) = \begin{cases} C^0(F_v, \text{ad}^0 \mathfrak{p}) & \text{if } i = 0 \\ C^0(F_v, \text{ad} \mathfrak{p}) \oplus_{v \in T} C^0(F_v, \text{ad} \mathfrak{p}) & \text{if } i = 1 \\ C^i(F_v, \text{ad} \mathfrak{p}) \oplus_{v \in S - T} C^i(F_v, \text{ad}^0 \mathfrak{p})/\mathcal{L}_v & \text{if } i = 2 \\ C^i(F_v, \text{ad} \mathfrak{p}) \oplus_{v \in S} C^{i-1}(F_v, \text{ad}^0 \mathfrak{p}) & \text{otherwise} \end{cases}$$

The boundary map is given by the formula

$$C^i_{S,T}(\text{ad}^0 \mathfrak{p}) \to C^{i+1}_{S,T}(\text{ad}^0 \mathfrak{p})$$

$$(\phi, (\psi_v)_v) \mapsto (\partial \phi, (\phi|_{G_{F_v}} - \partial \psi_v)_v).$$

There is a long exact sequence of cohomology groups

$$\begin{array}{c}
0 \rightarrow H^0_{S,T}(\text{ad}^0 \mathfrak{p}) \rightarrow H^0(F_v, \text{ad} \mathfrak{p}) \rightarrow \oplus_{v \in T} H^0(F_v, \text{ad} \mathfrak{p}) \\
\uparrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\rightarrow H^1_{S,T}(ad^0 \mathfrak{p}) \rightarrow H^1(F_v, \text{ad} \mathfrak{p}) \rightarrow \oplus_{v \in T} H^1(F_v, \text{ad} \mathfrak{p}) \oplus_{v \in S - T} H^1(F_v, \text{ad}^0 \mathfrak{p})/\mathcal{L}_v \\
\uparrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\rightarrow H^2_{S,T}(ad^0 \mathfrak{p}) \rightarrow H^2(F_v, \text{ad} \mathfrak{p}) \rightarrow \oplus_{v \in S} H^2(F_v, \text{ad} \mathfrak{p}) \\
\uparrow \downarrow \downarrow \downarrow \downarrow \\
\ldots
\end{array} \quad (4.2)$$
and consequently an equation

$$\chi_{S,T}(\text{ad}^0 \overline{p}) = \chi(F_S/F, \text{ad}^0 \overline{p}) - \sum_{v \in S} \chi(F_v, \text{ad}^0 \overline{p}) + \sum_{v \in S-T} (\ell_v - h^0(F_v, \text{ad}^0 \overline{p})) - 1 + \#T \quad (4.3)$$

relating the Euler characteristics of these complexes (which are all finite; see [Mil06, Ch. 1, Corollary 2.3] and [Mil06, Ch. 1, Corollary 4.15]). We also define a group that plays the role of the dual Selmer group in this setting. Since \( p > n \), there is a perfect duality of Galois modules

$$\text{ad}^0 \overline{p} \times \text{ad}^0 \overline{p}(1) \rightarrow k(\epsilon) \quad (X,Y) \mapsto \text{tr} XY. \quad (4.4)$$

In particular, this induces for each finite place \( v \) of \( F \) a perfect duality between the groups \( H^1(F_v, \text{ad}^0 \overline{p}) \) and \( H^1(F_v, \text{ad}^0 \overline{p}(1)) \) (by Tate duality; see [Mil06, Ch. 1, Corollary 2.3] again). We write \( \mathcal{L}_v^+ \subset H^1(F_v, \text{ad}^0 \overline{p}(1)) \) for the annihilator under this pairing of \( \mathcal{L}_v \), and we define

$$H^1_{S,T}(\text{ad}^0 \overline{p}(1)) = \ker \left( H^1(F_S/F, \text{ad}^0 \overline{p}(1)) \rightarrow \prod_{v \in S-T} H^1(F_v, \text{ad}^0 \overline{p}(1))/\mathcal{L}_v^+ \right). \quad (4.5)$$

**Proposition 4.7.** Let \( S = (\overline{p}, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S}) \) be a global deformation problem, and let \( T \subset S \) be a non-empty subset. Suppose that \( \Lambda_v = \mathcal{O} \) for each \( v \in S - T \).

1. There is a surjection \( A^1_S[X_1, \ldots, X_p] \rightarrow R^T_S \) of \( A^T \)-algebras, where \( g = h^1_{S,T}(\text{ad}^0 \overline{p}) \). If for each \( v \in S - T \), the ring \( R_v \) is formally smooth over \( \mathcal{O} \), then the kernel can be generated by \( r \) elements, where \( r = h^1_{S,T}(\text{ad}^0 \overline{p}) \).

2. There are equalities \( h^1_{S,T}(\text{ad}^0 \overline{p}) = h^1_{S,T}(\text{ad}^0 \overline{p}(1)) \) and

$$h^1_{S,T}(\text{ad}^0 \overline{p}) = h^1_{S,T}(\text{ad}^0 \overline{p}(1)) + \sum_{v \in S-T} (\ell_v - h^0(F_v, \text{ad}^0 \overline{p})) - h^0(F, \text{ad}^0 \overline{p}(1)) - \sum_{v \in S} h^0(F_v, \text{ad}^0 \overline{p}) - 1 + \#T.$$

**Proof.** The global analogue of (4.1) is the chain of isomorphisms

$$H^1_{S,T}(\text{ad}^0 \overline{p}) \cong \text{Hom}_k(m_{R^T_S}/(m_{R^T_S}^2, m_{A^T}), k) \cong \text{Hom}_{\text{CNL}_{A^T}}(R^{ST}/(m_{A^T}), k[e]/(e^2)). \quad (4.6)$$

We explain the first isomorphism. A \( T \)-framed lifting of \( \overline{p} \) to \( k[e]/(e^2) \) can be written in the form \( ((1 + \epsilon \phi)\overline{p}, (1 + \epsilon \alpha_v)_{v \in T}) \), with \( \phi \in Z^1(F_S/F, \text{ad}^0 \overline{p}) \). The condition that it be of type \( S \) is equivalent to the condition \( \phi|_{G_{F_v}} \in \mathcal{L}_v^+ \) for each \( v \in S \). The condition that it give the trivial lifting at \( v \in T \) is equivalent to the condition

$$(1 - \epsilon \alpha_v)(1 + \epsilon \phi|_{G_{F_v}})\overline{p}|_{G_{F_v}}(1 + \epsilon \alpha_v) = \overline{p}|_{G_{F_v}}.$$ 

Putting it another way, the \( T \)-framed liftings of \( \overline{p} \) to \( k[e]/(e^2) \) are in bijection with the tuples \( (\phi, \{\alpha_v\}_{v \in T}) \), where \( \phi \in Z^1(F_S/F, \text{ad}^0 \overline{p}) \), \( \alpha_v \in \text{ad} \overline{p} \), and for each \( v \in T \) we have the equality

$$\phi|_{G_{F_v}} = (\text{ad} \overline{p}|_{G_{F_v}} - 1) \alpha_v.$$

Two tuples \( (\phi, \{\alpha_v\}_{v \in T}) \) and \( (\phi', \{\alpha'_v\}_{v \in T}) \) give rise to strictly equivalent \( T \)-framed liftings if and only if there exists \( t \in \text{ad} \overline{p} \) satisfying

$$\phi' = \phi + (1 - \text{ad} \overline{p})t,$$

$$\alpha'_v = \alpha_v + t$$

for each \( v \in T \). This completes the calculation of the tangent space. The rest of the first part is a standard argument in obstruction theory, which we omit.
For the second part, we recall that \( H^i(F_S/F, \text{ad}^0 \bar{\rho}) = 0 \) if \( i \geq 3 \) (by [Mil06] Ch. 1, Theorem 4.10, and since \( p \) is odd), while Tate’s local and global Euler characteristic formulae (see [Mil06] Ch. 1, Theorem 2.8) and [Mil06] Ch. 1, Theorem 5.1, respectively) give
\[
\sum_{v \in S} \chi(F_v, \text{ad}^0 \bar{\rho}) = n^2[F : Q],
\]
\[
\chi(F_S/F, \text{ad}^0 \bar{\rho}) = n^2[F : Q] - \sum_{v \mid \infty} h^0(F_v, \text{ad}^0 \bar{\rho}),
\]

hence
\[
\chi_{S,T}(\text{ad}^0 \bar{\rho}) = - \sum_{v \mid \infty} h^0(F_v, \text{ad}^0 \bar{\rho}) + \sum_{v \in S-T} (\ell_v - h^0(F_v, \text{ad}^0 \bar{\rho})) + 1 - \# T \tag{4.7}
\]

(4.3)). We now observe that there are exact sequences
\[
\begin{align*}
H^1(F_S/F, \text{ad}^0 \bar{\rho}) & \xrightarrow{\oplus_{v \in T} H^1(F_v, \text{ad}^0 \bar{\rho}) \oplus_{v \in S-T} H^1(F_v, \text{ad}^0 \bar{\rho})/L_v} H^2(F_S/F, \text{ad}^0 \bar{\rho}) \\
& \xrightarrow{\oplus_{v \in S} H^2(F_v, \text{ad}^0 \bar{\rho})} 0
\end{align*}
\]

and
\[
\begin{align*}
H^1(F_S/F, \text{ad}^0 \bar{\rho}) & \xrightarrow{\oplus_{v \in T} H^1(F_v, \text{ad}^0 \bar{\rho}) \oplus_{v \in S-T} H^1(F_v, \text{ad}^0 \bar{\rho})/L_v} H^2(F_S/F, \text{ad}^0 \bar{\rho}) \\
& \xrightarrow{\oplus_{v \in S} H^2(F_v, \text{ad}^0 \bar{\rho})} 0.
\end{align*}
\]

(The first sequence is part of (4.2), while the second is part of the Poitou-Tate exact sequence (see [Mil06] Ch. 1, Proposition 4.10).) Comparing these two exact sequences, we see obtain
\[
\begin{align*}
h^2_{S,T}(\text{ad}^0 \bar{\rho}) &= h^2_{S,T}(\text{ad}^0 \bar{\rho}(1)), \\
h^3_{S,T}(\text{ad}^0 \bar{\rho}) &= h^0(F_S/F, \text{ad}^0 \bar{\rho}(1)),
\end{align*}
\]

and so (4.7) gives
\[
\begin{align*}
\ell_{S,T}(\text{ad} \bar{\rho}) &= h^2_{S,T}(\text{ad} \bar{\rho}(1)) - h^0(F_S/F, \text{ad} \bar{\rho}(1)) - \sum_{v \mid \infty} h^0(F_v, \text{ad} \bar{\rho}) + \sum_{v \in S-T} (\ell_v - h^0(F_v, \text{ad} \bar{\rho})) - 1 + \# T
\end{align*}
\]

(we have \( h^0_{S,T}(\text{ad} \bar{\rho}) = 0 \), since \( T \) is non-empty by assumption). Re-arranging this equation completes the proof.

We say that \( \bar{\rho} \) is totally odd if for each complex conjugation \( c \in G_F \), we have
\[
\bar{\rho}(c) \sim \text{diag}(1, \ldots, 1, -1, \ldots, -1),
\]
with \(|a - b| \leq 1\). If \( F \) is totally complex, then this condition is empty!

**Corollary 4.8.** Suppose further that the following conditions hold.

1. The representation \( \bar{\rho} \) is totally odd.
2. The representation \( \bar{\rho} \) is not isomorphic to its twist \( \bar{\rho} \otimes \epsilon \) by the cyclotomic character.
3. For each \( v \in S - T \), \( R_v \) is formally smooth over \( O \) of dimension \( n^2 \).
4. $T$ is non-empty.

Then $R^T_S$ is a quotient of a power series ring over $A^T_S$ in

$$g = h^S_{S,T}(\text{ad}^0 \rho(1)) - n(n - 1)[F : \mathbb{Q}]/2 - l_0 - 1 + \#T$$

variables, where $l_0$ is the ‘defect’ (depending only on $F$ and $n$) defined in [6,1] below. The kernel of this surjection can be generated by at most $r = h^S_{S,T}(\text{ad}^0 \overline{\rho}(1))$ elements. In particular we have:

$$\dim R^T_S \geq \dim A^T_S + g - r = \dim A^T_S - n(n - 1)[F : \mathbb{Q}]/2 - l_0 + 1 - \#T,$$

hence

$$\dim R_S \geq (\dim A^T_S - (n^2 - 1)\#T) - n(n - 1)[F : \mathbb{Q}]/2 - l_0.$$

### 4.2 Local deformation problems

#### 4.2.1 Ordinary deformations

Let $v \in S_p$, and suppose that $\Lambda_v = \mathcal{O}[\mathcal{O}^\times_{\overline{F}_v}(p) \times \cdots \times \mathcal{O}^\times_{\overline{F}_v}(p)]$ ($n - 1$ times). We now define a functor of ordinary deformations. For simplicity, we assume that we are in the special case where $\overline{\rho}|_{G_{F_v}}$ is trivial and $[F_v : \mathbb{Q}_p] > n(n - 1)/2 + 1$. In this case, we have the following result:

**Proposition 4.9.** There exists an $\mathcal{O}$-flat, reduced quotient $R^\Lambda_v$ of $R^\square_v$ satisfying the following conditions:

1. $R^\Lambda_v$ defines a local deformation problem.

2. Let $R \in \text{CNL}_{\Lambda_v}$ be a domain, and let $\overline{K}$ be an algebraic closure of $K = \text{Frac} R$. Let $\rho$ be a lifting of $\overline{\rho}|_{G_{F_v}}$ corresponding to a homomorphism $f : R^\square_v \to R$. Then $f$ factors through the quotient map $R^\square_v \to R^\Lambda_v$ if and only if there exists an increasing filtration

$$0 = \text{Fil}^0_v \subset \text{Fil}^1_v \subset \cdots \subset \text{Fil}^n_v = \overline{K}^n$$

of $\rho \otimes R \overline{K}$ with the following property: each $\text{gr}^i \text{Fil}^\bullet_v = \text{Fil}^i_v/\text{Fil}^{i-1}_v$, $i = 1, \ldots, n - 1$, is 1-dimensional, and the corresponding character $\psi^i_v : G_{F_v} \to \overline{K}^\times$ satisfies $\psi^i_v|_{I_{F_v}} = \chi_v^i$, where $\chi_v^i$ is the pushforward of the universal character $I_{F_v} \to \Lambda_v^\times \to \overline{R}^\times$.

3. The structural map $\text{Spec} R^\Lambda_v \to \text{Spec} \Lambda_v$ induces a bijection on irreducible components. In particular, if there exists an embedding $F_v \hookrightarrow E$ then each irreducible component of $\text{Spec} R^\Lambda_v$ is geometrically irreducible. Each irreducible component of $\text{Spec} R^\Lambda_v$ has dimension $1 + (n^2 - 1) + [F_v : \mathbb{Q}_p](n(n + 1)/2 - 1)$.

**Proof.** See [Tho] §3.3.2. We note that in loc. cit. we consider the analogous situation where the determinant is not fixed, but it is easy to pass from this to the situation considered here.

#### 4.2.2 Taylor–Wiles deformations

Suppose that $q_v \equiv 1 \mod p$, and $\overline{\rho}|_{G_{F_v}}$ is unramified. Let $\Delta_v = k(v)^\times(p)^{n-1}$ and $\Lambda_v = \mathcal{O}[\Delta_v]$, and suppose that $\overline{\rho}(\text{Frob}_v)$ has $n$ distinct eigenvalues $\gamma_{v,1}, \ldots, \gamma_{v,n} \in k$. We define $D^\text{TW}_v$ to be the functor of liftings over $R \in \text{CNL}_{\Lambda_v}$

$$r \sim C_1 \oplus \cdots \oplus C_n,$$

for continuous characters $C_1, \ldots, C_n : G_{F_v} \to R^\times$ satisfying the following conditions: for each $i = 1, \ldots, n - 1$, we have $(C_i \mod m_R)(\text{Frob}_v) = \gamma_{v,i}$ and $C_i|_{I_{F_v}}$ agrees, on composition with the Artin map, with the $i$th canonical character $k(v)^\times(p) \to R^\times$. (This character exists because $R$ is a $\Lambda_v$-algebra, by assumption.) We observe that the functor $D^\text{TW}_v$ depends on the choice of ordering of the eigenvalues of $\overline{\rho}(\text{Frob}_v)$. The functor $D^\text{TW}_v$ is represented by a formally smooth $\Lambda_v$-algebra.

Suppose that $S = (\overline{\rho}, \mu, S, \{\Lambda_v\}_{v \in S}, \{D_v\}_{v \in S})$ is a deformation problem. Let $Q$ be a set of places disjoint from $S$, such that for each $v \in Q$, $q_v \equiv 1 \mod p$ and $\overline{\rho}(\text{Frob}_v)$ has distinct eigenvalues $\gamma_{v,1}, \ldots, \gamma_{v,n} \in k$. 
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We refer to the tuple \((Q, (\gamma_{v,1}, \ldots, \gamma_{v,n})_{v \in Q})\) as a Taylor–Wiles datum, and define the augmented deformation problem
\[ S_Q = (\mathcal{P}, \mu, S \cup Q, \{ \Delta_v \}_{v \in S} \cup \{ \mathcal{O}[\Delta_v] \}_{v \in Q}, \{ D_v \}_{v \in S} \cup \{ D_{TW}^v \}_{v \in Q}). \]

Let \(\Delta_Q = \prod_{v \in Q} \Delta_v = \prod_{v \in Q} k(v)^e(p)\). Then \(R_{S_Q}\) is naturally a \(\mathcal{O}[\Delta_Q]\)-algebra. If \(a_Q \subset \mathcal{O}[\Delta_Q]\) is the augmentation ideal, then there is a canonical isomorphism \(R_{S_Q}/(a_Q) \cong R_S\).

### 4.3 Auxiliary places

We continue with the notation established at the beginning of \[\text{[3]}\] In particular, \(p = \text{char}k > n\).

**Definition 4.10.** We say that a subgroup \(H \subset \text{GL}_n(k)\) is enormous if it satisfies the following conditions:

1. \(H\) has no non-trivial \(p\)-power order quotient.
2. \(H^0(H, \text{ad}^0) = H^1(H, \text{ad}^0) = 0\) (for the adjoint action of \(H\)).
3. For all simple \(k[H]\)-submodules \(W \subset \text{ad}^0\), we can find \(h \in H\) with \(n\) distinct eigenvalues, all lying in \(k\), and an element \(\alpha \in k\) such that \(\alpha\) is an eigenvalue of \(H\) and \(\text{tr}e_{h,\alpha}W \neq 0\). (By definition, \(e_{h,\alpha} \in M_n(k) = \text{ad}\) is the unique \(h\)-equivariant projection onto the \(\alpha\)-eigenspace of \(h\).)

**Remark 4.11.**

1. A enormous subgroup is big (cf. \[\text{[CHT08, Definition 2.5.1]}\]).

2. In the first version of this paper, we used the adjective ‘huge’ instead of ‘enormous’ to describe a subgroup satisfying the conditions of Definition \[\text{[L10]}\] We have made the change in order to be consistent with \[\text{[CG]}\] where the same definition is employed for a similar purpose (cf. \[\text{[CG, \S9.2]}\]).

**Lemma 4.12.** Let \((\mathcal{P}, \mu, S, \{ \Delta_v \}_{v \in S}, \{ D_v \}_{v \in S})\) be a global deformation problem, and let \(T \subset S\). Suppose that \(\mathcal{P}(G_{F(\zeta_{p^N})})\) is enormous, and let \(q \geq h^0_{S,T}(\text{ad}^0 \mathcal{P}(1))\). Then for every \(N \geq 1\) there exists a Taylor–Wiles datum \((Q_N, (\gamma_{v,1}, \ldots, \gamma_{v,n})_{v \in Q_N})\) satisfying the following conditions:

1. \(#Q_N = q\).
2. For each \(v \in Q_N\), \(q_v \equiv 1 \mod p^N\).
3. \(h^0_{S_Q,T}(\text{ad}^0 \mathcal{P}(1)) = 0\).

**Proof.** Fix \(N \geq 1\). By the usual arguments (cf. \[\text{[CHT08, Proposition 2.5.9]}\]), it is enough to find a set \(Q\) of places of \(F\), disjoint from \(S\), and satisfying the following conditions:

- Each place \(v \in Q\) splits in \(F(\zeta_{p^N})\).
- If \(v \in Q\), then \(\mathcal{P}(\text{Frob}_v)\) has distinct eigenvalues \(\gamma_{v,1}, \ldots, \gamma_{v,n}\).
- The natural map \(H^1_{S,T}(\text{ad}^0 \mathcal{P}(1)) \to \oplus_{v \in Q} H^1(F_v, \text{ad}^0 \mathcal{P}(1))\) is injective.

By the Chebotarev density theorem, and induction, it even suffices to find for each cocycle \(\varphi\) representing a non-zero element of \(H^1_{S,T}(\text{ad}^0 \mathcal{P}(1))\), an element \(\sigma \in G_{F(\zeta_{p^N})}\) satisfying the following conditions:

- \(\mathcal{P}(\sigma)\) has distinct eigenvalues \(\alpha_1, \ldots, \alpha_n\).
- There is \(i = 1, \ldots, n\) such that \(\text{tr}e_{\sigma, \alpha_i, \varphi}(\sigma) \neq 0\).

Suppose that \(\varphi\) represents a non-zero element of \(H^1(F_S/F, \text{ad}^0 \mathcal{P}(1))\). It follows from the definition of ‘enormous’ that the image of \(\varphi\) in \(H^1(F(\zeta_{p^N}), \text{ad}^0 \mathcal{P}(1))\) is non-zero, and this image is represented by a \(G_F\)-equivariant homomorphism \(f : F(\zeta_{p^N}) \to \text{ad}^0 \mathcal{P}(1)\). Let \(\sigma_0 \in G_{F(\zeta_{p^N})}\) be any element such that \(\mathcal{P}(\sigma_0)\) has distinct eigenvalues \(\alpha_1, \ldots, \alpha_n\). If \(\text{tr}e_{\sigma_0, \alpha_i, \varphi}(\sigma_0) \neq 0\) for some \(i\), then we’re done. Otherwise, we can assume that \(\text{tr}e_{\sigma_0, \alpha_i, \varphi}(\sigma_0) = 0\) for each \(i\).

Using that \(H^1(\mathcal{P}(G_{F(\zeta_{p^N})}), \text{ad}^0 \mathcal{P}(1)) = 0\), we see that the image of \(\varphi\) in \(H^1(L, \text{ad}^0 \mathcal{P}(1))\) is non-zero, where \(L/F(\zeta_{p^N})\) is the extension cut out by \(\mathcal{P}\). We thus choose any element \(\tau \in G_L\) with \(\text{tr}e_{\sigma_0, \alpha_i, \varphi}(\tau) \neq 0\), and set \(\sigma = \tau \sigma_0\). Since \(\mathcal{P}(\sigma) = \mathcal{P}(\sigma_0)\) and \(\varphi(\sigma) = \varphi(\sigma_0) + \varphi(\tau)\), this element does the job. \(\square\)
We now construct some examples of enormous subgroups by induction from a character. Let \( M/F \) be a degree \( n \) Galois extension, and let \( \chi : G_M \to \mathbb{F}_p^* \) be a continuous character. Suppose that for all \( g \in G_F - G_M \), we have \( \chi^g \neq \chi \). Then \( \mathcal{P} = \text{Ind}_{G_F}^{G_M} \chi \) is absolutely irreducible. Let \( H \) denote the image of \( \mathcal{P} \). Then \( H \) has order prime to \( p \), and \( \mathcal{P} \) will be enormous if and only if the following condition is satisfied:

- For all simple \( k[H] \)-submodules \( W \subset \text{ad}^0 \), we can find \( h \in H \) with \( n \) distinct eigenvalues and \( \alpha \in k \) such that \( \alpha \) is an eigenvalue of \( H \) and \( \text{tr} e_{h,\alpha}W \neq 0 \).

**Lemma 4.13.** With assumptions as above, choose a decomposition \( G_F = \bigsqcup_{i=1}^n g_i G_M \), and make the following further assumptions:

1. For all pairs \( (i, j) \neq (i', j') \) with \( i \neq j, i' \neq j' \), we have \( \chi^{g_i}/\chi^{g_j} \neq \chi^{g_{i'}}/\chi^{g_{j'}} \).
2. For each \( i = 1, \ldots, n \), there is an element \( h \in g_i G_M \) such that \( \mathcal{P} \) has distinct eigenvalues.

Then \( \mathcal{P} \) has enormous image.

**Proof.** A basis of \( \text{Ind}_{G_F}^{G_M} \chi = k[G_F] \otimes_{k[G_M]} k(\chi) \) is given by the elements \( e_1, \ldots, e_n, e_i = g_i \otimes 1 \). We can decompose \( \text{ad}^0 \mathcal{P} = M_0 \oplus M_1 \), where \( M_0 \) is the submodule of diagonal matrices and \( M_1 \) is the submodule of matrices with all diagonal entries equal to 0. If \( W \subset \text{ad}^0 \mathcal{P} \) is a simple submodule, then either \( W \subset M_0 \) or \( W \subset M_1 \).

In the case \( W \subset M_0 \), let \( h \in G_M \) be an element such that \( \mathcal{P}(h) \) has distinct eigenvalues. It is then clear that \( \text{tr} e_{h,\alpha}W \neq 0 \) for some choice of eigenvalue \( \alpha \) of \( H \). In the case \( W \subset M_1 \), we see that \( W \) decomposes as \( k[G_M] \)-module into a sum of pairwise non-isomorphic 1-dimensional representations. It follows that we can find an element \( X \) in \( W \) such that \( X \) has exactly one non-zero entry (with respect to the basis \( e_1, \ldots, e_n \)). We will show that there exists \( h \in G_F \) with pairwise distinct eigenvalues and such that \( \text{tr} hX \neq 0 \). This will complete the proof of the lemma. Indeed, the element \( h \) generates a commutative subalgebra \( k[h] \subset M_n(k) \) of dimension \( n \) over \( k \), and there is an isomorphism \( k[h] \cong \prod_k k \), the product being over the eigenvalues \( \alpha \in k \) of \( h \); the idempotents corresponding to this decomposition are exactly the equivariant projectors \( e_{h,\alpha} \) onto the eigenspaces of \( h \). If \( \text{tr} hX = 0 \), then \( \text{tr} e_{h,\alpha}W \neq 0 \) for some \( \alpha \), and this is what we need to show.

Consider an element of the form \( h = g_j \sigma \), for some \( \sigma \in G_M \). Then we have \( h e_i = g_j \sigma g_i \otimes 1 = g_i \otimes \chi(g_j^{-1}g_i) \chi(g_i^{-1} \sigma g_i) \) for some \( k \) uniquely determined by \( i \) and \( j \). In particular, the matrix \( \mathcal{P}(h) \) is in the normalizer of the diagonal matrix torus of \( \text{GL}_n(k) \). Since \( G_F \) acts transitively on the set \( G_F/G_M \), we can choose \( j \) so that \( g_j X \) has (exactly one) non-zero diagonal entry. Since \( \mathcal{P}(\sigma) \) is diagonal, we have

\[
\text{tr} \mathcal{P}(g_j \sigma)X = \text{tr} \mathcal{P}(g_j \sigma g_j^{-1}) \mathcal{P}(g_j)X \neq 0
\]

for all \( \sigma \in G_M \). By assumption, we can choose \( \sigma \in G_M \) so that \( h = g_j \sigma \) has distinct eigenvalues. This completes the proof.

**Lemma 4.14.** With assumptions as above, let \( G_m \) denote the standard 1-dimensional torus over \( \mathbb{F}_p \), and let \( Z \subset G_m^\times \) denote a proper Zariski closed subset. Choose a decomposition \( G_F = \bigsqcup_{i=1}^n g_i G_M \). We assume that \( g_1 = 1 \). Then for all \( N \geq 1 \), we can find the following:

1. A prime \( l > N \).
2. A continuous character \( \chi : G_M \to \mathbb{F}_p^\times \) of \( l \)-power order.
3. An element \( \sigma \in G_M \) such that \( (\chi^{g_1}(\sigma), \ldots, \chi^{g_n}(\sigma)) \notin Z \).

**Proof.** Fix a place \( v \) of \( F \) which splits in \( M \) and a rational prime \( l > \text{sup}(N, p) \). Let \( u_1 \) be a place of \( M \) above \( v \), and let \( w_1 = g_i(u_1) \). The set of \( l \)-power roots of unity in \( G_m^\times(\mathbb{F}_p) \) is Zariski dense. We can therefore choose \( l \)-power roots of unity \( \zeta_1, \ldots, \zeta_n \in \mathbb{F}_p^\times \) such that \( (\zeta_1, \ldots, \zeta_n) \notin Z \). By the Grunwald-Wang theorem, we can find a character \( \chi : G_M \to \mathbb{F}_p^\times \) unramified at \( u_1, \ldots, u_n \), of \( l \)-power order, and such that \( \chi(\text{Frob}_{w_1}) = \zeta_i \).

We then have \( \chi^{g_i}(\text{Frob}_{w_1}) = \chi(g_i \text{Frob}_{w_1}g_i^{-1}) = \chi(\text{Frob}_{w_1}) = \zeta_i \). The lemma follows on taking \( \sigma = \text{Frob}_{w_1} \).

\( \square \)
Lemma 4.15. Let $M/F$ be a degree $n$ Galois extension. Then there exist infinitely many choices of $\chi : G_M \to \overline{\mathbb{F}}_p^\times$ such that $\overline{\chi} = \text{Ind}^G_{G_M} \chi$ has enormous image.

Proof. We use the previous 2 lemmas. Choose a decomposition $G_F = \bigcup_{i=1}^n G_M$ with $g_i = 1$. Let $Z \subset G^n$ be the set of elements $(x_1, \ldots, x_n)$ such that there exist disjoint non-empty subsets $I, J \subset \{1, \ldots, n\}$ such that $\prod_{i \in I} x_i = \prod_{j \in J} x_j$. By Lemma 4.14 we can find (after possibly enlarging $k$) a prime $l > p$, a character $\overline{\chi} : G_M \to k^\times$ of $l$-power order, and an element $\sigma \in G_M$ such that $(\overline{\chi}^\sigma(\sigma), \ldots, \overline{\chi}^\sigma(\sigma)) \notin Z$. In particular, the characters $\overline{\chi}^\sigma, \ldots, \overline{\chi}^\sigma$ are pairwise distinct, so $\overline{\chi} = \text{Ind}^G_{G_M} \chi$ is absolutely irreducible, and their ratios are pairwise distinct, so the first condition of Lemma 4.13 is satisfied.

Let $L/F$ be the extension cut out by $\overline{\chi}$. Then $\text{Gal}(L/F)$ sits in a short exact sequence

$$1 \longrightarrow \text{Gal}(L/M) \longrightarrow \text{Gal}(L/F) \longrightarrow \text{Gal}(M/F) \longrightarrow 1,$$

with $\text{Gal}(L/M)$ abelian of $l$-power order. This extension is classified by an element of the cohomology group $H^2(\text{Gal}(M/F), \text{Gal}(L/M))$, which is trivial (since $l > n = \# \text{Gal}(M/F)$). It follows that this extension is split. Choose a splitting $\text{Gal}(M/F) \to \text{Gal}(L/F)$; multiplying the elements $g_i$ on the right by elements of $G_M$, we can assume that they all lie in the image of this map. This does not change the characters $\overline{\chi}^\sigma$, or the condition on the element $\sigma$.

We again use the basis $e_1, \ldots, e_n$ of $\overline{\mathbb{F}}_p$, where $e_i = g_i \otimes 1$. The action of an element $g_j \sigma \in g_j G_M$ is now given by $g_j \sigma e_i = g_j \sigma g_i \otimes 1 = g_j g_i \otimes \overline{\chi}^\sigma(g_j^{-1} \sigma g_i)$. Let $I_1, \ldots, I_s \subset \{1, \ldots, n\}$ be the cycle decomposition of $g_j$ (i.e. the orbits of $g_j$ on $\{g_1, \ldots, g_n\}$ by left multiplication). It follows from our construction that the elements $\beta_k = \prod_{i \in I_k} \overline{\chi}^\sigma(\sigma)$, $k = 1, \ldots, s$ are pairwise distinct. This implies that the element $\overline{\chi}(g_j \sigma)$ has distinct eigenvalues; indeed, these eigenvalues are exactly the distinct $\# I_k$th roots of the elements $\beta_k$, $k = 1, \ldots, s$. It follows that the second assumption of Lemma 4.13 is satisfied, and we deduce that $\overline{\chi}$ has enormous image, as required.

We now change notation slightly, with a view to the applications in $\S$ below. Let $K/\mathbb{Q}$ be a Galois totally real field of degree $n$, and let $F$ be an imaginary CM field which is linearly disjoint over $\mathbb{Q}$ from $K$. Set $M = K \cdot F$. Then $M/F$ is a Galois extension of imaginary CM fields of degree $n$.

Lemma 4.16. Let $F^+ \subset F$ be the maximal totally real subfield, and let $c \in G_{F^+}$ be a choice of complex conjugation. There exists a continuous character $\overline{\chi} : G_M \to k^\times$ such that $\overline{\chi} = \text{Ind}^G_{G_M} \chi$ satisfies the following conditions:

1. $\overline{\chi}$ has enormous image. In particular, $\overline{\chi}$ is absolutely irreducible.

2. The pair $(\overline{\chi}, c) \in \overline{\mathbb{F}}_p^\times$ is polarized, in the sense of $[$BLGCT, §2.1$]$. In other words, there exists a non-degenerate symmetric bilinear form $\langle \cdot, \cdot \rangle : \overline{\mathbb{F}}_p^\times \times \overline{\mathbb{F}}_p^\times \to k$ such that for all $\sigma, \sigma' \in G_F$, $x, y \in \overline{\mathbb{F}}_p^\times$, we have $\langle \overline{\chi}(\sigma)x, \overline{\chi}(\sigma')y \rangle = c^{|\sigma|}(\sigma)(x, y)$.

Proof. The fields $F$ and $K \cdot F^+$ are linearly disjoint over $F^+$, from which it follows that $\text{Gal}(M/F^+) \cong \text{Gal}(F/F^+) \times \text{Gal}(K/\mathbb{Q})$. The maximal totally real subfield of $M$ is $M^+ = F^+ \cdot K$, and we have $c \in G_{M^+} \subset G_{F^+}$. Let $l > p$ be a rational prime which splits in $M$, let $v$ be a place of $F$ above $l$, and let $w = w_1, \ldots, w_n$ be the places of $M$ above $v$. Choose a surjection $\mathbb{P}^l_{\mathbb{Z}_{w_1}} \rightarrow \mathbb{Z}_l$, and let $\sigma_1 \in I_{w_1}$ be an element generating the image of this surjection. Let $l = g_1, \ldots, g_n$ be a transversal of $G_M$ in $G_F$, and let $\sigma_i = \sigma_i^w \in G_M$.

By $[\text{BLGCT}]$ Lemma A.2.4, for any tuple $(\zeta_1, \ldots, \zeta_n) \in G^n$ of $l$-power roots of unity in $\overline{\mathbb{F}}_p^\times$, we can find a continuous character $\overline{\theta} : G_M \to \overline{\mathbb{F}}_p^\times$ such that $\overline{\theta} \sigma_i = \zeta_i$, for each $i = 1, \ldots, n$. After possibly replacing $\overline{\theta}$ by $\overline{\theta}^M$, for some integer $M$ prime to $l$, we can assume further that $\overline{\theta}$ has $l$-power order. Arguing as in the proof of Lemma 4.15 we see that we can even choose $\overline{\theta}$ so that $\overline{\theta}$ is absolutely irreducible and has enormous image, and the elements $\overline{\theta}(\sigma_i)$ are pairwise distinct. We can also find a character $\overline{\nu} : G_F \to k^\times$ such that $\overline{\nu}^\sigma = c^{|\sigma|}$. Then the representation $\overline{\chi} = \overline{\nu} \otimes \text{Ind}^G_{G_M} \overline{\theta} \cong \text{Ind}^G_{G_M} \overline{\nu} \overline{\theta}$ has enormous image, being a twist of a representation with enormous image, so we take $\overline{\chi} = \overline{\nu} \overline{\theta}$. 24
It remains to check that the representation \((\rho, \epsilon^{1-n} \delta_{F/F}^\epsilon)\) is polarized. Since \(\overline{\rho} \cong 1\), we have isomorphisms
\[
(\text{Ind}_{G_M}^{G_F} \overline{\rho})^c \cong \text{Ind}_{G_M}^{G_F} \overline{\rho}^{-1} \cong (\text{Ind}_{G_M}^{G_F} \overline{\rho}),
\]
so there exists a non-degenerate bilinear form \(\langle \cdot, \cdot \rangle : \text{Ind}_{G_M}^{G_F} \overline{\rho} \times \text{Ind}_{G_M}^{G_F} \overline{\rho} \to k\), unique up to scalar, such that \(\langle \sigma x, \sigma y \rangle = \langle x, y \rangle\) for all \(x, y \in \text{Ind}_{G_M}^{G_F} \overline{\rho}\). To finish the proof of the lemma, it is enough to show that this pairing is in fact symmetric (and not anti-symmetric).

Let us write \(V = \text{Ind}_{G_M}^{G_F} \overline{\rho}\), and let \(L/M\) be the extension cut out by \(\overline{\rho}\). Then we can find an isomorphism \(\text{Gal}(L/F) \cong \text{Gal}(L/M) \times \text{Gal}(M/F)\), and we choose coset representatives \(\text{Gal}(L/F) = \bigcup_{i=1}^n g_i \text{Gal}(M/F)\) with \(g_j \in \text{Gal}(M/F)\). We fix a basis \(e_1, \ldots, e_n\) of \(V\) with \(e_j = g_j \otimes 1\).

If \(\sigma \in G_M\), then \(\langle \sigma e_i, \sigma^c e_j \rangle = \overline{\rho}^\sigma(\sigma) \overline{\rho}^c(\sigma) \langle e_i, e_j \rangle = \overline{\rho}^\sigma \overline{\rho}^c \langle e_i, e_j \rangle\) (because \(\overline{\rho}^c = \overline{\rho}^{-1}\) and \(\text{Gal}(M/F^+) \cong \text{Gal}(M/F) \times \text{Gal}(F/F^+)\)). The character \(\overline{\rho}^\sigma \overline{\rho}^c\) is non-trivial if \(i \neq j\), so it follows that \(\langle e_i, e_j \rangle = 0\) if \(i \neq j\). This is implies that the non-degenerate bilinear form \(\langle \cdot, \cdot \rangle\) is in fact symmetric, and completes the proof of the lemma.

\[
\square
\]

## 5 Interlude on \(q\)-adic Iwahori Hecke algebras

Let \(l\) be a prime, and let \(F\) be a finite extension of \(\mathbb{Q}_l\). Let \(p \neq l\) be an odd prime, and let \(E\) be a finite extension of \(\mathbb{Q}_p\). Let \(O_F\) be the ring of integers of \(F\), with maximal ideal \(m_F\) and residue field \(k_F\). Let \(O\) be the ring of integers of \(E\), with maximal ideal \(\lambda\) and residue field \(k\). Let \(q = \#k_F\).

In this section, we consider some aspects of the smooth representation theory of the group \(G = \text{GL}_n(F)\) over \(O\) under the assumption \(q \equiv 1 \mod p\) and \(p > n\). The results of this section will be used in [6]. By definition, a smooth \(O[G]\)-module \(M\) is an \(O[G]\)-module such that every element of \(M\) is fixed by an open compact subgroup \(U \subset G\). An admissible \(O[G]\)-module \(M\) is a smooth \(O[G]\)-module such that for every open compact subgroup \(U \subset G\), \(M^U\) is a finite \(O\)-module. We suppose fixed a square root \(q^{1/2}\) of \(q\) in \(O\); this exists, by Hensel’s lemma.

We first introduce some important subgroups of \(G\). Let \(K = \text{GL}_n(O_F)\), and let \(B \subset K\) denote the standard (upper-triangular mod \(m_F\)) Iwahori subgroup. Then \([K : B] = n!\) mod \(p\) lies in \(O^\times\). We write \(\mathcal{H}_B\) for the convolution algebra of compactly supported \(B\)-biinvariant functions \(f : G \to O\), identity element given by \(e_B = [B]\) (i.e. the characteristic function of \(B\)). Then \(\mathcal{H}_B = \mathcal{H}(G, B) \otimes \mathbb{Z} O\), in the notation of [6.2] below. More generally, if \(U\) is any open compact subgroup of \(G\) then we write \(\mathcal{H}_U\) for the convolution algebra of \(U\)-biinvariant functions \(f : G \to O\), identity element given by \(e_U = [U]\).

We write \(T \subset B \subset G\) for the standard maximal torus and Borel subgroup, respectively. We write \(\Phi \subset X^*(T)\) for the set of roots, and \(R \subset X^*(T)\) for the set of simple roots given by \(R = \{\alpha_1, \ldots, \alpha_{n-1}\}\), where \(\alpha_i(t_1, \ldots, t_n) = t_i/t_{i+1}\). Then the Weyl group \(W = N_G(T)/T\) is generated by the simple reflections \(s_{\alpha_i} = s_i, i = 1, \ldots, n - 1\).

We now introduce the Bernstein presentation of the algebra \(\mathcal{H}_B\), as exposed in [HKP10]. The Bernstein presentation is an algebra isomorphism
\[
\mathcal{H}_B \cong \mathcal{O}[X_*(T)] \mathcal{O}[\mathcal{B}\setminus \mathcal{K}/\mathcal{B}],
\]
where the terms are as follows:

- \(\mathcal{O}[X_*(T)]\) is the group algebra of the free abelian group \(X_*(T)\). The embedding \(\mathcal{O}[X_*(T)] \to \mathcal{H}_B\) is defined as follows. If \(\lambda \in X_*(T)\) is a dominant cocharacter, then we send \(e_\lambda \to q^{-l(\lambda)/2} [\mathcal{B}\lambda(\sigma_F)B]\), where \(l\) is the usual length function on the extended affine Weyl group. This defines a homomorphism \(\mathcal{O}[X_*(T)] \to \mathcal{H}_B\) which extends uniquely to an embedding \(\mathcal{O}[X_*(T)] \to \mathcal{H}_B\). If \(\lambda \in X_*(T)\) is any element, then we write \(e_\lambda \in \mathcal{O}[X_*(T)]\) for the corresponding group algebra element and \(\theta_\lambda\) for its image in \(\mathcal{H}_B\).

- \(\mathcal{O}[\mathcal{B}\setminus \mathcal{K}/\mathcal{B}]\) is the convolution algebra of \(B\)-biinvariant functions \(f : \mathcal{K} \to O\), with its natural structure as subalgebra of \(\mathcal{H}_B\). If \(w \in W = N_G(T)/T \cong S_n\), then we write \(T_w = [BwB]\), where \(w \in \mathcal{K}\) is any representative of \(w\).
• The twisted tensor product $\otimes$ is the usual tensor product as $\mathcal{O}$-modules, with a twisted multiplication law characterized on basis elements by the equality (for simple $s_\alpha \in W$, $\lambda \in X_+(T)$):

$$T_{s_\alpha} \theta_\lambda = \theta_{s_\alpha(\lambda)} T_{s_\alpha} + (q-1) \frac{\theta_{s_\alpha(\lambda)} - \theta_\lambda}{1 - \theta_{-\alpha^\vee}}.$$ (5.1)

The fraction, a priori an element of Frac $\mathcal{O}[X_+(T)]$, in fact lies in $\mathcal{O}[X_+(T)]$.

We can use this presentation to deduce the following result. (Fabian Januszewski has pointed out to us that it could also be deduced more directly from the Iwahori-Matsumoto presentation.)

**Lemma 5.1.** There is an isomorphism

$$\mathcal{H}_B \otimes_{\mathcal{O}} k \cong k[X_+(T) \times W].$$

**Proof.** We first observe that the natural $k$-vector space map $k[W] \to k[B \backslash G / B]$ given on basis elements by $w \mapsto T_w$ is an algebra isomorphism. This can be deduced from studying the presentations of each algebra: $W$ is the free group on generators $s_\alpha$, $\alpha \in R$, subject to the relations $(s_\alpha s_\beta)^{m_{\alpha \beta}} = 1$, for appropriate coefficients $m_{\alpha \beta} \in \{1, 2, \infty\}$, while $k[B \backslash G / B]$ can be presented as the free algebra on elements $T_i = T_{s_i}$, $i = 1, \ldots, n - 1$, subject to the relations

$$T_i^2 = q + (q-1)T_i \quad (i = 1, \ldots, n - 1),$$

$$T_iT_{i+1}T_i = T_{i+1}T_iT_{i+1} \quad (i = 1, \ldots, n - 2),$$

$$T_iT_j = T_jT_i \quad (i, j = 1, \ldots, n - 1 \text{ and } |i-j| \geq 2).$$

Using the fact that $q = 1$ in $k$, we see that these two sets of relations are the same. Together with the relation (5.1), this shows that the map $k[X_+(T) \times W] \to \mathcal{H}_B \otimes_{\mathcal{O}} k$, $e_{\lambda}w \mapsto \theta_\lambda \cdot T_w$, is an algebra isomorphism. \[\Box\]

**Lemma 5.2.** Let $M$ be a smooth $\mathcal{O}[G]$-module. Then the natural inclusion $M^K \subset M^B$ is canonically split, namely by the map $x \mapsto [K : B]^{-1}[K]x$.

**Proof.** The Hecke operator $[K] \in \mathcal{H}_B$ induces the natural trace map $M^B \to M^K$. The composite $M^K \hookrightarrow M^B \to M^K$ is therefore multiplication by the index $[K : B] \in \mathcal{O}^\times$. \[\Box\]

If $M$ is a smooth $k[G]$-module, then $M^B$ is a $k[W]$-module, by Lemma 5.1 and Lemma 5.2 shows that $M^K$ is in fact the submodule of $M^B$ of $W$-invariants.

Let $t_1, \ldots, t_n \in \mathcal{O}[X_+(T)]$ be the elements corresponding to the standard basis of $X_+(T)$. For each $i = 1, \ldots, n$, let $T^i$ denote the standard unramified Hecke operator in $\mathcal{H}_K$:

$$T^i = \left[ K \operatorname{diag}(\varpi_F, \ldots, \varpi_F, 1, \ldots, 1)^{[i]} \right].$$

Then $\mathcal{O}[X_+(T)]^{W}$ is the center of $\mathcal{H}_B$, and there is an isomorphism $\mathcal{O}[X_+(T)]^{W} \cong \mathcal{H}_K$ given by $x \mapsto [K]x$ (see [HKP10] §4.6). This isomorphism sends the symmetric polynomial $e_i(t_1, \ldots, t_n)$ to the element $q^{(n-i)/2}T^i$.

**Lemma 5.3.** Let $M$ be a $\mathcal{H}_B$-module which is also a finite-dimensional $k$-vector space. Suppose that $[K]M \neq 0$ and that there are pairwise distinct elements $\gamma_1, \ldots, \gamma_n \in k$ such that $T^i$ acts as the scalar $e_i(\gamma_1, \ldots, \gamma_n)$ on $[K]M$. Then for each $w \in W$, the maximal ideal $m_w = (t_1 - \gamma_w(1), \ldots, t_n = \gamma_w(n)) \subset k[X_+(T)]$ is in the support of $M$.

**Proof.** Let $a = (e_1(t_1, \ldots, t_n) - e_1(\gamma_1, \ldots, \gamma_n), \ldots, e_n(t_1, \ldots, t_n) - e_n(\gamma_1, \ldots, \gamma_n)) \subset k[X_+(T)]^W$. Then $[K]M \subset M^a$, hence $M^a \neq 0$. Since $M^a = \oplus_{w \in W} M_m^w$, it follows that there exists $w \in W$ such that $M_m^w \neq 0$. Since $W$ acts on the set of maximal ideals of $k[X_+(T)]$ which are in the support of $M$, it follows that $M_m^w \neq 0$ for all $w \in W$. This shows the lemma. \[\Box\]
Lemma 5.4. Let \( M \) be a \( \mathcal{H}_B \)-module which is also a finite-dimensional \( k \)-vector space. Suppose that for each maximal ideal \( \mathfrak{n} \subset k[X_*(T)]^W \) in the support of \( M \), the polynomial

\[
\sum_{i=0}^{n} (-1)^i q^{i(n-i)/2} e_i(t_1, \ldots, t_n) X^{n-i} \in k[X_*(T)]^W [X]
\]

has distinct roots modulo \( \mathfrak{n} \). Then \( [\mathcal{K}]M \neq 0 \). If there is a unique maximal ideal \( \mathfrak{n} \subset \mathcal{O}[X_*(T)]^W \) in the support of \( M \), then for each maximal ideal \( \mathfrak{m} \subset k[X_*(T)]^W \) in the support of \( M \), the maps

\[
k[W] \otimes_k M_{\mathfrak{m}} \to M, \quad w \otimes x \mapsto w \cdot x
\]

and

\[
M_{\mathfrak{m}} \to [\mathcal{K}]M, \quad x \mapsto [\mathcal{K}] \cdot x
\]

are isomorphisms.

Proof. After possibly enlarging \( k \), we can assume that the roots \( \gamma_1, \ldots, \gamma_n \) of the polynomial

\[
\sum_{i=0}^{n} (-1)^i q^{i(n-i)/2} e_i(t_1, \ldots, t_n) X^{n-i} \mod n \in k[X]
\]

lie in \( k \). Then the maximal ideal \( \mathfrak{m} = (t_1 - \gamma_1, \ldots, t_n - \gamma_n) \subset k[X_*(T)] \) lies in the support of \( M \), hence \( M_{\mathfrak{m}} \neq 0 \). The operator \( [\mathcal{K}] = {\sum_w} w \) defines an injection \( M_{\mathfrak{m}} \to {\bigoplus}_{w \in W} M_{\mathfrak{m}_w} \), which shows that \( [\mathcal{K}]M \neq 0 \).

If \( \mathfrak{n} \) is the unique maximal ideal of \( k[X_*(T)] \) in the support of \( M \), then every maximal ideal of \( k[X_*(T)] \) in the support of \( M \) has the form \( \mathfrak{m}_w \), for some \( w \in W \), and \( M = {\bigoplus}_{w \in W} M_{\mathfrak{m}_w} = {\bigoplus}_{w \in W} w \cdot M_{\mathfrak{m}} \). The rest of the lemma now follows.

6 Ordinary completed cohomology

6.1 Set-up

Let \( F \) be a number field, and let \( G = \text{GL}_{n,F} \), a reductive group over \( F \). We introduce the following notation:

- \( G_\infty = G(F \otimes \mathbb{Q} \mathbb{R}) \), and \( \mathfrak{g} \) is the complexified Lie algebra of \( G_\infty \), viewed as a real Lie group.
- \( K_\infty \subset G_\infty \) is a maximal compact subgroup.
- \( G^{\infty} = G(\mathbb{A}_F^{\infty}) \). Thus \( G(\mathbb{A}_F) = G^{\infty} \times G_\infty \).
- \( Z \subset G \) is the center, \( Z_\infty = Z(F \otimes \mathbb{Q} \mathbb{R}) \), and \( Z^{\infty} = Z(\mathbb{A}_F^{\infty}) \).

If \( U \subset G^{\infty} \) is an open compact subgroup, then we define

\[
X_U = G(F) \backslash G(\mathbb{A}_F)/U Z_\infty K_\infty.
\]

(6.1)

If \( g \in G^{\infty} \), then \( \Gamma_{U,g} = g U g^{-1} \cap G(F) \) is a discrete subgroup of \( G^{\infty} \). Let \( \bar{\Gamma}_{U,g} \) denote the image of \( \Gamma_{U,g} \) in \( G^{\infty}/Z_\infty \). Then \( \bar{\Gamma}_{U,g} \) is a discrete subgroup of \( G^{\infty}/Z_\infty = \text{PGL}_n(F \otimes \mathbb{Q} \mathbb{R}) \), and acts properly discontinuously on the quotient \( G^{\infty}/K_\infty Z_\infty \). (The class of arithmetic subgroups is invariant under surjective morphisms of reductive groups.)

If \( U \subset G^{\infty} \) is an open compact subgroup of the form \( U = \prod_v U_v \), we say that \( U \) is a good subgroup if it satisfies the following conditions:

- For each \( g \in G(\mathbb{A}_F^{\infty}) \), the group \( \Gamma_{U,g} \) is neat (hence \( \bar{\Gamma}_{U,g} \) is neat, and torsion-free).
- For each finite place \( v \) of \( F \), \( U_v \subset \text{GL}_n(O_{F_v}) \).

In this connection, we have the following well-known lemma.
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Lemma 6.1. 1. Good subgroups exist.

2. Let $U \subset G^\infty$ be a good subgroup. Then for all $g \in G^\infty$, the group $\Gamma_{U,g}$ acts freely on $X = G_\infty/K_\infty Z_\infty$, and $X_U$ is endowed with the structure of smooth manifold.

3. Let $V = \prod_v V_v$ be an open compact subgroup of the good subgroup $U$. Then $V$ is also good.

4. Let $V = \prod_v V_v$ be a normal open compact subgroup of the good subgroup $U$. Then the map $X_V \to X_U$ is a Galois covering space, with Galois group $U/(V \cdot (Z(F) \cap U))$. (The intersection $Z(F) \cap U$ is taken inside $G^\infty$.)

We now discuss the numerology of the manifolds $X_U$. Let $r_1, r_2$ denote the number of real and complex places of $F$, respectively. We then have

$$\dim X_U = d = \frac{r_1}{2} (n-1)(n+2) + r_2 (n^2 - 1).$$  \hfill (6.2)

The so-called defect is (where the rank denotes dimension of a maximal torus in a real algebraic group)

$$l_0 = \text{rank} G_\infty - \text{rank} Z_\infty K_\infty = \begin{cases} r_1 \left( \frac{n-2}{2} \right) + r_2 (n-1) & n \text{ even;} \\
1 \left( \frac{n^2 - 1}{2} \right) + r_2 (n-1) & n \text{ odd,} \end{cases}$$ \hfill (6.3)

and we set

$$q_0 = \frac{d - l_0}{2} = \begin{cases} r_1 \left( \frac{n^2}{2} \right) + r_2 \frac{n(n-1)}{2} & n \text{ even;} \\
r_1 \left( \frac{n^2 - 1}{4} \right) + r_2 \frac{n(n-1)}{2} & n \text{ odd.} \end{cases}$$ \hfill (6.4)

(In particular, if $F$ is totally complex, then

$$d = (n^2 - 1) \frac{[F : \mathbb{Q}]}{2}$$

and

$$l_0 = (n-1) \frac{[F : \mathbb{Q}]}{2}$$

and

$$q_0 = n(n-1) \frac{[F : \mathbb{Q}]}{4}.$$}

6.2 Cohomology and Hecke operators

Let $\mathcal{J}$ denote the set of good subgroups of $G^\infty$. If $U \in \mathcal{J}$ and $M$ is a (left) $\mathbb{Z}[U]$-module on which the group $Z(F) \cap U \subset U$ acts trivially, we can define a local system $\mathcal{L}_M$ on $X_U$ as the sheaf of local sections of the morphism

$$G(F) \backslash [G^\infty \times G_\infty /Z_\infty K_\infty \times M] /U \to G(F) \backslash [G^\infty \times G_\infty /Z_\infty K_\infty] /U = X_U.$$  

On the left-hand side, the group $G(F) \times U$ acts by $(\gamma, u) \cdot (g^\infty, x, m) = (\gamma g^\infty u^{-1}, \gamma x, um)$; $M$ is endowed with the discrete topology. The cohomology groups $H^*(X_U, M) = H^*(X_U, \mathcal{L}_M)$ are then defined. Let $C_{\mathbf{g}, \bullet}$ denote the complex of singular chains with $\mathbb{Z}$-coefficients, valued in $G^\infty \times G_\infty /K_\infty Z_\infty$; it is naturally a $\mathbb{Z}[G(F) \times G^\infty]$-module. We define $C_{\mathbf{g}, \bullet}(U, M) = \text{Hom}_{G(F) \times U} (C_{\mathbf{g}, \bullet}, M)$ and $C_{\mathbf{g}, \bullet}(U, M) = C_{\mathbf{g}, \bullet} \otimes_{\mathbb{Z}[G(F) \times U]} M$. (In forming this tensor product, it is necessary to view $C_{\mathbf{g}, \bullet}$ as a right $\mathbb{Z}[G(F) \times U]$-module. Writing a general singular simplex in $G^\infty \times G_\infty /K_\infty Z_\infty$ as $h \times \sigma$, where $h \in G^\infty$ and $\sigma$ is a singular simplex in $G_\infty /K_\infty Z_\infty$, we thus have the relation

$$(hu \times \sigma) \otimes m = (h \times \sigma) \otimes um$$

in $C_{\mathbf{g}, \bullet}(U, M)$ for all $u \in U$, $m \in M$.)

**Proposition 6.2.** Let $U \in \mathcal{J}$, and let $M$ be a $\mathbb{Z}[U]$-module. Then there are canonical isomorphisms

$$H^*(X_U, M) \cong H^*(C_{\mathbf{g}, \bullet}(U, M)), \hfill (6.5)$$

$$H_*(X_U, M) \cong H_*(C_{\mathbf{g}, \bullet}(U, M)). \hfill (6.6)$$
Proof. We treat the isomorphism (6.5) in cohomology, the other case being similar. Let us write \( X = G^{\infty}/Z^{\infty}K^{\infty} \), and choose a decomposition \( G^{\infty} = \sqcup_{i} G(U_i)g_iU_i \). Each of the groups \( \Gamma_{U_i} \) acts freely on \( X \), and we have

\[
X_U = \sqcup_{i} (\Gamma_{U,g_i} \backslash X).
\]

There are corresponding identifications

\[
H^*(X_U, M) = \oplus_{i} H^*(\Gamma_{U,g_i} \backslash X, M_i) = \oplus_{i} H^*(\text{Hom}_{\Gamma_{U,g_i}}(\text{C}_{\bullet}, M_i)),
\]

where \( \text{C}_{\bullet} \) denotes the complex of singular chains in \( X \) with \( \mathbb{Z} \)-coefficients, and \( M_i \) denotes \( M \) viewed as an \( \mathbb{Z}[\Gamma_{U,g_i}] \)-module via the formula \( \gamma \cdot m = (g_i^{-1}\gamma g_i)m \) (\( \gamma \in \Gamma_{U,g_i}, g_i^{-1}\gamma g_i \in U \)). We will show that there is a natural isomorphism

\[
\text{Hom}_{\mathbb{Z}[G(U) \times U]}(\text{C}_{\bullet}, M) \cong \oplus_{i} \text{Hom}_{\Gamma_{U,g_i}}(\text{C}_{\bullet}, M_i).
\] (6.7)

This will induce an isomorphism \( H^*(X_U, M) \cong H^*(\text{C}_{\bullet}(U, M)) \) which is easily seen not to depend on the choice of \( g_i \), and therefore prove the proposition. To construct the map (6.7), we note that there is a closed embedding

\[
\sqcup_{i} \{g_i\} \times X \hookrightarrow G^{\infty} \times X,
\]

and that the corresponding restriction map \( \text{Hom}_{\mathbb{Z}[G(U) \times U]}(\text{C}_{\bullet}, M) \rightarrow \oplus_{i} \text{Hom}_{\Gamma_{U,g_i}}(\text{C}_{\bullet}, M) \) actually takes values in \( \oplus_{i} \text{Hom}_{\Gamma_{U,g_i}}(\text{C}_{\bullet}, M_i) \). To see that the induced map

\[
\text{Hom}_{\mathbb{Z}[G(U) \times U]}(\text{C}_{\bullet}, M) \rightarrow \oplus_{i} \text{Hom}_{\Gamma_{U,g_i}}(\text{C}_{\bullet}, M_i)
\]

is injective, we note that a singular simplex \( \sigma : \Delta^j \rightarrow G^{\infty} \times X \) becomes constant after projection to \( G^{\infty} \), so is \( G(F) \times U \)-conjugate to a simplex taking values in \( \{g_i\} \times X \), for some \( i \) depending on \( \sigma \). To see that it is surjective, we note that two simplices \( \sigma, \sigma' : \Delta^j \rightarrow \{g_i\} \times X \) are \( G(F) \times U \)-conjugate if and only if they \( \Gamma_{U,g_i} \)-conjugate. This completes the proof.

Let \( U, V \in \mathcal{J} \). Let \( S \) be a finite set of finite places of \( F \) such that \( U_v = V_v \) if \( v \in S \), and suppose that \( M \) is actually a \( \mathbb{Z}[G^{\infty,S} \times U_S] \)-module. If \( g \in G^{\infty,S} \), then we define a map \( [UgV]^* : C_{\bullet}(V, M) \rightarrow C_{\bullet}(U, M) \) as follows. Fix a decomposition \( UgV = \prod g_iV \) (\( g_i \in G^{\infty,S} \)), and take \( \varphi \in C_{\bullet}(U, M) \). If \( \sigma \in C_{\bullet} \), then we define \( ([UgV]^* \varphi)(\sigma) = \sum_i g_i \varphi(g_i^{-1}\sigma) \). It is easy to check that this does not depend on the choice of \( g_i \). In fact, \( e_{U,S} \) acts freely on \( C_{\bullet}(U, M) \), and \( (UgV)^* \) defines an action of \( \mathcal{H}(G^{\infty,S}, U_S) \) on the complex \( C_{\bullet}(U, M) \), and hence on the cohomology groups \( H^*(X_U, M) \). Alternatively, if \( v \notin S \) is a finite place of \( F \) then the algebra \( \mathcal{H}(G(F), U_v) \) acts on \( H^*(X_U, M) \) in a similar way.

Similarly, we define a map \( [UgV]_* : C_{\bullet}(U, M) \rightarrow C_{\bullet}(V, M) \), given on elements of the form \( (h \times \sigma) \otimes m (h \in G^{\infty}, \sigma : \Delta^j \rightarrow X, m \in M) \) by the formula

\[
[UgV]_*((h \times \sigma) \otimes m) = \sum_i [g_i^{-1} \cdot (h \times \sigma)] \otimes g_i^{-1}m = \sum_i (hg_i \times \sigma) \otimes g_i^{-1}m.
\]

It is easy to check that this is well-defined, and (in the case \( U = V \)) defines an action of the algebra \( \mathcal{H}(G^{\infty,S}, U_S)^{op} \) on the complex \( C_{\bullet}(U, M) \). We then have the following simple lemma.

Lemma 6.3. With notation as above, suppose that \( M \) is a \( \mathbb{Z}[G^{\infty,S} \times U_S] \)-module which is finite as a \( \mathbb{Z} \)-module. Let \( M' = \text{Hom}(M, Q/\mathbb{Z}) \), equipped with its natural structure of \( \mathbb{Z}[G^{\infty,S} \times U_S] \)-module. Then there are natural isomorphisms \( C_{\bullet}(V, M') \cong C_{\bullet}(V, M') \) and \( C_{\bullet}(U, M') \cong C_{\bullet}(U, M') \), and with respect to these isomorphisms we have \( [UgV]^* = [UgV]^* \) (i.e. transpose). If \( U = V \), then this is an isomorphism of \( \mathcal{H}(G^{\infty,S}, U_S)^{\text{op}} \)-modules, when \( C_{\bullet}(U, M') \) is given its natural (transpose) structure of \( \mathcal{H}(G^{\infty,S}, U_S)^{\text{op}} \)-module.

Corollary 6.4. Let \( L \) be a field, and let \( U \) be a good subgroup. Then the natural isomorphism \( H^*(X_U, L) \cong \text{Hom}(H_*(X_U, L), L) \) is an isomorphism of \( \mathcal{H}(G^{\infty}, U) \)-modules.

We will generally consider coefficient systems of the following 2 kinds, defined in terms of a fixed prime \( p \):
1. Let $V$ be a finite-dimensional $\mathbb{Q}_p$-vector space equipped with a continuous action of $\prod_{v \mid p} G(F_v)$, and on which the group $\prod_{v \mid p} Z(F_v)$ acts trivially. We take $M = V$, with $G^\infty$ acting on $M$ by its projection to the factor $\prod_{v \mid p} G(F_v)$. Then for each $U \in J$, the full Hecke algebra $\mathcal{H}(G^\infty, U)$ acts on the groups $H^*(X_U, M)$, which are $\mathbb{Q}_p$-vector spaces.

2. Let $S = S_p$ denote the set of places of $F$ dividing $p$, and let $V$ be a finite $\mathbb{Z}_p$-module equipped with a continuous action of $\prod_{v \in S} \mathbb{GL}_n(O_{F_v})$, on which the group $\prod_{v \mid p} O_{F_v}$ acts trivially. We take $M = V$, with $G^\infty S \times U_S$ acting on $M$ by its projection to the factor $U_S \subset \prod_{v \mid p} \mathbb{GL}_n(O_{F_v})$. Then for each $U \in J$, the $p$-deprived Hecke algebra $\mathcal{H}(G^\infty S, U^S)$ acts on the groups $H^*(X_U, M)$, which are $\mathbb{Z}_p$-modules.

The connection between these two situations will be exploited in [6.4] below.

We now introduce some particular open compact subgroups and associated Hecke operators. If $v$ is a finite place of $F$, then we fix a choice $\varpi_v$ of uniformizer of $O_{F_v}$, and define for each $i = 1, \ldots, n$ a matrix $\alpha_{v, i} = \text{diag}(\varpi_v, \ldots, \varpi_v, 1, \ldots, 1)$ (with exactly $i$ entries equal to $\varpi_v$). If $U \in J$ and $U_v = \mathbb{GL}_n(O_{F_v})$, then the unramified Hecke operators $T^i_v = [U_v \alpha_{v, i}, U_v] \in \mathcal{H}(G(F_v), U_v)$ are independent of the choice of $\varpi_v$, and pairwise commute.

If $v$ is a finite place of $F$ and $c \geq b \geq 0$ are integers, then we define an open compact subgroup $I_v(b, c)$ of $\mathbb{GL}_n(O_{F_v})$ by the formula

$$I_v(b, c) = \left\{ \begin{pmatrix} t_1 & \ast & \cdots & \ast \\ 0 & t_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ast \\ 0 & \cdots & 0 & t_n \end{pmatrix} \right\} \mod \varpi_v^c, \text{ with } t_1 \equiv \cdots \equiv t_n \mod \varpi_v^b. \tag{6.8}$$

Thus $I_v(0, 1)$ is the standard Iwahori subgroup of $\mathbb{GL}_n(O_{F_v})$. If $U_v = I_v(b, c)$ for some integers $0 \leq b \leq c$, then we define the operators $U^i_v$ by the same formula $U^i_v = [U_v \alpha_{v, i}, U_v]$. In contrast to the unramified case, these operators do depend on the choice of $\varpi_v$, but this dependence will not be important in what follows.

If $\alpha \in I_v(1, c)$ then we write $\langle \alpha \rangle = [U_v \alpha U_v]$. (We observe that $I_v(b, c)$ is a normal subgroup of $I_v(1, c)$.)

The notation $U^i_v$ is ambiguous, since it does not involve the integers $b \leq c$; however, this abuse of notation is mild, as the following lemma shows.

**Lemma 6.5.** Let $v$ be a finite place of $F$, $U \in J$, and suppose that $U_v = I_v(b, c)$ for some $1 \leq b \leq c$. Let $A$ be a finite abelian group, equipped with its trivial $G^\infty$-action.

1. The operators $U^i_v$, ($i = 1, \ldots, n$) and $\langle \alpha \rangle$ ($\alpha \in I_v(1, c)$) all commute in their action on the complex $C^*_A(U, A)$, and hence on the groups $H^*(X_U, A)$.

2. Let $U' \subset U$ be a subgroup with $U'_v = U_v$ if $v \neq v$, and $U'_v = I_v(b', c')$ for some $b' \geq b$, $c' \geq b$. Then the operators $U^i_v$ and $\langle \alpha \rangle$ commute with the natural maps

$$C^*_A(U, A) \to C^*_A(U', A)$$

and

$$H^*(X_U, A) \to H^*(X_{U'}, A).$$

3. Suppose that $c > b$. Define another subgroup $U' = \prod_w U'_w$ by the formula $U'_w = I_w$ if $w \neq v$ and $U'_v = I_v(b, c - 1)$. Then the operator $U^i_v$ on $C^*_A(U, A)$ takes image inside the subcomplex $C^*_A(X_U, A)$.

Consequently, the induced map on cohomology factors

$$H^*(X_U, A) \to H^*(X_{U'}, A) \to H^*(X_U, A),$$

where the first operator is the double coset operator $[U \alpha_v, U']$ and the second is the canonical pullback.

Analogous statements hold at the level of homology groups.
Proof. The first part follows from the fact that these operators generate a commutative subalgebra of \( \mathcal{H}(G(F_v), U_v) \); see [Hid95 Proposition 2.2]. The proof of loc. cit. implies that the coset representatives used to define the action of \( U \) can be chosen independent of \( b \) and \( c \), which implies that the given maps commute with the action of Hecke, cf. the proof of [Ger] Lemma 2.3.3. This implies the second part of the lemma. The third part follows in a similar way, by using the argument of [Ger] Lemma 2.5.2. \( \square \)

6.3 Ordinary part of homology

We now fix, for the rest of \( \S 6 \), a prime \( p \). Let \( S_p \) denote the set of places of \( F \) dividing \( p \). Let \( E \) be a finite extension of \( \mathbb{Q}_p \) inside \( \overline{\mathbb{Q}}_p \), which contains the images of all embeddings \( F \to \overline{\mathbb{Q}}_p \). We write \( \varpi \in \mathcal{O} \) for a choice of uniformizer of the ring of integers \( \mathcal{O} \) of \( E \), \( \lambda = (\varpi) \), and \( k = \mathcal{O}/\lambda \). We also fix a good subgroup \( U = \prod_v U_v \subset G^\infty \), with the property that \( U_v = I_v(1,1) \) for each \( v \in S_p \). If \( c \geq b \geq 1 \) are integers, then we define a new good subgroup \( U(b,c) = \prod_v U(b,c)_v \subset U \) by the formulae:

- If \( v \in S_p \), then \( U(b,c)_v = I_v(b,c) \).
- If \( v \notin S_p \), then \( U(b,c)_v = U_v \).

We define

\[
T(0,c) = \prod_{v \in S_p} (\mathcal{O}_{F_v}/\varpi_v^c)^{\times} \times \cdots \times (\mathcal{O}_{F_v}/\varpi_v^c)^{\times} \ (n - 1 \text{ times})
\]

and \( T(b,c) = \ker(T(0,c) \to T(0,b)) \). There is an isomorphism

\[
U(1,c)/U(b,c) \cong T(b,c)
\]

(6.9)

We observe that for any \( c \geq b \geq 1 \), we have \( Z(F) \cap U(b,c) = Z(F) \cap U(1,c) = Z(F) \cap U \). The group \( U(1,c) \) acts on \( X_{U(b,c)} \), and the quotient

\[
U(1,c)/(U(b,c) \cdot (Z(F) \cap U(0,c))) = U(1,c)/U(b,c) \cong T(b,c)
\]

acts freely, by Lemma 6.1. We define \( \Lambda(b,c) = \mathcal{O}[T(b,c)] \) and \( \Lambda_b = \lim_{c \to \infty} \Lambda(b,c) \). If \( b \geq 1 \), then \( \Lambda_b \) is a complete Noetherian local ring (it is the completed group ring of an abelian pro-p group). If \( b = 1 \), then we simply write \( \Lambda = \Lambda_1 \).

We now define the ordinary completed cohomology groups which are our objects of ultimate interest. By Lemma 6.3, the natural maps

\[
H_i(X_{U(c',c)}, \mathcal{O}/\varpi^{c'} \mathcal{O}) \to H_i(X_{U(c,c)}, \mathcal{O}/\varpi^c \mathcal{O}) \ (c' \geq c)
\]

commute with the action of the Hecke operator

\[
U_p = \prod_{v \in S_p} \prod_{i=1}^n U_i = [U(c,c) \alpha_p U(c,c)],
\]

where

\[
\alpha_p = \prod_{v \in S_p} \prod_{i=1}^n \alpha_{v,i} = (\text{diag}(\varpi_v^n, \varpi_v^{n-1}, \ldots, \varpi_v)) \in \prod_{v \in S_p} G(F_v).
\]

We therefore have induced maps (where ordinary parts are taken with respect to the operator \( U_p \)):

\[
H_i(X_{U(c',c)}, \mathcal{O}/\varpi^{c'} \mathcal{O})_{\text{ord}} \to H_i(X_{U(c,c)}, \mathcal{O}/\varpi^c \mathcal{O})_{\text{ord}}.
\]
We define
\[ H_{\text{ord}}(U) = \lim_{\to} H_{d-1}(X_{U_{(c)}, c}, \mathcal{O}/\mathfrak{w}^c \mathcal{O})_{\text{ord}}. \]
The \( \Lambda \)-modules \( H_{\text{ord}}(U) \) receive a canonical action of the algebra \( \mathcal{H}(G^{p, \infty}, U^p)^{\text{op}} \), induced by the action at finite levels. Our goal in this section is to prove the following version of Hida’s control theorem ([Hida98, Theorem 6.2]):

**Proposition 6.6.** There is a minimal complex \( F_{\infty}^* \) of \( \Lambda \)-modules, together with morphisms for every \( c \geq 1 \):
\[
g_c : F_{\infty}^* \otimes \Lambda (1, c)/(\mathfrak{w}^c) \rightarrow C_{h, d-\bullet}(U(c, c), \mathcal{O}/\mathfrak{w}^c \mathcal{O}),
\]
\[
g'_c : C_{h, d-\bullet}(U(c, c), \mathcal{O}/\mathfrak{w}^c \mathcal{O}) \rightarrow F_{\infty}^* \otimes \Lambda (1, c)/(\mathfrak{w}^c),
\]
all satisfying the following conditions:

1. We have \( g'_c g_c = 1 \), and \( g_c g'_c \) is an idempotent in \( \text{End}_{\mathcal{D}(\Lambda(1, c)/(\mathfrak{w}^c))}(C_{h, d-\bullet}(U(c, c), \mathcal{O}/\mathfrak{w}^c \mathcal{O})) \).
2. For each \( c \geq 1 \), the diagram
\[
F_{\infty}^* \otimes \Lambda (1, c + 1)/(\mathfrak{w}^{c+1}) \longrightarrow C_{h, d-\bullet}(U(c + 1, c + 1), \mathcal{O}/\mathfrak{w}^{c+1} \mathcal{O}) \longrightarrow F_{\infty}^* \otimes \Lambda (1, c + 1)/(\mathfrak{w}^{c+1})
\]
\[
F_{\infty}^* \otimes \Lambda (1, c)/(\mathfrak{w}^c) \longrightarrow C_{h, d-\bullet}(U(c, c), \mathcal{O}/\mathfrak{w}^c \mathcal{O}) \longrightarrow F_{\infty}^* \otimes \Lambda (1, c)/(\mathfrak{w}^c).
\]
is commutative, up to chain homotopy.
3. For each \( c \geq 1 \), the induced map of \( g_c g'_c \) on homology is the natural projection
\[
H_{d-\bullet}(X_{U_{(c)}, c}, \mathcal{O}/\mathfrak{w}^c \mathcal{O}) \rightarrow H_{d-\bullet}(X_{U_{(c)}, c}, \mathcal{O}/\mathfrak{w}^c \mathcal{O})_{\text{ord}}.
\]
The minimal complex \( F_{\infty}^* \) is determined uniquely up to unique isomorphism in \( \mathcal{D}(\Lambda) \) by these properties. Finally, there is a unique homomorphism \( f : \mathcal{H}(G^{p, \infty}, U^p)^{\text{op}} \rightarrow \text{End}_{\mathcal{D}(\Lambda)}(F_{\infty}^*) \) with the property that for all \( t \in \mathcal{H}(G^{p, \infty}, U^p)^{\text{op}} \), we have \( (f(t) \otimes \Lambda (1, c)/(\mathfrak{w}^c)) = g'_c f(g_c) \).

When we wish to emphasize the level, we will use the alternative notation \( F_{\infty}^*_{U, m} \). Later, we will also introduce a variant \( F_{\infty}^*_{U, m} \), which computes cohomology after localization at a maximal ideal \( m \) of a suitable Hecke algebra, and a variant where we allow a finite \( p \)-group to act at an auxiliary place (see Lemma 6.25 below). We see (Lemma 2.13) that there are natural Hecke-equivariant isomorphisms
\[
H^*(F_{\infty}^*) \cong \lim_{\to} H_{d-\bullet}(X_{U_{(c)}, c}, \mathcal{O}/\mathfrak{w}^c \mathcal{O})_{\text{ord}} \cong \lim_{\to} H_{d-\bullet}(X_{U_{(c)}, c}, \mathcal{O})_{\text{ord}}.
\]

**Corollary 6.7.** For each \( c \geq 1 \), there is a spectral sequence:
\[
E_2^{p,q} = \text{Tor}^\Lambda_{-p}(H_{d}^q(\Lambda, c)/(\mathfrak{w}^c)) \Rightarrow H_{d-(p+q)}(X_{U_{(c), c}}, \mathcal{O}/\mathfrak{w}^c \mathcal{O})_{\text{ord}}.
\]
**Proof of Corollary 6.7** This follows on combining Proposition 6.6 and Proposition 2.1.

**Corollary 6.8.** For each \( c \geq 1 \), there is a spectral sequence:
\[
E_2^{p,q} = \text{Tor}^\Lambda_{-p}(H_{d}^q(\Lambda, c)) \Rightarrow H_{d-(p+q)}(X_{U_{(c), c}}, \mathcal{O})_{\text{ord}}.
\]
**Proof of Corollary 6.8** We want to show that there is a quasi-isomorphism
\[
F_{\infty}^* \otimes \Lambda (1, c) \cong C_{h, d^*}(U(c, c), \mathcal{O})_{\text{ord}},
\]
where the ordinary part is taken in the sense of the discussion following Lemma 2.12. It follows from the construction of \( F_{\infty}^* \) that for every \( d \geq c \), there is a quasi-isomorphism
\[
F_{\infty}^* \otimes \Lambda (1, c)/(\mathfrak{w}^d) \cong C_{h, d^*}(U(c, c), \mathcal{O}/\mathfrak{w}^d \mathcal{O})_{\text{ord}},
\]
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and that the natural diagrams
\[
\begin{array}{c}
F_{\infty} \otimes A \Lambda(1,c)/(\varpi^{d+1}) \rightarrow C_{h,c}(U(c,c),O/\varpi^{d+1}O)_{\text{ord}} \\
\downarrow \\
F_{\infty} \otimes A \Lambda(1,c)/(\varpi^{d}) \rightarrow C_{h,c}(U(c,c),O/\varpi^{d}O)_{\text{ord}}
\end{array}
\]
commute in $D(O)$. It follows that we can pass to the limit, as in the proof of Lemma 6.10 to obtain the desired result.

We now begin the proof of Proposition 6.6 starting with the following useful lemma:

**Lemma 6.9.** Let $U$ be a good subgroup, and let $V \subset U$ be a good normal subgroup such that the quotient $\Delta = U/V$ is abelian of $p$-power order and $Z(F) \cap U \subset V$. Then there is a canonical isomorphism
\[
C_{h,c}(V,O/\varpi^{c}O) \otimes O(\Delta) O \cong C_{h,c}(U,O/\varpi^{c}O).
\]
Moreover, $C_{h,c}(V,O/\varpi^{c}O)$ is a perfect complex of free $O/\varpi^{c}O[\Delta]$-modules.

**Proof of Lemma 6.9.** The existence of the given isomorphism is an easy consequence of the definitions. For the second part, we must show that $C_{h,c}(X_{U},O/\varpi^{c}O)[\Delta]$ is quasi-isomorphic to good complex of $O/\varpi^{c}O[\Delta]$-modules. (It is easy to see that it is a complex of free $O/\varpi^{c}O[\Delta]$-modules.) We fix a triangulation of $X_{U}$ and lift it to $X_{V}$. (Since $X_{V}$ is not compact, this triangulation will have infinitely many simplices.) Let $C_{\bullet}$ be the corresponding complex of free $O/\varpi^{c}O[\Delta]$-modules which computes $H_{*}(X_{V},O/\varpi^{c}O)$, concentrated in degrees $[0,d]$. By Lemma 2.6, $C_{\bullet}$ is quasi-isomorphic to a good complex. (Its cohomology is finitely generated because of the existence of the Borel–Serre compactification.) On the other hand, $C_{\bullet}$ is also quasi-isomorphic to $C_{h,c}(X_{V},O/\varpi^{c}O)$. This completes the proof.

**Lemma 6.10.** For all $c \geq b \geq 1$, $d \geq 1$, the natural map
\[
H_{*}(X_{U(b,c)},O/\varpi^{d}O)_{\text{ord}} \rightarrow H_{*}(X_{U(b,b)},O/\varpi^{d}O)_{\text{ord}}
\]
(6.11)
is an isomorphism.

**Proof.** Let $c > b \geq 1$, and let $i$ be an integer. It follows from Lemma 6.5 that there is a commutative diagram
\[
\begin{array}{ccc}
H_{*}(X_{U(b,c+1)},O/\varpi^{d}O) & \xrightarrow{U_{p}} & H_{*}(X_{U(b,c+1)},O/\varpi^{d}O) \\
\downarrow j & & \downarrow j \\
H_{*}(X_{U(b,c)},O/\varpi^{d}O) & \xrightarrow{U_{p}} & H_{*}(X_{U(b,c)},O/\varpi^{d}O).
\end{array}
\]
Here we write $j : H_{*}(X_{U(b,c+1)},O/\varpi^{d}O) \rightarrow H_{*}(X_{U(b,c)},O/\varpi^{d}O)$ for the natural pushforward and $r = [U(b,c)\alpha_{p}U(b,c+1)]_{*}$. It follows easily from the existence of this diagram that $j$ induces the desired isomorphism on ordinary parts.

We can now complete the proof of Proposition 6.6. We apply Proposition 2.13 to the system of complexes $M_{c}^{\bullet} = C_{h,d-\bullet}(U(c,c),O/\varpi^{c}O)$, together with their Hecke operators $t_{c} = U_{p}$. To apply this proposition, we must check that the natural maps
\[
H^{*}(C_{h,d-\bullet}(U(c+1,c+1),O/\varpi^{c+1}O))_{\text{ord}} \rightarrow H^{*}(C_{h,d-\bullet}(U(c,c),O/\varpi^{c}O))_{\text{ord}}
\]
are isomorphisms; equivalently, that the natural maps
\[
H_{*}(X_{U(c+1,c+1)},O/\varpi^{c}O)_{\text{ord}} \rightarrow H_{*}(X_{U(c,c)},O/\varpi^{c}O)_{\text{ord}}
\]
are isomorphisms. However, this is exactly the content of Lemma 6.10.
6.4 Independence of weight

Let us now write GL$_n$ for the general linear group over Z, and T$_n$ ⊂ B$_n$ ⊂ GL$_n$ for its standard diagonal maximal torus and upper-triangular Borel subgroup. We now introduce coefficient systems on the spaces $X_U$ corresponding to algebraic representations of GL$_n$. Let $\mathbb{Z}^+ \subset \mathbb{Z}^n$ denote the set of tuples of integers $\lambda_1 \geq \cdots \geq \lambda_n$ with $\lambda_1 + \cdots + \lambda_n = 0$. If $\lambda \in \mathbb{Z}^n$, then we write $w_0 \lambda$ for the tuple $(w_0 \lambda)_i = \lambda_{n+1-i}$. Given $\lambda \in \mathbb{Z}^n$, we can define the algebraic representation $V_\lambda = \text{Ind}_{B_n}^{GL_n}(w_0 \lambda) / \mathbb{Z}$ of $\text{GL}_n$ of highest weight $\lambda$ as in [Ger §1]. There is a $T_n$-equivariant weight decomposition

$$V_\lambda = \oplus_{\mu} \kappa(T_n) V_{\lambda, \mu}.$$ 

The highest and lowest weight spaces $V_{\lambda, \lambda}$ and $V_{\lambda, w_0 \lambda}$ of $V_\lambda$ are 1-dimensional. The condition $\lambda_1 + \cdots + \lambda_n = 0$ implies that the center $Z_n \subset \text{GL}_n$ acts trivially on $V_\lambda$.

Now suppose given an element $\lambda = (\lambda_1) \tau : F \to E \in (\mathbb{Z}_+^n)^{\text{Hom}(F, E)}$. For each $\tau \in \text{Hom}(F, E)$, $V_{\lambda}(\tau)$ is a finite $\mathcal{O}$-module which receives a continuous action of the group $\text{GL}_n(\mathcal{O})$, hence a continuous action of the group $GL_n(\mathcal{O}_F(\tau))$, where $\nu(\tau)$ is the $p$-adic place of $F$ induced by the embedding $\tau$. Then $M_\lambda = \mathcal{O}_F(\tau) \otimes_{\mathcal{O}_F} V_{\lambda}(\tau)$, the tensor product being over $\mathcal{O}$. Then $M_\lambda$ is a free $\mathcal{O}$-module which receives a continuous action of the group $\prod_{\nu \in S_p} \text{GL}_n(\mathcal{O}_F(\tau))$. Let $\lambda = 0$, then $M_\lambda$ is just $\mathcal{O}$, equipped with the trivial action of the group $\prod_{\nu \in S_p} \text{GL}_n(\mathcal{O}_F(\tau))$. Moreover, $M_\lambda \otimes \mathcal{O} E$ is equipped with a continuous action of the group $\prod_{\nu \in S_p} \text{GL}_n(\mathcal{O}_F(\tau))$ extending the action of its subgroup $\prod_{\nu \in S_p} \text{GL}_n(\mathcal{O}_F(\tau))$.

Now suppose that $U \in J$ and $U_v = I_v(1, 1)$ for each $v \in S_p$. We define $C_{\delta}^\alpha(h, \tau) \otimes_{\mathcal{O} E} E = C_{\delta}^\alpha \otimes_{\mathbb{Z}^+[F, E]} \mathcal{O} E$, for any $h \otimes \tau \in C_{\delta}^\alpha \otimes_{\mathbb{Z}^+[F, E]} \mathcal{O} E$. In fact, a suitably scaled version of these operators leaves invariant the natural integral lattice:

**Lemma 6.11.** The operator $C_{\delta}(h, \tau) \otimes_{\mathcal{O} E}$ preserves the submodule $C_{\delta}^\alpha(U, M_\lambda)$.

**Proof.** We first note that the map $C_{\delta}(h, \tau) \otimes_{\mathcal{O} E} E$ is injective (because $C_{\delta}^\alpha(U, M_\lambda)$ is a separated, torsion-free $\mathcal{O}$-module, being isomorphic to the space of singular chains in $X_U$ with $M_\lambda$-coefficients, cf. the proof of Proposition 6.2). Choose a decomposition $U(\tau, c) = \prod_{\nu \in S_p} (U(\tau, c) \cap \mathbb{A}_{\tau, i} U(\tau, c) \cap \mathbb{A}_{\tau, i})$. Then for any $(h \otimes \tau) \otimes \tau \in C_{\delta}(h, \tau) \otimes_{\mathcal{O} E}$ we have

$$U_v(h \otimes \tau) \otimes \tau = \sum_j (h g_j \otimes \tau) \otimes \alpha_{\tau, j}^{-1} \otimes \alpha_{\tau, j}.$$ 

To prove the lemma, it is therefore enough to show that the element $\lambda(\alpha_{\tau, i}) \alpha_{\tau, i}^{-1}$ acting on $\mathcal{O} E$ leaves the lattice $M_\lambda$ invariant. It even suffices to show that for each embedding $\tau : F \to E$, the element $\lambda(\alpha_{\tau, i}) \alpha_{\tau, i}^{-1}$ acting on $V_{\lambda}(\tau)$ leaves the lattice $V_{\lambda}(\tau)$ invariant. For every weight $\mu$ appearing in $V_{\lambda}$ and every $t = \text{diag}(t_1, \ldots, t_n) \in T_n(F_v)$, we can write

$$\lambda(t) = \prod_{i=1}^{n-1} (t_j / t_{j+1})^{a_j},$$ 

where the $a_j$ are non-negative integers (because $\lambda$ is the highest weight of $V_{\lambda}$). If $t = \alpha_{\tau, i}$ then all the elements $t_j / t_{j+1}$ lie in $\mathcal{O}_{F_v}$, and this implies the desired result.

We write $U_{\lambda, \lambda} = \lambda(\alpha_{\tau, i}) U_{\lambda}$ for the induced endomorphism of the complex $C_{\delta}(h, \tau)$ for each $b \geq 1$, there is a canonical isomorphism

$$C_{\delta}(h, \tau) \otimes \mathcal{O} / \lambda^b \cong C_{\delta}(h, \tau) \otimes \mathcal{O} / \lambda^b,$$ 

and we use this to define an action of $U_{\lambda, \lambda}$ on the right-hand side of (6.12) by reduction modulo $\lambda^b$. We define

$$U_{\lambda, \lambda} = \prod_{v \in S_p} \prod_{i=1}^{n} U_{\lambda, \lambda} = \left( \prod_{v \in S_p} \prod_{i=1}^{n} \lambda(\alpha_{\tau, i}) \right) \cdot U_{\lambda}.$$ 
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The operator $U_{p,\lambda}$ therefore acts on the groups $H_*(X_U(c,e), M_\lambda)$ and $H_*(X_U, M_\lambda \otimes \mathcal{O}/\varpi^b)$ for all $c, b \geq 1$, and we define the ordinary parts of these groups as in Lemma 2.10 with respect to this operator. Just as in the previous section, one can prove the following result.

**Proposition 6.12.** There is a minimal complex $F^\bullet_{\infty,\lambda}$ of $\Lambda$-modules, together with morphisms for every $c \geq 1$:

\[
g_c : F^\bullet_{\infty,\lambda} \otimes_{\Lambda} \Lambda(1,c)/(\varpi^c) \to C_{h,\lambda}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c),
\]

\[
g'_c : C_{h,\lambda}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c) \to F^\bullet_{\infty,\lambda} \otimes_{\Lambda} \Lambda(1,c)/(\varpi^c),
\]

all satisfying the following conditions:

1. We have $g'_c g_c = 1$, and $g_c g'_c$ is an idempotent in $\text{End}_{D(\Lambda(1,c)/(\varpi^c))}(C_{h,\lambda}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c))$.

2. For each $c \geq 1$, the diagram

\[
\begin{array}{ccc}
F^\bullet_{\infty,\lambda} \otimes_{\Lambda} \Lambda(1,c+1)/(\varpi^{c+1}) & \to & C_{h,\lambda}(U(c+1,c+1), M_\lambda \otimes \mathcal{O}/\varpi^{c+1}) \\
\downarrow & & \downarrow \\
F^\bullet_{\infty,\lambda} \otimes_{\Lambda} \Lambda(1,c)/(\varpi^c) & \to & C_{h,\lambda}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c)
\end{array}
\]

is commutative, up to chain homotopy.

3. For each $c \geq 1$, the induced map of $g_c g'_c$ on cohomology is the natural projection

\[
H_*(X_{U(c,e)}, M_\lambda \otimes \mathcal{O}/\varpi^c) \to H_*(X_{U(c,e)}, M_\lambda \otimes \mathcal{O}/\varpi^c)_{\text{ord}}.
\]

The minimal complex $F^\bullet_{\infty,\lambda}$ is determined uniquely up to isomorphism in $D(\Lambda)$ by these properties. Finally, there is a unique homomorphism $f : \mathcal{H}(G^{\infty,p}, U_p)^{op} \to \text{End}_{D(\Lambda)}(F^\bullet_{\infty,\lambda})$ with the property that for all $t \in \mathcal{H}(G^{\infty,p}, U_p)^{op}$, we have $(f(t) \otimes_{\Lambda} \Lambda(1,c)/(\varpi^c)) = g'_c t g_c$.

The following result is the analogue of [Ger Proposition 2.6.1] in our context.

**Proposition 6.13.** Let $\lambda \in (\mathbb{Z}_n)^{\text{Hom}(F,E)}$, and let $c \geq r$ be integers. Then there is a morphism of complexes

\[
\alpha_{\lambda,*} : C_{h,*}(U(c,e), \mathcal{O}/\varpi^c) \to C_{h,*}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c),
\]

(6.13)
equivariant for the Hecke operators at finite places $v \not\in S_p$, and satisfying the equations

\[
U^v_{\lambda} \alpha_{\lambda,*} = \alpha_{\lambda,*} U^v_\lambda \quad \text{and} \quad \alpha_{\lambda,*}(u) = \lambda(u)(u)\alpha_{\lambda,*}
\]

for all $u \in T_n(\mathcal{O}_{F_v})$, $v \in S_p$. After passing to homology, the map (6.13) induces an isomorphism

\[
\alpha_{\lambda,*} : H_*(X_{U(c,e)}, \mathcal{O}/\varpi^c)_{\text{ord}} \to H_*(X_{U(c,e)}, M_\lambda \otimes \mathcal{O}/\varpi^c)_{\text{ord}}.
\]

**Proof.** We recall that by definition, we have

\[
C_{h,*}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c) = C_{h,*} \otimes_{\mathcal{O}(F) \times U(c,e)} M_\lambda \otimes \mathcal{O}/\varpi^c.
\]

If $\lambda \in \mathbb{Z}_n^+$, let $\alpha_\lambda : \mathbb{Z}(\lambda) \to V_\lambda$ be inclusion of the highest weight space, and let $\beta_\lambda : V_\lambda \to \mathbb{Z}(\lambda)$ be projection to the highest weight space. If $\lambda \in (\mathbb{Z}_n^+)$, then we write $\alpha_\lambda : \mathcal{O}(\lambda) \to M_\lambda$, $\beta_\lambda : M_\lambda \to \mathcal{O}(\lambda)$ for the maps obtained by taking tensor products and then extending scalars to $\mathcal{O}$. We observe that if $c \geq r$, then the map $\alpha_\lambda$ is $U(c,e)$-equivariant.

The map

\[
\alpha_{\lambda,*} : C_{h,*}(U(c,e), \mathcal{O}/\varpi^c) \to C_{h,*}(U(c,e), M_\lambda \otimes \mathcal{O}/\varpi^c)
\]

is determined uniquely up to isomorphism in $D(\Lambda)$ by the properties of $\alpha_{\lambda,*}$.
is then given as \( \text{id} \otimes \alpha_{\lambda} \). The equivariance with respect to Hecke operators away from \( p \) is clear from the definitions. To show that the map \( \alpha_{\lambda, \ast} \) induces an isomorphism on ordinary parts of cohomology, we construct a map in the other direction. To this end, we choose a decomposition \( U(c, c) \alpha_{\lambda}^r U(c, c) = \bigcup_i g_i U(c, c) \), and write
\[
\varphi : C_{k, \ast}(U(c, c), M_\lambda \otimes O/\varpi^r) \to C_{k, \ast}(U(c, c), O/\varpi^r)
\]
for the map given by
\[
\varphi(h \times \sigma \otimes m) = \sum \beta_{\lambda}(\lambda(\alpha_{\lambda}^r)g_i^{-1}m) \cdot h g_i \times \sigma.
\]
This expression makes sense since, as observed above, the endomorphism \( \lambda(\alpha_{\lambda}^r)g_i^{-1} \) preserves the natural integral lattice \( M_\lambda \subset M_\lambda \otimes O E \), so can be reduced modulo \( \varpi^r \). In fact, its action modulo \( \varpi^r \) is just projection to the highest weight space \( M_\lambda \). Formally, we have \( \varphi = \beta_{\lambda, \ast} \circ U_{\lambda, \ast}^r \). To show that \( \varphi \) is well-defined, we check that
\[
\varphi(hu \times \sigma \otimes m) = \varphi(h \times \sigma \otimes um)
\]
for each \( u \in U(c, c) \). This follows from the observation that
\[
\sum \beta_{\lambda}(\lambda(\alpha_{\lambda}^r)g_i^{-1}um) = \sum \beta_{\lambda}(\lambda(\alpha_{\lambda}^r)g_j^{-1}m),
\]
as we can write \( u^{-1}g_i = g_j u_{j(i)} \) for some \( u_j \in U(c, c) \), and \( U(c, c) \) acts trivially on the image of \( \lambda(\alpha_{\lambda}^r)g_j^{-1} \) modulo \( \varpi^r \).

We have therefore constructed the arrows in a diagram
\[
\begin{array}{ccc}
C_{k, \ast}(U, O/\varpi^r O) & \xrightarrow{\alpha_{\lambda} \otimes \varphi} & C_{k, \ast}(U, M_\lambda \otimes O/\varpi^r O) \\
\downarrow U_{\lambda, \ast}^r & & \uparrow U_{\lambda, \ast}^r \\
C_{k, \ast}(U, O/\varpi^r O) & \xrightarrow{\alpha_{\lambda} \otimes \varphi} & C_{k, \ast}(U, M_\lambda \otimes O/\varpi^r O).
\end{array}
\]
It is now easy to check that this diagram commutes; the rest of the proposition follows from the existence of this diagram. \( \square \)

We can now deduce a derived version of Hida’s theorem on independence of weight ([Hid98 Theorem 6.1]):

**Corollary 6.14.** Let \( O(\Lambda) \) denote \( O \) considered as a \( \Lambda \)-module via the homomorphism
\[
\lambda : \prod_{v \in S_p} O_{F_v}(p)^n \to O^\times.
\]
Then there is an isomorphism \( F_{\infty, \Lambda}^\ast \cong F_{\infty}^\ast \otimes O(\lambda^{-1}) \) of minimal complexes of \( \Lambda \)-modules. It is equivariant for the action of \( H(G_{\infty, p}, U_p)_{\text{gp}} \). In particular, there is a canonical isomorphism of \( O \)-modules
\[
H^\ast_{\text{ord}}(U) \cong \lim_{c} H_{d-\ast}(X_{U(c), M_{\lambda})_{\text{ord}}}.
\]

**Proof:** It follows immediately from Proposition 6.13 and the defining properties of the complexes \( F_{\infty}^\ast \) and \( F_{\infty, \Lambda}^\ast \) that there is a quasi-isomorphism \( f : F_{\infty, \Lambda}^\ast \to F_{\infty}^\ast \otimes O(\lambda) \). Since these are minimal complexes, it is an isomorphism. \( \square \)

**Corollary 6.15.** Let \( \psi_{\lambda} \subset \Lambda \) be the kernel of the homomorphism \( \Lambda \to O = \text{End}_{O}(O(\lambda^{-1})) \). Then there is a canonical isomorphism
\[
H^\ast(F_{\infty}^\ast \otimes \Lambda / \psi_{\lambda}) \cong H_{d-\ast}(X_{U(1, 1), M_{\lambda})_{\text{ord}}},
\]
and hence a spectral sequence
\[
\text{Tor}_{\ast}^{\Psi_{\lambda}}(H^q_{\text{ord}}(U), \Lambda / \psi_{\lambda}) \Rightarrow H_{d-(p+q)}(X_{U(1, 1), M_{\lambda})_{\text{ord}}).
\]
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In particular, there is an isomorphism
\[ H^*(F^*_\infty \otimes_\Lambda \Lambda/\mathfrak{p}_\lambda)[1/p] \cong \text{Hom}_E(H^{d-*}(X_{U(1,1)}, M_{-w_0\lambda})_\text{ord} \otimes \mathcal{O} E, E). \]

Proof: This follows immediately from Corollary 6.14 and the analogue of Corollary 6.8 for the complex \( F^*_\infty \Lambda \).

(Not that if \( \lambda \in \mathbb{Z}_n^+ \), then \( -w_0\lambda \in \mathbb{Z}_n^+ \) is the highest weight of the dual representation.)

6.5 Hecke algebras

We now introduce the big ordinary Hecke algebras. We fix a choice of good subgroup \( U \) such that for each \( v \in S_p, U_v = I_v(1,1) \). Let \( S \) be a finite set of finite places of \( F \), containing \( S_p \), such that for all \( v \not\in S \), we have \( U_v = \text{GL}_n(\mathcal{O}_F) \). We define \( T^{\text{s,univ}} \) to be the polynomial algebra over \( \Lambda \) in the infinitely many indeterminates \( T_v, v \not\in S \) and \( i = 1, \ldots, n \) and the indeterminates \( U_i, v \in S_p \) and \( i = 1, \ldots, n \). Following the discussion in 6.2 this algebra acts on the groups \( H_*(X_{U(c,c)}, A) \) for any integer \( c \geq 1 \) and \( \mathcal{O} \)-module \( A \), each element \( T_v \in T^{\text{s,univ}} \) acting on \( H_*(X_{U(c,c)}, A) \) by the Hecke operator of the same name. If \( C^* \) is a complex of \( \Lambda \)-modules equipped with a homomorphism \( T^{\text{s,univ}} \to \text{End}_{\text{D}(\Lambda)}(C^*) \), then we write \( T^S(C^*) \) for the image of this homomorphism.

An important special case is when the complex \( C^* \) is just a \( T^{\text{s,univ}} \)-module \( M \) placed in degree 0; in this case, we have \( T^S(C^*) = T^S(M) = \text{im}(T^{\text{s,univ}} \to \text{End}_\Lambda(M)) \). Using this notation, we see that for any complex \( C^* \) of \( \Lambda \)-modules equipped with a homomorphism \( T^{\text{s,univ}} \to \text{End}_{\text{D}(\Lambda)}(C^*) \), there is a surjective homomorphism
\[ T^S(C^*) \to T^S(H^*(C^*)), \]
which need not be injective.

Lemma 6.16. Let \( M \) be a \( T^{\text{s,univ}} \)-module, which is finite as a \( \Lambda \)-module.

1. \( T^S(M) \) is a finite \( \Lambda \)-algebra, with finitely many maximal ideals \( \mathfrak{m} \). For each maximal ideal \( \mathfrak{m} \subset T^S(M) \), \( T^S(M)/\mathfrak{m} \) is a finite extension of \( k \).

2. Let \( \mathfrak{m}' \subset T^{\text{s,univ}} \) be the kernel of a homomorphism \( T^{\text{s,univ}} \to k \). Then either \( M_{\mathfrak{m}'} = 0 \), or \( \mathfrak{m}' \) is the pre-image of a maximal ideal of \( T^S(M) \).

Proof. For the first part, \( T^S(M) \) is a submodule of \( \text{End}_\Lambda(M) \), which is a finite \( \Lambda \)-module. Since \( \Lambda \) is a complete local ring, there is a decomposition \( T^S(M) = \bigoplus \mathfrak{m}_i T^S(M)/\mathfrak{m}_i \) over the finitely many maximal ideals of \( T^S(M) \). If \( \mathfrak{m} \subset T^S(M) \) is one of these ideals, then (since \( \Lambda \to T^S(M) \) is finite) its pullback to \( \Lambda \) equals \( \mathfrak{m}_\mathfrak{m} \), so \( T^S(M)/\mathfrak{m} \) is a finite \( \Lambda/\mathfrak{m}_\mathfrak{m} = k \)-module, hence a finite extension of \( k \).

The second part is easy, using that \( M \) is a finite \( T^{\text{s,univ}} \)-module; see [Eis95, Corollary 2.7].

The most important algebra for us is the big ordinary Hecke algebra \( T^S_\text{ord}(U) = T^S(F^*_\infty) \). The kernel \( J \) of the homomorphism \( T^S_\text{ord}(U) \to T^S(H^*_\text{ord}(U)) \) is nilpotent, by Lemma 2.5 and since \( F^*_\infty \) is concentrated in degrees \([0, d] \).

Lemma 6.17. Every maximal ideal of \( T^S_\text{ord}(U) \) appears in the support of \( H^*_\text{ord}(U) \) and \( H_*(X_U, k)_\text{ord} \).

Proof. Let \( \mathfrak{m} \) be a maximal ideal of \( T^S_\text{ord}(U) \). Then \( \mathfrak{m} \) contains the nilradical of \( T^S_\text{ord}(U) \), so appears in the support of \( H^*_\text{ord}(U) \), by the above remarks. There is a \( T^S_\text{ord}(U) \)-equivariant spectral sequence
\[ E_2^{p,q} = \text{Tor}_p^\Lambda(H^q_\text{ord}(U), k) \Rightarrow H_{d-(p+q)}(X_U, k)_\text{ord}. \]

Let \( \mathfrak{m} \) be maximal such that \( H^\mathfrak{m}_\text{ord}(U)_\mathfrak{m} \neq 0 \). Since \( T^S_\text{ord}(U) \) is a finite \( \Lambda \)-algebra, we have \( H^\mathfrak{m}_\text{ord}(U)_\mathfrak{m} \otimes_\Lambda k \neq 0 \), and \( E_2^{d,0} = E_2^{0,d} = H^\mathfrak{m}_\text{ord}(U)_\mathfrak{m} \otimes_\Lambda k \) is a non-zero subquotient of \( H_{d-m}(X_U, k)_\text{ord,m} \). This implies that \( H_{d-m}(X_U, k)_\mathfrak{m} \neq 0 \), and completes the proof of the lemma.

In order to go further, we need to assume the existence of Galois representations associated to the ordinary completed cohomology groups constructed so far.
Conjecture 6.18. Let \( \mathfrak{m} \subset T_{ord}^S(U) \) be a maximal ideal with residue field.

1. There exists a continuous semi-simple representation \( \rho_\mathfrak{m} : G_{F,S} \to GL_n(T_{ord}^S(U)/\mathfrak{m}) \) satisfying the following condition: for any finite place \( v \notin S \) of \( F \), \( \rho_\mathfrak{m}(\text{Frob}_v) \) has characteristic polynomial
\[
X^n - T_v^1X^{n-1} + \cdots + (-1)^iq_v^{(i-1)/2}T_v^iX^{n-i} + \cdots + (-1)^nq_v^{(n-1)/2}T_v^n \in (T_{ord}^S(U)/\mathfrak{m})[X].
\]

If \( \rho_\mathfrak{m} \) is absolutely reducible, we say that the maximal ideal \( \mathfrak{m} \) is Eisenstein; otherwise, we say that \( \mathfrak{m} \) is non-Eisenstein. (By the Chebotarev density theorem, the representation \( \rho_\mathfrak{m} \) is uniquely determined up to isomorphism, if it exists.)

2. Suppose that \( \mathfrak{m} \) is non-Eisenstein. Then there exists a lifting of \( \rho_\mathfrak{m} \) to a continuous homomorphism \( \rho_\mathfrak{m} : G_{F,S} \to GL_n(T_{ord}^S(U)_\mathfrak{m}) \) satisfying the following condition: for any finite place \( v \notin S \) of \( F \), \( \rho_\mathfrak{m}(\text{Frob}_v) \) has characteristic polynomial
\[
X^n - T_v^1X^{n-1} + \cdots + (-1)^iq_v^{(i-1)/2}T_v^iX^{n-i} + \cdots + (-1)^nq_v^{(n-1)/2}T_v^n \in T_{ord}^S(U)[X].
\]

Remark 6.19. 1. If \( F \) is an imaginary CM or totally real field, then the first part of the conjecture is known, thanks to work of Scholze [Sch]. The second part of the conjecture is also known, thanks to the work of Scholze, with the proviso that one obtains at present only a lifting of \( \rho_\mathfrak{m} \) valued in \( T_{ord}^S(U)/I \), for some nilpotent ideal \( I \subset T_{ord}^S(U) \) of bounded exponent. (Thus one expects to be able to show that \( I = 0 \).

2. It is clear that one can state the above conjecture with reference only to a given field \( F \), open compact subgroup \( U \subset GL_n(K_{\infty}^F) \), and maximal ideal \( \mathfrak{m} \subset T_{ord}^S(U) \). In the rest of this paper, when we ask the reader to (for example) “assume that Conjecture 6.18 holds for \( F \)”, we refer to the above statements for all possible valid choices of \( U \) and \( \mathfrak{m} \) (i.e. satisfying the assumptions of this section so far).

We now assume Conjecture 6.18 for the field \( F \) for the rest of §6.

Lemma 6.20. Let \( T \) be a finite set of finite places containing \( S \), let \( \mathfrak{m} \subset T_{ord}^S(U) \) be a maximal ideal, and let \( \mathfrak{n} = \mathfrak{m} \cap T_{ord}^T(U) \). Then the canonical inclusions
\[
H_*(X_U, k)_\mathfrak{n} \subset H_*(X_U, k)_{\mathfrak{m}}
\]
and
\[
H^*_*(U) \subset H^*_*(U)_{\mathfrak{m}}
\]
are isomorphisms.

Proof. Because \( T_{ord}^S(U) \) is a finite \( \Lambda \)-algebra, we have a decomposition \( T_{ord}^S(U) = \prod_{\mathfrak{m}'} T_{ord}^S(U)_{\mathfrak{m}'} \), the product being over the finitely many maximal ideals of \( T_{ord}^S(U) \). To prove the lemma, it’s enough to show that \( T_{ord}^S(U) \) has a unique maximal ideal lying above the ideal \( \mathfrak{n} \) of \( T_{ord}^T(U) \). These ideals are in bijection with the maximal ideals of \( T_{ord}^S(U) \) which are in the support of the finite-dimensional \( k \)-vector space \( H_*(X_U, k)_\mathfrak{n} \). If \( \mathfrak{m}' \) is any such ideal, then we have \( H_*(X_U, k)_{\mathfrak{m}'}[\mathfrak{m}'] \neq 0 \), and there exists a continuous representation \( \rho_{\mathfrak{m}'} : G_{F,S} \to GL_n(T_{ord}^S(U)/\mathfrak{m}') \) such that for all \( v \notin S \), we have
\[
\text{tr} \rho_{\mathfrak{m}'}(\text{Frob}_v) = T_v^1 \mod \mathfrak{m}'.
\]
On the other hand, we have
\[
\text{tr} \rho_{\mathfrak{m}}(\text{Frob}_v) = T_v^1 \mod \mathfrak{n} = \text{tr} \rho_{\mathfrak{m}'}(\text{Frob}_v)
\]
for all \( v \notin T \). By the Chebotarev density theorem, we obtain the relation \( \rho_{\mathfrak{m}} \cong \rho_{\mathfrak{n}} \cong \rho_{\mathfrak{m}'} \), which then implies \( \mathfrak{m} = \mathfrak{m}' \).
Corollary 6.21. Let $T$ be a finite set of finite places containing $S$, let $m \subset T_{\text{ord}}(U)$ be a maximal ideal, and let $n = m \cap T_{\text{ord}}(U)$. Then $e_m = e_n$ in $\text{End}_{D(\Lambda)}(F^*_\infty)$, and we have $F^*_m = F^*_n$ in $D(\Lambda)$.

Proof. It is enough to show that $e_m = e_n$. However, Lemma 6.20 shows that the inclusion $T_{\text{ord}}(U) \subset T_{\text{ord}}(U)$ induces a bijection on maximal ideals, and this implies the result. □

Lemma 6.22. Let $m \subset T_{\text{ord}}(U)$ be a non-Eisenstein maximal ideal with residue field $k$. The character

$$\det \rho_m : G_{F,S} \to T_{\text{ord}}(U)_m^\times$$

equals the character

$$\epsilon^{n(1-n)/2} \eta_m : G_{F,S} \to T_{\text{ord}}(U)_m^\times,$$

where $\eta_m : G_{F,S}^b \to T_{\text{ord}}(U)_m^\times$ is a finite order character uniquely characterized by the formula $\eta_m(\text{Frob}_v) = T_v^n$ for all $v \not\in S$.

Proof. Let $c \geq 1$. The action of $A_F^\times$ on $U_{(c,c)}$ factors through the quotient $F^\times \backslash A_F^\times/(U(c,c) \cap Z(A_F) : Z_{\infty})$, a finite group which is independent of $c$ (since $U(c,c) \cap Z(A_F)$ is independent of $c$). This action is compatible as $c$ varies, so we can glue to obtain a character $\zeta : F^\times \backslash A_F^\times/(U(1,1) \cap Z(A_F) : Z_{\infty}) \to \text{Aut}_{D(\Lambda)}(F^*_\infty)$.

We claim that that $\zeta$ in fact takes image in $T_{\text{ord}}(U)_\infty \subset \text{Aut}_{D(\Lambda)}(F^*_\infty)$. This is clear: every element of the finite group $F^\times \backslash A_F^\times/(U(1,1) \cap Z(A_F) : Z_{\infty})$ can be represented by an element of the form $w_v \in F^\times \subset A_F^\times$, $v \not\in S$, and we have $\zeta(w_v) = T_v^n$.

We define $\eta_m = \zeta \circ \text{Art}_{F^\infty}^{-1} : G_{F,S}^b \to T_{\text{ord}}(U)_m^\times$. We see immediately that $\det \rho_m(\text{Frob}_v) = (\epsilon^{n(1-n)/2} \eta_m)(\text{Frob}_v)$ for all $v \not\in S$. The Chebotarev density theorem then implies the equality $\det \rho_m = \epsilon^{n(1-n)/2} \eta_m$. □

We end this section with a result about cohomology after localization at a non-Eisenstein maximal ideal. The proof of this result only uses the first part of Conjecture 6.18 which is known unconditionally when $F$ is an imaginary CM or totally real field, by Scholze’s results; it thus holds unconditionally when $F$ has this form.

Theorem 6.23. Let $m \subset T_{\text{ord}}(U)$ be a non-Eisenstein maximal ideal with residue field $k$, and let $\lambda \in (\Zp)^{\text{Hom}(F,E)}$ be a regular dominant weight (i.e. for each $\tau \in \text{Hom}(F,E)$, $\lambda_\tau$ lies on no root hyperplane of $\text{GL}_n$). Let $\varphi_{\lambda} \subset \Lambda$ be the corresponding ideal. Then the groups

$$H^i(F_m^* \otimes_{\Lambda} \varphi_{\lambda})[1/p] \cong \text{Hom}_{\mathcal{O}}(H^{d-i}(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m, E).$$

(6.14)

can be non-zero only if $i \in [q_0, q_0 + l]$.

Proof. We just sketch the proof; see [NT] for a detailed proof. The existence of the isomorphism (6.14) follows from the definition of $F_m^*$ and Corollary 6.15. It therefore suffices to show that the groups

$$H^i(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m \otimes_{\mathcal{O}} E$$

can be non-zero only for $i \in [q_0, q_0 + l]$. Let $X_{U(1,1)}$ denote the Borel–Serre compactification of $X_{U(1,1)}$, and let $\partial X_{U(1,1)} = X_{U(1,1)} - X_{U(1,1)}$. Then the local system $\mathcal{L}_{-M_{\varphi_{\lambda}}}$ extends naturally to a local system on $X_{U(1,1)}$, and we have a long exact sequence relating cohomology with compactly supported cohomology and boundary cohomology:

$$\cdots \to H^i_c(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m \otimes_{\mathcal{O}} E \to H^i(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m \otimes_{\mathcal{O}} E \to H^i(\partial X_{U(1,1)}, M_{-\varphi_{\lambda}})_m \otimes_{\mathcal{O}} E \to \cdots$$

We will show that the groups $H^i(\partial X_{U(1,1)}, M_{-\varphi_{\lambda}})_m$ all vanish. This will imply the theorem: indeed, it then follows that the maps $H^i_c(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m \otimes_{\mathcal{O}} E \to H^i(X_{U(1,1)}, M_{-\varphi_{\lambda}})_m$ are all isomorphisms, and the regularity of the highest weight $\lambda$ implies that these groups can be calculated in terms of cuspidal cohomology (see [LS04 §5.3]). The statement of the theorem then follows from [LS04 Proposition 5.2].

It remains to show the vanishing of the groups $H^i(\partial X_{U(1,1)}, M_{-\varphi_{\lambda}})_m$. In fact, it’s enough to show that the groups $H^i(\partial X_{U(1,1)}, M_{-\varphi_{\lambda}} \otimes_{\mathcal{O}} k)_m$ are zero, and by Proposition 6.13 enough to show that the
groups $H^i(\partial \mathcal{X}_{U(1,1)}, k)_m$ are zero. However, the space $\partial \mathcal{X}_{U(1,1)}$ can be stratified by (nilmanifold covers of) the symmetric spaces associated to the Levi subgroups $\text{GL}_{n_1} \times \cdots \times \text{GL}_{n_k}$ of $G$. By assumption, the compactly supported cohomologies of these spaces admit $n$-dimensional group determinants, which are sums of determinants of dimensions $n_1, n_2, \ldots, n_k$. In particular, these cohomologies all vanish after localization at the maximal ideal $m$, which corresponds to an (irreducible) $n$-dimensional determinant. This completes the proof.

Similarly, the following corollary holds unconditionally (i.e. without assuming Conjecture 6.18).

**Corollary 6.24.** Let $F$ be an imaginary CM field. Suppose that $m \subset \mathbb{T}_0^{\text{ord}}(U)$ be a non-Eisenstein maximal ideal with residue field $k$, and let $\lambda \in (\mathbb{Z}_p^n)^{\text{Hom}(F,E)}$ be a regular dominant weight. Let $c \in \text{Aut}(F)$ denote complex conjugation, and suppose that there exists $\tau \in \text{Hom}(F,E)$ such that $\lambda_{tc} \neq -w_0\lambda_r$. Then the groups

$$H^i(F_m \otimes_\Lambda \Lambda/\wp\lambda)[1/p] \cong \text{Hom}_D(H^{d-i}(X_U(1,1), M_{-w_0\lambda_m}), E)$$

are all zero. In particular, $H^*_\text{ord}(U)_m[1/p]$ is a torsion $\Lambda[1/p]$-module.

**Proof.** The proof of Theorem 6.23 shows that the groups $H^i(X_U(1,1), M_{-w_0\lambda_m}) \otimes_\mathbb{C} E$ can be computed in terms of the (Lie $G_\infty/\mathbb{Z}_p \otimes \mathbb{R} \subset K_\infty$)-cohomology of cuspidal automorphic representations of $\text{GL}_n(\mathbb{A}_F)$. A well-known vanishing theorem shows that these groups will necessarily be 0 unless $\lambda$, viewed as an element of $X^*(T_C)$, is fixed by the Cartan involution of $G_C$ associated to the maximal compact subgroup $K_\infty \subset G_\infty$ (see [BW00 Ch. II, Proposition 6.12]). This is equivalent to asking that for each $\tau \in \text{Hom}(F,E)$, we have $\lambda_{tc} = -w_0\lambda_r$.

To show that $H^*_\text{ord}(U)_m[1/p]$ is a torsion $\Lambda[1/p]$-module, we choose any $\lambda \in (\mathbb{Z}_p^n)^{\text{Hom}(F,E)}$ which is not fixed by the Cartan involution. Then there is an “indulation of weight” spectral sequence

$$\text{T}_{\text{ord}}^\Lambda_p(H^q_{\text{ord}}(U)_m, \Lambda/\wp\lambda)[1/p] \Rightarrow \text{Hom}_D(H^{d-q}(X_U(1,1), M_{-w_0\lambda_m}), E).$$

Suppose for the sake of contradiction that there exists $m$ such that $H^*_\text{ord}(U)_m[1/p] \neq 0$, and let $m$ be maximal with this property. Then the term $H^*_\text{ord}(U)_m \otimes_\Lambda \Lambda/\wp\lambda[1/p]$ of the above spectral sequence is stable, which contradicts the fact that abutment is trivial, by the first part of the corollary. This completes the proof. □

### 6.6 Auxiliary primes

We now discuss Taylor–Wiles primes. We adopt a slightly different method to the one used in [CHT08 and Tho12], that necessitates the assumption of ‘enormous image’. We again fix a choice of good subgroup $U$ such that for each $v \in S_p, U_v = I_v(1,1)$. Let $S$ be a finite set of finite places of $F$, containing $S_p$, such that for all $v \notin S$, we have $U_v = \text{GL}_n(O_{F_v})$. Let $m \subset \mathbb{T}_0^{\text{ord}}(U)$ be a non-Eisenstein maximal ideal. We assume that $m$ has residue field $k$, and that $k$ contains the eigenvalues of all elements of the image of $\mathcal{P}_m$.

Let $v \notin S$ be a finite place of $F$ such that $q_v \equiv 1 \mod p$, and $\mathcal{P}_m(\text{Frob}_v)$ has $n$ distinct eigenvalues. Let $K = \text{GL}_n(O_{F_v})$ and $B = I_v(0,1)$, the standard Iwahori subgroup of $G = \text{GL}_n(F_w)$. Let $B_1$ denote the smallest subgroup of $B$ containing $I_v(1,1)$ such that $B/B_1$ has $p$-power order. Then there is an isomorphism $\Delta_w = B/B_1 \cong (k(w)^\times(p))^{n-1}$, given by the same formula as in (6.10). There is an analogue of Proposition 6.6 at level $U^wB_1$ which is proved in exactly the same way, using Lemma 6.9: this gives rise to a minimal complex $F^*, \Lambda_{\Delta_w} = [\Lambda]\Delta_w$-modules and a homomorphism $\mathcal{H}(G^{\infty,p,w}, U^w)^{\text{op}}[U,w]^1, \ldots, U_n^w] \to \text{End}_{D(\Lambda_{\Delta_w})}(F_{\infty,w}^{\text{op}})$ with the following properties:

- There is an isomorphism $F_{\infty,w}^{\text{op}} \otimes_\Lambda \Lambda_{\Delta_w} \cong F^*, \Lambda_{\Delta_w}$ of minimal complex of $\Lambda$-modules, compatible with the two actions of the algebra $\mathcal{H}(G^{\infty,p,w}, U^w)^{\text{op}}[U,w]^1, \ldots, U_n^w] / \text{endomorphisms in } D(\Lambda)$.
- For any $i \geq 0$, there is an isomorphism

$$H^i(F_{\infty,w}^{\text{op}}) \cong \lim_{\rightarrow c} H_{d-i}(X_{U^wB_1(c,c,c)}, \mathcal{O} / \wp^c)_{\text{ord}}$$

of $\Lambda_{\Delta_w}$-modules, again compatible with the action of $\mathcal{H}(G^{\infty,p,w}, U^w)^{\text{op}}[U,w]^1, \ldots, U_n^w]$. 40
This complex is characterized up to unique isomorphism in $D(\Lambda)$ by the existence of additional data as in the statement of Proposition 6.6, which we do not write down explicitly.

**Lemma 6.25.** Write $U = U^wK$. Then:

1. For any $O$-module $A$, the map $H_*(X_{U^wB}, A) \to H_*(X_{U^wK}, A)$ is canonically split as a morphism of $H(G_{∞,w}, U^w)^{op}$-modules. Similarly, the morphism $F_{∞,U^wB} \to F_{∞,U^wK}$ is canonically split in $D(\Lambda)$.

2. Let $T_{ord}^{SU\{w\}}(U^wB)$ be the (commutative) $A$-subalgebra of $\text{End}_{D(\Lambda)}(F_{∞,U^wB})$ generated by the Hecke operators $T_v, v \in S \cup \{w\}$. There is a natural inclusion

\[
T_{ord}^{SU\{w\}}(U^wB) \subset T_{ord}^{SU\{w\}}(U^wB)
\]

and a natural surjection

\[
T_{ord}^{SU\{w\}}(U^wB) \to T_{ord}^{SU\{w\}}(U^wK).
\]

We write $n$ for the pullback of $m$ to $T_{ord}^{SU\{w\}}(U^wB, K)$, and $n'$ for its pre-image in $T_{ord}^{SU\{w\}}(U^wB)$.

3. For each ordering $\alpha_1, \ldots, \alpha_n$ of the eigenvalues of $p_m(\text{Frob}_w)$, there is a maximal ideal $m_\alpha$ of $T_{ord}^{SU\{w\}}(U^wB)$ above $n'$, given by the formula $m_\alpha = (n', U^w_B - \alpha_1, \ldots, U^w_B - \alpha_1 \cdots \alpha_n)$.

4. Fix a choice of ordering $\alpha_1, \ldots, \alpha_n$. Then there is an isomorphism $F_{m_\alpha}^* \to F_m^*$ in $D(\Lambda)$, equivariant for the action of $T_{ord}^{SU\{w\}, univ}$. In particular, there are canonical isomorphisms of $\Lambda$-algebras

\[
T_{ord}^{SU\{w\}}(U)^\Lambda \cong T_{ord}^{SU\{w\}}(F_m^*) \cong T_{ord}^{SU\{w\}}(F_{m_\alpha}^*).
\]

5. Let $T_{ord}^{SU\{w\}}(U^wB_1)$ be the (commutative) $\Lambda[\Delta_w]$-subalgebra of $\text{End}_{D(\Lambda[\Delta_w])}(F_{∞,U^wB_1})$ generated by the Hecke operators $T_v, v \notin S \cup \{w\}$, $U^i_v, v \in S_p$, and $U^i_w, i = 1, \ldots, n$. Then there is an isomorphism

\[
F_{∞,U^wB_1} \otimes \Lambda[\Delta_w] \cong F_{∞,U^wB},
\]

and a corresponding surjection

\[
T_{ord}^{SU\{w\}, w}(U^wB_1) \to T_{ord}^{SU\{w\}, w}(U^wB).
\]

6. Let $m_{α,1}$ denote the pullback of $m_\alpha$ to a maximal ideal of $T_{ord}^{SU\{w\}, w}(U^wB_1)$. Then there is a $T_{ord}^{SU\{w\}, univ}$-equivariant isomorphism

\[
F_{m_{α,1}}^* \otimes \Lambda[\Delta_w] \cong F_m^*.
\]

In particular, if $T_{ord}^{SU\{w\}}(F_{m_{α,1}}^*)$ denotes the $\Lambda[\Delta_w]$-subalgebra of $\text{End}_{D(\Lambda[\Delta_w])}(F_{m_{α,1}}^*)$ generated by the image of $T_{ord}^{SU\{w\}, univ}$, then there is a canonical surjection of $\Lambda[\Delta_w]$-algebras

\[
T_{ord}^{SU\{w\}}(F_{m_{α,1}}^*) \to T_{ord}^{SU\{w\}}(F_{m_\alpha}^*) \cong T_{ord}^{SU\{w\}}(F_m^*).
\]

**Proof.** For the first part, this map on homology groups is induced by the inclusion of complexes $C_{h,M}(U^wB, A) \to C_{h,M}(U^wK, A)$, split by the trace map, since the index $[K : B]$ is prime to $p$; see Lemma 5.2. The splitting of the map $F_{∞,U^wB} \to F_{∞,U^wK}$ is glued from the corresponding maps $C_{h,M}(U^wK(c,c), O/w^c) \to C_{h,M}(U^wB(c,c), O/w^c)$. The second part of the lemma follows immediately from the first.

For the third part, we find it most convenient to argue using the cohomology groups $H^*(X_U, k)$ (dual to the groups $H_*(X_U, k)$). We observe that

\[
[H^*(X_{U^wB}, k)]_{ord[n']} = H^*(X_{U^wK}, k)]_{ord[n]} = H^*(X_{U^wK}, k)]_{ord[m]},
\]

by the first part of the lemma and Lemma 6.20. In the notation of [5], we have $U^w_t = t_1 \cdots t_i$, at least up to powers of $q^{1/2}$, which we ignore. It follows from (6.17) and the discussion preceding Lemma 5.3 that
$e_i(t_1, \ldots, t_n)$ acts on $[\mathcal{K}]H^*(X_{U=\mathcal{B}}, k)_{ord}[n']$ by $e_i(\alpha_1, \ldots, \alpha_n)$. The third part of the lemma now follows from Lemma \[5.3\]

The map of the fourth part is the composite

$$F_{m_n}^* \to F_n^* \to F_n^* \cong F_{m_n}^*.$$  

To show it is an isomorphism, it is enough to show that the induced map

$$H_*(X_{U=\mathcal{B}}, k)_{m_n} = H_*(F_{m_n}^* \otimes_A k) \to H_*(F_n^* \otimes_A k) = H_*(X_{U=\mathcal{K}}, k)_n$$

is an isomorphism. This is true, by Lemma \[5.4\]. The fifth and sixth parts then follow easily. \[
\]

We also give a version of Lemma \[6.25\] in the presence of a Taylor–Wiles datum, i.e. a finite set $Q$ of finite places of $F$ satisfying the following conditions:

- $Q \cap S = \emptyset$.
- For each $v \in Q$, $q_v \equiv 1 \mod p$ and $\mathfrak{p}_m(\text{Frob}_v)$ has $n$ distinct eigenvalues $\gamma_v, 1, \ldots, \gamma_v, n \in k$.

We define open compact subgroups $U_0(Q) = \prod_v U_0(Q)_v$ and $U_1(Q) = \prod_v U_1(Q)_v$, where:

- If $v \not\in Q$, then $U_0(Q)_v = U_1(Q)_v = U_v$.
- If $v \in Q$, then $U_0(Q)_v = I_v(0, 1)$ and $U_1(Q)_v$ is the pre-image in $I_v(0, 1)$ of the maximal $p$-power quotient of the group $I_v(0, 1)/I_v(1, 1)$.

Let $\Delta_Q = \prod_{v \in Q} U_0(Q)_v / U_1(Q)_v$, so that $\Delta_Q \cong \prod_{v \in Q} k(v)^\times (p)^{-1}$. Generalizing Proposition \[6.6\] once more, there is a minimal complex $F_{\infty,U_1(Q)}(\Lambda[\Delta_Q])$ of $\Lambda[\Delta_Q]$-modules and a homomorphism $H(G_{\infty,p}, U_{p,Q})^\text{op}[\{U_v\}^i_{v \in Q}] \to \text{End}_{\text{D}(\Lambda[\Delta_Q])}(F_{\infty,U_1(Q)})$ with the following properties:

- There is an isomorphism $F_{\infty,U_1(Q)}(\Lambda[\Delta_Q]) \cong F_{\infty,U_0(Q)}(\Lambda[\Delta_Q])$ of minimal complexes of $\Lambda$-modules, compatible with the two actions of the algebra $H(G_{\infty,p}, U_{p,Q})^\text{op}[\{U_v\}^i_{v \in Q}]$ by endomorphisms in $\text{D}(\Lambda)$.
- For any $i \geq 0$, there is an isomorphism

$$H^i(F_{\infty,U_1(Q)}) \cong \lim_{\substack{\longrightarrow \cr c}} H_{d-i}(X_{U_1(Q)}(c,c), O/\varpi^c)_{ord}$$

of $\Lambda[\Delta_Q]$-modules, again compatible with the action of $H(G_{\infty,p}, U_{p,Q})^\text{op}[\{U_v\}^i_{v \in Q}]$.

Again, this complex is characterized by the existence of additional data as in the statement of Proposition \[6.6\]. In this context, we have the following result, which generalizes the previous lemma.

**Proposition 6.26.** With notation as above, let $T_{\text{ord}}^{S\cup Q}(U_0(Q))$ denote the $\Lambda$-subalgebra of $\text{End}_{\text{D}(\Lambda)}(F_{\infty,U_1(Q)})$ generated by the unramified Hecke operators $T_v^i$, $i = 1, \ldots, n$, $v \not\in S \cup Q$, together with the operators $U_v^i$, $i = 1, \ldots, n$, $v \in S_p \cup Q$. Let $T_{\text{ord}}^{S\cup Q}(U_1(Q))$ denote the $\Lambda[\Delta_Q]$-subalgebra of $\text{End}_{\text{D}(\Lambda[\Delta_Q])}(F_{\infty,U_1(Q)})$ generated by the unramified Hecke operators $T_v^i$, $i = 1, \ldots, n$, $v \not\in S \cup Q$, together with the operators $U_v^i$, $i = 1, \ldots, n$, $v \in S_p \cup Q$. Then:

1. There are natural inclusions

$$T_{\text{ord}}^{S\cup Q}(U) \subset T_{\text{ord}}^S(U)$$

and

$$T_{\text{ord}}^{S\cup Q}(U_0(Q)) \subset T_{\text{ord}}^{S\cup Q}(U_0(Q))$$

and natural surjections

$$T_{\text{ord}}^{S\cup Q}(U_0(Q)) \to T_{\text{ord}}^{S\cup Q}(U)$$

and

$$T_{\text{ord}}^{S\cup Q}(U_1(Q)) \to T_{\text{ord}}^{S\cup Q}(U_0(Q))$$

and

$$T_{\text{ord}}^{S\cup Q}(U_1(Q)) \to T_{\text{ord}}^{S\cup Q}(U_0(Q))$$.
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2. Let $\mathfrak{n} = \mathfrak{m} \cap T_{\text{ord}}^{S_\infty, Q}(U)$, and let $\mathfrak{n}' \subset T_{\text{ord}}^{S_\infty, Q}(U_0(Q))$ denote the pullback of $\mathfrak{n}$, and let $\mathfrak{m}_{Q,0} \subset T_{\text{ord}}^{S_\infty, Q, \text{uni}}(U_0(Q))$ denote the ideal generated by $\mathfrak{n}'$ and the elements $U_v - \prod_{j=1}^{i} \gamma_{v,i}$, $i = 1, \ldots, n$ and $v \in Q$. Then $\mathfrak{m}_{Q,0}$ is a maximal ideal. We write $\mathfrak{m}_{Q,1} \subset T_{\text{ord}}^{S_\infty, Q, \text{uni}}(U_1(Q))$ for its pullback.

3. There are $T_{\text{uni}, Q}$-equivariant isomorphisms

$$F_\mathfrak{m}^\bullet \cong F_\mathfrak{n}^\bullet$$

and

$$F_\mathfrak{n}^\bullet \cong F_{\mathfrak{m}_{Q,0}}^\bullet$$

and

$$F_{\mathfrak{m}_{Q,1}}^\bullet \otimes \Lambda[\Delta_Q] \cong F_{\mathfrak{m}_{Q,0}}^\bullet.$$

(For clarity, we remark that the complexes in the first isomorphism are direct factors of $F_{\infty, U}^\bullet$; that $F_{\mathfrak{m}_{Q,0}}^\bullet$ is a direct factor of $F_{\infty, U_0(Q)}^\bullet$; and that $F_{\mathfrak{m}_{Q,1}}^\bullet$ is a direct factor of $F_{\infty, U_1(Q)}^\bullet$.) Consequently, if $T_{\text{uni}, Q}(F_{\mathfrak{m}_{Q,1}}^\bullet)$ denotes the $\Lambda[\Delta_Q]$-subalgebra of $\text{End}_{\mathcal{D}}(\Lambda[\Delta_Q])(F_{\mathfrak{m}_{Q,1}}^\bullet)$ generated by the image of $T_{\text{uni}, Q, \text{uni}}(U)$, then there are maps of Hecke algebras

$$T_{\text{uni}, Q}(F_{\mathfrak{m}_{Q,1}}^\bullet) \to T_{\text{uni}, Q}(F_{\mathfrak{n}}^\bullet) \subset T_S^\bullet(F_{\mathfrak{n}}^\bullet) \cong T_{\text{ord}}^S(U).$$

Proof. If $\# Q = 1$, then this is just a reformulation of Lemma 6.25. In general, the proposition follows by repeating this argument ‘one prime at a time’. 

We then have the following addendum to Conjecture 6.18

Conjecture 6.18 (bis). Let assumptions be as in Proposition 6.26. Then there exists a lifting of $\overline{\rho}_{\mathfrak{m}}$ to a continuous homomorphism $\rho_{\mathfrak{m}_{Q,0}} : G_{F,S} \to \text{GL}_n(\mathcal{T}_{\text{uni}, Q}(F_{\mathfrak{m}_{Q,1}}^\bullet))$ satisfying the following condition: for any finite place $v \not\in S \cup Q$ of $F$, $\rho_{\mathfrak{m}_{Q,0}}(\text{Frob}_v)$ has characteristic polynomial

$$X^n - T_v^1 X^{n-1} + \cdots + (-1)^i q_v^{(i-1)/2} T_v^i X^{n-i} + \cdots + (-1)^n q_v^{n(1-1)/2} T_v^n \in T_{\text{uni}, Q}(F_{\mathfrak{m}_{Q,1}}^\bullet)[X].$$

6.7 The Taylor–Wiles argument

We now specialize the discussion to our case of ultimate interest. We therefore fix a place $a \not\in S_p$ of $F$ which is absolutely unramified and not split in $F(\zeta_p)$. We define an open compact subgroup $U = \prod_v U_v$ of $G_\infty$ as follows:

- If $v \in S_p$, then $U_v = I_v(1,1)$.
- If $v = a$, then $U_v = \ker(\text{GL}_n(O_{F_v}) \to \text{GL}_n(k(a)))$ (i.e. the principal congruence subgroup).
- If $v \not\in S_p \cup \{a\}$, then $U_v = \text{GL}_n(O_{F_v})$.

Let $S = S_p \cup \{a\}$. If the residue characteristic of $a$ is sufficiently large, then $U$ is a good subgroup (as the groups $\Gamma_{U,S}$ are neat), and we assume this. We fix a non-Eisenstein maximal ideal $\mathfrak{m} \subset T_S^\bullet(U)$, and assume that $\overline{\rho}_{\mathfrak{m}}$ satisfies the following conditions:

- The representation $\overline{\rho}_{\mathfrak{m}}|_{G(F(\zeta_p))}$ has enormous image, in the sense of Definition 4.10.
- The representation $\overline{\rho}_{\mathfrak{m}}$ is unramified outside $S_p$.
- For each $v \in S_p$, $\overline{\rho}_{\mathfrak{m}}|_{G_{F_v}}$ is trivial and $[F_v : Q_p] > 1 + n(n - 1)/2$. (We include this assumption as it simplifies the deformation theory at $p$, and allows us to prove Proposition 4.9.)
- The matrix $\overline{\rho}_{\mathfrak{m}}(\text{Frob}_a)$ is scalar. (It follows that any lift of $\overline{\rho}_{\mathfrak{m}}$ is unramified at $a$.)
- The residue field of $\mathfrak{m}$ is $k$, and contains the eigenvalues of all elements in the image of $\overline{\rho}_{\mathfrak{m}}$. (This can always be arranged by simply enlarging the field $E$ of coefficients.)
Suppose given a Taylor–Wiles datum \((Q; (\gamma_v, 1, \ldots, \gamma_v, n)_{v \in Q})\). According to Proposition 6.26, we can find a good complex \(F_{m, Q, 1}^*\) of \(\Lambda[\Delta_Q]\)-modules, together with an isomorphism

\[
F_{m, Q, 1}^* \otimes \Lambda[\Delta_Q] \cong F_m^*,
\]

and a homomorphism \(T_{S \cup Q, \text{univ}} \to \text{End}_{\Lambda[\Delta_Q]}(F_{m, Q, 1}^*)\) with respect to which the isomorphism is equivariant. We define \(T_{Q, 1}\) to be the \(\Lambda[\Delta_Q]\)-subalgebra of \(\text{End}_{\Lambda[\Delta_Q]}(F_{m, Q, 1}^*)\) generated by the image of \(T_{S \cup Q, \text{univ}}\), \(T_{Q, 0} = T_{S \cup Q}(F_m^*)\), and \(T_0 = T_S(F_m^*)\). There is a diagram of \(\Lambda[\Delta_Q]\)-algebras:

\[
\begin{array}{c}
T_{Q, 1} \\ \downarrow \downarrow \downarrow \\
T_{Q, 0} \rightarrow \rightarrow T_0,
\end{array}
\]

as well a lifting \(\rho_{m, Q} : G_{F, S \cup Q} \to \text{GL}_n(T_{Q, 1})\) of \(\overline{\rho}_m\), by Conjecture 6.18. (We allow the case \(Q = \emptyset\). Then \(T_{Q, 1} = T_{Q, 0} = T_0\) and \(\rho_{m, Q} = \rho_m\).)

Let \(\mu : G_{F, S} \to \mathcal{O}^\times\) be the unique continuous character such that \(\mu^n(\sigma(n-1)/2)\) equals the Teichmüller lift of \(\det \overline{\rho}_m^{n(n-1)/2}\), then the character \(\det \rho_{m, Q} \otimes \mu^{-1}\) has finite \(p\)-power order, bounded independently of \(Q\) as \(\{\text{as the group } F \times \mathbb{A}_F^\times / (U_1(1) \cap Z(\mathbb{A}_F) \cdot Z_{\infty})\}\) has order independent of \(Q\); cf. Lemma 6.22, and we write \(\rho_{m, Q}\) for the unique twist of \(\rho_{m, Q}\) of determinant \(\mu\) (which exists, since \(p > n\); the twisting character is everywhere unramified, so is trivial if the class group of \(F\) is \(p\)-torsion free).

We can now state a supplement to Conjecture 6.18:

**Conjecture 6.27.** Define a global deformation problem

\[
S_Q = \langle \overline{\rho}_m, \mu, \{\Lambda_v\}_{v \in S} \cup \{\mathcal{O}[\Delta_v]\}_{v \in Q}, \{D^\Delta_v\}_{v \in S} \cup \{D^{TW}_v\}_{v \in Q} \rangle,
\]

where \(\Lambda_v = \mathcal{O}[\mathcal{O}_F^\times(\mathbb{Z}/p)^{n-1}]\) if \(v \in S_p\). (There is a canonical isomorphism \(\Lambda \cong \otimes_{v \in S_p} \Lambda_v\), because of local class field theory; in the notation of \(\Lambda\), we therefore have \(\Lambda_S = \Lambda\) and \(\Lambda_{S \cup Q} = \Lambda[\Delta_Q]\).) Then the lifting \(\rho_{m, Q}\) is of type \(S_Q\).

**Remark 6.28.**

1. Conjecture 6.27 is a form of local-global compatibility for the representations \(\rho_{m, Q}\) at the places of \(S_p \cup Q\). It seems easier to approach for the places of \(Q\) than the places of \(S_p\). In particular, in the case where \(F\) is a CM field, so the representations \(\rho_{m, Q}\) are almost known to exist, the part of Conjecture 6.27 to do with local-global compatibility at \(Q\) should follow from the techniques of forthcoming work of Varma [Var].

2. Conjecture 6.27 makes sense for a given choice of \(F, U, m,\) and \(Q\), satisfying the assumptions of this section. In what follows, when we ask the reader to (for example) “assume Conjecture 6.27 for the field \(F\),” we mean that the reader should assume that the conjecture holds for all possible choices of \(U, m,\) and \(Q\).

We now assume Conjecture 6.27 for the field \(F\) for the rest of \(\S 6\). (We remind the reader that we have already assumed Conjecture 6.18.) We obtain a \(\Lambda[\Delta_Q]\)-algebra homomorphism \(R_{S_Q} \to T_{Q, 1}\) classifying the lifting \(\rho_m\). It need not be surjective if the class group of \(F\) contains \(p\)-torsion, but it is in any case finite (since the class group is finite). If \(Q = \emptyset\), then we write \(S_Q = S\), and get a homomorphism \(R_S \to T_0\).

For any such \(Q\), we thus obtain a diagram

\[
\begin{array}{c}
R_{S_Q} \rightarrow T_{Q, 1} \rightarrow \text{End}_{\Lambda[\Delta_Q]}(F_{m, Q, 1}^*) \\
\downarrow \downarrow \downarrow \\
R_S \rightarrow T_0 \rightarrow \text{End}_{\Lambda}(F_m^*).
\end{array}
\]

**Theorem 6.29.** Let assumptions be as above, and suppose further that \(\overline{\rho}_m\) is totally odd. In particular, we assume Conjecture 6.18 and Conjecture 6.27

1. Assume the following hypothesis:

\((CG)\): The groups \(H_i(X_U, k)_m\) are zero for \(i \notin [q_0, q_0 + l_0]\).
Assume moreover that for each $v \in S_p$, $F_v$ contains no non-trivial $p$th roots of unity. Then $R_S$ acts nearly faithfully on $H^*(F_m^\bullet)$.  

2. Let $\lambda \in (\mathbb{Z}^n_+)^{\text{Hom}(F,E)}$ be a regular dominant weight, and let $\varphi_\lambda$ be as in Corollary 6.15. Suppose that $H^*(X_U, M_{-w_0,\lambda})_m \otimes \mathcal{O} E \neq 0$. Then $R_{S,(\varphi_\lambda)}$ acts nearly faithfully on $H^*(F_m^\bullet, (\varphi_\lambda))$.  

We remind the reader that a ring $R$ is said to act nearly faithfully on a module $M$ is the ideal $\text{Ann}_R(M)$ is nilpotent. By definition, we have $R_{S,(\varphi_\lambda)} = (\Lambda - \varphi_\lambda)^{-1}R_S$.  

**Corollary 6.30.** Let $\lambda \in (\mathbb{Z}^n_+)^{\text{Hom}(F,E)}$ be a regular dominant weight, and suppose that $H^*(X_U, M_{-w_0,\lambda})_m \otimes \mathcal{O} E \neq 0$.  

1. We have $\dim R_{S,(\varphi_\lambda)} = \dim_{\Lambda(\varphi_\lambda)} H^*(F_m^\bullet, (\varphi_\lambda))$.  

2. Let $x \in \text{Spec } R_S[1/p]$ be a closed point lying above the point $\varphi_\lambda \in \text{Spec } \Lambda[1/p]$. Then the Galois representation $\rho_x$ corresponding to $x$ is automorphic, and $\dim R_{S,(x)} \leq \dim_{\Lambda[1/p]} H^*(F_m^\bullet)[1/p]$.  

**Proof:** The first part follows from Theorem 6.29 and Lemma 2.8. For the second point, the point $x$ gives a closed point of $\text{Spec } R_{S,(\varphi_\lambda)}$ which is contained in the support of $H^*(F_m^\bullet, (\varphi_\lambda))$. It is easy to see that this implies $x$ is in the image of $\text{Spec } \mathbb{T}_0$, hence corresponds to an automorphic Galois representation. Since $R_{S,(x)}$ is a localization of $R_{S,(\varphi_\lambda)}$, the final assertion follows from the first part of the corollary.  

**Proof of Theorem 6.29** We patch, and then prove both parts of the theorem at the same time. Let $T = S_p$, and let $q = h_{S,T}(\text{ad}^\vee \pi_m(1))$ (see 4.1). By Lemma 4.12, and the assumption that $\pi_m$ has enormous image, we can find for each $N \geq 1$ a Taylor–Wiles datum $(Q_N, (\gamma_{e,1}, \ldots, \gamma_{e,n})_{e \in Q_N})$ satisfying the following conditions:  

- For each $v \in Q_N$, we have $q_v \equiv 1 \mod p^N$.  
- The ring $R_{S,Q_N}^T$ is a quotient $A_{\Sigma}^T$-algebra of $R_{\infty} = A_{\Sigma}^T[1, \ldots, X_g]$, where  
  
$$g = (n-1)q - n(n-1)|F : \mathbb{Q}|/2 - l_0 - 1 + \#T$$  

(and so $\dim R_{\infty} = \dim S_{\infty} - l_0$). We fix a choice of surjection $R_{\infty} \to R_{S,Q_N}^T$.  

We fix a choice of $v_0 \in T$, and define $T = \Lambda[(y_i)_{1 \leq i, j \leq n, v \in T}]/(y_{v_0})$. Then the choice of $\rho_{m,Q}$ as a lifting within its strict equivalence class determines an isomorphism $R_{S,Q_N}^T \cong R_{S,Q_N}^T \otimes_{\Lambda} T$. We define $C_0^\bullet = F_m^\bullet$. Then $C_0^\bullet$ is a minimal complex of $\Lambda$-modules, concentrated in the range $[0, d]$.  

We define $\Delta_\infty = \mathbb{Z}_{p}^{(n-1)q}$, $S_N = T[\Delta_{Q_N}]$, and $\Delta_\infty = T[\Delta_{\infty}]$. We fix for each $N \geq 1$ a surjection $\Delta_\infty \to \Delta_{Q_N}$; this determines a corresponding surjection $S_\infty \to S_N$. We write $a \subset S_\infty$ for the kernel of the natural map $S_\infty \to \Lambda$.  

If $N \geq 1$, then we define $C_N^\bullet = F_{m_Q,1}^\bullet \otimes_{\Lambda} T$. Then $C_N^\bullet$ is a minimal complex of $S_N$-modules, and there is an isomorphism $C_N^\bullet \otimes_{S_N} \Lambda \cong C_0^\bullet$. We obtain commutative diagrams  

$$\begin{array}{ccc}
R_{S,Q_N}^T & \longrightarrow & T_{Q_N,1} \otimes_{\Lambda} T \\
| & | & | \\
\downarrow & \downarrow & \downarrow \\
R_S & \longrightarrow & T_0 \longrightarrow \\
| & | & | \\
\Rightarrow & \Rightarrow & \Rightarrow \\
\downarrow & \downarrow & \downarrow \\
\text{End}_{\mathcal{D}(S_N)}(C_N^\bullet) & \longrightarrow & \text{End}_{\mathcal{D}(\Lambda)}(C_0^\bullet). 
\end{array}$$  

We now apply Proposition 3.1 to obtain the following data:  

- A minimal complex $C_\infty^\bullet$ of $S_\infty$-modules, concentrated in degrees $[0, d]$, together with an isomorphism $C_\infty^\bullet \otimes_{S_\infty} \Lambda \cong C_0^\bullet$.  
- A homomorphism $S_\infty \to R_{\infty}$ of $\Lambda$-algebras and a map $R_{\infty} \to \text{End}_{\mathcal{D}(S_\infty)}(C_\infty^\bullet)$ of $S_\infty$-algebras.
A surjection \( R_\infty \rightarrow R_S \) of \( S_\infty \)-algebras making the following a commutative diagram of \( S_\infty \)-algebras:

\[
\begin{array}{ccc}
R_\infty & \rightarrow & \text{End}_{D(S_\infty)}(C_\infty) \\
\downarrow & & \downarrow \otimes_{S_\infty} \Lambda \\
R_S & \rightarrow & \text{End}_{D(\Lambda)}(C_\infty^*)
\end{array}
\]

(6.19)

The groups \( H^*(C_\infty^*) \) are finite \( R_\infty \)-modules (since they are finite \( S_\infty \)-modules, by construction). Applying Lemma 2.8, we thus have

\[
\dim_{S_\infty} H^*(C_\infty^*) = \dim_{R_\infty} H^*(C_\infty^*) \leq \dim R_\infty = \dim S_\infty - l_0.
\]

This implies the first part of the theorem. Indeed, if \((CG)\) holds then the complex \( C_0^* = F_\infty^* \) is concentrated in degrees \([q_0, q_0 + l_0]\) (by the definition of a minimal complex), and since \( C_\infty^* \otimes_{S_\infty} \Lambda \cong C_0^* \), the same applies to \( C_\infty^* \). By Lemma 2.9, we must have \( \dim_{S_\infty} H^*(C_\infty^*) = \dim S_\infty - l_0 \), \( H^*(C_\infty^*) \neq 0 \) if and only if \( i = q_0 + l_0 \), and \( \text{depth}_{S_\infty} H^{q_0+l_0}(C_\infty^*) = \dim S_\infty - l_0 \). In particular, we get

\[
\text{depth}_{R_\infty} H^{q_0+l_0}(C_\infty^*) \geq \text{depth}_{S_\infty} H^{q_0+l_0}(C_\infty^*) \geq \dim R_\infty,
\]

implying that equality holds, and \( \text{Supp}_{R_\infty} H^{q_0+l_0}(C_\infty^*) \) is a union of irreducible components of \( \text{Spec } R_\infty \).

Since \( F_v (v \in S_p) \) is assumed to contain no non-trivial \( p^i \)-roots of unity, \( R_\infty \) is a domain (its irreducible components are in bijection with those of \( \text{Spec } \Lambda \); see Proposition 4.9). We deduce that \( R_\infty \) acts nearly faithfully on \( H^{q_0+l_0}(C_\infty^*) \), and hence \( R_\infty/(\mathfrak{a}) \) acts nearly faithfully on \( H^{q_0+l_0}(C_\infty^*)/(\mathfrak{a}) \cong H^{q_0+l_0}(F_\infty^*) \). However, this action factors through the homomorphism \( R_\infty \rightarrow R_S \). This completes the proof of the first part of the theorem.

We now come to the second part of the theorem, which is proved in a similar way. Let \( P_\Lambda \subset S_\infty \) denote the pullback of \( \mathfrak{P}_\Lambda \) along the augmentation homomorphism \( S_\infty \rightarrow \Lambda \). Localizing the diagram \( \text{(6.19)} \) of \( S_\infty \)-algebras at the ideal \( P_\Lambda \), we obtain a diagram

\[
\begin{array}{ccc}
S_\infty,(P_\Lambda) & \rightarrow & R_\infty,(P_\Lambda) \\
\downarrow & & \downarrow \\
\Lambda,(P_\Lambda) & \rightarrow & \text{End}_{D(S_\infty,(P_\Lambda))}(C_\infty^*,(P_\Lambda))
\end{array}
\]

We observe that the ring \( R_{\infty,(P_\Lambda)} \) is a domain, as it is non-zero, and a localization of a domain. (The ring \( \Lambda \) is not a domain if there exists \( v \in S_p \) such that \( F_v \) contains non-trivial \( p^i \)-roots of unity, but the ring \( \Lambda,(P_\Lambda) \) is a domain, in fact a regular local ring.) Moreover, we have \( \dim R_{\infty,(P_\Lambda)} = \dim R_\infty - 1 \). Indeed, our assumption that \( H^*(X_U, M_{-w_0})_m \otimes E \neq 0 \) implies, after choosing arbitrarily a Hecke eigenclass, the existence of a homomorphism \( R_S \rightarrow \mathbb{Q}_p \) such that the composite \( \Lambda \rightarrow R_S \rightarrow \mathbb{Q}_p \) has kernel \( \mathfrak{P}_\Lambda \). The kernel of the composite \( R_\infty \rightarrow R_S \rightarrow \mathbb{Q}_p \) gives rise to a prime ideal of \( R_{\infty,(P_\Lambda)} \) of height \( \dim R_\infty - 1 \), implying \( \dim R_{\infty,(P_\Lambda)} \geq \dim R_\infty - 1 \). On the other hand, \( R_\infty \) is a local ring, so we have \( \dim R_{\infty,(P_\Lambda)} \leq \dim R_\infty - 1 \), and equality holds.

By Corollary 6.15, we see that there is an isomorphism

\[
H^*(C_\infty^*,(P_\Lambda) \otimes_{S_\infty,(P_\Lambda)} S_\infty,(P_\Lambda)/P_\Lambda) \cong H^*(C_\infty^*,(P_\Lambda) \otimes_{\Lambda,(P_\Lambda)} \Lambda,(P_\Lambda)/\mathfrak{P}_\Lambda) \cong \text{Hom}(H^{d-s}(X_U, M_{-w_0})_m \otimes E, E),
\]

and these groups are non-zero only in the range \([q_0, q_0 + l_0]\), by Theorem 6.23. On the other hand, we have by Lemma 2.8

\[
\dim_{S_\infty,(P_\Lambda)} H^*(C_\infty^*,(P_\Lambda)) \leq \dim R_{\infty,(P_\Lambda)} \leq \dim R_\infty - 1 = \dim S_\infty,(P_\Lambda) - l_0.
\]

It follows from Lemma 2.9 that these inequalities are equalities, and the group \( H^*(C_\infty^*,(P_\Lambda)) \) is non-zero if and only if \( i = q_0 + l_0 \). The proof now proceeds much as in the previous case. The ring \( R_{\infty,(P_\Lambda)} \) acts nearly faithfully on \( H^{q_0+l_0}(C_\infty^*,(P_\Lambda)) \), because

\[
\text{depth}_{R_{\infty,(P_\Lambda)}} H^{q_0+l_0}(C_\infty^*,(P_\Lambda)) = \dim R_{\infty,(P_\Lambda)}
\]
and $\text{Spec} \, R_{\infty, (p_\lambda)}$ is irreducible. Since $a \subset P_\lambda \subset S_\infty$, we can divide out to see that $R_{\infty, (p_\lambda)}/(a)$ acts nearly faithfully on the group

$$H^{q_0 + l_0}(C^*_\infty(P_\lambda))/(a) \cong H^{q_0 + l_0}(C^*_0(p_\lambda)).$$

This action factors through $R_{\infty, (p_\lambda)} \to R_{S_\lambda(P_\lambda)}$, so it follows that the map

$$R_{S_\lambda(P_\lambda)} \to \text{End}_{D(\Lambda(\mu_\lambda))}(F^*_\infty(p_\lambda))$$

has nilpotent kernel. This completes the proof. □

7 Potential automorphy and Leopoldt’s conjecture

Let $K$ be a totally real field, and let $p$ be a prime. We call the following statement the abelian Leopoldt’s conjecture for $K$ and $p$:

**Conjecture 7.1 (AL($K, p$)).** Let $\Delta$ be the Galois group of the maximal abelian pro-$p$ extension of $K$, unramified outside $p$. Then $\dim_{Q_p} \Delta[1/p] = 1$.

On the other hand, for a general number field $F$, we call the following statement the non-abelian Leopoldt’s conjecture for $F$, $p$ and $n$:

**Conjecture 7.2 (NAL($F, p, n$)).** Let $U \subset \text{GL}_n(\mathbb{A}_F^\infty)$ be a good subgroup, and let $m \subset T^S_{\text{ord}}(U)$ be a non-Eisenstein maximal ideal (cf. [6.7]). Then $\dim_{M(1/p)} H^*_{\text{ord}}(U)[1/p] = \dim M[1/p] - l_0$.

**Remark 7.3.** 1. When $F$ is an imaginary CM or totally real field, the first part of Conjecture 6.18 holds unconditionally, by the work of Schoof; in this case, no additional conjectures are required at least to *state* Conjecture 7.2. However, without the first part of Conjecture 6.18 the notion of non-Eisenstein maximal ideal is not defined.

2. The abelian Leopoldt conjecture can also be rephrased in terms of the dimension of a completed cohomology group over an Iwasawa algebra (see [Hil10, §4.3.3]). We have avoided this formulation here in order to emphasize the spaces $X_U$, for which there is no contribution from the center.

3. For completeness, we recall what is known about the Leopoldt conjecture. We thank the anonymous referee for these references. The original conjecture of Leopoldt predicts that the closure of the global units in the $p$-adic local units has the largest possible rank, or equivalently that the $p$-adic regulator is non-zero [Leo62]. For a totally real field, this is equivalent to Conjecture 7.1 by class field theory.

Leopoldt’s conjecture is known for abelian extensions of $\mathbb{Q}$, and of imaginary quadratic fields, by work of Brumer [Bru67]. On the other hand, Waldschmidt has proved a bound on the so-called Leopoldt defect $\delta$ which is valid for an arbitrary totally real field [Wal81]. Both of these works use the methods of Diophantine approximation.

We can now state our main theorem, which shows that the above two conjectures are closely related:

**Theorem 7.4.** Let $K$ be a totally real field, Galois over $\mathbb{Q}$, let $n = [K : \mathbb{Q}]$, and let $p > n$ be a prime such that $K \cap \mathbb{Q}(\zeta_p) = \mathbb{Q}$. Assume conjecture NAL($F, p, n$) for all imaginary CM extensions $F$ of $\mathbb{Q}$. Then conjecture AL($K, p$) holds.

The rest of this section is devoted to the proof of Theorem 7.4. We will deduce it from Theorem 6.29 using the techniques of potential automorphy.

**Proof of Theorem 7.4.** Let $K$ and $p$ be as in the statement of the theorem, and let $F/\mathbb{Q}$ be an imaginary CM extension, linearly disjoint from $K(\zeta_p)$, and such that every place of $F$ dividing $p$ splits in the extension $F \cdot K/F$. Let $A = F \cdot K$, let $F^+$ denote the maximal totally real subfield of $F$, and let $c \in G_{F^+}$ be a choice of complex conjugation. By Lemma 4.16, we can find a coefficient field $E$ and a continuous character $\chi : G_A \to \mathbb{k}^\times$ such that $\chi^{-1} = c^{1-n}$, $\overline{\chi} = \text{Ind}_{G_{F^+}}^{G_A} \chi$ has enormous image and the pair $(\overline{\chi}, c^{1-n})$ is polarized.
By [BLGGT Lemma A.2.5], we can find an algebraic character \( \chi : G_A \to \mathcal{O}^\times \) lifting \( \overline{\chi} \) (and in turn \( \rho = \text{Ind}_{G_A}^{G_B} \chi \) lifting \( \overline{\rho} \)) such that \( \chi^c = e^{1-n} \) and for each embedding \( \tau : F \to \mathcal{O}_p \), \( \text{HT}_\tau(\rho) \) contains \( n \) distinct elements, no pair of which differ by 1. Moreover, we can assume that \( \rho \) is ordinary and \( \det \rho \cdot e^{n(n-1)/2} \) is of finite order. In our situation, we have for each place \( v \) of \( F \) dividing \( p \):

\[
\rho|_{G_{F_v}} = \oplus_{w|v} \chi_w,
\]

and the assumption that \( \rho \) is ordinary just means that we can number the places of \( A \) above \( v \) as \( w_1, \ldots, w_n \) so that for each embedding \( \tau : F_v \to \mathcal{O}_p \), the sequence \( \text{HT}_\tau(\chi_{w_i}) \) is increasing. The assumption that \( \det \rho \cdot e^{n(n-1)/2} \) is of finite order means that for each embedding \( \tau : F_v \to \mathcal{O}_p \), \( \sum \text{HT}_\tau(\chi_{w_i}) = n(n-1)/2 \).

By [BLGGT Theorem 4.5.1], we can find an imaginary CM extension \( B/F \), linearly disjoint over \( F \) from \( F(\overline{\rho}, \zeta_p) \), a regular algebraic, conjugate self-dual cuspidal automorphic representation \( \pi \) of \( \text{GL}_n(\mathbb{A}_B) \), and an isomorphism \( l : \mathcal{O}_p \cong \mathbb{C} \) such that \( \rho|_{G_B} \cong \tau_l(\pi) \). Moreover, we can assume that \( \rho|_{G_B} \) is crystalline at each place dividing \( p \), unramified outside \( p \), and for each place \( w \) of \( B \), \( \rho|_{G_{B,w}} \) is trivial and \( [B_w : \mathbb{Q}_p] > n(n-1)/2 + 1 \). Then \( \pi \) is \( \iota \)-ordinary and unramified at the places dividing \( p \), while \( \bar{\rho}|_{G_{B}} \cong \text{Ind}_{\mathbb{G}_{BK}}^{\mathbb{G}_B} \bar{\chi}|_{\mathbb{G}_{BK}} \) still has enormous image (and in particular, is still absolutely irreducible, even after restriction to \( \mathbb{G}_B(\mathbb{C}) \)).

Let \( \delta \) denote the Leopoldt defect of \( K \), and let \( M/K \) be the maximal abelian pro-\( p \) extension, unramified outside \( p \), with \( \text{Gal}(M/K) \) pro-\( p \)-torsion free. Let \( N/\mathbb{B} \) be the maximal abelian pro-\( p \) extension, unramified outside \( p \), with \( \text{Gal}(N/\mathbb{B}) \) pro-\( p \)-torsion free and such that conjugation by \( c \) acts as multiplication by \( -1 \) on \( \text{Gal}(N/\mathbb{B}) \). Let \( L = M \cdot N \). Then \( \text{Gal}(L/\mathbb{B}) \cong \mathbb{Z}_p^{1+\delta+[B^+ : \mathbb{Q}]} = \mathbb{Z}_p^{1+\delta+[B^+ : \mathbb{Q}]} \), and we want to show that \( \delta = 0 \).

Let \( \mu : G_B \to \mathcal{O}_B^\times \) denote unique continuous character such that \( \mu e^{n(n-1)/2} \) equals the Teichmüller lift of \( \det \rho|_{G_B} e^{n(n-1)/2} \), and consider the global deformation problem

\[
S = (\bar{\rho}|_{G_B}, \mu e^{n(n-1)/2}, S_p, \{\Lambda_v\}_{v \in S_p}, \{D^\text{ord}_v\}_{v \in S_p}).
\]

Then the global deformation ring \( R_S \) exists, and the representation \( \rho|_{G_B} \) defines a point \( R_S \to \mathcal{O} \). Let \( R = \mathcal{O}[\text{Gal}(L/\mathbb{B})] \), and let \( \Psi_R : G_{BK} \to R^\times \) be the universal deformation of the trivial character. We consider the representation \( \rho_R = \text{Ind}_{G_{BK}}^{G_B} \chi \otimes \Psi_R \). Let \( \overline{R} \) denote the largest quotient of \( R \) over which \( \det \rho_R = \mu \). We now make the following observations:

- We have \( \dim \overline{R}/[1/p] \geq \delta + (n-1)[B^+ : \mathbb{Q}] \). In fact, every irreducible component of \( \overline{R}/[1/p] \) has dimension at least \( \delta + (n-1)[B^+ : \mathbb{Q}] \).
- The natural map \( R_S \to \overline{R} \) is surjective.

For the first point, we note that \( \det \rho_R \) arises, up to a finite order character, from the compositum of the anticyclotomic \( \mathbb{Z}_p \)-extension of \( B \), which has rank \( [B^+ : \mathbb{Q}] \), with the cyclotomic \( \mathbb{Z}_p \)-extension of \( B \), which has rank 1. This implies that \( \dim \overline{R} \geq \dim R - [B^+ : \mathbb{Q}] - 1 \), hence the ring \( \overline{R}/[1/p] \) has dimension at least \( \delta + (n-1)[B^+ : \mathbb{Q}] \), provided it is non-zero. However, we have \( \overline{R}/[1/p] \neq 0 \) because of the existence of \( \rho|_{G_B} \). For the second point, we note that in the ring \( \overline{R}/(m_{R_S}) \), the deformation of \( \overline{R}/(m_{R_S}) \) is trivial, hence the composite character

\[
G_{BK} \to R^\times \to \overline{R}^\times \to (\overline{R}/(m_{R_S}))^\times
\]

must be trivial. By universality, the quotient map \( R \to \overline{R}/(m_{R_S}) \) factors through \( R \to k \). It is surjective, so we deduce that the map \( k \to \overline{R}/(m_{R_S}) \) is surjective, and hence that \( R_S \to \overline{R} \) is surjective, as required.

Fix a subgroup \( U \) satisfying the conditions at the beginning of [6.7] and a weight \( \lambda \) such that \( \pi \) contributes to \( H^*(X_{U(1,1)}, M_{\text{wK}(\lambda)} \otimes \overline{\mathcal{O}}_p) \). We write \( m \subset \mathcal{U}_{\text{ord}}(U) \) for the corresponding maximal ideal. (The subgroup \( U \) is uniquely determined, except that we must choose an auxiliary place \( a \) of \( B \) such that \( \rho|_{G_{Fa}} \) is unramified and scalar and \( a \) is absolutely unramified and not split in \( B(\zeta_p) \). Such a place exists because the image of \( ad \rho \) cuts out a field disjoint from \( B(\zeta_p) \), by construction. The weight \( \lambda \) is uniquely determined by \( \pi \); \( \pi \) contributes to cohomology because of assumption that the character \( \det \rho \cdot e^{n(n-1)/2} \) has finite order.) We finally deduce the inequality

\[
\dim_{\mathbb{A}[1/p]} H^*_{\text{ord}}(U)m[1/p] \geq \dim R_{S, \langle \psi \lambda \rangle} \geq \delta + (n-1)[B^+ : \mathbb{Q}],
\]

(7.1)
Indeed, let $x$ denote the closed point of $R_S[1/p]$ corresponding to $\rho_{\mathcal{G}_B}$. We have shown that
\[
\dim R_{S,(\rho)} \geq \dim R_{S,(x)} \geq \dim \overline{R}_{(x)} \geq \delta + (n - 1)|B^+ : \mathbb{Q}|.
\]
We now apply Theorem 6.29 (or rather its corollary), working over the base field $B$, to deduce that
\[
\dim R_{S,(\rho)} \leq \dim \Lambda[1/p] H^*_\text{ord}(U)_m[1/p].
\]
(This is the point of the argument which uses Conjecture 6.18 and Conjecture 6.27.) On the other hand, Conjecture 7.2 implies that
\[
\dim \Lambda[1/p] H^*_\text{ord}(U)_m[1/p] = \dim \Lambda[1/p] - l_0 = (n - 1)|B^+ : \mathbb{Q}|.
\]
Comparing (7.1) and (7.2), we see the only possibility is $\delta = 0$; in other words, Conjecture 7.1 holds for the pair $(K, p)$. This completes the proof.
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