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Abstract—We discuss future directions of Blockchain as a collaborative value co-creation platform, in which network participants can gain extra insights that cannot be accessed when disconnected from the others. As such, we propose a decentralized machine learning framework that is carefully designed to respect the values of democracy, diversity, and privacy. Specifically, we propose a federated multi-task learning framework that integrates a privacy-preserving dynamic consensus algorithm. We show that a specific network topology called the expander graph dramatically improves the scalability of global consensus building. We conclude the paper by making some remarks on open problems.1
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I. INTRODUCTION

Spurred by the remarkable commercial success of cryptocurrencies, there have been many attempts to date to extend Blockchain as a decentralized management platform for general business transactions. In most application scenarios, such as product traceability [1]–[3] and those involving smart contracts [4], Blockchain has been used essentially as an immutable data storage whose goal is simply to manage identical replicas of data among distributed nodes. Although this is a meaningful first step, we argue that the true value of Blockchain lies in its potential for value co-creation by network participants (“agents”) through knowledge sharing [5]–[7]. The platform should help the agents obtain extra insights that cannot be accessed when looking at their own data alone, disconnected from the others. We envision that the next generation of Blockchain will integrate collaborative learning capabilities at the core.

Inspired by the Nakamoto’s original agenda [8], our collaborative learning platform features three main characteristics: 1) The entire learning procedure is done in a decentralized manner, i.e., without relying on the central authority. 2) The outcomes of the learning reflect specific situations of the individual agents, resulting in generally different models for each of the agents. 3) The data and the learned model of the agents are protected as a private property.

Fig. 1. Illustration of decentralized multi-task learning illustrated on a 3-regular expander graph of \( S = 7 \) nodes, where \( p(\cdot | \Theta, \Pi^s) \) denotes a statistical machine learning model for the agent \( s \) with \( \Theta \) being common model parameters and \( \Pi^s \) being agent-specific model parameters.

The first characteristic is to ensure democracy in the platform. The agents voluntarily communicate with the others through given network infrastructure, but there is no such thing as the central server that collects a piece of data from the agents and perform, e.g., stochastic gradient descent to train a deep learning model. The second characteristic is to ensure diversity in the platform. Here, a ‘model’ refers to a probability distribution in general that captures patterns hidden in the data, as implied in Fig. 1. In the machine learning literature, this is commonly called multi-task learning because the goal is to learn \( S \) different models (‘tasks’) simultaneously, where \( S \) is the number of agents participated in the network. The third characteristic is to ensure the privacy of the agents in the platform. Although they learn from the other agents and share their learnings in return in a certain way, their original data and the resulting model must be protected.

This paper proposes a new framework of decentralized collaborative learning with certain privacy guarantees. Given a specific parametric model agreed upon, the goal of the agents is to maximize the likelihood function of the entire system in a collaborative manner. Higher likelihood implies higher model fidelity, which will lead to better business outcomes through more accurate predictions. In our previous work [9], we presented a decentralized multi-task learning protocol for a mixture of exponential family distributions, where the dynamic consensus algorithm [10]–[12] eliminates the need
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for the central server. We found that the spectral structure of network topology plays a critical role in the convergence of the algorithm, but the analysis was mainly on the cycle graph, in which an analytic form of the eigenspectrum is available. In this paper, we show that a family of graphs called the expander graph [13], [14] can dramatically speedup global consensus. We also provide a systematic analysis on the probability of privacy breach in a couple of different scenarios. Decentralized collaborative learning is a new research field. We conclude the paper with some remarks on open problems.

II. RELATED WORK

One recent major trend in distributed learning is to distribute- edly train deep neural networks using SGD (stochastic gradient descent) [15]–[19], in which managing huge computational overhead has been an issue. Although most of the existing work falls into the category of distributed single-task learning, some recent works point out that model biases and thus lack of diversity can be a serious issue [20], [21]. A multi-task extension is discussed in [22] without a data privacy context. A unique role of the exponential family in data privacy is pointed out in [23].

For privacy preservation in distributed learning, a common approach is to use differential privacy [24], [25], but for real-valued data, performance degradation in learning due to introduced noise is an open question, as discussed in [26]. Privacy preservation in a decentralized environment is a challenging task in general. Almost the only solution known so far is the use of homomorphic encryption and its variants [15], [27], [28], but its computational cost is known to be often prohibitive.

III. MULTI-TASK LEARNING FRAMEWORK

This section summarizes the problem setting from our previous work [9].

A. Problem setup

As shown in Fig. 1, there are $S \geq 3$ agents in the network. Each agent indexed by $a$ privately keeps its own data set

$$D^a \triangleq \{z^{(1)}, \ldots, z^{(N^a)}\}$$

(1)

about a random variable $z$. Here, $N^a$ is the number of samples of the $a$-th agent. As a general rule, we use the superscript such as $^{(n)}$ to represent the $n$-th instance of a random variable.

The random variable $z$ can be a pair of a feature vector and its label like $z = (y, x)$ or simply a feature vector alone $z = x$. We assume $x$ is real-valued and noisy in general. The goal of the agents is to learn a predictive distribution for $z$. As illustrated in Fig. 1, the distribution will have model parameters $\Theta$ and $\Pi^a$, where $\Theta$ is parameters shared by all the agents and $\Pi^a$ is agent-specific parameters. Both $\Theta$ and $\Pi^a$ are to be learned from the total data $D \triangleq \{D^1, \ldots, D^S\}$. The question is how the agents leverage information from the other ones while keeping data privacy.

As part of the network infrastructure, a set of bi-directional communication paths are given as an undirected graph, whose nodes are the agents and the edges are pairwise communication paths, as shown in the figure. As is the case in the IP (internet protocol) network of the Internet, the infrastructure is assumed to do basic bookkeeping jobs such as network routing and clock synchronization without any interest in the contents communicated. Network failures are unavoidable in real networks but we do not consider them for simplicity. We also assume a consortium-based network, where the agents have verified identities. The agents are honest but curious, meaning that they do not lie about computed statistics but they always try to selfishly get as much information as possible from the other agents.

B. Mixture of exponential family

To capture the diversity among the agent, we employ a mixture of the exponential family. In what follows, we focus on the case where $z = x \in \mathbb{R}^M$ with $M$ being the dimensionality of the variable and the learning task is unsupervised (a.k.a. density estimation). Extension to the supervised setting can be done easily. Practical applications of this setting include failure detection of industrial robots, where all the $S$ agents are assumed to have the same set of physical sensors. See [29] for more detail.

Now the observation model of the $a$-th agent is given by:

$$p(x \mid \Theta, u^a) = \prod_{k=1}^{K} f(x \mid \theta_k) u_k^a$$

(2)

$$f(x \mid \theta_k) = G(\theta_k)H(x) \exp\{\eta(\theta_k)^\top T(x)\},$$

(3)

where $K$ is the number of mixture components and $u^a \triangleq (u^a_1, \ldots, u^a_K)^\top$ is the one-hot indicator variable representing cluster assignment. Notice that the dependency on $a$ in $u^a$ represents diversity of the model. In $f(z \mid \theta_k)$, functional forms of $G, H$ (scalar function) and $\eta, T$ (vector-valued function) are given by a specific choice in the exponential family [30]. We will give a Gaussian-based model as an example below.

In the unsupervised scenario, the observation model in the form Eq. (2) is almost always combined with a prior distribution of $u^a$:

$$p(u^a \mid \pi^a) = \text{Cat}(u^a \mid \pi^a) \triangleq \prod_{k=1}^{K} (\pi^a_k)^{u^a_k}$$

(4)

where Cat denotes the categorical distribution. The parameter $\pi^a \triangleq (\pi^a_1, \ldots, \pi^a_K)$ can be viewed as the probability distribution over the $K$ clusters and satisfies $\sum_{k=1}^{K} \pi^a_k = 1$.

For stable numerical estimation, prior distributions are imposed also on $\Theta \triangleq \{\theta_k\}$ and $\Pi \triangleq \{\pi^a\}$ as

$$p(\Theta) = \prod_{k=1}^{K} p(\theta_k), \quad p(\Pi) = \sum_{\pi^a} p(\pi^a),$$

(5)

where we have used $p(\cdot)$ to generically represent potentially different probability distributions.

Here we give an example when $f(z \mid \theta_k)$ is the Gaussian $N(x \mid \mu_k, \Lambda_k)^{-1}$, where $\mu_k$ is the mean and $\Lambda_k$ the precision matrix. For $\theta_k = \{\mu_k, \Lambda_k\}$, one practically
recommended choice for the prior distribution is the Gauss-Laplace distribution:

\[ p(\mu_k, \Lambda_k) \propto \mathcal{N}(\mu_k, \mu_0 \Lambda_k)^{-1} \exp \left( -\frac{1}{2} \| \Lambda_k \|_1 \right) \quad (6) \]

where \( \rho, \lambda_0, \mu_0 \) are predefined constants and \( \| \cdot \|_1 \) is the \( \ell_1 \) norm. For \( p(\pi^\gamma) \), a common choice is the Dirichlet distribution \( p(\pi^\gamma) \propto (\pi_1^\gamma \cdots \pi_K^\gamma)^\gamma \) with \( \gamma \sim 1 \) is a given constant.

C. Model estimation algorithm

The probabilistic model presented above contains unknown model parameters \( \Theta, \Pi \) in addition to the latent variable \( U \). The standard strategy to learn the model is to maximize the log marginalized likelihood \( L_0 \) with respect to \( \Theta, \Pi \):

\[ L_0 = \ln p(\Theta) + \ln \left\{ \sum_U \prod_{a=1}^S \prod_{n=1}^{N^a} p(z^{a(n)} | \Theta, u^{a(n)}) p(u^{a(n)} | \pi^a) \right\}. \]

Unfortunately, this maximization problem is intractable even in the simple Gaussian case. We instead maximize the lower bound of \( L_0 \) derived by applying Jensen’s inequality. We can derive a simple iterative algorithm to estimate the unknown model parameters \( \Theta, \Pi \) as well as the posterior distribution of the latent variable \( U \):

\[ Q(U) = \sum_{a=1}^S \prod_{n=1}^{N^a} \prod_{k=1}^{K} \left( \frac{\pi^a_k}{N^a_k} \right)^{u^{a(n)}_k}. \quad (7) \]

Here, we summarize the result presented in our previous work [9]. With an initialized \( \{ \pi^{a(0)}_k \} \) so \( \sum_{k=1}^K \pi^{a(0)}_k = 1 \), we repeat the following steps until convergence:

- In each \( a \in \{1, \ldots, S\} \), with the latest \( \{ \pi^{a(n)}_k \} \), locally compute

\[ N^a_k = \sum_{n=1}^{N^a} r^{a(n)}_k \quad \text{and} \quad T^a_k = \sum_{n=1}^{N^a} r^{a(n)}_k T(z^{a(n)}). \quad (8) \]

- Among all \( a = 1, \ldots, S \), build a global consensus on

\[ N_k = \sum_{a=1}^S N^a_k \quad \text{and} \quad T_k = \sum_{a=1}^S T^a_k. \]

- In each \( a \in \{1, \ldots, S\} \), locally solve

\[ \theta_k = \arg \max \left\{ \ln p(\theta_k) + N_k \ln G(\theta_k) + T_k^\top \eta(\theta_k) \right\}. \quad (10) \]

- In each \( a \in \{1, \ldots, S\} \), with the latest \( \{ \theta_k \} \) and \( \{ \pi^a \} \) with \( \pi^a_k = \frac{\pi^a_k f(z^{a(n)} | \theta_k)}{\sum_{m=1}^{K} \pi^a_m f(z^{a(n)} | \theta_m)} \), locally update

\[ r^{a(n)}_k = \frac{\pi^a_k f(z^{a(n)} | \theta_k)}{\sum_{m=1}^{K} \pi^a_m f(z^{a(n)} | \theta_m)} \quad (11) \]

Here, we assumed that we have used the Dirichlet distribution \( p(\pi^\gamma) \propto (\pi_1^\gamma \cdots \pi_K^\gamma)^\gamma \) for \( p(\Pi) \). Notice that agent-agent communication is involved only in the second step; all the other steps need only local computation that can be complete within each agent. The complexity per agent per iteration is \( O(N^a + M^3 + \ln S) \), assuming Eq. (10) takes \( M^3 \) and the consensus step Eq. (9) takes \( \ln S \) (See Theorem 5).

D. Gaussian example

To be concrete, we provide parameter updating equations for the Gaussian observation model with the Gauss-Laplace prior Eq. (6). In this case, instead of \( T^a_k \) in Eq. (8), we compute

\[ m^a_k = \sum_{n=1}^{N^a} \bar{r}^{a(n)}_k x^{a(n)}, \quad c^a_k = \sum_{n=1}^{N^a} \bar{r}^{a(n)}_k x^{a(n)} x^{a(n)^\top}. \quad (12) \]

for each \( a \in \{1, \ldots, S\} \) and each mixture component \( k \in \{1, \ldots, K\} \). Then, in the step of global consensus in Eq. (9), we compute aggregated values as

\[ \bar{m}_k = \sum_{a=1}^S m^a_k, \quad \bar{c}_k = \sum_{a=1}^S c^a_k. \quad (13) \]

Finally, in the step of optimization in Eq. (10), we compute

\[ \mu_k = \frac{1}{\lambda_0 + N_k} \bar{m}_k, \quad \Sigma_k = \frac{1}{N_k} \bar{c}_k + \mu_k \mu_k^\top, \quad (14) \]

\[ \Lambda_k = \arg \max_{\Lambda_k} \left\{ \ln \det \Lambda_k - T(\Lambda_k \Sigma_k) - \frac{\rho}{N_k} \| \Lambda_k \|_1 \right\}, \quad (15) \]

where \( T \) is the matrix trace and \( \det \) is the matrix determinant. This optimization problem is well-known in covariance selection and can be solved very efficiently with the graphical lasso algorithm [31], [32]. To ensure that all the agents have the same \( \{ \mu_k, \Lambda_k \} \), they can run another global consensus step to register the average as the final outcome in each iteration round.

IV. AGGREGATION VIA SECRET SHARING

This section focuses on Eq. (9), i.e., how to securely aggregate the local statistics. Since aggregation can be done element-wise, without loss of generality, we consider the problem of computing the sum of scalars \( \{ \xi_a \} \):

\[ \bar{\xi} = \sum_{a=1}^S \xi_a = 1_S \bar{\xi}(0), \quad (16) \]

where \( \xi_a \)'s are constants to be summed, \( 1_S \) is the \( S \)-dimensional vector of ones, and we defined \( \xi(0) = \xi_a \). Aggregation would be trivial if a trusted coordinator existed in the network. The question is how to compute the summation only through local communications and how to make it secure.

A. Aggregation through Markov transitions on graph

Let \( A \in \{0,1\}^{S \times S} \) be the incidence matrix of the communication graph, where only connected nodes (or neighboring nodes) can communicate with each other. As illustrated in Fig. 1, the graph is undirected but may have self-loops and multiple edges. Given \( A = [A_{a,j}] \), consider the following updates:

\[ \xi_a(t + 1) = \xi_a(t) + \epsilon \sum_{j=1}^S A_{a,j} [\xi_j(t) - \xi_a(t)], \quad (17) \]

where \( t \) is the number of update rounds, and \( \epsilon \) is a given parameter controlling convergence. All the \( S \) nodes perform
this update by communicating with their neighbors. In the matrix form, Eq. (17) is written as
\[ \xi(t + 1) = W_t \xi(t) \quad \text{with} \quad W_t = I_S - \epsilon(D - A), \] (18)
where \( D \triangleq \text{diag}(d_1, \ldots, d_N) \) is the degree matrix with \( d_n \) being the degree of the \( n \)-th node, \( I_S \) is the \( S \)-dimensional identity matrix, and \( \xi(t) \triangleq (\xi_1(t), \ldots, \xi_S(t))^\top \).

The key idea of multi-agent coordination is to associate a stationary solution of the Markov transition defined by Eq. (18) with the process of consensus building. As can be easily verified, \( u_1 = \frac{1}{\sqrt{S}} I_S \) is an \( \ell_2 \)-normalized eigenvector of \( W_t \) whose eigenvalue is \( \lambda_1 = 1 \). If this is non-degenerated and the other absolute eigenvalues are less than one, Eq. (18) will converge to the stationary solution \( \xi^* \)
\[ \xi^* = W_t \xi(0) \approx \lambda_1^{\infty} u_1 u_1^\top \xi(0) = \frac{1}{S} \xi I_S \] (19)
because only the largest eigenvalue survives in the spectral expansion after an infinite number of transitions [33]. This means that all of the agents end up having the same value of \( \frac{1}{S} \xi \), which is the aggregation we wanted. We call this approach the dynamical consensus algorithm.

One obvious limitation of this approach is that the connected peers can see the original value in the first iteration, which is a privacy breach. To address this issue, we propose two secret sharing approaches: One is Shamir’s secret sharing [34] and the other is random chunking we proposed originally in [9].

B. Shamir’s secret sharing

In Shamir's secret sharing scheme, each of the agents first generates random numbers \( R_1, \ldots, R_N \) in a large enough integer domain to define an \((S - 1)\)-th order polynomial function. For the \( a \)-th agent, the polynomial is defined by
\[ g_a(n) = \xi_a + R_1 a + \cdots + R_N n^{S-1}. \] (20)

Using this polynomial, each agent locally computes the set \( \{g_1, \ldots, g_N\} \). Then, by repeating the dynamical consensus algorithm \( S \) times (i.e., by setting \( \xi_i = g_{a_i} \) for \( n = 1, \ldots, S \) in Eq. (17)), the agents build a consensus on \( S \) aggregated values \( \{\bar{g}(1), \ldots, \bar{g}(S)\} \), where \( \bar{g}(l) \triangleq \sum_{s=1}^S g_s(l) \). Since \( R_i \) etc. are random numbers, raw data \( \{\xi_a\} \) will not be revealed to the peers in the communication process.

At this point, each agent has the \( S \) input-output pairs \( \{(1, \bar{g}(1)), \ldots, (S, \bar{g}(S))\} \) of the polynomial
\[ \bar{g}(n) = \bar{\xi} + \bar{R}_1 n + \cdots + \bar{R}_{S-1} n^{S-1} \] (21)
at hand, where \( \bar{R}_i \triangleq \sum_{a=1}^S R_i \). Notice that we have \( \bar{\xi} \) on the r.h.s. as the intercept. Since an \((S - 1)\)-th order polynomial is uniquely determined by distinctive \( S \) points, each agent can uniquely identify the functional form of \( \bar{g}(n) \). With Lagrange’s interpolation formula, the agents obtain the intercept by
\[ \bar{\xi} = \bar{g}(0) = \sum_{l=1}^S \bar{g}(l) \prod_{m \neq l} \frac{m}{m - l}. \] (22)

Shamir’s algorithm is secure in the sense that it satisfies rigorous cryptographic conditions [35]. However, when \( S \) is large, the product form of Eq. (22) needs a special attention to avoid numerical issues. Also, the need for \( S \) repeated consensus makes it computationally less efficient, as will be empirically shown in Section VII.

C. Random chunking

Shamir’s algorithm is based on the idea of recovering the data from seemingly non-informative multiple signatures. Here it is interesting to see what happens if we use a datum itself as the signature. Specifically, each of the agents secretly splits a local datum \( \xi_a \) into a few chunks \( \{\xi_a[0], \ldots, \xi_a[C_a]\} \) such that \( \sum_{h=0}^{C_a} \xi_a[h] = \xi_a \). Then, the agents run the dynamical consensus algorithm on each of the chunks to get \( \{\xi_a[1], \ldots, \xi_a[N_C]\} \), where \( N_C \ll S \) is the predefined number of chunks. Since aggregation is an linear operation, we have
\[ \xi[1] + \ldots + \xi[N_C] = \sum_{s=1}^S (\xi[1] + \ldots + \xi[N_C]) = \bar{\xi}. \] (23)

This means that the total aggregation can be computed by performing chunk-wise aggregations without sharing the raw data \( \{\xi_a\} \) explicitly. The procedure is summarized in Algorithm 1.

Here, to prevent the agents from recovering the raw data by receiving all the \( N_C \) chunks, the chunk-wise aggregations must be made on different incidence matrices. There are two major solutions having different levels of intervention of the network infrastructure (see Section III-A). For the higher intervention side, upon starting aggregation, the router may randomly pick \( A \) from a set of prepopulated incidence matrices, in which any pair of the graphs do not share the same edge. If the router always picks an \( A \) that is different from the previous aggregation round, \( N_C = 2 \) suffices.

If we cannot expect too much from the infrastructure, the security guarantee becomes probabilistic. This is reminiscent of Bitcoin’s probabilistic security guarantee, which makes it the probabilistic finality protocol [36]. In the next section, we discuss the detail of probabilistic guarantee of the random chunking algorithm.

V. Privacy Breach Analysis

This section provides probabilistic guarantees of the random chunking algorithm under three major attack scenarios.
A. Independent agent scenario

As suggested in Algorithm 1, one practical scenario is for the router to randomly assign the node name whenever starting aggregation, keeping the graph structure itself fixed. To study the risk of privacy breach, consider the event that the \( j \)-th node is the breach node to \( s \), meaning that the node \( j \) is able to fully recover \( \xi_s \) by summing over \( N_C \) chunks it received. This happens when the \( j \)-th node stays as the neighbor over the \( N_C \) rounds, regardless of the other nodes. Since the \( j \)-th node gets chosen in each of the \( N_C \) chunking round with a probability

\[
\left( \frac{S-2}{d_s-1} \right) \left( \frac{S-1}{d_s} \right)^{-1} = \frac{d_s}{S-1},
\]

the probability that the \( j \)-th node is the breach node to \( s \) regardless of the other nodes is given by \( \left( \frac{d_s}{S-1} \right)^{N_C} \). Since some of the other \( S-2 \) nodes may be the breach node as well, we have

\[
p_{\text{breach}}^s \leq \sum_{j \neq s} \left( \frac{d_s}{S-1} \right)^{N_C} = (S-1) \left( \frac{d_s}{S-1} \right)^{N_C}
\]

by Boole’s inequality (or the union bound). Therefore, we conclude that the probability of not having any breach node in the network is lower-bounded as

\[
p_{\text{secure}} \geq \prod_{s=1}^{S} \left( 1 - (S-1) \left( \frac{d_s}{S-1} \right)^{N_C} \right) \\
\geq 1 - S(S-1) \left( \frac{d_{\max}}{S-1} \right)^{N_C},
\]

where the second inequality is due to Bernoulli’s inequality. The second term of the bound can be made arbitrarily small for sparse graphs \( d_{\max} \ll S \) by appropriately choosing the value of \( N_C \). To summarize, we have proved the following theorem:

**Theorem 1.** The dynamical consensus algorithm with random chunking has a privacy guarantee of Eq. (26). The probability of privacy breach can be made arbitrarily small.

B. Colluded agent scenario

Another interesting question is whether the algorithm is secure under collusion. Although the risk of collusion is minimal in consortium-based networks, where the identity and the motivation of the agents are known to each other, we have the following guarantee:

**Theorem 2.** Let \( N_L \) be the number of colluded agents. The probability that the privacy of a non-colluded node (indexed by \( s \)) is compromised due to collusion is given by

\[
p_{\text{c.breach}}^s = \left\{ 1 - \prod_{l=1}^{N_L} \left( 1 - \frac{d_s}{S-L} \right) \right\}^{N_C}
\]

\[
\leq \exp \left\{ -N_C \left( 1 - \frac{d_s}{S-N_L} \right)^{N_L} \right\}
\]

for \( N_C < S - d_s \), and 1 otherwise.

\[\text{(Proof)}\] For an \( s \)-th non-colluded node, privacy breach occurs when at least one colluded node receives the chunk in all the \( N_C \) chunking rounds. Therefore, we have

\[p_{\text{c.breach}}^s = (1 - p_L)^{N_C},\]

where \( p_L \) is the probability that no colluded nodes are chosen in the neighbor set. The probability \( p_L \) can be evaluated as

\[
p_L = \left( \frac{S-1-N_L}{d_s} \right)^{\left( \frac{S-1}{d_s} \right)^{-1}}
\]

\[
= \frac{(S-d_s-1)(S-d_s-2)\cdots(S-d_s-N_L)}{(S-1)(S-2)\cdots(S-N_L)},
\]

which holds only for \( N_L \leq S - d_s - 1 \). If there are so many colluded nodes that \( N_L \geq S - d_s \) holds, it is impossible not to choose a colluded nodes \( N_C \) times in a row and thus \( p_L \) must be zero. From Eqs. (29) and (30), we have the equality of Theorem 2:

\[p_{\text{c.breach}}^s = \left\{ 1 - \prod_{l=1}^{N_L} \left( 1 - \frac{d_s}{S-L} \right) \right\}^{N_C}
\]

Next, let us derive the upper bound. By replacing the product in Eq. (31) with the power of the minimum term and apply the Bernoulli inequality, we have

\[
p_{\text{c.breach}}^s \leq \left\{ 1 - \left( 1 - \frac{d_s}{S-N_L} \right)^{N_L} \right\}^{N_C}
\]

\[
\leq \exp \left\{ -N_C \left( 1 - \frac{d_s}{S-N_L} \right)^{N_L} \right\},
\]

which completes the proof. \( \Box \)

Figure 2 (a) visualizes the privacy breach probability due to collusion (Eq. (28)) as a function of \( N_C \) and \( N_L \). As expected, the probability is almost one if \( N_L \sim \frac{S}{2} \) and \( N_C \sim 1 \). However, we also see that the risk can be made negligible by properly choosing \( N_C \), as claimed in Theorem 2. Also, Fig. 2 (b) shows comparison among the exact probability and its upper bound computed by Eq. (32).

The inequality enables us to reasonably set the number of chunks, \( N_C \), so that the privacy of all non-colluded nodes is guaranteed with a sufficiently high probability, say, at least \( 1 - \eta \) for a small \( \eta \). This corresponds to \( p_{\text{c.breach}}^s \leq \eta \) and is translated into

\[N_C \geq \ln \eta \left( 1 - \frac{d_s}{S-N_L} \right)^{-N_L} \]

As long as the graph is sparse \( (d_s \ll S) \) and \( N_L \) is expected to be much smaller than \( S \), a useful rule-of-thumb will be \( 2|\ln \eta| \). In consortium-based networks, \( N_L \) should be much smaller than \( S \). In that case, the use of graphs having \( d_s \ll S \) is critical to guarantee data privacy under the risk of collusion. Again, this motivates us to consider a family of sparse graphs, as discussed in the next section.
C. Eavesdropping scenario

Eavesdropping is one of the major attacks in communication network [37]. Although the risk of eavesdropping is limited in consortium-based networks, we can compute the probability of privacy breach in a similar way to the incidental privacy breach. The Shamir-based algorithm is safe even under eavesdropping and collusion because each agent sends only obfuscated values as Eq. (20) to the connected agents.

In the random chunking algorithm, however, we again have a probabilistic guarantee. Consider the scenario that an eavesdropper picks a set of the edges and captures all the contents of communications. Let $N_E$ be the maximum number of edges the eavesdropper can tap. Let $p_{e,breach}^s$ be the probability that the $s$-th agent incurs a privacy breach under eavesdropping. A breach occurs when the eavesdropper receives all of the $N_C$ chunks. This happens when the eavesdropper successfully tapped any of the $d_s$ edges from the $s$-th agent in every chunking round. Thus

\[ p_{e,breach}^s = \left[ 1 - \Pr(\text{No edges from } s \text{ are eavesdropped}) \right]^{N_C}; \]

\[ = \left[ 1 - \Pr(\text{All the } N_E \text{ edges are chosen from the other } E - d_s \text{ edges}) \right]^{N_C}, \]

\[ = \left\{ 1 - \left( \frac{E - d_s}{N_E} \right)^{E - d_s} \right\}^{N_C} \]

\[ = \left\{ 1 - \prod_{l=0}^{d_s-1} \left( 1 - \frac{N_E}{E - l} \right) \right\}^{N_C} \quad (34) \]

where $\Pr(\cdot)$ denotes the probability of the event specified by the argument, and $E \triangleq \sum_{i=1}^{S} d_i$ is the total number of edges of the graph. Using the Bernoulli’s inequality as in Eq. (32), we have

\[ p_{e,breach}^s \leq \left\{ 1 - \left( 1 - \frac{N_E}{E - d_s + 1} \right)^{d_s} \right\}^{N_C} \]

\[ \leq \exp \left\{ -N_C \left( 1 - \frac{N_E}{E - d_s + 1} \right)^{d_s} \right\}. \quad (35) \]

We summarize this result as below:

**Theorem 3.** The probability of privacy breach due to eavesdropping in the dynamic consensus algorithm with random chunking is upper-bounded as Eq. (35).

Note that for $d$-regular graphs, $E = dS$. Since $S \gg d_s$ for sparse graphs, as long as the infected edge ratio $d_s / E$ is expected to be much smaller than one, we can always make $p_{e,breach}^s$ negligible by choosing a sufficiently large $N_C$. To keep $p_{e,breach}^s$ less than $\eta > 0$, we need

\[ N_C \geq \left\lfloor \ln \eta \right\rfloor \left( 1 - \frac{N_E}{E - d_s + 1} \right)^{-d_s}. \quad (36) \]

For sparse graphs, unless a majority of edges are tapped, $N_C \sim 2 \lfloor \ln \eta \rfloor$ again is a useful rule-of-thumb.

Figure 3 illustrates $p_{e,breach}^s$ as a function of $N_E/E$ and $N_C$ for a 3-regular graph with $S = 100$. As shown, even under massive eavesdropping where 20% of the edges are tapped, $N_C = 6$ gives only about 1% of breach risk.

In addition to the above case, we may consider the case where an eavesdropper hijacks an agent and capture all the outgoing communications. In this case, the random chunking algorithm is no longer secure although the Shamir-based method is still safe. This issue may be handled by combining with a more sophisticated secret sharing scheme such as in [38]. Exploring this topic would be an interesting future topic.

VI. NETWORK TOPOLOGY ANALYSIS

In the previous section, we pointed out that the graph sparsity plays an important role in privacy preservation. This section discusses another important aspect of the network topology: *Spectral* structure. Specifically, we discuss properties of a specific type of graph called the *expander graph*.

A. Estimating the number of iterations to converge

In the dynamic consensus algorithm discussed in Section IV-A, the convergence speed is governed by the ratio between the first and second absolute largest eigenvalues. Let
$\lambda_1, \lambda_2, \ldots, \lambda_S$ be the eigenvalues of $\mathcal{W}$, arranged in the decreasing order. For ease of exposition, let us assume that $\epsilon$ has been chosen so $\lambda_2$ is the absolute second largest as well, which is always possible.

We are interested in the scalability of the algorithm in terms of the network size $S$. Let us first think about how the convergence rate is evaluated. Equation (19) shows that

$$\|\sqrt{S}\mathcal{W}_t \xi(0)\|_2 \rightarrow \left\| \frac{1}{\sqrt{S}} 1_s \xi \right\|_2 = |\xi|$$

as $t \to \infty$, where $\| \cdot \|_2$ denotes the $\ell_2$ norm. Thus it makes sense to define the relative error at iteration round $t$ as

$$e_r(t) \triangleq \frac{1}{|\xi|} \sqrt{\|\sqrt{S}\mathcal{W}_t \xi(0)\|_2^2 - \xi^2}$$

(37)

Let $v_2$ be the $\ell_2$-normalized eigenvector corresponding to $\lambda_2$. As $t$ grows to infinity, we asymptotically have:

$$e_r(t) \to \sqrt{S} \langle \lambda_2 \rangle_t^t \# \frac{v_2^\top \xi(0)}{\xi} \sim \sqrt{S} \langle \lambda_2 \rangle_t^t \times O(1).$$

(38)

Thus, we conclude that $\sqrt{S} \langle \lambda_2 \rangle_t^t$ is a reasonable non-dimensional metric for convergence. To achieve a relative error $\delta$, we need a number of iterations as $t \sim O\left(\frac{\ln(\sqrt{S}/\delta)}{|\ln 2|}\right)$. Let us summarize this result in Theorem 4:

**Theorem 4.** In the dynamical consensus algorithm, the number of iterations $t$ to achieve a relative error $\delta$ is given by

$$t \sim O\left(\frac{\ln(\sqrt{S}/\delta)}{|\ln(1 - \Delta_\lambda)|}\right),$$

(39)

where $\Delta_\lambda \triangleq \lambda_1 - \lambda_2$.

In Eq. (39), we have used the fact that $\lambda_1 = 1$ and thus $\lambda_2 = 1 - \Delta_\lambda$. In our previous work [9], we showed that the cycle graph scales quadratically as $t \sim S^2 \ln S$. The question is whether we can improve this (relatively poor) scalability by using a different communication graph. The next subsection answers this question.

**B. Expander graph**

Intuitively, we expect that the more information the agents circulate, the faster convergence we will get. The complete graph is clearly an extreme case, where the agents share information most generously with the peers and thus data privacy is least protected. Let $\mu_1, \ldots, \mu_S$ be the eigenvalues of $A$ in the decreasing order. In the complete graph, it is easy to verify that $\mu_1 = S - 1$ and $\mu_2 = \cdots = \mu_S = -1$. Hence, we have $\Delta_\lambda = \epsilon(\mu_1 - \mu_2) = \epsilon S$. The complete graph is a $d$-regular graph with $d = S - 1$. By Theorem 4, with a choice of $\epsilon \sim O(1/d)$, the convergence speed measured by $t$ scales as $\ln S$, which is much better than the quadratic scalability of the cycle graph.

Is there any sparse graph that behaves like the complete graph when communicating with the other agents? This may sound like a ridiculous question, but surprisingly, there exists a class of sparse graph called the expander graph that has the same logarithmic convergence. Formally, the expander graph is defined as a graph whose expansion constant is lower-bounded, where

$$\text{(expansion constant)} \triangleq \inf_{V_1} \left\{ \frac{|\partial V_1|}{\min(|V_1|, S - |V_1|)} \right\}$$

(40)

with $V_1$ being an arbitrary subset of the graph nodes and $|\partial V_1|$ is the number of outgoing edges from the subgraph [39]. Intuitively, the more the expansion constant is, the more “talkative” the nodes tend to be. Very interestingly, this purely geometric definition has a hidden connection to the graph spectrum, and, in our case, we have

$$\Delta_\lambda \geq \frac{\epsilon \alpha^2}{2d} \quad \text{(d-regular expander graphs)}$$

(41)

by Cheeger’s inequality [40], where $\alpha$ is the lower bound of the expansion constant. Thus we again have the logarithmic scalability $t \sim \ln S$ with a choice of $\epsilon \sim O(1/d)$. We now summarize the result as follows.

**Theorem 5.** On $d$-regular expander graphs, $t \sim O(\ln(\sqrt{S}/\delta))$ with a choice of $\epsilon \sim O(1/d)$.

Construction of expander graphs is nontrivial. Fortunately, there are two ways available to obtain expander graphs for our purpose. The first one is a 3-regular expander graph called the cycle with inverse chords [13]. As the name suggests, it starts with the cycle graph (2-regular graph), and connects each node $s$ to the nodes $j = s \pm 1, (s - 1)(j - 1) = 1 \mod S$ for a prime $S$. See Figs. 1 and 4 for a few examples. As mentioned before, the node indices need to be randomly shuffled prior to each round of the random chunking algorithm. Since the eigenspectrum is invariant to re-labeling the nodes, it does not affect the convergence of dynamic consensus.

The other possible approach is to use a random graph. It is known that uniformly sampled $d$-regular random graphs approximate $\Delta_\lambda$ of the expander graph Eq. (41) almost always perfectly [41]. To construct such a graph, we can leverage the configuration model in random graph theory [42]. Specifically, each agent simply picks $d$ neighbors randomly and uniformly to form a $d$-regular graph. This approach is preferable in
the sense that it does not require any intervention of the network router and does not assume network connection that is stable throughout the entire consensus process. On the other hand, however, the randomness in the network structure may lead to some unpredictability in the eigenspectrum, which is in contrast to the first option. To avoid extra randomness, we use the cycle with inverse chords in the empirical study in the next section. Evaluating and designing random graph construction algorithms in dynamic consensus is an interesting future research topic.

VII. Experiments

This section reports on experimental results of the proposed model. All the experiments were conducted locally on a laptop PC with a Core i7 Processor and 32 GB memory.

A. Number of iterations to converge

Figure 5 compares between the expander graph (cycle with a random chord) and the 2-regular cycle graph (or the ring) on the number of iterations $t$ to achieve $\delta = 10^{-3}$ as defined in Theorem 4 and 5. It is interesting to observe that just adding an extra edge to the ring by the rule $(s - 1)(j - 1) \equiv 1 \mod S$ drastically changes the convergence behavior. As mentioned before, the ring scales quadratically as $t \sim S^2 \ln S$. In contrast, $t$ grows very slowly in the expander graph, being consistent to the logarithmic scalability predicted by Theorem 5.

The original construction of the 3-regular expander graph is for $S$ that is a prime. One interesting question in practice is that the excellent convergence behavior is maintained for non-prime $S$’s. We extended the original construction by giving a self-loop whenever the equation $(s - 1)(j - 1) \equiv 1 \mod S$ does not have a solution, so that the graph is always 3-regular. Fortunately, apart from the visible fluctuations, the figure suggests that the overall convergence behaviors are robust and we should be able to safely use the model even for non-primes.

B. Shamir vs. random chunking

Since one iteration needs one matrix-vector multiplication (see Eq. (18)), actual computational time may have a different scalability from that of the number of iterations to converge. Specifically, one may expect an extra $Sd$ factor, where $d$ is the mean degree.

Figure 6 compares actual computation times in different $N_C$’s. We randomly initialized $\xi_s(0)$ with the uniform distribution in $[-1,2]$. Convergence was declared when the relative error gets smaller than $10^{-5}$. The mean and standard deviation (s.d.) were computed by repeating computation by 10 times with a different random seed. The figure confirms the expected linear dependency in the random chunking algorithm.

Figure 6 also compares the Shamir’s secret sharing algorithm with the random chunking algorithm. Since the Shamir-based method needs to repeat the process of global consensus $S$ times, the actual computation time is expected to depend quadratically on $S$, which is consistent with the figure. Apart from $S \lesssim 10$, where the both methods are comparable, the Shamir-based method tended to have a larger variability than the random chunking algorithm, which might suggest numerical issues in the implementation.

Finally, we comment on the origin of non-smoothness of the computational time in Fig. 6. In the figure, close inspection shows that the computational times are correlated: whenever the Shamir-based method gets much time, so does the random chunking method. This suggests that the source of the non-smoothness is in the spectral structure of the underlying network because the same dynamical consensus algorithm was shared by both. Although we have obtained a very solid result on the convergence behavior, how the spectral gap $\Delta_s$ scales as $S$ increases is not straightforwardly predictable. Further investigation on this point is left to future work.

C. Shamir vs. homomorphic encryption

Table I compares computation time for a few small $S$’s between the proposed Shamir-based method and homomorphic encryption (HE)-based method of [28]. Both approaches have cryptographic security and share the same dynamical consensus algorithm. For a fair comparison, we ran both on the same expander graph and used the same experimental design as above. For HE, we used an implementation of the
Paillier cryptosystem [43], which encrypts and decrypts every communication between the agents with a new key. From the table, and in the light of Fig. 6, we conclude that the proposed random chunking-based method is several orders of magnitude faster than the HE-based alternative.

### D. Remarks on synchronization issues

In Section VII-B, we mentioned that actual computational time of the random chunking algorithm on the expander graph should have a linear dependency on $S$. This statement implicitly assumes that computation is made sequentially. Although in theory it is true that the agents can perform updates in parallel, sequential execution should be a reasonable assumption for evaluating computational time. In real distributed environments, we always need to handle the issue of synchronization across the network. If the cost of local computation is negligible, network delays will almost always dominate the time required to move on to the next iteration. In that case, most of the agents would spend most of the time waiting for the last message to be delivered to one of the agents.

On the other hand, if the computational cost is on average much higher than network delays, we will need to consider parallelization as a realistic option. This is actually the case in homomorphic encryption (HE)-based secure computation, as recently pointed out in [27]. There may also be some room for improvement in the HE implementation itself, where we employed homomorpher [43] with the key size of 1024 to follow the protocol proposed in [28], [44], although handling signed floating-point numbers can be a subtle issue (see, e.g. [45]). The key exchange protocol can be simplified, too. Regarding Table I, it would be an interesting future research topic to compare the random chunking method with a highly optimized HE implementation in a realistic setting.

### VIII. Concluding remarks

We have presented new research directions of Blockchain as a collaborative value co-creation platform rather than a mere immutable data storage. Our platform is designed to respect the values of democracy, diversity, and privacy in its collaborative learning process. As such an instance, we have proposed a multi-task federated learning framework combined with a global consensus-building algorithm.

We discussed two topics in the global consensus-building process. The first topic was data privacy. We proposed two secure consensus-building approaches built upon the idea of secret sharing: The Shamir-based dynamic consensus, which has a cryptographic security guarantee, and the random chunking algorithm, which falls into the category of the probabilistic finality protocol. For the latter, we have provided the upper bound of privacy breach under three different attack scenarios. The second topic discussed was the issue of network design in global consensus. Based on the profound results in spectral graph theory, we showed that expander graphs dramatically improve the scalability of the algorithm.

We conclude this paper by summarizing a few future research topics:

- **a) Learning under network errors**: We have assumed perfectly synchronized and stable communication among the agents. As suggested in Sections VI-B and VII-D, extensions to include network errors is of primary importance to make our platform truly useful.

- **b) Meta-agreement issues**: Another potential issue in practice is how to agree on the learning task itself (choice of the algorithm, data dimensionality $M$, the definition of each dimension, etc.) and how to initiate peer-to-peer communication (who to communicate with).

- **c) External data privacy**: One interesting business scenario is to sell the learned model to external parties. This calls for a guarantee that is different from the internal data privacy among the agents. It is known that the classical concept of differential privacy has issues in evaluating noisy real-valued variables [46]. Establishing a method of evaluating the degree of information leak is important.

- **d) Randomness in graph spectra**: As discussed in Section VI-B, the origin of the non-smoothness shown in Fig. 6 and the consensus algorithm based on random graphs are still an open question.

- **e) Security analysis**: The random chunking algorithm combined with the dynamic consensus algorithm appears to have more flexibility than traditional cryptographic methods. We need to study further the pros and cons of those methods.

- **f) Use-cases**: Finally, we need to develop practical use-cases where the decentralized architecture is truly useful. The lightweight probabilistic privacy guarantee seems suitable in internet-of-things (IoT) applications [29], but more study is needed. We hope that, just as Nakamoto’s Bitcoin changed the landscape of financial transaction management, our decentralized collaborative learning platform as the next-generation Blockchain has the potential to change the way of doing business.
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