Exponential stability of time-delay systems via new weighted integral inequalities

L.V. Hien and H. Trinh

Abstract—In this paper, new weighted integral inequalities (WIIs) are first derived by refining the Jensen single and double inequalities. It is shown that the newly derived inequalities in this paper encompass both the Jensen inequality and its most recent improvements based on Wirtinger integral inequality. The potential capability of the proposed WIIs is demonstrated through applications in exponential stability analysis for some classes of time-delay systems in the framework of linear matrix inequalities (LMIs). The effectiveness and least conservativeness of the derived stability conditions using WIIs are shown by various numerical examples.
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I. INTRODUCTION

The problem of stability analysis and its applications to control of time-delay systems is essential and of great importance for both theoretical and practical reasons [1]. This problem has attracted considerable attention during the last decade [2]–[5]. Many important results on asymptotic stability of time-delay systems have been established using the Lyapunov-Krasovskii functional (LKF) method in the framework of linear matrix inequalities (LMIs) [6]. It is a fact that asymptotic stability is a synonym of exponential stability [7], and in many applications, it is important to find estimates of the transient decaying rate of time-delay systems [8]. Therefore, a great deal of efforts has been devoted to study exponential stability of time-delay systems [7]–[19]. To derive an estimate, also referred to as α-stability, of the exponential convergence rate of a time-delay system, various approaches have been proposed in the literature. For example, state transformation [8]–[12], model transformation [13], constructing modified LKFs with exponential weighted functions [7], [15]–[19], estimating the Lyapunov components [14] or modified comparison principle [4], [20].

However, looking at the literature, it can be realized that the proposed methods in the aforementioned works usually introduce conservatism in exponential stability conditions not only on the exponential convergence rate but also on the maximal allowable delay and the number of matrix variables. Therefore, aiming at reducing conservativeness of exponential stability conditions, ant important and relevant issue is to improve some integral-based inequalities.

In this paper, we first propose some new weighted integral inequalities (WIIs) which are suitable to use in exponential stability analysis for time-delay systems. We show that the newly derived inequalities in this paper encompass both the Jensen inequality [21] and some of its recent improvements based on Wirtinger integral inequality [6], [22]. We then employ the proposed WIIs to derive new exponential stability conditions for some classes of time-delay systems in the framework of linear matrix inequalities. Numerical examples are provided in this paper to show the efficiency and potential capability of the newly derived WIIs.

The rest of this paper is organized as follows. In Section 2, some preliminary results are presented. New weighted integral inequalities and their applications in exponential stability analysis for some classes of time-delay systems are presented in Section 3 and Section 4, respectively. Section 5 provides numerical examples to demonstrate the effectiveness of the obtained results. The paper ends with a conclusion and references.

II. PRELIMINARIES

It can be realized in many contributions that, to derive the exponential estimates for time-delay systems, a widely used approach is the use of weighted exponential Lyapunov-Krasovskii functional [7]. For example, a functional of the form

\[ V(x_t) = \int_{-\tau}^{0} e^{\alpha(u-s)} \dot{x}(u) R \dot{x}(u) du ds \]

(1)

where \( x \) is the state vector, scalars \( \alpha > 0, \tau > 0 \) and matrix \( R > 0 \), has been used in many works in the literature [15]–[19]. The derivative of \( V(x_t) \) is given by

\[ \dot{V}(x_t) = \tau \dot{x}^T R \dot{x} - \int_{-\tau}^{0} e^{\alpha(u-s)} \dot{x}(s) R \dot{x}(s) ds \]

(2)

In order to generate LMIs conditions, an estimate on the second term of (2) is obviously needed. The problem raised here is how to find a tighter lower bound of a weighted integral of quadratic terms in the following form

\[ I_w(\varphi, \alpha) = \int_{a}^{b} e^{\alpha(s-b)} \varphi^T(s) R \varphi(s) ds \]

where \( \alpha > 0 \) is a scalar, \( \varphi \in C([a, b], \mathbb{R}^n) \) and \( R \) is a symmetric positive definite matrix in \( \mathbb{R}^{n \times n} \), \( R \in S_+^n \). When \( \alpha = 0 \) we write \( I(\varphi) \) instead of \( I_w(\varphi, 0) \).
Inspired from the proof of the Jensen inequality \cite{21}, we have the following results which referred in this paper to as Jensen-based weighted integral inequalities (WII) in single and double forms.

**Lemma 1.** For a given matrix $R \in \mathbb{R}^{n \times n}$, scalars $b > a$, $\alpha > 0$, and a function $\varphi \in C([a, b], \mathbb{R}^n)$, the following inequalities hold

$$ I_w(\varphi, \alpha) \geq \frac{\alpha}{\gamma_0} \left( \int_a^b \varphi(s) ds \right)^T R \left( \int_a^b \varphi(s) ds \right), \tag{3} $$

$$ \int_a^b \int_s^b e^{\alpha(u-s)} \varphi^T(u) R \varphi(u) duds \geq \frac{\alpha^2}{\gamma_1} \left( \int_a^b \int_s^b \varphi(u) duds \right)^T R \left( \int_a^b \int_s^b \varphi(u) duds \right), \tag{4} $$

where $\gamma_k = e^{\alpha(b-a)} - \sum_{j=0}^{k} \frac{\alpha^j(b-a)^j}{j!}$, $k \geq 0$.

**Proof:** By taking integral of the inequality

$$ \left[ \int_a^b \varphi^T(s) R \varphi(s) duds \right] \geq 0 \text{ we obtain} $$

$$ \left[ \int_a^b \varphi^T(s) duds \right] \geq 0 $$

which implies \eqref{3} by Schur complement. The proof of \eqref{4} is similar and thus it is omitted here.

**Remark 1.** Obviously $\frac{\alpha}{\gamma_0} > e^{-\alpha(b-a)}$ for all $\alpha > 0$, $b > a$. Therefore, \eqref{3} gives a new lower bound in comparison to the common estimate $I_w(\varphi, \alpha) \geq e^{-\alpha(b-a)} I(\varphi)$.

**Remark 2.** When $\alpha$ approaches zero the previous inequalities lead to the Jensen inequality in single and double form, respectively. More precisely, from the fact that $\lim_{\alpha \to 0^+} \frac{\alpha}{\gamma_0} = \frac{(b-a)^k}{k!}$ we readily obtain the following results

$$ \int_a^b \varphi^T(s) R \varphi(s) duds \geq \frac{1}{b-a} \left( \int_a^b \varphi(s) ds \right)^T R \left( \int_a^b \varphi(s) ds \right), \tag{5} $$

$$ \int_a^b \varphi^T(u) R \varphi(u) duds \geq \frac{2}{(b-a)^2} \left( \int_a^b \varphi(u) duds \right)^T R \left( \int_a^b \varphi(u) duds \right). \tag{6} $$

**III. NEW WEIGHTED INTEGRAL INEQUALITIES**

In this section, some new weighted integral inequalities are derived by refining \eqref{3}, \eqref{4}. In the following, let us denote

$$ J_w^\varphi(\varphi, \alpha) = I_w(\varphi, \alpha) - \frac{\alpha}{\gamma_0} \left( \int_a^b \varphi(s) ds \right)^T R \left( \int_a^b \varphi(s) ds \right) $$

as the gap of \eqref{3}. By refining \eqref{3} we find a new lower bound for $J_w(\varphi, \alpha)$ other than zero. First, let us introduce the following notations for given scalars $b > a$, $\alpha > 0$, and $\varphi \in C([a, b], \mathbb{R}^n)$

$$ \ell = b - a, \quad A_\alpha = \frac{\gamma_0}{\alpha^2} - \frac{(1 + \gamma_0) \ell^2}{\gamma_0}, $$

$$ \xi = \ell \gamma_0, $$

$$ L_1 = \left[ 1 - \frac{\xi \gamma_0}{\gamma_1} \right], \quad \zeta = \text{col} \left\{ \int_a^b \varphi(s) ds, \int_a^b \int_s^b \varphi(u) duds \right\}. $$

By using the Taylor series expansion of exponential function, it can be verified that $A_\alpha > 0$ for any $\alpha > 0$. We also use the notion of Kronecker product $A \otimes B$ for matrices $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{n \times m}$. For more details about the Kronecker product, we refer the readers to \cite{23}.

**Lemma 2.** For a given $n \times n$ matrix $R \in \mathbb{R}^{n \times n}$, scalar $\alpha > 0$, and a function $\varphi \in C([a, b], \mathbb{R}^n)$, the following inequality holds

$$ J_w^\varphi(\varphi, \alpha) \geq \frac{\alpha}{\rho_0} \zeta^T \left( L_1^T L_1 \otimes \mathbb{R} \right) \zeta, $$

where $\rho_0 = \left( \frac{\gamma_0 \gamma_1}{\gamma_1} \right)^2 A_\xi = \frac{\gamma_1}{\gamma_1} \left[ e^{\alpha \xi} - (\alpha \xi)^2 e^{\alpha \xi} \right]$. \cite{24}

**Proof:** For any $\varphi \in C([a, b], \mathbb{R}^n)$, we define an approximation function $\psi \in C([a, b], \mathbb{R}^n)$ as follows

$$ \psi(t) = \varphi(t) - \frac{\alpha (\alpha(b-t))}{n_0} \int_a^b \varphi(s) ds + h(t) \chi $$

where $h(t)$ is a real valued function on $[a, b]$ and $\chi \in \mathbb{R}^n$ is a constant vector which will be defined later. For brevity we let $w(t) = e^{\alpha \xi(b-t)}$ and predfine $h(t) = w(t)p(t)$, where $p(t)$ belongs to $\mathbb{P}_k$, the set of polynomials of order less than $k$. A prior computation gives

$$ J_w^\psi(\psi, \alpha) = J_w^\varphi(\varphi, \alpha) + J_w(h \chi)^T R \chi $$

$$ - \frac{2a}{\gamma_0} \int_a^b h(s) ds \chi^T R \int_a^b \varphi(s) ds $$

$$ + 2\chi^T R \left( p(a) \int_a^b \varphi(s) ds + p'(a) \int_a^b \int_s^b \varphi(u) duds \right) $$

$$ + \int_a^b p''(a) \int_s^b \int_u^b \varphi(u) duds duds, $$

where $J_w(h) = \left[ \int_a^b w^{-1}(s) h^2(s) ds \right] - \frac{\gamma_0}{\gamma_1} \left( \int_a^b h(s) ds \right)^2$.

Now, for any $p \in \mathbb{P}_1$ which we can write $p(t) = c_0 + c_1 t$, $c_1 \neq 0$. Then

$$ \int_a^b h(s) ds = \frac{p(a) e^{\alpha \xi} - p(b)}{\alpha} + \frac{c_1 \gamma_0}{\alpha^2}, $$

$$ \int_a^b w^{-1}(s) h^2(s) ds = \frac{e^{\alpha \xi} p^2(a) - p^2(b)}{\alpha} + \frac{2 c_1 (e^{\alpha \xi} p(a) - p(b))}{\alpha^2} $$

and thus $J_w(h) = \frac{\gamma_0 c_1^2}{\alpha}$. From \eqref{9} we obtain

$$ J_w^\varphi(\varphi, \alpha) = J_w^\varphi(\varphi, \alpha) + \frac{A_\alpha}{\alpha} \chi^T R \chi - \frac{\gamma_1 c_1}{\gamma_0} \chi^T R (L_1 \otimes \mathbb{I}_n) \zeta. $$

By Lemma \ref{1} $J_w^\varphi(\varphi, \alpha) \geq 0$ which leads to

$$ J_w^\varphi(\varphi, \alpha) \geq - \frac{A_\alpha}{\alpha} \chi^T R \chi + \frac{\gamma_1 c_1}{\gamma_0} \chi^T R (L_1 \otimes \mathbb{I}_n) \zeta. $$

Hereafter, we will denote by $\mathcal{R}(J_w^\varphi(\varphi, \alpha))$ the right-hand side of \eqref{10}. Now we define vector $\chi$ in the form $\chi = \frac{1}{\lambda} (L_1 \otimes \mathbb{I}_n) \zeta$, where $\lambda$ is a scalar, then

$$ \mathcal{R}(J_w^\varphi(\varphi, \alpha)) = \frac{1}{\alpha} \left( \frac{2 \gamma_1}{\gamma_0} - A_\alpha \lambda^2 \right) \chi^T (L_1^T L_1 \otimes \mathbb{R}) \zeta. $$
The function $f(\lambda) = 2\lambda - \lambda A\lambda^2$ attains its maximum $\frac{\alpha^2}{\gamma_1}$ at $\lambda = \frac{\alpha}{\gamma_1}$. Then it follows from (11) that $J^*_P(\alpha, \alpha) \geq \frac{\alpha^2}{\gamma_1}\zeta^2(\hat{L}_1^T L_1 \otimes \zeta)$ which completes the proof.

**Remark 3.** It is interesting that estimate (7) does not depend on the selection of first-order polynomial $p \in \mathcal{P}_1$. In other words, inequality (7) can be derived from (5) for any function $h(t)$ of the form $(c_0 + c_1 t) e^{\alpha(t-b)}$, $c_1 \neq 0$. Of course, when $c_1 = 0$ then (3) leads to (3).

**Remark 4.** By repeating the proof of Lemma 2 with the approximation

$$\psi(t) = \varphi(t) - \frac{\alpha}{\gamma_1} \int_a^b \psi(u) duds + w(t)p(t) \chi$$

where $w(t) = e^{\alpha(t-b)}$ and $p \in \mathcal{P}_1$, then (4) leads to double WII formulated in the following lemma.

**Lemma 3.** For a given $n \times n$ matrix $R > 0$, scalar $\alpha > 0$, and a function $\varphi \in C([a, b], \mathbb{R}^n)$, the following inequality holds

$$\int_a^b \int_s^b e^{\alpha(w-b)} \varphi^T(u) R \varphi(u) duds$$

$$\geq \frac{\alpha^2}{\gamma_1} \hat{\zeta}^2(T(L_0^T L_0 \otimes \hat{\zeta}) + \frac{4\alpha^2}{\rho_1} \hat{\zeta}^2(T(L_2^T L_2 \otimes \hat{\zeta}))$$

where

$$\hat{\zeta} = \text{col} \left\{ f_a^b f_s^b \varphi(u) duds, f_a^b f_s^b \varphi(v) dveduds \right\},$$

$$L_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 - \frac{\alpha^2}{\gamma_1} \end{bmatrix}, \quad \rho_1 = \left( \frac{\alpha}{\rho_1} \right)^2 B_0$$

$$B_0 = \frac{\alpha^2}{\gamma_1} - \frac{\alpha(t+\alpha(t-1)\gamma_0)^2}{\gamma_1}.$$

**Remark 5.** The following facts can be found by using Taylor series of the exponential function

$$\lim_{\alpha \to 0^+} \frac{\alpha}{\rho_0} = 3 \frac{3}{b-a}, \quad \lim_{\alpha \to 0} L_1 = \hat{L}_1 = \left[ 1 \ -\frac{2}{b-a} \right],$$

$$\lim_{\alpha \to 0^+} \frac{\alpha^2}{\rho_1} = \frac{4}{(b-a)^2}, \quad \lim_{\alpha \to 0^+} L_2 = \hat{L}_2 = \left[ 1 \ -\frac{3}{b-a} \right].$$

Therefore, when $\alpha$ approaches zero we obtain the results which are the same as those derived by the Wirtinger inequality in single and double form [3], [2].

$$\int_a^b \varphi^T(s) R \varphi(s) ds \geq \frac{1}{b-a} \hat{\zeta}^2(T(L_0^T L_0 + 3\hat{L}_1^T \hat{L}_1) \otimes \zeta)$$

$$\int_a^b \int_s^b \varphi^T(u) R \varphi(u) duds$$

$$\geq \frac{2}{(b-a)^3} \hat{\zeta}^2(T(L_0^T L_0 + 8\hat{L}_2^T \hat{L}_2) \otimes \hat{\zeta}).$$

**Remark 6.** The results obtained in Lemma 2 and Lemma 3 can be extended using (8) and (12) where $h(t) = e^{\alpha(t-b)} p(t)$ and $p(t)$ belongs to the set of higher order polynomials, and then new lower bounds for (7), (14) can be derived. This will be addressed in future works.

**IV. Exponential estimates for time-delay systems**

This section aims to demonstrate the effectiveness of the newly weighted integral inequalities proposed in this paper through applications to exponential stability analysis for two classes of time-delay systems.

**A. Systems with discrete and distributed constant delays**

Consider the following time-delay system

$$\dot{x}(t) = A_0 x(t) + A_1 x(t-h) + A_2 \int_{t-h}^t x(s) ds, \ t \geq 0,$$

$$x(t) = \phi(t), \ t \in [\tau, 0],$$

where $A_0, A_1, A_2 \in \mathbb{R}^{n \times n}$ are constant matrices, $h \geq 0$ is known time-delay, $\phi \in C([-\tau, 0], \mathbb{R}^n)$ is the initial condition.

We recall here that [7], [13], for a given $\sigma > 0$, system (17) is exponentially stable with convergence rate $\sigma$ if there exists $\beta > 0$ such that any solution $x(t, \phi)$ of (17) satisfies $\|x(t, \phi)\| \leq \beta \|\phi\| e^{-\sigma t}$, $t \geq 0$.

Let $e_i \in \mathbb{R}^{n \times 4n}$ defined by $e_i = [x_{i-1}(1) \ x_{i-1}(2) \ x_{i-1}(3) \ x_{i-1}(4)]$, $i = 1, \ldots, 4$. We denote $A = A_0 e_1 + A_1 e_2 + A_2 e_3$ and the following matrices

$$F_0 = \begin{bmatrix} e_1 \\ e_3 \\ e_4 \end{bmatrix}, \quad F_1 = \begin{bmatrix} e_1 - e_2 \\ e_1 e_2 - e_3 \end{bmatrix},$$

$$F_2 = \begin{bmatrix} e_1 - e_2 \\ he_1 - e_3 \end{bmatrix}, \quad F_3 = \begin{bmatrix} he_1 - e_3 \\ -h e_1 - e_3 \end{bmatrix}.$$

$$\Pi_0 = P_0 F_0 + F_0^T P_0 + \alpha F_0^T P_0 F_0,$$

$$\Pi_1 = e^T_1 Q e_1 - e^{-a} h e_2 Q e_2 + A^T (h R + h^2 / 2 Z) A,$$

$$\Pi_2 = \frac{\alpha}{\rho_0} (e_1 - e_2)^T R (e_1 - e_2) + \frac{\alpha}{\rho_1} F_3^T (L_1^T L_1 \otimes R) F_2,$$

$$\Pi_3 = \frac{\alpha}{\gamma_1} (he_1 - e_3)^T Z (he_1 - e_3) + \frac{\alpha}{\rho_1} F_3^T (L_2^T L_2 \otimes Z) F_3$$

where $L_1, L_2$ and $\gamma_0, \gamma_1, \rho_0, \rho_1$ are defined in (3), (4), (7), (13) with $\alpha = -h, b = 0$.

**Theorem 1.** Assume that, for a given $\alpha > 0$, there exist symmetric positive definite matrices $P \in \mathbb{R}^{3n \times 3n}$, $Q, R, Z \in \mathbb{R}^{n \times n}$ satisfying the following LMI

$$\Pi_0 + \Pi_1 - \Pi_2 - \Pi_3 < 0.$$

Then system (17) is exponentially stable with a convergence rate $\sigma = \alpha / 2$.

**Proof:** Consider the following Lyapunov-Krasovskii functional

$$V(x_t) = \tilde{x}^T(t) P \tilde{x}(t) + \int_{t-h}^t e^{\alpha(s-t)} \tilde{x}^T(s) Q \tilde{x}(s) ds$$

$$+ \int_{t-h}^t \int_{t-s}^t e^{\alpha(s-t)} \tilde{x}^T(u) R \tilde{x}(u) duds$$

$$+ \int_{t-h}^t \int_{t-s}^t \int_{t-u}^t e^{\alpha(t-s)} \tilde{x}^T(\theta) Z \tilde{x}(\theta) duds$$

where $\tilde{x}(t) = \text{col} \left\{ x(t), \int_{t-h}^t x(s) ds, \int_{t-h}^t \int_{t-s}^t x(u) duds \right\}$.

It follows from (19) that $V(x_t) \geq \lambda_{\min}(P) \|x(t)\|^2$. Taking
derivative of $V(x_t)$ along trajectories of (17) we obtain

$$V(x_t) + \alpha V(x_t) = \chi^T(t)(\Pi_0 + \Pi_1)\chi(t)$$

$$- \int_{t-h}^t e^{\alpha(s-t)}\tilde{x}^T(s)R\tilde{x}(s)ds$$

$$- \int_{t-h}^t e^{\alpha(u-t)}\tilde{x}(u)Z\tilde{x}(u)du$$

where

$$\chi(t) = \text{col}\{x(t), x(t - h), \int_{t-h}^t x(s)ds, \int_{t-h}^t \int_{t-s}^t x(u)du\}$$

By applying Lemma 2 and Lemma 3 to the first and the second terms in (20), respectively, we then obtain

$$V(x_t) + \alpha V(x_t) \leq \chi^T(t)(\Pi_0 + \Pi_1 - \Pi_2 - \Pi_3)\chi(t).$$

It follows from (18) and (21) that $\chi(t)$ is exponentially stable if $\alpha$ is chosen such that $\chi(t) \leq V(\phi)e^{-\alpha t}$. This yields $||x(t, \phi)|| \leq \sqrt{V(\phi)}e^{-\alpha/2t}$. The proof is completed.

**Remark 7.** Note that the exponential transformation $\tilde{z}(t) = e^\sigma t x(t), \sigma > 0$, in general, is not applicable to access the exponential stability of system (17) because it leads to a system with time-varying coefficients. When $A_2 = 0$, using the aforementioned transformation, system (17) becomes

$$\dot{z}(t) = (A_0 + \sigma J_0)z(t) + e^{\gamma h}A_2z(t - h).$$

In many works found in the literature, in order to get estimates for system (17) (with $A_2 = 0$), it was transformed to (22) first and then asymptotic conditions for (23) were proposed. However, this approach usually produces conservatism in exponential stability conditions due to the fact that the exponential stability of (17) (with $A_2 = 0$) is just equivalent to the boundedness of (22) which is less restrictive than asymptotic stability. Differ from those, and as discussed in Section 2 in this paper, we here propose an improved approach used in exponential stability analysis for time-delay systems by employing our new weighted inequalities derived in Lemma 2 and Lemma 3 in this paper.

**B. Systems with interval time-varying delay**

Consider a class of linear systems with interval time-varying delay of the form

$$\begin{pmatrix}
\dot{x}(t) \\
x(t)
\end{pmatrix} =
\begin{pmatrix}
A & A_d(t - h(t)) \\
0 & \Phi(t)
\end{pmatrix}x(t)$$

where $A, A_d \in \mathbb{R}^{n \times n}$ are given constant matrices, $h(t)$ is a time-varying delay satisfying $0 \leq h_1 \leq h(t) \leq h_2$, where $h_1, h_2$ are known constants involving the upper and the lower bounds of time-varying delay.

Let $e_i = [0_{n \times (i-1)n} I_n 0_{n \times (7-i)n}]$, $i = 1, 2, \ldots, 7$. We denote $\mathcal{A} = A e_1 + A_d e_3$ and

$\chi_1(t) = \text{col}\{x(t), x(t - h_1), x(t - h_2), \int_{h_1-h_2}^{t-h_2} x(s)ds, \int_{h_1-h_2}^{t-h_2} \int_{h_1-h_2}^{t-h_1} x(s)ds, \int_{h_1-h_2}^{t-h_1} \int_{h_2-h_1}^{t-h_1} x(s)ds, \int_{h_1-h_2}^{t-h_1} \int_{h_2-h_1}^{t-h_1} \int_{h_1-h_2}^{t-h_1} x(s)ds, \int_{h_1-h_2}^{t-h_1} \int_{h_2-h_1}^{t-h_1} \int_{h_1-h_2}^{t-h_1} \int_{h_2-h_1}^{t-h_1} x(s)ds, \}$

$\Gamma(h) = \text{col}\{e_1, h_1 e_5, (h - h_1) e_6 + (h_2 - h) e_7\}$

$\Psi_0 = \text{col}\{A, e_1 - e_2, e_2 - e_4\}$

$\Psi_1 = \text{col}\{e_1 - e_2, h_1(e_1 - e_5)\}$

$\Psi_2 = \text{col}\{e_2 - e_3, e_3 - e_6, e_3 - 2e_6\}$

$\Psi_3 = \text{col}\{e_3 - e_4, e_3 + e_4 - 2e_7\}$

$\Delta = [\Psi_1^T \Psi_3^T]^T$

$\Omega_0(h) = \Omega(h)^T P \Omega(h) + \alpha \Omega(h)^T P \Psi_0$

$\Omega_1(h) = \Omega(h)^T \Psi_1^T(1 - \alpha h)\Omega_1$

$\Omega_2 = \Psi_2^T(\eta_0 \alpha h^2 R_1 + \eta_2 e^{\alpha h} R_2)\Lambda$

$\Omega_3 = \frac{\alpha h}{\gamma_1} (e_1 - e_2)^T \Omega_1(e_1 - e_2) + \frac{\alpha h}{\rho_0} \Omega_2 \gamma_0 = e^{\alpha h} - 1, \quad \gamma_1 = \eta_2 - \alpha h, \quad \Lambda_1 = [1 - \alpha \gamma_0/\gamma_1],$

$\eta_0 = \frac{\gamma_0}{\gamma_1} \left[2 - (\alpha h)^2 e^{\alpha h}\right], \quad h_{12} = h_2 - h_1$

**Theorem 2.** Assume that there exist symmetric positive definite matrices $P \in \mathbb{R}^{3n \times 3n}$, $Q_i \in \mathbb{R}^{n \times n}, i = 1, 2$, and $R_i \in \mathbb{R}^{2n \times 2n}$ such that the following LMIs hold for $h \in [h_1, h_2]$

$$\Pi = \begin{bmatrix} \hat{R}_2 & X \\ \ast & \ast \end{bmatrix} \geq 0,$$

$$\Omega(h) = \Omega_0(h) + \Omega_1 + \Omega_2 - \Omega_3 e^{-\alpha h} \Delta^T \Pi \Delta \leq 0,$$

where $\hat{R}_2 = \text{diag}\{R_2, 3R_2\}$. Then system (23) is exponentially stable with a convergence rate $\alpha/2$.

First, we need the following lemmas.

**Lemma 4.** If $\Omega(h_1) < 0$ and $\Omega(h_2) < 0$ then $\Omega(h) < 0$, $\forall h \in [h_1, h_2]$.

**Proof:** It is obvious that $\frac{d}{dh} \Omega(h) = 2\alpha \Gamma^T P \Gamma \geq 0$, where $\Gamma = [0_{7n \times 2n}(e_6 - e_7)^T]^T$. Therefore, $\Omega(h)$ is a convex quadratic function with respect to $h$. This completes the proof.

**Lemma 5 (Improved reciprocally convex combination [24]).**

For given symmetric positive definite matrices $R_1 \in \mathbb{R}^{n \times n}$, $R_2 \in \mathbb{R}^{m \times m}$, if there exists a matrix $X \in \mathbb{R}^{n \times m}$ such that

$$\begin{bmatrix} R_1 & X \\ X^T & R_2 \end{bmatrix} \geq 0,$$

holds for all $\delta \in (0, 1)$.

**Proof:** Inspired from [24], we now consider the following LKF

$$V(x_2) = \chi_2^T(t)P \chi_0(t) + \int_{h_1}^{t} e^{\alpha(s-t)}\tilde{x}^T(s)Q_1\tilde{x}(s)ds$$

$$+ \int_{h_2}^{t} e^{\alpha(s-t)}\tilde{x}^T(s)Q_2\tilde{x}(s)ds$$

$$+ \int_{h_1}^{t} e^{\alpha(u-h_1)}\tilde{x}^T(u)R_1\tilde{x}(u)du$$

$$+ \int_{h_2}^{t} e^{\alpha(u-h_2)}\tilde{x}^T(u)R_2\tilde{x}(u)du$$

(26)
Lemma 4 as follows:

It follows from (25) that \( V(x_1) \geq \lambda_{\min}(P)\|x(t)\|^2 \). In regard to the fact \( \chi_0(t) = G_0(h)\chi_1(t) \) and \( \frac{d}{dt}\chi_0(t) = G_1\chi_1(t) \), the derivative of (26) along trajectories of (23) gives

\[
\dot{V}(x_1) + \alpha V(x_1) = \chi_1^T(t) (\Omega_0(h) + \Omega_1 + \Omega_2) \chi_1(t)
\]

$$- h_1 \int_{t-h_1}^{t-h_2} e^{\alpha(s-t)} \dot{x}^T(s) R_1 \dot{x}(s) ds$$

$$- h_2 \int_{t-h_2}^{t-h_1} e^{\alpha(s+h_1-t)} \dot{x}^T(s) R_2 \dot{x}(s) ds.$$  

By Lemma 2 we have

$$- h_1 \int_{t}^{t-h_1} e^{\alpha(s-h_1)} \dot{x}^T(s) R_1 \dot{x}(s) ds$$

the second integral term of (27) can be bounded by (15) and Lemma 4 as follows

$$- h_1 \int_{t-h_1}^{t-h_2} e^{\alpha(s-h_1)} \dot{x}^T(s) R_1 \dot{x}(s) ds$$

it follows from (26) that

\[
\dot{V}(x_1) = \chi_1^T(t) (\Omega_0(h) + \Omega_1 + \Omega_2) \chi_1(t)
\]

$$- h_1 \int_{t-h_1}^{t} e^{\alpha(s-t)} \dot{x}^T(s) R_1 \dot{x}(s) ds$$

$$- h_2 \int_{t-h_2}^{t-h_1} e^{\alpha(s+h_1-t)} \dot{x}^T(s) R_2 \dot{x}(s) ds.$$  

which concludes the exponential stability of (23) with guaranteed decay rate \( \sigma = \alpha/2 \). The proof is completed.

Remark 8. When \( \alpha \) approaches zero, by Remark 5 and Theorem 2 we obtain the same asymptotic stability conditions for system (23) derived from improved Wirtinger’s inequality (24).

Corollary 1. System (23) is asymptotically stable for any delay \( h(t) \in [h_1, h_2] \) if there exist symmetric positive definite matrices \( P \in \mathbb{R}^{n \times n}, Q_i, R_i \in \mathbb{R}^{n \times n}, i = 1, 2 \), and a matrix \( X \in \mathbb{R}^{2n \times 2n} \) satisfying (24) and the following LMI holds for \( h(t) \in [h_1, h_2] \)

\[
\dot{\Omega}_0(h) + \Phi_1 - \Phi_2 - \Delta^T \Pi \Delta < 0,
\]

where

$$\dot{\Omega}_0(h) = \Upsilon(h)^T P \Upsilon_0 + \Upsilon_0^T P \Upsilon(h),$$

$$\Phi_1 = e_1^T Q_1 e_1 - e_2^T Q_2 e_2 + e_2^T Q_2 e_2 - e_1^T Q_2 e_1 + A^T (h_2^2 I + h_1^2 R_2) A,$$

$$\Phi_2 = \Upsilon_1^T \text{diag}(R_1, 3R_1) \Upsilon_1,$$

\( \Upsilon_4 = \text{col}(e_1 - 2e_2, e_1 + e_2 - 2e_5). \)

V. EXAMPLES

Example 1. Consider the following system (6), (24)

\[
\dot{x}(t) = \begin{bmatrix} 0.2 & 0.2 & 0.1 \end{bmatrix} x(t) + \begin{bmatrix} -1 & 0 & -1 \end{bmatrix} \int_{t-h}^{t} x(s) ds.
\]

An eigenvalue analysis (6) shows that (32) remains stable for a constant delay in the range \( h \in [0.2, 2.04] \). By the Wirtinger-based inequality approach, Theorem 6 in (6) and Theorem 1 in (22) guarantee the asymptotic stability of (32) for \( h \in [0.2, 1.877] \) and \( [0.2, 1.9504] \), respectively. In Theorem 1 we fix \( \alpha = 0.0002 \), it is found that (33) is feasible for \( h \in [0.2, 1.9778] \). This clearly shows a reduction of conservatism of Theorem 1.

Example 2. Consider system (17) with the matrices taken from the literature

\[
A_0 = \begin{bmatrix} 0 & 1 & 0 \\
-2 & 0 & 1 \\
0 & 1 & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \end{bmatrix}.
\]

It is surprising that, for this system, the exponential stability criteria proposed in (7)–(9), especially (19), are not feasible for any \( h > 0, \alpha > 0 \). By using the notations given in (4), we have \( M = A_0^T A + |A_1| = \begin{bmatrix} 0 & 1 & 0 \\
3 & 0 & 1 \\
0 & 0 & 0 \end{bmatrix} \). Thus, for any \( v = (v_1, v_2)^T \in \mathbb{R}^2, v_1 > 0, v_2 > 0, Mv = \begin{bmatrix} v_2 \\
3v_1 + v_2 \end{bmatrix} > 0 \).

This shows that the stability conditions proposed in (4) and (20) are not applicable to this system. Note also that, since \( R(e^{i\mu}(A_0 + A_1)) = 0.05 > 0 \), the delay-free system is unstable and the results to access exponential stability of this system are much more scarce. By employing the Wirtinger-based integral inequality, a significant improvement of the asymptotic stability conditions was provided in (6). To compare with our approach, we apply Theorem 6 in (6) to (22). The obtained results in Table 1 show that, thanks to our new weighted integral inequalities proposed in Lemma 2 and Lemma 3, Theorem 1 in this paper gives significantly better results. The simulation result presented in Figure 1 is taken with \( h = 1.6, \sigma = 0.045 \), incremental step \( s = 10^{-4} \) and initial condition \( \phi(t) = [2, -1, 0]^T \). It can be seen that the state trajectory \( z(t) = e^{\sigma t} x(t) \) is bounded, and thus,
is then in the form of (23) with
\[ Ky \]

the output and
\[ \sigma x \]
with control delay introduced in [25]. Consider an active quarter-car suspension system

\[ \begin{bmatrix} m_x & m_u & k_x & k_f; & C_x & C_t \end{bmatrix} \]

The following parameters are taken from [25].

| TABLE II QUARTER-CAR MODEL PARAMETERS |
|：|：|：|：|：|：|
| $m_c$ | $m_u$ | $k_x$ | $k_f$ | $C_x$ | $C_t$ |
| 97.3kg | 114kg | 42720N/m | 10115N/m | 1095N/m | 14.5N/m |

A static output feedback controller is proposed as $u(t) = Ky(t)$, where $K$ is the controller gain. The closed-loop system is then in the form of (23) with $A_d = BKC$. For illustrative purpose we consider $K = 1$. It is noted first that, in this case, the exponential stability criteria proposed in [41], [20] based on positive system approach also cannot access the exponential stability of the system. In [18], some integral equalities were used to overcome the conservative estimates. However, when manipulating the derivative of the Lyapunov-Krasovskii functional, all the integral terms were abandoned (see, Eq. (10) in [18]). This leads to the fact that the proposed conditions in [18] are very conservative. We apply the main theorem in [18] to this example, the obtained results for $h_1 = 1$ and various $h_2$ are listed in Table 3. In [14], exponential convergence rate of solutions was derived by estimating the maximal Lyapunov exponents. By Theorem 3 in [14], the exponential convergence rate $\sigma \in (0, \lambda^*)$, where $\lambda^*$ is the unique positive solution of equation $\lambda + 0.0087e^{h_2} = 0.2707$. We apply Theorem 2 in this paper for $h_1 = 1$ and various $h_2$. The obtained results are exposed in Table 3. Clearly a significant reduction of conservatism is delivered by Theorem 2. This shows the effectiveness of our approach. The simulation result presented in Figure 2 is taken with $h(t) = 1 + 5|\sin(t)|$, $\sigma = 0.2546$ and incremental step $s = 10^{-4}$ which illustrates our theoretical results.

![Fig. 1. Trajectory $z(t) = e^{0.045t}x(t)$ with $h = 1.6$.](image1.png)

**Example 3.** Consider an active quarter-car suspension system with control delay introduced in [25]

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t - h(t)), \\
y(t) &= Cx(t),
\end{align*}
\]

where $x(t) \in \mathbb{R}^4$ is the state, $u(t)$ is the control input, $y(t)$ is the output and

\[
A = \begin{bmatrix}
0 & 0 & 1 & -1 \\
0 & 0 & 0 & 1 \\
\frac{k_x}{m_x} & 0 & -\frac{c_x}{m_x} & \frac{c_x}{m_x} \\
\frac{k_f}{m_u} & 0 & \frac{c_x}{m_u} & -\frac{c_t}{m_u}
\end{bmatrix}, \\
B = \begin{bmatrix}
0 \\
0 \\
1 \\
1
\end{bmatrix}, \\
C = \begin{bmatrix}
1 \\
1 \\
0
\end{bmatrix}.
\]

The following parameters are taken from [25].

| TABLE II QUARTER-CAR MODEL PARAMETERS |
|：|：|：|：|：|：|
| $m_x$ | $m_u$ | $k_x$ | $k_f$ | $C_x$ | $C_t$ |
| 97.3kg | 114kg | 42720N/m | 10115N/m | 1095N/m | 14.5N/m |

**Example 4.** Consider system (23) with

\[
A = \begin{bmatrix}
0 & 1 \\
-10 & -1
\end{bmatrix}, \\
A_d = \begin{bmatrix}
0 & 0.1 \\
0.1 & 0.2
\end{bmatrix}.
\]

This example has been taken from [20]. The obtained results by Corollary 1 as listed in Table 4. These results again show the effectiveness of our approach in proposed in this paper.
criteria have been derived for some classes of time-delay systems, and a large improvement on the exponential convergence rate has been provided to show the potential of WIs systems in the framework of linear matrix inequalities. Numerous references have been provided to show the potential of WIs and a large improvement on the exponential convergence rate over the existing methods.

VI. CONCLUSION

In this paper, new weighted integral inequalities (WIs) have been proposed. By employing WIs, new exponential stability criteria have been derived for some classes of time-delay systems in the framework of linear matrix inequalities. Numerous examples have been provided to show the potential of WIs and a large improvement on the exponential convergence rate over the existing methods.
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