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Abstract—Molecular communication (MC) has attracted people’s attention due to its potential applications at the micro- to nano-scale. In MC, the transmission rate is usually very low due to the slow diffusion of information molecules and therefore multiple-input multiple-output (MIMO) system is introduced. However, severe interference occurs when the same types of information molecules are used at different transmission antennas. Up to now, most literature focuses on MIMO systems with symmetrical topology. In this paper, a molecular MIMO communication system with asymmetrical topology, where the number of transmission antennas is not equal to that of the reception antennas, is investigated. The zero-forcing (ZF) detection approach is proposed and discussed for three cases, i.e., the number of transmission antennas is smaller than, equal to and larger than the number of the reception antennas. Considering the inter-link interference (ILI) and the inter-symbol interference (ISI), the error probability of ZF detection is derived and comparisons are made with existing molecular MIMO detection method. Besides, the adaptive observation time for each reception antenna is derived for better performance. Numerical results show that ZF detection performs better than the existing molecular MIMO detection method when the ILI is large.

Index Terms—molecular communication, MIMO, asymmetric topology, signal detection, error performance.

I. INTRODUCTION

Molecular communication (MC) is a promising paradigm which is considered to be an alternative communication method for nanomachines, especially for the complicated nanonetworks [1]–[3]. Recently, it attracts great interests of researchers due to the biocompatibility and low energy consumption compared with traditional electromagnetic wireless communication [4]. There are many potential applications by using MC, such as drug delivery systems in the human body [5], [6], environmental preservation [7], artificial immune system [8] and cell-cell communication [9]. Usually, in diffusive MC, molecules are the information carrier, which spread slowly in the liquid or gaseous media. The slow diffusion significantly restricts the transmission rate [10] and multiple-input multiple-output (MIMO) systems are designed to solve this problem.

In the MC literature, the problem of MIMO communication has been widely discussed. MIMO technology was first introduced to MC in [11]. Specifically, transmit diversity and three receive diversity combining strategies were proposed. Moreover, spatial multiplexing with particular transmission pairs (e.g., reception antenna 1 receives the signal sent by transmission antenna 1, reception antenna 2 receives the signal sent by transmission antenna 2, etc.) over a \( M \times M \) MIMO system was considered and a better performance on throughput can be obtained. Spatial modulation techniques for molecular MIMO communication were further investigated in [12] and [13], and were expected to achieve better error performance when given the same symbol rate. In [14], novel index-based schemes are provided and are expected to combat inter-symbol interference (ISI) and interlink interference (ILI) efficiently. As for channel analysis, the authors in [15] proposed two channel estimations methods for \( M \times M \) molecular MIMO communication, i.e., maximum likelihood and least-squares estimation.

Unlike the \( M \times M \) systems, a \( 2 \times 2 \) molecular MIMO communication system with absorbing receiver antenna was considered in [16]–[18]. In [16] and [17], channel parameters were fitted according to the simulation data since hitting the two different reception spheres becomes dependent events. Four detection algorithms were introduced and the testbed for the considered MIMO system was shown. In [18], Alamouti-type coding and repetition MIMO coding were applied at the transmission side. At the receiver-side, selection diversity and equal-gain combination were used as combining strategies. For the channel impulse response (CIR), a trained artificial neural network was utilized to get the mean channel coefficients. Combined with the molecular motor communication channel, the authors in [19] investigated the performance and the throughput of a \( 2 \times 2 \) MIMO system.

Besides, machine learning methods were introduced to molecular MIMO communication system to solve some problems that are difficult to obtain theoretical solutions [20]–[22]. In [20] and [21], to expand the channel model from single-input single-output (SISO) to MIMO, artificial neural network (ANN) was trained to estimate the channel parameters after fitting the channel model parameters. In [22], an exact analytical framework for the MC system that relies on the perfect knowledge of the channel model was developed. By using ANN, receivers have similar performance to the theoretical derivation with the exact channel parameters, in terms of error probability.
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Most of those literature focuses on the system model with symmetrical topology, i.e., the number of the transmission antennas and the number of the reception antennas are equal. However, MIMO communication system with asymmetrical topology is an interesting scenario which makes the system design more flexible and has been widely discussed in traditional wireless communications. Besides, even if the standard of molecular MIMO communication is established, the molecular transceiver products from the same company or different companies may have different numbers of antennas. It is meaningful and efficient for these molecular transceivers with asymmetrical topology (with different number of antennas) to communicate with each other, no matter they are in the same communication network or heterogeneous networks. Moreover, when applying those detection methods for molecular MIMO communication system with symmetrical topology, information resources will not be fully utilized since some antennas are not used.

In this paper, signal detection and error performance of a molecular MIMO communication system with asymmetrical structure are investigated. We propose the zero-forcing (ZF) detection approach for the considered system with asymmetrical topology. In contrast to [11] and [17], we focus on communication systems with asymmetrical topology. And the signals from all of the reception antennas are used to demodulate transmitted signals, which means there are no certain pairs in our consideration. The major contributions in this paper include:

- The ZF detection approach, where detection is made based on the results after matrix processing, is introduced to eliminate ILI in the considered molecular MIMO communication system with asymmetrical topology. The mean and variance of ISI are derived.
- The peak concentration time of the superposition of CIRs for each reception antenna is derived and selected as an adaptive observation time. Both the fixed observation time and adaptive observation time are combined with the detection schemes to evaluate the performance.
- Considering both ILI and ISI, error performance of ZF detection is investigated and compared with existing molecular MIMO methods.

The rest of this paper is organized as follows. In Section II, the system model is introduced. Section III presents the ZF detection approach and the performance analysis without ISI is given in Section IV. In Section V, the mean and variance of ISI are provided. ILI as well as ISI are considered to evaluate the entire performance. Numerical results are provided in Section VI. Finally, Section VII concludes the paper.

II. SYSTEM MODEL

A molecular MIMO communication system with asymmetrical topology is shown in Fig. 1, where the transmitter employs $M$ transmission antennas and the receiver employs $N$ reception antennas. The transmitter and the receiver are assumed to be well synchronized [23], [24]. It is assumed that all the transmission antennas and reception antennas distribute on two parallel straight lines. The distance between the transmitter and the receiver is $d$ and the distance between the adjacent transmission antennas (antenna $i−1$ and antenna $i$) is denoted as $h_{i-1,i}$. Similarly, the distance between the adjacent reception antennas (antenna $j−1$ and antenna $j$) is denoted as $h_{R_{j−1,j}}$.

At the transmitter side, the transmitted information is split into $M$ streams that are then fed to the corresponding $M$ transmission antennas. Here we assume that the information bits are uniformly allocated to the transmission antennas in sequence. Fig. 2 illustrates the process of turning a transmitted bit sequence into bit streams. For the transmission of each bit stream at an individual transmission antenna, On-Off Keying (OOK) modulation is employed, which means $Q$ molecules are released for sending “1” while no molecules are released for sending “0”. At the beginning of each symbol interval, the $M$ transmission antennas release $Q$ or 0 molecules simultaneously according to the bits they send. Once emitted, the information molecules move in the media through free diffusion with diffusion coefficient $D$, which can be described by Fick’s second law. In the biological world, oxygen, carbon dioxide and benzene molecules can pass through the cell membrane by passive transport [25, Chapter 2]. Moreover, in [26], planar laser induced fluorescence and high-speed cameras are used to obtain the information strength at the reception side without influencing the propagation of molecules. So in this paper, we assume that all the reception antennas have spherical shapes with radius $r$ and are considered as “passive” antennas which can count the number of the molecules without influencing the motion of them [27]–[30]. Thus, the CIR, i.e., the probability of observing molecule in the $j$th reception antenna of the receiver in response to one molecule’s input from the $i$th transmission antenna can be given by [28]

$$h_{ij}(t) = \frac{V_R}{(4\pi Dt)^{\frac{3}{2}}} \exp \left(-\frac{d_{ij}^2}{4Dt}\right),$$  \hspace{1cm} (1)$$

where $d_{ij}$ is the distance between the $i$th transmission antenna and the $j$th reception antenna, $V_R$ is the volume of the
reception antenna.

It should be noted that each molecular emission at the transmission antenna can cause responses at all of the reception antennas. Therefore, in the kth symbol, the received molecular number at the jth reception antenna \( r_j(k, t_s) \), abbreviated as \( r_j(k) \), at time \( t_s \) after the beginning of the symbol in response of the transmitted symbols from all transmission antennas, can be written as

\[
 r_j(k) = n_j(k) = \sum_{i=1}^{M} s_i(k) h_{ij}(t_s) + n_j(k), \tag{2}
\]

where \( s_i(k) \) is the transmitted symbol from ith transmission antenna and equals to \( Q \) or 0, \( n_j(k) \) is the corresponding noise at the reception antenna. Noise molecules could come from all transmitters not considered in model or some other external sources. Its number can be modelled as a Poisson random variable with mean \( \mu_n \) [31], which can be approximated as a Gaussian random variable when the number of molecules is large enough, e.g., larger than 100. In addition, to avoid severe interference between two MC systems, or between the considered MC system and the external noise sources, they will be separated for a long distance when the same information molecules are used. Therefore we assume the distance between the external noise sources and the considered communication system is large enough and thus the noises at the \( N \) reception antennas are relatively stationary and have the same mean. In this paper, \( n_j(k) \) can be expressed as [32]

\[
 n_j(k) \sim \mathcal{N}(\mu_n, \sigma_n^2), \tag{3}
\]

where \( \sigma_n^2 = \mu_n \) is the variance of the noise and \( \mathcal{N} \) denotes the normal distribution.

The length of the transmitted bit sequence is assumed to be \( qM \), and \( M \) parallel transmissions are exploited, each transmitting \( q \) bits. Meanwhile, the long tail of the CIR in (1) brings a non-neglectable influence in the following time slots. In other words, the ISI occurs. Then we write all the transmissions in the channel in matrix format as

\[
 R = HS + ISI + N, \tag{4}
\]

where \( R \), \( H \), \( S \) and \( ISI \) are the received signal matrix, the channel matrix, the transmitted signal matrix, the noise matrix and the ISI matrix, respectively. They can be expressed as

\[
 R = \begin{bmatrix}
 r_1(1) & r_1(2) & \cdots & r_1(q) \\
 r_2(1) & r_2(2) & \cdots & r_2(q) \\
 \vdots & \vdots & \ddots & \vdots \\
 r_N(1) & r_N(2) & \cdots & r_N(q)
 \end{bmatrix}, \tag{5}
\]

\[
 H = \begin{bmatrix}
 h_{11}(t_s) & h_{12}(t_s) & \cdots & h_{1M}(t_s) \\
 h_{21}(t_s) & h_{22}(t_s) & \cdots & h_{2M}(t_s) \\
 \vdots & \vdots & \ddots & \vdots \\
 h_{1N}(t_s) & h_{2N}(t_s) & \cdots & h_{MN}(t_s)
 \end{bmatrix}, \tag{6}
\]

\[
 S = \begin{bmatrix}
 s_1(1) & s_1(2) & \cdots & s_1(q) \\
 s_2(1) & s_2(2) & \cdots & s_2(q) \\
 \vdots & \vdots & \ddots & \vdots \\
 s_M(1) & s_M(2) & \cdots & s_M(q)
 \end{bmatrix}, \tag{7}
\]

\[
 N = \begin{bmatrix}
 n_1(1) & n_1(2) & \cdots & n_1(q) \\
 n_2(1) & n_2(2) & \cdots & n_2(q) \\
 \vdots & \vdots & \ddots & \vdots \\
 n_N(1) & n_N(2) & \cdots & n_N(q)
 \end{bmatrix}, \tag{8}
\]

\[
 ISI = \begin{bmatrix}
 ISI_1(1) & ISI_1(2) & \cdots & ISI_1(q) \\
 ISI_2(1) & ISI_2(2) & \cdots & ISI_2(q) \\
 \vdots & \vdots & \ddots & \vdots \\
 ISI_N(1) & ISI_N(2) & \cdots & ISI_N(q)
 \end{bmatrix}. \tag{9}
\]

The ISI component at reception antenna \( j \) in the \( z \)th time slot can be expressed as

\[
 ISI_j(z) = \sum_{k=1}^{M} s_i(k) h_{ij}(t_s + kT), \tag{10}
\]

where \( s_i(k) = “0” \) or “\( Q \)” is the element in matrix \( S \) and \( T \) is the symbol duration.

It can be seen from (2) that the signal at the reception antenna contains the summation of all \( M \) components from the transmission antennas. Thus, ILI exists. In the next section, a signal detection scheme is proposed to eliminate the ILI and realize detection with low error probability.

III. PROPOSED SIGNAL DETECTION SCHEME

In this section, the ZF detection approach for molecular MIMO system with asymmetrical topology is proposed. We focus on the elimination of the influence of the ILI by matrix operations in ZF detection and temporarily ignore ISI in (10) by supposing a large symbol duration \( T \). The consideration of both ILI and ISI will be investigated in Section V. In this section, three cases, i.e., \( M < N, M = N \) and \( M > N \) are discussed.
A. Case 1: $M < N$

In this subsection, the case where the number of transmission antennas is smaller than the reception antennas is discussed.

Note that each row in channel matrix $\mathbf{H}$ represents the CIRs for one certain reception antenna. Meanwhile, different positions of the transmission antennas ensures that there will not be two same columns or two columns have linear relationship in matrix $\mathbf{H}$. In other words, $\mathbf{H}$ has independent columns. So matrix $\mathbf{H}$ has row full rank which is

\[\text{rank}(\mathbf{H}) = M.\]  

(11)

The ILI is reduced by premultiplying the received signal matrix $\mathbf{R}$ by the Moore-Penrose pseudo inverse [33] of the channel matrix $\mathbf{H}$ as

\[\tilde{\mathbf{R}} = \mathbf{H}^* \mathbf{R},\]  

(12)

where $\mathbf{H}^*$ denotes the Moore-Penrose pseudo inverse of the channel matrix and is defined as

\[\mathbf{H}^* \triangleq (\mathbf{H}^\dagger \mathbf{H})^{-1} \mathbf{H}^\dagger\]  

(13)

when the matrix has linear independent columns, and $\mathbf{H}^\dagger$ denotes the Hermitian transpose of $\mathbf{H}$. Since each element in the channel matrix in (6) has no complex component, i.e., $\mathbf{H}$ is a real matrix, the Hermitian transpose is equivalent to the transpose of one matrix [34]. So we rewrite (13) as

\[\mathbf{H}^* \triangleq (\mathbf{H}^\dagger)^{-1} \mathbf{H}^\dagger,\]  

(14)

where $\mathbf{H}^\dagger$ denotes the transpose of $\mathbf{H}$.

The effectiveness of this approach in reducing ILI can be seen by substituting (14) into (12), which results in

\[\tilde{\mathbf{R}} = (\mathbf{H}^\dagger)^{-1} \mathbf{H}^\dagger \mathbf{R}\]
\[= (\mathbf{H}^\dagger)^{-1} \mathbf{H}^\dagger (\mathbf{H} \mathbf{S} + \mathbf{N})\]
\[= (\mathbf{H}^\dagger)^{-1} (\mathbf{H}^\dagger \mathbf{H})^{-1} \mathbf{H}^\dagger \mathbf{N}\]
\[= \mathbf{S} + (\mathbf{H}^\dagger)^{-1} \mathbf{H}^\dagger \mathbf{N}\]
\[= \mathbf{S} + \tilde{\mathbf{N}},\]

where matrix $\tilde{\mathbf{R}}$ is composed of the initial signal component $\mathbf{S}$ without ILI and the transformed noise matrix $\tilde{\mathbf{N}}$. $\mathbf{R}$, as well as $\tilde{\mathbf{N}}$, are both $M \times q$ matrices, with the same dimension as $\mathbf{S}$, but different from $\mathbf{R}$. The $k$th column in matrix $\tilde{\mathbf{R}}$ represents the signal before making a decision in the $k$th symbol interval, which can be expressed as

\[\tilde{r}(k) = \mathbf{s}(k) + \tilde{n}(k),\]  

(16)

where $\tilde{\mathbf{s}}(k)$ and $\tilde{\mathbf{n}}(k)$ are the $k$th column in $\mathbf{S}$ and $\tilde{\mathbf{N}}$, respectively. Also note that both $\tilde{\mathbf{r}}(k)$ and $\tilde{n}(k)$ are $M \times 1$ vectors where $M$ is the number of transmission antennas. If we pay attention to the detection for one certain symbol at the $i$th transmission antenna, i.e., the $i$th element in $\tilde{\mathbf{r}}(k)$, which denoted by $\tilde{r}_i(k)$, it can be expressed as

\[\tilde{r}_i(k) = s_i(k) + \tilde{n}_i(k), \quad i \in \{1, \ldots, M\},\]  

(17)

where $\tilde{n}_i(k)$ are the $i$th element in $\tilde{\mathbf{n}}(k)$.

**Theorem 1**: The $i$th element in the transformed noise vector, denoted by $\tilde{n}_i(k)$, has a Gaussian distribution.

**Proof 1**: The transformed noise matrix $\tilde{\mathbf{N}}$ in (15) is generated by premultiplying the noise matrix $\mathbf{N}$ by $\mathbf{H}^*$, a $M \times N$ matrix. If we denote the element in the $i$th row and $j$th column of the pseudo inverse matrix $\mathbf{H}^*$ as $h^*_{ij}$, then $\tilde{n}_i(k)$ can be expressed as the summation of the $k$th column of $\mathbf{N}$ in (8) with weight from the $i$th row of $\mathbf{H}^*$, which can be expressed as

\[\tilde{n}_i(k) = \sum_{j=1}^{N} h^*_{ij} n_j(k),\]  

(18)

where $n_j(k)$ has a Gaussian distribution as mentioned in (3). Once the topology of the molecular MIMO system and observation time are determined, the CIRs are determined. Thus, each element in $\mathbf{H}^*$ is determined. Besides, based on the independent Brownian movement of molecules in the medium, the noise is independent at each reception antenna [32]. So $\tilde{n}_i(k)$ can be seen as a weighted summation of $N$ independent Gaussian variables and therefore follows a Gaussian distribution. The mean and variance of $\tilde{n}_i(k)$ can be expressed as

\[E(\tilde{n}_i(k)) = \sum_{j=1}^{N} h^*_{ij} \mu_n,\]  

(19)

\[D(\tilde{n}_i(k)) = \sum_{j=1}^{N} h^*_{ij}^2 \sigma_n^2.\]  

(20)

It can be seen from (20) that the ZF method enhances the noise. But on the other hand, the enhancement is finite and depends on the elements in $\mathbf{H}^*$, which are directly related to the CIRs in $\mathbf{H}$. Thus, when channel parameters are determined, stronger signal strength (the number of molecules when transmitting “1”) can effectively combat with the noise enhancement to achieve a better error performance.

As shown in (17), the detected signal $\tilde{r}_i(k)$ fluctuates over the transmitted signal $s_i(k)$ due to the influence of $\tilde{n}_i(k)$. And since $s_i(k)$ may have two values, i.e., 0 and $Q$, which are corresponding to the transmitted signal, the detection process turns into figuring out the value of $s_i(k)$ under the interference of a Gaussian noise, which makes the detection easily achieved by a simple threshold detector.

B. Case 2: $M = N$

In this subsection, the case when the number of transmission antennas and the reception antennas are equal, is investigated. The channel matrix $\mathbf{H}$ then turns into a square matrix and has full rank as

\[\text{rank}(\mathbf{H}) = M = N.\]  

(21)

So the Moore-Penrose pseudo inverse of the channel matrix turns to be the inverse of it. The ZF detection in this case can be seen as a special case of Case 1 and the ILI can be eliminated similarly.

Meanwhile, the detection method in [11] where pairs are assumed to transmitting and receiving signals, can also be applied in this case, which we called detection with transmission pairs in the following. The error probability of this method will be introduced in Section IV.
C. Case 3: \( M > N \)

In this subsection, we consider the case where the number of transmission antennas is larger than that of the reception antennas. Obviously, the transmission antennas and the reception antennas cannot constitute pairs in this case. So we discuss the ZF detection in this case. 

In this case, although the channel matrix is still a \( N \times M \) matrix, it has row full rank (column full rank in Case 1 ) since \( M > N \) as 
\[
\text{rank}(H) = N.
\]
Its pseudo inverse becomes 
\[
H^+ = H^H(HH^H)^{-1}.
\]
Similarly, since no complex component exists in (23), the Hermitian transpose is equivalent to the transpose of it. So we rewrite it as 
\[
H^+ = H^T(H^TH)^{-1}.
\]
So if we apply the ZF detection in this case, i.e, premultiplying the received signal matrix by the Moore-Penrose pseudo inverse of the channel matrix \( H \) as 
\[
\tilde{R} = H^T R = H^T(H^TH)^{-1}R = H^T(H^TH)^{-1}HS + H^T(H^TH)^{-1}N.
\]

We can no longer obtain the initial signal matrix component, i.e., the ZF detection cannot be used to obtain the original transmitted signal matrix for the case \( M > N \).

Intuitively, the number of transmission bit streams is larger than the reception streams, which indicates \( M \) variables ( \( M \) transmitted bit symbols) need to be solved by \( N \) equations (equations between the input signals and output signals) and the unique solution cannot be obtained. In other words, the signal at the receiver cannot be demodulated successfully using ZF detection. However, if high transmission rate is not pursued, this case can be widely used in spatial diversity scenario, where multiple copies of one data stream are transmitted at a number of antennas and various received responses of the data are exploited to improve the reliability of transmission. Spacetime block codes, such as Alamouti codes \([35]\) and linear dispersion codes \([36]\) are widely used. Alamouti codes have been introduced to MC in \([18]\) and some other diversity techniques still worth investigation.

D. Decision Rules and Adaptive Sampling Time

The expectations when transmitting “0” and “1” are denoted by \( \mu_0 \) and \( \mu_1 \), respectively. They have the following expressions 
\[
\mu_0 = E(\tilde{n}_i(k)), \quad \mu_1 = Q + E(\tilde{n}_i(k)).
\]
The threshold \( \xi^* \) can be calculated by \([37, \text{Fig. 3}] \)
\[
\xi^* = \arg\min_{\xi} \left[ P(1|0) + P(0|1) \right], \quad \xi \in [0, +\infty],
\]
where \( \xi \) are all the possible threshold we can choose, \( P(1|0) \) and \( P(0|1) \) are the error probabilities when transmitting “0” and “1”, respectively.

Thus, the corresponding decision rule can be written as 
\[
s_i(k) = \begin{cases} 
0 & \tilde{r}_i(k) \leq \xi^*, \\
Q & \tilde{r}_i(k) > \xi^*. 
\end{cases}
\]
Under the condition that the parameters of the molecular MIMO communication system are determined, the whole detection process can be divided into three steps, i.e., calculating the elements in channel matrix \( H \) by (1), obtaining \( R \) by premultiplying \( R \) with the pseudo inverse of channel matrix, and making a decision for each element \( \tilde{r}_i(k) \).

Besides, we are interested in the selection of the observation time \( t_s \). In Section II, we assume an identical observation time for each reception antenna, i.e., the observation time for different CIRs in matrix \( H \) in (6) is \( t_s \). Since all the received signals are used to demodulate the transmitted information, we expect each CIR in matrix \( H \) to be as large as possible. However, this cannot be achieved by an identical observation time. Considering that the observation time for CIRs of the same reception antenna should be the same, i.e., only one observation time can be exploited for one certain reception antenna, we choose the peak time which satisfies the maximum value of the superposition of CIRs at each reception antenna. 

Fig. 3 shows the CIRs with distance \( d \) is 50 \( \mu \text{m}^2/\text{s} \).
and the superposition of them. It can be observed that for smaller initial distance \( d \), the peak time is smaller but the peak concentration is larger. However, the superposition of the CIRs has only one peak, which can be chosen to obtain a higher signal to noise ratio (SNR) against the noise defined in (3).

Assuming there are \( z \) CIRs with different distances \( d_1, d_2, \ldots, d_z \), respectively, then the superposition of the CIRs has the following expression

\[
CIR_{\text{sum}} = \sum_{i=1}^{z} \frac{1}{(4\pi D t)^{\frac{3}{2}}} \exp \left( -\frac{d_i^2}{4Dt} \right).
\]  

(30)

To find the extreme point of \( CIR_{\text{sum}} \), we take derivative of (30) with respect to \( t \) as

\[
\frac{d}{dt} CIR_{\text{sum}} = \sum_{i=1}^{z} \frac{1}{(4\pi D t)^{\frac{3}{2}}} \exp \left( -\frac{d_i^2}{4Dt} \right) \left( -\frac{3}{2} + \frac{d_i^2}{4Dt} \right).
\]  

(31)

The peak time of the superposition of the CIRs can be obtained as

\[
t_{\text{peak}} = \arg \min_t \left| \sum_{i=1}^{z} \exp \left( -\frac{d_i^2}{4Dt} \right) \left( -\frac{3}{2} + \frac{d_i^2}{4Dt} \right) \right|.
\]  

(32)

The Newton-Raphson method [38] is considered to be capable to obtain accurate approximation for the root of a real-valued function and can be applied to obtain \( t_{\text{peak}} \) in (32) numerically.

It should be noted that \( t_{\text{peak}} \) is determined once the topology is determined but has different values at different reception antennas. Both the fixed observation time \( t_s \) and the adaptive observation time \( t_{\text{peak}} \) in (32) are utilized to analyze the error performance.

IV. ERROR PERFORMANCE WITHOUT ISI

In this section, the error probability of the ZF detection approach is derived. In addition, the error performance of the proposed approach is compared with the detection scheme with transmission pairs in [11].

A. Error Performance of ZF Detection

For the detection with Gaussian noise, the error probability can be expressed as

\[
P_e = p_1 P(0|1) + (1 - p_1) P(1|0)
\]

\[
= p_1 \int_{-\infty}^{\xi^*} \frac{1}{2\pi\sigma} \exp \left( -\frac{(x - \mu_1)^2}{2\sigma^2} \right) dx
\]

\[
+ (1 - p_1) \int_{\xi^*}^{+\infty} \frac{1}{2\pi\sigma} \exp \left( -\frac{(x - \mu_0)^2}{2\sigma^2} \right) dx
\]  

(33)

where \( p_1 \) is the probability of transmitting symbol “1”, \( \sigma \) is the standard deviation of the Gaussian noise and \( Q(\cdot) \) denotes the Q-function.

By substituting \( \sigma \) in (33) by the square root of \( D(\bar{t}_i(k)) \) in (20), the error probability for the \( k \)th symbol at the \( i \)th transmission antenna, denoted by \( P_{e,ki} \), can be obtained. The average error probability \( P_e \) of the whole MIMO system can be obtained by taking average on all the transmitted symbols

\[
P_e = \frac{1}{qM} \sum_{k=1}^{q} \sum_{i=1}^{M} P_{e,ki}.
\]  

(34)

B. Error Performance of Detection with Transmission Pairs

In [11] and [16], a molecular MIMO communication system where transmission antennas and reception antennas form into several transmission pairs, is investigated. In this case, the \( j \)th reception antenna is used to demodulate the signal from the \( j \)th transmission antenna and signals from the other transmission antenna act as the ILI. The received signal at the \( j \)th antenna in \( k \)th symbol interval can be written as [11]

\[
r_j(k) = s_j(k) h_{jj}(t_s) + \sum_{i=1,i\neq j}^{M} s_i(k) h_{ij}(t_s) + n_j(k),
\]  

(35)

where \( s_j(k) \) and \( s_i(k) \) are \( Q \) or 0 corresponding to the bit transmitted in the \( k \)th symbol interval.

The mean when transmitting bit “0” or “1” can be obtained by substituting \( s_j(k) \) by “0” or “Q” and averaging the influences of ILI and noise, which have the following expressions

\[
\mu_0 = \mu_n + \sum_{i=1,i\neq j}^{M} p_1 Q h_{ij}(t_s),
\]  

(36)

\[
\mu_1 = Q h_{jj}(t_s) + \mu'_0.
\]  

(37)

The corresponding variance is therefore

\[
\sigma^2_0 = \sigma^2_\text{ILI} = \sigma^2_\text{\text{Q}} = \sigma^2 + \sum_{i=1,i\neq j}^{M} (p_1 - p_0^2) Q^2 h_{ij}^2(t_s).
\]  

(38)

Then error probability with transmission pairs can be expressed as

\[
P'_{e,j} = p_1 Q \left( \frac{\mu_1 - \xi_p}{\sigma_p} \right) + (1 - p_1) Q \left( \frac{\xi_p - \mu'_0}{\sigma_p} \right).
\]  

(39)

where \( \xi_p \) can be obtained by substituting \( \mu_0 \) and \( \mu_1 \) in (28) by \( \mu'_0 \) and \( \mu'_1 \), respectively.

Similarly, we take the average error probability \( P'_{e} \) into consideration, which can be express as

\[
P'_{e} = \frac{1}{M} \sum_{j=1}^{M} P'_{e,j}.
\]  

(40)

Theorem 2: The error probability of detection with transmission pairs approaches a constant when \( Q \) goes to infinity, which means better error performance cannot be achieved by only increasing the number of molecules when transmitting “1”.

---

It should be noted that

\[
\cdot
\]
Proof 2:

\[
\lim_{Q \to \infty} P_e' = \lim_{Q \to \infty} \frac{1}{M} \sum_{j=1}^{M} p_1 Q \left( \frac{Q h_{jj}(t_s)}{2 \sigma_p} \right) + (1 - p_1) Q \left( \frac{Q h_{jj}(t_s)}{2 \sigma_p} \right)
\]

\[
= \lim_{Q \to \infty} \frac{1}{M} \sum_{j=1}^{M} Q \left( \frac{Q h_{jj}(t_s)}{2 \sqrt{\sum_{i=1,i\neq j}^{M} p_1 (1 - p_1) Q^2 h_{ij}^2(t_s)}} \right)
\]

\[
= \frac{1}{M} \sum_{j=1}^{M} Q \left( \frac{h_{jj}(t_s)}{2 \sqrt{\sum_{i=1,i\neq j}^{M} p_1 (1 - p_1) h_{ij}^2(t_s)}} \right).
\]  \hspace{1cm} (41)

where equality (a) is hold because \( \sigma_n^2 \) is negligible compared with \( \sum_{i=1,i\neq j}^{M} p_1 (1 - p_1) Q^2 h_{ij}^2(t_s) \), \( h_{jj}(t_s) \) as well as \( h_{ij}(t_s) \) are constant when the channel parameters are determined and thus \( P_e' \) approaches a constant when \( Q \) goes to infinity. \( \blacksquare \)

V. ERROR PERFORMANCE WITH ISI

In this section, both ILI and ISI are taken into account to investigate the entire performance of the considered molecular MIMO communication system. As described in Section III, ZF detection can effectively eliminate ILI. Therefore in this section, we analyze both ISI and ILI based on ZF detection. Due to the uncertainty of the transmitted bit sequence, the ISI at each reception antenna at a certain observation time is characterized as a random variable. The mean and variance of ISI are derived and combined with ZF detection to analyze the error performance.

A. Mean of ISI

As mentioned in section II, the transmitted information is split into \( M \) streams and then fed to the transmission antennas, which makes the bit sequence transmitted at each transmission antenna quite random. The number of molecules transmitted at the \( i \)th transmission antenna in the \( k \)th symbol slot obeys the binomial distribution which is \( s_i(k) \sim B(Q, p_1) \),

\[ s_i(k) \sim B(Q, p_1), \]  \hspace{1cm} (42)

where \( B \) denotes the binomial distribution. Then the mean of the ISI component can be calculated by take an average over all previous symbols, which can be expressed as

\[
E(ISI_j(z)) = E \left( \sum_{k=1}^{z-1} \sum_{i=1}^{M} s_i(k) h_{ij}(t_s - kT) \right)
\]

\[
= \sum_{k=1}^{z-1} \sum_{i=1}^{M} E(s_i(k)) h_{ij}(t_s - kT)
\]

\[
= \sum_{k=1}^{z-1} \sum_{i=1}^{M} p_1 Q h_{ij}(t_s - kT).
\]  \hspace{1cm} (43)

B. Variance of ISI

For the considered molecular MIMO communication system, the ISI is a stochastic variable and brings uncertainty to the received signal. In other words, it introduces additional variance to the detection process. It should be noted that \( s_i(k) \) for different \( i \) and \( k \) are independent because the transmitted bits are independent. Thus, the total variance of the ISI is the superposition of the ISI caused by each previous symbol and can be expressed as

\[
D(ISI_j(z)) = D \left( \sum_{k=1}^{z-1} \sum_{i=1}^{M} s_i(k) h_{ij}(t_s - kT) \right)
\]

\[
= \sum_{k=1}^{z-1} \sum_{i=1}^{M} D(s_i(k)) h_{ij}^2(t_s - kT)
\]

\[
= \sum_{k=1}^{z-1} \sum_{i=1}^{M} p_1 (1 - p_1) Q^2 h_{ij}^2(t_s - kT).
\]  \hspace{1cm} (44)

In addition, the ISI component is directly related to signal transmitted in the previous \( z - 1 \) time slots, but does not have relationship with the signal transmitted in the current time slot, which ensures independence between them. So the total variance for the detection is the summation of the variance of the signal in the current symbol duration and the variance of ISI.

For both detection schemes, ISI undergoes the same process as the external noise. Thus, the variance of the ISI can be combined with the variance caused by the noise and seen as an effective noise with an effective variance

\[
\sigma_{eff}^2 = \sigma_n^2 + \sigma_{ISI}^2,
\]  \hspace{1cm} (45)

where \( \sigma_{eff}^2 \) and \( \sigma_{ISI}^2 \) are the effective variance and variance of ISI, respectively.

By substituting the effective noise variance \( \sigma_{eff}^2 \) for the noise variance \( \sigma_n^2 \) and setting new threshold considering the mean of ISI, the error probability with ISI can be obtained.

VI. NUMERICAL RESULTS

In this section, numerical results are presented to analyze the error performance of the proposed ZF detection. Error performances with or without ISI are investigated, respectively. For simplicity, we perform the numerical analysis on a 2 × 4 MIMO system or 2 × 2 MIMO system (reception antenna 2 and 3 are utilized), where the error performances of transmission antenna 1 and 2 are the same due to their symmetrical locations with respect to the receiver, as shown in Fig. 4. In this case, the average error probability of the whole system is the same as the error probability of either antenna. For all the

| Parameter | Value |
|-----------|-------|
| D        | 50 μm²/s |
| t_s      | 0.5 s   |
| d        | 8 μm    |
| h        | 6 μm    |
| r        | 2 μm    |
| p_1      | 0.5     |
| T        | 1 s     |
Fig. 4. The $2 \times 4$ molecular MIMO system in our numerical analysis.

numerical results, we choose the default parameters in Table I, unless mentioned otherwise. Most parameters come from [17], such as the diffusion coefficient $D$, noise variance $\sigma_n^2$, radius of reception antenna $r$, probability of sending bit “1” $p_1$, and symbol duration $T$. $d$ and $h$ are also on the same order of magnitude as [17].

A. Error Performance without ISI

In this subsection, the error performance of both detection schemes without ISI is analyzed. Specially, the lower bound of detection scheme with transmission pairs is introduced. $t_s$ and $t_{\text{peak}}$ are chosen as the observation time for both detection schemes to make a comparison. For detection with transmission pairs, $t_{\text{peak}}$ is chosen as the peak time of the CIR between transmission pairs, since we are expected to get the strongest signal strength without consideration of the ILI. In Fig. 5, the error probabilities of the ZF detection and the detection with transmission pairs are compared. The $2 \times 2$ MIMO system is a subsystem of $2 \times 4$ MIMO system where channel matrix $H$ becomes $2 \times 2$ matrix. We observe that for all the curves, error probability decreases with the increase of $Q$. This is because larger $Q$ means larger signal strength as well as larger SNR. We also notice that for ZF detection, $2 \times 4$ MIMO system performs better than $2 \times 2$ MIMO system. This is because more reception antennas are used and more information can be utilized to make a more accurate decision. Moreover, for $2 \times 2$ MIMO system, the proposed ZF detection approach has better performance than the detection with transmission pairs when $Q$ is larger than $2 \times 10^4$. This is due to the fact that the increase of $Q$ leads to the increase of variance of ILI in (38) for detection with transmission pairs, but has no influence on the variance of the noise for ZF detection in (20). We also notice that the choice of $t_{\text{peak}}$ for different reception antennas leads to a better performance compared with an identical observation time $t_s$. This is due to the fact that signal strength is the strongest at all reception antennas, by choosing an adaptive observation time instead of an identical observation time. Stronger signal against the same noise results in a larger SNR and finally brings a better error performance. Considering an identical observation time, the

Fig. 5. Error performance of the detection approaches. The reception antennas in the $2 \times 2$ MIMO system are reception antenna 2 and 3 in Fig. 4.

Fig. 6. Error performance and analytical lower bounds of detections with transmission pairs.

(a) Performance with identical observation time $t_s$.

(b) Performance with adaptive observation time $t_{\text{peak}}$. 
error probabilities for the detection scheme with transmission pairs with $h = \{6, 8, 10\}$ $\mu$m is shown in Fig. 6(a). It validates Theorem 2 and shows there is a lower bound of the error probability when $Q$ becomes larger. We also notice that the lower bound is larger with smaller $h$. This is due to the fact that the ILI becomes larger when $h$ decreases, and therefore the variance caused by the ILI increases. Fig. 6(b) shows the error performance with adaptive observation time $t_{\text{peak}}$. A similar property can be observed compared with Fig. 6(a) but a smaller lower bound can be achieved for all the three cases. This is because the larger signal strength brought by adaptive observation time facilitates the detection with the same noise variance.

Fig. 7 shows the error probability of the ZF detection for $2 \times 4$ MIMO system with $d = \{6, 8, 10\}$ $\mu$m. It can be observed that better performance can be obtained with smaller $d$. This is because the CIR becomes larger when $d$ decreases, which results in the decrease of $h_{ij}^2$ in (20) and therefore the decrease of the variance. Smaller variance makes it easier to distinguish “0” and “1” and thus makes the decision more accurate. It can also be seen that the error probability decreases with the increase of $Q$ with no lower bound compared with the detection with transmission pairs in Fig. 6. This is because the variance of the noise in (20) is constant when the elements in $H$ is determined and has no relationship with $Q$. As a result, the error probability decreases continuously with the increase of $Q$. Besides, the results show the error probability is almost the same for large $d$ (e.g., 10 $\mu$m here), i.e., error performance cannot be enhanced significantly in this case. Therefore, for molecular MIMO communication systems with large horizontal distance $d$, there is no need to design the adaptive observation time for each reception antenna. For small $d$, we can make a tradeoff between the error performance and the complexity taken by employing the adaptive observation time.

Fig. 7. Error performance of ZF detection.

B. Error Performance with ISI

In this subsection, by regarding ISI as an effective noise, the error performance with ISI is investigated.

In Fig. 8, the error performance of ZF detection with ISI is shown with $Q = \{10000, 20000, 30000\}$. It can be observed that the error probability tends to be stable with the increase of time slot index, this is because the variance taken by ISI has minor changes when the time slot index becomes larger, since the influence of the first several symbols becomes negligible. We also notice that larger $Q$ brings better performance for the symbol in the same time slot. This is because larger $Q$ makes it easier to distinguish symbol “0” and “1” under the same interference.

The influence of symbol duration on the error performance is shown in Fig. 9. It can be seen that the error probability decreases with the increase of $T$. Moreover, the error probability tends to be stable when $T$ is larger (i.e., about 7 s here). This is due to the fact that ISI is smaller with larger symbol duration and can be neglected when the symbol duration becomes large enough, as been supposed in Section IV. We also notice that the error probability when $T$ is large enough is approximate to the error probability in the first time slot in Fig. 8. This is because there is no ISI in the first symbol duration in Fig. 8 and ISI is extremely small for large $T$ in Fig. 9.

Compared with Fig. 7, the error probabilities in Fig. 8 and Fig. 9 seem much larger. This is because ISI is negligible by assuming large symbol duration $T$, or some other cases where ISI mitigation strategies are applied in Fig. 7. And the smallest error curve occurs with $d = 6$ $\mu$m and observation time $t_{\text{peak}}$. But in Fig. 8 and Fig. 9, the identical observation time $t_s = 0.5$ s and default $d = 8$ $\mu$m are selected. The consistency in terms of error probability can be found when comparing the error probability curve (with $d = 8$ $\mu$m and $t_s$) in Fig. 7 with the error probability in the first time slot in Fig. 8 and error probability when $T$ is large enough in Fig. 9, since ISI can be neglected in these two cases. And the same error probability which approximates to 0.12 can be found when $Q = 10000$ for all the three figures.

Fig. 8. Error performance of ZF detection with ISI in different time slot.

Fig. 9. Error performance of ZF detection with ISI at different symbol duration.
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