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Abstract—Spin-Transfer Torque Magnetic RAM (STT-MRAM) is known as the most promising replacement for SRAM technology in large Last-Level Cache memories (LLCs). Despite its high-density, non-volatility, near-zero leakage power, and immunity to radiation as the major advantages, STT-MRAM-based cache memory suffers from high error rates mainly due to retention failure, read disturbance, and write failure. Existing studies are limited to estimate the rate of only one or two of these error types for STT-MRAM cache. However, the overall vulnerability of STT-MRAM caches, which its estimation is a must to design cost-efficient reliable caches, has not been offered in none of previous studies.

In this paper, we propose a system-level framework for reliability exploration and characterization of errors behavior in STT-MRAM caches. To this end, we formulate the cache vulnerability considering the inter-correlation of the error types including retention failure, read disturbance, and write failure as well as the dependency of error rates to workloads behavior and Process Variations (PVs). Our analysis reveals that STT-MRAM cache vulnerability is highly workload-dependent and varies by orders of magnitude in different cache access patterns. Our analytical study also shows that this vulnerability divergence significantly increases by process variations in STT-MRAM cells. To take the effects of system workloads and PVs into account, we implement the error types in gem5 full-system simulator. The experimental results using a comprehensive set of multi-programmed workloads from SPEC CPU2006 benchmark suite on a quad-core processor show that the total error rate in a shared STT-MRAM LLC varies by 32.0x for different workloads. A further 6.5x vulnerability variation is observed when considering PVs in the STT-MRAM cells. In addition, the contribution of each error type in total LLC vulnerability highly varies in different cache access patterns and moreover, error rates are differently affected by PVs. The proposed analytical and empirical studies can significantly help system architects for efficient utilization of error mitigation techniques and designing highly reliable and low-cost STT-MRAM LLCs.

Index Terms—Cache memory, error rate, process variations, read disturbance, retention failure, STT-MRAM, write failure.

I. INTRODUCTION

TECHNOLOGY-SCALING trend in recent years has led to emerging challenges for the traditional SRAM-based large Last-Level Caches (LLCs) including unreliability, leakage power, and low density in multi- and many-core processors [1]–[4]. To tackle these challenges, extensive ongoing industrial and academic research efforts have focused on replacing SRAMs with emerging Non-Volatile Memories (NVMs) [5]–[6], [8], [9]. According to the recent industrial reports, Spin-Transfer Torque Magnetic Random Access Memories (STT-MRAMs) are the most promising technologies to substitute SRAMs in LLCs [5], [10]–[13].

STT-MRAM caches benefit from non-volatility, higher-density, near-zero leakage power, and immunity to radiation-induced particle strikes [14]–[16]. However, STT-MRAM reliability is a major challenge for its applicability in LLCs. Retention failure (i.e., the content of a cell flips during its idle time) [6], [11], [13], read disturbance (i.e., unintentional flip of a cell due to applying read current during a read access) [7], [17]–[19], and write failure (i.e., unsuccessful write operation due to inability of a cell to switch) [8], [20], [21] are the main sources of errors in STT-MRAM LLCs. Stochastic switching behavior of magnetic field direction in STT-MRAM cells is the source of the mentioned error types [3], [22], [23]. Besides the device-level parameters and characteristics of STT-MRAM cells, the rates of these errors are affected by two major sources: a) system-level parameters, e.g., workloads, which affect the memory content and access patterns [1]–[4], [20], [24], and b) physical parameters, which are Process Variations (PVs) that differently (sometimes oppositely) affect these error rates [12], [13], [26], [27].

From the workload perspective, the diversity in cache access patterns and the content of data blocks in different workloads play an important role in the rate of the retention failure, read disturbance, and write failure. Retention failure probability in cache blocks with larger gap between consecutive accesses is higher, whereas more frequently-accessed blocks experience lower failure probability. However, the occurrence probability of read disturbance and write failure per unit of time is higher for more frequently-accessed blocks. On the other hand, the rate of read disturbance and write failure directly depends on the content of data blocks. Read disturbance error is unidirectional and only unintentional 1 → 0 transitions are probable. Write failure, on the other hand, is only probable when the content of the original and updated values are different in the cache. Therefore, read disturbance and write failure rates are affected by the number of ‘1’s in a block and the hamming distance between the content of a cache block and the updated data block, respectively.
In addition to the system workloads, PVs can significantly change the error rates by deviating the physical parameters of a cell from their nominal values. A deviation changes the rate of the mentioned error types differently and even in opposite directions \cite{22,25,27}. Considering an STT-MRAM cache as an array of STT-MRAM cells, the overall retention failure, read disturbance, and write failure rates depend on the interaction of process variations effects among the STT-MRAM cells.

Although the error rate of a single STT-MRAM cell can be estimated using its physical parameters, the vulnerability estimation of the entire STT-MRAM cache requires system-level analysis considering the workloads behaviors as well as PV effects. A recent study has reported only the rate of write failure and read disturbance in STT-MRAM cache and shown that these rates are strongly workload-dependent \cite{20,28}. To the best of our knowledge, none of the previous studies neither have addressed the workloads- and PVs-dependent vulnerability of STT-MRAM caches considering all types of errors, nor reported the cache reliability considering the conflicting sources of errors. Therefore, to achieve an acceptable level of reliability in STT-MRAM cache with affordable costs, it is necessary to a) estimate the vulnerability of the cache to each error type as well as the total cache vulnerability considering the conflicting dependencies of error types to different factors and b) utilize effective mitigation techniques for each error type according to its contribution in the total cache vulnerability.

In this paper, we propose a system-level framework for early exploration of STT-MRAM cache reliability, which considers a) workload-dependent cache access patterns and data content, b) PV affected STT-MRAM cell vulnerability to errors, and c) inter-correlation between the rate of three-mentioned errors, i.e., retention failure, read disturbance, and write failure, for reliability exploration. To this end, we first formulate the vulnerability of STT-MRAM caches to each error type by extrapolating the error probability of PV affected cache blocks from nominal error probability of a single STT-MRAM cell. Then, we deduce the error probability of a PV affected STT-MRAM cache from the blocks error probability. Our formulation is then extended to integrate probabilities of the three differently-originated and exclusively-occurred error types into a single cache vulnerability equation.

The inputs of our architecture-level formulas are twofold: 1) device-level parameters of single STT-MRAM cell, e.g., thermal stability factor, critical switching current, tunneling spin polarization, and write/read current, which are derived from several industrial and technical reports, 2) system-level parameters derived from workload behavior, e.g., frequency and sequence of read and write operations, data content, and cache block idle intervals.

We present a framework integrated with gem5 full-system simulator \cite{29} to extract and analyze the reliability characteristics of STT-MRAM LLCs based on our formulations. This framework provides a high flexibility in terms of STT-MRAM cells physical and circuit-level parameters as well as cache configurations. For a careful evaluation of the STT-MRAM cache vulnerability, the rate calculation for each error type is implemented in the gem5 based on a) the number of accesses, b) idle times, c) data content, and d) cell transitions. The evaluations have been conducted for an STT-MRAM LLC shared across cores of a quad-core processor running a set of multi-programmed workloads from SPEC CPU2006 benchmark suite \cite{30}. The results show that the rate of each error type as well as the total error rate significantly varies for different workloads. The workload dependency of the errors resulted in a minimum of 6.8x variation in the rate of three types of errors. This value is 32.0x for total cache failure probability, on average. Our observations also reveal that PVs increase the occurrence probability of all error types by more than 8x for all workloads.

The main contributions of this paper are as follows:

1) This is the first study that formulates the vulnerability of STT-MRAM caches to retention failure, read disturbance, and write failure errors based on the workload-dependent cache behavior and by extrapolating the nominal error rate of a single STT-MRAM cell.

2) We formulate the total reliability of STT-MRAM caches by proposing an approach to integrate the cache unreliability per unit of time (for retention failure), per read access (for read disturbance), and per write access (for write failure) into a unified cache failure probability.

3) We investigate the effects of PVs on the rate of all three error types as well as the total error rate in STT-MRAM cache. To the best of our knowledge, this is the first study that investigates the system-level reliability impacts of STT-MRAM physical parameters affected by PVs.

4) We present a framework integrated with gem5 full-system simulator \cite{29} to extract and analyze the reliability characteristics of STT-MRAM LLCs based on our formulations. This framework provides a high flexibility in terms of STT-MRAM cells physical and circuit-level parameters as well as cache configurations. The proposed framework supports both perpendicular and in-plane STT-MRAM technologies.

5) We investigate the dependency between workloads behavior and the rate of errors in a STT-MRAM LLC shared across cores of a quad-core processor. Our study reveals that retention failure, read disturbance, and write failure vary by 25.4x, 6.8x, and 15.1x in different workloads, respectively. A 32.0x variation is also observed for the total error rate including all types of errors. These observations indicate that the cache access pattern and data content not only extremely differentiate the rate of errors, but also their effect on the rate of three error types is significantly different.

6) We investigate the effects of PVs on the LLC error rates and show that PVs increase the rate of retention failure, read disturbance, and write failure by 32.5x, 9.0x, and 16.7x, respectively. In addition, the total error rate is increased by 6.5x. These observations reveal that the susceptibility of the error types to PVs is highly different and the effect of PVs on the cache reliability is mostly determined by an error type with the highest contribution in the total error rate.

The rest of this paper is organized as follows. Section II describes the basics of STT-MRAM technology and its
reliability challenges. In Section III, the observations and motivations for this work are discussed. The details of the proposed formulations and framework are presented in Section IV. Section V gives the simulation setup and evaluation results. A discussion on the existing reliability improvement techniques and suggested guidelines based on our study is presented in Section VI. Finally, we conclude the paper in Section VII.

II. PRELIMINARIES

In recent years, beside STT-MRAM, Spin-Orbit Torque Magnetic RAM (SOT-MRAM) is introduced as an alternate generation of MRAM technology. SOT-MRAM is based on the three-terminal MTJ and uses Spin Hall Effect to switch. It tries to overcome high write latency and energy of STT-MRAM by separating the read path from the write path. This separation also avoids read disturb in the cell. Despite of these advantages, unlike STT-MRAM that requires only one access transistor for both read and write, SOT-MRAM needs two transistors for read and write operations. This makes the STT-MRAM denser than SOT-MRAM. On the other hand, STT-MRAM memory is more mature and is designed and manufactured by big companies such as Toshiba [31], TSMC [32], and Samsung [33] as a prototype and is also used in recent commercial products. Although SOT-MRAM has some advantages over STT-MRAM and investigating its reliability characteristics can be an interesting research track, it takes a long way for SOT-MRAM to be commercialized and this study focuses only on STT-MRAM technology. In this section, we explain the structure of STT-MRAM cells and the mechanisms of read and write operations in STT-MRAM cells. Then, we focus on the sources of errors in STT-MRAM cells and discuss the dependency of the rate of these errors to STT-MRAM cells configuration.

A. STT-MRAM Cell Basics

An STT-MRAM cell comprises a storage component, named Magnetic Tunnel Junction (MTJ), to store data values, and an NMOS access transistor. The structure of this cell, known as 1T1J STT-MRAM, is shown in Fig. 1(a). An MTJ consists of two ferromagnetic layers separated by a thin oxide barrier layer [5, 16, 34]. These layers as depicted in Fig. 1(b) are reference, free, and tunnel barrier. The barrier layer made of crystallized Magnesium oxide (MgO) insulates the electrons movement from the reference layer to the free layer and vice versa. The reference layer has a fixed magnetic field direction, while the magnetic field direction of the free layer can be changed by applying a magnetic force [18, 15, 26].

As the STT-MRAM technology is based on magnetic charge instead of electrical charge, the magnetic field direction of the MTJ ferromagnetic layers determines the cell content. The relative direction of magnetic field in the free and reference layers (anti-parallel or parallel directions) causes two different resistances, i.e., \(R_{\text{High}}\) and \(R_{\text{Low}}\) (\(R_H\) and \(R_L\)), in MTJ as shown in Fig. 0(b). \(R_H\) and \(R_L\) represent high and low MTJ resistances, respectively, and are distinguished based on the voltage value between the bit line (BL) and source line (SL) terminals on a read operation. Tunneling Magneto Resistance (TMR) ratio parameter, which is defined as \(TMR = (R_H - R_L)/R_L\), shows the ratio between these resistances and indicates the cell state [22, 37]. When the MTJ is on parallel (or anti-parallel) state, the MTJ resistance is low (or high), which represents that ‘0’ (or ‘1’) logic is stored in the cell. The MTJ states and its logic values are depicted in Fig. 1(b).

B. Read and Write Operations

As mentioned, the resistance of MTJ (\(R_H\) or \(R_L\)) shows the value in an STT-MRAM cell. To read the stored value in a cell, first the word line (WL) is set to turn on the access transistor. Then, a small read current (\(I_{\text{read}}\)) should be applied to the STT-MRAM cell [1, 13]. In (1) and (2), the bit line voltage (\(V_{BL}\)) in a 1T1J STT-MRAM cell is shown.

\[
V_{BL-Low} = I_{\text{read}} \times (R_L + R_{\text{NMOS}}) \quad (1)
\]

\[
V_{BL-High} = I_{\text{read}} \times (R_H + R_{\text{NMOS}}) \quad (2)
\]

Where, \(V_{BL-Low}\) and \(V_{BL-High}\) are the bit line voltages when the MTJ is at low and high resistance states, respectively. In these equations, \(R_L\) and \(R_H\) are the low and high MTJ resistance, respectively, \(R_{\text{NMOS}}\) is the resistance of NMOS access transistor, and \(I_{\text{read}}\) is read current [38, 39]. By applying \(I_{\text{read}}\) to an STT-MRAM cell, a voltage is generated between the bit line and source line. By comparing the \(V_{BL}\) with a reference voltage (\(V_{\text{REF}}\)), the MTJ resistance state can be read out [37, 40]. As shown in Fig. 2(a) (Fig. 2(b)), if the sensed value is higher (lower) than the reference voltage, it means that the resistance of MTJ is low (high) and the cell contains ‘0’ (‘1’) value.

Write operation is more complicated than read operation due to requiring to change the MTJ resistance. MTJ resistance changes if the magnetic field direction of the free layer flips. To this end, a write current is applied to the source line or bit line to write ‘0’ or ‘1’, as shown in Fig. 2(c) and Fig. 2(d), respectively. Consequently, electrons spin in the free layer orient in the same direction or opposite direction of the reference layer magnetic field, based on the direction of the applied current. This phenomenon causes a spin-polarized current. When the amount of spin-polarized current exceeds a threshold value, the magnetic field direction of the free layer switches. This is the time when the MTJ content flips and a value is written into the cell. Switching the magnetic field

Fig. 1. STT-MRAM cell schematic: (a) 1T1J STT-MRAM cell structure and (b) MTJ low and high resistance states.
During a read operation in a STT-MRAM cell, content of the cell can change unintentionally due to the read current passing through the cell, causing a read disturbance error. The direction of the read current, which flows through the MTJ layers in a read operation, is the same as the direction of the current for writing either '1' or '0' in a write operation. The current in read operation is much lower than the current in the write operation [3]. However, this low current can cause an unintentional flip in the cell during a read operation and erroneously change its content. The switching probability of an STT-MRAM cell during a read operation is according to [5], [23], [39], [45].

\[
P_{\text{Read-Disturbance}} = 1 - \exp\left(\frac{-I_{\text{read}} \times \Delta}{\tau \times I_{C_0}}\right)
\]

Where, \(\tau\) is attempt period equal to 1 ns, \(I_{\text{read}}\) is read current, \(I_{C_0}\) is critical switching current, \(I_{\text{read}}\) is read pulse duration, and \(\Delta\) is thermal stability factor.

Write failure as another reliability challenge occurs when the magnetic field direction of the free layer in MTJ cannot be switched during the interval where write pulse is applied [39], [42]. The MTJ switching time depends on various parameters, e.g., MTJ switching current, process variations, thermal fluctuations, and switching pulse width. The occurrence probability of a write failure for a STT-MRAM cell is according to [6], [5], [37], [38].

\[
P_{\text{Write-Failure}} = \exp\left(-I_{\text{write}} \times \frac{2 \times \mu_B \times \pi \times (I_{\text{write}} - I_{C_0})}{c + \log_e(\pi^2 \times \Delta/4) \times (e \times m \times (1 + p^2))}\right)
\]

Where, \(I_{\text{write}}\) is write current, \(c\) is Euler constant, \(e\) is electron charge, \(m\) is magnetic moment of the free layer, \(p\) is tunneling spin polarization, \(\mu_B\) is Bohr magneton, \(I_{\text{write}}\) is write pulse duration, and \(\Delta\) is thermal stability factor.

Beside write failure, retention failure, and read disturbance errors, there are three other factors that may affect the STT-MRAM error rate as follows: a) false read in which the sense amplifier circuit is unable to correctly determine the content of STT-MRAM cell. This error is caused by peripheral CMOS circuitry and it is not specific to STT-MRAM technology; b) limited endurance, which is due to oxide barrier breakdown of STT-MRAM cells. Although some studies addressed this challenge, several recent industrial reports have illustrated an unlimited endurance for STT-MRAM cells compared to the ten-year lifetime of digital system; and c) radiation-induced transient errors in peripheral CMOS circuitry, which is not related to STT-MRAM technology. While retention failure, read disturbance, and write failure are inter-correlated in STT-MRAM cell, limited endurance is no longer a reliability concern and false read and transient error have never been known as a source of STT-MRAM vulnerability.

\[\text{III. Motivation}\]

The reliability challenge of STT-MRAM cells due to retention failure, read disturbance, and write failure becomes more threatening when considering process variations. On the
other hand, workloads and data patterns affect the rates of these errors. In the following, we first discuss the major reliability challenges by exploring the workloads effects on the error rates. Then, we explore the effects of process variations on these workload-dependent errors.

A. Effects of Workloads and Data Patterns

Retention failure rate depends on the data access patterns of the workload in a system. For example, retention failure probability for a cache block not accessed for a long time is much higher than a cache block frequently accessed in a short interval. On the other hand, a retention failure in a cache block is masked if the block is overwritten before it is read. Hence, the errors occurred in intervals between a read/write access and its subsequent write access has no effect in data integrity and these intervals are beyond of vulnerable times. As a result, the retention failure rate varies for different workloads, different phases of a single workload, and even different cache blocks in a given time slot.

As shown in Fig. 2(a), the read current applied to STT-MRAM cells for read operation is always in a predetermined direction (from SL to BL or vice versa). In other words, read current is predeterminedly in the direction of writing either ‘0’ or ‘1’. Therefore, only STT-MRAM cells containing ‘1’ (or ‘0’) are vulnerable to read disturbance and the other cells containing ‘0’ (or ‘1’) are not affected. This unidirectional read current makes the occurrence probability of read disturbance in a cache block to be content-dependent.

On the other hand, the total read disturbance rate in a cache during a workload execution depends on the number of read accesses to the cache. Obviously, both the content of cache blocks (the number of ‘0’s and ‘1’s) and the number of read accesses can have a large variation for different workloads. Therefore, besides its dependency to physical characteristics of STT-MRAM cells and the circuit-level parameters of the cache, the read disturbance rate is highly workload-dependent.

Same as the rate of retention failure and read disturbance, write failure rate is highly affected by workloads behavior. On a write operation in a cache block, a subset of STT-MRAM cells that their content need to switch are vulnerable to write failure, since it is probable that these cells may not switch during applying the write current. No write failure is probable in other cells, since their content is the same as the updated value. In this regard, the write failure rate depends on not only the number of write requests, but also the similarity between the content of cache blocks and the value of updated data.

In addition, for cells that need to switch on a write operation, the probability of unsuccessful switching in $0 \rightarrow 1$ transitions is by more than two orders of magnitude higher than in $1 \rightarrow 0$ transitions [43], [46]. This asymmetric write failure rate for the directions of cell switching makes the unreliability of STT-MRAM caches even more content-dependent. Based on the above discussions, the total error rate of STT-MRAM cache, which consists of retention failure, read disturbance, and write failure strongly depends on 
\begin{itemize}
  \item [a)] data patterns,
  \item [b)] cell contents,
  \item [c)] data access times.
\end{itemize}

Fig. 3 shows variations in an L2-cache access patterns for a set of workloads from SPEC CPU2006 benchmark suite [30]. Number of ‘1’s read from block during the workload execution affect the read disturbance probability, number of $0 \rightarrow 1$ and $1 \rightarrow 0$ transitions affects the write failure probability, and the idle intervals excluding the intervals before a write operation affect the retention failure probability. The results illustrate significant variations for all of these parameters in different workloads. This observation indicates a strong workload-dependency of not only the rate of all error types, but also the contribution of each type of error in total error rate.

B. Effects of Process Variations

Similar to other memory technologies, STT-MRAM technology is affected by process variations. These variations are exacerbated by downscaling the technology node [12], [13], [26], [27]. PVs in the MTJ ferromagnetic layers and oxide barrier layer as well as in NMOS access transistor deviate the STT-MRAM parameters from their nominal values. Thermal stability factor ($\Delta$), read and write currents ($I_{\text{read}}$ and $I_{\text{write}}$), critical switching current ($I_{C0}$), magnetic moment of MTJ free layer ($m$), and tunneling spin polarization ($p$) are among the major parameters affected by PVs. In the following, we explain how PVs affect the STT-MRAM cache reliability.

As observed in [4], the occurrence probability of retention failure depends on a cell idle time and its thermal stability factor. Although the former is determined by only the workload behavior and architectural properties of the cache, the latter is highly under PVs. $\Delta$ of a cell is deviated from its nominal value by altering the cell barrier energy ($E_{b}$) affected by PVs. According to [4], the retention failure probability exponentially depends on the exponential of $\Delta$. Therefore, even a minor deviation in $\Delta$ of a cell excessively changes the retention failure probability. A recent study shows that the retention time of STT-MRAM cells in a memory cell can vary from a few minutes to several years [47].

Similar to the retention failure probability, $\Delta$ exponentially affects an exponential function that generates the read disturbance probability, based on [6]. Hence, a small decrease in $\Delta$ due to PVs extremely increases the read disturbance probability. Deviated from its nominal value, a small decrease in critical switching current ($I_{C0}$) has the same effect as $\Delta$ deviation on the read disturbance probability. The effect of increase in read current ($I_{\text{read}}$) on increase in read disturbance probability is the same as the effect of decease in $\Delta$ and $I_{C0}$. Therefore, all parameters in [6] that are under PVs, i.e., $\Delta$, $I_{C0}$, and $I_{\text{read}}$,
affect the read disturbance probability through the exponent of an exponential function.

Write current \((I_{\text{write}})\), critical switching current \((I_{C0})\), thermal stability factor \((\Delta)\), magnetize moment of MTJ free layer \((m)\), and tunneling spin polarization \((p)\) are the parameters under PVs that affect write failure rate. According to \((6)\), a rise in \(I_{C0}\), \(\Delta\), \(m\), and \(p\) values due to PVs increase the write failure probability exponentially. On the other hand, this probability increases by decreasing \(I_{\text{write}}\).

In summary, as the cell contents, number of accesses, time interval between accesses, and PVs determine the cache error rate, we need to investigate the reliability of STT-MRAM caches in the presence of PVs and different workloads. \(\Delta\), \(I_{C0}\), \(I_{\text{read}}\), \(I_{\text{write}}\), \(m\), and \(p\) are the main parameters in STT-MRAM cells affected by PVs and can significantly change the cache reliability in the following aspects:

- An increase (decrease) in \(\Delta\) increases (reduces) the write failure rate in one hand and reduces (increases) the retention failure and read disturbance rates on the other hand.
- An increase (decrease) in \(I_{C0}\) increases (decreases) the write failure rate and decreases (increases) the read disturbance rate. The value of \(I_{C0}\) has no effect on retention failure rate.
- An increase (decrease) in \(I_{\text{read}}\) increases (decreases) the read disturbance rate without affecting the other two error types.
- An increase (decrease) in \(I_{\text{write}}\) decreases (increases) the write failure rate and has no effect on the other two error types.
- An increase (decrease) in \(m\) and \(p\) increases (decreases) the write failure rate and has no effect on the others.

IV. PROPOSED FORMULATIONS AND FRAMEWORK

Retention failure, read disturbance, and write failure rates, which are affected by workloads and process variations cannot be measured through the cells physical characteristics. In other words, the reliability of a STT-MRAM cache needs system-level investigations as well as circuit-level information. The vulnerability of STT-MRAM cache to different error types requires a system-level exploration through a joint consideration of device-, circuit-, architecture-, and application-level effects. Moreover, the reliability estimation of STT-MRAM cache requires the integration of the cache vulnerability to all error types, which their rates are differently and even oppositely affected from device- to application-level parameters.

This work presents a comprehensive reliability formulation of STT-MRAM cache by jointly considering all three error sources, i.e., write failure, read disturbance, and retention failure. In other words, our formulations are an integration of write failure, read disturbance, and retention failure rates. The total cache error rate under each of these error sources is derived from error probability of all cache blocks. Error probability of each cache block is the summation of all STT-MRAM cells of the block. The input parameters of all the proposed reliability formulas are the error rate of a single STT-MRAM cell. These parameters are derived practically from real experiments in several studies and the formulations are adjusted to match the experimental results.

Early reliability exploration of STT-MRAM caches at design time is a necessity for not only confirming the applicability of STT-MRAM technology as a reliable alternative to SRAM technology, but also to design cost-efficient error-tolerant caches. In this section, we first present our formulations for the vulnerability of STT-MRAM caches to each error type. Then, the formulations for total cache vulnerability, which is the integration of cache vulnerability to all error types is presented. Finally, our framework, as an extension to gem5 full-system simulator \([29]\), for reliability exploration is detailed.

A. Cache Vulnerability Formulations

The vulnerability of STT-MRAM caches to error sources depends on \(a\) the number and sequence of read and write accesses, \(b\) the interval between accesses, and \(c\) the content of stored and updated data value. On the other hand, PVs affect the cache vulnerability by changing the STT-MRAM physical parameters and complicate the vulnerability formulations. For the sake of simplicity and generality, we first formulate the cache vulnerability without considering PVs and then extend our formulations by including the PV effects, in the following subsections.

1) Cache Vulnerability Formulation without PVs

The probability of retention failure, read disturbance, and write failure for a single STT-MRAM cell was given in \([3], [5]\), and \([6]\), respectively, for a single interval/access. We extrapolate these equations to calculate error probabilities for an \(N\)-bit cache block in a single interval/access and extend it for error probability of a block during workloads execution. Finally, the vulnerability of the cache is formulated using the error probability of all blocks.

a) Retention Failure Probability

The retention failure probability of an \(N\)-bit cache block in an idle interval \(t\) is according to \((7)\).

\[
P_{RF,blk,t} = 1 - \left(1 - P_{RF,blk,t} \right) = 1 - \prod_{i=0}^{N-1} \left(1 - P_{RF,bin,i,t} \right)
= 1 - \prod_{i=0}^{N-1} \left(1 - \exp\left(-t \times \exp\left(-\Delta\right)\right)\right)
= 1 - \exp\left(-t \times \exp\left(-\Delta\right)\right)^N
= 1 - \exp\left(-N \times t \times \exp\left(-\Delta\right)\right)
\]

Where, \(P_{RF,blk,t}\) is probability of retention failure (RF) for the block and \(P_{RF,bin,t}\) is the retention failure probability for a single cell given in \([3]\). A block is erroneous if a retention failure occurs in at least one out of its \(N\) cells. In other words, a block is error-free if all of its cells are error-free. Since the cache blocks are assumed to be accessed in the block granularity, the idle intervals are equal for all cells and the retention failure probability of all cells are the same. On the other hand, the probability of no retention failure occurrence in \(N\) bits for interval \(t\) is equivalent to that probability in a single bit for interval \(N \times t\). Therefore, the retention failure probability is simplified according to \((7)\).

A cache block experiences multiple idle intervals during a workload execution. The retention failure probability for a block in total execution time is according to \((8)\).
Where, $T$ is the total number of vulnerable idle intervals for the block and $P_{RF, blk, t_j}$ is the retention failure probability given in (7). Vulnerable idle intervals of a block are idle intervals ended by a read access. Retention failures occurred in idle intervals ended by a write access are overwritten. Fig. 4 depicts vulnerable intervals of a block for a sample sequence of write/read accesses. The retention failure rate of a block in total intervals is equivalent to that probability for a single interval that its duration is the summation of all intervals.

Using (8), the retention failure probability of the cache in total execution time is calculated according to (9).

$$P_{RF, cache} = 1 - \prod_{b=0}^{B-1} (1 - P_{RF, blk, total}) = 1 - \prod_{b=0}^{B-1} (\exp(-N \sum_{j=1}^{T_b} t_{i, j} \times \exp(-\Delta)))$$

$$= 1 - \exp(-N \sum_{b=0}^{B-1} \sum_{j=1}^{T_b} t_{i, j} \times \exp(-\Delta))$$

Where, $B$ is the total number of blocks in the block and $T_b$ is total intervals of block $b$. The retention failure of the cache is equivalent to the retention failure of a single block that its interval is the summation of all intervals of all blocks.

### b) Read Disturbance Probability

Based on the design time configurations, read disturbance error is probable in memory cells containing either logic value ‘1’ or ‘0’. In this study, we assume that the direction of read current is the same as the current for writing ‘0’, and only STT-MRAM cells containing ‘1’ are vulnerable to read disturbance. It is noteworthy that the direction of read disturbance has no effect on our formulations. Using the read disturbance probability for a single cell in (7), we derive the read disturbance probability for an $N$-bit cache block in a single read access, according to (10).

$$P_{RD, blk, RA} = 1 - \prod_{i=0}^{N-1} (1 - P_{RD, bit, RA}) = 1 - \prod_{i=0}^{N-1} (1 - bit_i \times P_{RD, cell, RA}) = 1 - (1 - P_{RD, cell, RA})^n = 1 - \left(\exp\left(-\frac{-t_{read}}{\tau} \times \exp\left(\frac{\Delta(I_{read} - I_{C0})}{I_{C0}}\right)\right)\right)^n$$

Where, $RD$ and $RA$ stands for Read Disturbance and Read Access, respectively. $P_{RD, bit, RA}$ is the read disturbance probability of bit $i$ in the block, which is equal to zero if bit $i$ is ‘0’ and is equal to $P_{RD, cell, RA}$ given in (5), otherwise. Assuming $n$ bits out of the $N$-bit block contains ‘1’, the read disturbance probability of a block in a single read access is equivalent to read disturbance probability in a cell containing ‘1’ for $n$ read accesses. It is noteworthy that a block is erroneous if read disturbance occurs in at least one of its $N$ bits.

A cache block is read for several times with different contents during a workload execution. The read disturbance probability for a block in total execution time is according to (11).

$$P_{RD, blk, total} = 1 - \prod_{i=0}^{R-1} (1 - P_{RD, blk, RA}) = 1 - \prod_{i=0}^{R-1} (1 - P_{RD, cell, RA})^n_i = 1 - (\exp(-t_{read} \times \exp(\frac{\Delta(I_{read} - I_{C0})}{I_{C0}})))^{\sum_{i=1}^{R} n_i}$$

Where, $R$ is the total number of read accesses to the block, $P_{RD, blk, RA}$ is the read disturbance probability in a single read access $RA_i$, and $n_i$ is the number of ’1’s in the block for access $RA_i$. Read disturbance probability for a block in $R$ accesses, in which $n_1$ bits contain ‘1’ for $i^{th}$ access is equivalent to read disturbance probability in a cell containing ‘1’ and is read for $\sum_{i=1}^{R} n_i$ times.

Using the read disturbance probability of a cache block, the read disturbance probability of the whole cache in total execution time is calculated according to (12).

$$P_{RD, cache} = 1 - \prod_{b=0}^{B-1} (1 - P_{RD, blk, total}) = 1 - \prod_{b=0}^{B-1} ((1 - P_{RD, cell, RA})^n_i) \left(\exp\left(-\frac{-t_{read}}{\tau} \times \exp\left(\frac{\Delta(I_{read} - I_{C0})}{I_{C0}}\right)\right)\right)^{\sum_{b=0}^{B-1} n_i}$$

Where, $P_{RD, cache}$ is equivalent to read disturbance probability of a cell containing ‘1’ after reading it for the total number of ‘1’s during execution time.

### c) Write Failure Probability

In a write operation, write failure is probable in STT-MRAM cells that their content requires flipping. On the other hand, the write failure probability for 0 → 1 transitions is different from that in 1 → 0 transitions. Therefore, the write failure probability for a cache block in a single write operation depends on not only the number of switching required, but also the number of required switching in each direction. Having the write failure probability for a single cell in single write access, the write failure probability for a cache block in a write access is according to (13).

$$P_{WF, blk,WA} = 1 - \prod_{i=0}^{N-1} (1 - P_{WF, bit, WA}) = 1 - (1 - P_{WF, cell, WA})^n_i \times (1 - P_{WF, cell, WA})^{n_i - 1}$$

Where, $WF$ and $WA$ stand for Write Failure and Write Access, respectively. $P_{WF, bit, WA}$ is the write failure probability in bit $i$ of the block, and $P_{WF, cell, WA}$ are the write failure probability for 0 → 1 and 1 → 0 transitions, respectively. $n_{0-1}$ and $n_{1-0}$ are the number of 0 → 1 and 1 → 0 transitions, respectively. The write failure probability in a block is equivalent to this probability when trying to flip a cell containing ‘1’ for $n_{1-0}$ times and a cell containing ‘0’ for $n_{0-1}$ times.

For a cache block written for several times during a workload execution, the total write failure probability can be derived from (13), as shown in (14).
The write failure probability in a single cell when trying to flip its content from '0' for \(i\) times, and a cell containing '1' for \(\sum_{i=1}^{W} (n_{0-1})_i\) times. The write failure probability of the whole cache in total execution time is derived from this probability for the blocks, according to (15).

\[
P_{WF, cache} = 1 - \prod_{b=0}^{B-1} (1 - P_{WF, blk_{b, total}})
\]

\[
= 1 - \prod_{b=0}^{B-1} \left( (1 - P_{WF, cell_{b,0}}) \sum_{i=1}^{W_b} (n_{0-1})_{b,i} \right) \times (1 - P_{WF, cell_{b,1}}) \sum_{i=1}^{W_b} (n_{1-0})_{b,i} (16)
\]

\[
= 1 - (1 - P_{WF, cell_{b,0}}) \sum_{i=1}^{W_b} (n_{0-1})_{b,i} \times (1 - P_{WF, cell_{b,1}}) \sum_{i=1}^{W_b} (n_{1-0})_{b,i}
\]

Where, \(B\) is the number of blocks in the cache, \(P_{WF, blk_{b, total}}\) is the write failure probability for block \(b\) in total execution time, \(W_b\) is the number of write accesses to block \(b\), and \((n_{0-1})_{b,i}\) and \((n_{1-0})_{b,i}\) are the number of \(0 \rightarrow 1\) and \(1 \rightarrow 0\) transitions in write access \(i\) to block \(b\), respectively. Write failure probability in the whole cache is equivalent to this probability in a single cell when trying to flip its content from '1' to '0' and from '0' to '1' for \(T_1\) and \(T_2\) times, respectively, in which \(T_1\) and \(T_2\) are the total number of \(0 \rightarrow 1\) and \(1 \rightarrow 0\) transitions in the cell during workloads execution, respectively.

2) Cache Vulnerability Formulation with PV Effects

As observed in above formulations, the probability of errors in STT-MRAM caches depends on both workloads behavior and the physical characteristics of STT-MRAM cells. By considering PVs in our formulations, the error probability of different cache blocks and even that of different cells in a block differs for the same access pattern and cells content. In the following, we formulate the errors probability by including PV effects.

a) PV Affected Retention Failure Probability

As observed in (3), the only parameter affected by PVS is the thermal stability factor in STT-MRAM cells. The retention failure probability of a cache block for a single idle interval \(t\) is according to (16).

\[
P_{RF, blk_{i,t}, PV} = 1 - \prod_{i=0}^{N-1} (1 - P_{RF, bit_{i,t}, PV})
\]

\[
= 1 - \prod_{i=0}^{N-1} \exp(-t \times \exp(-\Delta_i)) (17)
\]

Where, \(P_{RF, bit_{i,t}, PV}\) is the retention failure probability of bit \(i\) of the block in interval \(t\) affected by PVS and \(\Delta_i\) is the thermal stability factor of that bit, which can be different from that of other bits.

The retention failure probability for a block in total execution time is according to (17).

\[
P_{RF, blk_{i,tot}, PV} = 1 - \prod_{j=1}^{T} (1 - P_{RF, blk_{j,t}, PV})
\]

\[
= 1 - \prod_{j=1}^{T} \prod_{i=0}^{N-1} \exp(-t_j \times \exp(-\Delta_i)) (18)
\]

Where, \(T\) is the total number of idle intervals during the workload execution, \(t_j\) is the duration of \(j^{th}\) interval, and \(P_{RF, blk_{j,t}, PV}\) is the retention failure probability of the block in interval \(t_j\). The retention failure probability of a cell in the block for \(T\) intervals is equivalent to this probability for the cell in a single interval that its duration is the summation of all intervals.

The retention failure probability for the total cache is given in (18).

The read disturbance probability of a cache block for total read access is given to (19).

\[
P_{RD, blk_{i,t}, RA, PV} = 1 - \prod_{i=0}^{N-1} (1 - P_{RD, bit_{i,t}, RA, PV})
\]

\[
= 1 - \prod_{i=0}^{N-1} \left( \exp\left(\frac{(-\lambda \times \exp(-\Delta_i))}{(C_{th})}\right) \right) (19)
\]

Where, \(P_{RD, bit_{i,t}, RA, PV}\) is the read disturbance probability of bit \(i\) in the block, \(\lambda\) is value of that bit, and \(\Delta_i\), \((\lambda)\), and \((C_{th})\) are thermal stability factor, read current, and critical switching current for \(bit_i\) for a block, respectively. Since the error is only probable in the bits containing '1', we put the value of bit \(i\) \((bit_i)\) in the exponent of read disturbance probability of that bit to eliminate the contribution of bits containing '0' in the read disturbance probability.

The read disturbance probability of a cache block for total read accesses is given in (20).
Where, \( N \) is the total number of read accesses, \( P_{RD,bk,RA,PV} \) is the read disturbance probability in read access \( j \), and \( \text{bit}_{j,i} \) is the value of bit \( i \) of the block in read access \( j \). Finally, we calculate the read disturbance probability for the whole cache using (21).

\[
P_{RD,cache,PV} = 1 - \prod_{b=0}^{B-1} \left( 1 - P_{RD,bk,cache,PV} \right)
= 1 - \prod_{b=0}^{B-1} \left[ \prod_{i=0}^{N-1} \left( \exp \left( -\sum_{j=0}^{R} \text{bit}_{j,i} \times \text{read} \right) \times \exp \left( \frac{\Delta_i ((I_{read})_b - (I_{C_0})_b)}{(I_{C_0})_i} \right) \right) \right]
\]

Where, \( P_{RD,bk,cache,PV} \) is the read disturbance probability of block \( b \) in total execution time.

c) PV Affected Write Failure Probability

As observed in (6), PVs affect the write failure probability by changing several parameters to STT-MRAM cells. The write failure probability in a cache block for single write access is given in (22).

\[
P_{WF,bk,WA,PV} = 1 - \prod_{i=0}^{N-1} \left( 1 - P_{WF,bit_i,WA,PV} \right)
= 1 - \prod_{i=0}^{N-1} \left( (1 - P_{WF,(cell)_0 \rightarrow 1}) \text{bit}_{i,0} \rightarrow 1 \right)
\times \left( 1 - P_{WF,(cell)_1 \rightarrow 0} \text{bit}_{i,1} \rightarrow 0 \right)
\]

Where, \( P_{WF,bit_i,WA,PV} \) is the write failure probability for bit \( i \) in the block, which its value depends on the direction of transition required for that bit in this write operation. \( P_{WF,(cell)_0 \rightarrow 1} \) and \( P_{WF,(cell)_1 \rightarrow 0} \) are the write failure probability in \( cell_i \) for \( 0 \rightarrow 1 \) and \( 1 \rightarrow 0 \) transitions, respectively. The value of \( \text{bit}_{i,0} \rightarrow 1 \) or \( \text{bit}_{i,1} \rightarrow 0 \) is one if this bit needs a \( 0 \rightarrow 1 \) or \( 1 \rightarrow 0 \) transition, respectively.

The write failure probability of a cache block for all write accesses in total workload execution is according to (23).

\[
P_{WF,bk,total,PV} = 1 - \prod_{j=1}^{W} \left( 1 - P_{WF,bk,WA,PV} \right)
= 1 - \prod_{j=1}^{W} \left[ \prod_{i=0}^{N-1} \left( (1 - P_{WF,(cell)_0 \rightarrow 1}) \text{bit}_{j,i} \rightarrow 0 \right) \right]
\times \left( 1 - P_{WF,(cell)_1 \rightarrow 0} \text{bit}_{j,i} \rightarrow 1 \right)
\]

Where, \( W \) is the total number of write accesses, \( P_{WF,bk,WA,PV} \) is the write failure probability in write access \( i \) given in (22), and \( \text{bit}_{j,i} \rightarrow 0 \) and \( \text{bit}_{j,i} \rightarrow 1 \) are one if bit \( i \) requires a \( 0 \rightarrow 1 \) or \( 1 \rightarrow 0 \) transition in write access \( j \), respectively.

Finally, we formulate write failure probability in the whole cache in total execution time according to (24).

\[
P_{WF,cache,PV} = 1 - \prod_{b=0}^{B-1} \left( 1 - P_{WF,bk,total,PV} \right)
= 1 - \prod_{b=0}^{B-1} \prod_{i=0}^{N-1} \left( (1 - P_{WF,(cell)_0 \rightarrow 1}) \sum_{j=0}^{W} \text{bit}_{j,i} \rightarrow 0 \right)
\times \left( 1 - P_{WF,(cell)_1 \rightarrow 0} \sum_{j=0}^{W} \text{bit}_{j,i} \rightarrow 1 \right)
\]

Where, \( P_{WF,bk,total,PV} \) is the write failure probability of block \( b \), \( P_{WF,(cell)_0 \rightarrow 1} \) and \( P_{WF,(cell)_1 \rightarrow 0} \) are the write failure probabilities in cell \( i \) of block \( b \) in \( 0 \rightarrow 1 \) and \( 1 \rightarrow 0 \) transitions, respectively, and the value of \( \text{bit}_{b,i,j} \rightarrow 0 \) or \( \text{bit}_{b,i,j} \rightarrow 1 \) is one if bit \( i \) of block \( b \) needs \( 0 \rightarrow 1 \) or \( 1 \rightarrow 0 \) transition in write access \( j \).

B. Total Cache Failure Probability

Earlier, we formulated the occurrence probability of each error type in an STT-MRAM cache during workload execution time. To measure the cache reliability, we need to calculate the total cache failure probability considering all sources of errors. A STT-MRAM cache block is always vulnerable to only one source of errors at any instant of time during the block lifetime. A block either is being read and vulnerable to read disturbance, is being written and vulnerable to write failure, or is idle and vulnerable to retention failure. On the other hand, for a read/write access to a block, only the accessed block is vulnerable to read disturbance/write failure, while all other blocks are vulnerable to retention failure, simultaneously. Therefore, for a STT-MRAM cache with \( B \) blocks, in any instant of time, either all blocks are only vulnerable to retention failure or one block is vulnerable to read disturbance/write failure while the remaining \( B - 1 \) blocks are vulnerable to retention failure. 

Calculating the total cache failure probability requires integrating all probable errors occurred in the cache originated from three exclusive sources with overlapping occurrence time. Retention failure is calculated in unit of time, write failure is formulated based on the number of write accesses, and read disturbance is a function of the number of read accesses. Integration of all error types requires transforming their probability into a same unit of measurement. To this aim, we reformulate the probability of retention failure, read disturbance, and write failure in unit of time. Using the total retention failure, read disturbance, and write failure probabilities of the cache given in (9), (12), and (15), respectively, the reliability in accordance with retention failure, read disturbance, and write failure are derived according to (25), (26), and (27), respectively.

\[
R_{RF}(t) = \exp \left( -N \times \sum_{b=0}^{B-1} \sum_{i=0}^{T_b} \frac{T_i}{t_{ex,b}} \exp(-\Delta) \right)
\]

\[
R_{RD}(t) = \exp \left( -\frac{t_{read}}{\tau} \times \exp \left( \frac{\Delta (I_{read} - I_{C_0})}{I_{C_0}} \right) \right)
\]
Where, $R_{RF}(t)$, $R_{RD}(t)$, and $R_{WF}(t)$ are the occurrence probability of retention failure, read disturbance, and write failure per unit of time, respectively, and $t_{exe}$ is the total execution time for which the vulnerable interval $b_{i,j}$, total number of reads for each block ($R_b$), number of ‘1’s in a cache read access ($n_{b,i}$), total number of writes for a cache block ($W_b$), and total number of 0 → 1 and 1 → 0 transitions for each write ($((n_{0\rightarrow1})_{b,i}$ and $(n_{1\rightarrow0})_{b,i}$) are calculated. The final step is to calculate the total cache failure probability per unit of time by integrating the above three reliability equations, according to (28).

$$P_{TF|i} = 1 - (R_{RF}(t) \times R_{RD}(t) \times R_{WF}(t))$$ (28)

The effects of PVs is not included in the above formulations. To calculate the cache reliability in terms of retention, read disturbance, and write failure considering PVs, we simply use PV affected probability given in (18), (21), and (24), instead of probabilities in (9), (12), and (15), respectively, for calculating the total cache failure probability.

The parameter $P_{TF|i}$ contains all factors that affect the reliability of an STT-MRAM cache. It integrates all conflicting physical parameters as well as cache access patterns and data contents. $P_{TF|i}$ is a key parameter for early reliability exploration of STT-MRAM caches in various scenarios of different device-level to system-level configurations.

An error in a cache block, regardless of its source (retention failure, write failure, and read disturbance) is manifested through a read operation. Therefore, all three sources of error contribute in the probability of reading an erroneous cache block. A block is error-free on a read operation if none of the three types of errors occurs. In our evaluations, the occurrence probability of error in a block is calculated on each read operation on that block by integrating the occurrence probability of retention failure during its latest idle interval, write failure in the most recent write operation, and read disturbance in the current read operation. Therefore, while both retention and write failures are coupled with a read disturbance in their subsequent read operation, each of these three error sources has its own contribution in total error probability of a block. In this regards, we not only report the total error rate of cache blocks, but also the breakdown of the three error sources.

C. Architectural Aspects of Proposed Framework

An early reliability exploration considering device- and circuit-level parameters affected by PVs as well as architecture- and system-level configurations and behaviors requires two main steps. First, modeling an STT-MRAM cache considering STT-MRAM cells physical characteristics and circuit-level cache configurations. Second, calculating the reliability metrics, i.e., $R_{RF}(t)$, $R_{RD}(t)$, $R_{WF}(t)$, and $P_{TF|i}$, using the proposed formulations for the target application.

V. Evaluation Methodology

In this section, we experimentally illustrate the dependency of STT-MRAM cache reliability to the workloads behaviors...
and quantitatively show the extreme error rate variation across different workloads. In addition, the effects of PVs on the cache reliability are investigated and the observations are discussed. We integrate our proposed framework with gem5 full-system simulator [29]. A quad-core processor is modeled, which consists of dedicated instruction- and data-cache per core and a shared L2-cache. The L2-cache blocks are made of STT-MRAM cells that their detailed parameters are given in Table I and we conduct our reliability evaluations based on this cache configuration. These parameters are reported in 32nm technology node. To take the PV effects into account, we consider the Gaussian distribution for each PV affected parameter that its mean value is according to Table I. The system configuration details are given in Table II.

Workloads are 18 multi-programs generated by combining the workloads in SPEC CPU2006 benchmark suite [30]. The details of these combinations are shown in Table III. The first one billion instructions in each workload execution are skipped for warm-up phase and the results are reported for the next four billion instructions. In the following, we first evaluate the effect of workloads on each error probability, separately, with no PV consideration. Then, the effects of PVs on the probability of each error type are investigated. In the last subsection, we consider the Gaussian distribution for each PV affected parameter and conduct our reliability evaluations based on this cache configuration.

### Table I

| Parameter       | Value   |
|-----------------|---------|
| Write Current ($I_{write}$) | 2 mA    |
| Write Pulse ($t_{write}$)     | 10 ns   |
| Read Pulse ($t_{read}$)       | 1 ns    |
| Read Current ($I_{read}$)     | 100 μA  |
| Euler Constant (c)            | 0.5772  |
| Thermal Stability Factor (Δ)  | 30      |

### Table II

| CPU            | Quad-core, 1GHz, out-of-order |
|----------------|------------------------------|
| L1 Cache       | 32KB, 4-way set associative, 64B block size, 2-cycle read and write access time, non-blocking, write-back, SRAM, private |
| L2 Cache       | 1MB, 8-way set associative, 64B block size, 10-cycle read access time, 20-cycle write access time, non-blocking, write-back, STT-MRAM, shared |

### Table III

| Workloads | Benchmarks |
|-----------|------------|
| Mix0      | perlbench, bzip2, gcc, bwaves |
| Mix1      | bzip2, gcc, bwaves, mcf |
| Mix2      | gcc, bwaves, mcf, cactusADM |
| Mix3      | bwaves, mcf, cactusADM, namd, dealII |
| Mix4      | mcf, cactusADM, namd, dealII |
| Mix5      | cactusADM, namd, dealII, soplex |
| Mix6      | dealII, soplex, soplex, calculix, hammer |
| Mix7      | soplex, calculix, hammer, sjeng |
| Mix8      | sjeng, hammer, sjeng, libquantum |
| Mix9      | libquantum, h264ref, ibm |
| Mix10     | sjeng, libquantum, h264ref, ibm, omnetpp |
| Mix11     | h264ref, ibm, omnetpp, astar |
| Mix12     | ibm, omnetpp, astar, xalancbmk |
| Mix13     | omnetpp, astar, xalancbmk, perlbench |
| Mix14     | xalancbmk, perlbench, bzip2, gcc |

Fig. 6. Effects of workloads behavior on retention failure probability with/without excluding the intervals that errors are masked.

### A. Workload Effects on Error Probabilities

The effects of workloads on error rates are twofold: a) the pattern of cache requests, and b) the content of stored and updated data blocks. The rate of read disturbance depends on both the number of read accesses and the content of the read blocks; the rate of write failure depends on both the number of write accesses and the previous and current content of written blocks; and finally, the rate of retention failure depends on the number of read/write accesses, the intervals between accesses to blocks, and the combination of read and write accesses to a block.

For a deep analysis and a more detailed investigation, we present both the error probabilities considering all effects of workloads (access sequences and blocks contents) and the worst case error probability based on the cache access patterns. In the worst case error probability for read disturbance and write failure, it is assumed that all block cells are vulnerable regardless of their content. Therefore, the effect of data patterns is excluded in this case. In the worst case error probability for retention failure, all idle intervals are included, whereas the intervals between a read and its subsequent write access are excluded when considering only vulnerable intervals. Reporting error probabilities in both mentioned schemes unfolds the breakdown of workloads effects on cache reliability.

Fig. 6 shows the retention failure probability for all workloads. The average error probability varies from $7.1 \times 10^{-8}$ in Mix1 workload to $1.8 \times 10^{-6}$ in Mix5 workload, indicating 25.4x variation between the error probabilities of different workloads. The average probability of retention failure is $2.6 \times 10^{-7}$. By including the intervals between the read and its subsequent write access, the error probability is increased by more than 3 orders of magnitude, on average. The variation between error probabilities of different workloads in the worst case is due to
With PVs, we report the probability of cache error type in the presence of various execution times. This variation is much lower than the time considering only vulnerable intervals.

The read disturbance probability for all workloads is shown in Fig. 7. A large variation is observed in both content-dependent and worst case error probabilities. The content-dependent error probability varies from $4.7 \times 10^{-3}$ in Mix15 workload to $3.2 \times 10^{-4}$ in Mix14 workload, indicating 6.8x variations, while the worst case error probability varies from $2.7 \times 10^{-4}$ in Mix6 workload to $1.3 \times 10^{-3}$ in Mix1 workload, indicating 4.8x variation. From another perspective, the content of the data not only causes a large variation in error probabilities, as observed in content-dependent error probabilities, but also significantly reduces the error probability, as the large gap between content-dependent and worst case probabilities confirms this fact. On average, the content-dependent error probability is by 4.2x lower than the worst case error probability, which is due to large number of ‘0’s in cache blocks. However, in some workload, e.g., Mix12, Mix13, and Mix14, the content-dependent error probability is close to that in the worst case.

Fig. 8 depicts the write failure probabilities for the workloads. Assuming all block cells require a 0 → 1 transition, the worst case error probability is $2.7 \times 10^{-3}$, on average. This value varies from $7.7 \times 10^{-4}$ in Mix6 workload to $6.7 \times 10^{-3}$ in Mix1 workload. Including the data content, the average error probability varies from $3.9 \times 10^{-5}$ in Mix6 workload to $5.9 \times 10^{-4}$ in Mix1 workload, which indicates a 15.1x variation.

**B. PV Effects on Error Probabilities**

The effect of PVs on the vulnerability of a single cell can easily be analyzed based on the deviations in the physical cell parameters. However, due to dependency of error probabilities to the workloads behavior, the effect of PVs on the cache error probabilities needs system-level exploration. In the following, we report the probability of cache error type in the presence of PVs.

![Fig. 7. Effects of workloads behavior on read disturbance probability with/without considering the cache blocks content (content-dependent vs. worst case error rate).](image7)

![Fig. 8. Effects of workloads behavior on write failure probability with/without considering the required transitions on a write access (content-dependent vs. worst case error rate).](image8)

![Fig. 9. Retention failure probability without/with considering PV effects.](image9)

![Fig. 10. Read disturbance probability without/with considering PV effects.](image10)

Fig. 9 shows the retention failure probability for all workloads. On average, the error probability is increased by 32.5x. Regarding retention failure probability, thermal stability factor ($\Delta$) is the only parameter affected by PVs. Although PVs reduce the retention failure probability for some STT-MRAM cells and increase it for other cells, the total effect of PVs on retention failure probability of the cache result in a significant increase in its probability for all workloads.

The effects of PVs on read disturbance probability is shown in Fig. 10. On average, the error probability is increased by 9.0x when considering the PV effects. The results show that the effects of PVs on error probability are almost similar for all workloads. Read current ($I_{\text{read}}$), critical switching current ($I_{\text{c}}$), and thermal stability factor ($\Delta$) are under PVs and can oppositely affect the vulnerability of an STT-MRAM cell to read disturbance. Although the PVs can increase the error probability in some cells and decrease in other cells, the overall effect of PVs on STT-MRAM cache is to significantly increase the read disturbance error probability.

The probability of write failure affected by PVs in conjunction to that without PVs is depicted in Fig. 11. The results show an average of 16.7x increase in write failure probability when considering the PV effects. The effect of PVs on a single STT-MRAM cell is either to increase or decrease the write failure probability depending on the deviations of thermal stability factor ($\Delta$), write current ($I_{\text{write}}$), and critical switching current ($I_{\text{c}}$).

![Fig. 11. Write failure probability without/with considering PV effects.](image11)
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Without considering PVs, the minimum and maximum failure probabilities are observed in Mix10 and Mix12, respectively, which indicates a large gap between the corner cases. The observation implies more than 6.5x increase in total failure probability by the PVs. Without considering PVs, the minimum and maximum failure probabilities are observed in Mix10 and Mix12, respectively, which indicates a large gap between the corner cases. The maximum failure probability observed in Mix12 workload is by 32.0x higher than the minimum failure probability observed in Mix10 workload. The variation between the failure probabilities of workloads when considering PV effects is much lower than that of not including PVs. The maximum failure probability, which is observed in Mix14 workload (4.5×10⁻³) is by 6.8x higher than the minimum failure probability, which is observed in Mix15 workload (6.6×10⁻⁴).

The source of large values in total cache failure probability is because of high write failure and read disturbance probabilities, as observed in Fig. 10 and Fig. 11. The read disturbance and write failure probabilities of the cache are affected by the circuit- and physical-level parameters that determine the error rate of a single STT-MRAM cell. Error rate is exponentially affected by changing these parameters, e.g., write current and pulse width, read current and pulse width, and Δ, as previously observed in [5] and [6]. The goal of this study is not to focus on the absolute error rate of STT-MRAM caches, which is strongly technology-dependent and is largely affected by design- and
manufacturing-time parameters adjustment. Our goal, regardless of the per-cell error rate of the STT-MRAM cache, which is fixed and measurable through manufacturing process, is to demonstrate that: a) total cache error rate is largely affected by workloads behavior and a significant variation exists in different workloads; b) none of the three sources of errors can be ignored, since they have considerable contribution in total cache error rate; c) the workload behavior causes a large variation in the contribution of three sources of errors in total error rate.

Fig. 13 shows the breakdown of total failure probability for all workloads in two scenarios for retention failure. As mentioned, retention failure occurred in an interval between a read/write access followed by a write access is overwritten by an updated data and can be ignored. Fig. 13(a) and Fig. 13(b) depict the breakdown of total failure probability when excluding the mentioned intervals in retention failure and when including them, respectively. According to Fig. 13(a), read disturbance and write failure contribute in the majority of total failure probability, whereas the average contribution of retention failure is only 1.2%. Due to negligible contribution of retention failure in this scenario, we depict the results in both linear and logarithmic scales. On average, 54.6% of total failure probability is due to read disturbance while write failure causes 44.2% of errors. A maximum of 71.6% contribution for write failure is observed in Mix1 workload, while the minimum value is less than 0.05% in Mix10 workload. The contribution of read disturbance varies from 28.4% in Mix1 workload to 98.2% in Mix10 workload. A significantly larger variation is observed in the contribution of retention failure, in which the minimum and maximum values are 0.003% and 15.7% in Mix12 and Mix15 workloads, respectively. It is noteworthy that the results are for an L2-cache and the contribution of retention failure will significantly increase in lower-level caches, e.g., L3-caches, due to lower frequency of read/write accesses and larger cache size.

Fig. 13(b) depicts the breakdown of total failure probability considering all idle intervals of cache blocks in retention failure probability calculation. The contribution of retention failure is as high as 73.1%, on average, while read disturbance and write failure contribute for 12.2% and 14.7% of total errors, respectively. The significant increase in the contribution of retention failure compared with that in Fig. 13(a) implies that the cache blocks spend a large fraction of their idle time in intervals that are waiting to be written. These intervals are the times between a read followed by a writeback access or eviction of the blocks. Read disturbance contributes from 3.7% in Mix5 workload to as high as 59.0% in Mix12 workload. The minimum and maximum value for write failure contribution are 0.002% and 25.6% in Mix10 and Mix1 workloads, respectively.

VI. DISCUSSION AND GUIDELINES

Several techniques have been presented in the literature to overcome each source of errors in STT-MRAM memories. Increasing write current and write pulse width, decreasing the thermal stability factor, reading and verifying data after each write (write-read-verify), and employing Error-Correcting Codes (ECCs) are the technique to overcome the write failures [23], [42], [45], [46], [49]–[53]. Reducing read current and read pulse width, increasing thermal stability factor, overwriting after each read, and employing ECCs are among the techniques that tackle read disturbance [19], [38], [43], [44], [54]. Vulnerability to retention failure is reduced by increasing thermal stability factor, employing ECCs, and memory scrubbing [40], [45], [55].

There are three challenges in designing a reliable STT-MRAM cache based on the existing techniques. First, these techniques overcome the errors independently and three error mitigation techniques need to be employed for three sources of errors. Without including the workload-dependency of each error type and its contribution in total error rate, each technique should be configured for the worst case error rate. This pessimistic assumption leads to an overdesigned cache with significant protection overheads. For example, several studies presented ECCs for each error type and to overcome all three sources of errors, three kinds of coding need to be employed for each cache block.

Second, techniques for protecting against one error may increase the rate of other error type(s). Reduction in Δ for decreasing write failure increases the rate of read disturbance and retention failure. Increasing \( I_{\text{write}} \) and \( t_{\text{write}} \) worsens the probability of MTJ barrier breakdown in addition to imposing significant energy consumption and delay overheads. Reducing \( I_{\text{read}} \) and \( t_{\text{read}} \) increases the sensing error probability. In addition, memory scrubbing increases the rate of read disturbance.

Third, some of these techniques are in contradiction to each other and cannot be employed jointly. Increasing Δ of STT-MRAM cells for reducing read disturbance and retention failure rate is in contrast with the technique of decreasing Δ for reducing write failure rate. Overwriting a data block after each read for correcting read disturbance errors cannot be integrated with write-read-verify technique.

Our formulations and framework help to estimate the cache reliability before and after employing error mitigation techniques and to determine the level of protection required for each error type based on its effects on the total error rate. Based on our observations, there is a large difference between the contribution of error types in total cache error rate and even in the rate of each error in various scenarios. These observations provide a roadmap to optimize the given budget of the cache protection for maximizing the reliability or to achieve the required level of reliability with the minimum cost. They can also help to design cache configurations that adaptively utilize error mitigation techniques at runtime based on the current behavior of different sources of errors.

VII. CONCLUSIONS

Unreliability of emerging STT-MRAM caches due to retention failure, read disturbance, and write failure is a major design concern. Vulnerability of cache blocks to these sources of errors strongly depends on not only process variations, but also the cache access patterns and data content. On the other hand, the rate of different errors is differently and even oppositely affected by a workload behavior and process
variations. This paper formulated the vulnerability of STT-MRAM caches to all error types considering the conflicting effects of both PVs and workloads behavior on the rate of different errors. These formulations provide an analytical reliability exploration environment for STT-MRAM caches. In addition, we developed a system-level framework to empirically investigate the reliability of STT-MRAM caches for different device- to system-level configurations and various PVs and workload considerations. We integrated our framework with gem5 full-system simulator and investigated the effects of PVs and workloads on the cache reliability. The results for a shared L2-cache in a quad-core processor showed that PVs increase the cache error rate by 6.5x, on average, while this rate varies for an average of 32.0x in different workloads. In addition, a large diversity is observed in the contribution of each error type in total vulnerability of STT-MRAM cache. Our formulations and framework help system architects to optimize the error mitigation techniques based on each error behavior and to design cost-efficient highly reliable STT-MRAM caches.
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