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Abstract In this paper, we consider lightweight decentralised algorithms for achieving consensus in distributed systems. Each member of a distributed group has a private value from a fixed set consisting of, say, two elements, and the goal is for all members to reach consensus on the majority value. We explore variants of the voter model applied to this problem. In the voter model, each node polls a randomly chosen group member and adopts its value. The process is repeated until consensus is reached. We generalise this so that each member polls a (deterministic or random) number of other group members and changes opinion only if a suitably defined super-majority has a different opinion. We show that this modification greatly speeds up the convergence of the algorithm, as well as substantially reducing the probability of it reaching consensus on the incorrect value.
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1 Introduction

The consensus problem is that of getting all agents in a distributed system to agree on a value from an initial set of values that they each possess. We consider the special
case where this initial set consists of just two values, 0 and 1. Whereas the traditional consensus problem only requires agreement, we shall also require that the agreed value coincides with the initial majority value. Our focus is on simple and lightweight decentralised algorithms which offer probabilistic performance guarantees, and which achieve fast convergence to the consensus value.

There are two strands of motivation for this work. The first comes from a variety of co-ordination problems in distributed systems where the main goal is to achieve agreement and the value agreed upon is only of secondary importance. The second motivation comes from social learning, where the interest is in whether agents with limited private information can aggregate their information via simple interaction rules to learn the ‘true state of nature’. This phenomenon has gained considerable popularity recently under the name of the wisdom of crowds [16]. It is also of interest in modelling the spread of opinions and influence in social networks, both online and offline, and the spread and adoption of competing ideas or technologies.

In the standard voter model, which is one of the earliest models of consensus, each agent initiates contacts at unit rate, i.e. at the points of a Poisson process of rate 1, choosing the contact uniformly at random in each instance. Contacts are chosen independent of past choices, and the choices of other agents. The agent initiating the contact then simply adopts the opinion of the agent contacted. This is a pull model, though the push version is exactly analogous. The number of agents having each value evolves as a Markov chain. In fact, the number of agents having value 1, say, is a martingale. Hence, the probability of reaching consensus on the value 1 is simply the fraction of nodes which initially had value 1. In particular, if this initial fraction is smaller than a half, then the probability of reaching the wrong consensus, i.e. agreeing on the minority value, is a constant that does not depend on the number of agents but only on the initial fraction. Moreover, it is known that the expected time to reach consensus grows linearly in the total number of agents.

In a variant of this model, the agents live on the nodes of a graph and an agent can only contact its neighbours in the graph. Again, we consider a Markov model in which agent (or node) $i$ contacts node $j$ according to a Poisson process of rate $q_{ij}$, independent of the past and of other nodes. We assume that the rate matrix $Q = \{q_{ij}, 1 \leq i, j \leq n\}$, is irreducible, which is the case if the corresponding directed graph is strongly connected. Here $n$ is the total number of agents. Let $\pi$ denote the unique invariant distribution of the rate matrix $Q$, i.e. the unique probability vector solving the equation $\pi Q = 0$. Then, it can be shown that $\pi \cdot X(t)$ is a martingale, where $X_i(t)$ denotes the value at node $i$ at time $t$ and $\pi \cdot X(t)$ denotes the inner product of the vectors $\pi$ and $X(t)$. (The analogous result for a discrete-time version of this model was established in [7], but the extension to continuous time is straightforward.) Consequently, the probability that the eventual consensus value is 1 is simply $\pi \cdot X(0)$. In this setting, agents have different amounts of influence as described by the invariant distribution $\pi$, but the results are otherwise quite similar to the case of the classical voter model. In particular, the probability of reaching the wrong consensus is substantial, and typically does not decay in the system size.
1.1 Related work

There has been a considerable body of recent work involving variants of the classical voter model, some of which has been motivated by the distributed consensus problem. A simple 3-state variant of the voter model on the complete graph was studied in [14], where the third state can be thought of as undecided. If an agent with value 0 polls one with value 1 or vice versa, then it moves to the undecided state. If an agent polls a node in the undecided state, then it does not change state. Finally, an undecided agent adopts the value of the agent it polls. It is shown in [14] that, for this model, the probability of reaching the wrong consensus decays exponentially in the number of agents, \( n \), and the decay rate is the Kullback–Leibler divergence between the Bernoulli distribution with parameter equal to the initial fraction of agents with value 1, and the Bernoulli distribution with parameter one half. Moreover, the time to reach consensus is logarithmic in the number of nodes. One could ask whether having additional states further reduces the error probability or, alternatively, whether the same gain can be achieved if only a fraction of nodes have these extra states. Rather than answer these questions in the multiple-states setting, we continue to work with just two states but consider more general polling schemes. We show that polling two or more nodes rather than just one, and only changing state if a super-majority of the polled nodes has a different state, leads to error probabilities decaying exponentially in the number of agents, and in the time to reach consensus being logarithmic in the number of agents.

A discrete-time version of the majority voter model on infinite regular trees was studied in [9]. In this model, nodes are initially assigned values of 0 or 1 according to independent and identically distributed (i.i.d.) Bernoulli random variables. This is the only randomness in the model. The subsequent evolution is deterministic; in each time step, each node updates its value to the majority value represented among its neighbours in the tree. The authors obtain bounds on the minimum initial bias (difference between probabilities of 0 and 1) required to guarantee that all nodes eventually reach consensus. Similar results are obtained in [12] for finite regular graphs that are expanders. Specifically, the authors show that, for sufficiently large initial bias, consensus on the initial majority value is reached with probability tending to 1 as the size of the graph tends to infinity. A probabilistic version of the majority voter model, in which each agent randomly samples a subset of its neighbours in each time step and adopts the majority value in this subset, is studied in [1]. Here, there is randomness in the initial condition as well as the sampling at each node and time step. The authors show that the model reaches consensus on the initial majority value with high probability. The error probability bounds in their model are not as good as the ones in this paper, but they are applicable to a wide class of graphs, whereas our results are only for complete graphs.

There is a well-known duality between the voter model and coalescing random walks [4], which can be exploited to obtain bounds on the time to reach consensus in the voter model. On the complete graph, it shows that the expected time to reach consensus scales linearly in the number of nodes. Recent work in [3] has used this approach to derive bounds on the consensus time in general graphs in terms of the number of nodes, the variance of node degrees and the spectral gap of the transition probability matrix for the random walk associated with the voter model. Unfortunately, the duality with
random walks does not extend to the generalised voter model considered in this paper. There also does not seem to be a natural martingale associated with it; in the voter model, this martingale is intimately related to the dual random walk. Hence, we need a quite different approach for our model, which does not extend to general graphs.

Consensus can also be reached without using variants of voter models. Instead, agents could simply count the number of agents with values 0 and 1, and thereby choose the majority. It is shown in [11] that such counting problems can be approximated using a gossip algorithm which involves propagating real numbers rather than values from a finite set. If the approximation error in counting is smaller than the margin between the 0 and 1 votes, then this leads to the correct decision regarding the initial majority value. The time required by this approximate counting algorithm is shown in [11] to scale logarithmically in the number of nodes in complete graphs, whereas on general graphs, it can be bounded in terms of the expansion properties of the graph.

In contrast, quantized gossip algorithms, which use more than two states and more complicated update rules, can be constructed to guarantee convergence to the correct value [2,10,13]. Bounds on the convergence time of these algorithms have been obtained in [6,8,15].

Finally, we briefly mention the relevance of the work in this paper to distributed systems. We present results only for the complete graph, but even these can be relevant to distributed systems provided the update algorithms described here are applied to nodes selected uniformly at random from the population. Such sampling is possible by performing independent random walks on the network, one for each sample required. The number of steps required to obtain a nearly uniform random sample depends on the mixing time of the random walk, which is in turn related to the spectral gap of the Laplacian matrix of the graph. The key point is that if the graph is an expander, as many networks of practical interest are, then the random walk mixes quickly and it is typically possible to randomly sample a node with cost which is logarithmic in the number of nodes. There are alternative methods for finding consensus in distributed systems, for example, the use message passing once a leader has been selected and a rooted spanning has been constructed, but the algorithms in this paper provide lightweight alternatives.

The rest of the paper is organised as follows. In the next section, we set out the variants of the voter model that we shall consider. We present an analysis of their performance, in terms of the time to reach consensus and the probability of reaching consensus on the wrong value, in Sect. 3 and 4, before concluding in Sect. 5 with a discussion of directions for future work.

2 Generalised voting algorithm

We study voting algorithms on the complete graph on $N$ nodes. Each node has an initial state in $\{0, 1\}$. We associate a unit rate exponential clock with each node, which is independent of its state and the states of the other nodes. At each tick of this clock, the node carries out an update of its current state according to an algorithm indexed by two parameters, $m$ and $d$. Here, $m$ represents the number of nodes the node polls in an update step, and $d$ is the minimum number of these that will need to disagree.
with its current state for it to change state. More precisely, the update algorithm, Algorithm 1, at each node \( v \) is as follows: the node samples \( m \) nodes \( v_1, v_2, \ldots, v_m \) uniformly at random and finds out their current states. If \( d \) or more have a current state different from its own, then \( v \) changes its current state; otherwise, it retains its state. For example, if \( m = 3 \) and \( d = 2 \), then each node samples 3 nodes and only changes state if a simple majority of them have a different state from its own. The classical voter model is recovered by taking \( m = d = 1 \).

For definiteness, and to simplify the analysis, we assume that these \( m \) nodes are sampled with replacement. Sampling without replacement will not affect our results, which are of an asymptotic character for large populations. For large \( N \) the probability of sampling a node twice in an update step is \( O\left( \frac{1}{N} \right) \). We can simulate sampling without replacement by first sampling with replacement, but rejecting the sample and resampling if a node is repeated. This coupling demonstrates that the proportion of update steps in which sampling with replacement yields a different sample than sampling without replacement tends to zero as we increase the number of nodes. Intuitively, this suggests that both sampling schemes should result in convergence to the same consensus value. We shall return to this point after the statement of Theorem 2.

### Algorithm 1: \((m, d)\) update algorithm of node \( i \)

| Data: \( X \) state of each node |
| --- |
| \( \sigma \) \( \leftarrow \) sample\((m, N)\); /* sample \( m \) nodes from the population with replacement */ |
| \( \text{count} \leftarrow \sum_{j \in \sigma} X[j] \); /* count nodes in sample with state 1 */ |
| if \( X[i] = 0 \) \& count \( \geq d \) then |
| \( X[i] \leftarrow 1; \) |
| else if \( X[i] = 1 \) \& \( m - \text{count} \geq d \) then |
| \( X[i] \leftarrow 0; \) |
| end |

If we define the state of the system to be the number of nodes in state 1, then it is easy to see that it evolves as a continuous time Markov chain on the finite state space \( \{0, 1, 2, \ldots, N\} \), with the states 0 and \( N \) being absorbing. These are the only absorbing states and they are reachable from all other states, and so the Markov process will eventually end up in one of them. We are interested in the probability of the system ending in state \( N \) (i.e. all nodes in state 1) if we started with a proportion \( \alpha \) of the nodes initially having state 1. We are also interested in the expected length of time it takes to reach a consensus, i.e. to reach an absorbing state.

In the case of the classical voter model, it is known that the probability of being absorbed into the state \( N \) is equal to the proportion of nodes which start in state 1, and that the time to consensus scales linearly with the number of nodes, as remarked in the Introduction. Thus, the probability of reaching the wrong consensus does not decay with system size but only with how far the initial proportion is from an equal split. Moreover, the time to consensus is large. One of our motivations for introducing the generalised class of algorithms is to see if they can reduce the probability of converging to the wrong consensus as well as speed up the convergence. Another motivation is to explore the behaviour of a wider class of social learning mechanisms.
In the next section, we examine the performance of algorithms where the parameters $m$ and $d$ are fixed, and the same at every node. In the following section, we consider random $m$ and $d$ as a way of modelling heterogeneity among the nodes, which has strong motivation in a social learning context. The ideas and techniques we use for the deterministic case transfer across with minor changes. We present some conjectures and future directions for research in the final section.

3 Analysis of the deterministic case

3.1 Probability of reaching the incorrect consensus

We consider the generalised voter model with parameters $(m, d)$ as described in the previous section. Let $X(t)$ denote the number of nodes in state 1 at time $t$. Then, $(X(t), t \in \mathbb{R})$ evolves as a continuous time Markov chain on $\{0, 1, 2, \ldots, N\}$ with the transition rates

$$q_{n,n+1} = (N-n)\mathbb{P}\left(\text{Bin}(m, \frac{n}{N}) \geq d\right),$$

$$q_{n,n-1} = n\mathbb{P}\left(\text{Bin}(m, \frac{N-n}{N}) \geq d\right),$$

for $0 \leq n \leq N$. We are interested in computing the probability that the system ends in state $N$ given that we start with a proportion $\alpha$ of nodes in state 1.

We denote this hitting probability by the function $h_N$, defined as follows. For $\alpha = i/N$ with $i \in \{0, 1, \ldots, N\}$, set

$$h_N(\alpha) = \mathbb{P}(X(\infty) = N | X(0) = i),$$

and extend the definition to $\alpha \in [0, 1]$ by linear interpolation:

$$h_N(\alpha) = (N\alpha - \lfloor N\alpha \rfloor)h_N\left(\frac{\lfloor N\alpha \rfloor}{N}\right) + (\lceil N\alpha \rceil - N\alpha)h_N\left(\frac{\lceil N\alpha \rceil}{N}\right).$$

We begin by considering the special case $d = m$, where a node only changes states if all $m$ nodes it samples have the opposite state.

**Theorem 1** Consider the $(m, m)$ algorithm with $m > 1$ on the complete graph on $N$ nodes. Let $\{X(t)\}_{t \geq 0}$ be the number of nodes whose state is 1 at time $t$ then we have

$$\mathbb{P}(X(\infty) = N | X(0) = i) = \sum_{k=0}^{i-1} \binom{N-1}{k}^{-1} \sum_{k=0}^{N-1} \binom{N-1}{k}^{-1}.$$

Further, for $\alpha \in (0, 1/2)$, the probability of reaching consensus on 1 (the minority value initially) satisfies

$$h_N(\alpha) \leq c \exp\left(- (N-1)(m-1)D\left(\alpha; \frac{1}{2}\right)\right).$$
where \( c > 0 \) is a constant that does not depend on \( N \), \( D(p; 1/2) = \log 2 - H(p) \) is the relative entropy or Kullback–Leibler divergence of the Bernoulli(p) distribution with respect to the Bernoulli(1/2) distribution and \( H(p) \) is the Shannon entropy of the Bernoulli(p) distribution. Moreover, the two sides of the above inequality are logarithmically equivalent as \( N \) tends to infinity.

In words, the theorem says that the probability of reaching the incorrect consensus decays exponentially in the population size \( N \), and the error exponent is a multiple of a Kullback–Leibler divergence involving the initial condition. If we compare the result in the theorem for \( m = 2 \) to what is known for the classical voter model, we see that even just polling two nodes rather than a single node provides a substantial improvement: the probability of obtaining the wrong result decays exponentially in the number of nodes, which is not seen in the original voter model.

We have moved the proofs of all the theorems to the appendix but give a brief outline of the argument here. In order to compute hitting probabilities for the Markov chain \( X(t) \), we use the well-known resistor analogue described by Doyle and Snell [5], for example. Consider \( N \) resistors \( R_1, R_2, \ldots, R_N \) placed in series and connected to a 1-V battery. Let \( V_i \) denote the voltage at the junction between resistors \( R_i \) and \( R_{i+1} \) with \( V_0 = 0 \) and \( V_N = 1 \). The voltages \( V_i \) satisfy the relation

\[
V_i = \frac{R_i V_{i+1} + R_{i+1} V_{i-1}}{R_i + R_{i+1}}
\]  

for all \( i \) between 1 and \( N - 1 \). On the other hand, by conditioning on the first step of the Markov chain \( X(t) \) from state \( i \), we can see that the hitting probabilities \( h_N(i/N) \) satisfy the recursion

\[
h_N \left( \frac{i}{N} \right) = p_{i,i+1} h_N \left( \frac{i+1}{N} \right) + p_{i,i-1} h_N \left( \frac{i-1}{N} \right),
\]

where \( p_{i,i+1} \) and \( p_{i,i-1} \) are the transition probabilities for the embedded discrete-time Markov chain associated with \( X(t) \), obtained by embedding at the jump times. These probabilities are proportional to the corresponding transition rates. Moreover, \( h_N(0) = 0 \) and \( h_N(1) = 1 \). Thus, comparing Eqs. (3) and (4), we see that they have the same solutions if we set the resistor ratios \( R_{i+1}/R_i \) to be the same as the transition rates ratios \( q_{i,i-1}/q_{i,i+1} \). When we do this, we find that the resistor values are proportional to the \((m-1)\)th power of the binomial coefficients \( \binom{N}{i} \). This allows us to apply the Chernoff bound for the binomial distribution to obtain the bound on the hitting probabilities claimed in the theorem. Details can be found in the appendix.

We now proceed to consider the more general setting.

**Theorem 2** Consider the \((m,d)\) algorithm with \( m \geq 2 \) on the complete graph on \( N \) nodes. If \( d > m/2 \) we have for all \( \alpha \in (0, 1/2) \) that

\[
\limsup_{N \to \infty} \frac{1}{N} \log(h_N(\alpha)) \leq - \frac{1}{\alpha} \int_\alpha^1 \log g(x) dx,
\]
with \( g : [0, 1] \rightarrow \mathbb{R}^+ \cup +\infty \) and \( g(x) > 1 \) for all \( x \in [0, 1/2) \). Specifically

\[
g(x) = \frac{x\mathbb{P}(Z_x \leq (m - d))}{(1 - x)\mathbb{P}(Z_x \geq d)},
\]

where, for \( x \in [0, 1] \), \( Z_x \) denotes a random variable with the \( \text{Bin}(m, x) \) distribution.

The error exponent of the algorithm is governed by the function \( g \), which encodes the drift of the Markov chain; it gives the ratio of the probability of an up step to the probability of a down step as a function of the fraction of nodes in state 1. It is readily verified that if \( d = m \), then this theorem recovers a weaker form of the result in Theorem 1.

Note that \( g(x) > 1 \) for all \( x \in [0, 1/2) \) if \( d > m/2 \), i.e. if we require a strict majority to force a state change at a node. If we were to sample nodes without replacement, then the random variable \( Z_x \) would have a hypergeometric distribution instead of a binomial distribution. In other words, we would have

\[
\mathbb{P}(Z_x = k) = \binom{\lfloor xN \rfloor}{k} \binom{(1-x)N}{m-k} \binom{N}{m}.
\]

As \( N \) tends to infinity, and for any fixed \( x \in (0, 1) \) and \( k \in \{0, 1, \ldots, m\} \), the expression above tends to the probability that a \( \text{Bin}(m, x) \) random variable takes the value \( k \). This confirms what we noted intuitively earlier, that the difference between sampling with and without replacement is negligible when \( N \) is large.

### 3.2 Time to reach consensus

In addition to the probability of error, we are also interested in the time to reach consensus. For an algorithm to be useful in practice, we need this time to be short. Recall that in the classical voter model, the time to consensus is \( \Theta(N) \), i.e. it grows linearly in the number of nodes. Before stating results on the time to convergence for our class of algorithms, we define functions \( \tau^\alpha_N : [\alpha, 1 - \alpha] \rightarrow \mathbb{R}^+ \) by

\[
\tau^\alpha_N(x) = \mathbb{E}_{\lfloor xN \rfloor} \left( \inf\{t > 0 : X(t) \leq \alpha N \text{ or } X(t) \geq (1 - \alpha)N\} \right),
\]

where the notation \( \mathbb{E}_y \) denotes the expectation starting from the initial condition \( y \). In words, \( \tau^\alpha_N(x) \) is the expected time to come within a fraction \( \alpha \) of consensus starting from an initial proportion \( x \) of nodes in state 1, and \( \tau^0_N(x) \) is the corresponding expected time to reach complete consensus. Our next theorem states that the time to reach consensus starting from any initial condition is \( O(\log N) \), whereas the time to come within any non-zero fraction \( \alpha \) of consensus is \( O(1) \). To put it another way, the time to get arbitrarily close to consensus (as a proportion of all nodes) does not grow with system size, and the time to reach full consensus only grows logarithmically. The logarithmic term is unavoidable and comes from a lower bound on the time for the last node to contact any other node.
Theorem 3 Consider the \((m, d)\) algorithm with \(2d > m \geq d\) on the complete graph on \(N\) nodes. For all \(x \in [0, 1/2)\) we have \(\tau^N_N(x) = \Theta(\log(N))\) and for \(\alpha > 0\) we have \(\tau^\alpha_N(x) = O(1)\).

The proof is in the appendix. The idea is to bound the number of visits to each state before reaching an absorbing state (or the boundary of the specified region for approximate consensus). These bounds can be obtained by constructing a simplified process whose consensus time stochastically dominates that of the original process. The key idea, familiar from the gambler’s ruin problem, is that for a random walk with drift, the expected number of visits to each state is a constant that does not grow with \(N\). (In the classical gambler’s ruin problem, the drift is constant, whereas in our setting the drift is state dependent, but this complication is manageable.) The number of states in the state space is proportional to \(N\), but so are the transition rates of the Markov chain (since all \(N\) nodes are independently polling other nodes at unit rate) except very close to the boundary. It is these boundary effects that make the time to reach consensus logarithmic rather than bounded. See the appendix for details.

3.2.1 Example

To better understand the results given previously we consider the specific example of the \((2, 2)\) algorithm. Here a node upon waking contacts 2 nodes and only changes state if both nodes disagree with its current state. As before we let \(X\) be the number of nodes in state 1 with a total of \(N\) nodes. Previously we have seen that \(X\) evolves as a continuous time Markov chain. Let \(p^N(x)\) be the probability of obtaining a consensus of all nodes being in state 1 and \(t^N(x)\) be the expected time to any consensus with \(x\) being the initial number of nodes in state 1. For a given \(N\) we can calculate \(p^N(x)\) and \(t^N(x)\) exactly by solving the following recurrence relations:

\[
(x + (N - x))p^N(x) = xp^N(x + 1) + (N - x)p^N(x - 1)
\]

with \(p^N(0) = 0, \ p^N(N) = 1\),

and

\[
(x + (N - x))t^N(x) = xt^N(x + 1) + (N - x)t^N(x - 1) + \frac{N^2}{x(N - x)}
\]

with \(t^N(0) = 0, \ t^N(N) = 0\).

In Fig. 1 we see a plot of \(p^N\) and \(t^N\) for \(N = 1, 000\) as we vary the initial number of nodes with state 1.

In this paper we have focused on the behaviour of \(p^N\) and \(t^N\) as we scale the number of nodes, \(N\), to infinity. For a fixed \(0 < \alpha < 1/2\) we set \(x = \lfloor \alpha N \rfloor\), Theorem 1 tells us that \(p^N(x)\) decays exponentially in \(N\) and from Theorem 3 we have \(t^N(x)\) grows logarithmically in \(N\). In Fig. 2 we plot \(\log(p^N(\lfloor N/3 \rfloor))\) and \(t^N(\lfloor N/3 \rfloor)\) against \(N\), the number of nodes. For \(p^N\) we have also included a dotted line describing the asymptotic behaviour from Theorem 1. From these plots we can see agreement with the theory even for a small number of nodes.
4 Analysis of the stochastic case

So far we have focused on the class of \((m, d)\) algorithms where the \(m\) and \(d\) are determined at the start, and are fixed and equal for all nodes. A simple generalisation is to allow node heterogeneity, i.e. to allow \(m\) and \(d\) to be different at each node. In the social learning context, this would model differences among individuals in how they form and modify opinions, and in the decentralised consensus context it could model differences in the connectivity of nodes. The most general version of such a system, in
which every node has its own values of the parameters $m$ and $d$, appears analytically intractable. One way to get a tractable approximation would be to assume that nodes belong to a small number of classes, and that the parameters $m$ and $d$ only depend on the class. This still gives rise to a multi-dimensional Markov chain. We consider an even simpler approximation where we allow $m$ and $d$ to be randomly selected each time a node carries out an update. More precisely, each time a node carries out an update, it selects a pair $(m, d)$ according to the distribution of a random vector $(M, D)$; selections are independent and identically distributed (iid) across nodes and over time. In this case, the system can be described by a one-dimensional Markov chain as before, since the number of nodes with value 1 is an adequate state descriptor. We will assume that the random vector $(M, D)$ satisfies the inequalities $2D > M \geq D$ almost surely, i.e. that a state change always requires at least a simple majority of the polled nodes to have a different state. The assumption is intuitive and does not appear overly restrictive from a practical point of view.

The analysis which we carried out for the deterministic $(m, d)$ algorithms (Theorems 2 and 3) carries through with only minor changes. Specifically, we need to re-examine the definition of the function $g$. In the deterministic case, $g$ was defined in terms of the probabilities of the number of nodes in state 1 increasing or decreasing by 1 at the next transition. In the stochastic setting, this is still the case, but we now have conditional probabilities depending on the realisation of the random vector $(M, D)$. Hence, we need to take an expectation with respect to the distribution of $(M, D)$ to obtain the corresponding unconditional probabilities.

We start by defining the following functions:

\[ p_1(m, d, x) = \mathbb{P}(Z_m, x \leq m - d) \]

and

\[ p_2(m, d, x) = \mathbb{P}(Z_m, x \geq d) \]

where $Z_m, x$ denotes a random variable with the Bin $(m, x)$ distribution as before, but we now make the dependence on $m$ explicit in the notation. Analogous to $g$, we now define

\[ \tilde{g}(x) = \frac{x \mathbb{E}(M, D) (p_1(M, D, x))}{(1 - x) \mathbb{E}(M, D) (p_2(M, D, x))}. \]

With this definition in place, we can now restate our results as follows:

\textbf{Theorem 4} Consider the $(M, D)$ algorithm where, at each update step, each node uses an independent sample of the random variable $(M, D)$ to decide on the number of nodes to poll and to set the decision threshold for changing its state. We assume that $2D > M \geq D$ almost surely. For this algorithm, the probability of reaching consensus on the incorrect value satisfies

\[ \limsup_{N \to \infty} \frac{1}{N} \log(h_N(\alpha)) \leq - \int_\alpha^1 \log \tilde{g}(x) dx. \]
The time to reach full consensus is \( O(\log n) \) for all initial conditions, as in the deterministic case.

As an example of the application of the results we consider the randomised algorithm which selects the \((1, 1)\) algorithm with probability \( p \) and the \((2, 2)\) algorithm with probability \((1 - p)\). So in an update event the node either asks one or two of its neighbours there current state and only changes its state if all people it asks disagree with its current state. So, in this setting we have

\[
\tilde{g}(x) = \frac{1 - (1 - p)x}{(p + (1 - p)x)}.
\]

From this we see that for \( x \in [0, 1/2) \) \( \tilde{g}(x) > 1 \) which means that we have exponential decay of the error probability in the number of nodes. Moreover, the time to reach consensus is still \( O(\log(N)) \). In other words, the benefits of polling two nodes instead of one are realised even if this modification is only implemented an arbitrary small fixed fraction of the time not depending on the number of nodes. We can use the result in Theorem 2 to find the limit for the error probability from an initial proportion \( x, h_N(x) \), given by

\[
\lim_{N \to \infty} \frac{1}{N} \log(h_N(x)) \leq -(I(1/2) - I(x)),
\]

where

\[
I(x) = (x - \frac{1}{(1-p)}) \log(1 - (1-p)x)
- (x + \frac{p}{(1-p)}) \log(p + (1-p)x).
\]

In Fig. 3 we plot the limit bound on the exponent for various values of \( p \).
5 Discussion and directions for future research

We considered a number of variants of the classical voter model based on quite general schemes for polling agents and modifying opinions based on majority voting rules. These variants are of potential interest as models of opinion formation and propagation in social networks. However, our results only apply to complete networks. Extending the results to a wide class of network models is a key challenge for future work, and would be of particular relevance to the propagation of opinions in social networks. We are unable to immediately utilise the methods from this paper for other graphs, since we make use of the fact that in a complete graph the nodes we sample from does not change as the update node changes. This enabled us to formulate a tractable Markov Chain which we analysed. Moving to general graphs this idea is not available to us so one would need to deal with a substantially more complicated Markov chain which we currently use is intractable. Therefore, we believe a novel idea is required.

Our motivation for this work came in part from [14], where it was shown that having internal states changed the error probability from a constant to something decaying exponentially in the system size. Specifically, they considered a model with a single internal state, in which a node with value 0 would need to successively contact 2 nodes with value 1 in order to change its value to a 1. By analogy, this motivated us to consider a model in which each node polls two other nodes at each step and only changes value if both of them differ. For this model, it turns out that we get exactly the same error exponent as in the model of [14]. However, it is not clear whether or how this generalises to models with multiple internal states. Are there analogues between such models and our class of generalised voter models? Intuitively, we believe that it should be possible to find relations between the two classes of models, and to rigorously establish inequalities between their error probabilities. This is another potential area for future work.
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Appendix: Proof of Theorems

Throughout the proofs we adopt the convention that any summation with a lower index larger than it’s upper index is taken to be zero.

Proof (Proof of Theorem 1) Let $X(t)$ denote the number of nodes in state 1 at time $t$. As we are considering the $(m,m)$ algorithm on a complete graph with $N$ nodes, the dynamics of $X$ are governed by a continuous time Markov chain on the state space $\{0, 1, \ldots, N\}$, with absorbing states at 0 and $N$, and with transition rates given by

$$
X \text{ goes to } \begin{cases} 
X + 1 \text{ with rate } (N - X) \left( \frac{X}{N} \right)^m, \\
X - 1 \text{ with rate } X \left( \frac{N - X}{N} \right)^m.
\end{cases}
$$

We are interested in the probability of $X$ hitting state $N$ before state 0, and hence being absorbed in state $N$. 
If the initial system state is $X(0) = i < N/2$, then hitting state $N$ is equivalent to the system reaching consensus on the incorrect (minority) value. Recall from (1) that we defined 

$$h_N(i/N) = \Pr(\exists t \text{ such that } X(t) = N | X(0) = i),$$

as the hitting probability of state $N$ from an initial state with $i$ nodes in state 1. As discussed in Sect. 3.1, we obtain by conditioning on the first jump that the hitting probabilities $h_N(i/N)$, $i = 0, 1, \ldots, N$, satisfy the recursion (4).

In order to solve this recursion, we make use of an analogy with electrical resistor networks (see Snell and Doyle [5]), as outlined in Sect. 3.1. Let $R_i$ be the resistance between nodes $i$ and $i-1$ in a series network of $N$ resistors, and let $V_i$ denote the voltage at node $i$, i.e. the node between resistors $R_i$ and $R_{i+1}$. Set $V_0 = 0$ and $V_N = 1$. If we normalise $R_1 = 1$, and take

$$R_{i+1} = \left(\frac{1 - i/N}{i/N}\right)^{m-1} R_i,$$

then the hitting probabilities $h_N(i/N)$, $i = 1, \ldots, N-1$ satisfy the same Eq. (3) as the voltages $V_i$, $i = 1, \ldots, N-1$ in the resistor network described above. We now solve for these voltages.

We obtain from the above recursion for the resistor values that

$$R_i = \prod_{j=1}^{i-1} \left(\frac{N-j}{j}\right)^{m-1} = \left(\frac{N-1}{i-1}\right)^{(m-1)},$$

where we use the convention that an empty product is equal to 1. Now, by Ohm’s law, the current through the series resistor network is given by $1/(R_1 + R_2 + \ldots + R_N)$. Consequently, the voltage at node $i$ is $V_i = \sum_{k=1}^{i} R_k / \sum_{k=1}^{N} R_k$. Since this is the same as the hitting probability $h_N(i/N)$, we obtain that

$$h_N(i/N) = \frac{\sum_{j=0}^{i-1} \binom{N-1}{j}^{(m-1)}}{\sum_{j=0}^{N-1} \binom{N-1}{j}^{(m-1)}}.$$

For $\alpha \in [0, 1]$ such that $\alpha N$ is not an integer, we defined $h_N(\alpha)$ in (2) by linear interpolation. Since $h_N(i/N)$ is increasing in $i$, it follows that

$$h_N(\alpha) \leq \frac{\sum_{i=0}^{\lfloor \alpha N \rfloor - 1} \binom{N}{i}^{(m-1)}}{\sum_{i=0}^{N-1} \binom{N}{i}^{(m-1)}}. \quad (5)$$
We shall obtain an upper bound on the numerator and a lower bound on the denominator in the expression above. First observe that, if \( i \leq \alpha N \), then
\[
\binom{N - 1}{i - 1} = \frac{i}{N - i} \binom{N - 1}{i} \leq \frac{\alpha}{1 - \alpha} \binom{N - 1}{i},
\]
and so
\[
\binom{N - 1}{\lceil \alpha N \rceil - i} \leq \left( \frac{\alpha}{1 - \alpha} \right)^{i - 1} \binom{N - 1}{\lceil \alpha N \rceil - 1}
\]
for all \( i \geq 1 \). It follows that
\[
\sum_{i=0}^{\lceil \alpha N \rceil - 1} \binom{N - 1}{i}^{(m-1)} \leq \left( \frac{\alpha}{1 - \alpha} \right)^{m-1} \left( \sum_{i=0}^{\lceil \alpha N \rceil - 1} \left( \frac{\alpha}{1 - \alpha} \right)^{(m-1)i} \right).
\]

Now, if \( \alpha \in (0, 1/2) \) as in the statement of the theorem, then
\[
\sum_{i=0}^{\lceil \alpha N \rceil - 1} \left( \frac{\alpha}{1 - \alpha} \right)^{(m-1)i} \leq \sum_{i=0}^{\infty} \left( \frac{\alpha}{1 - \alpha} \right)^{(m-1)i} = c < \infty,
\]
for a constant \( c \) that does not depend on \( N \). Combining this with Stirling’s formula, we obtain that
\[
\sum_{i=0}^{\lceil \alpha N \rceil - 1} \binom{N - 1}{i}^{(m-1)} \leq \left( \frac{c}{\sqrt{2\pi \alpha (1 - \alpha)N}} \right)^{m-1} e^{(N - 1)(m-1)H(\alpha)}, \tag{6}
\]
where we recall that \( H(\cdot) \) denotes the binary entropy function. Likewise, we obtain using Stirling’s formula that
\[
\sum_{i=0}^{N-1} \binom{N - 1}{i}^{(m-1)} \geq \left( \frac{2}{\pi N} \right)^{m-1} e^{(N - 1)(m-1)H(1/2)}, \tag{7}
\]
Substituting (6) and (7) in (5), we obtain that
\[
h_N(\alpha) \leq ce^{-(N - 1)(m-1)[H(\alpha) - H(1/2)]} = c \exp(- (N - 1)(m - 1)D(\alpha; 1/2)),
\]
where \( c > 0 \) is a constant that may depend on \( \alpha \) but does not depend on \( N \). This establishes the first claim of the theorem.

In order to establish the second claim about logarithmic equivalence, we need a lower bound on \( h_N(\alpha) \) that matches the above upper bound to within a term that is
subexponential in \( N \). We obtain such a bound from
\[
h_N(\alpha) \geq \frac{\sum_{i=0}^{\lfloor \alpha N \rfloor - 1} \binom{N-1}{i} (m-1)}{\sum_{i=0}^{N-1} \binom{N-1}{i} (m-1)}.
\]

by obtaining a lower bound on the numerator and an upper bound on the denominator. First, an upper bound on the denominator is as follows:
\[
\sum_{i=0}^{N-1} \binom{N-1}{i} (m-1) \leq \exp((N - 1)(m - 1)H(1/2))
\]

since \( H(1/2) = \log 2 \). Next, we can get a lower bound on the numerator by simply replacing the sum with its last term, corresponding to \( i = \lfloor \alpha N \rfloor - 1 \). By Stirling’s formula, this gives a lower bound which is identical to the upper bound in (6), up to a constant. Hence, we get
\[
h_N(\alpha) \geq c \left( \frac{1}{\sqrt{2\pi \alpha(1 - \alpha)N}} \right)^{m-1} e^{(N-1)(m-1)[H(\alpha)-H(1/2)]}
\]
\[
= cN^{-(m-1)/2} \exp(-(N - 1)(m - 1)D(\alpha; 1/2)).
\]

Since this agrees with the lower bound on \( h_N \) up to a polynomial in \( N \), the claimed logarithmic equivalence follows. This completes the proof of the theorem. \( \square \)

**Proof (Proof of Theorem 2)** We consider the \((m, d)\) algorithm. Let \( X(t) \) denote the number nodes in state 1 at time \( t \), and let \( Z_x \) denote a Binomial \((m, x)\) random variable. Then \( X(t) \) evolves as continuous time Markov chain with transition rates
\[
X \rightarrow X + 1 \text{ with rate } (N - X)\mathbb{P}(Z_{X/N} \geq d),
\]
\[
X \rightarrow X - 1 \text{ with rate } X\mathbb{P}(Z_{X/N} \leq (m - d)).
\]

As before, we denote the hitting probability of state \( N \) given that we start in state \( i \) as
\[
h_N(i/N) = \mathbb{P}(X(\infty) = N | X(0) = i).
\]

We extend the definition of \( h_N \) to \([0, 1]\) by linear interpolation, as in (2).

By conditioning on the first transition, we observe that the hitting probabilities satisfy the recurrence relation (4), with the transition probabilities \( p_{i,i+1} \) and \( p_{i,i-1} \) being proportional to the rates specified above. Hence, as in the proof of Theorem 1, we can solve the recurrence using an electrical network analogy. The hitting probabilities \( h_N(i/N) \) satisfy the same equations as the voltages \( V_i \) in a series resistor network with \( V_0 = 0 \) and \( V_N = 1 \), where the resistances are related by
\[
R_{i+1} = \frac{p_{i,i-1}}{p_{i,i+1}} R_i = \frac{i\mathbb{P}(Z_{i/N} \leq m - d)}{(N - i)\mathbb{P}(Z_{i/N} \geq d)} R_i.
\]
Using the definition of the function $g$ in the statement of Theorem 2, we can rewrite
this as $R_{i+1} = g(i/N)R_i$. Taking $R_1 = 1$ without loss of generality, and solving for
the voltages in this resistor network, we obtain

$$h_N(i/N) = \frac{\sum_{j=1}^{i} R_j}{\sum_{j=1}^{N} R_j} = \frac{\sum_{j=1}^{i} \prod_{k=1}^{j-1} g(k/N)}{\sum_{j=1}^{N} \prod_{k=1}^{j-1} g(k/N)}. \quad (9)$$

As usual, we take empty sums to be 0 and empty products to be 1. In order to obtain an
upper bound on $h_N(i/N)$, we seek an upper bound on the numerator and a lower bound
on the denominator. We shall bound the numerator from above by $N$ times the largest
summand, and the denominator from below by a single summand, corresponding to
$i = \lfloor N/2 \rfloor$.

We assumed in the statement of Theorem 2 that $m \geq 2$ and $d > m/2$. Now,

$$g(x) = \frac{x \mathbb{P}(Z_{1-x} \geq d)}{(1-x) \mathbb{P}(Z_x \geq d)} = \sum_{k=d}^{m} \binom{m}{k} (1-x)^k x^{m-k+1} \sum_{k=d}^{m} \binom{m}{k} x^k (1-x)^{m-k+1}. \quad (10)$$

Comparing the summands term by term, their ratio is $(\frac{x}{1-x})^{m-2k+1}$ for index $k$. This
is bigger than 1 for all $x < 1/2$ because $m - 2k + 1$ is negative or zero for all
$k \geq d > m/2$. Therefore, we conclude that $g(x) \geq 1$ for all $x \leq 1/2$. Using this
fact, we see from (9) that the summands in the numerator are non-decreasing in $j$, and
hence the largest summand corresponds to $j = i$. Noting, also, that the function $h_N$
is non-decreasing, we obtain that

$$h_N(\alpha) \leq \frac{N \prod_{k=1}^{\lfloor \alpha N \rfloor - 1} g(k/N)}{\prod_{k=1}^{\lfloor N/2 \rfloor} g(k/N)} = \frac{N}{\prod_{k=\lfloor \alpha N \rfloor}^{\lfloor N/2 \rfloor} g(k/N)}.$$ 

Taking logarithms and letting $N$ tend to infinity, we get

$$\limsup_{N \to \infty} \frac{1}{N} \log h_N(\alpha) \leq \limsup_{N \to \infty} \frac{-1}{N} \sum_{k=\lfloor \alpha N \rfloor}^{\lfloor N/2 \rfloor} \log g(k/N).$$

In order to show that the above sum converges to the Riemann integral of $\int_{\alpha}^{1/2} \log g(x)$,
as claimed in the theorem, it suffices to show that the function $\log g$ is continuous over
this compact interval. Now, from (10), the function $\log g$ is a ratio of polynomials that are
bounded away from zero on the interval $[\alpha, 1/2]$, and the claim follows.

Proof (Proof of Theorem 3) We consider the $(m, d)$ algorithm. Let $X(t)$ denote the
number nodes in state 1 at time $t$, and let $Z_x$ denote a Binomial $(m, x)$ random variable.
Then $X(t)$ evolves as continuous time Markov chain with transition rates given by (8).
We shall bound the time to consensus by introducing a simpler Markov chain whose
associated hitting times stochastically dominate those of the consensus process. This
new chain can be viewed as a simple random walk with a negative drift and a reflecting
upper boundary.
Fix $\epsilon \in (0, 1)$. We shall define a birth–death Markov chain $Y$ on the integers $\{0, 1, \ldots, N\}$ by specifying the transition probabilities of the jump chain and the holding times in each state. The definitions involve parameters $\beta \in (0, 1)$ and $c_1, c_2 > 0$ that will be specified later. The transition probabilities of the jump chain are given by

$$p_{i, i+1} = 1 - p_{i, i-1} = \begin{cases} 
\beta, & 1 \leq i < \frac{(1-\epsilon)N}{2}, \\
\frac{1}{2}, & \frac{(1-\epsilon)N}{2} \leq i < \frac{(1+\epsilon)N}{2}, \\
1 - \beta, & \frac{(1+\epsilon)N}{2} \leq i < N - 1,
\end{cases}$$

while $p_{0, 0} = p_{N, N} = 1$. The holding times are exponentially distributed, with rates $c_1 i$ in state $i < (1 - \epsilon)N/2$, $c_1(N - i)$ for $i > (1 + \epsilon)N/2$, and $c_2 N$ for $(1 - \epsilon)N/2 \leq i \leq (1 + \epsilon)N/2$. Note that the jump probabilities and holding times are symmetric about $N/2$, and that 0 and $N$ are absorbing states. The jump chain behaves as a symmetric random walk in the central section, and as a random walk with drift towards the boundaries in the outer sections.

We shall show that, for a suitable choice of $\beta$, $c_1$ and $c_2$, the time to absorption of the consensus process $X(t)$ is stochastically dominated by that for $Y_\epsilon(t)$. By explicitly bounding the latter, we shall obtain a bound on the time to reach consensus. Recall that $Z_x$ denotes a Binomial $(m, x)$ random variable. We take

$$c_1 = \mathbb{P}(Z_{\frac{1-\epsilon}{2}} \leq m - d), \quad c_2 = \mathbb{P}(Z_{\frac{1+\epsilon}{2}} \geq d), \quad \beta = \frac{(1 - \epsilon)c_2}{(1 - \epsilon)c_2 + (1 + \epsilon)c_1}.$$  

Define $\tilde{X}(t) = \min\{X(t), N - X(t)\}$, and $\tilde{Y}(t) = \min\{Y(t), N - Y(t)\}$. Then $\tilde{X}$ and $\tilde{Y}$ are Markov processes on $\{0, 1, \ldots, \lfloor N/2 \rfloor\}$, with the same jump rates and holding times as $X$ and $Y$, respectively, except at state $\lfloor N/2 \rfloor$ where there is no upward jump, and where the holding time is suitably modified to account for the censored jumps. Moreover, the modified processes $\tilde{X}$ and $\tilde{Y}$ have a unique absorbing state at 0, and the same time to absorption as $X$ and $Y$, respectively.

The claim of the theorem will be immediate from the following two lemmas. In fact, they establish that $\tau_{\tilde{X}}(x)$ is no bigger than $\tau_{\tilde{Y}}^0(x)$ (defined below), and that the latter is $O(\log N)$. To show that $\tau_{\tilde{X}}(x)$ is in fact $\Theta(\log N)$, observe that for consensus to be reached, either every node in the minority state has to have updated its opinion at least once, or every node in the majority state needs to have done so. As each node updates its opinion after independent $\text{Exp}(1)$ times, this involved the maximum of $O(N)$ independent $\text{Exp}(1)$ random variables, which has mean of order $\log N$. \hfill $\Box$

**Lemma 1** For given initial conditions $\tilde{X}(0) \leq \tilde{Y}(0)$, the stochastic processes $\tilde{X}(t)$ and $\tilde{Y}(t)$ can be coupled in such a way that $\tilde{X}(t) \leq \tilde{Y}(t)$ for all $t \geq 0$. In particular, the process $\tilde{X}$ first falls below level $\lfloor \alpha N \rfloor$, and likewise hits the absorbing state 0, no later than $\tilde{Y}$ does the same.

**Lemma 2** Let $x \in (0, 1/2)$ and $\alpha \in (0, x)$ be given. Fix $\epsilon \in (0, 1 - 2x)$, and let the processes $Y$ and $\tilde{Y}$ be defined as above. Let

$$\bar{\tau}_N^x = \mathbb{E}_{[xN]}(\inf\{t > 0 : \tilde{Y}(t) \leq \alpha N\}),$$

$$\bar{\tau}_N^0 = \mathbb{E}_{[xN]}(\inf\{t > 0 : \tilde{Y}(t) = 0\}).$$

$\diamondsuit$ Springer
where the subscript on the expectation denotes the initial state $\hat{Y}(0)$. Then, $\hat{\tau}_N^\alpha(x) = O(1)$ and $\hat{\tau}_N^B(x) = O(\log N)$. 

**Proof (Proof of Lemma 1)** Let $i < N/2$. The jump probability from $i$ to $i-1$ for the Markov process $X(t)$ is the same as for $\hat{X}(t)$ and is given by

$$\frac{i \mathbb{P}(Z_{i/N} \leq m - d)}{i \mathbb{P}(Z_{i/N} \leq m - d) + (N-i) \mathbb{P}(Z_{i/N} \geq d)}.$$ 

If $i < (1 - \epsilon)N/2$, then this quantity is no smaller than the corresponding jump probability $\beta$ for $\hat{Y}(t)$, defined in (12); this is because $\mathbb{P}(Z_{i/N} \leq m - d)$ is decreasing in $i$, while $\mathbb{P}(Z_{i/N} \geq d)$ is increasing. Also, if $d$ is bigger than $m/2$, as we assume, then, for all $i$ between $(1 - \epsilon)N/2$ and $N/2$, the jump probability of $X$ from $i$ to $i-1$ is no smaller than a half, since

$$\mathbb{P}(Z_{i/N} \leq m - d) \geq \mathbb{P}(Z_{(N-i)/N} \leq m - d) = \mathbb{P}(Z_{i/N} \geq d). \quad (13)$$

Next, we compare the holding times in different states for the two processes. The rate of moving out of state $i$ for the $\hat{X}$ process is

$$i \mathbb{P}(Z_{i/N} \leq m - d) + (N-i) \mathbb{P}(Z_{i/N} \geq d),$$

whereas for the $\hat{Y}$ process it is

$$i \mathbb{P}(Z_{(1 - \epsilon)N/2} \leq m - d), \quad i < (1 - \epsilon)N/2$$

$$N \mathbb{P}(Z_{(1 - \epsilon)N/2} \geq d), \quad (1 - \epsilon)N/2 \leq i < \lfloor N/2 \rfloor.$$ 

As $\mathbb{P}(Z_{i/N} \leq m - d)$ is decreasing in $i$, it is clear that this rate is greater for the $\hat{X}$ process if $i < (1 - \epsilon)N/2$. It can be seen using (13) that it is also greater for $(1 - \epsilon)N/2 \leq i < \lfloor N/2 \rfloor$.

Thus, we have shown that the jump probability from $i$ to $i-1$ for $\hat{X}$ is no smaller than that for $\hat{Y}$, and that the holding time in each state is no greater (in the standard stochastic order). The existence of the claimed coupling follows from these facts. Indeed, such a coupling can be constructed by letting the processes involve independently when $\hat{X}(t) \neq \hat{Y}(t)$, but, when they are equal, sampling the residual holding times and the subsequent jumps jointly to respect the desired ordering. 

**Proof (Proof of Lemma 2)** Define $\hat{Y}(t) = \min\{\hat{Y}(t), \lfloor (1-\epsilon)N \rfloor \}$. Then, $\hat{Y}(t)$ is a semi-Markov process. The associated jump chain is Markovian with the same transition probabilities as the $\hat{Y}(t)$ process, except that the only possible transition from $\lfloor (1-\epsilon)N \rfloor$ is to $\lfloor (1-\epsilon)N \rfloor - 1$. The holding times in all states other $\lfloor (1-\epsilon)N \rfloor$ are exponential with the same rates as in the process $Y(t)$, but the holding times in $\lfloor (1-\epsilon)N \rfloor$ have the distribution of the exit time of the process $Y(t)$ from the interval $\lfloor (1-\epsilon)N \rfloor$.

Let $t_j$ denote the mean time spent by the process $\hat{Y}(t)$ in state $j$ during each visit. Then $t_j = 1/(jc_1)$ for $j < \lfloor (1-\epsilon)N \rfloor$. In order to compute $t_{\lfloor (1-\epsilon)N \rfloor}$, we first note
that, by well-known results for the symmetric random walk, the mean number of steps for $Y(t)$ to exit the interval $[(\frac{1-\epsilon}{2})N], \ldots, [(\frac{1+\epsilon}{2})N]$ after entering it at the boundary is $[\epsilon N]$. Moreover, the mean holding time in each state in this interval is $1/(Nc_2)$ by definition. Hence, the mean exit time for $Y(t)$ from this interval, which is also the mean holding time for $\hat{Y}(t)$ in $[(\frac{1-\epsilon}{2})N]$, is $\epsilon/c_2$. This is a constant that does not depend on $N$.

Now, $\tilde{\tau}_N^0(x)$ is the mean time for $\tilde{Y}$, and hence $\hat{Y}$, to hit 0. By decomposing this into the number of visits to each intermediate state, and the expected time in each state during each visit, we can write

$$\tilde{\tau}_N^0(x) = \sum_{j=1}^{[(1-\epsilon)N/2]} f_{[xN],j} n_j t_j,$$

where $f_{ij}$ denotes the probability that $\hat{Y}$, started in state $i$, hits state $j$ before 0, and $n_j$ denotes the mean number of visits to state $j$ conditional on ever visiting it. If we let $f_{jj}$ denote the return probability to state $j$ before hitting 0, then the number of visits to $j$ is geometrically distributed with parameter $f_{jj}$ by the Markov property, and so $n_j = 1/(1 - f_{jj})$. Using well-known results for the gambler’s ruin problem, we have

$$f_{ij} = \begin{cases} \frac{(\frac{\beta}{1-\beta})^{j-1} - 1}{(\frac{\beta}{1-\beta})^{i-1} - 1}, & i < j \\ 1, & i > j \end{cases},$$

where we recall that $\beta > 1/2$ is the transition probability from $i$ to $i - 1$ for the jump chain associated with $\hat{Y}(t)$, which is a biased random walk with reflection at $[(1-\epsilon)N/2]$. By conditioning on the first step, we also have

$$f_{jj} = \begin{cases} 1 - \beta + \beta f_{j-1}, j, & j \neq [(1-\epsilon)N/2], \\ f_{j-1}, & j = [(1-\epsilon)N/2]. \end{cases}$$

Solving for $f_{jj}$ and substituting in $n_j = 1/(1 - f_{jj})$, we obtain after some tedious calculations that

$$n_j = \frac{1 - (\frac{1-\beta}{\beta})^j}{2\beta - 1} \leq \frac{1}{2\beta - 1}.$$

But $\beta$ is a constant that does not depend on $N$, and is strictly bigger than a half under the assumption that $d > m/2$ made in the statement of the theorem. Hence, we see that the expected number of returns to any state is bounded uniformly by a finite constant.

Now, substituting the results obtained above for $n_j$ and $t_j$ in (14), and noting that $f_{[xN],j} \leq 1$ for all $j$ as it is a probability, we obtain that

$$\tilde{\tau}_N^0(x) \leq \frac{1}{2\beta - 1} \left( \sum_{j=1}^{[(1-\epsilon)N/2]-1} \frac{1}{jc_1} + \frac{\epsilon}{c_2} \right) = O(\log N).$$
In fact, a slightly more careful analysis shows that the time to absorption is $O(\log \tilde{Y}(0))$, which is a tighter bound if the initial condition grows slower than a fraction of $N$, i.e. if the population is already close to consensus to start with.

The derivation of the upper bound on $\tilde{\tau}_N(x)$ is very similar, except that we get an analogue of (14) where the sum only runs over $j \geq \alpha N$. Moreover, the terms in the sum have the interpretation of hitting probabilities and number of returns before crossing the level $\alpha N$, which is bounded by the hitting probabilities and number of returns before hitting 0. The details are omitted.

Proof (Proof of Theorem 4) Let $X(t)$ be the number nodes in state 1 at time $t$. The dynamics of $X$ are governed by the continuous time Markov chain. Before stating the transition rates we define the two functions $p_1$ and $p_2$ by

$$p_1(m, d, x) = \mathbb{P}(Z_{m, x} \leq (m - d))$$

and

$$p_2(m, d, x) = \mathbb{P}(Z_{m, x} \geq d)$$

where $Z_{m, x}$ denotes a random variable with the Bin $(m, x)$ distribution as before, but we now make the dependence on $m$ explicit in the notation. Then the transition rates of the Markov Chain are

$$X \text{ goes to } \begin{cases} X + 1 \text{ with rate } (N - X) \mathbb{E}_{M, D}(p_2(M, D, X/N)), \\ X - 1 \text{ with rate } X \mathbb{E}_{M, D}(p_1(M, D, X/N)), \end{cases}$$

where $\mathbb{E}_{M, D}$ is expectation taken with respect to the random choice of $(M, D)$, the algorithm to be used. Finding the hitting probability and the times to consensus follows exactly the same process as for the deterministic case with the minor changes. Therefore, we do not include the proofs here. □

References

1. Abdullah, M.A., Draief, M.: Consensus on the initial global majority by local majority polling for a class of sparse graphs, (2012). arXiv:1209.5025
2. Benezit, F., Thiran, P., Vetterli, M.: Interval consensus: from quantized gossip to voting. In: Proceeding of IEEE ICASSP, pp. 3661–3664 (2009)
3. Cooper, C., Elsasser, R., Ono, H., Radzik, T.: Coalescing random walks and voting on connected graphs, (2013). arXiv:1204.4106
4. Donnelly, P., Welsh, D.: Finite particle systems and infection models. Math. Proc. Camb. Phil. Soc. 94, 167–182 (1983)
5. Doyle, P.G., Snell, J.L.: Random Walks and Electrical Networks. The Mathematical Association of America, Washington D.C. (1984)
6. Draief, M., Vojnovic, M.: Convergence speed of binary interval consensus. SIAM J. Control Optim. 50, 1087–1109 (2012)
7. Hassin, Y., Peleg, D.: Distributed probabilistic polling and applications to proportionate agreement. In: Proceedings of 26th International Colloquium on Automata, Languages & Programming, pp. 402–411 (1999)
8. Hendrickx, J.M., Olshevsky, A., Tsitsiklis, J.N.: Distributed anonymous discrete function computation and averaging. IEEE Trans. Automat. Control 56(10), 2276–2289 (2011)
9. Kanoria, Y., Montanari, A.: Majority dynamics on trees and the dynamic cavity method. Ann. Appl. Probab. 21(5), 1694–1748 (2011)
10. Kashyap, A., Basar, T., Srikant, R.: Quantized consensus. Automatica 43(7), 1192–1203 (2007)
11. Mosk-Aoyama, D., Shah, D.: Fast distributed algorithms for computing separable functions. IEEE Trans. Inf. Theory 54(7), 2997–3007 (2008)
12. Mossel, E., Neeman, J., Tamuz, O.: Majority dynamics and aggregation of information in social networks. Auton. Agent Multi-Agent Syst. 28(3), 408–429 (2014)
13. Olshevsky, A., Tsitsiklis, J.: Convergence speed in distributed consensus and averaging. SIAM J. Control Optim. 48, 33–55 (2009)
14. Perron, E., Vasudevan D., Vojnovic, M.: Using three states for binary consensus on complete graphs. In: Proceedings of IEEE Infocom, IEEE Communications Society, New York (2009)
15. Shang, S., Cuff, P., Hui, P., Kulkarni, S.: An upper bound on the convergence time for quantized consensus. In: Proceedings of IEEE Infocom, IEEE Communications Society, New York (2013)
16. Surowiecki, J.: The Wisdom of Crowds: Why the Many Are Smarter Than the Few and How Collective Wisdom Shapes Business, Economies, Societies and Nations. Doubleday, New York (2004)