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Abstract—We consider the multiple-access communication problem in a distributed setting for both the additive white Gaussian noise channel and the discrete memoryless channel. We propose a scheme called Distributed Rate Splitting to achieve the optimal rates allowed by information theory in a distributed manner. In this scheme, each real user creates a number of virtual users via a power/rate splitting mechanism in the $M$-user Gaussian channel or via a random switching mechanism in the $M$-user discrete memoryless channel. At the receiver, all virtual users are successively decoded. Compared with other multiple-access techniques, Distributed Rate Splitting can be implemented with lower complexity and less coordination. Furthermore, in a symmetric setting, we show that the rate tuple achieved by this scheme converges to the maximum equal rate point allowed by the information-theoretic bound as the number of virtual users per real user tends to infinity. When the capacity regions are asymmetric, we show that a point on the dominant face can be achieved asymptotically. Finally, when there is an unequal number of virtual users per real user, we show that differential user rate requirements can be accommodated in a distributed fashion.

Index Terms—Multiple access, rate splitting, successive decoding, stripping, interference cancellation, ALOHA.

I. INTRODUCTION

We consider the basic multiple-access communication problem in a distributed setting. In Gallager’s survey paper [1], it is pointed out that the multiple-access problem has been studied from a number of different perspectives, each having its own advantages and shortcomings. In the data networking community, a well-known distributed multiple access scheme is ALOHA [2], [3]. In ALOHA, it is assumed that a “collision” happens whenever more than one user transmit simultaneously. Those packets involved in a collision are discarded and retransmitted according to some retransmission probability. The collision channel model, however, does not accurately describe the underlying physical multiple-access channel. It is well known that there exist coding techniques which can decode multiple users’ messages when simultaneous transmissions occur. Indeed, more sophisticated models such as signal capture [4], [5], spread ALOHA [6], and multi-packet reception [7], [8], [9] have been developed to enhance ALOHA. Even these improved schemes, however, are not optimal from the viewpoint of information theory. In the information theory literature, the capacity regions of various multiple-access channel (MAC) models have been characterized (see [10], [11], [12], [13], [14], [15]). Rate splitting multiple-access techniques (or generalized time-sharing) are presented in [16], [17], [18], [19] to achieve every point in the Gaussian or the discrete memoryless MAC capacity region using only single-user codes. These schemes, however, require a pre-defined decoding order, which makes distributed implementation difficult. Finally, in the spread spectrum community, CDMA techniques are adopted. Here, users are decoded regarding all other users’ signals as interference. This, however, is not optimal from the information theoretic viewpoint.

To address some of the shortcomings mentioned above, Medard et al. [20] use information-theoretic techniques to analyze different notions of capacity for time-slotted ALOHA systems. A coding/decoding scheme which combines rate splitting and superposition coding is constructed. This scheme allows some bits to be reliably received even when collision occurs, and more bits to be reliably received in the absence of collisions. Shamai [21] proposes a similar scheme to apply a broadcast strategy to multiple-access channel under static fading where the fading coefficients are not available to the transmitters or the receiver. To implement the scheme in [20], however, a pre-defined decoding order is required, as in [16], [17], [18], [19]. In [22], Cheng proposes a distributed scheme called “stripping CDMA” for the $L$ out of $K$ Gaussian MAC. Here, no pre-defined decoding order is required. It is shown in [22] that stripping CDMA is asymptotically optimal, although the optimal operating parameters are not specified.

In this paper, we investigate distributed multiple-access schemes based on the idea of rate splitting for both the $M$-user additive white Gaussian noise MAC and the $M$-user discrete memoryless MAC. We characterize the optimal operating parameters as well as the asymptotic optimality of these schemes from the viewpoint of information theory. Assume that every user has an infinite backlog of bits to send, and that every user knows the total number of users $M$. We propose a distributed scheme, called Distributed Rate Splitting (DRS), to achieve the optimal communication rates allowed by information theory. In this scheme, each real user creates a number of virtual users via a power/rate splitting mechanism in the $M$-user Gaussian channel or via a random switching mechanism in the $M$-user discrete memoryless channel. At the receiver, all virtual users are successively decoded. A possible advantage of the DRS scheme is that it can be implemented with lower complexity when compared with multiple-access...
schemes such as joint coding\(^1\) and less coordination when compared with time-sharing and rate splitting.

In Sections \[\text{III}\] and \[\text{III}\] we focus first on symmetric situations where the channel capacity regions are symmetric and every real user creates the same number of virtual users. In this case, the DRS scheme entails the following. Each user \(i\) creates \(L\) virtual users indexed by \(i_k, k = 1, 2, ..., L\). The virtual user class \(V_k\) consists of users \(\{i_k, ..., M_k\}\) (i.e. we have altogether \(L\) virtual user classes and there are \(M\) virtual users in each class). In the \(M\)-user Gaussian MAC, virtual users are created via a power/rate splitting mechanism. The signal transmitted by a real user is the superposition of all its virtual users’ signals. The receiver receives the sum of the virtual users’ signals plus noise. All virtual users are then successively decoded in increasing order of their class. That is, all virtual users in class \(V_k\), \(k = 1, ..., L\), are decoded before any virtual user in \(V_j\), where \(j > k\), is decoded. In contrast to [22], the optimal operating parameters, such as power and rate, are explicitly specified for any finite \(L\). In the \(M\)-user discrete memoryless MAC, virtual users with the same input distribution as the real users are created, and the transmitted signal of a real user is determined by a random switch. The receiver successively decodes all virtual users in increasing order of their class given the side information of already decoded virtual users. The optimal switch is found for any finite \(L\) for the 2-user case. Finally, it is shown that for both channel models, the rate tuple achieved by the DRS scheme converges to the maximum equal rate point allowed by the information-theoretic bound as the number of virtual users per real user tends to infinity.

Next, in Section \[\text{V}\] we consider more general situations where the capacity regions can be asymmetric and real users may generate different numbers of virtual users. For the case of asymmetric capacity regions, new operating parameters are specified for any finite number of virtual users per real user. We show that the DRS scheme still can achieve a point on the dominant face as the number of virtual users per real user tends to infinity. For the case of unequal number of virtual users per real user, we present a variation of DRS which supports differential user rate requirements in a distributed manner. In this new scheme, each user \(i\), independently from other users, generates \(L_i\) virtual users according to its own rate requirement. All virtual users are then decoded reliably at the receiver. Furthermore, as each real user generates more virtual users, the rate tuple achieved under this variation of DRS converges the maximum equal rate point on the dominant face.

II. \(M\)-USER GAUSSIAN MULTIPLE-ACCESS CHANNEL

We first examine a Gaussian MAC with a symmetric capacity region. Later in Section \[\text{V}\] we consider the asymmetric case. Consider an \(M\)-user Gaussian MAC where each transmitter has transmission power \(P\) and the receiver has noise variance \(N\). The capacity region \(C\) is the set of \(R = (R_1, ..., R_M) \in \mathbb{R}^M_+\) satisfying\(^2\)

\[
\sum_{i \in S} R_i \leq \frac{1}{2} \log \left(1 + \frac{|S|P}{N}\right) \quad \forall S \subseteq \{1, ..., M\},
\]

where \(|S|\) is the cardinality of the set \(S\). The dominant face \(D\) is the subset of rate tuples which gives equality in (1) for \(S = \{1, ..., M\}\). For this symmetric setting, it is easy to see that the maximum common rate that every user can achieve\(^3\) is \(R^* = \frac{1}{2M} \log(1 + MP/N)\).

It is well-known that rate tuples on the dominant face other than the vertices cannot be achieved via standard successive decoding [11]. Note that the optimal rate tuple \(R^* \equiv (R^*_1, ..., R^*_M)\), called the maximum equal rate point, is such a point. For the two-user Gaussian MAC, the maximum equal rate point is shown in Fig. 1. Currently, three methods are known to achieve general points on the dominant face: joint encoding/decoding, time-sharing, and rate-splitting. Joint encoding/decoding is not practical because of its high complexity [1]. In time-sharing, all \(M\) users need to coordinate their transmissions. Therefore, some communication overhead is required. The rate-splitting method in [16] achieves every point in \(C\) via a generalized successive decoding scheme. For the two-user case, user 1 creates two virtual users, say \(a\) and \(1_b\), by splitting its power \(P\) into \(\delta\) and \(P - \delta\) and setting \(r_{1a} = \frac{1}{2} \log(1 + \frac{\delta}{2P - \delta + N}), r_{1b} = \frac{1}{2} \log(1 + \frac{P - \delta}{2N})\). User 2 does not split its power and sets its rate to \(R_2 = \frac{1}{2} \log(1 + \frac{P}{P - \delta + N})\). The decoding order is \((1a, 2, 1b)\). In order to achieve the maximum equal rate point, we solve \(R_2 = r_{1a} + r_{1b}\), yielding \(\delta = \frac{1}{2} (N + 2P - \sqrt{N(N + 2P)})\). Thus, both time-sharing and rate splitting require some coordination among users.

In this paper, we focus on distributed multiple-access communication schemes. In particular, we introduce the Distributed Rate Splitting (DRS) scheme. The DRS scheme offers the possibility of multiple-access communication with lower complexity when compared with joint coding, and communi-

\(^1\)The lower complexity comes from the fact that the DRS scheme uses single-user codes instead of multi-user codes. As we show later, the DRS scheme with a reasonable number of virtual users per real user allows us to get close to the optimal operating rates.

\(^2\)We use \(R\) to denote \((R_1, ..., R_M)\) throughout.

\(^3\)\(R\) is achievable if for any \(\varepsilon > 0\), there exists an \((n, R_1 - \varepsilon, ..., R_M - \varepsilon)\) multiple-access code with overall error probability \(P_e < \varepsilon\), where \(n\) is the block length.
Fig. 2. Comparison of rate splitting with distributed rate splitting. In the right-hand figure, the virtual user class \( V_1 = \{11, 21\} \) is decoded before virtual user class \( V_2 = \{12, 22\} \).

The receiver receives the sum of all virtual users by splitting its power \( P \) into \((p_1, p_2, ..., p_L)\), where \( p_k \) is the power allocated to the \( k \)th virtual user and \( \sum_{k=1}^{L} p_k = P \). Each user then assigns transmission rate \( r_k \) to virtual user \( k \). Note that the proposed DRS scheme is symmetric, i.e. all \( M \) users split their powers and set their rates in the same way. The signal transmitted by a user is the superposition of its virtual users’ signals. As defined in Section \([11]\), virtual user class \( V_k \) consists of all virtual users indexed by \( k \). The receiver receives the sum of all virtual users’ signals plus noise. All virtual users are then successively decoded in increasing order of their class.

To illustrate the DRS scheme, consider the case \( L = 2 \). Each real user splits its power \( P \) into \( \delta \) and \( P - \delta \). Notice there are two major differences between our scheme and the traditional rate splitting scheme in [16]. First, in our scheme, all real users split in the same way, whereas there is at least one user who does not split in the traditional rate splitting scheme. Second, virtual users in the same class, (i.e., with the same index \( p_k \)), are allocated the same rate in our scheme, whereas all virtual users have different rates according to the pre-defined decoding order in the traditional rate splitting scheme. These differences are illustrated in Fig. 2.

Since we assume the receiver uses successive decoding method, some virtual user must be decoded first. Without loss of generality we assume one of the \( \delta \) virtual users is decoded first. For the case \( L = 2 \), we show that there is a unique way for a real user to split its power in order to maximize its total throughput.

**Lemma 1:** For \( L = 2 \) and for a fixed \( \delta \), each real user’s throughput is maximized by setting \( r_1 = \frac{1}{2} \log(1 + \delta) \) and \( r_2 = \frac{1}{2} \log(1 + \frac{P - \delta}{M P - \delta + N}) \).

Using the DRS scheme with \( L = 2 \), each user can strictly increase its throughput relative to the case where users do not split their powers and decode against each other as noise. This is easily verified by observing that for any \( \delta < P \),

\[
\log \left( 1 + \frac{\delta}{M P - \delta + N} \right) + \log \left( 1 + \frac{P - \delta}{(M - 1)(P - \delta) + N} \right) > \log \left( 1 + \frac{P}{(M - 1)P + N} \right) .
\]

Now consider the case where each user creates more than two virtual users (\( L > 2 \)). Here, we show that each user’s throughput increases further.

**Lemma 2:** Given a DRS scheme with \( L \) virtual users per real user, where \((p_1, ..., p_L)\) are the virtual users’ powers, it is possible to strictly increase the throughput via an \((L + 1)\) virtual user system with powers \((p_1, ..., p_{L-1}, p_L, p'_L)\), where \( p'_L + p''_L = p_L \).

**Proof:** Suppose that every user splits its power into \( L \) virtual users: \((p_1, p_2, ..., p_{L-1}, p_L)\) subject to \( \sum_{k=1}^{L} p_k = P \), where \( L \) is an arbitrary integer and \( p_L \) is the power of \( k \)th virtual user. Since virtual user \( L \) is decoded last, following the reasoning in the proof of Lemma 1, we have \( r_L = \frac{1}{2} \log(1 + \frac{p_L}{(M - 1)p_L + N}) \).

We now split the virtual user with power \( p_L \) into two new virtual users with powers \( p_L \) and \( p'_L \), where \( p_L + p'_L = p_L \). We set

\[
\begin{align*}
r_L' &= \frac{1}{2} \log \left( 1 + \frac{p_L}{M p_L - p_L + N} \right), \\
r_L'' &= \frac{1}{2} \log \left( 1 + \frac{p_L}{(M - 1)p_L + N} \right).
\end{align*}
\]

Now each real user has \((L + 1)\) virtual users. Notice that we do not change the power and decoding order of any of the other virtual users (i.e. virtual users \( 1, ..., L - 1 \)).

3We assume a genie-aided [16] decoding scheme where the previously decoded messages have been decoded correctly. In practice, errors can be made in previous decodings. However, for purposes of analyzing the overall error probability, the genie-aided model is sufficient.
to last among all virtual users generated by this real user and the virtual user with $r_{L'}$ is decoded last. Thus, all virtual users can be decoded and from (5), $r_{L'} + r_r > r_{L}$. Therefore, every real user with $L$ virtual users can strictly increase its throughput by splitting its power among $L + 1$ virtual users. □

Before we examine the asymptotic behavior of DRS, we solve the problem of how to split a user’s power optimally among a fixed number of virtual users. The main difficulty here is that the objective function is not concave. In order to find the optimal splitting method, we prove the following lemma.

**Lemma 3:** Consider the following optimization problem:

$$\max_{p_k, p_j} \frac{1}{k} \log \left( 1 + \frac{p_k}{A - p_k} \right) + \frac{1}{k} \log \left( 1 + \frac{p_j}{A - M p_k - p_j} \right)$$

subject to $p_k + p_j = c$ and $p_k, p_j \geq 0$, where $A, M$ and $c$ are positive constants and $A \geq M/c$. The unique solution to (3) is also the unique solution to $\frac{p_k}{A - M p_k - p_j} = \frac{p_j}{A - p_j}$, subject to $p_k + p_j = c$ and $p_k, p_j \geq 0$, where $A \geq M/c$.

**Proof:** Substitute $p_j = c - p_k$ into the objective function, we have

$$f(p_k) = \frac{1}{k} \log \left( 1 + \frac{p_k}{A - p_k} \right) + \frac{1}{k} \log \left( 1 + \frac{c - p_k}{A - M p_k - (c - p_k)} \right).$$

Setting $\frac{dp_f(p_k)}{dp_k} = 0$ subject to $0 \leq p_k \leq c$, the unique solution is $p_k^* = \frac{1}{k} (A - \sqrt{A(A - cM)})$. Thus, $p_k^*$ is the unique stationary point of $f(p_k)$. We can also verify that $f(p_k^*) > f(0)$ and $f(p_k^*) > f(c)$. So $(p_k^*, c - p_k^*)$ is the unique solution to our maximization problem. We can directly solve $\frac{p_k}{A - M p_k - p_j} = \frac{p_j}{A - p_j}$ subject to $p_k + p_j = c$ and $p_k, p_j \geq 0$. The unique solution is also $(p_k^*, c - p_k^*)$. □

We now present the optimal splitting method. Theorem 1 states a necessary condition for the optimal splitting method, and Theorem 2 implies there is a unique optimal splitting method. In Corollary 1 we formally present the optimal splitting method and the required power levels.

**Theorem 1:** Let each real user split its power into $L$ virtual users. Let $p_k$ be the power allocated to the $k$th virtual user and $r_k = \frac{1}{L} \log \left( 1 + \frac{p_k}{M - \sum_{j} p_j} \right)$ if $\sum_{j} p_j = P$, $p_k \geq 0$ for $k = 1, 2, \ldots, L$, then we must have $SIR_k(p_1^*, \ldots, p_L^*) = \ldots = SIR_L(p_1^*, \ldots, p_L^*)$ where $SIR_k(p_1, \ldots, p_L) = \frac{p_k}{M - \sum_{j} p_j}$. Therefore, if we show that $SIR_k(p_1, \ldots, p_L) = SIR_k(p_1^*, \ldots, p_L^*)$ for all $k \neq j$, has a unique solution, then there is at most one feasible solution to the maximization problem.

**Theorem 2:** The set of equations: $SIR_1(p_1, \ldots, p_L) = \ldots = SIR_L(p_1, \ldots, p_L)$, subject to $\sum_{k=1}^L p_k = P$ and $p_k \geq 0 \forall k$, has a unique solution.

**Proof:** See Appendix I.

**Corollary 1:** If a real user splits its power $P$ into $L$ virtual users, then the unique way to maximize this user’s throughput is to set $p_k = \frac{P}{L} \left( 1 + \frac{1}{M - \sum_{j} p_j} \right)^{-1} \left[ 1 + \frac{1}{M - \sum_{j} p_j} \right]^{-1}$ for $k = 1, \ldots, L$.

**Proof:** Since the constraint region $\{p : \sum_{k=1}^L p_k = P \geq 0 \forall k = 1, \ldots, L\}$ is a simplex and $\sum_{k=1}^L r_k$ is continuous, there exists at least one solution. We denote one solution by $(\hat{p}_1, \ldots, \hat{p}_L)$. By the necessary condition stated in Theorem 1 $(\hat{p}_1, \ldots, \hat{p}_L)$ must satisfy $r_1(\hat{p}_1, \ldots, \hat{p}_L) = \ldots = r_L(\hat{p}_1, \ldots, \hat{p}_L)$. Moreover, by the uniqueness property stated in Theorem 2 $(\hat{p}_1, \ldots, \hat{p}_L)$ is the unique solution to $\max_{p_1, \ldots, p_L} \sum_{k=1}^L p_k$ subject to $\sum_{k=1}^L p_k = P$ and $p_k \geq 0 \forall k$. Next, we plug $p_k$ into the expression of $SIR_k(p_1, \ldots, p_L)$. Let $A = 1 + \frac{1}{M - \sum_{j} p_j}$, we are able to verify that $SIR_k(p_1, \ldots, p_L) = \frac{A^k - 1}{(M-1) A^k + 1}$, which
is independent of \( k \). Hence, the corollary follows. \( \square \)

We now examine the asymptotic behavior of the DRS scheme. We first demonstrate the interesting fact that the rate tuple converges to the maximum equal rate point for a general power split as long as all virtual users’ powers go to 0 as \( L \to \infty \). This implies a convergence result for the optimal power split. We then analyze the rate of convergence under the optimal power split.

**Theorem 3:** Given any power split \( (p_1, \ldots, p_L) \), a sufficient condition for \( \lim_{L \to \infty} \sum_{k=1}^{L} r_k = \frac{1}{2M} \log(1 + \frac{MP}{N}) \) is max\(_k\in\{1,\ldots,L\} p_k \to 0 \) as \( L \to \infty \).

**Proof:**

\[
\lim_{L \to \infty} \sum_{k=1}^{L} r_k = \lim_{L \to \infty} \sum_{k=1}^{L} \frac{1}{2} \log \left( 1 + \frac{MP - M \sum_{j<k} p_j - p_k + N}{p_k} \right) \geq \lim_{L \to \infty} \sum_{k=1}^{L} \frac{1}{2} \left( \frac{\beta_k - \beta_{k-1}}{MP + N - M \beta_{k-1}} \right) = \frac{1}{2} \int_0^P \frac{1}{MP + N - Mx} \, dx = \frac{1}{2M} \log \left( 1 + \frac{MP}{N} \right)
\]

where \( \beta_0 = 0, \beta_k = \sum_{j=1}^{k} \beta_j \).

The equality in (5) is justified as follows. Note that, \( \lim_{x \to 0^+} \frac{\log(1+x) - x}{x^2} = \frac{1}{2} \). Hence, for sufficiently small positive \( \delta, |x| < \delta \Rightarrow |\frac{\log(1+x) - x}{x^2}| < 1 \Rightarrow |\log(1) - x| \leq x^2 \).

Now, we examine the error term

\[
\left| \sum_{k=1}^{L} \left[ \log \left( 1 + \frac{MP - M \sum_{j<k} p_j - p_k + N}{p_k} \right) - \left( \frac{\beta_k - \beta_{k-1}}{MP + N - M \beta_{k-1}} \right) \right] \right|
\leq \left| \sum_{k=1}^{L} \left[ \log \left( 1 + \frac{MP - M \sum_{j<k} p_j - p_k + N}{p_k} \right) - \left( \frac{\beta_k - \beta_{k-1}}{MP + N - M \beta_{k-1}} \right) \right] \right|
\leq \sum_{k=1}^{L} \left( \frac{\beta_k - \beta_{k-1}}{MP + N - M \beta_{k-1}} \right)
\leq \sum_{k=1}^{L} \left( \frac{1}{N} \right) \frac{2}{p_k}
\]

Note that our optimal power split satisfies the sufficient condition in Theorem 3. Therefore, its convergence is assured.

**Corollary 2:** If each real user adopts the optimal splitting method specified in Corollary 1, then

\[
\lim_{L \to \infty} \sum_{k=1}^{L} r_k = \frac{1}{2M} \log \left( 1 + \frac{MP}{N} \right) \equiv R^*.
\]

Next, we examine the rate of convergence to the maximum equal rate point under the optimal power split. Define the error term \( e[L] \equiv R^* - \sum_{k=1}^{L} r_k \), we analyze how fast this error term tends to 0 as \( L \to \infty \). We prove the following.\(^6\)

**Theorem 4:** \( e[L] = \Theta \left( \frac{4}{L} \right) \).

**Proof:** Let \( A \triangleq 1 + \frac{MP}{N} \).

\[
\lim_{L \to \infty} L e[L] = \lim_{L \to \infty} L \left( \frac{1}{2M} \log(A) - L \frac{2}{2} \log \left( \frac{M}{M-1+A^{-\gamma}} \right) \right)
\leq \lim_{y \to 0} \frac{y \log(A) - 1}{2M} \log \left( \frac{M}{M-1+A^{-\gamma}} \right)
\leq \lim_{y \to 0} \frac{2M}{2M-1+A^{-\gamma}} \log \left( \frac{M}{M-1+A^{-\gamma}} \right) = \frac{(M-1) (\log(A))^2}{4M^2}
\]

Note that equalities in (15) and (16) can be verified by L’Hospital’s rule.

Consequently, given any \( \epsilon > 0 \), there exists a positive integer \( n_0 \) such that for all \( L > n_0 \), we have \( L e[L] < \frac{(M-1) (\log(A))^2}{4M^2} < \epsilon \). This implies \( (M-1) (\log(A))^2 < \epsilon \). Therefore, we can choose a small enough \( \epsilon \) such that \( \frac{(M-1) (\log(A))^2}{4M^2} < \epsilon < 0 \). Let \( c_1 = \frac{(M-1) (\log(A))^2}{4M^2} - \epsilon, c_2 = \frac{(M-1) (\log(A))^2}{4M^2} + \epsilon \), we have \( c_1 \leq L e[L] \leq c_2 \). This implies that there exists a positive

\(^6\)Recall that \( f[n] = \Omega (g[n]) \) if there exist positive constants \( c_1 \) and \( n_0 \) such that \( f[n] \geq c_1 g[n] \) for all \( n \geq n_0 \), and \( f[n] = \Omega (g[n]) \) if there are positive constants \( c_2 \) and \( n_0 \), such that \( f[n] \leq c_2 g[n] \) for all \( n \geq n_0 \). Finally, \( f[n] = \Theta (g[n]) \) if \( f[n] = \Omega (g[n]) \) and \( f[n] = O (g[n]) \).
integer $n_0$ and for all $L > n_0$, we have $\frac{n_0}{L} \leq \epsilon [L] \leq \frac{n_0}{L}$.  

Finally, we note that all virtual users in one virtual user class can be decoded in parallel. Thus, the decoding delay of DRS is proportional to the number of virtual users $L$ and independent of the number of real users. Since $L$ is controlled by the designer, DRS offers a tradeoff between the throughput of a real user and the decoding delay. In Fig. 3, we present some numerical simulations illustrating the tradeoff between the number of virtual users and the throughput for both the high and low SNR regimes. A system with 100 real users is used in the simulations.

III. M-USER DISCRETE MEMORYLESS MAC

An $M$-user discrete memoryless MAC is defined in terms of $M$ discrete input alphabets $\mathcal{X}_i, i \in \{1, ..., M\}$, an output alphabet $\mathcal{Y}$ and a stochastic matrix $W : \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_M \rightarrow \mathcal{Y}$ with entries $W(y | x_1, ..., x_M)$. For any product input distribution $P_{X_1} \cdots P_{X_M}$, let the achievable region $\mathcal{R}[W; P_{X_1} \cdots P_{X_M}]$ be the set of $\mathbf{R} \in \mathbb{R}_+^M$ satisfying

$$
\sum_{i \in S} R_i \leq I(X_S; Y | X_{S^c}), \forall S \subseteq \{1, ..., M\}
$$

where $X_S \triangleq (X_i)_{i \in S}$ and $S^c \triangleq \{1, ..., M\} \setminus S$.

The capacity region of the asynchronous MAC is [14] [15]

$$
\mathcal{C} = \bigcup_{P_{X_1} \cdots P_{X_M}} \mathcal{R}[W; P_{X_1} \cdots P_{X_M}].
$$

We fix the input product distribution $P_{X_1} \cdots P_{X_M}$ and focus on achieving the desired operating point in $\mathcal{R}[W; P_{X_1} \cdots P_{X_M}]$. In this section, we consider only discrete memoryless channels satisfying the following symmetry condition:

$$
I(X_S; Y | X_{S^c}) = I(X_T; Y | X_{T^c}),
$$

\forall S, T \subseteq \{1, ..., M\} \text{ such that } |S| = |T|$. Later, in Section IV we consider the more general asymmetric case. We further assume that for $\forall S, T \subseteq \{1, 2, ..., M\}$, if $S \cap T = \emptyset$, then $I(X_S; Y) < I(X_S; Y | X_T)$. Under our symmetric setting, the maximum common rate that every user can achieve is $R^* = \frac{1}{M} I(X_1, ..., X_M; Y)$.

In the Gaussian MAC, virtual users are created via a power/rate splitting mechanism. For the discrete memoryless MAC, we adopt the random switching mechanism of [19] where virtual users with the same input distribution as the real users are created and the transmitted signal of a real user is determined by a random switch. We first consider the two-user discrete memoryless MAC ($M = 2$), and illustrate the random switching mechanism. The optimal random switches and the asymptotic behavior of DRS under the optimal switching are presented. We then examine the $M$-user case ($M > 2$), and present a sufficient condition for the random switching mechanism to converge to the information theoretic upper bound. Finally, we investigate the rate of convergence for a simple suboptimal random switch.

A. Two-user Case ($M = 2$)

Consider a two-user MAC, $W : \mathcal{X}_1 \times \mathcal{X}_2 \rightarrow \mathcal{Y}$. For a fixed input product distribution $P_{X_1} P_{X_2}$, the achievable region is given by:

$$
R_1 \leq I(X_1; Y | X_2) = I(X_1; Y, X_2)
$$

$$
R_2 \leq I(X_2; Y | X_1) = I(X_2; Y, X_1)
$$

$$
R_1 + R_2 \leq I(X_1, X_2; Y).
$$

Under our symmetry assumption (cf. [18]), we have $I(X_1; Y) = I(X_2; Y)$, $I(X_1; Y, X_2) = I(X_2; Y, X_1)$, $I(X_1; Y, X_2) > I(X_1; Y)$, and the optimal rate tuple is

$$
(R^*, R^*) = \left( \frac{1}{2} I(X_1, X_2; Y), \frac{1}{2} I(X_1, X_2; Y) \right).
$$

Let us consider the random switching mechanism for this channel. We first consider the case where each real user generates two virtual users. Later, we consider the case where the number of virtual users per real user goes to infinity. We split by means of two switches, as shown in Fig. 4. Each switch has two inputs, $X_{i1} \in \mathcal{X}_i$ and $X_{i2} \in \mathcal{X}_i$ and one output $X_i \in \mathcal{X}_i$. Switch $i$ is controlled by a random variable.
\( S_i \in \{1, 2\} \) with \( P(S_i = 1) = \lambda \). The output is given by \( X_i = X_{i1} \) if \( S_i = 1 \), and \( X_i = X_{i2} \) if \( S_i = 2 \).

The switching random variables \( \{S_1, S_2\} \) are independent of the channel inputs. We also assume that \( \{S_1, S_2\} \) are available at the receiver. In practice, one would generate \( S_1 \) and \( S_2 \) at the transmitters and at the receiver, e.g. by means of a pseudorandom sequence generator. Assign to the channel inputs \( X_{11}, X_{12}, X_{21} \) and \( X_{22} \) the probability mass function \( P_{X_{11},X_{12},X_{21},X_{22}}(x_{11}, x_{12}, x_{21}, x_{22}) = P_{X_1}(x_{11})P_{X_2}(x_{12})P_{X_3}(x_{21})P_{X_4}(x_{22}) \). Notice that \( X_{11} \) and \( X_{12} \) are independent and each has the same probability mass function as the random variable \( X_i \) for \( i = 1, 2 \).

In successive decoding for the discrete memoryless MAC, the signals of decoded virtual users are used as side information to aid the decoding process of subsequent virtual users. The first constituent decoder observes the output \( \{Y, S_1, S_2\} \) and tries to decode \( X_{11} \) and \( X_{21} \). The second constituent decoder is informed of the decision about \( \{X_{11}, X_{21}\} \) made by the previous constituent decoder and tries to decode \( X_{12} \) and \( X_{22} \). Without loss of generality, let us focus on real user 1.

\[
\begin{align*}
r_{X_{11}} & = I(X_{11}; Y, S_1, S_2) \\
& = I(X_{11}; Y, S_2|S_1) \\
& = \lambda I(X_{11}; S_1 = 1) + (1 - \lambda) I(X_{11}; Y, S_2|S_1 = 2) \\
& = \lambda I(X_{11}; Y)
\end{align*}
\]

where the second equality follows from the independence between \( X_{11} \) and \( S_1 \), and the last equality follows from the fact that when \( S_1 = 2 \), \( X_{11} \) is independently of the output \( Y \) and \( S_2 \). Similarly, we have

\[
\begin{align*}
r_{X_{12}} & = I(X_{12}; Y, S_1, S_2, X_{11}, X_{21}) \\
& = (1 - \lambda) \left[ \lambda I(X_{11}; Y, X_{21}) + (1 - \lambda) I(X_{11}; Y) \right].
\end{align*}
\]

It can be verified that in the two-user discrete memoryless MAC, both real users’ throughput can be strictly increased by splitting their inputs via a random switch, relative to the case where they do not split, (i.e. \( r_{X_{11}} + r_{X_{12}} > I(X_1; Y) \) for \( \lambda \in (0, 1) \)). Next, we show that by generating more virtual users, the throughput of each real user increases further.

**Lemma 4:** For \( M = 2 \), consider a distributed rate splitting scheme with \( L \) virtual users per real user. The random switch for user \( i \) is controlled by \( S_i \), where \( P(S_i = k) = \lambda_k \) for \( k = 1, ..., L \). It is possible to strictly increase the throughput via an \( (L + 1) \) virtual user system by splitting the \( L \)th virtual user into two virtual users.

**Proof:** Without loss of generality, we consider user 1. For the \( k \)th virtual user, we have

\[
\begin{align*}
r_{X_{1k}} & = I(X_{1k}; Y, S_1, S_2, X_{11}, X_{21}, ..., X_{1(k-1)}, X_{2(k-1)}) \\
& = I(X_{1k}; Y, S_2, X_{11}, X_{21}, ..., X_{1(k-1)}, X_{2(2k-1)} | S_1) \\
& = \lambda_k I(X_{1k}; Y, S_2, X_{11}, X_{21}, ..., X_{1(k-1)}, X_{2(2k-1)} | S_1 = 1) \\
& + (1 - \lambda_k) I(X_{1k}; Y, S_2, X_{11}, X_{21}, ..., X_{1(k-1)}, X_{2(2k-1)} | S_1 \neq 1)
\end{align*}
\]

where equality in (20) is due to the independence between \( X_{1k} \) and \( S_1 \), and equality in (21) follows from the fact that when \( S_1 \neq 1 \), \( X_{1k} \) is independent of the output \( Y \) and all the other random variables. Finally, equality in (22) holds because when \( S_2 < k \), one of the random variables \( X_{21}, ..., X_{2(k-1)} \) is the switch output, and when \( S_2 \geq k \), none of them is the switch output. Therefore,

\[
r_{X_{1L}} = \lambda L [(1 - \lambda L) I(X_1; Y, X_2) + \lambda L I(X_1; Y)].
\]

Now let us split \( r_{X_{1L}} \) into \( r_{X_{1L}}^1 \) and \( r_{X_{1L}}^2 \) by using a switch controlled by a binary random variable \( S' \) with \( P(S' = 0) = \alpha \). We have

\[
\begin{align*}
r_{X_{1L}}^1 & = \alpha \lambda L ((1 - \lambda L) I(X_1; Y, X_2) + \lambda L I(X_1; Y)) \\
r_{X_{1L}}^2 & = \bar{\alpha} \lambda L ((1 - \bar{\alpha} \lambda L) I(X_1; Y, X_2) + \bar{\alpha} \lambda L I(X_1; Y))
\end{align*}
\]

where \( \bar{\alpha} = 1 - \alpha \). Hence,

\[
\begin{align*}
r_{X_{1L}}^1 + r_{X_{1L}}^2 - r_{X_{1L}} & = \alpha \lambda L ((1 - \lambda L) I(X_1; Y, X_2) + \lambda L I(X_1; Y)) \\
& + \bar{\alpha} \lambda L ((1 - \bar{\alpha} L L) I(X_1; Y, X_2) + \bar{\alpha} L L I(X_1; Y))
\end{align*}
\]

The switch output. Therefore,
Theorem 5: For $M = 2$, if a real user has $L$ virtual users, then the optimal random variable to control the switch for user $i$ is $S_i \in \{1, \ldots, L\}$ with $P(S_i = k) = \frac{1}{L}$ for $k = 1, \ldots, L$ and $i = 1, 2$.

Proof: We use a perturbation argument. Suppose the random variables $S_1, S_2 \in \{1, \ldots, L\}$ with $P(S_1 = k) = P(S_2 = k) = \lambda_k$, maximize $R_{X_1}$, where $\lambda_0 \geq 0$ and $\sum_{k=1}^{L} \lambda_k = 1$. Moreover, suppose there exists $\lambda_k$ such that $\lambda_k \neq \frac{1}{L}$. Let $\hat{\lambda}_k$ be the first element which is not equal to $\frac{1}{L}$. We consider the pair $(\lambda_k, \hat{\lambda}_k+1)$. We have

$$r_{1,k} = \lambda_k \left( \frac{k-1}{L} I(X_1; Y, X_2) + \left(1 - \frac{k-1}{L}\right) I(X_1; Y) \right),$$

$$r_{1,(k+1)} = \lambda_{k+1} \left( \frac{k-1}{L} + \lambda_k \right) I(X_1; Y, X_2) + \left(1 - \frac{k-1}{L} - \lambda_k \right) I(X_1; Y).$$

Therefore,

$$r_{1,k} + r_{1,(k+1)} = \left[ (\lambda_k + \lambda_{k+1}) \frac{k-1}{L} + \lambda_k \lambda_{k+1} \right] I(X_1; Y, X_2) + \left[ (\lambda_k + \lambda_{k+1}) \frac{L-k+1}{L} - \lambda_k \lambda_{k+1} \right] I(X_1; Y).$$

First, we consider the case where $\lambda_k > \lambda_{k+1}$. We let $\hat{\lambda}_k = \lambda_k - \epsilon$ and $\hat{\lambda}_{k+1} = \lambda_{k+1} + \epsilon$ for $\epsilon < \frac{\lambda_k - \lambda_{k+1}}{2}$. We have

$$\hat{r}_{1,k} + \hat{r}_{1,(k+1)} = \left[ (\lambda_k + \lambda_{k+1}) \frac{k-1}{L} + (\lambda_k - \epsilon)(\lambda_{k+1} + \epsilon) \right] I(X_1; Y, X_2) + \left[ (\lambda_k + \lambda_{k+1}) \frac{L-k+1}{L} - (\lambda_k - \epsilon)(\lambda_{k+1} + \epsilon) \right] I(X_1; Y).$$

Notice that the second term of the R.H.S. expression is positive and there exists $\epsilon$ such that $(\lambda_k + \lambda_{k+1}) \epsilon - \epsilon^2 > 0$. This, however, contradicts our assumption that the random variables $S_1, S_2 \in \{1, \ldots, L\}$ with $P(S_1 = k) = \lambda_k$, maximize $R_{X_1}$. We obtain similar contradictions for the case where $\lambda_k \leq \lambda_{k+1}$. $\square$

We now examine the asymptotic behavior of the DRS scheme in the two-user discrete memoryless MAC.

Theorem 6: For $M = 2$, if both real users adopt $P(S_i = k) = \frac{1}{L}$ for $k = 1, \ldots, L$ and $i = 1, 2$, then $\lim_{L \to \infty} \sum_{k=1}^{L} r_{X_ik} = \frac{1}{2} I(X_1, X_2; Y) = R^*$. Moreover, if we define the error term $e[L] \equiv R^* - \sum_{k=1}^{L} r_{X_ik}$, then $e[L] = \Theta(\frac{1}{L})$ for $i = 1, 2$.

Proof: Without loss of generality, we consider real user 1. Since

$$r_{X_1k} = \frac{1}{L} \left( \frac{k-1}{L} I(X_1; X, Y) + \left(1 - \frac{k-1}{L}\right) I(X_1; Y) \right),$$

we have

$$\lim_{L \to \infty} R_{X_1} = \frac{1}{L} \left( 1 \frac{1}{L} + \frac{L-1}{L} \right) I(X_1; Y) + \frac{1}{L} \left( \frac{L-1}{L} + \frac{L-1}{L} \right) I(X_1; Y, X_2)$$

$$= \lim_{L \to \infty} \left[ \frac{L+1}{2L} I(X_1; Y) + \frac{L-1}{2L} I(X_1; X, Y) \right]$$

$$= \frac{1}{2} I(X_1; Y) + \frac{1}{2} I(X_1, X_2; Y),$$

where the last equality follows from the fact that $I(X_1; X_2; Y) = I(X_1; Y, X_1)$ in the symmetric setting.

Next, we examine the rate of convergence. We have the error term $e[L] = \frac{1}{2} I(X_1; Y, X_2) - I(X_1; Y)$ which implies $\lim_{L \to \infty} Le[L] = \frac{1}{2} I(X_1; Y, X_2) - I(X_1; Y) \right\} = \epsilon$. For any $\epsilon > 0$, there exists $n_0$ such that for all $L > n_0$, $|Le[L] - \frac{1}{2}| < \epsilon$. Hence, $\frac{1}{2} - \epsilon < Le[L] < \frac{1}{2} + \epsilon$. We can choose $\epsilon$ small enough such that $\frac{1}{2} - \epsilon > 0$. This implies $e[L] = \Theta(\frac{1}{L})$. $\square$

B. M-user Case ($M > 2$)

There are $M$ real users and each real user creates $L$ virtual users. We have $M$ switches $(S_1, \ldots, S_M)$ to do the splitting with probabilities $P(S_i = k) = \lambda_k$ for $i = 1, \ldots, M$ and $k = 1, \ldots, L$. We assume the receiver also knows $(S_1, \ldots, S_M)$. This may require common randomness to exist between all transmitters and the receiver. Due to symmetry, we focus on one user, say user 1. For $k = 1, \ldots, L$, we set

$$r_{X_1k} = I(X_{1k}; Y, S_{1}^{M}, X_{11}^{(k-1)}, \ldots, X_{11}^{(M-1)})$$

$$= I(X_{1k}; Y, S_{2}^{M}, X_{11}^{(k)}, \ldots, X_{11}^{(M-1)} | S_1)$$

$$= \lambda_k I(X_{1k}; Y, S_{2}^{M}, X_{11}^{(k-1)}, \ldots, X_{11}^{(M-1)} | S_1 = k)$$

$$+ (1 - \lambda_k) I(X_{1k}; Y, S_{2}^{M}, X_{11}^{(k-1)}, \ldots, \ldots,$$
\[ \begin{align*}
    X_{M1}^{M(k-1)} | S_k \neq k) &= \lambda_k I(X_{1k}; Y, S_2^M, X_{11}^{(k-1)}, \ldots, X_{M1}^{M(k-1)} | S_1 = k) \\
    &= \lambda_k I(X_1; Y, S_2^M, X_{11}^{(k-1)}, \ldots, X_{M1}^{M(k-1)} | S_1 = k, S_2^M) \\
    &= \sum_{s_2, \ldots, s_M} P(S_2 = s_2, \ldots, S_M = s_M) \lambda_k I(X_1; Y, X_{11}^{(k-1)}, \ldots, X_{M1}^{M(k-1)} | S_1 = k, S_2 = s_2, \ldots, S_M = s_M) \\
    &= \lambda_k \left[ \left( 1 - \sum_{j<k} \lambda_j \right) I(X_1; Y) + \sum_{i=1}^{M-1} \binom{M-1}{i} \left( \sum_{j<k} \lambda_j \right)^i \right. \\
    & \quad \left. \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1-i} I(X_1; Y, X_2, \ldots, X_{i+1}) \right], \quad (26)
\end{align*} \]

where \( S_i^1 \triangleq \{ S_1, \ldots, S_i \} \) and \( X_{ik}^1 \triangleq \{ X_{11}, \ldots, X_{ik} \} \). Equality in (25) is due to the independence between \( X_{1k} \) and \( S_i \). Equality in (25) holds because when \( S_i \neq k \), \( X_{1k} \) is independent of the output \( Y \) and all the other random variables. The first term in (25) follows from \( P(S_2 \geq k, \ldots, S_M \geq k) = (1 - \sum_{j<k} \lambda_j)^{M-1} \). The second summation term in (26) follows from the fact that the probability of \( i \) switching random variables among \( (S_2, \ldots, S_M) \) having values less than \( k \) is \( (M-1-i) \left( \sum_{j<k} \lambda_j \right)^i (1 - \sum_{j<k} \lambda_j)^{M-1-i} \). It can be verified that real user 1 with \( L \) virtual users can strictly increase its total throughput via an \( L + 1 \) virtual user system.

In order to maximize the total throughput of real user 1 for fixed \( L \), we need to find the optimal \( (\lambda_1^*, \ldots, \lambda_L^*) \) to maximize \( \sum_{k=1}^{L} r_{X_{1k}} \). This is a non-convex optimization problem and appears to be difficult. We are able to verify that for the general \( M \)-user case (unlike the two-user case), random switches with a uniform distribution are in general suboptimal. Nevertheless, it is possible to generalize the asymptotic result of Theorem [6].

We first demonstrate the fact that the convergence result holds for a general switch controlled by \( S_i \), where \( P(S_i = k) = \lambda_k \) for \( k = 1, \ldots, L \), as long as \( \max_{k \in \{1, \ldots, L\}} \lambda_k \to 0 \) as \( L \to \infty \). We then analyze the rate of convergence for a particular suboptimal switch, the uniform switch.

**Theorem 7:** For a general random switch controlled by \( S_i \), where \( P(S_i = k) = \lambda_k \) for \( k = 1, \ldots, L \), a sufficient condition for \( \lim_{L \to \infty} \sum_{k=1}^{L} r_{X_{1k}} = \frac{1}{\lambda_i} I(X_1, \ldots, X_M; Y) \) is \( \max_{k \in \{1, \ldots, L\}} \lambda_k \to 0 \) as \( L \to \infty \) for \( i = 1, \ldots, M \).

**Proof:** Without loss of generality, let us examine real user 1.

\[ \begin{align*}
    \lim_{L \to \infty} R_{X_1} &= \lim_{L \to \infty} \sum_{k=1}^{L} r_{X_{1k}} \\
    &= \lim_{L \to \infty} \sum_{k=1}^{L} \lambda_k \left[ \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1} I(X_1; Y) + \sum_{i=1}^{M-1} \binom{M-1}{i} \left( \sum_{j<k} \lambda_j \right)^i \right. \\
    & \quad \left. \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1-i} I(X_1; Y, X_2, \ldots, X_{i+1}) \right] \\
    &= \lim_{L \to \infty} \sum_{k=1}^{L} \lambda_k \left[ \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1} \right. \\
    & \quad \left. \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1-i} \right] \quad \text{for } i \geq 1,
\end{align*} \]

It is sufficient to prove \( \lim_{L \to \infty} c_i = \frac{1}{\lambda_i} \) for all \( i \). For \( i \geq 1 \),

\[ \begin{align*}
    \lim_{L \to \infty} c_i &= \lim_{L \to \infty} \sum_{k=1}^{L} \lambda_k \left( \binom{M-1}{i} \left( \sum_{j<k} \lambda_j \right)^i \left( 1 - \sum_{j<k} \lambda_j \right)^{M-1-i} \right) \\
    &= \lim_{L \to \infty} \sum_{k=1}^{L} \lambda_k \left( \frac{M-1}{i} \right) \int_0^1 x^i (1 - x)^{M-1-i} \, dx \\
    &= \frac{1}{\lambda_i} B(i + 1, M - i) \\
    &= \frac{1}{\lambda_i} M! = \frac{i!}{(M - i)! M!},
\end{align*} \]

where \( \beta_0 = 0, \beta_k = \sum_{j=1}^{k} \lambda_j \) and \( B(m, n) = \frac{\Gamma(m-n)}{\Gamma(m)
}\) Beta function. The term \( c_0 \) can be shown to converge to \( \frac{1}{\lambda_1} \) as \( L \to \infty \) by a similar argument.

Next, we analyze a particular suboptimal switch, the uniform switch. Since the uniform switch satisfies the sufficient condition in Theorem [7] the convergence result holds. The next lemma presents its rate of convergence.

**Lemma 5:** Consider an \( M \)-user discrete memoryless MAC. Let each real user have \( L \) virtual users and each switch be controlled by an i.i.d. random variable \( S_i \in \{1, 2, \ldots, L\} \) with \( P(S_i = k) = \frac{1}{L}, k = 1, \ldots, L \). Define the error term \( e[L] \equiv 1/L I(X_1, X_2, \ldots, X_M; Y) - \sum_{k=1}^{L} r_{X_{1k}} \). Then \( e[L] = O\left(\frac{1}{L}\right) \) for all \( i \).

**Proof:** In the uniform switch setting, \( P(S_i = k) = \frac{1}{L} \) for \( i = 1, \ldots, M \) and \( k = 1, \ldots, L \). Without loss of generality, we
examine the total throughput of real user 1.

\[ R_{X_1} = \sum_{k=1}^{L} r_{X_1 k} \]

\[ = \frac{1}{L} I(X_1; Y) + \sum_{k=2}^{L} \frac{1}{L} \left[ \sum_{i=0}^{M-1} \left( \frac{M-1}{i} \left( \frac{k-1}{L} \right)^i \right) \left( 1 - \frac{k-1}{L} \right)^{M-1-i} \right], \]

where \( I(X_1; Y, X_2, \ldots, X_{i+1}) = I(X_1; Y) \) for \( i = 0 \).

We denote \( R_{X_1} = c_0 I_0 + \cdots + c_{M-1} I_{M-1} \), where \( I_i \) is determined in the proof of Theorem 1 for \( i \geq 0 \), and

\[ c_0 = \frac{1}{L} \sum_{k=1}^{L} \left( 1 - \frac{k-1}{L} \right)^{M-1}, \]

\[ c_i = \frac{1}{L} \sum_{k=1}^{L} \left( \frac{M-1}{i} \left( \frac{k-1}{L} \right)^i \left( 1 - \frac{k-1}{L} \right)^{M-1-i} \right). \]

Therefore, the error term can be calculated as follows,

\[ e[L] = \left| \frac{1}{M} I(X_1, X_2, \ldots, X_M; Y) - \sum_{i=0}^{M-1} c_i I_i \right| \]

\[ \leq \sum_{i=0}^{M-1} \frac{1}{M} - c_i \left| I_i \right| \]

\[ \leq M \left[ \max_i \left( \frac{1}{M} - c_i \left| I_i \right| \right) \right]. \]

Note that \( x^i (1 - x)^{M-1-i} \) is maximized at \( x = \frac{i}{M-1} \). For \( i \geq 1 \), it can be verified that

\[ \frac{1}{L} \sum_{i=0}^{L-1} \left( \frac{i}{L} \right)^i \left( 1 - \frac{i}{L} \right)^{M-1-i} \]

\[ \leq \int_{0}^{1} x^i (1 - x)^{M-1-i} dx, \]

\[ \frac{1}{L} \sum_{i=0}^{L-1} \left( \frac{i}{L} \right)^i \left( 1 - \frac{i}{L} \right)^{M-1-i} \]

\[ \leq \int_{0}^{1} x^i (1 - x)^{M-1-i} dx. \]

Multiplying both sides of the above two inequalities by \( \binom{M-1}{i} \), we have

\[ \left| \frac{1}{M} - c_i \right| \leq \binom{M-1}{i} \left( \frac{i}{M-1} \right)^i \left( 1 - \frac{i}{M-1} \right)^{M-1-i} \frac{1}{L}. \]

Therefore,

\[ \max_i \left( \frac{1}{M} - c_i \left| I_i \right| \right) \]

\[ \leq \max_i \left( \binom{M-1}{i} \left( \frac{i}{M-1} \right)^i \left( 1 - \frac{i}{M-1} \right)^{M-1-i} \frac{1}{L} \right) \]

\[ \equiv \alpha \leq \frac{1}{L}, \]

so \( e[L] = M \alpha \frac{1}{L} \), where \( \alpha > 0 \). For the term \( c_0 \), a similar argument can be used to show that \( |c_0 - \frac{1}{M}| \leq \frac{1}{L} \). Therefore, \( e[L] = O \left( \frac{1}{L} \right) \).

IV. VARIATIONS OF DISTRIBUTED RATE SPLITTING

In Section III and Section IV, we imposed two symmetry constraints. The first is that the capacity region for the Gaussian MAC and the achievable rate region for the discrete memoryless MAC are symmetric. The second is that users generate the same number of virtual users. In this section, we describe two variations of DRS. The first variation is presented in Section IV-A, where we relax the symmetric region constraint. In this case, we show that as the number of virtual user per real user tends to infinity, the rate tuple achieved under DRS approaches a point on the dominant face. The second variation is presented in Section IV-B, where each real user may generate a different number of virtual users. The main advantage of this variation is that it can accommodate different user rate requirements in a distributed fashion.

A. Asymmetric Capacity/Achievable Rate Region

1) M-user Gaussian MAC: In this section, we consider the case where real users in a Gaussian MAC may have different transmission powers (i.e. the capacity region may not be symmetric). We assume that user \( i \) has transmission power \( P_i \) and the power vector \( (P_1, \ldots, P_M) \) is known to all users. We also assume that all real users split their powers into \( L \) virtual users according to the common power splitting rule defined by the vector \( (\gamma_1, \gamma_2, \ldots, \gamma_L) \), where \( \gamma_k > 0 \ \forall k \) and \( \sum_{k=1}^{L} \gamma_k = 1 \). The power vector for the virtual users generated by user \( i \) is \((\gamma_1 P_{i1}, \ldots, \gamma_L P_{iL})\) for \( i = 1, \ldots, M \).

\[ \gamma_k = \frac{N}{\sum_{j=1}^{N} P_j} \left( \frac{1}{1 + \sum_{j=1}^{N} P_j} \right)^{\frac{j - k}{j}} \left( \frac{1 + \sum_{j=1}^{N} P_j}{N} \right)^{-1} \]

for \( k = 1, \ldots, L \). Moreover, if all real users adopt this power allocation rule, then

\[ \lim_{L \to \infty} \sum_{k=1}^{L} r_{ik} = \frac{P_i}{2 \sum_{j=1}^{N} P_j} \log \left( 1 + \frac{\sum_{j=1}^{N} P_j}{N} \right), \]

for \( i = 1, \ldots, M \).

Proof: By replacing \( p_j \) by \( \gamma_k P_j \) for \( k = 1, \ldots, L \), we can use arguments similar to those in Section III to prove the following:
1) Given a DRS scheme with \( L \) virtual users per real user, it is possible to strictly increase the throughput via an \((L + 1)\) virtual user system.

2) Under the optimal power split, all virtual users generated by real user \( i \) must have the same rate for \( i = 1, \ldots, M \). (Virtual users generated by different real users may have different rates.)

3) For any real user with \( L \) virtual users, the unique way to maximize this user’s throughput is to set

\[
\gamma_k = \frac{1}{\sum_{i=1}^{N} P_i} \left( 1 + \frac{\sum_{j=1}^{M} P_j}{N} \right)^{\frac{k}{N}} \left( 1 + \frac{\sum_{j=1}^{M} P_j}{N} \right)^{-1}
\]

for \( k = 1, \ldots, L \).

4) If all real users adopt this power allocation rule, then

\[
\lim_{L \to \infty} \sum_{k=1}^{L} r_{ik} = \frac{P_i}{2} \log \left( 1 + \frac{\sum_{j=1}^{M} P_j}{N} \right),
\]

for \( i = 1, \ldots, M \). \( \square \)

We illustrate this achievable point on the dominant face for a two-user Gaussian MAC in Fig. 5.

2) \( M \)-user Discrete Memoryless MAC: In Section 11 we considered the symmetric setting (cf. 18):

\[
I(X_S; Y | X_{S^c}) = I(X_T; Y | X_{T^c}),
\]

\( \forall S, T \subseteq \{1, \ldots, M\} \) such that \(|S| = |T|\). In this section, we relax this constraint and consider an asymmetric achievable region. We require only that for \( \forall S, T \subseteq \{1, 2, \ldots, M\} \), if \( S \cap T = \emptyset \), then \( I(X_S; Y) < I(X_T; Y | X_T) \). The \( M \) switches \((S_1, \ldots, S_M)\) have probabilities \( P(S_i = k) = \lambda_k \) for \( i = 1, \ldots, M \) and \( k = 1, \ldots, L \).

**Lemma 7:** Consider a general random switch controlled by \( S_i \), where \( P(S_i = k) = \lambda_k, \ k = 1, \ldots, L \). Define \(-i \equiv \{1, \ldots, M\} \setminus \{i\} \). If \( \max_{k \in \{1, \ldots, L\}} \lambda_k \to 0 \) as \( L \to \infty \), then

\[
\lim_{L \to \infty} \sum_{k=1}^{L} r_{X_{ik}} = \frac{1}{M} I(X_i; Y) + \sum_{j=1}^{M-1} \frac{1}{M} \left( \frac{1}{M-1} \right) \sum_{|S| = j} I(X_i; Y | X_S),
\]

for \( i = 1, \ldots, M \).

**Proof:** We can replace \( \sum_{j=1}^{M-1} I(X_i; Y, X_j, \ldots, X_{j+1}) \) by \( \sum_{S \subseteq \{1, \ldots, |S| \} = j} I(X_i; Y, X_S) \) and use arguments similar to those for Theorem 4 to prove the above lemma. \( \square \)

### B. Unequal Number of Virtual Users

1) \( M \)-user Gaussian MAC: In this section, we retain the assumption that every user has the same transmission power \( P \), but we do not require all real users to create the same number of virtual users. That is, user \( i \) and user \( j \) create \( L_i \) and \( L_j \) virtual users independently, where \( L_i \) may not be equal to \( L_j \). The signal transmitted by a real user is the superposition of all its virtual users’ signals. We also assume in this section that user \( i \) transmits the number \( L_i \) in a header message to the receiver. The receiver receives the sum of \( \sum_{i=1}^{M} L_i \) signals plus noise. We now describe a protocol which allows each user to split its power and set its rates independently, and allows the receiver to decode all virtual users one by one via a generalized successive decoding mechanism. Recall that for the Gaussian MAC, successive decoding works as follows. Users are decoded one after another regarding all other users that have not been decoded as interference, and the signals of decoded users are subtracted from the overall received signal.

**PROTOCOL 1:** For user \( i \), the power split and rate allocation rule are defined as follows: for \( k = 1, \ldots, L_i \),

\[
p_{ik} = \frac{N}{M} \left( 1 + \frac{MP}{N} \right)^{\frac{k-1}{N}} \left( 1 + \frac{MP}{N} \right)^{-1} - 1,
\]

\[
r_{ik} = \frac{1}{2} \log \left( 1 + \frac{p_{ik}}{M(P - \sum_{j<k} p_{ij}) + N} \right).
\]

Note that the power split and rate allocation rule in **PROTOCOL 1** are the same as that discussed in Section 4.

The generalized successive decoding algorithm is given by the following pseudo-program. Note that after a virtual user is decoded, its signal is subtracted from the overall received signal.

**decode** virtual users \((11, 21, \ldots, M1)\) in any order or in parallel.

**set** \( p = (p_{11}, p_{21}, \ldots, p_{M1}) \)

**while** (some virtual users are not decoded),

Find the minimal element in \( p \), say the \( i \)th entry;

Decode the subsequent virtual user of user \( i \);

Update the \( i \)th entry of \( p \): \( p(i) = p(i) + \tilde{p} \),

where \( \tilde{p} \) is the power of the virtual user being decoded in the previous step;
Lemma 8: If all \( M \) users adopt the power split and the rate allocation rule described in PROTOCOL 1, then for any \( L_i \in \mathbb{Z}^+ \), \( i = 1, 2, \ldots, M \), the decoder can decode all virtual users one by one following the decoding algorithm.

Proof: By the rate allocation rule, \( r_{i1} = \frac{1}{2} \log(1 + \frac{P_i}{M P - p_{i1} + N}) \) for \( i = 1, \ldots, M \). Thus, each of them can tolerate the maximum amount of interference plus noise, \( MP - p_{i1} + N \). It is then easy to see that virtual users (11, ..., M1) can be decoded reliably in any order or in parallel. Now, we set \( p = (p_{11}, \ldots, p_{M1}) \).

In the first run of the while loop, if \( p_{i1} \) is the minimum entry in \( p \), the receiver decodes virtual user \( i2 \). By the rate allocation rule, \( r_{i2} = \frac{1}{2} \log(1 + \frac{P_{i2}}{MP - p_{i2} + N}) \). This implies that the maximum amount of interference plus noise that virtual user \( i2 \) can tolerate is \( M (P - p_{i1}) - p_{i2} + N \). However, the actual amount of interference plus noise it faces is \( MP - \sum_{j=1}^{M} p_{j1} - p_{i2} + N \), which is smaller than or equal to what it can tolerate because \( MP_{i1} \leq \sum_{j=1}^{M} p_{j1} \). Therefore, virtual user \( i2 \) can be decoded reliably at the receiver.

Suppose the decoding process succeeds in the \( t \)th run of the while loop. Now, \( p = (p_{11}, \ldots, p_{M1}) \). Let us consider the \( (t + 1) \)th run of the while loop. Suppose the \( t \)th entry, \( p_{i1} \), is the minimum entry in \( p \). The receiver decodes the subsequent virtual user \( i \), denoted by \( il \). By the rate allocation rule, \( r_{il} = \frac{1}{2} \log(1 + \frac{P_{il}}{M (P - \sum_{j=l+1}^{M} p_{j1}) - p_{il} + N}) \). This implies the maximum amount of interference plus noise that virtual user \( il \) can tolerate is \( M (P - \sum_{j=l+1}^{M} p_{j1}) - p_{il} + N = MP - \sum_{j=1}^{M} p_{j1} + N \), which is smaller than or equal to what virtual user \( il \) can tolerate because \( MP_{i1} \leq \sum_{j=1}^{M} p_{j1} \). Therefore, virtual user \( il \) can be decoded reliably. Hence, the lemma follows by induction.

To illustrate the decoding algorithm, let us carefully examine a three-user example shown in Fig. 6. The shaded regions correspond to the virtual users (11, 21, 31), which are decoded in any order. Suppose we decode “11” first. By the rate allocation rule, \( r_{11} = \frac{1}{2} \log(1 + \frac{P_{11}}{MP - p_{11} + N}) \), which means the maximum amount of interference plus noise that virtual user “11” can tolerate is \( 3(P - p_{11}) + N \). This is exactly the amount of interference plus noise it faces. Therefore, “11” can be decoded reliably and we can subtract the signal of virtual user “11” from the overall received signal. Similarly, (21, 31) can be decoded reliably and subtracted from the overall received signal. Now \( p = (p_{11}, p_{21}, p_{31}) \). The subsequent decoding order is illustrated by the numbers in Fig. 6. In the first run of the while loop, since \( p_{31} \) is the minimum in \( p \), the receiver decodes virtual user “32”. By the rate allocation rule, \( r_{32} = \frac{1}{2} \log(1 + \frac{P_{32}}{MP - p_{32} + N}) \), which implies the maximum amount of interference plus noise it faces is \( 3(P - p_{31}) - p_{32} + N \). However, the real interference plus noise it faces is \( (P - p_{11}) + (P - p_{21}) + (P - p_{31} - p_{32}) + N \), which is smaller than what it can tolerate since \( 2p_{31} < p_{11} + p_{21} \). So virtual user “32” can be decoded reliably and subtracted from the received signal. By searching for the minimum entry in \( p \) in each run, we always decode a virtual user that can tolerate more interference than what it really faces. This assures the validity of our decoding algorithm. All of the other virtual users can be decoded in a similar fashion.

By Lemma 8 and Lemma 8 user \( i \) can choose any \( L_i \in \mathbb{Z}^+ \), independently from other users, and have all virtual users decoded reliably at the receiver. Therefore, user \( i \) can choose \( L_i \) according to its own service requirement. For example, if user \( i \) wants to send low rate voice communication packets, it can set \( L_i = 1 \), which corresponds to the basic CDMA scheme. If user \( i \) wants to send high rate stream video, it can set \( L_i \) equal to a large value in order to get higher throughput at the expense of higher coding complexity. Thus, this variation of DRS provides an explicit way for end users to trade off throughput and coding complexity, making differential rate requirements achievable in a distributed manner. Finally, Corollary 1 and Theorem 4 demonstrate the asymptotic optimality of this scheme and its rate of convergence.

2) M-user Discrete Memoryless MAC: In this section, we describe a variation of the DRS scheme for the discrete memoryless MAC which supports differential rate requirements to end users in a distributed manner. In this scheme, we adopt the uniform switch, but we do not require every user to have the same number of virtual users. We split by means of \( M \) independent switches. Without loss of generality, let us consider user \( i \). If user \( i \) has \( L_i \) virtual users, then switch \( i \) has \( L_i \) inputs, \( X_{ik} \in X \) for \( k = 1, \ldots, L_i \), and one output \( X_i \in X \). Switch \( i \) is controlled by a uniform random variable \( S_i \in \{1, \ldots, L_i\} \) with \( P(S_i = k) = \frac{1}{L_i} \) for \( k = 1, \ldots, L_i \). The output is given by: \( X_i = X_{ik} \), if \( S_i = k \).

We now describe the protocol for the discrete memoryless MAC which allows user \( i \) to choose \( L_i \) independently. We show the asymptotic optimality of this variation of DRS under the protocol.

**PROTOCOL 2:** For user \( i \) with \( L_i \) virtual users, the switch \( i \) is controlled by a uniform random variable \( S_i \) where \( P(S_i = k) = \frac{1}{L_i} \) for \( k = 1, \ldots, L_i \). The rate allocation rule is defined as follows:

\[
r_{X_{ik}} = \frac{1}{L_i} \left[ \left( 1 - \frac{k-1}{L_i} \right)^{M-1} I(X_1; Y) \right] + \sum_{l=1}^{M-1} \left( \frac{M-1}{l} \right) \left( \frac{k-1}{L_i} \right)^{l},
\]
The decoding algorithm is given by the following pseudocode. Note that after a virtual user is decoded, its signal is used as side information to aid the decoding process of subsequent virtual users.

**decode** virtual users $(11, 21, ..., M1)$ in any order or in parallel.

**set** $s = (\frac{1}{L_1}, \frac{1}{L_2}, ..., \frac{1}{L_M})$

**while** (some virtual users are not decoded),

Find the minimal element in $s$, say the $i$th entry;

Decode the subsequent virtual user of user $i$;

Update the $i$th entry of $s$: $s(i) = s(i) + \frac{1}{L_i}$;

**end**

**Lemma 9:** If all $M$ users adopt the rate allocation rule in PROTOCOL 2, then for any $L_i \in \mathbb{Z}^+$, the decoder can decode all virtual users one by one following the decoding algorithm.

**Proof:** Virtual users $(11, 21, ..., M1)$ can be decoded in any order if and only if $r_{X1i} \leq I(X1; Y, S_i^M)$ for all $i$. This is true because under our rate allocation rule, $r_{X1i} = \frac{1}{L_i}I(X1; Y) = \frac{1}{L_i}I(X1; Y) = I(X1; Y, S_i^M)$. We set $s = (\frac{1}{L_1}, ..., \frac{1}{L_M})$.

In the first run of the **while** loop, if $\frac{1}{L_i}$ is the minimum entry of $s$, the receiver decodes virtual user $i2$. By the rate allocation rule

$$
r_{X1i2} = \frac{1}{L_i} \left[ \left( 1 - \frac{1}{L_i} \right)^{M-1} I(X1; Y) + \sum_{l=1}^{M-1} \left( \frac{M-1}{l} \right) \left( 1 - \frac{1}{L_i} \right) I(X1; Y, X_{l+1}, ..., X_{l+M}) \right]$$

Virtual user $i2$ can be decoded reliably if $r_{X1i2} \leq I(X1; Y, S_i^M, X_{11}, ..., X_{M1})$. This mutual information can be simplified in the same way as described in equations 23 - 26. Recall the definition $-i \equiv \{1, ..., M\} \setminus \{i\}$.

$$
I \left( X_{12}; Y, S_i^M, X_{11}, ..., X_{M1} \right) = \frac{1}{L_i} I(X1; Y, X_{11}, ..., X_{M1} | S_{-i}) \quad (28)
$$

We can verify that the $I(X1; Y)$ term in (27) is less than or equal to the corresponding $I(X1; Y)$ term in Equation 29. This follows from

$$
P(S_1 > 1, ..., S_{i-1} > 1, S_{i+1} > 1, ..., S_M > 1) = \prod_{j \neq i} \left( 1 - \frac{1}{L_j} \right) M^{-1} \geq \left( 1 - \frac{1}{L_i} \right)^{M-1},$$

since $\frac{1}{L_i} \leq \frac{1}{L_j}$ for all $j \neq i$. Similarly, it can be verified that the second term in (27) is less than or equal to the corresponding term in Equation 29. Therefore, virtual user $i2$ can be decoded reliably.

Suppose the decoding process succeeds in the $t$th run of the **while** loop. Now, $s \triangleq (s_1^1, ..., s_M^1)$. Let us consider the $(t + 1)$th run of the **while** loop. Suppose the $i$th entry, $s_i^1$, is the minimum entry in $s$. The receiver decodes the subsequent virtual user of user $i$, denoted by $ij$. By the rate allocation rule

$$
r_{X_{ij}} = \frac{1}{L_i} \left[ \left( 1 - \frac{j-1}{L_i} \right)^{M-1} I(X1; Y) + \sum_{l=1}^{M-1} \left( \frac{M-1}{l} \right) \left( \frac{j-1}{L_i} \right)^l I(X1; Y, X_{l+1}, ..., X_{l+M}) \right]$$

Again, we can simplify the mutual information $I(X_{ij}; Y, S_i^M, X_{11}^{j-1}, ..., X_{M1}^{j-1})$ and show that it is greater than or equal to $r_{X_{ij}}$, which implies that virtual user $ij$ can be decoded reliably. Hence, the lemma follows by induction. □

Let us illustrate the decoding algorithm by the following example. We consider a two-user discrete memoryless MAC where user 1 creates 2 virtual users and user 2 creates 3 virtual users. Random switch 1 is controlled by $S_1$ where $P(S_1 = 1) = P(S_1 = 2) = \frac{1}{2}$, and random switch 2 is controlled by $S_2$ where $P(S_2 = k) = \frac{1}{3}$ for $k = 1, 2, 3$. By the rate allocation rule, the virtual users’ rates can be simplified as follows

$$
r_{X_{11}} = \frac{1}{2} I(X1; Y)$$

$$
r_{X_{12}} = \frac{1}{2} \left[ \frac{1}{2} I(X1; Y) + \frac{1}{2} I(X1; Y, X_2) \right]$$

$$
r_{X_{21}} = \frac{1}{3} I(X1; Y)$$

$$
r_{X_{22}} = \frac{1}{3} \left[ \frac{2}{3} I(X1; Y) + \frac{1}{3} I(X1; Y, X_2) \right]$$

$$
r_{X_{23}} = \frac{1}{3} \left[ \frac{1}{3} I(X1; Y) + \frac{2}{3} I(X1; Y, X_2) \right].$$

We first decode $(11, 21)$ in any order. Suppose we decode “21” first. Virtual user “21” can be decoded reliably if $r_{X_{21}} \leq I(X_{21}; Y, S_1, S_2)$. The condition holds because

$$
I(X_{21}; Y, S_1, S_2) = I(X_{21}; Y, S_1 | S_2) = \frac{1}{3} I(X_{21}; Y | S_2 = 1) = \frac{1}{3} I(X_2; Y) = \frac{1}{3} I(X_1; Y) = r_{X_{21}}.
$$

Virtual user “11” can be decoded similarly. Now, we set $s = (\frac{1}{2}, \frac{1}{2})$. 

In the first run of the while loop, the receiver decodes “22” since \( \frac{3}{2} < \frac{1}{2} \). Let us calculate the mutual information between \( X_{22} \) and \( Y \) given \( S_1, S_2 \) and previously decoded \( X_{11}, X_{21} \).

\[
I(X_{22}; Y, S_1, S_2, X_{11}, X_{21}) = \frac{1}{3} I(X_{22}; Y|S_1, X_{11}, X_{21}, S_2 = 2) = \frac{1}{3} \left( \frac{1}{2} I(X_2; Y, X_1) + \frac{1}{2} I(X_2; Y) \right) = \frac{1}{3} \left( \frac{1}{2} I(X_1; Y, X_2) + \frac{1}{2} I(X_1; Y) \right) \geq \frac{1}{3} \left( \frac{1}{3} I(X_1; Y) + \frac{2}{3} I(X_1; Y) \right) = r_{X_{22}}.
\]

The third equality is due to our symmetric assumption. Therefore, virtual user “22” can be decoded. By searching for the minimum entry in \( s \) in each run, we always decode a virtual user whose rate is smaller than or equal to the corresponding mutual information. This guarantees the correctness of our decoding algorithm. Virtual users (12, 23) can be decoded reliably at the receiver in a similar fashion. The asymptotic optimality of this scheme in the discrete memoryless MAC can be demonstrated by Theorem 7.

V. CONCLUDING REMARKS

In this paper, we take an information-theoretic approach to the problem of distributed multiple-access communication. We present a Distributed Rate Splitting scheme whereby each real user creates a number of virtual users and all virtual users are successively decoded at the receiver. One possible advantage of Distributed Rate Splitting is that it can be implemented with lower complexity when compared with joint coding schemes, and less coordination among users when compared with either time-sharing or rate splitting. For the symmetric \( M \)-user Gaussian MAC, each real user creates the same number of virtual users via a power/rate splitting mechanism. The transmitted signal of a real user is the superposition of all its virtual users’ signals. For the symmetric \( M \)-user discrete memoryless MAC, each real user creates the same number of virtual users via a random switching mechanism, and the transmitted signal of a real user is determined by a random switch. All virtual users are successively decoded at the receiver. It is shown that DRS can achieve the maximum equal rate point for both channel models as the number of virtual users per real user tends to infinity. Finally, we present two variations of the DRS scheme. For the case of asymmetric capacity regions, we show that a point on the dominant face can be achieved asymptotically. For the case of an unequal number of virtual users, we show that different user rates requirements can be accommodated independently in a distributed manner.

APPENDIX I

PROOF OF THEOREM 7

Proof: We use induction on the number of virtual users. For \( L = 2 \), the original problem reduces to: \( SIR_2(p_1, p_2) \) subject to \( p_1 + p_2 = P \) and \( p_1, p_2 \geq 0 \). The unique solution is

\[
(p^*_1(P), p^*_2(P)) = \left( \frac{1}{M} \left( N + MP - \sqrt{N(N + MP)} \right), \frac{1}{M} \left( -N + \sqrt{N(N + MP)} \right) \right).
\]

For \( L = j - 1 \), suppose \( (p^*_1(P), ..., p^*_{j-1}(P)) \) uniquely solves \( SIR_1(p_1, ..., p_{j-1}) = ... = SIR_{j-1}(p_1, ..., p_{j-1}) \) for any \( P > 0 \), subject to \( \sum_{k=1}^{j-1} p_k = P \) and \( p_k \geq 0 \) for \( k = 1, 2, ..., j - 1 \). Let us consider the \( j \) virtual users case. Given any tuple \((p_1, ..., p_j)\) such that \( \sum_{k=1}^{j-1} p_k = P \) and \( p_k \geq 0 \) for \( k = 1, 2, ..., j \), we can fix \( p_j \), so \( p_1 + ... + p_{j-1} = P - p_j \). We now solve

\[
SIR_1(p_1, ..., p_{j-1}) = ... = SIR_{j-1}(p_1, ..., p_{j-1}) \tag{30}
\]

subject to \( \sum_{k=1}^{j-1} p_k = P - p_j \), \( p_k \geq 0 \) for \( k = 1, 2, ..., j \). For fixed \( p_j \), by the induction hypothesis, we have a unique solution \( (p^*_1(P - p_j), ..., p^*_{j-1}(P - p_j)) \) which solves equation (30). Let \( s^*(p_j) \triangleq SIR_{j-1}(p^*_1(P - p_j), ..., p^*_{j-1}(P - p_j)) = p^*_{j-1}(P - p_j) \). We are able to verify that \( s^*(p_j) \) is a strictly decreasing function of \( p_j \), and \( SIR_j(p_j) = \frac{p^*_{j-1}(P - p_j)}{(M-1)p^*_{j-1}(P - p_j) + N} \) is a strictly increasing function of \( p_j \). Moreover, the function values at boundary points satisfy \( s^*(0) \geq SIR_j(0) \) and \( s^*(P) < SIR_j(P) \). So there exists a unique \( p^*_j \) such that \( SIR_j(p^*_j) = s^*(p^*_j) \). Hence, we conclude \( (p^*_1(P - p^*_j), ..., p^*_{j-1}(P - p^*_j), p^*_j) \) is the unique solution to the \( j \) virtual users case. The theorem follows by induction.
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