CONVERGENCE IN ORLICZ SPACES BY MEANS OF THE MULTIVARIATE MAX-PRODUCT NEURAL NETWORK OPERATORS OF THE KANTOROVICH TYPE AND APPLICATIONS
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Abstract. In this paper, convergence results in a multivariate setting have been proved for a family of neural network operators of the max-product type. In particular, the coefficients expressed by Kantorovich type means allow to treat the theory in the general frame of the Orlicz spaces, which includes as particular case the $L^p$-spaces. Examples of sigmoidal activation functions are discussed, for the above operators in different cases of Orlicz spaces. Finally, concrete applications to real world cases have been presented in both uni-variate and multivariate settings. In particular, the case of reconstruction and enhancement of biomedical (vascular) image has been discussed in details.

1. Introduction

The study of neural network type operators has been recently investigated by many authors from the theoretical point of view, see e.g., [14, 16–18, 46].

A particular attention has been reserved to the so-called max-product version of the above operators, which can be useful, for instance, in the applications of probability and fuzzy theory. The introduction of this approach is due to Bede, Coroianu and Gal (see e.g., [20, 21]), and recently they summarized their results in a very complete monograph [12]. In general, the max-product version of a family of linear operators are sub-linear and has better approximation properties: in many cases, the order of convergence is faster with respect to their linear counterparts.
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In the present paper, we extend the results proved in [23] to the multivariate frame: the latter is the most suitable when we deal with neural network type approximation. Indeed, neural networks have been introduced in order to study a simple model for the human brain, which is a very complicated structure composed by billions of neurons; this justify the multidimensional form of the neural networks. The behavior of the (artificial) neurons in the neuronal models is regulated by suitable activation functions which must represent the activation and the quite phases of the neurons ([45]). From the mathematical point of view, functions which better represent the latter fact are those with sigmoidal behavior ([39, 40]). A sigmoidal function ([27]) is any measurable function \( \sigma : \mathbb{R} \to \mathbb{R} \), such that:

\[
\lim_{x \to -\infty} \sigma(x) = 0, \quad \text{and} \quad \lim_{x \to +\infty} \sigma(x) = 1.
\]

Problems of interpolation, or more in general, of approximation are related with the topic of training a neural network by sample values belonging to a certain training set: this explain the interest of studying approximation results by means of NN operators in various contexts ([42]). Indeed, results in this sense have been deeply studied for what concerns various aspects, such as convergence, order of approximation, saturation, and so on ([28, 29, 32]).

Here, we consider the above NN operators, with coefficients expressed by Kantorovich means in a multivariate form. It is well-know that this kind of approach based on Kantorovich-type operators is the most suitable in order to approximate not necessarily continuous data ([2, 11, 22, 33]). For this reason, we study the above operators in the general setting of Orlicz spaces, which is a very general context, which includes, as particular cases, the \( L^p \)-spaces. Moreover, since images are typical examples of discontinuous data, Kantorovich-type operators have been recently applied to image processing, see [6, 7].

From the theoretical results established in the present paper, we obtain, by a unifying approach, a general treatment of the problem of the approximation of both multivariate continuous and not necessarily continuous functions by means of the max-product neural network operators. Further, the results here proved extend to a more general setting those achieved by the authors in [31].

We also provide some concrete applications of the obtained results. In particular, we show how it is possible to reconstruct and even to enhance images by means of the above max-product type operators. The proposed examples involve the biomedical images concerning the vascular apparatus. More precisely, we reconstruct a CT image (computer tomography image) depicting an aneurysm of the abdominal aorta artery. Then, we show how it is possible to reconstruct and also to increase the resolution of a given image by the above operators (without
losing information), in fact obtaining a detailed image which can be more useful from the diagnostic point of view.

Further, also applications in case of one-dimensional data modeling have been presented (see, e.g., [37]).

The above mentioned topics give a contribution to an application field which in the last years have been widely studied by means of the use of suitable neural network type models, see e.g., [1,34].

Now, we give a plan of the paper. In Section 2 the definition of the above operators and their main properties have been recalled, together with some notations and preliminary results. In Section 3 the main convergence results of the paper have been proved. In order to show that the family of multivariate Kantorovich max-product operators are modularly convergent in Orlicz spaces, we adopt the following strategy: (i) we test the norm-convergence for the above operators in case of continuous functions; (ii) we prove a modular inequality for the above operators in $L^\varphi$, where $\varphi$ is a convex $\varphi$-function; finally (iii) we obtain the desired results exploiting the modular density of the continuous functions in $L^\varphi$. In Section 4 we provided several examples of Orlicz spaces for which the above theory holds, and also some well-known examples of sigmoidal activation functions, while in Section 5 we present the above mentioned real world applications.

2. THE MULTIVARIATE MAX-PRODUCT NEURAL NETWORK OPERATORS OF THE KANTOROVICH TYPE

From now on, the symbols $\lfloor \cdot \rfloor$ and $\lceil \cdot \rceil$ will denote respectively the “integer” and the “ceiling” part of a given number. Moreover, we define:

$$\bigvee_{k \in \mathcal{J}} A_k := \sup \{ A_k \in \mathbb{R}, k \in \mathcal{J} \},$$

for any set of indexes $\mathcal{J} \subset \mathbb{Z}^s$.

Let now $f : \mathcal{R} \to \mathbb{R}$ be a locally integrable and bounded function, where $\mathcal{R} \subset \mathbb{R}^{s}$, is the box-set of the form $\mathcal{R} := [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_s, b_s]$. Further, let $n \in \mathbb{N}^+$ such that $\lceil na_i \rceil \leq \lfloor nb_i \rfloor - 1$, for every $i = 1, \ldots, s$.

The multivariate max-product neural network (NN) operators of Kantorovich type (see [31]) activated by the sigmoidal function $\sigma$, are defined by:

$$K^{(M)}_{\alpha}(f, \mathbf{z}) := \left[ \bigvee_{k \in \mathcal{J}_n} \left( \frac{\int_{\mathcal{R}} f(u) \, du}{\Psi_{\sigma}(n\mathbf{z} - k)} \right) \Psi_{\sigma}(n\mathbf{z} - k) \right], \quad \mathbf{z} \in \mathcal{R},$$

where $\mathcal{J}_n := \{ k \in \mathbb{J}_n : k \leq \lfloor n\mathbf{z} \rfloor \}$. The above operator is modularly convergent in Orlicz spaces $L^\varphi$, where $\varphi$ is a convex $\varphi$-function.
where:
\[
R^n_k := \left[ \frac{k_1}{n}, \frac{k_1 + 1}{n} \right] \times \cdots \times \left[ \frac{k_s}{n}, \frac{k_s + 1}{n} \right],
\]
for every \( k \in \mathcal{J}_n \), and \( \mathcal{J}_n \) denotes the set of indexes \( k \in \mathbb{Z}^s \) such that \( \lfloor na_i \rfloor \leq k_i \leq \lfloor nb_i \rfloor - 1, \) \( i = 1, \ldots, s \), for every \( n \in \mathbb{N}_+ \) sufficiently large.

Here, the multivariate function \( \Psi_\sigma : \mathbb{R}^s \to \mathbb{R} \) is defined as follows:
\[
\Psi_\sigma(x) := \phi_\sigma(x_1) \cdot \phi_\sigma(x_2) \cdots \phi_\sigma(x_s),
\]
with \( x := (x_1, x_2, ..., x_s) \in \mathbb{R}^s \), and:
\[
\phi_\sigma(x) := \frac{1}{2} [\sigma(x + 1) - \sigma(x - 1)], \quad x \in \mathbb{R},
\]
for every non-decreasing sigmoidal function \( \sigma : \mathbb{R} \to \mathbb{R} \), which satisfies the following conditions:
\begin{itemize}
  \item[(Σ1)] \( \sigma(x) - 1/2 \) is an odd function;
  \item[(Σ2)] \( \phi_\sigma(x) \) is non-decreasing for \( x < 0 \) and non-increasing for \( x \geq 0 \);
  \item[(Σ3)] \( \sigma(x) = O(|x|^{-\alpha}) \) as \( x \to -\infty \), for some \( \alpha > 0 \).
\end{itemize}

Let now \( f, g : \mathcal{R} \to \mathbb{R} \) be bounded functions. The following properties hold for sufficiently large \( n \in \mathbb{N}_+ \) (see [26] for the proof in the one-dimensional case, and [31] in case of functions of several variables):
\begin{itemize}
  \item[(a)] if \( f(x) \leq g(x) \), for each \( x \in \mathcal{R} \), we have \( K_n^{(M)}(f, x) \leq K_n^{(M)}(g, x) \), for every \( x \in \mathcal{R} \) (the operators are monotone);
  \item[(b)] \( K_n^{(M)}(f + g, x) \leq K_n^{(M)}(f, x) + K_n^{(M)}(g, x) \), \( x \in \mathcal{R} \) (the operators are subadditive);
  \item[(c)] \( \left| K_n^{(M)}(f, x) - K_n^{(M)}(g, x) \right| \leq K_n^{(M)}(|f - g|, x), \ x \in \mathcal{R} \);
  \item[(d)] \( K_n^{(M)}(\lambda f, x) = \lambda K_n^{(M)}(f, x) \), \( \lambda > 0 \), \( x \in \mathcal{R} \) (the operators are positive homogeneous).
\end{itemize}

In [27, 28] some important properties of the functions \( \phi_\sigma(x) \) and \( \Psi_\sigma(x) \) have been proved. In the following lemma, we recall those that can be useful in order to prove the convergence results for the above operators in Orlicz spaces for functions of several variables.

**Lemma 2.1.** (i) \( \phi_\sigma(x) \geq 0 \) for every \( x \in \mathbb{R} \), with \( \phi_\sigma(2) > 0 \), and moreover \( \lim_{x \to \pm \infty} \phi_\sigma(x) = 0 \);

(ii) \( \phi_\sigma(0) \geq \phi_\sigma(x) \), for every \( x \in \mathbb{R} \), and \( \phi_\sigma(0) \leq 1/2 \). Consequently, \( \Psi_\sigma(0) \geq \Psi_\sigma(x) \), for every \( x \in \mathbb{R}^s \), and \( \Psi_\sigma(0) \leq 2^{-s} \);

(iii) \( \Psi_\sigma(x) = O(\|x\|_2^{-\alpha}) \), as \( \|x\|_2 \to +\infty \), where \( \alpha \) is the positive constant of condition (Σ3), and \( \| \cdot \|_2 \) denotes the usual Euclidean norm of \( \mathbb{R}^s \);
(iv) $\Psi_\sigma \in L^1(\mathbb{R}^*)$.

(v) For any fixed $\varphi \in \mathcal{R}$, there holds:
$$\bigvee_{k \in J_n} \Psi_\sigma(n\varphi - k) \geq [\phi_\sigma(2)]^* > 0.$$ 

Now, we can introduce the general setting in which we will work, i.e., the Orlicz spaces. We begin recalling the following definition.

A function $\varphi : \mathbb{R}^+_0 \to \mathbb{R}^+_0$ which satisfies the following assumptions:

(\varphi_1) $\varphi(0) = 0$, $\varphi(u) > 0$ for every $u > 0$;
(\varphi_2) $\varphi$ is continuous and non decreasing on $\mathbb{R}^+_0$;
(\varphi_3) $\lim_{u \to +\infty} \varphi(u) = +\infty$,

is said to be a $\varphi$-function. Let $M(\mathcal{R})$ denotes the set of all (Lebesgue) measurable functions $f : \mathcal{R} \to \mathbb{R}$. For any fixed $\varphi$-function $\varphi$, it is possible to define the functional $I^\phi : M(\mathcal{R}) \to [0, +\infty]$, as follows:
$$I^\phi[f] := \int_{\mathcal{R}} \varphi(|f(x)|) \, dx, \quad f \in M(\mathcal{R}).$$

The functional $I^\phi$ is called a modular on $M(\mathcal{R})$. Then, we can define the Orlicz space generated by $\varphi$ by the set:
$$L^\phi(\mathcal{R}) := \{ f \in M(\mathcal{R}) : I^\phi[\lambda f] < +\infty, \text{ for some } \lambda > 0 \}.$$ 

Now, exploiting the definition of the modular functional $I^\phi$, it is possible to introduce a notion of convergence in $L^\phi(\mathcal{R})$, the so-called modular convergence.

More precisely, a family of functions $(f_w)_{w>0} \subset L^\phi(\mathcal{R})$ is said modularly convergent to a function $f \in L^\phi(\mathcal{R})$ if:
$$\lim_{w \to +\infty} I^\phi[\lambda (f_w - f)] = 0,$$

for some $\lambda > 0$. If (1) holds for every $\lambda > 0$, we will say that the family $(f_w)_{w>0}$ is norm convergent to $f$. Obviously, the norm convergence is in general stronger than modular convergence. Both the above definitions become equivalent if and only if the $\varphi$-function $\varphi$, which generates $L^\phi(\mathcal{R})$, satisfies:
$$\varphi(2u) \leq M\varphi(u), \quad u \in \mathbb{R}^+_0 \quad (\Delta_2 \text{ - condition}),$$

for some $M > 0$.

Finally, if we denote by $C(\mathcal{R})$ the space of all continuous functions $f : \mathcal{R} \to \mathbb{R}$, it turns out that $C(\mathcal{R}) \subset L^\phi(\mathcal{R})$, and moreover, there holds that $C(\mathcal{R})$ is dense in $L^\phi(\mathcal{R})$ with respect to the topology induced by the modular convergence.

Similarly, denoting respectively by $C^+_\mathcal{R}$ and $L^\phi_+ \mathcal{R}$ the subspaces of $C(\mathcal{R})$ and $L^\phi(\mathcal{R})$ of the non-negative and almost everywhere non-negative functions, respectively, it turns out that also $C^+_\mathcal{R}$ is modularly dense in $L^\phi_+ \mathcal{R}$.

For more details concerning Orlicz spaces, see e.g., [3–5,9,10,30,47,48].
In conclusion, we recall some well-known convergence result for the operators $K_n^{(M)}$, that will be useful in the next sections.

**Theorem 2.2** ([31]). Let $f : \mathcal{R} \rightarrow \mathbb{R}_+^+$ be a given bounded function. Then,

$$\lim_{n \to +\infty} K_n^{(M)}(f, \underline{x}) = f(\underline{x}),$$

at any point $\underline{x} \in \mathcal{R}$ of continuity for $f$. Moreover, if $f \in C_+(\mathcal{R})$, we have:

$$\lim_{n \to +\infty} \|K_n^{(M)}(f, \cdot) - f(\cdot)\|_{\infty} = 0.$$

3. **Convergence in Orlicz spaces**

From now on, we always consider convex $\varphi$-functions $\varphi$. Hence, we begin by proving the following auxiliary result.

**Theorem 3.1.** Let $f \in C_+(\mathcal{R})$ be fixed. Then, for every $\lambda > 0$:

$$\lim_{n \to +\infty} I_{\varphi} \left[ \lambda \left( K_n^{(M)}(f, \cdot) - f(\cdot) \right) \right] = 0.$$

**Proof.** Let $\varepsilon > 0$ be fixed. For every fixed $\lambda > 0$, using the convexity of $\varphi$, and in view of Theorem 2.2, we have:

$$I_{\varphi} \left[ \lambda \left( K_n^{(M)}(f, \cdot) - f(\cdot) \right) \right] = \int_{\mathcal{R}} \varphi \left( \lambda \left| K_n^{(M)}(f, \underline{x}) - f(\underline{x}) \right| \right) \, d\underline{x}$$

$$\leq \int_{\mathcal{R}} \varphi \left( \lambda \|K_n^{(M)}(f, \cdot) - f(\cdot)\|_{\infty} \right) \, d\underline{x} \leq \int_{\mathcal{R}} \varphi(\lambda \varepsilon) \, d\underline{x} \leq \varepsilon \varphi(\lambda) |\mathcal{R}|,$$

for $n \in \mathbb{N}^+$ sufficiently large, where $|\mathcal{R}|$ denotes the Lebesgue measure of $\mathcal{R}$. Hence the proof follows since $\varepsilon > 0$ is arbitrary. □

Theorem 3.1 states that the family $K_n^{(M)}f$ is norm convergent to $f \in C_+(\mathcal{R})$. Now, we need to prove a modular inequality for the above operators, in the setting of Orlicz spaces.

**Theorem 3.2.** For every $f, g \in L^\varphi_+(\mathcal{R})$, and $\lambda > 0$, it turns out that:

$$I_{\varphi} \left[ \lambda \left( K_n^{(M)}(f, \cdot) - K_n^{(M)}(g, \cdot) \right) \right] \leq \|\Psi_{\sigma}\|_1 I_{\varphi} \left[ \phi_{\sigma}(2)^{-s} \lambda \left( f(\cdot) - g(\cdot) \right) \right],$$

for $n \in \mathbb{N}^+$ sufficiently large.
Proof. Using inequality (c) of $K_n^{(M)}$, and Lemma 2.1 (v), we can write what follows:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - K_n^{(M)}(g, \cdot) \right) \right] = \int_R \varphi \left( \lambda \left| K_n^{(M)}(f, \epsilon) - K_n^{(M)}(g, \epsilon) \right| \right) d\epsilon$$

$$\leq \int_R \varphi \left( \lambda K_n^{(M)}(f, \epsilon) - K_n^{(M)}(g, \epsilon) \right) d\epsilon$$

$$\leq \int_R \varphi \left( \lambda \phi_\sigma(2)^{-s} \bigvee_{k \in \mathcal{J}_n} \left[ n^s \int_{R_n^\epsilon} |f(u) - g(u)| du \right] \Psi_\sigma(n \epsilon - k) \right) d\epsilon.$$

Now, we observe that:

$$\varphi \left( \bigvee_{k \in \mathcal{J}} A_k \right) = \bigvee_{k \in \mathcal{J}} \varphi(A_k), \quad (2)$$

for any finite set of indexes $\mathcal{J} \subset \mathbb{Z}^s$, since $\varphi$ is non-decreasing. Thus, using (2), the convexity of $\varphi$, Lemma 2.1 (ii), and the Jensen’s inequality (see, e.g., [24]), we obtain:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - K_n^{(M)}(g, \cdot) \right) \right]$$

$$\leq \int_R \varphi \left( \lambda \phi_\sigma(2)^{-s} \bigvee_{k \in \mathcal{J}_n} \left[ n^s \int_{R_n^\epsilon} |f(u) - g(u)| du \right] \Psi_\sigma(n \epsilon - k) \right) d\epsilon$$

$$\leq \left\{ \int_R d\epsilon \left\{ \bigvee_{k \in \mathcal{J}_n} \Psi_\sigma(n \epsilon - k) n^s \int_{R_n^\epsilon} \varphi \left( \lambda \phi_\sigma(2)^{-s} |f(u) - g(u)| \right) du \right\} \right\}$$

$$\leq \left\{ \int_R d\epsilon \left\{ \bigvee_{k \in \mathcal{J}_n} \Psi_\sigma(n \epsilon - k) n^s \int_{R_n^\epsilon} \varphi \left( \lambda \phi_\sigma(2)^{-s} |f(u) - g(u)| \right) du \right\} \right\}$$

$$= I^\varphi \left[ \lambda \phi_\sigma(2)^{-s} \left( f(\cdot) - g(\cdot) \right) \right] \bigvee_{k \in \mathcal{J}_n} n^s \int_R \Psi_\sigma(n \epsilon - k) d\epsilon.$$

Putting $y = n \epsilon$, and recalling that the $L^1$-norm is shift invariant, i.e.,

$$\|\Psi_\sigma\|_1 = \int_{R^s} \Psi_\sigma(y) dy = \int_{R^s} \Psi_\sigma(y - k) dy,$$
for every $k \in \mathbb{Z}^*$, we finally obtain:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - K_n^{(M)}(g, \cdot) \right) \right]$$

$$\leq I^\varphi \left[ \lambda \phi_\sigma(2)^{-s} (f(\cdot) - g(\cdot)) \right] \mathcal{V}_{\mathbb{R}^s} \left( \Psi_\sigma \left( \frac{y}{\lambda} - k \right) dy \right)$$

$$= I^\varphi \left[ \phi_\sigma(2)^{-s} \lambda (f(\cdot) - g(\cdot)) \right] \|\Psi\|_1,$$

for every $n \in \mathbb{N}^+$ sufficiently large.

Now, we are able to prove a modular convergence theorem for the multivariate Kantorovich max-product NN operators.

**Theorem 3.3.** Let $f \in L^\varphi_+ (\mathcal{R})$ be fixed. Then there exists $\lambda > 0$ such that:

$$\lim_{n \to +\infty} I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - f(\cdot) \right) \right] = 0.$$

**Proof.** Let $\varepsilon > 0$ be fixed. Since $C_+(\mathcal{R})$ is modularly dense in $L^\varphi_+ (\mathcal{R})$, there exists $\lambda > 0$ and $g \in C_+(\mathcal{R})$ such that:

$$I^\varphi \left[ \lambda (f(\cdot) - g(\cdot)) \right] < \varepsilon. \quad (3)$$

Now, choosing $\lambda > 0$ such that:

$$\max \left\{ \phi_\sigma(2)^{-s} 3 \lambda, 3 \lambda \right\} \leq \bar{\lambda},$$

by the property of $I^\varphi$, using Theorem 3.2, and the convexity of $\varphi$, we can write what follows:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - f(\cdot) \right) \right]$$

$$\leq \frac{1}{3} \left\{ I^\varphi \left[ 3 \lambda \left( K_n^{(M)}(f, \cdot) - K_n^{(M)}(g, \cdot) \right) \right] + I^\varphi \left[ 3 \lambda \left( K_n^{(M)}(g, \cdot) - g(\cdot) \right) \right] \right\}$$

$$+ I^\varphi \left[ 3 \lambda (g(\cdot) - f(\cdot)) \right]$$

$$\leq \left\| \Psi_\sigma \right\|_1 I^\varphi \left[ \phi_\sigma(2)^{-s} 3 \lambda |f(\cdot) - g(\cdot)| \right] + I^\varphi \left[ 3 \lambda \left( K_n^{(M)}(g, \cdot) - g(\cdot) \right) \right]$$

$$+ I^\varphi \left[ 3 \lambda (g(\cdot) - f(\cdot)) \right]$$

$$\leq \left\| \Psi_\sigma \right\|_1 + 1) I^\varphi \left[ \bar{\lambda} (g(\cdot) - f(\cdot)) \right] + I^\varphi \left[ \bar{\lambda} \left( K_n^{(M)}(g, \cdot) - g(\cdot) \right) \right],$$

for every $n \in \mathbb{N}^+$ sufficiently large. Now, using (3):

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot) - f(\cdot) \right) \right] \leq \left( \left\| \Psi_\sigma \right\|_1 + 1 \right) \varepsilon + I^\varphi \left[ \bar{\lambda} \left( K_n^{(M)}(g, \cdot) - g(\cdot) \right) \right],$$

and since Theorem 3.1 holds, we get:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(g, \cdot) - g(\cdot) \right) \right] < \varepsilon,$$
for every $n \in \mathbb{N}^+$ sufficiently large. In conclusion, we finally obtain:

$$I^\varphi \left[ \lambda \left( K_n^{(M)}(f, \cdot ) - f(\cdot ) \right) \right] \leq (\|\Psi_{\varphi}\|_1 + 2) \varepsilon,$$

for every $n \in \mathbb{N}^+$ sufficiently large. Thus the proof follows by the arbitrariness of $\varepsilon > 0$. □

We can finally observe that the results proved in this section can be extended to not-necessarily non-negative functions. Indeed, for any fixed $f : \mathcal{R} \to \mathbb{R}$, if $\inf_{x \in \mathcal{R}} f(x) =: c < 0$, the sequences $(K_n^{(M)}(f - c, \cdot ) + c)_{n \in \mathbb{N}^+}$ turns out to be convergent to $f$ (in all the above considered convergences, provided that $f$ belongs to the corresponding spaces). For more details, see e.g., [20, 21, 27].

4. Concrete examples: Orlicz spaces and sigmoidal functions

Here, we present examples of sigmoidal functions that can be used as activation functions in the neural network approximation process studied in the present paper.

First of all, we can consider the logistic (see Fig. 1, left) and hyperbolic tangent sigmoidal functions (see e.g. [16, 17, 19, 41]), defined respectively by:

$$\sigma_{\ell}(x) := (1 + e^{-x})^{-1}, \quad \sigma_{h}(x) := 2^{-1}(\tanh(x) + 1), \quad x \in \mathbb{R}.$$ 

Such kind of sigmoidal functions are the most used in the applications by means of neural networks, since their smoothness make them very suitable for the implementation of learning algorithms, such as the well-known back-propagation algorithm, see e.g. [8, 35, 36, 38, 43, 44, 49, 51].
Assumptions (Σ1), (Σ2), and (Σ3) required in order to apply the present theory, are satisfied in both the above cases. In particular, we can observe that both $\sigma_\ell$ and $\sigma_h$ have an exponential decay to zero as $x \to -\infty$, then condition (Σ3) is satisfied for every $\alpha > 0$, see e.g., [26].

The above exponential decay of $\sigma_\ell$ and $\sigma_h$, it is then inherited from the corresponding univariate and multivariate density functions $\phi_{\sigma_\ell}(x)$ (see Fig. 2, left), $\phi_{\sigma_h}(x)$, and $\Psi_{\sigma_\ell}(\bar{x})$ (see Fig. 3, left), $\Psi_{\sigma_h}(\bar{x})$, for $|x| \to +\infty$, and $\|\bar{x}\|_2 \to +\infty$, respectively.

Further, since the above theory still holds in case of not necessarily smooth sigmoidal functions, we also provide examples of such functions.

An example of non-smooth, but continuous sigmoidal activation function is given by the well-known ramp function $\sigma_R$ (see e.g. [19, 25] and Fig. 1, right) defined by:

$$
\sigma_R(x) := \begin{cases} 
0, & x < -3/2, \\
\frac{x}{3} + \frac{1}{2}, & -3/2 \leq x \leq 3/2, \\
1, & x > 3/2.
\end{cases}
$$
In addition, it is easy to see that (Σ3) is satisfied for every \(\alpha > 0\), and the corresponding \(\phiR, \PsiR\) (see Fig. 2 right and Fig. 3 right, respectively) have compact support.

The above sigmoidal functions can be used in order to obtain the modular convergence for the operators \(K_n^{(M)}\) in some well-known examples of Orlicz spaces.

For instance, we can consider the Orlicz spaces generated by the convex \(\varphi\)-function \(\varphi(u) := u^p, \ u \geq 0, 1 \leq p < +\infty\), i.e., the well-known \(L^p(\mathbb{R})\) spaces (see e.g., [13]). If we consider the non-negative functions belonging to \(L^p(\mathbb{R})\) we define as above the space \(L^p_+(\mathbb{R})\). Further, we can also observe that, the above \(\varphi\)-function satisfies the \(\Delta_2\)-condition, then the modular convergence coincides with the norm-convergence.

Here, it turns out that \(I^\varphi[f] = \|f\|_p^p\), and Theorem 3.3 becomes:

**Corollary 4.1.** For any \(f \in L^p_+(\mathbb{R}), 1 \leq p < +\infty\), we have:
\[
\lim_{n \to +\infty} \|K_n^{(M)}(f, \cdot) - f(\cdot)\|_p = 0,
\]
where \(K_n^{(M)}\) can be considered generated by all the above mentioned examples of sigmoidal functions.

Other useful examples of Orlicz spaces are the interpolation spaces \(L^\alpha \log^\beta L(\mathbb{R})\) (also known as the Zygmund spaces). Such spaces, can be generated by the \(\varphi\)-functions \(\varphi_{\alpha,\beta}(u) := u^\alpha \log^\beta(u + e)\), for \(\alpha \geq 1, \beta > 0, u \geq 0\). Note that, also \(\varphi_{\alpha,\beta}\) satisfies the \(\Delta_2\)-condition, then modular convergence and norm-convergence are equivalent. The convex modular functional corresponding to \(\varphi_{\alpha,\beta}\) are:
\[
I^{\varphi_{\alpha,\beta}}[f] := \int_{\mathbb{R}} |f(x)|^\alpha \log^\beta(e + |f(x)|) \, dx, \quad (f \in M(\mathbb{R})).
\]

Obviously, if we consider the non-negative (a.e.) functions belonging to \(L^\alpha \log^\beta L(\mathbb{R})\), we can define the space \(L^\alpha_+ \log^\beta L(\mathbb{R})\).

Finally, as last examples, we recall the exponential spaces (and the corresponding space of the a.e. non-negative functions) generated by \(\varphi_\gamma(u) = e^{u\gamma} - 1\), for \(\gamma > 0, u \geq 0\). In this latter case, the \(\Delta_2\)-condition is not satisfied, then the norm convergence turns out strictly stronger than the modular one. The modular functional corresponding to \(\varphi_\gamma\) is:
\[
I^{\varphi_\gamma}[f] := \int_{\mathbb{R}} (e^{f(x)\gamma} - 1) \, dx, \quad (f \in M(\mathbb{R})).
\]

In both the last two examples, the modular inequality of Theorem 3.2 and the modular convergence of Theorem 3.3 hold, and an analogous of Corollary 4.1 can be stated.

For further examples of Orlicz spaces and sigmoidal functions, see e.g., [13, 15, 22, 50, 52].
5. Applications to real world cases

In this section, we provide some applications of the above results in some concrete cases.

We begin considering a real world case involving one-dimensional data in order to show the modeling capabilities of the above neural network operators.

In the table of Fig. 4, it has been reported the data provided by the official dataset of the website www.tuttitalia.it concerning the trend of the Italian, Foreign, and Total population living in Perugia (Italy) from 2004 to 2017.

| Year | Italians | Foreigners | Total population |
|------|----------|------------|------------------|
| 2004 | 148,339  | 9,503      | 157,842          |
| 2005 | 147,831  | 13,559     | 161,390          |
| 2006 | 147,900  | 14,044     | 161,944          |
| 2007 | 148,450  | 14,837     | 163,287          |
| 2008 | 148,579  | 16,628     | 165,207          |
| 2009 | 147,955  | 18,702     | 166,657          |
| 2010 | 147,899  | 20,270     | 168,169          |
| 2011 | 140,161  | 21,936     | 162,097          |
| 2012 | 144,457  | 18,519     | 162,986          |
| 2013 | 146,369  | 19,661     | 166,030          |
| 2014 | 143,851  | 21,817     | 165,668          |
| 2015 | 145,675  | 20,459     | 166,134          |
| 2016 | 146,033  | 20,643     | 166,676          |
| 2017 | 144,758  | 20,925     | 165,683          |

**Figure 4.** The trend of the Italian, Foreign, and Total population living in Perugia (Italy) from 2004 to 2017. The entries of the above table represent the average population for each considered year. The above data have been considered from the official dataset of the website www.tuttitalia.it.

The entries of the above table represent the average population for each considered year.

The above data have been modeled by the max-product neural network operators \( K_\alpha^{(M)}(f, \cdot) \) in the one-dimensional case, and based upon the density function \( \phi_{\sigma_\ell} \) generated by the logistic function \( \sigma_\ell \).
More precisely, the above data have been modeled by the operators $K_{13}^{(M)}(f, \cdot)$ (i.e., with $n = 13$) on the interval $[a, b] = [0, 1]$. Here, the years from 2004 to 2017 have been mapped on the nodes $k/n$, with $k = 0, 1, \ldots, n$, $n = 13$; the averages

$$n \int_{k/n}^{(k+1)/n} f(u) \, du,$$

have been replaced with the data of the first, the second and the third column of the table in Fig. 4, respectively. The plots of the described neural network models have been given in Fig. 5.

![Figure 5](image-url)

**Figure 5.** The modeled trends of the Italian, Foreign, and Total population living in Perugia (Italy) from 2004 to 2017 modeled by the max-product neural network operators $K_{13}^{(M)}(f, \cdot)$.

We stress that, the above example has been given with the main purpose to show that the max-product neural network operators can be used also to model data arising from real world problems and not only for the theoretical approximation of mathematical functions defined by a certain analytical expression.
Applications in case of phenomenon involving multivariate data, can be given considering the case of image reconstruction and enhancement. This subject is very related to Kantorovich-type operators (see, e.g., [6,7]) since they revealed to be suitable in case of reconstruction of not necessarily continuous data (see, e.g., Corollary 4.1) and in general, images are the most common examples of multivariate discontinuous functions. Indeed, any static gray scale image presents at the edges of the figures, jumps of gray levels in the gray scale, and from the mathematical point of view, these can be modeled by means of discontinuities.

For instance, using, e.g., the bi-variate version of the above max-product neural network operators we can reconstruct images on a certain domain starting from a discrete set of mean values only.

More precisely, using a model of the data similar to those used in the one-dimensional case, and knowing that by the above operators we can approximate data on a continuous domain, we can reconstruct any given image on the same nodes of the original one, or at a grid of nodes of higher dimension, in fact obtaining a reconstructed image with higher resolution with respect to the original one.

For instance, in Fig. 6 we have a vascular CT image (computer tomography) representing an aneurysm of the abdominal aorta artery.

![Figure 6. A portion of the abdominal aorta artery depicting an aneurysm of resolution 60 × 60 pixels (source: Santa Maria della Misericordia Hospital of Perugia - Italy).](image)

The image in Fig. 6 has a low resolution (60 × 60 pixels) and the edges of the vessel are not clearly detectable, then from the diagnostic point of view, the image have a low utility.

First of all, a mere reconstruction of the above vascular image can be given, e.g., by the bi-variate max-product neural network operator $K_n^{(M)}$ based upon
the bi-variate density function $\Psi_{\sigma_\ell}$ generated by the logistic function $\sigma_\ell$, with various $n$ (see Fig. 7).

Finally, in Fig. 8 are shown the reconstruction of the original image of Fig. 6 by the max-product operators $K_n^{(M)}$ with $n = 5$ and $n = 20$, respectively obtained by a double resolution, i.e., $120 \times 120$ pixels, with respect to the original one. In this sense, the images in Fig. 8 have been enhanced with respect to that of Fig. 6.

Indeed, we can observe that here the contours and the edges of the vessels are...
more defined with respect to the original one. Hence, NN operators open also an application field in image reconstruction and enhancement.
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