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Abstract: The focus of this paper is to understand the cache overall performance using the new strategy of cache replacement. We proposed a new strategy in which we use Hybrid LRU replacement policy. This proposed model is for hit rate and reducing miss rate. We study on replacement policy that is executed when one of the following occur no. of misses rate and no free cache line in physical memory so degrade the system of performance that’s by no free cache line in memory. The new techniques of cache replacement provide the maximal hit ratio as compared to existing policy.
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I. INTRODUCTION

The focal point of this paper is to understand the cache overall performance using the new strategy of cache replacement policy. Within the previous work FIFO replacement algorithm and LRU replacement algorithm is used inside the sub blocks of cache memory to enhance the overall performance of cache. Now after studying lots of end result we have achieved that the proposed coverage has decreased quantity of misses compared to present policy. And we understand that miss rate has very essential function within the overall performance of the cache [1]. This paper report the improvement of cache overall performance by using optimization techniques. Cache memory is volatile, small sized and high speed memory. The frequently accessed and temporally data is stored in the cache. The located between CPU and main memory. the cache performance improve through the increase of hit ratio, decrease the miss rate and memory retrieved time and miss panety, when CPU is want to a word than CPU is read a word from main memory [3]. First of all it will check word in cache memory and the word is available in the cache than send a required word to CPU. If word is not available in the cache. At this condition main memory has words which is equivalent to required word. Then cache read the word and sends to CPU. This is locality of reference. Three type of the locality of reference [2]. There are temporal locality of reference, Sequential locality of reference and spatial locality of reference. In the case of miss rate if no empty block in the cache to using replacement policy algorithm [5].

II. CACHE REPLACEMENT

When cache misses are perform the existing line then calculate the new line. Existing line is replaced by new calculated line. Cache replacement produce lowest miss rate. This is the most point of this cache replacement algorithm. The cache replacement policies are commonly used to which data call in cache memory. Cache replacement policy [1] is not depending on how much data in the cache. There are many type of replacement policy algorithm as a LRU, FIFO, Random and MRU.

A. First in first out Replacement policy

The first page replacement algorithm is the FIFO .this is very simple to implement .the oldest page in the memory will be replaced for replacement .And the efficiency of FIFO replacement algorithm is not so good. More memory does not lead to better for FIFO anomaly [5]. This algorithm makes use of identical idea that stacks implementation usages in the microprocessor.

B. Least Recently Used Replacement Policy

It is page replacement policy algorithm where we try to remove page least recently access. The efficiency of Least recently used (LRU) reasons either decrease or same number of interrupts .it is slightly better than FIFO replacement algorithm. And the implementations of LRU replacement algorithm [4] are counter and stack. This method may be without problems carried out in the two way set associative cache enterprise. It’s complicated to implement because of this LRU replacement algorithm looks for data in past. But this policy like optimal replacement algorithm. The advantage is good to approximate MIN [6].

C. Optimal Page Replacement Policy

Replace the page that will not be used for the longest. The miss rate of optimal replacement algorithm is lowest. The efficiency of this algorithm is highest .Optimal replacement policy is best algorithm than FIFO replacement algorithm and LRU page replacement policy .one end result of the invention of Belady’s anomaly became the look for an OPT replacement algorithm. This algorithm is decreased miss rate as compared to all algorithms and it will disagree from Belady’s algorithm [6].
D. Most Recently Used Replacement Policy

Remove the data with we have used just most recently used. The data block currently used is replaced in this algorithm. Most recently replacement makes better performance when use data block in a cache. MRU replacement algorithm have more hit ratio than LRU policy. Due to their recall older data.

E. Random Page Replacement Policy

With the help of this algorithm we can remove the randomly chosen data. There may be no unique standards for replacement of some block. The present blocks are changed randomly[6].

F. Second Chance Page Replacement Policy

We take a reference bit for each data block in the memory. If initially the reference bit is set to 0. That is to pick out for replacement. Reference bit is already in the memory because of bit was referenced again and reference bit is set to 1.the reference bit move to the next block. While a block gets a next chance, there is an empty reference bit and this one point in time is changed to the present time. Therefore that second chance data block won’t get replaced otherwise given second chance. Additionally if a block is accessed regularly sufficient to hold its reference bit set. It’ll in no way be replaced. Second chance replacement algorithm is variance of FIFO replacement algorithm. This is fare better performance than FIFO replacement algorithm [2].

III. PROPOSED WORK

In this paper we proposed the method of Hybrid LRU replacement algorithm. So as the result is shown the enhance performance of cache memory through reduce of miss rate as compared to new policy.

The steps of Hybrid LRU replacement algorithm follow as

```c
• CPU generates memory reference.
• Enter the reference with counter value

{ 
  If (cache hit) {
    Counter = Counter+1;
  }
  If (Cache misses) {
    Enter the reference with counter;
  }
  Until Cache full;
  
  * If (Cache full & Cache miss)

  { 
    Check future memory reference generated by CPU and Cache memory reference.
    If ( any of them will be matched )
  }
  Go for Optimal replacement policy

} 
Else
{ 
  Go for LRU replacement policy
}
```

| No. of sets | LRU (Hit Rate) | Hybrid LRU (Hit Rate) |
|-------------|----------------|-----------------------|
| S1          | 4              | 5                     |
| S2          | 2              | 5                     |
| S3          | 3              | 4                     |
| S4          | 1              | 4                     |
| S5          | 0              | 2                     |
| S6          | 1              | 3                     |
| S7          | 3              | 5                     |
| S8          | 6              | 9                     |

Table I. Comparison between LRU and Hybrid LRU

A. Graphical Representation of Proposed Work

![Graph of Comparison between LRU and Hybrid LRU](image)

IV. CONCLUSION

The conclusion of this paper we proposed Hybrid LRU replacement algorithm. This algorithm is using for the hit ratio and reduce miss rate. Because of this method make more reliable execution of the cache memory and we get better performance of cache memory .with the help of this technique we used can increase the overall performance of cache memory. From the above table we found that the existing policy (LRU) has lower performance than our proposed policy (Hybrid LRU).
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