Role of attribute selection on tuning the learning performance of Parkinson’s data using various intelligent classifiers

K. Alice¹, Kanimozhi Natesan², B. Dhanalakshmi³ and K. Jaisharma⁴
Associate Professor, Bharath Institute of Higher Education and Research Chennai, India¹
Assistant Professor, GKM College of Engineering and Technology (Affiliated to Anna University), Chennai, Tamilnadu, India²
Professor, Bharath Institute of Higher Education and Research, Chennai, Tamilnadu, India³
Assistant Professor, Saveetha School of Engineering, SIMATS, Chennai, Tamilnadu, India⁴

Received: 03-March-2021; Revised: 22-May-2021; Accepted: 25-May-2021
©2021 K. Alice et al. This is an open access article distributed under the Creative Commons Attribution (CC BY) License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Abstract

Parkinson’s Disease (PD) is one of the most common neurodegenerative disorders. It is a chronic disease that reduces dopamine fluid secretion in the brain causes the disorder of both motor and non-motor features. This paper intends to provide a comparative study on the performance measure of various popular machine learning algorithms on the PD dataset obtained from the University of California at Irvine (UCI) machine learning repository. It is observed that biasness prevails in the performance of the classifier towards the majority class due to the imbalanced class distribution of the PD dataset. Hence two most popular preprocessing techniques were employed to balance the dataset one being Synthetic Minority Oversampling TEstchnique (SMOTE) and NEAR MISS (NM) an opposite to SMOTE. A SMOTE samples the minority class up to the level of majority class and NM downsamples and brings the majority class down to minority class. All the features in the dataset do not contain useful information about the dataset and also irrelevant data leads to false classification. So, feature reduction is done using information gain ratio and thus obtained reduced dataset is then subjected to classification. For classification five popular classifiers such as Random Forest (RF), Support Vector Machine (SVM), Naive Bayes (NB), K-Nearest Neighbor (KNN) and Decision Trees (DT) were used to compare the performance with the balanced and imbalanced dataset. The evaluation of the classifier’s performance is recorded in terms of accuracy, precision, recall, and F-Measure. The results of the conducted experiments show that balancing the majority and minority classes improve precision and recall and there is an increase in accuracy as well as precision. When compared with other classifiers, RF with SMOTE preprocessing was found to be prominent with the information gain greater than 0.18.
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1. Introduction

Dr James Parkinson first defined the Parkinson’s Disease (PD) as “shaking palsy” in 1817. PD is one of the most common neurological syndromes of the central nervous system. It is a serious disease targeting aged persons above 60 years of age. PD is identified as a brain disorder [1] that causes the nerve cells to be lost or impaired. These impaired or lost nerve cells will stop the dopamine fluid production in the area of Substantia Nigra. Dopamine is an essential chemical fluid in the brain, which makes nerve cells passes the message to other nerve cells. Due to the lack of dopamine, information has to pass to another nerve cell to be stopped.

This leads to the symptoms of Parkinson’s disease such as tremor mainly in the hands, limb rigidity, voice impairments, slow movement imbalance and difficulty with walking, writing and talking. Initially, the PD symptoms will begin gradually and it gets worse over time. PD will affect people in various ways. Symptoms are not common to everyone, however voice impairments are the early detected symptoms in PD patients, but cannot be detected by normal listeners [2]. It will get varied based on a person’s age, gene, and intensity of the disease. PD was identified as one of the main causes of life threat in the United States of America by the Centers for Disease Control and Prevention. Physicians often use Hoehn and Yahr scale to measure the progression of the disease over the years. This measures the severity of movement symptoms and how much it affects a person’s daily life.
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activities. The scale ranges from zero to five, where zero implies no signs of PD, and scale five indicates the high severity of the disease. PD is identified in more than 10 million people worldwide. Men are affected 1.5 times more than women. Accurately detecting PD at an early stage is very much essential to slow down the progress and also to provide patients with the facility to change the treatment dynamically based on their stage of progression in the disease. Many deep learning techniques are widely used in many health care applications [3, 4] in literature with their own advantages and drawbacks. The main cause behind PD is the lack of ability to repair the dying neurons due to age. Neurochemical fluid dopamine is responsible for sending signals in neuron and for the movement of body parts. As the level of dopamine decreases it slows down the movement of body parts which is not noticed until the condition becomes worse.

World health organization (WHO) record shows that more than 10 million people are affected with PD around the globe [5]. If PD is not detected in the early-stage the disease becomes incurable and result in loss of human lives. The cost of detecting the disease is very high and also the results were not accurate. This leads to the need for the development of automated PD detection systems using machine learning and deep learning techniques. This paper aims to provide a comparative study on the performance measure of various popular machine learning algorithms on the PD dataset obtained from the UCI machine learning repository. This data directed study aimed to evaluate the advancement of Parkinson's disease based on the sternness of the symptoms. Additionally, we aim to balance the PD dataset using Synthetic Minority Oversampling TEchnique (SMOTE) and NEAR MISS (NM) techniques and apply different classifiers to compare and evaluate the performance in classifying balanced and imbalanced PD datasets.

The objectives of this paper can be summarized as

- Feature selection improves the quality of the dataset by eliminating redundant and unrelated features, thus improves the accuracy of the system.
- Imbalances in the dataset impose biases in results and hence balancing the dataset using preprocessing technique yields a correct measurement of classifier performance.
- A comparison study on the performance measure of various popular machine learning algorithms on PD dataset obtained from the UCI machine learning repository.

The remaining of the paper is organized as follows. In section 2, related work is discussed. Section 3 presents methods and materials. The results and discussions are demonstrated in section 4. Finally, the conclusion detailed in section 5.

2. Related work

Ramani et al. [6] surveyed various classification algorithms with the PD dataset. Initially, the dataset was obtained from Max Little from the University of Oxford, in collaboration with the National Centre for Voice and Speech, Denver, Colorado. The input PD dataset consists of vocal measurements of 31 people and among the 31 people 23 were identified with PD. Later on, they have undergone feature relevance analysis with the dataset. The Fisher filtering algorithm found to provide better results. Hence this algorithm is applied to a training dataset with various classification algorithms. Three features were selected based on the results of the fisher filtering algorithm. 13 classification algorithms are taken from a survey with the dataset. Among the various classification algorithms, the Random tree classifier found to be the best classification algorithm with 100% accuracy with zero error rate. The Linear Discriminant Analysis (LDA), Quinlan’s C4.5, Decision tree (DT) algorithm (C4.5), Cost-sensitive Decision Tree algorithm (CS-MC 4) and K-Nearest Neighbor (KNN) measured 90% accuracy rate.

Khan [7], applied clustering techniques to get an accurate model for PD prediction. Parkinson’s disease dataset has been collected from UCI Repository. Three clustering techniques such as KNN, Random Forest (RF) and AdaBoost were identified to obtain better accuracy results. KNN technique is found to be the best classification model with an accuracy of 90.26%. AdaBoost algorithm is identified as the second-best technique for classification with an accuracy rate of 88.72%, whereas RF obtained the accuracy rate of 87.17%.

Ladh and Pippal et al. [8] performing the clustering with different distance measures to estimate the performance improvement in case of variable distance measures.

Sriram, et al. [9] evaluated the performance of machine learning algorithms to predict PD. PD dataset has been retrieved from the UCI Machine learning repository from the Center for machine learning and Intelligent Systems. The input dataset is composed of vocal measurements of more than 5000 samples analyzing 26 features. The orange tool is used for
report generation in the form of a graph and parallel coordinates. Weka v3.4.10 is used for classification. RF has shown a good accuracy rate of 90.26%, followed by KStar with an accuracy rate of 89.74%.

Chahar and Kaur [10] surveyed different machine learning algorithms for the computational analysis and discussion and it is analyzed that these algorithms are found to be useful in different domains and applications [10, 11].

Srinivasan, et al. [12] emphasized various preprocessing techniques, namely Discretization, Resampling, and SMOTE. Artificial Neural Network (ANN) based Multilayer perceptron (MLP) classifier was used for classification purpose in all the experiments. Weka 3.8 tools were used to perform the preprocessing steps in the PD dataset. ANN-based MLP classifier was obtained better accuracy when the dataset is preprocessed with the Discretization and Resampling technique. The combination of SMOTE and Resampling preprocessing techniques on the input set and using MLP classifier leads to higher accuracy.

There are several other methodological implications have been found from other researchers using the machine learning techniques as well as optimization techniques in different domains [13–17, 18].

Gil and Manuel [19] proposed ANN and Support Vector Machine (SVM) with two kernel types to construct classifiers to diagnose Parkinson’s disease. The kernel types were used as SVM with linear kernel and SVM with Pearson Universal Kernel (PUK) kernel to check the accuracy rate of the classifier. Parkinson’s dataset has been retrieved from the UCI repository. Weka tool was used to experiment with the prediction accuracy with the PD dataset. Furthermore, the confusion matrix with measurable factors such as sensitivity, accuracy, positive and negative predictive values have been created. The proposed method leads to high accuracy rates for sensitivity and negative predictive values with more than 90%.

Khemphila and Boonjing [20] proposed MLP to evaluate the prediction accuracy of the PD dataset with back-propagation learning algorithms. Weka 3.6.6 tool was used to conduct the experiments. Information gain is calculated for 22 attributes. Based on the ranking of information gain, only 16 attributes were selected for classification purposes to reduce the time complexity. Furthermore, ANN was used to classify PD. It has shown the highest accuracy rate in the experimental data set to 91.453% and for the validation data set with 80.769%.

Vásquez-Correa et al. [21] proposed deep learning-based PD based on voice impairments between PD subjects and healthy subjects and validated their experiments using 3 independent datasets with three different languages.

Ali et al. [22] proposed a feature selection based on a PD detection system using multiple voice recordings by taking samples at the same time to improve the PD detection accuracy.

Wang et al. [23] used a deep learning model for automatic discrimination of healthy patients and PD patients based on premotor features.

Lahmiri et al. [24] proposed a PD detection system using SVM based on voice patterns and speech data.

Illner et al. [25] used Sawtooth Waveform Inspired Pitch Estimator (SWIPE) method to analyse the voice pattern disorder caused by PD patients and recorded using a smartphone, provided acceptable results in classifying PD patients from healthy patients but needed better algorithm at low signal to noise ratio level.

Ali et al. [26] developed a PD detection system based on handwritten data. A cascaded learning system Chi2 with Adaboost was developed; in which chi-square is used for feature optimization and Ada booster is used in classification.

Lahmiri and Shmuel [27] focused on PD using pattern recognition, which has eight different varieties of feature selection with nonlinear SVM. Also, they used Bayesian optimization techniques to optimize the kernel functions and classification. The prediction of PD is using 14 voice pattern given reliable result for sensitivity and specificity conditions advantage of this technique. But the computational cost required to predict the PD using nonlinear SVM is very high.

Almeida et al. [28] used phonation audio signals reodered using acoustic cardioid and smartphone devices. Then they implemented 18 feature extraction mechanism and 4 machine learning techniques, namely KNN, MLP, Optimum-Path Forest (OPF) and SVM. They yield minimum accuracy of 92 % and maximum accuracy of 94% based on the recording device they used in their experimentations. The advantage of their technique is the reliability of the
model using handy smart devices to predict the PD in the early stages. Even though it has some drawback in a larger dimension dataset since it consumes more time for cross-validation testing.

Tracy et al. [29] developed a specially designed vocal biomarker to potentially identify the PD using voice recognition. They extracted the feature using paralinguistic from the voice recordings. Here, their model had the advantage provided to identify the severity levels of PD infected persons. Most of the traditional PD models don’t provide the levels of infection. It used to identify the PD in the early stages, even though no symptoms indicated but it is not realistic.

Jain et al. [30] achieved an accuracy of 86.5% by following the strategy of using RF and Gradient Boosting classifiers. They evidenced their significance level by measuring the metrics area under the Receiver Operating Characteristic (ROC) curve (AUC), sensitivity, specificity and accuracy. But the effectiveness of this model is relying on post oversampling. So, the performance of this model is poor in the case of under-sampling collections.

Gunduz [31] utilized the Deep Learning (DL), 9-layer simultaneous feature extraction to predict the PD. To ensure the prediction accuracy they performed Leave-One-Person-Out Cross-Validation techniques. Because of this, their model efficiently predicts the PD even in imbalanced data and it was ensured with F-Measure and Matthews Correlation metrics. Since DL consumes much computational power for parallel feature extraction, this model is not suitable for small computing devices.

The supervised machine learning-based algorithm was proposed by Aich et al. [32]. SVM was clubbed with kernel and they found an accuracy of 95% using the genetic algorithm feature extraction set. Acoustic analysis performed on the recorded voice. They found acoustic clues present in the voice helps in identifying the PD. RF, SVM and NN techniques deployed to identify PD and acoustic analysis was performed. This model supports the linearly separable but does not support machine learning with non-linearly separable.

Ali et al. [33] used a cascading process of using adaptive boosting with Chi2 model analysis. They found the solution for the problem to improve the accuracy to 76% in an imbalanced minority class. Anyway, the accuracy level is needed to be improved a lot in a biased imbalanced model compared to an unbiased model.

Bernardo et al. [34] proposed a PD classification as sick or healthy based on the drawing pattern of the patients. They used OPF, SVM, and naïve Bayes (NB) to process the drawn pattern into 11 feature metrics to analyze the PD. The advantage of their relies on the dedicated software developed for the specific drawing purpose performs well in recording and extracting the features. The disadvantage is that dedicated drawing software currently available for computers, not available for portable devices like smart mobiles, tabulates, etc., Further, the PD early detection also possible by analyzing the patient’s Genes,

Peng et al. [35] proposed the algorithm which consists of extracting features, dimensionality reduction and prediction. This model is the combination of ML and DL as well as it takes advantages of both technologies. This becomes the drawback of the system, most of the patient may not have their genes historical records.

The feature selection plays a major role in improving the PD early identification, models like microelectrode recording based model. There are numerous algorithms available like accelerometer-based Gait analysis model, Ground reaction forces model wearable motion sensors-based model, Brain-based classification algorithm, Gait characteristics for classification, etc. [36–42].

3. Methods and materials

3.1 Data set

The PD dataset used in our proposed system had been retrieved from the UCI machine learning repository. The Dataset has 195 records with 24 attributes which were collected from 31 people. 23 out of 31 were affected by Parkinson’s disease, and it is represented as 0. The healthy person will be represented as 1 in the status column. PD dataset contains 195 biomedical voice measurements of 31 people. This dataset is imbalanced with 48 samples which are classified as healthy represented with value 0 and 147 samples classified with PD represented with value 1.

In machine learning, we often deal with an imbalanced dataset that consists of samples in one class that will be higher or lower than the other class. To achieve good accuracy, it is expected to maintain an equal number of observations in each class. Most of the machine learning algorithms such as DT, RF, and LR mainly focuses on the majority class. This leads to misclassify the class in various areas such as fault
detection, anomaly detection, and facial recognition. SMOTE and NM-NEAR MISS (Downsampling) algorithms is widely used in machine learning to deal with imbalanced class distribution.

The architecture diagram of the proposed system is as shown in Figure 1. Here IG represent the information gain.
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**Figure 1** Architecture diagram

### 3.2 Attribute selection

The dataset is subjected to initial data cleaning operations. PD dataset contains no redundant or null values for attributes. But not all attributes contain useful information about the dataset. So initially all irrelevant information in the dataset is eliminated using attribute selection. Attribute selection is based on the information gain value of each attribute. The information gain values for the input attributes are as shown in Table 1. It shows the attributes of the dataset which are biomedical voice measurements of PD patients. For experimental purposes 3 sets of attributes are used. The first set with 11 attributes having an IG greater than 0.18 and the second set with 15 attributes having an IG greater than 0.14 and the third set having 18 attributes with an information gain greater than 0.14.
### Table 1: Information gain for input attributes

| S. No. | Attribute Description | Gain |
|--------|-----------------------|------|
| 1.     | Multidimensional Voice Program (MDVP): Flo (Hz) | Minimum vocal fundamental frequency | 0.394 |
| 2.     | Spread1 | Nonlinear measure of fundamental frequency variation | 0.219 |
| 3.     | MDVP: Amplitude Perturbation Quotient (APQ) | Measure of variation in fundamental frequency | 0.2157 |
| 4.     | Pitch Period Entropy (PPE) | Nonlinear measure of fundamental frequency variation | 0.2103 |
| 5.     | Noise-to-Harmonic Ratio (NHR) | Measure of ratio of noise to tonal components in the voice | 0.1976 |
| 6.     | spread2 | Nonlinear measure of fundamental frequency variation | 0.1951 |
| 7.     | MDVP: Fhi (Hz) | Maximum vocal fundamental frequency | 0.1914 |
| 8.     | MDVP: Relative Average Perturbation (RAP) | Measure of variation in fundamental frequency | 0.1881 |
| 9.     | Jitter: Difference of Differences Perturbation (DDP) | Measure of variation in fundamental frequency | 0.1881 |
| 10.    | MDVP: Shimme | Measure of variation in fundamental frequency | 0.1878 |
| 11.    | Shimmer: Amplitude Perturbation Quotient (APQ5) | Measure of variation in amplitude | 0.1828 |
| 12.    | MDVP: Shimme | Measure of variation in fundamental frequency | 0.1753 |
| 13.    | MDVP: Fo (Hz) | Average vocal fundamental frequency | 0.1675 |
| 14.    | Shimmer: APQ3 | Measure of variation in amplitude | 0.1609 |
| 15.    | Shimmer: Difference of Differences between the Amplitudes (DDA) | Measure of variation in amplitude | 0.1609 |
| 16.    | MDVP: Jitter (Abs) | Measure of variation in fundamental frequency | 0.1594 |
| 17.    | MDVP: Point Period Perturbation (PPQ) | Measure of variation in fundamental frequency | 0.1565 |
| 18.    | MDVP: Jitter (%) | Measure of variation in fundamental frequency | 0.1484 |
| 19.    | HNR | Measure of ratio of noise to tonal components in the voice | 0.1099 |
| 20.    | Class | Healthy, Sick | 0.1058 |
| 21.    | Recurrence Period Density Entropy (RPDE) | Nonlinear dynamical complexity measures | 0.0844 |
| 22.    | Correlation Dimension: D2 | Nonlinear dynamical complexity measures | 0.0783 |
| 23.    | Detrended Fluctuation Analysis (DFA) | Signal fractal scaling exponent | 0.0723 |

### 3.3 Preprocessing

SMOTE is an oversampling technique in machine learning. SMOTE will randomly escalate the samples in the minority class. In this oversampling technique, new instances have been generated by synthesizing the value with the existing instances. This will be performed by KNN. It measures the Euclidean distance between the newly generated instances with every other sample in the minority class. In this way, the minority class distribution will get oversampled.

NearMiss is a downsampling technique widely used to handle the imbalanced data distributions in datasets. It aims to balance the class distribution by randomly eliminating the majority class instances. The nearest neighbour algorithm is used to reduce the instances in the majority class also prevent the problem of information loss in datasets. PD dataset is highly imbalanced with the healthy class being minority class with 48 records and PD class being majority class with 147 records. Imbalance in dataset leads to biased results towards the majority class. So, for balancing the dataset rather than just duplicating the minority class new instances of minority class are synthesized by using the KNN algorithm (k=5) with Euclidean distance metrics. Similarly, majority class instances can also be eliminated up to the range of minority class to achieve balance in the dataset. This can be implemented in python using SMOTE and NM algorithms respectively.

### 3.4 Classification

The two different balanced sets of the dataset along with the actual imbalanced PD dataset are used in
classification. For classification five different classifiers NB with Gaussian NB, SVM with linear Kernel, KNN (k=7), DT and RF were used [6]. The performance of SVM will be relatively good for the smaller dataset as it requires a very high training time for the larger dataset. Also, it performs better for linearly separable binary classifier when a linear kernel is used. KNN classifier is robust against noisy data Ansari and Namdeo [43]. A DT can handle categorical data well and an RF is an ensemble model with a collection of DT working together in the classification. NB is a direct and quick classifier that performs well for unorganized data [44–47]. These widely varying classifiers are used for classification to analyze the performance measures of various classifiers to know the best classifier for the PD dataset.

NB is a supervised learning algorithm, based on the Bayes theorem [44, 45]. It is used for classification problems, mostly in text classification. First, it converts the dataset into frequency values, then it finds the predicted value of has given feature and finally, it uses the Bayes theorem to produce the desired result.

SVM is one of the best-supervised learning algorithms. It is used for regression problems and classification, but it is mostly used for classification problems in machine learning [46]. The SVM algorithm produces the line which can be the best-produced line, according to the mechanism of the algorithm or it can be called the decision boundary line which helps in classifying. In this, the best decision boundary is called a hyper lane. There are linear SVM and non-linear SVM. The boundary line is very useful to categorize the data or given input.

KNN is a machine learning algorithm based on a supervised learning technique. The KNN algorithm uses the stored value or data which can be classified as a new data point based on similarity in the dataset.

DT is one of the most popular machine learning technique. Its input is represented as the branches and nodes in the tree, but the output value is represented as leaf nodes. This technique can be utilized in the classification problem and regression problem. It has a good advantage as it works well with the huge data or it is robust to differentiate the features and it helps us to understand the impact of each variable that is used in the algorithm or calculation. It doesn't work well with the huge training data, thus it led to the poor predictive performance.

RF is a more efficient and widely used classifier. It is highly effective in handling nonlinear classification, especially in the huge dataset. It tries to find out the best node and performs an inbuilt optimization operation [48, 16].

Scikit-learn is a python library that contains a wide range of state-of-the-art machine learning algorithms. The Scikit-learn library was created to help users to apply machine learning algorithms more easily and robust in python.

The experimentation was performed on an HP laptop that has an Intel i7 processor, 16GB of RAM, an NVIDIA 1GB graphics card, and 1TB of a hard disk. The software used to compile the programs using Python 3.8 bundle, Jupyter notebook, Anaconda IDE individual edition installed in Windows 10 operating system. The Parkinson’s dataset was downloaded, which is freely available online in the UCI machine learning repository [1]. In the dataset, attributes were selected using information gain of each of the attributes and the same experimental setup is applied to attributes with a gain ratio greater than 0.14, greater than 0.16 and greater than 0.18 with only 18,15 and 11 higher gain ratio attributes are selected out of 23 attributes in the actual PD dataset. The classifiers are compared based on their performance measured in terms of accuracy, precision, recall and F-Score. For performance measure, three different datasets were used: imbalanced PD dataset, the Balanced PD dataset using SMOTE and Balanced PD dataset using NEAR MISS.

The dataset was divided into train and test dataset in the ratio of 70:30. So there are only 136 instances in the training dataset with 101 entries in the majority class, and 35 entries in the minority class. Application of SMOTE on the training dataset improves the dataset with 202 instances in the training set and application NEAR MISS decreases the training set of 70 instances.

For the statistical analysis, IBM SPSS V22 software was used, to find the correlation and coefficient using the mean, standard deviation, standard error, degree factors, significance was analysed by performing ANOVA descriptive analysis [49, 50]]. To find the significance and relationship between groups, Turkey Honest Significance Difference (HSD) Post Hoc test was performed. In our statistical analysis, the sample size was calculated using GPow er 3.1 software [49]. The total sample size of 93 was taken divided into 3 groups such as SMOTE 31 samples, NEAR MISS 31 samples and IMBALANCE 31 samples were used.
The confidence interval was taken as 95% and the alpha p-value was taken as 0.05% to evaluate the performance of our model.

4. Results

Figure 2 shows the results of precision, recall and F-Score for class ‘0’ instances and class ‘1’ instances for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14 using NB classifier. There is not much difference in precision, recall and F-Score for both types of dataset taken into consideration. Similar results obtained even with the optimized feature set. It was noted that for the ‘0’ class the recall values are high when compared with precision and the F-Score irrespective of the balanced or imbalanced dataset.

Figure 3 shows the results of precision, recall and F-Scores for class ‘0’ instances and class ‘1’ instances for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14 using SVM with linear kernel classifier. It is clear from the graph that the precision values of the imbalanced dataset for both classes ‘0’ and classes ‘1’ instances are greater than 0.90. This is because of the biasness resulted as a result of imbalance. In a balanced dataset, the results of the precision are reduced for both the classes, but slightly higher for class ‘0’ instances. The recall value of class ‘0’ instances is improved and the recall value of class ‘1’ is decreased on comparing imbalanced dataset with balanced dataset because of the uneven distribution of instances between classes. It is also noted that the F-Score is decreased in the balanced dataset.

Figure 4 shows the results of precision, recall and F-Score for class ‘0’ instances and class ‘1’ instances for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14 using KNN classifier (k=7). It is clear from the graph that the precision values for class ‘0’ instances of the imbalanced datasets reduced in a balanced dataset using SMOTE by 30 % and NEAR MISS by 60 % and with only a slight reduction (less than 10 %) in class ‘1’ instances. The recall value of class ‘0’ instances is improved and the recall value of class ‘1’ is decreased on comparing imbalanced dataset with balanced dataset because of the even distribution of instances between classes. It is also noted that the F-Score measure decreased in a balanced dataset using the NM algorithm and reported not much difference on the application of SMOTE.

Figure 5 shows the results of precision, recall and F-Score for class ‘0’ instances and class ‘1’ instances for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14 using Decision Tree Classifier. It is clear from the graph that the precision values are decreased for class ‘0’ instances and remains almost the same for class ‘1’ instances.

The recall values are improving for both the class of instances and the F-Score value remains almost the same between different dataset.

Figure 6 shows the results of precision, recall and F-Score for class ‘0’ instances and class ‘1’ instances for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14 using Random Forest Classifier. It is clear from the graph that the precision values are decreased for class ‘0’ instances slightly for SMOTE applied dataset and up to 35 % for the NEAR MISS applied dataset and remains almost the same for class ‘1’ instances. The recall values are improving for class ‘0’ instance to almost 100 % and for class ‘1’ instances it remains unaltered. The F-Score value is improving for SMOTE and decreasing for NEAR MISS when compared with the imbalanced dataset. It was also noted that the results of precision, recall and F-Score is very high in RF when compared with another set of classifiers taken into consideration.

The comparison of SMOTE, NEAR MISS and IMBALANCED, was performed without considering the feature selections as 0.18, 0.16 and 0.14. The result of the same represented in Table 2, the variables such as precision, recall, F-Score and accuracy were measured with N=31 samples, mean, standard deviation, standard error were aggregated for the confidence interval 95% and alpha p-value as 0.05%. For the precision variable, the homogeneous subsets have 0.75 for NEAR MISS, 0.80 for SMOTE and 0.88 for IMBALANCED. For the recall variable, the homogeneous subsets have 0.79 for NEAR MISS, 0.87 for SMOTE and IMBALANCED. For the F-Score variable, NEAR MISS have 0.69, SMOTE has 0.81 and IMBALANCE have 0.85. For the accuracy variable, NEAR MISS have 0.73, SMOTE has 0.85 and IMBALANCED have 0.88 respectively. Table 3 represented using Tukey HSD comparison to find the
significant possibility among the groups. The table shows the results of the mean difference, standard error and significance level for the given hypothesis.

*Figure 7* shows the bar chart comparison of precision, recall, F-Score and accuracy performance concerning the group.

The bar chart is drawn by keeping the error bar's value as +/- 1 standard deviation, the error bars plotted on top of each group bars to indicate the probability of type 1 errors in the output result.

**Figure 2** Performance of NB classifier

**Figure 3** Performance of SVM classifier
Figure 4 Performance of KNN classifier

Figure 5 Performance of DT classifier
Figure 6 Performance of RF classifier

Table 2 Generalized descriptive analysis of SMOTE, NEAR MISS and IMBALANCED with the variable’s precision, recall, F-Score and accuracy without considering the feature selection

|          | N  | Mean  | Std. deviation | Std. error | Precision | Recall | F-Score | 95% Confidence Interval for Mean | Minimum | Maximum |
|----------|----|-------|----------------|------------|-----------|--------|---------|---------------------------------|---------|---------|
|          |    |       |                |            | SMOTE     | NEAR MISS | IMBALANCE |                   |         |         |
|          | 31 | .8035 | .20552         | .03691     | .7282     | .8789   | .39      | 1.00                            |         |         |
|          | 31 | .7139 | .26292         | .04722     | .6174     | .8103   | .32      | 1.00                            |         |         |
|          | 31 | .8777 | .17080         | .03068     | .8151     | .9404   | .39      | 1.00                            |         |         |
|          | 93 | .7984 | .22442         | .02327     | .7522     | .8446   | .32      | 1.00                            |         |         |
| Recall   |    |       |                |            | SMOTE     | NEAR MISS | IMBALANCE |                   |         |         |
|          | 31 | .8729 | .12533         | .02251     | .8269     | .9189   | .57      | 1.00                            |         |         |
|          | 31 | .7903 | .13167         | .02365     | .7420     | .8386   | .59      | 1.00                            |         |         |
|          | 31 | .8777 | .14966         | .02688     | .8228     | .9326   | .57      | 1.00                            |         |         |
|          | 93 | .8470 | .14038         | .01456     | .8181     | .8759   | .57      | 1.00                            |         |         |
| F-Score  |    |       |                |            | SMOTE     | NEAR MISS | IMBALANCE |                   |         |         |
|          | 31 | .8168 | .13479         | .02421     | .7673     | .8662   | .57      | .98                             |         |         |
|          | 31 | .7010 | .13678         | .02457     | .6508     | .7511   | .44      | .88                             |         |         |
|          | 31 | .8558 | .12917         | .02320     | .8084     | .9032   | .57      | .99                             |         |         |
|          | 93 | .7912 | .14777         | .01532     | .7607     | .8216   | .44      | .99                             |         |         |
| Accuracy |    |       |                |            | SMOTE     | NEAR MISS | IMBALANCE |                   |         |         |
|          | 31 | .8539 | .09932         | .01784     | .8174     | .8903   | .66      | .97                             |         |         |
|          | 31 | .7390 | .07591         | .01363     | .7112     | .7669   | .61      | .83                             |         |         |
|          | 31 | .8871 | .10634         | .01910     | .8481     | .9261   | .66      | .98                             |         |         |
|          | 93 | .8267 | .11336         | .01175     | .8033     | .8500   | .61      | .98                             |         |         |
Table 3: Generalized Turkey HSD comparison of groups SMOTE, NEAR MISS and IMBALANCE with the variable’s precision, recall, F-Score and accuracy without considering the feature selection

| Dependent variable | Mean difference (I-J) | Std. Error | Sig. | 95% Confidence Interval | Lower bound | Upper bound |
|--------------------|-----------------------|------------|------|--------------------------|-------------|-------------|
| Precision          |                       |            |      |                          |             |             |
| SMOTE              | NEAR MISS             | .08968     | .05497 | .238                     | -.0413      | .2207       |
| IMBALANCE          | -0.7419               | .05497     | .372  | .2052                    | .0568       | .0685       |
| NEAR MISS          | SMOTE                 | -.08968    | .05497 | .238                     | -.0413      | .2207       |
| IMBALANCE          | -1.6387               | .05497     | .101  | .2949                    | -0.0329     |             |
| IMBALANCE          | NEAR MISS             | .07419     | .05497 | .372                     | -.0568      | .2052       |
| NEAR MISS          | SMOTE                 | -1.6387    | .05497 | .101                     | -.0329      |             |
| Recall             |                       |            |      |                          |             |             |
| SMOTE              | NEAR MISS             | .08258*    | .03453 | .049                     | .0003       | .1649       |
| IMBALANCE          | -.00484               | .03453     | .989  | .0871                    | .0774       |             |
| NEAR MISS          | SMOTE                 | -.08258*   | .03453 | .049                     | -.1649      | -.0003      |
| IMBALANCE          | -.08742*              | .03453     | .035  | -.1697                   | -.0051      |             |
| IMBALANCE          | NEAR MISS             | .00484     | .03453 | .989                     | -.0774      | .0871       |
| NEAR MISS          | SMOTE                 | -.08742*   | .03453 | .035                     | .0051       | .1697       |
| F-Score            |                       |            |      |                          |             |             |
| SMOTE              | NEAR MISS             | .11581*    | .03394 | .003                     | .0349       | .1967       |
| IMBALANCE          | -.03903               | .03394     | .486  | -.1199                   | .0418       |             |
| NEAR MISS          | SMOTE                 | -.11581*   | .03394 | .003                     | -.1967      | -.0349      |
| IMBALANCE          | -.15484*              | .03394     | .000  | -.2357                   | -.0740      |             |
| IMBALANCE          | NEAR MISS             | .03903     | .03394 | .486                     | -.0418      | .1199       |
| NEAR MISS          | SMOTE                 | -.15484*   | .03394 | .000                     | .0740       | .2357       |
| Accuracy           |                       |            |      |                          |             |             |
| SMOTE              | NEAR MISS             | .11484*    | .02407 | .000                     | .0575       | .1722       |
| IMBALANCE          | -.03323               | .02407     | .355  | -.0906                   | .0241       |             |
| NEAR MISS          | SMOTE                 | -.11484*   | .02407 | .000                     | -.1722      | -.0575      |
| IMBALANCE          | -.14806*              | .02407     | .000  | -.2054                   | -.0907      |             |
| IMBALANCE          | NEAR MISS             | .14806*    | .02407 | .000                     | .0907       | .2054       |

* The mean difference is significant at the 0.05 level.

Figure 7: Generalized comparisons of groups SMOTE, NEAR MISS and IMBALANCE for the variable’s precision, recall, F-Score and accuracy with the error bars +/- 1 SD

5. Discussion
The data-driven study shows the results of the accuracy of various classifiers for both imbalanced dataset and balanced (SMOTE AND NM) dataset for attributes with a gain ratio greater than 0.18, greater than 0.16 and greater than 0.14. It is clear from the
graph shown in Figure 8 that the accuracy of the imbalanced dataset is very high when compared to the balanced dataset and is due to the biasness problem caused by majority classes. Even though its accuracy is high it cannot be considered as precise accuracy. The problem with the imbalanced dataset prediction model lies in the classification of the minority class. The model has to learn the features of minority class from very few available samples and that is why the recall of minority class is less in the imbalanced dataset when compared to balanced dataset irrespective of the type of classifier used. The accuracy cause by applying NM is less because of the lesser number of samples of the training dataset with only 70 instances of 35 in each class. It is also noted that the accuracy of RF is high when compared to all other classifiers. It is also noted that the accuracy of all the classifiers is high for the set of attributes whose information gain is greater than 0.16. The limitation of the proposed system is that we have used only five classifiers to study the performance of the classifier in the PD dataset and another classifier like Logistic Regression, Extended Gradient Boost (XGBoost), OneR, Multilayer perceptron may also be used which will be considered in a future enhancement.

The study evidenced the use of partially imbalanced biased data, the prediction accuracy can be improved. But it is limited to maintain a sustainable precision score, this will reduce the reliability of the system. Also, this study is conducted using a PD dataset available in the UCI repository, so the result may vary in real-time scenarios. In the near future, this precision score can be improved by concentrating on a different attribute selection and algorithm.

Figure 8 Accuracy for various classifiers

6. Conclusion
This paper shows that the imbalance in the dataset improves the accuracy, but decrease the precision of the system with the help of the PD. Not all features contain useful information about the dataset and irrelevant data may mislead the classifier. A reduction in the dataset is done using information gain and the reduced dataset is used in future processing. The system uses SMOTE and NEAR MISS techniques for oversampling and under-sampling of the dataset. This technique is applied only to the training dataset and the model is built using five different classifiers and test for performance measure using the test dataset. The results reveal that balancing the majority and minority classes improves precision and recall. The recall of minority classes is improved by applying SMOTE and NEAR MISS. The accuracy of the imbalanced dataset is very high when compared to the balanced dataset and is due to the biasness problem caused by majority
classes. When compared with other classifiers taken into consideration the accuracy of RF was found to be prominent for the PD dataset as compared to the other classifiers. It is noted that the accuracy of all the classifiers is high for the set of attributes whose information gain is greater than 0.16. It is also noted that the performance of classifiers for another set of attributes produces similar results. In future, the other feature selection algorithm can be used with the variety of machine learning algorithms.
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