Cation–cation and anion–anion complexes stabilized by halogen bonds†
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Stable minima showing halogen bonds between charged molecules with the same sign have been explored by means of theoretical calculations. The dissociation transition states and their corresponding barriers have also been characterized. In all cases, the results indicate that the complexes are thermodynamically unstable but kinetically stable with respect to the isolated monomers in gas phase. A corrected binding energy profile by removing the charge–charge repulsion of the monomers shows a profile similar to the one observed for the dissociation of analogous neutral systems. The nature of the interaction in the minima and TSs has been analyzed using the symmetry adapted perturbation theory (SAPT) method. The results indicate the presence of local favorable electrostatic interactions in the minima that vanish in the TSs. Natural bond orbital (NBO) and “atoms-in-molecules” (AIM) theories were used to analyze the complexes, obtaining good correlations between Laplacian and electron density values with both bond distances and charge-transfer energy contributions $E(2)$. The largest $E(2)$ orbital interaction energies for cation–cation and anion–anion complexes are 561.2 and 197.9 kJ mol$^{-1}$, respectively.

Introduction

The Coulombic energy is the dominant term in the interaction between charged systems. In the case of systems with the same charge, it is repulsive. Thus, for a long time it has been assumed that it is not possible to find minima between molecules with the same charge in gas phase. However, several recent articles have reported minima structures in hydrogen bonded systems.1–8 The analysis of such structures indicates that attractive electrostatic contributions between the groups involved in the HB interaction are the responsible for the presence of such minima.5,6

It is commonly accepted that halogen atoms in haloorganics interact favorably by working as electron donor sites. For instance, the ability of halogen atoms to act as hydrogen bond acceptors is well known. However, the electron density in halogen atoms is anisotropically distributed,9–11 showing a region of high electron density that forms a belt orthogonal to the covalent bond, and a region of low electron density that generates a cap of depleted electron density on the elongation of the covalent bond capable of forming attractive interactions with electron-rich sites. Consequently, a region of positive electrostatic potential along the C–X covalent bond develops on the outermost portion of the halogen surface. This positive region has been denoted as a σ-hole,12 which is surrounded by a belt of negative electrostatic potential. Thus, according to IUPAC,13 “A halogen bond occurs when there is evidence of a net attractive interaction between an electrophilic region associated with a halogen atom in a molecular entity and a nucleophilic region in another, or the same, molecular entity.” However, a positive σ-hole is not a necessary prerequisite for a molecule to participate in a halogen bond (XB) as a halogen donor. In this regard, it was shown that an XB complex of CH$_3$Cl with formaldehyde has a binding energy of 4.9 kJ mol$^{-1}$ despite a negative σ-hole.14

Halogen bonding interactions have a wide range of applications. For instance, XB offers a new method for understanding the recognition mechanism of chemical and biological molecules,15–20 attracts great interest in drug design,21–23 and has potential applications in organocatalysis,24–28 chemical sensing and molecular recognition.29–34 Various useful crystal materials can be designed using XB including temperature-sensitive, magnetic, or optically crystalline materials.35–44 XB has also a vast potential in the design of soft materials such as liquid crystals,45–48 polymers,49,50 and gels.50

In the present article, the possibility of finding minima in gas phase for halogen bonded systems with the same sign has been explored in both cation–cation and anion–anion clusters. In addition, the solvent effect on the stability of the clusters has been considered. One of the molecules involved in the interactions is based on one of the four scaffolds indicated in Scheme 1. These scaffolds were chosen because despite having very similar dimensions between the A and B/B’ groups, one is aromatic and the rest are aliphatic with different characteristics. In the case of
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the cationic systems, A = NH$_3^+$ and B = N, and in the anionic systems A = CO$_2^-$, B = C–X, and B’ = N–X, with X = F, Cl, Br and I. From now on, each molecule will be identified with the number shown in Scheme 1 and the substituents in A and B/B’ positions, for instance 1[NH$_3^+$, N].

While this article was under preparation, a computational study of halogen bonding interaction in anion–anion complexes in models of condense media has been published.$^{51}$

**Computational methods**

The geometry of the systems has been optimized at the M06-2x/aug-cc-pVTZ computational level.$^{52,53}$ Frequency calculations at the same level have been carried out to confirm that the stationary points obtained correspond to energy minima or true transition states. Binding energies were obtained as the difference between the energy of the complex and the energies of the optimized isolated monomers. The dissociation path of the complexes has been explored by increasing the distance between the two molecules by 0.1 Å in each step up to 2.0 Å, re-optimizing the rest of the parameters. In addition, the distance was further increased to 5.0 Å in steps of 0.5 Å. To visualize the energy minimum, the intermolecular distance was decreased by 0.3 Å in three steps of 0.1 Å. The potential error of the BSSE has been considered for some selected cases at the same level with and without correction for the basis set superposition error (BSSE) using the Boys–Bernardi counterpoise technique.$^{54}$ The geometry optimizations described herein were carried out by using Gaussian09 and Molpro programs.$^{55,56}$

The effect of the solvent on our systems has been taken into account by means of the polarizable continuum model (PCM)$^{57}$ using the parameter for water as implemented in the Gaussian-09 program.

The bonding characteristics were analyzed by means of the atoms-in-molecules (AIM) theory.$^{58,59}$ For this purpose, we have located the most relevant bond critical points (BCPs), and evaluated the electron density at each of them, with the facilities of AIMALL programs.$^{60}$ All the interactions were characterized by the formation of a BCP between the atoms involved that are connected by the corresponding bond paths. The natural bond orbital (NBO) method$^{61}$ has been employed to evaluate atomic charges using the NBO-3.1 program,$^{62}$ included within the Gaussian-09 program, and to analyze charge-transfer interactions between occupied and empty orbitals.

The SAPT (symmetry adapted perturbation theory) method allows for the decomposition of the interaction energy into different terms related to physically well-defined components, such as those arising from electrostatic, exchange, induction, and dispersion terms. The interaction energy can be expressed within the framework of the SAPT method as:

$$E_{int} = E_{el}^{(1)} + E_{exch}^{(1)} + E_{exch}^{(2)} + E_{D}^{(2)}$$

where $E_{el}^{(1)}$ is the electrostatic interaction energy of the monomers each one with its unperturbed electron distribution; $E_{exch}^{(1)}$ is the first-order exchange energy term; $E_{exch}^{(2)}$ denotes the second-order induction energy arising from the interaction of permanent multipoles with induced multipole moments and charge-transfer contributions plus the change in the repulsion energy induced by the deformation of the electronic clouds of the monomers; $E_{D}^{(2)}$ is the second-order dispersion energy, which is related to the instantaneous multipole-induced multipole moment interactions plus the second-order correction for coupling between the exchange repulsion and the dispersion interactions.

The density fitting DFT-SAPT (DF-DFT-SAPT) formulation has been used to investigate interaction energies. In this approach, the energies of interacting monomers are expressed in terms of orbital energies obtained from Kohn–Sham density functional theory. In addition to the terms listed in eqn (1), a Hartree–Fock correction term 6HF, which takes into account higher-order induction and exchange corrections, has been included. This is why the 6HF term is usually summed up with the induction energy. The DF-DFT-SAPT calculations have been performed using the PBE0/aug-cc-pVTZ/aug-cc-pVTZ-PP computational method. As an auxiliary fitting basis set the JK-fitting basis of Weigend was employed. The cc-pVQZ JK-fitting basis was used for all atoms. For the intermolecular correlation terms, i.e., the dispersion and exchange-dispersion terms, the related aug-cc-pVTZ MP2-fitting basis of Weigend, Köhn, and Hättig was employed. All SAPT calculations have been carried out using the MOLPRO program without computing $E_{el}$.

**Results and discussions**

As a preliminary study, for comparison purposes, the electronic characteristics of the XB donors have been studied, by computing their molecular electrostatic potentials, ESPs (Fig. 1) on the van der Waals surface.

From the analysis of the ESPs, several conclusions can be drawn. All molecules exhibit regions of maxima of electrostatic potential energies around the halogen atom along the extension of the C–N–X bonds, associated with the halogen σ-hole. In fact, the N–X σ-hole is larger than the corresponding C–X σ-hole in the anionic molecules. In addition, the σ-hole becomes deeper with the halogen size. Thus, the σ-hole in iodine derivatives has less negative (or more positive) electrostatic potentials than the rest of the halogen compounds, with 4[CO$_2^-$, N–I] and INH$_3^+$ being the
anion and the cation with less negative and more positive ESP values (−135.5 and 652.7 kJ mol⁻¹, respectively). These differences come from the increasing polarizability and decreasing electronegativity when going from lighter to heavier halogens. Therefore, from the electrostatic point of view, the most favorable anion–anion complex would be formed with 4[CO₂⁻,N–I], whereas the most favorable cation–cation complex would be that where INH₃⁺ is involved. However, it should be taken into account that while in the isolated XB donor anions the halogen σ-hole electrostatic potential is large and negative, as soon as the molecule begins to interact with the halide anion, the electron density of each component is polarized by the electric field of the other, and a less negative (or even positive) σ-hole on the halogen would be expected.

**Geometry and energy in the minima**

The cation–cation complexes correspond to the association of three nitrogen bases 1–3[NH₃⁺,N]:ClNH₃⁺ with halogen–ammonium cations (XNH₃⁺, X = Cl, Br, and I). Fig. 2 shows the calculated minimum structure of the complexes with ClNH₃⁺ in gas phase. The optimized cartesian coordinates of all the complexes are reported in Table S1 of the ESI.† The binding energies of these complexes...
Furthermore, with sp hybridization in aliphatic ones (and complexes of donor molecules, in the cation–cation systems, it is observed that being intermediate between both. With respect to the electron chlorine derivatives, respectively, with the bromine complexes the most and least stable complexes correspond to the iodine and calculations. Thus, in each series of the cation–cation complexes, among the anion–anion complexes the iodine derivative complexes are more stable than the hydrogen-bonded ones (Table S2, ESI†).

In complexes with 1, the 1[NH3]+,N]N⋅⋅⋅X interaction distance is between 0.43 and 0.13 Å longer than the X–NH3 distance, decreasing as the size of X increases. In complexes of 2 and 3, the 2[3[NH3]+,N]N⋅⋅⋅X distance is even slightly shorter than the X–NH3 distance (between 0.04 and 0.01 Å) for all the complexes of 2 and the chlorine complex of 3. The 3[NH3]+,N]N⋅⋅⋅X distances for X = Br and I are slightly longer than the X–NH3 distances (0.02 and 0.04 Å, respectively).

To corroborate the present results, we have considered the reorganization of the halogen-bonded systems to give rise to hydrogen-bonded complexes by computing the cation–cation hydrogen-bonded systems as well. Of the 9 complexes, only in two cases the hydrogen bond is competitive with the halogen bond, whereas for the remaining 7 complexes halogen-bonded complexes are more stable than the hydrogen-bonded ones.

(Table 1) are always positive (between 118 and 39 kJ mol$^{-1}$) which means that they are less favorable than the corresponding isolated monomers completely separated. A general trend is observed in the binding energies of all these complexes: their value decreases as the size of the halogen acting as an XB donor increases, a fact that can be related to the deeper σ-hole observed for the iodine derivatives (Fig. 1), as predicted by our ESP calculations. Thus, in each series of the cation–cation complexes, the most and least stable complexes correspond to the iodine and chlorine derivatives, respectively, with the bromine complexes being intermediate between both. With respect to the electron donor molecules, in the cation–cation systems, it is observed that complexes of 1 are less favorable than those corresponding to 2 and 3 since the former provide a more favorable transmission of the positive charge in the aromatic systems (1) than in the aliphatic ones (2 and 3) weakening the electron donor moiety. Furthermore, 1 is a worse electron donor because the N atom with sp$^2$ hybridization in 1 is more electronegative than the N atoms with sp$^3$ hybridization in both 2 and 3.

The geometry of the cation–cation complexes in gas phase (Table 1) shows that the halogen atoms are located approximately half-way between the ammonium group and the nitrogen of the electron donor systems which indicates that the systems correspond to halogen shared complexes. In complexes with 1, the 1[NH3]+,N]N⋅⋅⋅X interaction distance is between 0.43 and 0.13 Å longer than the X–NH3 distance, decreasing as the size of X increases. In complexes of 2 and 3, the 2[3[NH3]+,N]N⋅⋅⋅X distance is even slightly shorter than the X–NH3 distance (between 0.04 and 0.01 Å) for all the complexes of 2 and the chlorine complex of 3. The 3[NH3]+,N]N⋅⋅⋅X distances for X = Br and I are slightly longer than the X–NH3 distances (0.02 and 0.04 Å, respectively).

In the case of the anion–anion complexes, four carboxylate systems as halogen bond donors (1–3[CO2−,C−I]−X and 4[CO2−,N−I]−X) with X = Br and I) have been confronted to the halide anions (F−, Cl−, Br– and I–). Of the 32 possible complexes, only 18 are stable in gas phase (Fig. 3 and Table S1, ESI†), while the rest dissociate spontaneously. The binding energies of these complexes range between 58 and 140 kJ mol$^{-1}$. Similarly to the cation–cation complexes, among the anion–anion complexes the iodine derivative complexes are between 24 and 57 kJ mol$^{-1}$ more stable than the corresponding bromine complexes when the latter minima are located, and the smallest binding energy is observed for 4[CO2−,C−I]:F−, i.e., the complex that includes the XB donor with the deepest σ-hole and the most polarizable anion. With respect to the electron donor molecules, the smaller and more polarizable halide anions, which present a more concentrated charge, are the ones with the smaller binding energies. Therefore, the binding energies follow the order F− < Cl− < Br– < I–.

The distance between the halide anion and the halogen acting as an XB donor ranges between 2.28 and 3.85 Å. The distances increase as the size of the halide increases in its interaction with the same XB donor. In all cases, the distances with F− are much shorter than with the rest of the anions (in average 0.96 Å shorter.

![Molecular graphs of 1–5[CO2−,C−I]:Cl− and 4[CO2−,N−I]:Cl− anion–anion complexes.](image)

**Table 1** Binding energy ($E_b$, kJ mol$^{-1}$) and interatomic distances (Å) of the cation–cation complexes in gas phase.

| XNH3+ | $E_b$ | 1[NH3+],N | 2[NH3+],N | 3[NH3+],N |
|-------|-------|-----------|-----------|-----------|
| ClNH3+ | 117.6 | 83.6 | 82.2 |
| BrNH3+ | 92.9 | 54.5 | 57.9 |
| INH3+ | 76.7 | 38.5 | 48.1 |

| XNH3+ | $E_b$ | N[B−]−X | X−NH3 | N[B−]−X | X−NH3 | N[B−]−X | X−NH3 |
|-------|-------|--------|--------|--------|--------|--------|--------|
| ClNH3+ | 2.267 | 1.834 | 1.980 | 2.019 | 2.008 | 2.022 |
| BrNH3+ | 2.232 | 2.038 | 2.107 | 2.132 | 2.147 | 2.124 |
| INH3+ | 2.375 | 2.242 | 2.289 | 2.296 | 2.332 | 2.288 |
than the ones with Cl\(^-\)). In addition, it is observed that the intermolecular distances are smaller in the iodine derivatives than in the bromine analogues by 0.2 Å in average. The effect of the electronegativity of the atom attached to the halogen in the XB donor, that directly affects the σ-hole, is characterized by shorter intermolecular distances in the complexes of 4, where the interacting moiety is N–X, instead of C–X.

It is known that the use of large basis sets with DFT methods minimizes the BSSE effect. Thus, we did not consider calculating it for all systems necessary. However, in order to prove the small effect of the BSSE in our systems, we have calculated it for the minima and TS of complexes \(1[\text{NH}_3^+,\text{N}]\text{XNH}_3^+\), \(1[\text{CO}_2^-,\text{Cl}]\text{Y}^-\) and the corrected dissociation profiles for \(1[\text{NH}_3^+,\text{N}]\text{ClNH}_3^+\) and \(1[\text{CO}_2^-,\text{Cl}]\text{F}^-\). From the results shown in Table S3 (ESI\(^†\)) we notice that the calculated BSSE is very small for the minima (less than 1.4 kJ mol\(^-1\)) and even smaller for the TS structures (less than 0.2 kJ mol\(^-1\)) as expected due to the longer distance between the two interacting systems. In the dissociation profiles (Fig. S1, ESI\(^†\)), only very small differences in the minima are observed whereas in the rest of the profile both corrected and uncorrected graphic lines are superimposed.

**Dissociation scans**

The presence of minima with positive binding energy values in gas phase is only possible if a local minimum is present in the potential energy surface with the corresponding dissociation barrier that prevents them to spontaneously dissociate. The dissociation scans (Fig. 4 and Fig. S2 of the ESI\(^†\)) confirm this point. Starting from the highest point of the scans, the dissociation TS has been located and calculated as the difference in energy between the minima and the TS energies (Table 3).

The smallest dissociation barriers are obtained for the least stable minima, while the largest are found in the most stable ones. Thus, the dissociation barrier of the least stable cation–cation complex, \(1[\text{NH}_3^+,\text{N}]\text{ClNH}_3^+\), is only 17 kJ mol\(^-1\), while those of the most stable complexes, \(2[\text{NH}_3^+,\text{N}]\text{I NH}_3^+\), are 89 and 88 kJ mol\(^-1\), in each series. In the case of the anion–anion complexes, only the F\(^-\) complexes present significant barriers (up to 70 kJ mol\(^-1\)), while in the rest of the complexes the largest reaches only 15 kJ mol\(^-1\). In all cases, the largest barriers are found in the systems where iodine atom acts as an XB donor followed by the bromine analogues, with the chlorine derivatives being the ones with the smallest barriers.

The N–X distance in the TSs of the cation–cation complexes and the X–Y\(^-\) distance in the TSs of the anion–anion complexes show a similar trend as the dissociation barrier: the longer the distance, the larger the barrier in each series (for the cation–cation complexes) and for every pair of halogens (for the anion–anion complexes).

**Corrected binding energies**

In order to evaluate the repulsion due to the charges in these systems, the \(E_b\) value for the longest distances, where no other interaction saves the Coulombic repulsion is expected, has been

![Fig. 4 Binding energy \(E_b\) (kJ mol\(^-1\)) vs. N–X intermolecular distance (Å) for the dissociation path of 1[\text{NH}_3^+,\text{N}]\text{XNH}_3^+ complexes and vs. X–Y\(^-\) distance in the 1[\text{CO}_2^-,\text{C–X}]:Y^- complexes.](image)

**Table 2** Binding energy \(E_b\) (kJ mol\(^-1\)) and X–Y\(^-\) intermolecular distance (Å) of the anion–anion complexes in gas phase

|          | 1[\text{CO}_2^-,\text{C–X}] | 2[\text{CO}_2^-,\text{C–X}] | 3[\text{CO}_2^-,\text{C–X}] | 4[\text{CO}_2^-,\text{N–X}] |
|----------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| Distance | X = Cl | I | Br | I | Cl | I | Br | I | I | I |
| \(E_b\)  |      |    | 147.4 | 109.9 | 155.9 | 118.2 | 115.9 | 58.5 |
|          | Cl\(^-\) | I | 125.6 | 137.8 | 143.3 | 140.0 | 111.9 |  |
|          | Br\(^-\) | I | 127.9 | 138.6 |  | 140.4 | 116.8 |  |
|          | I\(^-\) | I |  |  |  |  | 120.2 |  |
used to estimate the effective distance between two point charges that generate a similar repulsion. However, it has to be borne in mind that using a classical point–point Coulombic formula is not correct for overlapping electron densities. The obtained distance in the cation–cation complexes is approximately the one between the middle of the N–X bond in the XNH₃⁺ molecule and the nitrogen of the NH₃⁺ group in the XB acceptor. In the anion–anion complexes, the effective distance is approximately the separation between the halide anion and the C–CO₂⁻ middle bond.

The calculated corrected binding energy for each point of the dissociation path, E_corr, obtained by subtracting the repulsion of two points charges located in the mentioned positions has been represented in Fig. 5 and Fig. S3 (ESI†). The results are similar to the curve for the dissociation of neutral systems where the energy increases steadily from the minima towards values close to zero at long distances and the one found in charged hydrogen bonded systems using the same approach.⁸

The values of E_corr obtained in the minima (Table 4) are very large, ranging between −72 and −144 kJ mol⁻¹ for the cationic complexes and between −32 and −117 kJ mol⁻¹ for the anionic derivatives, as those found in very strong halogen bonds as expected for the geometrical characteristics of the minima previously discussed. The values of the E_corr follow the same trends observed for the E_b: larger values, in absolute value, as the halogen atom increases in each series and as the halide anion decreases. Moreover, cation–cation complexes of 2 and 3 are more stable than those of 1 for the same halogen derivative.

**Solvent effects**

The solvent effects on these XB interactions have been studied using the PCM model with the water parameters. The energetic and geometric results have been gathered in Table 5. Now, the binding energies shown negative values as an indication that the complexes are more stable than the isolated monomers, save for two of the anion–anion complexes with small positive values. These results are similar to those reported for hydrogen and halogen bonded complexes between complexes with the same charge in the presence of solvent.²,⁶,⁵¹,⁶⁶

The binding energy values for the cation–cation complexes span between −29 and −120 kJ mol⁻¹. The analysis of the binding energies in gas phase and water indicates that they show

---

**Table 3** Dissociation barrier (kJ mol⁻¹) and intermolecular distances (Å) in the TS structures

| Dissociation barrier | N···X distance | X = Br | I | Y = Cl⁻ | Br⁻ | I⁻ |
|----------------------|----------------|-------|---|--------|-----|---|
| [NH₃⁺,N]            | 1[NH₃⁺,N]     | 1     | 51.9 | 57.7 | 3.665 | 4.117 | 3.976 |
| [NH₃⁺,N]            | 2[NH₃⁺,N]     | 2     | 76.6 | 80.4 | 3.887 | 4.355 | 4.147 |
| [NH₃⁺,N]            | 3[NH₃⁺,N]     | 3     | 88.8 | 88.1 | 4.195 | 4.475 | 4.338 |

---

**Fig. 5** Corrected binding energy (E_corr, kJ mol⁻¹) vs. N···X and X···Y⁻ distance (Å) in the dissociation path of 1[NH₃⁺,N]:XNH₃⁺ and 1[CO₂⁻,C–X]:Y⁻ complexes, respectively.
the same trend, in fact a good linear correlation can be obtained between them ($R^2 = 0.985$, Fig. S4, ESI†) as an indication that the solvation effect is proportional to the gas phase binding. In the case of the anion–anion complexes, the binding energy range is between +2 and −34 kJ mol$^{-1}$. In this case, no correlation is found between gas phase complexes and those in water.

The $N:\cdot X$ distances obtained for the cation–cation complexes in water (Table 5) are in all cases shorter, between 0.04 and 0.24 Å, than the corresponding ones in gas phase. Thus, the complexes have a more ionic character in water than in gas phase. In contrast, the trend observed for the anion–anion $X:\cdot Y$ distance is the opposite, with larger distances in water than in gas phase, with only four exceptions, namely 1[CO$_2$ $^-$,C$^-$,I$^-$]:F$^-$, 2[CO$_2$ $^-$,C$^-$,I$^-$]:Br$^-$, 4[CO$_2$ $^-$,N$^-$,Br$^-$]:Br$^-$, and 4[CO$_2$ $^-$,N$^-$,I$^-$]:I$^-$). The most important lengthenings are observed in the fluoride complexes. A special mention has to be made for 3[CO$_2$ $^-$,C$^-$,Br$^-$]:F$^-$ with a remarkable elongation of the Br $\cdot\cdot\cdot$F$^-$ distance of 1.414 Å going from the gas phase to a water solution. The fact that 3[CO$_2$ $^-$,C$^-$,Br$^-$] has the smallest σ-hole among all the XB donor anions coupled with the solvation of the fluoride anion, shielding its polarizing effect, gives rise to a particularly shallow potential energy surface where the energy minimum for this complex has been displaced from 2.723 Å to a 4.137 Å contact distance (Fig. S5, ESI†).

Apart from the PCM continuum solvation model, explicit water molecules were also considered to explore the solvent effects on selected complexes, namely, 1[NH$_3$$^+$,N$^-$]:XNH$_3$$^+$ and 4[CO$_2$ $^-$,N$^-$]:Y$^-$. In these complexes, three water molecules were included, one interacting with the ionic groups of 1[NH$_3$$^+$,N$^-$]:XNH$_3$$^+$ and 4[CO$_2$ $^-$,N$^-$]:Y$^-$. Depending on how the water molecules are arranged we will have two configurations A and B (Fig. S6, ESI†), one where the halogen bond observed in the gas phase is retained and another one where no halogen bond is observed, respectively. The results shown in Table S4 (ESI†) indicate that the halogen bond interaction is more stable than the one were a water molecule is located between the two charged molecules in the cation–cation complexes. For the anion–anion complexes, the halogen bond is more stable for the fluoride and chloride anions. Furthermore, implicit solvent effects (PCM) were also considered for the explicitly hydrated 1[NH$_3$$^+$,N$^-$]:XNH$_3$$^+$ and 4[CO$_2$ $^-$,N$^-$]:F$^-$ complexes, showing that the halogen bonded complexes are lower in energy by 13.2 and 8.7 kJ mol$^{-1}$, respectively.

**Electronic properties (NBO and AIM)**

The topological analysis of the electron density within the AIM methodology shows the presence of a single intermolecular BCP between the two interacting moieties (Table S1 of the ESI†). The values of the electron density range between 0.117 and 0.070 a.u. for the cation–cation complexes and between 0.061 and 0.007 a.u. for the anion–anion derivatives (Table S5, ESI†). In addition, positive values of the Laplacian for all the complexes were obtained (between 0.126 and 0.073 a.u., and between 0.187 and 0.018 a.u. for cationic and anionic complexes, respectively), indicating close shell regime interactions. The total electron density, $H$, is negative for all the cation–cation complexes and the anion–anion complexes.

Note: Tables 4 and 5 are not provided in the text but are mentioned as being included in the ESI.
the fluoride anion–anion complexes which indicate a partial covalent nature of these interactions.67,68

The intermolecular BCPs found in the TS structures show small values of the electron density (between 0.003 and 0.001 a.u.) and positive values of the Laplacian and H, as expected. The properties of these BCPs can be classified as van der Waals contacts. Using the values of all N–X contacts encountered in the cation–cation complexes (gas phase and PCM), an excellent exponential relationship between \( \rho_{BCP} \) and the interatomic distance for each X atom is observed (\( R^2 > 0.999 \)), in agreement with previous reports on a variety of interactions.69–73 For the X–Y contacts in anion–anion complexes, exponential relationships were also obtained between \( \rho_{BCP} \) and the contact distance for each halide, with good correlations (\( R^2 > 0.905 \)) in the gas phase and \( R^2 > 0.823 \) in PCM, Fig. S7 and S8, ESIF. These results are sensibly better (\( R^2 > 0.95 \)) when \( \nabla^2 \rho_{BCP} \), instead of \( \rho_{BCP} \), is taken into account.

We have examined all possible intermolecular interactions between occupied (donor) Lewis-type NBOs and vacant (acceptor) non-Lewis NBOs and estimated their energetic importance by second-order perturbation theory. According to the NBO analysis, the interaction in the complexes is primarily based on a charge donation from the lone pairs of the nitrogen atom of 1–3 (1–4 for the anion–anion complexes) to the vacant \( \sigma^* \) orbital X–N of the X–NH\(^+\) molecule in the cation–cation complexes and from the halide Y– to the vacant \( \sigma^* \) orbital of the C–X or N–X bond (\( \sigma^- \)hole interaction) in the anion–anion complexes, as derived from the calculated second-order orbital perturbation energies, \( E(2) \), listed in Table 6.

In the case of the cation–cation complexes, very large \( E(2) \) values are obtained (between 178 and 503 kJ mol\(^{-1}\)) due to the proximity of the interacting groups (Table 1). In fact, in two of the cases the NBO method is not able to properly recognize the constituent molecules, 1[NH\(^+\),N]:XNH\(^+\) with X = Br and I. A significant charge is transferred from the XNH\(^+\) unit to the electron donor molecule, up to 0.4 \( \varepsilon \) in the 3[NH\(^+\),N]:ClNH\(^+\) complex. These results have to be taken very carefully due to the strong overlap for these systems that are close to form covalent bonds.

In the anion–anion complexes, these charge-transfer contributions are large too, with increasing energies as we move from 1–4[CO\(_2\),C/N–Br] to 1–4[CO\(_2\),C/N–I] for the complexes with fluoride. Thus, \( E(2) \) is maximum for complex 4[CO\(_2\),N–I]:F\(^-\) (197.9 kJ mol\(^{-1}\)), the one with the deepest \( \sigma^- \)hole, and minimum for 3[CO\(_2\),C–Br]:F\(^-\) (28.9 kJ mol\(^{-1}\)), the one with the shallowest \( \sigma^- \)hole. The same trend is also observed for the rest of the halide anions, although with smaller energy contributions than those with the fluoride anion. Moreover, there is an acceptable linear correlation (\( R^2 = 0.80 \)) between the binding energies (\( E_b \), Table 2) and the second-order orbital perturbation energies (\( E(2) \)) in Table 6) mentioned above for anion complexes. Furthermore, this correlation is greatly improved (\( R^2 = 0.925 \)) when the corrected binding energy, \( E_{corr} \), is taken into account instead of \( E_b \), indicating that these \( \sigma^*(C/N–X) \) donor–acceptor contributions are very relevant (Fig. 6).

In addition, we have also compared the charge transfer (absolute values) with the second-order orbital perturbation energies, obtaining a very good linear correlation (\( R^2 = 0.982 \), Fig. 7) for all ion–ion complexes. Therefore, the larger the \( E(2) \) energy, the larger the charge transfer, irrespective of the nature of the ionic complexes.

Interestingly, from the comparison of the AIM and NBO results of the anion–anion complexes, excellent exponential

### Table 6 Second-order perturbation stabilization energies (\( E(2) \), in kJ mol\(^{-1}\)) for the donor–acceptor \( \sigma^*(X–N) \) in the cation–cation complexes and \( \sigma^*(C/N–X) \) in the anion–anion complexes and charge of the XNH\(^+\) unit or the anion (Y–) in the halogen bonded complexes

| \( E(2) \) (kJ mol\(^{-1}\)) | \( \sigma^*(X–N) \) | \( \sigma^*(C/N–X) \) |
|-----------------|-----------------|-----------------|
| 1[NH\(^+\),N]:ClNH\(^+\) | 177.7 | 0.8180 |
| 1[NH\(^+\),N]:BrNH\(^+\) | 493.6 | 0.6111 |
| 1[NH\(^+\),N]:I\(^+\) | 503.1 | 0.6771 |
| 2[NH\(^+\),N]:ClNH\(^+\) | 320.3 | 0.7521 |
| 2[NH\(^+\),N]:BrNH\(^+\) | 561.2 | 0.5987 |
| 2[NH\(^+\),N]:I\(^+\) | 430.4 | 0.6777 |
| 3[NH\(^+\),N]:ClNH\(^+\) | 297.8 | 0.7577 |
| 3[NH\(^+\),N]:BrNH\(^+\) | 110.6 | 0.8957 |
| 3[NH\(^+\),N]:I\(^+\) | 25.4 | 0.9533 |
| 4[CO\(_2\),C–Br]:F\(^-\) | 18.4 | 0.9639 |
| 4[CO\(_2\),C–Br]:I\(^-\) | 32.3 | 0.9603 |

* The NBO method is not able to properly divide the complex in its molecular constituents.
correlations have been found between the second-order orbital perturbation energies associated with the C/N–X–Y− σ-hole contribution and both the electron density and Laplacian of the electron density at the X···Y− bond critical point for every anion series, as depicted in Fig. 8. Most likely, these correlations are due to the fact that $\rho_{BCP}$, $\nabla^2 \rho_{BCP}$ (as already noted) and $E(2)$ ($R^2 > 0.914$) present very good exponential correlations with the X···Y− distances.

**Energy decomposition analysis**

The SAPT analysis of the minima (Table S6, ESI†) reveals that the electrostatic term shows positive and negative values, in contrast to a previous report on charge–charge hydrogen bonded complexes where only repulsive electrostatic contributions were found. Negative values are associated with all the cation–cation complexes of 2 and 3 and the anion–anion complex 4[CO$_2^-$, C–I]:F$^−$. In these cases, the local attraction of the groups involved in the interaction is able to overcome the overall charge–charge repulsion. In fact, for instance, the ESP associated with the σ-hole in 4[CO$_2^-$, C–I]:F$^−$ changes from $−135.5$ (Fig. 1) to $307.7$ kJ mol$^{-1}$ when a $−1.0$ e point charge is placed at the $2.278$ Å $1···F$ distance found in 4[CO$_2^-$, C–I]:F$^−$ (Table 1). Thus, as soon as the XB donor begins to interact with F$^−$, the electron density of each component is polarized by the electric field of the other, resulting in a positive σ-hole on the iodine surface. In all the minima structures, the induction term is attractive ranging between $−18$ and $−416$ kJ mol$^{-1}$. As expected, the absolute value of the induction term increases as the halogen acting as an XB donor increases (increases its polarizability) and as the size of the halide atom decreases (increases its polarizing character).

The electrostatic term in all the TSs is positive and corresponds to a relatively narrow range (between $+133$ and $+181$ kJ mol$^{-1}$), dictated by the similar intermolecular distances found in the TS structures. The rest of the terms are much smaller, with the induction term in all cases being attractive. It is significant that the electrostatic term is always more positive in the TS than in the corresponding minimum. This fact has been previously explained based on a loss of the local electrostatic interaction present in the minima.$^{5,6}$

Moreover, the different SAPT interaction terms were analyzed in an attempt to find a correlation with the binding energy of the complexes. As a result, a very good linear correlation ($R^2 = 0.920$, Fig. 9) was obtained when representing the electrostatic contribution versus the binding energy for the anion–anion complexes. Excellent results ($R^2 = 0.976$, Fig. 9) were also obtained for the corresponding TSs. Moreover, when the corrected binding energy was taken into account excellent linear correlations were obtained not only for the electrostatic term ($R^2 = 0.946$, Fig. S7, ESI†), but also for the induction contribution ($R^2 = 0.953$, Fig. S10, ESI†). This indicates that

---

**Fig. 7** Absolute value of the charge of the ion [Abs(Ω(XNH$_3^+$/Y$^-$)], in e vs. $E(2)$ (kJ mol$^{-1}$) for all complexes in gas phase.

**Fig. 8** $E(2)$ (kJ mol$^{-1}$) vs. electron density ($\rho$ in a.u., up) and Laplacian of the electron density ($\nabla^2 \rho$ in a.u., down) at the X···Y$^-$ BCP for anion–anion complexes in gas phase.

**Fig. 9** Electrostatic contribution ($E_{el}$, kJ mol$^{-1}$) vs. binding energy ($E_b$, kJ mol$^{-1}$) for anion–anion complexes and the corresponding transition state structures in gas phase.
both electrostatics and, most importantly, the induction term are very important for the formation of the complexes, as also reflected by the charge-transfer contributions from the NBO calculations. However, no correlation was observed between the SAPT interaction terms and the binding energy for the cation–cation counterparts, probably due to the close proximity of the interacting molecules where a partly covalent character of the interaction was expected for these halogen shared complexes.

CSD search

In an attempt to find experimental evidence of the existence of ion–ion halogen bonds we conducted a search in the Cambridge Structural Database (CSD). Since anion–anion halogen bonds have very recently been the subject of a CSD search,21 we focused on the search of cation–cation halogen bond interactions in the solid state between positively fragments with interacting atoms at less than 3.5 Å. In this regard, no hits were found for the CSD search of fragments defined by the 1–3 nitrogen bases complexes. However, a search for halogen–halogen and nitrogen–halogen interactions for positively charged derivatives p-haloanilines yields interesting hits. The results show a large number of fluorine–fluorine interactions, a smaller set of Cl–Cl as well as other halogen–halogen interactions where iodine is not involved (Table S7, ESI†). Instead, halogen–nitrogen interactions are very scarce (Table S7, ESI†) obtaining only three interesting results with two of them being very remarkable (Fig. 10); for the ROBZOX structure, a close contact is observed between the chlorine atom of a p-chloroaniline and a nitrogen atom of a triazole. For the structure with reference code EFUXIN, the terminal nitrogen of the diazonium cation interacts with the iodine atom of a second diazonium cation.

Conclusions

All XB donors exhibit regions of maxima of the electrostatic potential energies, either negative (cations) or positive (anions), in the halogen atom, associated with its σ-hole. Theoretical calculations predict energy minima in halogen bonded complexes between molecules with the same charge (cation–cation or anion–anion). The binding energies of the complexes in gas phase are positive indicating that they are thermodynamically less stable than the isolated monomers. However, these ion–ion complexes are kinetically stable because the characterized dissociation barrier prevents the spontaneous dissociation of the complexes. Once the electrostatic repulsion between the net charges of the molecules is removed, the energetic profile resembles those of the dissociation of neutral systems. In the same way, hydration of our systems, by means of the PCM methodology, reduces the electrostatic repulsion providing negative binding energies for most of the complexes.

The analysis of the electronic properties of the complexes in gas phase has been carried out by means of the AIM and NBO methodologies. The topological analysis of the electron density shows the presence of one intermolecular bond critical point and its associated bond path linking the two monomers in each complex. The properties at these critical points reveal a partial covalent nature of these interactions for all cation–cation and fluoride complexes. The NBO calculations show the presence of large charge transfer stabilizing energies, $E(2)$, in both cation–cation and anion–anion complexes similar to those found in neutral systems with close contact of the monomers. Correlations have been found between the binding energies and $E(2)$ as well as between the electron density parameters at the intermolecular bond critical point and $E(2)$.

The SAPT calculation shows that the electrostatic contribution is positive for all complexes except for cationic complexes 2–3 and 4[C0$_2$N–I$]^{-}$ for which this term is attractive. The induction contribution is also important and, particularly, manifests a linear correlation with the electrostatically corrected energy in anion–anion complexes. This correlation is not observed in cation–cation complexes because of the close proximity of the interacting cations (between 1.83 and 2.37 Å) resulting in halogen shared complexes. Moreover, the electrostatic term in the dissociation TSs is always more repulsive than in the corresponding minima as an indication that some attractive electrostatic term present in the minima vanishes in the TSs. As expected, the induction contribution in the TSs is smaller than in the complexes because the contact distances are longer for the former than for the latter.

A CSD search for derivatives of p-haloanilines supports our theoretical results by revealing the existence of halogen–halogen and halogen–nitrogen interactions. From all the above considerations, we conclude that these halogen bonded species are expected to be experimentally detected...
(at least several of them) in the gas phase as a result of the considerably deep energetic wells of the corresponding minima, up to 88.8 and 70.1 kJ mol⁻¹ for the cationic and anionic complexes, respectively.
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