Development and validation of risk prediction models for COVID-19 positivity in a hospital setting
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**A B S T R A C T**

Objectives: To develop: (1) two validated risk prediction models for coronavirus disease–2019 (COVID–19) positivity using readily available parameters in a general hospital setting; (2) nomograms and probabilities to allow clinical utilisation.

Methods: Patients with and without COVID–19 were included from 4 Hong Kong hospitals. The database was randomly split into 2:1: for model development database (n = 895) and validation database (n = 435). Multivariable logistic regression was utilised for model creation and validated with the Hosmer–Lemeshow (H–L) test and calibration plot. Nomograms and probabilities set at 0.1, 0.2, 0.4 and 0.6 were calculated to determine sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV).

Results: A total of 1330 patients (mean age 58.2 ± 24.5 years; 50.7% males; 296 COVID–19 positive) were recruited. The first prediction model developed had age, total white blood cell count, chest x-ray appearances and contact history as significant predictors (AUC = 0.911 [CI = 0.880–0.941]). The second model developed has the same variables except contact history (AUC = 0.880 [CI = 0.844–0.916]). Both were externally validated on the H–L test (p = 0.781 and 0.155, respectively) and calibration plot. Models

**Abbreviations:** AUC, Area under the curve; COVID–19, Coronavirus Disease 2019; CT, Computed tomography; CXR, Chest x-rays; GGO, Ground glass opacity; H–L, Hosmer–Lemeshow test; NPV, Negative predictive value; OR, Odds ratio; PEFF, Pleural effusion; PPV, Positive predictive value; RT–PCR, Reverse transcription polymerase chain reaction; SARS-CoV–2, Severe acute respiratory syndrome coronavirus 2; WCC, Total white blood cell count.
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were converted to nomograms. Lower probabilities give higher sensitivity and NPV; higher probabilities give higher specificity and PPV.

Conclusion: Two simple-to-use validated nomograms were developed with excellent AUCs based on readily available parameters and can be considered for clinical utilisation.

© 2020 The Author(s). Published by Elsevier Ltd on behalf of International Society for Infectious Diseases. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Coronavirus disease-2019 (COVID-19) has spread rapidly worldwide and as of 6th September 2020, there are now ~27 million cases worldwide and ~900,000 deaths (World Health Organization, 2020a). Respiratory and non-respiratory complications of COVID-19 are also becoming increasingly apparent (Chung et al., 2020; Ng et al., 2020a). Reverse transcription polymerase chain reaction (RT-PCR) is regarded as a vital tool in identifying the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and quarantining COVID-19 patients to prevent further spread of the disease (World Health Organization, 2020b). Furthermore, it is the definitive test in confirming the diagnosis of COVID-19. However, the availability of RT-PCR kits maybe difficult in various countries (World Health Organization, 2020b) and from specimen collection to report generation, the tests could take 48–72 h to confirm a positive or negative result (NHS England and NHS Improvement, 2020). Therefore, clinical assessment, blood tests and imaging have been recommended to help identify potential COVID-19 positive patients (Rubin et al., 2020).

Various strategies have been proposed, including widespread computed tomography (CT) scanning (Zu et al., 2020; Zhang et al., 2020; Lee et al., 2020), the greater use of chest x-rays (CXR) (American College of Radiology, 2020; British Society of Thoracic Imaging, 2020), the identification of low lymphocyte counts (Zhang et al., 2020; British Society of Thoracic Imaging, 2020) to determine patients more likely to have COVID-19 (Guan et al., 2020; Huang et al., 2020) and thus more suitable for testing. As yet, the data that support these strategies are predominantly based on the data of COVID-19 patients (Guan et al., 2020; Huang et al., 2020) but without comparisons to patients with other conditions and symptoms overlapping with COVID-19 (e.g. fever, shortness of breath and cough).

Several issues have arisen in trying to determine the likelihood of a COVID-19 diagnosis. First, in the early stages of the pandemic when the disease was limited to a few countries, travel and contact history may have been helpful to increase the suspicion of a COVID-19 diagnosis, but in some countries where there is established community transmission, this has resulted in patients being COVID-19 positive but with no knowledge of possible contact. Secondly, different countries have adopted different strategies due to socioeconomic factors and healthcare resources. Thus, a COVID-19 prediction model based on clinical, laboratory and radiological findings, which presents the sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) would allow public healthcare systems to decide a suitable strategy on prioritising tests, when such RT-PCR availability is constrained.

In this study, we aimed to construct a prediction model utilising patient characteristics, commonly available haematological and biochemical blood tests and CXR findings, which can identify COVID-19 patients within a cohort of patients who presented to hospitals for various disease conditions and underwent testing for COVID-19. In addition, we aimed to create a separate model, in the event that contact history is not available to determine the presence of COVID-19.

Methods

Research ethics approval was obtained from the Hong Kong West Cluster (No. UW20-115), Hong Kong East Cluster (No. HKECREC-2020-012) and Kowloon Central Cluster (No. KC/KE-20-0052/ER-3) Institutional Review Boards for this retrospective study. Patients were recruited from 4 acute general hospitals under the publicly funded Hospital Authority: Queen Mary Hospital, Pamela Youde Nethersole Eastern Hospital, Ruttonjee Hospital and Queen Elizabeth Hospital. These four hospitals cover three out of seven areas that comprise the whole territory of the Hong Kong special administrative region. All four hospitals provided care for COVID-19 cases.

Patient cohort for model development and validation

Inclusion criteria: All patients diagnosed with COVID-19 from any of these 4 hospitals between 1 January 2020 and 1 April 2020. COVID-19 diagnosis was established through reverse transcription polymerase chain reaction tests (RT-PCR) of nasopharyngeal and throat swabs. Sixty-four of these patients have been previously reported (Wong et al., 2020). As a comparison group, patients from Queen Mary Hospital and Pamela Youde Nethersole Eastern Hospital who underwent RT-PCR tests for COVID-19 and had subsequent negative results were recruited from 1 January 2020 to 26 February 2020 and from 24 March 2020 to 1 April 2020, respectively. Exclusion criteria were the lack of documentation for contact history (as defined by the World Health Organization (2020c)), symptoms and missing data on total white blood cell count (WCC), neutrophil count, lymphocyte count, liver function tests, renal function tests or CXR examinations. See Figure 1 for CONSORT diagram. The data completion rate of the data in the cohort is shown in the Supplementary Table 1.

RT-PCR testing

Patients were tested in the accident and emergency departments or inpatient wards. COVID-19 patients were confirmed using standard Hong Kong Hospital Authority and Department of Health RT-PCR protocol for the diagnosis of SARS-CoV2, which required two swabs: a throat swab and a nasopharyngeal swab. Indications for testing were clinical suspicion with at least one or more of the following criteria: (i) contact history, (ii) travel from countries with a high prevalence of COVID-19 and (iii) fever, cough, shortness of breath and/or respiratory/gastrointestinal symptoms consistent with COVID-19. Repeat RT-PCR was performed in negative patients with a strong suspicion of COVID-19 or persistent symptoms with no alternative diagnosis. Of the 1034 negative patients, 165 (16.0%) had two or more negative RT-PCR results. Sixteen out of 296 COVID-19 patients (5.4%) had negative RT-PCR results on first testing, but had subsequent positive RT-PCR results. Previous publications have shown that RT-PCR from our units have high sensitivity of >90% (Wong et al., 2020) and low false-negative rates (Chan et al., 2020) based on laboratory-confirmed COVID-19. This cohort did not have any false-positive cases.
Radiological investigation

CXR images were searched through the electronic patient record system. Baseline CXR images were reviewed and interpreted by radiologists blinded to the patient’s COVID-19 status. The assessment was based on identifying the common findings of COVID-19 on CXR which were (i) consolidation or ground glass opacity (GGO) and (ii) the absence of pleural effusion (Wong et al., 2020; Ng et al., 2020b). This was done in a binary format (present or absent) to make this more reproducible in the clinical environment for front-line clinicians.

Image quality was assessed in 702 randomly chosen CXRs (53% of entire cohort of CXRs) by 8 radiologists separately. We ensured that the CXRs were taken from each of the 4 hospitals. Image quality was assessed on a scale from 1 to 3. See supplementary Table 2 for examples of CXRs graded as 1, 2 and 3. Briefly, CXRs which could not be interpreted with any confidence were graded 1. CXRs with suboptimal image quality but lung changes and pleural effusion (PEff) could be interpreted with some confidence were graded 2. CXRs with good quality such that lung changes and pleural effusions can be diagnosed with high confidence were graded 3.

Data analysis

Patients positive for COVID-19 were compared to those negative for COVID-19 patients. Continuous variables were compared by using student’s t-tests. Categorical variables were compared by using chi-squared tests. The database was randomly split on a 2:1 basis for the model development and validation dataset. The model development database had 893 cases (212 cases were COVID-19 positive) and the validation database had 437 cases (84 cases were COVID-19 positive). The model development database was used to develop the COVID-19 risk prediction model, and the validation cohort was used to validate the derived COVID-19 probability.

Development of COVID-19 prediction models

Prediction model development was based on multivariable logistic regression from the model development cohort. The potential predictors were considered based on their common acquisition in patients presenting to general hospitals. The variables included in the models were sex, age, symptoms (i.e. fever, cough, shortness of breath, vomiting and diarrhoea), blood test results (i.e. total white cell count [WCC], neutrophil count, lymphocyte count, neutrophil: lymphocyte cell ratio, albumin, bilirubin, alanine aminotransferase and estimated glomerular filtration rate) and CXR findings (i.e. the presence of consolidation/ground glass opacity (GGO), absence of PEff and combination of consolidation/GGO with the absence of pleural effusion). The forward stepwise selection method was conducted to select the predictors. In each step of forward stepwise selection procedure, the model included the predictor with the lowest Bayesian Information Criteria (BIC) as compared to the previous mode. The selection was finished until the difference in BIC of all remaining risk factors <10 (Raftery, 1995). To test the non-linear effect of selected clinical parameters, the quadratic term of significant continuous predictors were considered. Given that patients can present without the knowledge of contact history with an infected person, a further model was developed with one having contact history removed, to represent an event in which contact history is unknown.

To validate the model, the discrimination and calibration power of models were examined. The area under the receiver operating characteristic curve (AUC) was conducted to evaluate the discrimination power, where from 0.7 to 0.8 of AUC is considered acceptable, from 0.8 to 0.9 is considered excellent and more than
Table 1

Characteristics | Model Development Cohort | Validation Cohort |
|-----------------|--------------------------|------------------|
|                 | COVID-19 negative (n = 681) | COVID-19 positive (n = 212) | P value | COVID-19 negative (n = 353) | COVID-19 positive (n = 84) | P value |
| Age, years Mean (SD) | 62.6 (24.7) | 40.6 (17.6) | <0.001* | 64.1 (22.7) | 42.3 (17.5) | <0.001* |
| Sex | Female | 361 (53.0%) | 101 (47.6%) | 0.172 | 168 (47.6%) | 44 (52.4%) |
| | Male | 320 (47.0%) | 111 (52.4%) | 0.172 | 185 (52.4%) | 40 (47.6%) |
| Contact History | 30 (4.4%) | 82 (38.7%) | <0.001* | 15 (4.2%) | 36 (42.9%) | <0.001* |
| Signs and symptoms at presentation | | | | | | |
| Asymptomatic | 25 (3.7%) | 19 (9.0%) | 0.002* | 20 (5.7%) | 10 (11.9%) | 0.042* |
| Fever | 310 (45.5%) | 107 (50.5%) | 0.207 | 156 (44.2%) | 43 (51.2%) | 0.247 |
| Cough | 304 (44.6%) | 119 (56.1%) | 0.003* | 151 (42.8%) | 50 (59.5%) | 0.006* |
| Shortness of breath | 216 (31.7%) | 22 (10.4%) | <0.001* | 116 (32.9%) | 11 (13.3%) | <0.001* |
| Chest Pain | 38 (5.6%) | 15 (7.1%) | 0.421 | 20 (5.7%) | 3 (3.6%) | 0.440 |
| Diarrhoea | 31 (4.6%) | 24 (11.3%) | <0.001* | 22 (6.2%) | 8 (9.5%) | 0.284 |
| Vomiting | 44 (6.5%) | 3 (1.4%) | 0.004* | 23 (6.5%) | 2 (2.4%) | 0.143 |
| Past Medical History | | | | | | |
| Smoking | 81 (11.9%) | 8 (3.8%) | <0.001* | 34 (9.6%) | 1 (1.2%) | 0.010* |
| Diabetes | 162 (23.8%) | 8 (3.8%) | <0.001* | 84 (23.8%) | 8 (9.5%) | 0.004* |
| Hypertension | 269 (39.5%) | 21 (9.9%) | <0.001* | 155 (43.0%) | 16 (19.0%) | <0.001* |
| COPD | 28 (4.1%) | 0 (0.0%) | 0.003* | 16 (4.5%) | 0 (0.0%) | 0.047* |
| Chronic liver disease | 56 (8.2%) | 7 (3.3%) | 0.015* | 29 (8.2%) | 6 (7.1%) | 0.745 |
| Myocardial infarction | 46 (6.8%) | 3 (1.4%) | 0.003* | 37 (10.5%) | 0 (0.0%) | 0.002* |
| Active malignancy | 82 (12.0%) | 2 (0.9%) | <0.001* | 43 (12.2%) | 2 (2.4%) | 0.008* |
| Laboratory findings | | | | | | |
| White cell count (normal range: 4.0–10.0 cells/L) | 9.9 (5.3) | 5.5 (18) | <0.001* | 10.4 (5.8) | 5.9 (2.1) | <0.001* |
| Leucocytosis | 266 (39.1%) | 4 (1.9%) | <0.001* | 147 (41.6%) | 4 (4.8%) | <0.001* |
| Neutrophil count (normal range: 1.8–6.2 × 10^9 cells/L) | 7.4 (4.5) | 3.4 (1.5) | <0.001* | 7.9 (5.4) | 3.7 (1.9) | <0.001* |
| Neutrophilia | 346 (50.8%) | 12 (5.7%) | <0.001* | 182 (51.6%) | 7 (3.8%) | <0.001* |
| Lymphocyte count (normal range: 1.0–3.0 × 10^9 cells/L) | 1.4 (0.9) | 1.8 (3.4) | 0.017* | 1.6 (3.3) | 1.5 (0.6) | 0.874 |
| lymphopenia | 268 (39.4%) | 52 (24.5%) | <0.001* | 150 (42.5%) | 20 (23.8%) | 0.002* |
| Neutrophil: Lymphocyte ratio | 8.9 (12.7) | 2.9 (6.2) | <0.001* | 11.3 (26.9) | 3.0 (2.4) | 0.005* |
| Platelet count (× 10^9 cells/Litre) (normal range: 162–341) | 250.0 (104.5) | 226.0 (65.7) | 0.002* | 247.9 (104.6) | 229.3 (75.2) | 0.125 |
| Albumin (normal range: 35.0–52.0) | 379 (73.3) | 418 (43.0) | <0.001* | 37.7 (76) | 41.6 (43.3) | <0.001* |
| Total Bilirubin (µmol/L) (normal range: 0.0–21.0) | 12.0 (14.9) | 7.4 (3.8) | <0.001* | 12.9 (15.2) | 8.5 (6.2) | 0.010* |
| Alanine Aminotransferase (U/L) (normal range 0.0–33.0) | 370 (126.3) | 274 (18.8) | 0.270 | 34.6 (67.6) | 30.1 (20.5) | 0.546 |
| eGFR (ml/min/1.73m²) | 75.1 (41.8) | 96.4 (26.5) | <0.001* | 73.5 (61.4) | 94.5 (24.7) | 0.002* |
| Radiological Findings | | | | | | |
| CXR appearances, lung changes consistent with consolidation/GGO | 274 (40.2%) | 92 (43.4%) | 0.414 | 147 (41.6%) | 35 (41.7%) | 0.997 |
| CXR Pleural effusion absent | 582 (85.5%) | 212 (100.0%) | <0.001* | 295 (83.8%) | 83 (98.8%) | <0.001* |
| CXR Consolidation/GGO and Pleural effusion absent | 200 (29.4%) | 92 (43.4%) | <0.001* | 101 (28.0%) | 34 (40.5%) | 0.034* |
| Diagnosis for Presenting Illness | | | | | | |
| URTI | 106 (15.6%) | NA | NA | 116 (17.4%) | NA | NA |
| Influenza | 10 (1.5%) | NA | NA | 10 (1.4%) | NA | NA |
| Non-Influenza Pneumonia | 170 (25.0%) | NA | NA | 75 (21.2%) | NA | NA |

All values are presented in mean (standard deviation), median (interquartile range), or in number (percentage), as appropriate.

COPD = Chronic obstructive pulmonary disease; eGFR = estimated glomerular filtration rate; CXR = Chest X-ray; GGO = ground glass opacity; RT-PCR = Reverse transcription polymerase chain reaction and URTI = Upper respiratory tract infection.

* p-value < 0.05 for comparison between COVID-19 negative and positive using independent t-test and chi-squared test as appropriate.

0.9 is considered as outstanding discrimination power. Meanwhile, Hosmer–Lemeshow (H–L) test and calibration plot was used to test how well the percentage of observed COVID-19 positive matches the percentage of predicted COVID-19 positive over the deciles of predicted risk. A p-value > 0.05 is needed to conclude that there are insignificant differences between the observed and expected outcomes, and therefore, the model has good overall calibration. Different probabilities were used to evaluate the model performance based on the sensitivity, specificity, PPV and NPV.

Sensitivity analysis was conducted to examine the robustness of the model. Multiple imputation was applied to handle missing data. The chained imputation method was used to impute each missing value twenty times, adjusted for all baseline covariates and outcomes. Moreover, 10-fold cross validation was applied to evaluate the discrimination and calibration power.

Nomogram development and probability of COVID-19

To facilitate the risk prediction models used for screening in routine busy clinical practice, simple nomograms were developed. The effect of each predictor in the model was converted to a score and summation of all predictors that can be mapped to an estimated risk of COVID-19 positive. The nomograms were plotted by using the nomolog package in Stata (Zlotnik Enaliev, 2016). Sensitivity, specificity, PPV and NPV were determined for the following probabilities which were: 0.1, 0.2, 0.4 and 0.6 as well as
Table 2
Prediction models for the risk of COVID-19 by multivariable logistic regression. The model development database (n = 895) was used to create the models with area under the curve (AUC) values derived from testing the models against the validation data set (n = 435).

| Characteristics                  | Overall Cohort Model | Unknown Contact History Model |
|----------------------------------|----------------------|-------------------------------|
|                                  | Odds Ratio CI p-value| Odds Ratio CI p-value         |
| Age                              | 1.04 (0.99, 1.09)    | 1.06 (1.01, 1.11)             |
| Age²                             | 0.9991 (0.9986, 0.9996) | <0.001* 0.9989 (0.9984, 0.9994) | <0.001* |
| Contact History                  | 10.0 (5.5, 18.2)     | 10.0 (5.5, 18.2)              |
| Total WCC (× 10⁹ cells/L)        | 0.58 (0.52, 0.65)    | <0.001* 0.59 (0.54, 0.66)    |
| CXR C/GGO & PEo Absent           | 5.2 (3.1, 8.7)       | <0.001* 4.9 (3.0, 7.8)       |
| Validation indicators            | AUC (CI 0.880–0.941) | 0.880 (CI 0.844–0.916) |
| Hosmer-Lemeshow test p-value     | 0.781                | 0.155                          |

Note: the validation indicators were obtained based on the validation data set (n = 435).

CI = Confidence Interval; SOB = shortness of breath; WCC = white cell count; eGFR = estimated glomerular filtration rate; CXR = Chest x-ray; GGO = ground glass opacity; PEo = Pleural effusion; and AUC = Area under the curve.

the optimal cut-off for each model based on the Youden method (Youden, 1950).

Statistical analysis and model building were performed by using the STATA version 14 (StataCorp LP, College Station, Texas, USA). All significance tests were two-tailed and those with a p-value <0.05 were considered statistically significant.

Results

A total of 1330 patients (mean age 58.2 ± 24.5 years [range: 0–106 years old]; 674 [50.7%] males) were included in the analysis. Thirty-five patients were <18 years old of whom 11 were COVID-19 positive. In all, 296 patients were COVID-19 positive. Supplementary Table 3 illustrates the patient characteristics and compares the COVID-19 positive and negative patients in the overall cohort. Of the patients positive for COVID-19, none had any synchronous infection. Patients (40.9%) who tested negative for COVID-19 had upper respiratory tract infection, influenza or non-influenza pneumonia. The characteristics in model development and validation cohort are shown in Table 1.

Of the 702 CXRs assessed for image quality, the number of CXRs graded with the following image quality scores of 3, 2 and 1 were 609 (86.8%), 89 (12.7%) and 4 (0.6%), respectively.

Prediction model results for the model development cohort (n = 895) with and without contact history are shown in Table 2. The prediction model for the overall cohort showed that the age (OR 1.04, 95% confidence interval [CI] (0.99–1.09)) and quadratic term of age (OR 0.9991 95% CI (0.9986, 0.9996)), contact history (OR 10.0, 95% CI: 5.5–18.2), total WCC (OR 0.58, 95% CI: 0.52–0.65) and CXR consolidation/GGO with absent PEo (OR 5.2, 95% CI: 3.1–8.7) were independent significant predictors of COVID-19 positivity. Other variables such as fever, cough, diarrhea, smoking, past medical history, neutrophil count, lymphocyte count, neutrophil, lymphocyte ratio or the quadratic term of WCC were not independently significant variables. When the model was tested against the validation dataset, the AUC was excellent at 0.911 (CI:

Table 3
Test performance of different probability to identify COVID-19 for the Overall Cohort Model and Unknown Contact History Model in the nomogram. Probability of 0.1, 0.2, 0.4 and 0.6 are stated and optimum probability cut-off for the two models. As an example of this table being utilised, if we use the overall cohort model and set 0.4 as the chosen probability cut-off to determine RT-PCR testing, patients scoring ≥0.4 on the nomogram would be tested and those <0.4 would not be tested. With this cut-off, the model indicates that on the validation cohort the following results: sensitivity 66.7%, specificity 90.9%, positive predictive value 63.6% and negative predictive value 92.0%.

| Probability | Overall Cohort Model Derivation cohort | Unknown Contact History Model Derivation cohort |
|-------------|---------------------------------------|-----------------------------------------------|
| Sensitivity | (95% CI)                               | (95% CI)                                      |
| Specificity | (95% CI)                               | (95% CI)                                      |
| Positive predictive value | (95% CI)                               | (95% CI)                                      |
| Negative predictive value | (95% CI)                               | (95% CI)                                      |
| Overall Cohort Model |                                      |                                              |
| 0.1         | 97.6 (94.6,99.2)                       | 98.9 (97.5,99.7)                              |
| 0.18        | 91.5 (86.9,94.9)                       | 96.7 (94.9,98.0)                              |
| 0.2         | 90.1 (85.3,93.8)                       | 96.3 (94.9,97.7)                              |
| 0.4         | 73.1 (66.6,79.0)                       | 91.4 (89.0,93.4)                              |
| 0.6         | 56.1 (49.2,62.9)                       | 87.5 (84.9,89.8)                              |
| Validation cohort |                                      |                                              |
| 0.1         | 91.7 (83.6,96.6)                       | 97.2 (94.4,98.9)                              |
| 0.18        | 88.1 (79.2,94.1)                       | 96.5 (93.6,98.3)                              |
| 0.2         | 86.9 (77.8,86.1)                       | 96.2 (93.4,98.1)                              |
| 0.4         | 66.7 (55.7,76.6)                       | 92.0 (88.6,94.6)                              |
| 0.6         | 47.6 (36.6,58.8)                       | 88.5 (84.8,91.5)                              |
| Unknown Contact History Model |                                      |                                              |
| 0.1         | 97.2 (93.9,99.0)                       | 98.6 (97.0,99.5)                              |
| 0.18        | 92.9 (88.6,96.0)                       | 97.1 (95.3,98.4)                              |
| 0.2         | 91.0 (86.4,94.5)                       | 96.3 (94.5,97.9)                              |
| 0.4         | 72.6 (66.1,78.5)                       | 91.1 (88.7,93.2)                              |
| 0.6         | 48.6 (41.5,55.5)                       | 85.6 (82.9,88.8)                              |
| Validation cohort |                                      |                                              |
| 0.1         | 90.5 (82.1,95.8)                       | 96.6 (93.5,98.5)                              |
| 0.18        | 84.5 (75.0,91.5)                       | 95.2 (92.0,97.4)                              |
| 0.2         | 82.1 (72.3,93.6)                       | 94.6 (91.3,96.9)                              |
| 0.4         | 66.7 (55.5,76.6)                       | 91.8 (88.3,94.5)                              |
| 0.6         | 41.7 (31.0,52.9)                       | 87.4 (83.7,90.6)                              |

Sensitivity, specificity, positive predictive value and negative predictive value are stated in percentage with 95% confidence intervals in brackets.

1 This probability is the optimal cut-off determined by using the Youden method from the derivation cohort.
The Hosmer–Lemeshow (H–L) test p-value of 0.781 and the calibration plot (Figure 2) showed similar results between predicted and observed outcome, which indicated superb calibration power of the model.

The unknown contact history prediction model dropped contact history from the model leaving age, total WCC and CXR consolidation/GGO with absent pleural effusions in the model with minor adjustments in the odds ratios. Testing against the validation dataset revealed a lower AUC of 0.880 (CI: 0.844–0.916) as compared to the overall cohort model but can still be regarded as excellent. The H–L test p-value was 0.155 and a good fit on the calibration plot (Figure 2).

The result of sensitivity analysis using multiple imputation and 10-fold cross validation showed that the same predictors were included in the models, and similar validation indicators and calibration plot were obtained.

The sensitivity, specificity, PPV, NPV for probabilities of 0.1, 0.2, 0.4 and 0.6 for both models can be seen in Table 3. The optimal probability cut-off for the overall cohort model and unknown contact history model was 0.18. The lower probabilities (e.g. 0.1) give a higher sensitivity and NPV, whilst the higher probabilities (e.g. 0.4 and 0.6) give higher specificity and PPV in both the overall cohort model and the unknown contact history model.

The nomograms in Figures 3 and 4 were developed based on the derived risk prediction models. Using the overall cohort model nomogram (Figure 3) as an example, if a patient suspected to have COVID-19 is aged 50 years, has no contact history, WCC of 2 × 10⁹ cells/L and a CXR with no consolidation/GGO and absent PEff, the scoring will be as follows: Age has two steps, so for age 50 at step 1, allocate 2 points; for step 2: allocate 7.5 points. For no contact history, which is step 3, allocate 0 points. For a total white cell count (WCC) of 2 × 10⁹ cells/L at step 4, allocate 7.5 points. For a CXR with no consolidation/GGO and absent PEff at step 5, allocate 0 points. Therefore, they would be allocated a total score of 16.5 points, which equates to 0.6–0.7 probability (i.e. 60%–70% probability) of being COVID-19 positive.

**Discussion**

In our study, we have developed two risk prediction models for determining COVID-19 positive patients, which have been validated with a separate dataset. Both models have an excellent AUC with good matching with the validation dataset. The models are based on parameters (i.e. total WCC and CXR consolidation/GGO with absent pleural effusions) that are available in general hospitals and clinical data (i.e. age with or without contact history). We have also provided nomograms to determine the probability of COVID-19, with several different probabilities illustrated to show the sensitivity, specificity, PPV and NPV so that clinicians or healthcare systems can decide which probabilities would make the best cut-offs for RT-PCR testing. The development of these nomograms will hopefully improve front-line clinicians’ diagnostic accuracy to help identify patients with COVID-19 where RT-PCR may not be available or rapid results cannot be provided.

Currently, recommendations have been made on determining the likelihood of patients being COVID-19 positive. However, these are based on studies that have solely focused on COVID-19 patients without a comparison group. As such lymphopenia has been proposed as a useful marker of COVID-19 positivity (British Society of Thoracic Imaging, 2020). However, if one compares the lymphocyte counts between the positive and negative cohorts, there is no significant difference with the lymphocyte counts of both groups. The mean lymphocyte count of both cohorts are in the lower end of normal. In contrast, WCC were significantly higher in the negative group than the positive COVID-19 patients and on average above the normal range in the negative patients. WCC is likely a better predictor as compared to lymphocyte count because it incorporates the lower neutrophil count and similar lymphocyte counts between COVID positive patients as compared to negative patients. Indeed, a normal or low WCC was stated as a feature of COVID-19 in the early stages of the epidemic from China’s National Health Commission. Thus, our data provide evidence that these initial observations of COVID-19 were indeed accurate.

CXR consolidation/GGO with absent pleural effusions is the typical appearance of COVID-19 radiologically (Wong et al., 2020). This model confirms that using CXR in addition to other parameters is helpful to identify COVID-19 patients. This has already been incorporated into societal recommendations, and our models provide evidence to support this approach despite the lower sensitivity of CXR as compared to CT (American College of Radiology, 2020; British Society of Thoracic Imaging, 2020). Our model did not incorporate CT as CT was not easily available for our COVID-19 positive patients and indeed the negative patients. This would likely be the scenario globally during this pandemic. CT with its higher sensitivity (Fang et al., 2020) will likely improve the diagnostic accuracy, but this is dependent on the facilities in each health service. Not all health services can dedicate CT scanners for COVID-19 diagnosis due to either a lack of scanner availability and/or the extensive cleaning required after each COVID-19 scan, which reduces the radiology department’s productivity (Hope et al., 2020). In our study, we wanted to focus on parameters that would be easily accessible to all patients seen in the general hospitals, as some health systems even struggle to make CXR and WCC available (Ayebare et al., 2020).

**Figure 2.** Calibration plot for the Overall Cohort Model and Unknown Contact History Model for the risk of COVID-19.
Figure 3. Nomogram of the Overall Cohort in Table 2. A total score is calculated from the addition of the scores for the variables chest x-ray (CXR) consolidation/ground glass opacity (GGO), contact history, white cell count and age. Note that age has two steps, whilst other variables have only 1 step. The total score can then be marked on the bottom row and compared with the probability scale above. For example, a patient suspected to have COVID-19 aged 50 (step 1: allocate 2 points and step 2: allocate 7.5 points), has no contact history (step 3: allocate 0 points), total white cell count (WCC) of $2 \times 10^8$ cells/L (step 4: allocate 7 points) and a CXR with no consolidation/GGO and absent pleural effusion (PE) (step 5: allocated 0 points), would receive a total score of 16.5 points, which equates to a probability of between 0.6 and 0.7. A clinician then refers to the probability table (Table 3) and decides what degree of sensitivity, specificity, positive predictive value or negative predictive value is adequate for their setting.

Figure 4. Nomogram of the Overall Cohort in Table 4. A total score is calculated from the addition of the scores for the variables pleural effusion, chest x-ray (CXR) consolidation/ground glass opacity (GGO), white cell count, age and vomiting symptom. Note that age has two steps, whilst other variables have only 1 step. The total score can then be marked on the bottom row and compared with the probability scale above. For example, a patient suspected to have COVID-19 aged 40 (step 1: allocate 2 points and step 2: allocate 8.5 points), total white cell count (WCC) of $8 \times 10^8$ cells/L (step 3: allocate 3 points) and a CXR with consolidation/GGO and absent pleural effusion (PE) (step 4: allocated 1.5 points), would receive a total score of 15 points which equates to a probability of between 0.6 and 0.7. A clinician then refers to the probability table (Table 3) and decides what degree of sensitivity, specificity, positive predictive value or negative predictive value is adequate for their setting.

In our cohort, age is a significant predictor for COVID-19. In this study, the COVID-19 patients were significantly younger than the negative patients. This can be partly explained by younger patients being more mobile, and thus being more susceptible to develop COVID-19 as compared to the older population who may travel less. The review of previous publications have indicated that patients with COVID-19 are usually younger. In Korea, one paper indicated that >60% of patients (Shim et al., 2020) were <49 years old, whilst in China, 51.2%–55.1% (Guan et al., 2020; Huang et al., 2020) of patients were <49 years old. The two nomograms in this
study allocated higher scoring to the younger patients including children. This is possibly due to children having less symptoms and even less radiological changes \( \text{Qiu et al., 2020; Chen et al., 2020} \) making the identification of COVID-19 more difficult. Indeed, this possibly explains the noticeably less children confirmed to have COVID-19 and the statistical significance of age in the models for determining patients who are positive for SARS-CoV2. However, age as a predictor is extremely representative of this cohort. In a different healthcare system where more elderly patients present, age as a predictor will likely need to be further investigated.

The models we have established can set different probabilities to allow medical systems to self-determine the pre-test probability required for RT-PCR testing. Moreover, the nomograms have been developed to visualise the sophisticated mathematical equation, so that it can be adopted in the routine busy clinical practice. However, it should be emphasised that RT-PCR remains the gold standard for diagnosing COVID-19 and that focus should be made on making RT-PCR easily available for testing patients and increasing the time taken for results to be made available.

Our study has several limitations. First, the COVID-19 cases are reflective of practice in Hong Kong that has been active in screening for COVID-19, which has included asymptomatic patients (5.6% in this cohort) with contact history and patients with mild symptoms. This may not be representative in other health systems worldwide, so this model needs to be validated in those health systems. Secondly, the CXR were assessed by radiologists, so whether these results will be similar with frontline clinicians is uncertain. However, the assessment was simplified so that front-line clinicians can focus their search on CXR to the consolidation/GGO and absence of pleural effusions. Furthermore, some health systems have access to radiology support to review CXRs, and this model possibly justifies this practice if logistically feasible. Thirdly, inflammatory markers like C-reactive protein, creatinine kinase and lactate dehydrogenase were not included in the model as a significant proportion of patients did not have these markers measured at the time of admission. Whether these markers prove useful will require further study. Lastly, asymptomatic patients made up a very small proportion of patients and thus further validation with an asymptomatic cohort would be required to validate this model.

In conclusion, we present two models that have 3 or 4 readily available parameters to improve the accuracy of identifying COVID-19 amongst patients suspected of having COVID-19 with or without known contact history. This will help to identify patients who most likely may benefit from RT-PCR testing and thus help to better allocate RT-PCR testing where this resource is limited.
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