On the injectivity estimation in foam EOR

Thiago O. Quinelato1 · Filipe F. de Paula1,2 · Iury Igreja1 · Luis F. Lozano1 · Grigori Chapiro1

Received: 2 December 2021 / Accepted: 10 February 2022 / Published online: 14 March 2022
© The Author(s) 2022

Abstract
In this work, we study injectivity issues caused by the use of the Peaceman equation in the numerical simulation of chemical enhanced oil recovery (EOR) processes aimed at reducing fluid mobility, such as foam injection, on coarse grids. Employing analytical solutions, we demonstrate that the Peaceman equation, commonly applied to mathematical modeling of the injectivity in commercial simulators, leads to errors of more than two orders of magnitude in the injection well pressure drop when the foam flow effects near the well are considered for assuming homogeneous mobility in a coarse-well block. To circumvent this issue, we investigate numerical treatments focused on the grid of well blocks through local grid partitioning strategies (radial and Cartesian) to improve the injection well bottom-hole pressure (BHP) estimation. This methodology does not change the input data nor the injectivity model characteristics of the commercial simulator. It does not significantly affect the computational cost of the simulation, since the grid treatment occurs only in the blocks containing the wells. Thus, the radial and Cartesian grid partitioning for the well block are compared using the STARS simulator. Our results show the clear capability of the methodology to reduce the well BHP overestimation, mitigating the errors caused by the Peaceman equation. Indeed, in some simulated scenarios, the BHP overestimation was reduced a hundredfold after applying the partitioning technique. Furthermore, we discuss the choice of simulation parameters leading to more accurate and numerically stable results.
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Abbreviations
\[ F_i \] STARS model functions related to the concentration of surfactant \((i = 1)\), the action of water saturation in foam behavior \((i = 2)\), the presence of oil \((i = 3)\), the gas velocity \((i = 4)\), the capillary number \((i = 5)\), and the salinity of brine \((i = 6)\)
\[ f_g/f_w \] Fractional flux function of gas/water
\[ FDRY \] The dry-out effects function
\[ FMNOB \] Maximum gas mobility reduction in STARS model
\[ h \] Block length
\[ H \] Block thickness
\[ n_g/n_w \] Relative permeability exponent of gas/water
\[ n_{rd} \] Number of radial blocks in hybrid grids
\[ MRF \] Mobility reduction factor
\[ K \] Absolute permeability
\[ k_{rg}^f \] Foamed gas relative permeability function
\[ k_{rg} \] Gas relative permeability function in absence of foam
\[ k_{rw} \] Water relative permeability function
\[ k_{rg}^0/k_{rw}^0 \] Gas/water relative permeability end-point
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**Introduction**

The injection of foam in porous media has been identified as a promising enhanced oil recovery technique (Gassara et al. 2017). During foam injection, better conformation control is expected than when no-foamed gas (either in a single slug or in a WAG scheme) is injected, because foam is shown to increase apparent viscosity of the injected fluid, leading to reduced gravity override and viscous fingering (Smith 1988; Hirasaki 1989a, b). However, when adopting the Peaceman well model (Peaceman 1978) [the most used in commercial software, such as STARS (Computer Modeling Group 2019)] in foam simulations, the well injectivity can be significantly underestimated when combined with a coarse grid (Rossen 2003, 2013; Leeftink et al. 2015; Li et al. 2017; Gong et al. 2019). The problem of injectivity loss in foam simulations occurs, because the Peaceman equation assumes uniform water saturation near the well. That issue can be exacerbated in numerical simulations due to the reservoir spatial discretization, in which inevitably the dimensions of any grid block containing a well are much larger than the wellbore radius itself, and the wells are mathematically represented as sources (injection well) or sinks (production well) within the coarse grid block (Peaceman 1978). This well modeling approach is usually not adequate when dealing with viscous fluids, such as heavy oil (Computer Modeling Group 2019), polymer solution (Li et al. 2017), or foam (Gong et al. 2020; Rossen 2013). The reason is that it cannot adequately capture near-wellbore effects that can have a significant influence on overall reservoir simulation results (Computer Modeling Group 2019).

Some techniques have been proposed in the literature to overcome the injectivity issues related to the foam EOR technique. Leeftink et al. (2015) present a methodology based on the computation of the correct well injectivity from the analytical solution for the water saturation around the well region using a radial flow model. However, their solution is over-restricted by simplifying hypotheses, and the methodology lacks a procedure applicable in commercial simulators. On the other hand, Soulat et al. (2020) focused on developing a methodology that could be embedded into commercial simulators. They propose a modification to the well index that takes into account only the foam quality. Nonetheless, the well index alteration is oversimplified and cannot be used when only gas flows through the well (e.g., during a SAG process). To reduce the overestimation of the Peaceman model in the SAG foam process, Gong et al. (2019) proposed a negative constant for the skin factor based on a prediction obtained by a simplified radial flow model with fitted data from core flood experiments. Li et al. (2017) studied the difficulties in using the Peaceman model combined with an EOR by polymer flooding. In this case, since the Peaceman equation assumes an average velocity in the well block, the polymer apparent viscosity is incorrectly estimated, and so is the injectivity. The authors then propose a modification of the skin factor of the classical well model that can be readily input into STARS simulator.

In this context, this paper first investigates the issues encountered when the Peaceman model is used to compute the injectivity of foam using analytical solutions, as presented by Leeftink et al. (2015). This study demonstrates that the association between the assumptions of the Peaceman model with an excessively coarse-well block generates wrong injectivity estimates when the foam is used to reduce the mobility of the gas phase. Our goal is to present a simple tool that engineers can immediately use to circumvent the injectivity estimate issue. That is why, we focus on the implementation in STARS simulator. Thus, two types of grid partitioning are studied: Cartesian and hybrid. The Cartesian is characterized by increasing the number of Cartesian grid blocks around the wells (therefore, using smaller blocks). The hybrid grid method, readily available in STARS, is based on the definition of a cylindrical grid in the near-well region that can better capture the radial flow nature of the well injection/production flow. The hybrid grid technique depends on parameters associated with the number of grid partitions and the radius of the innermost cylinder. Notice that changing the grid partition using Peaceman model changes the physics of the model; it is not equivalent to

| Symbol | Definition |
|--------|------------|
| $P_w$  | Well pressure |
| $P_{re}$ | Pressure at the equivalent radius |
| $Q$   | Volumetric flow rate |
| $r_1$  | First radial block radius |
| $r_w$  | Well radius |
| $r_b$  | Block radius |
| $r_{eq}$ | Equivalent radius |
| SFDRY | Critical water saturation in STARS model |
| SFBET | Sharpness of transition between high-quality and low-quality foam of STARS model |
| $S_{gr}$ | Residual gas saturation |
| $S_w$  | Water saturation |
| $S_{wc}$ | Connate water saturation |
| $u/w_u$ | Total superficial velocity/water superficial velocity |
| $\alpha$ | The ratio between the outer radius and the inner radius |
| $\alpha_i$ | The ratio between the first radial block radius and the well radius |
| $\lambda_g/\lambda_w$ | Mobility of gas/water |
| $\lambda_{rt}$ | Total mobility |
| $\mu_g$ | Gas viscosity in absence of foam |
| $\mu_w$ | Water viscosity |
| $\phi$ | Porosity |
grid refinement in the sense of standard Numerical Analysis. One of the goals of this work is to obtain the proper choice of these parameters generating better estimates for the bottom-hole pressure (BHP), and also controlling numerical instabilities.

Differently from several other methods proposed in the literature (Leeftink et al. 2015; Soulat et al. 2020; Gong et al. 2019; Li et al. 2017), none of the well block partitioning approaches changes the input data or the commercial reservoir simulator injectivity model (including formulas or values for the well index or the skin factor, for instance). The results obtained with these strategies show a better estimation of the BHP (or equivalently, the well injectivity) as the number of well block partitions is increased, especially when the innermost block is closer to the wellbore. Moreover, the injectivity issues due to the use of the Peaceman equation are mitigated, and the deviations of the injectivity in real foam flooding applications from the simulations are greatly reduced. This leads to more reliable foam simulations that can be used to design field applications with more accuracy.

Local grid partitioning has been successfully applied to petroleum reservoir simulations for decades (Pedrosa Jr. and Aziz 1986; von Rosenberg 1982; Aziz 1993; Ding et al. 1998). This type of partitioning depends on several parameters, which are not directly determined. Up to our knowledge, a systematic parameter study is lacking in the context of the injectivity misestimation during the injection of high viscous fluids, such as foamed gas. We demonstrate the influence of the parameters (number of grid partitions and the radius of the innermost cylinder) of the hybrid grid technique in the estimation of BHP, emphasizing the values that present the best results and those resulting in numerical instabilities.

This work is organized as follows: The second section presents the mathematical formulation of the problem; the third section highlights the well injectivity issues through an analytical solution by the Method of Characteristics; next, in the forth section, we present grid treatments to the well block and numerical results using STARS; Finally, the fifth and sixth sections present discussions and conclusions.

Radial flow model including foam effects

We consider the problem of determining the pressure drop due to the injection of \( N_2 \) gas at a fixed volumetric rate \( Q \) through a well placed in the center of a reservoir block initially saturated with an aqueous solution of surfactant. For the matter of simplifying the presentation, let us assume both the rock and fluids are incompressible, the flow is isothermal, the gravity effects can be neglected, and, in the neighborhood of the injection well, the rock is homogeneous, the fluids are immiscible, and the oil phase is not present. Under these hypotheses, the flow is radial with the superficial velocity (Chen et al. 2006)

\[
 u(r) = \frac{Q}{2\pi r H},
\]

where \( r \) is the radius, and \( H \) is the block thickness. To formulate the problem, we need some standard fractional flow theory relations (Chen et al. 2006; Buckley and Leverett 1942), presented next. The superficial velocity of the water phase is defined by

\[
 u_w = u f_w,
\]

where \( f_w \) denotes the fractional flow of water (the ratio between the mobility of water phase, \( \lambda_w \), and the total fluid mobility, \( \lambda_i = \lambda_w + \lambda_g \) : \( f_w = \lambda_w / \lambda_i \). The mobility of water \( \lambda_w \) and gas \( \lambda_g \) phases are defined by \( \lambda_w = k_{rw}/\mu_w \), \( \lambda_g = k_{rg}/\mu_g \), where \( \mu_w \) and \( \mu_g \) are the viscosities of water and gas and \( k_{rw} \) and \( k_{rg} \) are the Corey-type relative permeabilities of water and (possibly foamed) gas phases given by

\[
 k_{rw}(S_w) = k_{rw}^0 \left( \frac{S_w - S_{w_c}}{1 - S_{w_c} - S_{g_r}} \right)^{n_w},
\]

\[
 k_{rg}(S_w) = k_{rg}^0 \left( \frac{1 - S_w - S_{g_r}}{1 - S_{w_c} - S_{g_r}} \right)^{n_g},
\]

\[
 k_{rg}(S_w) = \frac{k_{rg}}{MRF}.
\]

Notice that \( k_{rw}^0 \) and \( k_{rg}^0 \) represent the end-point relative permeabilities; \( S_{w_c} \) and \( S_{g_r} \) denote the connate water and residual gas saturations. The reduction of gas mobility due to foam injection (Computer Modeling Group 2019)

\[
 MRF = 1 + FMMOB \times FDRY \times \prod_{i=1}^{6} F_i
\]

assumes local equilibrium between the dynamics of creating and coalescing bubbles and follows an implicit texture model that can incorporate the effects of surfactant in water \( (F_i) \), the presence of oil \( (F_2 \) and \( F_3 \), the balance between viscous forces and surface tension forces (i.e., capillary number) \( (F_3 \) and \( F_4 \), the salinity of the brine \( (F_6) \), and the dry-out effects (FDRY). FMMOB defines the maximum gas mobility reduction. This work is focused on the suitability of the Peaceman equation to compute injectivity during foam injection, and therefore, we shall use a simplified foam model. Thus, we take \( F_i = 1, i = 1, \ldots, 6 \). The only remaining function, FDRY, is represented by default in STARS (Computer Modeling Group 2019) as
where $S_{FBET}$ indicates the abruptness of the dry-out effect, and $S_{FDRY}$ is a critical water saturation (below which foam collapses). The parameter $S_{FDRY}$ is considered constant in agreement with the hypotheses of this work: the MRF does not depend on surfactant concentration, oil saturation, salinity, or flow rate. These expressions are functions of the water saturation $S_w$, which can be simplified by changing the variable to

$$S = \frac{S_w - S_{wc}}{1 - S_{wc} - S_{gr}}, \quad S \in [0, 1].$$

The remaining parameters are listed in Table 1. The relative permeability and foam parameters were defined in Kapetas et al. (2017) and Rossen and Boeije (2014) by adjusting the models to coreflood experiments on Bentheimer sandstone.

A plot of the relative permeability curves (Eqs. (3) through (5)) is shown in Fig. 1. An illustration of the impact of foam on total mobility can be seen in Fig. 2.

To simulate the drainage of the well block, we define the left (injection) state $J = S^- = 0$ and right (initial) state $I = S^+ = 1$.

**Estimating injectivity in a grid block**

Let us describe how to estimate the injectivity, why the wrong injectivity estimates appear in simulations, and finally, how to circumvent this issue.

![Fig. 1 Gas, water, and foamed gas relative permeabilities](image1)

![Fig. 2 Total fluid mobility with and without foam](image2)

![Table 1 Parameter values for the foam flow in porous media based on data from Kapetas et al. (2017) and Rossen and Boeije (2014) for Bentheimer sandstone](table1)

| Symbol | Value | Symbol | Value |
|--------|-------|--------|-------|
| $S_{wc}$ | 0.25 (–) | $K$ | 1.9 darcy |
| $S_{gr}$ | 0.2 (–) | $Q$ | $2.5 \cdot 10^{-4}$ m$^3$/s |
| $k_{rw}$ | 0.39 (–) | $r_w$ | 0.1 m |
| $n_w$ | 2.86 (–) | $H$ | 30 m |
| $k_{rg}$ | 0.59 (–) | $h$ | 36 m |
| $n_g$ | 0.70 (–) | FMMOB | 120,000 (–) |
| $\mu_w$ | $10^{-3}$ Pa s | $S_{FBET}$ | 10,000 (–) |
| $\mu_g$ | $1.45498 \times 10^{-3}$ Pa s | $S_{FDRY}$ | 0.274 (–) |
| $\phi$ | 0.24 (–) |
Peaceman injectivity in a grid block

Following Peaceman (1978) and Chen and Zhang (2009), the difference between the pressure in a well and in its block can be computed as

\[ P_w - P_{re} = \frac{Q}{2\pi HK\lambda_{rt}} \ln \frac{r_{eq}}{r_w}, \tag{12} \]

where \( P_w \) is the well pressure, \( P_{re} \) is the pressure at the equivalent radius (which will also be the pressure in the well block, because the pressure is assumed piecewise constant), and \( r_{eq} \) is the equivalent radius, defined as

\[ r_{eq} = e^{-\pi/2} h. \tag{13} \]

The pressure drop estimate (Eq. 12) is widely used in reservoir simulations. As it is based on the average saturation in the well block (and therefore, on a uniform \( \lambda_{rt} \)), its application on coarse grids is limited to scenarios where the mobility of the fluid mixture does not change much near the well. Unfortunately, during foam injection, the total fluid mobility changes considerably (see Fig. 2), causing the pressure drop estimate given by Eq. (12) to be useless, as it often underestimates the injectivity of the well (Leeftink et al. 2015).

An alternative to the Peaceman model was presented by Leeftink et al. (2015) providing a better injectivity estimate for the foam EOR processes. The idea is to drop the piecewise-constant hypothesis for fluid phases’ saturations (at least in the well block) and compute the pressure drop by integrating the ODE

\[ \frac{dP}{dr} = -\frac{Q}{2\pi HK\lambda_{rt}(S_w(r))}, \tag{14} \]

from \( r_w \) to \( r_{eq} \). The water saturation profile is given by the solution of Eq. (11) using the Method of Characteristics (see Appendix A) as plotted in Fig. 3. The natural limitation of this approach is that it requires an analytical solution, which is not available for compressible foam flow in porous medium.

How wrong injectivity estimates appear in numerical simulators

Let us compare the pressure drop computed using Eq. (14) with the one given by Eq. (12), where \( \lambda_{rt} \) is dependent on the water saturation of a cylindrical well block, which is computed via the integration of the mass conservation equation

\[ \frac{dS_w}{dr} = -\frac{Qf_w(S_w)}{H\pi r_w^2 \phi}, \tag{15} \]

by a combination of an implicit Euler scheme and Newton’s method. Figure 3 shows these pressure drops and the one computed using STARS software for compressible fluids using parameter values listed in Table 1. As one can see, the large spatial variation in water saturation (therefore, in the total mobility) causes the hypothesis of piecewise-constant mobility in the Peaceman model to be far from valid when foam alters the gas phase mobility.

The pressure drop computed assuming uniform mobility increases until the water saturation in the well block reaches the SFDRY value, at which point the maximum pressure drop is attained. As the gas injection continues, the pressure drop rapidly decays. Although the physics of this problem requires a higher pressure drop initially to maintain the flow rate (due to the mobility reduction caused by foam) and a subsequent decrease in the pressure drop (due to the destruction of the bubbles caused by the water saturation reaching the SFDRY value), the analytical solution developed using the Method of Characteristics indicates that the Peaceman approach underestimates the injectivity most of the time, as can be seen in Fig. 3.

Notice that the simplifying hypothesis of incompressible phases (adopted to obtain the analytical solution) leads to a faster decrease in the water saturation of the well block, which in turn leads to an earlier increase in the pressure drop (after the injection of around 0.4 PV of gas) when compared to the pressure drop simulated in STARS (which reaches its maximum value after the injection of around 0.7 PV of gas). However, the pressure drop peak region and the overestimated behavior obtained by the Peaceman model in STARS remain.

In Fig. 4, we compare Peaceman and MOC-based approaches, varying the FMMOB and SFDRY parameters and fixing the other values of Table 1. In both cases, it is possible to observe that the Peaceman equation overestimates the pressure drop when compared to the MOC solution, even for the scenario with no foam (FMMOB = 0), a
phenomenon also observed in other works, as commented by Leeftink et al. (2015). As shown in Fig. 4a, the increase in the FMMOB parameter implies more significant differences between the pressure drops obtained using Peaceman and MOC, indicating that the error caused by the Peaceman equation is accentuated with the increase in the mobility reduction factor. On the other hand, the increase of SFDRY (presented in Fig. 4b) causes a reduction in the maximum pressure drop given by the Peaceman equation; this is due to the critical water saturation being reached earlier, causing the destruction of the bubbles and, consequently, an abrupt decrease in the pressure drop required to maintain the injection flow rate.

Circumventing injectivity issues in STARS simulator

As observed previously, the use of the classical Peaceman well model (Peaceman 1978) for reservoir simulation can lead to improper handling of the total mobility near the well and, therefore, resulting in an overestimation of the pressure drop (or equivalently the well BHP). This behavior is especially exacerbated when the well radius is much smaller than the well block itself, resulting in a poor estimate of the water saturation (and, therefore, of the phase mobility) in the well block, a region that presents high saturation variation (Leeftink et al. 2015; Gong et al. 2020). For an injection well located within a coarse grid block, if the BHP is fixed, the injectivity is excessively low, and if the injection flow rate is imposed, the BHP can get extremely high (Computer Modeling Group 2019). Similarly, for producer wells, the breakthrough time prediction cannot be adequately handled (Letkeman and Ridings 1970; MacDonald 1970; Computer Modeling Group 2019).

A local Cartesian well block grid partitioning technique was proposed in Pedrosa Jr. and Aziz (1986) and von Rosenberg (1982) improving well modeling for two-phase flow. This method defines a grid partitioning of the well region only, avoiding an excessive global grid refinement and reducing computational costs. A schematics of the local Cartesian grid partitioning can be seen in Fig. 5a. The effect of the additional blocks on the computational costs, however, should not always be neglected. Also, a Cartesian grid partitioning does not match the radial geometry of the near-well flow (Pedrosa Jr. and Aziz 1986).

Knowing that the accurate approximation of near-wellbore flow phenomena has a strong influence on the overall reservoir simulation, the hybrid grid concept was developed by Pedrosa Jr. and Aziz (1986) to match the need for an accurate and simple way to represent the two-phase flow in near-wellbore regions in reservoir simulators. In the hybrid grid approach, the entire reservoir is divided into well and reservoir regions, as shown in Fig. 5b:

- **Well regions** A cylindrical grid system is used in the region around the well within the Cartesian well block, allowing for a more rigorous treatment of the near-well radial flow effects and mitigating the overestimation problem in the Peaceman well model.
Reservoir region. Far away from the wells, the flow geometry may be considered to be approximately linear. Therefore, a Cartesian grid is appropriate for this region.

We follow both Cartesian and hybrid methodologies to study how to circumvent the injectivity misestimate for the foam EOR.

In STARS, the hybrid grid feature has several parameters; among them, we chose to analyze the following: the number of radial blocks, $n_{rd}$, the ratio between the first radial block radius (denoted as $r_1$) and the well radius (Computer Modeling Group 2019)

$$r_1 = a_i r_w,$$

as shown in Fig. 5b. In the next section, we show how to improve the well injectivity estimate by adjusting these parameters. Notice that changing the grid partitioning for the foam flow simulations changes the physics through Peace-man equation. That is why, the effects of the grid refinement (see the next section) are not equivalent to the standard Numerical Analysis, where the physics is fixed.

### Parameter investigation through numerical simulations

This section reports computational results based on a five-spot pattern obtained using the STARS simulator, version 2019.10. The production wells were located far enough apart, with a BHP of 1,000 kPa, so that no gas breakthrough would occur during the simulated period. The remaining parameters are the ones from Table 1. More details and the input file are in the supplementary material.

The Cartesian and hybrid strategies are used to produce two sequences of partitioned grids. The resulting injection well BHP for these grids is shown in Fig. 6. When a local (hybrid or Cartesian) grid partitioning strategy is applied, the average BHP required to maintain a fixed injection flow rate reduces significantly (Fig. 6a, b). Although even the most partitioned grids still present peaks in pressure (see the zoom in the peak regions in Fig. 6c, d), the maximum BHP clearly diminishes as the well block gets more partitioned, as shown in Fig. 7. Hence, it is expected that these peaks will vanish in an asymptotic successive grid partitioning.

In the hybrid grids, the radius of the first block is, by default, computed by STARS using relation (Computer Modeling Group 2019)

$$r_1 = \frac{h}{(n_{rd} + 1) \sqrt{\pi}}.$$  

In the most refined case ($n_{rd} = 25$), $r_1$ is approximately 0.781 m and, from Eq. (16), $a_i \approx 7.81$.

We now show the results of a second study, in which we analyze the influence of $a_i$ in the injectivity computation. In Fig. 8, the reference result ($a_i \approx 7.81$) is compared with $a_i = 2.0, 3.25, 4.5, 5.75, 7.0$, which generates the values $r_1 = 0.2$ m, 0.325 m, 0.45 m, 0.575 m, 0.7 m for the radius of the first block. The results show that the well BHP peaks get lower and narrower as $a_i$ value reduces,
i.e., as the grid partitioning becomes more concentrated near the well (see Fig. 9). The minimum value for the injection well BHP peak is 1,975 kPa, when \( n_{nd} = 25 \) and \( a_f = 2.0 \).

**Discussion**

The approach studied in this work has advantages over the analytical methodology presented by Leeftink et al. (2015): (1) the analytical technique can compute only the well pressure drop, not being able to provide the well BHP (that is usually the desired quantity for well operation). Up to our knowledge, this limitation is due to the difficulties to obtain an analytical solution for the pressure equation; (2) STARS is based on a mathematical model that includes complex physical phenomena of multi-phase flow in porous media, such as compressibility, three-phase flow, and various EOR techniques; when the well block grid partitioning is applied in STARS, these phenomena are automatically taken into account. Analytical solutions are not available for these advanced model characteristics due to inherent difficulties that analytical methods, such as MOC, have when handling the equations.
On the other hand, the hybrid grid partitioning technique can have practical limitations:

- By manipulating the parameter \(\alpha_i\), that controls the ratio between the outer radius and the inner radius for the remaining annular blocks (i.e., \(\alpha_i = r_2/r_1 = r_3/r_2 = \ldots\)), it is possible to increase the number of block grid partitions beyond \(n_{rd} = 25\). However, the number of grid partitions has a limit. It is not possible to indiscriminately partition, because the computational cost increases, and numerical instabilities appear after a grid partitioning threshold.

- Although the maximum value of the BHP decreases as \(r_1 \rightarrow r_w\), numerical instabilities arise in the interval \(1 < \alpha_i < 2\). These instabilities increase the computational cost as STARS is forced to use smaller time steps in the simulation. The BHP peaks can also be affected by these instabilities, presenting higher values than when \(\alpha_i \geq 2\), which is not consistent with our expectations.

---

**Fig. 7** The maximum injection well BHP is reduced with the well block grid partitioning. **a** Hybrid grid partitioning; **b** cartesian grid partitioning

**Fig. 8** Evolution of the injection well BHP using several values of the parameter \(\alpha_i\). The injected volume is measured with respect to the pore volume of the non-refined well block. **a** Injection well BHP for several values of \(\alpha_i\); **b** zoomed region of the injection well BHP for several values of \(\alpha_i\).
In the results presented in this work, the parameter combination with the best output was \( n_{rd} = 25, \quad \alpha_i = 2.0 \) and \( \alpha \) computed by STARS using the relation (Computer Modeling Group 2019)

\[
\alpha = \left( \frac{h^2}{\pi r_i^2} \right) \frac{1}{2(n_{rd} - 1)}.
\]  

(18)

It is worth noticing that the outcome of using a specific parameter combination can strongly depend on the grid characteristics and the other simulation parameters. It can be inferred that the choice for moderate values of \( \alpha_i \) and \( n_{rd} \), combined with the default \( \alpha \) calculation, leads to more promising results and reduced numerical instabilities.

Even though the numerical experiments using well block grid partitioning still present high BHP peaks, these peaks are expected to vanish in an asymptotic behavior. However, these high peaks can be used to estimate the deviations of the simulations results from the reality of field applications.

Conclusions

- The analysis by the Method of Characteristics shows the pressure drop computed using the Peaceman equation (implemented in STARS) can greatly misestimate the injectivity during foam injection. The leading causes of this issue are the simplifying Peaceman model assumptions, such as a uniform water saturation in the well block, associated with a coarse grid.
- The well block grid treatment adopted in STARS circumvents the injectivity problem during foam injection in porous media;
- Differently from other methodologies, the employed block well partitioning technique (Cartesian or hybrid) does not change the input data nor the characteristics of the injectivity model of the STARS simulator. It applies a local grid partitioning only in the blocks that contain wells, without significant computational impact.
- Our results show that the well block grid partitioning, either Cartesian or hybrid, significantly improves the estimation of the injection well BHP needed to maintain a constant injection flow rate.
- The hybrid grid partitioning can better represent the radial flow characteristics near the well region and requires fewer grid partitions when compared to the Cartesian grid.
- The increase in well block grid partitioning, following both strategies, significantly reduces the BHP peaks. This reduction is especially accentuated with the hybrid grid associated with a thin first radial block.
- The proper choice of parameters for the hybrid grid technique can improve the estimation of BHP. On the other hand, inadequate choices can increase computational costs and generate inaccurate estimates due to numerical instabilities.

Appendix A: solution using method of characteristics

The two-phase flow as described in Eq. (11) is a classical conservation law, which solution was proposed by Buckley and Leverett (1942) and Oleinik (1957). It can be expressed in terms of the normalized water saturation (Eq. 8) as

\[
S(x_D, t_D) = \begin{cases} 
(f_w')^{-1} \left( \frac{x_D}{t_D} \right), & 0 < \frac{x_D}{t_D} \leq f_w'(S_M) \\
S_M, & f_w'(S_M) < \frac{x_D}{t_D} \leq \sigma \\
1, & \sigma < \frac{x_D}{t_D},
\end{cases}
\]  

(19)

Fig. 9 Maximum injection well BHP for each \( \alpha_i \) value

Fig. 10 Fractional flow function with point \( S_M, f_w^M \) indicating entropic shock wave satisfying Rankine–Hugoniot conditions
where \( S_M \) is obtained through

\[
f_w'(S_M) = \frac{f_w(S_M) - 1}{S_M - 1}
\]  

(20)

and \( \sigma \) is the shock front’s velocity defined by Rankine-Hugoniot equation

\[
\sigma = \frac{f_w(S_M) - 1}{S_M - 1}.
\]

(21)

The solution (Eq. 19) has a simple interpretation in the context of the method of characteristics as a rarefaction wave followed by a shock wave. Here, rarefaction wave is the spreading continuous part of the solution and the shock wave is the discontinuous one; for more details, see Smoller (1994). According to the theory, the shock curve must satisfy Rankine–Hugoniot equation (Eq. 21) and a tangent condition graphically represented in Fig. 10. Riemann problem solution profile and the corresponding characteristic curves are plotted in Fig. 11a, b.
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