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Abstract—Due to the sheer scale of the Internet of Things (IoT) and 5G, the wireless spectrum is becoming severely congested. For this reason, wireless devices will need to continuously adapt to current spectrum conditions by changing their communication parameters in real-time. Therefore, wireless signal classification (WSC) will become a compelling necessity to decode fast-changing signals from dynamic transmitters. Thanks to its capability of classifying complex phenomena without explicit mathematical modeling, deep learning (DL) has been demonstrated to be a key enabler of WSC. Although DL can achieve a very high accuracy under certain conditions, recent research has unveiled that the wireless channel can disrupt the features learned by the DL model during training, thus drastically reducing the classification performance in real-world live settings. Since retraining classifiers is cumbersome after deployment, existing work has leveraged the usage of carefully-tailored Finite Impulse Response (FIR) filters that, when applied at the transmitter’s side, can restore the features that are lost because of the channel conditions, i.e., waveform synthesis. However, these approaches compute FIRs using offline optimization strategies, which limits their efficiency in highly-dynamic channel settings. In this paper, we improve the state of the art by proposing Chares, a Deep Reinforcement Learning (DRL)-based framework for channel-resilient adaptive waveform synthesis. Chares adapts to new and unseen channel conditions by optimally computing through DRL the FIRs in real time. Chares is a DRL agent whose architecture is based upon the Twin Delayed Deep Deterministic Policy Gradients (TD3), which requires minimal feedback from the receiver and explores a continuous action space for best performance. Chares has been extensively evaluated on two well-known datasets with an extensive number of channels. We have also evaluated the real-time latency of Chares with an implementation on field-programmable gate array (FPGA). Results show that Chares increases the accuracy up to 4.1x when no waveform synthesis is performed, by 1.9x with respect to existing work, and can compute new actions within 41 ms.

I. INTRODUCTION

The rise of the Internet of Things (IoT) and 5G generation (5G) networks will mark an era where several billion people and devices will ubiquitously request services using a multitude of networking protocols and architectures [1]. The inevitable outcome will be an extremely crowded spectrum (especially in the sub-6GHz regime) where diverse technologies coexist and share the same spectrum bands. To solve this problem – known as spectrum crunch – the networking community is undertaking a radical paradigm shift where inflexible architectures are being left behind in favor of “smart” transceivers that utilize spectrum resources more efficiently by reconfiguring networking parameters and transmission strategies in real time. Dynamic spectrum access [2–4], spectrum sensing [5–8], and reconfigurable transceivers [9–10] are just a few examples of technologies that will become compelling necessities.

Being able to classify phenomena without explicit modeling, deep learning (DL) architectures [11], and in particular convolutional neural networks (CNNs), have experienced a surge of interest from the community over the last few years as flexible and efficient tools to perform a plethora of networking-related tasks – such as modulation classification [12–16], radio fingerprinting [17–20], and real-time radio-frequency (RF) front-end reconfiguration [9–10]. For this reason, DL systems are among the most promising tools to develop and deploy the next-generation of intelligent and adaptive wireless networks [21].

The majority of the above solutions operate in the complex-domain and can be generalized as wireless signal classification (WSC) problems, where waveforms coming from the RF front-end are fed to, and classified by, a neural network [9–10, 22–24]. Most of the existing research has focused on demonstrating the effectiveness of WSC in classifying different spectrum phenomena. For example, O’Shea et al. [13] have demonstrated that on the 24-modulation dataset considered, DL models achieve on the average about 20% higher classification accuracy than legacy learning models. Moreover, Restuccia et al. [25] have proven that DL can achieve 27% improvement over traditional Machine Learning (ML) in large-scale radio fingerprinting. However, research has unveiled that the time-varying nature of the wireless channel (e.g., fading, mobility, interference) could have detrimental consequences to the accuracy of the model when tested with samples collected in different times than when the model was trained [25–26].
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![Fig. 1. Impact of different channel conditions on modulation classification.](image-url)
Since the classifier cannot be trained on all possible channel distributions (and realizations), the accuracy will necessarily drop with channels (e.g., $X, Y$) that are different from the ones seen by the classifier during training (e.g., $1, 2, \ldots, N$). It has been shown that in some cases, the accuracy can drop close to random guessing, making the classifier unusable and unreliable. At the same time, although one might think to retrain or fine-tune the model with new data, once deployed DL systems implemented in hardware are difficult to retrain in real time as devices usually have limited computational capabilities, and storage might not be always enough to maintain a training dataset. In other words, without any intervention, all the time (hours/days) spent training a model would be wasted.

Existing work has proposed the use of optimized Finite Impulse Response (FIR) filters at the transmitter’s side which – by manipulating the position in the complex space of transmitted IQ samples – “synthesize” waveforms such that the salient features of each class are preserved at the receiver’s side despite the negative effect of channel action without compromising the bit error rate (BER). Waveform synthesis is then performed by using FIRs that are computed offline using traditional mathematical optimization. The authors show how this approach can boost classification accuracy by 58% under different channel conditions. However, the core issue is that FIRs are static and used in a deterministic fashion by applying them to all transmissions without considering the current channel conditions. In Section VI we show that such an approach underperforms under diverse and highly-dynamic channel conditions. Moreover, existing work does not take real-time aspects into consideration. Since channels usually change in a matter of milliseconds, it is imperative to design techniques fast enough to operate within channel coherence time.

**Summary of Main Contributions.** This paper presents Chares, a real-time and model-free Deep Reinforcement Learning (DRL) approach that leverages waveform synthesis to improve the resilience of WSC applications via channel-specific FIR filtering (Section IV). Beyond playing video games, DRL has experienced a surge of interest in the wireless networking community as well. This is because DRL provides a very general framework based on partially-observable Markov decision process (POMDP), which allows to dynamically solve a multitude of problems without explicit modeling. The key advantage of DRL is that the model is trained in an online fashion, and therefore it can be fine-tuned according to the current channel conditions. Chares has been designed to be independent of the specific WSC problem, does not require gradients and/or channel models, and only minimal feedback information (i.e., prediction label and/or output of the classifier) is required to synthesize waveforms. To achieve channel resilience, Chares DRL agent is based upon the Twin Delayed Deep Deterministic Policy Gradients (TD3) DRL framework (Section IV) and it is trained off-policy by voluntarily perturbing its computed actions, i.e., the FIR filters, with random Gaussian noise. This procedure allows the agent to learn policies that are robust against noise and perturbation.

We assess the performance of Chares for two different WSC problems, namely modulation classification and radio fingerprinting and show that Chares can be transferred across the two problems without any modification (Section VI). We show that Chares always improve the accuracy of the classifier with gains up to 4.1x if compared to baseline solutions and up to 1.9x if compared to the state-of-the-art where FIR filters are computed offline with white-box approaches. Furthermore, we show that while other solutions do not adapt to unseen channel conditions, Chares can effectively increase the accuracy of the WSC system in both single- and multi-label problems even in the case of adversarial attacks such as jammers. Finally, to demonstrate that Chares can fully operate within typical channel coherence times, we have performed an field-programmable gate array (FPGA) implementation of the state-action policy function of Chares. We show that its latency is below 41µs, orders of magnitude less than coherence time with mobile users in WiFi applications, which is approximately 40ms.

**II. RELATED WORK**

Thanks to their ability to model complex classification and optimization problems, deep learning (DL) is enjoying tremendous popularity. Some applications include modulation classification, radio fingerprinting, and real-time radio-frequency (RF) front-end reconfiguration. We refer the reader to exhaustive surveys on the topic.

Despite its strengths, it has been recently demonstrated that DL and its efficacy in wireless signal classification applications is severely hindered by time-varying channel conditions. Similarly, also Deep Reinforcement Learning (DRL) has been successfully used in a plethora of different contexts in the networking field. Among others, we mention resource allocation and network virtualization in the networking field. Among others, we mention resource allocation and network virtualization. Although DRL has been frequently used for optimization of networking metrics, it has seldom been used so far to improve the performance of other learning systems in the networking context. For example, Wang et al. use DRL to optimize federated learning of non-IID data. Zhan et al. design a DRL-based incentive mechanism for efficient edge learning. To the best of our knowledge, however, there are no DRL applications to improve the resiliency of learning systems that are already deployed and whose re-training is neither possible nor efficient.

Different from existing work, in this paper we consider WSC problems, which are extremely sensitive to channel fluctuations to the point that they cause the accuracy to drop close to random guessing in real-world wireless environments. Although this problem is extremely relevant to many WSC use-cases, only recently has it received attention from the community. Although the approach in has proved its effectiveness on RF fingerprinting WSC problems, it is an offline approach that leverages optimization algorithms requiring gradients of the classifier, which makes this approach not tailored to real-time applications requiring online optimization and where gradients might not be available. Our work separates itself from since we consider an online approach that leverages DRL to counteract channel fluctuations with minimal feedback in real time. Due to the stochastic nature of the channel, we leverage
off-policy training to voluntarily add noise to learned policies which makes Chares resilient against channel fluctuations and unseen conditions. We demonstrate that our approach can operate within the coherence time of the wireless channel. We show that it always outperforms the state-of-the-art by achieving up to 4.1× improvement in terms of classification accuracy, and how Chares can be effectively used for single- and multi-label WSC problems even in the case of adversarial attacks.

III. OUR APPROACH: DRL-BASED WAVEFORM SYNTHESIS

We now present a radically new approach called Chares\(^1\) a DRL-based adaptive system for channel-resilient WSC applications. Rather than re-training the classifier, Chares adds carefully crafted distortions to the transmitted waveform, aiming at restoring and amplifying signal features that are lost after distortions introduced by the wireless channel. Our approach is especially helpful in cases where (i) data is scarce and unbalanced; and (ii) the node has limited computational resources to rapidly re-train and fine-tune the model. As we will describe soon, this is achieved by leveraging Finite Impulse Response (FIR) filtering. Since different channel conditions affect received waveforms – and their features – differently, Chares distorts transmitted waveforms on a per-channel basis by generating FIR filters that are hand-tailored to each channel condition. Before going into the details on Chares architecture and operations, in the following we provide a brief overview on FIR filtering and how it can be used to artificially distort transmitted waveforms to increase classification accuracy.

**Fundamentals of FIRs.** FIR filtering is a DSP technique that makes it possible to filter signals via a limited number of coefficients, i.e., the **FIR taps**. Although FIR filters are usually employed to suppress undesired frequency components of wireless signals, it is possible to change the amplitude and phase of transmitted waveforms in the complex plane, i.e., introduce artificial distortions to the signal, by properly tuning the values of each FIR tap. In other words, for any given complex-valued signal \( x = (x[n])_{n=1,...,N} \), and FIR filter with complex taps \( h = (h[m])_{m=1,...,M} \), the \( n \)-th filtered element of \( x \) can be expressed as follows:

\[
\hat{x}[n] = \sum_{m=0}^{M-1} h[m]x[n-m] \tag{1}
\]

The advantages of FIR filtering for wireless applications are manifold: (i) FIRs have a linear input/output relationship that can be expressed in closed-form; (ii) the output can be computed via fast discrete convolution algorithms \( \mathcal{O}(N \log N) \), thus allowing their usage for real-time applications; (iii) FIRs can efficiently control the position of transmitted IQ samples in the complex-space with just a few taps; and (iv) FIRs can be compensated out from the received waveform at the receiver side, thus removing any distortion added by the transmitted signal.

Although details on the methodology to compute effective FIR filters for channel-resilient WSC will be given in the following sections, here we provide an illustrative example demonstrating the potential of FIR filtering for ML-based wireless communications. We have trained a modulation-recognition NN classifier on the DeepSig RADIOML 2018.01A dataset ([https://www.deepsig.ai/datasets](https://www.deepsig.ai/datasets)) – details on the NN and the dataset are reported in Section IV-A. In Fig. 2, we show two BPSK waveforms as well as the output of the classifier specifying the probability that each waveform is classified as BPSK. The first waveform (top) has been extracted from the dataset and fed to the classifier, with a prediction accuracy of 54.3%. The second one has been obtained by filtering the same waveform with a FIR filter that has been computed with the approach presented in this paper. As clearly shown by Fig. 2 FIR filtering increased classification accuracy by 64%.

IV. CHARES ARCHITECTURE

**System Model.** We consider the communication system in Fig. 3 We assume the receiver is equipped with a wireless signal classifier (e.g., a neural network) trained to perform WSC tasks such as radio fingerprinting, modulation recognition, and so on. We do not make any assumption on the specific classifier’s structure (which hereafter is referred to as the **classifier**), and assume that the classifier outputs a single label identifying the predicted class out of \( C \) possible classes. For example, in the case of modulation classification, the classifier is fed with received waveforms and outputs the predicted modulation scheme that has been applied to those waveforms (e.g., BPSK, QPSK, etc). As shown in Fig. 3 we also assume the output of the classifier is actively utilized within the receive chain to further process the received waveforms. For example, in the case of modulation recognition the predicted labels is used to demodulate and decode received signals, while in RF fingerprinting applications waveforms might be decoded and deciphered by using transmitted-specific encryption keys. We point out that in our system, the accuracy of the classifier plays a vital role in the communication process, as misclassifications would inevitably result in decoding errors.

**Chares Architecture.** The architecture of Chares as well as the main procedures of the system are illustrated in Fig. 3 Chares operates at the transmitter’s side only and consists of two main components: the DRL agent and the FIR filtering component. We consider a **black-box** approach where the transmitter has no access to the classifier (e.g., model, weights) and
To better understand the importance of this feedback, let us assume that the receiver uses a neural network (NN) classifier to first recognize the modulation of incoming waveforms and demodulate them by using NN inference. If the classification procedure is correct, the receiver would be able to properly demodulate and decode received data. On the contrary, in the case of misclassification – due to channel impairments – the receiver would not be able to demodulate received signals, resulting in higher demodulation errors.

Chares Operations. After deployment of transmitter and receiver, we assume that transmitter’s data is processed as is by DSP units and converted into waveforms that are transmitted over the wireless channel. Upon reception, the receiver extracts \( W > 0 \) IQ samples sequences (i.e., a batch) of length \( L \), where \( L \) represents the input size of the classifier. The latter processes the extracted batch and outputs the probability that the input belongs to a specific class (e.g., modulation or device identifier in the case of modulation recognition or RF fingerprinting, respectively) as well as the final predicted class. Then, received waveforms are fed to the DSP module that leverages the output of the classifier to properly decode received signals.

Once received waveforms are processed, the receiver generates feedback containing prediction and decoding results that are sent back to the transmitter. Upon reception of such feedback, Chares DRL agent decides whether or not to compute a new set of FIR taps to be applied to future transmissions so as to improve the classification accuracy of the classifier (details on this procedure will be given in Section VI). For example, if a batch of waveforms has been successfully demodulated by the receiver, the DRL agent does not need to compute new FIR taps as transmitted waveforms are already being classified correctly. On the contrary, if channel action is introducing distortions that result in the receiver reporting the wrong classification labels, Chares DRL agent reacts to counteract channel action and computes a new set of FIR taps that would restore signal features and increase the accuracy of the classifier.

Chares leverages classifier’s output (e.g., softmax, predicted label) to respond to specific outputs of the classifier. In Section VI, we will show that average values are enough for Chares to increase the classification accuracy.

- **Classifier-specific**: this class includes any information available at the output of the classifier such as predicted labels (out of \( C \) possible classes) and softmax output of the classifier. For the sake of generality, we consider both the case where the receiver can either feed back the above metrics for all the \( W \) waveforms in the batch, or only send average results across the whole batch. In Section VI, we will show that average values are enough for Chares to increase the classification accuracy.

- **Communication-specific**: such as BER, percentage of successfully decoded packets and demodulated signals.

To summarize, Chares brings the following major and fundamental advantages to WSC problems:

- **Model-free**: existing approaches are mostly ”white-box”, i.e., needing either access to the classifier and its gradients [25]. On the contrary, Chares is black-box, i.e., agnostic to channel conditions, wireless model and classification problem. As mentioned before, the DRL feedback does not embed any information on the specific WSC problem solved by the classifier. Therefore, Chares is capable of operating in any channel condition and can be applied to a variety of classification problems in the wireless domain. This aspect will be demonstrated in Section VI, where we show how the same instance of the Chares DRL agent can be applied to RF fingerprinting and modulation classification problems without any modification.

- **Minimal feedback**: the DRL agent must be able to learn how to compute FIR taps by leveraging minimal amount of information from the receiver. Too much information might generate too high overhead, which would eventually result in increased power consumption.

- **Feature-free design**: Being model-free, Chares does not need to learn the features of the classifier directly. Instead, the Chares DRL agent learns how to select specific actions (e.g., FIR taps) to respond to specific outputs of the classifier. In fact, Chares leverages classifier’s output (e.g., softmax), which provides useful information on the activation of neurons at the last layer of the classifier, and thus allows the agent to compute FIR taps that fire the desired neuron of the classifier. As a consequence, the agent learns by itself what are the features that trigger a specific neuron, and learns how to amplify them while counteracting negative channel effects.

- **Adaptive**: Chares computes new FIR taps as soon as the receiver reports misclassifications. In this way, Chares can achieve channel-resilient WSC adaptively by rapidly respond-
ing to varying and possibly unseen channel conditions. Conversely, existing approaches compute FIR taps offline over entire training datasets. Such an approach has several drawbacks: (i) since FIRs are computed on large amounts of data, taps are effective on average but are not designed to counteract specific channel conditions, meaning that FIRs might work efficiently for some channel conditions but sonorously fail under different channels [25]; (ii) computational complexity is high due to the size and diversity of the dataset, which prevents fast convergence; and (iii) statically assigned taps do not properly work (and might be harmful) under unseen channel conditions.

V. CHARES DRL AGENT DESIGN

Despite the advantages mentioned in previous sections, DRL cannot be considered as a plug-and-play solution. Indeed, the DRL model must be able to capture the features and requirements of the specific application as well as learn how to adapt promptly to diverse inputs. In short, the selection of the DRL agent will determine its success. To define a DRL system, we need to specify the environment where the agent operates, the state of the environment that can be observed by the agent and the actions the agent can take to respond to each observation of the environment, and the corresponding reward that the agent uses to score each action.

Our DRL framework is illustrated as in Fig. 4. The environment is identified with the receiver sending feedback (i.e., the observation) on the state $s$ of the classifier (i.e., the accuracy). Similarly, the action $a$ corresponding to the selection of FIR taps $h$, i.e., $h = a$, to synthesize waveforms $x$ according to (1) and generate transmitted waveforms $y$. The reward $r$—which we will define formally in Section V-B—is then used by the Chares agent to determine whether or not the selected action has improved the accuracy of the classifier at the receiver side.

Let $S$ be the set of all possible states, and let $A$ be the FIR taps space representing the set of actions. We define a default FIR configuration with values $h^0 = [1, 0, 0, \ldots, 0]$ representing the case where no distortion is added to the waveform. Also, since waveform synthesis with excessively large FIR taps can potentially distort transmitted waveforms [25], we constrain the maximum and minimum values of both real and imaginary parts of each tap. Specifically, let $h[m]$ be the $m$-th tap of a FIR filter $h$ computed by the Chares DRL agent and $\alpha$ be a small real number. A feasible FIR filter must satisfy the following conditions $\Re(h[m]) \in [\Re(h^0[m]) - \alpha, \Re(h^0[m]) + \alpha]$ and $\Im(h[m]) \in [\Im(h^0[m]) - \alpha, \Im(h^0[m]) + \alpha]$. FIR taps that satisfy these conditions have been shown to be effective and do not deteriorate transmitted signals and BER significantly [25].

As in any DRL problem, we are looking for an agent that learns a policy $q(s) : S \rightarrow A$, i.e., the actor policy, maximizing the discounted sum of rewards $R = \sum_{\tau=0}^{T} \gamma^\tau r_\tau$, where $T$ represents the horizon of the maximization problem and $\gamma > 0$ is a term to weigh instantaneous versus future rewards.

Traditional RF algorithms solve the above discounted reward maximization problem via the Bellman’s equation. Specifically, they assign a score $Q(s, a) = r + \gamma \max_{a' \in A} Q(s', a')$, i.e., the Q-value, to each action-state pair, and compute a policy that selects those actions providing the highest scores. Unfortunately, for high dimensional spaces (such as the one considered in this paper), these approaches result in state-space explosion and are seldom practical.

Before going into the details on how to solve the above problems, we must first consider the following constraints that Chares should also have to satisfy:

- **Noise robustness:** a major challenge in machine learning-based wireless communications is the resiliency of the system against channel noise (e.g., fading, multi-path). Although the DRL agent receives feedback from the receiver, this information is always related to past channel conditions and, although the channel might change slowly over time, the DRL agent must be able to compute FIR taps that are effective against channel conditions that are either completely or slightly different from those experienced by previous transmissions. As a consequence, the designed solution must be robust against noise and stochastic perturbations of channel conditions;

- **Continuous actions:** even though there are many problems where DRL agents are trained to select among a finite set of actions (e.g., move left, pick up an object, select a transmission channel), waveform synthesis relies upon complex-valued FIR filters. This is an extremely relevant feature as minimal variations to taps could distort the waveform to a large extent and negatively impact the classification/decoding process at the receiver side. As a consequence, FIR taps must be continuous so that Chares can achieve fine-grained control over the transmitted waveforms and their IQ samples, thus providing an accurate and reliable tool to synthesize waveforms.

A. CHARES DRL ARCHITECTURE

To address all of the above issues, the Chares DRL agent has been based upon the Twin Delayed Deep Deterministic Policy Gradients (TD3) [49] model (an extension of the well-established Deep Deterministic Policy Gradients (DDPG) [50] model). Fig. 5 provides an overview of the considered architecture whose building blocks and architectural components will be described in detail in the following.

**Why TD3 as DRL Agent?** We have selected TD3 because of several reasons. First, it approximates Q-values via deep neural networks (DNNs), thus alleviating the state-space explosion. Specifically, the computation of the optimal policy $\pi(s)$ is achieved by leveraging an actor-critic setup with (i) one actor network with weights $\phi$ that learns the actor policy $\pi_\phi(s) : S \rightarrow A$, and (ii) two critic networks (i.e., the twins) with weights $\theta_1$ and $\theta_2$ that are trained to approximate the Q-values $Q_{\theta_\phi}(s, a)$. At a high-level, the actor is the network that decides with actions to take, and the critics teach the actor how to better select actions. Second, since TD3 supports continuous actions,
we can compute gradients of rewards with respect to the learned actor policy. In other words, (i) we can apply deterministic policy gradient to the update learned policies; and (ii) the agent can implement target policy smoothing \[\pi_{\theta}(s)\] where noise is added to actions computed by the target actor policy. This procedure makes the training process less dependent on Q-values, and more robust against estimation errors and noisy wireless channels.

Third, twin critics prevent overestimation of Q-values. Indeed, one-critic systems are prone to overestimation of the Q-values and thus, biased actor policies \[\pi_{\theta}(s)\]. To overcome this problem, TD3 leverages two critic networks whose weights do not need to be updated at each time-step, and their weights are copied to target networks every \(d\) time-steps. This procedure allows to stabilize the training procedures by tuning the learning rate of the critics, which avoids abrupt updates of target weights (and thus stabilizes training procedures) by tuning the \(\omega\) parameter taking values in \([0, 1]\). Small \(\omega\) values result in slow updates of the critics.

**Chares Training.** The training procedure relies upon an experience buffer \(B\) storing past experiences of the agent. The \(j\)-th entry of the buffer is a 4-tuple \((s_j, a_j, r_j, s'_j)\) indicating the action \(a_j\) taken by the agent in state \(s_j\) which gave a reward \(r_j\) and transitioned the environment to state \(s'_j\). Since the problem we consider is non-deterministic following the stochastic behavior of the wireless channel, critics cannot compute Q-values directly, which are instead obtained by approximating

\[
Q_{\theta_i}(s, a) = r + \gamma \mathbb{E}_{s', a'}(Q(s', a'))
\]

where \(a'\) is computed via the actor policy \(\pi_{\phi}(s')\) and \(s'\) follows an unknown state transition distribution \(p(s, a, s')\).

At the beginning of the training, we initialize all DNNs with random weights. Then, we let the agent observe the state \(s\) and take an action according to the initial main actor policy \(\pi_{\phi}(s)\). The action is perturbed by adding Gaussian noise \(\epsilon \sim \mathcal{N}(0, \sigma)\), with zero mean and variance \(\sigma\). The computed action \(a = \pi_{\phi}(s) + \epsilon\) is then applied to the transmitted waveforms, which are classified by the receiver that sends feedback to the transmitter. The Chares DRL agent extracts the new state \(s'\) from the feedback and computes the reward \(r\) (see Section V-B for details on Chares reward mechanism). The tuple \((s, a, r, s')\), also known as trajectory, is added to the experience buffer.

As shown in Fig. 6, noise is added to actor policies during training only. At testing time, no noise is added to the policy as soon as there are at least \(B > 0\) entries in the experience buffer, Chares DRL agent randomly extracts a batch of \(B\) entries and, for each trajectory \((s_j, a_j, r_j, s'_j)\) in the batch, computes the noisy target actions \(\tilde{a}_j = \pi_{\phi}(s'_j) + \epsilon\) and the target values

\[
y_j = r_j + \gamma \min_{i=1,2} Q_{\theta_i}(s'_j, \tilde{a}_j)
\]

Target values in (3) are used to update the weights \(\theta_i\) of the main critic networks via stochastic gradient descent minimizing the mean-squared Bellman error (MSBE) loss function:

\[
L_{\theta_i} = \frac{1}{B} \sum_{j=1}^{B} (Q_{\theta_i}(s_j, a_j) - y_j)^2
\]

where the target values \(y_j\) are computed as in (3). MSBE is a common loss function used in DDPG architectures to measure how good approximated values generated by the critics are in satisfying the Bellman equation in (2), and the experience buffer helps critics networks in generating more reliable and accurate Q-value estimates. As shown in Fig. 5, target networks and the main actor network are updated every \(d\) time-steps. Target networks are updated as follows:

\[
\theta'_i = \omega \theta_i + (1 - \omega) \theta'_i
\]

which avoids abrupt updates of target weights (and thus stabilizes training procedures) by tuning the \(\omega\) parameter taking values in \([0, 1]\). Small \(\omega\) values result in slow updates of the
target weights, while $\omega$ values close to 1 rapidly copy main network weights onto target network ones. Finally, the main actor network weights $\phi$ are updated every $d$ steps via deterministic policy gradient [50] through gradient ascent

$$\theta_{t+1} = \theta_t + \frac{\chi}{N} \sum_{j=1}^{B} \left[ \nabla_{\phi} \pi_{\phi}(s_j) \nabla_{\theta_1} Q_{\theta_1}(s_j, a_j) | a_j = \pi_{\phi}(s_j) \right],$$

where $\chi$ is a (decreasing) step-size that ensures the convergence of the updates. Notice that while the main twin critics are updated by clipping Q-values from both networks, the main actor network is updated by using $\theta_1$ weights only. This step still guarantees convergence under mild assumptions [49].

**B. Reward design**

The reward system is aimed at incentivizing FIR taps $h$ that increase the accuracy while penalizing those who result in worsened prediction results or decoding errors. Thus, a large reward $\rho^{SUCESS} > 0$ is given every time the feedback reports the correct classification label. A moderate reward $\rho^{UP} > 0$ is given when the feedback shows better prediction results (e.g., the softmax output has increased with respect to the previous transmission). A negative reward $\rho^{DOWN} < 0$ is given when the feedback shows that newly computed FIR taps have caused a degradation in either the accuracy of the classifier (e.g., wrong label or decreased softmax output) or the decoding success (e.g., high decoding failure rate). Finally, a reward $\rho^{SAME} = 0$ is given when the feedback shows that the system is performing the same as before. In Section VI, we will demonstrate how this simple yet effective reward mechanism allows to achieve up to 4.1x gain when compared to other approaches.

### VI. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of Chares under diverse conditions, in this section we present results obtained by applying the Chares DRL agent to a variety of WSC problems and comparing its performance with existing approaches.

Our key objective is to show how Chares can be seamlessly ported from one WSC problem to another with minimum modifications. For this reason, we consider a unified architecture where critical and actor networks are implemented as fully-connected neural networks with 10 layers each consisting of 30 neurons with ReLU activation functions. The learning rate is set to 0.09, target networks and main actor networks are updated every $d = 2$ time-steps and weights are copied from main to target networks with parameter $\omega = 0.05$. Unless otherwise stated, the number of taps is set to $M = 11$ and the maximum deviation from the ideal FIR filter $\phi^0 = [1, 0, 0, \ldots, 0]$ is set to $\alpha = 0.1$. The batch size used to extract trajectories from the experience buffer is set to $B = 64$, while the buffer stores at most 10000 entries. We consider the case where the receiver feeds back the classification label as well as the softmax output to the transmitter. The reward mechanism is setup as follows. Successful classification gives a reward $\rho^{SUCESS} = 2$, wrong classification but improved softmax output results in a reward $\rho^{UP} = 1$, decreased softmax output gives a reward equal to $\rho^{DOWN} = -1$, and a reward $\rho^{SAME} = 0$ otherwise.

To showcase Chares capabilities, we consider two relevant WSC problems, i.e., modulation classification and RF fingerprinting, under three different configurations:

- **Single-label (SLA):** this problem is relevant to RF fingerprinting WSC applications where a receiver must recognize a specific transmitter just by looking at small hardware impairments in the received waveforms, i.e., the features [17–20]. In this case, Chares DRL agent is required to synthesize waveforms for the class identifying the transmitter.
- **Multiple-labels (MLA):** this is the case where a transmitter changes modulation scheme over time and the receiver leverages DL to detect the employed modulation scheme and demodulate waveforms [12–16]. In this case, Chares must be able to compute FIR taps that are effective for diverse channel conditions and modulation schemes.
- **Adversarial (ADV):** this configuration considers the case of an adversary injecting noise (e.g., a jammer) with the overall objective to produce misclassifications at the receiver side. Chares DRL agent must be able to counteract adversarial actions and ensure proper classification at the receiver side.

### A. Datasets and DL models descriptions

To train and test our DRL agent, we consider two wireless datasets for modulation classification and RF fingerprinting WSC problems. For modulation classification we use the publicly available DeepSig RADIOML 2018.01A dataset [13] containing waveforms from 24 different modulation schemes. For each modulation, the dataset provides approximately 106,000 waveforms under different SNR conditions from -20dB to +30dB. The classifier in this case is implemented via the CNN described in [13 Table III]. The input of the classifier consists of a sequence of 1024 complex-valued IQ samples, and the classification is performed via majority-rule voting across a batch consisting of 32 waveforms. In [13], authors have shown that the classifier achieves poor classification performance when the classifier is tested over low SNR conditions. For this reason, the classifier is trained with waveforms with high SNR (from 20dB to 30dB) values and then we let Chares operate under lower SNR conditions (-10dB to 20dB), thus simulating the case where the classifier is trained under controlled channel conditions, yet operates under noisy and fading channels.

The second dataset is a publicly available dataset tailored for RF fingerprinting applications [26] containing waveforms recorded with a testbed of 10 Ettus Research USRP software-defined radios transmitting identical WiFi frames. Since in RF fingerprinting problems the DL model must be able to identify the transmitter from its hardware impairments only, frames are generated in GNUradio and contain the same MAC address, thus masking the real identity of the transmitter. In this case, we consider the Baseline CNN described in [26 Section 3.B] with a block consisting of two convolutional layers followed by ReLU and a MaxPool layer replicated 5 times, then followed by three fully connected layers. We focus on the single-antenna setup with equalized IQ samples (Setup D in [26]) where waveforms are recorded at 10 different times of the day for

---

3While this latter case is unlikely to happen in any real-world system, we have included it in our model to consider those cases where feedback is quantized to a finite set of discrete values.
2 consecutive days. The input size is equal to 288 complex-valued IQ samples. As we will discuss in Section VI-C, we train the classifier on a specific time of day 1, but we test it with waveforms recorded at different times. This setup has been shown [25] to challenge the classifier by bringing its accuracy close to random guessing. This setup accurately simulates the case shown in Fig. 1 where the classifier operates under unseen channel conditions.

### B. Multi-label modulation classification

We first consider a realistic use case scenario where a WiFi transmitter implements adaptive modulation and coding scheme (MCS) by changing modulation according to time-varying channel conditions. The transmitter adaptively selects between MCS indexes 0, 3, and 5, corresponding to BPSK, 16QAM, and 64QAM. The receiver implements the aforementioned CNN classifier (Section VI-A) which, among others, allows the receiver to detect the modulation of incoming waveforms and infer this knowledge to demodulate received packets. We assume that the classifier is trained with waveforms received in the high SNR regime (i.e., [16, 30]dB) but after deployment, the receiver operates in the low (i.e., [−10, 4]dB) to mid (i.e., [6, 14]dB) SNR regimes. Table I shows the classification accuracy of the classifier when operating in different SNR conditions. Notice that the accuracy is greater when testing on channel conditions that are similar to the ones experienced during training (i.e., high SNR), but plummets when operating in lower SNR regimes (up to 6x smaller).

Fig. 7 compares our solution against the baseline case with no waveform synthesis and DeepRadioID [25]. We notice that Chares always outperforms both approaches – when compared to the baseline, Chares provides accuracy improvements up to 4.1x with average improvements equal to 2.75x and 1.63x in the case of low-mid and mid SNR regimes, respectively. When compared with DeepRadioID, Chares improves the accuracy of the system by 1.1x on average. We point out that DeepRadioID (i) is trained offline for each class over the whole dataset, (ii) requires gradients of the classifier for each input, and (iii) computes one FIR filter to be used in all possible channel conditions. On the contrary, Chares is trained online and does not require any information on the classifier and its architecture.

To better understand how Chares impacts the classification process, Fig. 8 shows how both Chares and DeepRadioID impact the output of the classifier. Although both solutions increase the softmax output of the classifier 40% and 31% of times under low-mid and mid SNR regimes respectively, Chares always provides a better success rate than DeepRadioID. Moreover, the latter generates FIR taps that result in higher softmax decrease rate in low-mid SNR regimes, while both solutions experience no decrease in performance when operating in mid SNR regimes. This demonstrates that using a unique FIR filter for different channel conditions is not an efficient solution, which shall be instead tackled with channel-specific approaches such as Chares. Finally, Fig. 9 shows the convergence speed of Chares DRL agent, specifically we show that Chares approaches the maximum reward $\rho_{\text{SUCCESS}}$ after approximately 1,000 learning iterations (see Section V-A for a detailed breakdown of each training iteration).

### C. Single-label RF fingerprinting

Here, we have selected device 7 out of the ten devices in the dataset, as this device (see Table I) has shown 100% accuracy when trained and tested on day 1, but exhibits 15% accuracy on average when tested with waveforms from day 2.

Fig. 10 shows the classification accuracy of device 7 for different setups. It is clear that the baseline classifier cannot generalize over different channel conditions. However, Chares was able to increase the accuracy up to factor 1.71x when

---

**TABLE I**

| Multi-label Classification (Modulation recognition [13]) - No FIR | Single-label Classification (RF fingerprinting [26]) - No FIR |
|------------------------|-----------------------------------------------|
| **High SNR** | **Low-Mid SNR** | **Low SNR** | **File 1 – Day 1** | **All days** | **Day 1** | **Day 2** |
| BPSK | 1 | 0.94 | 0.41 | 1 | 0.22 | 0.31 | 0.15 |
| 16QAM | 0.68 | 0.35 | 0.11 | 0.65 | 0.63 | 0.23 |
| 64QAM | 0.65 | 0.63 | 0.23 |

---

Fig. 7. Classification accuracy of different approaches for the MLA problem.

Fig. 8. Reward distribution of different approaches for the MLA problem.

Fig. 9. Reward of Chares for the MLA problem in the mid SNR case.
tested on waveforms recorded on day 2. The reason is that although different, channel conditions during the same day are similar, meaning that the baseline classifier can still achieve a higher accuracy then the case where it is tested on a completely different day. As also illustrated in Fig. 10 Chares outperforms the state-of-the-art [25] by effectively increasing the success rate and providing an overall higher rewards. Notice that gains in the SLA case are lower than those achieved in the MLA case, as the RF fingerprinting dataset uses bit-wise similar devices whose hardware impairments are extremely similar, which makes it hard for the classifier to distinguish between devices. In this case, the classifier is already prone to errors due to the similarities between devices, and Chares can only improve the accuracy to a certain extent.

D. Chares Adversarial Action Evaluation

Finally, we analyze the case where a jammer transmits random waveforms that generate interference with those generated by the transmitter. In this case we have used the same Chares DRL agent and DeepRadioID models trained in the low-mid MLA case discussed in Section VI-B and we have tested them in the new adversarial environment. This use-case is probably the most relevant, as it shows how different waveform synthesis solutions perform over completely new and previously unseen channel conditions. Fig. 12 shows the average classification accuracy of the three modulations for different solutions and received jamming power. In all cases, Chares outperforms both DeepRadioID and the case with no FIR filtering, by providing up to 1.9x accuracy increase when the jamming power is high, demonstrating how real-time and adaptive waveform synthesis effectively outperform offline and baseline approaches.

E. Chares Real-Time Latency Analysis

It is imperative to assess whether Chares can truly operate within typical coherence channel times. For this reason, we have synthesized the actor network of Chares (see Figure 9 in field-programmable gate array (FPGA). We used high-level synthesis (HLS) to convert a C++-level description of the neural network in Verilog. Our target device is a Xilinx xc7z045ffg900-2 FPGA, which is an FPGA used in typically used in software-defined radios such as USRPs. Our synthesis yields a latency of 13614 clock cycles with minimum clock period 3µs, which corresponds to 40.842 µs. As typical coherence channels are in the order of tens of milliseconds [27], we are confident Chares can fully keep up with realistic channel dynamics. The resource utilization of our design is below 1% of the total FPGA resources.

VII. CONCLUSIONS

We have presented Chares, an online DRL solution for channel-resilient resilient waveform synthesis applications. Chares leverages FIR filtering to synthesize transmitted waveforms, and can be trained in real-time independently from the specific WSC classifier model and objective. Moreover, Chares has been designed to adapt to unseen channel conditions and to be robust against noise and channel fluctuations. Our results have shown that Chares outperforms the state-of-the-art and increase the accuracy up to 4.1x if compared to baseline applications with no waveform synthesis and up to 1.9x if compared to other waveform synthesis solutions in the literature. We also demonstrate that Chares can execute with latency in the order of microseconds, which makes it ideal for real-time waveform synthesis.
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