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Abstract: Coupled process–microstructure–property modeling, and understanding the sources of uncertainty and their propagation toward error in part property prediction, are key steps toward full utilization of additive manufacturing (AM) for predictable quality part development. The OpenFOAM model for process conditions, the ExaCA model for as-solidified grain structure, and the ExaConstit model for constitutive mechanical properties are used as part of the ExaAM modeling framework to examine a few of the various sources of uncertainty in the modeling workflow. In addition to “random” uncertainty (due to random number generation in the orientations and locations of grains present), the heterogeneous nucleation density \( N_0 \) and the mean substrate grain spacing \( S_0 \) are varied to examine their impact of grain area development as a function of build height in the simulated microstructure. While mean grain area after 1 mm of build is found to be sensitive to \( N_0 \) and \( S_0 \), particularly at small \( N_0 \) and large \( S_0 \) (despite some convergence toward similar values), the resulting grain shapes and overall textures develop in a reasonably similar manner. As a result of these similar textures, ExaConstit simulation using ExaCA representative volume elements (RVEs) from various permutations of \( N_0 \), \( S_0 \), and location within the build resulted in similar yield stress, stress–strain curve shape, and stress triaxiality distributions. It is concluded that for this particular material and scan pattern, 15 layers is sufficient for ExaCA texture and ExaConstit predicted properties to become relatively independent of additional layer simulation, provided that reasonable estimates for \( N_0 \) and \( S_0 \) are used. However, additional layers of ExaCA will need to be run to obtain mean grain areas independent of build height and baseplate structure.
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1. Introduction

Additive manufacturing (AM) processes for alloys are an exciting frontier in metallurgical and materials science and engineering, in part due to the ability to manufacture unique geometries and compositions not possible via traditional metallurgical processing [1,2], as well as the potential for local control over microstructure and properties. However, realizing this potential for local microstructure and property control is difficult in practice. As discussed extensively in recent review articles on the subject, microstructure and properties within AM builds result from complex multiscale relationships between material parameters and processing conditions [3–7]. By taking advantage of these relationships, a large number of studies have attempted to control features of AM microstructure (and resulting properties) for various alloys and specific AM processes. One method of controlling microstructure is through altering aspects of the energy source itself, such as changing scan rotation between layers [8], modifying the beam shape [9], using nonlinear spot or island-based scan strategies [10–12], varying volumetric energy density [13], and using a pulsed beam with varied frequency and energy [14]. Other aspects of the process can also be altered to affect microstructure and properties; for example, the application of...
an external magnetic field [15], the use of ultrasonic vibration [16,17], or the variation in the supports and machining conditions in the case of a deposition that requires support rods [18]. The feedstock material composition will also affect microstructure and properties. Examples include the variation of Al content in a steel alloy [19], adding trace quantities of grain refining solutes and inoculants to titanium alloy melt pools [20], and various combinations of alloying elements for Ni-base alloys [21]. Whether varying aspects of the process or the material, all of the aforementioned studies demonstrated some degree of control over various aspects of microstructure (particularly grain size distribution, texture, and phase fractions) and/or properties (particularly elastic modulus, tensile strength, and crack susceptibility).

As manufacturing and characterizing microstructure and properties for all sets of process conditions and materials is not practical, many of the aforementioned studies included materials modeling components. For example, Ref. [9] used a computational fluid dynamics model along with analytical modeling of grain structure transitions to rationalize observed grain shapes, Ref. [18] used mechanical response modeling to aid in part design, and [13,21] used thermodynamic calculations to understand and control the phases present in manufactured parts. However, modeling AM can be challenging due to the large degree of uncertainty surrounding various input parameters and the details of multiscale physical phenomena. Coupled modeling of processing, microstructure development, and constitutive properties can provide insights into AM, but the sensitivity of the models to the various sources of uncertainty may lead to inaccurate predictions and obscure aspects of process–microstructure–property relationships. The present work takes advantage of various codes capable of running on pre-Exascale hardware that were developed in part through the Exascale Additive Manufacturing project (ExaAM) [22] to address this challenge. Specifically, we use an ensemble of simulations to examine the sensitivity of microstructure prediction to uncertain input parameters and physics associated with solidification and the sensitivity of constitutive properties to the predicted microstructure. Figure 1 shows the relevant portion of the ExaAM workflow: the model of temperature field and melt pool evolution (OpenFOAM) [23,24], the model of as-solidified microstructure development (ExaCA) [25], and the model of constitutive properties (ExaConstit) [26]. It is noted that input uncertainties, model error, and error associated with model coupling will propagate downstream to property prediction; the focus of the present work is on ExaCA and how variation in ExaCA predictions due to uncertainty in initial and boundary conditions impact ExaConstit results.

The following section gives more background into coupled melt pool–microstructure–property models for AM processing and further defines specific goals of the present modeling effort that address gaps in the literature. An overview of the cellular automata (CA) algorithm, parameters, conditions, and microstructure output of interest from ExaCA is then given along with a brief overview of ExaConstit and the procedure for model coupling. This is followed by predicted microstructure results and analysis of predicted properties to put the modeled microstructure variations in context. Finally, the main takeaways of the work are given, followed by future work planned using ExaCA. While this study focuses on a specific scan pattern (90 degree rotations between layers) and material (Inconel 625), it is not designed to reproduce a specific result from experiment but rather to demonstrate model capabilities and their usefulness in investigating the sensitivity of microstructure and properties to uncertain inputs.
2. Background

The evolution of grain structure in AM depends on the complex fluid flow and heat transport processes common to AM melt pools, as the temperature field in the material and grain structure evolution at the solid–liquid interface are inherently linked. As-solidified microstructure is controlled by the conditions in the vicinity of the melt pool as well as the alloy composition; the morphology of the solidification front is often cells or dendrites growing perpendicular to the melt pool boundary, though it may also include primary or secondary phase nucleation and growth [27]. This solidification behavior is dependent not only on the magnitude of thermal gradient $G$ and cooling rate $\dot{T}$, but on underlying substrate conditions, variation in the direction of $G$ as a function of location in the melt pool and time, and solute and interfacial effects at the solid–liquid interface [4,5,28]. For cubic crystal systems, including the as-solidified FCC Inconel 625 modeled in the present work, dendritic solidification proceeds along the $<001>$ crystallographic directions. Dendritic grains with $<001>$ directions closely aligned with the direction of the thermal gradient at the solidification front will therefore be geometrically favored for advance [29]. In turn, this leads to highly textured grain structures that are highly anisotropic in the build direction [30,31], with correspondingly anisotropic properties [32–34].

Modeling of as-solidified microstructure during alloy solidification can be accomplished through various methods, each with their own benefits and drawbacks. Recent review articles have discussed many of these methods, including those at the scale of individual cells and dendrites such as phase field and dendritic needle network models, and those at the scale of the grains themselves, such as the cellular automata and kinetic Monte Carlo models [35,36]. While subgrain features such as microsegregation, cell or dendrite morphology, and dendrite arm spacing are useful insights from the higher fidelity models such as phase field, these models are often limited to small fractions of large problems (such as AM melt pools) due to their high computational cost. ExaCA is based on the grain-scale cellular-automata (CA)-based method for modeling alloy solidification originally proposed by Gandin and Rappaz, which makes subscale assumptions on dendrite growth velocity as a function of local undercooling and models the grain envelopes, rather than the cellular or dendritic structure explicitly [37–39]. While at a lower fidelity than phase field (i.e., subgrain level details such as microsegregation are not explicitly modeled), the grain-scale
CA method can account for the key problem physics, namely nucleation, and undercooling-and orientation-dependent dendrite growth kinetics, while being sufficiently computationally simple to simulate large problem sizes and ensembles of simulations. Several CA models for AM grain structure have been developed via coupling to semianalytical, finite element, finite volume, and thermal lattice Boltzmann-based computational fluid dynamics models for various electron and laser-based AM processes [40–45]. As the CA algorithm can simulate dendritic growth of any cubic crystal structure, it has been applied to austenitic stainless steel, β titanium, and Inconel solidification, and accurately reproduced experimentally observed grain size, morphology, and texture distributions in many cases.

The large thermal gradients in the melt pool tend to favor epitaxial growth of existing grains at the melt pool boundary. However, nucleation can still be important under certain processing conditions and/or in melt pools inoculated with additional particles, as nucleation of fine, relatively equiaxed grains has been linked to strength and ductility compared to alloy microstructures with more columnar grains [46]. While some CA simulations neglect nucleation entirely, focusing on conditions where nucleation’s role on microstructure development can be safely ignored, many other CA models include this effect either at the melt pool surface, in the bulk undercooled liquid, or both [40,45,47–51]. The nucleation densities in these studies vary several orders of magnitude, and only a few studies examine the effect of changing nucleation density values on the resulting grain structure prediction [48,52]. This is a notable source of uncertainty in CA simulations of AM microstructure, as details of heterogeneous grain nucleation during AM processing is still an area of active research.

In additional to temperature field and nucleation considerations, the grain structure of a layer’s substrate (whether it is a baseplate, or partially remelted grains from a previously deposited layer) will also have an effect on the competition between epitaxial and nucleated grain growth [53]. After a large number of layers (as is the case in many AM parts, which may consist of thousands of deposited layers or more), the effect of the baseplate grain structure would be expected to be negligible, with impingement of grains from previous layers (from the baseplate and nucleation events) eventually reaching a quasisteady state in grain size as a function of build height. The final layer of a build is also distinct from other regions as it does not remelt, and will also have a different microstructure than the layers near the substrate and in the “bulk” part [54,55]. It has been observed that different alloy phases, grain shapes, textures, hardness, and yield strengths were present in regions of microstructure taken from varied distances from the top build surface [56,57]. While a grain structure used for calculation of constitutive properties should be representative of a bulk part’s grain structure, and not skewed by the grain structure of the baseplate nor the transient microstructure of the final layer, the number of layers needed to achieve this representative region of microstructure is likely scan-pattern- and alloy-dependent. For example, the aluminum alloy grain structure analyzed by [58] and the titanium alloy prior-β grain structure analyzed by [59] both appeared to show an initial transient microstructure in approximately the first 0.5 to 0.7 mm of build above the baseplate surface, before becoming relatively static further along in the build. The CA calculations and EBSD measurements of [44] for powder bed fusion of Inconel 718 show that cross-sections taken from 1 and 10 mm above the baseplate have significantly different grain areas and texture. Meanwhile, the CA model of [42] used to simulate selective laser melting of Ti-6Al-4V showed that the number of grains present as a function of simulated layer leveled off after about 15 layers, and the CA model of [60] used to simulate selective electron beam melting of Inconel 718 showed that the average grain diameter became static after 4 to 5 mm of build.

While many models of AM have focused on the connection between process and microstructure, others have expanded to include modeling of part properties using the simulated microstructure. Modeling of material stress–strain response requires information regarding multiple microstructural features, including grain-scale microstructural information as well as phase and subgrain data [36]. Mechanical property modeling has been performed using generated grain-scale microstructure data from phase field models [61],
Voronoi tessellations [62], procedurally generated grain structures designed to resemble those from AM processing [63], and CA grain structures [60,64,65]. Given the dependence of constitutive part properties on microstructure, and the dependence of microstructure on processing conditions, frameworks developed to combine process, grain structure, and property models fill an important multiscale materials modeling need [64]. The present work represents the results of such a framework, coupling a process model (OpenFOAM), a grain structure model (ExaCA), and a crystal plasticity finite element model (ExaConstit) as part of the ExaAM workflow. By doing so, we aim to answer questions regarding the development of grain size and texture as a function of the number of layers simulated, as well as how this development is influenced by heterogeneous nucleation. Whether or not the initial condition (substrate grain size) or the boundary condition (heterogeneous nucleation density) dominates grain structure development, and the downstream impact of each of these sources of uncertainty on ExaConstit-simulated properties, will be addressed.

3. Materials and Methods

3.1. Workflow Description

An example of the workflow used to generate microstructure results is shown in Figure 2. Temperature input data were generated using a custom application developed using the OpenFOAM computational fluid dynamic platform to simulate heat and mass transfer in welding and additive manufacturing; more details on this application are given in [24]. This data were generated for two raster scan patterns: an “odd” layer, with each pass by the heat source alternating between the positive and negative X directions, and an “even” layer, with each pass by the heat source alternating between the positive and negative Y directions. The scan and material parameters for the relevant material, Inconel 625, are given in Table 1; the result for each layer is a series of melt tracks approximately 30 to 40 µm deep and 150 to 175 µm wide. As shown in Figure 2a, these temperature data are a “sparse” form of the full time-temperature history as previously described by [66], consisting of a list of Cartesian coordinates from the OpenFOAM simulation that went above the alloy liquidus temperature. These coordinates are given on a regular grid, alongside the times at which each coordinate went below the liquidus and solidus temperatures for the final time. A trilinear interpolation scheme is used to interpolate this liquidus and solidus time from the OpenFOAM grid spacing to the CA cell size. By using temperature data of this form, the CA implicitly makes the assumption that solidification from remelted boundaries has a negligible effect on microstructure, as only the final time that a given CA cell undergoes solidification is calculated. This assumption previously appeared valid for shallow melt pools and raster scan patterns resembling those used in this present work [66]. In addition to the interpolated liquidus and solidus time data, input values are required for the number of layers simulated, the ordering of the layers, and the offset in the Z (build) direction between layers. Unless otherwise mentioned, in the present work, we simulate 65 layers of alternating even and odd scan patterns, offset by 20 µm in the build direction. Using the temperature data and multilayer input values, a multilayer field of liquidus and solidus time values can be assembled. This assembly is schematically illustrated in Figure 2b. Temperature data from older layers are overwritten with data from newer layers, as only the final time that a given CA cell undergoes solidification is calculated. A field of “layer ID” values lists the layer during which each cell solidifies; since liquidus and solidus time values start at zero for each layer, linking the solidus and liquidus data with the appropriate layer is necessary.
(a) Read and interpolate OpenFOAM temperature data for each layer
(b) Using input file instructions, construct multilayer temperature and Layer ID fields
(c) Read substrate grain structure, initialize cell types, read solidification parameters, and simulate solidification of each layer
(d) Extract regions of simulated grain structure for analysis and property calculations

Figure 2. Schematic of the CA model workflow. Liquidus and solidus time data is first interpolated from the OpenFOAM regular grid to the CA grid for each layer pattern (a), and multilayer data fields are constructed from the interpolated data and input file instructions (b). The final times that a given cell goes below the liquidus and solidus temperatures, and the layer associated with the solidification event is associated with, are tracked. These temperature data are used alongside an initial substrate grain structure and solidification parameters to initialize a CA simulation (c) and, in turn, generate as-solidified grain structures (d). Subsections of simulated microstructure are extracted from a “representative” area for grain area, texture, and property analysis.

Table 1. Material and scan parameters used in the OpenFOAM model for liquid and solid Inconel 625. The temperature-dependent parameters were considered as constants beyond 2000 K.

| Parameter                                              | Value                                      |
|--------------------------------------------------------|--------------------------------------------|
| Laser efficiency                                       | 31%                                        |
| Laser power                                            | 195 W                                      |
| Laser depth                                            | \(4.899 \times 10^{-5}\) m                 |
| Laser radius (Gaussian beam shape)                     | \(1.041 \times 10^{-4}\) m                 |
| Laser velocity                                         | 0.8 m/s                                    |
| Laser passes per layer                                 | 16                                         |
| Laser line offset                                      | 100 µm                                     |
| Liquidus temperature                                   | 1620 K                                     |
| Solidus temperature                                    | 1410 K                                     |
| Liquidus/solidus time data                             | \(1.65 \times 10^{-4}\) K⁻¹                |
| Dendrite arm spacing for drag force                    | 1 µm                                       |
| Thermocapillary coefficient                           | \(-3.08 \times 10^{-4}\) N/(m · K)         |
| Solid and liquid density (function of \(T\))           | 8603.74-0.68278 T kg/m³                    |
| Solid heat capacity                                    | 428.38 + 0.23638 T J/(kg·K)                |
| Solid thermal conductivity                            | 8.9164 + 0.014743 T W/(m·K)                |
| Liquid heat capacity                                   | 725.74 J/(kg·K)                           |
| Liquid thermal conductivity                            | 8.9164 + 0.014743 T W/(m·K)                |
| Latent heat of fusion                                  | 217,540 J/kg                              |
| Dynamic viscosity                                      | \(0.003032\) kg/(m·s)                     |
| Reference density for buoyancy                         | 7569.92 kg/m³                             |
| Reference temperature for buoyancy                     | 1620 K                                     |
| Spatial resolution of generated liquid/solidus time data| 5 µm                                       |
Once the OpenFOAM data has been read and initialized by ExaCA, a substrate grain structure must be generated. This was performed using ExaCA itself as a preprocessing step to generate a “baseplate” microstructure as shown in Figure 2c: initializing an appropriately sized simulation domain of liquid cells, calculating the probability that a given cell of size $\Delta x$ will be the center of a baseplate grain based on an input mean substrate grain diameter $S_0$, and generating a random number $R_{\text{substrate}}$ between 0 and 1 for each cell. For cells where the condition

$$R_{\text{substrate}} < \frac{\Delta x^3}{S_0^3}$$

(1)

is satisfied, randomly oriented grain seeds (each grain has one of 10,000 possible random orientations) are placed at these sites. The model described in Section 3.2 is then used to let these grains grow at a constant rate until all liquid cells are claimed by a grain.

After reading in the appropriate OpenFOAM and substrate data for a given run, ExaCA will also read an input data file containing cell size, time step, and parameters governing nucleation and growth; these parameters and their use will be discussed in the following section. Finally, after the completion of an ExaCA simulation, a region 0.5 mm in the $X$ and $Y$ directions is taken from the center of the resulting microstructure for use in grain statistics calculation (shown schematically in Figure 2d and described further in Section 3.3) and properties analysis (described further in Section 3.4).

3.2. CA Model Description

The computational domain is divided into a regular grid of cells, with spacing $\Delta x$. A time step, $\Delta t$, is selected and used to convert the “liquidus time” data into values of “critical time step”, i.e., the time step at which a cell goes below the liquidus temperature for the final time. The difference between the liquidus and solidus times and temperatures is used together with $\Delta t$ to define an “undercooling change” value, or the rate at which the magnitude of the undercooling increases each time step following the “critical time step”, at which the cell has zero undercooling. Cells that do not have liquidus and solidus time data are part of the substrate, and are initialized as solid type. Cells that have liquidus and solidus time data are part of the melt pool and initialized as liquid type, with the exception of those that border solid cells that are initialized as active type. The cell undercooling is only tracked for active and liquid type cells, and only proceeding each cell’s critical time step (at which the undercooling is set to 0, and decremented by the cell’s undercooling change value each time step). Cells initialized as solid or active type have a grain ID value taken from the substrate input file, where each grain ID corresponds to an orientation taken from a list of 10,000 possible random orientations for the FCC Inconel 625 crystal structure.

The CA algorithm uses a series of rules associated with specific cell types to advance the system state each time step. The main set of rules relates to tracking the solidification front inside of undercooled active cells, which represent the solid–liquid interface, and the “capture” of adjacent liquid cells by grains associated with active cells. The centered octahedron method, originally published by Gandin and Rappaz [39] and briefly summarized here, is used to model these grain growth and cell capture processes. The centered octahedron method ensures that grain growth, regardless of grain orientation, is independent of the Cartesian grid directions. All active cells are initialized with associated octahedra, with the six-half diagonal directions of each octahedron aligned with the $<001>$ directions of each cell’s grain orientation. These octahedra represent the grain envelopes, containing cellular or dendritic morphologies that the present model does not explicitly simulate. All octahedra are tracked independently from one another, even those belonging to the same parent grain ID. When the time step exceeds an active cell’s critical time step, the dimensionless size of said active cell’s octahedron, $L$, is increased by an increment

$$\Delta L = \frac{\Delta t}{\Delta x} \left( A(\Delta T)^3 + B(\Delta T)^2 + C(\Delta T) \right).$$

(2)
each time step based on the local undercooling in the cell, \( \Delta T \). This interfacial response function links the local cell undercooling to the dimensionless dendrite growth velocity (in turn dependent on subscale phenomena such as solute diffusion and interfacial energy) and the expansion of the grain envelope. The polynomial form of the interfacial response function shown in Equation (2) and the associated constants \( A \), \( B \), and \( C \) are taken from a previously modeled nickel-based alloy [41], which in turn was chosen based on the interfacial response function calculated for pure nickel [67] and adjusted to match experimental grain structure data. As each active cell’s octahedron grows, any liquid cell adjacent to the active cell may become “captured” when the octahedron engulfs the liquid cell center. The liquid cell then becomes an active cell, becomes a member of the original active cell’s grain, and is given its own octahedron with the same orientation as the original active cell’s octahedron. The placement of octahedra centers, the initial size of new octahedra, and the geometry calculations involved in the cell capture process are provided in the original work on the decentered octahedron algorithm [39]. The max size of \( \Delta L \) in Equation (2) is capped at 0.05 to avoid octahedron growth so rapid that the grain growth becomes dependent on the code’s iteration order through active cells. When an active cell no longer has any liquid neighbors, it becomes a solid cell, and its octahedron is no longer tracked. This process is repeated until all liquid cells associated with a given layer ID have been converted to active or solid cells, after which simulation of the next layer ID begins.

Heterogeneous nucleation in the CA model is governed by a nucleation density \( N_0 \), a mean nucleation undercooling \( \Delta T_N \), and a standard deviation of the nucleation undercooling \( \Delta T_\sigma \). This is performed in a slightly simplified manner as in the literature due to the simplifying assumptions of [66]: it is known a priori which cells will undergo solidification, and that each of these cells will only solidify once (intermediate remelting and solidification events are neglected). At the beginning of the simulation, a random number \( R_{\text{nucleation}} \) between 0 and 1 is generated for each liquid cell. If the condition

\[
R_{\text{nucleation}} < N_0(\Delta x)^3
\]

is satisfied, the liquid cell is considered a potential nucleus site. Each potential nucleus is randomly assigned a nucleation undercooling value, taken from a Gaussian distribution with a mean of \( \Delta T_N \) and standard deviation of \( \Delta T_\sigma \). The potential nucleus will either become extinct if the liquid cell is captured by an adjacent active cell prior to reaching its assigned nucleation undercooling, or successfully become a nucleus if it remains liquid type upon reaching its assigned nucleation undercooling. If the nucleation event is successful, the cell becomes a new active cell, becomes part of a new grain, and is assigned an octahedron which will grow via the previously discussed decentered octahedron algorithm.

The values used for all CA model parameters are given in Table 2. These are used unless otherwise mentioned—notably, the heterogeneous nucleation density \( N_0 \) and mean substrate grain diameter \( S_0 \) will later be varied from their default values to examine their roles on microstructure development. As a brief aside, the CA cell size of 1.666 \( \mu m \) is one third of the OpenFOAM data resolution of 5 \( \mu m \). A previous study using OpenFOAM data at 5 \( \mu m \) resolution and various ExaCA \( \Delta x \) using similar scan parameters found that this was the largest cell size able to achieve reasonably converged grain shape results [66]. For a general set of scan parameters, CA cell size and temperature field resolution required to fully resolve texture are unknown; however, cell sizes on the order of microns generally appear able to capture texture evolution in AM melt pool solidification [68]. Cell sizes on the order of microns are also more than an order of magnitude smaller than most AM part feature sizes (for example, the thin open cellular structure shown by [2] has internal support bars on the order of 10 s of microns), which should allow future work modeling grain structure in fine geometries in addition to bulk parts.
Table 2. Default values for CA model parameters considered in the present work.

| Parameter                                           | Symbol | Value                          |
|-----------------------------------------------------|--------|-------------------------------|
| Cell size                                           | $\Delta x$ | $1.666 \mu m$               |
| Time step                                           | $\Delta t$ | $0.083 \mu s$               |
| Interfacial response fitting parameter 3rd order    | $A$    | $-1.0302 \times 10^{-7} \text{ m/(s} \cdot \text{K}^3)$ |
| Interfacial response fitting parameter 2nd order     | $B$    | $1.0533 \times 10^{-4} \text{ m/(s} \cdot \text{K}^2)$ |
| Interfacial response fitting parameter 1st order     | $C$    | $2.2196 \times 10^{-3} \text{ m/(s} \cdot \text{K})$ |
| Heterogeneous nucleation density                    | $N_0$  | $10^{13} / \text{m}^3$      |
| Mean nucleation undercooling                       | $\Delta T_N$ | $5 \text{ K}$          |
| Standard deviation of nucleation undercooling      | $\Delta T_r$ | $0.5 \text{ K}$          |
| Mean substrate grain diameter                      | $S_0$  | $45 \mu m$                  |
| Offset in build direction for new layers            | None   | $20 \mu m$                  |
| Number of layers simulated                          | None   | $65$                         |

3.3. CA Data Analysis

To quantify the change in grain structure as a function of distance from the domain’s bottom surface (i.e., how the grain structure changes as a function of deposited layer), we introduce two parameters: a mean grain cross-sectional area $\varsigma$, and a mean weighted grain cross-sectional area $\bar{\varsigma}$. Using the entire domain cross-section for calculation of these parameters would skew the means via inclusion of substrate grains at and beyond the lateral bounds of the melted region, so we instead define an area in X and Y that is expected to be representative of the grain structure far from the scan edges. In the case of the even and odd layer scan patterns simulated through OpenFOAM, we select the 0.5 by 0.5 mm region (area of $0.25 \text{ mm}^2$, see yellow outline in Figure 2d) furthest from the boundaries for analysis. With a cell size of $1.666 \mu m$, this region is 300 cells wide in the X and Y directions. At a given Z coordinate within this representative area, the mean grain cross-sectional area is given by

$$\varsigma = \frac{0.25 \text{ mm}^2}{N_G},$$

where $N_G$ is the number of unique grain ID values represented at the Z coordinate of interest. As many AM microstructures are dominated by a small number of grains with large cross-sectional areas, using a simple average of grain cross-sectional areas can skew small if many small grains are present. We introduce a weighted mean grain cross-sectional area for this reason, defined as

$$\bar{\varsigma} = \frac{1}{0.25 \text{ mm}^2} \sum_{i=1}^{i=N_G} A_i^2.$$

In Equation (5), the “weights” are the grain areas themselves, as $A_i$ is the cross-sectional area of a grain with grain ID “$i$”. Multiplying each $A_i$ by itself in Equation (5) in turn weights the average toward the areas of the largest grains. Paraview images of the resulting grain structure provide a qualitative way to examine ExaCA results. Two different colormaps are used in these Paraview images, one for grains that were originally part of the substrate, and one for grains that formed via heterogeneous nucleation events. The colormaps describe grains’ misorientation relative to the positive Z (build) direction, that is, the difference in angle between the positive Z direction and the closest aligned <001> direction for the grain orientation, which can range from 0 to 62.8 degrees based on crystal geometry [69].

Regions of grain structure are printed for use by ExaConstit in property calculations, in a format listing cell X, Y, Z, and grain ID values (with a corresponding file mapping each grain ID to one of the possible 10,000 random orientations). These representative microstructure regions are 300 by 300 by 300 CA cells in size, using the same 300 by 300 area in X and Y from the mean grain area calculations. Two separate 300 cell regions in the Z direction are selected, a “lower” region consisting of Z coordinates 170 through 469 (roughly
corresponding to layers 15 through 39), and an “upper” region consisting of Z coordinates 470 through 769 (roughly corresponding to layers 40 through 64). The microstructure from the first 14 layers is excluded from these representative volumes as it is expected to skew towards the random texture and grain size of the substrate, and the final (65th) layer is excluded as the final layer of a build is well-known as being unrepresentative of the grain structure as a whole. In addition to comparing properties of grain structures with different \( S_0 \) and \( N_0 \), upper and lower regions are compared to quantify property variation in different spatial locations of the build.

3.4. Crystal Plasticity Model

In order to run the crystal plasticity simulations, we rely on three open source libraries. The crystal plasticity constitutive response is provided by the ExaCMech library [70] and then fed into ExaConstit to solve for the bodies response to an applied load. ExaConstit [26] is a general quasistatic nonlinear solid mechanics velocity-based finite element application built on the MFEM framework [71]. ExaConstit solves for the balance of linear momentum as given in Equation (6) using typical solid mechanics FEM discretizations of the weak form for nonlinear materials.

\[
\nabla \cdot \sigma = 0 \tag{6}
\]

ExaCMech provides a number of different elastoviscoplastic crystal plasticity models available to the user. These models all employ large strain kinematics with varying crystal-scale constitutive responses for the elastic and plastic response. A detailed description of these sorts of models can be found in [72,73]. A brief description of the kinematics and constitutive response of the material will be described here. Starting from the velocity gradient, \( L \), we can decompose the kinematic response into the following:

\[
L = \dot{F}F^{-1} = \dot{V}^eV^{-1} + \dot{V}^pV^{-1} \tag{7}
\]

where \( F \) is the deformation gradient, \( V^e \) is the elastic left stretch tensor, and \( \dot{V}^p \) is defined as:

\[
\dot{V}^p = R^*R^*T + R^*F^pF^{-1}R^*T \tag{8}
\]

where \( R^* \) is the lattice rotation and \( F^p \) is the plastic deformation gradient. The plastic velocity gradient, \( \dot{L}^p = F^pF^{-1} \), appearing in Equation (8) is directly related to the combined macroscopic shearing of the slip systems:

\[
\dot{L}^p = \sum_{\alpha=1}^{n} \tilde{\gamma}^a \hat{s}^a \otimes \hat{m}^a \tag{9}
\]

where \( \dot{\gamma}^a \) is the plastic shearing rate on the \( \alpha \) slip system and \( \hat{s}^a \otimes \hat{m}^a \) is the Schmid tensor defined in the crystal reference frame. Our plastic shearing rate is described by our choice of models for our slip kinetics and hardening models. For this study, we make use of a power law slip kinetics formulation with a Voce hardening model. Our slip kinetics takes on the following form:

\[
\dot{\gamma}^a = \gamma_0 \left( \frac{\tau^a}{\tilde{g}^a} \right)^{\frac{1}{m}} \text{sgn}(\tau^a) \tag{10}
\]

where \( \gamma_0 \) is a reference shearing rate, \( \tau^a \) is a resolved shear stress on the \( \alpha \) slip system, \( \tilde{g}^a \) is the critically resolved shear strength on the \( \alpha \) slip system, and \( m \) is the rate sensitivity of slip. The resolved shear stress can be computed as the following:

\[
\tau^a = \sigma : (\hat{s}^a \otimes \hat{m}^a)_{\text{sym}} \tag{11}
\]

where \( \sigma \) is the Cauchy stress. We describe \( g^a \) using a Voce hardening model as defined below:
\[ \dot{g}^\alpha = h_0 \left( \frac{g_{sat} - \dot{g}^\alpha}{g_{sat} - \dot{g}^0} \right) \sum_{\beta=1}^{n_{slip}} \dot{\gamma}_\beta \] (12)

where \( h_0 \) is the strength hardening coefficient, \( g^0 \) is the initial critically resolved shear strength, and \( g_{sat} \) is the saturation critically resolved shear strength.

The crystal elastic moduli for the Inconel 625 used in the simulations are listed in Table 3 along with the slip system parameters. The elastic moduli were taken from [74]. The choice of elastoviscoplastic model parameters are based upon stress–strain data obtained from the stress-relieved AM Inconel 625 in [75].

Table 3. Single crystal elastic constants (Inconel 625) employed in simulation, along with the elastoviscoplastic model constants used for Inconel 625.

| Parameter | Value       |
|-----------|-------------|
| \( C_{11} \) | 243.3 GPa   |
| \( C_{12} \) | 156.7 GPa   |
| \( C_{44} \) | 117.8 GPa   |
| \( h_0 \) | 791.0 MPa   |
| \( \dot{g}^0 \) | 328.5 MPa   |
| \( g_{sat} \) | 788.0 MPa   |
| \( m \) | 0.03        |
| \( m' \) | 0.0         |
| \( \dot{\gamma}_0 \) | 1.0 s\(^{-1}\) |
| \( \dot{\gamma}_{s0} \) | \( 5 \times 10^{10} \) s\(^{-1}\) |

### 4. Results

#### 4.1. Baseline Uncertainty in CA Microstructures

To quantify the variation in grain structure as a function of the number of deposited layers, a baseline for the spread in grain area statistics based on the two significant sources of “randomness” in ExaCA needs to be established. First, we set the mean substrate grain diameter \( S_0 \) and heterogeneous nucleation density \( N_0 \) to the default values from Table 2. The first source of randomness is the random number generator seed used to generate substrate grain orientations and locations, i.e., the seed used in generation of \( R_{\text{substrate}} \) values used in the comparison from Equation (1). The second source of uncertainty is the random number generator seed used to generate heterogeneous nuclei locations, i.e., \( R_{\text{nucleation}} \) values used in the comparison from Equation (3), and their associated activation undercooling values. Three different random number generator seeds are used for each of these two sources of uncertainty, generating three statistically equivalent substrates and three statistically equivalent sets of nucleation sites. The nine possible permutations of these seeds are used in simulation initialization, and the resulting mean grain cross-sectional area (\( \zeta \)) and weighed mean cross-sectional area (\( \zeta_{W} \)) as a function of build height are shown in Figures 3 and 4, respectively. As the curves in Figure 3 are similar and have a degree of noise, \( \zeta \) values are plotted as a moving average with a period of 25 data points (41.666 \( \mu \)m) for curve visibility.
Figure 3. Mean grain cross-sectional area ($\varsigma$) as a function of build height for the various permutations of random number generation seed for substrate and grain nucleation. $\varsigma$ values shown are moving averages with a period of 25 data points.

Figure 4. Mean weighted grain cross-sectional area ($\bar{\varsigma}$) as a function of build height for the various permutations of random number generation seed for substrate and grain nucleation.

For all substrates and nucleation seeds, three regimes are seen in Figure 3 as a function of distance from the bottom surface: a sharp drop in $\varsigma$, a steady and slowly flattening increase in $\varsigma$, and a final sharp drop in $\varsigma$ (partially obscured as $\varsigma$ is plotted as a moving average). The two drops are related to nucleation of grains during simulation of the first few layers and the final layer, while the increase is related to the quasisteady-state nucleation and impingement of less favorably oriented grains occurring during the successive simulation of each new layer. Unlike the plot of $\varsigma$, the plot of $\bar{\varsigma}$ in Figure 4 does not show the initial transient nor final transient decrease—by weighting the largest grains more heavily in the average, a smoother, less noisy description of the dominant microstructural features is obtained. The increases in $\varsigma$ and $\bar{\varsigma}$ flattened off significantly after the first 600 $\mu$m (30 layers or so), and even more after the first 1000 $\mu$m, though it is not clear that the grain areas have reached a steady state with respect to build height even after all 65 layers. Additionally, the increase in $\bar{\varsigma}$ toward the steady state in Figure 4 appears to be happening more slowly than the corresponding $\varsigma(z)$ curves in Figure 3.

The spread in $\varsigma$ due to random substrate and nucleation seed increases as a function of build height through the first 250 $\mu$m of solidification, beyond which there is approximately a $\pm 150 \mu$m$^2$ or $\pm 7\%$ variation from the mean across all substrates and nucleation seeds.
The spread in $\zeta$ due to random substrate and nucleation seed increases as a function of build height through the first 500 $\mu$m of solidification, beyond which there is approximately a $\pm 500$ $\mu$m$^2$ or around $\pm 8\%$ variation from the mean value. Neither nucleation seed nor substrate seems to be the dominant factor in the randomness of the grain area data: we do not see clustering of colors (which would indicate that substrate controls the scatter), nor do we see clustering of line types (which would indicate that nucleation seed controls the scatter).

4.2. CA Predictions with Varied Mean Substrate Grain Diameter

Now that the development of $\zeta$ and $\bar{\zeta}$ as a function of build height and random seeds have been quantified, we examine the effect of varied mean substrate grain size $S_0$ on microstructure far from the substrate. We generate five substrates with $S_0$ values ranging from 25 to 65 $\mu$m as reasonable guesses for AM baseplate grain sizes. $\zeta$ and $\bar{\zeta}$ as a function of distance from the bottom build surface starting from these varied initial conditions are shown in Figures 5 and 6, respectively.

**Figure 5.** Mean grain cross-sectional area ($\zeta$) as a function of build height with various mean substrate grain diameters $S_0$.

**Figure 6.** Mean weighted grain cross-sectional area ($\bar{\zeta}$) as a function of build height with various mean substrate grain diameters $S_0$. 
As shown in Figure 5, after approximately 600 μm (20–25 layers), ς for all substrates is within 20% of its “final” (after all 65 layers) value. After 65 layers of simulation for all substrates, there is a mean grain area spread of around 250 μm\(^2\), a spread similar to the scatter in ς induced through random number variation in the model from Section 4.1. For the three smaller \(S_0\) values, ς shows more of a true convergence, as the curves for ς(z) with \(S_0 < 55 \, \mu m\) are mostly indistinguishable after 65 layers. However, the \(S_0 = 55\) and 65 μm curves remain distinct from the \(S_0 = 25, 35,\) and 45 μm curves. In Figure 6, the ς curves show a less clear trend in convergence as a function of distance from the bottom surface, for all substrate grain diameters but particularly \(S_0 = 55\) and 65 μm. After 65 layers of simulation, a ς spread of around 3000 μm\(^2\) is present as a function of \(S_0\)—a spread more significant than that induced through statistical variation in substrate/nucleation random seed alone (which was closer to 500 μm\(^2\) as shown in Section 4.1).

The difference in mean grain area and mean weighted grain area development among small and large \(S_0\) simulations can be rationalized as a result of the two types of competition: that among the baseplate grains, and that between baseplate and nucleated grains. For small \(S_0\), favorably oriented grains impinge less favorably oriented baseplate grains relatively quickly during the initial transient layers. However, with large \(S_0\), there are fewer baseplate grains and impingement is less likely. For large \(S_0\), grains unfavorably oriented with the local thermal gradient direction are therefore more likely to advance due to this lack of competition. In this case, nucleation and growth of new grains (some of which will have more favorable orientations than adjacent epitaxial grains) is the only other mechanism for impinging the less favorably oriented grains. This process is more likely with large \(S_0\), as advancing baseplate grains with unfavorable orientation relative to the local thermal gradient direction require larger undercooling to advance in said direction. This larger undercooling provides the opportunity for nucleated grains to grow despite the large thermal gradient magnitude that would normally suppress nucleated grain growth. However, this process of baseplate grain impingement via growing nucleated grains takes many more layers to occur as heterogeneous nucleation of more favorably oriented grains is relatively rare, and the large magnitude of \(G\) present at the melt pool boundary still tends to suppress growth of nucleated grains. This explains why the decrease in ς(z) and ς(z) for \(S_0 = 55\) and 65 μm in Figures 5 and 6 toward the other curves is much more gradual than the initial transient increase in ς(z) and ς(z) seen for the \(S_0 = 25, 35,\) and 45 μm curves.

This conclusion is supported by Figure 7, which plots the interior region (away from the scan edges) of the simulated grain structure colored by grain source (baseplate or nucleation) and grain misorientation. It is shown that while high aspect ratio columnar grains of relatively similar area are present for \(S_0 = 25\) and 65 μm simulations, the larger \(S_0\) simulation volume appears to have more nucleated grains (shades of red), particularly toward the top surface. Figure 8 also supports this conclusion; it shows the 001 pole figures using data from the top halves of the volumes from Figure 7 plotted using the MTEX toolbox. For all \(S_0\), a reasonably strong (2–3x a uniform random distribution) 001 texture is observed, along with a secondary near-110 texture. However, these also show that the 001 texture is slightly weaker as \(S_0\) is increased (lighter shades of gray), and the regions of the pole figure corresponding to unfavorable orientations show slightly increased intensity (lighter shades of gray). This likely corresponds to both unfavorable oriented baseplate grains as well as nucleated grains, as unfavorable oriented baseplate grains as well as nucleated grains (which will have random orientations, though the more favorably oriented nucleated grains would be expected to grow to the largest sizes) lead to a slight decrease in the overall texture. We also note that the tall grains extending through many layers observed in Figure 7 and the 001 textures observed in Figure 8 are commonly seen in simulated and experimental AM of Inconel alloys [18,21,44,60]. While the material and scan parameters used in the present simulation were not designed to reproduce a specific result from experiment, the similarity of the simulated result with other simulations and experimental grain structures validates the present set of simulated process and solidification model parameters as relevant to real AM processing.
Figure 7. Grain structure variation from a rectilinear volume far from the scan edges using the lower and upper extremes in mean baseplate grain diameter ($S_0 = 25$ and $65 \, \mu m$), colored by grain misorientation relative to the build direction and grain source (epitaxial grains from the baseplate versus nucleated grains).

Figure 8. 001 pole figures from the upper halves of the simulation volumes from Figure 7, with varied mean substrate grain diameter $S_0$.

4.3. CA Predictions with Varied Nucleation Density

The development of grain structure induced through varying heterogeneous nucleation density $N_0$ was calculated at multiple $S_0$ values to compare the relative importance of $N_0$ and $S_0$. For $S_0$ values of 25, 45, and 65 $\mu m$, $\zeta(z)$ was calculated using $N_0 = 10^{12} \, m^{-3}$ and $10^{14} \, m^{-3}$, and compared to a the $N_0 = 10^{13} \, m^{-3}$ results from Section 4.2. This is plotted in Figure 9, where different line colors are used for different $N_0$ and different line markers are used for different $S_0$. Purely epitaxial growth ($N_0 = 0$) for the intermediate substrate grain size $S_0 = 45 \, \mu m$ is also plotted alongside results for the other permutations of $N_0$ and $S_0$. 
Convergence of $\zeta$ curves with varied $S_0$ is strongly dependent on $N_0$. The largest $N_0$ in Figure 9 (black) shows $\zeta$ with different substrates to be within 1000 $\mu$m$^2$ after 500 $\mu$m of build, while the smallest $N_0$ (red) shows little to no convergence of $\zeta$ (each substrate grain diameter’s curve “flattens out”, but at different values $\zeta$ values). The curve corresponding to purely epitaxial growth (purple dashes) is similar to the curve corresponding to the smallest $N_0$ of $10^{12}$ m$^{-3}$ (red dashes). Given that nearly entirely epitaxial solidification is unlikely during AM processing (otherwise, we would see grains spanning the entirety of parts), this nucleation density is likely on the small side. The slower convergence of $\zeta$ curves at smaller $N_0$ and faster convergence of $\zeta$ curves at larger $N_0$ is expected, as reaching a value of $\zeta$ independent of distance from the bottom surface depends on the balance of nucleation and impingement. Impingement is a slow process of baseplate grains blocking other baseplate grains as additional layers are deposited, while nucleation occurs in every layer and introduces new grains. The more new grains are introduced, the fewer layers are needed to reach the quasisteady-state balance of nucleation and impingement. The extreme condition with zero nucleation would be expected to take a large number of layers to reach the point where all impingement has occurred and $\zeta$ is independent of additional layer deposition, while the extreme condition with infinite nucleation would be expected to reach this point after a single layer, as all cells would be home to their own grain. As might be expected, $\zeta$ as a function of build height has a stronger dependence on the substrate grain structure when $N_0$ is small, as impingement of substrate grains via nucleation becomes less common.

Figure 10 shows sections of the grain structures for each $N_0$ value at the fixed $S_0$ of 45 $\mu$m. As expected based on the minimal difference in Figure 9 between purely epitaxial growth (purple dashes) and the nucleation density of $10^{12}$ m$^{-3}$ (red dashes) for the 45 $\mu$m substrate diameter, the $10^{12}$ m$^{-3}$ grain structure is almost entirely epitaxial grains, with a small handful of large nucleated grains. The $10^{14}$ m$^{-3}$ grain structure, after the first 0.5 mm or so of the build, is around 50% nucleated grains. Figure 11 shows the 001 and 110 pole figures for the upper halves of the simulation volumes shown in Figure 10, showing that while the overall 001 texture is present in approximately equal magnitudes for all $N_0$, a stronger competing 110 texture is present in the $N_0 = 10^{14}$ m$^{-3}$ case. This is confirmed by Figure 10, as the largest nucleated grains tended to have misorientation angles relative to the build direction of around 45 degrees (i.e., 110 grain orientations); these 110 grains have tall, columnar shapes similar to the baseplate grains. It is possible that the 110 orientations favored by the largest nucleated grains are related to the local thermal gradient direction in regions of the melt pool favorable for nucleation and growth. The overall grain shape...
appeared relatively independent on \( N_0 \) as it did with \( S_0 \), with more narrow grain areas the primary difference as \( N_0 \) was increased.

![Figure 10](image)

**Figure 10.** Grain structure variation from a representative area (far from the scan volume edges) using a fixed mean baseplate grain diameter \( S_0 = 45 \, \mu m \), and three values for heterogeneous nucleation density \( N_0 \). Grains are colored by grain misorientation relative to the build direction and grain source (epitaxial grains from the baseplate versus nucleated grains).

![Figure 11](image)

**Figure 11.** (001) and (110) pole figures from the upper halves of the simulation volumes from Figure 10, with varied heterogeneous nucleation density \( N_0 \).

### 4.4. ExaConstit Model of Constitutive Properties with Varied Mean Substrate Grain Diameter and Nucleation Density

Representative volume elements (RVEs) from the ExaCA simulations using \( N_0 = 10^{12} \) and \( 10^{13} \, m^{-3} \) and \( S_0 = 25, 45, \) and 65 \( \mu m \) were passed to ExaConstit to model their macroscopic behaviors for part scale predictions. The macroscopic stress–strain response and distribution of triaxiality will be examined in this study as they are of use in fitting macroscopic models for part scale predictions \[76–82\]. As discussed in Section 3.3, these RVEs consisted of cubes with 300 cells (0.5 \( \mu m \) of material) per side, and two RVEs were
extracted from each ExaCA simulation: an “upper” RVE corresponding to the top 24 layers of deposited material (excluding the final layer), and a “lower” RVE corresponding to the 24 layers of material below the upper sample. Given that $\varsigma$ and $\bar{\varsigma}$ evolution clearly depended on $N_0$ and $S_0$, crystallographic texture development as a function of build height may not be the same. This difference in texture would be expected to result in differences in ExaConstit’s macroscopic property predictions, particularly when comparing the lower (more influenced by the baseplate) and upper (less influenced by the baseplate) RVEs.

Simulations were carried out under uniaxial tension at $1 \times 10^{-3}$ s$^{-1}$ strain rates out to 5% strain. Figure 12 shows ExaConstit’s prediction for the stress–strain behavior of the various permutations of $S_0$, $N_0$, and RVE location in the build. As expected, the elastic response and plastic response of these RVEs are largely similar given similar grain morphologies and textures of each RVE. However, we do see differences in the yield stress and later responses in the fully-developed plastic flow areas of the curve. For example, the upper $S_0 = 25$ µm, $N_0 = 10^{12}$ m$^{-3}$ curve has the lowest yield stress and macroscopic stress response of the various RVEs. The lower $S_0 = 65$ µm, $N_0 = 10^{12}$ m$^{-3}$ RVE is on the other end of things and has the highest yield stress. To better compare differences in the response, we make use of a heat map to compare the relative percent difference between yield stresses of all samples. The percent differences in yield stress are plotted in Figure 13, and this figure shows that most samples are similar to one another. The yield stress for the upper $S_0 = 25$ µm, $N_0 = 10^{12}$ m$^{-3}$ is the biggest outlier, with a greater than a 5% difference in the response between this RVE and those using $S_0 = 65$ µm. For the most part, these differences are largely due to nucleation or baseplate structures having different textures, and the differences are relatively minor. Other limiting factors on the material response, such as defects or pores in the solidified material or statistical variation in builds could play a larger role in an application needs.

![Figure 12. Macroscopic stress-strain curves as a function of applied load in the Z (build) direction for various ExaCA-simulated RVEs.](image-url)
To drive porosity-models at the part scale, distributions of the hydrostatic stress can be used to instantiate these models [83]. Rather than examining the hydrostatic stress, we will examine the stress triaxiality, which is defined as

$$\text{Triaxiality} = \frac{\sigma_h}{\sigma_{vm}},$$

(13)

where $\sigma_h$ is the hydrostatic stress and $\sigma_{vm}$ is the von Mises stress. Figure 14 shows the stress triaxiality distributions for the lower and upper RVEs of varied $N_0$ and $S_0$. These distributions are often used in the mechanics community to investigate potential areas with an increased likelihood of fracture. The width and maximum height of these distributions are nearly identical for all lower and upper RVEs, though it is noted that the lower $S_0 = 65 \, \mu m$, $N_0 = 10^{12} \, m^{-3}$ and upper $S_0 = 65 \, \mu m$, $N_0 = 10^{13} \, m^{-3}$ distributions have long tails at small triaxiality. While these tails look significant on the histograms, we note that the $y$-axis counts are given on a log scale, and that the number of elements represented in these tails is relatively insignificant compared to the distribution peaks, which are similar for all RVEs. These tails likely consist of one or two anomalous grains, either from the baseplate or from a specific heterogeneous nucleation event.

![Figure 13](image1.png)

**Figure 13.** Relative percent differences in yield stress between various ExaCA-simulated RVEs.

![Figure 14](image2.png)

**Figure 14.** Stress triaxiality distributions for the lower (left) and upper (right) RVEs with varied $N_0$ and $S_0$. 
4.5. CA Predictions Using Extremes in Substrate Initial Conditions

We can also examine grain structure development starting from the largest possible “extremes” in initial substrate. For the first extreme, we use a single grain as the substrate, selecting the orientation from the list of 10,000 with all axes as closely aligned with the \<001> directions as possible. For the second extreme, a single grain is again used as the substrate, but the orientation with growth directions as misaligned as possible from the positive Z direction is selected from the list of 10,000 possible orientations. For the final extreme, each CA cell that is part of the substrate is assigned a different grain ID and orientation, essentially simulating a substrate grain size equivalent to the CA cell size.

Figure 15 shows the resulting grain structures after 120 layers of CA calculations. The top surfaces of the simulation domains show the grain shapes and sizes beginning to resemble those starting from the standard equiaxed substrates from Figures 7 and 10. Starting from the single crystal substrates, nucleated grains partially block regions of the substrate from advancing and growth through multiple layers, though regions of the single crystal substrates are still visible at the top surface after 120 layers. The orientation of the single substrate grain plays a role in layerwise grain structure development as well, with more nucleated grains appearing and advancing after fewer layers with the large misorientation substrate, relative to the small misorientation substrate. This difference is due to the fact that the low misorientation substrate tends to be closer aligned with the thermal gradients in more regions of the melt pool, and therefore its growth is more competitive with nucleated grains (which are less likely to be as closely aligned with the local thermal gradients). The high misorientation grain is less likely to be closely aligned with the thermal gradient direction (as evidenced by the fact that misorientations greater than 45 degrees were rare in Figures 7 and 10), and this high misorientation grain is less competitive with nucleated grains, which are therefore able to form and grow more readily. Large area nucleated grains extending through multiple layers are not as readily seen when starting from the extreme condition where each cell is its own grain. This is likely because with more substrate grains present, regions of the melt pool favorable for nucleation through large misalignment between the thermal gradient direction and substrate grain orientation are less common.

The textures of these simulations are also interesting to note; Figure 16 shows the 001 pole figures using the top 30 layers of the volumes shown in Figure 15. The $S_0 = 45 \mu m$ pole figure, reproduced from Figure 8, is also plotted for reference. For the low misorientation single grain substrate, the 001 texture is stubborn (likely due to the fact that it is strongly favored by the thermal conditions), though a weak competing 110 texture does appear through the growth of nucleated grains. For the high misorientation single crystal substrate, the 111 texture from the substrate is still visible in the pole figure, but reasonably strong 001 and 110 textures have also developed. Finally, when starting from the smallest possible grain size, 001 and 110 textures are visible with approximately the same intensity as the $S_0 = 45 \mu m$ pole figure, but other orientations such as 210 and 111 remain present as well.
These results show that despite the relative insensitivity of texture to $S_0$ after 15+ layers observed in Section 4.2, reasonable initial conditions are still required to obtain a reasonable texture without the need to simulate several millimeters of build. However, we note that if these simulations were continued for thousands of layers, it is expected that even with disparate initial conditions, the microstructures far enough from the initial substrate would still be expected to become indistinguishable.

![Figure 16](image.png)

**Figure 16.** 001 pole figures from the top 30 layers of the simulation volumes from Figure 15, alongside the previously generated pole figure using $S_0 = 45 \mu m$.

**5. Discussion**

The coupled modeling of process, microstructure, and properties were investigated using three codes that serve as part of the ExaAM framework for self-consistent modeling of AM processes. AM raster pattern time–temperature history from the computational fluid dynamics software OpenFOAM served as input to multilayer grain structure simulations with the cellular-automata-based ExaCA code. A series of ExaCA simulations were performed, with the main takeaways as follows:

- Mean grain area ($\varsigma$) as a function of build height ($z$) was plotted for fixed nucleation density and substrate, while varying the random number generator seeds used to generate statistically equivalent sets of nucleation and substrate data. The resulting $\varsigma(z)$ curves slowly became independent of additional layer deposition (i.e., $z$), with spreads in the steady-state $\varsigma(z)$ values of 7%–8% from statistical error due to the random number generation processes. The same was true for mean weighted grain area ($\bar{\varsigma}$).

- Statistical error resulting from substrate generation and nucleation data generation appeared to contribute to the spread in predicted $\varsigma$ and $\bar{\varsigma}$ equally. The average of the $\varsigma$ curves was within 10% of its 65 layer value, and the average of the $\bar{\varsigma}$ curves was within 15% of its 65 layer value, after around 500 $\mu m$ of build (or about 23 layers).

- Examining $\varsigma$ and $\bar{\varsigma}$ curves with $\pm 20 \mu m$ from the default mean substrate grain diameter $S_0 = 45 \mu m$, it was found that curves with smaller $S_0$ tended to converge more quickly than those at larger $S_0$, and reach steady-state values more quickly than those at larger $S_0$. The spread of these curves with $S_0 > 45 \mu m$ after 1.2 mm of simulated build remained significant relative to the uncertainty in $\varsigma(z)$ and $\bar{\varsigma}(z)$ due to random number generation alone.

- Steady-state values of $\varsigma$ as a function of $z$ were much more readily reached at large $N_0$, regardless of $S_0$; at $N_0 = 10^{14}$ m$^{-3}$, this steady state appeared to be reached after 0.6 mm of simulated microstructure. As $N_0$ was reduced to $10^{12}$ m$^{-3}$, $S_0$ had a much larger impact on the $\varsigma(z)$ curves, and $\varsigma$ was still increasing as a function of $z$ after 1.2 mm of simulated microstructure.

- While $\varsigma$ differences due to $N_0$ and $S_0$ were seen throughout the simulated builds (simulations with smaller $S_0$ and larger $N_0$ tending to have smaller grains and reach the steady state more quickly than those with larger $S_0$ and smaller $N_0$), the simulated microstructures were qualitatively similar. The strengths of the 001 and 110 textures, as well as the tall and narrow grain shapes, were similar across all simulations, though...
it was noted that nucleated grains tended to be more likely than epitaxial grains to have 110 textures.

• Using RVEs from different regions of these simulated microstructures as input to ExaConstit calculations, it was found that similar stress–strain behavior and stress triaxiality distributions resulted from RVEs using various permutations of \( N_0 \) and \( S_0 \), and yield stress values were within ±6% of each other. Only minor differences were noted in macroscopic mechanical responses between RVEs taken from layers 15 through 39 and RVEs taken from layers 40 through 64, despite differences in \( \zeta \) of up to 3x between the RVEs with the smallest and largest grain areas.

We conclude that the initial substrate during simulation of multilayer AM grain growth has a significant effect on grain size development during the first 2 mm of builds for the simulated scan pattern, particularly for small \( N_0 \) and large \( S_0 \). In turn, a CA simulation looking to obtain a microstructure representative of a structure far from the baseplate for conditions that favor epitaxial growth should err on the side of smaller \( S_0 \), particularly when \( N_0 \) is small. However, reasonable estimations for constitutive mechanical properties can be obtained from simulated grain structures with a range of possible \( S_0 \) and \( N_0 \) values. For all \( S_0 \) and \( N_0 \) values used, the grain structures and textures were sufficiently similar after 15 simulated layers such that any differences in predicted properties were on the order of the differences due to \( S_0 \) and \( N_0 \). This is despite the fact that the microstructures showed non-negligible differences in grain area for different \( S_0 \), \( N_0 \), and location in the build, suggesting that the texture and distribution of orientations in space are relatively agnostic to these parameters for the conditions tested. However, we note that when using extremes in \( S_0 \), such as an extremely small initial grain size or a single grain baseplate, this texture convergence does not readily appear, and that while texture after 15 layers may be relatively insensitive to \( S_0 \) and \( N_0 \) for the given material and scan pattern, reasonable input values are still required.

A few caveats apply to the scope of these conclusions. The present study is limited to modeling constitutive property sensitivity to microstructure input, and the sensitivity of microstructure to various uncertain input parameters. In real AM processing, additional physics not accounted for in the present models could complicate the relationships among substrate, nucleation, microstructure as a function of build height, and location-dependent properties. Experimental verification for a given material and scan parameters would be needed to determine to what extent the conclusions drawn regarding microstructure and properties modeling are valid in practice.

In addition to experimental validation of location-specific microstructure, future work using ExaCA includes revising the sparse data assumption from [66], allowing ExaCA analysis using time–temperature history resulting from more complex scan patterns. Generating multiple OpenFOAM input data sets to gauge the relative significance of time–temperature history uncertainty (due to energy absorption, etc) on ExaCA output, relative to the uncertainty in \( N_0 \) and \( S_0 \) examined in this study, is also a relevant next step toward consistent prediction of constitutive properties. Future science capability within ExaConstit includes varying the critically resolved shear strength as a function of distance from grain boundaries; a nonuniform resistance to plastic slip would likely yield property predictions that are more sensitive to the varying grain areas observed in the RVEs. Simulation of additional layers within ExaCA to determine the amount of material needed for grain area convergence with small \( N_0 \) and large \( S_0 \) may be needed to obtain far from baseplate grain structures, to be fed to an updated ExaConstit that is more sensitive to grain area.
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