Abstract

Hybrid density functional (HDF) approximations usually deliver higher accuracy than local and semilocal approximations to the exchange-correlation functional, but this comes with drastically increased computational cost. Practical implementations of HDFs inevitably involve numerical approximations – even more so than their local and semilocal counterparts due to the additional numerical complexity arising from treating the exact-exchange component. This raises the question regarding the reproducibility of the HDF results yielded by different implementations. In this work, we benchmark the numerical precision of four independent implementations of the popular Heyd-Scuseria-Ernzerhof (HSE) range-separated HDF on describing key materials’ properties, including both properties derived from equations of states (EOS) and band gaps of 20 crystalline solids. We find that the energy band gaps obtained by the four codes agree with each other rather satisfactorily. However, for lattice constants and
bulk moduli, the deviations between the results computed by different codes are of the same order of magnitude as the deviations between the computational and experimental results. On the one hand, this means that the HSE functional is rather accurate for describing the cohesive properties of simple insulating solids. On the other hand, this also suggests that the numerical precision achieved with current major HSE implementation is not sufficiently high to unambiguously assess the physical accuracy of HDFs. It is found that the pseudopotential treatment of the core electrons is a major factor that contributes to this uncertainty.

Introduction

The reproducibility of the results, both experimental and computational ones, is essential for scientific researches. In computational materials science which heavily relies on computer simulations, this is particularly a concern. Ideally, one would like to see that the same results be obtained regardless which computer code is used. As one of the most widely used first-principles approaches for simulating materials’ properties, the generalized gradient approximations (GGAs) in density functional theory (DFT), such as the Perdew-Burke-Ernzerhof (PBE)\textsuperscript{1} functional, have been implemented in a plethora of computer codes and widely applied in condensed physics, quantum chemistry, and materials science. A natural question arises regarding the reproducibility of the GGA results as obtained by different computer codes. This question was addressed by Lejaeghere \textit{et al.} in Ref. \textsuperscript{2} where the reproducibility of the PBE implementations has been examined over 15 different computer codes, using 40 different potentials and/or basis set types, for describing the equation of states (EOS) of 71 elemental crystals. These authors introduced a so-called $\Delta$ gauge - a single value that measures the deviations of the EOS curves yielded by two different codes – and found that the $\Delta$ values between mainstream DFT codes, averaged over the elemental crystals, are at the level of 1 meV. Such a remarkable numerical precision assures the reproducibility of the mainstream DFT codes, as far as the PBE functional concerned.
In recent years, the hybrid density functionals (HDFs) are getting more and more popular in computational materials science. By incorporating a fraction of Hartree-Fock exchange (HFX), HDFs successfully addressed one big issue of local-density approximation (LDA) and GGA-type functionals – the severe underestimation of the band gaps of semiconductors and insulators. Popular HDFs include B3LYP, PBE0 and HSE. Among these, the HSE functional belongs to the screened HDFs in which the Coulomb interaction is split into short-range and long-range components and only the HFX based on the short-range Coulomb interaction is mixed into the exchange-correlation (XC) functionals. Incorporating the HFX only for the short-range part of the Coulomb interaction is arguably better suited for describing narrow- and middle-gap semiconductors than global HDFs. In practice, the HSE functional shows remarkable performance not only for band gaps, but also for structural and cohesive properties. The price to pay, however, is the significantly increased computational cost, arising from the evaluation of the short-range HFX, compared to GGAs.

Nowadays, HDFs have been implemented in various mainstream first-principles code packages, employing different potentials, basis sets, and numerical approximations. For example, in the Vienna Ab initio Simulation Package (VASP), the HFX is computed within the projector augmented wave (PAW) formalism and plane-wave (PW) basis set. The VASP implementation reduces the computational cost by downsampling the k-point grid in the HFX evaluations. As for atomic-orbital based codes, the resolution-of-the-identity (RI) is often employed to reduce the computational cost of HFX component. In particular, using the localized variant of the RI approximation, one can achieve a linear scaling of the computational cost for building the HFX matrix with respect to the system size \( N \). The localized RI (LRI) based HDFs have been implemented within the Fritz Haber Institute ab initio molecular simulations (FHI-aims) code package and recently also in the atomic-orbital-based ab initio computation at UStc (ABACUS) code package. Besides these efforts, Lin developed an adaptively compressed exchange operator (ACE) scheme, which, together with a two-level self-consistent field iterator procedure, can significantly
accelerate the HDF calculations using PW basis sets. Such a scheme has been implemented in the DGDFT \cite{30,31} and the Quantum ESPRESSO (QE) \cite{32,33} code packages. Other techniques to speed up the HFX calculations include the exploration of the localization offered by Wannier representation \cite{34,35,36}, interpolative separable density fitting approaches \cite{37,38} and representing NAOs in terms of Gaussian-type orbitals \cite{39} etc.

As alluded to above, the numerical precision and the reproducibility of PBE implementations in mainstream DFT codes have been established via the \( \Delta \)-value project. However, this conclusion may not be automatically extended to HDFs as implemented in these codes. In fact, the numerical precision of HDF calculations does not only rely on the treatment of electron-ion interactions (pseudopotentials vs. all-electron) and basis set types (e.g., plane waves vs. atomic orbitals), but also on the numerical approximations involved in the evaluation of the HFX potential and energy. To our knowledge, a systematic assessment of the numerical precision of different HDF implementations has not yet been reported. In this work, utilizing the HSE functional available in four computer codes, including VASP, FHI-aims, QE, and ABACUS, whose HDF implementations differ considerably in algorithmic and numerical details, we assess the reproducibility of HSE results by computing the pairwise \( \Delta \) values among these four codes, based on the energy-volume curves of 20 binary compounds. These 20 compounds have been widely used as a test set for evaluating the performance of HDFs \cite{9,24,41,42,43,44}. Such a \( \Delta \)-value based assessment will be corroborated by additional properties including the lattice constants, bulk moduli, and band gaps. Naturally, benchmarking the numerical precision of HDF implementations over all mainstream DFT codes and across different types of materials requires community-wide efforts and goes beyond the scope of the present paper. Nevertheless our work provides a solid basis that will hopefully stimulate more benchmark efforts in this direction.

4
Methods

In this section, we recapitulate the essentials of the numerical frameworks and computational setups employed in the four codes considered in this work. First of all, different strategies are used to treat the effects arising from the nuclei and core electrons: The VASP code employs the PAW method whereas QE and ABACUS make use of the SG15 optimized norm-conserving Vanderbilt-type (ONCV) pseudopotentials.\textsuperscript{15,16} In contrast, FHI-aims treats all electrons on an equal footing. Scalar relativistic effects are included either in the PAW or norm-conversing pseudopotentials (NCPP), or via the “atomic ZORA” scheme\textsuperscript{17,18} in the all-electron case. The spin-orbit coupling effect is not included in the HSE calculations here.

Regarding the basis sets, VASP and QE both use PWs to expand the Bloch wavefunctions, whereas numerical atomic orbital (NAO) basis sets are used in the FHI-aims and ABACUS codes, although different NAO construction strategies are adopted in these two codes, in order to best represent their respective all-electron (AE) or pseudo-wavefunctions. Moreover, kinetic energy cutoffs of 550 eV and 100 Rydberg (Ry) are used for the PW expansion of wavefunctions in VASP and QE calculations, respectively. For FHI-aims, the default “tight” NAO basis sets\textsuperscript{26} are adopted, whereas the so-called “DZP-DPSI”\textsuperscript{49} basis sets are employed in ABACUS. Additionally, 100 Ry energy cutoff is used in ABACUS for the Hartree potential calculation and for determining the uniform quadrature grid. In Table I, we summarize the computational settings for the four codes, together with the convergence thresholds in the self-consistent calculations. Please note that these settings are roughly the default ones that are typically used in production calculations. Our intention here is not to push towards the limit of high-precision settings of each code, but rather to check the numerical precision that is achieved in routine calculations. An investigation of the influence of difficult levels of basis sets and numerical settings on the achieved precision of the results has recently been reported by Carbogno et al\textsuperscript{50} for three different computer codes, including FHI-aims.

As mentioned above, additional complexity is involved in the evaluation of the HFX component of the HDFs. For VASP, the standard HSE implementation as available in VASP
5.4.1 is used. As for QE calculations, we use its PWSCF module v.6.5 where the ACE technique is used as the default to calculate the HFX contributions. Finally, for NAO-based codes, the LRI approximation is used in both FHI-aims and ABACUS for evaluating the HFX term. To render the numerical errors associated with LRI sufficiently small, an enhanced auxiliary basis set has to constructed, compared to conventional global Coulomb-metric based RI scheme. In FHI-aims, this is achieved by adding a hydrogen-like $5\, g$ function with an effective nuclear charge $Z = 6$ for each element that is solely used to generate extra auxiliary basis functions (ABFs). In ABACUS, additional optimized ABFs can be included to complement the “on-site” ones to increase the numerical accuracy. Furthermore, an efficient pre-screening procedure is invoked to filter out negligibly small contributions to achieve a linear-scaling build of the HFX. The settings of the ABF basis sets, and the pre-screening parameters for ABACUS HSE calculations are given in the Supporting Information (SI) (cf. Table S1 and discussions therein).

The equilibrium volume $V_0$ and bulk modulus $B_0$ of each solid are determined via the Birch–Murnaghan EOS. Since our test set of materials only comprises fcc crystals, the lattice constants $a_0$ is found from the equilibrium volume $V_0$ via $a_0 = (4V_0)^{1/3}$. The $\Delta$ value for a material $\alpha$ between any two codes are obtained from the calculated EOS curves, following the procedure proposed in Ref. For a more trustworthy comparison between experimental cohesive properties and the HSE predictions, the zero-point motion (ZPM) effects are taken into account, utilizing the values as estimated in Ref. for all calculations. Finally, the band gaps are estimated on a discrete $8\times8\times8\, k$-point mesh, and the experimental lattice parameters are used for all the band structure calculations.
Table 1: Numerical frameworks and computational settings for the four codes included in the present benchmark studies. “Method” describes how the effects from the nuclei and core electrons are treated. “Basis sets” tell the type of basis functions to expand the wavefunctions. $E_{\text{cutoff}}$: the kinetic energy cutoffs for the PW expansions (in case of VASP and QE), and for the Hartree potential calculation and for determining the uniform quadrature grid (in case of ABACUS). $\eta_{\text{etot}}$, $\eta_{\rho}$ denotes the convergence threshold for the self-consistency cycle, based on the criteria of total energy, charge density, respectively. (n/a: this metric is not used in the particular code or not set in this benchmark test).

| Method     | Basis sets              | $E_{\text{cutoff}}$ | $\eta_{\text{etot}}$ | $\eta_{\rho}$ |
|------------|------------------------|---------------------|----------------------|---------------|
| VASP       | PAW                    | PW                  | 550 (eV)             | $10^{-6}$ (eV) | n/a           |
| FHI-aims   | AE                     | NAO (tight)         | n/a                  | n/a           | $10^{-6}$     |
| QE         | NCPP$^a$               | PW                  | 100 (Ry)             | $10^{-6}$ (a.u) | n/a           |
| ABACUS     | NCPP$^a$               | NAO (DZP-DPSI)      | 100 (Ry)             | n/a           | $10^{-8}$     |

$a$: the scalar-relativistic SG15 optimized norm-conserving Vanderbilt-type (ONCV) pseudopotentials [24,25].

Results

Equation of states

We start by examining the pairwise $\Delta$ values evaluated in between the four codes, given by an average of the individual $\Delta$ values for the 20 materials. Namely,

$$\Delta_{ij} = \frac{1}{20} \sum_{\alpha=1}^{20} \Delta_{ij}(\alpha)$$  \hspace{1cm} (1)

where

$$\Delta_{ij}(\alpha) = \sqrt{\int_{0.94V_{0,\alpha}}^{1.06V_{0,\alpha}} [E_{i,\alpha}(V) - E_{j,\alpha}(V)]^2 dV / 0.12V_{0,\alpha}}$$  \hspace{1cm} (2)

measures the root-mean-square difference between the energy-volume ($E$-$V$) curves (with aligned energy minima) generated by two codes $i$ and $j$ for a material $\alpha$ in the test set. In Eq. (2), $V_{0,\alpha}$ is the averaged equilibrium volume of the $\alpha$-th material, as predicted by the two codes. A change of the volume within a range of $-6\%$ to $6\%$ around the equilibrium point...
is included in the evaluation of the $\Delta$ value. The thus determined $4 \times 4$ $\Delta$ matrix is shown in Figure 1 for both the PBE and HSE functionals. From Figure 1 one can immediately see that the $\Delta$ values for the HSE functional (right panel) are 2 to 3 times larger than their counterparts for the PBE functional (left panel). This is not entirely surprising since, as mentioned above, additional numerical approximations are involved in the evaluation of the HFX component of the HSE functional and this will very likely yield additional numerical discrepancies between different implementations. Among the four codes, the smallest $\Delta$ value for the HSE functional, 1.7 meV/atom, is obtained between the all-electron FHI-aims code and the PAW-based VASP code, whereas the largest $\Delta$ value, 5.3 meV/atom, occurs between VASP and QE. Although VASP and QE both use the PW basis sets, the norm-conserving pseudopotentials (NCPPs) are used in QE whereas the PAW scheme is used in VASP. The $\Delta$ matrix in Figure 1 suggests that the approach to describe the valence-ion interactions, has a bigger influence than the choice of basis sets. Indeed, a $\Delta$ value of 3.7 meV/atom is obtained between the two NCPP-based codes – QE and ABACUS, which is smaller than the discrepancy between the two PW-based codes (5.3 meV/atom) and between the two NAO-based codes (4.9 meV/atom). Comparing the two panels in Figure 1 one can see that the distribution pattern of the $\Delta$ values among the four codes are rather similar for the PBE and HSE functionals, except that the $\Delta$ values are 2-3 times larger for the HSE functionals, and that the discrepancy between VASP and QE results is less pronounced for the PBE functional. The reason that the two PW-based codes show larger deviations for the HSE functional, while it is much less so for the PBE functional, is probably because the PAWs and NCPPs used in the present calculations are constructed for the PBE functional and not for the HSE functional. It is not fully clear yet whether the ACE approach, that is used in QE calculations, plays any role here.

Next we check how the lattice constants determined by the four HSE implementations agree with one another. In this case, the experimental values are also included for comparison. In Figure 2a we present the pairwise mean absolute deviations (MADs) between the
|       | VASP     | FHI-aims | ABACUS | QE       |
|-------|----------|----------|--------|----------|
| VASP  | 0.0000   | 0.8670   | 2.2795 | 1.1975   |
| FHI-aims | 0.8670   | 0.0000   | 1.8510 | 0.5730   |
| ABACUS | 2.2795   | 1.8510   | 0.0000 | 1.8305   |
| QE    | 1.1975   | 0.5730   | 1.8305 | 0.0000   |

|       | VASP     | FHI-aims | ABACUS | QE       |
|-------|----------|----------|--------|----------|
| VASP  | 0.0000   | 1.7285   | 4.9315 | 5.2595   |
| FHI-aims | 1.7285   | 0.0000   | 4.1070 | 5.1540   |
| ABACUS | 4.9315   | 4.1070   | 0.0000 | 3.7060   |
| QE    | 5.2595   | 5.1540   | 3.7060 | 0.0000   |

Figure 1: The ∆-value matrix (in meV/atom) that measures the pair-wise deviations between the EOS curves generated by four codes, i.e., VASP, FHI-aims, ABACUS, and QE for both PBE (left) and HSE (right) functionals.
four sets of computational HSE lattice constants, as well as those between the computational and experimental results. Specifically, what is presented in Figure 2a are

\[ \text{MAD}(a_0, i, j) = \frac{1}{20} \sum_{\alpha=1}^{20} |a_{0,i}(\alpha) - a_{0,j}(\alpha)| \] (3)

where \(a_{0,i}(\alpha)\) is the equilibrium lattice constant for the \(\alpha\)-th material as determined by experiment \((i = 1)\) or by one of the four HSE implementations \((2 \leq i \leq 5)\). Here, the computational lattice constants are corrected for the ZPM effect. For simplicity, we have assumed that the ZPM corrections are not sensitive to the HSE implementations, and the same ZPM correction values for the HSE lattice constants, as reported in from Ref. 44 (obtained using FHI-aims), are used here for all the computed results. As such, the MADs between the computational results are not affected by the ZPM corrections, and only those between experimental and computational ones are. From Figure 2a one can clearly see that the computational results fall into two groups, i.e., VASP and FHI-aims in one group, and ABACUS and QE in another, with the MADs between the codes within the same group about a factor of 2 smaller than those between the two groups. This again shows, consistent with the \(\Delta\) test, that the all-electron and PAW results agree best, whereas larger deviations of the all-electron/PAW results from the NCPP-based results are observed. As far as the all-electron/PAW results concerned, the deviations between the calculated results are appreciably smaller than the deviations between the computational and experimental results. However, this does not hold any more when all four sets of computational results are taken into account. Finally, one can see that VASP and FHI-aims results show larger deviations from the experimental results than the ABACUS and QE results do. This probably comes from fortuitous error cancellations.

To have a closer look at what is happening behind, in Figure 2b we further present the deviations of the computed lattice constants from the experimental values for the 20 individual compounds. The actual values of the computational and experimental lattice constants
are further presented in Table S2 of SI. Figure 2b shows the VASP and FHI-aims results follow each other closely, whereas QE and ABACUS results show a similar zigzag pattern as the deviations vary among different materials. Such behavior is consistent with the pairwise MAD analysis presented in Figure 2a but Figure 2b also reveals important details. Although for a large part of materials, the four codes yield similar HSE lattice constants, but exceptions do exist. For example, for GaSb, FHI-aims and VASP predict that HSE overestimates the lattice constant by 0.08 Å, whereas QE suggests there is an underestimation of 0.04 Å. Finally, ABACUS yields a HSE lattice constant there is in excellent, but most likely fortuitous agreement with experiment. Similar phenomenon is observed for AlSb whereby VASP and FHI-aims still show a pronounced overestimation, but in this case the HSE lattice constant from QE is in best agreement with experiment, whereas ABACUS shows a slight overestimation. This benchmark test tells that, for some materials, the current HSE implementations may yield appreciably different results than may change the direction of the error when compared to experiment. The way to describe the interactions between valence electrons and ion cores (all-electron, PAW, or NCPPs) seems to play a major role in affecting the outcomes of HSE calculations.

We then perform a similar analysis of the bulk moduli for the same set of compounds, based on the EOS curves generated by the four codes. In Figure 3a, we present the pair-wise MAD matrix for the experimental and four sets of computed HSE bulk moduli. Again the ZPM corrections to the computed bulk moduli are included, using the values reported in Ref. From Figure 3a, we see that the computed results also fall into two groups, with the all-electron FHI-aims and PAW-based VASP results coming closer, and so do the NCPP-based ABACUS and QE results. Between the two groups, we see that the MAD between the two sets of NAO-based results is smaller than that between the PW-based results. Moreover, Figure 3a also reveals that the all-electron/PAW based HSE results show larger deviation from experimental results than the NCPP-based results, similar to the lattice constant case. In Figure 3b, we further present the deviations of the four sets of computed HSE bulk moduli
Figure 2: (a) The pairwise MADs between the computed HSE lattice constants (in Å) by VASP, FHI-aims, ABACUS, QE, and between the computational and experimental values. The colormap is such that the darker the color, the greater the MADs. (b) Deviations between the four sets of HSE lattice constants and the experimental value for individual compounds. The computational lattice constants are corrected for the ZPM effects in both (a) and (b).
from the experimental values for individual materials. The actual values of the HSE bulk moduli as calculated by the four codes, as well as the experimental ones, are presented in Table S3 of SI, for completeness. Here, although the general better agreements between VASP and FHI-aims results, and between the ABACUS and QE results are observable, exceptions do exist. For example, for ZnTe and MgO, the VASP results deviate noticeably from the other three results, whereas the same occurs for the ABACUS results in case of SiC. Despite these discrepancy, some general features can be drawn from this benchmark study. For example, all four codes predict that the HSE bulk moduli of C and BN are appreciably larger than the experimental value, pointing to an intrinsic accuracy limitation of HSE for these hard materials.

**Band gaps**

One important success of the HSE functional is that it significantly improves over local and semi-local functionals for describing the band gaps of semiconductors and insulators, thanks to the HFX component and the generalized KS framework. Thus, the reproducibility of the calculated HSE band gaps is also an important aspect to check, in addition to the EOS-based properties. In Figure 4a, we present the MAD matrix for the band gaps, including the experimental and four sets of HSE results. The actual values of the HSE band gaps, as given by the four codes, as well as the experimental results are presented in Table S4 of the SI. Here, the ZPM contributions to the experimental band gap values are discounted, to facilitate their comparison to computational results (see SI for further details). Here, we clearly see that the MADs between the experimental and computational results are one order of magnitude larger than those between the computational results. This means that, as far as the band gap concerned, the numerical precision of the major HSE implementation is sufficiently high for unambiguously assessing the intrinsic accuracy of the HSE functional. Among the four sets of computational results, the MAD between VASP and FHI-aims results is the smallest, followed by that between FHI-aims and ABACUS. Comparatively, the QE results show
Figure 3: (a) The pairwise MADs between the computed HSE bulk moduli (in GPa) by the four codes, and between the computational and experimental values. The colormap is such that the darker the color, the greater the MADs. (b) Deviations between the four sets of HSE bulk moduli and the experimental value for individual compounds. The computational bulk moduli are corrected for the ZPM effects in both (a) and (b).
larger deviations from those of the other three codes. The closer agreement between the NCPP-based ABACUS and QE results for EOS-derived quantities does not hold anymore for band gaps. Figure 4b further shows the deviations of the four sets of calculated HSE band gaps from the experimental values for individual compounds. Here, one can see that the computational results agree with one another well in general, making them overall clearly separated from the experimental ones. However, there are a few compounds where larger discrepancies are noticeable. These are MgO where the HSE gap by QE shows a deviation as large as 0.5 eV from the results by other codes, followed by InP where a 0.2 eV discrepancy is noticeable. For AlSb, the VASP and FHI-aims gap values show good agreement with experiment, whereas ABACUS and QE results overestimate by the band gap by about 0.4 eV.

Conclusions

In this work, we examined the reproducibility of HSE calculations based on four different implementations in the VASP, FHI-aims, QE, and ABACUS codes, in terms of a test set comprising 20 semiconductors and insulators. These implementations are representative ones as different procedures for treating the core-valence interactions (all-electron, PAW, and NCPP schemes) and different basis sets (PWs and atomic orbitals), with their different combinations, are used. The quantities that we have checked include the $\Delta$ metric as introduced in Ref. 40 as well as the lattice constants, bulk moduli, and the band gaps. We found that, for band gaps, the deviations between the four different sets of computational results are nearly one order of magnitude smaller than the difference between the computational and experimental results. For the EOS-derived properties, e.g., the lattice constants and bulk moduli, the differences between computational and experimental results and those between the computational results themselves, are at the same order of magnitude. On the one hand, this shows the rather good performance of the HSE functional for describing the EOS-derived
Figure 4: (a) The pairwise MADs between the calculated HSE band gaps (in eV) by the four codes, and between the computational and experimental gap results. (b) Deviations between the four sets of HSE band gaps and the experimental value for individual compounds. The ZPM contributions to the experimental band gaps are removed here.
properties; on the other hand, this also means that the numerical precision of HSE implementation still needs to be improved to unambiguously assess its intrinsic accuracy with respect to experimental reference data. Among the computational results, it seems that the prescription for describing the ion-cores plays a significant role in determining the numerical precision of the HSE implementations. Specifically, the all-electron (FHI-aims) and PAW-based (VASP) implementations show better agreement with each other, and so does the NCPP-based implementations (QE and ABACUS), whereas the deviations between these two sets of results are noticeably larger. Nowadays, most NCPP-based HSE calculations are performed using the PBE pseudopotentials. Our work indicates that it is not ideal if high-precision results are aimed for. In principle, one can reduce the core radius and increase the energy cutoffs for NCPP-based calculations to approach the precision of all-electron calculations. However, the computational cost will get exceedingly high to do so. Designing improved NCPPs for HSE and other types of HDF calculations would be a better strategy for improving the quality of NCPP-based HDF calculations. Yang et al. have shown that using the PBE0 pseudopotentials in PBE0 calculations improves the agreement with all-electron calculations for structural parameters and band gaps of some small molecules and simple solids.\textsuperscript{[52]} We expect that this will also holds for the HSE functional and the benchmark set presented in this work.

As HDF calculations get increasingly popular in computational materials sciences, the reproducibility of this type of calculations becomes a prominent issue. Our benchmark calculations in this work only cover a limited set of codes and materials, yet interesting features and trends have been revealed. We hope that this work will stimulate more comprehensive investigations along this line.

Supporting Information Available

The Supporting Information is available free of charge.
• Description of the computational parameters used in ABACUS calculations, and tables containing the computational and experimental values of lattice constants, bulk moduli, and band gaps for 20 solids.

Data availability

All output files of the calculations using VASP, FHI-aims, and QE reported in this work have been uploaded to the NOMAD repository, and can be found, respectively, under the links

https://nomad-lab.eu/prod/v1/gui/user/uploads/upload/id/3WA4ETfQ5bQxPSecuOOPo6kMSQ,
https://nomad-lab.eu/prod/v1/gui/user/uploads/upload/id/CxYC8UV7Rv7EP1FXhrgKw,
https://nomad-lab.eu/prod/v1/gui/user/uploads/upload/id/1I_V_-9Ir_WfKrXiTfsF0Fw.

The input and output files of ABACUS calculations are available from the authors upon reasonable request.

Acknowledgement

This work is supported by National Natural Science Foundation of China (Grant Nos. 12134012, 11774327, 11874335, 12188101). The author thanks Dr. Wenshuai Zhang for his help in Δ-value calculations. The numerical calculations have been done on the USTC HPC facilities.

References

(1) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized Gradient Approximation Made Simple. Phys. Rev. Lett. 1996, 77, 3865–3868.

(2) Lejaeghere, K.; Bihlmayer, G.; Björkman, T.; Blaha, P.; Blügel, S.; Blum, V.; Cal-
iste, D.; Castelli, I. E.; Clark, S. J.; Corso, A. D.; et al, Reproducibility in density functional theory calculations of solids. *Science* **2016**, *351*, aad3000.

(3) Becke, A. D. Density-functional thermochemistry. III. The role of exact exchange. *J. Chem. Phys.* **1993**, *98*, 5648–5652.

(4) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. Ab Initio Calculation of Vibrational Absorption and Circular Dichroism Spectra Using Density Functional Force Fields. *J. Phys. Chem.* **1994**, *98*, 11623–11627.

(5) Perdew, J. P.; Ernzerhof, M.; Burke, K. Rationale for mixing exact exchange with density functional approximations. *J. Chem. Phys.* **1996**, *105*, 9982–9985.

(6) Heyd, J.; Scuseria, G. E.; Ernzerhof, M. Hybrid functionals based on a screened Coulomb potential. *J. Chem. Phys.* **2003**, *118*, 8207–8215.

(7) Heyd, J.; Scuseria, G. E.; Ernzerhof, M. Erratum: “Hybrid functionals based on a screened Coulomb potential” [J. Chem. Phys. 118, 8207 (2003)]. *J. Chem. Phys.* **2006**, *124*, 219906.

(8) Krukau, A. V.; Vydrov, O. A.; Izmaylov, A. F.; Scuseria, G. E. Influence of the exchange screening parameter on the performance of screened hybrid functionals. *J. Chem. Phys.* **2006**, *125*, 224106.

(9) Heyd, J.; Peralta, J. E.; Scuseria, G. E.; Martin, R. L. Energy band gaps and lattice parameters evaluated with the Heyd-Scuseria-Ernzerhof screened hybrid functional. *J. Chem. Phys.* **2005**, *123*, 174101.

(10) Kresse, G.; Hafner, J. Ab initio molecular dynamics for open-shell transition metals. *Phys. Rev. B* **1993**, *48*, 13115–13118.

(11) Kresse, G.; Furthmüller, J. Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set. *Phys. Rev. B* **1996**, *54*, 11169–11186.
(12) Paier, J.; Hirschl, R.; Marsman, M.; Kresse, G. The Perdew–Burke–Ernzerhof exchange-correlation functional applied to the G2-1 test set using a plane-wave basis set. *J. Chem. Phys.* 2005, 122, 234102.

(13) Paier, J.; Marsman, M.; Hummer, K.; Kresse, G.; Gerber, I. C.; Ángyán, J. G. Screened hybrid density functionals applied to solids. *J. Chem. Phys.* 2006, 124, 154709.

(14) Paier, J.; Marsman, M.; Hummer, K.; Kresse, G.; Gerber, I. C.; Ángyán, J. G. Erratum: “Screened hybrid density functionals applied to solids” [J. Chem. Phys. 124, 154709 (2006)]. *J. Chem. Phys.* 2006, 125, 249901.

(15) Whitten, J. L. Coulombic potential energy integrals and approximations. *J. Chem. Phys.* 1973, 58, 4496–4501.

(16) Dunlap, B. I.; Connolly, J. W. D.; Sabin, J. R. On some approximations in applications of X α theory. *J. Chem. Phys.* 1979, 71, 3396–3402.

(17) Feyereisen, M.; Fitzgerald, G.; Komornicki, A. Use of approximate integrals in ab initio theory. An application in MP2 energy calculations. *Chem. Phys. Lett.* 1993, 208, 359–363.

(18) Vahtras, O.; Almlöf, J.; Feyereisen, M. Integral approximations for LCAO-SCF calculations. *Chem. Phys. Lett.* 1993, 213, 514–518.

(19) Weigend, F.; Häser, M.; Patzelt, H.; Ahlrichs, R. RI-MP2: optimized auxiliary basis sets and demonstration of efficiency. *Chem. Phys. Lett.* 1998, 294, 143–152.

(20) Dunlap, B. I.; Rösch, N.; Trickey, S. Variational fitting methods for electronic structure calculations. *Mol Phys* 2010, 108, 3167–3180.

(21) Ren, X.; Rinke, P.; Blum, V.; Wieferink, J.; Tkatchenko, A.; Sanfilippo, A.; Reuter, K.; Scheffler, M. Resolution-of-identity approach to Hartree-Fock, hybrid density function-
als, RPA, MP2 and GW with numeric atom-centered orbital basis functions. *New J. Phys.* **2012**, *14*, 053020.

(22) Ihrig, A. C.; Wieferink, J.; Zhang, I. Y.; Ropo, M.; Ren, X.; Rinke, P.; Scheffler, M.; Blum, V. Accurate localized resolution of identity approach for linear-scaling hybrid density functionals and for many-body perturbation theory. *New J. Phys.* **2015**, *17*, 093020.

(23) Levchenko, S. V.; Ren, X.; Wieferink, J.; Johanni, R.; Rinke, P.; Blum, V.; Scheffler, M. Hybrid functionals for large periodic systems in an all-electron, numeric atom-centered basis framework. *Comput Phys Commun* **2015**, *192*, 60–69.

(24) Lin, P.; Ren, X.; He, L. Accuracy of Localized Resolution of the Identity in Periodic Hybrid Functional Calculations with Numerical Atomic Orbitals. *J. Phys. Chem. Lett.* **2020**, *11*, 3082–3088.

(25) Lin, P.; Ren, X.; He, L. Efficient Hybrid Density Functional Calculations for Large Periodic Systems Using Numerical Atomic Orbitals. *J. Chem. Theory Comput.* **2021**, *17*, 222–239.

(26) Blum, V.; Gehrke, R.; Hanke, F.; Havu, P.; Havu, V.; Ren, X.; Reuter, K.; Scheffler, M. Ab initio molecular simulations with numeric atom-centered orbitals. *Comput Phys Commun* **2009**, *180*, 2175–2196.

(27) Chen, M.; Guo, G.-C.; He, L. Systematically improvable optimized atomic basis sets for ab initio calculations. *J. Phys. Condens. Matter* **2010**, *22*, 445501.

(28) Li, P.; Liu, X.; Chen, M.; Lin, P.; Ren, X.; Lin, L.; Yang, C.; He, L. Large-scale ab initio simulations based on systemically improvable atomic basis. *Comput. Mater. Sci.* **2016**, *112*, 503–517, Computational Materials Science in China.
(29) Lin, L. Adaptively compressed exchange operator. *J. Chem. Theory Comput.* **2016**, *12*, 2242–2249.

(30) Lin, L.; Lu, J.; Ying, L.; Weinan, E. Adaptive local basis set for Kohn–Sham density functional theory in a discontinuous Galerkin framework I: Total energy calculation. *J. Comput. Phys.* **2012**, *231*, 2140–2154.

(31) Hu, W.; Lin, L.; Yang, C. DGDFT: A massively parallel method for large scale density functional theory calculations. *J. Chem. Phys.* **2015**, *143*, 124110.

(32) Giannozzi, P.; Baroni, S.; Bonini, N.; Calandra, M.; Car, R.; Cavazzoni, C.; Ceresoli, D.; Chiarotti, G. L.; Cococcioni, M.; Dabo, I.; et al, QUANTUM ESPRESSO: a modular and open-source software project for quantum simulations of materials. *J. Phys. Condens. Matter* **2009**, *21*, 395502.

(33) Giannozzi, P.; Andreussi, O.; Brumme, T.; Bunau, O.; Nardelli, M. B.; Calandra, M.; Car, R.; Cavazzoni, C.; Ceresoli, D.; Cococcioni, M.; et al, Advanced capabilities for materials modelling with Quantum ESPRESSO. *J. Phys. Condens. Matter* **2017**, *29*, 465901.

(34) Wu, X.; Selloni, A.; Car, R. Order-N implementation of exact exchange in extended insulating systems. *Phys. Rev. B* **2009**, *79*, 085102.

(35) Dziedzic, J.; Hill, Q.; Skylaris, C.-K. Linear-scaling calculation of Hartree-Fock exchange energy with non-orthogonal generalised Wannier functions. *J. Chem. Phys.* **2013**, *139*, 214103.

(36) Dziedzic, J.; Womack, J. C.; Ali, R.; Skylaris, C.-K. Massively parallel linear-scaling Hartree–Fock exchange and hybrid exchange–correlation functionals with plane wave basis set accuracy. *J. Chem. Phys.* **2021**, *155*, 224106.
(37) Lu, J.; Ying, L. Compression of the electron repulsion integral tensor in tensor hyper-contraction format with cubic scaling cost. *J. Comput. Phys.* **2015**, *302*, 329–335.

(38) Qin, X.; Liu, J.; Hu, W.; Yang, J. Interpolative Separable Density Fitting Decomposition for Accelerating Hartree–Fock Exchange Calculations within Numerical Atomic Orbitals. *J. Phys. Chem. A* **2020**, *124*, 5664–5674.

(39) Shang, H.; Li, Z.; Yang, J. Implementation of Exact Exchange with Numerical Atomic Orbitals. *J. Phys. Chem. A* **2010**, *114*, 1039–1043.

(40) Lejaeghere, K.; van Speybroeck, V.; van Oost, G.; Cottenier, S. Error Estimates for Solid-State Density-Functional Theory Predictions: An Overview by Means of the Ground-State Elemental Crystals. *Crit. Rev. Solid State Mater. Sci.* **2014**, *39*, 1–24.

(41) Heyd, J.; Scuseria, G. E. Efficient hybrid density functional calculations in solids: Assessment of the Heyd–Scuseria–Ernzerhof screened Coulomb hybrid functional. *J. Chem. Phys.* **2004**, *121*, 1187–1192.

(42) Garza, A. J.; Scuseria, G. E. Predicting Band Gaps with Hybrid Density Functionals. *J. Phys. Chem. Lett.* **2016**, *7*, 4165–4170.

(43) Cui, Z.-H.; Wang, Y.-C.; Zhang, M.-Y.; Xu, X.; Jiang, H. Doubly Screened Hybrid Functional: An Accurate First-Principles Approach for Both Narrow- and Wide-Gap Semiconductors. *J. Phys. Chem. Lett.* **2018**, *9*, 2338–2345.

(44) Zhang, G.-X.; Reilly, A. M.; Tkatchenko, A.; Scheffler, M. Performance of various density-functional approximations for cohesive properties of 64 bulk solids. *New J. Phys* **2018**, *20*, 063020.

(45) Vanderbilt, D. Soft self-consistent pseudopotentials in a generalized eigenvalue formalism. *Phys. Rev. B* **1990**, *41*, 7892.
(46) Schlipf, M.; Gygi, F. Optimization algorithm for the generation of ONCV pseudopotentials. *Comput Phys Commun* **2015**, *196*, 36–44.

(47) van Lenthe, E.; Snijders, J. G.; Baerends, E. J. The zero-order regular approximation for relativistic effects: The effect of spin–orbit coupling in closed shell molecules. *J. Chem. Phys.* **1996**, *105*, 6505–6516.

(48) Huhn, W. P.; Blum, V. One-hundred-three compound band-structure benchmark of post-self-consistent spin-orbit coupling treatments in density functional theory. *Phys. Rev. Materials* **2017**, *1*, 033803.

(49) Lin, P.; Ren, X.; He, L. Strategy for constructing compact numerical atomic orbital basis sets by incorporating the gradients of reference wavefunctions. *Phys. Rev. B* **2021**, *103*, 235131.

(50) Carbogno, C.; Thygesen, K. S.; Bieniek, B.; Draxl, C.; Ghiringhelli, L. M.; Gulans, A.; Hofmann, O. T.; Jacobsen, K. W.; Lubeck, S.; Mortensen, J. J.; et al, Numerical quality control for DFT-based materials databases. *npj Comput. Mater.* **2022**, *8*, 69.

(51) Birch, F. Finite elastic strain of cubic crystals. *Phys. Rev.* **1947**, *71*, 809.

(52) Yang, J.; Tan, L. Z.; Rappe, A. M. Hybrid functional pseudopotentials. *Phys. Rev. B* **2018**, *97*, 085130.
Graphical TOC Entry

|            | PAW/PW | AE/NAO | NCPP/NAO | NCPP/PW |
|------------|--------|--------|----------|---------|
| PAW/PW     | 0.000  | 1.728  | 4.931    | 5.260   |
| AE/NAO     | 1.728  | 0.000  | 4.107    | 5.154   |
| NCPP/NAO   | 4.931  | 4.107  | 0.000    | 3.706   |
| NCPP/PW    | 5.260  | 5.154  | 3.706    | 0.000   |

\(d^{\text{HSE}}\) (meV/atom)
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