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Abstract

This paper considers an emerging cellular-connected unmanned aerial vehicle (UAV) architecture for surveillance or monitoring applications. We consider a scenario where a cellular-connected aerial user equipment (AUE) periodically transmits in uplink, with a given data rate requirement, while moving along a given trajectory. For efficient spectrum usage, we enable the concurrent uplink transmission of the AUE and a terrestrial user equipment (TUE) by employing power-domain aerial-terrestrial non-orthogonal multiple access (NOMA), while accounting for the AUE’s known trajectory. To characterize the system performance, we develop an analytical framework to compute the rate coverage probability, i.e., the probability that the achievable data rate of both the AUE and TUE exceeds the respective target rates. We use our analytical results to numerically determine the minimum height that the AUE needs to fly, at each transmission point along a given trajectory, in order to satisfy a certain quality of service (QoS) constraint for various AUE target data rates and different built-up environments. Specifically, the results show that the minimum height of the AUE depends on its distance from the BS as the AUE moves along the given trajectory. Our results highlight the importance of modeling AUE trajectory in cellular-connected UAV systems.
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I. INTRODUCTION

Due to their low cost, ease of deployment and mobility, unmanned aerial vehicles (UAVs) or drones are envisaged to find ever increasing use cases in civilian and commercial applications such as surveillance and monitoring, remote sensing, goods delivery, aerial photography and transporting human organs across a city [2]. Developing cellular support for UAVs has, therefore, been a hot topic of recent research [3]–[7]. Depending on whether UAVs are used as base stations to assist wireless communication of ground users, or as aerial users, there are two main paradigms for incorporating UAVs into cellular networks [3]: (i) UAV-assisted wireless communications and (ii) cellular-connected UAVs. UAV-assisted wireless communications, where UAVs act as aerial base stations (BSs), access points, relays, data aggregators, are regarded as a promising futuristic paradigm. However, before leaping forward with the deployment of UAV BSs, cellular-connected UAVs as user equipments (UEs) are being considered by standardization bodies as a priority for now [7]. For instance, the 3rd Generation Partnership Project (3GPP) is expected to consider cellular-connected UAVs in Release-17, which is expected to be finalized by September 2021 [2]. Hence, how to seamlessly and efficiently integrate aerial user equipments (AUEs) into existing cellular networks with terrestrial UEs becomes an important problem.

Trials by a number of leading industry vendors have demonstrated the feasibility of using existing cellular networks to support UAVs in the low-altitude airspace [8], [9]. In particular, it has been shown that terrestrial BSs with downtilted antennas provide adequate coverage via antenna side lobes for UAVs flying below 120 m [6]. While the antenna side lobes have reduced gain, this is offset by favorable line-of-sight (LoS) links. However, at higher altitudes, the gain from LoS links diminishes and the coverage becomes insufficient. In [10], the use of co-ordinated multi-point (CoMP) transmission was investigated for serving aerial users, which was shown to increase the coverage up to 200 m altitude. The results in [5], [8]–[10] assumed dedicated resources allocated to an aerial UE. However, this may not be efficient in future wireless networks as the resources dedicated to aerial users may be underutilized [5].

Recently, non-orthogonal multiple access (NOMA) has been proposed as a promising technology to address the resource scarcity issue in wireless communications [11]. The basic idea of NOMA is to serve multiple users in the same resource block, leading to more efficient resource utilization compared to conventional orthogonal multiple access [12], [13]. The use of NOMA in UAV-assisted wireless communication has been widely explored [14]–[18]. These studies focused on UAVs serving terrestrial users using NOMA in both microwave [14] and mmwave [15] bands,
resource allocation [16] or trajectory optimization problems [14], [17], [18]. On the other hand, only a few studies have investigated the use of NOMA in cellular-connected UAV networks [19]–[21]. The energy efficiency of a NOMA scheme in a downlink mmwave cellular-connected UAV network was investigated and optimized in [21]. A beamforming strategy exploiting NOMA technique was proposed in [19] to allow an UAV to send its data to a selected subset of terrestrial BSs, which decode the UAV signal and then cancel it before decoding the messages of their served terrestrial users. By assuming the co-operative interference cancellation among the terrestrial BSs via backhaul links, a co-operative NOMA scheme for cellular-connected UAVs was proposed in [20]. However, the coexistence of terrestrial and aerial UEs was not considered in [21]. In addition, the UAV mobility was not considered in [19]–[21].

Mobility is an intrinsic characteristic of UAVs, which must be properly accounted for in the modeling and design of UAV systems. In UAV-assisted wireless networks, different approaches have been taken to model the mobility of aerial BSs. Studies adopting optimization techniques focused on optimal positioning [22], [23] or trajectory planning [24]–[26] problems and account for UAV mobility. Studies adopting stochastic geometry techniques typically assumed stationary UAVs and modeled them using Poisson or Binomial Point processes [27]–[31]. Recently, some progress has been made in mobility modeling of UAVs. Two trajectory processes for aerial BSs that provide the same uniform coverage behavior as the uniform Binomial Point Process were proposed in [32]. Inspired from the 3GPP UAV mobility model, which models UAV mobility in a straight line at a fixed height with a fixed speed, Random walk and Random waypoint models have been used to model the UAV movement in horizontal and/ or vertical directions [33], [34]. However, the system performance in [33], [34] is characterized from a time-average perspective, rather than the location of the UAV at a particular point along its trajectory. For cellular-connected UAVs, the prior relevant studies in [19]–[21] have considered stationary aerial users only. To the best knowledge of the authors, the use of NOMA to efficiently serve both aerial and terrestrial users, while accounting for mobility of cellular-connected UAVs, has not been investigated in the literature to date.

A. Paper Contributions

In this work, we consider a cellular-connected aerial UE (AUE) employed for surveillance or monitoring a cellular region. The AUE periodically transmits its data to the BS with a target data rate requirement. For efficient spectrum usage, we enable the concurrent uplink transmissions
by the AUE and a terrestrial UE (TUE) by employing power-domain aerial-terrestrial uplink NOMA. The main contributions of this work are as follows:

- We consider a successive interference cancellation (SIC) decoding strategy where the BS decodes the AUE first by treating the TUE as interference. If the AUE cannot be decoded then the BS tries to decode the TUE first and then the AUE. This decoding order leverages the fact that generally AUE link is stronger than the TUE one due to the favorable line-of-sight propagation. However, if the AUE is flying close to the cell edge and the TUE is located close to the BS, then the TUE link may be stronger than the AUE link.

- Using stochastic geometry, we develop a general analytical framework to compute the rate coverage probability, i.e., the probability that the achievable data rates of both the AUE and TUE exceed the respective threshold target rates. The proposed framework explicitly incorporates the given trajectory of a cellular-connected AUE. Using the proposed framework, we determine the minimum height of the AUE for each transmission point along its given trajectory in order to meet a certain quality of service (QoS) in terms of the coverage probability for different built-up environments.

- Our results show that for a spiral trajectory, the minimum height increases as the AUE moves from the center to the cell edge. For low to moderate AUE target data rates, the target QoS is satisfied along the entire trajectory for suburban, urban and dense urban environments, and along the initial part of the trajectory for the urban high-rise environment. For the trajectory model adapted from the 3GPP recommendations, the minimum height of the AUE depends on its distance from the BS. The results highlight the importance of modeling the mobility related aspects in the design of NOMA-assisted cellular connected AUEs.

B. Notation and Paper Organization

The following notation is adopted in this paper. \( P(\cdot) \) and \( E[\cdot] \), denote the probability and expectation operator, respectively. \( f_X(x) \) and \( F_X(x) \) denote the probability density function (PDF) and cumulative distributive function (CDF) of a random variable \( X \), respectively. \( \lfloor \cdot \rfloor \) indicates the floor function.

The rest of the paper is organized as follows. Section II details the system model and the assumptions. Section III describes the proposed NOMA scheme which enables the simultaneous uplink transmissions of the AUE and the paired TUE. Section IV presents the analytical framework that is used to compute the rate coverage probabilities. Section V presents the results and
highlights the impact of the system parameters on the system performance. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

We consider a single-cell wireless communication system with a terrestrial base station (BS), multiple stationary terrestrial user equipment (TUEs), and an aerial user equipment (AUE). The TUEs transmit in the uplink to the BS in a time division multiple access (TDMA) fashion, where each TUE in the cell is assigned a random orthogonal time slot to transmit its data to the BS. Hence, there is no intra-cell interference among the TUEs in the cell. The AUE is employed for surveillance or monitoring the region. Depending on the nature of the surveillance, the AUE has a target data rate requirement. It periodically transmits its data to the BS. For efficient spectrum usage, we assume that the AUE is not assigned a dedicated time slot for its uplink transmission. Hence, the AUE’s uplink transmission interferes with the TUE transmitting at the same time. In this work, we propose to conduct uplink communication between the AUE and BS by pairing the transmissions of the AUE and a random TUE using non-orthogonal multiple access (NOMA). The TUE paired with the AUE is referred to as the active TUE. We assume that the active TUEs in the neighbouring cells are assigned orthogonal resource blocks (RBs) to mitigate terrestrial inter-cell interference [20]. Moreover, the AUE transmits at the same RB as the active TUE. Thus, in this work, we focus on the scenario with a single BS and a single AUE in a cell, without the presence of inter-cell interference.

A. Spatial Model

The single-cell is modeled as a disk region $S$ with a radius $R$. Without loss of generality, we adopt the three-dimensional (3D) cartesian coordinate system in this work. The BS is located at the center of the cell at a fixed height $h_{BS}$, i.e., at coordinates $(0, 0, h_{BS})$. In this work, we focus on the AUE pairing with a random TUE. Hence, an assumption on the number of TUEs is not required. We assume that the active TUE is randomly located in the disk region at coordinates $(x_T, y_T, 0)$ where $r_T = \sqrt{x_T^2 + y_T^2}$ is the horizontal distance between the BS and the active TUE.

B. AUE Trajectory and Mobility Model

The AUE trajectory and mobility model is illustrated in Fig. 1. We assume that the AUE flies along a given trajectory $T$ to cover the disk region, with a constant speed $v_A$ at an altitude $h_A$
above the ground. The AUE’s uplink transmissions are periodic with time period $T_A$, resulting in $N$ transmission points along the trajectory $T$, i.e., $T = \{T[n]\}_{n=1}^N$ where $n$ is the transmission point index. In $T$, we define $N$ as $N = \left\lfloor \frac{s(T[N])}{v_A T_A} \right\rfloor$, where $s(T[N])$ is the total path length of $T$ and $\lfloor \cdot \rfloor$ is the floor function. $T[n] = (x_{A,n}, y_{A,n}, h_A)$ denotes the cartesian coordinates of the location of the AUE at the $n$th transmission point, where $r_{A,n} = \sqrt{x_{A,n}^2 + y_{A,n}^2}$ is the horizontal distance between the projection of the AUE on the ground and the BS.

C. Channel Model

Recently, progress has been made in the understanding of different types of channels in UAV communications [29], [35], [36]. The different channels can include, air-to-air channel model (between UAVs in the sky), air-to-ground/ground-to-air channel model (between a UAV and an user on the ground) and cellular-to-air/air-to-cellular channel model (between a UAV and an elevated terrestrial BS). Note that the distinction between air-to-ground and air-to-cellular lies in the non-negligible height of the terrestrial BS [29], [35], [36].

\footnote{Note that the AUE is capable of varying its height along the course of the trajectory. In Sections C-D we assume that the AUE flies at a constant height along the entire trajectory and, in Sections E-F, we consider a case where the AUE can vary its height at each trajectory point to achieve a certain quality of service.}
In our system model we have the following two types of links: (i) air-to-cellular (A2C) channel between the AUE and the terrestrial BS and (ii) terrestrial channel between the active TUE and BS.

The terrestrial channel is modeled as a combination of a large-scale path-loss attenuation, with path-loss exponent $\alpha_T$, and small-scale Rayleigh fading component, with fading power gain $H_T$. Due to the path-loss, the transmit signal power of TUE decays at a rate $d_T^{-\alpha_T}$, where $d_T = \sqrt{r_T^2 + h_{BS}^2}$ is the 3D propagation distance between the TUE and the BS.

Following the state-of-the-art in [29], [35], [36], the air-to-cellular (A2C) channel is modeled as a combination of a probabilistic distance and height dependent large-scale path-loss and small-scale Nakagami-$m$ fading, with fading power gain $H_A$. The path loss is determined according to whether the A2C channel is line-of-sight (LoS) or non-line-of-sight (NLoS) with probabilities of occurrence $P_{LoS}$ and $1 - P_{LoS}$, respectively. In this work, we consider the International Telecommunication Union (ITU) model for determining the probability of LoS. The details are presented in Section V. The corresponding path-loss is given as

$$
\zeta_A = \begin{cases} 
\eta_L d_A^{-\alpha_L}, & \text{if LoS} \\
\eta_N d_A^{-\alpha_N}, & \text{if NLoS,}
\end{cases}
$$

(1)

where $d_A = \sqrt{r_A^2 + (h_A - h_{BS})^2}$ is the 3D propagation distance between the BS and the AUE, $\eta_v$, $\alpha_v$, $v \in \{L, N\}$ are the additional attenuation factors and path-loss exponents for LoS and NLoS channels. The fading parameters for the LoS and NLoS channels are denoted by $m_L$ and $m_N$, respectively.

D. Received Signal

We assume that the TUE and AUE are equipped with single omnidirectional antennas. In order to serve both the active TUE and AUE simultaneously, the BS is equipped with a dual antenna array [30], i.e., BS can simultaneously beamform towards an active TUE and AUE, with associated antenna gains $G_T$ and $G_A$, respectively\(^2\).

The AUE transmits with a fixed transmit power $P_A$. For the active TUE, we use the truncated channel inversion power control [36], [37]. We assume that the BS has a receiver sensitivity

\(^2\)The focus of this work is not on the complicated antenna modeling. Thus, we use the ideal antenna model for simplicity.
of $\rho_{\min}$. Therefore, the active TUE adjusts its transmit power such that average signal power received at the BS is equal to the cutoff threshold $\rho_T$, where $\rho_T > \rho_{\min}$. Hence,

$$P_T = \rho_T d_T^{\alpha_T}. \quad (2)$$

Based on the aforementioned system model, the received signal at the BS due to an AUE located at coordinates $(x_{A,n}, y_{A,n}, h_A)$ and an active TUE located at coordinates $(x_T, y_T, 0)$ is

$$\Psi_{BS} = \sqrt{P_T d_T^{-\alpha_T} H_T G_T \Psi_T} + \sqrt{P_A \zeta_A H_A G_A \Psi_A} + n, \quad (3)$$

where $n$ is the additive white Gaussian noise with variance $\sigma^2$, and $\Psi_\varrho, \varrho \in \{T, A\}$ denotes the signal transmitted by active TUE and AUE, respectively.

III. PROPOSED NOMA SCHEME

The simultaneous uplink transmissions of the AUE and the active TUE are facilitated by using power-domain aerial-terrestrial uplink NOMA with successive interference cancellation (SIC) at the BS. Power-domain NOMA utilizes the power domain for user multiplexing, allowing the active TUE and AUE to share a single time-frequency resource block [12], [13]. SIC allows the signals of each user to be decoded successively at the receiver end.

In the uplink terrestrial NOMA, the user with the strongest channel link quality is decoded first while treating the users with weaker link quality as interference. Then, the decoded signal is subtracted from the superimposed signal before decoding the users with weaker link quality. This process is continued until the user with the weakest link quality is decoded [12]. Due to analytical tractability, most studies in terrestrial uplink NOMA evaluate the channel link quality based on the average received power of each user, e.g., [38]. The channel link quality ranking assumes that the user closest to the BS has the strongest channel link quality and vice versa. Thus, the decoding order in this case is fixed and distance dependent. However, the fixed decoding order ignores the possibility where the closer user experiences severe small-scale fading and farther user experiences weaker small-scale fading. This possibility is accounted for in dynamic decoding order in terrestrial NOMA [39], [40], where the channel link quality is ranked based on the instantaneous received power of each user, which considers both large-scale path loss and small-scale fading of the terrestrial users.

In this work we consider a SIC decoding strategy with adaptive decoding order. Due to the strong LoS environment of the aerial link, we assume that the received signal power corresponding to the AUE is stronger than that of the active TUE for most of the time. Based on this
assumption, we assume that the AUE is decoded first at the BS. However, if the AUE cannot be decoded, then the BS tries to decode the TUE, and then the AUE. This additional decoding step accounts for the case, where the received power corresponding to the active TUE is greater than that of the AUE when the AUE is flying closer to the cell edge and the active TUE is located closer to the BS. A detailed description of the decoding events and the aforementioned extra decoding step of the proposed aerial-terrestrial NOMA scheme is presented below.

The tree diagram of the decoding events in the proposed NOMA scheme is illustrated in Fig. 2 and explained as follows. The received signal at the BS is comprised of the superimposed $\Psi_A$ and $\Psi_T$ signals, where $\Psi_A$ and $\Psi_T$ denote the signals transmitted by the AUE and TUE, respectively. With SIC at the BS, $\Psi_A$ is decoded first by treating $\Psi_T$ as interference. If $\Psi_A$ is decoded successfully, $\Psi_T$ is decoded using SIC. Otherwise, BS tries to decode $\Psi_T$ while treating $\Psi_A$ as interference. In this work, we assume that, if $\Psi_A$ is not decoded successfully, then error propagation occurs, i.e., BS treats the AUE’s entire signal as interference when decoding $\Psi_T$. If $\Psi_A$ is is decoded successfully, the error propagation factor is 0, i.e., AUE’s entire signal is subtracted from the superimposed signal [41]. If $\Psi_T$ is decoded successfully at this stage, BS tries to decode the previously unsuccessful $\Psi_A$ using SIC.

Each branch of the probability tree in Fig. 2 corresponds to a joint decoding event where either/both/none of the signals are decoded. Events corresponding to each branch are defined as follows.

- $E_1$: Event that $\Psi_A$ (i.e., AUE) is decoded in the first step and $\Psi_T$ (i.e., TUE) is decoded in the second step.
- $E_2$: Event that $\Psi_A$ is decoded in the first step and $\Psi_T$ is not decoded in the second step.
- $E_3$: Event that $\Psi_A$ is not decoded in the first step, $\Psi_T$ is decoded in the second step, and $\Psi_A$ is decoded in the third step.
- $E_4$: Event that $\Psi_A$ is not decoded in the first step, $\Psi_T$ is decoded in the second step, and $\Psi_A$ is not decoded in the third step.
- $E_5$: Event that $\Psi_A$ is not decoded in the first step and $\Psi_T$ is not decoded in the second step.

We can also consider another decoding order case where the signal transmitted by the TUE is decoded first. The working principle of this case would be similar to the case where the signal transmitted by the AUE is decoded first. However, due to the nature of the proposed NOMA scheme, the decoding order has no effect on the system performance in terms of the metrics defined in Section IV. Thus, in this work, we only focus on the case where the signal transmitted by the AUE is decoded first.
Remark 1: Due to the extra decoding step (corresponding to events $E_3$ and $E_4$), the tree diagram in this work is different from the tree diagrams in prior studies in terrestrial NOMA [38], [42]. In addition, we take the dependency of individual decoding steps into account rather than making the assumption that the decoding steps are independent as done in [38].

The probability corresponding to each event $E_i$ is given by $P_i = \mathbb{P}(E_i)$, where $i = 1, 2, 3, 4$. These probabilities will be derived in Section IV to characterize the system performance under the proposed NOMA scheme.

IV. Analytical Framework

In this section, we analyze the performance of the system using the rate coverage probability as the performance metric.

Definition 1: The rate coverage probability is the probability that the achievable data rate of a user exceeds the target data rate. It is defined as $\mathbb{P}(B \log_2(1 + \text{SINR}_\varrho) \geq \pi_\varrho)$, where $\varrho \in \{T, A\}$ denotes TUE and AUE, and $B$, $\text{SINR}_\varrho$ and $\pi_\varrho$ correspond to the bandwidth, signal-to-interference-plus-noise ratio and target data rate of the user, respectively.

For analytical simplicity, we re-express the rate coverage probability as

$$P_{\text{cov}} = \mathbb{P}[\text{SINR}_\varrho \geq \theta_\varrho],$$

which is the complementary cumulative distribution function (CCDF) of SINR, where $\theta_\varrho = 2^{\frac{\pi_\varrho}{B}} - 1$ is the target SINR threshold of the user. Note that we evaluate the rate coverage probability at each trajectory point of AUE, by averaging it over the location of the active TUE, and small-scale fading of AUE and TUE.

For each trajectory point, we evaluate the performance by computing three main rate coverage probabilities as defined below. The following probabilities correspond to linear combinations of probabilities of joint decoding events defined in Section III.

- $P_{\text{Tot}}$: Rate coverage probability of the event where both AUE and TUE are decoded successfully and is given by $P_{\text{Tot}} = P_1 + P_3$.
- $P_{\text{AUE}}$: Rate coverage probability of the event where AUE is decoded successfully and is given by $P_{\text{AUE}} = P_1 + P_2 + P_3$.
- $P_{\text{TUE}}$: Rate coverage probability of the event where TUE is decoded successfully and is given by $P_{\text{TUE}} = P_1 + P_3 + P_4$.

The rest of this section presents the lemmas and propositions used in the derivation of $P_{\text{Tot}}$, $P_{\text{AUE}}$ and $P_{\text{TUE}}$. The relationship between the main results is illustrated in Fig. 3.
First we present three Lemmas, which help to derive the main results in this paper.

**Lemma 1:** The probability density function (PDF) of the 3D propagation distance $d_T$ between BS and TUE is

$$f_{d_T}(z) = \frac{2z}{R^2}, \quad h_{BS} \leq z \leq \sqrt{R^2 + h_{BS}^2}. \quad (5)$$

*Proof:* See Appendix A.

**Lemma 2:** The cumulative distribution function (CDF) and PDF of the received power $\psi_T$ corresponding to the active TUE, assuming TUE fading channel is Rayleigh fading, are

$$F_{\psi_T}(x) = 1 - \exp \left( \frac{-x}{\rho_T G_T} \right),$$

and

$$f_{\psi_T}(x) = \frac{1}{\rho_T G_T} \exp \left( \frac{-x}{\rho_T G_T} \right), \quad (7)$$

respectively, where $\psi_T = P_T d_T^{-\alpha_T} H_T G_T$.

*Proof:* See Appendix B.

**Lemma 3:** The CDF and PDF of the received power $\psi_A$ corresponding to the AUE are

$$F_{\psi_A}(x) = 1 - \mathbb{P}_{\text{LoS}} \sum_{i=0}^{m_L-1} \frac{(\beta_L x)^i}{i!} \exp(-\beta_L x) - (1 - \mathbb{P}_{\text{LoS}}) \sum_{j=0}^{m_N-1} \frac{(\beta_N x)^j}{j!} \exp(-\beta_N x), \quad (8)$$

and

$$f_{\psi_A}(x) = \mathbb{P}_{\text{LoS}} \frac{\exp(-x \beta_L) \beta_L^{m_L} x^{m_L-1}}{\Gamma(m_L)} + (1 - \mathbb{P}_{\text{LoS}}) \frac{\exp(-x \beta_N) \beta_N^{m_N} x^{m_N-1}}{\Gamma(m_N)}, \quad (9)$$
respectively, where \( \psi_A = P_A \zeta_A H_A G_A \), \( \beta_L = \frac{m_L}{P_A \eta L d_A^{-\alpha_L} G_A} \) and \( \beta_N = \frac{m_N}{P_A \eta N d_A^{-\alpha_N} G_A} \).

**Proof:** See Appendix B. \( \blacksquare \)

Next, we derive the rate coverage probabilities of the joint decoding events defined in Section III.

**Proposition 1:** The rate coverage probability that AUE is decoded in the first step and TUE is not decoded in the second step is

\[
P_1 = \frac{1}{\mu} \exp \left( \frac{\sigma^2}{\mu} \right) \left[ \mathbb{P}_{\text{LoS}} \sum_{i=0}^{m_l-1} \frac{(\beta_L \theta_A)^i}{i!} \left( \beta_L \theta_A + \frac{1}{\mu} \right)^{-i-1} \Gamma \left( 1 + i, (1 + \theta_T) \left( \beta_L \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \right. \\
+ \left. (1 - \mathbb{P}_{\text{LoS}}) \sum_{j=0}^{m_N-1} \frac{(\beta_N \theta_A)^j}{j!} \left( \beta_N \theta_A + \frac{1}{\mu} \right)^{-j-1} \Gamma \left( 1 + j, (1 + \theta_T) \left( \beta_N \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \right],
\]

where \( \mu = \rho_T G_T \).

**Proof:** The proof relies on stochastic geometry and is presented in Appendix C. \( \blacksquare \)

**Proposition 2:** The rate coverage probability that AUE is decoded in the first step and TUE is not decoded in the second step is

\[
P_2 = \frac{1}{\mu} \exp \left( \frac{\sigma^2}{\mu} \right) \left[ \mathbb{P}_{\text{LoS}} \sum_{i=0}^{m_l-1} \frac{(\beta_L \theta_A)^i}{i!} \left( \beta_L \theta_A + \frac{1}{\mu} \right)^{-i-1} \Gamma \left( 1 + i, (1 + \theta_T) \left( \beta_L \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \\
- \Gamma \left( 1 + i, (1 + \theta_T) \left( \beta_L \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \right] + (1 - \mathbb{P}_{\text{LoS}}) \sum_{j=0}^{m_N-1} \frac{(\beta_N \theta_A)^j}{j!} \left( \beta_N \theta_A + \frac{1}{\mu} \right)^{-j-1} \Gamma \left( 1 + j, (1 + \theta_T) \left( \beta_N \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \\
\times \left[ \Gamma \left( 1 + j, (1 + \theta_T) \left( \beta_N \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) - \Gamma \left( 1 + j, (1 + \theta_T) \left( \beta_N \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \right].
\]

**Proof:** The proof relies on stochastic geometry and is presented in Appendix C. \( \blacksquare \)

**Proposition 3:** The rate coverage probability that AUE is not decoded in the first step, TUE is decoded in the second step, and AUE is decoded in the third step is

\[
P_3 = \begin{cases} \\
\exp \left( -\frac{\theta_A \sigma^2}{\mu} \right) \left[ \mathbb{P}_{\text{LoS}} \frac{\sigma^2}{\Gamma(m_L)} \beta_L^{m_L} \left( \beta_L + \frac{\theta_T}{\mu} \right)^{-m_L} \Gamma \left( m_L, \theta_A \left( \beta_L + \frac{\theta_T}{\mu} \right) \sigma^2 \right) \right. \\
+ \left. \frac{1 - \mathbb{P}_{\text{LoS}}}{\Gamma(m_N)} \beta_N^{m_N} \left( \beta_N + \frac{\theta_T}{\mu} \right)^{-m_N} \Gamma \left( m_N, \theta_A \left( \beta_N + \frac{\theta_T}{\mu} \right) \sigma^2 \right) \right], & \text{if } \theta_A \theta_T \geq 1 \\
\mathbb{P}_{\text{LoS}} \left( \frac{\sigma^2}{\mu} \right) \beta_L^{m_L} \left( \beta_L + \frac{1}{\theta_T \mu} \right)^{-m_L} \Gamma \left( m_L, \left( \beta_L \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) \\
+ \frac{1 - \mathbb{P}_{\text{LoS}}}{\Gamma(m_N)} \left( \frac{\sigma^2}{\mu} \right) \beta_N^{m_N} \left( \beta_N + \frac{1}{\theta_T \mu} \right)^{-m_N} \Gamma \left( m_N, \left( \beta_N \theta_A + \frac{1}{\mu} \right) \sigma^2 \right) - \frac{\theta_A \theta_T^2}{(1 - \theta_A \theta_T)} \sigma^4, & \text{if } 0 \leq \theta_A \theta_T < 1.
\end{cases}
\]

**Proof:** The rate coverage probability \( P_3 \) can be expressed as.
The inequalities in (13a) are plotted in Fig. 4. $P_3$ is derived by calculating the area covered by all three curves. The point of intersection of $\psi_A = \theta_A(\psi_T + \sigma^2)$ and $\psi_T = \theta_T(\psi_A + \sigma^2)$ is given by $I = \left( \frac{\theta_T \sigma^2 (1 + \theta_A)}{1 - \theta_A \theta_T}, \frac{\theta_A \sigma^2 (1 + \theta_T)}{1 - \theta_A \theta_T} \right)$. Depending on the value of $\theta_A \theta_T$, the point of intersection, $I$ can be located in different quadrants or non-existent (in the case of $\theta_A \theta_T = 1$). Thus, $P_3$ can have different values in these cases.

We first present the proof of $P_3$ when $\theta_A \theta_T \geq 1$.

$$P_3 = \mathbb{P}_{\psi_A, \psi_T} \left( \psi_T \geq \theta_T(\psi_A + \sigma^2), \psi_A \geq \theta_A \sigma^2 \right)$$

$$= \mathbb{E}_{\psi_A} \left[ \mathbb{P}_{\psi_T} \left( \psi_T \geq \theta_T(a + \sigma^2), a \geq \theta_A \sigma^2 \right) \right]$$

$$= \int_{\theta_A \sigma^2}^{\infty} \mathbb{P}_{\psi_T} \left( \psi_T \geq \theta_T(a + \sigma^2) \right) f_{\psi_A}(a) da$$

$$= \int_{\theta_A \sigma^2}^{\infty} \mathbb{P}_{H_T, a_T} \left( H_T \geq \frac{\psi_T(a + \sigma^2)}{P_t d_T - \alpha T G_T} \right) f_{\psi_A}(a) da$$

$$= \int_{\theta_A \sigma^2}^{\infty} \mathbb{E}_{a_T} \left[ \exp \left( - \frac{\theta_T(a + \sigma^2)}{P_t d_T - \alpha T G_T} \right) \right] f_{\psi_A}(a) da$$

$$= \int_{\theta_A \sigma^2}^{\infty} \left[ \int_0^{\infty} \frac{h bs^2 + R^2}{h bs} \exp \left( - \frac{\theta_T(a + \sigma^2)}{\rho^2 z - \alpha T} \right) \left( \frac{2 z}{R^2} \right) dz \right] f_{\psi_A}(a) da$$

The inequalities in (13a) are plotted in Fig. 4. $P_3$ and $P_4$, when $\theta_A \theta_T > 1$, $\theta_A \theta_T = 1$, and $\theta_A \theta_T < 1$, respectively, for proof of Propositions 3 and 4.
\[
\int_{\theta_A \sigma^2}^{\infty} \exp\left(-\frac{\theta_T(a + \sigma^2)}{\rho T G_T}\right) \left[ \mathbb{P}_{\text{LoS}} \frac{\exp(-a \beta_L) \beta_L^{m_L} a^{m_L-1}}{\Gamma(m_L)} + (1 - \mathbb{P}_{\text{LoS}}) \frac{\exp(-a \beta_N) \beta_N^{m_N} a^{m_N-1}}{\Gamma(m_N)} \right] da,
\]

where (14a) is the simplified expression for the area of \( P_3 \) based on Fig. 4(a) and 4(b). (14c) comes from the fact that \( H_T \) follows an exponential distribution. Integration of (14d) with respect to \( a \) and substitution of \( \mu = \rho T G_T \) into (14d) yield (12) for the case \( \theta_A \theta_T \geq 1 \).

The proof of \( P_3 \) for the case \( \theta_A \theta_T < 1 \) is presented as follows. Let \( I = (I_T, I_A) \), where \( I_T \) denotes the x-coordinate and \( I_A \) denotes the y-coordinate of point \( I \), and, \( K_T = \theta_T \sigma^2(\theta_A + 1) \) is the x-coordinate of point \( K \) as illustrated in Fig. 4(c). Let \( P_{3,Q} \) be the triangular area enclosed by the curves, \( \psi_T = \theta_T(\psi_A + \sigma^2) \), \( \psi_A = \theta_A \sigma^2 \) and \( \psi_T = I_T \). Let \( P_{3,R} \) be the quadrilateral area enclosed by the curves, \( \psi_A = \theta_A(\psi_T + \sigma^2) \), \( \psi_A = \theta_A \sigma^2 \) and \( \psi_T = I_T \). Thus, we can write \( P_3 = P_{3,Q} + P_{3,R} \). The derivations of \( P_{3,Q} \) and \( P_{3,R} \) are presented below.

\[
P_{3,Q} = \frac{1}{2}(I_T - K_T)(I_A - \theta_A \sigma^2) = \frac{1}{2} \frac{\theta_A \theta_T^2 \sigma^2(1 + \theta_A)}{(1 - \theta_A \theta_T)} \frac{\theta_A \theta_T \sigma^2(1 + \theta_A)}{(1 - \theta_A \theta_T)}
\]

\[
= \frac{1}{2} \frac{\theta_A^2 \theta_T^3 \sigma^4(1 + \theta_A)^2}{(1 - \theta_A \theta_T)^2},
\]

where (15a) is the area of a triangle.

\[
P_{3,R} = \mathbb{P}_{\psi_A, \psi_T}(\psi_A < \theta_A(\psi_T + \sigma^2), \psi_A \geq \theta_A \sigma^2) - \frac{1}{2} I_T(I_A - \theta_A \sigma^2)
\]

\[
= \mathbb{E}_{\psi_A}\left[ \mathbb{P}_{\psi_T}(\psi_T > \frac{a}{\theta_A} - \sigma^2, a \geq \theta_A \sigma^2) \right] - \frac{1}{2} \frac{\theta_A \theta_T^2 \sigma^4(1 + \theta_A)^2}{(1 - \theta_A \theta_T)^2}
\]

\[
= \int_{\theta_A \sigma^2}^{\infty} \mathbb{P}_{\psi_T}(\psi_T > \frac{a}{\theta_A} - \sigma^2) f_{\psi_A}(a) da - \frac{1}{2} \frac{\theta_A \theta_T^2 \sigma^4(1 + \theta_A)^2}{(1 - \theta_A \theta_T)^2}
\]

\[
= \int_{\theta_A \sigma^2}^{\infty} \exp\left(-\frac{a - \sigma^2}{\rho T G_T}\right) f_{\psi_A}(a) da - \frac{1}{2} \frac{\theta_A \theta_T^2 \sigma^4(1 + \theta_A)^2}{(1 - \theta_A \theta_T)^2},
\]

where (16a) is the difference between the triangular area enclosed by \( \psi_A = \theta_A(\psi_T + \sigma^2) \) and \( \psi_A = \theta_A \sigma^2 \), and the triangular area enclosed by \( \psi_A = \theta_A(\psi_T + \sigma^2) \), \( \psi_A = \theta_A \sigma^2 \) and \( \psi_T = I_T \). Evaluating and simplifying (16b), we obtain (12).

**Proposition 4:** The rate coverage probability that AUE is not decoded in the first step, TUE is decoded in the second step, and AUE is not decoded in the third step is

\[
P_4 = \exp\left(\frac{-\theta_T \sigma^2}{\mu}\right) \left[ \mathbb{P}_{\text{LoS}} \frac{\beta_L^{m_L} (\beta_L + \theta_T)^{-m_L}}{\Gamma(m_L)} - \Gamma (m_L, \theta_A (\beta_L + \frac{\theta_T}{\mu}) \sigma^2) \right]
\]

\[
+ \frac{1}{\Gamma(m_N)} \frac{\beta_N^{m_N} (\beta_N + \theta_T)^{-m_N}}{\Gamma(m_N)} \left[ \Gamma (m_N, \theta_A (\beta_N + \frac{\theta_T}{\mu}) \sigma^2) \right].
\]
Proof: The rate coverage probability $P_4$ can be expressed as

$$P_4 = \mathbb{P}_{\psi_A,\psi_T} \left( \frac{\psi_A}{\sigma^2} < \theta_A, \frac{\psi_T}{\psi_A + \sigma^2} \geq \theta_T, \frac{\psi_A}{\psi_T + \sigma^2} < \theta_A \right)$$

$$= \mathbb{P}_{\psi_A,\psi_T} \left( \psi_A < \theta_A \sigma^2, \psi_T \geq \theta_T (\psi_A + \sigma^2), \psi_A < \theta_A (\psi_T + \sigma^2) \right)$$

$$= \mathbb{E}_{\psi_A} \left[ \mathbb{P}_{\psi_T} \left( a < \theta_A \sigma^2, \psi_T \geq \theta_T (a + \sigma^2) \right) \right]$$

$$= \int_0^{\theta_A \sigma^2} \mathbb{P}_{\psi_T} \left( \psi_T \geq \theta_T (a + \sigma^2) \right) f_{\psi_A}(a) da$$

$$= \int_0^{\theta_A \sigma^2} \exp \left( -\frac{\theta_T (a + \sigma^2)}{\rho_T G_T} \right) f_{\psi_A}(a) da.$$ (18c)

The inequalities in (18a) are plotted in Fig. 4. Note that the areas enclosed by the relevant curves do not vary with the value of $\theta_A \theta_T$. (18b) is the simplified expression for the quadrilateral area of $P_4$. In (18c), the evaluation of $\mathbb{P}_{\psi_T} \left( \psi_T \geq \theta_T (a + \sigma^2) \right)$ is similar to that in (14b). By integrating (18c) with respect to $a$, we obtain (17).

The final rate coverage probabilities $P_{Tot}$, $P_{AUE}$ and $P_{TUE}$ can be computed after evaluating $P_1$, $P_2$, $P_3$ and $P_4$, as summarized in Fig. 3.

V. NUMERICAL RESULTS

In this section, we investigate the performance of the proposed NOMA scheme with respect to the AUE SINR threshold, TUE SINR threshold and AUE altitude. The accuracy of the derived analytical expressions is validated by comparing them with simulation results. The parameter values used for the results are given in Table I. The chosen values are consistent with other relevant works in the literature [6], [36], [43]. We assume a bandwidth of 10 MHz and consider AUE target SINR thresholds $\{0, 10, 20, 30, 40\}$ dB, corresponding to AUE target rates $\{10, 34.6, 66.6, 99.7, 134.6\}$ Mbps. We consider a target rate of 10 Mbps (corresponding to a target SINR threshold of 0 dB) for the TUE, unless stated otherwise.

A. Probabilistic LoS model

We adopt the probabilistic LoS model suggested in ITU recommendation report [44] by considering AUE as the transmitter and the terrestrial BS as the receiver. Thus, the probability of LoS between the AUE and the terrestrial BS is [45]

$$P_{LoS} = \prod_{n_{ITU}=0}^{m_{ITU}} \left[ 1 - \exp \left( -\frac{h_A - \left(\frac{n_{ITU} + \frac{1}{2}}{m_{ITU} + 1}\right)(h_A - h_{BS})}{2\delta_{ITU}} \right)^2 \right].$$ (19)
TABLE I
PARAMETER VALUES FOR NUMERICAL AND SIMULATION RESULTS.

| Parameter                        | Symbol | Value       | Parameter                        | Symbol | Value       |
|----------------------------------|--------|-------------|----------------------------------|--------|-------------|
| Cell radius                      | $R$    | 500 m       | Number of rounds                 | $m$    | 3           |
| Height of BS                     | $h_{BS}$ | 30 m       | Time period for AUE’s transmission | $T_A$ | 30 s        |
| Noise power                      | $\sigma^2$ | $-100$ dBm | AUE’s transmit power             | $P_A$ | 0.1 W       |
| TUE                             |        |             |                                  |        |             |
| TUE’s cutoff threshold           | $\rho_T$ | $-75$ dBm  | Pathloss exponent for LoS link   | $\alpha_L$ | 2.2  |
| TUE’s antenna gain               | $G_T$    | 1           | Pathloss exponent for NLoS link  | $\alpha_N$ | 3.5  |
| Pathloss exponent of terrestrial link | $\alpha_T$ | 3.5  | Attenuation for LoS link         | $\eta_L$    | 0 dB        |
| AUE                             |        |             |                                  |        |             |
| Attenuation for NLoS link        | $\eta_N$ | 13 dB       | Fading parameter for NLoS link   | $m_N$ | 1           |
| AUE’s speed                      | $v_A$  | 15 m/s      | Fading parameter for LoS link    | $m_L$ | 5           |
| AUE’s altitude                   | $h_A$  | 25 m, 120 m |                                  |        |             |

where $m_{ITU} = \left[\left(\frac{2\alpha_{ITU}\beta_{ITU}}{1000} - 1\right)\right]$ and $\lfloor \cdot \rfloor$ is the floor function. $\alpha_{ITU}$, $\beta_{ITU}$ and $\delta_{ITU}$ correspond to the environment-related parameters that can be used to describe the built-up area. $\alpha_{ITU}$ and $\beta_{ITU}$ correspond to the ratio of land area covered by buildings to total land area, and the average number of buildings per unit area, respectively. $\delta_{ITU}$ is the parameter for the Rayleigh distribution that determines the building heights. The values of these parameters for suburban, urban, dense urban and urban high-rise environments are given in Table I in Page 2 in [46].

Fig. 5 illustrates the probabilistic LoS behavior for two different AUE altitudes. Fig. 5(a) demonstrates the variation of LoS probability with the horizontal distance of AUE from the BS, whereas Fig. 5(b) shows the variation of the LoS probability with angle of elevation between the AUE and BS. Note that both plots exhibit step-wise discrete behavior due to the blockage caused by buildings in the urban built-up area. This behavior becomes smooth and continuous at very high AUE altitudes. However, in this work, we consider a practical AUE altitude range of 25 – 300 m.

B. AUE Trajectory Model

For the purpose of generating the results, we model the trajectory of AUE using an Archimedes’ spiral. The Archimedes’ spiral has a special property that any ray from the origin intersects successive turnings of the spiral in points with a constant separation distance. Hence, it is a suitable trajectory for monitoring or surveillance in a disk region. Note that the proposed
framework in this paper is valid for any trajectory model. In Sections V C-E we consider the Archimedes’ spiral trajectory and in Section V F we consider the 3GPP trajectory model.

The AUE starts its spiral trajectory at the center of the cell at a height $h_A$. The trajectory of the AUE can be described by a spiral with equation $r_A = \frac{R}{2\pi m} \phi_A$, where $m$ is the number of rounds and $\phi_A$ is the orientation of AUE in the azimuth plane, measured with respect to the $+x$-axis. The equation for $r_A$ is derived based on the assumption that the spiral starts at the center of the cell and reaches the cell edge at $\phi_{AE} = 2\pi m$ which is the maximum angle in the azimuth plane for a given number of rounds. Hence, the expressions for $N$ and $r_{A,n}$ for the Archimedes’ spiral are given as follows:

The number of transmission points along the AUE trajectory defined by the Archimedes’ spiral is given by

$$N = \left\lfloor \frac{R \left( 2\pi m \sqrt{1 + (2\pi m)^2 + \sinh^{-1}(2\pi m)} \right)}{4\pi m v_A T_A} \right\rfloor. \quad (20)$$

The horizontal distance $r_{A,n}$ between the AUE and BS at the $n$th transmission point is

$$r_{A,n} = R \sqrt{\frac{n}{N}}, \quad (21)$$

where $n = 1, \ldots, N$. 

Fig. 5. Probability of line-of-sight, $P_{\text{LoS}}$ versus (a) horizontal distance from the BS $r_A$ (m), and (b) elevation angle between the AUE and BS. The adopted values for the environmental parameters corresponding to the urban built-up area are, $\alpha_{\text{ITU}} = 0.3$, $\beta_{\text{ITU}} = 500$ and $\delta_{\text{ITU}} = 15$. 

![Graphs showing probability of line-of-sight vs distance and elevation angle](image-url)
Fig. 6. Archimedes’ spiral trajectory with \( m = 3 \) and \( R = 500 \) m. AUE’s transmission points are denoted by asterisk (\( v_A = 15 \) m/s, \( T_A = 30 \) s).

Fig. 6 demonstrates the Archimedes’ trajectory for the case where the AUE travels three complete rounds to reach the cell edge. The AUE performs uplink transmission at 10 points along the trajectory, and the final transmission point lies at the cell edge.

C. Model Validation

Fig. 7 presents the total rate coverage probability \( P_{\text{Tot}} \) for an aerial-terrestrial network where the AUE flies according to an Archimedes’ trajectory at a fixed height \( h_A \) along the entire trajectory. The model validation results are presented only for \( P_{\text{Tot}} \), since \( P_{\text{AUE}} \) and \( P_{\text{TUE}} \) exhibit similar trends as that for \( P_{\text{Tot}} \). We present the results when \( \theta_T = 0 \) dB and AUE flies at altitudes 25 m and 120 m. We see that the analytical results match well with the simulation results. This validates the accuracy of the analytical framework in Section IV. The figure shows that \( P_{\text{Tot}} \) generally decreases when AUE’s SINR threshold (corresponds to AUE’s target data rate) increases and when the horizontal distance between the AUE and the BS increases, for both altitudes. For the ITU probabilistic LoS model, the performance is better at 120 m compared to that at 25 m, and the rate coverage probabilities decrease when the AUE flies away from the BS. This is due to the fact that in the ITU probabilistic LoS model, the probability of LoS is higher at 120 m compared to that in 25 m and, the probability of LoS decreases with the increase in \( r_A \) (see Fig. 5(a)).
Fig. 7. Rate coverage probabilities of the events where both AUE and TUE are decoded ($P_{Tot}$) for (a) $h_A = 25$ m and (b) $h_A = 120$ m. The simulation values and the theoretical values are represented by markers and dotted lines, respectively.

In the next two subsections, we only present the numerical results using the proposed analytical framework due to the accuracy of our analytical results.

D. Impact of SINR Thresholds of TUE and AUE

Fig. 8 shows the impact of $\theta_T$ (equivalently, the target data rate of TUE), on rate coverage probabilities $P_{Tot}$, $P_{AUE}$ and $P_{TUE}$ for different $\theta_A$ values along the spiral trajectory. The results are presented for two different AUE heights (25 m and 120 m). $n = 1$ corresponds to the first transmission point and $n = 10$ corresponds to the last transmission point when the AUE reaches the cell edge (see transmission points marked in Fig. 6).

Fig. 8 shows that depending upon the SINR threshold of TUE and SINR threshold of AUE, $P_{Tot}$ can be dominated by either decoding of TUE or AUE. For both heights, when $\theta_T = 0$ dB (see Fig. 8(a) and 8(c)) we can see that $P_{Tot}$, $P_{AUE}$ and $P_{TUE}$ have similar rate coverage probability values for lower $\theta_A$ values ($0 - 20$ dB). However, this trend changes at $\theta_A = 30$ dB and 40 dB. When AUE is flying at 25 m (see Fig. 8(a)) and is closer to the cell edge, $P_{TUE}$ is slightly higher than $P_{Tot}$ and $P_{AUE}$ at $\theta_A = 30, 40$ dB. This is caused by the high path loss and poor LoS aerial links in proximity to the cell edge. In this case, $P_{Tot}$ is dominated by the decoding of AUE. However, this behavior becomes less prominent at higher AUE heights (see Fig. 8(c)). This is because at higher AUE heights, the AUE is almost always guaranteed to be successfully decoded due to the strong LoS aerial links.
Fig. 8. Rate coverage probabilities $P_{\text{Tot}}$, $P_{\text{AUE}}$ and $P_{\text{TUE}}$ vs. trajectory point $n$ for different $\theta_A = 0, 10, 20, 30, 40$ dB and, (a) $\theta_T = 0$ dB and $h_A = 25$ m, (b) $\theta_T = 10$ dB and $h_A = 25$ m, (c) $\theta_T = 0$ dB and $h_A = 120$ m and (d) $\theta_T = 10$ dB and $h_A = 120$ m. $P_{\text{Tot}}$, $P_{\text{AUE}}$ and $P_{\text{TUE}}$ are denoted by solid line, asterisk and circle, respectively.

Fig. 8(b) and 8(d) compare the rate coverage probabilities at $\theta_T = 10$ dB for $h_A = 25$ and 120 m. At both heights, $P_{\text{Tot}}$ is similar to $P_{\text{TUE}}$ for low to moderate $\theta_A$ values (0, 10, 20, 30 dB). This implies that $P_{\text{Tot}}$ is dominated by the decoding of TUE at higher $\theta_T$ for low to moderate $\theta_A$. In Fig. 8(b) we can see that this effect becomes insignificant when $\theta_A$ is higher and AUE is flying at a relatively low height. It is important to note that this behavior in Fig. 8(b) is consistent throughout the trajectory at a higher $\theta_T$, unlike in Fig. 8(a) where the trend changes as the AUE moves from cell center to cell edge. At 120 m, due to the strong LoS aerial links, $P_{\text{Tot}}$ is dominated by the decoding of TUE for all considered $\theta_A$ values throughout the trajectory at higher $\theta_T$ values (see Fig. 8(d)). Note that the trends of $P_{\text{AUE}}$ and $P_{\text{TUE}}$ are similar to that of $P_{\text{Tot}}$ for each of the cases presented in Fig. 8. Thus, for the rest of the results section, we only present the corresponding results for $P_{\text{Tot}}$. 
Fig. 9. Minimum height of AUE to achieve a total rate coverage probability of 0.9 vs. the trajectory point for (a) suburban, (b) urban, (c) dense urban and (d) urban high-rise environments.

E. Impact of AUE Altitude and Built-Up Environments

Previously, we assumed that the AUE flies at a constant height in a spiral trajectory. Now we consider the case where the AUE still follows the spiral trajectory, but it can ascend or descend at each trajectory point to achieve a certain quality of service (QoS).

We define the QoS as the probability where both AUE and TUE are decoded, which is equivalent to $P_{\text{Tot}}$. Current regulations in most countries do not permit AUEs to fly higher than a certain height [5], [6]. Hence, in this section, we focus on the minimum height of AUE at each trajectory point, to achieve a QoS of 90% (corresponds to $P_{\text{Tot}} = 0.9$) for different built-up environments.

Fig. 9 plots $P_{\text{Tot}}$ versus the minimum height to meet QoS constraint for different environments. From Fig. 9(a) for the suburban environment, we can see that due to the lower building density
and shorter building height, a QoS of 90% can be achieved by the AUE even if it is flying at a very low height of 25 m. However, for the rest of the environments (see Fig. 9(b), 9(c) and 9(d)), the AUE needs to ascend when AUE flying towards the cell edge, in order to meet the QoS requirement. Moreover, this minimum height increases when the environmental parameters become severer. For an instance, for urban high-rise environment (see Fig. 9(d)), where there is a high density of taller buildings, a target QoS of 90% cannot be achieved for higher $\theta_A$ and $r_A$ values even if the AUE is flying at a height of 300 m. Moreover, the target QoS at $\theta_A = 40$ dB can only be satisfied at the first trajectory point (closer to the BS) for urban and dense urban built-up environments, and can not be satisfied at all for urban high-rise environment.

Since the first ($n = 1$) and last ($n = 10$) trajectory points represent the best and worst cases
for the spiral trajectory, we also look at the variation of $P_{\text{Tot}}$ with respect to the height of AUE at these trajectory points. We compare the $P_{\text{Tot}}$ for two different TUE SINR threshold values at $n = 1$ and $n = 10$ (see Fig. 10). At $\theta_A = 20$ dB (see Fig. 10(a) and 10(c)), $P_{\text{Tot}}$ increases as the AUE height increases at both trajectory points. However, at $\theta_A = 40$ dB (see Fig. 10(b) and 10(d)), there is a best height where the $P_{\text{Tot}}$ is maximized. This trend is prominent when the AUE is closer to the BS (see Fig. 10(b)), and becomes less significant when AUE is closer to the cell boundary (see Fig. 10(d)). Moreover, the best height increases as the environmental conditions become severer for both trajectory points. Note that for $\theta_A = 20$ dB, the best height satisfies the QoS constraint of $P_{\text{Tot}} = 0.9$, except for urban high-rise at $n = 10$. For $\theta_A = 40$ dB, the best height satisfies the QoS constraint only for some environments at cell center ($n = 1$) and none of the environments at cell edge ($n = 10$).

Next, we apply the proposed NOMA scheme to an AUE trajectory inspired by the 3GPP mobility model in [43].

### F. 3GPP Probabilistic LoS and Mobility Models

We adopt the mobility model and probabilistic LoS model proposed in [43] for this evaluation. In 3GPP probabilistic LoS model, the probability of LoS between the AUE and the terrestrial BS, in the urban environment where the BS antennas are positioned above the rooftop levels of
buildings is \[43\]

\[
\mathbb{P}_{\text{LoS}} = \begin{cases} 
\frac{d_1}{r_A} + \exp \left( \frac{-r_A}{p_1} \right) \left( 1 - \frac{d_1}{r_A} \right), & \text{if } r_A > d_1, \quad 22.5 < h_A \leq 100 \\
1, & \text{if } r_A \leq d_1, \quad 22.5 < h_A \leq 100 \\
1, & \text{if } 100 < h_A \leq 300,
\end{cases}
\]

(22)

where \(d_1 = \max(294.05 \log_{10}(h_A) - 432.94, 18)\) and \(p_1 = 233.98 \log_{10}(h_A) - 0.95\). The probability of LoS at \(h_A = 25\) m is illustrated in Fig. [12]. Compared with ITU LoS probability for the same height from Fig. [5(a)] we can see that the LoS probability is very favorable even at low height of AUE.

The trajectory model for this scenario is defined as follows. The AUE starts its trajectory at a random initial location at the cell edge. Then, it moves at a randomly selected orientation in a straight line until it reaches the cell edge. Once it reaches the cell border, it picks another random orientation and moves in a straight line, and this process is continued until the AUE reaches its final trajectory point. An example realization, used for the purpose of generating results, is shown in Fig. [11]. We consider AUE moves along multiple chords in the cellular cell, where A, B, C, D, E, and F correspond to the points at the cell edge where AUE changes the orientation of the trajectory. We consider that AUE transmits 10 times along its trajectory (see Fig. [11]).

Fig. [13] presents the model validation results for the 3GPP probabilistic LoS and mobility model. We can see that simulation results match well with the analytical results. This confirms that our proposed NOMA model can be applied to any trajectory model. We can see that the trajectory point at \(n = 7\), has the highest total rate coverage probability. This is because at this point the AUE has close proximity to the terrestrial BS, and this is consistent with the trends discussed in the previous trajectory model. Fig. [14] illustrates the minimum height of AUE that satisfies a target QoS requirement of 90%. Note that, at \(\theta_A = 30\) dB, trajectory points \(n = 4\) and \(n = 10\), fail to meet this QoS requirement within the given height range. This is due to the fact that these transmission points are located very close to the cell edge. We can see that for \(\theta_A = 20\) and 30 dB, the minimum height required to maintain a QoS of 90% increases and decreases at various points in the trajectory. This trend is different from the Archimedes’ spiral trajectory where the minimum height increases as the AUE moves from the center to the cell edge. This highlights the importance of considering the specific UAV mobility in the modeling and design of UAV communication systems.
VI. Conclusion

In this paper, we considered the coexistence of an AUE with a paired TUEs in a cellular network. We assumed that the AUE flies in a given trajectory path and transmits to the BS periodically. To facilitate the concurrent uplink transmissions of the AUE and the TUE, we used an aerial-terrestrial NOMA scheme with SIC at the BS. We formulated an analytical framework that evaluates the rate coverage probability of each user and the system, at each transmission point on the trajectory. The numerical results showed that, for the spiral trajectory, the rate coverage probabilities decrease as the target data rate of the AUE increases and the AUE moves away from the BS. We also found the minimum height of AUE at each trajectory point in order to meet a QoS of 90% for different built-up environments. In the spiral trajectory, it was observed that the minimum height increases as the environmental parameters become more severe and when AUE moves towards the cell edge. For the trajectory model adopted from the 3GPP recommendations, it was observed that the minimum height increases and decreases depending on the distance of AUE from the BS.

Appendix A

Proof of Lemma 1

The horizontal distance $r_T$ between the active TUE and BS at the time of transmission follows an uniform distribution due to the fact that $x_T$ and $y_T$ are uniformly distributed in the circular
cell. Thus, the pdf of $r_T$ is $f_{r_T}(r) = \frac{2r}{R^2}$. The 3D distance $d_T$ between the BS and TUE is given by $d_T = \sqrt{h_{BS}^2 + R^2}$. Therefore, the pdf of $d_T$ is derived as

$$f_{d_T}(z) = \frac{dz}{d}\frac{dr}{dz}f_{r_T}(r) = \frac{2z \sqrt{z^2 - h_{BS}^2}}{R^2} = \frac{2z}{R^2}.$$ (23)

**APPENDIX B**

**Proofs of Lemmas 2 and 3**

In this appendix, we provide proofs of Lemmas 2 and 3.

**A. Proof of Lemma 2**

The CDF of $\psi_T$ can be written as

$$F_{\psi_T}(x) = P_{d_T, H_T} \left( P_T d_T^{-\alpha_T} H_T G_T < x \right)$$

$$= E_{d_T} \left[ P \left( H_T < \frac{x}{P_T d_T^{-\alpha_T} G_T} \right) \right]$$

$$= E_{d_T} \left[ 1 - \exp \left( \frac{x}{P_T d_T^{-\alpha_T} G_T} \right) \right]$$

$$= 1 - \int_{h_{BS}}^{\sqrt{h_{BS}^2 + R^2}} \exp \left( -\frac{x}{P_T d_T^{-\alpha_T} G_T} \right) \left( \frac{2z}{R^2} \right) dz$$

$$= 1 - \exp \left( \frac{-x}{P_T d_T^{-\alpha_T} G_T} \right),$$

where (24a) comes from the fact that $H_T$ follows an exponential distribution. (24b) is the expectation with respect to $d_T$, where $P_T = \rho_T z^{-\alpha_T}$ and $f_{d_T}(z) = \frac{2z}{R^2}$. Taking the derivative of $F_{\psi_T}(x)$ with respect to $x$ we obtain its PDF.

**B. Proof of Lemma 3**

The CDF of $\psi_A$ can be expressed as

$$F_{\psi_A}(x) = P_{H_A, d_A} \left( P_A \zeta_A H_A G_A < x \right)$$

$$= E_{d_A} \left[ P \left( H_A < \frac{x}{P_A \zeta_A G_A} \right) \right]$$

$$= E_{d_A} \left[ 1 - \sum_{i=0}^{m_L-1} \left( \frac{m_L x}{P_A \eta_L d_A^{-\alpha_L} G_A} \right)^i \frac{1}{i!} \exp \left( -\frac{m_L x}{P_A \eta_L d_A^{-\alpha_L} G_A} \right) \right]$$

$$- \left( 1 - P_{\text{LoS}} \right) \sum_{j=0}^{m_N-1} \left( \frac{m_N x}{P_A \eta_N d_A^{-\alpha_N} G_A} \right)^j \frac{1}{j!} \exp \left( -\frac{m_N x}{P_A \eta_N d_A^{-\alpha_N} G_A} \right).$$ (25a)
In (26a) we consider that $t$ denotes a random variable with distribution $f_{\psi_T}(t)$ and it is a constant with respect to the random variable $\psi_A$. Expectation with respect to $t$, and lower and upper boundaries of $t$ are applied in (26b). (26c) comes from the fact that the fading of AUE has a
Gamma distribution and, \((26d)\) is obtained by integrating \((26c)\) with respect to \(t\). Finally, \((10)\) can be derived by substituting \(\mu = \rho_T G_T\) into \((26d)\).

**B. Proof of Proposition 2**

The rate coverage probability \(P_2\) can be expressed as

\[
P_2 = \mathbb{P}_{\psi_A, \psi_T} \left( \frac{\psi_T}{\sigma^2} < \theta_T, \frac{\psi_A}{\psi_T + \sigma^2} \geq \theta_A \right)
\]

\[
= \mathbb{E}_{\psi_T} \left[ \mathbb{P}_{\psi_A} \left( t < \theta_T \sigma^2, \psi_A \geq \theta_A (t + \sigma^2) \right) \right]
\]

\[
= \int_0^{\theta_T \sigma^2} \mathbb{P}_{\psi_A} \left( \psi_A \geq \theta_A (t + \sigma^2) \right) f_{\psi_T}(t) dt
\]

\[
= \int_0^{\theta_T \sigma^2} \left( \mathbb{P}_{\text{LoS}} \sum_{i=0}^{m_L-1} \frac{\left( \beta_L \theta_A \right)^i}{i!} (t + \sigma^2)^i \exp \left( -\beta_L \theta_A (t + \sigma^2) \right) \right) f_{\psi_T}(t) dt, \quad (27a)
\]

\[
+ (1 - \mathbb{P}_{\text{LoS}}) \sum_{j=0}^{m_N-1} \frac{\left( \beta_N \theta_A \right)^j}{j!} (t + \sigma^2)^j \exp \left( -\beta_N \theta_A (t + \sigma^2) \right) \right) f_{\psi_T}(t) dt, \quad (27b)
\]

where the derivation of \(P_{\psi_A}(\theta_A (t + \sigma^2))\) in \((27a)\) is same as that in \((26)\). \((11)\) can be obtained by integrating \((27b)\) with respect to \(t\).
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