Robots could learn their own state and world representation from perception and experience without supervision. This desirable goal is the main focus of our field of interest, state representation learning (SRL). Indeed, a compact representation of such a state is beneficial to help robots grasp onto their environment for interacting. The properties of this representation have a strong impact on the adaptive capability of the agent. In this article we present an approach based on imitation learning. The idea is to train several policies that share the same representation to reproduce various demonstrations. To do so, we use a multi-head neural network with a shared state representation feeding a task-specific agent. If the demonstrations are diverse, the trained representation will eventually contain the information necessary for all tasks, while discarding irrelevant information. As such, it will potentially become a compact state representation useful for new tasks. We call this approach SRLfD (State Representation Learning from Demonstration). Our experiments confirm that when a controller takes SRLfD-based representations as input, it can achieve better performance than with other representation strategies and promote more efficient reinforcement learning (RL) than with an end-to-end RL strategy.
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1 Introduction

Recent reinforcement learning (RL) achievements might be attributed to a combination of (i) a dramatic increase of computational power, (ii) the remarkable rise of deep neural networks in many machine learning fields including robotics, which take advantage of the simple idea that training with quantity and diversity helps. The core idea of this work consists of leveraging task-agnostic knowledge learned from several task-specific agents performing various instances of a task.

Learning is supposed to provide animals and robots with the ability to adapt to their environment. RL algorithms define a theoretical framework that is efficient on robots [Kober et al., 2013] and can explain observed animal behaviors [Schultz et al., 1997]. These algorithms build policies that associate an action to a state to maximize a reward. The state determines what an agent knows about itself and its environment. A large state space – raw sensor values, for instance – may contain the relevant information but would require a too large exploration to build an efficient policy. Well-thought feature engineering can often solve this issue and make the difference between the failure or success of a learning process. In their review of representation learning, Bengio et al. [2013] formulate the hypothesis that the most relevant pieces of information contained in the data can be more or less entangled and hidden in different representations. If a representation is adequate, functions that map inputs to desired outputs are somewhat less complex and thus easier to construct via learning. However, a frequent issue is that these adequate representations may be task-specific and difficult to design, and this is true in particular when the raw data consists of images, i.e. 2D arrays of pixels. One of the objectives of deep learning methods is to automatize feature engineering to make learning algorithms effective even on raw data. By composing multiple nonlinear transformations, the neural networks on which these methods rely are capable of progressively creating more abstract and useful representations of the data in their successive layers.
Figure 1: SRLfD (State Representation Learning from Demonstration) consists of three phases. (a) Preliminary phase: for $K$ different tasks, we assume to have access to oracle policies ($\pi_k$) that solve each task, and compute their outputs with an “unknown” state representation. (b) Pretraining phase: learning of one shared representation function $\varphi$ with imitation learning of $K$ specific heads $\psi_k$ by observing $\pi_k$ from high-dimensional observations. Each head $\psi_k$ defines a sub-network that contains the parameters $\theta_{\psi_k}$ of $\psi_k$. The set of all network’s parameters is $\theta = \{\theta_\varphi, \theta_{\psi_1}, \ldots, \theta_{\psi_K}\}$. (c) Transfer learning phase: the pretrained network $\varphi$ provides representations to learn an unseen decision making task $\psi_{\text{new}}$.

The intuition behind our work is that many tasks operated in the same environment share some common knowledge about that environment. This is why learning all these tasks with a shared representation at the same time is beneficial. The literature in imitation learning [Pastor et al., 2009; Kober et al., 2012] has shown that demonstrations can be very valuable to learn new policies. To the best of our knowledge, no previous work has focused on constructing reusable state representations from raw inputs solely from demonstrations, therefore, here we investigate the potential of this approach for SRL.

In this paper, we are interested in solving continuous control tasks via RL or supervised learning, using state estimates as inputs, without having access to any other sensor, which means in particular that the robot configuration, which we will call ground truth representation, is unknown. We assume that at all times the consecutive high-dimensional observations ($o_{t-1}, o_t$) contain enough information to know the ground truth state $q_t$ and that the controller/predictor only needs to rely on this representation to choose actions. Intuitively, $q_t$ could probably be a much better input for a RL algorithm than the raw images, but without prior knowledge, it is not easy to get $q_t$ from ($o_{t-1}, o_t$). In robotics, SRL [Lesort et al., 2018] aims at constructing a mapping from high-dimensional observations to lower-dimensional representations which, similarly to $q_t$, can be advantageously used instead of ($o_{t-1}, o_t$) to form the inputs of a policy.

Our proposed experimental setup consists in three different phases:

1. Preliminary phase (Fig. 1(a)): we have $K$ controllers called oracle policies $\pi^k$, each solving a different task. For example, we could define them in laboratory conditions with better sensors (e.g. motion capture), the goal being to reproduce them with a different perception (e.g. images) where in this setting, building a representation extracted from the raw inputs makes sense. For the sake of the experiments, we used almost fake tasks.

2. Pretraining phase (Fig. 1(b)): we derive a state representation that can be relied on to reproduce any of these oracle policies. We do so via imitation learning on a multi-head neural network consisting of a first part that outputs a common state representation $s_t \equiv [\varphi(o_{t-1}), \varphi(o_t)]$ used as input to $K$ heads $\psi^k$ trained to predict actions $a^k_t$ executed by the oracle policies $\pi^k$ from the previous phase.

3. Transfer learning phase (Fig. 1(c)): we use the previously trained representation $s_t$ as input to a new learning process $\psi_{\text{new}}$ in the same environment.

This method, which we call SRLfD (State Representation Learning from Demonstration), is presented in more detail in Section 3, after an overview of the existing related work in Section 2. We show that using SRLfD learned representations instead of raw images can significantly accelerate RL (using the popular SAC algorithm [Haarnoja et al., 2018]). When the state representation is chosen to be low-dimensional, the speed up brought by our method is greater than the one resulting from state representations obtained with deep autoencoders, or with principal component analysis (PCA).
2 Related Work

SRL for control is the idea of extracting from the sensory stream the information that is relevant to control the robot and its environment and representing it in a way that is suited to drive robot actions. It has been subject to a lot of recent attention [Lesort et al., 2018]. It was proposed as a way to overcome the curse of dimensionality, to speed up and improve RL, to achieve transfer learning, to ignore distractors, and to make artificial autonomous agents more transparent and explainable [de Bruin et al., 2018; Lesort et al., 2018].

Since the curse of dimensionality is a major concern, many state representation techniques are based on dimension reduction [Kober et al., 2013; Bengio et al., 2013] and traditional unsupervised learning techniques such as principal component analysis (PCA) [Curran et al., 2015] or its nonlinear version, the autoencoder [Hinton and Salakhutdinov, 2006]. Those techniques allow to compress the observation in a compact latent space, from which it can be reconstructed with minimal error. Further developments led to variational autoencoders (VAE) [Kingma and Welling, 2014] and then their extension $\beta$-VAE [Higgins et al., 2017], which are powerful generative models able to learn a disentangled representation of the observation data. However, the goal of those methods is to model the observation data; they do not take actions into account, and the representation they learn is optimized to minimize a reconstruction loss, not to extract the most relevant information for control. In particular, their behavior is independent of physical properties, or the temporal structure of transitions, and they cannot discriminate distractors.

To overcome this limitation, a common approach to state representation is to couple an autoencoder to a forward model predicting the future state [Watter et al., 2015]. A different approach to state representation is to forego observation reconstruction and to learn a representation satisfying some physics-based priors like temporal coherence, causality, and repeatability [Jonschkowski and Brock, 2015] or controllability [Jonschkowski et al., 2017]. Those methods have been shown to learn representations able to speed up RL, but this improvement is contingent on the careful choice and weighting of the priors suited to the task and environment.

Learning state representations from demonstrations of multiple policies solving different tasks instances, as we propose, has some similarities with multi-task and transfer learning [Taylor and Stone, 2009]. Multi-task learning aims to learn several similar but distinct tasks simultaneously to accelerate the training or improve the generalization performance of the learned policies, while transfer learning strives to exploit the knowledge of how to solve a given task to then improve the learning of a second task. Not all multi-task and transfer learning works rely on explicitly building a common representation, but some do, either by using a shared representation during multiple task learning [Pinto and Gupta, 2017] or by distilling a generic representation from task-specific features [Rusu et al., 2015]. The common representation can then be used to learn new tasks. However, all these techniques rely on the end-to-end RL approach, which is less sample-efficient than the self-supervised learning approach followed by SRLfD.

In another perspective, the learning from demonstration literature typically focuses on learning from a few examples and generalizing from those demonstrations, for example by learning a parameterized policy using control-theoretic methods [Pastor et al., 2009] or RL-based approaches [Kober et al., 2012]. Although those methods typically assume prior knowledge of a compact representation of the robot and environment, some of them directly learn and generalize from visual input [Finn et al., 2017] and do learn a state representation. However, the goal is not to reuse that representation to learn new skills but to produce end-to-end visuomotor policies generalizing the demonstrated behaviors in a given task space. Several works have also proposed using demonstrations to improve regular deep RL techniques [Večerík et al., 2017; Nair et al., 2018], but the goal is mostly to improve exploration in environments with sparse rewards. Those works do not directly address the problem of state representation learning.
3 State Representation Learning from Demonstration

3.1 Demonstrations

Let us clarify the hierarchy of the objects that we manipulate and introduce our notations. This work focuses on simultaneously learning $K$ different tasks\textsuperscript{1} sharing a common state representation function $\varphi$ and with $K$ task-specific heads for decision $(\psi^1, \psi^2, \ldots, \psi^K)$ (see Fig. 1(b)). For each $k$-task, the algorithm has seen demonstrations in a form of paths $P_k^1, P_k^2, \ldots, P_k^T$ from an initial random position to the same goal corresponding to the $k$-task generated by running the oracle policy $\pi_k$ (obtained in the preliminary phase (see Fig. 1(a)). Specifically, during a path $P_k^t$, an agent is shown a demonstration (or data point) of $(o_{t-1}^{k,p}, o_t^{k,p}, a_t^{k,p})$ from which it can build its own world-specific representation. Here, $o_{t-1}^{k,p}$ and $o_t^{k,p}$ are consecutive high-dimensional observations (a.k.a. measurements), and $a_t^{k,p}$ is a real-valued vector corresponding to the action executed right after the observation $o_t^{k,p}$ was generated.

3.2 Imitation Learning from Demonstration

Following the architecture described in Fig. 1(b), we use a state representation neural network $\varphi$ that maps high-dimensional observations $o_t^{k,p}$ to a smaller real-valued vector $\varphi(o_t^{k,p})$. This network $\varphi$ is applied to consecutive observations $(o_{t-1}^{k,p}, o_t^{k,p})$ to form the state representation $s_t^{k,p}$, as follows:

\[ s_t^{k,p} = \left[ \varphi(o_{t-1}^{k,p}), \varphi(o_t^{k,p}) \right] \quad (1) \]

This state representation $s_t^{k,p}$ is sent to the $\psi^k$ network, where $\psi^k$ is one of the $K$ independent heads of our neural network architecture. $\psi^1, \psi^2, \ldots, \psi^K$ are head networks with similar structure but different parameters, each one corresponding to a $k$-task. Each head has continuous outputs with the same number of dimensions as the action space of the robot. We denote by $\psi^k(s_t^{k,p})$ the output of the $k$-th head of the network on the input $(o_{t-1}^{k,p}, o_t^{k,p})$. We train the global network to imitate all the oracle policies via supervised learning. Specifically, our goal is to minimize the quantities: $\|\psi^k(s_t^{k,p}) - a_t^{k,p}\|_2^2$ that measure how well the oracle policies are imitated. The optimization problem we want to solve is thus the minimization of the following objective function:

\[ \mathcal{L}(\theta) = \frac{1}{PT} \sum_{p=1}^P \sum_{t=1}^T \|\psi^k(s_t^{k,p}) - a_t^{k,p}\|_2^2 \quad (2) \]

for $k \in [1, K]$, and where $\theta = \{\theta_{\varphi}, \theta_{\psi^1}, \ldots, \theta_{\psi^K}\}$ as explained in Fig. 1(b). We give an equal importance to all oracle policies by uniformly sampling $k \in [1, K]$, and performing a training step on $\mathcal{L}(\theta)$ to adjust $\theta$. Algo. 1 describes this procedure.

The network of SRLfD is trained to reproduce the demonstrations, but without direct access to the ground truth representation of the robot. Each imitation can only be successful if the required information about the robot configuration is extracted by the state representation $[\varphi(o_{t-1}^{k,p}), \varphi(o_t^{k,p})]$. However, a single task may not require the knowledge of the full robot state. Hence, we cannot be sure that reproducing only one instance of a task would yield a good state representation. By learning a common representation for various instances of tasks, we increase the probability that the learned representation is general and complete. It can then be used as a convenient input for new learning tasks, especially for a RL system.

4 Goal Reaching

In this section, we study a transfer learning phase (see Fig. 1(c)) corresponding to a RL optimization problem to solve a torque-controlled reaching task with image observations. This is a challenging problem despite the simplicity of the task. Indeed, when high-dimensional observations are mapped to a lower-dimensional space before feeding a RL system, a lot of information is compacted and valuable information for control may be lost. The purpose is to verify that state representations learned with SRLfD are useful representations for RL algorithms. In this work, we only conduct experimental validations, but a fundamental question that we will not answer is at stake: what constitutes a good representation for state-of-the-art deep RL algorithms? Should it be as compact and as disentangled as possible, or on the contrary, can redundancy of information or correlations be useful in the context of deep RL? A definitive answer seems beyond the current mathematical understanding of deep RL.

\textsuperscript{1}Roughly, different tasks refer to goals of different natures, while different instances of a task refer to a difference of parameters in the task. For example, reaching various locations with a robotic arm is considered as different instances of the same reaching task.
Algorithm 1 SRLfD algorithm

1: **Input:** A set of instances of tasks $T^k$, $k \in [1, K]$, and for each of them a set of paths $P^k$, $p \in [1, P]$ of maximum length $T$.
2: **Initialization:** A randomly initialized neural network following the architecture described in Fig. 1(b) with parameters $\theta = \{\theta_\phi, \theta_{\psi^1}, \ldots, \theta_{\psi^K}\}$.
3: while $\theta$ has not converged do
4: Pick uniformly a $k$-task
5: Predict current state representations with Eq. 1:
6: Compute $\mathcal{L}(\theta)$ with Eq. 2:
7: Perform a training step on $\mathcal{L}(\theta)$ w.r.t. $\theta$
8: end while

---

Figure 2: The Reacher environment, with a reward of 1 when the end-effector reaches a position close to the goal, and 0 otherwise. For more challenging inputs (on the right), we add Gaussian noise with zero mean and standard deviation 10, and a ball distractor is added in the environment with random initial position and velocity.

We consider a simulated 2D robotic arm with 2 torque-controlled joints, as shown in Fig. 2. We use the environment Reacher adapted from the OpenAI Gym [Brockman et al., 2016] benchmark to PyBullet [Coumans et al., 2018]. An instance of this continuous control task is parameterized by the position of a goal that the end-effector of the robot must reach within some margin of error (and in limited time). We use as raw inputs RGB images of $64 \times 64$ pixels. As the heart of our work concerns state estimation, we have focused on making perception challenging, by adding in some cases randomly moving distractor and Gaussian noise, as shown in Fig. 2. We believe that the complexity of the control part (i.e. the complexity of the tasks) is less important to validate our method, as it depends more on the performance of the RL algorithm. To solve even just the simple reaching task, the configuration of the robot arm is required and needs to be extracted from images for the RL algorithm to converge. Indeed our results show that this is the case when SRLfD learned representations are used as inputs of SAC [Haarnoja et al., 2018].

### 4.1 Experimental Setup

**Baseline Methods** We compare state representations obtained with our method (SRLfD) to five other representation strategies:

- Ground truth: as mentioned in Section 4.1, what we call ground truth representation of the robot configuration is represented as a vector of size four: the two torques angles and velocities.
Principal Component Analysis (PCA) [Jolliffe, 2011]: we perform PCA on the demonstration data, and the 8 or 24 most significant dimensions are kept, thus reducing observations to a compact vector that accounts for a large part of the input variability.

Autoencoder-based representation [Hinton and Salakhutdinov, 2006]: \(\varphi\) is replaced by an encoder learned with an autoencoder. The latent space representation of the autoencoder (of size 8 or 24) is trained with the same demonstrations (but ignoring the actions) as in the SRLfD training.

Random network representation [Gaier and Ha, 2019]: we use the same neural network structure for \(\varphi\) as with SRLfD, but instead of training its parameters, they are simply fixed to random values sampled from a Gaussian distribution of zero mean and standard deviation 0.02.

Raw pixels: the policy network is modified to receive directly \((\text{a}_{t-1}, \text{a}_t)\) in input, with the same dimensionality reduction after \(\varphi\) as other methods, but all of its parameters are trained simultaneously in the manner of end-to-end RL.

The representations obtained with these methods use the same demonstration data as SRLfD method, and share the same neural network structure for \(\varphi\) or replace it (with ground truth and PCA) in the architecture of Fig. 1(c) whose output size is 8 or 24.

**Generating Demonstrations** For simplicity, the preliminary phase of training \(K\) oracle policies \(\pi^k\) (see Fig. 1(a)) is done by running the SAC [Haarnoja et al., 2018] RL algorithm. Here, the “unknown” representations used as inputs are the ground truth representations. SAC also exploits the cartesian coordinates of the goal position\(^3\). It returns a parameterized policy capable of producing reaching trajectories to any goal position.

For the pretraining phase of SRLfD (see Fig. 1(b)), the previously learned parameterized policy generates \(K = 16\) oracle policies \(\pi^k\) (which represent different instances of the reaching task), with each of them 238 paths for training and 60 paths for validation of maximal length \(T = 50\), computed from various initial positions. We then simultaneously train all the heads for computational efficiency. Specifically, for each optimization iteration, we uniformly sample for every head \(\psi^k\) a mini-batch of 64 demonstrations from the \(P\) paths corresponding to the \(k\)-task.

**Implementation Details** For SRLfD network architecture (adapted from the one used in [Mnih et al., 2013]), \(\varphi\) (see Fig. 1) sends its \(3 \times 64 \times 64\) input to a succession of three convolutional layers. The first one convolves \(32 \times 8\) filters with stride four. The second layer convolves \(64 \times 4\times 4\) filters with stride two. The third hidden layer convolves \(32 \times 3\times 3\) filters with stride one. It ends with a fully connected layer with half as many output units as the chosen state representation dimension (because state representations have the form \([\varphi(o_{t-1}), \varphi(o_t)]\)). The heads \(\psi^k\) take as input the state representation and are composed of three fully connected layers, the two first ones of size 256 and the last one of size two, which corresponds to the size of the action vectors (one torque per joint).

For SAC network architecture we choose a policy network that has the same structure as the heads \(\psi^k\) used for imitation learning, also identical to the original SAC implementation [Haarnoja et al., 2018], and use the other default hyperparameters.

The Rectified linear units (ReLU) is used for the activation functions between hidden layers. We use ADAM [Kingma and Ba, 2014] with a learning rate of \(10^{-4}\) to train the neural network \(\varphi\), and \(10^{-3}\) to train all the heads \(\psi^k\) and the policy network.

**4.2 Results and Discussion**

In this section, we report our results with the quantitative evaluation of SRLfD when a goal reaching task is used in the transfer learning phase (see Fig. 1(c)). Specifically, we evaluate the transferability of SRLfD learned state representations used as inputs for a RL algorithm (SAC [Haarnoja et al., 2018]) to solve a new instance of the reaching task chosen randomly, and compare the success rates to the ones obtained with state representations originating from other methods. The performance of a policy is measured as the probability to reach the goal from a random initial configuration in 50 time steps or less. We expect that better representations yield faster learning progress and better convergence (on average).

Table 1 displays the success rates corresponding to the end of the learning curves of Fig. 3 obtained with SAC and different state representations in four different contexts: with a representation of either 16 or 48 dimensions (except for

---

\(^{2}\) The number of 24 dimensions has been selected empirically (not very large but leading to good RL results).

\(^{3}\) The purpose of our method is to generate state representations from (possibly noisy) inputs that are hard to exploit (such as raw images), so only the preliminary phase has access to the “unknown” representation.
Figure 3: Learning curves of the episode returns averaged over 50 episodes (mean in lines and half standard deviation in shaded areas over 8 runs; the higher the better) with SAC algorithm with a random position of the goal for each run, based on various state representations. The indicated dimensions for SRLfD, PCA, VAE, random network and raw pixels correspond to the size of the state representation $\phi(o_{t-1}), \phi(o_t)$. The use of our SRLfD state representation (red) in SAC outperforms all the other baselines, except the case in which SAC is given a direct access to the ground truth representation.

Table 1: Mean episode returns (mean ± standard deviation over 8 runs; the higher the better) corresponding to the end of the curves in Fig. 3.

| Method                          | Mean score               |
|---------------------------------|--------------------------|
|                                 | Raw observations         | With noise and distractor |
| SAC+SRLfD (dim 48)              | 0.992 ± 0.0080          | 0.928 ± 0.029            |
| SAC+SRLfD (dim 16)              | 0.980 ± 0.022           | 0.833 ± 0.082            |
| SAC+PCA (dim 48)                | 0.908 ± 0.072           | 0.725 ± 0.10             |
| SAC+PCA (dim 16)                | 0.832 ± 0.13            | 0.591 ± 0.18             |
| SAC+VAE (dim 48)                | 0.749 ± 0.27            | 0.650 ± 0.13             |
| SAC+VAE (dim 16)                | 0.574 ± 0.16            | 0.448 ± 0.18             |
| SAC+raw pixels (dim 48)         | 0.365 ± 0.39            | 0.106 ± 0.063            |
| SAC+raw pixels (dim 16)         | 0.118 ± 0.13            | 0.149 ± 0.14             |
| SAC+random network (dim 48)     | 0.552 ± 0.21            | 0.143 ± 0.14             |
| SAC+random network (dim 16)     | 0.239 ± 0.13            | 0.0863 ± 0.037           |
| SAC+ground truth (dim 4)        | 0.995 ± 0.0054          | 0.995 ± 0.0054           |
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the ground truth representation, of size 4), and on “clean” i.e. raw observations (in the middle of Fig. 2) or observations with noise and a randomly moving ball distractor (on the right of Fig. 2). As expected, the best results are obtained with the ground truth representation, but we see that out of the five other state representations, only SRLfD, PCA, and VAE representations can be successfully used by SAC to solve reaching tasks when noise and a distractor are added to the inputs. SAC fails to train efficiently (in an end-to-end manner) the large neural network that takes raw pixels in input,
whether its representation is of size 16 or 48. Using fixed random parameters for the first part of its network (random network representation) is not a viable option either.

The results show that with fewer dimensions our method (SRLfD) leads to better RL performances than with observation compression methods (PCA and VAE). We assume that the information from the robotic arm can be filtered through the small size of the bottleneck due to the observation reconstruction objective (and dramatically more on the challenging observations). This explains why PCA and VAE tend to require additional dimensions than the minimal number of dimensions of our robotic task (four dimensions: the two torques angles and velocities). This clearly shows that with a carefully chosen unsupervised learning objective, such as the one used for SRLfD, it is possible to compact into a minimal number of dimensions only the information necessary for robotic control.

Another surprising observation is that PCA outperforms VAE in our results. By design, VAE is trained to encode and decode with as few errors as possible, and it can generally do this better than PCA by exploiting the nonlinearities of neural networks. Moreover, as first explained by Bourlard and Kamp [1988]; Kramer [1991], the autoencoder is an extension of PCA that transforms correlated observations into nonlinearly uncorrelated representations. However, it is not clear that such uncorrelated input variables lead to better RL performances. This is because when data are obtained with transitions from a control system, the most important variables are those correlated with changes between transitions, which generally do not coincide with the directions of greatest variation in the data.

## 5 Ballistic Projectile Tracking

In this section, we study a transfer learning phase (see Fig. 1(c)) corresponding to a simple supervised learning system to solve a ballistic projectile tracking task. Specifically, it consists in training a tracker from learned representations to predict the next projectile position. This task has the advantage of not needing \(K\) oracle policies \(\pi^k\) in a preliminary phase (Fig. 1(a)). Instead, we derive \(\pi^k\) directly from the ballistic trajectory equations (Eq. 14). This enables us to easily perform the experimental study of the main hyperparameters of our SRLfD method: the state dimension \(S_d\) and the number of oracle policies \(K\). This also allows us to conduct a comparative quantitative evaluation against other representation strategies. Furthermore, we study the possibility of using a recursive loop for the state update instead of the state concatenation. Thus, SRLfD can handle partial observability by aggregating information that may not be estimable from a single observation. In particular, to solve a simple projectile tracking task, projectile velocity information is required and must be extracted from past measurements for the supervised learning algorithm to converge. Mathematically, the observation (i.e. measurement) \(o_t\) is concatenated to the previous state estimate \(s_{t-1}\) to form the input of SRLfD model \(\varphi\) which estimates the current state as follows:

\[
\begin{align*}
    s_t &\triangleq \varphi\left([o_t, s_{t-1}]\right)\quad (3)
\end{align*}
\]

where \(s_0 \sim \mathcal{N}(0_{S_d}, 0.02 \times I_{S_d})\). Literally, this recursive loop conditions the current state estimate on all previous states.

An instance of this projectile tracking task is parameterized by the initial velocity and angle of the projectile. Specifically, a tracker receives as input the state estimated by \(\varphi\), and must predict the projectile’s next position \(\hat{o}_{t+1}\) as follows:

\[
    \psi^{\text{new}}\left(\varphi\left([o_t, s_{t-1}]\right)\right) = \hat{o}_{t+1}\quad (4)
\]

A tracker is then trained by supervised learning to minimize this objective function:

\[
    \mathcal{L} = \frac{1}{PT} \sum_{p=1}^{P} \sum_{t=1}^{T} \left\| \psi^{\text{new}}\left(\varphi\left([o^p_t, s^p_{t-1}]\right)\right) - o^p_{t+1} \right\|_2^2\quad (5)
\]

where the notations correspond to those defined in Section 3.1.

### 5.1 Experimental Setup

**Baseline Methods** We compare the state representations learned with SRLfD to five other representation strategies:

- the ground truth is a vector of size 4 formed from the 2D cartesian positions and velocities of the projectile: \((x_t, y_t, v_x, v_y)\);
- the position corresponds to the 2D cartesian coordinates of the projectile: \((x_t, y_t)\);
- a random network representation with the same \(\varphi\) architecture and state recursive loop which is not trained\(^4\);

\(^4\)As in the previous reaching task, for random network representation the parameters of \(\varphi\) are simply fixed to random values sampled from a Gaussian distribution of zero mean and standard deviation 0.02.
• an end-to-end representation learning strategy, i.e. it builds its state estimate with the same $\phi$ architecture and state recursive loop, while solving the tracking task;

• a Kalman filter estimated from positions with unknown initial cartesian velocities of the projectile.

The Kalman filter designed by Kalman [1960a] is a classical method for state estimation in state-linear control problems, where the ground truth state is not directly observable, but sensor measurements are observed instead. Kalman et al. [1960] create a mathematical framework for the control theory of the LQR (Linear-Quadratic-Regulator) problem and create for this purpose the notions of controllability and observability refined later in [Kalman, 1960b]. Witsenhausen [1971] conducted one of the first attempts to survey the literature on the separation of state estimation and control. In particular, this led to the two-step procedure, composed of the resolution of Kalman filtering and then of LQR, known as LQG (Linear-Quadratic-Gaussian). However, the Kalman filter is also commonly used in recent RL applications [Ng et al., 2003, 2006; Abbeel et al., 2007; Abbeel, 2008].

The Kalman filter has then undergone many extensions including the popular extended Kalman filter (EKF) which can handle nonlinear transition models [Ljung, 1979]. However, a major drawback of these classical state estimation methods is that they require knowledge of the transition model. This constraint has been relaxed by feature engineering (like SIFT [Lowe, 1999] and SURF [Bay et al., 2006]) techniques which require knowledge of the subsequent task [Kober et al., 2013]. Indeed, good hand-crafted features are task-specific and therefore costly in human expertise. These drawbacks were then overcome by SRL methods popularized by Jonschkowski and Brock [2013], which benefit from the autonomy of machine learning and the generalization power of deep learning techniques.

Kalman filter We briefly describe below the operations of the Kalman filter, the reader willing a complete presentation can refer to [Bertsekas, 2005]. The equations for updating the positions ($x_t$, $y_t$) and velocities ($v_{x,t}$, $v_{y,t}$) of the projectile are related to their previous values, to the acceleration due to the gravitational force ($g$), and to the time elapsed between each update ($\Delta t$), as follows:

\[
\begin{align*}
x_t &= x_{t-1} + v_{x,t-1}\Delta t \\
y_t &= y_{t-1} + v_{y,t-1}\Delta t - \frac{1}{2} g(\Delta t)^2 \\
v_{x,t} &= v_{x,t-1} \\
v_{y,t} &= v_{y,t-1} - g\Delta t
\end{align*}
\]

(6)

The ground truth state is defined as $s_t = [x_t, y_t, v_{x,t}, v_{y,t}] \in \mathbb{R}^4$. Thus, the update procedure of the transition model is described with a single linear equation as follows:

\[
s_t = As_{t-1} + Bu_{t-1} + w_{t-1}
\]

\[
A = \begin{pmatrix} 1 & 0 & \Delta t & 0 \\ 0 & 1 & 0 & \Delta t \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ \frac{(\Delta t)^2}{2} \\ \frac{\Delta t}{2} \end{pmatrix}, \quad w_{t-1} \sim \mathcal{N}(0, Q)
\]

(7)

where $Q$ is the process noise covariance matrix and $w_t$ is the process noise assumed to be white (i.e. normally, independently and identically distributed at each time step).

The observation of this transition model is the projectile position defined as $o_t = [x_t, y_t] \in \mathbb{R}^2$ which is obtained from the ground truth state in the following way:

\[
o_t = Hs_t + \nu_t, \quad H = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \nu_t \sim \mathcal{N}(0, R)
\]

(8)

where $R$ is the measurement noise covariance matrix (a.k.a. sensor noise covariance matrix) and $\nu_t$ is the measurement noise also assumed to be white. $R$ and $Q$ are ignored in our experiments for simplicity.

The aim of the Kalman filter is to solve the problem of estimating the ground truth state $s \in \mathbb{R}^4$. To do this, the Kalman filter assumes to know $A$, $Q$, $R$ and $H$. In this experiment, we assume there is no noise in the sensory inputs (i.e. $R$ has only zero values), and no uncertainty in the transition model (i.e. $Q$ has only zero values). Moreover, in this projectile tracking task, there is no control vector ($a_t \equiv 0$), because as the force exerted by gravitation is constant, it can be incorporated in the matrix $A$. The state of the Kalman filter is initialized with the initial measurement (i.e. the initial 2D cartesian position of the projectile) and zeros instead of the true initial velocities of the projectile. In order to let the Kalman filter fix the initial velocities of the projectile and to ensure its convergence, we initialize the diagonal coordinates corresponding to the velocities of the state covariance matrix (denoted $P$) to 100.
Figure 4: Predictions (crosses) with a tracker trained from SRLfD representations, over 7 trajectories with zero initial coordinate (i.e. \( x_0 = 0 \) and \( y_0 = 0 \)), initial angles \( \alpha_0 \in \{25, 30, 35, 40, 45, 50, 55\} \) (in degrees), and initial velocity 20 (in meter per second), composed of 12 projectile position measurements (points).

The Kalman filter follows a twofold procedure: (i) a prediction step which uses knowledge of the transition model, (ii) an update step which combines the model and the measurement knowing that both may be imperfect. The equations of the prediction step consists in the prediction of the state estimate Eq. 9, and the prediction of the state covariance estimate Eq. 10.

\[
\hat{s}_t^- = A \hat{s}_{t-1} + Bu_{t-1} \tag{9}
\]
\[
P_t^- = AP_{t-1}A^\top + Q \tag{10}
\]

This corresponds to a priori estimates.

The equations in the update step first update the Kalman gain matrix Eq. 11, then update the state estimate by incorporating the measurement and the a priori state estimate Eq. 12, and similarly update the state covariance matrix Eq. 13.

\[
K_t = P_t^- H^\top \left(HP_t^- H^\top + R\right)^{-1} \tag{11}
\]
\[
\hat{s}_t = \hat{s}_t^- + K_t (o_t - H\hat{s}_t^-) \tag{12}
\]
\[
P_t = (\text{Id} - K_t H)P_t^- \tag{13}
\]

Therefore, at each iteration, the Kalman filter predicts the next a priori state estimate which is then used to update the next state estimate which corresponds to an a posteriori estimate. This implies that the Kalman filter is a recursive linear state estimation, whereas SRLfD is a recursive nonlinear state estimation (thanks to the state recursive loop). In particular, while SRLfD may use a linear network \( \varphi \) for simple tasks, it may still take advantage of nonlinear approximations such as multilayer perceptrons defining its \( \psi^k \) heads, such as in this ballistic projectile tracking task.

**Generating Demonstrations** The projectile tracking task does not require in its preliminary phase \( K \) oracle policies \( \pi^k \). It is the ballistic trajectory equations (Eq. 14) that allow us to define these oracle policies \( \pi^k \). As we ignore all forces except the gravitational one, the trajectory of the projectile corresponds to a ballistic trajectory. The temporal equations of the ballistic trajectory are defined with the force of gravity \( g = 9.81 \text{ m/s}^2 \), the initial angle of launch of the
We learned the projectile tracking task from six representation strategies. Fig. 5(a) shows the boxplot of the average tracking errors obtained with all different strategies of the same size 4. Our SRLfD outperforms the end-to-end baseline, confirming the empowerment provided by “divide and conquer” techniques [Dasgupta et al., 2008].
Ground truth representations outperform our method because they know the complete projectile configuration. With a random network, the supervised learning system fails to track the projectile, implying that state representation learning is required in the context of recursive state estimation.

Regarding the Kalman filter, it uses the knowledge of the real transition model in order to provide a complete recursive state estimation. It is therefore not surprising that it achieves the same performance as the ground truth baseline. Unlike this classical method, SRLfD does not use the a priori knowledge of the tracking task but only that available in the oracle policies. The performance obtained with the SRLfD representations in this comparative evaluation shows that they extract the position and velocity of the projectile. In other words, there is enough diversity in the oracle policies to be imitated by SRLfD network heads, so that their joint state space is close to the real state that makes the system fully observable. The comparative quantitative evaluation presented by Fig. 5(b) confirms this hypothesis since the performance obtained with the size 4 SRLfD representations increases with the number of oracle policies used during the pretraining phase of SRLfD.

Table 2 displays the average tracking errors displayed in Fig. 5, with the mean and standard deviation for better insight. Fig. 5(c) shows that as the state dimension decreases, the information lost by SRLfD significantly degrades the performance of the trained trackers, while for a size of 2, it is still better than the position baseline. On the other hand, Fig. 5(d) shows that as the state dimension increases, the performance of the trained trackers improves until it even outperforms ground truth starting at 6 dimensions (see Table 2). Although these results may be surprising, one can
assume that adding redundancy to the representations makes them easier to build (since the dimension of the ground truth vector is 4). Indeed, larger state embeddings could be more regular and thus be build with simpler neural networks which are less subject to the overfitting problem. However, the question of what is an ideal representation for deep learning algorithms is far from being answered. Recently works have started to investigate this question [Ota et al., 2020, 2021], but the search for a definitive answer leads far beyond the scope of this work.

Table 2: Tracking errors corresponding to Fig. 5 (mean ± standard deviation on 10 runs; the lower the better): (a) obtained with the five baselines, (b) obtained with SRLfD representations of size 4 with different number of oracle policies $K$, (c) obtained with SRLfD representations with 6 oracle policies of varying sizes $S_d$.

| Method                                | Tracking error ($\times 10^{-3}$) |
|---------------------------------------|-----------------------------------|
| Ground truth (dim 4)                  | 7.97 ± 1.64                       |
| Kalman filter (dim 4)                 | 8.14 ± 0.6                        |
| Position (dim 2)                      | 3.000 ± 26.9                      |
| End-to-end (dim 4)                    | 22.4 ± 13.7                       |
| Random network (dim 4)                | 130 ± 74.5                        |

| $K$ | Tracking error ($\times 10^{-3}$) |
|-----|-----------------------------------|
| 1   | 31.5 ± 19.7                       |
| 2   | 31.4 ± 16.1                       |
| 4   | 26.3 ± 16.4                       |
| 6   | 17.1 ± 7.46                       |
| 8   | 18.4 ± 16.8                       |

| $S_d$ | Tracking error ($\times 10^{-3}$) |
|-------|-----------------------------------|
| 2     | 2200 ± 175                        |
| 3     | 147 ± 60.4                        |
| 4     | 17.1 ± 7.46                       |
| 5     | 9.37 ± 4.56                       |
| 6     | 5.21 ± 1.78                       |
| 7     | 3.61 ± 1.37                       |
| 8     | 2.41 ± 0.733                      |
| 10    | 2.16 ± 0.574                      |
| 12    | 1.83 ± 0.686                      |
| 14    | 1.44 ± 0.44                       |
| 20    | 1.38 ± 0.432                      |

6 Conclusion

We presented a method (SRLfD) for learning state representations from demonstrations, more specifically from runs of oracle policies on different instances of a task. Our results indicate that the learned state representations can advantageously replace raw sensory inputs to learn policies on new task instances via regular RL. By simultaneously learning an end-to-end technique for several tasks sharing common useful knowledge, SRLfD forces the state representation to be general, provided that the tasks are diverse. Moreover, since the representation is trained together with heads that imitate the oracle policies, we believe that it is more appropriate for control than other types of representations (for instance ones that primarily aim at enabling a good reconstruction of the raw inputs). Our experimental results tend to confirm this belief, as SRLfD state representations were exploited more effectively by the SAC RL algorithm and a supervised learning system, than several other types of state representations.

Acknowledgments

This article has been supported within the Labex SMART supported by French state funds managed by the ANR within the Investissements d’Avenir program under references ANR-11-LABX-65 and ANR-18-CE33-0005 HUSKI. We gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan Xp GPU used for this research.

References

Abbeel, P. (2008). Apprenticeship learning and reinforcement learning with application to robotic control. Stanford University.
Abbeel, P., Coates, A., Quigley, M., and Ng, A. Y. (2007). An application of reinforcement learning to aerobatic helicopter flight. *Advances in neural information processing systems*, 19:1.

Bay, H., Tuytelaars, T., and Van Gool, L. (2006). Surf: Speeded up robust features. In *European conference on computer vision*, pages 404–417. Springer.

Bengio, Y., Courville, A., and Vincent, P. (2013). Representation learning: A review and new perspectives. *IEEE transactions on pattern analysis and machine intelligence*, 35(8):1798–1828.

Bertsekas, D. P. (2005). *Dynamic programming and optimal control, 3rd Edition*. Athena Scientific.

Bourlard, H. and Kamp, Y. (1988). Auto-association by multilayer perceptrons and singular value decomposition. *Biological cybernetics*, 59(4-5):291–294.

Brockman, G., Cheung, V., Pettersson, L., Schneider, J., Schulman, J., Tang, J., and Zaremba, W. (2016). Openai gym. *arXiv preprint arXiv:1606.01540*.

Coumans, E., Bai, Y., and Hsu, J. (2018). Pybullet physics engine.

Curran, W., Brys, T., Taylor, M., and Smart, W. (2015). Using pca to efficiently represent state spaces. *arXiv preprint arXiv:1505.00322*.

Dasgupta, S., Papadimitriou, C. H., and Vazirani, U. V. (2008). *Algorithms*. McGraw-Hill Higher Education New York.

de Bruin, T., Kober, J., Tuyls, K., and Babuška, R. (2018). Integrating state representation learning into deep reinforcement learning. *IEEE Robotics and Automation Letters*, 3(3):1394–1401.

Finn, C., Yu, T., Zhang, T., Abbeel, P., and Levine, S. (2017). One-shot visual imitation learning via meta-learning. *arXiv preprint arXiv:1709.04905*.

Gaier, A. and Ha, D. (2019). Weight agnostic neural networks. In *Advances in Neural Information Processing Systems*, pages 5364–5378.

Haarnoja, T., Zhou, A., Abbeel, P., and Levine, S. (2018). Soft actor-critic: Off-policy maximum entropy deep reinforcement learning with a stochastic actor. *arXiv preprint arXiv:1801.01290*.

Higgins, I., Matthey, L., Pal, A., Burgess, C., Glorot, X., Botvinick, M., Mohamed, S., and Lerchner, A. (2017). beta-vae: Learning basic visual concepts with a constrained variational framework. In *International Conference on Learning Representations*.

Hinton, G. E. and Salakhutdinov, R. R. (2006). Reducing the dimensionality of data with neural networks. *science*, 313(5786):504–507.

Jolliffe, I. (2011). Principal component analysis. In *International encyclopedia of statistical science*, pages 1094–1096. Springer.

Jonschkowski, R. and Brock, O. (2013). Learning task-specific state representations by maximizing slowness and predictability. In *6th international workshop on evolutionary and reinforcement learning for autonomous robot systems (ERLARS)*.

Jonschkowski, R., Hafner, R., Scholz, J., and Riedmiller, M. (2017). Pves: Position-velocity encoders for unsupervised learning of structured state representations. *arXiv preprint arXiv:1705.09805*.

Kalman, R. E. (1960a). A new approach to linear filtering and prediction problems.

Kalman, R. E. (1960b). On the general theory of control systems. In *Proceedings First International Conference on Automatic Control, Moscow, USSR*, pages 481–492.

Kalman, R. E. et al. (1960). Contributions to the theory of optimal control. *Bol. soc. mat. mexicana*, 5(2):102–119.

Kingma, D. P. and Ba, J. (2014). Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*.

Kingma, D. P. and Welling, M. (2014). Auto-encoding variational bayes. In Bengio, Y. and LeCun, Y., editors, *2nd International Conference on Learning Representations, ICLR 2014*, Banff; AB, Canada, April 14-16, 2014, Conference Track Proceedings.

Kober, J., Bagnell, J. A., and Peters, J. (2013). Reinforcement learning in robotics: A survey. *The International Journal of Robotics Research*, 32(11):1238–1274.

Kober, J., Wilhelm, A., Oztop, E., and Peters, J. (2012). Reinforcement learning to adjust parametrized motor primitives to new situations. *Autonomous Robots*, 33(4):361–379.
Kramer, M. A. (1991). Nonlinear principal component analysis using autoassociative neural networks. *AIChE journal*, 37(2):233–243.

Lesort, T., Díaz-Rodríguez, N., Goudou, J.-F., and Filliat, D. (2018). State representation learning for control: An overview. *Neural Networks*, 108:379–392.

Ljung, L. (1979). Asymptotic behavior of the extended kalman filter as a parameter estimator for linear systems. *IEEE Transactions on Automatic Control*, 24(1):36–50.

Lowe, D. G. (1999). Object recognition from local scale-invariant features. In *Proceedings of the seventh IEEE international conference on computer vision*, volume 2, pages 1150–1157. Ieee.

Mnih, V., Kavukcuoglu, K., Silver, D., Graves, A., Antonoglou, I., Wierstra, D., and Riedmiller, M. A. (2013). Playing atari with deep reinforcement learning. *CoRR*, abs/1312.5602.

Nair, A., McGrew, B., Andrychowicz, M., Zaremba, W., and Abbeel, P. (2018). Overcoming exploration in reinforcement learning with demonstrations. In *2018 IEEE International Conference on Robotics and Automation (ICRA)*, pages 6292–6299. IEEE.

Ng, A. Y., Coates, A., Diehl, M., Ganapathi, V., Schulte, J., Tse, B., Berger, E., and Liang, E. (2006). Autonomous inverted helicopter flight via reinforcement learning. In *Experimental robotics IX*, pages 363–372. Springer.

Ng, A. Y., Kim, H. J., Jordan, M. I., Sastry, S., and Ballianda, S. (2003). Autonomous helicopter flight via reinforcement learning. In *NIPS*, volume 16. Citeseer.

Ota, K., Jha, D. K., and Kanezaki, A. (2021). Training larger networks for deep reinforcement learning. *arXiv preprint arXiv:2102.07920*.

Ota, K., Oiki, T., Jha, D. K., Maruyama, T., and Nikovski, D. (2020). Can increasing input dimensionality improve deep reinforcement learning? *arXiv preprint arXiv:2003.01629*.

Pastor, P., Hoffmann, H., Asfour, T., and Schaal, S. (2009). Learning and generalization of motor skills by learning from demonstration. In *Robotics and Automation, 2009. ICRA’09. IEEE International Conference on*, pages 763–768. IEEE.

Pinto, L. and Gupta, A. (2017). Learning to push by grasping: Using multiple tasks for effective learning. In *Robotics and Automation (ICRA), 2017 IEEE International Conference on*, pages 2161–2168. IEEE.

Rusu, A. A., Colmenarejo, S. G., Gulcehre, C., Desjardins, G., Kirkpatrick, J., Pascanu, R., Mnih, V., Kavukcuoglu, K., and Hadsell, R. (2015). Policy distillation. *arXiv preprint arXiv:1511.06295*.

Schultz, W., Dayan, P., and Montague, P. R. (1997). A neural substrate of prediction and reward. *Science*, 275(5306):1593–1599.

Taylor, M. E. and Stone, P. (2009). Transfer learning for reinforcement learning domains: A survey. *Journal of Machine Learning Research*, 10(Jul):1633–1685.

Večerík, M., Hester, T., Scholz, J., Wang, F., Pietquin, O., Piot, B., Heess, N., Rothörl, T., Lampe, T., and Riedmiller, M. (2017). Leveraging demonstrations for deep reinforcement learning on robotics problems with sparse rewards. *arXiv preprint arXiv:1707.08817*.

Watter, M., Springenberg, J., Boedecker, J., and Riedmiller, M. (2015). Embed to control: A locally linear latent dynamics model for control from raw images. In *Advances in neural information processing systems*, pages 2746–2754.

Witsenhausen, H. S. (1971). Separation of estimation and control for discrete time systems. *Proceedings of the IEEE*, 59(11):1557–1566.

Xu, B., Wang, N., Chen, T., and Li, M. (2015). Empirical evaluation of rectified activations in convolutional network. *arXiv preprint arXiv:1505.00853*. 
