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1 INTRODUCTION

The emergence of small form-factor and low-cost wearable Internet of Things (IoT) devices lead to many novel edge-computing use cases [4, 6, 19]. These include promising applications at the edge ranging from remote health monitoring to smart livestock monitoring systems [11, 13, 16, 20]. The devices that run these applications must operate with a tight energy budget (~μW) and computational power due to limited battery capacity and small form-factor to be practical [2, 8]. The small battery capacity limits the battery lifetime and requires frequent recharging, deteriorating the user experience. To mitigate this effect, energy harvesting (EH) from ambient sources, such as light, motion, electromagnetic waves, and body heat, has emerged as a promising solution to power these devices [12, 15].

Energy-neutral operation (ENO) is achieved if the total energy consumed over a given period equals the energy harvested in the same period. EH solutions should achieve ENO to ensure that the device maintains a certain battery level by continuously recharging the battery. However, relying only on EH is not sufficient to achieve energy neutrality due to the uncertainties of ambient sources. The application performance and utilization of the device can tank in low EH conditions [9]. Energy management algorithms need to use the available energy judiciously to maximize the application performance while minimizing manual recharge interventions to tackle this challenge [17]. These algorithms should satisfy the following conditions to be deployed on a resource-constrained device: (i) incurring low execution time and power consumption overhead, (ii) having a small memory footprint, (iii) being responsive to the changes in the environment, and ideally, (iv) learning to adopt such changes. To this end, our goal is to develop a lightweight energy manager that enables ENO while maximizing the utilization of the device under dynamic energy constraints and EH conditions.

This paper presents a reinforcement learning (RL) based energy management framework, tinyMAN, for resource-constrained wearable edge devices. tinyMAN takes the battery level and the previous harvested energy values as inputs (states) and maximizes the utility of the device by judiciously allocating the harvested energy throughout the day (action). It employs Proximal Policy Optimization (PPO) algorithm, which is a state-of-the-art RL algorithm for continuous action spaces [14]. Hence, the energy allocation values that tinyMAN yields can take continuous values according to the current energy availability. Over time, by interacting with the environment, the agent learns to manage the harvested energy on the device according to battery energy level and the harvested energy. To achieve this, we first develop an environment for the RL agent to interact with. This environment makes use of the light and motion EH modalities and American Time Use Survey [18] data from 4772 different users to model the dynamic changes in the harvested energy and battery. Then, we design a generalized reward function that defines the device utility as a function of the energy consumption. The nature of the reward function also enables compatibility with any device and application.

tinyMAN is trained on a cluster of users with randomly selected initial battery energy levels and EH conditions. Therefore, it is responsive to various EH and battery energy level scenarios. We compare our approach to prior approaches in the literature and also
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with an optimal solution. This comparison shows that tinyMAN achieves up to 45% higher utility values. Furthermore, we deploy our framework on a wearable device prototype to measure the execution time, energy consumption, and memory usage overhead.

The major contributions of this work are as follows:
- We present tinyMAN, a prediction-free RL based energy manager for resource-constrained wearable edge IoT devices,
- tinyMAN achieves 45% higher device utilization than the state-of-the-art approaches by learning the underlying EH patterns for different users while maintaining energy neutrality,
- tinyMAN is easily deployable on wearable devices thanks to its small memory footprint of less than 100 KB and energy consumption of 27.75 μJ per inference.

In the rest, Section 2 reviews the related work, while Section 3 introduces the problem formulation and describes the PPO algorithm. Section 4 formulates the environment dynamics and presents the proposed energy manager, tinyMAN. Finally, we evaluate and discuss the results in Section 5 and conclude the paper in Section 6.

2 RELATED WORK

Energy harvesting devices aim for ENO to achieve self-sustainability. Kansal et al. [12], ensure ENO if the total energy consumed in a given period is equal to the harvested energy in the same period. The authors propose a linear programming approach to maximize the duty cycle of a sensor node and a lightweight heuristic to help solve the linear programming with ease. Although their approach is lightweight, it does not consider the application requirements when deciding the duty cycle of the nodes. Bhat et al. address this issue by using a generalized utility function that defines the application characteristics [3]. They presented a lightweight framework based on the closed-form solution of the optimization problem that maximizes the utility while maintaining ENO. However, the framework can yield sub-optimal solutions since the closed-form solution is obtained by relaxing one of the constraints in the original problem. In addition, both approaches depend on a predictive model for the future EH values. Thus, their performances are highly dependent upon the accuracy of the predictions.

Prediction-free approaches do not rely on forecasts of the harvested energy, in contrast to the prediction-based approaches presented above [1]. RLMan is a recent prediction-free energy management approach based on reinforcement learning [1]. It aims to maximize packet generation rate while avoiding power failures. Although it shows significant improvements in average packet rate, the reward function in RLMan focuses on maximizing the packet rate in a point-to-point communication system, which does not generalize to other performance metrics and ignores application requirements. In addition, the authors do not discuss the deployability of their framework on edge devices. In complement to the previous studies, we present tinyMAN, a prediction-free energy manager which uses a generalized reward function and is easily deployable on resource-constrained edge devices, as shown in Table 1. Furthermore, we provide open-source access to the trained models and to our codebase.

3 BACKGROUND

This section first introduces the battery energy dynamics and constraints to formulate the optimization problem. It also explains how various EH patterns are obtained. Then, it describes the Proximal Policy Optimization algorithm used to train the tinyMAN RL agent.

### 3.1 Problem Formulation

The proposed tinyMAN framework is deployed in an environment that consists of a target device and an EH source, as depicted in Figure 1. In the following, we define the battery energy dynamics, the relevant constraints, and the utility function of the device and explain the EH source model.

**Battery dynamics and constraints:** tinyMAN finds the optimum energy allocations that maximize the utilization of a target device under ENO and battery constraints. In this work, we use a prototype wearable device as the target platform to deploy tinyMAN. The device houses a flexible, small form-factor LiPo battery with a capacity of 12 mAh, and can charge the battery through energy harvesting. Therefore, the battery energy dynamics in the environment is a function of:

1. $E_B^t$ the battery energy level at the start of time interval $t$
2. $E_A^t$ the allocated energy at the start of time interval $t$
3. $E_H^t$ the harvested energy in time interval $t$

Our energy management framework uses an episodic setting where each episode corresponds to a single day ($T = 24$ hours), and each step $t$ in an episode corresponds to an hour.

Using these definitions, we write the battery energy dynamics as follows:

$$E_{t+1}^B = E_t^B + \beta E_H^t - \alpha E_A^t, \ t \in T$$  \hspace{1cm} (1)

where $\beta$ corresponds to the efficiency of the harvester and $\alpha$ corresponds to the percent utilization of the allocated energy (i.e., $\alpha E_A^t$ is the actual consumed energy).

There are two physical constraints on the battery level. It is bounded from below at zero and from the top at the battery capacity ($E_{cap}^B$). Furthermore, we want the device to have an emergency reservoir at all times to serve as backup energy:

$$E_{cap}^B \geq E_t^B \geq E_{\min}^B, \ t \in T$$  \hspace{1cm} (2)

To achieve ENO, tinyMAN ensures that the battery energy level at the end of an episode is equal to a specified target:

$$E_T^B = E_{target}$$  \hspace{1cm} (3)
Table 2: Components used in the prototype wearable device.

| Component                  | VDD     | Iidle | Iactive | Part #    |
|----------------------------|---------|-------|---------|-----------|
| Microcontroller            | 1.8-3.8V| 0.9 μA|         | CC2652R   |
| IMU                        | 1.7-3.6V| 8 μA  |         | MPU9250   |
| Nonvolatile Ram            | 1.6-3.6V| 10 μA |         | MB85AS4MT |
| Humid & Temp. Sensor       | 2.7-5.5V| 0.1 μA| 1 Hz: 1.2 μA| HDC1000  |
| Ambient Light Sensor       | 1.6-3.6V| 0.3 μA| 1.8 μA  | OPT801    |
| Boost Converter for EH     | 2.5-5.2V| 0.3 μA| -       | BQ25S04  |
| LDO linear regulator 2.0-5.5V | 35 μA   | -     | -       | TLY702    |

For achieving ENO, we set $E_{\text{target}} = E_{0}^{B}$ such that the battery energy level at the end of the episode is equal to the battery energy level at the beginning of the same episode. We enforce these constraints using the reward function as explained in Section 4.1.

Device utility: The utilization of the device is a metric that represents the useful input produced by the device, such as accuracy or throughput, depending on the target application running on the device. For example, for human activity recognition, a state-of-the-art policy that is being updated using this loss function. PPO imposes a limitation on the distance between two distribution with $\rho$ clipping the ratio $\tau$ between two distribution with $\varepsilon$ where $\varepsilon$ is a hyperparameter of the algorithm.

\[ L_{\phi} = \frac{1}{NT} \sum_{n=0}^{N} \sum_{t=0}^{T} \min(\rho(\theta) A_{t}, \text{clip}(\rho(\theta), 1-\varepsilon, 1+\varepsilon) A_{t}) \]

In this equation, $\pi_{\phi_{\text{old}}}(a|s)$ is the policy that is used to collect samples by interacting with the environment and $\pi_{\phi}(a|s)$ is the policy that is being updated using this loss function. PPO imposes a limitation on the distance between $\pi_{\phi_{\text{old}}}(a|s)$ and $\pi_{\phi}(a|s)$ by clipping the ratio $\rho(\theta)$ between two distribution with $\varepsilon$ where $\varepsilon$ is a hyperparameter of the algorithm. An entropy term may also be included in this loss function to encourage sufficient exploration.

4 PROPOSED ENERGY MANAGER – tinyMAN

This section provides the environment dynamics and introduces the RL framework, the core algorithm used in tinyMAN.
4.1 Environment Dynamics

Our goal is to maximize the utilization of the device under certain battery energy level constraints. In our framework, the environment dynamics are determined to enable the adaptability of tinyMAN by any device and application.

**State Space:** The state is a 5-tuple that consists of:
- **Current battery energy level** \( E^B_t \in [0, E^B_{\text{cap}}) \): The energy level of the battery at the beginning of the current step \( t \).
- **EH from the previous time step** \( E^H_{t-1} \in \mathbb{R} \): Harvested energy during the previous step \( t-1 \).
- **Initial battery energy level** \( E^B_0 \in \mathbb{R} \): The energy level of the battery at the beginning of the episode \( t=0 \).
- **Time** \( t \in \mathbb{Z} \): The current step \( t \), which corresponds to the current hour of the day.
- **Cumulative EH** \( \sum_{r=0}^{t-1} E^H_r \in \mathbb{R} \): Cumulative harvested energy in the previous time steps.

**Action Space:** The action is the allocated energy at every time step \( E^A_t \in [E^A_{\text{min}}, E^B_{\text{cap}}) \). Since the application on the device needs a minimum energy level to stay in the idle state, we set a minimum level constraint on the action \( E^A_{\text{min}} \).

**Reward function:** Our objective is to maximize the utility of the device under certain constraints on the battery energy level. tinyMAN supports any arbitrary utility function, but to have a fair comparison with the literature [3], we use the following logarithmic utility function in this work:

\[
    u(E^A_t) = \ln \left( \frac{E^A_t}{E^A_{\text{min}}} \right)
\]

In an RL setting, the constraints on the battery can be imposed by the reward function. There are two constraints that can be imposed to the reward function: (i) emergency reservoir energy constraint (Equation 2) and (ii) ENO constraint (Equation 3). Considering the objective and the constraints on the battery, the reward function becomes:

\[
    r_t = \begin{cases} 
    u(E^A_t) & E^B_t \geq E^B_{\text{min}} \text{ and } t \neq T \\ 
    u(E^A_t) - (E^B_{\text{min}} - E^B_t)^2 & E^B_t \leq E^B_{\text{min}} \text{ and } t \neq T \\ 
    -(E^B_t - E_{\text{target}})^2 & t = T 
    \end{cases}
\]

Here, we impose the emergency reservoir energy constraint using the term \(-(E^B_{\text{min}} - E^B_t)^2\) and the ENO constraint using the term \(-(E^B_t - E_{\text{target}})^2\). Moreover, an episode terminates if time \( T \) is reached or the battery is completely drained.

According to the environment dynamics explained in this section, we develop our environment in Python and register it as an OpenAI’s Gym [5] environment.

4.2 Proposed RL Framework

Since the proposed tinyMAN framework is deployed on a wearable device, we first identify the characteristics of the target device such as battery capacity, minimum battery energy level \( E^B_{\text{min}} \), and minimum energy allocation \( E^A_{\text{min}} \). These characteristics do not change over time during the training. The EH dataset [16] is divided into four clusters according to the users’ EH patterns throughout the day. The agent is trained separately on each cluster. Specifically, at the beginning of each episode \( n \), we randomly choose an initial battery energy level. Then, we generate an EH pattern from the hourly distributions illustrated in Figure 2. The generated EH pattern is different for each episode. Thus, tinyMAN inherently learns the

![Figure 2: Cumulative distribution function of the harvested energy for a) Cluster 1, b) Cluster 2, c) Cluster 3, and d) Cluster 4](image)
We augment the loss function for different networks and add a wearable device prototype. This may result in a high gradient variance and unstable learning progress during the training. For this reason we employ PPO in our work, as it guarantees that policy updates do not deviate largely. Additionally, the policy network also has a Gaussian distribution with parameters \( \theta \) and \( \phi \). The algorithm updates both the policy and the value network parameters \((\theta, \phi)\) according to the loss functions described in Section 3.2. We augment the loss function for different networks and add an entropy term \( H(\pi_\theta) \) to increase the exploration of the algorithm. PPO updates the network parameters by generally taking multiple steps on minibatches. The number of optimization steps \( K \) and the minibatch size \( d \), and the clipping value \( \epsilon \) in the policy loss function are hyperparameters of the network. Both networks consist of fully connected layers with hyperbolic tangent as activation function. Additionally, the policy network also has a Gaussian distribution head to yield continuous values from a distribution. The number of hidden layers (\( N_{\text{Layer}} \)) and neurons (\( N_{\text{Neuron}} \)) are the same for both networks.

We implement tinyMAN in Python by utilizing PFRL [10] library for the PPO algorithm using Adam optimizer with a learning rate of 1E-4. The hyperparameters for tinyMAN are given in Table 3.

### 5 EXPERIMENTAL EVALUATIONS

This section evaluates the tinyMAN framework from three aspects: (i) it presents the evolution of the tinyMAN agent during training, (ii) it compares the performance of the tinyMAN framework to two prediction-based prior approaches [3, 12] in the literature, and (iii) it provides execution time, energy overhead and memory footprint measurements of the tinyMAN framework when deployed on a wearable device prototype.

#### 5.1 Training Evolution

We first evaluate our agent’s performance during training to highlight the evolution of a generalizable agent. The harvested energy levels of the users are the lowest in cluster 1, and the highest in cluster 4, as depicted in Figure 2. This section illustrates the results for cluster 2 since the users in this cluster are representative of an average person with low to intermediate levels of harvested energy during the day. Other clusters produce similar results. Furthermore, we set the emergency reservoir energy as \( E_{\text{min}}^B = 10 \) J, which roughly corresponds to 5 minutes of active time for the components listed in Table 2. We stress that this parameter can be tailored according to the requirements of another device or application.

Figure 3 shows the allocated energy, battery energy level, and the expected/actual EH patterns for the median user in cluster 2 during training. We follow the training steps described in Section 4.2. The initial battery energy level \( E_0^B \) is set as 16 J, which corresponds to 10% of the battery. At the early stages of the training, tinyMAN takes conservative actions as shown in Figure 3 (1a). This suggests that the target energy level constraint (i.e., \( E_T^B > E_{\text{target}} \)) penalty is dominating the agent in these early stages. As the training progresses, actions that the agent takes are in correlation with the harvested energy since tinyMAN starts to learn a generalized representation of the EH patterns in this cluster. Specifically, energy allocations increase as the EH increases and decrease as the EH decreases. This behavior and the fact that the constraints are satisfied can be seen in Figure 3 (b) and (c).

In addition to the behavior of the tinyMAN agent, we also illustrate the energy allocations computed by two prior prediction-based approaches in the literature [3, 12]. As both of these approaches are prediction-based, they use the specific expected EH pattern for a user, depicted with the red line in Figure 3 (3a, 3b, 3c). On the contrary, tinyMAN implicitly learns the actual EH patterns during training, making it a prediction-free approach. Finally, we compare our results against the optimal solution obtained by an offline solver (e.g., CVX) using the actual harvested energy during the day. Although this solution is unfair and unrealistic, it provides an anchor point for assessing the quality of the energy allocations. It can be seen that tinyMAN’s actions oscillate around the optimal values with the red line in Figure 3 (1b, 1c).

#### 5.2 Performance Evaluation

We evaluate the performance of tinyMAN with three model sizes: \( N_{\text{Neuron}} = \{16, 32, 64\} \). Similar to Section 5.1, we compare the performance of tinyMAN to two prior prediction-based approaches in the literature [3, 12], and also to an optimal solution. For a fair evaluation, we exclude randomly selected 10% of the users in a cluster during training. Then, using the energy harvesting patterns of these users, we compute the total utility obtained at the end of the day as follows:

\[
U = \sum_{t=0}^{T} u(E_t^A) \quad (11)
\]

For each cluster and tinyMAN model size, we evaluate the performance of our approach at four different initial battery energy levels: \( E_0^B = \{16, 48, 112, 144\} J \). Table 4 presents the average total utility obtained from these four conditions for all approaches. For a model size of 64, tinyMAN achieves up to 45% and 10% higher utility values.
than [12] and [3] while staying within at least 83% of the optimal utility. Similarly, tinyMAN achieves up to 44% higher utility values compared to prior approaches. The utility achieved by tinyMAN decreases with smaller model sizes. This behavior is expected as the information captured by the network degrades. Moreover, we observe that for all solutions, in general, as the harvested energy increases from cluster 1 to cluster 4, the total utility increases since the available energy to allocate on the device increases. We emphasize that tinyMAN is trained for various battery energy levels and EH patterns which are generated using only the cluster’s EH distribution. This and the performance evaluation support that it can easily adapt to unseen user-specific EH patterns and battery energy levels, making it a preferred energy manager on an edge device with uncertainties in harvested energy.

5.3 Deployability

The TI CC2652R microcontroller used on our prototype device incorporates an ARM Cortex M4F running at 48 MHz and has 352KB of flash memory and 80KB of SRAM. These scarce resources highlight the importance of evaluating the trained models regarding their deployability on the target platform. Therefore, we evaluate the deployability of the trained models from three aspects: (i) execution time per inference, (ii) the energy consumption per inference, and (iii) memory utilization of the target hardware platform. To do this analysis, we follow the Tensorflow Lite Micro (TFLM) flow to convert and deploy the trained models on the target device [7]. Then, we measure the current consumption of the TI microcontroller, as shown in Figure 4. Using these measurements, we calculate the execution time ($t_{exec}$) and energy consumption ($E_{exec}$) for different network sizes. Finally, we use the "Memory Allocation" report of TI Code Composer Studio to obtain the memory utilization of the device. Table 5 summarizes our results. The reported memory footprint is for the entire application, including necessary drivers and I/Os for debugging, such as UART and timers. We also provide the utility values averaged over all clusters normalized with the optimal utility. The device’s execution time, energy consumption, and memory utilization decrease as the model size decreases. Specifically, for a model size of 64, tinyMAN has a memory footprint of 91 KB and it consumes 27.75 μJ per inference. When model sizes of 32 and 16 are used, tinyMAN’s memory footprint reduces to 78 KB and 74 KB, respectively. In addition, the energy consumption also reduces to 11.66 μJ and 6.74 μJ. However, these reductions come at the expense of lower normalized utility. Specifically, as model size decreases from 64 to 16, there is a 7% reduction in the normalized utility. In any case, these results suggest that tinyMAN is easily deployable on a resource-constrained wearable IoT device.

Table 4: Comparison of the average daily utility obtained by tinyMAN with different model sizes to other approaches.

| Cluster | Optimal | [3] | [12] | tinyMAN 16 | tinyMAN 32 | tinyMAN 64 |
|---------|---------|-----|------|-----------|-----------|-----------|
| Cluster 1 | 29.5 | 25.5 | 18.7 | 25.1 | 26.4 | 25.5 |
| Cluster 2 | 42.0 | 35.3 | 26.3 | 37.9 | 37.9 | 38.1 |
| Cluster 3 | 52.4 | 43.1 | 34.5 | 35.9 | 41.8 | 44.7 |
| Cluster 4 | 61.5 | 46.5 | 41.9 | 46.4 | 50.1 | 51.2 |
| Cluster Avg. | 46.4 | 37.6 | 30.3 | 36.4 | 38.8 | 39.9 |

The execution time per inference, the energy consumption per inference, and memory utilization of the target hardware platform.

![Figure 3: Policy followed by tinyMAN agent at different stages of training for the median user of cluster 2. (NNeuron = 64).](image-url)

![Table 5: tinyMAN’s overhead for different model sizes.](table-url)

| NNeuron | Exec. Time | Energy (μJ) | Memory (Flash+SRAM) | Norm. Utility* |
|---------|------------|-------------|---------------------|----------------|
| 16      | 0.75 ms    | 6.75 μJ     | 69KB+5KB            | 0.79           |
| 32      | 1.12 ms    | 11.66 μJ    | 73KB+5KB            | 0.84           |
| 64      | 2.36 ms    | 27.75 μJ    | 86KB+5KB            | 0.86           |

*The utility is normalized with respect to the optimal utility.
6 CONCLUSION
EH from ambient sources is an emerging solution to power low-energy wearable devices. The harvested energy should be managed optimally to achieve energy-neutral operation and eliminate recharging requirements. To this end, this paper presented tinyMAN, an RL-based prediction-free energy manager for resource-constrained wearable IoT devices. tinyMAN judiciously uses the available energy to maximize the application performance while minimizing manual recharge interventions. It maximizes the device utilization under dynamic energy harvesting patterns and battery constraints. Additionally, tinyMAN is easily deployable on wearable IoT devices thanks to its small memory footprint being less than 100 KB. tinyMAN achieves up to 45% higher device utilization than the prior approaches in the literature by inherently learning the EH patterns of users while consuming less than 27.75 μJ energy per inference. As future work, we plan to extend our prototype device to log the harvested energy over a day. This will pave the way for adding online learning functionality to tinyMAN.
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Figure 4: Execution time and energy measurements of tinyMAN with different model sizes.