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Abstract—In this work, we provide a framework analysis of dual-hop hybrid Millimeter Wave Radio Frequency (RF)/Free Space Optical (FSO) MIMO relaying system. The source is equipped with multiple antennas and employs conjugate beamforming while the destination consists of multiple apertures with selection combining. The system also consists of a relay operating at amplify-and-forward mode. The RF channels are subject to Nakagami-m fading while the optical links experience the Malaga distribution. In addition, we introduce the impairments to the relay and receiver. In fact, the relay is impaired by the High Power Amplifier (HPA) nonlinearities while the receiver suffers from the In phase and Quadrature Imbalance. Moreover, we assume two types of HPA nonlinearities impairments called Soft Envelope Limiter (SEL) and Traveling Wave Tube Amplifier (TWTA). Closed-forms of the outage probability, the bit error probability, and the ergodic capacity are derived. Capitalizing on these performances, we derive the high SNR asymptotes to unpack insightful metrics such as the diversity gain. We also address the impacts of some key factors on the system performance such as the impairments, the interferers, the number of antennas and apertures and the pointing errors, etc. Finally, the analytical expressions are confirmed by Monte Carlo simulation.
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I. INTRODUCTION

Millimeter Waves (MmWaves) technology has been emerged as a promising solution to address many issues of cellular networks, specially, the bandwidth shortage. MmWaves refer to the spectrum band from 28 to 300 GHz[1] and it offers huge amount of bandwidth to increase the capacity of the cellular networks [1]. MmWaves can also be served as a practical solution of the shared users systems consisting of licensed and secondary users. Due to the limited spectrum in Microwave band, only limited spectrum holes are left for secondary users to get access to the network and communicate in an efficient way. In this context, mmWaves effectively solves this shortcoming and get both licensed and secondary users to communicate reliably. MmWaves can be also introduced in hybrid Radio Frequency (RF) and Free Space Optical (FSO) fifth-generation (5G) systems. In addition, mmWaves applications become practical as relative commercial products have been developed such as IEEE 802.11 ad, 5G New Radio (NR) mmWaves prototype, and Wireless Gigabit Alliance (WiGig) [2]–[4].

Wireless optical communications also known as FSO is considered as the key stone for the next generation of wireless communication since it has recently gained enormous attention for the vast majority of the most well-known networking applications such as fiber backup, disaster recoveries and redundant links [6]. The main advantages of employing the FSO is to reduce the power consumption and provide higher bandwidth. Moreover, FSO becomes as an alternative or a complementary to the RF communication as it overcomes the problems of the spectrum scarcity and its license access to free frequency band. In this context, many previous attempts have leveraged some of these advantages by introducing the FSO into classical systems to be called Mixed RF/FSO systems [6]–[14]. This new system architecture reduces not only the interferences level but also it offers full duplex Gigabit Ethernet throughout and high network security [15].

A. Literature

Because of the higher frequencies, MmWaves are only justified and applied for short range communications. In fact, the main dilemma for MmWaves are the severe pathloss and the distance between the transmitter (TX) and the receiver (RX) that both affect the link reliability [16], [17]. A common technique to overtake this shortcoming is to employ multiple antennas at both sides to create an array gain to compensate for the pathloss severity. For cellular system, the user equipment (UE) suffers from intra-cell and inter-cell interference of the other users [18]–[20]. By employing sectorized array or high directional antenna array, created by massive number of antennas, the interference can be reduced [21]. Due to the high bandwidth, most of MmWaves systems are noise-limited resulting in low signal-to-noise-ratio (SNR) range. For this reason, it is straightforward that MmWaves systems cannot support high order of modulations since the SNR cannot increase to relative higher values [22]–[24]. Furthermore, MmWaves are mainly employed to densify the network cells mainly in microcells where high achievable rate is the main requirement for such cell size. However, for macrocells, it is recommended to employ Sub-6 GHz where the power signal power is mainly required for long-distant communications and hence MmWaves are not a good candidate for such cell size [25]–[27].

The optical signal can be detected following different schemes and the most widely used are the heterodyne and intensity-modulation and direct detection (IM/DD) [28]. Although previous work have shown that the heterodyne configuration outperforms IM/DD, it is still hard to be implemented in the system. As a result, recent work have focused on IM/DD with on-off keying (OOK) due to its cost effective

---

1Although a rigorous definition of mmWaves frequencies would place them between 30 and 300 GHz, industry has loosely defined them to include the spectrum from 10 to 300 GHz.
and easy implementation, however, this scheme requires an adaptive threshold for the demodulation [28]. To address this shortcoming, the subcarrier intensity modulation (SIM) has been suggested as an alternative to IM/DD with OOK since this technique states that the RF signal is premodulated before the laser modulation [29], [30].

It is true that the FSO contributes in densifying the number of users, the cellular networks still suffer from low signal coverage in some areas mainly located in forests and mountains where the optical signal cannot travel to such long distances and it is also heavily absorbed by the intermediate objects due to its high frequency. Although the literature has shown the superiority of the mixed RF/FSO systems over the classical RF systems, they still suffer from the reliability scarcity and power efficient coverage. To overcome this difficulty, previous research attempts have proposed cooperative relaying techniques hybridized with the mixed RF/FSO systems since it improves not only the capacity of the wireless system but also it offers high Quality of Service (QoS). Recently, this new efficient system model has attracted considerable attention in particular using various relaying schemes. The most common used relaying techniques are Decode-and-Forward [10], Amplify-and-Forward [6]–[8], and Quantize-and-Encode [31]. Regarding the system with multiple relays, activating all relays to simultaneously forward the communication is not recommended because the problem of synchronization at the reception always occurs with optical communications. To solve this problem, only one relay is allowed to transmit the signal. In this case, a relay selection protocol is required to select this candidate relay. In the literature, there are many protocols previously proposed such as opportunistic relay selection [9], distributed switch and stay, max–select protocol [32]. Unlike these protocols which require the knowledge of the total CSIs of the channels, Krikidis et al. have proposed partial relay selection (PRS) in [33] which requires the CSI of only one channel (source-relay or relay-destination). Unlike the slow time-varying channels, the rapid time-varying channels are characterized by high time-varying CSIs. In this case, the CSI used for relay selection is different from the CSI used for signal transmission, so the CSI is outdated due to the slow feedback coming from the relays. Unlike [33] where the PRS is assumed with perfect CSI estimation, outdated CSI of Rayleigh and Nakagami-m fading is assumed in [5], [7], [34]. Besides, research attempts have introduced the full-duplex relaying as it has the potential to double the spectral efficiency. Due to the self-interference which substantially degrades the performance, related works proposed beamforming designs to cancel the self-interference and improve the achievable rate [35], [36]. Furthermore, relaying as well as the intelligent reflecting surfaces (IRS) have been introduced in the context of physical layer security of vehicular adhoc networks (VANET) to protect the legitimate receiver from the eavesdropping attacks by transmitting friendly jammers and/or artificial noise in order to maximize the secrecy capacity [37]–[41].

In spite of these considerable contributions in the area of mixed RF/FSO systems, they assumed ideal system without hardware impairments. In practice, however, the hardware (source, relays, destination) are susceptible to impairments, e.g., high power amplifier (HPA) nonlinearities [42], phase noise [43] and In phase and Quadrature (IQ) imbalance [44]. Due to its low quality and price, the relay suffers from the nonlinear PA impairment which is caused primarily by the nonlinear amplification of the signal that may cause a distortion and a phase rotation of the signal. The most well-known nonlinear power amplifier model are Traveling Wave Tube Amplifier (TWTA), Soft Envelope Limiter (SEL) [45] and Ideal Soft Limiter Amplifier (ISLA) [46]. Maletic et al. [45] concluded that the SEL has less severe impact on the system performance than the TWTA model. Furthermore, there are few attempts [6], [7], [10] considering mixed RF/FSO system affected by a general model of impairments but they did not specify the type/nature of the hardware impairments. Qi et al. [47] concluded that the impairments have deleterious effects on the system by limiting its performance in terms of outage probability, symbol error rate and channel capacity especially, in the high Signal-to-Noise Ratio (SNR) regime. In fact, previous work [48] demonstrated that the impaired systems have a finite capacity limit at high SNR while there are floors for both the outage probability and the symbol error rate [49].

B. Related Work

The existing work of the mixed RF/FSO systems cover various permutations of the system parameters. The authors in [50], [51] consider dual-hop hybrid RF/FSO system employing AF with fixed gain (FG). Particularly, Zedini et. al in [50] derive the outage probability, the bit error rate (BER) and the ergodic capacity assuming that the RF and FSO follows Nakagami-m and unified G2, respectively. Besides, Al-Quwaiee et. al in [51] present the same performance as the aforementioned work but they assume that the RF and FSO channels experience Rayleigh and Double Generalized Gamma fading, respectively. On the other side, [52], [53] develop asymmetric dual-hop mixed RF/FSO systems with variable gain (VG). Ansari et. al in [52] derive novel closed-forms of the outage probability, BER and the average capacity where the RF and FSO links experience Rayleigh and unified G2 while Yang et. al in [53] derive the same performance achieved by [52] but they assume transmit diversity at the source and selection combining at the receiver. In addition the RF links are subject to Nakagami-m while the FSO fading is modeled by Málaga distribution. Further work [6], [7] assume mixed RF/FSO multiple relays systems with outdated CSI and they extend their work compared to the previous attempts by considering non-ideal hardware suffering from an aggregate model of hardware impairments. Although, the aforementioned work have considered many permutations of the system parameters, they did not consider more realistic and practical RF/FSO system including both the spatial diversity brought by the multiple relays and a particular model of the HPA nonlinearities rather than assuming a general model of impairments.

C. Contribution

In this paper, we introduce the hardware and interference constraints on the proposed system. Specifically, the relay...
suffers from the nonlinear HPA as well as the interference, while the destination is susceptible to IQ imbalance. The nonlinear HPA models studied in this work are SEL, and TWTA hardware imperfections. Moreover, we consider Fixed Gain (FG) relaying and we assume that the optical signal can be detected following either heterodyne or IM/DD while a subcarrier signal is used to modulate the intensity of an optical carrier (representing SIM technique). The arrangement of this work follows these steps:

- Present a detailed description of the system architecture and the different models of impairments and we then take into account a macroscopic analysis and study the impacts of the hardware impairments and the interference on the system performance.
- Specify the statistics of the RF and the optical channels in terms of the probability density function (PDF), the cumulative distribution function (CDF) and the high order moments.
- After calculating the end-to-end Signal-to-Interference-plus-Noise-and-Distortion Ratio (SIN+DR), we present the analytical formulations of the end-to-end outage probability, the probability of error, the ergodic capacity, the upper bounds, and the asymptotic high SNR. Capitalizing on these expressions, we will derive quantitative summaries and valuable engineering insights to draw meaningful conclusions and observations of the proposed system.

D. Structure

This paper is organized as follows: Section II describes the system models, the HPA nonlinearities, the IQ imbalance, and the interference. The target performances in terms of the outage probability, the probability of error, and the ergodic capacity analysis are presented in Sections III, IV, and V, respectively. Numerical results and their discussions are given in Section VI. The final Section discusses the summary of this work.

E. Notation

For the sake of organization, we provide some useful notations to avoid the repetition. $f_h(\cdot)$ and $F_h(\cdot)$ denote the PDF and CDF of the random variable $h$, respectively. The Generalized Gamma distribution with parameters $\alpha, \beta$ and $\gamma$ is given by $\mathcal{G}(\alpha, \beta, \gamma)$. Moreover, the Gamma distribution with parameters $\alpha$ and $\beta$ is given by $\mathcal{G}(\alpha, \beta)$. In addition, the Gaussian distribution of parameter $\mu, \sigma$ is denoted by $\mathcal{N}(\mu, \sigma^2)$. The operator $\mathbb{E}[]$ stands for the expectation while $\mathbb{P}[]$ denotes the probability measure. The symbol $\sim$ stands for "distributed as".

II. SYSTEM MODEL

The system consists of a source (S) equipped with $N$ antennas, and a destination (D) consisting of $M$ apertures. S can communicate with RX only through an intermediary relay (R) which is considered as RF to FSO converter. R is equipped with one receive antenna for RF signal reception and one transmit aperture for FSO transmission. The links between S and R are RF nature, while the channels between R and D are FSO. RF and FSO links are impaired by the interferers and the pointing errors, respectively. To combat the effects of multipath fading and the atmospheric turbulences, we assume transmit diversity at S and selection combining at D. Additionally, due to the low quality of the hardware, the relay is susceptible to the effect of HPA nonlinearities and the common models used in this work are SEL and TWTA, while the receiver suffers from the IQ imbalance during the signal reception.

A. MmWaves Channel Model

The received RF signal at $R$ is given by

$$y_{SR} = \sqrt{\frac{A_{SR}P_s}{N}} \sum_{n=1}^{N} h_n x + \sum_{k=1}^{M_k} f_k d_k + n_{SR}$$  \hspace{2cm} (1)$$

where $A_{SR}$ is the average power gain, $P_s$ is the total transmitted power from S equally split among the $N$ channels, $x$ is the modulation symbol, $h_n$ is the $n$-th channel between S and R, $d_k$ is the modulation symbol of the $k$-th interferer with an average power $\mathbb{E}[|d_k|^2] = P_{Rk}$, $f_k$ is the fading coefficient between the $k$-th interferer and R, $M_k$ is the number of interferer affecting the RF channels, and $n_{SR} \sim \mathcal{N}(0, \sigma_{SR}^2)$. Note that the total average power of the interference is $P_r = \sum_{k=1}^{M_k} P_{Rk}$.

The average power gain of of the RF links is given by [54] Eq. (7)

$$A_{SR}[dB] = G_T x + G_R x - 20 \log_{10} \left( \frac{4\pi L_{SR}}{\lambda_1} \right) - (\alpha_{ox} + \alpha_{rain}) L_{SR}$$ \hspace{2cm} (2)$$

where $G_T$ and $G_R$ are the transmit and receive antenna gains, respectively, $\lambda_1$ is the wavelength of the RF links, $\alpha_{ox}$ and $\alpha_{rain}$ are the attenuations caused by the oxygen absorption and rain, respectively, and $L_{SR}$ is the link distance between S and R. The noise variance in the RF links is given by [55]

$$\sigma_{SR}^2[dBm] = B + N_0 + N_f$$ \hspace{2cm} (3)$$
where $B$ is the mmWaves bandwidth, $N_0$ is the noise power spectral density and $N_f$ is the noise figure at the receiver.

### TABLE I

| Parameter                      | Symbol | Value         |
|--------------------------------|--------|---------------|
| Carrier Frequency              | $f_c$  | 28 GHz        |
| Bandwidth                      | $B$    | 850 MHz       |
| Transmit Antenna Gain          | $G_{TX}$ | -44 dB        |
| Receive Antenna Gain           | $G_{RX}$ | -44 dB        |
| Oxygen Attenuation             | $\alpha_{ox}$ | 15.1 dB/km  |
| Noise Power Spectral Density   | $N_0$  | -144 dB/mHz   |
| Receive Noise Figure           | $N_f$  | -2 dB         |

| Parameter                      | Symbol | Value         |
|--------------------------------|--------|---------------|

Since $||h||^2$ is the sum of $N$ Nakagami-m independent and identically distributed (i.i.d) random variables with parameter $m_{SR}$, the PDF of $\gamma_{SR}$ is given by

$$f_{\gamma_{SR}}(\gamma) = \frac{1}{\Gamma(N)\gamma_{SR}^N}\gamma^{N-1}e^{-\frac{\gamma}{\gamma_{SR}}} \tag{4}$$

where $\Gamma(\cdot)$ is the Gamma function and $h$ is the vector form of $h_m$. If $m_{SR}$ is integer, the CDF is given by

$$F_{\gamma_{SR}}(\gamma) = 1 - e^{-\frac{\gamma}{\gamma_{SR}}} \sum_{n=1}^{N_{SR}-1} \frac{1}{n!} \left(\frac{\gamma_{SR}^{n}}{\gamma}\right)^n \tag{5}$$

**B. FSO Channel Model**

1) Atmospheric Turbulences and Signal Models: Once the RF signal reaches $R$, it is amplified based on the instantaneous Channel State Information (CSI) and then forwarded to $D$. The received signal at $D$ is given by

$$y_{RD} = (\eta \mu I_m)\hat{\tau} h_{SR} G_{SR} + n_{RD} \tag{6}$$

where $\mu$ is the electrical-to-optical conversion coefficient, $\eta$ is the receiver responsivity, $I_m$ is the optical irradiance for $m = 1, \ldots, M$, $n_{RD} \sim N(0, \sigma_{RD}^2)$, $r = 1$ and $r = 2$, respectively, denote the modes of heterodyne and Intensity Modulation and Direct Detection (IMDD), and $G$ is the relaying gain. Since selection combining is assumed at $D$, the aperture with the highest channel gain is selected to collect the received signal. The selection is achieved based on the following

$$I_{max} = \max(I_1, I_2, \ldots, I_M). \tag{7}$$

After removing the DC bias, $D$ recovers the original information by demodulating the signal. Note that the optical irradiance are i.i.d random variables. The FSO fading involves three components which are the turbulence-induced fading ($I_a$), the atmospheric pathloss ($I_0$) and the pointing errors ($I_p$). The $m$-th channel gain $I_m$ can be written as follows

$$I_m = I_a I_p I_0 \tag{8}$$

Since $I_a$ follows the $\mathcal{M}$ distribution, the PDF can be given by [10], Eq. (19)

$$f_{I_a}(I_a) = A \sum_{n=1}^{\beta} a_n I_a^{\frac{n-1}{2}} K_{\alpha-n} \left(\frac{\alpha \beta I_a}{g \beta + \Omega'}\right) \tag{9}$$

where $K_{\nu}(\cdot)$ is the modified Bessel function of the second kind with order $\nu$. The parameters $g, \Omega', \alpha$, and $\beta$ are detailed in [10]. In addition, the parameter $A$, and $a_n$ are defined as

$$A = \frac{2 \alpha \beta^2}{g^2 \Gamma(\alpha)} \left(\frac{g \beta}{g \beta + \Omega'}\right)^{\frac{\beta + 2}{2}} \tag{10}$$

$$a_n = \left(\beta - 1\right) \left(\frac{g \beta + \Omega'}{\beta} \right)^{\frac{\beta + 2}{2}} \frac{\left(\Omega'\right)^{n-1}}{(n-1)!} \left(\frac{\alpha}{\beta}\right)^{\frac{2}{2}} \tag{11}$$

2) Truncation Analysis: We rewrite the PDF $\{9\}$ in a more suitable form for mathematic tractability in the derivation. Defining $\xi = \beta /(g \beta + \Omega')$, we can rewrite $A$ and $a_n$ as $A = \Xi (\alpha \xi)^{\alpha/2}$ and $a_n = \omega_n (\alpha \xi)^{\alpha/2}$, where $\Xi$ and $\omega_n$ are defined as

$$\Xi = 2\frac{(g \xi)^{\beta}}{g \Gamma(\alpha)} \tag{12}$$

$$\omega_n = \left(\beta - 1\right) \frac{\alpha \xi^{1-n}}{(n-1)!} \frac{\left(\Omega'\right)^{n-1}}{g} \tag{13}$$

Then, we express the PDF as

$$f_{I_a}(I_a) = \Xi \sum_{n=1}^{\beta} \omega_n (\alpha \xi)^{\alpha/2} \int_{0}^{\infty} \frac{I_a^{\frac{n-1}{2}} K_{\alpha-n} (2 \sqrt{\alpha \xi I_a}) \, dI_a}{(\beta - 1) \frac{\alpha \xi^{1-n}}{(n-1)!} \frac{\left(\Omega'\right)^{n-1}}{g}} \tag{14}$$

The modified Bessel function can be written in terms of generalized power series representation as

$$K_{\nu}(x) = \frac{\pi}{2 \sin(\pi \nu)} \sum_{p=0}^{\infty} \left[ \frac{(0.5x)^{2p-\nu}}{\Gamma(p-\nu+1)p!} - \frac{(0.5x)^{2p+\nu}}{\Gamma(p+\nu+1)p!} \right] \tag{15}$$

where $\nu \notin \mathbb{Z}$ and $|x| < \infty$. Injecting [74] in [9], we get

$$f_{I_a}(I_a) = \Xi \sum_{n=1}^{\beta} \omega_n \sum_{p=0}^{\infty} \left[ \rho_p(\alpha, n) I_a^{p+1} - \rho_p(n, \alpha) I_a^{p+1} \right] \tag{16}$$

where $(\alpha - n) \notin \mathbb{Z}$ or, equivalently, $(\alpha - n) \notin \mathbb{Z}$, and

$$\rho_p(x, y) = \frac{(\alpha \xi)^{p+y}}{\Gamma(p-x+y+1)p!} \tag{17}$$

In practice, some finite value $L$ is used for calculating the upper limit in the summation term of [16]. Let $f_{I_a}(I_a)$ denotes this truncated function. It is given by

$$\hat{f}_{I_a}(I_a) = \Xi \sum_{n=1}^{L} \omega_n \sum_{p=0}^{\infty} \left[ \rho_p(\alpha, n) I_a^{p+1} - \rho_p(n, \alpha) I_a^{p+1} \right] \tag{18}$$

The elimination of the infinite terms after the first $L + 1$ terms results in a truncation error defined as $E(L) = |f_{I_a}(I_a) - \hat{f}_{I_a}(I_a)|$. In Appendix A, we show that the truncation error $E(L)$ is upper bounded as

$$E(L) < \Xi e^{\alpha \xi I_a} \max_{p > L} \{c_p(\alpha, n)\} \sum_{n=1}^{\beta} \frac{\pi \omega_n}{2 \sin(\pi (\alpha - n))} \tag{19}$$

This bound illustrates that the truncation error can be made arbitrarily small by increasing $L$. In Fig. 3, the truncation error...
in [19] is considered for different values of the upper limit \( L \). In Fig. 2, the exact PDF is compared with the truncated version for different values of the upper limit \( L \).

**Remark 1.** Proving the convergence of the truncated PDF of the atmospheric turbulences is necessary and sufficient to guarantee the convergence of the truncated CDF and PDF in (27) and (28), respectively.

3) Aggregate FSO Channel Model: Note that the optical signal suffers from the weather attenuation or also called optical path loss during the propagation. Hence, the path loss is given by [55, Eq. (4)]

\[
I_t = \frac{\pi a^2}{(\theta L_{RD})^2} \exp\left(-\sigma L_{RD}\right)
\]

where \( a \) is the radius of the receiver, \( \theta \) is the receive beam divergence, \( L_{RD} \) is the optical link distance between \( R \) and \( D \), and \( \sigma \) is the weather attenuation coefficient. Furthermore, the optical signal is subject to some fluctuations introduced by seismic activities or buildings swaying. This perturbation is translated into a misalignment between \( R \) and \( D \) or also called the pointing errors which causes additional power losses. Thereby, the pointing errors made by Jitter is modeled as follows [11]

\[
I_p = A_0 \exp\left(-\frac{2X^2}{\omega_{z_{eq}}^2}\right)
\]

where \( X \) is the radial displacement at the receiver aperture, \( \omega_{z_{eq}} = \sqrt{\text{erf}^{-1}(\frac{1}{2})} \omega_z^2 \) is the equivalent beam waist, \( \omega_z \) is the beam waist at distance \( z \), \( A_0 = |\text{erf}(v)|^2 \), \( v = \sqrt{\frac{2}{\pi}} \sigma \), \( a \) is the radius of the receiver aperture, and \( \text{erf}(\cdot) \) is the error function. The beam waist \( \omega_z \) is related to the Rytov variance \( \sigma_R^2 \) [29, Eq. (15)] which is given by

\[
\sigma_R^2 = 1.23C_n^2 k^{7/6} L_{RD}^{11/6}
\]

where \( C_n^2 \) is the refractive index, \( k \) is the wave number given by \( k = 2\pi/\lambda \), and \( \lambda \) is the wavelength. If the radial displacement \( X \) at the receiver is modeled following the Rayleigh distribution, the PDF of \( I_p \) is given by

\[
f_{I_p}(I_p) = \frac{\xi^2}{A_0^2} f_p^{\xi^2-1}, \quad 0 \leq I_p \leq A_0
\]

where \( \xi^2 = \omega_{z_{eq}}^2 / 2\sigma_z^2 \) is the pointing errors coefficient, and \( \sigma_z^2 \) is the Jitter variance at the receiver.

### TABLE II

**FSO SUB-SYSTEM** [54], [55]

| Parameter                  | Symbol | Value       |
|----------------------------|--------|-------------|
| Wavelength                 | \( \lambda \) | 1530 nm     |
| Modulation Index           | \( \mu \) | 3 dB        |
| Receiver Radius            | \( a \) | 5 cm        |
| Divergence Angle           | \( \theta \) | 10 mrad     |
| Responsivity               | \( \eta \) | 0.5 A/W     |
| Noise Variance             | \( \sigma_{RD} \) | 10^{-7} A/Hz |

### TABLE III

**WEATHER DEPENDENT PARAMETERS OF FSO AND MMWAVES CHANNELS** [54], [55]

| Weather Conditions | \( \sigma \) (dB/km) | \( \alpha_{\text{rain}} \) (dB/km) | \( C_n^2 \) |
|--------------------|---------------------|-------------------------------|-------------|
| Clear Air          | 0.43                | 0                             | 5\times10^{-14} |
| Moderate Fog       | 0.2                 | 0                             | 2\times10^{-15} |
| Moderate Rain (12.5 mm/h) | 5.8             | 5.6                           | 2\times10^{-15} |

Since selection combining is applied at the receiver, the PDF of \( I_{\text{max}} \) is given by [53, Eq. (12)]

\[
f_{I_{\text{max}}}(I) = M[F_{I_p}(I)]^{M-1}f_{I_p}(I).
\]

In case of the heterodyne detection, the average SNR \( \mu_1 \) is given by \( \mu_1 = \mu E[I_{\text{max}}] / \sigma_{RD}^2 \). Regarding the IM/DD detection, the average electrical SNR \( \mu_2 \) is given by \( \mu_2 = (\mu E[I_{\text{max}}])^2 / \sigma_{RD}^2 \), while the instantaneous optical SNR is \( \gamma_{RD} = (\mu E[I_{\text{max}}])^2 / \sigma_{RD}^2 \). Unifying the two detection schemes gives \( \gamma_{RD} = \mu E[I_{\text{max}}] / \sigma_{RD}^2 \).
The average SNR $\gamma$ can be expressed as
\[ \gamma_r = \frac{\mathbb{E}[I_{m}]}{\mathbb{E}[I_{m}]} \mu_r \] (25)
where $\mu_r$ is the average electrical SNR given by
\[ \mu_r = \frac{\mu_r^{\gamma_r}}{\sigma_{RD}^2} \] (26)
where $\gamma_r$ is the average electrical SNR given by $\frac{I_{m}}{\sigma_{RD}^2}$.

Following the reasoning steps given by [53], and given that
\[ \gamma = \mu_r I_{max} \] and that
\[ \gamma_r = \mu_r \gamma_{RD} \] where $\gamma_{RD}$ is the CDF of $\gamma_{RD}$ given by
\[ F_{\gamma_{RD}}(\gamma) = \left[ F_{I_m} \left( \left( \frac{\gamma}{\mu_r} \right)^{\frac{1}{2}} \right) \right]^{M} = A^M \sum_{i=0}^{M} \sum_{j=M-i}^{iL} (-1)^{i} \binom{M}{i} \chi_j \chi_i \left( \frac{\gamma}{\mu_r} \right)^{j+i+\alpha} \frac{1}{r \mu_r} \] (27)
where $L$, $\chi_j$, and $\chi_i$ are given by [53].

**Proof:** The proof of (27) is reported in Appendix A. Consequently, differentiating the CDF (27) gives
\[ f_{\gamma_{RD}}(\gamma) = A^M \sum_{i=0}^{M} \sum_{j=M-i}^{iL} (-1)^{i} \binom{M}{i} \chi_j \chi_i \left( \frac{\gamma}{\mu_r} \right)^{j+i+\alpha} \frac{1}{r \mu_r} \] (28)

**C. Interference Model**

The instantaneous SNR of each interferer $\gamma_{R,k} \sim \mathcal{G}(m_{R,k},1/\beta_{R})$, where $\beta_{R} \equiv \frac{m_{R,k} \beta_{R,k}^2}{\rho_{R,k} h_{R,k}}$, $(m_{R,k}, \Omega_{R,k})$ are Nakagami-m parameters between the $k$th interferer and the relay. It has been shown in [57] that the sum of $L$ independent Gamma random variables with shape parameter $\alpha$ and scale parameter $\alpha$ is a Gamma random variable with parameters $\alpha L$ and $\alpha$. The PDF of the total interference-to-noise ratio (INR) $\gamma = \sum_{k=1}^{M} \gamma_{R,k}$ can be expressed as follows
\[ f_{\gamma}(\gamma) = \frac{\beta_{m}^{\gamma_m}}{\Gamma(m_{R})} \gamma^{m_{R}-1} e^{-\beta_{R} \gamma} \] (29)
where $m_{R} \equiv \frac{M}{\sum_{k=1}^{M} m_{R,k}}$.

**D. High Power Amplifier Nonlinearities**

The HPA nonlinearities impairment is assumed at the relay node. The amplification of the signal happens in two phases. In the first phase, the relay gain $G$ is applied to the received signal as $\phi = G \gamma_{RSR}$. The gain $G$ is given by
\[ G = \sqrt{\frac{\rho^2}{\mathbb{E}[|h|^2] + \frac{P_{sat}}{\mathbb{E}[|f|^2]} \sigma_{RD}^2}} \] (30)

1The average SNR $\gamma_r$ is defined as $\gamma_r = \mu_r \mathbb{E}[I_{max}] / \sigma_{RD}^2$, while the average electrical SNR $\mu_r$ is given by $\mu_r = \mu_r \mathbb{E}[I_{max}] / \sigma_{RD}^2$. Therefore, the relation between the average SNR and the average electrical SNR is trivial given that $\frac{\mu_r^{\gamma_r}}{\sigma_{RD}^2} = \mu_r + 1$, where $\mu_r$ is the scintillation index [56].

where $\rho^2$ is the mean power of the signal at the output of the gain block. In the second phase, the signal goes through a nonlinear circuit $\psi = f(\phi)$.

We assume that the HPA of the relay is memoryless. A memoryless HPA is determined by both Amplitude to Amplitude (AM/AM) and Amplitude to Phase (AM/PM) characteristics. The functions AM/AM and AM/PM transform the signal distortion respectively as $A_m(\phi)$ and $A_p(\phi)$. The output signal of the nonlinear HPA circuit is given by
\[ \psi = A_m(\phi) \exp(j(\arg(\phi) + A_p(\phi))) \] (31)
where $\arg(z)$ is the angle of the complex signal $z$. The characteristic functions of the SEL and TWTA models are respectively given by [58]
\[ A_m(\phi) = \begin{cases} |\phi| & \text{if } |\phi| \leq A_{sat} \\ A_{sat} & \text{otherwise} \end{cases} \] (32)
and
\[ A_p(\phi) = \begin{cases} \frac{\phi}{A_{sat}^2 + |\phi|^2} & \text{if } |\phi| \\ 0 \end{cases} \] (33)

where $A_{sat}$ is the input saturation amplitude, and $\Phi$ controls the maximum phase distortion. From a given saturation level $A_{sat}$, the relay’s power amplifier operates at an input back-off (IBO), which is defined as $\text{IBO} = \frac{\rho^2}{\rho^2}$.

The characteristics of AM/AM and AM/PM of SEL and TWTA are shown in Figures. 4a and 4b for different values of $A_{sat}$.

**E. Bussgang Linearization Theory**

According to Bussgang Linearization Theory [59], the output of the nonlinear HPA circuit is a function of the linear scale parameter $\epsilon$ of the input signal and a non linear distortion $d$ uncorrelated with the input signal and modeled as a complex Gaussian random variable $d \sim \mathcal{N}(0, \sigma_d^2)$. In this case, the AM/AM characteristic $A_m(\phi)$ can be written as
\[ A_m(\phi) = \epsilon \chi + d. \] (36)

For the SEL power amplifier model, $\epsilon$ and $\sigma_d^2$ can be expressed as follows
\[ \epsilon = 1 - \exp \left(-\frac{A_{sat}^2}{\rho^2} + \frac{\sqrt{\pi} A_{sat}}{2 \rho^2} \text{erfc} \left( \frac{A_{sat}}{\rho} \right) \right). \] (37)
\[ \sigma_d^2 = \rho^2 \left[ 1 - \exp \left(-\frac{A_{sat}^2}{\rho^2} - \epsilon^2 \right) \right]. \] (38)

Regarding the TWTA power amplifier model, if the AM/PM effect of the characteristic $A_p(\phi)$ is negligible (i.e., $\Phi \approx 0$), $\epsilon$ and $\sigma_d^2$ can be expressed as follows
\[ \epsilon = \frac{A_{sat}^2}{\rho^2} \left[ 1 + \frac{A_{sat}^2}{\rho^2} \exp \left(-\frac{A_{sat}^2}{\rho^2} \right) + \text{Ei} \left(-\frac{A_{sat}^2}{\rho^2} \right) \right] \] (39)
\[ \sigma_d^2 = -\frac{A_{sat}^2}{\rho^2} \left[ 1 + \frac{A_{sat}^2}{\rho^2} \exp \left(-\frac{A_{sat}^2}{\rho^2} \right) \text{Ei} \left(-\frac{A_{sat}^2}{\rho^2} \right) + 1 \right] - \rho^2 \epsilon^2 \] (40)

where $\text{Ei}(\cdot)$ and $\text{erfc}(\cdot)$ are the exponential integral function and the complementary error function, respectively. Note that the ratio between the received SNR and the average transmit-
ed Signal-to-noise-plus-distortion-ratio (SNDR) at the relay is given by

$$\rho_1 = 1 + \frac{\sigma_d^2}{\epsilon^2 \gamma_{R}^2 G^2 \gamma_{SR}}.$$ (41)

F. In-Phase and Quadrature-Phase Imbalance

For the proposed system, the IQ imbalance is modeled as the phase and/or magnitude imbalance between the In-phase and the Quadrature components at the destination. We assume an asymmetric IQ imbalance model, where the In-phase component is ideal and the quadrature branch is impaired [60]. Hence, the received signal at the destination is given by

$$\hat{y}_{RD} = \nu_1 y_{RD} + \nu_2 y_{RD}^*$$ (42)

where $y_{RD}^*$ is the mirror signal introduced by the IQ imbalance at the destination and the coefficients $\nu_1$ and $\nu_2$ are respectively given by

$$\nu_1 = \frac{1 + \zeta e^{-j\theta}}{2}$$ (43)

$$\nu_2 = \frac{1 - \zeta e^{j\theta}}{2}$$ (44)

Where $\zeta$ and $\theta$ are respectively the amplitude and the phase imbalance. This type of impairment is modeled by the Image-Leakage Ratio (ILR) $\nu_2$, which is given by

$$\rho_2 = \frac{|\nu_2|^2}{|\nu_1|^2}.$$ (45)

Note that for an ideal receiver, $\theta = 0$, and $\zeta = 1$.

G. End-to-End Signal-to-Interference-plus-Noise-and-Distortion Ratio (SINDR) Analysis

The receive SNR at the relay is expressed as

$$\gamma_{SR}^{\text{eff}} = \frac{\gamma_{SR}}{\gamma_{R} + 1}.$$ (46)

Given that the system suffers from the joint effects of HPA nonlinearities, IQ imbalance, and interference, the SINDR can be written as follows [61, Eq. (10)] and [45, Eq. (16)]

$$\text{SINDR} = \frac{\gamma_{SR}^{\text{eff}} \gamma_{RD}}{\rho_2 \gamma_{SR}^{\text{eff}} \gamma_{RD} + \rho_1 (1 + \rho_2) \gamma_{RD} + (1 + \rho_2) (\mathbb{E}[\gamma_{SR}^{\text{eff}}] + \rho_1)}.$$ (47)

By expanding $\gamma_{SR}^{\text{eff}}$, the SINDR can be expressed as

$$\text{SINDR} = \frac{\gamma_{SR} \gamma_{RD}}{\rho_2 \gamma_{SR} \gamma_{RD} + \rho_1 (1 + \rho_2) (1 + \gamma_{R}) \gamma_{RD} + (1 + \rho_2) (1 + \gamma_{R}) (\mathbb{E}[\gamma_{SR}^{\text{eff}}] + \rho_1)}.$$ (48)

It can be generally written as

$$P_{\text{out}}(\text{SINDR}, \Gamma) = P[\text{SINDR} < \Gamma] = F_{\text{SINDR}}(\Gamma).$$ (49)

After replacing the expression of SINDR (48) in (49), the CDF can be written as follows
After applying the Binomial expansion \((x + y)^n = \sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k}\), and using the identities \([57, \text{Eq. (3.351.3)}]\), and \([62, \text{Eq. (2.24.3.1)}]\), the CDF can be written as follows. Note that expression (51) is valid only if \(\Gamma < \frac{1}{\rho_2}\), otherwise, the CDF is equal to a unity.

**Corollary 1.** For large values of average SNR, we derive the high SNR approximation by expanding the Meijer-G function \([63, \text{Eq. (07.34.06.0044.01)}]\).

The joint effect of HPA nonlinearities and IQ imbalance introduces an irreducible outage floor that saturates the system performance at high SNR and hence, the diversity gain \(G_d = 0\). In fact, at high SNR, the outage floor is not perfectly horizontal, and practically, it is slowly lowered which is evidence of diversity gain. Although, the system still achieves a diversity gain, this particular gain is fairly negligible and could be considered null \(G_d \approx 0\) due to the hardware impairments.

The system can achieve a better diversity gain as far as the joint impacts of HPA nonlinearities and IQ imbalance is mitigated or compensated. The best case scenario wherein the hardware are ideal \((\rho_1 \rightarrow 1, \rho_2 \rightarrow 0\), the diversity gain can be given by

\[
G_d = \min \left( \frac{\sum_{k=0}^{n} \binom{n}{k} x^k y^{n-k}}{M} \min \left( \frac{e^2}{2r}, \frac{\alpha}{\Gamma}, \frac{\beta}{\Gamma} \right) \right).
\]

**Special Case:**

If we consider the case of interference-free \((M_R = 0)\), \(m_{SR} = 1, \rho_1 \rightarrow 1, \rho_2 \rightarrow 0\), we retrieve the results of \([53]\).

**IV. BIT ERROR PROBABILITY ANALYSIS**

In this section, we invoke the study of the probability of error for OOK, M-PSK, and M-QAM modulations. The error performance expression can be given by

\[
P_e = \frac{\delta}{2\Gamma(\tau)} \sum_{\ell=1}^{v} \int_0^{+\infty} \Gamma(\tau, q\ell) \frac{a_{1,1} \ldots a_p}{b_{1,1} \ldots b_q} F_{SINR}(\gamma) d\gamma,
\]

where \(v\), \(\delta\), \(\tau\), and \(q\ell\) vary depending on the type of detection (heterodyne technique or IM/DD) and modulation being assumed. It is worth accentuating that this expression is general enough to be used for both heterodyne and IM/DD techniques and can be applicable to different modulation schemes. The parameters \(v\), \(\delta\), \(\tau\), and \(q\ell\) are summarized in Table below. The average bit error probability expression in \([53]\) can be rewritten in terms of the CDF \([51]\) by using integration by parts as

\[
P_e = \frac{\delta}{2\Gamma(\tau)} \sum_{\ell=1}^{v} \int_0^{+\infty} \gamma e^{-\gamma} F_{SINR}(\gamma) d\gamma.
\]

As we mentioned earlier, the presence of the terms related to the impairments makes the integral calculus mathematically difficult if not impossible. Thus, deriving a closed-form of the probability of error is not tractable. In this case, we will evaluate the error performance by applying the numerical integration method.

**Special case:**

When the system is susceptible only to the HPA nonlinearities by keeping \(\rho_1\) and setting \(\rho_2 \rightarrow 0\), it is possible to derive a closed-form expression of the error performance. First, we need to invert the argument of the Meijer-G function in \(F_{SINR}(\gamma)\). After applying the identities \([63, \text{Eqs. (07.34.03.0271.01, 07.34.03.0046.01)}]\), the integral in \(F_{SINR}(\gamma)\) involves three Meijer-G functions. After transforming each Meijer-G function into Fox-H function as \(G_{p,q}^{m,n}(z|\frac{a_1, \ldots, a_p}{b_1, \ldots, b_q} = \frac{1}{2\Gamma(\tau)} \sum_{\ell=1}^{v} \int_0^{+\infty} \Gamma(\tau, q\ell) \frac{a_{1,1} \ldots a_p}{b_{1,1} \ldots b_q} F_{SINR}(\gamma) d\gamma\), the probability of error is derived as follows
TABLE IV
PARAMETERS FOR DIFFERENT MODULATIONS

| Modulation | δ   | τ   | 𝜌   | 𝜈   | Detection          |
|------------|-----|-----|-----|-----|--------------------|
| OOK        | 1   | 0.5 | 0.5 | 1   | IM/DD              |
| BPSK       | 0.5 | 1   | 1   | 1   | Heterodyne         |
| M-PSK      | \(\frac{2}{\max(\log_2(M), 2)}\) | 0.5 | \(\sin^2(\frac{1}{2(\frac{m-1}{M})})\) | \(\max(\frac{M}{4}, 1)\) | Heterodyne         |
| M-QAM      | \(\frac{4}{\log_2(M)}\) | \(1 - \frac{1}{\sqrt{M}}\) | \(\frac{\alpha + 1}{2(M-1)}\) | \(\sqrt{M}\) | Heterodyne         |

\(^1\)In case of OOK modulation, the parameters 𝜈, δ, τ, and 𝜌 are given by [64, Eq. (26)]. For M-PSK and M-QAM modulations, these parameters are provided by [30, 31].

\[ P_e = \frac{v\delta}{2} - \frac{A^M\delta}{2\Gamma(m_R)\Gamma(\tau)} \sum_{i=0}^{M} \sum_{j=0}^{(M-i)(L+\beta)} \sum_{n=1}^{\tau L} \sum_{k=0}^{n} \sum_{m=0}^{k} \sum_{l=0}^{n} (\frac{n}{m}) (\frac{k}{m}) (\frac{M}{i}) (\frac{\tau_{SR}}{N_{mSR}p_1})^{n+\tau} \times \left( (-1)^{(j+t+i\alpha)} \chi_3 \chi_2 \gamma_3^{\delta+1} \frac{E[\gamma_{SR}] + \rho_1}{\gamma_2} \right)_{\vartheta_1, \vartheta_2, \vartheta_3} \]  

where \(H_n^{m_1,n_2,m_2;\nu_1,\nu_2,m_3;n_3}(-[\cdot, \cdot])\) is the bivariate Fox-H function, \(\vartheta_1 = 1 - n - \tau, \vartheta_2 = 1 - m - n_{SR}, \vartheta_3 = k - n + \frac{i+n+1}{i+n+1}\). An efficient MATLAB implementation of the bivariate Fox-H function is provided by [66].

V. ERGODIC CAPACITY ANALYSIS

The channel capacity, expressed in nats/sec/Hz, is defined as the maximum error-free data rate transferred by the system. It can be defined as

\[ I(SINDR, \omega) = \mathbb{E}[\log(1 + \omega SINDR)] \]  

where \(\omega\) can take the values 1 or \(e/2\pi\) for heterodyne or IM/DD, respectively. This formula can be computed by numerical integration using the PDF of the end-to-end SINDR. However, deriving a closed form of the channel capacity in our case is very complex.

Corollary 1. To analytically characterize the capacity, most related work in the literature referred to the approximation given by [45, 48]

\[ \mathbb{E}\left[ \log\left(1 + \frac{\varphi}{\psi}\right) \right] \approx \log\left(1 + \frac{\mathbb{E}[\varphi]}{\mathbb{E}[\psi]}\right), \]  

Although Eq. (57) has no fundamental basis, it provides a very tight approximation to the exact performance. We can also provide further characterization of the capacity by deriving a tight upper bound using Jensen’s inequality. This upper bound is stated by the following Theorem.

Theorem 1. For asymmetric (Nakagami-m/Málagua) fading channels, the ergodic capacity for AF variable relaying gain and non-ideal hardware is tightly upper bounded by

\[ I(SINDR, \omega) \leq \log\left(1 + \frac{\omega J}{\rho_2 J + 1}\right). \]  

The term \(J\) is given by

\[ J = \frac{\mathbb{E}[\gamma_{SR}] \beta_R}{\gamma_R (1 + \rho_2) \Gamma(\tau_{SR})} G_{1,2}^{1,2} \left( \gamma_R \beta_R, 2 - m_{SR}, 1 \right). \]  

Proof: The capacity upper bound derivation including Eqs. (58, 59) is reported in Appendix C.

Although the capacity indefinitely increases mainly with the average transmitted power and the number of transmit and receive antennas, the joint effect of HPA nonlinearities and IQ imbalance limits the capacity at high SNR. According to [45], the capacity ceiling introduced by the joint effect of hardware impairments is given by

\[ I_{\infty}(SINDR, \omega) = \log\left(1 + \frac{\omega}{(1 + \rho_2) \tau_{SR} - 1}\right). \]  

Assuming perfect relay node and for high SNR, the capacity under the effect of IQ imbalance is saturated by the following limit

\[ I_{\infty}(SINDR, \omega) = \log\left(1 + \frac{\omega}{\rho_2}\right). \]  

The last ceiling only depends on ILR \(\rho_2\). If \(\rho_2 \rightarrow 0\), then \(I_{\infty}(SINDR) \rightarrow +\infty\). Thereby, the capacity is not upper bounded at high SNR which is an expected result for ideal hardware.

We clearly observe the importance of considering the hardware impairments along with the analysis of such system and most importantly for high rate systems. Note that the ceilings expressions Eqs. (60, 61) only depend on the hardware parameters and hence the capacity cannot be improved by the regular factors such as the transmitted power or the number of antennas. The term \(\tau\) is called the clipping factor which characterizes the relay amplifier. This term is defined for SEL and TWTA, respectively by [45]

\[ \tau = 1 - \exp\left(-\frac{A^2_{sat}}{\varphi^2}\right). \]  

\[ L = 1 - \exp\left(-\frac{A^2_{sat}}{\varphi^2}\right). \]
\[
l = -A_{\text{sat}}^4 \left[ \left( 1 + \frac{A_{\text{sat}}^2}{\sigma^2} \right) \exp \left( \frac{A_{\text{sat}}^2}{\sigma^2} \right) \text{Ei} \left( -\frac{A_{\text{sat}}^2}{\sigma^2} \right) + 1 \right].
\]

Using integration by parts, the capacity can be reformulated as follows
\[
I(\text{SINDR}, \varpi) = \int_0^{+\infty} \log(1 + \varpi \gamma) f_{\text{SINDR}}(\gamma) d\gamma
\]

**Special Case:**

The derivation of a closed-form expression of the capacity is possible not only for ideal hardware, but also for HPA nonlinearities similar to the special case derived for the probability of error \((p_1 \neq 1, p_2 \to 0)\). The expression \((64)\) can be expanded as
\[
I(\text{SINDR}, \varpi) = \int_0^{+\infty} \log(1 + \varpi \gamma) f_{\text{SINDR}}(\gamma) d\gamma
\]

Details about the simulation process are described by the block diagram in Fig. 5.

where \(\kappa_1 = (0, -1), \kappa_2 = (\vartheta_3, -1)\). An efficient PYTHON implementation of the multivariate Fox-H function is provided by [67] Appendix A.

**VI. Numerical Results and Discussion**

In this section, we will present the numerical results of the performance metrics depending on different combinations of the system parameters. We also check the accuracy of the analytical expressions with Monte Carlo simulations. The mmWave and the interference SNRs are generated following the Gamma distribution. The large-scale atmospheric turbulences can be generated using the Gamma distribution while the small-scale turbulences are generated by a compound of shadowed-Rice distribution. By multiplying the large-scale and small-scale turbulences, we construct the Malága distribution that describes the aggregate atmospheric turbulences. More

\[8\text{It is important to note here that these values for the parameters are selected from [65]-[70] subject to the standards to prove the validity of the obtained results. For all cases, }10^6 \text{ realizations of the random variables were generated to perform the Monte Carlo simulation in MATLAB.}\]

The dependence of the outage on the joint effects of the HPA nonlinearities and IQ imbalance is illustrated by Fig. 6a. In Fig. 6a, we observe that the system is vulnerable to the HPA nonlinearities distortion wherein the outage saturates when the IBO, which is the maximum power delivered by the PA, is very low and vice versa. In fact, when the IBO is lower, the PA is unable to provide sufficient power to the relay to amplify the signal which in turn causes signal clipping resulting in information losses and higher outage. In other terms, the PA devices are nonlinear devices and high power amplification may introduce clipping which is translated in frequency domain as spectral regrowth which in turn causes interference between the adjacent subcarriers or aliasing resulting in information losses. The same analysis follows for the effect of the ILR on the outage which is illustrated by Fig. 6a. We observe that the system performance gets much better for low ILR and vice versa. In fact, the ILR measures the severity of the mismatch at the receiver and as long as the mismatch is pronounced, the outage is higher.
In Fig. 7, we observe that the impact of the hardware impairments is not significant at low SNR, however, this impact becomes remarkable at high SNR wherein the distortion creates an irreducible outage floor. Besides, we note that the introduction of the wireless optical signaling and multiple relays decreases the outage much lower than the conventional RF relaying systems [45] at low SNR. At high SNR, even though both systems are saturated by the outage floor, the proposed system achieves better outage due to the higher diversity order compared to the conventional RF system.

Fig. 8 illustrates the impact the IBO on the probability of outage under SEL and TWTA hardware impairments. We observe that the impairments create an outage floor that degrades the outage performance mainly at high SNR. For a given IBO value, we note that the system performance is more vulnerable to TWTA than to SEL impairments. For an IBO = 8 dB, the performance under SEL model yields an outage of roughly $10^{-5}$ while the outage is around 0.01 for TWTA which is relatively higher. On the other hand, we observe that
by increasing the IBO from 4 to 8 dB, the outage performance significantly improves for TWTA and SEL. In fact, when the IBO value is relatively lower, the amplifier cannot deliver enough power for the signal amplification which introduces the clipping to the signal peaks. Thereby, this distortion leads to the saturation of the outage performance.

Fig. 9 illustrates the joint effects of the FSO atmospheric pathloss and the optical receiver detection technique on the outage probability. As expected, the system performs better in clear than rainy weather. In fact, when the signal hits the rain droplets, it is significantly scattered in different directions leading to decrease the received power. Hence, the outage performance gets much worse. On the other side, the performance can be further improved under heterodyne detection than IMDD mode. This result can be interpreted by the diversity gain (52) which is better for heterodyne than IMDD method.

Fig. 10 illustrates a comparison between the joint effects of HPA and IQI, and the ideal hardware. For a given $\rho_2 = -15$ dB, we observe that the system is more susceptible to TWTA rather than SEL. On the other hand, if we consider both SEL and TWTA, as the ILR $\rho_2$ increases, the performance gets much worse. The severity of joint effects of impairments is measured in comparison with the ideal hardware in two ways. The first way states that for a given $10^{-3}$ outage, the system experiences a power loss of roughly 5 dB in comparison with the best case scenario of hardware impairment (SEL, $\rho_2 = -15$ dB). This power loss becomes more pronounced for the worst case scenario (TWTA, $\rho_2 = -10$ dB). The second way shows that the performance experiences an irreducible outage floor that degrades the diversity gain, most importantly at high SNR.

Fig. 11 provides the error performance for different modulation schemes and for ideal hardware. Although the results are expected, this plot is presented for the purpose to check the accuracy of the analytical derivation.

Fig. 12 illustrates the channel capacity performance for ideal and non-ideal hardware. Basically, the capacity increases linearly with the average SNR for ideal hardware. However, the capacity saturates at high SNR by a ceiling created by the hardware impairments. Most importantly, the capacity is more vulnerable to the joint effect of HPA and IQI while the performance is further improved by removing the HPA nonlinearities. At high SNR, a perfect compensation for the HPA nonlinearities leads to an improvement of the spectral efficiency of around 1 bits/sec/Hz.

Fig. 13 shows the error performance with respect to different number of receive apertures for ideal and joint TWTA-IQI scenarios. For both scenarios, the system shows an observable diversity gain in comparison to single receive antenna. For joint HPA-IQI, we note that the diversity improves the performance at low SNR. However, the receive diversity contribution becomes very limited by the error floor at high SNR. Most importantly, the selection receive diversity gain for joint HPA-IQI is worse than the ideal case with single receive antenna.
Fig. 13: Probability of error of ideal hardware and HPA-TWTA for different receive apertures for OOK modulation.

Fig. 14 illustrates the joint impact of the number of receive antennas and the pointing error fading on the channel capacity. For low SNR, we observe that the capacity improves by increasing the number of antennas and vice versa. In fact, large number of antennas yields a higher array gain which increases the received power and hence the capacity. The impact of the number of antennas is still observable for high SNR but for weak pointing errors. However, the performance gets much worse for moderate and strong pointing errors as the capacity is saturated at high SNR. In fact, the pointing errors is a way to measure the degree of fluctuations of the laser beam. For moderate and severe pointing errors, the receiver cannot intercept the whole received power leading to additional losses. Most importantly, we observe that the impact of the number of antennas totally disappears for moderate and strong pointing errors at high SNR. This result eventually shows that the system depends to a large extent on the state of the optical channel.

Fig. 15 shows the capacity performance with respect to ideal and hardware impairments scenarios. The effects of the impairments are negligible at low SNR as the performances are identical to the ideal hardware. As the SNR increases, however, the impairments effects become more pronounced as the capacity saturates by a finite ceiling. The capacity improves as the IBO increases, and gets much better for linear relaying (no HPA nonlinearities) which is expected, since the system suffers only from IQI. In fact, if the IBO increases, the amplifier saturation level also increases and the relay becomes able to deliver more output power. Consequently, the signal experiences less distortion and the effects of HPA nonlinearities are mitigated.

VII. CONCLUSION

In this work, we present a generalized performance analysis of MIMO hybrid mmwave and FSO relaying systems for different scenarios. We conclude that for such system, it is important to consider the joint effects of HPA-IQI into the system model. Results show that the performance significantly deviates from the ideal case essentially at high SNR. Consequently, such imperfections have not to be neglected for high rate system to get consistent analytical results. In addition, the outage performance is better for SEL-IQI than TWTA-IQI as the last one is more severe. In addition, the diversity gain achieved by the system is acceptable at low SNR compared to the ideal case, however, it substantially degrades at high SNR mainly by TWTA-IQI and hence the MIMO architecture is very constrained by the hardware impairments. Consequently, the best strategy to leverage the diversity gain is to compensate for the hardware impairments. Although, previous algorithms have been developed for the impairment compensation, there are still residual impairments incorporated into the hardware.
APPENDIX A
PROOF OF THE UPPER BOUND OF THE TRUNCATION ERROR (19)

In this appendix, we present the derivation of the truncation error in (19) which can be expressed as

\[ \mathcal{E}(L) = \sum_{n=1}^{\beta} \frac{2 \pi \omega_n}{2 \sin[\pi(\alpha - n)]} \sum_{p=L+1}^{\infty} \left[ \rho_p(\alpha, n) I_n^{p+n-1} - \rho_p(n, \alpha) I_n^{p+n-1} \right] \]  

(67)

Replacing \( \rho_p(x, y) \) given by (17), the truncation error can be written as

\[ \mathcal{E}(L) = \sum_{n=1}^{\beta} \frac{2 \pi \omega_n}{2 \sin[\pi(\alpha - n)]} \sum_{p=L+1}^{\infty} \frac{(\alpha \xi I_n)^p}{p!} c_p(\alpha, n) \]  

(68)

where \( c_p(x, y) \) and \( b_p(x, y) \) are defined as

\[ b_p(x, y) = \frac{(\alpha \xi I_n)^p}{\Gamma(p - x + y + 1)} \]  

(69)

\[ c_p(x, y) = b_p(x, y) - b_p(y, x) \]  

(70)

Note that \( b_q(x, y) \) in (69) decreases with the increase in \( p \), the truncation error can be upper bounded by

\[ \mathcal{E}(L) \leq \sum_{n=1}^{\beta} \frac{2 \pi \omega_n}{2 \sin[\pi(\alpha - n)]} \sum_{p=L+1}^{\infty} \frac{(\alpha \xi I_n)^p}{p!} \]  

(71)

Considering the Taylor series expansion of the exponential function, (71) can be reduced to

\[ \mathcal{E}(L) \leq \sum_{n=1}^{\beta} \frac{2 \pi \omega_n}{2 \sin[\pi(\alpha - n)]} \max_{p > L} \left\{ c_p(\alpha, n) \right\} \sum_{p=L+1}^{\infty} \frac{(\alpha \xi I_n)^p}{p!} \]  

(72)

APPENDIX B
PROOF OF THE CDF EXPRESSION (27)

Since selection combining is assumed at the receiver, The PDF of \( I_{\text{max}} \) is given by

\[ f_{I_{\text{max}}}(x) = M[F_{I_{\text{max}}}(x)]^{M-1} f_{I_{\text{max}}}(x). \]  

(73)

According to (71), the Bessel function \( K_\nu(\cdot) \) in (9) can be expanded in terms of power series as

\[ K_\nu(x) = \frac{x^{\nu+1}}{2 \sin[\pi(\alpha - n)]} \sum_{n=1}^{\beta} \frac{2 \pi \omega_n}{2 \sin[\pi(\alpha - n)]} \sum_{p=L+1}^{\infty} \frac{(\alpha \xi I_n)^p}{p!} \]  

(74)

where \( \nu \notin \mathbb{Z} \) and \( |x| < \infty \). Injecting (74) in (9), we get

\[ f_{I_{\text{max}}}(x) = A \sum_{n=1}^{\beta} \frac{a_n \pi}{2 \sin[\pi(\alpha - n)]} \sum_{p=0}^{\infty} \left[ \rho_p(\alpha, n) x^{p+n-1} - \rho_p(n, \alpha) x^{p+n-1} \right] \]  

(75)

where \( \alpha \notin \mathbb{Z} \) is assumed and \( \delta = \alpha \beta/(\gamma \beta + \Omega I) \) and we express \( \rho_p(x, y) \) as

\[ \rho_p(x, y) = \frac{\delta x^{-\frac{\nu}{2}}}{\Gamma(p - x + y + 1)!} \]  

(76)

The CDF of \( I_{\text{max}} \) is then expressed as

\[ F_{I_{\text{max}}}(x) = A \sum_{n=1}^{\beta} \frac{a_n \pi}{2 \sin[\pi(\alpha - n)]} \sum_{p=0}^{\infty} \left[ \frac{\rho_p(\alpha, n)}{p + n} x^{p+n} - \frac{\rho_p(n, \alpha)}{p + n} x^{p+n} \right] \]  

(77)

We introduce a finite large upper bound \( L \) to approximate the infinite summation [73], [74]. The CDF of the optical SNR \( \gamma_r = \frac{\gamma_R}{I_{\text{max}}} \) is expressed as

\[ F_{\gamma_r}(x) = \left[ \frac{x}{\gamma_r} \right]^\frac{M}{\gamma_r} = A \sum_{n=1}^{\beta} \frac{a_n \pi}{2 \sin[\pi(\alpha - n)]} \sum_{p=0}^{\infty} \left[ \frac{\rho_p(\alpha, n)}{p + n} \left( \frac{x}{\gamma_r} \right)^{p+n} - \frac{\rho_p(n, \alpha)}{p + n} \left( \frac{x}{\gamma_r} \right)^{p+n} \right] \]  

(78)

where \( \chi_i \) and \( \chi_t \) are the coefficients of \( \left( \frac{x}{\gamma_r} \right)^i \) and \( \left( \frac{x}{\gamma_r} \right)^t \) in the expansions of

\[ \sum_{n=1}^{\beta} \frac{a_n \pi}{2 \sin[\pi(\alpha - n)]} \sum_{p=0}^{\infty} \left[ \frac{\rho_p(\alpha, n)}{p + n} \left( \frac{x}{\gamma_r} \right)^{p+n} - \frac{\rho_p(n, \alpha)}{p + n} \left( \frac{x}{\gamma_r} \right)^{p+n} \right] \]  

(79)

APPENDIX C
PROOF OF THE CAPACITY UPPER BOUND

The overall SINDR (48) can be upper bounded by

\[ \text{SINDR} \leq \frac{\gamma_{\text{SR}}}{\rho_2 \gamma_{\text{SR}}} + \frac{\rho_1 (1 + \rho_2) (1 + \gamma_{\text{SR}})}{\rho_2 (1 + \rho_2) (1 + \gamma_{\text{SR}})} = \frac{\gamma_{\text{SR}}}{\rho_2 \gamma_{\text{SR}}} + \frac{1}{\rho_2 (1 + \rho_2) (1 + \gamma_{\text{SR}})} + 1. \]  

(80)

By defining \( \psi = \frac{\gamma_{\text{SR}}}{\rho_2 \gamma_{\text{SR}}} \), the function \( \log \left( 1 + \frac{1}{\rho_2 \gamma_{\text{SR}}} \right) \) is concave of \( \psi \) for \( \psi > 0 \), since its second derivative is given by

\[ \frac{d^2}{d\psi^2} \log \left( 1 + \frac{1}{\rho_2 \gamma_{\text{SR}}} \right) = \frac{1}{\rho_2 \gamma_{\text{SR}}^2} - \frac{1}{\rho_2 \gamma_{\text{SR}}} < 0. \]  

(81)

Then, we can apply Jensen’s inequality to get

\[ \mathbb{E} \left[ \log \left( 1 + \frac{1}{\rho_2 \gamma_{\text{SR}}} \right) \right] \leq \log \left( 1 + \frac{1}{\rho_2 \mathbb{E}[\psi]} \right). \]  

(82)

Given that \( \mathbb{J} = \mathbb{E}[\psi] \) and after applying the identity (59), the term \( \mathbb{J} \) is derived (62).
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