Linguistic, cultural, and narrative capital: computational and human readings of transfer admissions essays

AJ Alvero1 · Jasmine Pal2 · Katelyn M. Moussavian2

Received: 12 May 2022 / Accepted: 7 September 2022 / Published online: 30 September 2022 © The Author(s), under exclusive licence to Springer Nature Singapore Pte Ltd. 2022

Abstract
Variation in college application materials related to social stratification is a contentious topic in social science and national discourse in the United States. This line of research has also started to use computational methods to consider qualitative materials, such as personal statements and letters of recommendation. Despite the prominence of this topic, fewer studies have considered a fairly common academic pathway: transferring. Approximately 40% of all college students in the US transfer schools at least once. One quirk of the system is that students from community colleges are applying for the same spots for students already enrolled in four year schools and trying to transfer. How might different aspects the transfer application itself correlate with institutional stratification and make students more or less distinguishable? We use a dataset of 20,532 transfer admissions essays submitted to the University of California system to describe how transfer applicants vary linguistically, culturally, and narratively with respect to academic pathways and essay prompts. Using a variety of methods for computational text analysis and qualitative coding, we find that essays written by community college students tend to be distinct from those written by university students. However, the strength and character of these results changed with the writing prompt provided to applicants. These results show how some forms of stratification, such as the type of school students attend, inform educational processes intended to equalize opportunity and how combining computational and human reading might illuminate these patterns.
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Introduction

US higher education is distinctive in its emphasis on student choice, autonomy, and mobility despite frequently failing to meet such a promise through the many examples of educational inequality and stratification [1]. For example, the course selection decisions made by first year college students are stratified by social class [2]. One of the most frequently discussed sites of these ideas and arguments is college admissions, particularly through the well-understood correlations between household income and test scores [3]. This line of research, along with the Covid-19 pandemic, have coalesced to push many universities’ decisions to drop standardized testing from first year admissions.

A new wave of research in and around college admissions has leveraged computational methods to analyze how other elements in college applications are similarly correlated with other information about the applicant. These include examples of how admissions essays are strong predictors of gender, income, and SAT scores [4, 5]. Other studies have considered letters of recommendation [6, 7] and which high schools are targeted by universities for recruitment [8]. However, this growing literature along with the now classic approaches to analyzing variation and stratification in application materials have rarely considered an important feature of US higher education: transfer admissions.

In the US, transferring is the process where students from community colleges or bachelors degree granting institutions apply to college or university to complete their undergraduate education. These institutions are stratified by the types of degrees they are able to award as well as through their selectivity (community colleges have open admissions, four year schools do not) and economic opportunities (bachelors degrees often lead to higher paying jobs and are a prerequisite into high paying professional degree programs). Recent research has found that educational outcomes (i.e., graduation rates after transferring) are stratified by the direction of the transfer [9]. The “direction” refers to the academic pathway of the applicant: “lateral” for students transferring from a four year institution to another four year institution; “vertical” for students transferring from community college to a four year university; and “reverse” for students transferring from four year institutions to community college (the aforementioned study compared lateral and reverse transfers). Studies have examined how coursework, gender, remedial classes, and other student characteristics lead to successful vertical transfer [10]. But fewer studies have examined how, like first year application materials, dimensions of stratification can be connected to variation in transfer application materials.

Despite receiving less attention in academia and popular discourse, the transfer system is quite popular (nearly 40% of all undergraduates transfer schools at least once) and emblematic of the ideals in USA higher education of giving students flexibility and “second chances” [11]. Enrolling in community colleges to eventually transfer is also popular in Latinx communities. Latinx students are the largest ethnic

1 Gender neutral term referring to all people who descend from people across Latin America.
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group enrolled in California community colleges: 46% of Latinx students graduating from the highest performing high schools in the state still end up going to community college first [12]. But because community colleges also have to serve a wider variety of students along with their mission of helping students transfer out, their experiences are much different from students already enrolled in four year schools. Analyzing application data, such as admissions essays, could provide unique snapshots into these differences as articulated by the students themselves and how they vary by academic pathway. Doing so with computational methods would also expand the burgeoning literature of computation and systems of evaluation. It could also push current notions of fairness and bias in data science, which often focuses on race and gender [13], to consider how institutional experiences and pathways are also fateful in data generation processes as well as analysis and practice.

In this paper, we apply computational and human reading of text to measure variation in transfer admissions essays based on the institutional stratification of the applicants. Generally, students at community colleges have access to very different educational resources and experiences than students enrolled in four year schools, and these differences likely go beyond traditional outcome metrics. Our work therefore highlights another way stratification can shape educational mechanisms but also how these differences can be measured in text and how the transfer application itself could help reduce these differences. Our analysis focuses on three elements that are stratified in many social contexts: linguistic, cultural, and narrative capital. These constructs have been used in the theoretical and empirical development of the sociology of evaluation [14] and culture. We consider both the stratified academic pathway of the applicants (lateral and vertical) and the essay prompt students responded to. We find that the essays are fairly distinctive based on the applicant’s educational pathway, though these differences are also sensitive to the language of the essay prompt they were given. Outside the research context, systems of evaluation might consider these results before or after adopting technology related to evaluation. See Fig. 1 for a conceptual diagram of the paper.
Admissions essays and beyond: computational methods and systems of evaluation

Previous work studying admissions essays has been mostly descriptive and correlational. For example, studies using both computational and qualitative methods have found that applicant gender, income, college GPA, and thematic choices have all been found to be correlated with admissions essays [4, 5, 15, 16]. Another study found that word vectors trained on essays written by applicants in the highest income quartile performed better on the Google Analogy Test Set and various word similarity tests than essays written by the two lowest income quartiles [17]. The computational studies have been consistent in their results: applicants characteristics and information are predictable from essays.

Other studies have analyzed essays using other methods. A study of admissions essays submitted to selective universities in the UK found narrative and orthographic patterning based on the type of school attended by the applicants, such as students from elite backgrounds name-dropping their elite networks and connections [18]. Findings from a study of diversity statements submitted to the University of Michigan found that students from similar class backgrounds would write about similar topics, regardless of race [19], and the information dashboards used in holistic review were found to improve equity in admissions outcomes for students from lower socioeconomic backgrounds [20]. These studies match the results of the computational analyses to a degree but not entirely due to the unique affordances of qualitatively oriented methods. We took these as cues to complement our computational analyses with qualitative coding.

Data science and institutional stratification

Some of the guiding principles of the new wave of data science for education research are the abilities to ask “old questions with new methods and data” but also “new questions with old data” [21–23]. Computational sociology has adopted similar positions by seizing opportunities to analyze new sources of data to study social interactions and processes [24]. However, most of the “new types” of data are often unstructured, non-numerical data (e.g., text, visual, audio) that have long been analyzed using qualitative methods. Sociologist Laura Nelson has taken this insight and presented frameworks to combine computational and human reading of text to both deepen analysis towards a framework of “computational grounded theory” [25] and to generate points of reference and comparison [26]. Given the relative paucity of information about transfer application materials and how they might be stratified, we follow Nelson’s frameworks towards methodological plurality to generate deeper, multiplex insights into a key social process.

Though research into transfer application materials is relatively sparse, social scientists in the US have generated insights into the transfer process from other
perspectives. For example, a national study found that students were less likely to transfer laterally if they were more socially integrated into their school [27]. Sociologists have also observed stratification in the community college system and constituent transfer processes [28]. In an even broader sense, other scholars have pointed out that there is stark stratification across all institutions of higher education, including graduate school [29, 30]. Our study applies the “new ways” and “new data” frameworks described above to examine how applicants are stratified by the type of institutions they attend at the moment of application to reframe the transfer application itself as an outcome of different types of acculturation and socialization.

Prior research on transfer and institutional stratification in higher education has shown in various ways that students combine their own sociocultural capital [31] with those acquired and accumulated at their respective institutions. If we accept the premise that lateral applicants have a distinguishable forms of sociocultural capital as at least partly evidenced by their ability to enroll in a four year school from high school, we might also expect that these differences not only change but also become more pronounced given their experiences in colleges relative to the experiences of students in community college. Likewise, students attending community colleges are also experiencing an accumulation of different types of sociocultural capital. In our study, we look specifically at how this manifests through differences in essay content and style, the culture of how closely students follow prompts, and narrative patterns. Understanding stratification in what many might assume is an “equalizing” force is important not just to scholarship but also practice.

Framework

Measuring institutional stratification and variation in transfer application materials could be done in many ways, but here we apply concepts from Bourdieusian sociocultural capital [31]. Specifically, we consider linguistic, cultural, and narrative capital with respect to academic pathway (lateral or vertical). Other computational analyses of text data have adapted similar theoretical constructs and measured macro level factors [32, 33]. We also consider how specific essay prompts might activate different types of capital that either exacerbate or reduce variation [34]. We hypothesize that since transfer applicants are stratified by the types of schools they attend, the content of their essays likewise vary with respect to their academic pathway and in response to specific essay prompts. There are many different perspectives from which to measure this variation, but we adapt sociocultural frameworks and theories in our analysis.

Linguistic capital

Bourdieu described linguistic capital as the knowledge and capacity to use linguistic forms and styles in a given social context [35]. Though Basil Bernstein used different terminology, he also noted how linguistic features varied and that schools tended
to prefer the language practices of students from higher social classes [36]. While their focus was on spoken language, we use computational methods to test these theories with textual data. In our study, we measure the strength of the relationship between academic pathway and transfer essays based on word choice patterns and writing style to observe how institutional stratification relates to linguistic variation. Given our use of the same methods, we can also compare these results with the aforementioned research on first year college admissions essays which found strong correlation between essay content and style, income, and SAT scores.

**Cultural capital**

Cultural capital, perhaps the most well known of Bourdieu’s theories of capital, is defined as the cultural practices, knowledge, and performances that are enacted in social situations [31]. We pair this concept with Durkheim’s theories of rules and education, specifically that schools teach and reinforce rules and approaches to life that students carry in and out of school [37], and examine cultural practices around how closely transfer applicants follow the wording of the essay prompts. Put differently, do lateral and vertical applicants follow the “rules” of the essay prompt in the same way? Computers can be used to identify markers of cultural capital, such as references to specific named entities in text, something we take advantage of here.

**Narrative capital**

Although narrative capital is similar in spirit to other forms of Bourdieusian capital, [38] describes it as the raw narrative materials that go into storytelling and self presentation. It therefore relies much on mastery of both language and culture [38]. Computational methods could be good at identifying and modeling narrative capital, but there also is no reported description of the narrative tropes and themes which comprise the genre of “transfer admissions essay” comparable to something well-known like Hollywood movie narrative arcs [39]. To capture narrative capital, we therefore qualitatively code and analyze the essays. Doing so could inform future work on personal statements beyond numerical measures.

**Data**

The data for the study come from transfer applications submitted by every student who identified as Latinx to the University of California in the 2015–2016 (n = 10,347) and 2016–2017 (n = 10,305) academic years. In this study, we focus on variation in the essays based on their transfer pathway: “lateral” for students applying from four year universities and “vertical” for students applying from community college. Our data include the College Entrance Examination Board (CEEB) code from the schools the students applied from; these codes were used to label students as coming from either bachelors granting institutions (lateral) or community college (vertical). See Table 1 for an overview of the data. A link to
the data and code needed to replicate the study is available in the supplementary materials. Note that the raw essays are not available due to privacy issues.

The essay prompts students wrote for changed over the years from asking students about naming specific experiences like “internships” and “interest in the field” to a more open-ended question about what students have done to prepare for their intended major (see Table 2). The format also changed from 1000 words for two essays in 2015–2016 to 1400 words for four essays in 2016–2017. To account for the change in the length of the essays, we use percentages of certain features of the text rather than raw counts. Some of our analyses take advantage of the change in essay prompts and measure how the essays changed across the two years. Our paper therefore focuses on the interplay between transfer admissions essays, academic pathways (lateral and vertical), and essay prompts.

As a first pass, we analyzed the essays using commonly used, relatively simple metrics. These included Simpson’s diversity index, a statistic sometimes used to measure lexical diversity in text [40]; the Flesch-Kincaid grade level readability metric [41]; and average word counts and standard deviations per document. All of the metrics were similar for the lateral and vertical applicants. The lexical diversity index was the same for both groups up to the fourth decimal (0.012). The average readability scores were 12.01 for lateral applicants and 11.88 for vertical applicants (not a statistically significant difference based on t-testing). Vertical applicants wrote slightly longer essays than lateral applicants on average for both years (respectively: 479 vs. 468.84 words in 2015–2016; 312.29 vs. 308.35 words in 2016–2017). The standard deviations for the word counts were also quite similar for vertical and lateral applicants (respectively: 149.73 vs. 148.32 words in 2015–2016; 85.25 vs. 87.69 words in 2016–2017). The superficial similarity of the documents combined with strong results reported elsewhere using computational approaches helped motivate our selection of methods.

Table 1 Transfer applications by academic pathway (lateral or vertical) and application year (2015–2016 and 2016–2017) and aggregate counts

| Group    | 2015–2016 | 2016–2017 | Total   |
|----------|-----------|-----------|---------|
| Aggregated | 10,347    | 10,305    | 20,652  |
| Lateral  | 850       | 789       | 1639    |
| Vertical | 9497      | 9516      | 19,013  |

Table 2 Transfer prompts in 2015–2016 and 2016–2017

University of California transfer prompts, 2015–2017

2015–2016 What is your intended major? Discuss how your interest in the field developed and describe any experience you have had in the field—such as volunteer work, internships and employment, participation in student organizations and activities—and what you have gained from your involvement.

2016–2017 Please describe how you have prepared for your intended major, including your readiness to succeed in your upper-division courses once you enroll at the university.
Methods

We use outputs from the computational models as independent variables to analyze using various statistical techniques. We then complement these analyses with inductive qualitative coding to compare the human and machine reading and provide deeper insight into the specific tropes and themes transfer applicants deploy in their essays. Each of the methods correspond to specific theories of sociocultural capital and their stratification among transfer applicants by their academic background. The results of the paper are also organized this way and are presented as study one, two, and three. We hope the three sets of findings can become reference points for future studies of transfer admissions in the US.

Study one: essay content and style

First, to capture linguistic stratification we use correlated topic modeling (CTM) [42] and the LIWC software package [43] to model variation in essay content and style, following [4]. We use CTM to model thematic patterns with the STM package in R; when the primary STM function of this specific package is used without covariates, the code defaults to a fast implementation of CTM [44]. Prior to generating the model, we removed stopwords (using the SMART list of English stopwords [45]), stemmed the words (using the Snowball stemmer [46]), removed numbers and punctuation, and lowercased all letters. After removing these, we only included the 10,000 most frequent terms to account for rare and infrequent words. These are common textual preprocessing techniques that can potentially improve the quality of the topic model and downstream analysis [47], though this is not guaranteed to always be the case [48]. These procedures were also used in the aforementioned study of essay content and style [4]. We use the ldatuning package in R [49] to determine the number of topics (see Figures SM1 through SM3 in the supplementary materials). To model writing style and other patterns, we use LIWC (specifically LIWC-15). We exclude the LIWC feature of “Word Count” due to the change in essay formats between the years. Combined, these methods can show how linguistic capital varies among transfer applicants based on their educational histories.

Differences in the prevalence of topics and LIWC features were analyzed by educational pathway using a traditional comparative approach with t tests along with a supervised learning framework to predict whether applicants are applying from community college or bachelor’s granting institutions based on their essays. To account for the data imbalances, we use Welch’s t test and two different but complementary methods within the supervised learning framework. The first is the Inter-Model Vigorish (IMV), a new technique to analyze the outcomes of predictive models (specifically logistic regression) that works by comparing the predictive accuracy of a given model with another model that only predicts the mode outcome [50]. The results from this method could be compared to the common vigorish (percentage of winnings deducted from players) of 1% in blackjack which, on average, becomes 0.0099 cents per dollar for the casino.
Along with the IMV, we use undersampling and report prediction accuracies over several thousand trials. The first step in undersampling is to make the two groups (lateral and vertical) the same size. We follow standard procedures by generating a random sample of observations from the larger group that is the same size as the smaller group. Then, we use 10-fold cross validation to predict if essays were written by lateral applicants or vertical applicants. This procedure was repeated thousands of times. Repeated undersampling allows for a robust analysis where (1) classification accuracy can be compared with random guessing (expected accuracy of 50%) and (2) create points of comparison for how well text classifiers can predict academic pathways of applicants solely based on their essays and their respective prompts. We use logistic regression as our classifier based on how well it worked in a similar study [5]. These different approaches would show how specific thematic and stylistic features of writing vary for individual variables (eg. specific topics) but also in the aggregate among transfer applicants.

**Study two: named entity recognition**

Next, we perform an observational experiment to measure how the essays changed (or did not change) with the new prompt as a way to describe cultural stratification in transfer admissions essays. Specifically, we use named entity recognition (NER) to measure the effect that the new essay prompt had on students naming specific organizations, people, businesses, places, and other entities. The older prompt solicited students to describe the specific examples of how they participated in various organizations related to their field of interest, but the newer prompt was less specific. This study will examine if transfer applicants responded to the prompt by bringing up named entities even though the new prompt did not explicitly solicit them as before. The specific “culture” being measured here is not the types of named entities (eg. businesses vs. non-profits) but rather the culture of essay prompt interpretation. Since the new prompt did not specifically solicit named entities like it did the year prior, are students making fewer references to them?

The emerging causal inference with NLP literature has so far focused on word embedding [51] and topic modeling [52] methods. We extend this rapidly growing literature in our use of a finer grained method, NER, and in our more sociological context (as opposed to political science or traditional computer science). The first step was to use NER on the essays and tag every instance of a named entity being mentioned. To do this, we used the SpaCy package [53] in Python. SpaCy’s NER tags many different types of entities, including times and numbers, but we limited the tagging to people, organizations, and concepts. To verify the tags, we took random samples of essays and checked that all of the tags were referencing named entities and reflected entities the students were associating with their intended majors in various ways.

After tagging the essays with NER, we counted the number of words and number of characters that the applicants used in the named entities for a given essay. These were used to create the outcome of interest: the percentages of the essays (based on words and characters) that were used on named entities. Our percentage approach
was chosen to reflect the different word limits applicants had on their essays from year to year (478 words on average vs. 312 words on average). Focusing on word and character based percentages helps serve as robustness check (e.g., if some NER tags have very few words or many characters). Once the NER percentages per essay were calculated, we use propensity score weighting to make statistical adjustments to the data and control for any selection biases. See Table 3 for a full list of the variables used for weighting. The propensity score weighting was calculated with the average treatment effect (ATE) as the estimand [54] with the 2016–2017 essay prompt as the treatment.

While it is possible that some students in our data applied in 2015–2016 and 2016–2017, it is an unlikely scenario because transfer applicants to the UC must have already completed a significant amount of coursework (equivalent to an associates degree) and would be unable to complete additional units. It is also not likely that applicants in 2015–2016 were even aware that a new essay prompt was going to be used in 2016–2017. Combined, we assume the stable unit treatment value assumption (SUTVA) was not violated [55], giving us additional confidence in the data and findings. Note that we do not include reported household incomes in our analysis. We did this because approximately 20% of all transfer applicants report a household income either below $10,000 or no income at all. Among students reported an income of at least $10,000, there was also a weak correlation with the essays ($R^2 = \sim 0.05$). This is likely due to many community college students working at least part time and reporting that income rather than the income of their entire household.

**Study three: inductive qualitative coding**

Finally, we model narrative stratification with qualitative inductive coding. This approach complements the previous analyses because it provides a perspective on the essays that would be difficult to capture with purely computational methods [26]. For this analysis, we coded a stratified random sample of essays submitted by transfer applicants intending to major in computer science and sociology for each year. Computer science and sociology were selected because they are very different

| Table 3 Variables used for propensity score weighting |
|------------------------------------------------------|
| Variable                                             | Counts                        |
| Gender (M/F)                                         | $F = 10,434$                  |
|                                                     | $M = 10,068$                  |
| Latinx ethnicity                                     | Mexican = 14,792              |
|                                                     | Cuban = 325                   |
|                                                     | Puerto Rican = 567            |
|                                                     | Other = 2680                  |
| HSI status                                           | 17,293                        |
| First-gen college student                            | 16,388                        |
| Research school                                      | 921                           |
| Private or public                                    | 442                           |
disciplines and students presumably have different experiences leading up to declaring each as a major; they are also both popular majors and attract a wide variety of students. We ended up coding a total 198 essays divided roughly equally into fourths by intended major and application year.

First, we developed a qualitative codebook through an iterative process to identify the narrative themes and arcs described by the students in their essays. Once the codebook was finalized, we hand coded each of the essays to census. More information about the codebook is available in Table SM5 in the supplementary materials. We then report the codes that lateral and vertical applicants used the most differently over the two years. These were the codes that one group used more or less and the other group did the opposite. For example, we would highlight a code that lateral applicants used more in the second year but vertical applicants used less. We further filter the results by focusing on codes where the differences in code frequency for one group is at least three times the difference for another group. Using the previous example, this means we would present a code used by lateral applicants more in the second year only if the increase was at least three times larger than the decrease among the vertical applicants. These are the codes that get at the strongest narrative responses to the essay prompts for each group and intended major.

Results

Study one: variation in essay content and style

Three CTM models were generated: one for the 2015–2016 transfer essays; one for the 2016–2017 transfer essays; and one for all of the transfer essays. The outputs from the ldatuning package indicated that 30 topics for the individual year essays and 50 for the combined essays would be appropriate (Figures SM1 through SM3). The first analysis describes variation in the individual topics and dictionary features for vertical and lateral applicants among transfer applicants from the 2015–2016 academic year. We use t testing (specifically Welch’s t test to account for data imbalances) to compare the magnitudes of the individual variables for this first analysis. The results for the 2016–2017 and entire corpus are available in the supplementary materials. After, we use these same variables as inputs for text classification (described in more detail below).

The results comparing the individual topic and dictionary features from the 2015-2016 essays are described in Table 4. The topic patterns were generally similar across the years aside from two notable exceptions: the number of topics strongly associated with either lateral or vertical applicants was smaller in 2016–2017 (19 in 2015–2016 vs. 14 in 2016–2017); and a topic referencing various California-based research experiences that was associated with lateral applicants in the model for both years (“California research experiences”). These were noteworthy because they were unique but also because they foreshadowed subsequent results presented in the paper.

Of the 30 topics generated by the 2015–2016 model, 19 were strongly associated with either lateral (9) or vertical (10) applicants. Vertical applicants wrote more
about helping others, interpersonal relationships (specifically family and friends), and popular majors (eg. psychology). Lateral applicants wrote more about self-realization and specialized majors, often in STEM. These results are similar to topic modeling results of first year admissions essays that found essays using thematically comparable topics as the vertical applicants tended to come from students with lower income and SAT scores [4]. Conversely, lateral applicants tended to write more like first year applicants with higher reported income and SAT scores. The different majors students tended to write are also reflective of lower paying and higher paying career pathways (psychology and art history for vertical applicants, STEM and medicine for lateral applicants). The “Film and music” is somewhat of an outlier with respect to expected career earnings and might be an artifact of lateral students applying to the UCLA School of Theater, Film, and Television.

The dictionary results were also reflective of similar SES and SAT patterns previously described in studies of first year essays. Of the 89 (“Dash” was omitted, dropping the feature count from 90 to 89) features generated by LIWC, 37 were strongly associated with lateral (16) or vertical (21) applicants. Lateral applicants tended to

### Table 4  Summary of t test results comparing topics and dictionary features by academic pathway

Comparing essay features from vertical and lateral transfer applicants, 2015 ($p < 0.05$)

| Used more by vertical applicants | Used more by lateral applicants |
|----------------------------------|--------------------------------|
| **Topics**                       | **Dictionary**                 |
| Psychology                       | Clout                          |
| Family reflection                | Educational goals             |
| Helping others                   | Pronoun                        |
| Humanities/literature            | Ppron                           |
| Educational/social activities    | We                             |
| Social identity                  | They                           |
| Intellectual goals               | Adj                            |
| Language and culture             | Compare                        |
| Math reflections                 | Interrog                       |
| Humanities: art history          | Negemo                         |
|                                  | Sad                             |
|                                  | Social                          |
|                                  | Friend                          |
|                                  | Insight                         |
|                                  | Cause                           |
|                                  | Drives                          |
|                                  | Affiliation                      |
|                                  | Power                           |
|                                  | Risk                            |
|                                  | Focuspast                       |
|                                  | Home                            |
|                                  |                                 |
| **Topics**                       | **Dictionary**                 |
|                                  | Film and music                  |
|                                  | Educational goals              |
|                                  | Realization                    |
|                                  | Animals                        |
|                                  | STEM: CS                       |
|                                  | STEM: mechanical engineering   |
|                                  | Environment                    |
|                                  | STEM: biology                  |
|                                  | STEM: medicine                 |
|                                  | AllPunc                        |
|                                  | Comma                          |
|                                  | Colon                          |
|                                  | Quote                          |
|                                  | Apostro                        |
|                                  | OtherP                         |

The dictionary results were also reflective of similar SES and SAT patterns previously described in studies of first year essays. Of the 89 (“Dash” was omitted, dropping the feature count from 90 to 89) features generated by LIWC, 37 were strongly associated with lateral (16) or vertical (21) applicants. Lateral applicants tended to
use more punctuation (e.g., commas, colons, and quotation marks) and articles (e.g., “the”) whereas vertical applicants tended to use more pronouns and words not in the LIWC internal dictionary (“Dic”). The results for the 2016–2017 and combined essays were largely similar (see Tables SM1 through SM4). These follow similar patterns for features associated with income and SAT scores from first year applicants (negatively correlated for the vertical features and positively correlated for the lateral features) as well as final college GPA among accepted students in an analysis of admissions essays from accepted students to the University of Texas at Austin [16]. These results suggest that, aside from writing about specific intended majors, community college students tend to write about topics and in similar styles as first year applicants with lower income and SAT scores; the inverse was true for lateral applicants.

We then use the topics and dictionary features as inputs for text classification. The primary sets of results, one set for the full analysis using IMV and one set for the undersampled analysis reporting classification accuracies, are presented in Table 5. The classification models used to generate these results were trained independently of one another. Figure 2 is a visualization of the results described in Table 5. Both methodological approaches yielded similar results: the educational background (lateral or vertical) of applicants was more discernible in the essays written in 2015–2016. While most (nearly 92%) of applicants are vertical applicants, including information about their essay content improves our ability to predict their academic background. For the 2015–2016 essays, the IMV between a baseline prevalence model and one that uses essays was approximately 0.03. This is comparable to the IMV for predicting death within the next two years for those approximately 90 years old given additional information about their age, sex, and education level [50]. Though the IMV metrics were comparable, the prevalence was less skewed than the transfer essays (70 vs. 90% for the transfer essays), suggesting a stronger relationship with essay content and style among transfer applicants than fundamental health correlates and age of death among the most elderly. In the models for the 2016–2017 essays and entire corpus, the IMV drops to approximately one third of the IMV score for the 2015–2016 essays.

The results for the undersampled classification were similar: the essays written in 2015–2016 were more correlated with academic background than the

| Data       | Proportions | IMV   | 95% confidence interval | Accuracy |
|------------|-------------|-------|-------------------------|----------|
| 2015–2016  | 0.918       | 0.025 | [0.687, 0.753]          | 0.721    |
| 2016–2017  | 0.923       | 0.009 | [0.562, 0.636]          | 0.598    |
| Both       | 0.921       | 0.008 | [0.576, 0.630]          | 0.604    |

Results are reported two different metrics: IMV (left) and classification accuracy after repeated undersampling (right).
2016–2017 essays or the entire corpus. The final reported accuracy for the 2015–2016 analysis was 72%, more than 10 percentage points higher in classification accuracy than the 2016–2017 essays and the full corpus. Figure 2 presents a visualization of these differences and also shows that even the lowest accuracies from the undersampling analyses for the 2015–2016 essays were still higher than the highest accuracies for the 2016–2017 essays. These results are comparable to classification accuracies of gender (high of 80% accuracy) and household income (above or below median income; high of 69% accuracy) in a study of first year admissions essays [5]. However, that study was analyzing more data (283,676 essays), a larger number of features (counts of all unigrams in the corpus), and used more flexible models (deep learning classifier).

Combined, the results for study one suggest that transfer applicants are stratified not just in their experiences in community college vs. four year colleges and universities but that these differences also emerge in their writing styles and topical choices. However, differences among transfer applicants diminished once the
new essay prompt and format was released in the 2016–2017 school year, pointing to a simple but perhaps powerful way that essay prompts relate to variation in linguistic capital in transfer admissions.

**Study two: transfer essay prompts and named entity usage**

All of the essays were tagged using SpaCy’s NER functionality to count the number of named entities the students included in their essays. However, the following analysis focuses not on the number of tags per essay but rather the percentage of words and characters the tags comprise per essay. Calculating proportions based on words and characters allowed us to account for possible discrepancies in the character count for different tags (e.g., working at a family owned business or firm compared to single word companies like “Google”) and to reflect the writing situation: students had a limited number of words they could use in their essays and therefore had to be strategic in what they referenced. Put differently, rather than focus on the volume of named entities included in essays this analysis focuses on the proportions of the documents comprised of named entities and whether or not the new prompt changed applicant behavior.

Before analyzing the essays, applicants that did not report a gender (“Male” and “Female” were the only options at the time) and/or submitted an essay shorter than 100 characters were excluded ($n = 174$), bringing the total number of essays analyzed to 20,478. After running SpaCy’s NER, the author team checked approximately 100 essays and found that, although the tags covered a broad range of named entities (e.g., school districts, university labs and working groups, non-profit organizations, careers and fields of study), they were all instances of applicants linking these named entities with their intended majors as part of their admissions pitch. The link to the full list of NER tags is available in supplementary materials.

In a basic sense, there were notable differences in the essays written for the new prompt compared to the old prompt. For the rest of study two, we refer to the 2016–2017 prompt as the “treatment” and the 2015–2016 prompt as the “control”. The average combined word and character length of named entities included in the essays fell from approximately 14 words per essay to 9 and from approximately 94 characters to 59. Though lateral applicants tended to include more named entities, generally there was not strong variation in the average word counts of named entities for lateral (15.05 words in 2015–2016; 9.80 words in 2016–2017) and vertical (13.84 words in 2015–2016; 8.78 in 2016–2017) essays. The proportion of essays that did not include any named entities nearly tripled (5–14% of essays) from 2015–2016 to 2016–2017. The distributions of percentages of essays comprised of named entities are presented in Fig. 3. The average percentages for words (control = 0.0316; treatment = 0.0305) and characters (control = 0.0363; treatment = 0.0346) were smaller in 2016-2017 but only by approximately 0.002. The seeming larger change in amount of words and characters of named entities decreasing but the overall percentage of essay dedicated to named entities not changing as much might be partly
due to the essay length requirement also shortening; this would also help justify the decision to compare percentages rather than numbers of tags or words.

Once all of the named entities were tagged and tabulated, the first step to measure the direct effect of the new essay prompt was to perform propensity score weighting. This was done using the WeightIt package in R [56]. See Figure SM4 for a visualization of this step. The largest adjustments were made for whether or not the student reported at least one college educated parent (“First Gen. Status”) and whether or not they attended a Hispanic Serving Institution (HSI). Whether or not students identified as Cuban or “Other” (meaning they had to write in how they identify) had relatively large adjustments that were comparable to gender, academic pathway, and whether or not the applicant applied from a private school. The Love plots generated
The percentages of words and characters were then measured using the weights and treatment. The full results for the analysis are in Table 6, including the disaggregated results just examining essays written by vertical and lateral applicants (respectively). Each numerical value in the table represents a percentage, with full numbers indicating 1% and above. Overall, there was a small but significant drop in the usage of named entities in the transfer essays after the new transfer essay prompt was introduced, regardless if the percentages were tabulated by words or characters. These results held even after excluding essays that did not use any named entities in their essays from the analysis.

However, there was also an important caveat to these results: the results were mixed after disaggregating by academic pathway. Vertical applicants included fewer named entities in their essays, but for lateral applicants the effect of the new prompt was null (p value for the estimate of the treatment effect was above 0.05 and the 95% confidence interval for the estimate included zero). This suggests that vertical applicants are following the text of the essay prompt more closely than lateral applicants by including fewer named entities. Combined, these results show a relationship between essay prompts and the various types of named entities they include in their essays. But some students, in this case those who were attending four year colleges and universities, seem to still see the essay as an opportunity to highlight experiences with different organizations even if the prompt does not specifically ask for it. Though we do control for different essay lengths by focusing on named entities as percentages of essays,

| Model   | Dependent variable | Term        | Estimate | Std. Error | 95% confidence interval |
|---------|--------------------|-------------|----------|------------|-------------------------|
| All     | % Words            | Intercept   | 3.18***  | 0.03       | [3.12, 3.23]            |
|         | Treatment          | − 0.14***   | 0.04     | [− 0.02, − 0.06] |
| All     | % Characters       | Intercept   | 3.64***  | 0.03       | [3.59, 3.71]            |
|         | Treatment          | − 0.18***   | 0.05     | [− 0.27, − 0.09] |
| Vertical| % Words            | Intercept   | 3.17***  | 0.03       | [3.10, 3.23]            |
|         | Treatment          | − 0.14***   | 0.04     | [− 0.23, − 0.06] |
| Vertical| % Characters       | Intercept   | 3.64***  | 0.03       | [3.57, 3.71]            |
|         | Treatment          | − 0.19***   | 0.05     | [− 0.29, − 0.10] |
| Lateral | % Words            | Intercept   | 3.59***  | 0.10       | [3.34, 3.80]            |
|         | Treatment          | − 0.05      | 0.16     | [− 0.36, 0.27] |
| Lateral | % Characters       | Intercept   | 4.09***  | 0.13       | [3.83, 4.35]            |
|         | Treatment          | − 0.10      | 0.19     | [− 0.47, 0.27] |

*p < 0.05, **p < 0.01, ***p < 0.001

for the lateral essays are presented in Figure SM5 and for the vertical essays in Figure SM6.
future studies might take a deeper examination into the specific effects of the shorter format than we do here.

**Study three: shared narrative materials in transfer essays**

Given the lack of literature on narrative strategies used in admissions essays broadly but transfer essays specifically, we took an inductive approach to qualitative coding. The authors spent several weeks reading random essays, describing narrative themes and tropes used by the applicants, and iteratively developed a final codebook to use on our stratified random sample of sociology and computer science applicants. Full descriptions of the codes are available in Table SM5. Given the relatively small sample size and short length of the documents, we opted for consensus in coding rather than inter-rater reliability [57]. We identified 21 codes that represented the variety of narrative themes, moves, arcs, and tropes that transfer students drew upon in writing their transfer essays. These codes also represent justifications and explanations for why the applicants were prepared to complete a degree in their intended major and why the campuses they selected were appropriate.

Students wrote about their past experiences from before enrolling, such as describing the humble origins of their interests (“Humble Beginnings”) and how they have been long interested in their intended major, sometimes since childhood (“Playing the Long Game”). Many students also drew upon their experiences in college, such as specific coursework, participation in student clubs and organizations, personal enrichment projects relevant to the major outside of class, and examples of academic excellence. There were also many examples of students describing interpersonal relationships as inspiration, connections indicative of strong social capital, and personal reflections on things like time served in the military, personal identity, experiences of trauma, and deep connections to the major (e.g., students describing how their ADHD diagnosis inspired their interest in psychology). Interestingly, there was one case of a student describing internships, but upon closer inspection they were describing internships they did not receive. We present the results in the aggregate in Table SM6. There were multiple instances of lateral applicants mentioning working with famous professors and labs affiliated with universities (e.g., Jet Propulsion Laboratory) and no comparable references from vertical applicants.

On average, the essays were tagged for more codes in 2015–2016. Lateral sociology students used 2.68 codes per document, whereas vertical applications used 3.76 codes. Computer science applicants used 3.6 codes (lateral) and 4 codes (vertical) per document. In 2016–2017, the average numbers of codes mostly dropped and the disparities between the code frequency also dropped, meaning the number of codes per essay started to look more similar. The sociology applicants used 2.75 (lateral) and 2.68 (vertical) codes per document with the new prompt. And for computer science students, the average numbers of codes fell to 2.48 for lateral applicants and 2.60 for vertical applicants. In this way, the new essay prompt was also associated with the applicant essays becoming more similar for the two groups.

Among the sociology and computer science students in our sample, there was notable variation in usage for some codes. Sociology applicants were at least three
times more likely to use the codes for Trauma, Personal Identity, Military Experience, and Volunteering. Computer science applicants were at least three times more likely to use the codes for Playing the Long Game and Personal Enrichment. The other 15 codes were used in more similar proportions. At first glance, this suggests that among applicants there are narrative materials that are broadly shared, regardless of intended major. In the aggregate, these results are similar in a qualitative study of first year essays which also found some parity in narrative choices [15]. The full table of codes is available in Table S7. In the next section, we look deeper into the qualitative results and disaggregate the codes by major, application year, and academic pathway (see Fig. 4).

Several notable patterns emerged after disaggregation. Here, we apply the same heuristic of comparing differences in counts that are at least three times larger for one group or another as above but also consider the directions of the changes (positive or negative) after the new essay prompt was introduced. There were codes that shifted in frequency three times as much for one group or another and differences that were directionally different for the groups, but here we only discuss the codes that fit both criteria. Of the codes presented in Fig. 4, all of the shifts except for Academic Excellence were associated with one group using the code less (e.g., Media was used 4 times less by vertical applicants than the increase in frequency among lateral applicants). Interestingly, these results connect back to study two because the most effected codes with lateral applicants theoretically connect back to named entities (Volunteering, Student Club or Organization, Internships, and Research or Teaching Experiences). Although lateral applicants did not use significantly fewer named entities in their essays, these results suggest a narrative shift observable through human reading.
Among sociology applicants, vertical applicants used fewer codes for media, volunteering, trauma, Eureka moments while these codes either increased or stayed the same for lateral applicants; vertical applicants also used academic excellence more than lateral students with the new prompt. Among lateral sociology applicants, student club and organizations codes were used less often but became more frequent among vertical applicants. Vertical applicants for sociology were using less self-description and analysis in their essays relative to lateral applicants, such as the trauma and Eureka moment codes. This shift of vertical applicants using less narratives about themselves and lateral applicants including more might help explain the drop in classification accuracy described in study one based on the topics and dictionary features.

Among computer science applicants, the only code used differently while fitting the criteria among vertical applicants was Eureka moment. For lateral applicants, the research and teaching experiences, volunteering, and internship codes were used less. The results for the lateral computer science applicants were somewhat surprising since they suggest that they were writing less about experiences involving named entities despite the null effect reported in study two. It might also be the case that they describe these types of experiences more in other essays (in 2016–2017, all University of California applicants had to write four essays). Vertical applicants in computer science and sociology both described fewer Eureka moments as well, possibly pointing to similar patterns of less self-description and analysis from them with the new prompt. This, along with the codes used less by lateral applicants and more by vertical applicants for computer science, would further help explain the results of study one.

**Discussion**

Social science has been calling on the potential for computational methods to ask new questions about new forms of data. Here, we take these calls and extend the literature on stratification of college application materials while focusing on an often underexamined group, transfer applicants. The transfer system is a popular option in the US which gives students second chances and complete degree programs. But, as we show in this paper, unique forms of stratification based on the academic pathways of the applicants are linked to variation in transfer application materials. We also show how a specific element used in many transfer application protocols, the essay, seems to vary along dimensions relating to sociocultural capital (linguistic, cultural, and narrative) but that the language of the essay prompt might mediate the strength of this variation.

It is unlikely that lateral applicants were developing less linguistic capital through their writing classes, professional development, and interactions with other students at their four year schools than the previous year. What is more likely is that the new essay prompt altered the choices that all transfer applicants made about what language to use in their essays, who to reference, and narrative structures. This effect was noticeable among the vertical applicants with respect to their lower usage rates of named entities not observed with the lateral applicants. An important aspect of
cultural capital is knowing when to break the rules, and here we showed how the vertical applicants followed the rules of the new prompt more closely than the lateral applicants. Regardless of the rules of the essay prompts, students still had to decide which narrative arcs and vignettes to provide. Vertical applicants are unlikely to have access to the same types of characters, stories, and opportunities as lateral applicants. To compensate this difference in narrative capital, vertical applicants used more codes related to themselves and personal experiences (e.g., Media and Trauma) in 2015–2016. This shifted towards personal experiences and successes more grounded in school (Academic Excellence). Our theoretical frames and computational methods allowed us to analyze patterns in the data not detectable at the surface level using popular textual metrics.

In this way, how we did the work was also important. There is a rapidly growing body of research (and in some cases practice) that applies computational methods (e.g., NLP) to data used in high stakes decision-making. Other examples of this include parole transcripts [58] and occupational mobility [59]. This paper is similar but also departs somewhat by following [25] and including human (qualitative) coding as part of the analysis. This not only provided additional insight into the narratives that transfer applicants composed as part of their applications but also provided another data point beyond their correlation with other information about the applicant.

For example, there was a stark drop in the predictive accuracy of essay content and style after the new prompt was released (72 vs. 59% classification accuracy). In the aggregate, there was also a significant drop in the amount of words and characters comprised of named entities in the essays after the new prompt was revealed. But qualitatively we also see that the applicants shifted their narrative strategies in ways that were detectable from the results of human reading. The combination of computational and qualitative results that all tell different versions of a similar story adds an extra degree of certainty and depth beyond word frequencies and co-occurrence patterns. Combined, they also show how institutional stratification of transfer applicants can be tied back to more or less measurable variation in the essays based on the essay prompt. Since so much variation in these forms of capital are connected with different types of social stratification, we hypothesize that this drop is desirable for educational equity because students appear more similar than different. Since we do not have outcomes data, we can only speculate, but additional research might extend these results to consider how admissions officers read admissions essays and how our results converge or diverge.

Our approach to research also highlights the importance of people in these evaluative processes and how we can rate and evaluate text in ways that are greater than the sums of their words. Given the strength of the computational results, there is both opportunity but also risk [60] in the downstream application of these methods to actual systems. Such risks include the potential for misinterpretation of computational results by human evaluators; the use of humans to simply “correct” the computation when errors arise rather than trust their judgement; and the possible distraction of computation in addressing the question of whether or not admissions essays should be used at all. Determining not just how but if computational toolkits
should be integrated into evaluative processes is a key question for researchers and practitioners to solve now and in future.

Before transfer essays even reach admissions offices, however, this study showed how the essays are varied based on the stratification of an applicant’s academic background and the essay prompt used to solicit said essays. Lateral and vertical applicants mentioned different types of majors they described in their essays that are generally associated with higher and lower income careers, respectively. Lateral students were also more likely to describe experiences related to internships and student research as well as include more named entities in their essays. Beyond our study, some of these patterns were also similar to results from studies of first year applicant essays. The combination of these factors shows how the essays provide evidence of an accumulated capital: students who have the capital (financial as well as sociocultural) to enroll in college (lateral applicants) add more during their time in college (and vice versa for vertical applicants). From this perspective, the drop in predictive accuracy after the new essay prompt was released could be interpreted as a drop in observable accumulated capital. Though this study cannot definitively connect this drop to educational outcomes, numerous studies of stratification and sociocultural capital hint at the possibility of these results indicating more equitable reading of these materials. Future studies could support or reject this premise.

Study two using NER provides further evidence of this from a unique perspective based on the culture of how applicants respond to essay prompts. Although lateral applicants referenced fewer named entities in the essays written for the new prompt on average, the new prompt did not significantly change the amount of named entities they included in their essays. The opposite was true for vertical applicants. This suggests that for transfer applicants, the cultures of how closely to follow the essay prompts tend to vary based on academic pathway. With respect to named entities, vertical applicants "played by the rules" of the prompt whereas lateral applicants had looser interpretations. Although we focus on the results of the propensity score weighting, it is still important to reiterate that the number of essays that did not include any named entities nearly tripled after the new prompt was introduced. Future studies of admissions systems should examine other types of essay prompts and their effects on students. Methodologically, study two also showed promise for NER and causal inference methods as tools for social science.

These results were somewhat in contrast to the results of study three, though not entirely. For example, lateral computer science applicants mentioned fewer internships, research and teaching experiences, and volunteering with the new prompt while these types of references either stayed the same or increased for vertical applicants. But, these and other results also highlight how the language of the new prompt helped essays from lateral and vertical applicants become more similar, a key finding for the other two studies.

The three studies described in this paper showed different forms of stratification in transfer essay prompts, academic pathways, and sociocultural capital using computational and human reading. For many good reasons, fairness, ethics, and bias in computational analyses of education data typically focuses on protected attributes [61], but future work might consider how academic pathways
and institutional experiences might also lead to biased results and stratified outputs due to stratified inputs. Given the similarity of transfer prompts and graduate school personal statement prompts, as well as the well known correlations of academic pathways to graduate school [62], our results seem to invite analyses based on graduate school personal statements.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s42001-022-00185-5.
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