Abstract

We study the thermodynamics and geometrothermodynamics of different black hole configurations in more than four spacetime dimensions. We use the response functions to find the conditions under which second order phase transitions occur in higher-dimensional static Reissner-Nordström and stationary Kerr black holes. Our results indicate that the equilibrium manifold of all these black hole configurations is in general curved and that curvature singularities appear exactly at those places where second order phase transitions occur.
I. INTRODUCTION

During the last century, differential geometry has become an essential element of theoretical physics. One of the most interesting examples of this fact is the application of Riemannian geometry in general relativity as a theory of the gravitational field. Indeed, today we understand gravity as a manifestation of the Riemann curvature of spacetime so that measuring the curvature is equivalent to measuring the gravitational interaction. This is a consequence of the astonishing principle “field strength = curvature”, proposed originally by Einstein. Since the field strength can be considered as a measure of the gravitational interaction, it follows that the entire idea of general relativity can be summarized in the principle “interaction = curvature”. The same principle is valid in the case of gauge theories. For instance, Maxwell’s theory of electromagnetism can be described geometrically in terms of the elements of a principal fiber where the base manifold is the Minkowski spacetime, the standard fiber is the gauge group $U(1)$, which represents the internal symmetry of the electromagnetic interaction, and the connection across the fibers is a local cross-section which takes values in the algebra of $U(1)$. If we replace the gauge group and the connection $U(1)$ by $SU(2)$ or $SU(3)$, we obtain the geometric description of the weak or the strong interaction, respectively. Although in the case of gauge theories the Riemannian curvature of the base space vanishes, it is the gauge curvature of the principal fiber bundle which is equivalent to the interaction (see, for instance, [1] for an introductory review).

Another important branch of theoretical physics is thermodynamics, and one may wonder whether it is possible to represent it in the context of differential geometry. The first attempts in this direction were made in the pioneering works by Gibbs [2] and Caratheodory [3] in which the language of differential forms were introduced in thermodynamics. Riemannian geometry was first introduced in statistical physics and thermodynamics by Rao [4], in 1945, by means of a metric whose components in local coordinates coincide with Fisher’s information matrix. Rao’s original work has been followed up and extended by a number of authors (see, e.g., [5] for a review). Hessian metrics have been used intensively to study the geometry of the thermodynamics of ordinary systems and black holes [6–14]. An additional aspect of classical thermodynamics is that it is invariant with respect to Legendre transformations [15], i.e., the properties of a given thermodynamic system are independent of the choice of thermodynamic potential. In [16], this property was taken into account in
the context of a geometric description of thermodynamics.

It turns out that to correctly handle the Legendre transformations and the geometric version of the first law of thermodynamics, it is necessary to introduce a contact geometry structure in the thermodynamic phase space [17]. The formalism of geometrothermodynamics (GTD) [16] was recently proposed to unify in a consistent and Legendre invariant manner the contact structure of the phase space with the Riemannian structure of the equilibrium space. As a result, Riemannian metrics are obtained for the equilibrium space that are no longer Hessian, and are invariant under Legendre transformations. One of the main goals of GTD is to interpret the curvature of the equilibrium space as a manifestation of the thermodynamic interaction. This would imply that an ideal gas and its generalizations with no internal mechanic interaction correspond to an equilibrium manifold with vanishing Riemannian curvature. In the case of interacting systems with non-trivial structure of phase transitions, one would expect that the curvature is non-vanishing and becomes singular near the points where phase transitions occur. This has been shown to be true in all the thermodynamic systems investigated so far [18]. In particular, all the black hole configurations of Einstein’s theory in four dimensions were investigated in detail. In this work, we will analyze the geometric properties of the equilibrium manifold of higher dimensional black holes.

In recent years, black hole solutions in more than four spacetime dimensions have been the subject of intensive research. Extensions of general relativity to higher dimensional Riemannian spacetimes, provides more information about the fundamental properties of black holes. In dimensions higher than four, the uniqueness theorems do not hold due to the fact that there are more possibilities to include more degrees of freedom. For example, in five dimensions, the additional rotational symmetry adds one more angular momentum to the rotating object. Different kinds of black objects have been found in higher dimensional spacetimes (see [19] for a comprehensive review). Another interesting feature of higher dimensional black objects refers to the topology of the horizon. In four dimensional configurations, the topology of the Killing horizon is trivially fixed as $S^2$. But in five dimensions, we can have different topologies as $S^2 \times S^1$ for black objects with ring singularities, and the string topology $S^2 \times \mathcal{R}$ for black strings in supergravity extensions of higher dimensional general relativity. Also, the phase transition structure of the black holes looks like completely different. The phase transition structure depends on the dimension of the spacetime. In the case
of asymptotically anti-de Sitter black holes [20–24], the black hole properties are strongly affected by the presence of the cosmological constant and, in some cases, the configuration becomes unstable [25]. These different characteristic features of black objects in higher dimensional gravity theories (including vacuum general relativity, Einstein-Yang-Mills, etc.) encourage us to investigate the GTD formalism in this new area.

This work is organized as follows. In Sec. II, we review the main ingredients of the formalism of GTD, and present the thermodynamic metric that will be used in further sections to analyze the equilibrium manifold of black hole configurations. In Secs. III and IV, we analyze the thermodynamic properties of the Reissner-Nordström and Kerr black holes in dimensions higher than four, and present the explicit form of the metric for the corresponding equilibrium manifolds. We show that the GTD analysis correctly reproduces the thermodynamic behavior of these configurations. Finally, Sec. V contains discussions of our results and suggestions for further research.

II. GEOMETROTHERMODYNAMICS

To describe a system with $n$ thermodynamic degrees of freedom it is convenient to introduce the equilibrium space $\mathcal{E}$ whose coordinates can be identified with the extensive thermodynamic variables $E^a$, with $a = 1, \ldots, n$. Then, each point of $\mathcal{E}$ represents a particular equilibrium state in which the system can exist. Clearly, not every point of $\mathcal{E}$ can be occupied by a given system. The set of points of $\mathcal{E}$ that are available to a particular system is determined by the fundamental equation $\Phi = \Phi(E^a)$, where $\Phi$ is the thermodynamic potential [15]. Usually, $\Phi$ is identified either with the entropy $S$ or with the internal energy $U$ of the system. However, it is possible to use any thermodynamic potential, leaving the thermodynamic properties of the system unchanged.

It is possible to equip the equilibrium space with a differential geometric structure in several ways. The simplest way perhaps consists in introducing into $\mathcal{E}$ a Hessian metric

$$g^H = \frac{\partial^2 \Phi}{\partial E^a \partial E^b} dE^a dE^b,$$

so that $\mathcal{E}$ becomes a Riemannian manifold. The line element $g^H$ behaves as a scalar under arbitrary changes of coordinates of $\mathcal{E}$, i.e., under diffeomorphisms $E^a \rightarrow \tilde{E}^a = \tilde{E}^a(E^a)$ involving only the set of coordinates $\{E^a\}$. 
Since the function $\Phi$ can be considered as the generating function of the Hessian metric, the above geometric construction is well-defined for any particular choice of $\Phi$, but it does not allow to consider changes of thermodynamic potential. In fact, in classical thermodynamics a change of thermodynamic potential is defined by the Legendre transformation [26]

$$\{\Phi, E^a, I^a\} \rightarrow \{\tilde{\Phi}, \tilde{E}^a, \tilde{I}^a\},$$

(2)

$$\Phi = \tilde{\Phi} - \delta_{kl} \tilde{E}^k \tilde{I}^l, \quad E^i = -\tilde{I}^i, \quad E^\bar{j} = \tilde{E}^\bar{j}, \quad I^i = \tilde{E}^i, \quad I^j = \tilde{I}^j,$$

(3)

where $I^a$ is a set of $n$ additional variables, $i \cup j$ is any disjoint decomposition of the set of indices $\{1, \ldots, n\}$, and $k, l = 1, \ldots, i$. In particular, for $i = \{1, \ldots, n\}$ and $i = \emptyset$, we obtain the total Legendre transformation and the identity, respectively. The above exact definition shows that a Legendre transformation cannot act on an $n$-dimensional space, but on a $(2n + 1)$-dimensional space $T$ with coordinates $Z^A = \{\Phi, E^a, I^a\}$, with $A = 0, \ldots, 2n$, which is known as the thermodynamic phase space [17].

The introduction of $T$ allows us to correctly handle not only the Legendre transformations, but also the first law of thermodynamics. In fact, in the phase space there exists a canonical contact structure determined by the fundamental Gibbs 1-form $\Theta = d\Phi - \delta_{ab} I^b dE^a = d\Phi - I_a dE^a$. The equilibrium space is then a subspace of $T$ defined by the embedding map $\varphi : \mathcal{E} \rightarrow T$ under the condition

$$\varphi^*(\Theta) = 0, \quad \text{i.e.} \quad d\tilde{\Phi} = I_a d\tilde{E}^a, \quad \text{and} \quad I_a = \frac{\partial \Phi}{\partial E^a},$$

(4)

where $\varphi^*$ is the pullback of $\varphi$. The above expressions can be immediately identified as the first law of thermodynamics and the equilibrium conditions, respectively. Notice that the fundamental 1-form $\Theta$ is Legendre invariant in the sense that under a transformation (3) it transforms as $\Theta \rightarrow \tilde{\Theta} = d\tilde{\Phi} - \delta_{ab} \tilde{I}^b d\tilde{E}^a$. As a consequence, in the new coordinates the first law preserves its functional dependence, i.e., $d\tilde{\Phi} = \tilde{I}_a d\tilde{E}^a$.

One of the goals of GTD consists in introducing a metric $g$ in $\mathcal{E}$ whose properties do not depend on the choice of thermodynamic potential. From the above considerations, it follows that there exists a canonical manner to introduce such a metric, namely, with $g = \varphi^*(G)$ where $G$ is a metric in $T$ that preserves Legendre invariance. Clearly, there exist metrics $G$ that are not Legendre invariant. In particular, the flat metric $G = \delta_{AB} dZ^A dZ^B$ changes its functional dependence under a Legendre transformation, indicating that any Legendre
invariant phase manifold must be curved. Furthermore, the non-degenerate metric

\[ G^H = (d\Phi - \delta_{ab} I^a dE^b)^2 + \delta_{ab} dE^a dI^b, \]  

(5)

whose pullback, \( \varphi^*(G^H) = g^H \), generates the Hessian metric (1), is not Legendre invariant. This proves that the Hessian metrics are not independent of the choice of thermodynamic potential. We have found that the most general metric which is invariant under total Legendre transformations can be written as

\[ G = (d\Phi - I_a dE^a)^2 + \Lambda \left( \xi_{ab} E^a I^b \right) \left( \chi_{cd} dE^c dI^d \right), \]  

(6)

where \( \xi_{ab} \) and \( \chi_{ab} \) are diagonal constant tensors, and \( \Lambda \) is an arbitrary Legendre invariant function of the coordinates \( Z^A \). In particular, \( \Lambda \) can be chosen as an arbitrary real constant. The diagonal tensors can be expressed in terms of the usual Euclidean metric, \( \delta_{ab} = \text{diag}(1, \ldots, 1) \), and the pseudo-Euclidean metric, \( \eta_{ab} = \text{diag}(-1, 1, \ldots, 1) \). Using additional physical conditions [18], it turns out that the choice \( \xi_{ab} = \delta_{ab} \) and \( \chi_{ab} = \delta_{ab} \) (\( \xi_{ab} = \delta_{ab} \) and \( \chi_{ab} = \eta_{ab} \)) leads to a metric which describes systems characterized by first (second) order phase transitions. Moreover, the choice \( \xi_{ab} = (\delta_{ab} - \eta_{ab})/2 \) allows us also to correctly handle the zero-temperature limit. We see that Legendre invariance leaves free only the signature of \( \chi_{ab} \), which can be fixed by the order of the phase transition under consideration. Since in this work we will analyze black hole configurations with second order phase transitions, we choose the metric as

\[ G^{\text{II}} = (d\Phi - \delta_{ab} I^a dE^b)^2 + \left( \delta_{ab} E^a I^b \right) \left( \eta_{cd} dE^c dI^d \right), \]  

(7)

whose pullback generates the metric

\[ g^{\text{II}} = \left( E^a \frac{\partial \Phi}{\partial E^a} \right) \left( \eta^c_{b} \frac{\partial^2 \Phi}{\partial E^c \partial E^d} dE^b dE^d \right) \]  

(8)

for the equilibrium manifold, where \( \eta^c_{b} = \text{diag}(-1, 1, \ldots, 1) \). We see that this metric can be calculated explicitly once the fundamental equation \( \Phi = \Phi(E^a) \) is given.

The main point now is that the geometric properties of the equilibrium manifold \( \mathcal{E} \) described by the metric \( g^{\text{II}} \) should be related to the thermodynamic properties of the system described by the fundamental equation \( \Phi(E^a) \). In particular, one expects that \( \mathcal{E} \) be curved for systems with thermodynamic interaction and that curvature singularities in \( \mathcal{E} \) correspond to phase transitions of the corresponding thermodynamic system.
The solution for the charged black hole with no angular momentum (Reissner-Nordström black hole) can be extended to any dimension. The corresponding line element in \(d\) spacetime dimensions reads \([7]\)

\[
 ds^2 = -V \, dt^2 + V^{-1} \, dr^2 + r^2 \, d\Omega_{(d-2)}^2 ,
\]

where \(d\Omega_{(d-2)}^2\) is the line element on the \((d - 2)\)-dimensional unit sphere, \(\Omega_{(d-2)} = 2\pi^{\frac{d-1}{2}}/\Gamma(\frac{d-1}{2})\), and \(V\) is defined as

\[
 V = 1 - \frac{16\pi GM}{(d - 2)\Omega_{(d-2)}} \frac{1}{r^{d-3}} + \frac{8\pi G}{(d - 2)(d - 3)} \frac{Q^2}{r^{2(d-3)}} .
\]

Solving the equation \(V = 0\), one can find the event horizon in any dimensions and thus derive the area and the corresponding entropy.

### A. Thermodynamics

The fundamental equation for the entropy reads \([7]\)

\[
 S(M, Q) = \left( M + M \sqrt{1 - \frac{d - 2}{2(d - 3)} \frac{Q^2}{M^2}} \right)^{\frac{d-2}{d-3}} .
\]

Inverting (11), one obtains the mass function \([7]\)

\[
 M(S, Q) = \frac{S^{\frac{d-3}{d-2}}}{2} + \frac{d - 2}{4(d - 3)} \frac{Q^2}{S^{\frac{d-2}{d-3}}} ,
\]

that satisfies the first law of thermodynamics \(dM = TdS + \phi dQ\), where \(\phi\) is usually interpreted as an electric potential. Then, the temperature and the electric potential are

\[
 T(S, Q) = \frac{1}{4} \frac{2(d - 3) S^{\frac{2(d-3)}{d-2}} - (d - 2) Q^2}{(d - 2) S^{\frac{d-5}{d-2}}} , \quad \phi(S, Q) = \frac{d - 2}{2(d - 3)} \frac{Q}{S^{\frac{d-2}{d-3}}} .
\]

In the extremal limit,

\[
 \left. \frac{Q^2}{M^2} \right|_{\text{extremal}} = \frac{2(d - 3)}{d - 2} \quad \text{i.e.} \quad \left. \frac{Q^2}{S^{\frac{2(d-3)}{d-2}}} \right|_{\text{extremal}} = \frac{2(d - 3)}{d - 2} ,
\]

the temperature of the black hole vanishes and the electric potential is constant. Incidentally, in the extremal case, one gets \(M^2 = \phi^2 Q^2\). Note that this limit exists in any dimension.
will see in the next section that the situation is different for the Kerr black hole, for which there is an extremal limit only up to dimension 5 [7].

According to Davies [27], phase transitions occur at those points where the heat capacity diverges. In general, however, according to Ehrenfest’s scheme [15], one cannot exclude the possibility that other response functions might indicate the presence of phase transitions. We will follow this viewpoint in this work. In the case of the RN black hole, the thermodynamic potential $M$ depends on $Q$ and $S$ and so one can define two different response functions. The heat capacity at constant $Q$ reads

$$C_Q = \frac{M_S}{M_{SS}} = -\frac{(d-2)S \left( (d-2)Q^2 - 2(d-3)S^\frac{2(d-3)}{d-2} \right)}{(d-2)(2d-5)Q^2 - 2(d-3)S^\frac{2(d-3)}{d-2}}, \quad (15)$$

where $M_S = \partial M/\partial S$, etc. Moreover, in this ensemble one can also consider the isentropic compressibility

$$\kappa_S = \frac{1}{Q M_{QQ}} = \frac{2(d-3)}{d-2} \frac{S^\frac{d-3}{d-2}}{Q}. \quad (16)$$

We note that the only possible divergence is that of the heat capacity, which takes place when the denominator of (15) is zero, i.e., whenever

$$\frac{Q^2}{S^\frac{2(d-3)}{d-2}} \bigg|_{\text{phase transition}} = \frac{2(d-3)}{(2d-5)(d-2)}. \quad (17)$$

One can prove that this value is in the black hole region, i.e., that the condition

$$\frac{Q^2}{M^2} \leq \frac{2(d-3)}{d-2} \quad (18)$$

is satisfied. In fact, by using Eq. (11), we can rewrite Eq. (17) as

$$\frac{Q^2}{M^2} \bigg|_{\text{phase transition}} = \frac{2(d-3)(2d-5)}{(d-2)^3}, \quad (19)$$

which is easily proven to be inside the black hole region for any value of $d > 3$.

It is interesting to note that the phase transition structure of black holes can depend on the chosen ensemble. For instance, if we use the ensemble corresponding to the “enthalpy”, $H = M - \phi Q$,

$$H(S, \phi) = -S^\frac{d+2}{d-2} \frac{2\phi^2 (d-3) - d + 2}{2(d-2)}, \quad (20)$$

from which we can calculate

$$C_\phi = \frac{H_S}{H_{SS}} = -(d-2)S, \quad (21)$$

we observe that the heat capacity at constant $\phi$ has no singularities; hence we expect no phase transitions from the thermodynamic analysis in this ensemble.
B. Geometrothermodynamics

Given the fundamental equations (11) and (12), and the general metric (8), we can calculate the particular metric and the scalar curvature for the RN black hole, both in the entropy and in the energy representations. The metric with \( \Phi = S \) and \( E^a = \{M, Q\} \) reads

\[
g_{\text{II}}^S = \left[ \frac{1}{2} M(2 + \mathcal{E}(M, Q)) \right]^{2 \frac{(d-2)}{d-3}} \left\{ -4(d-2)^2(d-3) \left[ (d-2)^2 Q^2 - 4(d-3)M^2 \right] \mathcal{E}(M, Q) \\
+ 2(d-1)(d-2)Q^2 - 8(d-3)M^2 \right\} dM^2 \\
- 2(d-2)^3 \left[ (d-2)Q^2 - 2(d-3)^2 M^2 \right] \mathcal{E}(M, Q) - 4(d-3)^2 M^2 \right\} dQ^2 \right\},
\]

where

\[
\mathcal{D}(M, Q) = M^2(d-3)^4 \left( (d-2)Q^2 - 2(d-3)M^2 \right) \mathcal{E}(M, Q) \left( 2 + \mathcal{E}(M, Q) \right)^2
\]

and

\[
\mathcal{E}(M, Q) = \sqrt{4 - 2\frac{(d-2)}{d-3} \frac{Q^2}{M^2}}.
\]

The scalar curvature is

\[
R_{\text{II}}^S = \frac{\mathcal{N}_1(M, Q)}{\mathcal{A}_1(M, Q)^2 \mathcal{B}_1(M, Q)^2},
\]

where

\[
\mathcal{A}_1(M, Q) = \left[ (d-2)^2 Q^2 - 4(d-3)M^2 \right] \mathcal{E}(M, Q) + 2(d-1)(d-2)Q^2 - 8(d-3)M^2
\]

and

\[
\mathcal{B}_1(M, Q) = \left[ (d-2)^2 Q^2 - 2(d-3)^2 M^2 \right] \mathcal{E}(M, Q) - 4(d-3)^2 M^2,
\]

which are proportional to the metric components in (22).

Using a software for algebraic manipulations, we find that the only real positive root of the denominator of the curvature scalar (25) is given by solving \( \mathcal{A}_1(M, Q) = 0 \) and gives

\[
M_{\text{singularity}} = \frac{\sqrt{2}}{2} \frac{(d-2)^2 Q}{\sqrt{d-3} \sqrt{d-2} \sqrt{2d-5}},
\]

which is easily seen to be equivalent to (19). Furthermore, it can be proven that \( \mathcal{N}_1(M, Q) \) is never zero where \( \mathcal{A}_1(M, Q) \) and \( \mathcal{B}_1(M, Q) \) are. From Eqs. (19) and (33), we can conclude
that in fact the curvature singularities are located exactly at those points where phase transitions occur.

To show that the above results are invariant, we now use as thermodynamic potential \( \Phi = M \) and \( E^a = \{ S, Q \} \), satisfying the fundamental equation (12). Then, from the general thermodynamic metric (8), we obtain the metric

\[
g_{II}^M = \frac{A_2(S, Q) S^{2(d-3)} - B_2(S, Q)}{d - 3} \left\{ - \frac{B_2(S, Q)}{16(d - 2)^3 S^2} dS^2 + \frac{1}{8(d - 3)} dQ^2 \right\},
\]

from which we compute the curvature scalar

\[
R_{II}^M = \frac{N_2(S, Q)}{A_2(S, Q)^3 B_2(S, Q)^3},
\]

where

\[
A_2(S, Q) = 2(d - 3)^2 S^{2(d-3)} + (d - 1)(d - 2)Q^2
\]

and

\[
B_2(S, Q) = (2d - 5)(d - 2) Q^2 - 2(d - 3) S^{2(d-3)}.
\]

Using again a software for algebraic manipulations, one can see that the only points of divergence of \( R_{II}^M \) are given by

\[
\left. \frac{Q^2}{S^{2(d-3)}} \right|_{\text{singularity}} = \frac{2(d - 3)}{(2d - 5)(d - 2)},
\]

which coincides with the condition for the phase transitions (17). Once more we see a concrete relationship between the curvature of the metric (8) and the thermodynamic interaction.

To consider the behavior of the GTD analysis with respect to different ensembles, we turn now back to the general metric (8) and write it with the fundamental equation (20) so that \( \Phi = H \) and \( E^a = \{ S, \phi \} \). The resulting metric reads

\[
g_{II}^H = \frac{(d - 3)^2(6\phi^2 d - 14\phi^2 - d + 2)}{4(d - 2)^3} \left\{ \frac{2\phi^2 d - 6\phi^2 - d + 2}{S^{2(\pi^2)} (d - 2)^2} dS^2 + 4S^{2(\pi^2)} d\phi^2 \right\}.
\]

Consequently, the scalar curvature reads

\[
R_{II}^H = \frac{N_3(S, \phi)}{A_3(S, \phi)^3 B_3(S, \phi)^2},
\]
where
\[ A_3(S, \phi) = 6\phi^2d - 14\phi^2 - d + 2, \] (36)
i.e. the conformal factor in the metric (34) and
\[ B_3(S, \phi) = 2\phi^2(d - 3) - d + 2. \] (37)
Hence the first factor in the denominator, being the conformal factor in the metric (34), is equal to \( SH_S + \phi H_\phi \), which, in turn, according to Euler’s identity, is proportional to \( H \). Thus, the first term in the denominator of the scalar curvature is zero if and only if the thermodynamic potential vanishes, \( H = 0 \). Considering the equation of state \( \phi = \partial M/\partial Q \), the second factor turns out to be zero for \( S^2 = [Q^2(d - 2)/(2(d - 3))]^{(d-2)/(d-3)} \), which corresponds exactly to the extremal black hole limit (14) with zero temperature. This is due to the fact that in this case the metric \( g^H_{\mu \nu} \) becomes degenerate in the extremal limit. Thus, the only singularities arise from the limits of applicability of the thermodynamic approach to black holes, where we also expect the GTD approach to break down.

We conclude that the scalar curvature in this ensemble has no true singularities, signaling the absence of phase transitions, in agreement with the results obtained from the study of the corresponding heat capacity (21).

As a final remark, we point out that the Hessian metric (1) with \( \Phi = M \) (Weinhold’s metric) for this case is curved, but the analysis of its scalar curvature gives no special information about the phase transition points. Moreover, for \( \Phi = S \) (Ruppeiner’s metric) the equilibrium space is flat [7]. In [20], this last result is interpreted as an indication that a divergence of the heat capacity does not represent a phase transition.

IV. KERR BLACK HOLE IN ANY DIMENSION

The solution for the Kerr black hole in arbitrary dimension corresponds to taking a Myers-Perry black hole with only one angular momentum different from zero. The line element is [28]
\[
 ds^2 = - dt^2 + \frac{\mu}{r^{d-5}\rho^2} (dt + a \sin^2\theta \, d\phi)^2 + \frac{\rho^2}{\Delta} \, dr^2 + \rho^2 \, d\theta^2 + (r^2 + a^2) \sin^2\theta \, d\phi^2 \\
+ r^2 \cos^2\theta \, d\Omega_{(d-4)}^2, \]
(38)
where
\[ \rho^2 = r^2 + a^2 \cos^2 \theta, \quad \Delta = r^2 + a^2 - \frac{\mu}{r^{d-5}} \] (39)
and the physical mass \( M \) and angular momentum \( J \) are related to \( \mu \) and \( a \) by
\[ M = \frac{(d-2)\partial \Omega_{d-2}}{16\pi G} \mu, \quad J = \frac{2}{d-2} M a, \] (40)
where \( \partial \Omega_{d-2} \) is the area of the \((d-2)\)-dimensional unit sphere.

A. Thermodynamics

Following the notation of [7], the fundamental equation for the mass is
\[ M(S, J) = \frac{d-2}{4} S^{\frac{d-3}{d-2}} \left( 1 + \frac{4J^2}{S^2} \right)^{\frac{1}{d-2}} \] (41)
In the general case, it is not possible to invert this equation, so we will work with the mass representation only. From (41) it follows that the temperature \( T = \frac{\partial M}{\partial S} \) and the angular velocity at the horizon \( \Omega = \frac{\partial M}{\partial J} \) are
\[ T(S, J) = \frac{(d-3) \left( 1 + 4 \frac{d-5}{d-3} \frac{J^2}{S^2} \right)}{4S^{\frac{d-3}{d-2}} \left( 1 + 4 \frac{J^2}{S^2} \right)^{\frac{d-3}{d-2}}}, \quad \Omega(S, J) = \frac{2J}{S^{\frac{d-1}{d-2}} \left( 1 + 4 \frac{J^2}{S^2} \right)^{\frac{d-3}{d-2}}}, \] (42)
from which it can be easily seen that an extremal limit for the Kerr black hole exists only for \( d \leq 5 \). When \( d = 4 \) the limit is the usual Kerr bound \( J/M^2 = 1 \) and for \( d = 5 \) it is the Myers-Perry black hole bound \( J^2/M^3 = 16/27 \) (see e.g. [7]).

To investigate the phase transition structure of this black hole, we calculate the corresponding response functions in this representation. The heat capacity at constant angular momentum \( J \) reads
\[ C_J = \frac{M_S}{M_{SS}} = -\frac{(d-2)S(S^2 + 4J^2) \left[ (d-3)S^2 + 4(d-5)J^2 \right]}{48(d-5)J^4 - 24S^2J^2 + (d-3)S^4}, \] (43)
and the isentropic compressibility can be expressed as
\[ \kappa_S = \frac{1}{JM_{,J}} = -\frac{1}{2 J S^{\frac{d-3}{d-2}}} \left( d-2 \right) \left( S^2 + 4J^2 \right)^{\frac{d-3}{d-2}} \frac{2d-3}{4(d-4)J^2 - (d-2)S^2}. \] (44)

We note that in this case there can be divergences in both response functions. First of all let us focus on the heat capacity. The divergences in this case are situated at the points which satisfy the relation
\[ \left. \frac{J^2}{S^2} \right|_{\text{phase transition}} = \frac{1}{4} \left( \frac{d-3}{3 + \sqrt{-3d^2 + 24d - 36}} \right). \] (45)
The r.h.s. of Eq.(45) is real only if \( d = 4, 5, 6 \), so that we can have a divergence in the heat capacity (a phase transition à la Davies) only for \( d = 4, 5, 6 \). Furthermore, the isentropic compressibility diverges when

\[
\frac{J^2}{S^2} \bigg|_{\text{phase transition}} = \frac{1}{4} \frac{d - 2}{d - 4},
\]

under the condition that \( d > 4 \).

For \( d = 4, 5 \), we have to check that the singularities of the heat capacity are in the black hole region. Indeed, this can easily be checked. For example, for \( d = 4 \), we can obtain \( S \) from Eq.(45) and evaluate \( J/M^2 \) at this critical value. Since the result is \( J/M^2|_{\text{critical}} = \sqrt{3} + 2\sqrt{3}/(2 + \sqrt{3}) \), which is less than the extremal limit \( J/M^2 = 1 \), we can affirm that this point belongs to the black hole region. A similar analysis can be performed for \( d = 5 \) to prove that all the singularities of the response functions are in the black hole region.

**B. Geometrothermodynamics**

Given the fundamental equation (41) and the general metric (8), we can calculate the particular metric and the scalar curvature for the Kerr black hole only in the mass representation. Fortunately, in [29], we have proven a conformal relation which enables us to write \( g^\Sigma \) in terms of \( g^M \), the relation being for the case of the Kerr black holes

\[
g^\Sigma = -\frac{M - J \Omega}{T^2 (S - J \Omega)} g^M,
\]

where \( T \) is the temperature and \( \Omega \) is the angular velocity at the horizon, as usual. First we calculate (8) in the mass representation. Using eq. (41) the metric reads

\[
g^M = \frac{(d - 3)}{16(d - 2) (S^2 + 4J^2)^{\frac{d-3}{d-4}}} \left\{ S^{\frac{6}{d-2}} \left[ 48(d - 5)J^4 - 24S^2J^2 + (d - 3)S^4 \right] dS^2 
- 8S^{2(d-5)} \left[ 4(d - 4)J^2 - (d - 2)S^2 \right] dJ^2 \right\}.
\]

With the use of eqs. (47) and (48), the metric in the entropy representation then reads

\[
g^\Sigma = -\frac{16 S^{\frac{6}{d-2}} (S^2 + 4J^2)^{\frac{d-3}{d-4}} \left[ 4(d - 4)J^2 + (d - 2)S^2 \right] ^2}{(d - 3) \left[ (d - 3)S^2 + 4(d - 5)J^2 \right] ^2} \cdot g^M.
\]

The scalar curvature in both cases can be calculated. It turns out to be

\[
R^\Sigma = \frac{\mathcal{N}_4(S, J)}{(d - 3)A_4(S, J)^2B_4(S, J)^2},
\]

where

\[
\mathcal{N}_4(S, J) = \frac{M - J \Omega}{T^2 (S - J \Omega)},
\]

\[
A_4(S, J) = S^{\frac{6}{d-2}} (S^2 + 4J^2)^{\frac{d-3}{d-4}} \left[ 48(d - 5)J^4 - 24S^2J^2 + (d - 3)S^4 \right],
\]

\[
B_4(S, J) = 8S^{2(d-5)} \left[ 4(d - 4)J^2 - (d - 2)S^2 \right].
\]
where

\[ \mathcal{A}_4(S, J) = 48(d - 5)J^4 - 24J^2S^2 + (d - 3)S^4 \] (51)

and

\[ \mathcal{B}_4(S, J) = 4(d - 4)J^2 - (d - 2)S^2, \] (52)

while

\[ R^{II}_S = \frac{\mathcal{N}_5(S, J)}{\mathcal{A}_4(S, J)^2\mathcal{B}_4(S, J)^2\mathcal{C}_5(S, J)^3}, \] (53)

where \( \mathcal{A}_4(S, J) \) and \( \mathcal{B}_4(S, J) \) are the same as in (51) and (52), and

\[ \mathcal{C}_5(S, J) = 4(d - 4)J^2 + (d - 2)S^2 \] (54)

is proportional to the conformal factor in (49). First we note that \( \mathcal{C}_5(S, J) \) is always different from zero. Afterwards, it is immediate to see that \( \mathcal{A}_4(S, J) \) is exactly the denominator of the heat capacity (43) and \( \mathcal{B}_4(S, J) \) is the denominator of the compressibility (44). Since both of them are in the denominators of \( R^{II}_M \) and \( R^{II}_S \) and since the numerators do not vanish at the points of singularity, we conclude that again we have a concrete relationship between the singularities of the curvature of the metric (8) and the second order phase transition structure.

V. CONCLUSIONS

In this work, we analyzed the geometric structure of the equilibrium manifold of higher dimensional black holes. To this end, we used the approach of GTD, a formalism that represents the thermodynamic properties, like interaction and phase transitions, in terms of concepts of differential geometry, like curvature and singularities, in a way that resembles the geometric interpretation of field theories.

We analyzed two of the most interesting higher dimensional black hole configurations, namely, the Reissner-Nordström and the Kerr black holes. First, we derive all the critical points that follow from the analysis of the divergencies of the thermodynamic response functions. In black hole thermodynamics, the critical points of the heat capacity are usually associated with the occurrence of second order phase transitions. Here we analyzed the divergencies of all the response functions and showed that GTD reproduces the behavior near the critical points.
In the case of the Reissner-Nordström black hole, we found that, if we use the ensemble associated with the mass of the black hole, there exists only one phase transition of second order. On the other hand, if we use the ensemble associated with the enthalpy, no phase transitions exist. This is in accordance with the well-known result that the phase transition structure of black holes can depend on the ensemble. We then explored the geometric properties of the corresponding equilibrium space by using GTD, with the mass as thermodynamic potential, and found that a curvature singularity appears exactly at that point where the phase transition occur. If, instead, we use the enthalpy as thermodynamic potential, GTD provides a singularity-free equilibrium manifold. Thus, GTD reproduces correctly the thermodynamic phase transition structure of the Reissner-Norström black hole.

In the case of the higher dimensional Kerr black hole, the response functions predict more phase transitions than in the Reissner-Nordström case. It is not possible to compute explicitly other thermodynamic potentials, and so we perform all the calculations in the mass and entropy representations. Again, we found true curvature singularities at the same points where phase transitions take place. This result reinforces the conclusion that GTD is able to correctly reproduce the phase transition structure of black holes.
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