Impurity Induced Quantum Phase Transitions and Magnetic Order in Conventional Superconductors: Competition between Bound and Quasiparticle states
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We theoretically study bound states generated by magnetic impurities within conventional s-wave superconductors, both analytically and numerically. In determining the effect of the hybridization of two such bound states on the energy spectrum as a function of magnetic exchange coupling, relative angle of magnetization, and distance between impurities, we find that quantum phase transitions can be modulated by each of these parameters. Accompanying such transitions, there is a change in the preferred spin configuration of the impurities. Although the interaction between the impurity spins is overwhelmingly dominated by the quasiparticle contribution, the ground state of the system is determined by the bound state energies. Self-consistently calculating the superconducting order parameter, we find a discontinuity when the system undergoes a quantum phase transition as indicated by the bound state energies.

PACS numbers: 75.30.Hx, 74.25.Ha, 75.30.Kz 73.20.Hb

Introduction.—In a conventional s-wave superconductor, quasiparticle excitation energies are separated from the chemical potential due to the formation of the superconducting gap. When magnetic impurities are present, the exchange interaction can induce a bound state within the gap known as a Yu-Shiba-Rusinov (YSR) state,¹ which has been studied in detail both experimentally and theoretically.²–¹⁵ Recently, these states have attracted much attention in the context of magnetic impurity chains in which, when sufficiently close together, individual YSR states can hybridize with adjacent bound states forming a band within the superconducting gap that can host Majorana fermions at its ends.¹⁶–²⁶

Two magnetic impurities interacting via quasiparticles are well described by the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction²⁷–³¹ when the exchange interaction between the impurity and quasiparticles is much smaller than the Fermi energy. This results in a noncollinear orientation between the impurities in three-dimensional superconductors.³²,³³ Although for many parameters the contribution to the inter-impurity exchange mediated by the overlap of YSR states is much smaller than that of the quasiparticles,³³–³⁵ it has been shown that resonant YSR bound states can dominate the exchange interaction and induce an antiferromagnetic alignment of the impurities.¹¹ However, for the experimentally relevant limit²⁴ when the exchange interaction is of the order the Fermi energy, a theoretical understanding of the interaction between magnetic impurities including (1) the quasiparticle contribution and (2) a self-consistent local reduction of the gap is missing from the literature.

In this Letter, we determine the interaction between two magnetic impurities for arbitrary angles between their spins wherein the strength of the exchange interaction is unrestricted and, in general, unequal at the sites of the impurities. First, by analytically calculating the bound state energy spectrum, we find that a quantum phase transition (QPT)⁴–⁹,¹⁴ can be tuned by changing the distance between and relative magnetic orientation of the impurities. We, numerically, include the bulk contribution to the exchange interaction which quantitatively dominates over the YSR contribution for many parameters.¹¹,³³–³⁵ Further, carrying out self-consistently calculations, we find a discontinuity in the superconducting order parameter when the system undergoes such a QPT as indicated by the bound state energies. This, in turn, gives rise to magnetic metastable states, in addition to the lowest energy magnetic configuration, for a sufficiently large exchange interaction.

Model. We consider two magnetic impurities embedded in a bulk s-wave superconductor, see Fig. 1. The quasiparticles interact with the impurity spin through the exchange interaction that produces a local effective magnetic field. The corresponding Bogoliubov-de Gennes
Hamiltonian density is given by
\[ H = \xi_p \tau_z + \Delta(\mathbf{r}) \tau_x - \sum_{i=1,2} J_i S_i \cdot \sigma \delta(\mathbf{r}_i - \mathbf{r}), \] (1)
where \( \xi_p \) is the dispersion of the quasiparticles with momentum \( \mathbf{p} \) in the normal metal phase and \( \Delta(\mathbf{r}) \) is the local superconducting pairing strength. The Pauli matrices \( \tau (\sigma) \) act in Nambu (spin) space. The exchange coupling strength \( J_i \) of the spin impurity at \( \mathbf{r}_i \) can be positive or negative corresponding to ferro- or antiferromagnetic interactions with quasiparticles, respectively. Here, we focus on \( J_i > 0 \) without loss of generality. We assume that \( S_i \) are the classical spin vectors of the impurity at \( \mathbf{r}_i \), and \( \theta \) is the angle between them. The magnitude of the spins, \( S_i = |S_i| \), are much larger than \( h \) so that quantum mechanical spin fluctuations, e.g. the Kondo effect, are negligible. In the following analytics we assume that \( \Delta(\mathbf{r}) = \Delta_0 \) is spatially uniform and neglect its suppression due to the impurities,\(^\text{6,11}\) which we account for self-consistently in the numerics following earlier work.\(^\text{4-9,14}\)

To determine the energy of the bound states, \( \epsilon_{1,2} \) (particle-hole symmetry), we apply a straightforward calculation along the lines of Ref. 21 and obtain a coupled set of secular equations for the BdG four-component spinors \( \psi(\mathbf{r}) \) at \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \):
\[ \psi(\mathbf{r}_1) = \hat{J}_1 s_1 \cdot \sigma \psi(\mathbf{r}_1) + \hat{\Gamma}_1 s_2 \cdot \sigma \psi(\mathbf{r}_2), \] \[ \psi(\mathbf{r}_2) = \hat{J}_2 s_2 \cdot \sigma \psi(\mathbf{r}_2) + \hat{\Gamma}_1 s_1 \cdot \sigma \psi(\mathbf{r}_1), \] (2)
where \( s_i = S_i / S_i \) and
\[ \hat{J}_i = \frac{\alpha_i (\epsilon + \tau_z \Delta_0)}{\sqrt{\Delta_0^2 - \epsilon^2}}, \] \[ \hat{\Gamma}_i = \frac{\alpha_i (\epsilon + \tau_z \Delta_0) \sin k_{F \mathbf{r}}}{\sqrt{\Delta_0^2 - \epsilon^2}} + \tau_z \frac{\epsilon - r / \xi}{k_{F \mathbf{r}}} \] (4)
for \( i = 1,2 \). Here, \( \alpha_i = v_0 \pi J_i S_i \), where \( v_0 \) is the density of states evaluated at the Fermi energy, \( r = |\mathbf{r}_1 - \mathbf{r}_2| \) is the distance between the impurities, \( k_{F \mathbf{r}} \) is the Fermi wave vector (Fermi velocity) and \( \xi_\epsilon = v_F / \sqrt{\Delta_0^2 - \epsilon^2} \). When the distance between impurities is much greater than the superconducting coherence length, \( r \gg \xi_0 \), the impurities effectively decouple, \( \hat{\Gamma}_i \to 0 \), and one finds that Eq. (2) furnishes solutions that are non-overlapping YSR bound states at \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) with energies \( \pm \epsilon_i = \pm \Delta_0 (1 - \alpha_i^2) / (1 + \alpha_i^2) \).\(^\text{1,21,38}\) In this limit, for sufficiently large exchange interaction, \( J_i > 1 / v_0 \pi S_i \), the bound state energy goes below the chemical potential and the system undergoes a QPT wherein the parity of the ground changes.\(^\text{4-6,37}\)

In order to determine the energies of the hybridized bound states analytically from Eq. (2), we focus on distances between impurities much smaller than the coherence length, \( r \ll \xi_0 \), so that \( e^{-r / \xi} \approx 1 \) and the hybridization is determined to leading order by \( 1 / k_{F \mathbf{r}} \). Formally diagonalizing the Hamiltonian and using a variational wave function as an ansatz for the ground state,\(^\text{38}\) the total energy of the system \( E_{\text{gr}} \) is given by\(^\text{6,11}\)
\[ E_{\text{gr}}(\theta) = -\frac{1}{2} \sum_n |\epsilon_n(\theta)|, \] (5)
where \( \alpha_i \), in general, runs over all solutions to Eq. (1); in the following analytics we only sum the bound state energies and determine \( E(\theta) = -(|\epsilon_1(\theta)| + |\epsilon_2(\theta)|)/2 \).

Weak hybridization. For the moment, we consider the case of weak hybridization (\( k_{F \mathbf{r}} \gg E_i / \Delta_0 \)) for YSR states sufficiently far away from the chemical potential, so that the occupation of the bound states, and thus the ground state, is fixed by \( \alpha_i \). That is, when \( \alpha_i > 1 \) the energy is above (below) the chemical potential. Calculating the full analytic solution and then expanding to second order in \( 1 / k_{F \mathbf{r}} \), which is valid when \( |1 - \alpha_i| k_{F \mathbf{r}} \gg 1 \) and \( |\alpha_1 - \alpha_2| k_{F \mathbf{r}} \gg 1 \),\(^\text{39}\) the spectrum has two solutions of the form
\[ \epsilon_n(\theta) \approx E_n + \Delta_0 (A_n + B_n \cos \theta) / (k_{F \mathbf{r}})^2, \] (6)
where the coefficients \( A_n \) and \( B_n \) are functions of \( \alpha_1 \), \( \alpha_2 \), and \( k_{F \mathbf{r}} \).\(^\text{38}\) The bound state energy is extremized when either \( \theta = 0 \) or \( \pi \), i.e. the groundstate of impurities is collinear. When \( \epsilon_1 \epsilon_2 > 0 \), \( E(\pi) \) is always smaller than \( E(0) \),\(^\text{1,11,38}\) and therefore the ground state is antiferromagnetic. When \( \epsilon_1 \epsilon_2 < 0 \), \( E(\pi) > E(0) \) and a ferromagnetic orientation is favored.

Strong hybridization: identical impurities. Although strong hybridization between impurities cannot be addressed perturbatively, in the symmetric case of equal exchange coupling, i.e. \( \alpha_1 = \alpha_2 \equiv \alpha \), Eq. (2) can be solved directly. Because the analytic solution for arbitrary \( \theta \) is too involved, we focus here on collinear alignments. In the ferromagnetic configuration, the bound state energy levels are given by
\[ \epsilon_\pm = \epsilon_{1,2}(0) = -\Delta_0 (a \pm b) / \sqrt{(a \pm b)^2 + c^2}, \] (7)
where \( a, b, \) and \( c \), which depend on \( k_{F \mathbf{r}}, r \) and \( \alpha \) are discussed in Ref. 38. The initially twofold degenerate energy levels of the bound states are both split due to hybridization and shifted due to the effective Zeeman splitting at both \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \).

In the antiferromagnetic configuration, the energy level stays twofold degenerate\(^\text{a}\) and is given by\(^\text{38}\)
\[ \epsilon^A \equiv \epsilon_{1,2}(\pi) = \Delta_0 \sqrt{\frac{(1 - \alpha^2)^2 + 2(\alpha / k_{F \mathbf{r}})^2 + d}{(1 + \alpha^2)^2 + 2(\alpha / k_{F \mathbf{r}})^2 \cos 2k_{F \mathbf{r}} + d}}, \] (8)
The difference in YSR bound state energy between the two collinear configurations, \( \delta E \equiv E(0) - E(\pi) = -(|\epsilon_\pm| - |\epsilon^A|)/2 \), as a function of \( k_{F \mathbf{r}} \) is shown in Fig. 2. When \( \alpha = 0.5 \) [Fig. 2 (upper panel)], all the electron-like energies in either configuration are greater than zero, in the displayed range, \( k_{F \mathbf{r}} \geq 1 \). Furthermore, \( \delta E > 0 \) and therefore the exchange interaction between
Impurities is antiferromagnetic, in agreement with the weak coupling limit. If the impurity levels are close to the chemical potential, e.g. $\alpha = 0.9$ [Fig. 2 (lower panel)], the ground state of the system depends on the distance between the impurities. When $r$ is sufficiently large, so that the condition for weak hybridization is met, the preferred ordering is antiferromagnetic. When $k_Fr \approx 8$, $\epsilon_{\pi}^F$ goes below the chemical potential. Near this value of $k_Fr$, $\delta E$ becomes negative and therefore the preferred magnetic ground state is ferromagnetic rather than antiferromagnetic. As the distance between the impurities decreases further, the bound state energies oscilliate about the chemical potential as a function of $r$, thereby changing the YSR ground state. As a result, $\delta E$ also oscilliates around zero implying a change between ferromagnetic and antiferromagnetic configurations.

**Angle controlled quantum phase transition.** As seen in the previous section, for some values of $r$ ($|E_i|/\Delta_0 \lesssim k_Fr$), the bound state energies are on opposite sides of the chemical potential in the ferromagnetic configuration due to hybridization, while in the antiferromagnetic the energies are always degenerate. Therefore, quite remarkably, one may drive a QPT by changing the relative angle of the impurities. As shown in Fig. 3, one of YSR bound states passes through the chemical potential at $\theta \approx \pi/2$, signaling a QPT. The energy of YSR states is a minimum for the antiferromagnetic configuration, $\theta = \pi$. Decreasing the angle between the impurities increases the energy until a critical point ($\theta \approx \pi/2$) when the ferromagnetic configuration becomes a minimum. Therefore, while the parameters chosen favor an antiferromagnetic configuration as an absolute ground state, they additionally support a metastable ferromagnetic configuration.\(^{40}\)

**Bulk contribution.** To address the contributions coming from the bulk, we follow earlier work\(^{4,9,14}\) and study numerically a two-dimensional system with two magnetic impurities determining self-consistently the renormalization of the gap which cannot be addressed analytically.\(^{14,36}\) We use the tight-binding Hamiltonian

$$
\hat{H} = -t \sum_{<i,i'>} \sum_{\sigma = \pm 1} c_{i\sigma}^\dagger c_{i'\sigma} + \sum_i \left( \Delta_i c_{i\uparrow} c_{i\downarrow}^\dagger + H.c. \right) + \sum_i \sum_{\sigma = \pm 1} \left( [\mu - 4t + (\delta_{11} + \delta_{12}) J_i \cos \theta_i] c_{i\sigma}^\dagger c_{i\sigma} + (\delta_{11} + \delta_{12}) J_i \sin \theta_i c_{i\sigma}^\dagger c_{i\sigma} \right),
$$

(9)

where $c_{i\sigma}$ is the annihilation operator acting on an electron with spin $\sigma$ at lattice site $i$, and the first sum runs over neighboring sites $i$ and $i'$ located in a two-dimensional square lattice of size $N_x \times N_y$ with lattice constant $a$. The chemical potential $\mu$ is taken from the bottom of the energy band, and the local order parameter $\Delta_i$ is determined self-consistently in an iterative fashion for fixed values of the exchange coupling $J_i$ at site $i$ starting from the uniform superconducting order parameter $\Delta_0$. To compare to the analytics, we consider two impurities located at $i = 1$ and $i = 2$ (which are not necessarily adjacent) with equal exchange coupling, $J_1 = J_2$, and fixing the difference in magnetic orientation to be $\theta$, mirroring the schematics of Fig. 1. After numerically diagonalizing Eq. (9), we find two types of energies in the spectrum: the energy of two YSR bound states $E(\theta)$ considered before analytically and the total

**FIG. 2.** Energy of the YSR bound states for the identical magnetic impurities oriented ferromagnetically (solid and dashed) and antiferromagnetically (dotted) as well as the energy difference $\delta E$ (thick solid lines) as a function of the distance $r$ between impurities. When $\alpha = 0.5$ (top panel), the system remains antiferromagnetic ($\delta E > 0$), while for $\alpha = 0.9$ (lower panel) the magnetic configuration oscillates between being antiferromagnetic and ferromagnetic. For convenience, these two configurations are separated by the vertical dotted lines.

**FIG. 3.** The energy of the bound states ($\epsilon_1$, $\epsilon_2$) and the total YSR state energy ($E(\theta)$) as a function of relative angle $\theta$ for $k_Fr = 1$, $\alpha_1 = 0.5$, and $\alpha_2 = 1$. The change of quantum ground state at $\theta \approx \pm \pi/2$ is indicated by vertical dotted lines.
bulk energy $E_{gr}(\theta)$ obtained by summing all the energies below the chemical potential, see Eq. (5).

First, we consider the difference between the ground state energies in the collinear magnetic configurations, $\delta E$ and $\delta E_{gr}$ as a function of distance $r$, see Fig. 4. The YSR bound state contribution $\delta E$ is positive for nearly all values of $r$, when $J/t = 1$ [Fig. 4(a)], i.e. antiferromagnetic configuration is preferred. Whereas for $J/t = 2.5$ [Fig. 4(b)], $\delta E$ oscillates between positive and negative values. Both results agree with the analytics.

Second, we aim to address the effect of gap renormalization and plot $\delta E_{gr}$ without self-consistent renormalization assuming $\Delta_1 \equiv \Delta_0$ (see Fig. 4). Interestingly, $\delta E_{gr}$ is changed only slightly for all values of $J$, keeping the energies at the same order of magnitude. Upon including renormalization of the gap, $\delta E_{gr}$ is increased drastically and the magnetic orientation becomes very sensitive to the distance between the impurities. This emphasizes the importance of a self-consistent renormalization of the gap when calculating the energies of such a system especially close to the phase transition.

Third, we determine the angular dependence of the total energy and YSR bound state energy. For the fixed distance between the impurities (see Fig. 5), we observe that away from the phase transition, $E_{gr}$ and $E$ changes monotonically for $\theta \in [0, \pi]$, and, thus, the ground state is either ferromagnetic or antiferromagnetic which is consistent with analytical results. In contrast to that, close to the phase transition when the bound state energies do cross the chemical potential as a function of $\theta$, the dependence is non-monotonic [see Fig. 5(a)], and, in addition to the ferromagnetic (antiferromagnetic) ground state, there is a metastable antiferromagnetic (ferromagnetic) state. We also note that self-consistent solution demonstrates a jump in energy as one of YSR states crosses zero energy. Thus, we again find the qualitative agreement with analytical calculations predicting metastable states by analyzing only YSR bound states. However, we emphasize that it is the QPT that results in the metastable state in Fig. 5(a), while the interaction is dominated by the bulk (not bound) state contribution to the energy.
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**FIG. 4.** The difference in the energy $\delta E_{gr}$ between ferro- and antiferromagnetic configurations of the system consisting of two identical impurities of coupling strength $J$ as a function of the distance between impurities, $r/a$ for (a) $J/t = 1$ and (b) $J/t = 2.5$ found self-consistently (red dots) and not self-consistently (blue dots). Insert: enlarged area of (a) for large distances. The difference in the energy $\delta E$ between ferro- and antiferromagnetic configurations including only the YSR bound state (green dots) is found self-consistently. The parameters used are $N_x \times N_y = 33 \times 25$, $\mu/t = 1$, and $\Delta_0/t = 0.1$.

![Graph 5](image5.png)

**FIG. 5.** The total energy of the ground state for two identical impurities ($J = J_1 = J_2$) as a function of the angle $\theta$ between the magnetic moments found numerically for (a) $J/t = 2.17$ (ferromagnetic ordering) and (b) $J/t = 2$ (antiferromagnetic ordering) at the distance $r/a = 6$. Other parameters are the same as in Fig. 4.

**Conclusions.**—We have studied how the orientation of two spin impurity coupled via overlap of the YSR bound states induced by them depends on the distance between impurities and the strength of the exchange interaction. We have also demonstrated that a QPT can be controlled by changing relative magnetic orientation. Generally, the bulk contribution to the total ground state energy dominates over the bound state contribution, especially if the superconducting order parameter is determined self-consistently. The proposed effects could be measured with STM or NV-center techniques.
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Appendix A: Variational Wave Function

We extending the variational wave function for one impurity\(^6\) to two impurities. For sufficiently weak coupling, in both the exchange interaction \((\alpha_1, \alpha_2 \lesssim 1)\) and the bound state hybridization \((k_Fr \gtrsim 1)\), the ground state is given by the BCS-like wave function \(|\Psi_0\rangle \sim \prod_{n>0}(u_n + v_n\psi_n^\dagger\psi_{-n}^\dagger|0\rangle\), where \(\psi_n\) furnish a basis for the BdG Hamiltonian in the presence of the impurities for a given magnetic alignment and \(u_n\) and \(v_n\) are the Bogoliubov coherence factors. The quasiparticle operators \(\gamma_n\) are defined as \(\gamma_1 = u_1\psi_1 - v_1\psi_{-1}\), \(\gamma_1^\dagger = u_1\psi_1^\dagger - v_1\psi_{-1}^\dagger\), and similarly for \(n > 1\), so that \(\gamma_n|\Psi_0\rangle = 0\) for all \(n\). Let \(n = 1\) correspond to the lower energy bound state and \(n = 2\) to the higher one while \(-n\) corresponds to a state with reversed spin. When the lower energy bound state is occupied, the wavefunction is given by \(|\Psi_1\rangle \sim \gamma_1|\Psi_0\rangle = \psi_1^\dagger\prod_{n>1}(u_n + v_n\psi_n^\dagger\psi_{-n}^\dagger)|0\rangle\). When both states are occupied, the wavefunction is \(|\Psi_{1,2}\rangle \sim \gamma_1\gamma_1^\dagger|\Psi_0\rangle = \psi_1^\dagger\psi_1\psi_2^\dagger\psi_2^\dagger\prod_{n>2}(u_n + v_n\psi_n^\dagger\psi_{-n}^\dagger)|0\rangle\). As the hybridization between the bound states or the exchange coupling increases, the lower energy state becomes occupied and the ground state is \(|\Psi_1\rangle\). When both states are below the chemical potential the ground state then becomes \(|\Psi_{1,2}\rangle\). To determine the total energy of the system, one can diagonalize the Hamiltonian using a Bogoliubov transformation, \(H = \sum_n \epsilon_n(\theta) (\gamma_n^\dagger\gamma_n - \frac{1}{2})\),\(^{11}\) where \(\epsilon_n\) is the energy of state \(n\). The ground state energies are therefore\(^6\)

\[
E_{gr}(\theta) = -\frac{1}{2} \sum_n |\epsilon_n(\theta)|.
\]

(A1)

Appendix B: Weak Coupling Limit

To obtain the energetically favorable magnetic orientation in the weak coupling limit, we solve Eq. (2) of the main text for the in-gap energies and expand to second order in \(1/k_Fr\). We find the bound state energies are

\[
\epsilon_n(\theta) \approx E_n + \Delta_0(A_n + B_n \cos \theta) \left(\frac{1}{k_Fr}\right)^2,
\]

(B1)

with

\[
\begin{align*}
A_1 &= \frac{-2\alpha_1^2\alpha_2^2(1 - \alpha_1^2) + 2\alpha_1\alpha_2(1 + \alpha_1^2 - 2\alpha_1^2\alpha_2^2)\cos 2k_Fr}{(1 + \alpha_1^2)^2[\alpha_2^2(1 + \alpha_1^2) - \alpha_1^2(1 + \alpha_2^2)]}, \\
B_1 &= \frac{-2\alpha_2\alpha_3^3(1 + \alpha_2^2 - 2\alpha_2^2\alpha_3^2)(1 - \alpha_1^2) + 2\alpha_2\alpha_3^3(1 - \alpha_1^2 + \alpha_2^2 - \alpha_2^2\alpha_3^2)\cos 2k_Fr}{(1 + \alpha_1^2)^2[\alpha_2^2(1 + \alpha_1^2) - \alpha_1^2(1 + \alpha_2^2)]}, \\
A_2 &= \frac{2\alpha_2^3\alpha_3^3(1 - \alpha_2^2) - 2\alpha_1\alpha_2(1 + \alpha_2^2 - 2\alpha_2^2\alpha_3^2)\cos 2k_Fr}{(1 + \alpha_2^2)^2[\alpha_2^2(1 + \alpha_1^2) - \alpha_2^2(1 + \alpha_2^2)]}, \\
B_2 &= \frac{2\alpha_1\alpha_2^3(1 - \alpha_1^2 + \alpha_2^2 - \alpha_1^2\alpha_2^2)(1 - \alpha_1^2) - 2\alpha_1\alpha_2^3(1 + \alpha_1^2 - \alpha_2^2 - \alpha_1^2\alpha_2^2)\cos 2k_Fr}{(1 + \alpha_2^2)^2[\alpha_2^2(1 + \alpha_1^2) - \alpha_2^2(1 + \alpha_2^2)]}.
\end{align*}
\]

(B2)

We consider three cases: when the bare energies are both above the chemical potential, both below the chemical potential, or on opposite sides of the chemical potential. The total energy of the system, according to Eq. (5) of the main text, is given by

\[
\mathcal{E}(\theta) = \begin{cases} 
-|\epsilon_1(\theta) + \epsilon_2(\theta)|/2, & \epsilon_1 > 0, \, \epsilon_2 > 0 \\
|\epsilon_2(\theta) - \epsilon_1(\theta)|/2, & \epsilon_1 < 0, \, \epsilon_2 > 0 \\
|\epsilon_1(\theta) + \epsilon_2(\theta)|/2, & \epsilon_1 < 0, \, \epsilon_2 < 0.
\end{cases}
\]

(B3)

In all cases, the total energy is extremized when \(\theta = 0, \pi\), and for no intermediate values of \(\theta\). To determine the energetically favored magnetic configuration, we calculate \(\delta \mathcal{E} \equiv \mathcal{E}(0) - \mathcal{E}(\pi)\). When both energies are above the
chemical potential,
\[
\frac{\delta \mathcal{E}}{\Delta_0} = 2\alpha_1\alpha_2 \left( \frac{1}{k_Fr} \right)^2 \left[ \frac{1 + \alpha_1^2 + \alpha_2^2 + 2\alpha_1\alpha_2 + \alpha_1^4 + \alpha_2^4 + \alpha_1^2\alpha_2^2 + \alpha_1^4\alpha_2 + \alpha_1^2\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} 
- \frac{1 - \alpha_1^2 - \alpha_2^2 - 6\alpha_1^2\alpha_2 - \alpha_1^4\alpha_2 - \alpha_2^4\alpha_1 - \alpha_1^4\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \cos 2k_Fr \right]
\]
\[
= 2\alpha_1\alpha_2 \left( \frac{1}{k_Fr} \right)^2 \left[ \frac{1 + \alpha_1^2\alpha_2^2}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \right] \left( 1 - \cos 2k_Fr \right)
+ \frac{\alpha_1^2 + \alpha_2^2 + 2\alpha_1\alpha_2 + \alpha_1^4 + \alpha_2^4 + \alpha_1^2\alpha_2^2 + \alpha_1^4\alpha_2 + \alpha_1^2\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \left( 1 + \cos 2k_Fr \right)
\]
because \( \alpha_1, \alpha_2 < 1 \). Analogously, when \( \epsilon_1, \epsilon_2 < 0 \),
\[
\frac{\delta \mathcal{E}}{\Delta_0} = -2\alpha_1\alpha_2 \left( \frac{1}{k_Fr} \right)^2 \left[ \frac{(1 - \alpha_1^2\alpha_2^2)^2}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \right] \left( 1 - \cos 2k_Fr \right)
+ \frac{\alpha_1^2 + \alpha_2^2 + 4\alpha_1\alpha_2^2 + \alpha_1^4 + \alpha_2^4 + \alpha_1^2\alpha_2^4 + \alpha_1^4\alpha_2^2 + \alpha_1^2\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \left( 1 + \cos 2k_Fr \right) > 0
\] (B5)
because \( \alpha_1, \alpha_2 > 1 \) so that the preferred magnetic orientation is antiferromagnetic when the energies are on the same side of the chemical potential. Now suppose \( \epsilon_1, -\epsilon_2 > 0 \), then we get
\[
\frac{\delta \mathcal{E}}{\Delta_0} = 2\alpha_1\alpha_2 \left( \frac{1}{k_Fr} \right)^2 \left[ \frac{\alpha_1^2 + \alpha_2^2 + 2\alpha_1\alpha_2 + \alpha_1^4 + \alpha_2^4 + \alpha_1^2\alpha_2^2 + \alpha_1^4\alpha_2 + \alpha_1^2\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \right] \left( 1 - \cos 2k_Fr \right)
+ \frac{\alpha_1^2 + \alpha_2^2 + 4\alpha_1\alpha_2^2 + \alpha_1^4 + \alpha_2^4 + \alpha_1^2\alpha_2^4 + \alpha_1^4\alpha_2^2 + \alpha_1^2\alpha_2^4}{(1 + \alpha_1^2)^2(1 + \alpha_2^2)(1 - \alpha_1^2\alpha_2^2)} \left( 1 + \cos 2k_Fr \right)
\]
because \( \alpha_2 > \alpha_1 \). Therefore, making a similar argument when \( \epsilon_1 < 0 \) and \( \epsilon_2 > 0 \), when the bare energies are on opposite sides of the chemical potential and sufficiently well separated, the impurities prefer to be oriented ferromagnetically.

In the special case when \( \alpha_1 = \alpha_2 \equiv \alpha \), the energy levels diverge according to Eq. (B2). The expansion of the bound state energies is instead given by
\[
\epsilon_n(\theta) \approx E_n + (-1)^n 4\alpha^2 \Delta_0 \frac{\cos(\theta/2)}{1 + \alpha^2} \sin k_F r
+ \alpha^2 \Delta_0 \left[ 2\alpha^2 \left( \frac{1 - (1 - 2\alpha^2) \cos 2k_F r}{1 - \alpha^2(1 + \alpha^2)^3} - \frac{1 + \alpha^4 - (1 - 4\alpha^2 + \alpha^4) \cos 2k_F r}{(1 - \alpha^2)^2(1 + \alpha^2)^3} \cos \theta \right) \left( \frac{1}{k_F r} \right)^2 \right].
\] (B7)

Although the leading order term contribution is of order \( \exp(-r/\xi)/k_F r \) and oscillates with \( 2\pi \) periodicity in \( \theta \), the difference in total energy between the parallel and antiparallel configurations, when \( \alpha < 1 \) (\( \alpha > 1 \)), again reduces to Eq. (B4) [Eq. (B5)] upon taking \( \alpha_1, \alpha_2 \to \alpha \).
Appendix C: Strong Hybridization Expressions

For strongly hybridized identical impurities, the equations for the bound state energies are Eqs. (7) and (8), where

\[
a = \alpha \left\{ \alpha^2 \left[ 1 + \left( \frac{1}{k_{FR}} \right)^2 \cos 2k_{FR} \right] - 1 \right\} \\
b = \alpha \frac{\sin k_{FR}}{k_{FR}} \left\{ \alpha^2 \left[ \left( \frac{1}{k_{FR}} \right)^2 - 1 \right] - 1 \right\} \\
c = \alpha^2 \left[ 2 + \left( \frac{1}{k_{FR}} \right)^2 (\cos 2k_{FR} - 1) \right] \\
d = \alpha^4 (1 + 2 \cos 2k_{FR}) \left( \frac{1}{k_{FR}} \right)^4 .
\]

(C1)

Appendix D: Additional Numerics

We plot the difference in energies between ferromagnetic and antiferromagnetic configurations \(\delta \mathcal{E}\) and \(\delta \mathcal{E}_{gr}\) for the same parameters as in Fig. 4 of the main text, i.e. a lattice of size \(N_x \times N_y = 33 \times 25\) with the chemical potential \(\mu/t = 1\), the superconducting gap \(\Delta_0/t = 0.1\), see Fig. 6. The exchange interaction strength is chosen to be \(J/t = 4\). The difference between the YSR state energies in the collinear magnetic configurations is positive for nearly all values of \(r\), indicating the antiferromagnetic orientation is preferred, which agrees with the analytics in the weak hybridization picture. The magnitude of the oscillations becomes larger if the quasiparticle contributions is included but the gap kept constant \(\Delta_i = \Delta_0\). Upon including renormalization of the gap, \(\delta \mathcal{E}_{gr}\) is significantly increased, similar to \(J/t = 1\), again emphasizing the importance of the gap renormalization.

![FIG. 6. The energy difference between ferromagnetic and antiferromagnetic configurations. The parameters are the same as in Fig. 4 of the main text with \(J/t = 4\).](image1)

![FIG. 7. The sum of two YSR state energy found self-consistently. The parameters are the same as in Fig. 5 of the main text with \(J/t = 2.17\).](image2)

Taking \(J/t = 2.7\) while leaving all other parameters the same as in Fig. 5 of the main text, we plot \(\mathcal{E}\) as a function of \(\theta\). Similar to the analytics, we find a ground state and a metastable state at the collinear configurations of the magnetizations. However, because of the self-consistent renormalization of the gap, there is a jump in \(\mathcal{E}\) at \(\theta \approx \pi/6\) where the QPT occurs. We note that the change in \(\mathcal{E}\) is several orders of magnitude smaller as compared with \(\mathcal{E}_{gr}\), see Fig. 5 of the main text.