Circadian rhythms: influence on physiology, pharmacology, and therapeutic interventions
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Abstract
Circadian rhythms are ubiquitous phenomena that recur daily in a self-sustaining, entrainable, and oscillatory manner, and orchestrate a wide range of molecular, physiological, and behavioral processes. Circadian clocks are comprised of a hierarchical network of central and peripheral clocks that generate, sustain, and synchronize the circadian rhythms. The functioning of the peripheral clock is regulated by signals from autonomic innervation (from the central clock), endocrine networks, feeding, and other external cues. The critical role played by circadian rhythms in maintaining both systemic and tissue-level homeostasis is well established, and disruption of the rhythm has direct consequence for human health, disorders, and diseases. Circadian oscillations in both pharmacokinetics and pharmacodynamic processes are known to affect efficacy and toxicity of several therapeutic agents. A variety of modeling approaches ranging from empirical to more complex systems modeling approaches have been applied to characterize circadian biology and its influence on drug actions, optimize time of dosing, and identify opportunities for pharmacological modulation of the clock mechanisms and their downstream effects. In this review, we summarize current understanding of circadian rhythms and its influence on physiology, pharmacology, and therapeutic interventions, and discuss the role of chronopharmacometrics in gaining new insights into circadian rhythms and its applications in chronopharmacology.
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Introduction
Circadian biohrinthms are ubiquitous phenomena that recur daily in a self-sustaining, entrainable, and oscillatory manner in most organisms. Circadian rhythms orchestrate a wide array of complex physiological processes at all levels from molecular interactions and expression to phenotypic and behavioral responses. These biological rhythms synchronize endogenous, genetically based circadian ‘clock’ or ‘pacemaker’ mechanisms with changes in environmental cues (e.g. light–dark cycles) thus enabling the organism to adapt, anticipate, and respond to changes and maintain homeostatic periodicity in body functions. Numerous physiological processes and parameters such as core body temperature, sleep–wake cycles, cardiovascular function, feeding, endocrine secretions (e.g. melatonin, cortisol, growth hormone, prolactin), hepatic metabolism, renal function, and several others exhibit rhythmicity [1, 2]. Diverse rhythmic patterns of circadian gene expression occur in virtually every cell, tissue, and organ system in the body [3, 4], and nearly half of the mammalian protein-coding genome is expressed with a circadian rhythm with tissue specificity [5]. Biorhythms in gene regulation, biochemical processes, and physiological functions bear important implications in health, disease, and pharmacotherapy [3, 6–9].

The body’s circadian clock operates even under constant environmental conditions with an approximate 24-h period.
Thus, it is important to recognize that sleep–wake cycles or environmental light–dark cues do not cause biological rhythms per se, but rather serve as entrainers or zeitgebers of the period and phase of the endogenous molecular clock and their downstream oscillatory processes. Both basic [10, 11] and clinical [12, 13] studies have demonstrated that disruption of circadian rhythms can be either the cause or the effect of disease including metabolic syndrome [14], inflammation [15], and cancer [16]. Furthermore, increased severity in some disease symptoms and ‘flares’ (e.g. asthma, rheumatoid arthritis) or acute events (e.g. myocardial infarction) can present at specific times of the day. These observations provide daily ‘windows of opportunity’ to effectively align treatments with disease symptoms.

For many drugs, circadian variability in their pharmacokinetics and pharmacodynamic actions are two major sources of time-varying effects. Circadian rhythms influence both the disposition and actions of various drugs and can affect therapeutic efficacy and toxicity based on dosing time. All four processes (absorption, distribution, metabolism, and elimination) influencing drug pharmacokinetics show circadian rhythms. For many drugs, significant differences in their effects can occur with different dosing times despite similar drug exposure, indicative of other pharmacodynamic mechanisms. Chronopharmacology (or chronomedicine) aims to incorporate knowledge of circadian (and/or other) biological rhythms to improve pharmacotherapy using two broad approaches: (1) direct targeting and modulation of the molecular clock (e.g. light therapy, melatonin administration), or (2) understanding and exploiting the rhythmic physiology and downstream outputs of the internal clock [17]. To maximize therapeutic benefit and/or lower adverse effects, such approaches aim to recommend an optimal time for drug administration in populations with well-synchronized circadian physiology, especially for new and existing drugs with narrow therapeutic indices. To better understand and integrate circadian physiology, aid in the analysis and interpretation of chronopharmacologic data, and guide time-based dosing, use of mathematical models and chronopharmacometric methodologies have gained importance in chronotherapy.

In the opening review of this special issue on Chronopharmacometrics, we summarize current knowledge on the biology of circadian rhythms and highlight their influence on body physiology and pharmacology. The convergence of chronopharmacology and pharmacometrics to quantify biorhythms in physiology, disease, drug biomarkers, and therapeutic effects are summarized with selected examples.

The circadian clock system

Circadian clocks comprise a hierarchical network of central and peripheral clocks which generate, sustain, and synchronize circadian rhythms. The clock system broadly comprises four major components: (1) a biochemical central clock with a period of about 24 h, (2) signaling input pathways to the central clock that enable its entrainment with the environment, (3) diverse output pathways, including hormones and the autonomic nervous system, which are linked with specific phases of the central clock, and (4) molecular clocks present in all cells of peripheral tissues that regulate rhythms in global transcriptomic expression, and thus, physiology, in a tissue-specific manner.

The suprachiasmatic nucleus (SCN)—master circadian synchronizer

In mammals, the brain plays an important role in controlling and coordinating circadian rhythms. The circadian or “master” clock resides in the suprachiasmatic nuclei (SCN), a pair of distinct neuronal clusters located in the anterior hypothalamus. The SCN is necessary for circadian function, and bilateral ablation of the SCN in rodents and pituitary tumors or vascular disease in humans has been shown to compromise circadian control of behavioral, metabolic, and endocrine rhythms [18, 19]. Transplantation of the region into a SCN-lesioned animal from another donor animal restores circadian behaviors, suggesting that the SCN region is sufficient for circadian function [19]. In addition, the SCN is capable of autonomous timekeeping: isolated neurons in primary cultures sustain circadian oscillations in gene expression and neuronal firing rates for weeks in the absence of external cues, although their rhythmic phases scatter from one another [20]. Such cell-autonomous rhythms are even more robust in organotypic SCN slices [2]. In the intact organism, the circadian clock is entrained with light/dark cues by direct retinal innervation. Specialized photosensitive retinal ganglion cells transmit photic (light/dark) input to the SCN via the retinohypothalamic tract, which entrains and synchronizes the circadian clock to the 24-h light/dark period. Some non-retinal inputs are also received by the SCN from other brain regions and external cues (e.g. feeding, temperature); these mechanisms have been reviewed elsewhere [21, 22]. Outputs from the SCN are directed to other parts of the hypothalamus and other brain regions that control both anterior and posterior pituitary hormones as well as the autonomic nervous system [23, 24]. These hormonal and autonomic outputs to a large extent convey the rhythmicity in light–dark cycles to the rest of the body.
The molecular clock – a transcriptionally-regulated oscillator

The molecular clockwork of the mammalian central pacemaker has been reviewed extensively [9, 21, 25, 26]. In vitro and ex vivo studies demonstrating cell-autonomy in clock oscillations, coupled with many genetic studies in Drosophila and mice have led to the clarification of basic molecular mechanisms underlying the circadian clock (Fig. 1). It is now established that central clock regulation involves a transcriptional, post-transcriptional, and translational auto-regulatory negative feedback loop with a period of approximately 24 h (Table 1). A pair of transcription factors encoded by the Clock (Circadian Locomotor Output Cycles Kaput) and Bmal1 (Brain-muscle Arnt like 1) genes comprise positive regulators of the feedback loop. During the early light period, CLOCK and BMAL1 heterodimerize, translocate to the nucleus, bind specific DNA elements, E-boxes, in the promoter region of target genes including Per1, Per2, and Per 3 (Period) and Cry1 and Cry2 (Cryptochrome), and stimulate their transcription. PER and CRY form the negative arm of the feedback loop. PER and CRY proteins accumulate in the cell over time (over several hours), form heterotypic complexes, and then translocate into the nucleus to repress the transcriptional activity of the CLOCK:BMAL1 complexes. During the dark period, the PER:CRY complexes degrade to low concentrations, which releases its inhibitory action on CLOCK:BMAL1 and initiates a new cycle of transcription/translation within the feedback loop. The CLOCK:BMAL1 dimers also initiate the transcription of a second feedback loop involving the Ebox-driven accessory orphan receptors REV-ERBα/β (NR1D1/2) and the RORs (retinoic acid related-orphan receptors). REV-ERBα down regulates whereas ROR up-regulates the transcription of Bmal1 by competing for ROR binding element (RRE) binding sites within the Bmal1 promoter. The casein kinase 1 epsilon and delta (CK1ε and CK1δ) also regulate PER turnover in the cytoplasm by phosphorylating PER, tagging it for ubiquitination by βTrCP and degradation by the 26S proteasome [21, 26]. This phosphorylation activity is counterbalanced by PP1 (protein phosphatase 1), producing a more gradual increase in phosphorylated PER [27]. Further, there exists a separate set of Dbox-containing clock output genes (e.g. Dbp, Hlf, Tef, and E4bp4) under the direct control of the core circulatory loop. These clock-controlled output transcription factors, along with core clock genes, control the circadian transcriptomic expression of numerous genes harboring specific regulatory motifs in the proximity of their promoters, such as E-boxes and RREs, or cAMP response elements (CREs) and D-boxes. Although the accessory genes are not required for rhythm generation [21], these interconnected feedback loops control the output genes. Clock, Circadian Locomotor Output Cycles Kaput; Bmal, Brain-muscle Arnt like 1; Per, Period; Cry, Cryp toilechrome; ROR, retinoic acid related-orphan receptor; CK1, casein kinase 1; PP1, protein phosphatase 1; CCG, clock-controlled genes.

Fig. 1 The molecular mechanism of the circadian clock in mammals—an autoregulatory transcriptional feedback loop involving core activators, core negative feedback repressors, accessory feedback loops, additional regulatory proteins, and tissue-specific clock-controlled output genes. Clock, Circadian Locomotor Output Cycles Kaput; Bmal, Brain-muscle Arnt like 1; Per, Period; Cry, Cryptochrome; ROR, retinoic acid related-orphan receptor; CK1, casein kinase 1; PP1, protein phosphatase 1; CCG, clock-controlled genes.
loops shape a robust cellular oscillator that fine-tune the phase and amplitude of core-clock gene expression.

The peripheral clocks

Early studies document the existence of rhythmic metabolic patterns in cultured explants of the heart and adrenal gland [28]. In addition, rhythms were found to persist in isolated non-neural cultures for several cell divisions, indicating that non-SCN cells also contain endogenous circadian oscillators [29]. Following the cloning of the core clock genes, rhythms in clock mRNA and/or protein expression have been observed in various cells and tissues throughout the body [29, 30]. Transcriptomic studies have revealed that circadian regulation is highly tissue-specific [31–33] and more recently that nearly 50% of all protein coding genes are transcribed in a circadian manner in mice and in humans [5, 34]. Although there are thousands of genes in tissues expressed in a circadian manner, it does not mean they are all clock genes. Rather, the daily transcriptional activities of various cellular pathways and gene families, which vary greatly by cell type, are intricately coordinated by the phases of the core clock components in each cell.

Although peripheral clocks produce self-sustaining circadian oscillations in gene expression and organ function, the SCN plays an important role in coordinating rhythmic behavior in the periphery [35]. Although the core clock machinery is largely conserved within different organs [31], tissue entrainment by circadian changes of hormones such as melatonin and cortisol, rhythmic autonomic control, and indirect cues such as body temperature or feeding cycles can differentially regulate the phases and amplitudes of peripheral clock components, and consequently, patterns of the output pathways they control. Peripheral clocks play an important and unique role in each tissue, driving the circadian expression of specific genes involved in a variety of physiological functions, including xenobiotic metabolism, glucose and lipid homeostasis, cellular repair, and inflammation [30, 36]. This rhythmic variability in the periphery appears to be an essential characteristic of homeostasis, designed to optimally accommodate each tissue’s function throughout a circadian cycle.

Circadian organization: integration of central and peripheral clocks

Tissue-specific gene expression patterns are regulated by both ‘local’ as well as central mechanisms [30]. Conditional transgene experiments in mice have demonstrated that liver-specific disruption of CLOCK: BMAL1 abrogate rhythmicity in most hepatic transcripts, indicating that most circadian oscillations of hepatic function rely on an intact liver clock [37]. However, a subset of transcripts continued to cycle robustly even in the absence of a functional liver clock [37], underscoring the importance of extracellular cues. The SCN is considered to regulate peripheral tissue clocks via a combination of (1) autonomic innervation of peripheral tissues, (2) endocrine signaling, (3) temperature, and (4) behavioral signals (e.g. feeding) (Fig. 2) [3, 30]. The two primary mechanisms, autonomic nerve control and endocrine signaling, are reviewed here. Interested readers are referred to more comprehensive reviews on the roles of temperature, feeding, and other cues [21, 30, 38].

Both sympathetic and parasympathetic neurons which receive inputs from the SCN and hypothalamus innervate almost all peripheral organs including the liver, muscle, adipose tissue, intestine, heart, and ovary. Photic information from the SCN regulates autonomic nerve activity with sympathetic innervations conveying light/dark signals from the SCN to the pineal gland, a small, highly vascularized, secretory neuroendocrine organ attached to the roof of the third ventricle [39]. Through synaptic transmission involving glutamate, gamma-amino butyric acid, and norepinephrine, sympathetic inputs from the SCN regulate...
the output of melatonin [39] (Fig. 2). Melatonin, secreted from the pineal gland, plays an important role in the regulation of sleep–wake cycles and is an established marker of the phase of the internal circadian clock [40]. Light suppresses the output of melatonin, producing peaks during the dark period and very low concentrations of melatonin during the light period. Melatonin receptors are expressed in the cells of the SCN, and melatonin plays a feedback role on the SCN [3]. It is well accepted that exogenous melatonin administration can modulate circadian rhythmicity by inducing phase shifts in clock function [1]. Melatonin membrane receptors are also present in various peripheral cells and interact with downstream messengers such as adenylyl cyclase, phospholipases, and calcium and potassium channels [41].

Like the pineal gland, autonomic pathways from the SCN directly innervate the adrenal glands (Fig. 2). By regulating epinephrine release from the adrenal medulla, sympathetic innervation via the splanchnic nerve influences a second major neuroendocrine system imparting circadian rhythmicity to peripheral tissues, the hypothalamic–pituitary–adrenal (HPA) axis [42]. Sympathoadrenomedullary release of epinephrine modulates the sensitivity of the adrenal cortex to adrenocorticotropic hormone (ACTH) influencing rhythmic glucocorticoid release. Hypothalamic paraventricular nuclei receiving photic inputs from the SCN produce corticotropin-releasing hormone (CRH) which in turn stimulates the production of ACTH from the anterior pituitary. In addition to the modulatory effect of epinephrine, it is ACTH that imparts robust circadian rhythmicity to adrenocortical glucocorticoid hormone release. Further, free circulating concentrations of glucocorticoids act in a rapid negative feedback manner to limit hypothalamic CRF and pituitary ACTH release (Fig. 2) thereby maintaining systemic homeostasis within the HPA [43]. Whereas melatonin strictly peaks in the dark period and is low during the light period independent of species, patterns in the HPA axis are essentially reversed in diurnal and nocturnal animals. In nocturnal animals such as mice and rats, corticosterone reaches peak concentrations during the transition from the light/inactive period to the dark/active period [44]. Conversely, the
cortisol peak occurs during the transition from the dark/inactive period to the light/active period in diurnal animals (e.g., humans) [45]. In essence, the circadian rhythm of glucocorticoid secretion prepares the animal for the upcoming period of activity and feeding [3]. Thus, feeding patterns and sleep behavior are important aspects to consider when evaluating and comparing circadian experiments conducted in animals versus human studies.

The first definitive evidence that glucocorticoids entrained peripheral oscillators in vivo came upon the observation that administering the exogenous synthetic glucocorticoid, dexamethasone, produced transient phase shifts in circadian gene expression in peripheral tissues (liver, kidney, and heart) [46]. It is now recognized that, in virtually all tissues, glucocorticoids transcriptionally regulate the expression of both core clock genes (Bmal1, Cry1, Per1, and Per2) and a plethora of clock-controlled genes via glucocorticoid-response elements (GREs) present in the regulatory regions of these genes [47].

Akin to their influence on the HPA, both central and peripheral molecular clocks contribute to circadian rhythms within the reproductive hypothalamic-pituitary-gonadal (HPG) axis (Fig. 2). At the level of the hypothalamus, SCN neurons project directly onto gonadotropin-releasing hormone (GnRH) neurons to modulate their activity. GnRH regulates secretion of luteinizing hormone (LH) and follicle stimulating hormone (FSH) from the anterior pituitary. In females, LH and FSH stimulate ovarian follicular development and estrogen synthesis. Circulating free estrogen in turn modulates FSH and LH release through negative feedback mechanisms, completing the HPG loop (Fig. 2). The gonadotropins, FSH and LH, through regulation of the core clock genes, Per and Bmal1, regulate the ovarian circadian clock which in turn controls the timing and extent of expression of clock-controlled genes critical for normal ovarian physiology [48]. Estradiol acts in an estrogen receptor (ER) dependent manner to modulate the rhythm of PER2 in the uterus [49, 50]. Conversely, sex steroids can directly modulate the central clock by acting on ER and progesterone receptor expressing neurons in the SCN [51] (Fig. 2). The complex interactions of central and peripheral circadian clock genes, sex hormone release, and reproductive tissue sensitivity have been reviewed recently [48].

**Influence on human physiology and disease**

The fact that nearly half of the mammalian protein-coding genome is expressed with a circadian rhythm with tissue specificity [5], speaks by itself to the pronounced effect of circadian rhythms in influencing almost all key biochemical and physiological processes. Given the critical role played by circadian rhythm in maintaining both the systemic and tissue-level homeostasis, disruption of the rhythm has direct consequence for human health, disorders and diseases. Figure 3 summarizes the peak time for some of the key processes or biological mediators that controls physiological functions such as energy metabolism, fluid balance, inflammation, cellular turnover, and cognition/neurological responses. Core-clock genes are directly or indirectly implicated in controlling these processes, and a summary of key physiological functions affected by disrupting these core-clock genes in experimental models is described in previous publications [3, 4]. Some of the early understanding of circadian disruption on health were obtained from studies in jet lagged subjects. It is a well-known fact that changes in time zone can result in minor disruption of sleep/wake cycles. Studies have shown that frequent travels across time zones can result in not only temporary cognitive defects, but also structural brain changes such as reduction in the temporal lobe volume [12]. Multiple studies in shift workers suggests that night shifts are associated with increase in the incidence of multiple diseases such as neurological disorders, diabetes, cancer, and cardiovascular disorders [52, 53]. Just like the impact of disruption in circadian rhythms in shift workers, the ubiquitous use of light-emitting electronic devices could pose an increased risk for several circadian related disorders to a much larger segment of the population [54].

Several endocrine outputs (that control key physiological processes) such as cortisol, Adrenocorticotropic hormone (ACTH), epinephrine, testosterone, Thyroid Stimulating Hormone (TSH), Leptin, and Growth Hormone (GH) are closely regulated by circadian rhythms, and serve as a link between the central and the peripheral clocks, and their zeitgebers [43, 55, 56]. Physiological processes controlling blood flow and fluid balance like cardiac output, lymphatic flow, vascular resistance, and glomerular filtration rate follow a strong circadian fluctuation. Circadian expression of metabolic enzymes and ion channels enables the optimal metabolic and cardiac output that allows for efficient use of nutrients to match the diurnal variation in energy demand. Several lines of incidence suggest that circadian effects are likely to impact myocardial infarct incidence [57]. In the control of energy homeostasis, several of the mediators involved in regulating the energy homeostatic pathways like glycolysis, gluconeogenesis, lipid biosynthesis and metabolism, and oxidative phosphorylation are either directly or indirectly under the control of core clock genes [3, 4]. Imbalances in the timely coordination between these processes can disrupt the energy homeostasis, and could lead to disorders such as metabolic syndrome, obesity, and diabetes [53].

Decades of research in characterizing immune-regulatory and inflammatory processes suggests that these
processes are intricately connected with all the key biological processes. Studies show that the core clock genes are rhythmically expressed in cells regulating immunological processes, including the functions of innate and adaptive immunity [58]. Several of the key immune cells such as T-lymphocytes, B-lymphocytes, monocytes, neutrophils, and natural killer cells show circadian rhythmicity in maturation and trafficking [59]. Furthermore, expression of several key cytokines such as TNF-α, interferon-γ, IL-6, and IL-2 also show strong circadian fluctuations [59]. Multiple inflammatory and auto-immune diseases such as rheumatoid arthritis, asthma and systemic lupus show a clear circadian fluctuation in symptoms and disease severity. Furthermore, host circadian clock disruption can lead to increased pathogen replication and dissemination, which indicates that the severity of acute infections can be influenced by circadian rhythms [60]. Such complex interactions have been of particular relevance during the coronavirus disease 2019 (COVID-19) pandemic and has been reviewed [60, 61]. A recent publication summarizing an NIH workshop on circadian rhythms, sleep and immunity provides the current understanding and future opportunities in understanding the complex interactions between circadian rhythms and immune-modulatory processes, and its implications in understanding the disease pathophysiology and prevention/treatment of multiple diseases [62].

**Influence on drug disposition and actions**

Early experiments in mice models revealed that a drug, given at the same dose, can be lethal when administered at certain times of day or night, but had little adverse effect when administered at other times [63, 64]. Today, it is recognized that time-dependent toxicity and/or efficacy of medications can reflect predictable circadian variability in all four processes governing their pharmacokinetics (absorption, distribution, metabolism, and excretion), or drug sensitivity, or both. Further, rhythmic variations in physiology and tissue gene expression can influence drug actions, including pharmacodynamic responses, based on the availability or functioning of target proteins [3]. Time of drug dosing could play an important role in determining key pharmacokinetic parameters including overall exposure (AUC), bioavailability (F), clearance (CL), peak concentration (C_{max}) and time of peak exposure (t_{max}), and half-life (t_{1/2}). For many drugs, significant differences in their effects can occur with different dosing times despite similar drug exposure, indicative of other pharmacodynamic mechanisms. In this section, the effects of circadian rhythms on key determinants of drug pharmacokinetics and pharmacodynamics are summarized.

**Absorption**

Upon extravascular dosing, drugs must undergo passive and/or active transport from the site of administration to enter the systemic circulation. The absorption of orally administered drugs is dependent on both physiochemical
properties of the compound (e.g. lipophilicity, charge/ionization, molecular weight) as well as physiological factors including gastrointestinal (GI) blood flow, pH, gastric emptying rate, and the expression and function of drug uptake and efflux transporters in the gut. Studies show that circadian rhythms are prevalent within all these physiological processes. The existence of circadian clocks within the gut, and the importance of these clocks in the timing of gut gene expression, physiology, and xenobiotic handling have been established [65–67].

Circadian regulation of both physiologic parameters and specific transport proteins provide a mechanistic basis for understanding observed time-of-day variability in the absorption of many drugs. Both nutrient and drug transporters in the GI tract show circadian rhythms; with many under direct core-clock control. For instance, the intestinal absorption of lipids shows a circadian rhythm, where the rate of absorption peaks during the active period of the organism [3]. Furthermore, diurnal patterns of lipid absorption and its mediators [e.g. microsomal triglyceride transfer protein (MTP)] are disrupted in Clock mutant mice [68, 69]. Consistently, circadian patterns of absorption occur for some commonly used lipophilic drugs (e.g., cyclosporine, tacrolimus, and propranolol) [70], with greater absorption occurring during the day than at night. Circadian differences in the absorption of NSAIDs have been documented in humans. Statistically significant differences in C_{max}, which were higher after morning drug administration (+32% [diclofenac], +52% [indomethacin], +50% [ketoprofen]) have been shown [71]. The increased rate of absorption may be explained by daily variations in the gastric transit time and/or in intestinal blood flow [72].

Several influx and efflux transporters, including Mdr1, Mctl, Mrp2, Pept1, and Bcrp1 show circadian variation in their mRNA expression in the jejunal mucosa [73]. Recent studies by Yu et al. showed that the intestine-specific knockout of Bmal1 in mice significantly blunted the diurnal rhythm of MRP2 mRNA and protein, which in turn abrogated circadian time-dependency of MDR2-dependent methotrexate pharmacokinetics and toxicity [74]. Further, their studies revealed that Bmal1 generates diurnal MRP2 expression by temporally coordinating the expression of DBP (a MRP2 activator), REV-ERBα (an E4BP4 repressor), and E4BP4 (a MRP2 repressor) [74]. Similarly, the circadian expression of other ATP binding cassette (ABC) efflux transporters including BCRP (breast cancer resistance protein) and MDR1 (P-glycoprotein) are regulated by specific clock-controlled transcription factor(s) [75, 76]. Several chemotherapeutic agents such as methotrexate, topotecan, irinotecan and its metabolite SN-38, and doxorubicin are substrates of BCRP whereas P-glycoprotein is responsible for the efflux of small hydrophobic compounds such as digoxin, tacrolimus, and fexofenadine [77]. The proton-coupled peptide transporter, PEPT1, which actively absorbs oral β-lactam antibiotics, ester prodrugs (e.g. ACE inhibitors, protease inhibitors, valacyclovir, L-DOPA), and artificial di- and tripeptides, shows a circadian rhythm which is directly controlled by the clock-output transcription factor DBP [78]. Together, these findings indicate that the circadian molecular clock plays an important role in regulating the absorption of many drugs.

Although a few time of day dependencies in drug absorption via non-oral routes have been reported (e.g. intranasal salmon calcitonin) [79], the exact contributory mechanisms are unclear. Another relevant and emerging area in drug absorption and metabolism involves the gut microbiome [80, 81], which deserves further investigation within the context of circadian-gut microbe interactions [82, 83].

**Distribution**

The volume of distribution of a drug in plasma/blood and different tissues is determined largely by physiological factors such as the physical tissue volumes, blood flow rates to the organ/tissue, presence of drug transporters, red blood cell partitioning, and protein binding (binding affinity and the abundance of proteins) in plasma and tissues. There is no evidence of circadian changes in the actual tissue volumes. However, the other four factors are subject to circadian changes. Diurnal variations in both cardiac output and fractional blood flow rates to organs (e.g. brain, liver, skin, muscle) have been documented in both animals and humans [84–86]. Both cardiac output and organ flow rates tend to be higher during periods of activity. Therefore, for small molecule drugs with high diffusion rates, their transport out of capillaries can be limited by circadian variations in cardiac output and blood flow rates to different organs. It is well documented that various ion channels, transporters, and efflux pumps show circadian variations in tissue expression [3], which can potentially impact the transport and efflux of drug substrates in a tissue-specific manner. As factored within the Gillette equation [87], protein binding in both plasma and tissue is another major determinant of drug distribution. Indeed, albumin and other specific plasma binding proteins (e.g. transcortin and sex-hormone binding globulin) show circadian variations in systemic circulation, which can alter the plasma free fraction of highly bound drugs, and consequently impact their distribution. Transcortin, which shows low capacity, high binding for selected glucocorticoids, produces a circadian rhythm in binding to synthetic corticosteroids (e.g. prednisolone, hydrocortisone) and natural hormone (e.g. cortisol in humans) [88, 89]. The lowest binding capacity occurs during the night, around 4
AM, and the highest around 5 PM [90]. However, the clinical consequences of such variation in drug binding on their actions have not been demonstrated yet. A recent population-based PK analysis by Melin et al. [91] showed that a 23% diurnal variation in plasma transcortin from baseline, as observed in healthy volunteers [90], produced modest differences in the median total AUC (≤ 12.2%) and free fractions at higher concentrations (10.3% vs 11.7%) of hydrocortisone between times of highest and lowest transcortin concentrations. It was concluded that circadian variations in transcortin are unlikely of clinical consequence.

Drugs that bind to their pharmacological targets with high affinity and to a significant extent (relative to dose) can exhibit target-mediated drug disposition (TMDD), where the drug-target interaction can be reflected in their dose-dependent PK profiles [92]. Many such receptors and drug targets can exhibit circadian rhythms at their sites of expression in tissues and cells. For instance, Volz et al. recently developed a pharmacokinetic TMDD model, which corroborated the hypothesis that the nonlinear PK behavior of bosentan, a small molecule endothelin receptor antagonist, is mediated by its high receptor binding affinity coupled with time-varying (diurnal) receptor synthesis [93].

**Metabolism**

The optimization of metabolism and energy expenditure are key tasks of the circadian timing system. Importantly, fasting-feeding cycles accompanying rest-activity rhythms are major timing cues that synchronize rhythmic processes in the body. Within this context, the evolution of a time-dependent mechanism for the detoxification of noxious components ingested during food consumption is particularly relevant in mammals. Thus, it can be reconciled that the same underlying xenobiotic detoxification system plays an important role in the timing of drug metabolism, manifesting itself in circadian pharmacokinetics and pharmacodynamics, hence producing circadian changes in drug efficacy and toxicity [63].

The liver is the body’s major organ that is involved in the biotransformation of drugs. In accordance with the well-stirred model of hepatic clearance, factors affecting the metabolism of a drug in liver include the hepatic blood flow rate, specific enzymatic activity (intrinsic clearance), and plasma protein binding (as only the free unbound drug can be metabolized) [94]. Both the blood flow rate to the liver and plasma protein binding show circadian rhythms [86]. It is also well established that several enzymes involved drug metabolism also show circadian rhythms in gene expression and activity [3]. There is strong evidence that the transcription of many such enzymes is, at least in part, regulated by core clock genes. Although circadian variations are observed in nearly all factors controlling hepatic metabolism, the relative contribution to the circadian metabolism of a drug can vary. For a high extraction drug (intrinsic clearance > hepatic blood flow), the circadian variation in the hepatic blood flow rate is the major determinant of hepatic clearance. For example, nicotine metabolism occurs rapidly and extensively in liver; thus, its clearance is likely dependent on hepatic blood flow. As such, nicotine clearance displays an average daily variation of 17% (from peak to trough) [95]. In contrast, for a low extraction drug (intrinsic clearance < hepatic blood flow) the circadian variation in both protein binding and enzymatic activity will be the major factors that determine the circadian rhythmicity in their metabolism. This phenomenon is commonly documented upon monitoring blood drug concentrations during a continuous infusion. For example, significant circadian variations occurred in the plasma concentrations of 5-fluorouracil (5-FU) in patients administered a continuous infusion at 300 mg/m²/day [96]. In peripheral blood mononuclear cells obtained the same patients, circadian variations in the activity of dihydropyrimidine dehydrogenase, the major catalyzing enzyme of 5-FU were noted. This rhythm shared an inverse relationship with the variation in plasma 5-FU [96]. Circadian variation in the hepatic elimination rate of 5-FU in isolated perfused rat liver has also been reported [97].

Numerous cytochrome P450 genes in liver, including Cyp2b10, Cyp2e1, Cyp4a14, Cyp2a4, Cypa5, Cyp2c22, Cyp2e1, Cyp3a, Cyp4a3, Cyp7, and Cyp17 show circadian rhythmicity in expression [3, 98]. Enzymes involved in phase two metabolism including glutathione S-transferase, carboxylesterase, cysteine dioxygenase, UDP glucuronosyltransferase, and sulfotransferase are also expressed in a circadian manner [98]. The diverse roles, drug substrates, and site(s) of expression of such circadian-driven metabolizing enzymes have been the subject of recent and extensive review [99]. Rapid advances in molecular biology techniques [e.g., molecular cloning, gene editing, and chromatin immunoprecipitation (ChIP) analysis] have revealed both direct and indirect mechanisms of core clock gene regulation of circadian drug metabolizing enzyme transcription. Bmal1 and Clock generate circadian rhythmicity in Cyp2a4/5, Ugt1a1, Fmo5, and Sult1a1 expression by direct transcriptional activation upon binding to E-box elements in the promoter regions of these target genes [100, 101]. In addition, Bmal1/Clock also regulate expression of drug-metabolizing enzymes through indirect mechanisms. For example, Bmal1 regulates diurnal expression of Cyp3a11 through DBP and HNF4α, two direct targets of Bmal1 and activators of Cyp3a11 [102]. Lu and colleagues have recently published an excellent
review on this topic and summarize mechanistic studies that provide a strong link between molecular clock output genes and hepatic drug metabolism [100].

**Excretion**

The excretion of drug either unchanged or as a metabolite is the last step in its disposition. For most drugs, this process is primarily mediated by the kidney whereas biliary excretion and subsequent fecal elimination occur with some drugs. The circadian presence of efflux pumps in the bile canalicular membranes may influence the excretion of certain types of drugs from the hepatocytes into bile. Circadian rhythms have been documented in all three contributory processes of kidney excretion—glomerular filtration, tubular secretion, and tubular reabsorption [103]. Studies evaluating daily glomerular filtration rate (GFR) using inulin as a marker suggest that GFR shows a circadian variation which peaks during the daytime in humans and is lower at night [104]. For drugs which are primarily eliminated through glomerular filtration and show very low protein binding, their circadian variation in renal clearance would depend primarily on daily GFR fluctuation. For example, the circadian variation of renal excretion of amikacin, an aminoglycoside antibiotic, shows a pattern like that of GFR [3]. Consistently, the antibiotic gentamicin displayed the best renal tolerability following afternoon dosing instead of dosing during the rest period (midnight to 7:30 AM) in patients with severe infections [105]. However, for highly bound drugs, circadian variation in plasma protein binding can also affect circadian changes in renal excretion.

Similar to other tissues, the kidney also possesses an intrinsic circadian timing system with clock-controlled tissue-specific output genes [106]. Many output genes are involved in the control of sodium ions, water balance, and nutrient/xenobiotic transport. Specific transporters in the kidney proximal tubule including P-glycoprotein, various organic acid and base transporters, and proteins of the solute carrier families, which are involved in the tubular secretion of drugs display circadian rhythms [107]. Ampicillin, a drug primarily excreted by tubular secretion shows circadian variation in clearance, which indicates a possible circadian rhythm in the tubular secretion process [108]. Of note, nephron-specific Bmal1 knockout mice showed an 80% reduction in organic anion transporter 3 (OAT3) expression with an impaired natriuretic response to furosemide [109]. These findings point to a central role of core circadian clock function in renal physiology and pharmacology. Numerous drugs and essential solutes are reabsorbed by either an active process or simple passive diffusion. There is no documented evidence for circadian variation in active reabsorption thus far. However, the passive reabsorption of a drug depends upon its lipophilicity and pKa as well as the urinary pH and flow rate. Both the urinary pH and urinary flow rate display diurnal rhythms, with urinary pH being more acidic during the inactive period and urinary flow rate peaking during the active period [63].

**Drug actions (chronopharmacodynamics)**

Chronopharmacology studies have revealed significant differences in drug effects with different timing of dosing, despite showing the same concentration–time profiles in plasma and/or at their site(s) of action. Rhythmic changes in free-to-bound drug, target or receptor availability, downstream mediators, and activity levels of rate-limiting steps in pharmacologic signaling pathways in drug-targeted tissues are some factors which can produce pharmacodynamic effects of varying intensities based on dosing time. This phenomenon is particularly well-documented for diverse anticancer agents. The antitumor effect of interferon-β (IFN-β; 0.5 MI.U./kg, intratumoral) was more efficient upon 9:00 AM dosing versus 9:00 PM dosing in melanoma bearing mice [110]. Mechanistically, this dosing time-dependent IFN-β antitumor effect was attributed to a change in drug sensitivity with increased IFN receptor synthesis and specific receptor binding by IFN-β on tumor cells in S phase [110]. Furthermore, IFN-β concentrations were increased in tumor, presumably due to increased IFN receptor binding [111], upon morning dosing [110]. An antiangiogenic agent, SU1498 (VEGFR-2 tyrosine kinase inhibitor), showed increased antitumor efficacy when administered during the early light phase compared with the early dark phase [112]. This differential effect based on dosing time was related to the robust circadian variation in vascular endothelial growth factor (VEGF) production, which occurs under direct regulation of the molecular clock [112]. A similar mechanism involving the circadian availability of platelet-derived growth factor (PDGF) has been shown to explain the chrono-eficacy (antitumor effect) of imatinib mesylate (Gleevec) [113]. Mechanisms contributing to time-dependent efficacy can involve feedback from secondary signaling proteins, hormones, or regulatory networks. Epidermal growth factor receptor (EGFR) signaling, an essential pathway for cell growth and cell–cell interactions, is suppressed by high glucocorticoid concentrations that occur during the active phase (night in rodents), while EGFR signals are enhanced during the resting phase [114]. Consistent with this pattern, treatment of animals bearing EGFR-driven tumors with lapatinib (40 mg/kg per day orally), an inhibitor of ErbB1 and ErbB2 tyrosine kinases, was more effective when administered during the resting phase of the day, when glucocorticoids are low [114]. Collectively, such findings
support a circadian clock-based paradigm in cancer therapy.

Chronoefficacy is also relevant to drugs administered for other indications, including neuropathic pain, cardiovascular disease, and metabolic disease. Using a mouse model of neuropathic pain, Kusunose et al. elucidated the molecular basis for the dosing time-dependency of anti-allodynic effects of gabapentin [115]. Specifically, the authors demonstrated that circadian oscillations in the protein abundance of the calcium channel α2δ-1 subunit, a target of gabapentin, correlated with fluctuations in the maximal binding capacity of gabapentin in the dorsal root ganglion; and that the anti-allodynic effect of gabapentin was attenuated at the times of the day when α2δ-1 subunit protein was abundant [115]. Serum gabapentin concentrations did not significantly differ between the two dosing times tested (5:00 AM vs. 5:00 PM) [115]. The anticoagulant effect of rivaroxaban, a direct inhibitor of activated factor X (FX), is influenced by the dosing time [116]. In rats, FX activity follows a 24-h rhythm with a peak in the middle of the light phase and a trough at the beginning of the dark phase. Consistently, a single dose of rivaroxaban (1 mg/kg or 10 mg/kg) inhibited FX activity more strongly after dosing at the beginning of the light phase than after dosing than in the dark phase, with minimal influence of dosing times on rivaroxaban pharmacokinetics [116]. However, additional differences in rivaroxaban pharmacokinetics related to dosing time cannot be ruled out. A human trial demonstrated > twofold drug concentrations after intake and therefore more pronounced FX inhibition and suppression of in vivo thrombin formation in the first 12 h after administration in the evening as compared to morning intake [117].

Unsurprisingly, the core proteins of the circadian clock, such as Per, Rev-erbα/β, Rorα/γ, and Cry have and continue to be targeted by investigational small molecule drugs for the treatment of certain diseases. The advances, challenges, and opportunities for ‘drugging the clock’ to manage and treat diverse disorders have been discussed elsewhere [65, 118, 119].

Chronopharmacometrics and systems chronotherapeutics

The key theme of this issue of the Journal of Pharmacokinetics & Pharmacodynamics – Chronopharmacometrics – encompasses pharmacometric methods relevant to quantifying chronopharmacology and chronotherapeutics. Over the past three decades, multiple chronopharmacometric methodologies have evolved within the broader context of general pharmacokinetic-pharmacodynamic modeling. Spanning the spectrum of empirical, pharmacokinetics-related to dosing time cannot be ruled out. A human trial demonstrated > twofold drug concentrations after intake and therefore more pronounced FX inhibition and suppression of in vivo thrombin formation in the first 12 h after administration in the evening as compared to morning intake [117].

Unsurprisingly, the core proteins of the circadian clock, such as Per, Rev-erbα/β, Rorα/γ, and Cry have and continue to be targeted by investigational small molecule drugs for the treatment of certain diseases. The advances, challenges, and opportunities for ‘drugging the clock’ to manage and treat diverse disorders have been discussed elsewhere [65, 118, 119].

Chronopharmacometrics and systems chronotherapeutics

The key theme of this issue of the Journal of Pharmacokinetics & Pharmacodynamics – Chronopharmacometrics – encompasses pharmacometric methods relevant to quantifying chronopharmacology and chronotherapeutics. Over the past three decades, multiple chronopharmacometric methodologies have evolved within the broader context of general pharmacokinetic-pharmacodynamic modeling. Spanning the spectrum of empirical, pharmacokinetic-pharmacodynamic modeling and interpretation of chronopharmacologic time course data, and (3) guide time-based dosing using modeling and simulation.

Diverse mathematical or statistical models can be incorporated within established pharmacometric models to characterize circadian rhythmicity in experimental (placebo plus drug treatment) data. To jointly model circadian rhythms in endogenous cortisol in placebo-treated volunteers along with the time course endogenous cortisol suppression by administration of inhaled fluticasone propionate, Chakraborty et al. implemented indirect response models (IDR) using various biorhythmic functions (single cosine, dual ramps, dual zero-order, dual cosines, and Fourier-based L²-Norm methods) for the production rate [120]. It was shown that the Fourier series with L²-Norm best captured the placebo and drug treatment data, offering a flexible and accurate method to capture periodic rhythms. However, appropriate selection of a suitable rhythmic function or model will be case-specific and highly dependent on the experimental data available. A general methodological review on procedures for numerical analysis of circadian rhythms—from visual inspection of time plots and actograms to several mathematical methods of time series modeling—has been published [121].

To delineate circadian effects and interactions impacting both the pharmacokinetics and pharmacodynamics (cortisol suppression and lymphocyte trafficking) of total plus free prednisolone and prednisone, Derendorf and colleagues employed IDR models to comprehensively capture the joint effects of free prednisolone and cortisol on inhibition of the production rate for lymphocyte suppression, as a function of dosing time [122]. Moving beyond these efforts, studies from the Jusko laboratory have evolved more mechanistic systems pharmacokinetic-pharmacodynamic models incorporating circadian rhythmicity in hormonal concentrations, tissue mRNA biomarker expression, and protein concentrations to fully decipher the physiologic and pharmacologic control of endogenous and exogenous corticosteroid responses in a quantitative manner [123–126]. The integrated effects of circadian rhythms, methylprednisolone kinetics, and the glucose/free fatty acids/insulin system on the regulation of two important adipokines, adiponectin and leptin, were evaluated using systems modeling [125]. The model simultaneously captured the complex response dynamics of adiponectin and leptin mRNA and protein concentrations as well as plasma glucose, insulin, and free fatty acid concentrations, under
homeostatic (circadian) and perturbed (steroid-dosed) conditions. Another study [127] experimentally examined the concerted, multi-tissue regulation of the glucocorticoid induced leucine zipper (GILZ), a novel and sensitive anti-inflammatory biomarker of corticosteroids, in rat lung, skeletal muscle, and fat in vivo. By incorporating Fourier-based harmonics to describe rhythms in both GILZ and glucocorticoid receptor dynamics within the fifth-generation model framework for corticosteroids [128], the model captured the tissue-specific dynamics of GILZ mRNA under baseline (circadian) and steroid-treated conditions in all tissues examined [123]. Scherholz et al. provide a sweeping overview of recent advances in corticosteroid therapy that have further improved patient safety and efficacy, with an emphasis on chronopharmacology [129].

Recently, the IDR paradigm with circadian input rates was extended by developing indirect pharmacodynamic models with periodic removal of the response variable [130]. The developed model captured applicable pharmacodynamic biomarkers such as plasma uric acid, brain amyloid β, and dopamine; providing a mechanistic basis to model drug responses displaying nonstationary baselines controlled by removal mechanisms [130]. In addition, Koch and Schropp have proposed IDR-based models that include a delay process to realize oscillating response behaviors [131]. In this type of model, production rate is first-order whereas loss is replaced by a second-order term with delayed control by the response variable. Interpretations posited for the delay include lifespan and maturation time [131].

In complement and in parallel to advancements in chronopharmacometrics, the field of systems biology has offered considerable and longstanding contributions to better understand circadian phenomena. In general, systems biology comprises a broad spectrum of computational methods to understand physiology and disease at levels of molecular pathways, regulatory networks, cells, tissues, organs, and, ultimately, the whole organism [132]. Long before molecular genetics led to the identification of the transcriptional and translational feedback loops governing the core clock that underlies the mechanism of circadian oscillation in organisms, theoretical assessments, dating as early as 1965 [133], have sought to understand how circadian properties of oscillations, periodicity, and entrainment emerge. For example, systems modelers have shown, based on a hypothetical biochemical network with negative feedback, there are necessary constraints on reaction rates for the generation of instability at steady state [134, 135]. Assuming this structural model and parameter constraints, it was shown that the rate of transcription and translation are not vital for setting period length, but instead a critical feature is the degradation rate of the repressor mediating feedback [134, 136]. These studies highlight fundamental contributions of systems modeling, even prior to any knowledge of the molecular network underpinning circadian rhythms.

Subsequent identification of the molecular components of circadian rhythms have led to a large array of more elaborate models incorporating intricate gene loops of core clock regulation, including their mRNA and proteins, downstream functions, and clock-controlled genes. This expansion is also largely attributed to advances in transcriptomics and proteomics methods, which have enabled systems biology-derived discoveries of intrinsic clock phenomena (reviewed extensively in [134]). Circadian ‘signatures’ for numerous genes derived from such large ‘omics’ datasets have also been incorporated with mathematical models of circadian rhythms. For example, Mavroudis et al. utilized a mathematical model in conjunction with large-scale, multi-tissue microarray data to explore the dynamics of core-clock and clock-controlled genes measured in four tissues of the rat (liver, muscle, adipose, and lung). Their analysis revealed inter-tissue circadian variability among the same clock-controlled genes, attributable to differing tissue-specific rates of transcription factor activities on Ebox/RRE/Dbox elements [31, 137]. Efforts in quantitative systems modeling of chronotherapy within the context of molecular-to-whole body integration have expanded over the past two decades. The Androulakis lab have assembled complex models of systems biology for understanding circadian rhythms within various relevant contexts such as inflammation [138], circadian-immune interactions [139], and seasonal impacts on synchronization of the circadian clock and cell cycle [140].

There is growing interest in the complementary adoption of PK/PD and systems biology approaches toward the development of integrative quantitative systems pharmacology (QSP) models to understand more fully the complex interactions of drugs and disease biology and consequently improve drug development and pharmacotherapy [141]. As a multidisciplinary science, QSP promises a framework for integrating information obtained from studying biologic (normal and aberrant) pathways and pharmacological targets to predict clinical efficacy and adverse events through iterations between mathematical modeling and experimentation. As conceptualized in Fig. 4, there remains considerable opportunity to further integrate key aspects of physiology and disease, circadian biology, and therapeutic interventions (i.e. drug disposition and pharmacology) towards the development of circadian systems pharmacology models. Such models should seek to integrate the time-course of drug pharmacokinetics, target engagement and downstream effects (pharmacodynamics), interactions of the molecular components of the circadian clock and/or other relevant circadian physiology that manifest as time-varying drug concentrations or responses, and last, the
processes reflecting disease and its perturbation on normal body function. Relevant information to inform and integrate each component of the systems model may rely on existing experimental data, published mathematical models, and prospective fit-for-purpose experiments designed to calibrate or qualify the model (Fig. 4). To quantitatively predict circadian modulation by the light–dark cycle as well as the by the CK1δ/ε inhibitor, PF-670462, Kim et al. developed a systems pharmacology model, which successfully validated experimental data indicating that chronic CK1δ/ε inhibition during the earlier hours of the light–dark cycle can produce a constant stable delay of rhythm whereas chronic dosing later during the day, or in the presence of longer light intervals, would not yield an entrained rhythm [142]. Ballesta et al. extensively review recent advances in multiscale systems chronopharmacology approaches toward the design of patient-tailored chronotherapies, with an with emphasis on both cancer management and circadian timing system–resetting strategies [7]. In their review, the development of multiscale systems chronopharmacology models, which integrate data from in vitro cells systems to in vivo animal models, are described for chemotherapeutic agents such as irinotecan, oxaliplatin, and 5-flurouracil [7]. For other drugs and hormones with complex multifactorial effects, such as corticosteroids, there remains opportunities and challenges to further evolve more global and mechanistic models that jointly consider (1) the circadian physiology of endogenous glucocorticoid hormones, including HPA feedback and adrenal suppression [120], (2) possible PK complexities arising from circadian time-varying transcortin concentrations [91], (3) tissue-specific peripheral clock gene regulation [137], (4) effects of steroid on the peripheral clocks and circadian glucocorticoid receptor concentrations in tissues [46], and (5) the tissue-specific receptor-mediated genomic actions of corticosteroids [123, 124]. It is anticipated that continued evolution of such systems models could eventually lead to a highly predictive framework, reducing need for empiricism (e.g., use of data-driven cosine fitting) within current pharmacokinetic-pharmacodynamic models.

Concluding perspectives

Circadian rhythms and the internal clock are elegant products of evolution perfected over millions of years to aid in the adaptation of the living beings to periodic fluctuations in the external world. Owing to several decades (if not centuries) of research into understanding the molecular, systemic, and behavioral components of circadian rhythms, and the intricate interactions between the central and the peripheral clocks and the external cues that entrains them, we now have a robust understanding on how circadian
functioning maintains health, or when disrupted, can lead to disease. There has been some success in translating this understanding into identifying pharmacological targets and molecular therapeutics. However, owing to the complexity of how the internal clock mechanisms work, and the extensive crossstalk and feedback loops that maintain homeostasis, a large portion of the internal clock mechanisms are still undruggable and under-exploited. Recent advances made in applying systems biology and systems pharmacology approaches can help in gaining a more in-depth understanding of the circadian circuitry and its downstream effects, which could translate into identifying molecular targets for the treatment of different diseases. In addition, this in-depth understanding is important for making relevant life-style interventions that modulate the external cues capable of regulating the internal clock, and hence help prevent or manage circadian disruption related disorders.
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