LIMIT THEOREMS FOR RANDOM CUBICAL HOMOLOGY
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ABSTRACT. This paper studies random cubical sets in $\mathbb{R}^d$. Given a cubical set $X \subset \mathbb{R}^d$, a random variable $\omega_Q \in [0, 1]$ is assigned for each elementary cube $Q$ in $X$, and a random cubical set $X(t)$ is defined by the sublevel set of $X$ consisting of elementary cubes with $\omega_Q \leq t$ for each $t \in [0, 1]$. Under this setting, the main results of this paper show the limit theorems (law of large numbers and central limit theorem) for Betti numbers and lifetime sums of random cubical sets and filtrations. In addition to the limit theorems, the positivity of the limiting Betti numbers is also shown.

1. INTRODUCTION

The mathematical subject studied in this paper is motivated by imaging science. Objects in $\mathbb{R}^d$ are usually represented by cubical sets, which are the union of pixels or higher dimensional voxels called elementary cubes, and those digitalized images are used as the input for image processing. For example, image recognition techniques identify patterns and characteristic shape features embedded in those digital images. Recent progress on computational topology [6, 13] allows us to utilize homology as a descriptor of the images. Here, homology is an algebraic tool to study holes in geometric objects, and it enables us to extract global topological features in data (e.g., [1, 15, 16]). In particular, the mathematical framework mentioned above is called cubical homology, which will be briefly explained in Subsection 2.1 (see [13] for details).

In applications, digital images usually contain measurement/quantization noise, and hence it is important to estimate the effect of randomness on cubical homology. Furthermore, by studying the asymptotic behaviors of randomized cubical homology, we can understand the (homological) structures in the images as a difference from the random states. Random topology is a mathematical subject to study these problems, and it is a new branch of mathematics that has emerged in the intersection between algebraic topology and probability theory. The reader may refer to the survey papers [2, 14] and the references therein for further details.

In this paper, we study several limit theorems for random cubical homology. Our model, which will be precisely explained in Subsection 2.2, assigns a random variable $\omega_Q$ on $[0, 1]$ from a probability measure $P$ for each elementary cube $Q$ in a cubical set $X \subset \mathbb{R}^d$. Then, for each $t$, we construct a random cubical set as a sublevel set $X(t) = \{Q \in X : \omega_Q \leq t\}$. This is a natural higher dimensional generalization of the classical bond percolation model [9] in which the elementary cubes only consist of vertices and edges in $\mathbb{Z}^d$. This model also contains the Bernoulli random cubical complex [12], which is an analog of the Linial-Meshulam random simplicial complex [17]. Furthermore, the sequence $\{X(t)\}_{0 \leq t \leq 1}$ can
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be regarded as a random filtration and this naturally connects to the concept of persistent homology [2, 22].

Under this setting, we study the law of large numbers (LLN) and the central limit theorem (CLT) for the Betti numbers $\beta_q(t) := \beta_q(X(t))$. We also study the asymptotic behavior of the lifetime sum of persistent homology. Here, given a filtration such as $\{X(t)\}_{0 \leq t \leq 1}$, the $q$-th persistent homology characterizes each $q$-dimensional hole $c$ by encoding its birth and death parameters $t = b, d$ ($0 \leq b \leq d \leq 1$), where $b$ and $d$ express the appearance and disappearance of the hole $c$, respectively. Then, the lifetime sum $L_q$ is defined by the sum of the lifetime $d - b$ for all $q$-dimensional holes. Alternatively, it can be also expressed by the integral $L_q = \int_0^1 \beta_q(t)dt$ of the Betti number. The lifetime sum has a natural connection to the classical theorem in combinatorial probability theory called Frieze’s $\zeta(3)$ theorem [8], and a higher dimensional generalization of Frieze’s theorem is studied in [10, 11, 12]. In view of this connection, we also prove the LLN and the CLT for the lifetime sum of the persistent homology in this paper.

We remark on several papers related to this work. First, the paper [12] studies the Bernoulli random cubical complex and determines the asymptotic order of the expected lifetime sum of the persistent homology. Hence, the LLN for the lifetime sum in this paper is stronger than the result in [12]. We also remark that the paper [20] discusses several random cubical sets, and gives exact polynomial formulae for the expected value and variance of the intrinsic volumes. The study on cubical homology is addressed in the future work in [20]. Instead of discrete settings, the limit theorems for Betti numbers defined on point processes in $\mathbb{R}^d$ are studied in [21]. The paper [5] also shows the limit theorems for persistence diagrams on point processes in $\mathbb{R}^d$.

The paper is organized as follows. In Section 2, after brief introduction of cubical sets and cubical homology, we explain our model of random cubical sets and state the main results of the LLN and the CLT for Betti numbers and lifetime sums. Some computations of limiting Betti numbers are also presented at the end of this section. The proofs for the LLN and the CLT are given in Section 3 and 4, respectively. At the end of Section 3, we also show a sufficient condition for the positivity of the limiting Betti numbers. Section 5 concludes the paper and shows some future problems.

2. Model and Main Results

2.1. Cubical homology. We review in this subsection the concept of cubical homology, which is a main object studied in this paper. This subsection is devoted to a brief summary of Chapter 2 in [13]. We refer to [13] for more detailed description and the proofs of propositions introduced in this subsection.

An elementary interval is a closed interval $I \subset \mathbb{R}$ of the form

$$I = [l, l + 1] \quad \text{or} \quad I = [l, l] ,$$

for some $l$ in $\mathbb{Z}$. In the latter case, we shall write it as $I = [l]$. Fix $d \in \mathbb{N}$. Throughout the paper, $d$ represents the dimension of the state space where cubical sets, which will be defined later, are considered. An elementary cube $Q$ is a finite product of elementary intervals of the form

$$Q = I_1 \times \cdots \times I_d ,$$

where $I_i \subset \mathbb{R}$ is an elementary interval for each $1 \leq i \leq d$.

Let $Q$ be an elementary cube of the form $Q = I_1 \times \cdots \times I_d$ with elementary intervals $I_i$, $1 \leq i \leq d$. For each $1 \leq i \leq d$, denote by $I_i(Q)$ the $i$-th component of $Q$: $I_i(Q) = I_i$.  

In this paper, the term “filtration” means an increasing family of cubical complexes as usual in topology.
For an elementary interval $I \subset \mathbb{R}$, $I$ is said to be nondegenerate if $I$ is not a singleton. We denote by $\dim Q$ the number of nondegenerate components of $Q$:

$$\dim Q = \#\{1 \leq i \leq d : I_i(Q) \text{ is nondegenerate}\}.$$  

Define $K^d$ by the set of all elementary cubes in $\mathbb{R}^d$. For each $0 \leq k \leq d$, we also define $K^d_k$ as the set of all elementary cubes in $\mathbb{R}^d$ whose dimension is equal to $k$.

A subset $X \subset \mathbb{R}^d$ is said to be cubical if $X$ can be written as a union of elementary cubes in $\mathbb{R}^d$. Note that a cubical set is a subset of $\mathbb{R}^d$ with this definition, not a set of chains (see also Remark [13]). Note that an infinite union of elementary cubes in $\mathbb{R}^d$ is also included in our definition of cubical sets although it is assumed to be a finite union in [13].

For a cubical set $X \subset \mathbb{R}^d$, denote by $K^d(X)$ the set of all elementary cubes contained in $X$. For each $0 \leq k \leq d$, we also denote by $K^d_k(X)$ the set of all elementary cubes in $X$ whose dimension is equal to $k$.

For each elementary cube $Q$ in $K^d_k$, let $\hat{Q}$ be an algebraic object of $Q$. $\hat{Q}$ is called an elementary $k$-chain. Denote by $\tilde{K}^d_k$ the set of all elementary $k$-chains. We define the $\mathbb{Z}$-free module $C^d_k = \mathbb{Z}(\tilde{K}^d_k)$ by the module over $\mathbb{Z}$ generated by all elementary $k$-chains:

$$C^d_k := \{c = \sum_{\text{finite sum}} \alpha_i \hat{Q}_i : \hat{Q}_i \in \tilde{K}^d_k, \alpha_i \in \mathbb{Z}\}.$$  

An element belonging to $C^d_k$ is called a $k$-dimensional chain. We also set $C^d_0 := 0$ for $k < 0$ or $k > d$. For a cubical set $X \subset \mathbb{R}^d$, we similarly denote by $\tilde{K}^d_k(X)$ the set of all elementary $k$-chains in $X$ and define the $\mathbb{Z}$-free module $C^d_k(X) = \mathbb{Z}(\tilde{K}^d_k(X))$, respectively:

$$\tilde{K}^d_k(X) := \{\hat{Q} : Q \in K^d_k(X)\},$$

$$C^d_k(X) := \{c = \sum_{\text{finite sum}} \alpha_i \hat{Q}_i : \hat{Q}_i \in \tilde{K}^d_k(X), \alpha_i \in \mathbb{Z}\}.$$  

Consider $k$-dimensional chains $c_1, c_2 \in C^d_k$ with $c_1 = \sum_{i=1}^m \alpha_i \hat{Q}_i$ and $c_2 = \sum_{i=1}^m \beta_i \hat{Q}_i$. The scalar product of the chains $c_1$ and $c_2$ is defined as

$$\langle c_1, c_2 \rangle = \sum_{i=1}^m \alpha_i \beta_i.$$  

For elementary cubes $P \in K^d_k$ and $Q \in K^d_k$, we define the cubical product $\hat{P} \circ \hat{Q}$ by

$$\hat{P} \circ \hat{Q} := \hat{P} \times \hat{Q}.$$  

Note that, for elementary cubes $P \in K^d_k$ and $Q \in K^d_k$, the direct product $P \times Q$ is also an elementary cube belonging to $K^{d+d'}$. Therefore the cubical product $\hat{P} \circ \hat{Q}$ is well-defined and defines an element in $\tilde{K}^{d+d'}_{k+k'}$. For general chains $c_1 \in C^d_k$ and $c_2 \in C^d_{k'}$, we define the cubical product $c_1 \circ c_2 \in C^{d+d'}_{k+k'}$ as

$$c_1 \circ c_2 = \sum_{P \in K^d_k} \sum_{Q \in K^d_{k'}} \langle c_1, \hat{P} \rangle \langle c_2, \hat{Q} \rangle \hat{P} \circ \hat{Q} \times \hat{Q}.$$  

Let $k \in \mathbb{Z}$. The cubical boundary operator $\partial_k : C^d_k \to C^d_{k-1}$, which is a homomorphism of $\mathbb{Z}$-modules, is defined by the following way. We first set $\partial_k := 0$ if $C^d_k = 0$ or $C^d_{k-1} = 0$. Let $Q$ be an elementary cube in $K^d_k$. For $k = 1$, the boundary operator is
defined as
\[ \partial_k \hat{Q} = \begin{cases} \hat{l} + 1 - \hat{l}, & \text{if } Q = [l, l + 1] \text{ for some } l \in \mathbb{Z}, \\ 0, & \text{otherwise}. \end{cases} \]

We assume that the boundary operator \( \partial_k \) for all \( k \)-dimensional elementary chains is already defined for some \( k \geq 1 \) and assume that \( \dim Q = k + 1 \). Let \( I = I_1(Q) \) and \( P = I_2(Q) \times \cdots \times I_d(Q) \). We then define \( \partial_{k+1} \hat{Q} \) by
\[
\partial_{k+1} \hat{Q} := (\partial_{k_1}) \circ \hat{P} \circ \cdots \circ (-1)^{\dim I} \hat{I} \circ (\partial_{k_d}) \hat{P},
\]
where \( k_1 = \dim I \) and \( k_d = \dim P \). We finally extend the definition to all chains by linearity, that is, for a chain \( c \) in \( C_k \) with the form \( c = \alpha_1 \hat{Q}_1 + \cdots + \alpha_m \hat{Q}_m \), define
\[
\partial_k c := \alpha_1 \partial_k \hat{Q}_1 + \cdots + \alpha_m \partial_k \hat{Q}_m.
\]

We introduce in the following proposition an alternative formula for the boundary operator \( \partial_k \).

**Proposition 2.1.** Let \( Q \subset \mathbb{R}^d \) be a \( k \)-dimensional elementary cube \( Q = I_1 \times \cdots \times I_d \) and let \( I_{1}, \ldots, I_{k} \) be the nondegenerate components of \( Q \) with \( I_{l_{j}} = [l_{j}, l_{j} + 1] \) for some \( l_{j} \in \mathbb{Z} \). For each \( 1 \leq j \leq k \), let
\[
Q^{-}_{j} := I_{1} \times \cdots \times I_{j-1} \times [l_{j}] \times I_{j+1} \times \cdots \times I_{d},
\]
\[
Q^{+}_{j} := I_{1} \times \cdots \times I_{j-1} \times [l_{j} + 1] \times I_{j+1} \times \cdots \times I_{d}.
\]

Then
\[
\partial_k \hat{Q} = \sum_{j=1}^{k} (-1)^{j-1} \left( \hat{Q}^{+}_{j} - \hat{Q}^{-}_{j} \right).
\]

We also sum up basic properties of the boundary operator \( \partial_k \), which enable us to define homology groups for cubical sets.

**Proposition 2.2.** The boundary operator satisfies the following properties:

1. For any \( k \in \mathbb{Z} \), it holds that \( \partial_{k-1} \circ \partial_k = 0 \).
2. For any cubical set \( X \) in \( \mathbb{R}^d \) and any \( k \in \mathbb{Z} \), it holds that \( \partial_k(C^d_k(X)) \subset C^d_{k-1}(X) \).

In particular, the operator \( \partial^X_k \) defined as the restriction of \( \partial_k \) onto \( C^d_k(X) \) is a map from \( C^d_k(X) \) to \( C^d_{k-1}(X) \).

For a cubical set \( X \) in \( \mathbb{R}^d \), the cubical chain complex for \( X \) is defined as the sequence:

\[
\cdots \rightarrow C^d_{k+1}(X) \xrightarrow{\partial^X_{k+1}} C^d_k(X) \xrightarrow{\partial^X_k} C^d_{k-1}(X) \xrightarrow{\partial^X_{k-1}} \cdots
\]

We then define the \( k \)-th homology \( H_k(X) := Z_k(X)/B_k(X) \) by the quotient \( \mathbb{Z} \)-module of \( Z_k(X) := \text{ker} \partial^X_k \) and \( B_k(X) := \text{im} \partial^X_{k+1} \). Note that from Proposition 2.2, \( B_k(X) \) is a submodule of \( Z_k(X) \) and thereby \( H_k(X) \) is well-defined. Note also that, if \( X \) is bounded, then the homology group \( H_k(X) \) is a finitely generated \( \mathbb{Z} \)-module. Therefore from the structure theorem for finitely generated \( \mathbb{Z} \)-modules (see [13, Corollary 3.1]), the homology group \( H_k(X) \) can be represented as \( H_k(X) \simeq T_k(X) \oplus \mathbb{Z} \beta_k(X) \), where \( T_k(X) \) and \( \beta_k(X) \) are called the \( k \)-th torsion and \( k \)-th Betti number, respectively. Note that, for any cubical set \( X \) in \( \mathbb{R}^d \) and \( k < 0 \) or \( k > d \), it follows from \( C^d_k(X) = 0 \) that \( \beta_k(X) = 0 \). Furthermore, \( \beta_d(X) \) is also zero for any cubical set \( X \subset \mathbb{R}^d \). Therefore our attention will be always focused on the case \( 0 \leq k < d \).
So far, we have defined the homology $H_k(X)$ for a cubical set $X$ which expresses the $k$-dimensional topological features in $X$. Next, we introduce a generalization of homology defined for an increasing family of cubical sets which characterizes persistent topological features.

For a bounded cubical set $X$, let $\mathcal{X} = \{X(t)\}_{0 \leq t \leq 1}$ be an increasing family of cubical sets $X(t) \subset X$, i.e., $X(s) \subset X(t)$ for any $s \leq t$. It follows from the finiteness that the parameters $t$ at which the cubical sets properly increase $X(t - \epsilon) \subset X(t)$ for any sufficiently small $\epsilon > 0$ are finite, and hence we can assign the index $0 \leq t_1 < \cdots < t_n \leq 1$ for those parameters. We recall that the inclusion map $X(s) \hookrightarrow X(t)$ for any $s \leq t$ induces the linear map $\iota^s_t : H_k(X(s)) \to H_k(X(t))$ on homologies by the natural assignment $[z] \mapsto [z]$, where $[z]$ is taken for each equivalent class. Then, the $k$-th persistent homology $H_k(\mathcal{X}) = (H_k(X(t)), \iota^s_t)$ of $\mathcal{X}$ is defined by the family of homologies $\{H_k(X(t)) : 0 \leq t \leq 1\}$ and the induced linear maps $\iota^s_t$ for all $s \leq t$ \cite{22}.

When we replace the coefficient $\mathbb{Z}$ of modules with a field $k$, the persistent homology satisfies an important structure theorem \cite{22}. Namely, the persistent homology can be uniquely decomposed as a direct sum

$$H_k(\mathcal{X}) \simeq \bigoplus_{i=1}^m I(b_i, d_i).$$

Here, each summand $I(b_i, d_i) = (U_t, f^s_t)$ called interval representation consists of a family of vector spaces

$$U_t = \left\{ k, \ b_i \leq t < d_i, \right\}$$

and the identity map $f^s_t = \text{id}_k$ for $b_i \leq t \leq s < d_i$. Intuitively, each interval $I(b_i, d_i)$ represents a persistent topological feature (i.e., $k$-dimensional hole) which appears and disappears at $t = b_i$ (birth) and $t = d_i$ (death) in $\mathcal{X}$, respectively. Note that the birth $b_i$ and death $d_i$ are given by the indices in $\{t_1, \ldots, t_n\}$. The lifetime of the $i$-th interval is defined by $\ell_i = d_i - b_i$, and the lifetime sum of the persistent homology $H_k(\mathcal{X})$ is given by $L_k(\mathcal{X}) = \sum_{i=1}^m \ell_i$. It is also known \cite{11} that the lifetime sum has an alternative expression

$$L_k(\mathcal{X}) = \int_0^1 \beta_k(X(t)) \, dt.$$

In this paper, we use the latter expression of the lifetime sum. As we remarked in Section \cite{11} the persistent homology and its lifetime sum provide several interesting problems in random topology which can be regarded as higher dimensional generalizations of classical subjects in probability theory. We refer to the papers \cite{11, 12} for these problems.

2.2. Random cubical set. We introduce in this subsection our model which describes a wide class of random cubical sets. We continue to use notation introduced in Subsection 2.1.

Let $\Omega$ be the product space $[0, 1]^{|\mathbb{Z}|}$, called a configuration space, equipped with the product topology. We denote its Borel $\sigma$-field by $\mathcal{F}$. A general element of $\Omega$ is denoted by $\omega = \{\omega_Q\}_{Q \in K^d}$ and is called a configuration. Let $P$ be a stationary and ergodic probability measure on the configuration space $(\Omega, \mathcal{F})$, that is, $P$ satisfies the following conditions:

- **Probability:** $P$ is a probability measure on $(\Omega, \mathcal{F})$.
- **Stationarity:** $P(\tau_x^{-1} A) = P(A)$ holds for any $x \in \mathbb{Z}^d$ and any $A \in \mathcal{F}$.
- **Ergodicity:** If $\tau_x^{-1} A = A$ for any $x \in \mathbb{Z}^d$ and for some $A \in \mathcal{F}$, $P(A) = 0$ or 1.
In the above conditions, \( \{ \tau_x \} \) \( x \in \mathbb{Z}^d \) represents the translation group acting on \( \Omega \):

\[
\begin{align*}
  x + Q & := \{ x + y : y \in Q \}, & x & \in \mathbb{Z}^d, Q & \in \mathcal{K}^d, \\
  \tau_x \omega & := \{ \omega_{x+Q} \}_{Q \in \mathcal{K}^d}, & \omega & \in \Omega, \\
  \tau_x A & := \{ \tau_x \omega : \omega \in A \}, & A & \in \mathcal{F}.
\end{align*}
\]

The expectation with respect to \( P \) in the above conditions, \( 6 \) YASUAKI HIRAOKA AND KENKICHI TSUNODA

\[
E[\cdot]\]

\[
\begin{align*}
  \tau_x \omega & := \{ \omega_{x+Q} \}_{Q \in \mathcal{K}^d}, & \omega & \in \Omega, \\
  \tau_x A & := \{ \tau_x \omega : \omega \in A \}, & A & \in \mathcal{F}.
\end{align*}
\]

The expectation with respect to \( P \) is denoted by \( E[\cdot] \).

We now associate a configuration \( \omega \in \Omega \) with a cubical set in \( \mathbb{R}^d \) as follows. For an elementary cube \( Q \in \mathcal{K}^d \) and time \( t \in [0, 1] \), \( Q \) is added to a set \( X(t) = X_\omega(t) \) if \( \omega_Q \leq t \), otherwise, \( Q \) is not added. More precisely, a random cubical set \( X(t) \), depending on a configuration \( \omega \) and \( t \in [0, 1] \), is defined by

\[
X(t) = \bigcup_{Q \in \mathcal{K}^d : \omega_Q \leq t} Q.
\]

Note that this definition allows some elementary cube \( Q \in \mathcal{K}^d \) with \( \omega_Q > t \) to be included in the cubical set \( X(t) \). For each \( n \in \mathbb{N} \), let \( \Lambda_n \) be the rectangle in \( \mathbb{R}^d \) given by \( \Lambda_n = [-n, n]^d \). We also set \( X^n(t) = X(t) \cap \Lambda_n \).

**Remark 2.3.** The definition (2.2) perhaps seems to be strange since the association from a configuration to a cubical set is not one-to-one. Instead one may consider the \( \mathbb{Z} \)-modules spanned by \( \{ \hat{Q} \in \mathcal{K}_d : \omega_Q \leq t \} \) for a configuration \( \omega \in [0, 1]^{\mathcal{K}_d} \). However such modules are not closed under the boundary operators in general. One way to avoid this problem is introducing the set of all configurations \( \omega \in [0, 1]^{\mathcal{K}_d} \) such that \( \omega_P \leq \omega_Q \) for any elementary cubes \( P, Q \) with \( P \subset Q \).

**Remark 2.4.** To discuss the homology or the Betti number only for fixed \( t \), it might be more suitable to discuss the configuration space \( [0, 1]^{\mathcal{K}_d} \) and the cubical set

\[
X = \bigcup_{Q \in \mathcal{K}^d : \omega_Q = 1} Q,
\]

associated with the configuration \( \omega \in [0, 1]^{\mathcal{K}_d} \). One reason to work with \( [0, 1]^{\mathcal{K}_d} \) is that it provides us with an increasing family \( \mathbb{X} = \{ X(t) \}_{0 \leq t \leq 1} \) of cubical sets, and hence naturally connects to the persistent homology \( H_k(\mathbb{X}) \).

2.3. Examples. We introduce in this subsection several examples explained in Subsection 2.2. In all examples, we can easily check that the probability measure considered in each example is a stationary and ergodic probability measure on the configuration space (see [18] for the ergodicity). We refer to the paper [20] for the study of intrinsic volumes of several models including parts of Examples 2.5 and 2.6.

**Example 2.5.** Fix integers \( d \in \mathbb{N} \) and \( 0 \leq k \leq d \). One simple example of stationary and ergodic measures on \( \Omega \) is given as the product measure with marginal distributions

\[
\begin{align*}
  P(\omega_Q = 0) = 1, & \quad \text{if } Q \in \mathcal{K}_t^d, t < k, \\
  P(\omega_Q \leq t) = t, & \quad \text{if } Q \in \mathcal{K}_k^d, t \in [0, 1], \\
  P(\omega_Q = 1) = 1, & \quad \text{if } Q \in \mathcal{K}_t^d, k < l.
\end{align*}
\]

This model is called the **Bernoulli random cubical sets** [12]. In this model, for each configuration \( \omega \in \Omega \) and elementary cube \( Q \in \mathcal{K}_t^d \), \( \omega_Q \) can be regarded as a birth time of \( Q \) in a random cubical set. We also remark that, for \( k = 1 \) and \( 0 < t < 1 \), the resultant random cubical set \( X(t) \) is known as a **bond percolation model** with parameter \( t \). We refer
to the standard text [9] for the mathematical theory of percolation models. See Figures 1 and 2 for this model with each parameter.

**Figure 1.** $d = 2, k = 1, t = 0.3$ (left), $0.5$ (middle), $0.9$ (right).

**Figure 2.** $d = 3, k = 2, t = 0.3$ (left), $0.5$ (middle), $0.9$ (right).

**Example 2.6.** In the previous example, the resultant cubical set is a union of the $(k - 1)$-dimensional complete skeleton and $k$-dimensional elementary cubes. Another choice of probability measures allows for randomness to occur in all dimensions. For instance, the product measure $P$ on $\Omega$ with marginal distributions $P(\omega_Q \leq t) = t$, for any $Q \in K^d$ and any $t \in [0, 1]$, gives such an example. Note that the probability of the event $\{Q \subset X(t)\}$ is not equal to $t$ if the dimension of $Q$ is less than $d$ (for instance, if $d = 1$, then $P(\{0\} \subset X(t)) = 1 - (1 - t)^3 \neq t$ in general). See Figures 3 and 4 for this model with each parameter.

**Figure 3.** $d = 2, t = 0.3$ (left), $0.5$ (middle), $0.9$ (right).
Example 2.7. We examine in this example another model of random cubical sets, which is analogous to the random simplicial complex models studied by Costa and Farber [3, 4]. Fix $d \in \mathbb{N}$ and $0 \leq p_0, p_1, \ldots, p_d \leq 1$. In this example, we consider the configuration space $\{0, 1\}^{\mathbb{R}^d}$ instead of $[0, 1]^{\mathbb{R}^d}$. For a cubical set $X$ in $\mathbb{R}^d$, we define the configuration $\omega_X$ by

$$\omega_X(Q) = \begin{cases} 1 & \text{if } Q \subset X, \\ 0 & \text{otherwise.} \end{cases}$$

We now consider the probability function $P_n : \Omega \rightarrow [0, 1]$ given by the formula

$$P_n(\omega) = \begin{cases} \prod_{k=0}^{d} p_k(X)^{n_k(X)}(1 - p_k)^{m_k(X)}, & \text{if } \omega = \omega_X \text{ for some cubical set } X, \\ 0, & \text{otherwise}. \end{cases}$$

In the above formula, $n_k(X)$ and $m_k(X)$ stand for

$$n_k(X) := \#\{Q \in \mathcal{K}_k^d : Q \subset X \cap \Lambda_n\},$$

$$m_k(X) := \#\{Q \in \mathcal{K}_k^d : Q \not\subset X \cap \Lambda_n, \partial_k Q \subset X \cap \Lambda_n\},$$

where $\partial_k Q$ is the $k$-th boundary of $Q$:

$$\partial_k Q = \bigcup_{\tilde{Q} \in \mathcal{K}_{k-1}^d, \tilde{Q} \subset Q} \tilde{Q}.$$
We sometimes regard the $q$-th Betti number $\beta^n_q(\cdot)$ as a functional defined for all configurations $\omega \in \Omega$. For a Borel subset $A$ in $\mathbb{R}^d$, let $|A|$ denote the Lebesgue measure of $A$. Our first result states the LLN for the sequence of random variables $\{\beta^n_q(t) : n \in \mathbb{N}\}$.

**Theorem 2.8.** Fix integers $0 \leq q < d$ and $t \in [0, 1]$. Then there exists a non-random constant $\hat{\beta}_q(t)$, which depends on $d$, $q$ and $t$, such that the sequence of random variables $\{ |\Lambda_n|^{-1} \beta^n_q(t) : n \in \mathbb{N} \}$ converges to $\hat{\beta}_q(t)$ as $n \to \infty$ almost surely.

Recall the notion of the lifetime sum from the last paragraph of Subsection 2.1. We here define the lifetime sum $L^n_q$ by

$$L^n_q = \int_0^1 \beta^n_q(t) dt.$$ 

If we ignore the effect of exceptional sets due to the almost sure convergence, which depend on the continuum parameter $t$, from Theorem 2.8 and the dominated convergence theorem, one can obtain the convergence result for the lifetime sum $\{ |\Lambda_n|^{-1} L^n_q : n \in \mathbb{N} \}$. Therefore we naturally expect that

$$\lim_{n \to \infty} \frac{1}{|\Lambda_n|} L^n_q = \int_0^1 \hat{\beta}_q(t) dt,$$

almost surely. To make this convergence rigorous, we shall prove the uniform convergence of Betti numbers.

**Theorem 2.9.** Fix integers $0 \leq q < d$ and $t \in [0, 1]$. Let $\hat{\beta}_q(t)$ be the almost sure convergent limit that appeared in Theorem 2.8. Assume that the marginal distribution function $F^Q(t) = P(\omega_Q \leq t)$ is continuous in $t \in [0, 1]$ for any $Q \in K^d$. Then

$$\lim_{n \to \infty} \sup_{t \in [0, 1]} \left| \frac{1}{|\Lambda_n|} \beta^n_q(t) - \hat{\beta}_q(t) \right| = 0,$$

(2.2)

almost surely.

The LLN for the lifetime sum immediately follows from Theorem 2.9.

**Corollary 2.10.** Under the assumptions of Theorem 2.9 it holds that

$$\lim_{n \to \infty} \frac{1}{|\Lambda_n|} L^n_q = \int_0^1 \hat{\beta}_q(t) dt,$$

almost surely.

**Proof.** The convergence of the sequence $\{ |\Lambda_n|^{-1} L^n_q(t) : n \in \mathbb{N} \}$ is a direct consequence of Theorem 2.9. Indeed, it follows from the definition of $L^n_q$ that

$$\left| \frac{1}{|\Lambda_n|} L^n_q - \int_0^1 \hat{\beta}_q(t) dt \right| \leq \int_0^1 \left| \frac{1}{|\Lambda_n|} \beta^n_q(t) - \hat{\beta}_q(t) \right| dt$$

$$\leq \sup_{t \in [0, 1]} \left| \frac{1}{|\Lambda_n|} \beta^n_q(t) - \hat{\beta}_q(t) \right|.$$

From Theorem 2.9 the last expression vanishes as $n \to \infty$ almost surely, which completes the proof of Corollary 2.10.

**Remark 2.11.** Hiraoka and Shirai [12] showed that the expectation of the lifetime sum $L^n_q$ is of order $\Theta(|\Lambda_n|) = \Theta(n^d)$ as $n \to \infty$ for cubical complexes shown in Example 2.5. From Corollary 2.10 together with the positivity of the limit (cf. Proposition 3.5), we can obtain a refinement of Theorem 3.3 in [12].
In the rest of this subsection, we also present the CLT for the Betti number $\beta^n_q(t)$ and the lifetime sum $L^n_q$. To state our results, we need an additional assumption that the probability measure $P$ is a product measure on $\Omega$. Note that Examples 2.5 and 2.6 satisfy this assumption.

**Theorem 2.12.** Fix integers $0 \leq q < d$ and $t \in [0, 1]$. Assume that the probability measure $P$ is a product measure on $\Omega$. Then there exists a constant $\sigma^2 \geq 0$, depending on $d, q$ and $t$, such that as $n \to \infty$

$$\frac{1}{|\Lambda_n|} E \left[ \left( \beta^n_q(t) - E[\beta^n_q(t)] \right)^2 \right] \to \sigma^2,$$

and

$$\frac{1}{|\Lambda_n|^{1/2}} \left( \beta^n_q(t) - E[\beta^n_q(t)] \right) \Rightarrow \mathcal{N}(0, \sigma^2),$$

where $\Rightarrow$ denotes convergence in law and $\mathcal{N}(0, \sigma^2)$ stands for the Gaussian distribution with mean 0 and variance $\sigma^2$.

The proof of Theorem 2.12 relies on the general result developed by Penrose [19]. The idea to prove Theorem 2.12 also permits us to obtain the CLT for the lifetime sum. Recall the definition of the lifetime sum $L^n_q$ introduced after Theorem 2.8.

**Theorem 2.13.** Fix integers $0 \leq q < d$. Assume that the probability measure $P$ is a product measure on $\Omega$. There exists a constant $\tau^2 \geq 0$, depending on $d$ and $q$, such that as $n \to \infty$

$$\frac{1}{|\Lambda_n|} E \left[ \left( L^n_q - E[L^n_q] \right)^2 \right] \to \tau^2,$$

and

$$\frac{1}{|\Lambda_n|^{1/2}} \left( L^n_q - E[L^n_q] \right) \Rightarrow \mathcal{N}(0, \tau^2).$$

2.5. **Computations.** In this subsection, we show numerical experiments on asymptotic behaviors of normalized Betti numbers $|\Lambda_n|^{-1} \beta^n_q(t)$ in order to give intuitive understanding of the main results.

We use Example 2.5 with $d = 3$ and $k = 2$, and Example 2.6 with $d = 3$. In both models, we constructed random cubical filtrations for $n = 10, 20, 30, 40, 50, 60, 70, 80$ with 5 samples for each $n$, and computed those Betti numbers. Then, we observed the convergence of the Betti numbers around $n = 50 \sim 80$. Figure 5 shows the 1st Betti numbers of one sample only for $n = 10, 50, 80$ (top: Example 2.5, bottom: Example 2.6), and we actually see the overlap for two curves of $n = 50$ and $n = 80$. We also observed that the standard deviation of the samples is quite small for large $n$. For example, in the case of Example 2.5 with $n = 80$, the maximum of the standard deviation for $t \in [0, 1]$ is approximately $4.595 \times 10^{-4}$.

3. **LAW OF LARGE NUMBERS**

We prove in this section Theorems 2.8 and 2.9. Throughout this section, fix integers $0 \leq q < d$, where $d$ corresponds to the dimension of the state space $\mathbb{R}^d$ and $q$ the dimension of the Betti number $\beta_q(\cdot)$, respectively. For a cubical set $X$ in $\mathbb{R}^d$, let $\# X$ be the number of elementary cubes contained in $X$.

We start with an estimate on the difference of Betti numbers of two cubical sets. The following lemmas will be repeatedly used in this paper. For the case of simplicial complexes, see Lemma 2.2 in [21]. The extension to the persistent Betti numbers is also shown in Lemma 2.11 in [5].
Lemma 3.1. Let $X$ and $Y$ be cubical sets in $\mathbb{R}^d$ with $X \subset Y$. Then

$$|\beta_q(Y) - \beta_q(X)| \leq \#Y - \#X.$$ 

Proof. Without loss of generality, we may assume that $\#Y$ is finite. Assume first that $\#Y - \#X = 1$. From the definition of the $q$-th Betti number $\beta_q(\cdot)$, we have

$$\beta_q(Y) - \beta_q(X) = \left( \text{rank } Z_q(Y) - \text{rank } Z_q(X) \right) - \left( \text{rank } B_q(Y) - \text{rank } B_q(X) \right).$$

Since $\#Y - \#X = 1$, both differences in each of braces on the right hand side of (3.1) are equal to 0 or 1. Therefore the conclusion of the lemma holds if $\#Y - \#X = 1$.

For general cubical sets $X$ and $Y$ with $X \subset Y$, let $X = \bigcup_{i=1}^{m} Q_i$ and $Y = \bigcup_{i=1}^{l} Q_i$, where $m = \#X$, $l = \#Y$ and $Q_i$ is an elementary cube in $\mathbb{R}^d$ for each $1 \leq i \leq l$. Then it follows from the first part of the proof that

$$|\beta_q(Y) - \beta_q(X)| \leq \sum_{i=m+1}^{l} |\beta_q(X \cup Q_m \cup \cdots \cup Q_i) - \beta_q(X \cup Q_m \cup \cdots \cup Q_{i-1})|$$

$$\leq \sum_{i=m+1}^{l} 1 = \#Y - \#X,$$

which completes the proof of Lemma 3.1. \qed

Figure 5. Computations of normalized Betti numbers $|\Lambda_n|^{-1} \beta^n_q(t)$ for Example 2.5 ($d = 3$ and $k = 2$) and Example 2.6 ($d = 3$).
Lemma 3.2. Let $X$ and $Y$ be cubical sets with $X \subset Y$. Assume that there exists a cubical set $Z = \bigcup_{i=1}^{m} Q_i$, such that $Y \setminus X \subset Z$ and $\dim Q_i = d$ for any $i = 1, \cdots, m$. Then

$$
\#Y - \#X \leq 3^d |Z|.
$$

Proof. Note that $\#Y - \#X$ can be written as

$$
\#Y - \#X = \sum_{Q \in K^d, Q \subset Y \cap Z} 1 + \sum_{Q \in K^d, Q \subset Y \cap Z} 1 - \sum_{Q \in K^d, Q \subset X \cap Z} 1 - \sum_{Q \in K^d, Q \subset X \cap Z} 1.
$$

From the assumption $Y \setminus X \subset Z$, any elementary cube $Q$ with $Q \subset Y$ and $Q \not\subset Y \cap Z$ must be a subset of $X$. Therefore second and fourth sums cancel each other. Hence we have

$$
\#Y - \#X \leq \sum_{Q \in K^d, Q \subset Z} 1.
$$

Let $\binom{d}{k}$ be the binomial coefficient. Since the number of $k$-dimensional elementary cubes in a unit cube $[0, 1]^d$ is equal to $\binom{d}{k}2^{d-k}$ for any $0 \leq k \leq d$, the number of elementary cubes in $[0, 1]^d$ is equal to $3^d$. This fact together with (3.2) completes the proof of Lemma 3.2. $\square$

We now turn to the proof of Theorem 2.8.

Proof of Theorem 2.8 Let $\hat{\beta}_q(t)$ be the limit supremum of the sequence $\{|\Lambda_n|^{-1} E[\beta_q^n(t)] : n \in \mathbb{N}\}$:

$$
\hat{\beta}_q(t) := \lim_{n \to \infty} \frac{1}{|\Lambda_n|} E[\beta_q^n(t)].
$$

(3.3)

It follows from Lemmas 3.1 and 3.2 that

$$
\frac{1}{|\Lambda_n|} \beta_q^n(t) \leq \frac{1}{|\Lambda_n|} \#X^n(t) \leq \frac{3^d}{|\Lambda_n|} = 3^d.
$$

(3.4)

Therefore $\hat{\beta}_q(t)$ is finite. We hereafter show that

$$
\lim_{n \to \infty} \frac{1}{|\Lambda_n|} \beta_q^n(t) = \hat{\beta}_q(t),
$$

(3.5)

almost surely.

Fix a positive integer $K$ and take an integer $m$, which depends on $K$ and $n$, satisfying the inequalities

$$
(K + 1)m \leq n < (K + 1)(m + 1).
$$

(3.6)

From (3.6), one can easily see that

$$
|\Lambda_K| m^d \leq |\Lambda_n| \leq |\Lambda_K| m^d + 6dm |\Lambda_n|^{1-1/d}.
$$

(3.7)

Let $I_m := \{1, \cdots, m \}^d$. For a multiindex $i = (i_1, \cdots, i_d)$ in $I_m$, let $z^i = (z_1^i, \cdots, z_d^i)$ be the point in $\mathbb{Z}^d$ with $z_j^i = -n + (K + 1)(2i_j - 1)$ and let $\Lambda^i_K = z^i + \Lambda_K$. Define the cubical set $X^{m,K}(t)$ by

$$
X^{m,K}(t) = \bigcup_{i \in I_m} \{ Q \in K^d : \omega Q \leq t, Q \subset \Lambda^i_K \},
$$
and denote by $\beta_q^{m,K}(t)$ the $q$-th Betti number of $X^{m,K}(t)$. From the triangle inequality, $||\Lambda_n|^{-1}\beta_q^n(t) - \hat{\beta}_q(t)||$ is bounded above by
\[
\left|\frac{1}{|\Lambda_n|}\beta_q^n(t) - \frac{1}{|\Lambda_K|m^d}\beta_q^m(t)\right| + \left|\frac{1}{|\Lambda_K|m^d}\beta_q^m(t) - \frac{1}{|\Lambda_K|m^d}\beta_q^{m,K}(t)\right| + \left|\frac{1}{|\Lambda_K|m^d}\beta_q^{m,K}(t) - \hat{\beta}_q(t)\right| .
\] (3.8)

In view of (3.4) and (3.7), the first term of (3.8) vanishes as $n \to \infty$ and $K \to \infty$. On the one hand, from Lemmas 3.1 and 3.2, the second term of (3.8) can be bounded above by
\[
\frac{1}{|\Lambda_K|m^d}\{\#X^n(t) - \#X^{m,K}(t)\} \leq \frac{3^d}{|\Lambda_K|m^d}|\Lambda_n \setminus \left( \bigsqcup_{i \in \mathbb{N}_m} \Lambda_i^K \right)| .
\] (3.9)

From the latter inequality of (3.7), the right hand side in (3.9) vanishes as $n \to \infty$ and $K \to \infty$. Since subsets $\{\Lambda_i^K : i \in \mathbb{N}_m\}$ are mutually disjoint, $\beta_q^{m,K}(t)$ can be written as
\[
\beta_q^{m,K}(t) = \sum_{i \in \mathbb{N}_m} \beta_q(\Lambda_i^K) .
\]

Therefore it follows from the multivariate ergodic theorem [18, Proposition 2.2] that
\[
\lim_{m \to \infty} \frac{1}{m^d}\beta_q^{m,K}(t) = E[\beta_q^K(t)] ,
\]
almost surely. Hence
\[
\lim_{K \to \infty} \lim_{n \to \infty} \left|\frac{1}{|\Lambda_K|m^d}\beta_q^{m,K}(t) - \hat{\beta}_q(t)\right| = \lim_{K \to \infty} \lim_{n \to \infty} \left|\frac{1}{|\Lambda_K|}E[\beta_q^K(t)] - \hat{\beta}_q(t)\right| = 0 ,
\]
by choosing appropriate subsequence in $K$ if necessary.

These limits prove (3.5), and therefore the proof of Theorem 2.8 is completed. \(\square\)

Before proceeding the proof of Theorem 2.9, we prove the uniform convergence of the scaled expectation of the Betti numbers $\{||\Lambda_n|^{-1}E[\beta_q^n(\cdot)] : n \in \mathbb{N}\}$.

**Lemma 3.3.** Assume that the marginal distribution function $F^Q(t) = P(\omega_Q \leq t)$ is continuous in $t \in [0,1]$ for any $Q \in K_d$. Then the sequence of functions $\{||\Lambda_n|^{-1}E[\beta_q^n(\cdot)] : n \in \mathbb{N}\}$ uniformly converges to $\hat{\beta}_q(\cdot)$.

**Proof.** From the dominated convergence theorem, Theorem 2.8 and (3.4), the sequence of functions $\{||\Lambda_n|^{-1}E[\beta_q^n(\cdot)] : n \in \mathbb{N}\}$ pointwisely converges to $\hat{\beta}_q(\cdot)$. We shall show below that $\{||\Lambda_n|^{-1}E[\beta_q^n(\cdot)] : n \in \mathbb{N}\}$ is an equicontinuous sequence. Therefore the conclusion of Lemma 3.3 follows from the Ascoli-Arzelà theorem.

For each $0 \leq k \leq d$, denote by $F_k$ the distribution function $F^Q$ with some $Q \in K^d_k$. Note that from the stationarity of $P$ this definition does not depend on a choice of $Q \in K^d_k$. Let $0 \leq s \leq t \leq 1$. From Lemma 3.1, it holds that
\[
\frac{1}{|\Lambda_n|}\beta_q^n(t) - \beta_q^n(s) \leq \frac{1}{|\Lambda_n|} \sum_{Q \in K^d \cap Q \subset \Lambda_n} 1\{s < \omega_Q \leq t\} .
\]

Since $E[1\{s < \omega_Q \leq t\}] = F_k(t) - F_k(s)$ for each $Q \in K^d_k$ and the number of elementary cubes contained in $\Lambda_n$ is less than or equal to $3^d|\Lambda_n|$, we have
\[
\left|\frac{1}{|\Lambda_n|}E[\beta_q^n(t)] - \frac{1}{|\Lambda_n|}E[\beta_q^n(s)]\right| \leq 3^d \sum_{k=0}^d \left(F_k(t) - F_k(s)\right) .
\] (3.10)
Since the right hand side of (3.10) does not depend on \(n \in \mathbb{N}\) and vanishes as \(t-s \downarrow 0\) from continuity of the marginal distribution functions, we obtain the desired equicontinuity. \(\square\)

**Remark 3.4.** It follows from the proof of Lemma 3.3 that \(\hat{\beta}_q\) is uniformly continuous on \([0, 1]\).

**Proof of Theorem 2.9.** Let \(m\) be a positive integer and set \(|t|_m = |tm|/m\) for \(0 \leq t \leq 1\), where \([\cdot]\) stands for the floor function. Then the inside of the limit on the left hand side of (2.2) can be bounded above by

\[
\frac{1}{|\Lambda_n|} \sup_{0 \leq t \leq 1} |\beta^n_q(t) - \beta^n_q([t]_m)| + \sup_{0 \leq t \leq 1} \frac{1}{|\Lambda_n|} |\beta^n_q([t]_m) - \hat{\beta}_q([t]_m)| + \sup_{0 \leq t \leq 1} |\hat{\beta}_q([t]_m) - \hat{\beta}_q(t)| .
\]

(3.11)

The second supremum of (3.11) can be rewritten as

\[
\max_{i=0, \ldots, m-1} \frac{1}{|\Lambda_n|} |\beta^n_q(\frac{i}{m}) - \hat{\beta}_q(\frac{i}{m})| .
\]

Therefore the last expression almost surely converges to \(0\) as \(n \to \infty\) for any fixed \(m \in \mathbb{N}\). It also follows from Remark 3.4 that the third supremum of (3.11) vanishes as \(m \to \infty\). Hence to conclude the proof it is enough to show that the first supremum of (3.11) vanishes as \(n \to \infty\) and \(m \to \infty\).

From Lemma 3.1 the first supremum of (3.11) is bounded above by

\[
\sup_{0 \leq t \leq 1} \frac{1}{|\Lambda_n|} \sum_{Q \in K^d : Q \subset \Lambda_n} 1\{t - 1/m \leq \omega_Q \leq t\} .
\]

This last expression is also bounded above by

\[
\max_{i=0, \ldots, m-1} \frac{1}{|\Lambda_n|} \sum_{Q \in K^d : Q \subset \Lambda_n} 1\{i/m \leq \omega_Q \leq (i+2)/m\} .
\]

(3.12)

From the multivariate ergodic theorem [18, Proposition 2.2], the limit supremum in \(n \in \mathbb{N}\) of the expression (3.12) is almost surely bounded above by

\[
C \max_{i=0, \ldots, m-1} \sum_{k=0}^d \left( F_k(\min (1, (i+2)/m)) - F_k(i/m) \right) .
\]

for some constant \(C > 0\), depending only on \(d\). Therefore the first supremum of (3.11) vanishes as \(n \to \infty\) and \(m \to \infty\), and it completes the proof of Theorem 2.9. \(\square\)

In the rest of this section, we give some sufficient condition which ensures positivity of the limit \(\hat{\beta}_q(t)\) that appeared in Theorem 2.8. We start from giving notation needed for describing its sufficient condition.

For \(x \in \mathbb{Z}^d\) and \(K \in \mathbb{N}\), denote by \(\mathcal{L}_{x, K}\) the subset of \(\mathcal{K}^d\) given by \(\{Q \in \mathcal{K}^d : Q \subset x + \Lambda_K\}\). For a finite subset \(\mathcal{L} \subset \mathcal{K}^d\) with \(\mathcal{L}_{x, K} \subset \mathcal{L}\), define random cubical sets \(X_{\mathcal{L}}(t)\) and \(X_{\mathcal{L}}^{x,K}(t)\) by

\[
X_{\mathcal{L}}(t) := \bigcup \{Q \in \mathcal{L} : \omega_Q \leq t\} ,
\]

\[
X_{\mathcal{L}}^{x,K}(t) := \bigcup \{Q \in \mathcal{L} \setminus \mathcal{L}_{x, K} : \omega_Q \leq t\} .
\]

Let \(\Omega_q(x, K, \omega) \subset \Omega\) be the set of all configurations satisfying the inequality

\[
\beta_q(X_{\mathcal{L}}(t)) \geq 1 + \beta_q(X_{\mathcal{L}}^{x,K}(t)) ,
\]

(3.13)
for any finite subset $\mathcal{L} \subset \mathcal{K}^d$ with $\mathcal{L}_x, K \subset \mathcal{L}$.

The following proposition asserts that $\hat{\beta}_q(t)$ is positive if the event $\Omega_q(0, K, t)$ occurs for some $K \in \mathbb{N}$ with positive probability.

**Proposition 3.5.** Fix integers $0 \leq q < d$ and $t \in [0, 1]$. If there exists a positive integer $K$ with $P(\Omega_q(0, K, t)) > 0$, then $\hat{\beta}_q(t) > 0$.

**Proof.** Set $n = (K + 1)m$ with $m \in \mathbb{N}$. Let $\mathbb{I}_m := \{1, \ldots, m\}^d$. For a multiindex $i = (i_1, \ldots, i_d)$ in $\mathbb{I}_m$, let $z_i$ be the point in $\mathbb{Z}^d$ $z_i = (z_i^1, \ldots, z_i^d)$ with $z_i^j = -n + (K + 1)(2i_j - 1)$.

Since subsets $\{z_i + \Lambda_K : i \in \mathbb{I}_m\}$ of $\mathbb{R}^d$ are mutually disjoint, therefore by using (3.13) repeatedly we have

$$\frac{1}{|\Lambda_n|} \beta_q(X^n(t)) \geq \frac{1}{|\Lambda_n|} \sum_{i \in \mathbb{I}_m} 1\{\omega \in \Omega_q(z_i, K, t)\}.$$

From the stationarity of $P$, by taking the expectation we also have

$$\frac{1}{|\Lambda_n|} E[\beta_q(X^n(t))] \geq \frac{1}{(2K + 2)^d} P(\Omega_q(0, K, t)). \tag{3.14}$$

Therefore, from (3.3), letting $n \to \infty$ in (3.14) gives us

$$\hat{\beta}_q(t) \geq \frac{1}{(2K + 2)^d} P(\Omega_q(0, K, t)) > 0,$$

and it completes the proof of Proposition 3.5. \qed

4. CENTRAL LIMIT THEOREM

We prove in this section Theorems 2.12 and 2.13. The proof of the CLT for Betti numbers relies on a general method developed by Penrose [19]. We first state it in our situation for the sake of completeness.

We first re-parametrize configurations by $x \in \mathbb{Z}^d$ instead of $\mathcal{K}^d$ as follows. Let $\mathcal{N}^d$ be the set of all elementary cubes in $\mathbb{R}^d$ whose left most point is equal to the origin $O$, that is,

$$\mathcal{N}^d = \{N \in \mathcal{K}^d : \min \limits_{a \in \Lambda(N)} a = 0\}.$$

Note that the cardinality of $\mathcal{N}^d$ is equal to $2^d$. We identify $\{\omega_Q : Q \in \mathcal{K}^d\}$ with $\{\omega_x = (\omega_{x,N} : N \in \mathcal{N}^d) : x \in \mathbb{Z}^d\}$, through the unique decomposition $Q = x + \Lambda$, $x \in \mathbb{Z}^d$ and $N \in \mathcal{N}^d$. Thus the random cubical set $X(t)$ can be defined from a random element $\{\omega_x : x \in \mathbb{Z}^d\}$. Let $X^*(t)$ and $X^{*n}(t)$ the random cubical sets obtained from random variables $\{\omega^*_x = (\omega^*_{x,N} : N \in \mathcal{N}^d) : x \in \mathbb{Z}^d\}$ in a similar manner as we defined for $X(t)$ and $X^n(t)$.

Let $\mathcal{B}$ be the collection of all subsets $B$ of $\mathbb{Z}^d$ such that $B = (x + \Lambda_n) \cap \mathbb{Z}^d$ for some point $x \in \mathbb{Z}^d$ and $n \in \mathbb{N}$. Denote by $\mathcal{F}_O$ the $\sigma$-field generated by $\{\omega_x : x \leq O\}$, where $x \leq y$ means $x$ precedes or equals $y$ in the lexicographic ordering on $\mathbb{Z}^d$. For a family of
real-valued random variables \((H(\omega; B), B \in B)\), define \((D_O H)(B)\), which is the “effect of changing \(\omega_0\)”, as
\[
(D_O H)(B) = H(\omega; B) - H(\omega^*; B).
\]

The following result is obtained by Penrose [19].

**Theorem 4.1.** Let \((H(\omega; B), B \in B)\) be a family of real-valued random variables indexed by \(B\), satisfying the following conditions:

- **Translation invariance:** \(H(\tau_x \omega; x + B) = H(\omega; B)\) for all \(x \in \mathbb{Z}^d\), \(\omega \in \Omega\) and \(B \in B\).

- **Stability:** There exists a random variable \(D_H(\infty)\) such that for any sequence \(\{A_n : n \in \mathbb{N}\}\) in \(B\) with \(\lim A_n = \mathbb{Z}^d\), random variables \(\{(D_O H)(A_n) : n \in \mathbb{N}\}\) converge in probability to \(D_H(\infty)\) as \(n \to \infty\).

- **Bounded moment condition:** There exists a constant \(\gamma > 2\) such that
\[
\sup_{B \in B} E\left(\left|\left(D_O H(B)\right)^\gamma\right|\right) < \infty.
\]

Then, for any sequence \(\{A_n : n \in \mathbb{N}\}\) in \(B\) with \(\lim A_n = \mathbb{Z}^d\), as \(n \to \infty\)
\[
\frac{1}{|\Lambda_n|} E\left[\left(H(\omega; A_n) - E[H(\omega; A_n)]\right)^2\right] \to \sigma^2,
\]
and
\[
\frac{1}{|\Lambda_n|^{1/2}} \left(H(\omega; A_n) - E[H(\omega; A_n)]\right) \Rightarrow N(0, \sigma^2),
\]
with \(\sigma^2 = E[(E[D_H(\infty)]F_0)^2]\).

We turn to proving the stabilization property for the Betti number. The following proposition asserts that the Betti number for any cubical sets stabilizes in the deterministic setting.

**Proposition 4.2.** Let \(X\) and \(Y\) be cubical sets in \(\mathbb{R}^d\) such that the symmetric difference \(X \triangle Y\) forms a bounded set. Then there exists a constant \(\Delta_{\infty} \in \mathbb{Z}\) such that, for any sequence \(\{A_n : n \in \mathbb{N}\}\) in \(B\) with \(\lim A_n = \mathbb{Z}^d\), there exists \(n_{\infty} \in \mathbb{N}\) such that
\[
\beta_q(X \cap A_n) - \beta_q(Y \cap A_n) = \Delta_{\infty},
\]
for any \(n \geq n_{\infty}\).

**Proof.** We first claim that there exist constants \(\Delta_{\infty} \in \mathbb{Z}\) and \(n_{\infty}' \in \mathbb{N}\) such that, for any \(n \geq n_{\infty}'\),
\[
\beta_q(X \cap \Lambda_n) - \beta_q(Y \cap \Lambda_n) = \Delta_{\infty}.
\]

\(4.1\)

Let \(W\) be the cubical set \(X \cap Y\). From the definition of the \(q\)-th Betti numbers, the left hand side of \(4.1\) can be written as
\[
\left(\text{rank } Z_q(X_n) - \text{rank } Z_q(W_n)\right) - \left(\text{rank } Z_q(Y_n) - \text{rank } Z_q(W_n)\right) - \left(\text{rank } B_q(X_n) - \text{rank } B_q(W_n)\right) + \left(\text{rank } B_q(Y_n) - \text{rank } B_q(W_n)\right),
\]
\(4.2\)

where \(X_n := X \cap \Lambda_n\), \(Y_n := Y \cap \Lambda_n\) and \(W_n := W \cap \Lambda_n\). Hence, it suffices to show the stability for each of branches in \(4.2\). Here we only prove for \(\text{rank } Z_q(X_n) - \text{rank } Z_q(W_n)\) and \(\text{rank } B_q(X_n) - \text{rank } B_q(W_n)\) because of the symmetry.

From the definition of \(W\) and the assumption on \(X \triangle Y\), it is clear that \(W_n \subset X_n\) and \(\#X_n - \#W_n\) is bounded in \(n\). On the one hand, by the same way as in the proof of Lemma 3.1, we have
\[
\text{rank } Z_q(X_n) - \text{rank } Z_q(W_n) \leq \#X_n - \#W_n.
\]
Therefore \( \text{rank } Z_q(X_n) - \text{rank } Z_q(W_n) \) is bounded in \( n \).

Fix integers \( n, m \) with \( n \leq m \). Let us consider the map

\[
f : \frac{Z_q(X_n)}{Z_q(W_n)} \to \frac{Z_q(X_m)}{Z_q(W_m)}, \quad [c] \mapsto [c].
\]

Since

\[
\begin{align*}
X_n & \subset X_m, \\
\cup & \quad \cup \\
W_n & \subset W_m
\end{align*}
\]

\( f \) is well-defined. If \( c \) belongs to \( Z_q(X_n) \cap Z_q(W_m) \), then \( c \) can be written as

\[
c = \sum_{\hat{Q} \in \hat{K}^d_q(X_n)} (\langle c, \hat{Q} \rangle \hat{Q}) = \sum_{\hat{Q} \in \hat{K}^d_q(W_m)} (\langle c, \hat{Q} \rangle \hat{Q}).
\]

Since \( \{ \hat{Q} : \hat{Q} \in \hat{K}^d_q(X_n) \} \) is a basis of \( C_q^d(X_m) \) and \( W_n \) is a subset of \( X_m \), \( \langle c, \hat{Q} \rangle \) vanishes if \( \hat{Q} \notin \hat{K}^d_q(W_n) \). Therefore \( c \) belongs to \( Z_q(W_n) \). Hence \( f \) is injective and thereby \( \text{rank } Z_q(X_n) - \text{rank } Z_q(W_n) \) is nondecreasing in \( n \).

For the stability on rank \( B_q(X_n) - \text{rank } B_q(W_n) \), we study the map

\[
g : \frac{B_q(X_n)}{B_q(W_n)} \to \frac{B_q(X_m)}{B_q(W_m)}, \quad [c] \mapsto [c]
\]

for \( n \leq m \). We claim that this map is surjective for sufficiently large \( n \) and \( m \) with \( n \leq m \). Let \( \partial_{q+1} c \in B_q(X_m) \) with \( c \in C_{q+1}(X_m) \). Then, by taking sufficiently large \( n \) and \( m \) with \( n \leq m \), \( d \) can be expressed as \( c = c_1 + c_2 \) with \( c_1 \in C_{q+1}(W_m) \) and \( c_2 \in C_{q+1}(X_n) \), since \( X \triangle Y \) is bounded. This implies the surjectivity of the map \( g \). This claim leads to the nonincreasing property of rank \( B_q(X_n) - \text{rank } B_q(W_n) \), and hence shows its stability.

We now deal with the general case. Let \( \{ A_n : n \in \mathbb{N} \} \) be a sequence in \( B \) with \( \lim A_n = \mathbb{Z}^d \). Take \( n_\infty \geq n_\infty' \) such that \( A_{n_\infty} \subset A_n \) for any \( n \geq n_\infty \). We now claim that

\[
\beta_q(X \cap A_n) - \beta_q(Y \cap A_n) = \Delta_\infty,
\]

for any \( n \geq n_\infty \). By the same reason as explained in the first part of the proof, to conclude the claim it is enough to show that

\[
\text{rank } Z_q(X \cap A_n) - \text{rank } Z_q(W \cap A_n) = \text{rank } Z_q(X_{n_\infty}) - \text{rank } Z_q(W_{n_\infty}), \quad (4.3)
\]

for any \( n \geq n_\infty \). Take \( \ell \in \mathbb{N} \), depending on \( n \), such that \( A_n \subset A_{n_\infty+\ell} \). Let us consider the injections

\[
\begin{align*}
\frac{Z_q(X_{n_\infty})}{Z_q(W_{n_\infty})} & \to \frac{Z_q(X \cap A_n)}{Z_q(W \cap A_n)} \to \frac{Z_q(X_{n_\infty+\ell})}{Z_q(W_{n_\infty+\ell})}.
\end{align*}
\]

From the first part of the proof, the rank of the lower set of \( (4.4) \) coincides with the one of the upper set, and this concludes the proof of Proposition \( 4.2 \). The proofs for the other cases are similar.

\textbf{Proof of Theorem 2.12} To conclude the proof of Theorem 2.12 from Theorem 4.1, it is enough to show that the functional \( \beta_q(\omega, t) \) satisfies three conditions stated in Theorem 4.1.

The translation invariance obviously follows from the definition of \( \beta_q(\cdot, t) \) and the stabilization property also follows from Proposition 4.2. Let \( X^{0, n}(t) \) be the cubical set
\(X^n(t) \cap X^{*,n}(t)\). Note that \(X^{0,n}(t) \subset X^n(t)\) and \(X^{0,n}(t) \subset X^{*,n}(t)\). Hence it follows from Lemma 3.1 that
\[
|D_O \beta_q(\Lambda_n, t)| \leq |\beta_q(X^n(t)) - \beta_q(X^{0,n}(t))| + |\beta_q(X^{0,n}(t)) - \beta_q(X^{*,n}(t))| \\
\leq 2\# \Lambda^d = 2^{d+1},
\]
(4.5)
Therefore the bounded moment condition is shown, and it completes the proof of Theorem 2.12.

**Proof of Theorem 2.13** The proof of Theorem 2.13 is similar to the one of Theorem 2.12. We need to prove three conditions stated in Theorem 4.1 for the lifetime sum as a family of real-valued random variables indexed by \(B\). We only check the stabilization property because other conditions are easy to check, and are left to the readers.

Denote the lifetime sum \(L^n_q\) by \(L_q(\omega; \Lambda_n)\). Then from the definition of \(L^n_q\)
\[
D_O L_q(\Lambda_n) = \int_0^1 \beta_q(X^n(t)) - \beta_q(X^{*,n}(t))dt.
\]
(4.6)
From (4.5), the integrand on the right hand side of (4.6) is bounded in \(n\). Moreover, from Proposition 4.2, the integrand on the right hand side of (4.6) converges as \(n \to \infty\). Therefore it follows from the dominated convergence theorem that \(D_O L_q(\Lambda_n)\) converges as \(n \to \infty\), which proves the stabilization property for the lifetime sum.

\[
\square
\]

5. CONCLUSIONS

In this paper, we have shown the LLN and CLT for Betti numbers and lifetime sums of random cubical sets in \(\mathbb{R}^d\). Then, a next interesting problem is to show those limiting theorems for persistence diagrams on random cubical filtrations. Recently, the paper [5] developed a random measure theory which guarantees the limiting persistence diagrams by using limiting persistence Betti numbers. Hence, to show the limiting persistence diagram, we need to generalize the results in this paper to persistence Betti numbers. Furthermore, in connection with the paper [20], it would be an interesting problem to derive the explicit expression of \(\hat{\beta}_q(t)\).
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