From quantum to continuum mechanics: studying the fracture toughness of transition metal nitrides and oxynitrides

James S. K.-L. Gibson a, Shahed Rezaei b, Holger Rueß c, Marcus Hans c, Denis Music c, Stephan Wulfinghoff b, Jochen M. Schneider c, Stefanie Reese b and Sandra Korte-Kerzel a

a Institute of Physical Metallurgy and Metal Physics, RWTH Aachen University, Aachen, Germany; b Institute of Applied Mechanics, RWTH Aachen University, Aachen, Germany; c Materials Chemistry, RWTH Aachen University, Aachen, Germany

ABSTRACT
We show here, based on VAlN, TiAlN and the related oxynitrides, that the (brittle) fracture and elastic properties may be consistently modelled from quantum- to continuum mechanics using micromechanical testing to link both scales. The measured elastic moduli match closely with those predicted by density functional theory calculations. Good agreement was also observed between the micro-cantilever bending experiments and cohesive-zone-finite element modelling. These scale-bridging data serve as a baseline for future improvements of the fracture toughness of these coating systems based on microstructure and coating architecture optimization.

IMPACT STATEMENT
We link ab initio calculations with finite element modelling using micro-mechanical testing to consistently model the elastic and fracture behaviour of transition metal nitrides and oxynitrides.

1. Introduction
Transition metal aluminium (oxy)nitride coatings show great potential as protective tool coatings for cutting and forming applications [1]. For example, in polymer-forming operations, they exhibit a combination of outstanding wear resistance and chemical stability against polymer adhesion [2]. While the elastic properties of such coatings have been previously investigated [3–5], the relationship between chemical composition and fracture toughness has only been explored selectively [6,7]. Given the wide possibilities in anion and cation chemistry, it is essential to establish a physical model linking the local structure and composition of the coatings with their fracture behaviour. In such a model, all scales—from the atomic bonding in the crystal (quantum mechanics) to the length scale of the microstructure (grain size, grain boundary orientations, etc.)—need to be considered. This work demonstrates the first steps in linking quantum-mechanics, micro-mechanics and meso-scale finite element models in order to probe the behaviour of these coatings and generate reference data for future microstructural design.

The relationship between chemical composition and the elastic properties of transition metal aluminium nitrides and oxynitrides has been previously investigated via density functional theory (DFT) calculations. As the valence electron concentration of the transition metal is increased, filling of sp3d2 hybridized states is observed causing an increase in bond strength and hence bulk modulus [8]. Similar findings have also been reported for transition metal substitutions in MAX phases [9]. As nitrogen is substituted by oxygen in titanium aluminium nitride, to Baben et al. predicted a decrease in bulk modulus and rationalized this finding by oxygen-induced bond weakening [10] which was corroborated by Rotert et al. for MAION (where $M = Sc, Ti, V, Cr$) [3].

CONTACT  James S. K.-L. Gibson gibson@imm.rwth-aachen.de  Institute of Physical Metallurgy and Metal Physics, RWTH Aachen University, 52074 Aachen, Germany

© 2017 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
The observed decrease in elastic moduli with increasing oxygen concentration can hence be understood by a concomitant reduction in overall bond strength, caused on the one hand by M–O bonds which are weaker than M–N bonds in an NaCl structure (where M = V, Ti), and on the other hand by the formation of metal vacancies due to charge balancing when oxygen is substituting nitrogen [4,5].

Such well-controlled changes in chemistry are efficiently explored experimentally in thin-film deposition. Nanoindentation and micro-cantilever bending are therefore ideally suited for the experimental measurements of stiffness and toughness, and evaluating whether significant plasticity occurs. The latter is important in the choice of physical model to be applied during finite element simulations, for example, if crystal plasticity must be incorporated. Plasticity would be readily observable in the load–displacement curves of micro-cantilever bending tests, particularly during load partial-unload testing, where residual deformation would result in an offset of the elastic part of the curve.

To include fracture behaviour in finite element models, cohesive-zone (CZ) modelling is an efficient way of tracking the growth of a crack, especially when the crack path is known in advance [11], and has been shown to be well suited to thin layers [12]. In particular, Yan et al. [13] investigated crack initiation and propagation along the Cu/Si interface in a nano-cantilever system. It was shown that the obtained parameters for the CZ model are universally applicable for describing cracking along other interfaces regardless of specimen dimensions, as the CZ parameters determined from 200 nm nano-cantilevers successfully described the cracking behaviour of millimeter-sized four-point-bending specimens. Yan and Shang [14] applied different CZ models for proper modelling of delamination in thin films, and showed that the cohesive strength and work of separation are the dominating parameters and a bilinear CZ model—rather than an exponential or trapezoidal CZ model—more suitably describes the brittle interfacial delamination.

Using data from micro-cantilever bending allows the accurate determination of the CZ parameters, and additionally has been shown to be effective in the determination of fracture behaviour in TiN/CrN superlattice thin films [15]. The damage behaviour and intergranular fracture of such hard coatings was reproduced by comparing calibrated CZ simulations with coating morphologies deformed during nanoindentation [16]. Rezaei et al. [16] showed that the CZ parameters such as maximum strength and fracture energy play an important role in the modelling of intergranular fracture of the hard coatings.

Here, the mechanical properties and subsequent CZ parameters are determined for vanadium and titanium-based nitride and oxynitride coatings, allowing an investigation of both anion and cation chemistry. These data are compared with those determined from ab initio calculations, thus linking numerical models with experimental measurements across a large range of scales and determining reference data for future microstructural design. It should be noted that for simplicity and readability, the investigated cubic transition metal aluminium (oxy)nitride coatings will be referred to throughout the manuscript as VAIN, VAION, TiAIN and TiAlON. The measured compositions for each coating are detailed fully in Section 2.2.

2. Experimental and numerical methods

2.1. Film synthesis and deposition

MAION (M = Ti and V) hard coatings were deposited by high-power pulsed magnetron sputtering (HPPMS) using a CemeCon CC-800/9 system [4,17]. The base pressure for all depositions was below 0.6 mPa and depositions were carried out at a floating substrate potential. For VAION, two rectangular magnetrons with one elemental V and one elemental Al target were employed. The Si (100) substrates were mounted at a target-to-substrate distance of 180 mm and were heated to 470°C. The angle between the substrate and each cathode was 23°. The gas flows during deposition were 160 sccm Ar, 80 sccm N2 for VAIN and 160 sccm Ar, 80 sccm N2 and 5 sccm O2 for VAION resulting in partial pressures of 294, 148 and 1 mPa, respectively. Two Melec HPPMS generators (SIPP2000USB-10-500-S) with a frequency of 500 Hz, a duty cycle of 2.5% and a time-average power of 2225 W for the V target and 2425 W for the Al target were used. For VAIN, peak power densities of approximately 560 W/cm² for the V target and 450 W/cm² for the Al target were reached, whereas 520 W/cm² for the V target and 490 W/cm² for the Al target were reached in the case of VAION.

For TiAlON, a rectangular magnetron with a Ti0.5Al0.5 compound target was used. The Si (100) substrates were facing the target at a target-to-substrate distance of 80 mm and were heated to 250°C. The gas flows during deposition were 200 sccm Ar and 50 sccm N2 for TiAIN and 200 sccm Ar, 50 sccm N2 and 7 sccm O2 for TiAlON resulting in partial pressures of 363, 94 and 1 mPa, respectively. A Melec HPPMS generator with a frequency of 800 Hz, a duty cycle of 4% and a time-average power of 3000 W resulting in peak power densities of approximately 440 W/cm² for TiAIN and 460 W/cm² for TiAlON was used.


2.2. Composition and structure

Chemical composition data were obtained using a JEOL JSM-6480 scanning electron microscope (SEM) with an EDAX Genesis 2000 energy dispersive X-ray spectroscopy device, utilizing an acceleration voltage of 10 kV for TiAlON and 12 kV for VAION, with MAIN or MAION (M = V, Ti) thin-film samples quantified by Time-of-Flight elastic recoil detection analysis (ToF-ERDA) as standards. Structural analysis of the deposited thin films was carried out by a Bruker AXS D8 Discover General Area Detection Diffraction System with an incident angle of 15° using Cu Kα radiation at a voltage and current of 40 kV and 40 mA, respectively.

2.3. Density functional theory

Ab initio calculations were carried out using DFT [18], as implemented in the Vienna ab initio Simulation Package [19,20], wherein projector augmented wave potentials [21] were employed. The generalized gradient approximation [22], a convergence criterion for relaxation of 0.01 meV and Blöchl corrections for the gradient approximation [22], a convergence criterion for potentials [21] were employed. The generalized gradient approximation and the Birch–Murnaghan equation of state [25] was utilized to obtain the equilibrium volume. Elastic constants were calculated according to the method of Music et al. [26], and Hill’s approximation [27] was employed to obtain shear moduli.

2.4. Micro-mechanical testing

Nanoindentation was carried out in a Hysitron Ti-900 TriboIndenter and Young’s modulus of each film was determined by the Oliver–Pharr method [28]. A Berkovich diamond tip was used in load-controlled mode and the maximum force of 10 mN resulted in a contact depth of < 5% of the coating thickness. A minimum of 16 indentation experiments was carried out for each composition, and the tip area function was determined with a fused silica standard. Poisson’s ratio values obtained in this work by DFT calculations were used to calculate Young’s modulus.

Subsequently, cantilevers were milled using an FEI Helios 600i focussed ion beam (FIB), based on the original method of Di Maio and Roberts [29]. In order to produce a simple geometry for simulation, beams were milled on the sample edge to produce a constant, rectangular cross-section along the length of the beam. In all the samples, the coating depth was similar, and therefore these beams had an approximate length of 25 μm, width of 6 μm and depth equal to the coating thickness of 3 μm. Initial cuts were made at 21 nA, with the beams subjected to a final ‘polishing’ beam current of 0.23 nA. Notches were made ~ 2 μm from the fixed end of the beam at the lowest available current of 1.1 pA, with all milling taking place at 30 kV.

Testing was carried out in situ using a Nanomechanics InSEM III inside a Tescan Vega-3 SEM. A cube corner indenter was used to displace the free end of the beam at a constant load rate of 0.1 mN/s until failure was observed. The recorded load–displacement data were converted to stress–strain data using simple Euler–Bernoulli beam theory (Equations (1) and (2)), and fracture toughness (Equation (3)) was calculated using the stress intensity factor and geometry function as determined by Bohnert et al. [30] for tungsten micro-cantilever beams of a similar rectangular geometry. $F(a/W)$ is the geometry factor, and the beam dimensions used in these equations are given in Figure 1. These data are given in Table 2. The required notch depth was determined from post-mortem SEM of the fracture surfaces. Multiple load–unload experiments to increasing loads were carried out to investigate whether any plastic deformation might occur prior to fracture.

Failure was observed to occur vertically through the beam, in between the growth-induced columns. The nature of fracture can thus be described as intergranular, but given the nanometric grain size of the material, and the tendency of grains to form these tightly packed columns, it is more accurately described as ‘intercolumnar’. This fracture direction was observed experimentally in every beam, and was therefore used to determine the location of the CZ elements, described below:

\[
\sigma = \frac{FLb}{2wb^3}, \tag{1}
\]

\[
\epsilon = \frac{3ub}{2L^2}, \tag{2}
\]

\[
K_I = \frac{6FL}{wb^2} \sqrt{\pi a} F \frac{a}{W}. \tag{3}
\]
2.5. Finite element simulation

A schematic drawing of the micro-cantilever beam test is shown in Figure 1. Since the width of the beam $w$ is large compared to the thickness $b$ (approx. 3:1), a 2D configuration assuming plane strain was simulated. This was validated by a comparison with a 3D model, the result of which is shown in Figure 3(a). The beam is free on the right side where the indenter hits the end, and fixed boundary conditions were applied to the bulk material that does not move during the experimental measurements. The length $l_b$ was chosen to be large enough to minimise boundary effects, with the indenter force $F$ and the indenter vertical displacement $u$ defined by the experimental measurements. To model the fracture and crack propagation inside the micro-cantilever beam, a CZ was introduced vertically along the observed fracture surface, shown by a red dashed line in Figure 1.

The CZ model is based on a bilinear traction-separation law, with details reported previously [16]. As shown in Figure 2, the maximum strength ($t_0$) in the CZ, the amount of separation ($\lambda_0$) to reach this strength and the maximum separation ($\lambda_f$) at full failure as well as a shear-parameter $\beta$ are the main inputs for the introduced CZ model.

The fracture energy $G_c$ is given by Equation (4), where $K_{IC}$, $E$ and $\nu$ are the fracture toughness, elastic modulus and Poisson’s ratio of the coating, respectively.

$$G_c = \frac{(1 - \nu^2) K_{IC}^2}{E} = \frac{t_0 \lambda_f}{2}. \tag{4}$$

The fracture energy was determined by the experimental measurement, and the remaining CZ parameters given by $\lambda_0$, $\beta$ and $t_0$. These parameters are varied in the numerical model to fit the finite element results to the experimental measurements. In Figure 3, the measured indenter reaction force, $F$, versus its vertical displacement, $u$, is shown in black. Due to the brittle nature of the coatings, the
reaction force behaves elastically before the sudden fracture. This was verified by partial-unloading tests showing no deviation from reversible elastic loading until fracture.

In the presented simulation results, the arc-length method is utilized to capture snapback behaviour. In this method, it is possible to decrease the indenter’s displacement and force simultaneously to find the equilibrium state in the system [16,31], allowing the study of post-fracture behaviour—such as the residual kinetic energy—that is impossible to measure experimentally. It is important that this post-fracture range is computable, such that the model is demonstrably correct and the parameters well chosen, because a generally applicable damage model must be robust enough to cope with the numerically challenging situation of decreasing stress levels in a complex structure subjected to inhomogeneous stress states, and the reporting of this range is common practice [32,33].

That the chosen method can analyse a micro-cantilever, where stress and damage are severely localized around a pre-made notch and straight fracture plane, illustrates this well; the applied algorithm can cope with extreme and rapid drops in stress levels.

The parameter $\beta$, which controls the contribution of the shear traction, $t_s$, does not have a significant effect on the final result (Figure 3(b)), because the given loading and boundary conditions mean that the crack opening mode in the normal direction (mode I) is dominant. $\beta$ is therefore set to 1.0.

The maximum strength in the CZ ($t_0$) is set such that the experimentally measured maximum force is obtained in the simulation. According to our results, for VAION the best fit to the experimental measurements is obtained by setting $t_0 = 6$ GPa and $\lambda_0 \to 0.0$, such that $\lambda_0$ is very small, and the elastic response of the finite elements in the cantilever beam is not affected by the introduction of CZ elements [34].

3. Results

3.1. Composition and structure

The following compositions for the films were measured: $(V_{0.46}Al_{0.54})_{0.50}(O_{0.07}N_{0.93})_{0.50}$, $(V_{0.47}Al_{0.53})_{0.47}(O_{0.30}N_{0.70})_{0.53}$, $(Ti_{0.55}Al_{0.45})_{0.53}(O_{0.02}N_{0.98})_{0.47}$ and $(Ti_{0.55}Al_{0.45})_{0.48}(O_{0.43}N_{0.57})_{0.52}$. Structural analysis revealed a cubic sodium chloride structure for all investigated hard coatings. No evidence for the formation of a hexagonal phase was obtained.

3.2. Micro-Mechanical testing and DFT

The experimentally determined moduli for the samples are given in Table 1. Young’s moduli determined via $ab$ initio calculations for VAION were obtained using $E = 9G/(G + 3B)$, where $G$ is the shear modulus and $B$ is the bulk modulus. From $ab$ initio calculations, a decrease of Young’s modulus from 492 GPa for VAIN to 442 GPa for VAION is predicted. Similarly, Young’s modulus values decrease from 463 GPa for TiAlN to 330 GPa for TiAlON. Furthermore, Poisson’s ratios ($\nu$) were obtained from DFT calculations by $\nu = \frac{1}{2}(1 - 3G/(3B + G))$ and values of 0.212 and 0.221 are obtained for VAIN and VAION, respectively, while

### Table 1. Elastic properties of MAION.

| Sample | $E$ (GPa) | $E$ (GPa) | $\nu$ | $B$ (GPa) | $G$ (GPa) |
|--------|-----------|-----------|-------|-----------|-----------|
| VAIN   | 428 ± 29  | 492       | 0.212 | 285       | 203       |
| VAION  | 390 ± 32  | 442       | 0.221 | 264       | 181       |
| TiAIN  | 393 ± 12  | 463       | 0.211 | 267       | 191       |
| TiAlON | 289 ± 7   | 330       | 0.215 | 193       | 136       |

Young’s modulus ($E$) measured by nanoindentation and predicted by DFT. Moreover, calculated values of Poisson’s ratio ($\nu$), bulk modulus ($B$) and shear modulus ($G$) are provided.
TiAlN and TiAlON exhibit Poisson's ratio values of 0.211 and 0.215, respectively.

The above equations for $E$ and $\nu$ assume elastic isotropy. As shown by Zhou et al. [35] for CrAlN and Tasnádi et al. [36] for TiAlN, for the materials investigated here with a transition metal-to-aluminium ratio close to one, Zener's anisotropy factor is $\sim 1$ and $\sim 1.2$, respectively. This, in addition to the fine, polycrystalline microstructure produced during thin-film deposition, means it is reasonable to treat these films as elastically isotropic.

The experimentally determined Young's modulus values follow the predicted trend and decrease with increasing oxygen concentration from $428 \pm 29$ GPa for VAlN to $390 \pm 32$ GPa for VAION and $394 \pm 12$ GPa for TiAlN to $289 \pm 7$ GPa for TiAlON. It can be observed that the experimentally determined values of elastic modulus are in good agreement (within 15%) with the values as predicted by DFT calculations, which is reasonable for the exchange-correlation functional employed here [37]. As the coating thickness ($\sim 3$ μm) is large compared to the indentation depth, the values of Young's modulus as determined by nanoindentation are free from substrate effects [38].

For the micro-cantilever tests, the stress–strain curve from each material is shown in black in Figure 5, for comparison with the FEM fit. The deformation is purely elastic until the failure stress is reached, at which point fracture takes place in a single, unstable event. This would be expected for brittle materials in this testing geometry but is also shown directly by repeatedly loading a beam to increasing values of strain (Figure 4(a)), where the overlapping load–displacement data show no plastic deformation or stable crack growth before failure. The data acquisition rate of the InSEM was set to 500 Hz, so the crack has propagated through the beam in under 2 ms. An example fracture surface is shown in Figure 4(b), demonstrating the intercolumnar nature of the fracture process. Similar fracture surfaces were observed for all samples. At least three beams were tested in each material, with the standard deviation given as the error bars in Table 2. Beam width is measured at the top surface along the notch, and depth measured to the highest point of the bottom surface (i.e. as small a value as possible), as the beams show a small, but common [15], deviation from a perfect rectangle. The cantilever with a fracture toughness closest to the average value was designated as a representative beam for each material, and used for the subsequent FEM analysis.

### 3.3. Finite element simulation

The final force–displacement curves obtained by finite element modelling for all four materials are shown in Figure 5 with the experimental data shown in black. Different values of $t_0$ are shown to allow assessment of the

| Sample | Fracture stress (GPa) | Fracture strain (%) | Fracture toughness (MPa√m) |
|--------|-----------------------|---------------------|---------------------------|
| VAlN   | 5.5 ± 0.3             | 1.6 ± 0.5           | 4.5 ± 1.8                 |
| VAION  | 2.3 ± 0.0             | 1.2 ± 0.1           | 3.1 ± 0.5                 |
| TiAlN  | 2.5 ± 0.3             | 1.4 ± 0.2           | 1.9 ± 0.3                 |
| TiAlON | 1.3 ± 0.0             | 1.7 ± 0.1           | 1.1 ± 0.2                 |

Failure stresses and strains were calculated using simple (Euler–Bernoulli) beam theory. Two clear trends are present in the data: that oxynitride samples are more brittle than pure nitride samples, and that Ti-based materials are more brittle than V-based materials.
Figure 5. Experimental and simulated load–displacement data for (a) VAlN, (b) VAlON, (c) TiAlN, and (d) TiAlON. Experimental data shown in black, with the variation of $t_0$ for the four materials, with $\lambda_0 = 10^{-5}$ μm, $\beta = 1.0$. The best fit to the experimental data is given by the dashed line. Values of fracture energy are: 27.08, 26.3, 11.17 and 9.29 J/m$^2$ for VAlN, VAlON, TiAlN and TiAlON, respectively. The variation of $t_0$ is shown for VAlON to demonstrate the sensitivity of this parameter.

Table 3. CZ element parameters for the best fit to the experimental data for fracture in VAl(O)N and TiAl(O)N.

|          | VAIN | VAlON | TiAlN | TiAlON |
|----------|------|-------|-------|--------|
| Fracture energy $G_c$ (J/m$^2$) | 27.1 | 26.3  | 11.2  | 9.3    |
| Traction $t_0$ (GPa) | 3.5  | 6.0   | 6.0   | 5.0    |
| Separation $\lambda_0$ (μm) | $10^{-5}$ | $10^{-5}$ | $10^{-5}$ | $10^{-5}$ |
| Separation $\lambda_f$ (μm) | 0.0155 | 0.0088 | 0.0037 | 0.0031 |

sensitivity to this fitting parameter. In Table 3, all the obtained CZ parameters for different types of coating are summarized.

4. Discussion

We first discuss the nanoindentation data. The experimentally determined values of Young’s modulus are for all materials slightly lower than the predicted ones, which may be largely attributed to a temperature influence. The predicted Young’s moduli were obtained at ground-state (0 K), whereas the experimental Young’s modulus values were obtained at room temperature. It is well known that Young’s modulus decreases with increasing temperature, with a drop of $\sim 8.5\%$ predicted in Cr$_{0.8}$Al$_{0.2}$N between 50 K and room temperature [39]. This work by Music et al. also shows the strong influence of residual stress on the measured values of Young’s modulus: an increase of approximately 150 GPa over the whole temperature range of 0–700 K from a residual compressive stress of 4 GPa. We therefore conclude that as the experimental Young’s moduli are within 15% of the predicted values by DFT calculations, a good agreement is obtained. According to Paier et al. [37] the magnitude of the obtained deviations between theory and experiment is in line with the exchange-correlation functionals employed here. Furthermore, based on this good agreement it appears that the presence of (dense) column boundaries discussed previously in the context of Figure 4(b) does not affect the elastic modulus in an adverse way. Hence, the ab initio data, which cannot consider the presence of column boundaries, do represent the elastic behaviour of the as-deposited thin films within the expected deviations [37].
The observed decrease in elastic moduli with increasing oxygen concentration can be understood by a concomitant reduction in overall bond strength, caused on the one hand by M–O bonds that are weaker than M–N bonds in an NaCl structure [3] (where M = V, Ti), and on the other hand by the formation of metal vacancies due to charge balancing when oxygen is substituting nitrogen [4,5].

Looking at the micro-fracture tests, the values of Young’s modulus predicted by DFT can also be used to calculate a theoretical value of fracture toughness for each material using Equation (5) [40], which essentially considers the energy of separation of two atomic planes, i.e. perfectly brittle fracture.

\[ K_C = \sqrt{\pi \gamma E} = \sqrt{3\pi \gamma B(1 - 2\nu)}. \] (5)

Naturally, Irwin’s modification to this criterion should be considered [41], namely that fracture occurs according to Equation (6), where \( \sigma \) is the applied stress, \( a \) is the flaw size, \( \gamma_c \) is the surface energy and \( \gamma_p \) is the energy dissipated through plastic work

\[ \frac{\pi \sigma^2 a}{E} > 2(\gamma_c + \gamma_p). \] (6)

In the micro-cantilever tests, no plastic deformation is observed \( (\gamma_p = 0) \), therefore either Equation (5) or Equation (6) could be used to calculate a theoretical value of fracture toughness. However, the required values of surface energy are not present in the literature for these materials at this point. Nevertheless, as the bond energy used in DFT defines both Young’s modulus [42] and the surface energy [43], and assuming that the composition-induced changes in bond energy affect Young’s modulus and surface energy with similar trends, then the trend of changes in elastic modulus should also be seen in fracture toughness. Namely, this means lower values of fracture toughness in oxynitrides with respect to nitrides, and that titanium-based coatings should be more brittle than vanadium-based ones. The nitride trends are also consistent with available Cauchy’s pressure data [1,44].

These predicted trends in toughness can be compared with the experimentally measured values from micro-cantilever tests (Table 2), where the measured fracture toughness data confirm the prediction that the vanadium-based and pure nitride materials are tougher than the other materials. The trend in the experimentally observed fracture behaviour is therefore consistent with the quantum-mechanically based predictions. This trend is also observable in the chromium-based coatings measured by Wang [7], with fracture toughness increasing from 1.1 MPa\( \sqrt{m} \) to 2.8 MPa\( \sqrt{m} \) when moving from CrN \( (E = 271 \text{ GPa}) \) to CrAlN \( (E = 315 \text{ GPa}) \). These values of fracture toughness—as well as the 2–3 MPa\( \sqrt{m} \) measured by Liu [6] in the Cr–Al–Si–N system \( (E = \sim 400 \text{ GPa}) \)—agree well with those measured in this work. Of note is the finding by Liu [6] that the addition of silicon caused the formation of equiaxed grains, increasing the fracture toughness without a corresponding increase in Young’s modulus. The coatings in this work all fail in a planar fashion, with similar microstructures, leaving only the surface energy and Young’s modulus as parameters in their fracture behaviour.

Unlike indentation-based methods, cantilevers do not require any assumptions about crack geometries [45], and with no complications from plastic deformation around the notch, as seen here, they are therefore most capable of obtaining true values of fracture toughness for these coatings. Additionally, as the silicon substrate is cut away, there are no residual thermal stresses between coating and substrate, and only coherency strains may remain as the energetic condensation of metal ions causes formation of defects between crystalline domains, or interstitial incorporation of energetic species.

In this work, the crack path during failure is always intercolumnar, as is commonly observed in the fracture of these materials. Therefore, the second step in being able to model these materials and their mechanical properties would be to include microstructural considerations, as microstructure clearly has a strong effect on fracture toughness. As Yan et al. [13] showed that their CZ parameters were universally applicable for describing cracking, those generated here are likely suitable for future microstructural design so long as this intercolumnar behaviour continues. These parameters were determined by generating a finite element model for a beam in each material, capturing the dimensions of the cantilever. The parameter fitting demonstrated that the test geometry is insensitive to the effect of shear, and therefore \( \beta \), which may change in a different coating microstructure, such as an equiaxed geometry. It was also found that the best fit in the elastic region is with \( \lambda_0 \rightarrow 0.0 \). Therefore, with \( G_c \) fixed by experiment, only \( \lambda_0 \) is to be determined. The final fit between model and experiment is excellent, indicating the model reproduces the system well.

5. Conclusions

Titanium and vanadium aluminium nitride and oxynitride coatings were deposited by HPPMS. The mechanical properties of these coatings were investigated by a combination of nanoindentation and micro-cantilever fracture toughness tests. Additional modelling using cohesive-zone elements was done to produce useful reference data for future improvements based upon developments in coating architecture, such as multilayers, and in all cases a good agreement between experiment and
model was found. The measured elastic moduli show good agreement with those predicted by DFT calculations. Based on the predicted and experimentally verified larger elastic moduli for the vanadium-based material systems compared to the titanium-based systems, the former systems are expected to exhibit larger values of fracture toughness. Furthermore, as the nitride systems show larger elastic moduli as the corresponding oxynitride systems, larger fracture toughness values are expected for the nitrides. These expected trends are reproduced in the experimental fracture toughness data.
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