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Abstract. In this work we introduce an intermediate setting between quantum nonlocality and communication complexity problems. More precisely, we study the value of XOR games $G$ when Alice and Bob are allowed to use a limited amount of one-way classical communication $\omega_{o.w.-c}(G)$ (resp. one-way quantum communication $\omega^*_{o.w.-c}(G)$), where $c$ denotes the number of bits (resp. qubits). The key quantity here is the quotient $\omega^*_{o.w.-c}(G)/\omega_{o.w.-c}(G)$.

We provide a universal way to obtain Bell inequality violations of general Bell functionals from XOR games for which the quotient $\omega^*_{o.w.-c}(G)/\omega_{o.w.-c}(G)$ is larger than 1. This allows, in particular, to find (unbounded) Bell inequality violations from communication complexity problems in the same spirit as the recent work by Buhrman et al. (2016).

We also provide an example of a XOR game for which the previous quotient is optimal (up to a logarithmic factor) in terms of the amount of information $c$. Interestingly, this game has only polynomially many inputs per player. For the related problem of separating the classical vs quantum communication complexity of a function, the known examples attaining exponential separation require exponentially many inputs per party.

1. Introduction and main results

One of the main themes of research in Quantum Information is the quantification of the advantages provided from the use of quantum resources versus the use of classical resources. This quantification has been studied in many different contexts, the first one historically being Bell inequalities. In a Bell experiment [1], Alice and Bob perform some measurements indexed by $x \in X$, $y \in Y$ on a bipartite system and obtain some outputs $a \in A$, $b \in B$ respectively. The repetition of the experiment a large number of times leads to a bipartite probability distribution $P = (P(a, b|a, b))_{a \in A, b \in B, a, b \in X, y \in Y}$. A standard way to quantify the phenomenon of quantum nonlocality is to consider linear functionals acting on the distribution $P$ as an element of $\mathbb{R}_{X, Y, A, B}$. A general linear functional $B$ on $\mathbb{R}_{X, Y, A, B}$ is given by a collection of numbers $(B_{a, b, x, y})_{a \in A, b \in B, x \in X, y \in Y}$ and its action on a given probability distribution $P$ is defined as

$$\langle B, P \rangle = \sum_{a, b, x, y} B_{a, b, x, y} P(a, b|a, b).$$

We will refer to one such $B$ as a Bell functional. Then, one can define

$$\omega(B) = \sup_{P \in \mathcal{P}} |\langle B, P \rangle| \quad \text{and} \quad \omega^*(B) = \sup_{P \in \mathcal{Q}} |\langle B, P \rangle|,$$
where $\mathcal{L}$ is the set of classical bipartite probability distributions and $\mathcal{Q}$ is the set of quantum bipartite probability distributions; that is, those probability distributions that Alice and Bob can generate when they share an unlimited amount of entanglement. The key ratio to quantify quantum nonlocality is $\omega^*(B)/\omega(B)$ and we say that there exists a Bell inequality violation if this quotient is strictly larger than 1.

Another relevant context where quantum resources perform better than classical resources is communication complexity. In the usual task $\mathbb{B}$ two separate parties, Alice and Bob, have to compute a binary function $f(x,y)$ of two predicates $x \in X$, $y \in Y$. Alice only has access to $x$, whereas Bob only has access to $y$. They are assumed to have unlimited computational resources, and they can interchange messages until they are able to compute the function. The randomized communication complexity of $f$ is defined to be the minimum number of bits (or qubits in the quantum case) interchanged between Alice and Bob required for a randomized algorithm in order to compute correctly $f(x,y)$ with probability larger than $\epsilon$ for every possible input $(x,y)$. We will call these numbers $CC(f,\epsilon)$ and $QC(f,\epsilon)$ respectively.

In this paper we study the relation between Bell inequality violations and communication complexity problems $\mathbb{B}$, continuing the spirit of the recent paper $\mathbb{H}$, where some new implications between both contexts where uncovered. In this line, certain specific Bell inequality violations are known to lead to separation in communication complexity for certain functions $\mathbb{L}$, although we do not know of any general implication in this direction. For the other direction, a recent result $\mathbb{G}$ shows that it is possible in general to obtain Bell inequality violations starting from large enough separations in communication complexity. Some other interesting results relating communication complexity and Bell inequality violations have been recently obtained in $\mathbb{J}$. However, in this last work the authors study inefficiently-resistant Bell inequalities, which is a different notion from the one studied in our paper.

The novelty of our approach is to introduce an intermediate setting between quantum nonlocality and communication complexity problems. More precisely, we study the value of two-prover one-round games when Alice and Bob are allowed to communicate a limited amount of information. This is related to the distributional complexity studied in communication complexity, with the difference that in the communication complexity context typically one fixes the desired probability of winning and calculates the amount of communication needed, whereas we will fix the amount of communication and calculate the probability of winning for that amount of communication. In our study, we will restrict ourselves all the time to the case of one-way communication, that is, the communication can only be sent from Alice to Bob and not the other way around.

In this work, we study this situation for XOR games. These games can be understood as particular Bell functional where the set of outputs are $A = B = \{-1,1\}$ and the coefficients of the functional have the form

\begin{equation}
G_{a,b,x,y} = \pi(x,y)abf(x,y).
\end{equation}
Here \((\pi(x,y))_{x,y}\) is a probability distribution and \(f : X \times Y \to \{−1,1\}\) is any function. Any XOR game is then uniquely determined by \(\pi\) and \(f\), so we will denote it by \(G = (f, \pi)\). We usually use notation \(G\) for XOR games, compared to general Bell functionals which we will denote by \(B\). In addition to the quantities defined above, we will also consider the quantities

\[
\omega_{o,w-.c}(B) = \sup_{P \in \mathcal{O}W_c} |\langle B, P \rangle| \quad \text{and} \quad \omega^*_ {o,w-.c}(B) = \sup_{P \in \mathcal{O}W^*_c} |\langle B, P \rangle| ,
\]

where here \(\mathcal{O}W_c\) is the set of bipartite probability distributions that Alice and Bob can generate using classical resources and \(c\) bits of classical communication sent from Alice to Bob and \(\mathcal{O}W^*_c\) is the set of bipartite probability distributions that Alice and Bob can generate using classical resources and \(c\) qubits of communication sent from Alice to Bob (they are not allowed to share additional entanglement).

A clever application of Grothendieck’s inequality allowed Tsirelson to show that \(\omega^*(G)/\omega(G) \leq K^{R}_{\mathbb{R}} \leq 1.7822 \cdots\), where \(K^{R}_{\mathbb{R}}\) is the so called real Grothendieck’s constant, and this inequality holds for every XOR game \(G\) (independently of the number of inputs) \[17\]. In contrast to this, the quantity

\[
\frac{\omega^*_{o.w-.c}(G)}{\omega_{o.w-.c}(G)}
\]

for XOR games can lead to unbounded quotients and is, in general, highly non trivial to estimate. Our main results involve the quantity \((1.2)\) and find applications in other settings.

**Bell inequality violations arising from advantages in the quantum vs classical communication value of XOR games.** The first contribution of this work is to show that there exists a universal way to obtain Bell inequality violations from XOR games for which the quantity \((1.2)\) is strictly larger than 1. As we explain below this provides a universal way to obtain Bell inequality violations from quantum vs. classical advantages in communication complexity.

More precisely, given a XOR game \(G = (\pi, f)\) with coefficients \(T_{x,y} = \pi(x,y)f(x,y)\) for every \(x \in X, y \in Y\), and given a natural number \(d\), we will consider a Bell functional \(B^G_d\) defined as follows:

- Set of inputs for Alice and Bob: \(\tilde{X} = X\) and \(\tilde{Y} = Y \times \{1, \cdots, d\}\), respectively.
- Set of outputs for Alice and Bob: \(\tilde{A} = \{1, \cdots, d\} \times \{-1,1\}\) and \(\tilde{B} = \{-1,1\}\), respectively.

The coefficients of the Bell functional are defined, for every \(x \in X, (y,k) \in Y \times \{1, \cdots, d\}\), \((a,\tilde{a}) \in \{1, \cdots, d\} \times \{-1,1\}, b \in \{-1,1\}\), as:

\[
B^G_d(a, \tilde{a}, b, x, y, k) = T_{x,y} \cdot \delta_{a,k} \cdot \tilde{a} \cdot b,
\]

where \(\delta_{a,k}\) equals one if \(a = k\) and equals zero otherwise.

**Theorem 1.1.** Let \(G\) be a XOR game. With the previous notation, we have

\[
\frac{\omega^*(B^G_d)}{\omega(B^G_d)} \geq \frac{\omega^*_{o.w-\log d}(G)}{\omega_{o.w-2\log d}(G)}.
\]

It is known that applying the min-max theorem of zero sum games and Chernoff bound one can prove statements of the following type: If there is a function \(f\) for which \(\text{CC}(f, \epsilon)\) is sufficiently

\footnote{XOR games are often introduced replacing \(\{-1,1\}\) by \(\{0,1\}\) and replacing the product by the XOR of the variables. In that case, our value of the game translates into the bias, the additional probability over \(\frac{1}{2}\) of winning the game.}
larger than $QC(f, e) = c$, then there is a probability distribution $\pi$ such that the associated XOR game $G = (f, \pi)$ verifies that $\omega_{o.w.-c}^*(G)$ is larger than $\omega_{o.w.-c}(G)$. The precise statement we will need, and its proof, will be given in Section 4. That is, starting from a separation in the Classical vs. Quantum communication complexity of a function $f$, we can generate a XOR game $G = (f, \pi)$ with separation in the value with $c$ qubits of communication vs the value with $c$ bits of classical communication. Making use of this connection and our Theorem 1.1, we will show the following result.

**Theorem 1.2.** Let $\alpha > 216$ and let $f : X \times Y \rightarrow \{-1, 1\}$ be a function for which

\[
\frac{CC(f, \frac{2}{3})}{QC(f, \frac{2}{3})} > \alpha.
\]

Then, there exist a probability distribution $\pi : X \times Y \rightarrow [0, 1]$ and an associated XOR game $G = (f, \pi)$ which verify the following: Calling $c = QC(f, \frac{2}{3})$ and $d = 2c$, the Bell functional $B_d^G$ defined just before Theorem 1.1 verifies that

\[
\frac{\omega^*(B_d^G)}{\omega(B_d^G)} \geq \frac{\sqrt{\alpha}}{6\sqrt{6}}.
\]

As stated before, both Theorem 1.1 and Theorem 1.2 follow the spirit of [4]. We comment on how our results compares with the main result in [4]. Our results need less advantage in the communication complexity and attain a bigger violation with an arguably simpler Bell functional. In particular, the main result in [4] is the derivation of Bell inequality violations from advantage in communication complexity, but in that paper it is required that $CC(f, \frac{2}{3}) \geq QC(f, \frac{2}{3})^4$, whereas we only require $CC(f, \frac{2}{3}) \geq \alpha QC(f, \frac{2}{3})$ for constant $\alpha$. On the down side, our results apply only to one-way communication complexity, whereas the result in [4] applies to general (two way) communication complexity (see Sections 3 and 4 for details). Whether our techniques can be extended to the case of two-way communication between the players remains as an open problem.

**An example of a XOR game** $G$ **essentially achieving the maximal possible separation between** $\omega_{o.w.-c}(G)$ **and** $\omega_{o.w.-c}(G)$. **Our second contribution is the study of how much** advantage can be obtained using quantum communication versus classical communication in the maximum value of a XOR game with restricted amount of one-way communication.

**Theorem 1.3.** There exists a XOR game $G$ with $2^{2n}$ inputs for Alice and $2^{n^2}$ inputs for Bob such that for every $k \geq e^2$ we have the following estimate:

\[
\frac{\omega_{o.w.-\log n}^*(G)}{\omega_{o.w.-\log n}(G)} \geq C \frac{\sqrt{n}}{\log k},
\]

where $C$ is a universal constant.

Moreover, this statement is essentially optimal in the sense that for every XOR game $G$ and for every $k \geq 1$ we have

\[
\frac{\omega_{o.w.-\log n}^*(G)}{\omega_{o.w.-\log n}(G)} \leq \frac{\omega_{o.w.-\log n}^*(G)}{\omega(G)} \leq K_G^R \sqrt{n},
\]

where here $K_G^R$ denotes the real Grothendieck’s constant and $\omega(G)$ is the classical value of $G$ with no communication ($k = 1$).
An immediate consequence of Theorem 1.1 and Theorem 1.3 is that we can obtain unbounded Bell inequality violations with a very particular kind of Bell functionals $B$. Indeed, the previous results applied to $k = n^2$ imply that there exists a Bell functional $B$ with $2^{2n^2}$ inputs for Bob, $2n^2$ outputs for Alice and 2 outputs for Bob such that the quotient of $\omega^*(B)/\omega(B)$ is $\Omega(\sqrt{n}/\log n)$.

It is well known that Bell functionals with only two outputs per player cannot give large violations. Indeed, one can show (\cite{7, 14}) that $\omega^*(B)/\omega(B) = O(\min\{N, K\})$ for any Bell functional $B$, where $N = \min\{x, y\}$ and $K = \sqrt{AB}$. Hence, Bell functionals with dichotomic outputs for one player can be seen as the simplest possible example leading to large violations.

Previous examples of Bell functionals showing these kinds of behaviors were shown in \cite{15}, but the functional $B$ defined in (1.3) has an even simpler form than the one considered in \cite{15}.

**A scale improvement over previously known examples.** The very particular structure of our above mentioned game $G$ will allow us to apply an atom reduction method developed in \cite{6} to obtain another XOR game with polynomially many inputs and attaining the same Bell inequality violation. Up to our knowledge, all previous examples of this flavor used exponentially many inputs per party.

**Theorem 1.4.** There exists a XOR game $G$ with $cn^8$ inputs for Alice and Bob such that

$$\frac{\omega^*_{o.w−\log n}(G)}{\omega_{o.w−\log n}(G)} \geq C \frac{\sqrt{n}}{\log n}.$$ 

Here, $C$ and $c$ are universal constants.

In fact, a slight modification of Theorem 1.4 together with Theorem 1.1 allows us to obtain:

**Corollary 1.5.** There exists a Bell functional $B$ with $cn^{12}$ and $cn^{14}$ inputs and $2n^2$ and 2 outputs for Alice and Bob respectively such that

$$\frac{\omega^*(B)}{\omega(B)} \geq D' \frac{\sqrt{n}}{\log n},$$

where $D'$ and $c$ are universal constants.

The paper is organized as follows. In Section 2 we introduce the basic definitions and we explain in detail the communication complexity models that we will use in the rest of the paper. In particular, we define properly the values $\omega_{o.w−\log n}(G)$ and $\omega^*_{o.w−\log n}(G)$ for XOR games. At the end of the section we provide an upper bound for the quotient $\omega^*_{o.w−\log n}(G)/\omega_{o.w−\log n}(G)$ (Proposition 2.3) which proves the optimality part of Theorem 1.3. In Section 3 we prove Theorem 1.1. In Section 4 we explain how to obtain (large) Bell inequality violations from a separation in the classical vs. quantum communication complexity of a boolean function $f$ by proving Theorem 1.2. In Section 5 we introduce a new XOR game $G$ and we prove the lower bound in Theorem 1.3. In Section 6 we explain that the study performed in this work can be understood in terms of tensor norms and, in particular, we express all the quantities introduced in the previous sections in terms of certain (well known) tensor norms. This point of view is crucial in Section 7 where we use the new language to reduce the number of inputs of the game defined in Section 5 while preserving the quotient $\omega^*_{o.w−\log n}(G)/\omega_{o.w−\log n}(G)$. That is, we prove Theorem 1.4.
2. Communication complexity models

In this section, we describe the mathematical models associated to the value of a XOR game when the players are assisted with classical or quantum bits. At the end of the section, we bound the maximal possible difference between both cases.

Before we start describing these models, we will state the precise definition of the classical and the quantum value of a Bell functional. Given a Bell functional $B = (B_{a,b,x,y})_{a \in A, b \in B, x \in X, y \in Y}$ we define:

- the \textit{classical value} of $B$ as

$$\omega(B) = \sup_{P \in \mathcal{L}} |\langle B, P \rangle|,$$

(2.1)

where $\mathcal{L}$ is the set of probability distributions of the form

$$P(a, b | x, y) = \int_{\Omega} P_\omega(a | x) Q_\omega(b | y) dP(\omega)$$

for every $x, y, a, b$. Here, $(\Omega, \Sigma, P)$ is a probability space, $P_\omega(a | x) \geq 0$ for all $a, x, \omega$, $\sum_a P_\omega(a | x) = 1$ for all $x, \omega$, and the analogous conditions hold for $Q_\omega(b | y)$.

- the \textit{quantum value} of $B$ as

$$\omega^*(B) = \sup_{P \in \mathcal{Q}} |\langle B, P \rangle|,$$

(2.2)

where $\mathcal{Q}$ is the set of probability distribution of the form

$$P(a, b | x, y) = \text{tr}(E^a_x \otimes F^b_y \rho)$$

for every $x, y, a, b$. Here $\rho$ is a density operator acting on the tensor product of two Hilbert spaces $H_1 \otimes H_2$ and $(E^a_x)_x,a$ and $(F^b_y)_y,b$ are two sets of operators representing POVM measurements acting on $H_1$ and $H_2$ respectively. That is, $E^a_x \geq 0$ for every $x, a$, $\sum_a E^a_x = \text{Id}$ for every $x$, and the analogous conditions hold for $(F^b_y)_y,b$.

An interesting measure to quantify nonlocality is then the \textit{Bell violation of the functional $B$}, $\omega^*(B)/\omega(B)$. This magnitude has been deeply studied in the last years from the point of view of physics and computer sciences (since Bell functionals can be associated to two-prover one-round games) [7, 14].

Note that for the particular case of a XOR game $G = (\pi, f)$ as in (1.1), for any bipartite probability distribution $P$ we have

$$\langle G, P \rangle = \sum_{x \in X, y \in Y} \pi(x, y) [P(ab = f(x, y)|x, y) - P(ab = -f(x, y)|x, y)]$$

$$= \sum_{x \in X, y \in Y} \pi(x, y) f(x, y) E(ab|x, y).$$

(2.3)

This motivates us to consider the correlation matrix $(\gamma_{x,y})_{x,y} = E(ab|x, y)$ associated to the strategy $P$ and to biunivocally characterize the XOR game $G$ by the coefficients $T_{x,y} = \pi(x, y)f(x, y)$, so that

$$\langle G, P \rangle = \sum_{x \in X, y \in Y} T_{x,y} \gamma_{x,y}.$$
It is very easy to see from the definitions above that for a given XOR game $G$ with coefficients $T_{x,y} = \pi(x,y)f(x,y)$ one has

$$\omega(G) = \sup_{x \in X, y \in Y} \sum_{x \in X, y \in Y} T_{x,y} \int X_A(x) B_\omega(y) dP(\omega) = \sup_{x \in X, y \in Y} \sum_{x \in X, y \in Y} T_{x,y} |x,y|,$$

where the first supremum runs over all probability spaces $(\Omega, \Sigma, P)$ and all families of real numbers $(A_{\omega}(x))_x$, $(B_\omega(y))_y$ such that $|A_{\omega}(x)| \leq 1$, $|B_\omega(y)| \leq 1$ for every $x, y, \omega$; and the second supremum runs over all possible numbers $t_x = \pm 1$, $s_y = \pm 1$. The equality between both suprema follows from convexity.

We also have

$$\omega^*(G) = \sup_{x \in X, y \in Y} \sum_{x \in X, y \in Y} T_{x,y} tr(A_x \otimes B_y \rho) = \sup_{x \in X, y \in Y} \sum_{x \in X, y \in Y} T_{x,y} \langle u_x, v_y \rangle.$$

Here, the first supremum runs over all Hilbert spaces $H_1$ and $H_2$, all density operators $\rho$ acting on $H_1 \otimes H_2$ and all families of self-adjoint norm-one operators $(A_x)_x$, $(B_y)_y$ acting on $H_1$ and $H_2$ respectively. The second equality is a well known result due to Tsirelson [17] and the supremum is taken over all families of vectors $(u_x)_x$, $(v_y)_y$ in a unit ball of a real Hilbert space. While there are many known XOR games $G$ for which $\omega^*(G) > \omega(G)$, Tsirelson’s description of $\omega^*(G)$ allows us to use Grothendieck’s inequality to state that, for any XOR game $G$,

$$1 \leq \frac{\omega^*(G)}{\omega(G)} \leq K_G^\mathbb{R} \leq 1.7822 \cdots.$$

**One-way classical communication.** In this section we describe the one-way classical communication value of a XOR game when both players have unlimited classical resources (that is, they share an unlimited amount of randomness) and, additionally, Alice is allowed to send $c$ classical bits to Bob.

Let us assume that Alice and Bob receive inputs $x$ and $y$ respectively according to the probability distribution $\pi$. Then, Alice’s answer and message can depend only on the input $x$ and the randomness, which will be modeled via a probability space $(\Lambda, \lambda)$. Therefore, it can be modelled by a function $\theta : X \times \Lambda \rightarrow \{-1, 1\} \times \{2^c\}$ so that $\theta(x, \lambda) = (a, m)$, is the pair formed by Alice’s answer $a$ and message $m$ when receiving input $x$ with shared randomness $\lambda$. We can consider the first and second components of $\theta$, $a(x, \lambda)$ and $m(x, \lambda)$. At the same time, Bob’s answer can only depend on the input $y$, the randomness $\lambda$ and the message $m$ received from Alice. Therefore, it can be modelled by a function $b : Y \times \Lambda \times \{2^c\} \rightarrow \{-1, 1\}$.

That is, their joint correlation can be described by

$$\gamma(x, y) = \int_X a(x, \lambda) b(y, \lambda, m(x, \lambda)) d\lambda.$$

We will remark here that we could defined analogously the probability distribution $P = \langle P(a, b|x, y) \rangle_{a,b,x,y}$. However, since we will restrict the study of the quantities $\omega_{a,w-c}$ and $\omega^*_{a,w-c}$ to the case of XOR games, it suffices to describe the correlation matrices.

Note also that, for every fixed $\lambda$, the correlation we obtain can be written as

$$\gamma_\lambda(x, y) = a(x) b(y, m(x)).$$
Lemma 2.1. Let $G = (\pi, f)$ be a XOR game with coefficients $T_{x,y} = \pi(x,y)f(x,y)$ for every $x,y$. Then,

$$(2.8) \quad \omega_{o.w-c}(G) = \sup_{x \in X, y \in Y} \left| \sum_{m=1}^{2^c} T_{x,y} a(x,m)b(y,m) \right|.$$ 

Here, the supremum runs over all families of real numbers $(a(x,m))_{x,m}$, $(b(y,m))_{y,m}$ verifying $\sum_{m=1}^{2^c} |a(x,m)| \leq 1$ for every $x$ and $|b(y,m)| \leq 1$ for every $y,m$.

Proof. According to (2.8) we only need to consider the correlations of our strategies. Then, it follows from convexity that we only need to maximize on the strategies as in Eq. (2.7). That is,

$$(2.9) \quad \omega_{o.w-c}(G) = \sup_{x \in X, y \in Y} \left| \sum_{m=1}^{2^c} T_{x,y} \tilde{a}(x)\delta_{m,m(x)}\tilde{b}(y,m) \right|,$$

where the supremum runs over all families of real sequences $(\tilde{a}(x))_x$, $(\tilde{b}(y,m))_{y,m}$ and functions $m : X \to [2^c]$ with $\tilde{a}(x) = \pm 1$ and $\tilde{b}(y,m) = \pm 1$ for every $x$, $y$, $m$. Here, $\delta_{m,m(x)}$ equals one if $m = m(x)$ and equals zero otherwise.

If we define $\tilde{a}(x,m) = \tilde{a}(x)\delta_{m,m(x)}$ for every $x$ and $m$, it is straightforward to check that the supremum in (2.8) is an upper bound of $\omega_{o.w-c}(G)$. In order to show that the suprema in (2.8) and (2.9) are the same we will see that the elements $(\tilde{a}(x,m))_{x,m}$, $(\tilde{b}(y,m))_{y,m}$ are actually extreme points of the set where the supremum in (2.8) is taken.

On the one hand, note that any vector $(b(y,m))_{y,m}$ with $|b(y,m)| \leq 1$ for every $y,m$ can be written as a convex combination of vectors whose coordinates are $\pm 1$; that is, vectors like $(\tilde{b}(y,m))_{y,m}$. Indeed, this means that the set of extreme points of a hypercube consists of its vertices. On the other hand, it is easy to see that any vector $(a(x,m))_{x,m}$ verifying $\sum_{m=1}^{2^c} |a(x,m)| \leq 1$ for every $x$ can be written as a convex combination of vectors of the form $(c(x,m))_{x,m}$ such that for every $x$ there exists an $m(x)$ such that $c(x,m(x)) = \pm 1$ and $c(x,m) = 0$ for $m \neq m(x)$. These are precisely vectors like $(\tilde{a}(x,m))_{x,m}$. \qed

Remark 2.1. Note that the expression for the quantity $\omega_{o.w-c}(G)$ appearing in Lemma (2.1) is not the simplest one. Indeed, if one restricts the optimization to the extreme points one can optimize as in (2.9). However, writing $\omega_{o.w-c}(G)$ in its most general form will be useful to understand it as a norm of certain tensor. We will discuss this point in Section 6

One-way quantum communication. Let us now describe the one-way quantum communication value of the game. In this model, the players have unlimited computational resources and shared randomness. Also, they are assisted with $c$ qubits which can be sent from Alice to Bob, but they are not allowed to share additional entanglement. Here, $S^{2^c}$ denotes the space of the $2^c$-dimensional quantum states.

Again, Alice and Bob receive inputs $x$ and $y$ respectively according to the probability distribution $\pi$. In this situation, Alice’s answer and message can be modelled by a function $\theta : X \times \Lambda \rightarrow \{-1, 1\} \times [S^{2^c}]$ so that $\theta(x, \lambda) = (a, \rho)$, is the pair formed by Alice’s answer $a$ and a $2^c$ dimensional quantum state $\rho$ when receiving input $x$ with shared randomness $\lambda$. We
can consider the first and second components of $\theta$, $a(x, \lambda)$ and $\rho(x, \lambda)$. Note that $\rho(x, \lambda)$ could be entangled with a state on Alice’s side, but whatever measurements she does on her side can be considered to be done prior to the sending of $\rho(x, \lambda)$. Bob’s answer can be modelled by the result of a $\pm 1$ valued measurement he does on the quantum state he receives. The measurement he uses can depend on the input $y$ and the randomness $\lambda$. Therefore, we can consider a function $B : Y \times \Lambda \rightarrow M_{2^c}^{s,a}$, where $M_{2^c}^{s,a}$ is the space of self-adjoint $2^c \times 2^c$ complex matrices (endowed with the operator norm) on Bob’s side and, for every $(y, \lambda)$, $B(y, \lambda) = F_{y,\lambda}^1 - F_{y,\lambda}^{-1}$, where $\{F_{y,\lambda}^1, F_{y,\lambda}^{-1}\}$ is a dichotomic POVM taking values $\pm 1$. Note that this is equivalent to require that $B(y, \lambda)$ is a self-adjoint operator verifying $\|B(y, \lambda)\|_{M_{2^c}} \leq 1$. After receiving $y$ and $\rho$, Bob will measure $\rho$ with the POVM and will answer $b = \pm 1$ depending on the result he obtains.

Hence, any correlation can be written as

$$\gamma(x, y) = \int_{\Lambda} a(x, \lambda) tr(B(y, \lambda)\rho(x, \lambda)) d\lambda,$$

so that they are all convex combinations of correlations of the form

(2.10) \hspace{1cm} \gamma(x, y) = a(x) tr(B(y)\rho(x)).

For the next lemma, given any $2^c \times 2^c$ complex matrix $A$ we use $\|A\|_{S^{2^c}_1}$ to denote the trace class norm of $A$.

**Lemma 2.2.** Let $G = (\pi, f)$ be a XOR game with coefficients $T_{x,y} = \pi(x, y)f(x, y)$ for every $x, y$. Then,

(2.11) \hspace{1cm} \omega_{o,w-c}^*(G) = \sup \left\| \sum_{x \in X, y \in Y} T_{x,y} tr(B_y R_x) \right\|.

Here, the supremum runs over all families of self-adjoint operators $(B_y)_y$, $(R_x)_x$ in $M_{2^c}$ verifying $\|R_x\|_{S^{2^c}_1} \leq 1$ for every $x$ and $\|B_y\|_{M_{2^c}} \leq 1$.

**Proof.** It suffices to consider correlation matrices and, in addition, to restrict to extreme points. Hence,

(2.12) \hspace{1cm} \omega_{o,w-c}^*(G) = \sup \left| \sum_{x \in X, y \in Y} T_{x,y} a(x) tr(B(y)\rho(x)) \right|,

where $a(x) = \pm 1$, $\rho_x \in S^{2^c}$ for every $x$, and $(B_y)_y$ is a family of self-adjoint operators verifying $\|B_y\|_{M_{2^c}} \leq 1$ for every $y$.

Now, if we define $R_x = a(x)\rho(x)$, it is clear that $\omega_{o,w-c}^*(G)$ is upper bounded by the supremum in (2.11). In order to show the equality between the suprema in (2.11) and (2.12) we will see that the extreme points of the corresponding sets are the same.

To this end, let us consider a family of self-adjoint operators $(R_x)_x$ in $M_{2^c}$ verifying $\|R_x\|_{S^{2^c}_1} \leq 1$ for every $x$. It is easy to see that $(R_x)_x$ can be written as a convex combination of families of self-adjoint operators $(\tilde{R}_x)_x$ in $M_{2^c}$ verifying $\|\tilde{R}_x\|_{S^{2^c}_1} = 1$ for every $x$. Indeed, this can be seen by considering the singular value decomposition of any $R_x$ and writing the corresponding diagonal matrix $D_x$ as a suitable convex combination of diagonal matrices with only one non zero entry equal $\pm 1$.

On the other hand, if we consider a family of self-adjoint operators verifying $\|R_x\|_{S^{2^c}_1} = 1$, for every $x$, we can decompose each operator $R_x$ in its positive and negative part $R_x = R^+_x - R^-_x$. 

**CLASSICAL VS. QUANTUM COMMUNICATION IN XOR GAMES**
(so that \( tr(R_x^+) + tr(R_x^-) = 1 \)) and write

\[
R_x = tr(R_x^+) \frac{R_x^+}{tr(R_x^+)} - tr(R_x^-) \frac{R_x^-}{tr(R_x^-)}.
\]

It is clear that the operators \( \rho_x^\pm = R_x^\pm / tr(R_x^\pm) \) are states. In addition, it is easy to define from here a probability space \( (\Lambda, \lambda) \), a family of \( \pm 1 \) random variables \( (\alpha(x, \lambda))_{\lambda,x} \) and a family of states \( (\rho(x, \lambda))_{\lambda,x} \) such that for fixed \( (B_y)_y \), and for every \( x \in X \), we have

\[
tr(B_y R_x) = \int_\Lambda \alpha(x, \lambda) tr(B_y \rho(x, \lambda)) d\lambda.
\]

This concludes the proof. \( \square \)

**Remark 2.2.** It follows from convexity reasonings that

\[
\omega_{o.w-c}^*(G) = \sup \left| \sum_{x \in X, y \in Y} T_{x,y} tr(B_y R_x) \right|,
\]

where here the supremum runs over all families of self-adjoint operators \( (B_y)_y, (R_x)_x \) in \( M_{2^x} \) verifying \( \|R_x\|_{S^G} = 1 \) and \( \|B_y\|_{M_y} = 1 \) for every \( x, y \). In fact, a compactness argument shows that the supremum is actually a maximum.

Let us conclude this section by providing an upper bound for the quotient \( \omega_{o.w-\log d}^*(G) / \omega_{o.w-\log d}(G) \).

**Proposition 2.3.** Let \( G \) be a XOR game. Then, for every natural number \( n \) the following inequalities hold:

\begin{equation}
\omega_{o.w-\log n}^*(G) \leq \sqrt{n} \cdot \omega^*(G) \leq K_G^R \sqrt{n} \cdot \omega(G).
\end{equation}

**Proof.** The second inequality in (2.13) is a consequence of (2.6).

Hence, it suffices to show the inequality \( \omega_{o.w-\log n}^*(G) \leq \sqrt{n} \cdot \omega^*(G) \). To this end, let us consider the coefficients associated to the game \( G, (T_{x,y})_{x,y} \). According to Lemma 2.2 and Eq. (2.5), we must prove that

\[
\sup_{x \in X, y \in Y} \left| \sum_{x \in X, y \in Y} T_{x,y} tr(R_x B_y) \right| \leq K_G^R \sqrt{n} \sup_{x \in X, y \in Y} \left| \sum_{x \in X, y \in Y} T_{x,y}(u_x, v_y) \right|
\]

where the supremum on the left hand side runs over all families of self-adjoint operators \( (R_x)_x, (B_y)_y \) verifying \( \|R_x\|_{S^G} = 1 \) and \( \|B_y\|_{M_y} = 1 \) for every \( x, y \); and the supremum on the right hand side is taken over all families of vectors \( (u_x)_x, (v_y)_y \) in a unit ball of a real Hilbert space.

Now, for one such family of self-adjoint operators \( (R_x)_x, (B_y)_y \), we know that \( \|R_x\|_{S^G} \leq 1 \) and \( \|B_y\|_{M_y} \leq \sqrt{n} \). Indeed, these inequalities follow from the well known facts \( \| \cdot \|_{S^G} \leq \| \cdot \|_{S^2} \) and \( \| \cdot \|_{M_y} \leq \sqrt{n} \| \cdot \|_{S^2} \) (which can be easily checked by considering the singular value decomposition of the matrices). Then, we can realize \( (R_x)_x, (\sqrt{n} B_y)_y \) as two families of elements of the unit ball of the real Hilbert space of self-adjoints operators in \( M_n \) endowed with the inner product \( \langle A, B \rangle = tr(AB) \). That is, we can see

\[
tr(B_y R_x) = \sqrt{n} \langle u_x, v_y \rangle
\]

for some vectors \( (u_x)_x, (v_y)_y \) in the unit ball of a real Hilbert space. This concludes the proof. \( \square \)
3. Bell violations from advantages in the value of the game with communication

In this section we prove the first of our main results, Theorem 3.1. For the convenience of the reader let us recall the statement of the theorem. Given a XOR game $G = (\pi, f)$ with coefficients $T_{x,y} = \pi(x,y)f(x,y)$ for every $x \in X$, $y \in Y$, and given a natural number $d$, we will consider a Bell functional $B^G_d$ defined as follows:

- Set of inputs for Alice and Bob: $\tilde{X} = X$ and $\tilde{Y} = Y \times \{1, \ldots, d\}$, respectively.
- Set of outputs for Alice and Bob: $\tilde{A} = \{1, \ldots, d\} \times \{-1, 1\}$ and $\tilde{B} = \{-1, 1\}$, respectively.

The coefficients of the Bell functional are defined, for every $x \in X$, $(y, k) \in Y \times \{1, \ldots, d\}$, $(a, \tilde{a}) \in \{1, \ldots, d\} \times \{-1, 1\}$, $b \in \{-1, 1\}$, as:

$$B^G_d(a, \tilde{a}, b, x, y, k) = T_{x,y} \cdot \delta_{a,k} \cdot \tilde{a} \cdot b,$$

where $\delta_{a,k}$ equals one if $a = k$ and equals zero otherwise.

Then, Theorem 3.1 states that

$$\frac{\omega^*(B^G_d)}{\omega(B^G_d)} \geq \frac{\omega^*_{o.w-\log d}(G)}{\omega_{o.w-\log d}(G)}.$$

Theorem 3.1 will be obtained as a direct consequence of the following two lemmas, which relate the values $\omega_{o.w-\log d}(G)$ and $\omega^*_{o.w-\log d}(G)$ with the classical and quantum values of the Bell functional $B^G_d$ respectively.

**Lemma 3.1.** Let $G$ be a XOR and let $d$ be a natural number. Let $B^G_d$ be the Bell functional defined above. Then,

$$\omega(B^G_d) \leq \omega_{o.w-\log d}(G).$$

**Proof.** According to the definition of the classical value of a Bell functional $\omega(B^G_d)$, by convexity we just need to look at elements of the form $P(x, y, k|a, \tilde{a}, b) = P(a, \tilde{a}|x)Q(b|y, k)$ for every $x$, $(y, k)$, $(a, \tilde{a})$, $b$; where $(P(a, \tilde{a}|x))_{a, \tilde{a}, x}$, $(Q(b|y, k))_{b, y, k}$ are nonnegative numbers verifying $\sum_{a=1}^{d^2} \sum_{\tilde{a}=\pm 1} P(a, \tilde{a}|x) = 1$ and $Q(1|y, k) + Q(-1|y, k) = 1$ for every $x$, $y$ and $k$. Then,

$$\langle B^G_d, P \rangle = \sum_{x \in X, y \in Y} \sum_{k=1}^{d^2} \sum_{a=1}^{d^2} \sum_{\tilde{a}=\pm 1} \sum_{b=\pm 1} T_{x,y} \cdot \delta_{a,k} \cdot \tilde{a} \cdot b \cdot P(a, \tilde{a}|x)Q(b|y, k)$$

$$= \sum_{x \in X, y \in Y} \sum_{k=1}^{d^2} T_{x,y}(P(k, 1|x) - P(k, -1|x))(Q(1|y, k) - Q(-1|y, k))$$

$$= \sum_{x \in X, y \in Y} \sum_{k=1}^{d^2} T_{x,y}\gamma(k, x)\beta(y, k),$$

where $\gamma(k, x) = P(k, 1|x) - P(k, -1|x)$ and $\beta(y, k) = Q(1|y, k) - Q(-1|y, k)$ for every $x$, $y$, $k$. Note that these are real numbers verifying $|\beta(y, k)| \leq 1$ for every $y$, $k$, and

$$\sum_{k=1}^{d^2} |\gamma(x, k)| = \sum_{k=1}^{d^2} |P(k, 1|x) - P(k, -1|x)| \leq \sum_{k=1}^{d^2} \left( P(k, 1|x) + P(k, -1|x) \right) = 1$$

for every $x$. 
According to Lemma 2.1

\[ \omega(B^G_{d^2}) \leq \omega_{o.w.-\log d^2}(G) = \omega_{o.w.-2\log d}(G). \]

\[ \square \]

In order to study the quantum case, we will consider, for every natural number \( n \), the following unitaries on \( \mathbb{C}^n \) defined as

\[ u_j|l\rangle = e^{\frac{2\pi i j}{n}}|l\rangle \quad \text{and} \quad v_k|l\rangle = |l + k\rangle \quad \text{for every} \ j, k, l = 1, \cdots, n, \]

where \( j + l \) is understood mod \( n \). Then, we consider the new unitaries

\[ W_{k,j} = v_k u_j \quad \text{for every} \ j, k = 1, \cdots, n. \]

An important property of these unitaries is that

\[ \frac{1}{n} \sum_{j,k=1}^{n} W_{k,j} AW_{k,j}^* = \text{tr}(A) \mathbb{1}_{M_n} \]

for every matrix \( A \) in \( M_n \).

The previous unitaries have been used in different context of quantum information. In fact, the proof of the following result is motivated by the embeddings between noncommutative \( L_p \)-spaces considered in [8], which are themselves based on the quantum teleportation protocol. However, no knowledge about noncommutative \( L_p \)-spaces will be needed here.

**Lemma 3.2.** Let \( G \) be a XOR and let \( d \) be a natural number. Let \( B^G_{d^2} \) be the Bell functional defined above. Then,

\[ \omega^*(B^G_{d^2}) \geq \omega_{o.w.-\log d}(G). \]

**Proof.** According to Lemma 2.2 and Remark 2.2 there exist families of self-adjoint operators \((R_x)_x, (B_y)_y\) verifying \( \|R_x\|_{S^1} = 1, \|B_y\|_{M_d} = 1 \) for every \( x, y \); and such that

\[ \omega_{o.w.-\log d}(G) = \left| \sum_{x,y} T_{x,y} \text{tr}(R_x B_y) \right|. \]

In particular, for every \( y \) we can write \( B_y = F^1_y - F^{-1}_y \) for certain semidefinite positive operators \( F^i_y, i = -1, 1 \) verifying \( F^1_y + F^{-1}_y = 1 \). At the same time, for every \( x \) we can write \( R_x = R^1_x - R^{-1}_x \) for some semidefinite positive operators \( R^i_x, i = 1, 2 \) verifying \( 1 = \|R_x\|_{S_d} = \text{tr}(R^1_x) + \text{tr}(R^{-1}_x) \).

Let us identify the sets \( \{1, \cdots, d^2\} = \{(j,k) : j, k = 1, \cdots, d\} \), so that we can talk about \( W_a \) for every \( a = 1, \cdots, d^2 \).

Then, for every \( x \in X \) and \( a = 1, \cdots, d^2 \) we define

\[ E^a_1 = \frac{1}{d} W_a R^1_x W^*_a, \quad \text{and} \quad E^{a, -1}_x = \frac{1}{d} W_a R^{-1}_x W^*_a. \]

These operators are semidefinite positive and, according to [35], for every \( x \) we have

\[ \sum_{a=1}^{d^2} E^a_1 \otimes E^{a, -1}_x = \frac{1}{d} \sum_{a=1}^{d^2} W_a (R^1_x + R^{-1}_x) W^*_a = \text{tr}(R^1_x + R^{-1}_x) \mathbb{1}_{M_d} = \mathbb{1}_{M_d}. \]
Now, for every $y \in \mathbf{Y}$, $k = 1, \ldots, d^2$ and $i = 1, -1$, we define $P^i_{y,k} = \tilde{W}_k(F^i_{y})^TW_k^T$, where $\tilde{W}_k$ and $W_k^T$ are the conjugate operator and the transpose operator of $W_k$ respectively. The operators $P^i_{y,k}$ are semidefinite positive and they verify $P^1_{y,k} + P^{-1}_{y,k} = 1$ for every $y, k$.

The set of operators $(F^a_{x})_{a,\tilde{a},x}$ and $\{P^b_{y,k}\}_{i,y,k}$ define families of POVMs acting on $\mathbb{C}^d$ for Alice and Bob respectively. Let us assume that Alice and Bob share the maximally entangled state $|\varphi\rangle = \frac{1}{\sqrt{d}}\sum_{i=1}^{d}|ii\rangle$. Then,

$$\omega^*(B^G_{(\varphi)}) \geq \left| \sum_{x \in X, y \in Y} \sum_{a} \sum_{\tilde{a}} \sum_{\alpha=1}^{d^2} \sum_{b=1}^{d} T_{x,y} \cdot \delta_{a,k} \cdot \tilde{a} \cdot b \cdot \langle \varphi | E^a_{x} \otimes P^b_{y,k} | \varphi \rangle \right|$$

$$= \frac{1}{d^2} \left| \sum_{x \in X, y \in Y} \sum_{k=1}^{d^2} T_{x,y} \text{tr} \left( W_k (R_k^1 - R_k^{-1}) W_k^* W_k (F_y^1 - F_y^{-1}) W_k^* \right) \right|$$

$$= \frac{1}{d^2} \left| \sum_{x \in X, y \in Y} \sum_{k=1}^{d^2} T_{x,y} \text{tr} \left( R_k B_{y} \right) \right|$$

$$= \omega^*_{o.w.-\log d}(G).$$

\[\square\]

As we said before, Theorem 1.1 follows immediately from Lemma 3.1 and Lemma 3.2.

4. Bell violations from communication complexity advantages

We start this section showing a relation between the quotient $\omega^*_{o.w.-\varphi}(G)/\omega_{o.w.-\pi}(G)$ for XOR games $G = (f, \pi)$ and the advantage in quantum versus classical communication complexity of the function $f$. This relation will allows us to obtain, in Theorem 1.2 Bell inequality violations starting from a constant ratio advantage in the communication complexity of a function $f$. Note that the main result in [4] is the derivation of Bell inequality violations from advantage in communication complexity, but in that paper it is required that $CC(f, \frac{2}{3}) \geq QC(f, \frac{2}{3})^4$, whereas we only require $CC(f, \frac{2}{3}) \geq \alpha QC(f, \frac{2}{3})^4$ for constant $\alpha$.

The following lemma uses standard techniques. A proof appears in [4] Appendix A.

**Lemma 4.1.** Let $0 < \epsilon < \frac{1}{6}$ and $f : X \times Y \rightarrow \{-1, 1\}$. Then

$$CC(f, \frac{1}{2} + \epsilon) \geq \frac{\epsilon^2}{3} CC(f, \frac{2}{3}).$$

Before we state and prove our next result, we need a couple of observations.

First, we recall the following definition (see, for instance, [9, Definition 3.19]). For a function $f : X \times Y \rightarrow \{-1, 1\}$, and a probability distribution $\pi : X \times Y \rightarrow [0, 1]$, the (one-way) $(\pi, \delta)$-distributional complexity of $f$, $D_\pi(f, \delta)$ is the cost of the best (one-way) deterministic protocol that gives the correct answer for $f$ on at least a $\pi$ fraction of all inputs in $X \times Y$, weighted by $\mu$.

Next, we observe that if we have a XOR game $G = (f, \pi)$ for which we have a strategy which allows us to guess the correct answer with probability $\frac{1}{2} + \epsilon$, then, according to [23], for that
strategy we have
\[
\omega(G) = \left( \frac{1}{2} + \epsilon \right) - \left( \frac{1}{2} - \epsilon \right) = 2\epsilon.
\]

We recall again that our quantity \( \omega(G) \) corresponds to the bias of the XOR games \( G \) and not to the value of it.

Now we can state and prove the following lemma.

**Lemma 4.2.** Let \( \alpha > 216 \) and let \( f : X \times Y \to \{-1, 1\} \) be a function for which
\[
\frac{CC(f, \frac{2}{3})}{QC(f, \frac{2}{3})} > \alpha.
\]

Then, calling \( c = QC(f, \frac{2}{3}) \), there exists a probability distribution \( \pi : X \times Y \to [0, 1] \) such that the XOR game \( G = (f, \pi) \) verifies
\[
\frac{\omega_{o.w., -c}(G)}{\omega_{o.w., -2c}(G)} > \frac{\sqrt{\alpha}}{6\sqrt{6}}.
\]

**Proof.** Since \( CC(f, \frac{2}{3}) \geq QC(f, \frac{2}{3}) \), Lemma 4.1 implies that for every \( 0 < \epsilon < \frac{1}{6} \),
\[
CC(f, \frac{1}{2} + \epsilon) > \frac{\alpha QC(f, \frac{2}{3}) \epsilon^2}{3}.
\]

Choosing \( \epsilon = \sqrt{\frac{\alpha}{6}} \), we get \( CC(f, \frac{1}{2} + \epsilon) > 2QC(f, \frac{2}{3}) \). Note that the fact \( \alpha > 216 \) guarantees that \( 0 < \epsilon < \frac{1}{6} \).

We apply now [9, Theorem 3.20], and we have that there exists a probability distribution \( \pi : X \times Y \to [0, 1] \) such that \( D_\pi(f, \frac{1}{2} + \epsilon) > 2QC(f, \frac{2}{3}) \), where \( D_\pi(f, \frac{1}{2} + \epsilon) \) denotes the one-way distributional complexity of \( f \) with the probability distribution \( \pi \) (Note that [9, Theorem 3.20] is stated and proved for two-way communication complexity, but the same result, with the same proof, applies for the case of one-way communication complexity). Calling \( c = QC(f, \frac{2}{3}) \) and \( G = (f, \pi) \), this implies that \( \omega_{o.w., -c}(G) \leq 2\epsilon = 2\sqrt{\frac{\alpha}{6}} \). At the same time, the fact that \( c = QC(f, \frac{2}{3}) \) implies that, for every choice of a probability distribution \( \nu : X \times Y \to [0, 1] \), in particular for \( \nu = \pi \), the game \( G = (f, \nu) \) verifies \( \omega_{o.w., -c}(G) \geq 2(\frac{2}{3} - \frac{1}{2}) = \frac{1}{3} \). The result now follows. \( \square \)

Theorem 1.2 is now straightforward from Theorem 1.1 and Lemma 4.2.

To compare this result with the main result of [4], note that in that paper, to achieve a Bell inequality violation it is required that \( CC(f, \frac{2}{3}) \geq QC(f, \frac{2}{3}) \frac{4}{3} \), whereas we only need constant separation. In addition, let us mention that condition \( \alpha > 216 \) comes from the application of Lemma 4.1 and the definition of \( \epsilon = \sqrt{\frac{\alpha}{6}} \) in the proof of Lemma 4.2. Since our goal was to show that Theorem 1.1 allows to obtain Bell inequality violations from a constant separation in communication complexity problems we did not make a great effort to improve condition \( \alpha > 216 \). However, we think that an alternative proof of Lemma 4.2 should allow to decrease the value 216.

Let us also remark that, whereas Theorem 1.2 applies only to the one-way communication scenario, the main result in [4] covers the case of two-way communication complexity scenarios. This is in fact one of the main points in [4]. We still do not know if our techniques can be adapted to deal with that situation.
5. A GAME ALMOST MAXIMIZING THE RATIO $\omega_{o.w.}^*(G)/\omega_{o.w.}^*(G)$

In this section we define a XOR game $G$ for which the ratio $\omega_{o.w.}^*(G)/\omega_{o.w.}^*(G)$ is essentially optimal as a function of $c$. Indeed, we will prove Theorem 5.1 which could be stated in the following more precise form:

**Theorem 5.1.** There exists a family of XOR games $(G_n)_n$ so that $G_n$ has $2^n$ inputs for Alice and $2^{n^2}$ inputs for Bob and such that for every $k \geq c^2$ the following inequality holds:

$$\frac{\omega_{o.w.-log n}^*(G_n)}{\omega_{o.w.-log k}^*(G_n)} \geq C \frac{\sqrt{n}}{\log k},$$

where $C$ is a universal constant.

Moreover, this statement is essentially optimal, up to a logarithmic factor.

Note that the optimality follows from Proposition 2.3. So we must prove the existence of such a family of games. For the sake of simplicity we will remove the dependence on $n$ and we will just write $G$.

In our game, the set of inputs for Alice and Bob are respectively $\tilde{X} = X \times Z = \{-1,1\}^n \times \{-1,1\}^n = \{-1,1\}^{2n}$ and $Y = \{-1,1\}^{n^2}$. In the following, we will often write $\tilde{x} = (x, z) \in \tilde{X} = X \times Z$. To define the probability distribution on the the set of inputs, first we define the number

$$M = \sum_{\tilde{x} \in \tilde{X}, y \in Y} \left| \sum_{i,j=1}^n x_i z_j y_{i,j} \right|.$$

Then, the probability distribution $\pi$ on the set of inputs and the function $f$ will be given, for every $\tilde{x} \in \tilde{X}$ and $y \in Y$, by

$$\pi(\tilde{x}, y) = \frac{1}{M} \left| \sum_{i,j=1}^n x_i z_j y_{i,j} \right|, \quad \text{and} \quad f(\tilde{x}, y) = \text{sign} \left( \sum_{i,j=1}^n x_i z_j y_{i,j} \right).$$

In particular, the coefficients of our game are

$$T_{\tilde{x},y} = \pi(\tilde{x}, y) f(\tilde{x}, y) = \frac{1}{M} \sum_{i,j=1}^n x_i z_j y_{i,j}$$

for every $\tilde{x} = (x, z) \in \{-1,1\}^n \times \{-1,1\}^n$ and $y \in \{-1,1\}^{n^2}$.

Given any natural number $n$ and $1 \leq i \leq n$, we denote the Rademacher function $r_i : \{-1,1\}^n \to \{-1,1\}$ by

$$r_i(w) = w(i) \quad \text{for any} \quad w \in \{-1,1\}^n.$$

Let us also denote, for any $1 \leq p < \infty$, by $L_p^n$ the space of all functions $f : \{-1,1\}^n \to \mathbb{R}$ with the norm

$$\|f\|_p = \left( \sum_{w \in \{-1,1\}^n} |f(w)|^p \right)^{\frac{1}{p}}.$$

It is well known that, with the previous notation, we have the duality relation

$$\|f\|_p = \sup\{|\langle f, g \rangle| : \|g\|_p \leq 1\}.$$
for every $1 < p, p' < \infty$ such that $\frac{1}{p} + \frac{1}{p'} = 1$, where we denote
\[
\langle f, g \rangle = \sum_{w \in \{-1,1\}^n} f(w)g(w).
\]

A key point in our analysis is the Khintchine inequality, that we state here. In fact, we will also use the double Khintchine inequality. The proof of these results can be found in [5, pag. 96] and [5, pag. 455] respectively.

\begin{theorem}
For $1 \leq p < \infty$ there exist constants $a_p, b_p \geq 1$ such that
\begin{equation}
\tag{5.6}
a_p^{-1} \left( \sum_{i=1}^{n} |\alpha_i|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{w \in \{-1,1\}^n} \frac{1}{2^n} \left| \sum_{i=1}^{n} \alpha_i r_i(w) \right|^p \right)^{\frac{1}{p}} \leq b_p \left( \sum_{i=1}^{n} |\alpha_i|^2 \right)^{\frac{1}{2}}
\end{equation}

for every $n$ and all $\alpha_1, \ldots, \alpha_n \in \mathbb{C}$.

Moreover,
\begin{equation}
\tag{5.7}
a_p^{-2} \left( \sum_{i,j=1}^{n} |\alpha_{i,j}| \right)^{\frac{1}{2}} \leq \left( \sum_{w,w' \in \{-1,1\}^n} \frac{1}{2^{2n}} \left| \sum_{i,j=1}^{n} \alpha_{i,j} r_i(w)r_j(w') \right|^p \right)^{\frac{1}{p}} \leq b_p \left( \sum_{i,j=1}^{n} |\alpha_{i,j}| \right)^{\frac{1}{2}}
\end{equation}

for every $n$ and all $\alpha_{1,1}, \alpha_{1,2}, \ldots, \alpha_{n,n} \in \mathbb{C}$.

Although we will not need to know the value of the constant $M$ defined above, it is not difficult to compute its value up to a constant.

\begin{lemma}
Given $M$ defined as in (5.1), then
\begin{equation}
\tag{5.8}
\frac{1}{\sqrt{2}} n^{2n^2 + 2n} \leq M \leq n^{2n^2 + 2n}.
\end{equation}
\end{lemma}

\begin{proof}
For a fixed $(x, z) \in \{-1,1\}^n \times \{-1,1\}^n$, we have
\[
\sum_{y \in \{-1,1\}^n} \left| \sum_{i,j=1}^{n} x_i z_j y_{i,j} \right| = 2^{n^2} \sum_{y \in \{-1,1\}^n} \frac{1}{2^{n^2}} \left| \sum_{i,j=1}^{n} x_i z_j y_{i,j} \right|.
\]

Now, since it is known that $a_1 = \sqrt{2}$ and $b_1 = 1$ ([5, pag. 96]), by recalling that $y_{i,j} = r_{i,j}(y)$ for every $y \in \{-1,1\}^n$, (5.2) states that
\[
\frac{1}{\sqrt{2}} \left( \sum_{i,j=1}^{n} |x_i z_j|^2 \right)^{\frac{1}{2}} \leq \sum_{y \in \{-1,1\}^n} \frac{1}{2^{n^2}} \left| \sum_{i,j=1}^{n} x_i z_j y_{i,j} \right| \leq \left( \sum_{i,j=1}^{n} |x_i z_j|^2 \right)^{\frac{1}{2}}.
\]

Using that $\left( \sum_{i,j=1}^{n} |x_i z_j|^2 \right)^{\frac{1}{2}} = n$ for every $(x, z) \in \{-1,1\}^n \times \{-1,1\}^n$, the estimate (5.8) follows easily. \hfill \Box
\end{proof}

The following lemma, which will be crucial in the analysis of $\omega_{o.w - \log n}(G)$ for our game, is the transposed version of the double Khintchine inequality (5.7).
Lemma 5.4. Let $1 < p < \infty$ and let $p'$ be such that $\frac{1}{p} + \frac{1}{p'} = 1$. For every finite sequence of numbers $(\alpha(x, z))_{(x, z) \in \{-1, 1\}^n \times \{-1, 1\}^n}$, 

$$\left(\sum_{i, j=1}^n \left( \sum_{(x, z)} r_i(x) r_j(z) \alpha(x, z) \right)^2 \right)^{\frac{1}{2}} \leq b_{p'}^2 \left(2^{2n}\right)^{\frac{1}{p'}} \left(\sum_{(x, z)} |\alpha(x, z)|^p \right)^{\frac{1}{p}}.$$ 

Here, the sums in $(x, z)$ are over $\{-1, 1\}^n \times \{-1, 1\}^n$ and $b_{p'}$ is the constant appearing in Theorem 5.2 for $p'$.

Proof. Let us consider $\varphi = \left(\sum_{(x, z)} r_i(x) r_j(z) \alpha(x, z) \right)^n_{i, j=1}$ as an element of $\mathbb{C}^{n^2}$. Then, we have 

$$\left(\sum_{i, j=1}^n \left( \sum_{(x, z)} r_i(x) r_j(z) \alpha(x, z) \right)^2 \right)^{\frac{1}{2}} = \sup_{\beta \in \mathbb{C}^{n^2}} \frac{1}{\|\beta\|_2} \langle \varphi | \beta \rangle = \sup_{\beta \in \mathbb{C}^{n^2}} \frac{1}{\|\beta\|_2} \sum_{i, j=1}^n \sum_{x, z} r_i(x) r_j(z) \alpha(x, z) \beta_{i, j}. $$

We can view now $(\alpha(x, z))_{x,z}$ and $(\sum_{i,j=1}^n r_i(x) r_j(z) \beta_{i,j})_{x,z}$ as elements in $\ell_p^{2n}$ and $\ell_{p'}^{2n}$ respectively and, by duality [3.5], 

$$\sup_{\beta \in \mathbb{C}^{n^2}} \frac{1}{\|\beta\|_2} \sum_{i, j=1}^n \sum_{x, z} r_i(x) r_j(z) \alpha(x, z) \beta_{i, j} \leq \sup_{\beta \in \mathbb{C}^{n^2}} \frac{1}{\|\beta\|_2} \left(\sum_{i, j=1}^n \sum_{x, z} r_i(x) r_j(z) \beta_{i, j} \right)_{x,z} \left\| (\alpha(x, z))_{x,z} \right\|_{p'} \leq b_{p'}^2 \left(2^{2n}\right)^{\frac{1}{p'}} \left(\sum_{x,z} |\alpha(x, z)|^p \right)^{\frac{1}{p}},$$

where the last inequality follows from [3.7].

This finishes the proof. \hfill \Box

For the proof of Theorem 1.3 we will use that, as a consequence of Holder’s inequality, for every sequence of real numbers $(\alpha_i)_{i=1}^d$, 

$$\sum_{i=1}^d |\alpha_i| \leq d^{\frac{1}{p'}} \left(\sum_{i=1}^d |\alpha_i|^p \right)^{\frac{1}{p}} \text{ if } 1 < p < \infty. \tag{5.9}$$

The proof of Theorem 1.3 will trivially follow from Proposition 5.6 and Proposition 5.5 below, where we provide upper and lower bounds for $\omega_{o.w.-\log n}(G)$ and $\omega^*_{o.w.-\log n}(G)$ respectively.

Proposition 5.5. Let $G$ be the XOR game defined via (5.2). Then, for a given $k \geq e^2$ we have 

$$\omega_{o.w.-\log k}(G) \leq \frac{2\sqrt{2e^2}}{n} \ln k.$$

Proof. Let $(a(\tilde{x}, m))_{\tilde{x},m}$ and $(b(y, m))_{y,m}$ be real numbers as in Lemma 2.1 where here $\tilde{x} = (x, z) \in \{-1, 1\}^n \times \{-1, 1\}^n = \{-1, 1\}^{2n}$, $\tilde{y} \in \{-1, 1\}^{n^2}$ and $m = 1, \ldots, k$. Note that, since $\sum_{m=1}^c |a(\tilde{x}, m)| \leq 1$ for every $\tilde{x}$, we can easily conclude that 

$$\left(\sum_{\tilde{x},m} |a(\tilde{x}, m)|^p \right)^{\frac{1}{p}} \leq \left(\sum_{\tilde{x}} 1 \right)^{\frac{1}{p}} \leq (2^{2n})^{\frac{1}{p}}. \tag{5.10}$$
Moreover, since $|b(y,m)| \leq$ for every $y$ and $m$, we have
\[
\omega_{o.w.-log k}(G) \leq \left| \sum_{y,m=x}^{k} T_{\bar{x},y}a(\bar{x},m) b(y,m) \right| \leq \sum_{y,m=x}^{k} \left| \sum_{\bar{x}} T_{\bar{x},y}a(\bar{x},m) \right| \leq \left( 2^{n^{2}} k \right)^{\frac{p}{p'}} \left( \sum_{y,m=x}^{k} \left| \sum_{\bar{x}} T_{\bar{x},y}a(\bar{x},m) \right|^{p} \right)^{\frac{1}{p}},
\]
where in the last inequality we have used (5.9).

Now, by writing the precise value of the coefficients $T_{\bar{x},y}$ (5.3), and using (5.6) on the variable $y$, we have
\[
\sum_{y} \left| \sum_{\bar{x}} T_{\bar{x},y}a(\bar{x},m) \right|^{p} = 2^{n^{2}} \sum_{y} \frac{1}{2^{n^{2}}} \left| \sum_{\bar{x}} T_{\bar{x},y}a(\bar{x},m) \right|^{p} = 2^{n^{2}} \sum_{y} \frac{1}{2^{n^{2}}} \sum_{\bar{x}} \left( \sum_{x} x_{i}z_{j}y_{i,j}a(\bar{x},m) \right)^{p} \leq \sum_{y} \frac{1}{2^{n^{2}}} \left( \sum_{(x,z)} r_{i,j}(x) r_{j}(z) a(x,z,m) \right)^{p} \leq \frac{2^{n^{2}}}{M_{p}} \sum_{(x,z)} \left( \sum_{i,j=1}^{n} r_{i,j}(x) r_{j}(z) a(x,z,m) \right)^{p} \frac{1}{p}.
\]

Therefore, we deduce that
\[
\omega_{o.w.-log k}(G) \leq \frac{1}{M} \left( 2^{n^{2}} k \right)^{\frac{p}{p'}} \left( 2^{n^{2}} k \right)^{\frac{p}{p'}} b_{p} \left( \sum_{m} \left[ \sum_{i,j=1}^{n} \left( \sum_{(x,z)} r_{i}(x) r_{j}(z) a(x,z,m) \right)^{2} \right] \right)^{\frac{1}{p'}} \leq \frac{1}{M} 2^{n^{2}} k^{\frac{p}{p'}} b_{p}^{2} \left( 2^{n^{2}} \right)^{\frac{1}{p'}} \left( \sum_{m} \left( \sum_{(x,z)} a(x,z,m) \right)^{p} \right)^{\frac{1}{p}},
\]
where in the last inequality we have used Lemma 5.4.

Finally, according to (5.10) we deduce that
\[
\omega_{o.w.-log k}(G) \leq \frac{1}{M} 2^{n^{2}} k^{\frac{p}{p'}} b_{p} b_{p'} \left( 2^{n^{2}} \right)^{\frac{1}{p'}} \left( 2^{n^{2}} \right)^{\frac{1}{p}} = \frac{1}{M} 2^{n^{2} + 2 n k^{\frac{p}{p'}}} b_{p} b_{p'},
\]
\[
\omega_{o.w.-log k}(G) \leq \frac{2 \sqrt{2} e^{2}}{n} \ln k.
\]

\[\square\]

**Proposition 5.6.** Let $G$ be the XOR game defined via (5.2). Then,
\[
\omega^*_{o.w.-log n}(G) \geq \frac{C}{\sqrt{n}},
\]
where here $C$ is a universal constant.

**Proof.** For every $\bar{x} = (x, z) \in \{-1, 1\}^{2n}$ we define the $n$-dimensional states:
\[
|\varphi_{x} \rangle = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_{i}|i\rangle \quad \text{and} \quad |\varphi_{z} \rangle = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} z_{j}|j\rangle.
\]
Then, we consider the operator $\rho_\tilde{x} = |\varphi_\tilde{x}\rangle\langle \varphi_\tilde{x}|$ with trace norm equal one, which is, in general, not self-adjoint.

Also, for every $y \in \{-1,1\}^{n^2}$ we consider the (non self-adjoint) operator $A_y$ in $M_n$, whose matrix in the canonical basis is $(y_{i,j})_{i,j=1}^{n} = (r_{i,j}(y))_{i,j=1}^{n}$ and then its normalized version

$$\tilde{A}_y = \frac{A_y}{\|A_y\|_{M_n}}.$$

According to Lemma 2.2 up to the fact that neither the $\rho_\tilde{x}$’s nor the $\tilde{A}_y$’s are self-adjoint elements, it suffices to lower bound the quantity

$$\left| \sum_{\tilde{x} \in X, y \in Y} T_{\tilde{x},y} tr(\tilde{A}_y \rho_\tilde{x}) \right|.$$

To this end, write

$$\left| \sum_{\tilde{x} \in X, y \in Y} T_{\tilde{x},y} tr(\tilde{A}_y \rho_\tilde{x}) \right| = \sum_{(x,z),y} T_{(x,z),y} tr(|\varphi_z\rangle\langle \varphi_z| \tilde{A}_y) = \frac{1}{M} \frac{1}{n} \sum_{(x,z),y} \sum_{i,j} x_i z_j \rho_{i,j} \sum_{i',j'} x_{i'} z_{j'} \|A_y\|_{M_n}.$$

Using the orthogonality properties of the Rademacher functions we see that $\sum_{x \in \{-1,1\}^n} x_i x_{i'} = \delta_{i,i'} 2^n$ and $\sum_{x \in \{-1,1\}^n} z_j z_{j'} = \delta_{j,j'} 2^n$. Since $y_{i,j}^2 = r_{i,j}(y)^2 = 1$ for every $y$ and $i, j$, we deduce that

$$\left| \sum_{\tilde{x} \in X, y \in Y} T_{\tilde{x},y} tr(\tilde{A}_y \rho_\tilde{x}) \right| = \frac{2n^2}{M n^2} \sum_{y} \frac{1}{\|A_y\|_{M_n}} \geq C \sqrt{\frac{2n^2}{n^2}} \frac{1}{\sqrt{n}} = C \frac{2n}{M} \sqrt{n}.$$

In the last inequality we have used Jensen’s inequality to conclude that

$$\sum_{y \in \{-1,1\}^{n^2}} \frac{1}{\|A_y\|_{M_n}} = 2^n \sum_{y \in \{-1,1\}^{n^2}} \frac{1}{\|A_y\|_{M_n}} \geq 2^n \frac{1}{\|A_y\|_{M_n}} \geq \sqrt{n},$$

and then its normalized version

$$\sum_{y \in \{-1,1\}^{n^2}} \frac{1}{\|A_y\|_{M_n}} = 2^n \sum_{y \in \{-1,1\}^{n^2}} \frac{1}{\|A_y\|_{M_n}} \geq 2^n \frac{1}{\|A_y\|_{M_n}} \geq \sqrt{n},$$

for a certain universal constant $C'$.

Since by Lemma 5.3 $M \leq n 2^{n^2+2n}$, we conclude that

$$\left| \sum_{\tilde{x} \in X, y \in Y} T_{\tilde{x},y} tr(\tilde{A}_y \rho_\tilde{x}) \right| \geq \frac{C}{\sqrt{n}}.$$

Finally, by splitting each $\rho_\tilde{x}$ and each $\tilde{A}_y$ in their real and imaginary part (which are both self-adjoint) we easily conclude that Eq. (5.12) holds for some families of self-adjoint operators $(\rho_\tilde{x})_{\tilde{x}}$ and $(A_y)_y$ verifying $\|\rho_\tilde{x}\|_{S_1} \leq 1$ and $\|A_y\|_{M_n} \leq 1$ for every $\tilde{x}, y$ at the price of replacing $C$ by $C/4$. \hfill $\Box$

6. Communication values of a XOR game as tensor norms

In this section we explain how the different values of XOR games that we consider in this work can be understood in terms of tensor norms on Banach spaces. The use of tensor norms has been very useful in the context of Bell inequalities violations (see [12] Section 2] for more information about this) and in the context of communication complexity (see for instance [12], [13]). In section 7 we will show how the abstract point of view of tensor norms allows us to apply
a method to reduce the number of inputs in nonlocal games developed in [6] to prove Theorem 4.

Let us start by introducing some standard notation in Banach space theory.

Given a normed space \( X \), let us denote by \( B_X = \{ x \in X : \|x\| \leq 1 \} \) its unit ball and by \( X^* \) its dual space. This space consists of all linear and continuous maps from \( X \) to the scalar field \( \mathbb{K} \) (\( \mathbb{R} \) or \( \mathbb{C} \)) and has a natural norm defined as \( \|x^*\|_{X^*} = \sup_{x \in B_X} |\langle x^*, x \rangle| \).

Given two finite dimensional normed spaces \( X, Y \), the space of linear maps from \( X \) to \( Y \), \( L(X,Y) \), is naturally identified with the algebraic tensor product \( X^* \otimes Y \). The correspondence goes as follows: Given any element \( u = \sum_i x_i^* \otimes y_i \in X^* \otimes Y \), we define the linear map \( T_u \in L(X,Y) \) by \( T_u(x) = \sum_i \langle x_i^*, x \rangle y_i \). In addition, if we fix bi-orthogonal basis \((x_i)\) of \( X \) and \((x_i^*)\) of \( X^* \), to any linear map \( T \in L(X,Y) \) we can associate the tensor \( u_T = \sum_i x_i^* \otimes T(x_i) \in X^* \otimes Y \). Note that \( T_{u_T} = T \).

If we want to make the previous identification isometric, we must introduce some norms on the spaces \( L(X,Y) \) and \( X^* \otimes Y \). The space \( L(X,Y) \) is naturally endowed with the (operator) norm

\[
\|T\| = \sup_{x \in B_X} \|T(x)\|_Y.
\]

We will denote by \( \mathcal{L}(X,Y) \) the space \( L(X,Y) \) endowed with the previous norm.

The tensor product of two normed spaces can be endowed with different tensor norms. In this paper, we will be interested in the so called \( \epsilon \)-norm which we define next:

Given two finite dimensional normed spaces \( X, Y \), we will consider the \( \epsilon \)-norm of \( u \in X \otimes Y \), defined by

\[
\|u\|_{X \otimes Y} = \sup_{x^* \in B_{X^*}, y^* \in B_{Y^*}} |\langle u, x^* \otimes y^* \rangle|,
\]

where for a given \( u = \sum_i x_i \otimes y_i \in X \otimes Y \), \( \langle u, x^* \otimes y^* \rangle = \sum_i \langle x^*, x_i \rangle \langle y^*, y_i \rangle \). We will denote \( X \otimes Y \) the space \( X \otimes Y \) with the previous norm. Considering finite dimensional spaces is not relevant in these definitions, but it is the only case that we will use in this work and it allows us to ignore the completion of the normed spaces.

It is very easy to see from (6.1) and (6.2) that \( \|u\|_{X \otimes Y} = \|u_T : X^* \to Y\| \) so that we have the following isometric identification:

\[
\mathcal{L}(X,Y) = X^* \otimes_\epsilon Y.
\]

We will only need two properties about the \( \epsilon \)-norm, which can be easily proved from its definition. The first one is usually called the metric mapping property and it states (see [5] pag. 46) for a proof) that for any spaces \( X, Y, Z, W \) and any linear maps \( T : X \to Z \) and \( S : Y \to W \) one has

\[
\|T \otimes S : X \otimes Y \to Z \otimes W\| = \|T\| \|S\|.
\]

In Section 7 we will also need the injectivity of the \( \epsilon \)-norm (see [5] pag. 49) for a proof) for any subspaces \( Z \subset X \) and \( W \subset Y \) the \( \epsilon \)-norm in \( Z \otimes W \) is just the restriction of the \( \epsilon \)-norm in \( X \otimes Y \). Schematically,

\[
Z \otimes W \subset X \otimes Y.
\]
When working with XOR games, we are interested in the space $\ell_1^N := (\mathbb{R}^N, \| \cdot \|_1)$, where $\|(x_i)\|_1 = \sum_{i=1}^N |x_i|$ and its dual space $(\ell_1^N)^* = \ell_\infty^N := (\mathbb{R}^N, \| \cdot \|_\infty)$, where $\|(x_i)\|_\infty = \sup_{i=1}^N |x_i|$. Note that this is the case $p = 1$ in (5.4) for a general $N$ and the duality relation (5.5) in this case.

We consider a XOR game $G$, whose coefficients are $T_{x,y} = \pi(x,y)f(x,y)$ for every $x \in X$, $y \in Y$. We will view this game as an element

$$G = \sum_{x \in X, y \in Y} T_{x,y} e_x \otimes e_y \in \ell_1^d \otimes \ell_1^d,$$

equivalently as an element

$$T_G : \ell_\infty^N \rightarrow \ell_1^d.$$

It is easy to prove (see [14, Equations (10) and (18)]) that given a XOR game $G$, the value $\omega(G)$ defined in (2.4) can be written as

$$\omega(G) = \|G\|_{\ell_1^d \otimes \ell_1^d} = \|T_G : \ell_\infty^N \rightarrow \ell_1^d\|,$$

where the second equality follows from (6.3).

Note that the coefficients $(T_{x,y})_{x,y}$ verify the normalization condition (6.6)

$$\sum_{x \in X, y \in Y} |T_{x,y}| = 1.$$

Conversely, any real matrix $(T_{x,y})_{x,y=1}^N$ verifying condition (6.6) corresponds to the coefficients of a XOR game. Indeed, we just need to consider the game defined by the probability distribution $\pi(x,y) = |T_{x,y}|$ and the function $f(x,y) = \text{sign}(T_{x,y})$ for every $x \in X$, $y \in Y$. Hence, XOR games can be identified with matrices $(T_{x,y})_{x,y=1}^N$ verifying condition (6.6).

In this work, we are not interested in the classical value of $G$, but in the values $\omega_{o.w-c}(G)$ and $\omega_{o.w-c}(G)$. We show next that these values can be easily expressed as certain norms of naturally associated linear maps.

For any natural number $d$ we consider the element

$$G \otimes id_{\ell_1^d} := \sum_{x \in X, y \in Y} \sum_{i=1}^d T_{x,y}(e_x \otimes e_i) \otimes (e_y \otimes e_i) \in \ell_1^d(\ell_\infty^N) \otimes \ell_1^d(\ell_\infty^N).$$

Here, for any normed space $X$ and any natural number $N$ we denote by $\ell_1^N(X)$ the space $\{(x_i)_{i=1}^N : x_i \in X, i : 1, \cdots, N\}$ endowed with the norm

$$\|(x_i)\|_{\ell_1^N(X)} = \sum_{i=1}^N \|x_i\|_X.$$

It is easy to check that $\ell_1^N(\ell_1^d) = \ell_1^{Nd}$ and standard calculations show that the dual space of $\ell_1^N(X)$ is the space $\ell_\infty^N(X^*)$, defined as $\{(y_i)_{i=1}^N : y_i \in X^*, i : 1, \cdots, N\}$ endowed with the norm

$$\|(y_i)\|_{\ell_\infty^N(X^*)} = \sup_{i=1,\cdots,N} \|y_i\|_{X^*}.$$

The following result is straightforward from Lemma 2.4 and the definitions above.
Lemma 6.1. Let $G$ be a XOR game with coefficients $(T_{x,y})_{x,y}$. We identify $G$ with a tensor $G = \sum_{x \in X, y \in Y} T_{x,y} e_x \otimes e_y \in \ell_1^d \otimes \ell_1^d$ and the corresponding operator $T_G : \ell_2^d \to \ell_2^d$. Then,

$$\omega_{o.w.-\log_d}(G) = \|G \otimes \text{id}_{\ell_1^d}\|_{\ell_1^d(\ell_2^d) \otimes \ell_1^d(\ell_2^d)} = \|T_G \otimes \text{id} : \ell_2^d \to \ell_2^d(\ell_2^d)\|.$$

In a completely analogous way we can describe the value $\omega^*(G)$. Let us denote by $S_0^d$ the space of $d \times d$-complex matrices with the operator norm (note that we denoted this space by $M_d$ in Section 2) and $S_1^d$, the space of $d \times d$ complex matrices with the trace norm. It is well known that $(S_0^d)^* = S_1^d$ in analogy with the duality between $(\ell_1^d)^*$ and $\ell_1^d$. Then, we can regard the element $G$ as an element

$$G \otimes \text{id}_{S_1^d} := \sum_{x \in X, y \in Y} \sum_{i,j=1}^d T_{x,y}(e_x \otimes e_{i,j}) \otimes (e_y \otimes e_{i,j}) \in \ell_1^d(S_0^d) \otimes \ell_1^d(S_1^d),$$

where here $e_{i,j}$ denotes the matrix with all entries equal zero up to a one at the entry $(i,j)$.

The following result is straightforward from Lemma 2.2 and the definitions above.

Lemma 6.2. Let $G$ be a XOR game with coefficients $(T_{x,y})_{x,y}$. We identify $G$ with a tensor $G = \sum_{x \in X, y \in Y} T_{x,y} e_x \otimes e_y \in \ell_1^d \otimes \ell_1^d$ and the corresponding operator $T_G : \ell_2^d \to \ell_2^d$. Then,

$$\frac{1}{4}\|G \otimes \text{id}_{S_1^d}\|_{\ell_1^d(S_0^d) \otimes \ell_1^d(S_1^d)} \leq \omega^*(G) \leq \frac{1}{4}\|G \otimes \text{id}_{S_1^d}\|_{\ell_1^d(S_0^d) \otimes \ell_1^d(S_1^d)}.$$

Analogously to Lemma 6.1 we can write the norm $\|T_G \otimes \text{id}_{S_1^d} : \ell_2^d \to \ell_1^d(S_1^d)\|$ instead of $\|G \otimes \text{id}_{S_1^d}\|_{\ell_1^d(S_0^d) \otimes \ell_1^d(S_1^d)}$ in the statement of the previous lemma.

The reason why we do not have an equality in Lemma 6.2 is that in Lemma 2.2 the optimization is over self-adjoint matrices while the definition of the previous norms consider general complex matrices. However, if in the definition of the previous norms we restrict to the space of self-adjoint $d \times d$-complex matrices with the operator norm $(S_0^d)^{a,a}$ and to the space of self-adjoint $d \times d$-complex matrices with the trace norm $(S_1^d)^{a,a}$, then we can conclude that

$$\omega_{o.w.-\log_d}(G) = \|G \otimes \text{id}_{S_1^d}\|_{\ell_1^d((S_0^d)^{a,a}) \otimes \ell_1^d((S_1^d)^{a,a})}.$$

The following result is trivial from Lemma 6.1 and Lemma 6.2.

Theorem 6.3. Let $G$ be a XOR game. Then,

$$\frac{\omega_{o.w.-\log_d}(G)}{\omega_{o.w.-\log_k}(G)} \leq \frac{\|G \otimes \text{id}_{S_1^d}\|_{\ell_1^d(S_0^d) \otimes \ell_1^d(S_1^d)}}{\|G \otimes \text{id}_{\ell_1^d}\|_{\ell_1^d(\ell_2^d) \otimes \ell_1^d(\ell_2^d)}} \leq \frac{\omega^*(G)}{\omega_{o.w.-\log_k}(G)}.$$

It is important to mention that, although we have written the paper removing all Banach space terminology so that no knowledge of it is needed to understand the proofs, both Theorem 1.4 and Theorem 1.8 were thought in terms of tensor norms and factorizations of operators by looking at the relation stated in Theorem 6.3. As we will see next, this point of view is crucial in the proof of Theorem 1.4.

7. Reducing the number of inputs of the game $G$

In this section we modify the game $G$ introduced in Section 5 to obtain a new game $\tilde{G}$ defined with inputs $x, y \in \{1, \cdots, m\}$, with $m \leq cn^8$ for a given universal constant $c$, and such that $\tilde{G}$
verifies
\[
\omega^*_{\alpha, w} \log n (\tilde{G}) \geq C \sqrt{n} \log n,
\]
where \( C \) is a universal constant.

This will prove Theorem 1.4. In addition, using Theorem 1.1 Corollary ?? follows straightforward.

According to Theorem 6.3 Theorem 1.4 will follow from the following result.

**Theorem 7.1.** There exists a family of XOR games \((\tilde{G}_n)_n\) such that for every \( n \), \( \tilde{G}_n \) has \( m_n \leq cn^8 \) inputs per player and it verifies
\[
\| \tilde{G} \otimes \text{id}_{S_1^n} \|_{\ell^m_1(S_{N_1^n}) \otimes \ell^m_1(S_{N_1^n})} \geq D \sqrt{n} \log n.
\]
(7.1)

Here, \( D \) and \( c \) are universal constants.

As we did in Section 5, we will not write the dependence of \( n \) in the notation.

The key point in this proof is to understand the game \( G \) introduced in Section 5 as a tensor in \( \ell^{2n}_2 \otimes \ell^{2n}_2 \). Then, we will prove our result as a direct consequence of the recent work [6], where a method to reduce the number of inputs of certain games was studied.

In fact, according to the identification explained in Section 6 the reader will find easy to check that our game \( G \) defined in Section 5 corresponds to the tensor
\[
G = \frac{1}{M} \sum_{x,z \in \{-1,1\}^n} \left( \sum_{i,j=1}^n x_i z_j y_{i,j} \right) e_{x,z} \otimes e_y \in \ell^{2n}_1 \otimes \ell^{2n}_1,
\]
where \( M \) was introduced in (5.1).

The element \( G \) can be understood in the following way: Let us define the linear maps \( j_1 : \ell^{2n}_2 \to \ell^{2n}_1 \) and \( j_2 : \ell^{2n}_2 \to \ell^{2n}_1 \) as
\[
j_1(e_{i,j}) = \sum_{x,z \in \{-1,1\}^n} x_i z_j e_{x,z}, \quad \text{and} \quad j_2(e_{i,j}) = \sum_{y \in \{-1,1\}^n} y_{i,j} e_y
\]
for every \( i, j = 1, \cdots, n \). Then, it is easy to check that
\[
G = (j_1 \otimes j_2)(I),
\]
where
\[
I = \frac{1}{M} \sum_{i,j=1}^n e_{i,j} \otimes e_{i,j} \in \ell^{2n}_2 \otimes \ell^{2n}_2.
\]

This way of writing the game \( G \) shows that, although the space \( \ell^{2n}_1 \otimes \ell^{2n}_1 \) has very large dimension, the relevant space to define our element \( G \) is \( j_1(\ell^{2n}_2) \otimes j_2(\ell^{2n}_2) \subset \ell^{2n}_1 \otimes \ell^{2n}_1 \), which has a much lower dimension. This situation allows us to apply the empirical method studied in [6]. More precisely, let us state [6, Proposition 3.1] in the more explicit form explained in [6, Remark 3.1]:

**Proposition 7.2.** Let \( X \) be a Banach space, \( N \) be a natural number and \( E \subset \ell^N_1(X) \) be a \( d \)-dimensional subspace of \( \ell^N_1(X) \). Then, for any \( \epsilon > 0 \) and taking \( m \) to be the integer part of
$C(\varepsilon)d^2$, there exists a map $J : \ell_1^N \to \ell_1^n$ such that $J \otimes id_X$ defines a $(1 + \varepsilon)$-isomorphism from $E$ to $\ell_1^n(X)$. Here, one can take $C(\varepsilon) = C_0\varepsilon^{-2}\log(\varepsilon^{-1})$ for a universal constant $C_0$. 

Here, the fact that $J \otimes id_X$ is a $(1 + \varepsilon)$-isomorphism from $E$ to $\ell_1^n(X)$ means that for every $e \in E$ we have 

$$\frac{1}{\sqrt{1 + \varepsilon}}\|e\|_{\ell_1^n(X)} \leq \|(J \otimes id_X)(e)\|_{\ell_1^n(X)} \leq \sqrt{1 + \varepsilon}\|e\|_{\ell_1^n(X)}.$$ 

The proof of Proposition 7.2 is based on the phenomenon of concentration of measure (and the ideas developed in [16]) and does not provide an explicit map $J$. However, it guarantees the existence of such a map and, in addition, that $J$ is defined via a (random) choice of indices $i_1, \ldots, i_m \in \{1, \ldots, N\}$ and some positive numbers $\alpha_1, \ldots, \alpha_m$ such that 

$$J(x_1, \ldots, x_N) = (\alpha_1x_{i_1}, \ldots, \alpha_mx_{i_m}) \quad \text{for every} \quad (x_1, \ldots, x_N) \in \ell_1^N.$$ 

Proposition 7.2 encourages us to look at our game $G$ in the following way. Let us denote $X = j_1(\ell_2^2) \subset \ell_1^{2n}$ and $Y = j_2(\ell_2^2) \subset \ell_1^{2n}$, where the maps $j_1$ and $j_2$ were defined in (7.2). Moreover, we will consider the spaces $\tilde{X} = X \otimes S^m_{\infty}$ and $\tilde{Y} = Y \otimes S^m_1$ endowed with the norms inherit by the inclusions $\tilde{X} \subset \ell_1^{2n}(S^m_{\infty})$ and $\tilde{Y} \subset \ell_1^{2n}(S^m_1)$. Note that 

$$G \otimes id_{S^m_{\infty}} \in \tilde{X} \otimes \tilde{Y}.$$ 

According to Proposition 7.2 applied to, say $\varepsilon = 1/2$, since $\tilde{X}$ (resp. $\tilde{Y}$) is a $n^4$-dimensional subspace of $\ell_1^{2n}(S^m_{\infty})$ (resp. $\ell_1^{2n}(S^m_1)$), there exists a map $J_1 : \ell_1^{2n} \to \ell_1^n$ (resp. $J_2 : \ell_1^{2n} \to \ell_1^m$) with $m \leq cn^8$ for a certain universal constant $c$, such that $J_1 \otimes id_{S^m_{\infty}}$ (resp. $J_2 \otimes id_{S^m_1}$) is a $1/2$-embedding on $\tilde{X}$ (resp. $\tilde{Y}$). 

Note that, without loss of generality, we can assume that $\|J_1 \otimes id_{S^m_{\infty}}\| \leq 3/2$ and $\|J_1^{-1} \otimes id_{S^m_{\infty}}\| \leq 1$. Analogously, we can assume that $\|J_2 \otimes id_{S^m_1}\| \leq 3/2$ and $\|J_2^{-1} \otimes id_{S^m_1}\| \leq 1$. In addition, since $\ell_1^n$ can be identified with the space of diagonal matrices in $S^m_{\infty}$ and $\ell_1^m$ can be identified with the space of diagonal matrices in $S^m_1$, the previous estimates imply that $\|J_1 \otimes id_{S^m_{\infty}}\| \leq 3/2$ and $\|J_2 \otimes id_{S^m_1}\| \leq 3/2$. 

In order to define our new game $\tilde{G}$, we will consider the tensor 

$$(J_1 \otimes J_2)(G) \in \ell_1^n \otimes \ell_1^m.$$ 

In fact, we must consider the normalization (6.6) of this element. That is, if we write $(J_1 \otimes J_2)(G) = \sum_{x,y=1}^m H_{x,y}e_x \otimes e_y$, and denote 

$$N = \sum_{x,y=1}^m |H_{x,y}|,$$

our element will be defined as 

$$\tilde{G} = \frac{1}{N} \sum_{x,y=1}^m H_{x,y}e_x \otimes e_y.$$ 

Note that although the maps $J_1$ and $J_2$ are not explicit, their simple form (7.2) allows us to have a clear idea about the form of the new game $\tilde{G}$. Indeed, according to (6.6) the new game $\tilde{G}$ is defined by removing from $G$ all but $m$ inputs for Alice $x_1, \ldots, x_m$ and all but $m$ inputs for Bob $y_1, \ldots, y_m$. Then, the value of the function $f(x_i, y_j)$ for these inputs will be exactly the same as
for the game $G$, but the new probability distribution is of the form $\tilde{\pi}(x_i, y_j) = \pi(x_i, y_j)\alpha_i\beta_j(1/N)$ for some (non-explicit) positive numbers $\alpha_i$ and $\beta_j$ and the number $N$ is given by (7.4).

We are now ready to prove the main result of this section.

\textbf{Proof of Theorem 7.1.} We will see that the game $\tilde{G}$ defined above verifies what we want. First of all, we have already explained that it has $m \leq cn^8$ inputs per player. Hence, it suffices to show the following estimates:

\begin{equation}
|\tilde{G} \otimes \text{id}_{\ell_1^n}|_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))} \leq \frac{9}{4} |G \otimes \text{id}_{\ell_1^n}|_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))}
\quad \text{and}
\end{equation}

\begin{equation}
|\tilde{G} \otimes \text{id}_{\ell_1^n}|_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))} \geq |G \otimes \text{id}_{\ell_1^n}|_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))}.
\end{equation}

With these estimates at hand, the result follows straightforward since we can conclude

\[ \frac{|\tilde{G} \otimes \text{id}_{\ell_1^n}|_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))}}{|G \otimes \text{id}_{\ell_1^n}|_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))}} \geq \frac{4}{9} \frac{|G \otimes \text{id}_{\ell_1^n}|_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))}}{D \sqrt{n} \log n}, \]

for a certain universal constant $D$. Indeed, the first inequality is a consequence of (7.5) and (7.6), while the second inequality follows by putting together Theorem 1.3 and Theorem 6.3.

In order to see (7.5), write

\[ |\tilde{G} \otimes \text{id}_{\ell_1^n}|_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))} = ||(J_1 \otimes d_{\ell_1^n}) \otimes (J_2 \otimes d_{\ell_1^n})||_{\ell_1^n((S_{12})^\otimes, \ell_1^n(\ell_1^n))} \leq ||J_1 \otimes d_{\ell_1^n}||_{\ell_1^n} ||J_2 \otimes d_{\ell_1^n}||_{\ell_1^n} ||G \otimes \text{id}_{\ell_1^n}||_{X \otimes Y} \leq 9/4 ||G \otimes \text{id}_{\ell_1^n}||_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))}. \]

Here, in the first inequality we used property (7.3) and in the last one we used the known upper bounds for $||J_1 \otimes d_{\ell_1^n}||$ and $||J_2 \otimes d_{\ell_1^n}||$ and property (6.5).

For the estimate (7.6), write

\[ |G \otimes \text{id}_{\ell_1^n}|_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))} = ||G \otimes \text{id}_{\ell_1^n}||_{X \otimes Y} = ||(J_1^{-1} \otimes d_{\ell_1^n}) \otimes (J_2^{-1} \otimes d_{\ell_1^n})||_{X \otimes Y} \leq ||(J_1^{-1} \otimes d_{\ell_1^n})||_{\ell_1^{2n}} ||(J_2^{-1} \otimes d_{\ell_1^n})||_{\ell_1^{2n}} ||G \otimes \text{id}_{\ell_1^n}||_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))} \leq ||G \otimes \text{id}_{\ell_1^n}||_{\ell_1^{2n}((S_{12})^\otimes, \ell_1^{2n}(\ell_1^n))}. \]

Here, in the first equality we used property (6.5) and in the second inequality we used property (6.4).

Note that in order to apply Theorem 1.3 to obtain Bell inequality violations from Theorem 1.4 we would need to have a XOR game for which the quantity $\omega_{o.w. - \log n}(\tilde{G})$ is larger than $\omega_{o.w. - 2\log n}(\tilde{G})$ rather than $\omega_{o.w. - \log n}(\tilde{G})$ as we have just proved in the previous result. The previous proof can be easily modified to obtain the new estimate. Indeed, we could follow the previous proof step by step by just replacing the spaces $S_{12}^0$ and $S_{12}^\infty$ by $S_{12}^n$ and $S_{12}^{2n}$ respectively. The prize to pay for this is that the new spaces $X = X \otimes S_{12}^{2n}$ and $Y = Y \otimes S_{12}^{2n}$ have dimension $n^6$, and after applying Proposition 7.2 we can only assure that our new game $\tilde{G}$ will have $m \leq cn^{12}$ inputs per player. This modification allows us to prove the analogous estimates to (7.5) and
\[
\| \mathcal{G} \otimes \text{id}_{\ell_1^2} \|_{\ell_1^m(\ell_2^\infty) \otimes \ell_1^m(\ell_2^2)} \leq \frac{9}{4} \| \mathcal{G} \otimes \text{id}_{\ell_1^2} \|_{\ell_1^{2n}(\ell_2^\infty) \otimes \ell_1^{2n}(\ell_2^2)}, \quad \text{and}
\]
\[
\| \mathcal{G} \otimes \text{id}_{\mathcal{S}_1} \|_{\ell_1^m(\mathcal{S}_n^\infty) \otimes \ell_1^m(\mathcal{S}_n^2)} \geq \| \mathcal{G} \otimes \text{id}_{\mathcal{S}_1} \|_{\ell_1^{2n}(\mathcal{S}_n^\infty) \otimes \ell_1^{2n}(\mathcal{S}_n^2)}.
\]

Hence, we conclude from Theorem 6.3 that our new game verifies
\[
\frac{\omega_{o.w.-\log n}(\mathcal{G})}{\omega_{o.w.-2\log n}(\mathcal{G})} \geq D' \frac{\sqrt{n}}{\log n}
\]
for a certain universal constant \(D'\). One immediately obtains Corollary 1.5 from this last estimate and Theorem 1.1.
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