The work in this paper focuses on the case where the environment is in the ground state of the AKLT model and the Majumdar-Ghosh model. The work is organized as follows: In Section II we give an overview of the matrix product states in terms of the theory of completely positive maps as formulated in [7]. In Section III we go over the construction of the memory channel. In Section IV we derive the formula for the channel correlated by matrix product states.

II. QUANTUM SPIN CHAINS AND MPS: THE AKLT AND MG STATES

A quantum spin chain $A_Z$ is a suitable limit of local spin algebras $A_{[-n,n]} = \bigotimes_{j=-n}^n A_i$, where $A_i$ is the algebra at each site. A state $\omega$ on $A_Z$ is specified by local density matrices $\rho_{i[n]}$ such that for any local observable $A_{[1,n]} \in A_{[1,n]}$

$$\omega(A_{[1,n]}) = \text{Tr}(\rho_{[1,n]} A_{[1,n]})$$

A state $\omega$ is translation invariant if the following holds

$$\text{Tr}_{n+1}(\rho_{[1,n+1]} 1_1 \otimes A_{[2,n+1]}) = \text{Tr}(\rho_{[1,n]} A_{[1,n]}).$$

MPS are a class of translation invariant states over $A_Z$ that are defined by a triple $(B, \rho, E)$ where $B$ is a matrix algebra, $\rho$ is a state on $B$, and $E : A \otimes B \to B$ is a completely positive unital map which has the Krauss representation

$$E(A \otimes B) = \sum_j V_j (A \otimes B)V_j^\dagger,$$

where $V_j : A \otimes B \to B$. Note that $E(1)(A) := E(A \otimes 1_B)$ defines a completely positive map from $A$ to $B$. We define
The AKLT Hamiltonian is a spin-1 chain and there exists a translation invariant state $\omega_B$ that was shown in [7] that given the triplet $(\mathcal{B}, \rho, \mathbb{E})$ there exists a translation invariant state $\omega$ on $\mathcal{A}_2$ such that the local density matrices satisfy the condition

$$\text{Tr}(\rho_{[1,n]} A_{[1,n]}) = \text{Tr}(\rho^{(n)}(A_{[1,n]})).$$

Translation invariance of $\omega$ yields the property

$$\text{Tr}(\rho \mathbb{E}(I_A \otimes B)) = \text{Tr}(\rho B)$$

When the completely positive map $\mathbb{E}$ in equation (1) is pure, that is, it has only one Krauss operator, then

$$\mathbb{E}(A \otimes B) = V(A \otimes B)V^\dagger. \quad (2)$$

The state generated herein is called a purely generated MPS. For purely generated MPS there exists an orthonormal set $\{|\phi_i\rangle\}$ and operators $A_i : \mathcal{B} \mapsto \mathcal{B}$ defined as

$$V|\phi_i \otimes \psi\rangle = A_i|\psi\rangle,$$

$$V^\dagger|\psi\rangle = \sum_{i=1}^d |\phi_i\rangle \otimes A_i^\dagger|\psi\rangle,$$

for $|\psi\rangle \in \mathcal{A}$. From equation (2) we get

$$\mathbb{E}(|\phi_i\rangle \langle \phi_j| \otimes B) = A_i B A_j^\dagger, \text{ for } B \in \mathcal{B}.$$  

Furthermore the operators $A_i$ satisfy

$$\sum_i A_i A_i^\dagger = I \text{ and } \sum_i A_i^\dagger \rho A_i = \rho. \quad (3)$$

It can be shown that the local density matrices $\rho_{[1,n]}$ are given by

$$\rho_{[1,n]} = \sum_{s,t} |\phi_s\rangle \langle \phi_t| \text{Tr}(A_{[s,t]}^\dagger \rho A_{[s,t]}), \quad (4)$$

where $|\phi_s\rangle = |\phi_{s_1} \otimes \phi_{s_2} \otimes \cdots \phi_{s_n}\rangle$ and $A_{[s,t]} = A_{s_1} \otimes A_{s_2} \otimes \cdots A_{s_n}$. It was shown in [7] that for purely generated MPS if there exists a unique $\rho$ satisfying equation (4) then the resulting states are pure states over $\mathcal{A}_2$. Moreover they are ground states of translation invariant finite range Hamiltonians. They also have some interesting properties like exponentially decaying correlation functions and a ground state energy gap. The AKLT Hamiltonian is given by

$$H_{AKLT} = \sum_i S_i \cdot S_{i+1} + \frac{1}{3} (S_i \cdot S_{i+1})^2. \quad (5)$$

The AKLT Hamiltonian is a spin-1 chain and $S_i = (S_i^x, S_i^y, S_i^z)$ are spin-1 observables corresponding to serving the spin at site $i$ in the $x,y$ and $z$ directions respectively. The ground state of the AKLT Hamiltonian is unique and we look at the parametrized version of the AKLT state which has MPS representation given by the triplet $(\mathbb{E}, \mathcal{B}, \rho)$ with

$$\mathcal{B} = M_2(\mathbb{C}), \rho = \frac{I_2}{2}$$

and the map $\mathbb{E}$ determined by the operators $\{A_i\}_{i=1}^3$ where

$$A_1 = -\sin(\theta)\sigma_z, \quad A_2 = \cos(\theta)\sigma^+, \quad A_3 = -A_2, \quad \theta \in [0, \pi) \quad (6)$$

where $\sigma_i, i \in \{x, y, z\}$ are the Pauli matrices and $\sigma^+ = \sigma_x + i\sigma_y$. The ground state of the Hamiltonian in expression (5) corresponds to $\theta = \cos^{-1} \left( \frac{\sqrt{3}}{2} \right)$. The Majumdar-Ghosh Hamiltonian is a spin-$\frac{1}{2}$ Hamiltonian given by

$$H_{MG} = \sum_i \sigma_i \cdot \sigma_{i+1} + \frac{1}{2} \sigma_i \cdot \sigma_{i+2} \quad (7)$$

It has two distinct ground states and an equal superposition of these two ground states has MPS representation with operators $\{A_i\}_{i=1}^2$ given by

$$A_1 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & -\sqrt{g} \\ 0 & \sqrt{1-g} & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & 0 \\ \sqrt{1-g} & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad (8)$$

where $g \in [0, 1)$ is a parameter and the ground state of the Hamiltonian (7) corresponds to $g = \frac{1}{2}$. The invariant state is

$$\rho = \begin{pmatrix} \frac{1-g}{2} & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & \frac{g}{2} \end{pmatrix}.$$  

### III. Construction of the Memory Channel and Capacity Formula

A quantum channel is a completely positive trace preserving (CPTP) map $\Lambda : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ where $\mathcal{H}_A$ and $\mathcal{H}_B$ are Hilbert spaces of the input and output systems respectively. Every completely positive map has a Kraus form

$$\Lambda(\rho) = \sum_k V_k \rho V_k^\dagger, \quad (9)$$

where the linear operators $V_k : \mathcal{H}_A \rightarrow \mathcal{H}_B$ satisfy $\sum_k V_k^\dagger V_k = I$. By Stinespring’s dilation theorem there exists a Hilbert space referred to as environment $\mathcal{H}_E$ and an isometry $V : \mathcal{H}_A \rightarrow \mathcal{H}_B \otimes \mathcal{H}_E$ such that the map $\Lambda$ is given by

$$\Lambda(\rho) = \text{Tr}_E (V \rho V^\dagger), \quad (10)$$
where we have taken the partial trace over the environment system. If we take the partial trace over the system $B$ instead of the environment we get the complementary map $\tilde{\Lambda} : \mathcal{H}_{A} \rightarrow \mathcal{H}_{E}$ which is also CPTP

$$\tilde{\Lambda}(\rho) = \text{Tr}_{B}(V_{\rho}V^\dagger).$$

Due to equations (9), (10), (11) we can write the output state of the complementary channel as

$$\tilde{\Lambda}(\rho) = \{\text{Tr}(V^j_{\rho}V_k)\}$$

(12)

Memory less channels are channels where the noise acts independently on each input state. Multiple uses of a memory less channel $\Lambda$ is given by the tensor product $\Lambda \otimes n$. In situations where the tensor product structure of the multi use of the channel does not hold, we get a channel with memory. In a quantum memory channel besides the input and output, there is a third system $\mathcal{M}$ which represents the state of the memory. The channel operates on the input state and the state of the memory yielding an output state and a new state of the memory. Thus a quantum memory channel is represented by a CPTP map $\Phi : \mathcal{A} \otimes \mathcal{M} \rightarrow \mathcal{M} \otimes \mathcal{B}$ where

$$\Phi^{(n)} = (I^\otimes n - I) \otimes \Phi \circ \cdots \circ (I^\otimes 2 \otimes \Phi \otimes I_{A}) \circ \cdots \circ (I \otimes I \otimes \Phi).$$

The final output state can be determined by performing a partial trace over the memory system.

The memory considered in this paper is a state of a quantum many body system like state of a quantum spin chain. The memory $\mathcal{M}$ consists of a tensor product of spin algebras at each site, that is, $\mathcal{M} = \otimes_{i=1}^{n} \mathcal{M}_{i}$ where $\mathcal{M}_{i}$ is the algebra at site $i$. The memory state is assumed to be initially in an entangled state of the algebra $\mathcal{M}$. The memory channel is created by a family of local unitaries,

$$U_{q,M} = I_{m_n} \otimes \cdots \otimes I_{m_{j+1}} \otimes U_{q_{j+1}} \otimes I_{m_{j-1}} \otimes \cdots \otimes I_{m_1}$$

with each unitary acting on the the channel input and the local spin algebra. The final state of the channel is given by

$$\Phi^{(n)}(\rho^{(n)}) = \text{Tr}_{M}[U_{q_n,m_n} \otimes \cdots \otimes U_{q_{j+1}} \otimes \omega_{M}U_{q_{j+1}}]\otimes \cdots \otimes U_{q_{1}}].$$

See Figure 1

We study the special case when the local unitary is a generalized controlled phase gate. For the environment of spin-$\frac{1}{2}$ particles the local unitaries are given by the controlled Z-gate

$$U_{q_{j}} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. $$

For a d-level environment system the unitary is a generalized phase gate given by

$$\sum_{k=0}^{d-1} |k\rangle\langle k| \otimes Z(k),$$

where $Z(k) = \sum_{x,y} \exp(i2\pi k j / d) |j\rangle \langle j|$. For this channel, if the environment is in state

$$\sum_{x,y} \rho_{x,y} |x_1, x_2, ..., x_N\rangle \langle y_1, y_2, ..., y_N|$$

then the action of controlled Z-gate leads to the following dephasing channel

$$\sigma \mapsto \sum_{x} \rho_{x} Z_{x_{1}}^{x_{1}} Z_{x_{2}}^{x_{2}} ... Z_{x_{n}}^{x_{n}} \sigma (Z_{x_{1}}^{x_{1}} Z_{x_{2}}^{x_{2}} ... Z_{x_{n}}^{x_{n}})^\dagger$$

Computing the capacities of dephasing channels was also done previously in [12,13]. In [6] it was shown that the quantum capacity of the quantum memory channel with many body environment of a MPS equals the regularized coherent information

$$Q^{c}(\Phi) = \lim_{n \rightarrow \infty} \frac{I(\Phi^{(n)})}{n},$$

\[\text{FIG. 1. Channel construction: Alice transmits a sequence of particles to Bob and each particle interacts via a unitary (S controlled phase gate) with its own environmental particle. The environmental particles themselves are in the ground state of a quantum many body environment like a spin chain. Due to the correlations in the chain, memory effects are introduced and the resulting channel which is given by tracing out the environment is a quantum memory channel.}\]
where
\[ I(\Phi) = \sup_\rho S(\Phi(\rho)) - S(\Phi(\rho)). \]
Furthermore, in [6], it was shown that for the quantum memory channel with a many body environment given by a MPS state \( \rho_{\text{env}} \), the quantum capacity is given by
\[ Q^c(\Phi) = \log(d) - \lim_{n \to \infty} \frac{S(\text{diag}(\rho_{\text{env}}))}{n}, \] (13)
where \( d \) is the dimension of the local spin algebra.

IV. CAPACITY OF CHANNEL CORRELATED WITH THE AKLT AND MG STATES

In the previous section we saw that the capacity of the quantum memory channel can be computed from the diagonal elements of the local density matrix of the MPS environment. From equation (4) the diagonal elements of local densities \( \rho_{(n)} \) of an MPS described by operators \( \{A_i\}_{i=1}^k \) and invariant state \( \rho \) are given by
\[ \text{diag}(\rho_{(n)}) = \left[ \text{Tr}(A_i^\dagger A_i^\dagger A_{i-1}^\dagger...A_1^\dagger \rho A_i A_i A_2 A_3...A_n) \right] \] (14)
Now, if \( \{A_i\}_{i=1}^k \) are simultaneously diagonalizable, with \( A_i = \text{UD}_i U^\dagger \) for some unitary \( U \) then the problem becomes tractable since in this case we get
\[ \text{diag}(\rho_{(n)}) = \left[ \text{Tr}((D_1^\dagger D_1)^{k_1} (D_2^\dagger D_2)^{k_2} \cdots (D_k^\dagger D_k)^{k_l} U^\dagger) \right] \]
where \( k_1, k_2,..., k_l \) are the number of occurrences of the operators \( A_1, A_2, ..., A_k \) in equation (14), respectively. In [6] a solution for this problem was given when the matrices \( A_i \otimes A_i^\dagger \) are rank-1 matrices by reducing the analysis to the solution of a classical 1D Ising model. If the MPS operators \( \{A_i\}_{i=1}^k \) are not of the form described in these special cases then the problem is more difficult. Consider the classical probability distribution as
\[ p(X_1 = i_1, X_2 = i_2, ..., X_n = i_n) = \text{Tr}(A_{i_1}^\dagger A_{i_2}^\dagger A_{i_3}^\dagger...A_{i_n}^\dagger \rho A_{i_1} A_{i_2} A_{i_3}...A_{i_n}) \] (15)
The translation invariance of the MPS states carries over to this classical probability distribution. The limit \( \lim_{n \to \infty} \frac{H(X_1, X_2, ..., X_n)}{n} \) is the entropy rate of the stochastic process given by the equation (15). Thus, by equation (13), computing the diagonal entropy of the MPS state is equivalent to computing the entropy rate of this classical probability distribution. The limit exists when the process is stationary [15] and we have

Lemma 1.
\[ Q^c(\Phi) = \log(d) - \lim_{n \to \infty} \frac{H(X_1, X_2, ..., X_n)}{n}. \]
A closed form formula for the entropy rate of a station-ary stochastic process exists when a stationary process is Markov [15] or a hidden Markov process of a special kind [16]. In general, obtaining a closed form solution for the entropy rate of a general stationary stochastic process is known to be hard. In what follows we compute the entropy rate of the stationary stochastic process generated by the diagonal elements of the AKLT state and the MG state by explicitly computing the diagonal elements. Let the local densities of the ground state of the AKLT model and MG model be denoted by \( \rho_{\text{AKLT}}^{(n)}(\theta) \) and \( \rho_{\text{MG}}^{(n)}(\theta) \) respectively. For AKLT model we have the following lemma

Lemma 2. The non-zero diagonal elements of \( \rho_{\text{AKLT}}^{(n)}(\theta) \) are given by \( \lambda_p \), \( p \in \{0..n\} \) where
\[ \lambda_p = \frac{\sin^2 p(\theta) \cos^2 (n-p)(\theta)}{2} \]
with multiplicity \( \binom{n}{p} \) for \( p \in \{0..n-1\} \)
\[ \lambda_n = \sin^2 n(\theta) \text{ with multiplicity } 1 \]

Proof: From equation (4) and the cyclicity of the trace the diagonal elements of local density matrices \( \rho_{\text{AKLT}}^{(n)}(\theta) \) are given by
\[ \text{Tr}(\rho O_1 O_2 ... O_n O_1^\dagger O_2^\dagger ... O_1^\dagger) \]
(16)
where \( \rho = \frac{1}{2} \) and the operators \( O_1 \in \{A_1, A_2, A_3\} \) are as in equation (6). We denote \( \gamma_1 = I \), \( \gamma_2 = \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array} \right) \) and \( \gamma_3 = \left( \begin{array}{c} 0 \\ 0 \\ 0 \\ 1 \end{array} \right) \) and note the following relations:
\[ A_1 A_1^\dagger = \sin^2(\theta) \gamma_1, \]
(17)
\[ A_2 A_2^\dagger = \cos^2(\theta) \gamma_2, \]
(18)
\[ A_3 A_3^\dagger = \cos^2(\theta) \gamma_3, \]
(19)
\[ A_2^\dagger = 0, A_3^\dagger = 0, \]
(20)
\[ A_1 O_1 ... O_k O_k^\dagger ... O_1^\dagger A_1^\dagger = A_1 A_1^\dagger O_1 ... O_k O_k^\dagger ... O_1^\dagger \]
(21)
\[ O_i \in \{A_1, A_2, A_3\}, \ k \in \{1..n\}, \]
\[ A_2 \gamma_2 A_2^\dagger = \cos^2(\theta) \gamma_3, \ A_3 \gamma_3 A_3^\dagger = \cos^2(\theta) \gamma_2. \]
(22)
Let \( p \) be the number of occurrences of operator \( A_1 \) in equation (16), then because of equations (17) and (21) we have
\[ \text{Tr}(\rho O_1 O_2 ... O_n O_1^\dagger O_2^\dagger ... O_1^\dagger) = \]
(23)
\[ \text{Tr}(\rho A_1 A_1^\dagger \ldots A_1 A_1^\dagger O_{n-1} O_{n-1}^\dagger \ldots O_{n-p} O_{n-p}^\dagger), \]

where the operators \( O_{ik} \) is \( A_2 \) or \( A_3 \). From (17) we get

\[ \text{Tr}(\rho O_1 O_2 \ldots O_n O_n^\dagger_{n-1} \ldots O_1^\dagger) = \text{Tr}(\rho \sin 2^p(\theta) \cos 2(n-p)(\theta) \gamma_i). \]

Due to relation (20) the operators \( A_2 \) and \( A_3 \) must occur alternately in the sequence \( O_1 O_2 \ldots O_n \) on the right side of equation (24). Now, using equations (18, 19, and 22) we get

\[ \text{Tr}(\rho O_1 O_2 \ldots O_n O_n^\dagger_{n-1} \ldots O_1^\dagger) = \text{Tr}(\rho \sin 2^p(\theta) \cos 2(n-p)(\theta) \gamma_i), \]

where \( \gamma_i = \gamma_1 \) if \( p = n \) otherwise \( \gamma_i = \gamma_2 \) or \( \gamma_3 \). If \( p = n \) we get exactly one diagonal element

\[ \lambda_n = \sin^2 n(\theta). \]

If \( p < n \) then we get diagonal elements of the form

\[ \lambda_p = \frac{\sin 2^p(\theta) \cos 2(n-p)(\theta) \gamma_i}{2}. \]

If \( p < n \) then the number of ways that one can place these \( A_1 \) operators in the sequence \( O_1 O_2 \ldots O_n \) is \( \binom{n}{p} \). Since the remaining \( A_2 \) and \( A_3 \) operators occur alternately, there are only 2 ways to place them and hence the multiplicity of \( \lambda_p \) in this case is \( 2 \binom{n}{p} \).

**Theorem 3.** The quantum capacity of the channel correlated with the AKLT ground state is given by

\[ Q_{\text{AKLT}}^c = \log_2 3 - h_2(\theta) \]

where \( h_2(\theta) = -\sin^2(\theta) \log(\sin(\theta)) - \cos^2(\theta) \log(\cos(\theta)) \)

**Proof:** From equation (13) we have

\[ Q_{\text{AKLT}}^c = \log_2 3 - \lim_{n \to \infty} \frac{1}{n} \left[ - \sum_{k=0}^{n} \lambda_k \log_2 \lambda_k \right] \]

where \( \lambda_k \) is as in lemma 2. Setting \( \sin^2(\theta) = p \) and \( \cos^2(\theta) = q \) we get

\[ Q_{\text{AKLT}}^c = \log_2 3 + \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \left[ 2 \binom{n}{k} \frac{p^k q^{n-k}}{2} \log_2 \left( \frac{p^k q^{n-k}}{2} \right) + \frac{p^n \log_2 p^n}{n} \right] \]

The term \( \frac{p^n \log_2 p^n}{n} \) goes to zero as \( n \to \infty \). Hence, we get

\[ Q_{\text{AKLT}}^c = \log_2 3 + \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{k=0}^{n} \binom{n}{k} p^k q^{n-k} \log_2 p + \ldots \right] \]

The last equality follows from the fact that expectation of a binomial random variable with parameters \( (n, p) \) is \( np \) and the fact that the sum of the binomial probabilities is 1. Hence

\[ Q_{\text{AKLT}}^c = \log_2 3 + p \log_2 p + q \log_2 q - \lim_{n \to \infty} \frac{1 - p^n}{n} = \log_2 3 - h_2(\theta) \]

In particular, the capacity of the channel for the ground state of the AKLT Hamiltonian given by equation (4) is

\[ Q_{\text{AKLT}}^c = \log_2 3 - h_2(\cos^{-1} \sqrt{\frac{3}{5}}) = \frac{2}{3}. \]

**Lemma 4.** The non-zero diagonal elements of \( \rho^{(n)}_{\text{MC}}(\theta) \) are given by:

- If \( n \) is odd:
  \[ \mu_0 = \frac{(1 - g)^[\frac{n}{2}] + g[\frac{n}{2}]}{2} \]
  with multiplicity 2
  \[ \mu_i = \frac{(1 - g)^i[\frac{n}{2}]}{2} \]
  with multiplicity \( \binom{n}{i} \) for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1 \)

- If \( n \) is even:
  \[ \gamma_0 = \frac{(1 - g)^[\frac{n}{2}] + g^{\frac{n}{2}+1}}{2} \]
  with multiplicity 1
  \[ \gamma_i^{(1)} = \frac{g^i(1 - g)^{\frac{n}{2} - i}}{2} \]
  with multiplicity \( \binom{n}{i} \) for \( 1 \leq i \leq \frac{n}{2} - 1 \)
  \[ \gamma_i^{(2)} = \frac{g^{\frac{n}{2} - i + 1} (1 - g)^i}{2} \]
  with multiplicity \( \binom{n}{i} + 1 \) for \( 1 \leq i \leq \frac{n}{2} \)
  \[ \gamma_\frac{n}{2} = \frac{(1 - g)^{\frac{n}{2}+1} + g^{\frac{n}{2}}}{2} \]
  with multiplicity 1
**Proof:** See appendix.

**Theorem 5.** The quantum capacity of the channel correlated with the Majumdar-Ghosh ground state is given by

\[ Q^c_{MG} = 1 + \frac{g}{2} \log_2(g) + \frac{1 - g}{2} \log_2(1 - g) \]

**Proof:** We consider the cases of \( n \) being odd and even separately.

**Case 1:** \( n \) is odd

Set \( k = \left\lfloor \frac{n}{2} \right\rfloor \) from lemma [4]. We get

\[
Q^c_{MG} = \log_2 2 + \lim_{n \to \infty} \frac{1}{n} \left[ \frac{k}{2} \left( g^i (1-g)^{k-i} \right) + \log_2 2 \right]
\]

Rearranging the terms we get

\[
= 1 + \lim_{n \to \infty} \frac{1}{n} \left[ \log_2 g \sum_{i=0}^{k} \binom{k}{i} g^i (1-g)^{k-i} - \log_2 2 \right]
\]

The summation in the first two terms inside the limit is expectation of a binomial random variable with parameters \((k, g)\) and \((k, 1-g)\) respectively. The summation of last term is just the sum of the binomial probabilities which is equal to one. Thus, we have

\[
Q^c_{MG} = 1 + \lim_{n \to \infty} \frac{1}{n} \left[ k g \log_2 g + (1-g)k \log_2 (1-g) - \log_2 2 \right]
\]

\[
= 1 + \lim_{n \to \infty} \frac{1}{n} \left[ n \left( \frac{n}{2} \right) \log_2 g + \left( \frac{n}{2} \right) \log_2 (1-g) \right]
\]

\[
= 1 + \frac{g}{2} \log_2 g + \frac{1 - g}{2} \log_2 (1-g).
\]

**Case 2:** \( n \) is even

Using lemma [4] we get

\[
Q^c_{MG} = \log_2 2 + \lim_{n \to \infty} \frac{1}{n} \left( \gamma_0 \log_2 \gamma_0 + \sum_{i=1}^{\frac{n}{2} - 1} \gamma_i^{(0)} \log_2 \gamma_i^{(0)} + \gamma_0^{(1)} \log_2 \gamma_0^{(1)} + \gamma_\frac{1}{2} \log_2 \gamma_\frac{1}{2} \right)
\]

Rearranging the terms of \( \gamma_0 \) and \( \gamma_\frac{1}{2} \) we can write this as

\[
Q^c_{MG} = 1 + \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{i=0}^{\frac{n}{2}} \log_2 \left( \frac{g^i (1-g)^{\frac{n}{2}-i}}{2} \right) \right] + \frac{g}{2} \log_2 g + \frac{1 - g}{2} \log_2 (1-g)
\]

Proceeding along the lines of the odd \( n \) case we see that

\[
Q^c_{MG} = 1 + \lim_{n \to \infty} \frac{1}{n} \left[ n \left( \log_2 g + (1-g) \log_2 (1-g) + (1 \right) \log_2 (1-g) + 1) \right]
\]

\[
= 1 + \frac{g}{2} \log_2 g + \frac{1 - g}{2} \log_2 (1-g)
\]

For \( g = \frac{1}{3} \) (Majumdar-Ghosh Hamiltonian) given by equation (5) the capacity is \( 1 - \frac{1}{3} - \frac{1}{3} = \frac{1}{2} \).

**V. CONCLUSION**

In this paper we have computed the quantum capacity of a quantum memory channel where the noise correlations come from a spin chain external environment. In particular the environment that we consider are parametrized ground states of the AKLT and the MG spin chains. These are well known matrix product states and we have used the formalism and mechanics of MPS to compute exact formulas for the capacities of these quantum memory channels. We also observed that the diagonal elements of translation invariant MPS correspond to the probability distribution of a stationary stochastic process. A question that naturally arises is whether the diagonal elements of an MPS correspond to some special stochastic processes that will make the computation of the quantum capacity of the correlated memory channels tractable. Another question of interest is whether the methods in this work can be used to compute the quantum capacity of a much larger class of quantum memory channels correlated by MPS. The capacity formulas that we derived were analytic in the range that we have considered. It would be interesting to investigate the effect on the capacities for other ranges of parameter values, especially where there are known phase transitions.
Appendix A: Proof of lemma 4

The lemma can be easily verified for the cases when \(n = 2\), and \(n = 3\). So we prove for the case \(n \geq 4\) with \(A_1, A_2\) as in equation (8).

Proof for values:

The proof is based on the observation that, for \(n \geq 4\),

\[
\{O_1 \cdots O_n O_k^i : O_i \in \{A_1, A_2\}, 1 \leq i \leq n\} = \\
\left\{ \text{diag}(0, 0, 0), \text{diag}(g(\frac{1}{2}), 0, 0), \right. \\
\left. \text{diag}(g^i(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1, 0, 0) : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\text{diag}(1-g(\frac{1}{2})^{\frac{i}{2}}, g(\frac{1}{2})^{\frac{i}{2}}), \right. \\
\left. \text{diag}(0, g^i(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1, 0) : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\text{diag}(0, 0, g(\frac{1}{2})^{\frac{i}{2}} - (1-g)^i) : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\text{diag}(0, 0, (1-g)(\frac{1}{2})^{\frac{i}{2}}) \right\}.
\]

Consequently, for \(n \geq 4\),

\[
\{\text{Tr}(O_1 \cdots O_n O_k^i) : O_i \in \{A_1, A_2\}, 1 \leq i \leq n\} = \\
\left\{ (1-g)g^i \right. \\
\left. \frac{1}{2}, : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\frac{1}{2}(1-g)g^i - 1 + g(\frac{1}{2})^{\frac{i}{2}} : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\frac{1}{2}(1-g)(\frac{1}{2})^{\frac{i}{2}} + g(\frac{1}{2})^{\frac{i}{2}} + 1 : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\frac{1}{2}(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1 + (1-g)^i : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, \\
\frac{1}{2}(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1 + g(1-g)(\frac{1}{2})^{\frac{i}{2}} \right\}.
\]

Now, the non-zero values for \(\text{Tr}(O_1 \cdots O_n O_k^i)\) can be inferred as stated in the lemma. The validity of the observation can be established by mathematical induction on \(n\). For \(n = 4\), the observation can be verified explicitly. Now, assuming that the observation is valid for an arbitrary integer \(k \geq 4\), we prove that the observation holds for \(k + 1\). Let

- \(Z_k\) denote \(\text{diag}_{k \times k}(0, 0, 0)\),
- \(B_k\) denote \(\text{diag}_{k \times k}(g(\frac{1}{2}), 0, 0)\),
- \(C_k(i)\) denote \(\text{diag}_{k \times k}(g^i(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1, 0, 0)\),
- \(D_k\) denote \(\text{diag}_{k \times k}(1-g(\frac{1}{2})^{\frac{i}{2}}, g(\frac{1}{2})^{\frac{i}{2}})\),
- \(E_k(i)\) denote \(\text{diag}_{k \times k}(0, g^i(1-g)(\frac{1}{2})^{\frac{i}{2}} - 1, 0)\),
- \(F_k\) denote \(\text{diag}_{k \times k}(0, 0, g(\frac{1}{2})^{\frac{i}{2}} - (1-g)^i)\),
- \(G_k(i)\) denote \(\text{diag}_{k \times k}(0, 0, g(\frac{1}{2})^{\frac{i}{2}} - (1-g)^i)\), and
- \(H_k\) denote \(\text{diag}_{k \times k}(0, 0, (1-g)(\frac{1}{2})^{\frac{i}{2}})\).

By induction hypothesis

\[
\{O_1 \cdots O_k O_k^i : O_i \in \{A_1, A_2\}, 1 \leq i \leq k\} = \\
\{Z_k, B_k, C_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, D_k, \\
E_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, F_k, \\
G_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, H_k\}.
\]

So,

\[
\{A_1 O_1 \cdots O_k O_k^i A_1^1 : A_2 O_1 \cdots O_k O_k^i A_2^1 : O_i \in \{A_1, A_2\}, 1 \leq i \leq k\} = \\
\{A_1 Z_k A_1^1, A_1 B_k A_1^1, A_1 C_k(i) A_1^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_1 D_k A_1^1, A_1 E_k(i) A_1^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_1 F_k A_1^1, A_1 G_k(i) A_1^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_1 H_k A_1^1, A_2 Z_k A_2^1, A_2 B_k A_2^1, \\
A_2 C_k(i) A_2^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_2 D_k A_2^1, A_2 E_k(i) A_2^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_2 F_k A_2^1, A_2 G_k(i) A_2^1 : 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \\
A_2 H_k A_2^1 \}
\]

Now, since

\[
A_1 Z_k A_1^1, A_1 B_k A_1^1, A_1 C_k(i) A_1^1, A_2 Z_k A_2^1, A_2 G_k(i) A_2^1, \\
A_2 H_k A_2^1 \text{ are all } Z_{k+1}, \text{ for } 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, \quad (A1) \\
A_1 D_k A_1^1 = B_{k+1}, \quad (A2) \\
A_1 E_k(i) A_1^1 = C_{k+1}(i) \text{ for } 1 \leq i \leq \left\lfloor \frac{k+1}{2} \right\rfloor - 1, \quad (A3) \\
A_1 F_k A_1^1 = D_{k+1}, \quad (A4) \\
A_1 H_k A_1, A_2 C_k(1) A_2^1 \text{ are } E_{k+1}(1), \quad (A5) \\
A_1 G_k(\left[ \frac{k}{2} \right] - i + 1) A_1^1, A_2 C_k(i) A_2^1 \text{ are } E_{k+1}(i) \text{ for } 2 \leq i \leq \left\lfloor \frac{k+1}{2} \right\rfloor - 2, \quad (A6) \\
A_1 G_k(1) A_1^1, A_2 B_k A_2^1 \text{ are } E_{k+1}(\left[ \frac{k+1}{2} \right] - 1), \quad (A7) \\
A_2 D_k A_2^1 = F_{k+1}, \quad (A8) \\
A_2 E_k(i) A_2^1 = G_{k+1}(i) \text{ for } 1 \leq i \leq \left\lfloor \frac{k+1}{2} \right\rfloor - 1, \quad (A9) \\
A_2 F_k A_2^1 = H_{k+1} \quad (A10)
\]

we get

\[
\{A_1 O_1 \cdots O_k O_k^i A_1^1, A_2 O_1 \cdots O_k O_k^i A_2^1 : O_i \in \{A_1, A_2\}, 1 \leq i \leq k\} = \\
\{Z_k, B_k, C_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, D_k, \\
E_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, F_k, \\
G_k(i), 1 \leq i \leq \left\lfloor \frac{k}{2} \right\rfloor - 1, H_k\}.
\]
Proof of multiplicity:

Let $z_n$, $b_n$, $c_n(i)$, $d_n$, $e_n(i)$, $f_n$, $g_n(i)$, and $h_n$ denote the multiplicity of $Z_n$, $B_n$, $C_n(i)$, $D_n$, $E_n(i)$, $F_n$, $G_n(i)$, and $H_n$, respectively, in $\{O_1O_2\cdots O_nO_n^1O_n^1\cdots O_i^1 : O_i \in \{A_1, A_2\}, 1 \leq i \leq n\}$. From the relations A1-A10 we obtain the following recurrence relations:

For $n \geq 5$,

\[
\begin{align*}
    z_{n+1} &= 2z_n + b_n + \sum_{i=1}^{\left\lfloor \frac{n}{2} \right\rfloor} c_n(i) + \sum_{i=1}^{\left\lceil \frac{n}{2} \right\rceil} g_n(i) + h_n \\
    b_{n+1} &= d_n \\
    c_{n+1}(i) &= e_n(\left\lfloor \frac{n}{2} \right\rfloor - i), \quad 1 \leq i \leq \left\lfloor \frac{n+1}{2} \right\rfloor - 1, \\
    d_{n+1} &= f_n, \\
    e_{n+1}(1) &= h_n + c_n(1), \\
    e_{n+1}(i) &= g_n(\left( \frac{n}{2} \right) - i + 1) + c_n(i), \quad 2 \leq i \leq \left\lfloor \frac{n+1}{2} \right\rfloor - 2, \\
    e_{n+1}(\left\lfloor \frac{n+1}{2} \right\rfloor - 1) &= g_n(1) + b_n,
\end{align*}
\]

$f_{n+1} = d_n$, 

$g_{n+1}(i) = e_n\left( \left\lfloor \frac{n}{2} \right\rfloor - i \right), \quad 1 \leq i \leq \left\lfloor \frac{n+1}{2} \right\rfloor - 1,$ 

$h_{n+1} = f_n$ 

with initial conditions 

\[ z_4 = 6, b_4 = 1, c_4(1) = 2, d_4 = 1, e_4(1) = 1, f_4 = 1, g_4(1) = 2, h_4 = 1 \]

Solving the above recurrences with the given initial conditions result in 

\[ z_n = 2^n - 2^{\left\lfloor \frac{n}{2} \right\rfloor + 1} - 2^{\left\lceil \frac{n}{2} \right\rceil} + 2, \quad n \geq 4 \]

\[ b_n = 1, n \geq 4 \]

\[ c_n(i) = \left( \frac{\left\lfloor \frac{n}{2} \right\rfloor}{i} \right), \quad 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, n \geq 4 \]

\[ d_n = 1, n \geq 4 \]

\[ e_n(i) = \left( \frac{\left\lceil \frac{n}{2} \right\rceil}{i} \right), \quad 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, n \geq 4 \]

\[ f_n = 1, n \geq 4 \]

\[ g_n(i) = \left( \frac{\left\lfloor \frac{n}{2} \right\rfloor}{i} \right), \quad 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1, n \geq 4 \]

\[ h_n = 1, n \geq 4 \]

Now that we have identified the distinct values along with multiplicities for $O_1O_2\cdots O_nO_n^1O_n^1\cdots O_i^1$ with $O_i \in \{A_1, A_2\}$ and $1 \leq i \leq n$, we can consider the cases of $n$ being odd or even to conclude the lemma.