Spin waves in alloys at finite temperatures: application for FeCo magnonic crystal
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We study theoretically the influence of the temperature and disorder on the spin wave spectrum of the magnonic crystal Fe1−cCo,c. Our formalism is based on the analysis of a Heisenberg Hamiltonian by means of the wave vector and frequency dependent transverse magnetic susceptibility. The exchange integrals entering the model are obtained from the ab initio magnetic force theorem. The coherent potential approximation is employed to treat the disorder and random phase approximation in order to account for the softening of the magnon spectrum at finite temperatures. The alloy turns out to exhibit many advantageous properties for spintronic applications. Apart from high Curie temperature, its magnonic bandgap remains stable at elevated temperatures and is largely unaffected by the disorder. We pay particular attention to the attenuation of magnons introduced by the alloying. The damping turns out to be a non-monotonic function of the impurity concentration due to the non-trivial evolution of the value of exchange integrals with the Co concentration. The disorder induced damping of magnons is estimated to be much smaller than their Landau damping.

I. INTRODUCTION

Magnon spintronics, or magnonics, is a novel promising strategy in the engineering of data processors [1]. It takes advantage of spin waves (also called magnons) in order to perform logical computations [2, 3]. Magnons emerge as collective excitations of magnetically ordered solids and can be pictured as wave-like coherent precession of atomic moments [4]. In periodic structures, including atomic lattices, these quasiparticles are Bloch waves, carrying energy and crystal momentum. Magnonic computers avoid numerous drawbacks of classical semiconductor based computers, but they rely heavily on suitably designed magnon propagation media. Their particularly relevant class are magnonic crystals [5, 6] featuring spin wave propagation properties not typically found in common magnetic solids like elemental ferro- and antiferromagnets, especially the emergence of a magnonic gap, i.e. frequency bands in which magnon states cannot propagate in the solid [7, 8]. This feature, combined with the unique spin wave dispersion close to the band edges, provides a rich toolbox for magnon mode engineering, including the possibility of selective spin wave excitations and propagation, magnon mode confinement and deceleration, and bandgap soliton generation [9–11].

The bulk of the current research in this domain revolves around the utilization of long wave-length magnons with energies in the gigahertz band. Nevertheless, in order to definitely push the size and speed limit of modern semiconductor computers, one must resort to the spin waves in the terahertz regime. While the foundations for the magnonic information processing in the terahertz regime are laid, the potential of the terahertz magnonics remains vastly unexplored [12]. At the same time, one expects well defined spin waves in this energy range [13] and in systems with many different atoms in the primitive cell, the modes may well arrange in bands separated by the magnonic gap [13], yielding natural magnonic crystals.

Here, we concentrate on the ferromagnetic Fe1−cCo,c alloy. With typical magnon energies well within the terahertz range, a high Curie temperature [15, 16] and the bandgap in the spectrum, opening due to the the large difference in the interaction strengths and magnetic moments of the constituents and remaining stable at elevated temperatures, the alloy family shows all the necessary properties for a terahertz magnonic crystals. It is interesting to note that the magnonic crystals used in terahertz applications are typically artificial heterostructures obtained from elaborate fabrication processes. On the contrary, in the terahertz range, the natural microscopic arrangement of atoms in alloys like Fe1−cCo,c would suffice to create cheap magnonic crystals.

In metals, the lifetime of the modes is limited by the interaction of these collective modes with the single particle continuum, called Landau damping [17,19], but means of viable engineering of long-living magnons have been proposed, such as reducing the system’s dimensionality and alloying [20]. The latter method leads to a further momentum dissipation mechanism, in which the Bloch waves cease to be the eigenstates of the magnetic Heisenberg-like Hamiltonian and acquire a finite lifetime arising from the scattering on the crystal imperfections [21,22]. This picture of the weak attenuation might break down if the magnon spectra become dominated by strongly spatially localized modes. Further mechanism limiting the lifetime of the magnon modes, and thus their potential to propagate dissipationlessly through the medium, is the interaction of the modes with a
Heisenberg model is employed at elevated temperatures it yields very good account of the phase transition temperatures (even in bcc Fe), indicating that the high temperature phase is essentially correctly captured as well [41, 42]. Thus it is reasonable to apply the Heisenberg model to study the impact of disorder on the damping of spin waves.

The paper is organized as follows: In chapter II the theoretical background of the RPA-CPA theory for the disordered Heisenberg ferromagnet is discussed. Some numerical details are given in section III. The results are presented in chapter IV.

II. THEORY

The Heisenberg ferromagnet is characterized by the Hamiltonian

\[ H = -\frac{1}{2} \sum_{i,j} J_{ij} \mathbf{e}_i \cdot \mathbf{e}_j \]  

where \( J_{ij} \) are the exchange parameters which can be obtained from the magnetic force theorem [18, 44] and \( \mathbf{e}_j \) is a unit vector in the direction of the magnetic moment. To calculate magnon-properties, the transverse susceptibility [45]

\[ \chi_{ij}(t, t') = -i \Theta(t - t') \left[ \mu_i^x(t), \mu_j^x(t') \right] \]  

with \( \mu_i^\pm = \mu_i^x \pm i \mu_i^y, \mu_i^z \) being the \( \alpha \)-component of the magnetic moment \( \mu_i \) on the lattice site \( i \) and the overline represents a thermal average, is computed. The corresponding equation of motion reads

\[ z\chi_{ij}(z) = 2g\delta_{ij} \pi_i^z - g \sum_\ell \frac{\pi_i^z}{\mu_i^\ell} J_{i\ell} \chi_{ij}(z) + g \sum_\ell \frac{\pi_i^\ell}{\mu_i^\ell} J_{i\ell} \chi_{ij}(z). \]  

with the electron Landé factor \( g \) and the energy \( z = E + i\zeta \). The disorder is modeled by defining occupation variables

\[ p_{i\alpha}(R) = \begin{cases} 1 & \text{species } \alpha \text{ on basis site } i \text{ in unit cell } R \\ 0 & \text{else} \end{cases} \]  

and a species resolved Fourier transformation of the susceptibility

\[ \chi_{ij}^{\alpha\beta}(k, k') := \sum_{R, R'} p_{i\alpha}(R) e^{-ik \cdot R} \chi_{ij}(R, R') p_{j\beta}(R') e^{ik' \cdot R'}. \]  

In the following, it is useful to introduce a combined site and species index denoted by \( (i) = i\alpha, (j) = j\beta \), etc.. Writing the susceptibility given in formula (3) as a series
a) \( X(i)(j) = \ldots + \bullet \bullet + \bullet \bullet + \ldots \)

b) \( \langle \bullet \rangle = \ldots + \bullet \bullet + \bullet \bullet + \ldots \)

c) \( X = \ldots W \)

d) \( \ldots + \sum \ldots \)

e) \( \sum = \bullet + \bullet + \bullet + \ldots \)

\[ \begin{align*}
\text{Figure 1. Diagrammatic representation of the main results as described in references [21] and [46] and leads to the averaged process needs to be done very carefully and} \\
\text{performed the Fourier transformation and the averaging can be found in figure 1.}
\end{align*} \]

and performing the Fourier transformation (equation [5]) leads to expressions with products of Fourier transformed occupation variables

\[ g^{(i)}(k) = \sum_R p^{(i)}(R) e^{-ik \cdot R}. \]  \( \text{(6)} \)

The averaging process needs to be done very carefully as described in references [21] and [46] and leads to the appearance of cumulants of order \( n \) given by

\[ C^{(n)}_{(\ell_1)(\ell_2)\ldots(\ell_n)}(k_1, k_2, \ldots, k_n) = \sum_{(\ell)} p^{(n)}_{(\ell_1)(\ell_2)\ldots(\ell_n)}(\mathbf{c}) \cdot \Omega_{\text{BZ}} \cdot \delta(k_1 + k_2 + \ldots + k_n) \]  \( \text{(7)} \)

where \( \mathbf{c} \) is a matrix with the concentrations of each species on the sublattices and the weight functions \( p^{(n)}_{(\ell_1)(\ell_2)\ldots(\ell_n)}(\mathbf{c}) \). There is no analytic representation of the latter but the first two are given by

\[ \begin{align*}
\mathcal{P}^{1}_{(i)(j)} &= \delta^{(i)(j)} \\
\mathcal{P}^{2}_{(i)(j)} &= \delta_{ij} \delta_{\alpha \beta} c^{(i)} - c^{(i)} c^{(j)}. \end{align*} \]  \( \text{(8)} \)

A summary of the resulting formulae after the Fourier transformation and the averaging can be found in figure 1 in diagrammatic form where the following symbols have been used:

- The \( \tau \)-matrix

\[ \tau^{(\ell)}_{(i)(j)}(k, k') = g \mu_{(i)}^{-1} \left( J_{(i)(j)}(k - k') \frac{P^{(\ell)}_{(i)}}{\mu_{(i)}} \delta^{(i)(j)} \right) \]

- The \( \rho \) is represented by a filled square.

- An empty square stands for a \( \sigma \)-matrix:

\[ \sigma^{(\ell)}_{(i)(j)} = 2g \delta^{(i)\ell} \delta^{(j)\ell} R^{(\ell)} \]  \( \text{(12)} \)

- The \( S \)-matrix is depicted as an empty circle and is given by

\[ S_{(i)(j)}(k, k') = \sum_{(\ell)} g^{(i)}(k - k') \sigma^{(\ell)}_{(i)(j)}. \]  \( \text{(13)} \)

- A cumulant of order \( n \) is represented by a crossed circle, where the order is given by the number of dashed lines ending at it.

Furthermore, two rules for the interpretation of the diagrams need to be followed:

1. The elements brought together in a diagram undergo a matrix multiplication in the \( (i)(j) \)-space. The corresponding matrix indices are written as subscripts in the definitions above.

2. Every internal free propagator is assigned a momentum which is integrated over:

\[ \frac{1}{\Omega_{\text{BZ}}} \int_{\Omega_{\text{BZ}}} d^3 k_1 \]  \( \text{(15)} \)

Every term of the series for the susceptibility in figure 1 a) is averaged independently. The result for the second term is shown in figure 1 b). In the CPA, crossed terms, which appear in the fourth and higher order terms, are neglected. This model represents a single-site approximation and neglects all correlations between two or more sites. As these averaged diagrams consist of two different vertices (filled and empty squares), the averaged susceptibility can be written as a product of two different contributions which we call the effective medium propagator \( \Xi \) and the spin weight \( W \) as is shown in figure 1 c). The effective medium propagator is given in terms of a Dyson-equation shown in figure 1 d) with a self-energy defined in figure 1 e). Together with the definition of the
spin-weight in figure 1f), all non-crossed diagrams of the averaged susceptibility can be constructed.

The calculation of the self-energy is done through the partial self-energies defined by

\[ e^{i\alpha} \Sigma^{i\alpha} = \mathcal{P}^{1}_{i\alpha} \mathbb{1} + \mathcal{P}^{2}_{i\beta,i\alpha} M^{i\beta} + \mathcal{P}^{3}_{i\gamma,i\beta,i\alpha} M^{i\gamma} M^{i\beta} + \ldots \]

where the \( M \)-matrix is given by

\[ M^{(i)}(z,k,k^\prime) = \tau^{(i)}(k,k^\prime) \Xi(z,k^\prime). \]  

With that the self-energy is given by

\[ \Sigma(z,R,R^\prime) = \sum_{(i)} e^{(i)} \sum_{R_1} \Sigma^{(i)}(z,R,R_1) \tau^{(i)}(R_1,R^\prime) \]

which can also be seen through its diagrammatic definition. The self-consistency equation inspired by the works of [46] and [47] is given by

\[ \Sigma^{(i)} = \left[ \mathbb{1} - \left( M^{(i)} - \Sigma^{(i)} \right) \right]^{-1} \]

where the helping quantity

\[ \Sigma^{(i)}(R,R^\prime) = \sum_{\alpha \in \Omega} \sum_{R_i} c^{(i)} \bar{\Sigma}^{i\alpha}(R,R_i) M^{i\alpha}(R_1,R^\prime). \]

is used. Equation [19] is used to calculate a new self-energy from the effective medium propagator with which through figure 1c) a new effective medium propagator can be calculated. The temperature dependence is calculated through the average magnon number

\[ \Phi_{(i)} = \text{Im} \left\{ \int_{-\infty}^{\infty} dz \frac{D_{(i)}(z)}{e^{\frac{Bz}{T}} - 1} \right\} \]

where

\[ D_{(i)}(z) = -\frac{1}{\pi} \int_{i\hbar z} d^3 k \frac{\lambda \epsilon_i(z,k)}{2g(c_i)p_i}. \]

The integrals in \( k \)-space (see equation [22]) were computed using the tetrahedron method [50]. The energy integral is problematic as \( D_{(i)}(z) \) is a rapidly changing function along the real axis and in addition to that the Bose-factor \( \frac{1}{e^{\frac{1}{2}\Delta z} - 1} \) has a pole at \( z = 0 \). Therefore, the energy-integral was implemented using complex contour integration. The problem was tackled by calculating two complex integrals, which are shown in figure 2 C is a semi-circle with radius \( z_{\text{MAX}} \) and \( C' \) is a closed contour consisting of the same arc as \( C \) but in the opposite direction and a straight line infinitesimally close to the real axis. The closed contour \( C' \) was evaluated using the Residue-theorem as the Bose-factor has Poles along the imaginary axis at \( z_n = 2n\pi \hbar T \) with \( n \in \mathbb{Z} \). The values of the residues are given by

\[ R(z_n) = k\hbar T D_{(i)}(z_n). \]

The sum of both contours \( C \) and \( C' \) gives the integral parallel and infinitesimally close along the real axis.

This method is based on the fact that the integrand in equation [21] is analytic almost everywhere in the complex upper half plane and on the fact that it vanishes for very large positive and negative energies. The radius of the integration contour \( z_{\text{MAX}} \) was estimated using the Gersgorin disc theorem [51].

Another complication arises from the fact that the Bose-factor has a singularity at \( z = 0 \). As mentioned above, the method used here gives the integral parallel to the real axis at an infinitesimal distance \( \Delta \). Therefore the integral calculated through the complex contour integral described above is

\[ \Phi_{(i)} = \text{Im} \left\{ \int_{-\infty}^{\infty} \frac{D_{(i)}(E + i\Delta)}{e^{\frac{B}{T}E} - 1 + i\Delta e^{\frac{B}{T}E}} dE \right\} \]
where \( e^{\Delta x} \approx 1 + \Delta x \) was used. This can be rewritten using the Shokotski-Plemelj Theorem

\[
\lim_{\Delta \to 0} \frac{1}{x + i\Delta} = \mathcal{P} \frac{1}{x} - i\pi\delta(x) \tag{26}
\]

where \( \mathcal{P} \) is the Cauchy principal value. Now, \( \Phi(i) \) is given by the principal value integral but because of the extension of the integration contour, an additional contribution

\[
i\pi k_B T D(i)(0) \tag{27}
\]

is picked up. This contribution is spurious and needs to be subtracted from the result of the integral.

In the limit \( T \to T_C \), the average magnon number \( \Phi(i) \) goes to infinity, which allows a series expansion of equation (23) in \( \frac{1}{\Phi(i)} \):

\[
\overline{\mu} = \frac{\mu(i)(\mu(i) + g)}{3g\Phi(i)} + \mathcal{O}\left(\frac{1}{\Phi(i)}\right)^2 \tag{28}
\]

Expanding the exponential in formula (21) and inserting it in the series expansion above leads to

\[
\overline{\mu} = -\pi \frac{\mu(i)(\mu(i) + g)}{3gk_B T_C} \left[ \int dz \int d^3k \frac{\chi_{(i,j)}(z,k)}{2g\epsilon(i)\overline{\mu}(z)} \right]^{-1} \tag{29}
\]

An important point is that the latter equation still holds if all the averaged magnetic moments are scaled by an arbitrary constant factor. This fact is obvious in ordered systems as is shown in reference [11] and also holds in substitutionally disordered systems. Using this property, the calculation of the Curie temperature can be done by treating the averaged moments as vector and solving the equation

\[
\overline{\mu} = -\pi \frac{\mu(i)(\mu(i) + g)}{3gk_B} \left[ \int dz \int d^3k \frac{\chi_{(i,j)}(z,k)}{2g\epsilon(i)\overline{\mu}(z)} \right]^{-1} \tag{30}
\]

iteratively while also normalizing this vector to an arbitrary length in each step. Note that in equation (30) the factor \( T_C \) is omitted. After convergence is reached, the Curie temperature is given by the length of the vector.

One of the main advantages of the presented formalism is that the two main parameters entering the model, magnetic moments \( \mu^c \) and exchange constants \( J_{ij} \), can be calculated from first-principles. Thus, our approach in a combination with a density functional theory method provides a parameter free description of spin waves in substitutional magnetic alloys and ordered materials at finite temperatures.

### IV. RESULTS

Magnetic moments \( \mu^c \) and exchange parameters \( J_{ij} \) of iron-cobalt alloys at various concentrations were evaluated using a first-principles Green-function method within a generalized gradient approximation of density functional theory [52]. The method is designed for bulk materials, surfaces, interfaces and real space clusters [53–55]. Disorder effects were taken into account within a coherent-potential approximation [56] as it is implemented within multiple scattering theory [57]. The exchange interaction was estimated using the magnetic force theorem formulated for substitutional alloys within the CPA approach [58].

We consider the interaction between 12 shells of neighbors. To ensure the convergence of calculated properties with the number of neighbor shells, several calculations were performed for up to 30 shells showing practically the same results as with 12.

For better comparability, all the results were calculated using a bcc-structure. Furthermore, the interaction parameters \( J_{ij} \) are held constant (at their value at \( T = 0K \)) while increasing the temperature.

#### A. Random disorder

1. Curie temperatures

As cobalt has a higher Curie temperature than iron, one would expect a rise of the critical temperature as the concentration of cobalt \( c \) is increased. Our results shown in figure 3 display this behavior. The points in this figure are the numerical results which were calculated using the methods described in the previous section. Near the magnetic phase transition the characteristic behavior of the averaged magnetic moments is given by

\[
\overline{\mu}^2 \propto \left( 1 - \frac{T}{T_C} \right)^\beta . \tag{31}
\]

The critical exponent \( \beta \) has the numeric value of 1/2 in the case of the Heisenberg model in the RPA [59], which...
performs fairly well, a clear trend to overestimating the experimental results from references [15, 16]. While RPA behavior of the alloy considered. providing rather poor account of the high temperature almost twice as large as their RPA counterparts, thus the results shown in figure 4 for Fe
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arises at higher energies than magnons [45]. Thus, the

damps only shows the expected Heisenberg model near the Curie temperature.

is well known to differ from the experimental value of \( \beta \approx 1/3 \) [15]. For the system with \( c = 0.2 \), we used the latter equation as a fitting function with \( \beta = 1/2 \) for our results close to \( T_C \). It fits very well with our data, cf. figure 3. Apart from deploying the RPA, we estimated the Curie temperature using the mean-field approximation (MFA). The MFA is a purely classical model in which the thermally averaged magnetic moments are given by [45]

\[
\mathbf{\mu}_i^z = \mu_B \mathbf{B}_{\mu}(x) \left( \frac{g \mu_B B_{(i)(i)}^{m}}{k_B T} \right) \tag{32}
\]

with the Bohr magneton \( \mu_B \), the Brillouin function \( B_{\mu}(x) \) and the mean field

\[
B_{(i)}^{m} = \frac{1}{\mu_B \mu_{(i)}} \sum_{R(j)} J_{(i)(j)}(R)c_{(j)}\frac{\mathbf{\mu}_{(j)}}{\mu_{(j)}} \tag{33}
\]

While the RPA is known to underestimate the Curie temperature [11], the mean field approximation (MFA) overestimates it. This is caused by the fact that the MFA neglects the influence of magnons and therefore only allows spin flips as elementary excitations, which naturally arises at higher energies than magnons [45]. Thus, the combination of these two methods may be used to provide bounds for the approximate theoretical predictions. The MFA equations can be solved iteratively and yield the results shown in figure 4 for Fe\(_{0.05}Co_{0.2}\). They are almost twice as large as their RPA counterparts, thus providing rather poor account of the high temperature behavior of the alloy considered.

The results are summarized in table I together with experimental results from references [15, 16]. While RPA performs fairly well, a clear trend to overestimating the

Curie temperature can be seen. Partially, the behavior can be attributed to the fact that in our calculations we restrict the system to a bcc-lattice, while the real iron cobalt system will undergo a structural phase transition at elevated temperatures [16] which is expected to influence the Curie temperature.

2. Magnonic spectrum

We extract the magnonic spectrum from the imaginary part of the retarded averaged susceptibility by calculating its trace \( \sum_{i} \mathbf{\chi}_{(i)(i)}(x, k) \). The most prominent feature is its bandgap appearing due to strongly different interaction strengths and magnetic moments between different constituents. Our results suggest that this bandgap is stable up to high temperatures as can be seen in the result for Fe\(_{0.05}Co_{0.2}\) presented in figure 3. In the upper (lower) plot the spectrum for the case of \( T = 0 \) K \((T \approx 0.9T_C)\) is shown. Interestingly, the main features of the band structure are preserved as the temperature increases. The scaling (softening) of the magnonic spectrum propositional to the thermally averaged magnetic moment is a feature of the RPA. In this approximation, the magnon energies vanish above the Curie temperature. In a more sophisticated treatment, the spectrum above the critical temperature should feature paramagnetic like excitations emerging as a manifestation of the short-range magnetic order [30].

Let us note that the peaks feature finite width appearing due to the presence of disorder in the system. The damping is relatively small and increases somewhat only at elevated energies, in particular close to the edges of the bandgap. Within the RPA, the width of the peaks is independent of temperature as can be seen from equation 3.

3. Width of the bandgap, spin stiffness and lifetimes

We investigate the spin wave stiffness constant \( C \) describing the quartic magnon dispersion of the acoustic mode in the long wave-length limit

\[
E = Ck^2 \tag{34}
\]

as well as the size of the bandgap. Both decrease roughly proportionally to the average magnetization (see figure 6).

| \( c \) | \( T_C^{\text{RPA}} [K] \) | \( T_C^{\text{MFA}} [K] \) | \( T_C [K] \) in [15] | \( T_C [K] \) in [16] |
|---|---|---|---|
| 0.1 | 1069 | 2199 | 1164 | 1144 |
| 0.2 | 1369 | 2684 | 1225 | 1211 |
| 0.3 | 1510 | 2844 | 1260 | 1243 |
| 0.4 | 1547 | 2837 | 1268 | 1250 |
| 0.5 | 1568 | 2803 | 1265 | 1243 |
as the temperature is increased. The reference values at 
$c = 20\%$ and $T = 0\ K$

$$C_0 \approx 477\text{meVÅ}^2 \quad E_G^0 = 115\text{meV}$$ \quad (35)

are in reasonable agreement with values from other studies of iron and cobalt [17–31].

Furthermore, we determine the full width at half maximum (FWHM) of the magnon peaks for several wave-vectors. The FWHM is computed using a Lorentzian fit function for the imaginary part of the susceptibility as function of the energy:

$$\text{Im}\{\chi\}(E) \approx \frac{1}{h} \frac{1/2\text{FWHM}}{(E - E_0)^2 + \left(\frac{1}{2}\text{FWHM}\right)^2}$$ \quad (36)

with the location of the maximum $E_0$ of the peak with scaling factor $h$. The FWHM is interpreted as the inverse magnon lifetime. In order to facilitate a quantitative comparison, we normalize the width to the energy of the magnon for a particular wave-vector. This feature can be interpreted as the inverse of the quality factor, giving the amount of energy leaking from the mode per cycle of the precession.

We recall that in our formalism the finite widths of the magnon resonances arise only due to the action of the disorder. Nevertheless, at constant Co concentration $c$, the FWHM varies with the temperature as well. In a simple picture, this somewhat unexpected observation can be interpreted as follows: The scattering rate of magnons of particular energy on the crystal imperfections (or alternatively the FWHM for weak coupling) is proportional to the concentration of dopants and the density of final magnon states with this energy, as the scattering potential is static. Even though the density of states decreases with temperature, it does not necessarily retain its shape. Thus, for different modes with different wave-vectors the density of available finite states will vary as the temperature is raised. As evident from figure 7 this effect depends on the magnon state. With rising temperature, the normalized widths increase for low energy acoustic magnons, but decrease for magnons at the top of the acoustic branch and in the optical branch.

However, we note again that our prediction concerning the evolution of the width with the temperature, due to the use of the RPA, does not include the main mechanism, i.e. the coupling of the magnons to the thermal bath. In the RPA, without disorder, the magnons would feature an infinite lifetime. In general, it is expected, that the thermally induced width should increase with the temperature [62].

The disorder induced broadening of the magnon peaks in the alloys studied here is found to be in general smaller than 50meV. Other studies of similar ordered systems which include Landau damping, generally estimate much higher damping. Şaşıoğlu et. al. [30] study tetragonal FeCo compounds predicting acoustic magnon modes with widths between 50meV and 100meV and optic modes with widths between 60meV and 200meV at the edges of the Brillouin zone based on MBT. Buczek et. al. [33] predict widths of more than 100meV for high energy modes in bulk fcc Co, and more than 60meV in the case of bulk bcc iron based on TDDFT calculations. They also report spin wave disappearance in bcc iron close to the H point with widths as high as 550meV in that region. Consequently, we come to the conclusion that the disorder induced damping is rather small compared to Landau damping in the considered systems.

The evolution of the magnonic spectrum with the disorder shows several interesting features. For small Co concentrations, the bandgap increases slightly and above $c \approx 0.1$ starts to decrease with $c$, cf. figure 8. As mentioned before, in simple terms, the gap arises because of the large difference in the exchange integrals (magnetic interactions) and magnetic moments between different constituents. Figure 8 shows that this difference is pronounced most strongly for low concentrations. The strong increase of the nearest neighbor Fe-Fe interaction as the Co concentration increases causes the bandgap to get narrower, as this exchange integral becomes similar in magnitude to the Co-Co interaction. The enhancement of Fe-Fe exchange interaction with increase of Co concentration can be explained by a strong hybridization between 3$d$ states of Fe and Co atoms. In addition, the presence of Co leads to enhancement of the density of states at the Fermi level, increasing the Stoner factor and the exchange interaction. Increase of the Co concentration fills up the bands mainly in the majority spin channel. Fig. 8 shows the calculated electronic band structure (Bloch spectral function) for $c = 0.5\%$ and $c = 10\%$ for both majority and minority spin channels, respectively. The most important changes for different Co concentrations occur along the $\Gamma$–H line for the majority bands and in the vicinity of the $\Gamma$ point for the minority bands. At low Co concentrations a band along the $\Gamma$–H is in the Fermi level’s vicinity but is not occupied. It is filled up at
higher Co concentrations (c > 5%) and leads to a significant increase of the magnetic interaction in the systems. At high cobalt concentrations, it is mainly the difference of the magnetic moments which prevents the closing of the bandgap. To verify this statement we show the spectrum of Fe$_{0.5}$Co$_{0.5}$ with equal magnetic moments for both constituents $\mu_{Fe} = \mu_{Co}$. As can be seen in figure 10, the bandgap closes in this case.

Finally, we note that the FWHM shows maxima at certain concentrations, which are caused by the change of the exchange parameters. In figure 11 we show the FWHM at $k_1 = (0.1, 0, 0) \frac{1}{a_B}$ and $T = 0$ K for different concentrations compared to the FWHM for the case of fixed interactions.

**B. Short range order**

Our theory is formulated in the framework of the single-site CPA, which by definition is not able to account for short range order. Our theory is formulated in the framework of the single-site CPA, which by definition is not able to account for short range order.
Figure 9. Bloch spectral functions for Fe$_{0.995}$Co$_{0.005}$ (upper panels) and Fe$_{0.9}$Co$_{0.1}$ (lower panels) for majority (left) and minority spin channels, respectively. The red dotted line represents the Fermi energy.

Figure 10. Magnonic spectrum of Fe$_{0.5}$Co$_{0.5}$ at $T = 0$ K and $\mu_{\text{Fe}} = \mu_{\text{Co}}$.

Table II. Occupation probabilities for the case of short range order.

| element | site 1 | site 2 |
|---------|--------|--------|
| Fe      | 1      | 0.6    |
| Co      | 0      | 0.4    |

short range order through different occupation probabilities within the unit cell. In this section, we discuss the influence of short range order using a very simple model. Instead of performing the calculations for the primitive unit cell, we choose for the case of an alloy exhibiting short range order the usage of the cubic unit cell with 2 atoms and the occupation probabilities listed in table II. This configuration corresponds to an alloy in which two cobalt atoms never sit next to each other. The results for the case of random disorder and short range order are compared in figure 12. As there are now two basis sites occupied with two elements according to table II the spectrum now consists of three bands. The main result of this test is the verification that the bandgap remains present in the case of an alloy exhibiting short range order.
Figure 11. FWHM/$E_0$ for different concentrations if the interaction parameters are held constant (blue circles) and if they change with the cobalt concentration (orange crosses). The FWHM is normalized by the magnon energy $E_0$ at $T = 0$K and the corresponding concentration.

The magnonic properties discussed above in the alloy with SRO compute to

$$E_G \approx 115\text{meV}$$
$$C / C_0 = 1.03$$
$$\frac{\text{FWHM}}{\text{FWHM}_0} = 1.92.$$  \hspace{1cm} (37)

It can be seen that the width of the bandgap and the spin stiffness hardly change at all, but the FWHM nearly doubles its value. Obviously, this is far from a complete study of the influence of SRO, but it suggests that the inclusion of SRO will only have a minor impact on the width of the bandgap.

V. SUMMARY

We presented a first-principle approach to calculate critical magnetic phenomena and spin waves at finite temperatures for complex disordered materials. The method is based on a mapping of a Green function, obtained within the multiple scattering theory, on the Heisenberg model using a coherent potential approximation. The temperature effects were taken into account within an RPA for the magnonic Green function.

Our approach is illustrated on disordered iron-cobalt alloys which exhibit many of the properties demanded from magnonic crystals: They exhibit a bandgap whose width shows an interesting behavior in the concentration and temperature range studied in this work. The influence of short range order on the bandgap turns out to be of minor importance in our calculations. However, the latter result should only be seen as an intermediate step obtained for one specific type of SRO and needs further investigation.

The temperature dependence of the bandwidth and the spin stiffness mirrors the decreasing magnetization as the temperature is increased. Thus the treatment of temperature is far from complete. Moreover, the inclusion of Landau damping in the description of disordered systems is a further necessary improvement of the theory which we currently develop.
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