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ABSTRACT
In this work, we consider the problem of finding a set of tours to a traveling salesperson problem (TSP) instance maximizing diversity, while satisfying a given cost constraint. This study aims to investigate the effectiveness of applying niching to maximize diversity rather than simply maintaining it. To this end, we introduce a 2-stage approach where a simple niching memetic algorithm (NMA), derived from a state-of-the-art for multi-solution TSP, is combined with a baseline diversifying algorithm. The most notable feature of the proposed NMA is the use of randomized improvement-first local search instead of 2-opt. Our experiment on TSPLIB instances shows that while the populations evolved by our NMA tend to contain clusters at tight quality constraints, they frequently occupy distant basins of attraction rather than close-by regions, improving on the baseline diversification in terms of sum-sum diversity. Compared to the original NMA, ours, despite its simplicity, finds more distant solutions of higher quality within less running time, by a large margin.

1 INTRODUCTION
Recently, research in optimization has seen rising interest in diverse solution problems, where multiple maximally distinct solutions of high quality are sought instead of a single solution [5, 26, 31]. This class of problem captures the need for multiple solutions and addresses many practical issues largely overlooked in traditional optimization. For instance, having diverse solutions provides robust alternatives that allow quick adaptation to changes in the problems rendering the current solution infeasible. Furthermore, it gives the users the flexibility to correct for gaps between the problem models and real-world settings, usually arising from errors in estimating model parameters, or when certain aspects of the problem cannot be expressed mathematically [46]. On the other hand, diverse solution sets contain rich information about the problem instance (as opposed to similar solution sets), which the users can use to further augment their decision making capabilities. While there are methods to enumerate high quality solutions, having too many may not help the decision makers [22], and a small, diverse subset can be more manageable.

At its core, a diverse solution problem is an extension to an optimization problem, and it has been studied for many important problem classes in the last three decades. Studies on diverse solution problem to constraint satisfaction and optimization include interesting hardness results and introductions of various heuristics [27, 39, 44]. Promising attempts have been made to leverage existing solver frameworks to compute diverse solutions to SAT and Answer Set Problem [17, 33]. For Mixed Integer Programming, incorporation of diversity into quality-based heuristics has been investigated from various angles [14, 22, 48]. More recently, the first provably fixed-parameter tractable algorithms have been proposed for diverse solutions to a broad class of graph-based vertex problems [5], via modification of dynamic programming on the graph’s tree decomposition. This inspired subsequent research that considers other combinatorial structures such as trees, paths [26], matchings [19], and independent sets [20].

In evolutionary computation, there have been various works addressing the diverse solution problem from different angles. A popular search paradigm in robotics and content generation is quality diversity (QD) [2, 13, 24, 41], which aims to illuminate the space of solution behaviors with a large population. Approaches in this paradigm are predicated on mapping solutions to behavior spaces, which typically demands domain expertise. On the other
hand, evolutionary diversity optimization (EDO) focuses on the solution structures directly, and thus considers problems more closely matching with diverse solution problems as studied outside of evolutionary computation research. The idea of prioritizing diversity in genetic algorithms can be traced back to Ronald [43], followed by more substantial works from Ulrich and Thiele [49, 50]. More recent studies investigate EDO for various combinatorial problems such as traveling salesperson problem (TSP) [15, 16, 37, 38], knapsack [7], minimum spanning tree [8], and constrained subset selection [34]. It has also been explored in generating diverse TSP instances [1, 6, 21, 35, 36], useful in differentiating algorithms’ performances.

Multimodal optimization, and more specifically evolutionary multimodal optimization also aims to find multiple solutions to optimization problems [32, 40, 47, 52]. This is a long-standing research area, having seen five decades of active interests. While most effort is targeted in this area deals with continuous optimization, relatively fewer works address multiple solutions generation in hard combinatorial problems. These include methods to find multiple TSP tours using genetic algorithm [28–30, 43] and ant-colony optimization [3, 25]. While algorithms in this area typically employ diversity promoting mechanisms such as speciation and crowding, they are not designed to address the diverse solution problem effectively since solution diversity only serves as the means to drive exploratory searches, and is not an objective in its own right. Nevertheless, by treating diversity as an end goal rather than just a feature of the search process, one may yet adopt these methods to achieve state-of-the-art performances on diverse solution problems.

In this work, we investigate a first application of a niching-based method from evolutionary multimodal optimization to finding diverse high quality TSP tours. The problem we consider is to find a fixed-size set of tours maximizing some diversity measure defined on edges, under a maximum tour cost constraint. As TSP is generally hard to approximate, satisfying the quality constraint can be difficult, and conventional “anytime” algorithm design no longer suffices. To address this issue, we modify and integrate a well-performing niching memetic algorithm (NMA) for multi-solution TSP [28] into a 2-stage approach. The underlying local search heuristic in the algorithm helps handle the quality constraint with strong exploitation, while the niching strategy maintains some diversity in convergence paths. By combining exploratory search facilitated by niching, and a baseline diversification scheme (μ + 1)-EA in [15], we retrofit an algorithm designed for multi-solution problems to address the diverse solution problem. Most modifications involve simplification of many procedures, and swapping the 2-opt local search for a randomized improvement-first version. The end result is a transparent algorithm that allows us to study the effectiveness of niching in solution diversification. Our experiment on 10 TSPLIB instances shows that the algorithm tends to discover distant regions of optima, achieving high sum-sum diversity as the result. On the other hand, the algorithm’s outputs usually form clusters at tight quality constraints, leading to diversification reaching low sum-min diversity on some instances. Furthermore, our NMA, despite being simpler, significantly outperforms the original as it finds more distant solutions of higher quality, within less running time. The comparison highlights the importance of local search, where speed and diverse convergence paths are preferred over ability to reach the optimum.

This paper is organized as follows. Section 2 includes the definition of the diverse TSP solutions problem, and a brief outline of (μ + 1)-EA for diversification. We introduce our 2-stage approach in Section 3, with a focus on the NMA. Section 4 contains our experimental investigation and results. Finally, we conclude this study in Section 5.

2 PRELIMINARIES

The symmetric TSP is formulated as follow. Given a complete undirected graph G = (V, E) with n = |V| vertices, m = n(n − 1)/2 = |E| edges and the distance function d : V × V → R≥0, the goal is to compute a tour of minimal cost that visits each vertex exactly once and finally returns to the original node. A tour I can be represented by the permutation π : V → V, and we denote its edge set with E(π) or E(I). The TSP asks to find such π that minimizes the tour cost

\[ c(\pi) = d(\pi(n), \pi(1)) + \sum_{i=1}^{n-1} d(\pi(i), \pi(i + 1)). \]

In this work, we consider diversity optimization for TSP. For each problem instance, we are to find a set P of μ solutions that is diverse with respect to some diversity measure, while each solution meets a given quality threshold. Typically, such an instance requires every solution to be a (1 + α)-approximation to the underlying TSP instance, where α > 0. Here, we assume that the threshold value is provided to the algorithm instead of the gap ratio α. Formally, given a TSP instance with the tour space S, the cost function c, and a diversity function div, we define a (μ, α)-instance of the diversity optimization problem as

\[ \max_{|P| = \mu} \left\{ \text{div}(P) : \forall I \in P, c(I) \geq (1 + \alpha) \max_{J \in S} c(J) \right\}. \quad (1) \]

Here, we consider two diversity measures as no single measure captures all interesting aspects of diversity in a set. These measures are the normalized sum-sum and the sum-min scores, defined with D1 and D2, respectively,

\[ D_1(P) = \sum_{I \in P} \frac{\text{dist}(I, J)}{\mu(\mu - 1)}, \quad D_2(P) = \sum_{I \in P} \min_{J \in P \setminus \{I\}} \left( \frac{\text{dist}(I, J)}{\mu} \right). \quad (2) \]

where dist(·, ·) is the edge distance

\[ \text{dist}(I, J) = 1 - \frac{|E(I) \cap E(J)|}{n}. \quad (3) \]

This extension to the TSP is highly non-trivial due to additional considerations not present in traditional optimization. Since TSP is generally not efficiently approximable within a constant ratio [45] (although metric-TSP admits a 1.5-FPTAS [11], and Euclidean-TSP admits a (1 + e)-PTAS [4]), it is possible (and even probable) that a supposedly anytime algorithm, such as an evolutionary algorithm, returns an infeasible solution set when terminated during a run, that is a set containing at least a non-(1 + α)-approximation. One would consider this a failure case at first glance, since the algorithm fails to find distinct μ satisfactory solutions. However, if μ is greater than the number of all (1 + α)-approximations for an instance, then duplicates would be inevitable if one were to solve the problem as specified. Therefore, in this work, we accept duplicates, and regard
While this assumption no longer holds in our setting, the algorithm would fail to explore regions other than those that the initial population is feasible, and thus is imposed, the feasible solution space will be composed of disconnected regions. In such cases, we can see that Algorithm 1 off spring. The diversity measure used in the algorithm either makes offspring. The diversity measure used in the algorithm either makes

\[ \mu \] (viz. Greedy heuristic for Maximizing Minimum distance) is applied to select a diverse \( \mu \)-subset, as efficiency is prioritized over optimality at this point. This heuristic uses the edge distance defined in (3), starts with a set of the two furthest elements, iteratively adds the furthest to the edge set, and terminates after adding enough elements.

First, we outline the aspects of the algorithm that are unchanged from the original design [28]. For population initialization, each solution is created by sampling the first \( n/2 \) vertices, and filling the

Algorithm 1 (\( \mu + 1 \))-EA for diversity optimization

1. **Inputs:** TSP instance \( c \), set size \( \mu \), threshold, initialPop
2. \( P \leftarrow \text{initialPop} \)
3. **while** stopping criteria not met **do**
4. \( I \leftarrow \text{UniformSample}(P) \)
5. \( I' \leftarrow \text{Mutate}(I) \)
6. **if** \( c(I') \leq \text{threshold} \) **then**
7. \( P \leftarrow P \cup \{I'\} \)
8. \( I'' \leftarrow \arg \max_{I' \in P} (\text{diversity}(P \setminus \{J\})) \)
9. \( P \leftarrow P \setminus \{I''\} \)
10. **end if**
11. **end while**
12. **return** \( P \)

an algorithm’s run as failure only if no satisfactory solution is found. It is clear that the presence of duplicates diminishes diversity, and thus is discouraged via diversity maximization using appropriate diversity measures. On the other hand, this relaxation still does not guarantee the "anytime" assumption, so a somewhat unorthodox search algorithm design is called for.

Previously, a simple \( (\mu + 1) \)-EA is considered for the problem (1), which essentially performs random local search in the feasible population space [15]. The algorithm is outlined in Algorithm 1. It changes the population at a time via a mutated offspring. The diversity measure used in the algorithm either makes the population disperse towards unused edges, or separate solutions from each other. This algorithm operates on the assumption that the initial population is feasible, and thus is an anytime algorithm. While this assumption no longer holds in our setting, the algorithm is still applicable if satisfactory solutions are found beforehand, using a different procedure. On the other hand, this problem is NP-hard even when starting with a feasible population, since it is equivalent to the dispersion problem over an unknown ground set, i.e. the set of all satisfactory solutions. The problem is known to be hard even with known ground sets and metric distance functions [9, 18, 42, 51].

Since Algorithm 1 performs local search heuristics in the population space, it is prone to be stuck in local optima. The objective landscapes in TSP are typically multimodal when viewed over most reasonable neighborhood structures (e.g. ones defined by edge distance limits). This can be seen from the fact that k-opt, for all \( k \in [2, n/2 - 5] \), fails to guarantee optimality even on metric-TSP instances [10]. Therefore, when a sufficiently tight objective threshold is imposed, the feasible solution space will be composed of disconnected regions. In such cases, we can see that Algorithm 1 would fail to explore regions other than those that the initial population occupies, thus may never achieve the most diverse feasible population. As these regions correspond to a subset of local optima, this necessitates the use of an optima discovery mechanism, and thus motivates our investigation of niching strategies.

3 DIVERSITY MAXIMIZATION WITH NICHING MEMETIC ALGORITHM

In this work, we propose a 2-stage search approach: the first stage is dedicated to finding a sufficient number of satisfactory solutions, and the second focuses on diversification. The whole procedure is outlined in Algorithm 2, where the first stage is at line 2 and the second at line 6. The procedure for the second stage is described in Algorithm 1. We note that this is similar to the existing 2-stage EDO strategies for subset selection [34] and knapsack [7], where the first stage deals with the quality constraint with an approximation algorithm. This section focuses on the algorithm used in the first stage.

It is important that the result of the first stage be a good seed for the second stage, meaning it should occupy as many feasible regions as possible. To this end, we rely on an existing approach as a basis for our design. An effective niching memetic algorithm for multi-solution TSP was proposed and shown to perform well on small benchmark instances in terms of finding global optima [28]. Aside from its performance, it is also relatively simple, allowing us to isolate and study the effect of niching on diversification performance. That said, modifications to the algorithm are needed, as the problem it was designed to solve is different from the one we consider. The result is outlined in Algorithm 3, which is used to execute the first stage. The output of this procedure is the initial population for Algorithm 1 in the second stage. However, if it contains more than \( \mu \) solutions, an approximation heuristic called GMM is applied.

Algorithm 3 Niching Memetic Algorithm for EDO

1. **Inputs:** TSP instance \( c \), set size \( \mu \), threshold
2. \( P \leftarrow \text{NMA}(c, \mu, \text{threshold}) \)
3. **if** \( |P| > \mu \) **then**
4. \( P \leftarrow \text{GMM}(P, \mu) \)
5. **end if**
6. **return** \( (\mu + 1)\text{-EA}(c, \mu, \text{threshold}, P) \)
rest with greedy vertex selection. Then, the population is divided into groups using the original adaptive neighborhood strategy, where the group sizes are controlled by the leaders’ cost; the leader is the best solution in each group. For crossover, PMX [23] is used due to its low computational cost, and ability to introduce many edges not in the parents. For mutation, the 4-edge-exchange via swapping two vertices is used as it may lead to branching out to different convergence paths from applying 2-edge-exchange local search. Additionally, all parameters used in these components are kept the same.

3.1 Simplification

A major difference between our design in the original is the lack of the critical edge set, which is used to store edges frequently appearing in groups’ leaders. Such edges are supposed to approximate the common edges shared by good solutions, and thus should be kept in the population’s edge pool. This is done by forcing the variation operators to avoid removing such edges, which also supposedly reduces unnecessary exploitation. However, in our problem, these edges would quickly become over-represented in the population, diminishing diversity. Leaders of different groups would likely converge to the same optima as the result of maintaining common edges. Furthermore, the efficiency of the main exploitation mechanism, i.e. the local search, can be improved significantly in a different manner, which we will describe shortly.

3.2 Diversity enhancement with migration

Another change is in the diversity enhancement heuristic used to keep each group from stagnation due to genetic drift. Originally, when a group fully converges such that it only contains duplicates, non-leaders are mutated so as to explore the nearby area. We opt for a more aggressive migration-based approach where each duplicate of the leader is swapped with a random non-leader from a different group. The procedure is outlined in Algorithm 4. For the highly converging group, this introduces new genetic materials which improve the effectiveness of crossover and, in turn, the range of exploration. For the other group, this provides potentially good genes which facilitate in-group competitiveness and exploitation. Since each duplicate is migrated to a random group, these duplicates will likely be moved to different groups, so it is unlikely that their genes will dominate the affected group’s gene pool, given the exploitation strength of the local search. Note that this heuristic modifies no solution, so re-evaluation is not necessary at this point. It also does not guarantee that a duplicate is moved out of the group, as it may be subsequently swapped back, though this is very unlikely based on our observations.

3.3 Local search

The largest change is in the local search heuristic. Greedy local search, i.e. 2-opt, is used in the original design, where the best out of \( n(n-3)/2 \) 2-edge-exchanges is chosen in each step. Instead, we use improvement-first strategy where an inversion is performed whenever an improvement is found during the scan through the 2-opt neighborhood. This allows multiple improvements in a single pass, leading to a much faster boost to the solution’s quality. Furthermore, while greedy local search usually yields solutions closer to optimal quality, our algorithm only needs to find those satisfying a given quality threshold, so improvement-first is effective. On that note, our implementation terminates the local search procedure when the threshold is reached, even before reaching a local optimum. This reduces unnecessary exploitation, and mitigates diversity loss. Additionally, to eliminate positional biases in the improvement-first strategy, the neighborhood is scanned in a random order each time, by making use of a random permutation over \([n(n-3)/2]\). Such randomness in an otherwise deterministic procedure could also induce some diversity in convergence paths. Also, we observed that this heuristic often causes quick convergence, so we set a limit of 4\((n-3)\) evaluations on each local search call for a solution. We found that giving each local search call more budget often slows down the process of finding multiple satisfactory solutions, and frequent propagation of good genes from local search via crossover and selection is more effective. Note that we consider each 2-opt neighbor lookup to cost \(4/n\) evaluation, same as in [28].

Similar to the original design, only the best half of each group (rounded up) undergo local search. The key difference is that our version excludes some solutions from the pool to be considered for local search. These are solutions satisfying the cost threshold, and those known to be local optima. The choice of the former is obvious considering the stopping criteria of the local search heuristic. In this scheme, if more than half the group are excluded, fewer solutions will undergo local search. Here, a solution is deemed a local optimum if it was last altered by local search, which terminated upon finding no improvement within a full pass through the neighborhood.

3.4 Selection

As for the survival selection, we opt for a simpler procedure. As per the speciation strategy, competition is contained within groups. In the original design, a crowding strategy is used where each offspring solution competes with the nearest parent in the group, and with other offspring in the group that compete with the same parent. The best one within this tournament replaces the parent. This approach tends to waste computational effort from local search, as it often drives the offspring far away from parents, leading to good

---

**Algorithm 4 DiversityEnhancement**

```
1: Inputs: P, Grouping
2: G ← Grouping
3: for g in G do
4:     L ← P(g.leader)
5:     for non-leader i ∈ g do
6:         if dist(P(i), L) = 0 then
7:             g' ← UniformSample(G \ {g})
8:             i' ← UniformSampleNonLeader(g')
9:             g ← (g \ {i}) ∪ {i'}
10:            g' ← (g' \ {i'}) ∪ {i}
11:         end if
12:     end for
13: end for
14: return G
```
We remark that this is comparable to the overhead in Algorithm 1 and relies on the aforementioned diversity enhancement with time complexity scaling quadratically w.r.t. the population size. Here, we aim to investigate the outsize range.

4.1 Experimental setup

For each instance of $n$ vertices, we consider the required solution set size $\mu = \lfloor \frac{n}{4} \rfloor$, and the cost thresholds corresponding to gaps $\alpha \in \{0.05, 0.1, 0.2\}$. For the first stage with NMA, we set the parameters similar to those in [28]: crossover rate 0.9, mutation rate 0.01, group size range [4, 12]. We set the population size to be $3\mu$. For the second stage with ($\mu + 1$)-EA, we use both variants [15]: equalizing edge frequency (ED), and maximizing pairwise distances (PD). These variants are run with the same initial population from the NMA in each run to facilitate better comparison, and we denote these with NMA-ED and NMA-PD, respectively. The evaluation budget shared by both stages is $40\lfloor \mu \sqrt{n} \rfloor$, and 30 runs are done independently on each instance. We note that the ED and PD variants maximize $D_1$ and $D_2$ in Eq (2), respectively.

To establish baseline diversity scores, we run the two variants of ($\mu + 1$)-EA with duplicates of the optimal tour as the initial population. It is run with the same evaluation budget as above, so the entire running time is spent on diversification. This allows us to observe the effectiveness of NMA in the overall procedure.

To compare against the original NMA, we run the source code provided by the authors, with the same parameter setting as above. In the preservation procedure, we set $\alpha$ as the filtering gap. We also run the algorithm separately with population size 150 to mimic the setting in [28], so as to better expose the impact of our modifications. Note that on 9 out of 10 instances, the evaluation budgets are significantly smaller than those in [28], so we expect worse results than reported there. Also, since their and our versions of NMA are designed for different problems, we are only interested in comparing the convergence performances and numbers of found distant solutions, not diversity scores.

4.2 Diversity and running time results

We collect the $D_1$ and $D_2$ scores (Eq. (2)) of the final populations and report the means in Table 1. Kruskal-Wallis tests with Bonferroni correction [12] are performed on these scores, with the results shown in Table 2. We can see that the niching method makes the greatest impact when $\alpha$ is small, and the differences diminish at larger thresholds. This aligns with our assumption that the feasible regions are more fragmented at a tighter constraint, leading to limited diversity from ($\mu + 1$)-EA. It can be seen that at $\alpha = 0.05$, NMA-ED and NMA-PD mostly achieve higher $D_1$ scores than their non-NMA counterparts, within less diversification time. This shows that NMA outputs populations that occupy multiple distant regions, resulting wider coverage of the solution space. On the other hand, the similar $D_1$ scores at larger thresholds suggest that more connected feasible regions pose less of a challenge to a simple local search heuristic, especially when seeded with the optimal solution.

In terms of $D_2$, the differences are more nuanced. At 0.05 and 0.1 values of $\alpha$, the populations from NMA-PD have higher $D_2$ scores than those from PD only up to kroA100, and the differences are reversed in larger instances. Meanwhile, NMA-PD maintains higher $D_1$ scores than PD at $\alpha = 0.2$ across all instances, mostly with statistical significance. On the other hand, NMA-ED achieves lower $D_2$ scores than ED in most cases, albeit with only few statistical significance cases, observable only at $\alpha = 0.05$. This indicates that the outputs from the niching method consist of converged clusters that are far from each other, according to the high $D_1$ scores. This property seems to be a direct consequence of grouping in the niching method. The low $D_2$ scores, compared to those of PD, might indicate the small size of the feasible region each cluster occupies, compared to the one the optimal solution occupies.

For further analysis, we inspect the average evaluations until the 2-stage approach stops improving diversity. These are reported in Table 3, along with the average termination times of the first
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1The implementation is available at https://github.com/DV-Anh/EDO-Niching
2https://github.com/GnaulGnitt/MSTSP
Table 1: Mean of $D_1$ and $D_2$ values from 4 algorithms.

| Instance | $\alpha$ | ED (1) | PD (2) | NMA-ED (3) | NMA-PD (4) |
|----------|---------|--------|--------|------------|------------|
|          | $D_1$   | $D_2$  | $D_1$  | $D_2$      | $D_1$      | $D_2$      |
| eil51    | 0.05    | 34.949%| 12.102%| 32.479%    | 26.062%    | 41.778%    |
|          | 0.1     | 51.407%| 12.663%| 43.590%    | 50.027%    | 49.656%    |
|          | 0.2     | 66.313%| 34.606%| 64.355%    | 60.000%    | 65.188%    |
| berlin52 | 0.05    | 35.088%| 10.232%| 33.692%    | 29.453%    | 36.942%    |
|          | 0.1     | 49.326%| 18.195%| 47.333%    | 43.590%    | 50.027%    |
|          | 0.2     | 66.313%| 34.606%| 64.355%    | 60.000%    | 65.188%    |
| st70     | 0.05    | 37.003%| 10.291%| 36.280%    | 31.493%    | 36.195%    |
|          | 0.1     | 48.476%| 11.714%| 46.984%    | 42.412%    | 50.459%    |
|          | 0.2     | 62.133%| 23.339%| 61.181%    | 58.076%    | 61.768%    |
| eil76    | 0.05    | 31.121%| 5.674% | 29.992%    | 24.453%    | 34.119%    |
|          | 0.1     | 48.078%| 8.167% | 45.950%    | 41.055%    | 50.170%    |
|          | 0.2     | 64.807%| 16.669%| 64.024%    | 60.804%    | 63.979%    |
| kroA100  | 0.05    | 31.066%| 5.459% | 29.823%    | 24.051%    | 34.119%    |
|          | 0.1     | 45.206%| 8.123% | 42.990%    | 38.072%    | 43.212%    |
|          | 0.2     | 59.324%| 14.241%| 57.390%    | 53.727%    | 57.420%    |
| eil101   | 0.05    | 35.542%| 5.488% | 33.638%    | 28.816%    | 39.175%    |
|          | 0.1     | 50.959%| 8.167% | 45.950%    | 41.055%    | 50.170%    |
|          | 0.2     | 66.112%| 16.669%| 64.024%    | 60.804%    | 63.979%    |
| lin105   | 0.05    | 30.839%| 4.284% | 29.867%    | 24.131%    | 32.235%    |
|          | 0.1     | 43.363%| 6.530% | 43.066%    | 37.600%    | 43.212%    |
|          | 0.2     | 57.497%| 14.241%| 57.390%    | 53.727%    | 57.420%    |
| ch150    | 0.05    | 27.206%| 3.264% | 26.120%    | 21.146%    | 31.998%    |
|          | 0.1     | 41.525%| 4.309% | 39.080%    | 34.823%    | 42.007%    |
|          | 0.2     | 56.648%| 7.809% | 54.329%    | 50.957%    | 56.577%    |
| tsp225   | 0.05    | 27.597%| 2.117% | 25.334%    | 20.745%    | 29.862%    |
|          | 0.1     | 43.393%| 2.741% | 39.375%    | 34.903%    | 45.358%    |
|          | 0.2     | 59.086%| 5.141% | 56.105%    | 52.634%    | 59.034%    |
| pcb442   | 0.05    | 30.301%| 1.451% | 27.691%    | 23.350%    | 32.757%    |
|          | 0.1     | 43.382%| 1.358% | 39.354%    | 36.316%    | 42.762%    |
|          | 0.2     | 56.414%| 1.961% | 53.447%    | 50.810%    | 55.314%    |

stage, NMA. Noticeably, ED, PD, NMA-ED, NMA-PD reach plateaus within budgets at small $\alpha$ and on smaller instances, whereas runs on larger instances show no sign of stopping the diversity increases. Whenever there are signs of plateaus, i.e. stopping improving within 80% of budget, the NMA-ED and NMA-PD always achieve higher diversity scores than ED and PD, confirming that the niching strategy explores regions unreachable by local search. Additionally, the NMA always terminates well within the budgets, but uses significantly more of the budgets on larger instances than smaller ones ($\alpha = 0.05$), especially pcb442 at 62% on average. This increases can be seen when $\alpha = 0.1$, at a much lower rate. It indicates a scaling issue with NMA, and suggests that a more powerful local search heuristic would be very beneficial. The comparison to the original NMA in the next section further emphasizes the impact of local search on NMA’s performance.

4.3 Comparing with the original NMA

We collect the numbers of found solutions and the average gaps from the optimum, resulted from running the original NMA. For fair comparison, we further filter the final populations from our NMA (first stage only), NMA-ED and NMA-PD. To match the preservation heuristic in the original design, which ensures pairwise distance of at least 0.2 in the output, we perform bottom-up single-linkage clustering with the same cutoff distance. The resulted number of clusters is then a lower bound of the number of solutions in the population, whose pairwise distances are at least 0.2. We report these numbers, along with corresponding statistics from the original NMA, in Table 4.

We see that in all instances, the original NMA delivers significantly fewer distant solutions compared to our approach, even without the diversification stage. This is likely due to the overly aggressive filtering in the preservation procedure. At smaller population sizes, the original NMA produces better solutions, but fewer
of them. In most cases, it fails to meet the quality constraint, with average quality gaps exceeding $\alpha$. The results show that our NMA produces much better trade-offs between solution quality and distant solutions amount. Additionally, the quality gaps produced by the original NMA increase at larger instances. This, combines with the observation that our NMA uses more of the evaluation budgets.

We observe that the local search heuristic plays a key role in NMA’s performance. The first-improvement strategy seems to vastly boost the convergence speed of the procedure, especially considering that an additional tight evaluation budget is imposed on each local search call in our NMA, reducing the relative time spent on local search in each generation. While our NMA also terminates local search when the quality threshold is reached, the original NMA hardly even reaches this threshold within the budget most of the time, so ours must find better solutions for this termination criterion to even be effective. Meanwhile, the elitist survival selection could have increased the overall effectiveness of local search as most of improvements from local search tends to be carried over to the next generation. On the other hand, scanning through the neighborhood in random orders allows similar solutions to converge to different local optima. By stopping local search early, this divergence property is maintained, increasing the effectiveness of optima discovery. As it stands, fast improvement and diverse convergence paths seem to be more desirable local search properties in the diverse solution problem than reaching high quality optima.

### 5 CONCLUSIONS

In this work, we explored an application of a niching-based method in finding approximations to TSP instances that maximize diversity. As TSP is hard to approximate, we used a 2-stage approach, where the first stage uses a simple niching memetic algorithm to discover distant satisfactory solutions, and the second stage focuses...
Table 4: Comparison of average numbers of output solutions and average relative cost gaps w.r.t. the optimum. For fair comparison, hierarchical clustering was performed on the final populations from the new methods with cutoff distance 0.2, and the numbers of clusters were reported.

| Instance | α   | NMA (150) | NMA (3µ) | NMA (modified) | NMA-ED | NMA-PD |
|----------|-----|-----------|----------|----------------|--------|--------|
|          |     | Gap | No. sol. | Gap | No. sol. | Gap | No. sol. | Gap | No. clus. | Gap | No. clus. | Gap | No. clus. |
| ceil51   | 0.05 | 1.3193 | 1.9 | 1.07 | 1.8333 | 1.0434 | 10.5667 | 1.0484 | 7.2 | 1.0485 | 11.6667 |
|          | 0.1  | 1.3531 | 3.3667 | 1.0857 | 2.9333 | 1.0911 | 17.0333 | 1.0982 | 7.0667 | 1.0982 | 12 |
|          | 0.2  | 1.4275 | 7.5 | 1.1181 | 3.8667 | 1.1904 | 17.9 | 1.1982 | 10.9333 | 1.1976 | 12 |
| berlin52 | 0.05 | 1.2896 | 2.4333 | 1.0769 | 2 | 1.0433 | 5.1 | 1.0492 | 12.4667 |
|          | 0.1  | 1.3077 | 3.9333 | 1.0991 | 3 | 1.0927 | 14.7 | 1.0993 | 13 |
|          | 0.2  | 1.3835 | 7.9333 | 1.1149 | 4 | 1.1894 | 17.3667 | 1.199 | 13 |
| st70     | 0.05 | 1.4068 | 1.9667 | 1.1318 | 1.7 | 1.0438 | 10.3333 | 1.0494 | 7.2 | 1.0493 | 16.8 |
|          | 0.1  | 1.4404 | 3.1333 | 1.1675 | 2.5333 | 1.0924 | 21.5 | 1.0992 | 17 |
|          | 0.2  | 1.5482 | 6.6 | 1.2004 | 4.0667 | 1.1982 | 11.8667 | 1.1987 | 17 |
| ceil76   | 0.05 | 1.5371 | 1.8333 | 1.3081 | 1.6333 | 1.0449 | 5.0667 | 1.0497 | 9.0667 | 1.0496 | 22.8333 |
|          | 0.1  | 1.5733 | 4.3 | 1.2501 | 3.4 | 1.0962 | 24.7333 | 1.0994 | 8.9 | 1.099 | 25 |
|          | 0.2  | 1.6123 | 8.2 | 1.1953 | 4.9 | 1.1953 | 21.9333 | 1.1987 | 19 |
| kroA100  | 0.05 | 1.4038 | 2.0667 | 1.2053 | 1.6 | 1.0467 | 11.8333 | 1.0496 | 9.0667 | 1.0495 | 20 |
|          | 0.1  | 1.4546 | 4.3 | 1.2501 | 3.4 | 1.0962 | 24.7333 | 1.0994 | 8.8 | 1.0994 | 25 |
|          | 0.2  | 1.6123 | 8.2 | 1.1953 | 4.9 | 1.1953 | 21.9333 | 1.1987 | 25 |
| lin105   | 0.05 | 1.362 | 2.1333 | 1.1355 | 1.7 | 1.0555 | 11.2 | 1.0492 | 7.4 | 1.0491 | 17.1 |
|          | 0.1  | 1.4173 | 4.1333 | 1.1831 | 3.4333 | 1.0947 | 24.8 | 1.0977 | 19 |
|          | 0.2  | 1.4596 | 8.1333 | 1.2151 | 4 | 1.1894 | 17.9333 | 1.1976 | 19 |
| ch150    | 0.05 | 1.6411 | 1.9667 | 1.494 | 1.8 | 1.0467 | 8.7 | 1.0497 | 11.2 | 1.0497 | 21.8333 |
|          | 0.1  | 1.6239 | 3.2 | 1.5463 | 3.3667 | 1.0963 | 30.0333 | 1.0997 | 11.9 | 1.0996 | 36.7 |
|          | 0.2  | 1.728  | 7.4667 | 1.613 | 6.4 | 1.1959 | 47.7667 | 1.1994 | 11.9667 | 1.1994 | 37 |
| tsp225   | 0.05 | 1.6566 | 2.5333 | 1.717 | 2.1667 | 1.048 | 8.1 | 1.0498 | 9.8 | 1.0498 | 10.5 |
|          | 0.1  | 1.7028 | 4.1 | 1.775 | 4.6 | 1.0978 | 36 | 1.0997 | 12 | 1.0997 | 54.8 |
|          | 0.2  | 1.7955 | 8.0667 | 1.834 | 8.1667 | 1.1974 | 70.8 | 1.1994 | 17.3 | 1.1995 | 56 |
| pcb442   | 0.05 | 1.8287 | 2.3333 | 2.3609 | 4.1333 | 1.085 | 9.2 | 1.0498 | 12.4 | 1.0498 | 15.2667 |
|          | 0.1  | 1.8671 | 4.3333 | 2.3791 | 7.4333 | 1.0985 | 43.1333 | 1.0998 | 109.6333 |
|          | 0.2  | 1.9747 | 8.0667 | 2.4711 | 12.7 | 1.1983 | 162.8667 | 1.1996 | 17.5333 | 1.1997 | 110 |

Due to the approach’s simplicity, there is still much room for improvements. As seen on larger instances, our NMA exhibits scaling issues, which may be addressed by more powerful crossover, mutation and local search heuristics. This could allow to maintain low convergence time with larger populations, which might lead to discovering more feasible local optima regions, and higher diversity. Furthermore, there are many other niching techniques, which may be tailored in ways that eliminate the need for a separate diversification stage.
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on diversification with \((\mu + 1)\)-EA. Our NMA is a derivation of the state-of-the-art for multi-solution in TSP [28], with simplification and a randomized improvement-first variant of local search instead of greedy. Our experiment on TSPLIB instances showed that our approach improves the sum-sum diversity consistently compared to pure \((\mu+1)\)-EA with optimal seeds, but falls short in the sum-min diversity in some cases due to clustering arising from niching. We also found that our NMA is significantly superior than the original in terms of the number of found distant solutions, quality of found solutions, and running time. The observations indicate the key role of local search in the performance of NMA, since such improvements came mostly from modifying the local search heuristic to be more suitable to the problem.
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