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Abstract: Since the Gol-Gohar iron ore mine (GGIOM), which is located in southeastern Iran, is currently one of the biggest iron mines in this region, increasing the accuracy of its mineral resources model has become a challenge for geologists, metallurgists and mining engineers. Given that an accurate classification of the mining blocks into ore or waste is highly significant in strategic mine planning, three approaches for simulating the iron grades were compared against the true grades obtained from production data. The comparison was done by calculating the ratio between the total number of blocks correctly classified as ore and waste and the total number of misclassified blocks, and it was conducted for each approach in three mined benches at the GGIOM. The results reveal that the grade simulation that ignores the geological boundaries and the grade simulation based on a deterministic geological interpretation are much less accurate than the hierarchical approach, which consists of simulating both the geological boundaries and the grades.
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1. Introduction

The proper classification of mineral resources and ore reserves, as well as an appropriate prediction of the amount of dilution and ore loss affect various mining activities, in particular, the development of geological and geometallurgical mineral resources models, the conversion of these resources into ore reserves, the definition of a production schedule, mine and plant designs, production management and grade control. The two interconnected phenomena of dilution and ore loss are caused by exploiting blocks (selective mining units) with different geological and metallurgical characteristics (lithology, alteration, mineralogy, in situ metal grade(s), recoverable grade(s), recovery ratio(s), etc.). Internal dilution, geologic contact dilution and operational mining dilution have been identified as the three primary sources of dilution that must be taken into account in evaluating mineral resources [1].

Predicting internal dilution and geologic contact dilution can also help decision-makers to assess and model uncertainty in long-term mine planning. So far, analytical, empirical, numerical, and analytical-empirical models have been mentioned in the literature on dilution assessment [2,3]. Most of these studies account for operating and operational parameters such as blast-hole pattern, type of equipment, as well as operational methods to evaluate the dilution. In this respect, Ebrahimi and Eng [4] proposed a geometrical model applicable to open pit mines and other investigations have
reviewed several previously introduced analytical-empirical models [5,6]. Moreover, Zarshenas and Saeedi [7] shed light on the impact of different types of risk (environmental, economic, and technical) on dilution for a group of mines in Iran, namely, the Sarcheshmeh open-pit mine, Gol-Gohar iron ore mine (GGIOM), and Moeil iron ore mine.

Internal dilution stems from the geological/geometallurgical characteristics of the mineralization and from predicting resources in a block volume distinct from that of the original data [8], which produces a decrease in the (in situ or recoverable) grade variability and a loss of selectivity due to the mixing of high and low grades within the block, known in geostatistics as the “support effect” [9]. It is worth noting that the support effect is a major issue in mineral resources modeling that occurs when the desirable volume for the final analysis is not equal to the initial volume of the sampling data. Geostatistical techniques such as nonlinear kriging [10,11] and direct block simulation (DBS) [12–14] were introduced to assess whether or not the average grade at the block support exceeds a cut-off grade and to classify the block as ore or waste, without the need to create a fine grid and to average the grade values predicted or simulated at the points of this grid [15,16]. This considerably reduces CPU time and memory requirements and make these techniques attractive for modeling large-scale deposits.

On the other hand, partitioning a deposit into domains on the basis of geological and geometallurgical interpretations is one of the main causes of uncertainty and can have a significant effect on prediction results such as dilution, ore loss, and mixture of populations. The most common uncertainty modeling approach in spatial grade distribution in a deposit begins by identifying the main geological and geometallurgical controls, such as lithology, alteration, mineralogy, weathering and faults, based on expert knowledge and available sampling data. The geological or geometallurgical domains can thus be delineated and the geostatistical prediction or simulation is ultimately achieved for each domain using its own available data [1,17].

The identification and modeling of domain boundaries plays a decisive role in grade prediction or simulation, as shown in several previous studies [18–20]. The assessment of mineral resources based on deterministic boundaries, whose output is only an interpretive layout at unsampled locations, often fails to accurately reflect stochastic changes in lithology and grade distributions [21,22]. To date, however, few authors have quantified the impact of boundary modeling on geologic contact dilution and ore/waste classification for long-term mine planning, which is the main objective and contribution of this work. Such modeling can be achieved through geostatistical simulations, which are used to construct multiple numerical realizations or outcomes of geological and geometallurgical domains. In addition to reproducing the spatial variability of the domain boundaries and to improving the quality of geological and geometallurgical interpretations, these outcomes contribute to measuring the uncertainty in the layout of domain boundaries. Several methods including sequential indicator simulation (SIS) [23,24], truncated Gaussian simulation (TGS) [25,26], plurigaussian simulation (PGS) [27,28] and multiple-point simulation (MPS) [29,30] are extensively employed in modeling domains. In particular, MPS, TGS, and PGS account for the contact relationships between domains and can enhance the reproduction of complex geometrical features [29–33].

The correct prediction of the dilution rate, and consequently, of the ore loss in each block—regardless of the amount of dilution or ore loss occurring during mining—requires the correct determination of its associated domain and grade, which can be achieved on the basis of exploration drill hole data. Similarly, accurate block classification can either reduce the uncertainty of long-term extraction plans or enhance production plans. The samples in the present study were taken from the GGIOM, which is located in southeastern Iran. It has reserves of more than 1.3 billion tons, making it one of the most important centers of iron ore production in Iran. All of the six deposits in this area are also in operation. In this respect, the detection of domain boundaries is a critical issue in these mines. Therefore, investigating an appropriate modeling approach for domain boundaries using drill hole and blast hole data is essential for the GGIOM.

Three different approaches for grade simulation and ore/waste classification were applied in extracted benches in this study to investigate internal dilution and geological contact dilution. These
approaches are: (1) DBS without lithological control, (2) deterministic boundary selection followed by DBS in each domain, and (3) hierarchical stochastic modeling of domains and grades. Then, the best approach was obtained through the introduction of coefficients of correct classification of ore and waste to incorrect classification of dilution and ore loss, thus comparing the simulated grades with the true grades of the mining blocks.

2. Materials and Methods

2.1. Principles of Geostatistical Simulation

In the modeling of all mineral deposits, quantitative variables are measured on continuous scales such as metal grades and categorical (nominal) variables such as rock types. While the exact values of these variables are known at a limited number of sampling locations, the goal is to determine these variables at unsampled locations.

Geostatistical simulation, which is used to construct resources and reserves models at different stages of a mining project, has become popular as a tool to reproduce the spatial variability of the original data. Various methods of simulation have been developed over the past decades [1,22,34]. Using stochastic simulation based on exploratory drill hole data also allows the assessment of different outcomes of the spatial distribution of continuous (grades) and categorical (lithology) variables. Therefore, it is possible to quantify uncertainty along with the spatial distribution of grades and domain boundaries. In this research, DBS was used to simulate grades and assess internal dilution, while TGS was implemented to simulate lithological domains.

2.2. Grade Simulation by DBS

Diamond core or reverse circulation drilling data represent a small volume in comparison with mining blocks (selective mining units). As a larger support is taken into account, high and low values tend to be averaged, which decreases the variability (measured, for instance, by the variance or the selectivity index) and generates a less skewed distribution. Internal dilution accounts for the variations in grade distribution as a function of the volume support, as fully investigated in [12,22,35]. In this study, the method proposed in [36] was used to simulate a continuous variable (in situ iron grade) on a block support, as per the following steps:

1. The drill hole grade data are transformed into normal scores.
2. A random path is defined to visit all the blocks targeted for simulation.
3. For each visited block:
   - Normal values are simulated at a set of nodes discretizing the block, conditionally to available point- and block-support values (covariance functions and kriging systems are adapted in order to account for the different data supports);
   - Each simulated normal value is back-transformed into a grade value;
   - Grade values are averaged to obtain a block-support grade;
   - Normal values are averaged to obtain a block-support normal value that is incorporated in the set of conditioning data for simulating the subsequent blocks;
   - The block-support grade and normal value are preserved as the results, and the point-support values simulated at the discretizing nodes are removed.

The algorithm repeats the process of visiting each block following the random path until all the blocks are simulated.

2.3. Geological Domain Simulation by TGS

TGS simulates a Gaussian random field at all the target locations and then uses a truncation rule to transform the Gaussian values into geological domains. The main steps in TGS are as follows [27,37]:

...
Step 1. Two parameters controlling the simulation are inferred (i) thresholds that truncate the Gaussian random field into domains, which are determined based on the proportion of each domain, and (ii) the variogram model of the Gaussian random field, which is determined in order to reproduce the spatial relationship between the hard data.

Step 2. While the domains are known for each sample, their exact corresponding Gaussian values are unspecified; instead, only interval constraints are obtained. To break the deadlock, Gibbs sampling is used to generate Gaussian values conditionally to these interval constraints [27].

Step 3. The Gaussian random field is simulated at the target grid nodes, conditionally to the values obtained with Gibbs sampling. In this study, the turning bands algorithm is employed.

Step 4. In the last step, the truncation rule is used to convert the simulated Gaussian values at the grid nodes back into the geological domains.

2.4. Different Approaches for Block Classification

The simplest method for separating waste from ore is to plot their boundaries based on the lithological logs of exploration drill hole data. The complexity of geological structures also gives rise to lots of errors in manual classification. Another method for separating waste from ore is to resort to simple geological models. In this method, vertical and horizontal geological cross-sections are mapped, and then their combination is used to develop three-dimensional (3D) deposit models [38]. Employing only one geological interpretation also fails to determine uncertainties in the spatial configuration of domains, and consequently, fails to accurately differentiate waste, ore, dilution, and ore loss in each block.

In this paper, three different approaches were employed to establish geological boundaries based on geostatistical simulation, and their effects on the classification of ore blocks were subsequently studied:

Approach 1 (#APP1). A total of 100 DBS realizations of the iron grade were constructed without geological control.

Approach 2 (#APP2). Using a deterministic geological model based on lithological log data from drill holes, two domains were defined, consisting of all magnetite and magnetite-free rocks. Then, in each of these domains, 100 DBS iron grade realizations were constructed conditionally to the drill hole data.

Approach 3 (#APP3). A total of 100 realizations of the two domains were constructed by TGS. In each of these, the iron grade was simulated by DBS. Afterwards, 100-grade realizations were produced based on the 100 TGS outputs (a single grade realization is associated with each domain realization).

The last two approaches rely on a hierarchical modeling, where geological domains are first identified and grade is subsequently simulated in each domain based on DBS [22,39]. The two approaches differ in the way (deterministic or stochastic) they model the geological domains.

It should also be noted that geostatistical simulation yields one hundred block model realizations, and none of these realizations per se are assumed to be an appropriate prediction for the block in question.

2.5. Validation and Comparison of the Different Approaches

The results of the grade simulation obtained from the different approaches based on exploration drill hole data were compared with the actual grades calculated from the blast hole data, and the best approach for the classification of ore, waste, dilution, and ore loss was determined. Accordingly, the incorrect classifications of ore and waste as dilution and ore loss can be measured by comparing the simulated grades to those of the actual extraction grades of the mine in relation to a given cut-off grade. The output of this classification is presented in four groups (Figure 1):

- The block is simulated as ore and is extracted in the same class. In this case, there is no wrong classification (ore).
- The block is simulated as waste and extracted in the same class. In this case, there is no wrong classification (waste).
• The block is simulated as waste and extracted in the ore class based on the true grades of blast holes. In this case, the incorrect classification will cause the mix of ore in the waste dump (ore loss).

• The ore block is simulated as ore and extracted in the waste class based on the true grades of blast holes. In this case, the incorrect classification will lead to the entry of waste into the plant (dilution).

In order to compare the results of the different approaches and to introduce the best approach, one code (between 1 and 4) was assigned to each block in each realization (Table 1). Then, using the confusion matrix, Figure 1 and Table 1 were developed for each of the 100 realizations in each approach, and the results were compared with the true grade values of the blocks. Figure 2 illustrates the classification matrix based on correct and incorrect results of a classification in each block. The sum of the values of diagonal components in Figure 2 is also equal to the correct classification states. In this study, the R-ratio value is equal to the sum of correct classifications of ore and waste blocks divided by the sum of incorrect classifications of dilution and ore loss ones. This ratio was calculated for each of the three approaches and each realization and its distribution over the 100 realizations is correspondingly evaluated. Equation (1) represents the proposed ratio for the final comparison of results in each approach. Here, assuming the same “cost” for the different classes, the W1 to W4 coefficients are set to 1. Obviously, these coefficients can be corrected or changed in the case of extraction investigations in relation to cost functions and they can also be updated according to the conditions of each mine with regard to the correct and incorrect classification costs.

\[
R = \frac{(W1) \times \text{Number of blocks classified as waste} + (W2) \times \text{Number of blocks classified as ore}}{(W3) \times \text{Number of blocks classified as dilution} + (W4) \times \text{Number of blocks classified as ore loss}}
\]  

\( (1) \)

**Table 1.** Classification algorithm for each block in each simulation based on cut-off grade.

| Code | Group     | Blast-Hole Grade | Block Grade in Each Realization |
|------|-----------|------------------|---------------------------------|
| 1    | Ore       | >Cut-off grade   | ≥Cut-off grade                  |
| 2    | Waste     | <Cut-off grade   | ≤Cut-off grade                  |
| 3    | Ore loss  | >Cut-off grade   | ≤Cut-off grade                  |
| 4    | Dilution  | <Cut-off grade   | ≥Cut-off grade                  |
As evidenced by drill hole cores, the main lithology types around this deposit are quaternary sediments, conglomerate, limestone, dolomite, gneiss, amphibolite, and mica schist. The deposit is located at about 55 km southwest of Sirjan on the eastern edge of the Sanandaj-Sirjan structural zone of Iran. Figure 4 shows a geological map of the study area. This deposit is also hosted in metamorphosed sedimentary and volcanic rocks of greenschist facies [40].

The Gol-Gohar iron ore deposit is located at about 55 km southwest of Sirjan on the eastern edge of the Sanandaj-Sirjan structural zone of Iran. Figure 4 shows a geological map of the study area. This deposit is also hosted in metamorphosed sedimentary and volcanic rocks of greenschist facies [40]. As evidenced by drill hole cores, the main lithology types around this deposit are quaternary sediments, conglomerate, limestone, dolomite, gneiss, amphibolite, and mica schist.

The deposit is mined by open pit and the length of the deposit is about 1 km from north to south and 2 km east to west. In each bench, mined materials are classified into ore and waste based on their economic value. The extraction operations in this mine are planned in accordance to specified geological polygons, drawn at different height levels based on the lithology of drill hole cores. Since the average distance between drill holes is approximately 50 to 100 m and the arrangement of geological boundaries is complex, the uncertainty in the geological boundaries in mapped sections is high.

It should be noted that in short-term mine planning, increasing the financial return is normally done by rectifying the geological boundaries based on blast hole data and grade control during mine extraction. Generally, the classification of ore and waste is performed based on the blast hole data. In long-term mine planning wherein production data is not available, the main concern is the prediction of geological boundaries based on drill hole data, which provide less information on the geology and grades. Accordingly, we need to compare several approaches that delineate the geological domains in order to find a methodology that improves the final block classification.

### Simulation Results

| Waste | Ore | True Grade |
|-------|-----|------------|
| Incorrect (Ore Loss) | Correct | Ore |
| Correct | Incorrect (Dilution) | Waste |

**Figure 2.** Formation of classification matrix based on true and simulated grades.

Figure 3 provides the algorithm of operations used to determine the best approach to select geological boundaries for proper classification and correct prediction of dilution and ore loss in each block used in the GGIOM.

**Figure 3.** Algorithm for selection of the best approach based on results of block classifications.

### 3. Case Study

#### 3.1. Geological Description and Problem Statement

The Gol-Gohar iron ore deposit is located at about 55 km southwest of Sirjan on the eastern edge of the Sanandaj-Sirjan structural zone of Iran. Figure 4 shows a geological map of the study area. This deposit is also hosted in metamorphosed sedimentary and volcanic rocks of greenschist facies [40]. As evidenced by drill hole cores, the main lithology types around this deposit are quaternary sediments, conglomerate, limestone, dolomite, gneiss, amphibolite, and mica schist.

The deposit is mined by open pit and the length of the deposit is about 1 km from north to south and 2 km east to west. In each bench, mined materials are classified into ore and waste based on their economic value. The extraction operations in this mine are planned in accordance to specified geological polygons, drawn at different height levels based on the lithology of drill hole cores. Since the average distance between drill holes is approximately 50 to 100 m and the arrangement of geological boundaries is complex, the uncertainty in the geological boundaries in mapped sections is high.

It should be noted that in short-term mine planning, increasing the financial return is normally done by rectifying the geological boundaries based on blast hole data and grade control during mine extraction. Generally, the classification of ore and waste is performed based on the blast hole data. In long-term mine planning wherein production data is not available, the main concern is the prediction of geological boundaries based on drill hole data, which provide less information on the geology and grades. Accordingly, we need to compare several approaches that delineate the geological domains in order to find a methodology that improves the final block classification.
Figure 4. (a) Geological map of Gol-Gohar iron ore deposit, scale 1:25,000, (b) Location of Gol-Gohar iron ore deposit in the Sanandaj-Sirjan structural zone.

3.2. Data Presentation

The study area is composed of two main rock domains. The first domain is a set of schist, amphibolite, and gneiss with no magnetite mineralization, with in situ iron grades of less than 10%. The second domain includes rocks containing magnetite mineralization. A statistical summary of the drill hole data for both rock domains and their histograms are presented in Table 2 and Figure 5. In the first part of the second domain, the dispersion of magnetite in schist rock signifies iron ore
grades between 19% and 25%. The last part of this domain contains higher iron grades, which is clearly evident in fully magnetized rocks. Figure 6 shows the drilling cores depending on the lithology. High magnetite iron ore and interbedded magnetite in crushed schist, most commonly referred to as iron ore alteration in the mine, are illustrated in Figure 6a,c,d, respectively. Notably, it is very difficult to distinguish schist layers between magnetite. Also, cores from amphibolite and gneiss are shown in Figure 6b.

Table 2. Statistical data of in situ iron grade (%) in the overall deposit and for each rock type domain.

| Domains | Lithology Type | Number of Data | Mean | Median | Standard Deviation | Variance | Minimum | Maximum |
|---------|----------------|----------------|------|--------|--------------------|----------|---------|---------|
| A       | Amphibolite     | 7              | 5.07 | 5.1    | 0.518              | 0.269    | 4.5     | 6.1     |
|         | Gneiss          | 19             | 4.72 | 4.8    | 0.694              | 0.482    | 3.4     | 6.5     |
|         | Schist          | 13             | 4.815| 4.9    | 0.767              | 0.590    | 3.20    | 6.1     |
| B       | Magnetite       | 454            | 54.89| 56.55  | 6.698              | 44.86    | 39.9    | 66.2    |
|         | Magnetite in schist | 6          | 21.96| 22.050 | 1.678              | 2.819    | 19.2    | 24.4    |
|         | Total           | 499            | 50.58| 55.20  | 15.22              | 231.69   | 3.20    | 66.2    |

Figure 5. Histogram of raw data for global lithology types.

Figure 6. Different types of lithology in the Gol-Gohar iron ore mine (GGIOM). (a) High-grade magnetite, (b) amphibolite, (c) gneiss, and (d) magnetite in schist.

As indicated in the histogram of the grade data, the first domain has a narrower grade variation than the magnetite-containing rock domain. On the other hand, the rock types in the first domain
lack economically viable mineralization and are also associated with waste blocks that should not be transferred to the plants. Therefore, geologists need to select the most appropriate approach for predicting the contact between these two types of lithology.

Figure 7 displays a contact analysis for the given domains, which consists of plotting the average iron grade in each domain as a function of the signed distance to the other domain [1]. This analysis indicates a hard boundary between contained and non-contained magnetite domains, insofar as the mean iron grade is discontinuous when crossing the boundary. Accordingly, a hierarchical modeling (Approaches 2 and 3) is expected to outperform the modeling that ignores the geological control (Approach 1).

![Figure 7](image)

**Figure 7.** Mean values of in situ iron grade as a function of the signed distance to the domain boundary.

Figure 8a shows a 3D dispersion of the iron grades measured in the exploration drill hole cores and Figure 8b illustrates the grades in three extraction benches determined by blast hole data. The low-grade samples (blue points in Figure 8a,b) appear to be scattered in between the high-grade samples, suggesting that domains A and B are spatially intermingled, with a complex geometry of their boundaries.

![Figure 8](image)

**Figure 8.** (a) Location map of grade measured at drill hole data. (b) Blast hole assay data in three benches. Colors indicate the in situ iron grade.

Table 3 summarizes the statistical parameters of the drill hole grades and blast hole grades in the three exploitation benches at GGIOM.
Ordinary kriging with blocks of 10 m × 10 m × 15 m was applied to calculate the block grades based on 10,998 blast holes, which are on a fine sampling mesh with an average distance of 5 m apart and a depth of 15 m drilled in the exploitation benches. Due to the very dense network of blast holes, the kriging error is negligible and can be ignored, hence the kriged grade can be considered as the true grade against which the simulated grades based on drill-hole information will be compared.

### 3.3. Stochastic Modeling of Rock Type Domains

Truncated Gaussian simulation (TGS) allows modeling of the two geological domains (A and B, Table 2) through the truncation of a Gaussian random field (Y, upper case) at a specific threshold y (lower case):

- Location \( x \) belongs to domain \( A \) if \( Y(x) < y \)
- Location \( x \) belongs to domain \( B \) if \( Y(x) > y \)

The threshold \( y \) was set to \(-1.419\) in order to reflect the global proportion of domain A and B (7.8% and 92.2%, respectively). Table 4 outlines the specifications of the Gaussian variogram model, whose main directions of anisotropy are aligned with the coordinate axes.

### Table 4. Specifications of the Gaussian variogram model in truncated Gaussian simulation (TGS).

| Model Type | Range (m) | Direction 1 | Direction 2 | Direction 3 |
|------------|-----------|-------------|-------------|-------------|
|            | R1  | R2  | R3  | Az | Dip | Az | Dip | Az | Dip | Az |
| Spherical  | 195 | 85  | 4.5 | 0  | 0   | 90 | 90  | 0  |     |    |

### 3.4. Results

To investigate the proposed methods for block classification, the scatterplot of the simulated grade vs. the true grade is drawn for each realization according to Table 1. Figure 9 shows the scatterplots of the 50th and the 100th realizations for the three approaches. Considering an economic cut-off grade of 20% to separate ore and waste, four different classes are specified in these charts. As shown in the diagram of Approach 1, none of the blocks are in the waste group and very few (1 or 2 blocks) are in the ore loss group, which can be explained because the grades are conditioned to many high-and few low-grade data, therefore this tends to deliver a simulated grade that is higher than the cut-off. A large number of waste blocks were misclassified as ore (dilution group) that could be mined. The classification improves with Approaches 2 and 3, which account for the geological control.

Figure 10 shows the average of the iron grade over the 100 realizations for each approach, as well as the true grades in four categories with various colors. The average results from Approach 2 agree with reality only in the waste lens of the eastern part of the first bench; elsewhere, the average simulated grade does not show good agreement with the true grade, most likely due to poor delineation of the geological domains based on the drill hole information. The visual comparison with the average grade obtained in Approach 3 suggests higher compliance compared with the other two approaches, due to more realistic modeling of the geological domains and of the uncertainty in their boundaries.
Figure 9. Scatterplots of simulated grades vs. real grades for two realizations and three approaches. Left: Approach 1; center: Approach 2; right: Approach 3. Top: realization 50; bottom: realization 100.

Figure 10. Average simulated grade over 100 realizations obtained with each approach for three extraction benches vs. true grade of the same benches. From top to bottom: Approach 1, Approach 2, Approach 3 and reality.
Based on the simulated information, the R-ratio of the number of blocks correctly classified as ore or waste with the number of wrongly classified blocks (dilution and ore loss) was calculated for each realization based on Equation (1). The distribution of this ratio for different cut-off grades ranging from 15% to 40% is presented in Figure 11 for the three discussed approaches. According to these charts, the block classification with Approach 3 is consistently better than with the other two approaches, suggesting a better modeling of the geological variability, while Approach 1 leads to the lowest ratios for all the cut-off grades.

![Figure 11. Box plots of distribution of the R-ratio for three approaches and cut-off grades between 15% and 40%.](image)

In addition, the results of each approach were compared based on the mean error percentage (MEP) for each of the 100 realizations, according to Equation (2) [41]:

\[
MEP(K) = \frac{1}{n_{\text{blocks}}} \sum_{i=1}^{n_{\text{blocks}}} 100 \times \frac{S^K(i) - R(i)}{R(i)}
\]  

(2)

where \(S^K(i)\) is the simulated grade for block \(i\), \(R(i)\) is the true block grade, and \(n_{\text{blocks}}\) represents the number of simulated blocks. The error distribution is significantly less dispersed around zero with Approach 3 and more dispersed with Approach 1, which confirms that the former is more accurate than the latter when predicting the iron grades (Figure 12).

![Figure 12. Cumulative distribution function (a) and probability plot (b) of the mean error percentage (MEP) calculated over 100 realizations.](image)
4. Conclusions

Classifying waste and ore blocks is of utmost importance for geological/geometallurgical modeling of mineral resources, long-term planning and mine/plant design in the GGIOM. Given the complexity of the geometry of rock types containing magnetite and without it, the block models constructed solely on the basis of grade information and that ignore lithological controls, provide poor ore/waste classification in comparison with the hierarchical approaches that model the geometry of the rock type domains first, and then the iron grades within each domain.

An interpretation of domain boundaries based on drill hole data and empirical knowledge is an indispensable method for understanding the type of ore deposit, developing geological and geometallurgical models, as well as for extraction design and mineral processing studies. However, this logical approach fails to reproduce the variability in real domain boundaries and does not incorporate the uncertainty in the boundary layout insofar as it relies on a single deterministic model. As a consequence, this approach creates a significant error in production models, which results in significant errors in grade and ore/waste classification models. With regard to the GGIOM, it is critical to account for the lithological boundary variability and uncertainty in order to determine the final destination of each block in the long-term.

This study advocates for stochastic modeling of both lithological boundaries and grades, which consists of simulating the lithological domains that control the mineralization before simulating the metal grade in each domain, under the premise that the domain boundaries are associated with a clear-cut discontinuity of the grades (“hard” boundaries). The superiority of this approach is corroborated by comparing the simulated grades with the true grades derived from the blast hole information, and it is quantified by the ratio between the correct and incorrect ore/waste classifications of the mining blocks for different cut-off grades. Fewer classification errors have an impact on the predicted ore tonnages and all of the future mining plans.
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