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Abstract—Most recently, a link between principal component analysis (PCA) based on L1-norm and independent component analysis (ICA) has been discovered. It was shown that the ICA can actually be performed by L1-PCA under the whitening assumption, inheriting the improved robustness to outliers. In this paper, a novel ICA algorithm based on Jacobi iterative framework is proposed that utilizes the non-differentiable L1-norm criterion as an objective function. We show that such function can be optimized by sequentially applying Jacobi rotations to the whitened data, wherein optimal rotation angles are found using an exhaustive search method. The experiments show that the proposed method provides a superior convergence as compared to FastICA variants. It also outperforms existing methods in terms of source extraction performance for Laplacian distributed sources. Although the proposed approach exploits the exhaustive search method, it offers a lower computational complexity than that of the optimal L1-PCA algorithm.

I. INTRODUCTION

INDEPENDENT component analysis (ICA) [1] is one of the most widely used techniques in multivariate signal processing. The major goal of the ICA is to transform observed mixtures to components that are as independent from each other as possible. Since the only assumption about the components is that they are mutually independent, the ICA can be viewed as a special case of blind source separation (BSS) problem [2]. Such a problem arises in a wide range of applications, including speech/image source separation, noise reduction, feature extraction, watermark detection.

Most of the ICA algorithms are based on the central limit theorem. Among them, FastICA approach [3], [4], [5] is probably the most well-known example. It attempts to find directions in multidimensional space in which some measure of non-Gaussianity is maximized, thereby enforcing mutual independence between components. The projections of the observed multivariate data onto these directions are viewed as independent components, and often reveal much of the data’s structure.

The ICA could also be seen as a generalization of the classical principal component analysis (PCA) [6] by assuming independent and non-Gaussian source distributions. In more detail, the PCA only tries to identify orthogonal directions, along which the data exhibit the greatest variability. Traditionally, this variability is measured using the Frobenius norm (L2-norm on matrices), which allows to decorrelate the components but not to make them independent. Though, the PCA is often used in many ICA algorithms as a pre-processing step for whitening or sphering the data.

In recent years, a growing interest in approaches to the PCA based on the L1-norm can be observed [7], [8], [9]. Unlike conventional PCA, the L1-norm techniques offer an improved robustness to outliers, i.e., data points that differ significantly from the other observations. Most recently, it was shown in [10] that the ICA can actually be performed by L1-norm PCA under the whitening assumption. When the source distribution fulfills certain conditions, it is possible to extract independent components using optimal L1-PCA algorithms with guaranteed global convergence. It was demonstrated that such algorithms may give better accuracy and robustness than those of conventional ICA methods. Unfortunately, optimal L1-PCA algorithms are computationally expensive. In addition, the global convergence is guaranteed only for distributions with negative kurtosis sign. In the work [10], a new variant of the FastICA algorithm with absolute value nonlinearity was considered. Although the accuracy and robustness of this approach were comparable to that of the optimal L1-PCA algorithm, it shows serious convergence difficulties.

In this paper, a novel approach to ICA based on direct optimization of the L1-norm criterion is proposed. The method follows Jacobi iterative framework, whereby the global solution is reached by successively applying Jacobi/Givens rotations to whitened observation vectors [11], [1], [12], [13]. In this way high-dimensional ICA problem is reduced to solving a set of the simpler one-dimensional subproblems. Namely, at every iteration step, we are looking for the angle that maximizes negentropy of the transformed components. Unlike conventional Jacobi methods, the proposed algorithm exploits the contrast function based on the L1-norm, inheriting increased robustness to outliers. Since the local cost functions are of simple form, the optimal rotation angle is found using an exhaustive search method. Therefore, the differentiability of the objective function is no longer required and the method can deal with saddle points and multiple extrema. The simulation results show that the proposed method offers a superior convergence compared to the FastICA method with absolute value function nonlinearity. Furthermore, it outperforms conventional methods in source extraction performance for the mixtures with Laplacian distributions.
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The paper is organized as follows. Section II describes the connection between the ICA and L1-norm criterion. It also introduces the mathematical formulations behind the FastICA technique and its recent variant using absolute value function as non-linearity. In Section III, a novel ICA algorithm is proposed based on the Jacobi iterative framework and non-differentiable L1-norm criterion. Section IV investigates the performance of the presented method via numerical simulations. Finally, the conclusions are given in Section V.

II. Link between ICA and L1-PCA

Let us denote by \( \mathbf{x} = [x_1, x_2, \ldots, x_N]^T \in \mathbb{R}^N \) observable, zero-mean \( N \)-dimensional random vector and by \( \mathbf{y} = [y_1, y_2, \ldots, y_N]^T \in \mathbb{R}^N \) its linear transform, i.e. \( \mathbf{y} = \mathbf{Bx} \). Then, the ICA problem consists of finding an unmixing matrix \( \mathbf{B} \in \mathbb{R}^{N \times N} \) such that the components of \( \mathbf{y} \) are as independent as possible. Since statistical independence implies uncorrelatedness, many ICA algorithms assume explicitly that \( E(\mathbf{yy}^T) = \mathbf{I} \), where \( E(\cdot) \) stands for expectation operator. This is usually enforced by the following factorization of the unmixing matrix:

\[
\mathbf{B} = \mathbf{WC}_{xx}^{-1/2},
\]

where \( \mathbf{C}_{xx}^{-1/2} \) denotes the whitening matrix which is computed by inverting a square root of the observation signal covariance matrix. It can be easily verified that the constraint \( E(\mathbf{yy}^T) = \mathbf{I} \) holds for any orthogonal matrix \( \mathbf{W} \). Since the whitening transformation is always possible, the ICA problem can be viewed as finding an orthogonal transformation of the whitened data vector \( \mathbf{z} = \mathbf{C}_{xx}^{-1/2}\mathbf{x} \), i.e. \( \mathbf{y} = \mathbf{Wz} \), such that the components of \( \mathbf{y} \) are as independent as possible. This can in particular be achieved by maximizing the negentropy of the random vector \( \mathbf{y} \) defined as follows:

\[
J(\mathbf{y}) = h(\mathbf{v}) - h(\mathbf{y}),
\]

where \( h(\cdot) \) is the differential entropy [14] and \( \mathbf{v} \) is the Gaussian random variable of the same covariance matrix as \( \mathbf{y} \). Unfortunately, computation of (2) is not an easy task and in practice some approximations of negentropy [3], [5] have to be used. Let \( \mathbf{y} = \mathbf{w}^T\mathbf{z} \) denote a random variable being a linear projection of the whitened data vector onto some direction \( \mathbf{w} \in \mathbb{R}^N \). Then, the negentropy of this projection can be approximated as follows:

\[
J_\phi(\mathbf{y}) \approx c[E(\mathbf{g}(\mathbf{y})) - E(\mathbf{g}(\mathbf{v}))]^2,
\]

where \( c \) is irrelevant constant and \( \mathbf{g} \) is any non-quadratic, sufficiently smooth even function. The variables \( \mathbf{v}, \mathbf{y} \) are assumed to be of zero mean and unit variance, with \( \mathbf{v} \) being a Gaussian-distributed variable. The approximation (3) is interpreted as a measure of non-Gaussianity as it is always non-negative, and it equals to zero if and only if \( \mathbf{y} \) is Gaussian.

In the case of the deflationary FastICA algorithm [4], the independent components are found sequentially, one after another. For each source, the criterion (3) is optimized iteratively, using an approximate Newton technique. Namely, the following fixed-point iteration is used:

\[
\mathbf{w} = E(\mathbf{z}\mathbf{g}(\mathbf{w}^T\mathbf{z})) + E(\mathbf{g}'(\mathbf{w}^T\mathbf{z})\mathbf{w}),
\]

\[
\mathbf{w}^+ = \mathbf{w}/\|\mathbf{w}\|_2,
\]

where \( \mathbf{w}^+ \) stands for the direction vector of the estimated independent component after the current iteration. These vectors are projected onto the space orthogonal to the space spanned by the earlier found vectors, so that at the end, we obtain the set \( \{\mathbf{w}_i^T\}_{i=1}^N \) of orthogonal projectors that are stored in the rows of the matrix \( \mathbf{W} \).

A. FastICA based on absolute value function

A crucial step in optimizing the FastICA algorithm is to choose the best non-linearity \( g(\cdot) \) [15]. Many ICA algorithms [11], [1], [12], [16] use kurtosis-based contrast functions, which correspond to the fourth-power non-linearity \( g(y) = 1/4y^4 \). Such a choice can be justified on statistical grounds only for estimating sub-Gaussian sources (i.e., those with negative kurtosis) when there are no outliers. However, in practice we mostly deal with super-Gaussian variables [17] that have positive kurtosis. It was suggested in [3], [4] that for super-Gaussian densities, the optimal contrast function is a function that grows slower than quadratically. In particular, as a general-purpose contrast function, one should choose,

\[
g(y) = |y|^\alpha, \quad \alpha < 2.
\]

Nevertheless, no attempt has been made to implement this idea in practice. The reason is that the FastICA algorithm assumes the differentiability of \( g(y) \), whereas for the absolute value function, this property fails at origin. Therefore, the following differentiable approximation of the absolute value function has been proposed:

\[
g(y) = \frac{1}{a} \log \cosh(ay),
\]

with \( 1 \leq a \leq 2 \). However, this approximation may not provide the same independent source extraction performance as the absolute value function.

In the recent work [10], the authors admitted differentiability of \( g(y) = |y| \) by assuming that \( g'(y) = \text{sign}(y) \) and \( g''(y) = 2\delta(y) \), where \( \delta(y) \) denotes Dirac’s delta function. It resulted in the modified FastICA method with the following iteration step in place of (4):

\[
\mathbf{w} = E(\mathbf{z}\text{sign}(\mathbf{w}^T\mathbf{z})) - 2f_\phi(0)\mathbf{w},
\]

where \( f_\phi(0) \) stands for the probability density function (PDF) of \( y \) evaluated at the origin. As proposed in [10], it can be computed through the kernel density estimate with Gaussian kernel. It was also demonstrated that, for small data sizes (e.g., \( N = 2,3 \)), this algorithm can provide some improvements in source extraction performance when dealing with outliers. However, the iteration (8) may present difficulties converging to the right solution. Please note that, at each iteration, the PDF of the extractor output must be estimated, which may be impractical.
B. ICA via L1-PCA

Let \( Z = [z_1, z_2, \ldots, z_M] \in \mathbb{R}^{N \times M} \) denotes data matrix, where \( \{z_m\}_{m=1}^M \) are realizations of a zero-mean random vector \( z \). Assuming ergodicity conditions and that \( g(y) = |y| \), it can be shown that for large enough sample size the L1-norm of the projection \( w^T Z \) becomes proportional to \( E\{g(y)\} \).

\[
\|w^T Z\|_1 = \sum_{m=1}^M |w^T z_m| \rightarrow ME\{g(y)\}. \tag{9}
\]

Please note that the second term in (3) is always constant. Thus, the solution is reached at a certain optimum (i.e. maximum or minimum) of \( E\{g(y)\} \) under the constraint \( \|w\|_2 = 1 \). For this reason, the ICA can also be accomplished by whitening, followed by the minimization or maximization of the L1-norm. It was shown in [10] that symmetric sources and the L1-norm maximization can be viewed as combinatorial problem over the binary field. A globally convergent algorithm may give better accuracy and robustness than those of the conventional ICA methods, especially when dealing with outliers. The L1-PCA algorithm can also be modified to perform L1-minimization. However, in such case the global convergence property is lost because the L1-norm and the L2-norm minimization problems are not related as in (10)-(11). In addition, computational complexity of this algorithm can become prohibitive for large sample size and/or observation dimensions. In most applications, only suboptimal L1-PCA algorithms [9], [7] can be considered.

III. PROPOSED METHOD

The proposed method is based on the Jacobi iterative framework [12]. Namely, an objective function is optimized by applying successively orthogonal transformations to the whitened observation data vectors:

\[
y^{(k+1)} = G(p_k, q_k, \theta_k)y^{(k)}, \quad k = 1, 2, \ldots, \tag{12}
\]

where \( y^{(1)} = z = C^{-1/2}_x \). The matrix \( G(p, q, \theta) \) represents Jacobi rotation [18] by the angle \( \theta \) in the plane determined by the \( p \) and \( q \) coordinates, i.e.:

\[
G(p, q, \theta) = \begin{bmatrix}
I_{p-1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \cos \theta & 0 & \sin \theta & 0 & 0 & 0 & 0 \\
0 & 0 & I_{q-p-1} & 0 & 0 & 0 & 0 & 0 \\
0 & -\sin \theta & 0 & \cos \theta & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I_{N-q-1} & 0 & 0 & 0
\end{bmatrix}, \tag{13}
\]

with \( 1 \leq p < q \leq N \), Thus, the unmixing matrix after the \( k \)th iteration can be expressed as follows:

\[
\hat{B}^{(k)} = \left( \prod_{i=1}^k G(p_i, q_i, \theta_i) \right) C^{-1/2}_{xx}. \tag{14}
\]

Please note that for \( N \)-dimensional space we have \( N(N - 1)/2 \) possible rotation planes, each uniquely represented by pair \( (p, q) \). A sequence of rotations represented by these pairs is arranged in a so-called sweep. In fact, any rotation order is allowed, but some may work better than others [19], [20]. In this work, a typical row-cycling ordering is used as described in Tab. I. Usually, it is necessary to go through several sweeps before convergence is achieved. The algorithm is terminated when, for all rotations in the current sweep, we have \( |\theta_k| < \theta_{\text{min}} \) or when the maximum number of sweeps is reached. The parameter \( \theta_{\text{min}} \) is an empirically chosen small angle [12], which controls the accuracy of the optimization.

It is crucial for this estimation framework to compute the rotation angles \( \theta_k \) so that a given objective function is gradually optimized. Motivated by the ideas presented in the previous section, we propose to maximize negentropy approximation (3) with \( g(y) = |y| \) directly. Since we deal with a sequence of two-dimensional ICA problems, the objective function for two units must be considered. As suggested in [4], such a function can be defined as the sum of the one-unit functions:

\[
J^{(k)}(\theta) = \sum_{i \in \{p_k, q_k\}} |E\{|y_i^{(k)}(\theta)|\}| - E\{|v_i|\}, \tag{15}
\]

where

\[
y_i^{(k)}(\theta) = y_i^{(k)}(\cos \theta + y_i^{(k)}(\sin \theta), \tag{16}
\]

TABLE I: Arrangement of rotation planes using a row-cycling ordering for \( N = 3 \).

| sweep no. | 1 | 2 | 3 | 4 | 5 | 6 | ...
|-----------|---|---|---|---|---|---|---
| \( (p_k, q_k) \) | (1,2) | (1,3) | (2,3) | (1,2) | (1,3) | (2,3) | ...
\[ g^{(k)}(\theta) = y^{(k)}_u \cos \theta - y^{(k)}_q \sin \theta, \]  
(17)

are respectively the \( p_k \)th and \( q_k \)th coefficient of the currently transformed data vector \( \mathbf{y}^{(k)} \). Please note that for a normally distributed random variable \( u \) with mean \( \mu \) and variance \( \sigma^2 \), the random variable \( u = |v| \) has a folded normal distribution. The mean of the folded distribution is given by [21]:

\[ \mu_u = \sigma \sqrt{2/\pi} \exp \left( -\frac{\mu^2}{2\sigma^2} \right) + \mu \operatorname{erf} \left( \frac{\mu}{\sqrt{2\sigma^2}} \right) \]  
(18)

For \( \mu = 0 \) and \( \sigma^2 = 1 \), the expectation \( E\{|v|\} \) in (15) reduces to the constant factor \( \sqrt{2/\pi} \). Examples of the objective function (15) evaluated at 12 consecutive data rotations are presented in Fig. 1. As we see, these functions are always periodic with period \( \pi/2 \). Therefore, the search for the optimal angle can be restricted to the interval \([\pi/4;\pi/4]\), i.e.:

\[ \hat{\theta}_k = \arg \max_{-\pi/4 \leq \theta < \pi/4} J^{(k)}(\theta). \]  
(19)

In order to construct Newton-type iteration scheme, one can admit differentiability of \( g(y) = |y| \) in a similar way as for the FastICA approach. In Fig. 1 we see that the objective function contains multiple local maxima and saddle points, thus even if we use a differentiable approximation for the absolute value function, it would be difficult to reach the global maximum of (15). However, in this case, each plane rotation depends on a single parameter \( \theta_k \), reducing the \( N \)-dimensional optimization problem to the sequence of the \( N(N-1)/2 \) one-dimensional search subproblems per sweep. Therefore, as opposed to the FastICA approach, the solution can be found using an exhaustive method in a reasonable execution time. In particular, for each data rotation, the function (15) can be evaluated at the set of \( D \) equidistant points:

\[ \theta \in \{ -\pi/4 + i\pi/(2D) : i = 0, 1, ..., D-1 \}. \]  
(20)

The greater the value of \( D \), the better the accuracy of the optimization. For even \( D \), the set (20) always contains a zero value. Hence, in order to ensure local convergence, the parameter \( \theta_{\text{min}} \) for stop condition should be set to any value in the interval \((0; \pi/(2D))\). We have found empirically that the rotation angles tend to decrease in subsequent sweeps, and some optimizations are possible. For example, it may not be necessary to search for optimal angle over entire interval at the later sweeps. The exhaustive search algorithm can also be replaced by more sophisticated non-gradient techniques such as simplex bisection method [22], particle swarm optimization [23], genetic algorithms [24], simulated annealing [25].

The Matlab implementation of the proposed approach is given in Alg. 1. The expectations in (15), are replaced by sums with observables in place of random variables. Please note that since the matrix \( \mathbf{G}(p, q, \theta) \) modifies only \( (p, q) \) rows, it is not necessary to compute it explicitly. It is easy to see that in each sweep, we must perform \( N(N-1)/2 \) data rotations. Each rotation costs \( 4M \) multiplications, but this operation must be repeated \( D \) times as the objective function is evaluated at \( D \) points. Thus, the time complexity of the single sweep can be roughly estimated as of order \( O(N^2 MD) \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Examples of the function (15) evaluated at 12 consecutive data rotations for a randomly generated mixture of \( N = 4 \) Laplacian distributed sources with sample size \( M = 400 \).}
\end{figure}

\begin{algorithm}
\caption{Matlab implementation of the proposed method}
\begin{verbatim}
function [Y,B,k] = JICA_abs(X, k_max, D)
[N, M] = size(X);
X = X - mean(X, 2);
B = inv(sqrtm((X*X')/M));
Y = B*X;
D = D + mod(D, 2);
theta = linspace(-pi/4, pi/4-pi/2/D, D);
c = cos(theta)';
s = sin(theta)';
Gp = [c s];
Gq = [-s c];
mu = M * sqrt(2/pi);
k = 1; encore = 1;
while k <= k_max && encore
    encore = 0;
    for p = 1:N-1
        for q = p+1:N
            r = [p q];
            Yp = Gp*Y(r,:);
            Yq = Gq*Y(r,:);
            J = abs(sum(abs(Yp), 2)-mu) +... 
                abs(sum(abs(Yq), 2)-mu);
            [~, I] = max(J);
            if abs(theta(I)) > pi/4/D
                encore = 1;
                Y(r,:)=[Yp(I,:);Yq(I,:)];
                B(r,:)=[Gp(I,:);Gq(I,:)]*B(r,:);
            end
        end
    end
    k = k + 1;
end
\end{verbatim}
\end{algorithm}
IV. EXPERIMENTS

A. Illustrative examples

As a toy example, we considered a mixture of three Matlab built-in images and uniform noise. The images were resized to the same size $256 \times 256$ pixels with an 8-bit grayscale. The mixtures and their histograms are depicted in Fig. 2a. As can be seen, the source images have been significantly degraded, but also the form of the mixed data histograms is more like the Gaussian function. Fig. 2b shows the images recovered using the proposed method and the corresponding histograms. This example clearly shows that the algorithm is capable of transforming data from normality to independent marginal distributions.

B. Independent source extraction performance

In this experiment, the source extraction performance of the proposed algorithm is evaluated. In order to distinguish the algorithm from the existing techniques, it was denoted by the acronym JICA-abs, which stands for “Jacobi-type ICA based on absolute value function.” Also, several existing techniques including state-of-art methods were chosen for comparison, namely: joint approximate diagonalization of eigenmatrices (JADE) [11], the conventional FastICA algorithms with the fourth-power non-linearity (FastICA-4power) and the differentiable approximation of the absolute value (FastICA-logcosh) [4], the modified FastICA algorithm based on direct use of the absolute value criterion (FastICA-abs) [10], the iterative L1-PCA [7] and more accurate bit-flipping L1-PCA method (L1-BF) [9]. In this comparison, we do not consider the optimal L1-PCA algorithm [8] due to high computational demands. On the other hand, it was shown in [10] that for the sources with uniform densities, the source extraction performance of the iterative L1-PCA method is similar to that of the optimal algorithm.

It is rather common that the performance of an iterative algorithm may vary depending on the stop conditions and initialization. Therefore, in all methods, the matrix $W$ was initialized to the identity matrix. The FastICA and iterative L1-PCA algorithms were stopped when for all sources the following condition was met: $1 - |w^T w| < \epsilon$, or when a maximum number of 1000 iterations was reached. For all these methods, except FastICA-abs, the $\epsilon$ parameter was set to $10^{-4}$. In the case of the FastICA-abs, it was necessary to increase its value to $10^{-3}$ due to convergence difficulties. For the JICA-abs and JADE methods, the reliable and stable results were obtained when the maximum number of sweeps was set to 20.
and the angle $\theta_{\text{min}} = \pi/(4D)$ with $D = 128$. We verified empirically that rotations at a smaller angle than $\pi/512$ are not statistically significant.

For comparative purposes, we considered the linear mixtures of $N = 4$ synthetic sources, all with negative or positive kurtosis sign generated from uniform and Laplacian distribution, respectively. The length of each source signal was set to $M = 400$ samples. The coefficients of the mixing matrix were generated from the uniform distribution. Ill-conditioned matrices (with a condition number greater than 100) were excluded from the evaluation. In order to evaluate the robustness of the algorithms against outliers, randomly chosen observations were replaced with noise spikes drawn from a Gaussian distribution $\mathcal{N}(10, 1)$ at varying contamination rates.

The independent source extraction performance was estimated using the average signal-to-interference ratio (SIR) [26], [27], [28]. Please note that the higher the value of the SIR is, the better performance we get. The performance indexes were averaged over 1000 random realizations of the sources and the mixing matrices, but at each Monte Carlo run, all methods were operating on the same data. Fig. 3 presents the source extraction performance of different algorithms for various percentages of outliers. As can be seen, the proposed method clearly outperforms existing algorithms on average by 5dB for Laplacian distributed sources. In this case, the iterative L1-PCA algorithm provides the worst performance, as it is designed to only maximize L1-norm, whereas for distributions with positive kurtosis sign the L1-norm should be minimized. For Laplacian distributed sources, the L1-BF algorithm was modified to minimize the L1-norm according to the suggestion in [10]. In result, the source extraction performance of this method is slightly better than that of the iterative L1-PCA algorithm. Though, it is still poor compared to the ICA approaches. This confirms our earlier remark that the L1-norm and L2-norm minimization problems are not related in the same way as the corresponding maximization problems (10)-(11). Although there is no clear winner for uniformly distributed sources, the JADE and FastICA-4power methods provide the best performance in the absence of outliers. Clearly, the absolute value criterion may not be the best choice for sub-Gaussian distributed sources. On the other hand, the approaches, whether based on absolute value criterion or on differentiable approximations thereof, show increased robustness to outliers as compared to the kurtosis-based methods.

C. Convergence and execution time

The total execution time of an iterative algorithm depends on the convergence rate. Unfortunately, rigorous convergence analysis of the proposed approach is not an easy task and is out of the scope of this paper. Though, we measured the average number of iterations (sweeps) taken by the presented algorithm until convergence was reached for various data sizes. The results averaged over 1000 independent runs are depicted in Fig. 4a. As can be seen that the number of iterations increases with the number of sources, but this dependency is weaker than linear, for sufficiently large $M$. It is rather not surprising, because as the sample size increases, an objective function usually becomes smoother and thus a faster convergence can be achieved. In this case, the algorithm converges to the stationary solution in a relatively small number of sweeps. However, please note that each sweep consists of $N(N-1)/2$ data rotations. In order to better illustrate the convergence properties of the algorithm, in Fig. 4b, we also show the global cost function measured after each data rotation for 10 independent Monte Carlo runs. It is rather clear that the algorithm converged quickly in all cases.

In order to compare the computational complexity of the proposed algorithm with the existing methods, we measured their execution times. The experiments were carried out in the Matlab environment, running on AMD Ryzen 5 3550H processor. Tab. II presents the minimum, maximum, and
average execution times collected in the experiment of Fig. 3 for data without outliers. The columns denoted as “failures” show the percentage of the Monte Carlo runs where the maximum iteration number was reached. The same statistics are presented in Tab. III, but for data with 5 percent of outliers. Although the JICA-abs method has relatively long average execution time, it is much faster than L1-BF algorithm. The proposed method also provides better convergence properties than those of the FastICA-based algorithms. Similarly to the JADE method and approximate L1-PCA algorithms, the JICA-abs approach always converged to a stationary solution within the iteration limit. The FastICA-4power and FastICA-logcosh methods sometimes reach the iteration limit, which results in the increased maximum execution time. It is especially evident for uniformly distributed sources with outliers, where these methods reach the iteration limit in around 6-9 percent of runs. Unfortunately, the FastICA-abs method present even more serious convergence difficulties when dealing with outliers. In this case, the iteration limit is reached in around 82 and 60 percent of runs, for uniform and Laplacian distributions,

**TABLE II:** Execution times (in milliseconds) and percentage of runs where the maximum number of iterations is reached in the experiments of Fig. 3 without outliers.

| algorithm     | Laplacian | uniform |
|---------------|-----------|---------|
|               | $t_{\text{min}}$ | $t_{\text{max}}$ | $t_{\text{avg}}$ | failures (%) | $t_{\text{min}}$ | $t_{\text{max}}$ | $t_{\text{avg}}$ | failures (%) |
| JICA-abs      | 3.99      | 17.04   | 8.47   | 0            | 5.43        | 26.15   | 9.02   | 0            |
| JADE          | 0.69      | 9.94    | 1.09   | 0            | 0.78        | 10.73   | 1.20   | 0            |
| FastICA-4power| 0.30      | 18.41   | 0.53   | 0.4          | 0.30        | 3.52    | 0.44   | 0            |
| FastICA-logcosh| 0.46     | 34.00   | 0.84   | 0.3          | 0.45        | 1.82    | 0.69   | 0            |
| FastICA-abs   | 0.60      | 120.26  | 38.98  | 62.3         | 0.53        | 86.90   | 6.66   | 9.5          |
| iter. L1-PCA  | 0.21      | 2.94    | 0.42   | 0            | 0.19        | 2.84    | 0.37   | 0            |
| L1-BF         | 23.36     | 37.23   | 28.62  | 0            | 27.82       | 72.35   | 42.94  | 0            |

**TABLE III:** Execution times (in milliseconds) and percentage of runs where the maximum number of iterations is reached in the experiments of Fig. 3 with 5 percent of outliers.

| algorithm     | Laplacian | uniform |
|---------------|-----------|---------|
|               | $t_{\text{min}}$ | $t_{\text{max}}$ | $t_{\text{avg}}$ | failures (%) | $t_{\text{min}}$ | $t_{\text{max}}$ | $t_{\text{avg}}$ | failures (%) |
| JICA-abs      | 3.72      | 18.44   | 8.88   | 0            | 5.37        | 25.12   | 9.07   | 0            |
| JADE          | 0.70      | 10.88   | 1.24   | 0            | 0.68        | 10.54   | 0.99   | 0            |
| FastICA-4power| 0.30      | 16.22   | 0.55   | 0.1          | 0.30        | 18.32   | 1.52   | 5.7          |
| FastICA-logcosh| 0.47     | 33.86   | 1.16   | 0.3          | 0.51        | 63.12   | 4.51   | 9.4          |
| FastICA-abs   | 0.52      | 111.34  | 26.01  | 59.8         | 0.62        | 109.39  | 39.93  | 82.1         |
| iter. L1-PCA  | 0.23      | 3.38    | 0.36   | 0            | 0.24        | 3.59    | 0.36   | 0            |
| L1-BF         | 24.80     | 39.64   | 30.34  | 0            | 26.64       | 81.41   | 46.48  | 0            |
respectively. Obviously, the upper bound of the execution time can be reduced by decreasing the iteration limit, but it can also deteriorate the accuracy of the optimization. Therefore, a method with a smaller upper bound of the execution time may be a better choice when the timeliness of the system becomes a prominent problem.

V. Conclusion

A novel ICA algorithm has been proposed that directly utilizes non-differentiable absolute value criterion as a contrast function for the ICA problem. The algorithm is based on Jacobi iterative framework and exhaustive search method. Experimental studies show that the proposed approach provides better accuracy and robustness to outliers than existing methods for Laplacian distributed sources. Unlike the FastICA approaches, it does not show any convergence issues. Though, it has on average relatively high execution time as compared to the state-of-art ICA methods. On the other hand, it is faster than currently most accurate suboptimal L1-PCA algorithm that also works in an exhaustive manner.

A rigorous convergence analysis of the proposed method is of great theoretical importance, thus it should be the subject of further research. We also believe that the computational complexity can potentially be reduced. In addition, future works may include developing practical applications in speech, audio and image denoising.
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