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1 Functional forms

In this section we present the functional forms in main text Eq. 2-3 for general systems (which may contains spin polarization).

The semilocal part of the exchange-correlation functional assumes the following form

$$E_{xc}^{sl} = \int \left( \sum_{\sigma} e_{x-sr, \sigma}^{LDA} F_{x, \sigma} + \sum_{\sigma} e_{c-ss, \sigma}^{LDA} F_{c-ss, \sigma} + e_{c-os}^{LDA} F_{c-os} \right) d\mathbf{r}$$  \hspace{1cm} (S1)

where \( \sigma \in \{\alpha, \beta\} \) is the spin index; \( e_{x-sr, \sigma}^{LDA}, e_{c-ss, \sigma}^{LDA} \), and \( e_{c-os}^{LDA} \) are short-range exchange, same-spin correlation and opposite-spin correlation energy densities within local (spin) density approximation. The partition of correlation energy into same-spin and opposite-spin contributions adopts the widely-used scheme proposed by Stoll et al. (59). The short-range LDA exchange energy density \( e_{x-sr, \sigma}^{LDA} \) is obtained by multiplying the LDA exchange energy density \( e_{x, \sigma}^{LDA} \) with an attenuation function

$$e_{x-sr, \sigma}^{LDA} = e_{x, \sigma}^{LDA} \left[ 1 - \frac{2}{3} a_{\sigma} \left( 2\sqrt{\pi} \text{erf} \left( \frac{1}{a_{\sigma}} \right) - \frac{3 a_{\sigma} + a_{\sigma}^3 + (2 a_{\sigma} - a_{\sigma}^3) \exp \left( - \frac{1}{a_{\sigma}^2} \right)}{a_{\sigma}^2} \right) \right]$$  \hspace{1cm} (S2)

where \( a_{\sigma} = \omega / k_{F, \sigma} \) with \( k_{F, \sigma} = (3\pi^2 \rho)^{1/3} \) being the Fermi wave vector and \( \omega \) being the range-separation parameter.

\( F_{x, \sigma}, F_{c-ss, \sigma} \) and \( F_{c-os} \) are the exchange, same-spin correlation and opposite-spin correlation enhancement factors that depends on reduced density gradient and kinetic energy density

$$F_{x, \sigma} = F_{x, \sigma}(x_{\sigma}^2, w_{\sigma}), \quad F_{c-ss, \sigma} = F_{c-ss, \sigma}(x_{\sigma}^2, w_{\sigma}), \quad F_{c-os} = F_{c-os}(x_{\text{ave}}^2, w_{\text{ave}})$$  \hspace{1cm} (S3)

where \( x_{\sigma} = \frac{|\nabla \rho_{\sigma}|}{\rho_{\sigma}^{3/2}} \) denotes the reduced density gradient. \( w_{\sigma} \) is an auxiliary quantity that depends on kinetic energy density \( \tau_{\sigma} = \frac{1}{2} \sum_i^{\text{occ}} |\nabla \psi_{i,\sigma}|^2 \), with \( \psi \)'s being Kohn-Sham orbitals and the summation runs over occupied Kohn-Sham orbitals. In particular, \( w_{\sigma} = (t_{\sigma} - 1)/(t_{\sigma} + 1) \), with \( t_{\sigma} = \tau_{\sigma}^{\text{HEG}} / \tau_{\sigma} \) where \( \tau_{\sigma}^{\text{HEG}} = \frac{3}{16} (6\pi^2)^{2/3} \rho_{\sigma}^{5/3} \) is the kinetic energy density of homogenous
electron gas (HEG). The opposite-spin correlation enhancement factor $F_{c,ss,\sigma}$ depends on spin-averaged version of $x^2$ and $w$, defined as $x^2_{\text{ave}} = \frac{1}{2}(x^2_\alpha + x^2_\beta)$ and $w_{\text{ave}} = (t_{\text{ave}} - 1)/(t_{\text{ave}} + 1)$ with $t_{\text{ave}} = \frac{1}{2}(t_\alpha + t_\beta)$. We note that the form of input features for enhancement factors defined here are widely-used in B97-inspired functional forms.

The nonlocal part of the exchange-correlation functional contains the short-range exact-exchange $E^\text{exact}_{x-sr}$, long-range exact exchange $E^\text{exact}_{x-lr}$ and VV10 nonlocal correlation $E^\text{VV10}_c$. The short-range and long-range exact exchange assume the following form

$$E^\text{exact}_{x-sr}[\rho] = -\frac{c_x}{2} \sum_\sigma \sum_{i,j}^{\text{occ}} \int \int \psi^*_{i\sigma}(r_1)\psi^*_{j\sigma}(r_2) \frac{\text{erfc}(\omega r)}{r} \psi_{j\sigma}(r_1)\psi_{i\sigma}(r_2) dr_1 dr_2$$

$$E^\text{exact}_{x-lr}[\rho] = -\frac{1}{2} \sum_\sigma \sum_{i,j}^{\text{occ}} \int \int \psi^*_{i\sigma}(r_1)\psi^*_{j\sigma}(r_2) \frac{\text{erf}(\omega r)}{r} \psi_{j\sigma}(r_1)\psi_{i\sigma}(r_2) dr_1 dr_2$$

where $r = |r_1 - r_2|$ and $\omega$ is a range-separation parameter controlling the characteristic length scale for range separation. Note that there is a prefactor $c_x$ controlling the amount of short-range exact exchange used in the functional form. The exchange functional used in this work thus behaves as purely exact exchange in long range and a mixture of semilocal and exact exchange in short range. The VV10 nonlocal correlation $E^\text{VV10}_c$ assumes the form

$$E^\text{VV10}_c[\rho] = \int \rho(r_1) \left[ \frac{1}{32} \left[ \frac{3}{b^2} \right]^{3/4} + \frac{1}{2} \int \rho(r_2) \Phi(r_1, r_2; b, C) dr_2 \right] dr_1$$

where integration kernel $\Phi$ depends on two empirical parameters $b$ and $C$ (see Ref. (76) for expression). We keep all the empirical parameters in nonlocal terms to be identical to those in $\omega$B97M-V, namely $\omega = 0.3$, $c_x = 0.15$, $b = 6$ and $C = 0.01$. 
2 Evolution of symbolic functional forms

The simplified mathematical forms of functional forms shown in Fig. 4 of the main text is shown below. \( c \)'s and \( \gamma \) are parameters. The same symbol (e.g. \( c_0 \)) in different enhancement factors of the same functional represent different parameters. See Table S1 for numerical values for the parameters in the GAS22 functional.

GAS22-a (\( \omega B97M-V \)):

\[
F_x = c_0 + c_1 w + \frac{c_2 \gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-ss} = c_0 + c_1 w + c_2 w^2 + \frac{c_3 \gamma^4 x^8}{(1 + \gamma x^2)^4} + \frac{c_4 \gamma^3 w^4 x^6}{(1 + \gamma^2 x^2)^3}
\]

\[
F_{c-os} = c_0 + c_1 w + c_2 w^2 + c_3 w^6 + \frac{c_4 \gamma w^2 x^2}{1 + \gamma x^2} + \frac{c_5 \gamma w^6 x^2}{1 + \gamma x^2}
\]

GAS22-b:

\[
F_x = c_0 + c_1 w + \frac{c_2 \gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-ss} = c_0 w + c_2 w^2 + \frac{c_3 \gamma^6 w^4 x^{12}}{(1 + \gamma x^2)^6} + \frac{c_4 \gamma^4 x^8}{(1 + \gamma x^2)^4} + \frac{\gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-os} = c_0 + c_2 w^2 + c_3 w^6 + \frac{c_4 \gamma w^2 x^2}{1 + \gamma x^2} + \frac{c_5 \gamma w^6 x^2}{1 + \gamma x^2}
\]

GAS22-c:

\[
F_x = c_0 + c_1 w + \frac{c_2 \gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-ss} = c_0 w + c_2 w^2 + \frac{c_3 \gamma^6 w^4 x^{12}}{(1 + \gamma x^2)^6} + \frac{c_4 \gamma^6 x^{12}}{(1 + \gamma x^2)^6} + \frac{\gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-os} = c_0 + c_2 w^2 + c_3 w^6 + \frac{c_4 \gamma w^2 x^2}{1 + \gamma x^2} + \frac{c_5 \gamma w^6 x^2}{1 + \gamma x^2}
\]

GAS22:

\[
F_x = c_0 + c_1 w + \frac{c_2 \gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-ss} = c_0 w + c_2 w^2 + \frac{c_3 \gamma^6 w^4 x^{12}}{(1 + \gamma x^2)^6} + \frac{c_4 \gamma^6 x^{12}}{(1 + \gamma x^2)^6} + \frac{\gamma x^2}{1 + \gamma x^2}
\]

\[
F_{c-os} = c_0 + c_2 w^2 + c_3 w^6 + \frac{c_4 \gamma w^2 x^2}{1 + \gamma x^2} + \frac{c_5 \gamma w^6 x^2}{1 + \gamma x^2}
\]
Table S1: Parameters in the GAS22 functional.

| Symbolic representations of density functionals |
|-----------------------------------------------|
| $F_x$                                         |
| $c_0$ 0.862139736374172                      |
| $c_1$ 0.317533683085033                      |
| $c_2$ 0.936993691972698                      |
| $\gamma$ 0.003840616724010807                |
| $F_{c-ss}$                                    |
| $c_1$ -4.10753796482853                      |
| $c_2$ -5.24218990333846                      |
| $c_3$ 7.5380689617542                        |
| $c_4$ -1.76643208454076                      |
| $\gamma$ 0.46914023462026644                 |
| $F_{c-os}$                                    |
| $c_0$ 0.805124374375355                      |
| $c_2$ 7.98909430970845                       |
| $c_3$ -7.54815900595292                      |
| $c_4$ 2.00093961824784                       |
| $c_5$ -1.76098915061634                      |

3 Symbolic representations of density functionals

As stated in the Table 1 of the main text, the instructions used in this work include 3 categories: arithmetic operations, power operations and building blocks from existing functionals. For the category of building blocks of existing functionals, we considered a few additional instructions in addition to the $\gamma x/(1 + \gamma x)$ presented in Table 1, including PBE exchange enhancement factor $F_{x}^{PBE}$ (63), RPBE exchange enhancement factor $F_{x}^{RPBE}$ (77), B88 exchange enhancement factor $F_{x}^{B88}$ (78) and PBE correlation energy functional $E_{c}^{PBE}$ (63).

We design the probability such that similar instructions receive identical probabilities and probabilities distribute evenly among different types of instructions. For the 5 arithmetic operations, each operation receive a probability of 0.06; for the 6 power instructions, each receive a probability of 0.05; $u$ transform receive a probability of 0.1, and the other 4 building block receive a 0.075 each.
Symbolic representation of $\omega$B97M-V:

Algorithm 1: $F_x^{\omega \text{B97M-V}}$

**Features:** $w$, $x^2$

**Variables:** $F$, $v_0$, $v_1$

**Parameters:** $\gamma$, $c_{00}$, $c_{10}$, $c_{01}$

**Instructions:**
- $v_0 = \gamma x^2/(1 + \gamma x^2)$
- $F = c_{00} + F$
- $v_1 = c_{10} \times w$
- $F = F + v_1$
- $v_1 = c_{01} \times v_0$
- $F = F + v_1$
- **return** $F$
Algorithm 2: $F_{c_{ss}}^{\omega B97M-V}$

Features: $w$, $x^2$

Variables: $F$, $v_0$, $v_1$, $v_2$, $v_3$

Parameters: $\gamma$, $c_{00}$, $c_{10}$, $c_{20}$, $c_{43}$, $c_{04}$

Instructions:

$$v_0 = \gamma x^2 / (1 + \gamma x^2)$$
$$F = c_{00} + F$$
$$F' = c_{10} \times w$$
$$v_1 = w^2$$
$$F' = c_{20} \times v_1$$
$$v_1 = w^4$$
$$v_2 = v_0^3$$
$$v_3 = v_3 \times v_2$$
$$F' = c_{43} \times v_3$$
$$v_2 = v_0^4$$
$$F' = c_{04} \times v_2$$

return $F$

---

Algorithm 3: $F_{c_{os}}^{\omega B97M-V}$

Features: $w$, $x^2$

Variables: $F$, $v_0$, $v_1$, $v_2$, $v_3$

Parameters: $\gamma$, $c_{00}$, $c_{10}$, $c_{20}$, $c_{21}$, $c_{60}$, $c_{61}$

Instructions:

$$v_0 = \gamma x^2 / (1 + \gamma x^2)$$
$$F = c_{00} + F$$
$$F' = c_{10} \times w$$
$$v_1 = w^2$$
$$F' = c_{20} \times v_1$$
$$v_3 = v_1 \times v_0$$
$$F' = c_{21} \times v_1$$
$$v_1 = w^6$$
$$F' = c_{60} \times v_1$$
$$v_3 = v_1 \times v_0$$
$$F' = c_{61} \times v_3$$

return $F$
4 Enhancement factors of symbolic functionals

Figure S1: Exchange enhancement factors $F_x$ for functional forms in main text Fig. 4. For reference, the enhancement factor for the $\omega$B97M-V functional is plotted in grey.
Figure S2: **Same-spin correlation enhancement factors** $F_{\text{c-ss}}$ for functional forms in main text Fig. 4. For reference, the enhancement factor for the $\omega$B97M-V functional is plotted in grey.

Figure S3: **Opposite-spin correlation enhancement factors** $F_{\text{c-os}}$ for functional forms in main text Fig. 4. For reference, the enhancement factor for the $\omega$B97M-V functional is plotted in grey.
5 Random search studies starting from $\omega$B97M-V

In main text Fig. 4 we presented regularized evolution calculations starting from the $\omega$B97M-V functional. For comparison, in Fig. S4 we report random search calculations (dash lines). The random search studies are performed with identical set up as regularized evolution experiments, except that the tournament size is set to 1. Therefore, in each iteration of random search experiment, the parent functional used for mutation is randomly selected from the population without referring to the fitness of functional forms. Compared to regularized evolution calculations, random search is found to be ineffective in traversing the search space and generating better functional forms than existing forms.

Figure S4: Validation error of symbolic functionals generated by random search and regularized evolution experiments starting from the $\omega$B97M-V functional. Random search and regularized evolution results are shown with dashed (solid) lines, with different lines represent independent experiments. The reference values in MGCDB84 database are used as targets for training and evaluation of functionals.

Here we make some additional remark on the starting point (termed GAS22-a in the main
text) of the regularized evolution and random search studies. GAS22-a has identical symbolic form as $\omega$B97M-V, but with all parameters (including $\gamma$’s) optimized on the training set as done for all the symbolic functional forms generated in this work. In the original work that created the $\omega$B97M-V functional, the nonlinear parameters $\gamma$’s are not optimized and only linear parameters are optimized. Thus GAS22-a is a different functional as $\omega$B97M-V and have different training/validation/test errors: 2.97/3.82/4.47 kcal/mol.

6 Software design

In Fig. S5 we present the high-level software design of the distributed regularized evolution program. The program consists of a population server, a population database, a fingerprint server for functional equivalence checking and a number of workers for training and evaluating functional forms. The training of a functional form is performed with the CMA-ES algorithm, which require to compute the the training error on tens of thousands of sets of different parameters. Such calculations are efficiently performed by porting the calculation of training errors to GPU processors through just-in-time compilation.

As briefly mentioned in the main text, one functional form may have multiple equivalent symbolic representations. For the purpose the functional equivalence checking, we define equivalent forms as forms that evaluates to the same value given same parameters and features, and we do not consider more complicated forms of equivalence such as the those requiring a mapping of parameters (e.g. the equivalence of B97 exchange functional and the symbolic functional obtained in main text).

To check for equivalent functional forms and avoid duplicated computations, each functional is assigned a fingerprint. The fingerprint is evaluated by computing the functional values using a set of features and parameters that are randomly chosen but kept consistent during the entire program. The functional values are then hashed and the hash value serves as the functional
Figure S5: **Distributed design of symbolic regression software program.** The program consists of a population server, a population database, a fingerprint server for functional equivalence checking and a number of workers for training and evaluating functional forms. The regularized evolution process is performed on the population server, and all child functionals are sent to workers for training and evaluation. The workers will first check if equivalence forms are already explored. If equivalence forms are explored before, the worker will directly send the cached fitness value in fingerprint server to the population server.

The fingerprint is identical across all equivalent functional forms because they all evaluates to the same values with same parameters and features. All fingerprints and fitness values of explored functionals are cached during the regularized evolution calculations. Every time a new functional form is generated from mutation, its fingerprint will be evaluated to check if equivalent forms have already been explored. If equivalent forms are explored before, the cached fitness values are used without re-training the functional form.
7 Colab notebook demonstration of GAS22 in self-consistent calculations

We provide an example Colab notebook to demonstrate self-consistent DFT calculations with GAS22 functional at https://colab.research.google.com/github/google-research/google-research/blob/master/symbolic_functionals/colab/run_GAS22.ipynb.
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