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Abstract

In this work, we propose a class of $SU(N)$ Yang-Mills models with adjoint Higgs fields that accept BPS center vortex equations. For this aim, we initially propose a Higgs potential whose vacua essentially define a Lie basis. The lack of a local magnetic flux, that could serve as an energy bound, is circumvented by including a new term in the energy functional. This term tends to align, in the Lie algebra, the magnetic field and one of the adjoint Higgs fields. Finally, a reduced set of equations for the center vortex profile functions is obtained (for $N = 2, 3$). In particular, $Z(3)$ BPS vortices come in three colours and three anticolours, obtained from an ansatz based on the defining representation and its conjugate.

Keywords:

Pacs: 11.15.-q, 11.10.Lm, 11.15.Kc

1 Introduction

Topological solitons are present in many areas of Physics. Kinks in polyacetylene [1], vortices in type II superconductors, skyrmions in magnetic systems [2], and skyrmions to describe baryons in flavour symmetric models [3, 4], are some well-known examples. To gain information about these objects, it is important to identify a critical point in parameter space where a BPS bound is obtained. Namely, a point where the energy can be written as a sum of squares plus the topological charge of the field configuration. As continuous field deformations cannot modify this charge, setting the squares to zero...
leads to a set of (BPS) equations whose solutions are absolute minima in the given topological sector. In this process, the equations are reduced to first order, what facilitates analytical and numerical studies of these systems. In addition, BPS multisoliton solutions with a given total charge have the same energy, so the forces between BPS solitons vanish. For these reasons, the critical point provides a nice reference to introduce perturbations and study the soliton dynamics [5].

Topological solitons are also important in effective descriptions of the strong interactions. Abelian Higgs models have been proposed to describe the $q\bar{q}$ potential [6, 7] and the interaction among three quarks [8–10]. In refs. [12–15], center vortices were accommodated in $SU(N)$ Yang-Mills models with $N$ adjoint Higgs fields; these objects can describe the N-ality properties of the confining string [11]. Recently, we proposed a class of models supporting not only the confining string between a $q\bar{q}$ colourless pair of external quarks, but also other possible excited states [16]. Among them, $qq\bar{q}'$ hybrid mesons [17–19], formed by a red/anti-green pair of quarks bound by an anti-red/green valence gluon. While the normal string is a center vortex of the effective model, the excited string is formed by a pair of center vortices interpolated by a monopole, which is identified with a confined valence gluon.

The topology and classification of center vortices when a general compact gauge group $G$ is broken down to its center have been analyzed in ref. [11]. For this aim, the roots of the Lie algebra and the weights of their representations play an important role, as occurs when characterizing non Abelian monopoles [20]. BPS equations for non Abelian vortices have been obtained in refs. [21–23], for a review, see refs. [24, 25].

In this article, we shall focus on the search of BPS center vortices in $SU(2)$ and $SU(3)$ Yang-Mills-Higgs models (YMH), for which we can anticipate some peculiarities. Generally, BPS equations are obtained by working on the energy functional to obtain a bound (for an alternative approach, see ref. [26]). For $U(1)$ vortices, the bound is given by the magnetic flux. This is a topological term that can be written locally, by means of a flux density, so it can indeed arise by working on the energy, which is a local functional. On the other hand, for center vortices, the flux concept is replaced by the asymptotic behavior of the gauge invariant Wilson loop, a nonlocal object that may not appear in the energy calculation. Then, the search for BPS equations in $SU(N) \to Z(N)$ SSB models led us to consider the introduction of an interaction term that tends to align, in the Lie algebra, the magnetic field along one of the adjoint Higgs fields present. This in turn implied a different type of bound. After completing the squares, the energy is always greater or equal than zero. Thus, BPS center vortices are characterized by an exact compensation between the positive definite part of the energy
functional (kinetic energy plus Higgs potential) and the Lie algebra alignment contribution.

As an intermediate step, we shall simplify the content of the $SU(N)$ model introduced in ref. [16]. That model is based on $N^2 - 1$ adjoint Higgs fields, that at the nontrivial vacua of the Higgs potential form a local Lie basis. The point is that with too many fields, after completing the squares, we could be left with too many (possibly incompatible) conditions to saturate the bound. Observing that the essential features of the Lie algebra can be captured by a reduced set of fields and conditions, labelled by the simple roots, a simplification will be obtained. The Higgs potential will be such that its minimization returns a set of conditions that essentially define a Chevalley basis. Next, introducing the alignment term, we will show (for $N = 2, 3$) that a critical point exists, governed by first order field equations.

The general solution will be written in terms of a set of profile functions and a mapping $R(S)$ in the adjoint representation of $SU(N)$. The mapping $S \in SU(N)$ contains information about the asymptotic Wilson loop and the possible defects at the vortex guiding centers, which determine the profile behaviours. Because of the model’s topology, a given phase $S_0(\varphi)$, defined close and around a vortex guiding center, can be extended to different asymptotic phases $S_a(\varphi)$, where $S_a(\varphi + 2\pi) = e^{i2\pi z_a/N} S_a(\varphi)$, $z_a \in \mathbb{Z}$. The $Z(N)$ charge is due to the fact that the different extensions are related by $(z_{a'} - z_a)/N \in \mathbb{Z}$. For the same reason, a given $S_a$ can be matched with different $S_0$‘s, with their respective pointlike defects, and conditions on the profile functions. When leaving the critical point, by lowering the alignment interaction term, some of these extensions will become unstable. For example, for vanishing $Z(N)$-charge the defect can be avoided, and the lowest energy solution will simply correspond to a trivial regular gauge transformation of the SSB vacua. For $Z(N)$ charge $\pm 1$, we shall discuss the BPS solutions that are expected to be related with the stable $Z(2)$ and $Z(3)$ noncritical center vortices.

The article is organized as follows. In section 2, we construct the simplified $SU(N)$ model with adjoint Higgs fields labelled by the simple roots, and discuss their possible vacua. In section 3, we review some general properties of center vortices. In section 4, we obtain the bounds and the set of BPS equations (for $N = 2, 3$). Some properties of the field parametrization are discussed in section 5. Section 6 is devoted to obtain information about the BPS solutions and discuss the BPS center vortex. Finally, in section 7, we present our conclusions.
2 Models with $SU(N) \rightarrow Z(N)$ SSB

Initially, we shall consider YMH models with gauge group $SU(N)$ and a set of adjoint Higgs fields $X_I \in \mathfrak{su}(N)$ that can be divided into hermitian $\{\psi\}$ and complex $\{\zeta\}$ sectors. The action, $S = S_{\text{YM}} + S_{\text{Higgs}}$, is invariant under regular gauge transformations,

$$A_\mu \rightarrow UA_\mu U^{-1} + \frac{i}{g} U \partial_\mu U^{-1},$$

$$X_I \rightarrow UX_I U^{-1} , \quad U \in G ,$$

The Yang-Mills part is given by,

$$S_{\text{YM}} = - \int d^4x \frac{1}{4} \langle F_{\mu\nu}, F^{\mu\nu} \rangle , \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu] ,$$

while the Higgs part is,

$$S_{\text{Higgs}} = \int d^4x \left( \frac{1}{2} \langle D_\mu X_I, D^\mu X_I \rangle - V_{\text{Higgs}}(X_I) \right) , \quad D_\mu = \partial_\mu - ig[A_\mu, \cdot] .$$

Here, we are using the inner product,

$$\langle X, Y \rangle = Tr \left( Ad(X)^\dagger Ad(Y) \right) ,$$

where $Ad(\cdot)$ is a linear map into the adjoint representation. If a basis $T_A$ for $\mathfrak{su}(N)$ is considered, $A = 1, \ldots, d = N^2 - 1$,

$$[T_A, T_B] = if_{ABC} T_C ,$$

the map corresponds to $Ad(X) = x_A M_A$, for $X = x_A T_A$, where the $M_A$'s are $d \times d$ hermitian matrices, with elements $M_A|_{BC} = -if_{ABC}$, satisfying,

$$[M_A, M_B] = if_{ABC} M_C .$$

The normalization,

$$Tr(M_A M_B) = \delta_{AB} ,$$

implies,

$$\langle T_A, T_B \rangle = \delta_{AB} , \quad f_{ABC} f_{DBC} = \delta_{AD} .$$

For static magnetic configurations, the energy functional is,

$$E = \int d^4x \left( \frac{1}{2} \langle B_i \rangle^2 + \frac{1}{2} \langle D_i X_I \rangle^2 + V_{\text{Higgs}}(X_I) \right) ,$$
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\[ F_{ij} = \epsilon_{ijk}B_k \] where as a shorthand notation, we are using \( \langle X \rangle^2 = \langle X, X \rangle \).

The Higgs potential must satisfy,

\[ V_{\text{Higgs}}(UX_iU^{-1}) = V_{\text{Higgs}}(X_i) , \] (11)

so it is natural constructing it by using a combination of the Lie algebra product \([X, Y]\) and the inner product.

As we are looking for BPS equations, it will be appropriate using a potential containing up to quartic terms that can be written as a sum of perfect squares. Furthermore, in order to support center vortices, we are interested in driving a phase where the gauge symmetry is spontaneously broken down to \( Z(N) \). This can be achieved by choosing squares such that, when setting them to zero, the space of vacua \( \mathcal{M} \) contains a disconnected sector where the different fields correspond to Lie algebra generators, determined up to conjugacy transformations.

### 2.1 Flavour symmetric model

The minimum number of fields required to completely break \( SU(N) \) down to \( Z(N) \) is \( N \). In ref. \([10]\), we introduced a model containing a larger number of fields, displaying a flavour symmetry. That is, we considered the energy functional,

\[ E = \int d^3x \left( \frac{1}{2} (B_i)^2 + \frac{1}{2} (D_i\psi_A)^2 + V_{\text{Higgs}}(\psi_A) \right) . \] (12)

\[ V_{\text{Higgs}} = c + \frac{\mu^2}{2} \langle \psi_A, \psi_A \rangle + \frac{\kappa}{3} f_{ABC} \langle \psi_A \wedge \psi_B, \psi_C \rangle + \frac{\lambda}{4} \langle \psi_A \wedge \psi_B, \psi_A \wedge \psi_B \rangle , \] (13)

for the hermitian Higgs fields, \( \psi_A, A = 1, \ldots, d \). At \( \mu^2 = \frac{2\kappa^2}{9\lambda}, \kappa < 0 \), we can write,

\[ V_{\text{Higgs}} = \frac{\lambda}{4} \langle \Psi_{AB} \rangle^2 , \quad \Psi_{AB} = f_{ABC} v_c \psi_C + i[\psi_A, \psi_B] , \] (14)

\[ v_c = -\frac{\kappa}{2\lambda} \pm \sqrt{\left( \frac{\kappa}{2\lambda} \right)^2 - \frac{\mu^2}{\lambda} = -\frac{2\kappa}{3\lambda}} , \] (15)

after adjusting \( c \), so that the potential energy for vacuum configurations vanishes. The space of vacua \( \mathcal{M} \) is obtained from the conditions \( \Psi_{AB} = 0 \), i.e.,

\[ [\psi_A, \psi_B] = if_{ABC} v_c \psi_C . \] (16)
This encompasses the trivial symmetric point $\psi_A = 0$, separated by a potential barrier from the nontrivial points. Of course, starting from a nontrivial point $\psi_A \in \mathcal{M}$, we can generate a continuum $S\psi_A S^{-1}, S \in SU(N)$, that is also in $\mathcal{M}$. In addition, the only transformations that leave these points invariant are $S \in Z(N)$, so they correspond to $SU(N) \to Z(N)$ SSB vacua.

For $N \geq 3$, the SSB points can be divided into a pair of distinct sets, separated by a potential barrier, corresponding to the defining representation and its conjugate,

$$\psi_A = ST_A S^{-1}, \quad \psi_A = S(T_A)^* S^{-1}. \quad (17)$$

For $N = 2$, this pair collapses into a single component, as it exists an $S_c \in SU(2)$ such that $(-T_A)^* = S_c T_A S_c^{-1}, A = 1, 2, 3$.

The flavour symmetric model will serve as a basis to obtain other models accepting BPS equations. For this aim, we shall initially look for a simpler set of fields and conditions to define the SSB vacua.

### 2.2 Simplified model

Let us consider hermitian variables, $\psi_q, q = 1, \ldots, r = N - 1$, and complex variables $\zeta_\alpha$, labelled by the positive simple roots $\vec{\alpha}_q (\vec{\alpha}_1 < \vec{\alpha}_2 \cdots < \vec{\alpha}_r)$. The conditions,

$$[\psi_q, \psi_p] = 0, \quad v_{c|q} \vec{\alpha}_q \zeta_\alpha - [\psi_q, \zeta_\alpha] = 0, \quad (18)$$

contain most of the relevant structure of the Lie algebra. For nontrivial $\zeta_\alpha$’s, we can imply,

- i) The $\psi_q$’s are nontrivial, as their sizes are fixed by the eigenvalues $v_{c|q}$.
- ii) The $\psi_q$’s are linearly independent: if there is a combination $\gamma^q \psi_q = 0$, then using eq. (18), $\vec{\gamma} \cdot \vec{\alpha} = 0$ for every simple root, so that $\vec{\gamma} = 0$.
- iii) $[\zeta_\alpha, \zeta_\alpha^\dagger]$ is in the Cartan subalgebra generated by the $\psi_q$’s.
- iv) As the positive (negative) roots can be written as a linear combination with nonegative (nonpositive) integer coefficients of the simple roots, any root vector is proportional to an appropriate chain of operations of the form $[\zeta_\alpha, \zeta_\alpha^\dagger] ([\zeta_\alpha^\dagger, \zeta_\alpha])$.
- v) As the difference of a pair of positive simple roots cannot be a root, we have $[\zeta_\alpha, \zeta_\alpha^\dagger] = 0$. 
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However, considering a potential whose minimization only leads to the conditions in eq. (18) would not be the desired one. Given a nontrivial solution \((\psi_q, \zeta_\alpha)\), the replacement \(\zeta_\alpha \rightarrow t \zeta_\alpha, t \in \mathbb{R}\), would also lead to a solution. Then, the interesting SSB initial point could be continuously moved to \((\psi_q, 0)\), and then \(\psi_q\) could be continuously moved to 0, always staying on the space of vacua \(\mathcal{M}\). That is, there would be no potential barrier between the interesting configurations and the trivial one. This will be corrected by including a term in the potential to avoid, after minimization, the possibility of moving the \(\zeta\)’s to zero, when we start with a SSB point.

For this aim, let us consider the additional condition,

\[
\sum_q s_q \left( v_c \bar{\alpha}_q \cdot \bar{\psi} - [\zeta_{\alpha q}, \zeta_{\alpha q}^\dagger] \right) = 0 , \quad \bar{\alpha} \cdot \bar{\psi} = \bar{\alpha}|_{q' \psi_{q'}} ,
\]

where the \(s_q\)’s take values \(+1\) or \(-1\). Now, we take a solution to eq. (18), and recall that given linearly independent \(\psi_q\)’s it is always possible introducing unique elements \(\mathcal{H}_\alpha\) such that,

\[
\langle \mathcal{H}_\alpha, \psi_q \rangle = v_c \bar{\alpha}|_q . \tag{20}
\]

As is well known [27]-[29], in terms of these variables, it is satisfied,

\[
[[\zeta_\alpha, \zeta_\alpha^\dagger]] = \langle \zeta_\alpha, \zeta_\alpha \rangle \mathcal{H}_\alpha . \tag{21}
\]

Then, using this information in eq. (19), and projecting with \(\mathcal{H}_{\alpha p}\), we get,

\[
\sum_q s_q \left( v_c \bar{\alpha}_q|_{q'} \langle \mathcal{H}_{\alpha p}, \psi_{q'} \rangle - \langle \zeta_{\alpha q}, \zeta_{\alpha q} \rangle \langle \mathcal{H}_{\alpha p}, \mathcal{H}_{\alpha q} \rangle \right) =
\]

\[
= \sum_q s_q \left( v_c^2 \bar{\alpha}_q \cdot \bar{\alpha}_p - \langle \zeta_{\alpha q}, \zeta_{\alpha q} \rangle \langle \mathcal{H}_{\alpha p}, \mathcal{H}_{\alpha q} \rangle \right) = 0 . \tag{22}
\]

Using the Lie algebra internal product and the mapping \(\bar{\alpha} \rightarrow \mathcal{H}_\alpha\), an internal product on the root space can be defined [27]-[29],

\[
\langle \bar{\alpha}, \bar{\alpha}' \rangle \equiv \langle \mathcal{H}_\alpha, \mathcal{H}_{\alpha'} \rangle . \tag{23}
\]

These quantities are strongly constrained. In particular,

\[
2 \langle \bar{\alpha}, \bar{\alpha}' \rangle / \langle \bar{\alpha}', \bar{\alpha}' \rangle \in \mathbb{Z} , \tag{24}
\]

are the so called Cartan integers, which determine the geometry of the root lattice. They do not depend on the Cartan basis, coinciding with,

\[
2 (\bar{\alpha} \cdot \bar{\alpha}') / (\bar{\alpha}' \cdot \bar{\alpha}') , \tag{25}
\]
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which corresponds to (24) for an orthogonal basis $\psi_q$, $\langle \psi_q, \psi_p \rangle = v_c^2 \delta_{qp}$. Note that in this case, $H_\alpha = (1/v_c) \bar{\alpha} |q \psi_q$. For $\mathfrak{su}(N)$, the lengths of the roots are equal, $\langle \bar{\alpha}, \bar{\alpha} \rangle = c, \bar{\alpha} \cdot \bar{\alpha} = 1/N$, then joining this information, eq. (22) implies,

$$\sum_q s_q \left( v_c^2 \bar{\alpha} \cdot \bar{\alpha}_p - Nc \langle \zeta_{\alpha_q}, \zeta_{\alpha_q} \rangle \bar{\alpha}_q \cdot \bar{\alpha}_p \right) = 0 .$$

This is valid for any basis element $\bar{\alpha}_p$, that is,

$$\sum_q s_q \left( v_c^2 - Nc \langle \zeta_{\alpha_q}, \zeta_{\alpha_q} \rangle \right) \bar{\alpha}_q = 0 ,$$

and as the $\bar{\alpha}_q$’s are linearly independent, we get,

$$\langle \zeta_{\alpha_q}, \zeta_{\alpha_q} \rangle = \frac{v_c^2}{Nc} .$$

This means that if we define the space of vacua $M$ by means of the conditions (18) and (19), and initially consider a nontrivial SSB point $(\psi_q, \zeta_\alpha) \in M$, it cannot be continuously moved to the trivial solution $(0, 0)$, always staying on $M$. In effect, starting with nontrivial $\zeta_\alpha$ implies linearly independent $\psi_q$’s, and this in turn leads to nontrivial $H_\alpha$ that protect the size of $\zeta_\alpha$ through eq. (28). In other words, a potential whose minimization gives the conditions (18) and (19) has a barrier between the SSB vacua and the trivial one.

It is convenient introducing a model without referring to a particular convention for the simple roots. The field $\bar{\psi}$ with $r = N - 1$ components, such that $\bar{\psi}_q = \psi_q$, can be expanded either in terms of the simple roots $\bar{\alpha}_q$ or the $\bar{\Lambda}^q$ basis satisfying,

$$\bar{\alpha}_q \cdot \bar{\Lambda}^p = \delta_q^p , \quad \bar{\alpha}_q |_p \bar{\Lambda}^q |_{p'} = \delta_q^{p'} ,$$

$$\bar{\psi} = \bar{\alpha}_q \phi^q \text{ with, } \phi^q = \bar{\Lambda}^q \cdot \bar{\psi} ,$$

$$\bar{\psi} = \bar{\Lambda}^q \phi_q \text{ with, } \phi_q = \bar{\alpha}_q \cdot \bar{\psi} ,$$

$$\psi_p = \bar{\alpha}_q |_p \phi^q = \bar{\Lambda}^q |_p \phi_q .$$

For $\mathfrak{su}(N)$, the $\bar{\Lambda}^q$ basis is given by,

$$\bar{\Lambda}^q = 2N \bar{\Lambda}^q ,$$

where $\bar{\Lambda}^q$ are the fundamental weights (see appendix A).

The relation between the different components is,

$$\phi_q = A_{qp} \phi^p , \quad \phi^q = A^{qp} \phi_p ,$$
\[ A_{qp} = \vec{\alpha}_q \cdot \vec{\alpha}_p \quad , \quad A^{qp} = \vec{\lambda}_q \cdot \vec{\lambda}_p . \]  

(35)

For \( \mathfrak{su}(N) \), the quantities \( C_{qp} = 2N A_{qp} \) are the elements of the Cartan matrix, which define the natural product in the root space.

With these definitions, together with \( \zeta_q = \zeta_{\alpha_q} \), the conditions in eqs. (18) and (19) become,

\[ [\phi_q, \phi_p] = 0 \quad , \quad v_c \delta^q_{(p)} \zeta_{(p)} - [\phi^q_{(p)} , \zeta_p] = 0 , \]  

(36)

\[ \sum_q s_q \left( v_c \phi_q - \left[ \zeta_q, \zeta^\dagger_q \right] \right) = 0 , \]  

(37)

which can be obtained by minimizing the Higgs potential,

\[ V_{\text{Higgs}} = \frac{1}{2} \langle \Phi, \Phi \rangle + \langle Z_q, Z_q \rangle + \mathcal{R} , \]  

(38)

where,

\[ \Phi = \sum_q s_q \Phi_q \quad , \quad \Phi_q = \sqrt{\gamma} \left( v_c \phi_q - \left[ \zeta_q, \zeta^\dagger_q \right] \right) , \]  

(39)

\[ Z_q = \sqrt{\gamma} z_q \left( v_c \zeta_q - \left[ \phi^q_{(q)}, \zeta_q \right] \right) , \]  

(40)

\[ \mathcal{R} = \gamma_c \sum_{q \neq p} \left( \frac{1}{2} (\phi_q, \phi_p)^2 + (\phi^q, \zeta_q)^2 \right) . \]  

(41)

Now, noting that,

\[ \langle D_i \psi_q, D_i \psi_q \rangle = A^{qp} \langle D_i \phi_q, D_i \phi_p \rangle , \]  

(42)

we initially propose the model,

\[ E = \int d^3 x \left( \frac{1}{2} (B_i)^2 + \frac{1}{2} \langle D_i \phi_q, D_i \phi^q \rangle + \langle D_i \zeta_q, D_i \zeta_q \rangle + V_{\text{Higgs}} \right) . \]  

(43)

Here, the space of vacua \( \mathcal{M} \) is given by the trivial point \( \phi_q = 0, \zeta_q = 0, \) separated by a potential barrier from the SSB points. For \( N \geq 3 \), the latter can be separated into the sets,

\[ \phi_q = S(\vec{\alpha}_q \cdot \vec{H})S^{-1} \quad , \quad \zeta_q = SE_{\alpha_q}S^{-1} \]  

(44)

\[ \phi_q = S(-\vec{\alpha}_q \cdot \vec{H})S^{-1} \quad , \quad \zeta_q = S(-E^T_{\alpha_q})S^{-1} , \]  

(45)

where \( E^T_{\alpha_q} \) is the transpose of \( E_{\alpha_q} \), and \( H_q, E_{\alpha} \) are elements of a Cartan basis (see appendix A). For \( N = 2 \), the sets in (44) and (45) are equal.
3 Center vortices: general discussion

Center vortices are characterized by a center element,

\[ z = e^{i2\pi z/N} I \in SU(N) \]  

such that, for a path linking the vortex and contained in the asymptotic region, the Wilson loop gives,

\[ W[A] = z . \]  

The center vortex has a \( Z(N) \) charge given by \( z \), defined modulo \( N \). In particular, this is the case when in an asymptotic region \( r > r_m \) the gauge field is given by,

\[ A_i = \frac{1}{g} \partial_i \varphi \tilde{\beta} \cdot \vec{H} , \quad e^{i2\pi \tilde{\beta} \cdot \vec{H}} = z , \]  

where \( r \) and \( \varphi \) are polar coordinates with respect to the vortex axis. The possible \( \tilde{\beta} \)'s satisfy,

\[ \tilde{\beta} \cdot \vec{\alpha} \in \mathbb{Z} , \]  

for every root \( \vec{\alpha} \), as this is the condition to obtain a single valued map \( R = e^{i\varphi \tilde{\beta} \cdot \vec{M}} \) in the adjoint representation, that is, a map \( S \) that changes at most by a center element. The solutions to eq. (49) are \([20, 14, 11]\),

\[ \tilde{\beta} = 2N \vec{w} , \]  

where \( \vec{w} \) are the weights of the different representations. The minimum charge center vortices (\( z = \pm 1 \)) can be labelled by the weights of the defining representation and its conjugate \([11]\).

Note also that nontrivial \( z \) implies a topologically nontrivial center vortex. In the asymptotic region, if a Higgs field takes the value \( X_0 \), \( \langle X_0, X_0 \rangle = \nu_c^2 \) at \( \varphi = 0 \), then on the circle at infinity the non Abelian phase will accompany the \( A_i \) behaviour in eq. (48) as follows,

\[ X = SX_0S^{-1} , \quad S = e^{i\varphi \tilde{\beta} \cdot \vec{T}} . \]  

This is a single-valued \( X \), defining a closed loop in the adjoint, while \( S \) is an open path in the defining representation of \( SU(N) \). That is, the topology of center vortices is characterized by \( \Pi_1(Ad(SU(N))) = Z(N) \).

In spite of the \( U(1) \)-like asymptotic condition in eqs. (48) and (51), the \( Z(N) \) nature of center vortices is contained in the following remark. Field
configurations \{A, X\}_β and \{A, X\}_β', characterized by \vec{β} \neq \vec{β}', are physically equivalent if,
\[ e^{i2\pi \vec{β} \cdot \vec{H}} = 3 = e^{i2\pi \vec{β}' \cdot \vec{H}}, \]
this occurs for,
\[ \vec{β}' - \vec{β} \in 2N \Lambda(Ad(SU(N))). \]
where \Lambda(\ldots) represents the lattice of weights of the adjoint representation, i.e., the root lattice. In effect, a configuration characterized by \vec{β} can be transformed into one characterized by \vec{β}', by applying a regular single-valued gauge transformation \(U\), with asymptotic behavior,
\[ U = e^{i\varphi (\vec{β}' - \vec{β}) \cdot \vec{H}}. \]
When leaving the asymptotic region the extended regular \(U(r, \varphi)\) will use the whole non Abelian group, as it must tend to \(I\) at the vortex center. The existence of such \(U\) is assured as the first homotopy group of \(SU(N)\) is trivial, so that the closed loop in (54) can be continuously deformed to the identity matrix, when \(r\) goes from \(r > r_m\) to \(r \to 0\).

4 Models with BPS center vortex equations

In this section, we look for models accepting BPS center vortex equations in \(SU(2)\) and \(SU(3)\). To simplify the discussion, let us consider planar systems, replacing \(d^3x \to d^2x = dx_1dx_2, B_3 \to B,\) and taking \(B_1 = B_2 = 0\).

Initially, we note that the type of models we have discussed so far cannot accept a BPS bound. Indeed, this would be the case in any model whose energy functional only vanishes for vacuum configurations, while on the space of field configurations \{A, X\}_3, with a given nontrivial asymptotic behaviour labelled by \(3\), it is strictly positive. In this case, to obtain BPS center vortex equations, the energy functional should be bounded by a nonzero term verifying: i) gauge invariance, ii) it assumes a fixed value on the space\{A, X\}_3, that only depends on \(3\) (topological), iii) as the bound would be derived by working on the energy density it should have the form \(\int d^2x \rho\) (locality).

While the Wilson loop verifies i) and ii), it is a nonlocal object that cannot arise in the calculation. On the other hand, while
\[ \int d^2x \langle \eta, B \rangle, \quad B = \partial_1 A_2 - \partial_2 A_1 - ig[A_1, A_2], \]
with \(\eta\) an adjoint field, satisfies i) and iii), it generally does not satisfy ii). This would be a boundary term for homogeneous \(\eta\) and those Abelian-like
fields in \( \{A, X\} \) such that \( B = \partial_1 A_2 - \partial_2 A_1 \) on the whole plane. Then, the search for BPS center vortices should consider a modified class of models where configurations in \( \{A, X\} \) do not necessarily have strictly positive energy.

For example, we will see that the model (43) could be reorganized as a sum of squares plus a term of the form (55). As this term does not satisfy ii), setting the squares to zero will not produce, in a given sector \( \{A, X\} \), solutions to the field equations associated with (43). Then, from the discussion above, it is natural trying a modified model,

\[
E = \int d^2x \left( \frac{1}{2} \langle B \rangle^2 + \frac{1}{2} \langle D_i \phi_q, D_i \phi^q \rangle + \langle D_i \zeta_q, D_i \zeta^q \rangle + V_{\text{Higgs}} - \langle \eta, B \rangle \right). \tag{56}
\]

Here, we have included the gauge invariant \( \langle \eta, B \rangle \)-interaction, that tends to align \( B \) along \( \eta \) in the Lie algebra. The field \( \eta \) will be an appropriate combination of the adjoint Higgs fields, to be determined in order for the model accept BPS center vortex equations. At the critical point, we shall see that in spite of the last term in eq. (56), this energy functional satisfies \( E \geq 0 \). For BPS solutions, the contribution originated from the positive definite terms will be exactly compensated by the energy lowering due to the Lie algebra alignment between magnetic and Higgs fields. Thus, the topologically nontrivial BPS center vortices will have vanishing energy. We note that with this term the planar model becomes nonrelativistic although it remains isotropic.

Let us derive the fundamental property to discuss BPS bounds. Initially, using the ciclicity of the internal product (5),

\[
\langle X, [Y, Z] \rangle = \langle [X, Z^\dagger], Y \rangle , \tag{57}
\]

as \( A_i \) is hermitian, we have,

\[
\langle D_i X, Y \rangle = \langle \partial_i X - ig[A_i, X], Y \rangle = \partial_i \langle X, Y \rangle - \langle X, \partial Y \rangle + ig \langle [A_i, X], Y \rangle = \partial_i \langle X, Y \rangle - \langle X, D_i Y \rangle, \tag{58}
\]

\[
\langle D_i X, Y \rangle + \langle X, D_i Y \rangle = \partial_i \langle X, Y \rangle. \tag{59}
\]

Now, defining,

\[
D = D_1 + iD_2, \tag{60}
\]

we note that,

\[
\langle DX, DX \rangle = \langle D_1 X + iD_2 X, D_1 X + iD_2 X \rangle = \langle D_1 X, D_1 X \rangle + \langle D_2 X, D_2 X \rangle - i \langle D_2 X, D_1 X \rangle + i \langle D_1 X, D_2 X \rangle. \tag{61}
\]
In addition, as $B$ is hermitian,
\[ \langle X, [B, X] \rangle = \langle [X, X^\dagger], B \rangle = \langle B, [X, X^\dagger] \rangle . \] (62)

This together with eq. (58) and,
\[ [D_\mu, D_\nu] X = -ig [F_{\mu\nu}, X] , \] (63)

which is obtained from the Jacobi identity, we get,
\[ \langle D_2 X, D_1 X \rangle - \langle D_1 X, D_2 X \rangle = \langle DX, DX \rangle + g \langle B, [X, X^\dagger] \rangle + \partial_2 \langle X, iD_1 X \rangle - \partial_1 \langle X, iD_2 X \rangle , \] (65)

and similarly,
\[ \langle D_1 X, D_1 X \rangle = \langle D\bar{X}, \bar{D}X \rangle - g \langle B, [X, X^\dagger] \rangle - \partial_2 \langle X, iD_1 X \rangle + \partial_1 \langle X, iD_2 X \rangle , \] (66)

\[ \bar{D} = D_1 - iD_2 . \] (67)

### 4.1 $SU(2)$ model

For $SU(2)$, there is simply a one component positive root, $\alpha_1 = \frac{1}{\sqrt{2}}$, and $A_{11} = \frac{1}{2}$, $A^{11} = 2$. Naming $\phi_1 = \phi$, $\zeta_1 = \zeta$, the model in eq. (56) is,
\[ E = \int d^2x \left( \frac{1}{2} \langle B \rangle^2 + \langle D_\phi \rangle^2 + \langle D_\zeta \rangle^2 + V_{\text{Higgs}} - \langle \eta, B \rangle \right) . \] (68)

The Higgs potential can be written as,
\[ V_{\text{Higgs}} = \frac{1}{2} \langle \Phi \rangle^2 + \langle Z \rangle^2 , \] (69)

\[ \Phi = \sqrt{\gamma} \left( v_\zeta \phi - [\zeta, \zeta^\dagger] \right) , \quad Z = \sqrt{\gamma_\zeta} \left( v_\zeta \zeta - 2 [\phi, \zeta] \right) . \] (70)

Now, using
\[ \langle B \rangle^2 + \langle \Phi \rangle^2 = \langle \Phi - B \rangle^2 + 2 \langle \Phi, B \rangle . \] (71)
and the property \( \{65\} \), for \( X = \zeta \), namely,

\[
\langle D_\zeta \zeta \rangle^2 = \langle D\zeta \rangle^2 + g\langle [\zeta, \zeta\dagger], B \rangle + \partial_2 \langle \zeta, iD_1 \zeta \rangle - \partial_1 \langle \zeta, iD_2 \zeta \rangle ,
\]

we obtain,

\[
E = \int d^2 x \left( \langle D_i \phi \rangle^2 + \langle D\zeta \rangle^2 + \langle Z \rangle^2 + \frac{1}{2} \langle \Phi - B \rangle^2 + \langle \Phi + g [\zeta, \zeta\dagger] - \eta, B \rangle \right) .
\]

Here, we have used the boundary condition for \( (x^1, x^2) \to \infty \),

\[
D_i \zeta \to 0 . \quad \text{for} \quad (x^1, x^2) \to \infty .
\]

Then, at \( \gamma = g^2 \) and taking the Lie algebra element,

\[
\eta = g v_c \phi ,
\]

we get,

\[
E = \int d^2 x \left( \langle D_i \phi \rangle^2 + \langle D\zeta \rangle^2 + \langle Z \rangle^2 + \frac{1}{2} \langle \Phi - B \rangle^2 \right) .
\]

The bound is saturated when,

\[
D_i \phi = 0 ,
\]

\[
v_c \zeta - 2 [\phi, \zeta] = 0 ,
\]

\[
D\zeta = 0 ,
\]

\[
B = g \left( v_c \phi - [\zeta, \zeta\dagger] \right) .
\]

At the critical point, and taking \( \gamma_z = g^2 / 2 \), we can write,

\[
V_{\text{Higgs}} = \frac{g^2}{2} \left[ (v_c \phi - [\zeta, \zeta\dagger])^2 + (v_c \zeta - 2 [\phi, \zeta\dagger])^2 \right] .
\]

Using \( \phi = \alpha_1 \psi_1 = \frac{1}{\sqrt{2}} \psi_1 \), and defining,

\[
\psi_2 = \frac{\zeta + \zeta\dagger}{\sqrt{2}} , \quad \psi_3 = \frac{\zeta - \zeta\dagger}{\sqrt{2} i} , \quad \sigma = \frac{v_c}{\sqrt{2}} ,
\]
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the model accepting BPS solutions is given by,

\[ E = \int d^2 x \left( \frac{1}{2} \langle B \rangle^2 + \frac{1}{2} \langle D_i \psi_A \rangle^2 + V_{\text{Higgs}} - g v_c \langle \phi, B \rangle \right) . \] (83)

\[ V_{\text{Higgs}} = \frac{g^2}{2} \left[ \langle \sigma \psi_1 + i[\psi_2, \psi_3] \rangle^2 + \langle \sigma \psi_2 + i[\psi_3, \psi_1] \rangle^2 + \langle \sigma \psi_3 + i[\psi_1, \psi_2] \rangle^2 \right] , \] (84)

which is a modified version of the flavour symmetric model in eqs. (12), (13).

### 4.2 SU(3) model

The Higgs potential is,

\[ V_{\text{Higgs}} = \frac{1}{2} \langle \Phi, \Phi \rangle + \langle Z_q, Z_q \rangle + \mathcal{R} , \] (85)

\[ \Phi = s_1 \Phi_1 + s_2 \Phi_2 \quad , \quad \Phi_q = \sqrt{\gamma} \left( v_c \phi_q - [\zeta_q, \zeta_q^\dagger] \right) , \] (86)

\[ \mathcal{R} = \gamma_r \left( \langle [\phi_1, \phi_2] \rangle^2 + \langle [\phi_1, \zeta_2] \rangle^2 + \langle [\phi_2, \zeta_1] \rangle^2 \right) . \] (87)

To obtain a set of BPS equations, we initially diagonalize the \( \phi_q \)-kinetic term in eq. (56). Note that any quantity of the form \( \langle X_q, X^q \rangle \) can be written as,

\[ \langle X_q, X^q \rangle = \frac{1}{2} \langle X_2 + X_1, X^2 + X^1 \rangle + \frac{1}{2} \langle X_2 - X_1, X^2 - X^1 \rangle . \] (88)

On the other hand, the Cartan matrix for SU(3) is,

\[ \mathbb{C} = 6 \mathbb{A} = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix} , \] (89)

\[ \mathbb{C}|_{qp} = C_{qp}, \quad \mathbb{A}|_{qp} = A_{qp} . \] Therefore,

\[ X_2 + X_1 = (A_{22} + A_{12}) X^2 + (A_{21} + A_{11}) X^1 = \frac{1}{6} (X^2 + X^1) , \] (90)

\[ X_2 - X_1 = (A_{22} - A_{12}) X^2 + (A_{21} - A_{11}) X^1 = \frac{1}{2} (X^2 - X^1) . \] (91)

That is,

\[ \langle X_q, X^q \rangle = 3 \langle X_+, X_+ \rangle + \langle X_-, X_- \rangle \quad , \quad X_+ = X_2 + X_1 \quad , \quad X_- = X_2 - X_1 , \] (92)
and the energy functional in eq. (50) results,

\[
E = \int d^2x \left( \frac{1}{2} (B)^2 + \frac{3}{2} (D_i \phi_+)^2 + \frac{1}{2} (D_i \phi_-)^2 + \langle D_i \xi_q, D_i \xi_q \rangle \right) \\
+ \int d^2x \left( \frac{1}{2} (\Phi)^2 + \langle Z_q, Z_q \rangle + \mathcal{R} - \langle \eta, B \rangle \right).
\]

(93)

Next, similarly to the SU(2) case, using,

\[
\langle B \rangle^2 + \langle \Phi \rangle^2 = \langle \Phi - B \rangle^2 + 2 \langle \Phi, B \rangle,
\]

(94)

and properties (65) and (66), for \( X = \zeta_2, \zeta_1 \), respectively,

\[
\langle D_i \xi_2, D_i \xi_2 \rangle = \langle D \xi_2, D \xi_2 \rangle + g\langle [\zeta_2, \zeta_2], B \rangle + \partial_3 \langle \zeta_2, i D_2 \xi_2 \rangle - \partial_2 \langle \zeta_2, i D_3 \xi_2 \rangle,
\]

\[
\langle D_i \xi_1, D_i \xi_1 \rangle = \langle D \xi_1, D \xi_1 \rangle - g\langle [\zeta_1, \zeta_1], B \rangle - \partial_3 \langle \zeta_1, i D_2 \xi_1 \rangle + \partial_2 \langle \zeta_1, i D_3 \xi_1 \rangle,
\]

we obtain,

\[
E = \int d^2x \left( \frac{3}{2} (D_i \phi_+)^2 + \frac{1}{2} (D_i \phi_-)^2 + \langle D \xi_1 \rangle^2 + \langle D \xi_2 \rangle^2 + \langle Z_q, Z_q \rangle \right) \\
+ \int d^2x \left( \frac{1}{2} (\Phi - B)^2 + \langle \Phi + g[\zeta_2, \zeta_2] - g[\zeta_1, \zeta_1] - \eta, B \rangle \right) \\
+ \int d^2x \gamma_r \langle [\phi_1, \phi_2] \rangle^2 + \langle [\phi_1, \zeta_2] \rangle^2 + \langle [\phi_1, \zeta_1] \rangle^2 + \langle [\phi_2, \zeta_1] \rangle^2,
\]

(95)

where we have used that the system is in a local vacuum at \((x^1, x^2) \to \infty\).

Then, taking \( s_1 = -1, s_2 = 1, \gamma = g^2 \), which gives,

\[
\Phi = gv_\epsilon \phi_- - g \left( [\zeta_2, \zeta_2] - [\zeta_1, \zeta_1] \right), \quad \phi_- = \phi_2 - \phi_1,
\]

(96)

and the Lie algebra element,

\[
\eta = gv_\epsilon \phi_-,
\]

(97)

we obtain,

\[
E = \int d^2x \left( \frac{3}{2} (D_i \phi_+)^2 + \frac{1}{2} (D_i \phi_-)^2 + \langle D \xi_1 \rangle^2 + \langle D \xi_2 \rangle^2 + \langle Z_q, Z_q \rangle \right) \\
+ \int d^2x \left( \frac{1}{2} (\Phi - B)^2 + \gamma_r \langle [\phi_1, \phi_2] \rangle^2 + \langle [\phi_1, \zeta_2] \rangle^2 + \langle [\phi_2, \zeta_1] \rangle^2 \right).
\]

The BPS equations are,

\[
D_i \phi_- = 0, \quad D_i \phi_+ = 0,
\]

(98)
\[ \begin{align*}
v_c \zeta_2 - [\phi^2, \zeta_2] &= 0, \quad \phi^2 = 3\phi_+ + \phi_-, \\
v_c \zeta_1 - [\phi^1, \zeta_1] &= 0, \quad \phi^1 = 3\phi_+ - \phi_-, \\
[\phi_1, \phi_2] &= 0, \quad [\phi^1, \zeta_2] = 0, \quad [\phi^2, \zeta_1] = 0.
\end{align*} \]

(99)

(100)

(101)

\[ \begin{align*}
D\zeta_2 &= 0, \quad \bar{D}\zeta_1 = 0, \\
B &= g \left( v_c \phi_+ - \left( [\zeta_2, \zeta_2^\dagger] - [\zeta_1, \zeta_1^\dagger] \right) \right). 
\end{align*} \]

(102)

(103)

5 Center vortex ansatz

In section 3, we commented about the general properties of the center vortex asymptotic behaviour. Here, we would like to discuss some expected properties for the behaviour around its center. For this aim, it would be useful having a parametization analogous to the simple \( U(1) \) case, where evidencing the modulus and the phase of the complex Higgs field, \( \rho e^{i\chi} \), accompanied by the gauge field, \( a \partial_\chi \), permits the implementation of boundary conditions.

For the \( SU(N) \) models, given a Higgs field configuration \( \phi_q, \zeta_q \), we would like to give a notion of non Abelian modulus and phase. We could initially determine whether the asymptotic vacua are of the form given in eq. (44) or eq. (45), and then look for the mapping \( S \) (the non Abelian phase) such that,

\[ S(\tilde{\alpha}_q \cdot \tilde{H}) S^{-1}, \quad S(E_{\alpha_q}^T) S^{-1}, \]

respectively,

\[ S(-\tilde{\alpha}_q \cdot \tilde{H}) S^{-1}, \quad S(-E_{\alpha_q}^T) S^{-1}, \]

is the closest local basis to the field configuration \( \phi_q, \zeta_q \). The “polar” decomposition is then,

\[ \phi_q = SF_q S^{-1}, \quad \zeta_q = SZ_q S^{-1}. \]

(104)

(105)

(106)

The notion of closest mapping can be obtained by following similar steps to those used when defining adjoint Laplacian center gauges [30]. For example, in \( SU(2) \), we can take \( \psi_1 = \sqrt{2} \phi_1 \), together with \( \psi_2, \psi_3 \) (obtained from \( \zeta_1 \) using eq. (82)), and expand these fields in the \( T_A \) basis,

\[ \psi_A = \psi_{AB} T_B, \quad \psi_{AB} = \langle \psi_A, T_B \rangle, \]

(107)

\( A = 1, 2, 3 \). The real elements \( \psi_{AB} \) form a \( 3 \times 3 \) matrix \( \Psi \), for which a polar decomposition exists,

\[ \Psi = QR, \]

(108)
where $R \in SO(3)$ and $Q$ is real symmetric and positive semidefinite. The closest orthogonal matrix to $\Psi$ is $R$, then the closest orthonormal basis to $\{\psi_A\}$ is given by,

$$n_A = R_{AB} T_B = S T_A S^{-1},$$

(109)

where $S$ is defined up to a global center element. That is, for $SU(2)$ adjoint Higgs fields, the “modulus and phase” decomposition is,

$$\psi_A = S(Q_{AB} T_B) S^{-1},$$

(110)

which can be translated back to $\phi_1$, $\zeta_1$-language.

With regard to the gauge field, we note that on any simply connected region, which does not contain the pointlike defects of the local basis, the Higgs field ansatz looks as a gauge transformation. Therefore, on that region, the field equations would be simplified by representing the smooth $A_i$ as a gauge transformation of a vector field $A_i$. However, in the defining representation, $S$ is in general discontinuous on some curves, as it changes by a center element when we go around a center vortex. Therefore, on $R^2 - \{\text{pointlike defects}\}$, the ansatz,

$$S A_i S^{-1} + \frac{i}{g} S \partial_i S^{-1},$$

(111)

cannot work, as it contains a contribution ($I_i$) concentrated at the points where $S^{-1}$ is discontinuous. There are three equivalent possibilities to circumvent this problem.

- proceed as in ref. [31, 32], proposing the parametrization,

$$A_i = S A_i S^{-1} + \frac{i}{g} S \partial_i S^{-1} - I_i,$$

(112)

- proceed as in [33, 34], to write

$$A_i = (A_i^A - C_i^A) n_A,$$

(113)

where $C_i^A$ only depends on the local colour frame \[109\].

- work with the fields mapped into the adjoint representation,

$$Ad(A_i) = R Ad(A_i) R^{-1} + \frac{i}{g} R \partial_i R^{-1}, \quad Ad(A_i) = A_i^A M_A,$$

(114)

$$Ad(\psi_q) = R Ad(P_q) R^{-1}, \quad Ad(\zeta_\alpha) = R Ad(P_\alpha) R^{-1},$$

(115)
where we used,
\[ R_{AB} M_B = RM_A R^{-1}. \]  

(116)

Here, we shall use the third possibility. The advantage of the second and third options is that \( n_A \) and \( R \) contain at most pointlike defects, as they are always single-valued when we go around a loop. Then, the \( R\partial_i R^{-1} \) term does not introduce delta distributions concentrated on curves, and a smooth \( Ad(A_i) \) ansatz can be implemented with \( Ad(A_i) \) satisfying appropriate boundary conditions at the vortex guiding centers.

It is important to underline that, in the ansatz (114), \( Ad(A_i) \) is not a gauge transformation of \( Ad(A_i) \). The magnetic field \( B \) is given by,
\[ B = \partial_1 A_2 - \partial_2 A_1 - ig[A_1, A_2], \]

(118)

where the last term in eq. (117) is concentrated at the vortex guiding centers. The profiles \( A_i, F_q \) and \( Z_q \), must be such that \( B \) and the Higgs fields be well-defined and smooth everywhere, and satisfy the desired asymptotic behavior.

For a single center vortex, with charge \( z \) modulo \( N \), in the asymptotic region we can impose,
\[ A_i \to 0, \quad S \to e^{i\varphi \vec{\beta} \cdot \vec{T}}, \]

(119)

where \( \vec{\beta} \) satisfies eq. (48). When minimizing the energy, the extension of \( R = Ad(S) \), from the asymptotic region to the vortex core, should not only contemplate keeping \( R \) along a Cartan direction but also other possibilities. In this regard, note that for
\[ \vec{\beta} - \vec{\beta}_0 = 2N\vec{\gamma}, \quad \vec{\gamma} \in \Lambda(Ad(SU(N))), \]

(120)

it is always possible obtaining a map \( R(r, \varphi) \) verifying,
\[ R(r, \varphi) = \begin{cases} e^{i\varphi \vec{\beta} \cdot \vec{M}}, & r > r_m \\ e^{i\varphi \vec{\beta}_0 \cdot \vec{M}}, & r < r_0 \end{cases}, \]

(121)

that is smooth for \( r \geq r_0 \). This map can be constructed as \( R = e^{i\varphi \vec{\beta}_0 \cdot \vec{M}} R_0 \) where
\[ R_0(r, \varphi) = \begin{cases} e^{i2N\varphi \vec{\gamma} \cdot \vec{M}}, & r > r_m \\ I, & r < r_0 \end{cases}. \]

(122)

It always exists as \( e^{i2N\varphi \vec{\gamma} \cdot \vec{T}} \) is closed in \( SU(N) \), and therefore \( e^{i2N\varphi \vec{\gamma} \cdot \vec{M}} \) is topologically trivial in \( Ad(SU(N)) \). While using \( \vec{\beta} \) or \( \vec{\beta}' \), restricted by eq.
is a matter of taste, the value of $\beta_0$ is not, as different $\beta_0$'s imply different types of defect and profile function behaviours when $r \to 0$. For example, an asymptotic behavior with $z = 0$ is described by any $\beta \in 2N \Lambda(Ad(SU(N)))$. All these values can be extended to $\beta_0 = 0$. For this choice, $R(r, \varphi)$ contains no defect at the origin and the minimization process will simply return a trivial result, corresponding to a pure gauge transformation of the vacuum configuration. Other possible extensions would imply a defect at the origin, associated boundary conditions for the field profiles, and a higher energy (in the simplified model).

For $z = \pm 1$, i.e. $\beta = 2N \vec{w} + 2N \vec{\gamma}$, where $\vec{w}$ is a weight of the defining representation or its conjugate, there is no manner to avoid a defect at $r \to 0$. The energy is expected to be minimized by $\beta_0 = 2N \vec{w}$, as in this case some of the basis components will only give one turn, when we go around a small circle around $r = 0$. In this respect, from eq. (158) we have,

$$[\beta_0 \cdot \vec{H}, E_\alpha] = (\vec{\alpha} \cdot \beta_0) E_\alpha , \quad SE_\alpha S^{-1} = e^{i(\vec{\alpha} \cdot \beta_0)} E_\alpha .$$

Therefore, for $r < r_0$, besides the trivial diagonal components,

$$n_q = SH_q S^{-1} = H_q ,$$

we get,

$$n_\alpha = ST_\alpha S^{-1} = \cos(\vec{\alpha} \cdot \beta_0) \varphi T_\alpha - \sin(\vec{\alpha} \cdot \beta_0) \varphi T_{\bar{\alpha}} ,$$

$$n_{\bar{\alpha}} = ST_{\bar{\alpha}} S^{-1} = \sin(\vec{\alpha} \cdot \beta_0) \varphi T_\alpha + \cos(\vec{\alpha} \cdot \beta_0) \varphi T_{\bar{\alpha}} ,$$

$$T_\alpha = \frac{1}{\sqrt{2}} (E_\alpha + E_{-\alpha}) , \quad T_{\bar{\alpha}} = \frac{1}{\sqrt{2i}} (E_\alpha - E_{-\alpha}) .$$

Using eq. (170) (see appendix A), for a center vortex characterized by $\beta_0 = \beta_q = 2N \vec{w}_q$, where $\vec{w}_q$ is some weight of the defining representation, for positive roots of the form $\vec{\alpha} = \vec{\alpha}_{pq}$, $p, p' \neq q$, we have $n_\alpha(x) \equiv T_\alpha$, $n_{\bar{\alpha}}(x) \equiv T_{\bar{\alpha}}$. On the other hand, for those roots where the weight $\vec{w}_q$ participates, the pairs $n_\alpha(x)$, $n_{\bar{\alpha}}(x)$ rotate once when we go around the center vortex. The cases $\vec{\alpha} = \vec{\alpha}_{q'p}$ ($q < p'$) and $\vec{\alpha} = \vec{\alpha}_{pq}$ ($p < q$) have opposite senses of rotation.

### 6 BPS center vortices

At the critical point, to solve the $SU(2)$ and $SU(3)$ BPS equations, it will be enough considering,

$$\phi_q = v_c S(\vec{\alpha}_q \cdot \vec{H}) S^{-1} , \quad \zeta_q = u S E_{\alpha_q} S^{-1} .$$
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(and a similar expression for the conjugate sector). The possible non Abelian phases $S$ are such that $R = \text{Ad}(S)$ behaves as in eq. (121). As we will see, the $A_i$ parametrization in terms of $A_i$ and $S$ together with the BPS equations imply,

$$A_i = c_i \vec{\delta} \cdot \vec{H} ,$$

(128)

where the $H_q$’s generate a Cartan subalgebra. Then, from eqs. (112)-(114), for $r < r_0$ the gauge field is,

$$A_i = c_i \vec{\delta} \cdot \vec{H} + \frac{1}{g} \partial_i \varphi \vec{\beta}_0 \cdot \vec{H} ,$$

(129)

and in order to obtain a regular magnetic field, we must have $\vec{\delta} = \pm \vec{\beta}_0$ and $c_i \to \mp \frac{1}{g} \partial_i \varphi$, when $r \to 0$.

6.1 \textbf{su}(2)

For nonzero $\zeta$, eq. (78) implies,

$$\phi = \frac{v_c}{\sqrt{2}} SH_1 S^{-1} , \quad \zeta = u SE_{\alpha_1} S^{-1} ,$$

(130)

where the possible $\beta$’s in eq. (121) are $\beta = q\sqrt{2}$, $q \in \mathbb{Z}$. Now, using anyone of the parametrizations (112)-(114), eq. (77) gives,

$$D_i(\mathcal{A})(H_1) = 0 \quad \text{or}, \quad [\mathcal{A}_i, H_1] = 0 ,$$

(131)

whose solution is,

$$\mathcal{A}_i = c_i \beta_0 H_1 ,$$

(132)

(the case $\delta = -\beta_0$ is discussed at the end). Similarly, eq. (79) becomes,

$$D(\mathcal{A})(uE_{\alpha_1}) = 0 \quad \text{or}, \quad (\partial_1 + i\partial_2)u E_{\alpha_1} - igu [A_1 + iA_2, E_{\alpha_1}] = 0 .$$

(133)

Thus, joining this information, we obtain,

$$\frac{\beta_0}{\sqrt{2}} (c_1 + ic_2) = \frac{1}{2g} (\partial_2 h - i\partial_1 h) , \quad u = v_c e^{h/2} .$$

(134)

$$\text{Ad}(B) = (\partial_1 c_2 - \partial_2 c_1) \beta_0 \text{Ad}(H_1) = -\frac{1}{\sqrt{2g}} (\partial_1^2 + \partial_2^2) h \text{Ad}(H_1) ,$$

(135)

where we have changed the variables from $u$ to $h = 2 \ln(u/v_c)$, as is usually done in the $U(1)$ case. Therefore, eqs. (80), (117) imply,

$$((\partial_1^2 + \partial_2^2) h + g^2 v_c^2 (1 - e^h)) R \text{Ad}(H_1) R^{-1} = i\sqrt{2} R[\partial_1, \partial_2] R^{-1} .$$

(136)
The second member is obtained from eq. (121),
\[ i R[\partial_1, \partial_2]R^{-1} = \beta_0 [\partial_1, \partial_2] \varphi Ad(H_1) . \] (137)

As is well-known, although for \( j_i = \partial_i \varphi \) the quantity \( \partial_2 j_3 - \partial_3 j_2 = [\partial_2, \partial_3] \varphi \) seems to vanish, it is in fact concentrated at \( x^2 = x^3 = 0 \), where \( e^{i\varphi} \) contains a defect. Namely,
\[ \partial_1 j_2 - \partial_2 j_1 = 2\pi \delta^{(2)}(x^1, x^2) . \] (138)

This can be checked using Stokes’ theorem. Then, we get,
\[ (\partial_1^2 + \partial_2^2) h + g^2 v_c^2 (1 - \epsilon^h) = 2\pi \sqrt{2} \beta_0 \delta^{(2)}(x^1, x^2) . \] (139)

For \( q \) even, the asymptotic behaviour \( S = e^{iq\sqrt{2} \varphi H_1} \), \( R = e^{iq\sqrt{2} \varphi Ad(H_1)} \), on the circle \( r \to \infty \), can be continuously changed to a behaviour characterized by \( \beta_0 = 0 \), as \( r \) is varied from \( \infty \) to 0. The absence of defects will lead to a trivial pure gauge solution to the BPS equations. On the other hand, for \( q \) odd, the asymptotic behavior can be changed to \( \beta_0 = +\sqrt{2} \), as well as \( \beta_0 = -\sqrt{2} \). For these values, the frame components in eq. (125) rotate only once, when we go close and around the origin. The solution to eq. (139) is well-defined for \( \beta_0 = +\sqrt{2} \), while it is ill-defined for \( \beta_0 = -\sqrt{2} \). In the latter case, the well-defined solution is obtained using the conjugate ansatz (see a similar discussion in 6.2),
\[ \phi = \frac{v_c}{\sqrt{2}} S(-H_1)S^{-1} , \quad \zeta = u S(-E_{\alpha q}^T)S^{-1} , \quad A_i = c_i (-\sqrt{2}) H_1 . \] (140)

In SU(2), both the vortex and its conjugate satisfy,
\[ S(\varphi + 2\pi) = -S(\varphi) , \] (141)
so they are equivalent objects.

6.2 \( \text{su}(3) \)

For nonzero \( \zeta \)’s, eqs. (99)-(101) imply,
\[ \phi_q = v_c S(\tilde{\alpha}_q \cdot \tilde{H})S^{-1} , \quad \zeta_q = u_q S E_{\alpha_q} S^{-1} , \] (142)
\[ (q=1,2) \] and imposing eq. (98) we obtain,
\[ D_i(A)(\tilde{\alpha}_q \cdot \tilde{H}) = 0 \quad \text{or,} \quad [A_i, \tilde{\alpha}_q \cdot \tilde{H}] = 0 . \] (143)

This means that \( A_i \) is in the Cartan subalgebra. Taking \( \tilde{\delta} = +\tilde{\beta}_0 \),
\[ A_i = c_i \tilde{\beta}_0 \cdot \tilde{H} , \] (144)
eq. (102) gives,
\[
(\partial_1 + i\partial_2)u_2 E_{\alpha_2} - ig (c_1 + ic_2)u_2 [\vec{\alpha}_0 \cdot \vec{H}, E_{\alpha_2}] = 0 ,
\]
(145)
\[
(\partial_1 - i\partial_2)u_1 E_{\alpha_1} - ig (c_1 - ic_2)u_1 [\vec{\alpha}_0 \cdot \vec{H}, E_{\alpha_1}] = 0 .
\]
(146)
Then, we get,
\[
(\vec{\beta}_0 \cdot \vec{\alpha}_2) (c_1 + ic_2) = \frac{1}{2g} (\partial_2 h_2 - i\partial_1 h_2) ,
\]
(147)
\[
(\vec{\beta}_0 \cdot \vec{\alpha}_1) (c_1 - ic_2) = -\frac{1}{2g} (\partial_2 h_1 + i\partial_1 h_1) ,
\]
(148)
\[
\mathcal{B} = -\frac{1}{2g} (\partial_1^2 + \partial_2^2) h \frac{\vec{\beta}_0 \cdot \vec{H}}{\vec{\beta}_0 \cdot \vec{\alpha}_2} ,
\]
(149)
where \(u_i = v_i e^{h_i/2}\).

In addition, eq. (103) reads,
\[
i R[\partial_1, \partial_2] R^{-1} =
= R \text{Ad} \left( -g \mathcal{B} + g^2 v_c^2 (\vec{\alpha}_2 - \vec{\alpha}_1) \cdot \vec{H} - g^2 v_c^2 (\vec{\alpha}_2 e^{h_2} - \vec{\alpha}_1 e^{h_1}) \cdot \vec{H} \right) R^{-1} ,
\]
where, for a single vortex, eq. (121) implies,
\[
i R[\partial_1, \partial_2] R^{-1} = [\partial_1, \partial_2] \varphi \text{Ad}(\vec{\beta}_0 \cdot \vec{H}) = 2\pi \delta^{(2)}(x^1, x^2) \text{Ad}(\vec{\beta}_0 \cdot \vec{H}) .
\]
(150)
Putting this information together, we arrive at,
\[
- g \mathcal{B} + g^2 v_c^2 (\vec{\alpha}_2 - \vec{\alpha}_1) - g^2 v_c^2 (\vec{\alpha}_2 e^{h_2} - \vec{\alpha}_1 e^{h_1}) = 2\pi \delta^{(2)}(x^1, x^2) \vec{\beta}_0 .
\]
(151)
Let us consider the case where \(\vec{\beta}_0\) is associated with a weight of the defining representation. Noting that \(\mathcal{B} = (\partial_1 c_2 - \partial_2 c_1) \vec{\beta}_0 \cdot \vec{H}\), and \(\vec{\alpha}_2 - \vec{\alpha}_1 = \frac{1}{2} \vec{\beta}_2\), in order to have a nontrivial solution, we are led to \(\vec{\beta}_0 = \pm \vec{\beta}_2\). For these cases, \(\vec{\beta}_0 \cdot \vec{\alpha}_2 = -\vec{\beta}_0 \cdot \vec{\alpha}_1\), eqs. (147) and (148) give \(h_1 = h_2 = h\), \(u_i = u = e^h\), and both sides of eq. (151) turn out to be oriented along the same direction.
Under these conditions, we obtain,
\[
(\vec{\beta}_0 \cdot \vec{\alpha}_2)^{-1} (\partial_1^2 + \partial_2^2) h \vec{\beta}_0 + g^2 v_c^2 (1 - e^h) \vec{\beta}_2 = 4\pi \delta^{(2)}(x^1, x^2) \vec{\beta}_0 .
\]
(152)
That is, for \(\vec{\beta}_0 = +\vec{\beta}_2\) (\(\vec{\beta}_0 \cdot \vec{\alpha}_2 = +1\)),
\[
(\partial_1^2 + \partial_2^2) h + g^2 v_c^2 (1 - e^h) = 4\pi \delta^{(2)}(x^1, x^2) .
\]
(153)
On the other hand, the choice $\vec{\beta}_0 = -\vec{\beta}_2$ would imply,

$$
(\partial_1^2 + \partial_2^2) h + g^2 v_c^2 (1 - e^h) = -4\pi \delta^{(2)}(x^1, x^2). \tag{154}
$$

The second choice does not lead to well-defined Higgs fields. In effect, while close to the origin eq. (153) gives $h \sim 2 \ln r$, $u = e^{h/2} \sim r$, producing single-valued Higgs fields (and $c_i \sim -\frac{1}{g} \partial_i \varphi$), eq. (154) gives $h \sim -2 \ln r$, $u = e^{h/2} \sim 1/r$. However, it is easy to see that the new ansatz obtained from (144) by the replacement,

$$
\vec{\alpha}_q \cdot \vec{H} \to -\vec{\alpha}_q \cdot \vec{H}, \quad E_{\alpha_q} \to -E_{\alpha_q}^T,
$$

solves the BPS equations, with a well-defined $h$ satisfying eq. (153), provided we choose $\vec{\beta}_0 = -\vec{\beta}_2$.

Other weights can be obtained by replacing in eq. (144) (resp. eq. (155)),

$$
\vec{\alpha}_q \to \vec{\alpha}_q^W,
$$

where $W$ is a Weyl transformation. The solutions will be characterized by the gauge field behavior (121), with $\vec{\beta}_0 \to \vec{\beta}_0^W = \vec{\beta}_2^W$ (resp. $\vec{\beta}_0 \to \vec{\beta}_0^W = -\vec{\beta}_2^W$) (and $\vec{\beta} \to \vec{\beta}^W$). Then, these solutions are characterized by the weights of the defining representation, $\vec{\beta}_1, \vec{\beta}_2, \vec{\beta}_3$, and its conjugate, $-\vec{\beta}_1, -\vec{\beta}_2, -\vec{\beta}_3$. They correspond to center vortices with the minimum charges $z = \pm 1$, as the mappings $S$ satisfy,

$$
S(\varphi + 2\pi) = e^{\pm 2\pi/3} S(\varphi). \tag{157}
$$

### 7 Conclusions

In this article we presented Yang-Mills-Higgs models with $SU(N) \to Z(N)$ SSB pattern that accept BPS center vortex equations (for $N = 2, 3$).

For this aim, we initially proposed a class of $SU(N)$ models containing real and complex adjoint Higgs fields, that can be labelled by the simple roots of the $su(N)$ Lie algebra. The Higgs potential is such that its minimization returns a set of conditions that essentially define a Chevalley basis. The space of vacua also contains a trivial symmetry preserving point, where the Higgs fields vanish, separated from the SSB points by a potential barrier.

Next, we introduced a nonrelativistic interaction term so as to obtain a set of BPS equations. This is a term that tends to align, in the Lie algebra, the magnetic field and one of the Higgs fields. Finally, we obtained some solutions. For example, the $Z(3)$ vortices come in three colours (the weights
of the defining representation) which are physically equivalent, and three anticolours, obtained from an ansatz based on the conjugate representation.

Generally, BPS equations are derived by working on the energy functional, which is a local object, and obtaining a bound that only depends on some topological charge. For $U(1)$ vortices, the bound is given by the magnetic flux. This is a topological term that can be written locally, by means of a flux density. On the other hand, for center vortices, the flux concept is given by the asymptotic behavior of the gauge invariant Wilson loop, a nonlocal object that may not arise in the calculation. For this reason, the search for BPS equations led us to consider the alignment interaction. After completing the squares, the energy is always greater or equal than zero. Thus, BPS center vortices are characterized by an exact compensation between the positive definite part of the energy functional (kinetic energy plus Higgs potential) and the contribution originated from alignment.

Similarly to the minima of the Higgs potential, the BPS equations have trivial solutions with vanishing Higgs fields (and pure gauge fields) and a sector where the asymptotic fields are in SSB vacua. Although the BPS solutions have vanishing energy, no solution continuously interpolating the center vortex ($z = \pm 1$) and the trivial configuration ($z = 0$) exists. In other words, there is an energy barrier for the continuous deformation of one configuration into the other. The general solution to the BPS equations was written in terms of a reduced set of profile functions and a mapping $R(S)$ in the adjoint representation of $SU(N)$. The mapping $S \in SU(N)$, contains information about the asymptotic Wilson loop and the set of possible defects at the vortex guiding centers, which determine the behaviour of the profile functions.

In spite of the Abelian looking profile functions obtained, we would like to underline two important differences. First, as the number of BPS center vortices is increased, the energy remains vanishing. This is in contrast to $U(1)$, where the energy increases linearly with the number of vortices, a property that is modified below and above the critical coupling, implying either attractive or repulsive forces. Second, the topological properties of the adjoint representation of $SU(N)$ modify the relation between asymptotic phases and defects we have in $U(1)$ (the first homotopy groups are $\mathbb{Z}(N)$ and $\mathbb{Z}$, respectively). A $U(1)$ asymptotic phase implies a unique type of pointlike defect, and a unique order for the zero of the corresponding Higgs profile. On the other hand, for an asymptotic non Abelian phase, many extensions to reach a pointlike defect are possible, with their corresponding conditions on the profile functions.

When leaving the critical point, by lowering the alignment interaction, some of these extensions will become unstable. For example, for vanishing
$Z(N)$-charge the defects in $R(S)$ can be avoided, and the lowest energy solution will simply correspond to a trivial regular gauge transformations of the SSB vacua. For $Z(N)$-charge equal to ±1, a defect is always present. In this case, the lowest energy is expected to correspond to complex fields giving only one turn, as we go close and around the vortex guiding center. Therefore, when leaving the critical point, the new energetics, topology, and field content are expected to modify the forces between center vortices, as compared with the $U(1)$ case, this may be a possibility worth exploring.
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Appendix A: Cartan decomposition of $g$

A compact connected simple Lie algebra $g$ can be decomposed in terms of hermitian Cartan generators $H_q$, $q = 1, \ldots, r$, which generate a Cartan subgroup $H$, and off-diagonal generators $E_\alpha$, or root vectors, labelled by a system of roots $\vec{\alpha} = (\alpha_1, \ldots, \alpha_r)$. They satisfy,

$$[H_q, H_p] = 0 \quad , \quad [H_q, E_\alpha] = \alpha_q E_\alpha \quad , \quad [E_\alpha, E_\alpha^\dagger] = \langle E_\alpha, E_\alpha \rangle H_\alpha ,$$

where, for every root $\vec{\alpha}$, $H_\alpha$ is defined by,

$$\langle H_\alpha, H_q \rangle = \vec{\alpha} \cdot \vec{q} .$$

In addition,

$$[E_\alpha, E_\gamma] = N_{\alpha\gamma} E_{\alpha+\gamma} \quad , \quad \vec{\alpha} + \vec{\gamma} \neq 0 ,$$

where $N_{\alpha\gamma} = 0$, if $\vec{\alpha} + \vec{\gamma}$ is not a root.

The rank of $\mathfrak{su}(N)$ is $r = N - 1$, and its dimension is $d = N^2 - 1$. The weights of the defining representation, can be ordered according to,

$$\vec{w}_1 > \vec{w}_2 > \cdots > \vec{w}_N ,$$

they satisfy,

$$\vec{w}_q \cdot \vec{w}_q = \frac{N - 1}{2N^2} \quad , \quad \vec{w}_q \cdot \vec{w}_p = -\frac{1}{2N^2} \quad , \quad q \neq p \quad , \quad \vec{w}_1 + \cdots + \vec{w}_N = 0 .$$
The positive roots are,
\[ \vec{\alpha}_{qp} = \vec{w}_q - \vec{w}_p \quad , \quad q < p , \]  
which satisfy, \( \alpha^2 = \vec{\alpha} \cdot \vec{\alpha} = 1/N \), and the simple roots are,
\[ \vec{\alpha}_q = \vec{w}_q - \vec{w}_{q+1} . \]  
Recalling that the fundamental weights \( \vec{\Lambda}^q \) are defined by,
\[ 2 \vec{\alpha}_q \cdot \vec{\Lambda}_p = \delta^p_q , \]  
the \( \vec{\lambda}^q \) basis in eq. (29) can be written as,
\[ \vec{\lambda}^q = 2N \vec{\Lambda}^q , \]  
with,
\[ \vec{\Lambda}^1 = \vec{w}_1 \quad , \quad \vec{\Lambda}^2 = \vec{w}_1 + \vec{w}_2 \quad , \quad \vec{\Lambda}^3 = \vec{w}_1 + \vec{w}_2 + \vec{w}_3 \quad , \ldots \]  

Weights of \( Z(N) \) vortices

For \( su(N) \), the possible \( \vec{\beta}'s \) in eq. (50) are (see refs. [11], [20], [25]),
\[ \vec{\beta} = 2N\vec{w} , \]  
where \( \vec{w} \) are the weights of any matrix representation of \( SU(N) \). As noted in ref. [11], weights of the defining representation,
\[ \vec{\beta}_q = 2N\vec{w}_q , \]  
(and their conjugate) correspond to the minimum charges, as they verify,
\[ \vec{\beta}_q \cdot \vec{\alpha}_{qp} = 1 \quad , \quad \vec{\beta}_q \cdot \vec{\alpha}_{pp'} = 0 \quad (p, p' \neq q) . \]  

For \( N = 2 \), the weights are one component, those of the defining representation are
\[ w_1 = \frac{1}{2\sqrt{2}} \quad , \quad w_2 = -\frac{1}{2\sqrt{2}} , \]  
and there is a positive root \( \alpha_1 = 1/\sqrt{2} \). For \( N = 3 \), the weights of the defining representation and the simple roots are given by,
\[ \vec{w}_1 = (1/2\sqrt{3}, 1/6) \quad , \quad \vec{w}_2 = (-1/2\sqrt{3}, 1/6) \quad , \quad \vec{w}_3 = (0, -1/3) , \]  
\[ \vec{\alpha}_1 = \vec{\alpha}_{12} = (1/\sqrt{3}, 0) \quad , \quad \vec{\alpha}_2 = \vec{\alpha}_{23} = (-1/2\sqrt{3}, 1/2) . \]
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