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Abstract—We study the statistical properties of facial behaviour altered by the regulation of brain arousal in the clinical domain of psychiatry. The underlying mechanism is linked to the empirical interpretation of the vigilance continuum as behavioral surrogate measurement for certain states of mind. Referring to the classical scalp-based obtrusive measurements, we name the presented method Opto-Electronic Encephalography (OEG) which solely relies on modern camera-based real-time signal processing and computer vision. Based upon a stochastic representation as coherence of the face dynamics, reflecting the hemifacial asymmetry in emotion expressions, we demonstrate an almost flawless distinction between patients and healthy controls as well as between the mental disorders depression and schizophrenia and the symptom severity. In contrast to the standard diagnostic process, which is time-consuming, subjective and does not incorporate neurobiological data such as real-time face dynamics, the objective stochastic modeling of the effective responsiveness only requires a few minutes of video-based facial recordings. We also highlight the potential of the methodology as a causal inference model in transdiagnostic analysis to predict the outcome of pharmacological treatment. All results are obtained on a clinical longitudinal data collection with an amount of 99 patients and 43 controls.
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1 INTRODUCTION

Mental disorders are among the top ten leading causes of public health burden, worldwide and there has been no evidence of a global reduction of this burden in the last 30 years [1]. The global number of disability adjusted life years (DALYS) and the proportion of global DALYS attributed to mental disorders increased. It has become clear that the classification of mental disorders by taxonomies such as the Diagnostic and Statistical Manual of Mental Disorders (DSM) or the International Classification of Diseases (ICD) is not sufficient as they do not reflect relevant neurobiological and behavioural mechanisms. Therefore, in the US the National Institute of Mental Health started the Research Domain Criteria (RDoC) project to establish a research classification system for mental disorders that is based on neurobiological findings and observational behaviour [2]. In Europe, the Roadmap for Mental Health Research in Europe (ROAMER) project paved the way for developing a comprehensive and integrated mental health research agenda which is successfully featured by the German Federal Ministry of Research and Education initiative e:Med (for example: IntegraMent - Integrated Understanding of Causes and Mechanisms in Mental Disorders) [3]. Today, we have access to ground-breaking advances in biological and brain sciences; biomarkers from ‘omics’ research, developments in brain mapping such as the connectome, fast genome-wide association studies, next generation DNA sequencing, affective computing, eHealth, cognitive behavioural therapy and large scale research infrastructures [4]. Taking advantage of such developments will produce a larger body of evidence along the entire translational pipeline starting from biological mechanisms to behavioural systems, resulting in new clinical approaches and preventative interventions, leading to more sustainable and individualized treatments [5]. However, for the moment patient-tailored treatment has not yet arrived in the clinical setting. The analysis of genetic factors and their interaction with environmental factors has delivered valuable sets of predictors. Utilizing genetic profiles, together with the environmental factors including lifestyle, it is possible to develop predictors classifying individuals at risk; this way, establishing preventive strategies to reduce the risk of developing a mental disorder [6]. Classical statistical concepts like null-hypothesis testing have struggled in dealing with objectively measurable endophenotypes derived from huge datasets and in extrapolating patterns from one set of data to another. While these tests often determine differences between affected versus healthy subjects or treatment versus placebo group, it turned out that they do not help in finding a differential diagnosis or the right treatment among numerous competing treatment groups [7]. In contrast, machine learning uncovers general concepts underlying a series of observations without explicit instructions to reveal biological subgroups in patients [7], [8]. In mental disorders with complex possible treatment combinations, where differential diagnosis and disease trajectories may fall into more than two categories, multiclass learning approaches must be used. Unique combinations of behavioral, genetic, neural, hormonal and environmental characteristics play a role in the pathogenesis of mental illness. Fusing all these types of data and levels of analysis to produce statistically robust large-scale models is an important challenge for the future. Machine learning has been successfully applied in various research areas in recent years, such as language processing, speech recognition or computer vision and is suitable to offer a framework of mechanisms to enable clinical prediction.
on an individual level [9]. It is expected that the combination of genetic data with physiological biomarkers, behaviour and clinical factors with the concept of learning algorithms may enable the identification of disease-specific biological aspects that help to allocate patient subgroups to specific treatment options, and to identify subjects at risk. In this way, using artificial intelligence could provide specific treatment options or preventive strategies tailored to the individual person, across the common mental disease classifications.

2 CONTRIBUTION

In this context, this study pays particular attention to the behavioural manifestations of affective disorders, and primarily in what is probably the most pronounced modality in everyday life, especially with respect to unconscious behaviour, that of facial expression. Going beyond machine diagnosis of depression in affective computing, which has been developed in previous studies [14], [15], we show that the measurable affective state estimated by means of computer vision contains far more information than the pure categorical classification. It is a further objective to emphasize that, in the overall context of mental illness, the patient’s emotional state is an essential key factor to understanding the underlying disease. Although this appears to be known in the clinical field, we believe that a broader and more public awareness of this issue and its background can lead to constructive problem-solving approaches. In a general and interdisciplinary sense, this work with its theoretical background and technical realisation attempts to contribute in trying to understand affective syndromes by experiential measures and multimodal affectives responses, in the spirit of the rise of affectivism [16]. First, we review the connection between facial behaviour and the psychiatric field.

Next, we show that the facial expression manifestation of affective disorders can be attributed to classical brain arousal regulation (a phenomenon formerly known as vigilance). Thereafter, we explain how behavioural face dynamics can be formulated mathematically. Here, we expand the terminology of shape geodesics to further take into account the temporal dimension, which until now has not received much consideration. Thus, we look not only at what the person is doing at a given moment, but also how they do it and what the connections between the individual components of the observable process are [17]. This assumption is based on the theory of hemifacial asymmetry in emotion expressions [18]. Quoting Aristotle, "The whole is more than the sum of its parts". To evaluate the algorithms empirically¹, we present a new clinical data collection². The visual differences between the patients and the healthy controls are examined and presented using the collected video data. We also show how they are perceived by other people (see Fig. 1 for the corresponding mean faces). Based on the clinical diagnosis the classic categorical classification will be presented. This is followed by the computer vision-based measurement of the human face, whose construction we justify and compare to known methods. In contrast to the static observation of facial expressions, the dynamic behaviour can also distinguish between the disease categories of depression and schizophrenia and not only between healthy controls and patients. In further experiments, the connection between facial dynamics and symptom severity will be examined. In the final

¹. We published the code for reproducing all results on the corresponding author's public repository.
². The data collection will be made available upon request in compliance with the underlying data protection policies to qualified individuals our groups to support broader research and enable collaboration in this field.
Fig. 2. Brain arousal regulation of the vigilance continuum as synopsis of defined classifications of the EEG-stages occurring between relaxed wakefulness during closed eyes and deep sleep [10]. The stages A1 to B2 have first been introduced by Bente and Roth [11]. A decrease in vigilance can lead to two different behaviors, 1) the organism decides to go to sleep and the vigilance reverts to sleep stages or, 2) the organism exhibits auto-stabilization behavior to counter regulate their vigilance level. If this natural physiological regulation is permanently disturbed, pathological symptoms can develop. The rigid regulation is often observed during depressive episodes and the labile regulation during manic episodes [12]. A statistical link to facial dynamics was studied recently [13].

set of experiments, a model of causal inference is evaluated to obtain patient-tailored drug treatment recommendations.

3 BACKGROUND

3.1 The Facial Expressions

Attempts to define the concept of feelings or emotions go back at least to Aristotle, who described them as situation-specific perceptual interpretations [19]. Darwin also dealt with the expression of emotions in humans and animals. He found that certain expressive movements could be explained through protective functions or deterrence [20]. Later theories emphasized the role of central nervous processes and regarded emotional excitement or arousal as a function and interaction of cortical and subcortical processes. More recent theories also assume cognitive states that are independent of physiological arousal as a sufficient criterion for the expression of emotions [21]. In the seminal work The biology of human behaviour, Eibl-Eibesfeldt claimed that the expressive movements associated with emotions are the same in all cultures [22]. Some authors assume the existence of so-called basic emotions [23], [24], [25]. Among these, Ekman also posits that expression and meaning are culture-independent, with a strong reference to Darwin's universality of facial expressions of emotion. However, current views regard these findings rather critically and show that emotions tend not to be cross-cultural constants [26]. The evolution of emotions, in a genuine biological sense, can be better traced back to the fight or flight response. Essentially, this reduces the possible set of base emotions, with more complex emotions reflecting specific cultural idiosyncrasies [27], [28]. Regardless of cultural characteristics, it is beyond doubt that one's facial expression—interplay of eye, mouth and face muscles—reflects one's feelings, emotions and thoughts: it is a window to one's inner state. Leonhard has described facial expression as the language of expression of the soul [29]. As recognized very early on, affects are expressed in the motor system, consequently also in facial expressions, gestures, gait and posture [30]. A change in a person's emotional world or psyche is therefore also reflected in a change of facial expression. Piderit also described the role of facial expression in neuropsychiatry as well as in psychology as one of the most important sources for the detection of pathological mental states [31]. Psychiatrists usually judge the affect in patients as more flattened, labile or inadequate. The facial expression behaviour seems partly impoverished, bizarre or uncontrolled up to the point of given stereotypes. Numerous studies exist today that have attempted to use computer vision and machine learning to investigate affective disorders via facial expressions [32]. Current research focuses on the dynamic interpretation of facial features and also predicting the symptom severity of the disease [33].

3.2 The Vigilance

Many biological systems can be described relatively well as open thermodynamic processes [34]. The alternation between determinism and complexity of this autopoietic system [35] by means of its dissipative structures [36] on an abstract level involves merely certain different states of energy [13]. The transformation of energy into a new state is nothing more than information [37]. There is a mutual relationship between physical, psychological, and social aspects of health. It is evident that health is closely linked to individual and collective value systems and behavior patterns that manifest in personal lifestyles. Life is a continuum of maintaining equilibrium [38]. Continuous disturbances, however, can lead to certain diseases. The key question is which information indicates an unbalanced metabolism at all and whether it is possible to use
shape-based coherence sequence kernel. Given a set of registered facial landmarks the trajectory of the shape geodesic will be modeled as a VAR model over sliding blocks. Each block is gradually accumulated into the pre-computed background mixture model. At the end the kernel is then calculated via an adaptation step and fed to the Gaussian process regression. A subspace projection was carried out between the computation steps in order to reduce the overall complexity.

...this to make objective statements about the possible course of the disease, suitable treatments and the chances of recovery.

Affective disorders belong to the clinical discipline of neuropsychiatry. Attempts have been made to understand the complex nature of these diseases and their causes for a long time. In many cases, these are processes that have developed over many years and which have often become profoundly consolidated through ongoing difficult emotional and social circumstances. Biologically, the local protein synthesis inside the brain gets thrown out of balance, which leads to a drastic change in brain arousal regulation. This physiological phenomenon is known as vigilance, whose origin dates back to the seminal work of Head [39]. In its original formulation, vigilance is neither a function nor a performance, but is rather described as a continuum. It has more a semantic meaning like the explanatory principles [40] and therefore can be regarded as a theoretical construct [41]. Accordingly this construct is primarily conceived for scientists, who are interested in the reality behind the empirical phenomena. Vigilance is often used as a summarizing term in an interdisciplinary context for discrete measurements like sustained attention, selective attention or alertness. However, these terms reflect certain measurable performances and the mechanism of enabling a certain performance respectively. This is also represented by the early protagonists and it should be explicitly pointed out in order to avoid corresponding misinterpretations [10], [42].

Electroencephalography (EEG) changes of vigilance by a complex spatio-temporal process were first presented by Loomis and Davis [43], [44]. In this early perspective, a distinction was initially only made between the two states of wakefulness and sleep. Some decades later, Bente and Roth [11], [45] explained the states in a more detailed representation by dividing these into substages (see Figure 2). With the rapid development and increasing performance of the semiconductor industry the first machine learning approach for the classification of these stages was realized given the work of Ulrich, Olbrich and Hegerl [10], [12], [46]. Basically, vigilance is usually measured as the connectivity between the visual cortex and the frontal lobe in terms of EEG alpha waves in the classical sense. Alpha waves are known to be involved in the deactivation of the corresponding brain region [10]. However, there are also several surrogate measurements linked to this arousal dynamic since it is not always possible to incorporate obtrusive sensor like EEG or the more popular stationary sensing devices like Magnetic resonance imaging (MRI) technology [47]. More recent studies have analyzed vigilance regulation while one's eyes are open. Here the statistical relation between the facial behaviour, the vegetative nervous system and performance-based vigilance measurements are used as a multivariate construct to directly predict brain arousal regulation as an indicator for estimating tiredness [13]. In this paper, the term vigilance will be also used as a surrogate measure which is further investigated in the domain of observable behaviour from the human face. In essence, if there exists a labile regulation which is associated to affective disorders like depression, then the facial dynamics should be also significant different compared to the state of natural physiological regulation found in healthy people (see Figure 2 for the regulation schematics).

4 The Model Space

Observing the human face in interpersonal communication sending signals which one would like to interpret. Signals in the proper sense are nothing more than functions in mathematical spaces. Functions, on the other hand, can be described by the changes in their variables. For a given problem, the resulting question will be which kind of functional can describe a suitable solution. For the registration of the face shape, a solution via the representation as an inverse problem yields to a nonlinear least square problem which has proven to be powerful. In general, a shape is a point in a high-dimensional, nonlinear manifold, called a shape space sharing the properties of the Riemannian geometry. Kendall pioneered the study of shape for labeled point sets [48]. Therefore, the properties of such a representation are relatively well understood. The Riemannian structure can only...
be considered locally as Euclidean. The temporal consideration of the shape on the manifold is a geodesic path represented by the corresponding Lie algebra. In essence, we are seeking an analytic solution for the face shape as equivalence class describing the space of diffeomorphisms as function of time. A schematic overview of the model space which can solve this problem is illustrated in Fig. 3 and will be described in the following two subsections.

4.1 Shape Geodesic

Given a sequence of vectors representing the shape of an object with a certain fixed amount of landmarks. Arguably, the intrinsic change of the shape representation, the shape dynamic, needs to be invariant to the action of the special Euclidean group SE(3) in order to be able to execute any kind of comparison usually done with a proper distance measurement. Consider an arbitrary sequence of landmark configurations \( \tilde{X} := \{ X_i : i = 1, ..., \tau \} \) representing the non-rigid motion of the object's shape as a function of time, where each \( X_i \) \((0 \leq i \leq \tau)\) is an \( n \times d \) matrix of rank \( d \) encoding the positions of the \( n \) distinct landmark points \( \tilde{p} \in \mathbb{R}^d \). Usually with \( d \in \{ 2, 3 \} \), the two- or three-dimensional Euclidean space. At each time step \( i \), a common choice to incorporate certain necessary invariance properties to the shape representation would yield to the matrix of pairwise distances between the landmarks of the same shape augmented by the distances between all the landmarks and their center of mass \( p_0 \).

\[
D = (d_{ij});
\]

\[
d_{ij} = d_{ij}^2 = ||p_i - p_j||^2
\]

where \( || \cdot || \) denotes the Euclidean norm on \( \mathbb{R}^d \).

\[
D = \begin{bmatrix}
0 & d_{12}^2 & d_{13}^2 & \cdots & d_{1n}^2 \\
& 0 & d_{23}^2 & \cdots & d_{2n}^2 \\
& & 0 & \cdots & d_{3n}^2 \\
& & & \ddots & \ddots \\
& & & & 0
\end{bmatrix}
\]

The Euclidean distance matrices are related to Gram matrices [49] where \( || \cdot || \) denotes the norm associated to the \( l^2 \)-inner product \( \langle \cdot, \cdot \rangle \). The entries of the Gram matrix \( G := XX^T \) are the pairwise inner products of the points \( p_1, ..., p_n \),

\[
G = XX^T = \langle p_i, p_j \rangle, \quad 1 \leq i, j \leq n ,
\]

with the linear relationship given the equality

\[
D_{ij} = \langle p_i, p_i \rangle - 2\langle p_i, p_j \rangle + \langle p_j, p_j \rangle, \quad 0 \leq i, j \leq n .
\]

Gram matrices are \( n \times n \) positive semidefinite matrices of rank \( d \). The Riemannian geometry of the space of such matrices is given by the positive semidefinite cone \( S^+(d,n) \). The Grassmann manifold \( \mathcal{G}(d,n) \) of \( d \)-dimensional subspaces in \( \mathbb{R}^n \) is invariant under transformations of the special Euclidean group SE(3) resulting in an affine invariant shape representation given by the subspace \( U \) spanned by the columns of \( X \) [50]

\[
U = \text{span}(X).
\]

For two subspaces

\[
U_1 = \text{span}(U_1)
\]

and

\[
U_2 = \text{span}(U_2) \in \mathcal{G}(d,n),
\]

the geodesic curve connecting them is given by

\[
\text{span}(U(t)) = \text{span}(U_1 \cos(\Theta t) + M \sin(\Theta t)),
\]

where \( \Theta \) is a \( d \times d \) diagonal matrix formed by the principal angles between \( U_1 \) and \( U_2 \). The matrix \( M \) is given by the formula \( M = (I_n - U_1U_1^T)U_2F \) and \( F \) is the pseudo-inverse \( \text{diag}(\sin(\theta_1), \sin(\theta_2)) \). The Riemannian distance between the subspaces \( U_1 \) and \( U_2 \) is given by

\[
d_\mathcal{G}^2(U_1, U_2) = ||\Theta||^2_F .
\]

The polar decomposition of a \( n \times d \) matrix \( X \) of rank \( d \),

\[
X = UR
\]

with

\[
R = (X^TX)^{1/2}
\]

yields to the Gram matrix \( XX^T \) as \( UR^2U^T \). The columns of the matrix \( U \) are orthonormal and the matrix \( R \) is positive-definite. The polar decomposition maps from the product of the Stiefel manifold \( V \) and the cone of the positive-definite. matrix \( P \) to the manifold \( S^+(d,n) \)

\[
\Pi : \mathcal{V}_{d,n} \times \mathcal{P}_d \to \mathcal{S}^+(d,n)
\]

\[
(U,R^2) \to UR^2 U^T .
\]

Connecting two Gram matrices \( G_1 = U_1R_1^2U_1^T \) and \( G_2 = U_2R_2^2U_2^T \) in \( \mathcal{S}^+(d,n) \) is given by the curve

\[
C_{G_1 \to G_2}(t) = U(t)R^2(t)U^T(t), \quad \forall t \in [0, 1] ,
\]

with \( R^2(t) = R_1 \exp(t \log R_1^{-1}R_2R_2^{-1})R_1 \) defining a geodesic in \( \mathcal{P}_d \) connecting \( R_1^2 \) and \( R_2^2 \), and \( U(t) \) defining the geodesic in \( \mathcal{G}(d,n) \) given by Eq. (8). The distance \( d_{S^+(G_1,G_2)} \) between the two Gram matrices \( G_1 \) and \( G_2 \) results in the square of the length of the curve on \( \mathcal{S}^+(d,n) \)

\[
d_{S^+(G_1,G_2)} = d_{\mathcal{G}}^2(U_1,U_2) + kd_{\mathcal{P}}(R_1^2,R_2^2)
\]

\[
= ||\Theta||^2_F + k||\log R_1^{-1}R_2R_2^{-1}||_F^2 .
\]

The parameter \( k \) controls the influence of the squared Grassmann distance \( d_{\mathcal{G}} \) and the squared Riemannian distance \( d_{\mathcal{P}} \).

4.2 Coherence Sequence Kernel

Now consider the evolution of the shape geodesic \( \mathcal{C}_{G(t-1) \to G(t)}(t) \) as a stationary random process \( X_t \). The frequency specific characteristics of the process can be described by a vector auto-regressive (VAR) model of order \( p \) reflecting its coherence and causality [17] written as

\[
X_t = c + \sum_{i=1}^{p} \varphi_i X_{t-i} + \epsilon_t,
\]

with the intercept \( c \), noise \( \epsilon \) and the coefficients \( \varphi_i \) of the lags of \( X \) till order \( p \). This model shares the properties of a bounded linear convolution operator on a normed sequence space

\[
x(t) = \int_{-\infty}^{\infty} \varphi(\tau)x(t-\tau)d\tau
\]
defined with respect to the inner product of its underlying Hilbert space. In case the Hilbert space is associated with a valid kernel that reproduces every function in the space one speaks of a reproducing kernel Hilbert space widely used in structural risk minimization as principals of machine learning [53]. Suppose any system's impulse response $\Phi$ of the process in general can be represented as part of an universal prior given by a multivariate Gaussian mixture model

$$g(\Phi) = \sum_{c=1}^{N} \lambda_c M(\Phi; \mu_c, \sigma_c).$$  \hspace{1cm} (16)

where $\lambda_c$ are the priors of the Gaussians $\mathcal{N}()$ and $\mu_c$ and $\sigma_c$ are the mean and covariance respectively. Given a set of observed responses $\Phi = \{\varphi_i\}$, $\mu$ can be estimated by the classical posterior adaptation (MAP) given the universal prior $g(\Phi)$ [54]. Each sample response $\varphi_j$ contributes to a particular Gaussian component $\mathcal{N}_c$ with respect to the posterior probability that $\varphi_i$ belongs to $\mathcal{N}_c$

$$r_{i}(c) = \frac{\mathcal{N}(\varphi_i; \mu_c, \sigma_c)}{\sum_{c=1}^{M} \mathcal{N}(\varphi_i; \mu_c, \sigma_c)}$$  \hspace{1cm} (17)

with the sufficient statistics

$$r_c = \sum_{i=1}^{N} r_{i}(c)$$  \hspace{1cm} (18)

$$z_{c} = \sum_{i=1}^{N} r_{i}(c)\varphi_i$$  \hspace{1cm} (19)

and the resulting MAP estimation

$$\mu_{c} = \frac{z_{c} + \sigma \hat{\mu}}{r_{c} + \frac{\sigma}{\sigma}}$$  \hspace{1cm} (20)

This assumes identical priors and a diagonal covariance for the mixture components.

The distance $d_{KL}(g(\Phi), g(\tilde{\Phi}))$ between the universal prior $g(\Phi)$ and the adapted distribution $g(\tilde{\Phi})$ can be expressed by a symmetric approximation of the Kullback-Leibler (KL) divergence [55]

$$d_{KL}(g(\Phi), g(\tilde{\Phi})) = \frac{1}{2} \sum_{c=1}^{M} \lambda_c (\hat{\mu}_c - \mu_c)\sigma_c^{-1}(\hat{\mu}_c - \mu_c).$$  \hspace{1cm} (21)

The resulting inner product

$$K_{KL}(g(\Phi), g(\tilde{\Phi})) = \sum_{c=1}^{M} (\sqrt{\lambda_c}\sigma_c^{-\frac{1}{2}}\hat{\mu}_c)(\sqrt{\lambda_c}\sigma_c^{-\frac{1}{2}}\mu_c)$$  \hspace{1cm} (22)

yields to a linear kernel function. The kernel is a simple scaled version of the vectorized means. A major advantage of such kind of kernel is that the dimension is constant across different observed sequence lengths.



5. EXPERIMENTS

5.1 Data Collection

The longitudinal data was collected at the University Hospital, Aachen, Germany. An amount of 99 patients (52.3% female, 47.7% male, mean age 33.76 years, s.d. = 14.36) and 43 healthy controls (55.8% female, 44.2% male, mean age 37.03 years, s.d. = 14.88) were recruited from in-patient treatment facilities of the Department of Psychiatry, Psychotherapy and Psychosomatic, RWTH Aachen University. The patient group includes 66 participants with depression (65.2% female, 34.8% male, mean age 37.01 years, s.d. = 15.43) and 33 with schizophrenia (39.4% female, 60.6% male, mean age 39.05 years, s.d. = 13.65). The first measurement took place immediately after they got hospitalized and the second short before their in-patient discharge. The time interval between these two measurements is 8 weeks on average. All participants of the control group were arbitrary recruited from the local population but interviewed and recorded with the same time interval between the measurements.

5.1.1 Clinical Data

The clinical diagnoses were confirmed using the Structured Clinical Interview for DSM-5 Clinician Version (SCID-5-CV) and Structured Clinical Interview for DSM-5 Personality Disorders (SCID-5-PD) [57]. Symptom severity was assessed using the Brief Symptom Inventory (BSI) [58], the Beck Depression Inventory (BDI-II) [59] and the GRID Hamilton Depression Rating Scale (GRID-HAM-D 21) [60]. A psychomotor vigilance task (PVT) battery was carried out assessing alertness, sustained attention and divided attention [61]. All participants of the control group were screened for a lifetime DSM-IV diagnosis (SCID-light) [57], neurological illness or current substance misuse.

3. This work involved human subjects in its research. Approval of all ethical and experimental procedures and protocols was granted by the Ethics Committee of the Medical Faculty of RWTH Aachen (Application No.: 356/19), and performed in line with the Declaration of Helsinki (World Medical Association, 2013 [56]). All participants of this study were financially reimbursed and gave their written informed consent for participation.
5.1.2 Video Recordings

All patients were interviewed and simultaneously recorded with a standard consumer webcam (Logitech c270, 25 fps). Each single measurement consists of three phases with an average recording duration of 90 minutes. Phase I includes the entire Hamilton interview between the participants and the clinician. During phase II all participants were shown videos of different facial expressions alternating with a neutral one which they were asked to imitate respectively. For every imitated mimic video they reported their own emotional state and intensity. The facial expression videos were taken from the Binghamton 3D Dynamic Facial Expression Database (BU-4DFE) [62]. The average duration of this phase is 10 minutes. In phase III all participants were presented with portrait-shot video clips of actors telling different short-stories. The general condition of the stories reflects emotionality in all channels while the other conditions either provided neutral speech content, facial expression, or prosody, respectively. Stimuli consist of 96 evaluated videos (duration, mean 10.93 s, s.d = 0.93), alternating a male (n = 44) or female (n = 52) protagonist who told a self-related story of disgusting, fearful, happy, sad or neutral situations. All actors had been instructed to imagine their story as vividly as possible, and to remember an emotionally corresponding life experience. The participants judged and reported the emotion and intensity presented, as well as their own emotional state and intensity [63]. The average duration of the third phase is 15 minutes. All video recordings were manually checked for consistency. A manual segmentation of the measurement conditions was also carried out.

5.1.3 Mean Faces

In Figure 1 the neutral mean faces of the patients and the healthy control group are visualized. The left face corresponds to the control group and the right face to the patient group. To calculate the mean faces a standard landmark fitting of the faces was carried out using the EmoNet framework [64]. The selection of the neutral emotional face was done during phase II when the participants are instructed to imitate the specific facial expression. Procrustes analysis is applied to all fitted landmark shapes of the neutral face images. Piecewise affine transformation [65] from the face shape to the mean face shape is determined in order to warp the face image to match the average shape and finally the mean for every pixel is computed.

5.1.4 Feature Extraction

For each individual video recording landmark fitting, dimensional emotion recognition [64] and eye gaze prediction was carried out [66]. The shape geodesic (Eq. 12) was computed on a frame by frame basis and standard SVD based dimension reduction was applied. The resulting shape geodesic time series was concatenated with the rigid head pose and eye gaze vector and frame blocked with a windows size of ten seconds and an overlap of one second. Each block was modelled as VAR process of order three (Eq. 14). The vectorized coefficient matrix was further reduced in its dimension once again by utilizing SVD. Over the entire database, for all an universal background model (Eq. 16) was computed using the standard expectation maximization algorithm. MAP adaptation was performed for the different available segmentation phases of the recordings to obtain the final kernels as feature representation. In Figure 3 the processing schematic is illustrated. For better reproducibility of the results, the individual dimensions of the vectors are shown here. VAR modeling and sequence kernel computation was also accomplished for the valence and arousal values of the EmoNet network [64].

5.2 Statistical Analysis

Various experiments were conducted to investigate fundamental issues related to the objectivity of current clinical diagnosis and treatment practices and how machine learning could contribute constructively in this area. This was realized in the broadest sense via statistical evaluations and finally by applying a schematic of causal inference. The first objective was to find out how affective disorders are generally perceived during social interaction and how accurate the clinical assessments really are. Secondly, we looked at how to automatically determine the most objective diagnosis possible as well as prognosis for treatment with the highest probability of success. The described model of facial dynamics serves as primary surrogate measurement for the underlying disturbed vigilance regulation and will be opposed to the discrete reaction time surrogate measurement of attention. The parameterized form of the facial dynamic is used as a predictor variable for several different clinical targets. In order to depict the respective statistical
relationship, a regression model was trained using a standard Gaussian process with dot product covariance function over the sequence kernel (Eq. 22). The performance is measured utilizing a leave-one-subject-out cross validation over the entire database. Unless otherwise indicated, all results are presented in terms of the Pearson correlation coefficients obtained during the separate experiments. There was no violation of the statistical significance (e.g. p-values) in the obtained results, therefore this will be not stated explicitly further.

5.2.1 Cues of Affective Disorders

The face contains a lot of information on which humans base their interactions with each other. Affective disorders may influence how others behave toward patients. To give a small impression how these people are perceived by their fellow human beings, 40 participants were surveyed to rate the mean faces with respect to several questions reflecting character traits and facial appearance. The participants were not informed that these faces are part of a clinical study including control subjects and patients. The following list shows the selected cues.

- Q1: What is the gender of the two faces?
- Q2: Do the faces have an attractive appearance?
- Q3: Are these faces trustworthy persons?
- Q4: How do you assess the ability of these people to act?
- Q5: What is the emotion of the two faces?
- Q6/Q7: What is the skin appearance of the two faces?
- Q8: What is the impression of the gaze?
- Q9: Do the two faces have droopy mouth corners?
- Q10: Do the two faces have raised eye brows?
- Q11: Are these persons clinical patients?

In Figure 5 the box plots representing the distribution of the answers are visualized. These results show that the faces of individuals diagnosed with affective disorders were perceived as having more hanging mouth corners, raised eye brows, more swollen pale faces and a dull gaze. Affective disorders also were associated with female gender, sad emotion, less trustworthy, less leadership quality and less attractive face appearance. As a whole, this was also associated with illness.

5.2.2 Clinical Data

Apparently the mere static appearance of the facial expression already entails indications of a possible mental illness. The next logical question to be asked is which information the clinical interview contains. The common clinical interview is usually conducted in one session and lasts between 45 and 90 minutes. The duration varies depending on the complexity of the psychiatric history and can be up to three hours in complex cases. In order to give a basic insight into the general problem of categorical clinical diagnostics, an attempt is made to determine the statistical predictive power using the results of the common observer based questionnaires. The symptom severity was used as concatenated feature vector including the BSI, the BDI and the HAMD scores. The target variable was selected as the overall patient status and patient type (e.g. depressive or schizophrenic) given by the SCID-5-CV assessment. As another target variable the treatment responder given by the SCID-5-CV assessment. As another target variable the treatment responder given by the SCID-5-CV assessment. As another target variable the treatment responder given by the SCID-5-CV assessment.

Affective disorders may influence how others behave toward patients. To give a small impression how these people are perceived by their fellow human beings, 40 participants were surveyed to rate the mean faces with respect to several questions reflecting character traits and facial appearance. The participants were not informed that these faces are part of a clinical study including control subjects and patients. The following list shows the selected cues.

- Q1: What is the gender of the two faces?
- Q2: Do the faces have an attractive appearance?
- Q3: Are these faces trustworthy persons?
- Q4: How do you assess the ability of these people to act?
- Q5: What is the emotion of the two faces?
- Q6/Q7: What is the skin appearance of the two faces?
- Q8: What is the impression of the gaze?
- Q9: Do the two faces have droopy mouth corners?
- Q10: Do the two faces have raised eye brows?
- Q11: Are these persons clinical patients?

The face contains a lot of information on which humans base their interactions with each other. Affective disorders may influence how others behave toward patients. To give a small impression how these people are perceived by their fellow human beings, 40 participants were surveyed to rate the mean faces with respect to several questions reflecting character traits and facial appearance. The participants were not informed that these faces are part of a clinical study including control subjects and patients. The following list shows the selected cues.

- Q1: What is the gender of the two faces?
- Q2: Do the faces have an attractive appearance?
- Q3: Are these faces trustworthy persons?
- Q4: How do you assess the ability of these people to act?
- Q5: What is the emotion of the two faces?
- Q6/Q7: What is the skin appearance of the two faces?
- Q8: What is the impression of the gaze?
- Q9: Do the two faces have droopy mouth corners?
- Q10: Do the two faces have raised eye brows?
- Q11: Are these persons clinical patients?

In Figure 5 the box plots representing the distribution of the answers are visualized. These results show that the faces of individuals diagnosed with affective disorders were perceived as having more hanging mouth corners, raised eye brows, more swollen pale faces and a dull gaze. Affective disorders also were associated with female gender, sad emotion, less trustworthy, less leadership quality and less attractive face appearance. As a whole, this was also associated with illness.

5.2.3 Patient Status

The first machine based prediction using the face dynamics solely was conducted for the general patient status. To show a comparison, not only the proposed modeling of the face shape coherence was taken into account but also two other methods from this technical field. The first alternative method is a deep learning approach based feature extraction methods (EmoNet) which projects the image based face regions to the Russel's circumplex model of emotion [64], [67]. This dimensional representation is characterized by its valence and arousal values located on the unite circle. Figure 7 visualizes the valence and arousal distributions by its mean and covariance computed over the three different measurement conditions for the patients and controls group. The yellow tone ellipses (p1, p2 and p3) correspond to the patients group and the blue tone ellipses (c1, c2 and c3) to the controls group. The patients show lower arousal and lower valence expectations. This means patients are less activated and are showing a more negative mood. Overall, the controls group has a much higher dynamic range of valence which reflects a more pronounced regulation of their emotional behavior. The valence and arousal distributions represent a static point of view of the facial behavior. Nevertheless, the patients already show a difference here compared to the controls, analogous to the snapshot of the presented mean faces (see Figure 1). In the next step VAR modeling and sequence kernels were computed for the shape geodesic as well as for the valence and arousal time series. As second alternative method a fisher vector encoding is computed over the barycentric representation of the face shape [14]. The feature computation for all three methods was accomplished once for the entire measurement and then for each of the three individual phases of the measurements (in the following Figures labeled by full, interview,
Fig. 7. The valence and arousal distributions predicted by the EmoNet over the three different measurement conditions (1,2,3) for both groups, the patients (p) and the controls (c).

mimic and story). For each method, each set of features and the patient status as the target, the cross-validation for the Gaussian process regression was executed. The number of components for the mixture models is set to 2048 for both sequence kernel variants and set to 16 for the fisher vectors. The comparison of scored correlations is represented in Figure 8. For the complete measurement the prediction of the patient status based upon the coherence sequence kernel (labeled as shape geodesic) achieved an expected correlation of 0.85, the EmoNet kernel an expected correlation of 0.89 and the fisher vector an expected correlation of 0.67. For the interview phase the coherence sequence kernel achieved an expected correlation of 0.93, the EmoNet kernel an expected correlation of 0.92 and the fisher vector an expected correlation of 0.72. For the mimic phase the coherence sequence kernel achieved an expected correlation of 0.99, the EmoNet kernel an expected correlation of 0.99 and the fisher vector an expected correlation of 0.77. For the story phase the coherence sequence kernel achieved an expected correlation of 0.99, the EmoNet kernel an expected correlation of 0.99 and the fisher vector an expected correlation of 0.76. Both sequence kernels show a show similar performance which is almost flawless. The fisher vector shows a slightly weaker performance. However, it must be mentioned here that the EmoNet network has to be trained on the basis of around 450,000 manually annotated face images in order to be able to predict emotions at all. In a further evaluation the scalability of the coherence sequence kernel was examined. For this purpose, the complexity of the Gaussian components was increased. The comparison of scored correlations for different numbers of mixture components is visualized in Figure 9. It is clear that predictive performance increases as components become more complex. Full saturation of performance is evident in the mimic phase. To emphasize this explicitly, the mimic phase shows the best performing correlations overall. And the measuring time is approximately 10 minutes which is relatively short compared to the rather lengthy clinical measurements. In addition, the distance between the adapted prior probabilities and the prior probabilities of background mixture model was calculated by the Wasserstein
distance. This measure of the frequency of specific regulation of facial dynamics is compared to the reaction times of the attention test. In Figure 10 this comparison is shown for both groups, patients and controls. The larger the distances become, the more likely it is to be able to observe a longer reaction time. Reaction times are often associated with severity of symptoms and are also linked to vigilance regulation [47].

5.2.4 Patient Type

Studies have shown that a plain static observation of facial expressions does not distinguish between depressive and schizophrenic patients [68]. However, on the other hand it could already be demonstrated by means of a rather rough observer based assessment of non-verbal behaviors that the schizophrenics differed by a decreased number of head movements, the depressive by a decreased eyebrow raising and both patient groups, but especially the depressed, by an overall reduction of the facial expressions associated with laughter [69]. Now the question is whether a dynamic embedding of the facial expressions yields to a machine based distinction in this case. The procedure for this is the same as for estimating the patient status. Only the target variable is different here and set to the corresponding patient type. The cross-validation was only carried out over the entire patient group. Only the coherence sequence kernel was used as a feature vector, with different Gaussian components in order to check the scalability. The comparison of the calculated correlations is visualized in Figure 11. The scalability is very similar to the previous estimation of the patient status and reaches almost complete saturation for the mimic phase of the measurements again. Apart from that, all measurement conditions achieved a correlation of more than 0.98, which shows an almost error-free estimation of patient type.

5.2.5 Treatment Responder

A pharmacological treatment corresponds to a large extent to the standard procedure for patients during their inpatient stay. One of the aims is to initially reduce the acute symptoms, at least temporarily, so that other therapeutic measures can be carried out at all. However, this is also often the method of choice for longer therapeutic intervention. The local protein synthesis of the neurotransmitters is a very complex process. The interaction of the individual components has not been fully clarified to the greatest possible extent in order to always be able to achieve an optimal effect in the treatment of patients. The availability of active substances is also limited. The phenomenon of non-response is therefore one of the main problems when selecting the pharmacological agent to be used. Prevalence estimates of treatment resistance vary from 20 to 60 percent of all patients [70]. As already pointed out in sub-chapter 7.2, the purely empirical clinical observer ratings including BSI, BDI and HAMD as predictor variables can only be used to very vaguely estimate response to drug treatment. It is now appropriate to specify the influence that machine-interpreted facial dynamics may have on the prediction of therapy response. First, it should be evaluated if the treatment response can be predicted generally. Next, whether an individual drug treatment recommendation by means of the sensor-based monitoring of the face behavior can lead to an objective and more successful approach tailored to the patients needs.

Clinical

To estimate the treatment response the HAMD-17 is used as target variable for the cross-validation of the Gaussian process regression. Consequently, it was evaluated here whether the facial dynamics monitored during the inpatient admission can provide information about the possible severity of symptoms at the future time of discharge. For a given symptom severity at the beginning of the treatment, the responder behavior can be derived. The corresponding comparison of the calculated correlations is shown in Figure 12. Again the scalability was determined by the model complexity, varying the number of mixture components for the background model. What immediately becomes apparent is that scalability has been lost. The expectation of the correlations ranges between 0.63 and 0.69 over the different measurement conditions. This is noticeably less compared to the two previous evaluations. At this point one would assume that if the clinical assessment changes or the symptoms improve, then the face dynamics as a surrogate measurement of the underlying vigilance regulation should change accordingly. This can be checked very easily by calculating the dot product of the feature vectors with respect to the mean vector computed
over the control group, once for the in-patient admission (in) and another time for the discharge (out). In Figure 13 the dot products for the patients (red) and the control group (blue) are visualized. As expected the distances for the controls tend not to change. However, this is also the case with the patients. Wouldn’t one logically expect the distances to move towards the healthy ones? It is remarkable that the reaction times of the attention test also show a similar development.

Causal Inference

The last experiment evaluates the performance of the face dynamics as a linear model of causal inference for the treatment selection. Recalling causality in the original sense is questioning cause and effect in order to justify action. In intelligence, causality is more about questioning options for action. Put simply, we ask the question: what if? Consequently, a counterfactual. We put a condition on a possible action and check what would happen based on empirical experience [71]. The empirical prior knowledge is available in the form of the behavioural face dynamics ($U_1$), the medication as treatment ($U_2$) and the diagnosis with its symptom severity ($U_3$). In trivial terms, all components of the behavioural face pattern can now be tested to see if they trend positively towards the behavioural patterns of the healthy samples for a given pharmacological treatment option. We thus obtain a probability, the best choice for a given observation. Technically, we form a tensor and calculate the subspace for each mode as a model of linearly independent basis vectors [72]

$$D = Z \times_1 U_1 \times_2 U_2 \times_3 U_3 \quad \text{(23)}$$

with $Z$ the core tensor and $U_1, U_2$ and $U_3$ the corresponding mode matrices. For a given projection of the face dynamics, we alter the treatment preserving the identity of the face dynamics until a clinically relevant improvement in depressive symptomatology, assessed via the HAMD, reached. This can be expressed and solved as a standard constrained optimization problem. We defined a reduction of the HAMD by at least 50 percent as constrained for the model. Figure 14 illustrates the measurements as a schematic vector space. In Table 1 the pharmacological treatment types prescribed during the study are listed. In Figure 15 the difference in symptom severity (HAMD delta) for the classical clinical assessment and the computed causal obtained ones is visualized. The expected improvement of symptom severity during the clinical treatment (clinical) is a reduction of the HAMD score of four points. For the synthetic altered treatment (causal) based upon the linear causal inference model the expected improvement of symptom severity is a reduced HAMD score of 22 points in the mean.

In Figure 16 the difference of the average prescribed treatment per category between the clinical assessment and the predicted causal recommendation is opposed. It can be observed that the causal model completely rejects the prescription of anxiolytica as needed and instead selected daily usage, if at all. Also the model rejects the prescription of the reuptake-inhibitors (SSRI and SNRI). Instead, the model proposed antipsychotics and tricyclic antidepressants. Using the facial dynamics achieved through the synthetic changed treatment, a cross-validation was used for estimating the treatment response once again. For this evaluation only the mimic phase of the video measurements was examined. However, value was placed on the scalability by increasing the number of components of the background model. In Figure 17 the scored correlations are visualized. For the model with 2048 mixture components the expected correlation is 0.801. The model with 4096 mixture components achieved an expected correlation of 0.805. The model with 8192 mixture components achieved the highest expected correlation with 0.857. The scalability is given here again. Compared to the clinical estimate, a noticeably

| ID | Category                          |
|----|----------------------------------|
| 1  | Antipsychotica                   |
| 2  | Antikonvulsiva/epileptica        |
| 3  | Anxiolytica (upon need)          |
| 4  | Anxiolytica (daily)              |
| 5  | Opiode                           |
| 6  | SSRI                             |
| 7  | SNRI                             |
| 8  | SNDR                             |
| 9  | Tetracycl AD                     |
| 10 | Tricyclic AD                     |
| 11 | MAO                              |

![Fig. 13. The dot products of the sequence kernel with respect to the mean sequence kernel of the control group. The distances are plotted for the hospitalization measurements (in) and the in-patient discharge (out) for both groups, the patients and the controls.](image1)

![Fig. 14. The measurement space including the face behavior, the clinical diagnosis and the treatment as a schematic vector space. Each mode of the measurements is associated with its own subspace.](image2)

![Fig. 15. The measurement space including the face behavior, the clinical diagnosis and the treatment as a schematic vector space. Each mode of the measurements is associated with its own subspace.](image3)
better estimate can be observed here. Finally, for the synthesized treatment, the dot products over both measurement times was calculated. Figure 18 shows these for the patients and the controls. It should be noted here that the patient distances are now moving towards the controls. That would mean, at the time of discharge, there is a noticeable reduction in the affective flattening. In essence a return to a physiological regulation of the vigilance.

**Limitations**

The results of the model are, in part, in contrast to standard, guideline-based clinical routines. Especially with respect to anxiolytics and SSRI, indicating that further research is needed here to investigate specific clinical indications and the overall prognostic utility of the present causal inference model in greater detail. Interpretations of the data presented here can only be made with strong caution, since the model incorporates the aspect of treatment only in the form of pharmacological therapy. However treatment of affective disorders for the patients in this sample entailed additional, multidimensional treatment options, including different forms of psychotherapy, non-invasive brain stimulation, electroconvulsive therapy, light therapy, occupational therapy and physical therapy. Hence, conclusions or recommendations for clinical practice cannot be made based solely on the data presented here.

6 **Future Work**

Future studies in this domain will help to recognize additional factors, such as gender or comorbidity, that further contribute to the enormous complexity of psychiatric disorders and the therapeutic mechanisms. While our results might be preliminary, they exemplify the huge potential of incorporating advanced machine-learning techniques and predictive modelling in psychiatric research via an interdisciplinary approach. Treatment response is often very limited in psychiatry, and more personalized approaches, enabling treatment prediction at the single-subject level are urgently needed. These automatically collected and processed data might offer a cost-effective means to generate clinically relevant, personalized insights and predictions, thereby capturing novel digital markers of behavior. If confirmed in future studies, causal inference models such as the one presented here will make such
predictions more personalized with respect to potential outcomes and disease course.

7 Conclusion

We have studied the human facial appearance and behavior in the clinical field of affective disorders and introduced a coherence sequence kernel based on the theory of hemifacial asymmetry. We were able to show that facial dynamics are affected when clinically diagnosed as a state which can be linked to rigid regulation of vigilance. This shows a pathological behavior which not only differs significantly from healthy people, but is also clear between the two mental disorders depression and schizophrenia. We have further demonstrated that the change in facial dynamics over a longer period of time contains information about the response to pharmacological treatment. Overall, the results predicted by the machine show better correlations compared to the pure clinical observer rating based questionnaires and are also objective. The relatively short measurement period of a few minutes for the computer vision approaches is also noteworthy, whereas hours are sometimes required for the clinical interviews or questionnaires. However, it is important to emphasize that any human diagnosis involves much more modalities and also involves very associative skills. For this reason, it is still too early to speak of a better general diagnosis option through machine vision at this point. The causal inference over the empirical prior knowledge of the data collection adjusted the pharmacological treatment in order observe a return to the physiological regulation of the facial dynamics. Such a return could not be observed during the clinical prescription. At the moment it is not clear whether such a machine based recommendation would indeed result to a significant better success of therapy. Further studies, incorporating well controlled, interventional study designs as well as larger patient samples, are needed to corroborate the present results. However, such kind of patient-tailored approaches would break the barriers of the common categorical classification schematic still dominantly used in daily life. We hope to report about a successful alignment of the patient-tailored approaches would break the barriers of the pure clinical observer rating based questionnaires and are also objective. The relatively short measurement period of a few minutes for the computer vision approaches is also noteworthy, whereas hours are sometimes required for the clinical interviews or questionnaires. However, it is important to emphasize that any human diagnosis involves much more modalities and also involves very associative skills. For this reason, it is still too early to speak of a better general diagnosis option through machine vision at this point. The causal inference over the empirical prior knowledge of the data collection adjusted the pharmacological treatment in order observe a return to the physiological regulation of the facial dynamics. Such a return could not be observed during the clinical prescription. At the moment it is not clear whether such a machine based recommendation would indeed result to a significant better success of therapy. Further studies, incorporating well controlled, interventional study designs as well as larger patient samples, are needed to corroborate the present results. However, such kind of patient-tailored approaches would break the barriers of the common categorical classification schematic still dominantly used in daily life. We hope to report about a successful alignment of the presented methodology in one of our future works. Nevertheless, this still requires some further research before the method we named Opto-Electronic Encephalography (OEG) will be fully suitable for everyday use.
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