CFD simulation of forced heat transfer of gas in pipe
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Abstract. This paper presents results from CFD simulation of heat transfer processes in ABAQUS. The investigations are realized at forced convection of air in steel pipe. Verification of the computing mesh and validation of the model, have been done. The average heat convection coefficients have been determined by methodology based on criteria equations, and on simulation methodology. Heat transfer processes between air flow in a steel pipe and the environment, have been experimentally accomplished. In order to analyze the processes of heat convection between the fluid and the internal surface of the pipe, numerical modelling is applied. A geometric model of the fluid flowing in the pipe is built. The computing mesh has been verified by increasing the number of cells and nodes. The numerical model has been validated based on experimentally measured temperature values and the simulation data. The heat convection coefficients have been investigated by analogy of the above. The results demonstrate that the numerical model is adequate and can be used to study similar heat transfer processes.

1 Introduction

Processes of heat transfer at forced convection are realized in heat exchange apparatuses [1-3]. Many experimental and numerical methods have been proposed for obtaining the parameters of heat transfer processes and characteristics of the fluid flow [1-7]. The correct defining of boundary conditions is obligatory for solving of numerical heat transfer problems [8].

Generally, in numerical simulation the used equations are discretized by cells from the division of computational domain using finite element method [3, 7, 10]. Three dimensional discrete model are being created in ABAQUS FEA engineering software in order to analyze the phenomena occurring the heat transfer process [11-13]. One of the turbulence model, which can be used for simulation of fluid flow is „Spalart-Almaras”.

More accurate estimation of the heat transfer coefficient is required for the high performance heat exchanger equipment [4]. Determination of heat convection coefficient can be done in different ways [2]. The aim of the paper is determination of the heat convection coefficient between the air flow and the pipe’s internal surface, by methodology based on criteria equations, as well as simulation, based on ABAQUS.
2 Methodology

2.1 Schematic diagram of the simulation model

Schematic diagram of the simulation model is presented in Figure 1. The object of investigation presented in the figure is the fluid flowing in the pipe. The input parameters for CFD simulation are: bulk fluid temperatures in the pipe’s inlet and outlet ($T_{f,1}$ and $T_{f,2}$, °C); average fluid velocity in the pipe’s inlet ($U_{in}$, m/s); manometric fluid pressure in the pipe’s outlet ($p_{m, outlet}$, Pa); heat flux between the fluid and the pipe’s internal surface ($q$, W/m²); pipe’s internal diameter ($d$, m); pipe’s length ($l$, m). The values of the above parameters have been experimentally determined.

The selection of the boundary conditions for implementation of CFD simulations is determined by the necessity to obtain the temperature distribution in the fluid on the base of the average heat flux $q$. The heat flux has been calculated through the following parameters: mass flow rate; average mass specific heat capacity at constant pressure; temperature difference “$T_{f,1} - T_{f,2}$”; internal tube diameter $d$ and pipe length $l$. Therefore, this requires setting of the heat flux $q$, the inlet bulk temperature $T_{f,1}$, and the outlet bulk temperature $T_{f,2}$ as boundary conditions.

![Fig. 1. Schematic diagram of the simulation model.](image1)

2.2 Verification of computing mesh and validation of CFD model

In Figure 2 is presented the scheme for verification of computing mesh and validation of CFD model. They are implemented based on pipe’s internal temperatures, taken in the corresponding cross-sections.

![Fig. 2. Scheme of the cross-sections for verification and validation.](image2)
The parameter for verification of the computing mesh is the average simulation value of the temperature $T_{w,3}$. Based on verification results, the computing mesh for simulation of the studied heat transfer processes is being chosen.

The validation of CFD model is performed by comparing simulation and experimental values of $T_{w,1}$, $T_{w,2}$ and $T_{w,3}$, using the selected computing mesh.

### 2.3 Calculation of the heat convection coefficient

The average heat convection coefficient ($h_c$, W/m$^2$K) between the fluid and the pipe’s internal surface is calculated in two methods – based on criteria equations, and based on simulation data. According to the first method the following criteria equation has been used:

$$Nu_{fd} = 0.018 \cdot Re_{fd}^{0.8} \cdot \varepsilon_l$$

(1)

The number of Reynolds $Re_{fd}$ is calculated on the basis of experimentally determined fluid temperatures ($T_{f,1}$ and $T_{f,2}$), and fluid velocity in the inlet pipe’s cross-section ($U_{input}$). The coefficient $\varepsilon_l$ is determined on the basis of the ratio $l/d$.

The calculation of the heat convection coefficient with simulation data is by the equation [2]:

$$h_c = q/\Delta T$$

(2)

where $\Delta T$ is the cross-section temperature difference, calculated as an average value of the temperature differences in six fluid cross-sections, K (Figure 3).

Fig. 3. Scheme of the cross-sections for calculation of the temperature difference $\Delta T$, K.

### 3 Results and discussion

#### 3.1 Input parameters of the simulated heat transfer processes

For applying of the numerical model for different cases, and for calculating the heat convection coefficient according to the above mentioned methods, three heat transfer processes have been realized and investigated via fluid flow rate regulation.

Table 1 presents the values of the input parameters for CFD simulation of the investigated heat transfer processes.
Table 1. Input parameters for simulation of the heat transfer processes.

| Heat transfer processes | $T_{f,1}$, °C | $T_{f,2}$, °C | $U_{input}$, m/s | $p_{out}$, Pa | $q$, W/m² |
|-------------------------|---------------|---------------|-----------------|-------------|----------|
| Process I               | 131           | 101           | 44.63           | 0           | 3873.52  |
| Process II              | 137           | 102           | 41.88           | 0           | 4176.30  |
| Process III             | 141           | 106           | 36.16           | 0           | 3734.36  |

The pipe’s internal diameter is $d = 0.038$ m, and length is $l = 2.901$ m. They are calculated on the base of the schematic diagram of the simulation model, presented in Figure 1.

3.2 Results from verification of the computing mesh, and validation of CFD model

Verification and validation have been realized for Process I (Table 1).

- Results, obtained from verification of the computing mesh

Table 2 presents the parameters of the investigated variants of computing mesh and the determined simulation value of the temperature $T_{w-3}$, used for verification.

Figure 4 presents the fluid cross-sections for determination of $T_{w-3}$. This temperature is calculated as the average temperature value for computing nodes, located on the external cylindrical surface of the fluid, which in fact is the internal heat exchange surface of the pipe. The figure presents information about the typical shape and the number of the computing cells as well as the number of the computing nodes for the investigated variants of mesh. The set shape of the computing cells is “Tet” (a 4-node linear fluid tetrahedron).

Table 2. Parameters of the computing meshes and the calculated simulation value of $T_{w-3}$.

| Variants of computing mesh | Shape of the computing cells | Approximate size of the computing cells, m | Number of the computing cells | $T_{w-3}$ (simulated), °C |
|---------------------------|-----------------------------|-------------------------------------------|-----------------------------|--------------------------|
| Mesh I                    | Tet                         | 0.0100                                    | 21733                       | 68.28                    |
| Mesh II                   | Tet                         | 0.0050                                    | 151141                      | 73.14                    |
| Mesh III                  | Tet                         | 0.0045                                    | 209028                      | 73.87                    |
| Mesh IV                   | Tet                         | 0.0040                                    | 276137                      | 74.19                    |
Fig. 4. Fluid cross-section for determination of the simulation value of $T_{w-3}$ at different computing mesh variants.

It was found that the difference in the values of $T_{w-3}$ between the contiguous variants III and IV is relatively small (0.32 °C). It can be assumed that from the point of view of the model’s accuracy, the further increase the mesh density is not required. Therefore, the variant Mesh IV is selected.

Results from validation of CDF model

Table 3 presents results from validation of the numerical model, accomplished by comparison of experimental and simulation values of the temperatures $T_{w-1}$, $T_{w-2}$ and $T_{w-3}$. The CFD model’s error has been calculated (Table 3).

| Temperature | Experimental value, °C | Simulation value, °C | Model’s error, ±% |
|-------------|------------------------|----------------------|-------------------|
| $T_{w-1}$   | 86.00                  | 87.57                | +1.79             |
| $T_{w-2}$   | 79.00                  | 76.52                | -3.14             |
| $T_{w-3}$   | 74.00                  | 74.19                | +0.26             |

From the results presented in Table 3, can be concluded that the highest calculated model’s error of -3.14 % is less than the generally accepted maximum permissible engineering error of ±5 %.

3.3 Results for calculated heat convection coefficient and simulation obtained temperature field
Table 4. Results for heat convection coefficient

| Investigated heat transfer process | $h_c$ (by criteria equations), W/(m$^2$.K) | $h_c$ (by simulation method), W/(m$^2$.K) | Difference, % |
|-----------------------------------|------------------------------------------|----------------------------------------|---------------|
| Process I                         | 111.66                                   | 115.56                                  | -3.49         |
| Process II                        | 110.53                                   | 110.08                                  | +0.41         |
| Process III                       | 94.71                                    | 98.04                                   | -3.52         |

Table 4 presents results for heat convection coefficient $h_c$, respectively calculated values on the base on criteria equations and values observed by simulation method. The percentage difference has also been calculated and analyzed.

Figure 5 presents the simulated temperature field in the longitudinal cross-section of the fluid, which gives information about the temperature values, used for calculation of $\Delta T$, K.
c) Process III

Fig. 5. Simulation results for temperature field in the longitudinal cross-section of the fluid.

Figure 6 presents information about the temperature distribution and the fluid velocity distribution in cross-section "D-D".

Fig. 6. Simulation results for the temperature distribution and the fluid velocity distribution in cross-section "D-D".
The results observed from numerical simulation covers the results calculated by criteria equations. The highest calculated percentage difference of -3.49 % is less than ±5 %. Therefore, it can be concluded that the proposed scheme for determination of $\Delta T$ is appropriate for simulation studies.

4 Conclusion

A methodology for investigation of heat transfer processes at forced convection of air in steel pipe by numerical simulation in ABAQUS has been proposed. A scheme of fluid cross-sections for verification of the computing mesh and validation of CFD model has been developed. A method for calculation of the average heat convection coefficient, via determination of simulation temperatures in the fluid cross-sections has been developed and proved. From the results of the computing mesh verification can be concluded that with increase of the mesh density, the difference between the temperature values (used as a basis for verification) has been reduced. From the results obtained for the validation of CFD model is seen that the maximum value of the model’s error is less than the maximum permissible technical error. Therefore, the CFD model is adequate and can be used for simulation of similar heat transfer processes. The results obtained for the heat convection coefficient indicate that the proposed method provides a sufficiently high accuracy.
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