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Abstract—We present TransLPC, a novel detection model for large point clouds that is based on a transformer architecture. While object detection with transformers has been an active field of research, it has proved difficult to apply such models to point clouds that span a large area, e.g., those that are common in autonomous driving, with lidar or radar data. TransLPC is able to remedy these issues: The structure of the transformer model is modified to allow for larger input sequence lengths, which are sufficient for large point clouds. Besides this, we propose a novel query refinement technique to improve detection accuracy, while retaining a memory-friendly number of transformer decoder queries. The queries are repositioned between layers, moving them closer to the bounding box they are estimating, in an efficient manner. This simple technique has a significant effect on detection accuracy, which is evaluated on the challenging nuScenes dataset on real-world lidar data. Besides this, the proposed method is compatible with existing transformer-based solutions that require object detection, e.g., for joint multi-object tracking and detection, and enables them to be used in conjunction with large point clouds.

I. INTRODUCTION

In recent years, transformer models [1] have revolutionized the field of natural language processing [2], [3]. Soon, they were also applied in various different fields, such as computer vision (e.g., image recognition [4], segmentation [5]) and game theory [6]. With attention between all input tokens, global relationships can be modeled, different from convolutional neural networks, which only incorporate local interactions in every layer. Depending on the application, an input token can be an embedded word or image cell, or a different kind of feature vector.

Transformers have also been applied to object detection, i.e., to estimating bounding box parameters for each object in a measurement, such as their location, extent and class. Such a transformer-based object detector opens many possibilities for downstream tasks, e.g., tracking, prediction or planning. Another advantage is that they alleviate the need for non-maximum suppression as a post-processing step. One example is the Detection Transformer (DETR) [7] that can be applied to image data, and that serves as basis for a joint tracking and detection model [8]. In [8], the feature vectors as computed by DETR are propagated through time, with elegant track management solved implicitly by the transformer. Such a model would also be desirable for point cloud data, which is solved by 3DETR [9]. However, existing transformer-based detection approaches are not suitable for large-scale point cloud datasets, i.e., those that span a large area per frame and can contain many measured points. This is caused by memory constraints, as the size of the attention matrix in a transformer grows quadratically with the input length. Such large datasets are common in the context of autonomous driving, where a lidar sensor can measure points in areas of 100 × 100 meters and beyond. One contribution of this work is that we investigate how to modify the general concept of DETR for large point clouds.

Besides this, we shift our focus to the query vectors that are input to the transformer decoder model and that serve as slots for detection. In our model, each of them is assigned to a certain location with a positional encoding. We analyze the interpretability of these vectors as location-bound feature vectors and outline their potential for downstream tasks. Our analysis leads to the design of a novel query refinement technique that improves the detection accuracy on a large surface area, while retaining reasonable memory consumption, which is illustrated in Figure 1. Rather than estimating a bounding box at a large distance from the query location directly (left), the refinement enables queries to travel iteratively towards the bounding box, allowing for a more accurate estimation.

To summarize, the main contributions of this paper are:

- We present TransLPC, a novel transformer-based object detector that is applicable to large point clouds.
- A novel query refinement method is presented, which...
improves the detection accuracy, while causing negligible overhead. The method is thoroughly analyzed.
- Our model can serve as a detection platform for using existing transformer methods with large point clouds, such as joint detection and tracking [8], which was previously hindered by memory constraints. This is explored in our follow-up work [10].

II. RELATED WORK

In this section, related work that our method is built on is introduced. We briefly describe the transformer model [1], as well as multiple existing methods for object detection.

A. Transformers

Components of the transformer model [1] that are relevant to this work are summarized in the following. A transformer consists of a decoder and an encoder, both of which contain attention modules. In the encoder, context information within the data is meant to be encoded. For this, self-attention between the input tokens \( x_i, i = 1, \ldots, N \) is employed, i.e. each token can interact with every other token, which results in the aforementioned quadratic memory requirement w.r.t. \( N \). In the self-attention module, three vectors are computed from each token: A query, key and value vector. Each query is meant to query information from the other tokens, by comparing it to all other keys, thereby obtaining the attention weights. The attention result is then computed by weighting the values according to the attention weights.

The transformer decoder receives input tokens as well, which are different from the encoder input tokens and can have a different sequence length \( M \). It employs self-attention between its tokens, as well as cross-attention. During the latter, the decoder input constitutes the query vectors, while keys and values stem from the encoder’s output. Therefore, cross-attention enables the decoder to query information from the encoded input. Both in the transformer decoder and the encoder, multiple layers are stacked on top of one another, each containing the aforementioned attention modules.

B. Object Detection

Object detection is a large research field with many different applications. Existing methods can be categorized based on their input modality and their output space. In the following, we focus on object detection in point clouds with 3D bounding boxes as output, which can roughly be categorized in three different approaches [11]: Even with point cloud input, grid-based methods operate in 2D space, by projecting the input into a bird’s eye view perspective first, e.g. [12], [13], as well as PointPillars [14], or into a different kind of 2D space, such as through cylindrical projection [15]. This allows them to use standard 2D convolutions, while the information from the missing dimension is encoded in feature vectors. Another approach is to divide the space into discrete volumes (voxels) [16], [17], and to group points within the same voxel together. Many voxels can be empty due to the sparseness of the input data [18]. Besides this, point-based methods do not group the input into a fixed grid [19], [20]. However, they do aggregate neighboring points, e.g. with ball query operations. Each of the aforementioned methods have in common that they compute feature vectors, which are assigned to a certain location or volume, whether it is on a regular grid or around a certain point. This is the definition of a backbone as it can be used with the model we propose in this work, allowing for a versatile choice of backbone as well as to benefit from the ongoing research in this area.

Transformer-based object detection is a relatively new development, based on which our method is built. DETR [7] is a pioneering work in this field. The authors perform 2D object detection with a full transformer model, as well as a pretrained image backbone as preprocessing step. Learnt queries are input to the decoder, which are denoted object queries. These queries are transformed through the model, and bounding box estimates are obtained with an estimation head after the last layer. The DETR model has been extended in numerous works, such as [21]–[23]. In [9], a similar method is applied to point cloud data from the indoor 3D dataset ScanNetV2 [24]. Their model also utilizes a full transformer model with encoder and decoder, but no backbone for preprocessing. In their work, the bounding boxes are estimated relative to a reference location rather than absolute. Note that such indoor 3D datasets span a much smaller area than the large point clouds that are the focus of this work. There has also been research on transformer-based detection backbones, [25] with a mixture of dilated and local attention and [26] with blocks of local and global attention.

III. PROPOSED MODEL

An overview of TransLPC, the proposed transformer detector for large point clouds can be found in Fig. 2. The model consists, among other things, of a backbone of choice, a transformer decoder and a novel query refinement module. Each of its components will be introduced in the following.

A. Allowing for a Large Input Length

As mentioned above, one fundamental limitation of the standard transformer model [1] is that the memory requirement of its attention modules grows quadratically with the number of input tokens \( N \). Due to this circumstance, the transformer in DETR [7] operates on a grid of only \( 45 \times 35 \) cells, i.e. \( N = 1575 \) tokens. In [9], a set aggregation downsampling [20] is used on the input point cloud to reduce the input to the transformer model to \( N = 2048 \).

In numerous experiments, we found that such aggressive downsampling is not feasible for point clouds that span a large area, which are the focus of this work. Both a point based downsampling, such as [20], as well as a birdseye-view grid based downsampling [14] result in tokens belonging to so broad influence regions or so large grid cells that it disrupts the detection quality. There is no clear dividing line concerning what is regarded as a large point cloud. In the context of this work, we consider a point cloud to be large if the aforementioned downsampling is
Fig. 2: Detection model overview. The point cloud input frame is processed in a backbone and a positional encoding is applied to each feature vector. For the first transformer decoder layer, anchor-based object queries are generated by encoding sampled locations from the data. The result of this layer is enhanced by query refinement before it is passed to the next (purple). Subsequent layers can either receive the propagated result of the previous one, or another refinement step is added.

not feasible, since a desired detection resolution can not be reached with it.

One option to handle such a point cloud may be to utilize one of the modified transformer models that aim to mitigate the quadratic memory requirement [27] [28]. Many models achieve linear complexity by approximating the transformer’s attention module. However, the input sequence length is still limited, while the attention mechanism is only an approximation of the original design. These two aspects explain why we found what functions better for detection on large point clouds: Leaving out the transformer encoder entirely. We find that a backbone, such as PointPillars [14], can sufficiently fulfill the task of encoding context information. With this removal, the transformer loses some of its global context. However, in a bird’s eye view perspective of a large point cloud, it is reasonable to encode mainly local information rather than the context many meters away. The transformer decoder on the other hand, which is still part of the proposed model, retains its global context through cross-attention.

The backbone output is flattened to a sequence of tokens (feature vectors) of length \( N \) and a positional encoding as in [7] is applied. As mentioned in the introduction, many different backbones could be used, as long as they supply feature vectors that each belong to a certain location, whether on a grid or in 3D space. Since the transformer encoder bottleneck has been removed, a much larger length \( N \) is possible than before, ca. by a factor of 20, depending on the number of decoder input queries \( M \). The largest attention matrix of the model is now located in the decoder’s cross-attention module and it is of size \( N \times M \), where \( N \gg M \).

B. Transformer Architecture

The flattened backbone output with positional encoding serves as input to a standard transformer decoder [1], constituting the keys and values in cross-attention. The decoder has \( K \) layers and the query, key and value vectors are of dimension \( d \).

Following [7], we formulate object detection as a set prediction problem, where the \( M \) transformer decoder queries, denoted as object queries, serve as a fixed number of slots for possible objects. They can communicate among one another with self-attention as well as query information from the input data during cross-attention.

Inspired by [9], we generate the object queries by first using a farthest point sampling on the input point cloud to obtain locations \( \rho_i \), with \( i = 1, \ldots, M \). Then, these locations are encoded with a Fourier encoding [29]:

\[
y_i = \text{FFN} \left[ \sin(B \rho_i), \cos(B \rho_i) \right],
\]

where \( B \in \mathbb{R}^{\frac{d}{2} \times 3} \) is a matrix filled with entries drawn from a normal distribution. The feed-forward network (FFN) is trained with the rest of the model and consists of two layers with ReLU activation, and \( Y_0 = \{y_i\}_{i=1}^M \) denotes the set of tokens that is input to the first decoder layer, i.e. layer 0.

We name the locations \( \rho_i \) anchor locations, since they serve as a prior location for object detection, encouraging each query to search for objects in a certain area. However, the query is not restricted from estimating a bounding box at a significant distance from its anchor location, if necessary. Note that the anchor locations are different from anchor boxes, which are commonly used in other detection approaches, such as [14].

For point cloud data, location-bound object queries are superior to learnt queries [9], because the data is inherently sparse. As shown in [7], learnt queries do learn to primarily attend to a certain area in an image. With point cloud data, however, they would also need to waste resources on finding locations that actually contain data within their area of interest.

Even before the object queries \( y_i \) are input to the trans-
former decoder for the first time, they are interpretable as feature vectors belonging to a (prior) bounding box. We can apply an estimation head to each of them to obtain the following parameters:

\[ b_{|y_i|} = (\Delta x, \Delta y, \Delta z, w, l, h, \sin(\gamma), \cos(\gamma), v_x, v_y, c_{1s}), \]

where \((x, y, z) = (\Delta x, \Delta y, \Delta z) + \rho_i\) is the box position estimated relative to the corresponding anchor location \(\rho_i\), \((w, l, h)\) are the width, length, and height, \(\gamma\) denotes the orientation, \((v_x, v_y)\) the velocities in \(x\) and \(y\) directions and \(c_{1s}\) is a class identifier. The same box parameter estimation head can be applied again after each successive decoder layer, giving insights into the movement of each query from its first anchor location until its final box estimate.

\( b_{|y_i|} \) is a class identifier. The same box parameter estimation head is applied to the difference between estimated and GT boxes. The query refinement step causes negligible overhead, since the AAM is a small module with only two layers and besides the AAM, the same anchor location encoding is used as the one before the first layer, i.e. no additional parameters are needed.

### C. Query Refinement

In a standard transformer decoder, a subsequent layer receives the previous layer’s output as its input, which we denote as \textit{propagation approach} in the following. A positional encoding, such as the anchor location encoding, can be supplied to each layer in addition, which is also part of this method, following \cite{7, 9}. We found, however, that this approach leaves room for improvement. As illustrated in Figure 1 (left), if a query needs to travel a large distance towards its estimated bounding box, this can result in a less accurate estimation than if the query was closer to the target. This phenomenon is observable quantitatively, which can be found in Figure 5 (top). It is also remarkable that with the \textit{propagation} approach, in a fully trained model, the first layer seems to be essential in deciding the area of interest of each query, i.e. the later layers mostly refine the initial bounding box guess. One example for this behavior is plotted in Figure 3 (top row). Here, the attention weights between one object query and the input data grid is pictured for subsequent decoder layers. The movement between the query anchor location and the box that was estimated from its layer’s output through the estimation head (yellow box) is pictured as yellow arrow. The model is forced to refine this box at a distance, since the original query anchor location remains unchanged through the layers.

These observations lead to the design of the proposed \textit{query refinement} approach: After the first decoder layer (layer 0), the box parameter estimation head is applied to all layer output tokens \( z_i^{(0)} \), obtaining \( M \) bounding box estimates \( b_{|z_{i}^{(0)}|} \). This first guess now constitutes new, refined anchor locations

\[ \rho_i^{(1)} = (\Delta x, \Delta y, \Delta z) + \rho_i^{(0)}, \]

\( i = 1, \ldots, M \) for layer 1, which are encoded as in Eq. 1 to obtain vectors \( y_i^{(1)} \). After refinement, a query estimates its bounding box relative to its new, refined anchor location, which is generally closer to the object it is aiming to detect. To be able to retain the information that is contained within the output of layer 0, i.e. \( z_i^{(0)} \), (besides the location that was computed from it), we propose to transform the vectors to align with their new anchor locations:

\[ z_i^{(0)} = \text{AAM} \left( z_i^{(0)} \right), \]

where AAM denotes the proposed anchor alignment module that consists of two FFN layers with ReLU activation and a skip connection from the input to the output. Its light-weight structure is pictured in Fig. 4. Note that, before refinement, the \((\Delta x, \Delta y, \Delta z)\) can be large, i.e. the layer output token \( z_i^{(0)} \) can constitute a box that is far away from its anchor \( \rho_i^{(0)} \). After refinement, the input to the subsequent layer has a new anchor \( \rho_i^{(1)} \) that is closer to the object it is aiming to detect and it is aligned with its new anchor through the AAM.

The set of queries that is input to the following layer 1 of the decoder is \( Y_i = \{ z_{i}^{(0)} + y_{i}^{(1)} \}_{i=1}^{M} \). Depending on the task, it can be useful to repeat the query refinement for later decoder layers:

\[ Y_k = \begin{cases} \tilde{z}_{i}^{(k-1)} + y_{i}^{(k)} & \text{for } k \in S_r \\ z_{i}^{(k-1)} + y_{i}^{(j)} & \text{for } k \notin S_r \text{ and } k \neq 0 \\ y_{i}^{(0)} & \text{for } k = 0, \end{cases} \text{ for } l \leq k \]

where \( S_r \) contains the indices of those layers before which the query refinement is applied and \( j = \max\{l \mid l < k \wedge l \in S_r \} \) enforces that the latest anchor location encoding is always added to the propagated query.

In Figure 3 (bottom), query refinement was performed after every layer, resulting in a very small distance between the last query anchor location and its estimated box, which allows for a more accurate detection. Besides this, it is observable that the query is able to iteratively travel towards its box.

The query refinement step causes negligible overhead, since the AAM is a small module with only two layers and besides the AAM, the same anchor location encoding is used as the one before the first layer, i.e. no additional parameters are needed.

### D. Training and Inference

TransLPC is trained with auxiliary losses after every decoder layer. To obtain the loss, the box estimation head is used to compute \( M \) sets of bounding box parameters from each layer’s output. A Hungarian algorithm matches every ground truth (GT) box to the closest box estimate. Since \( M \) is generally larger than the number of GT objects, the remaining estimates are matched to the ‘no-object’ class, discouraging duplicate detections, following\cite{7}. An \( \ell_1 \)-loss is applied to the difference between estimated and GT boxes. Besides this, an auxiliary loss is employed before the first decoder layer, aligning the queries with their first anchors. As backbone, a pretrained PointPillars\cite{14} backbone is used, which outputs a grid of feature vectors, and its weights are refined during TransLPC training. The grid is flattened to a sequence of feature vectors, while the positional encoding is computed from the grid locations.

The anchor alignment module is trained separately from the rest of the model and is used with fixed weights.
Fig. 3: Visualization of cross-attention weights in the transformer decoder layers for the propagation approach (top) and query refinement approach (bottom). An excerpt of the full bird’s-eye view grid is pictured. The (square) input grid cells are colored according to their attention weight towards one selected object query, where brighter colors denote higher values. Yellow arrows illustrate the movement between the latest query anchor location and the bounding box (yellow box) that is computed from it after the given layer. In black, GT boxes are displayed, as well as the lidar input data points. Without refinement (top), the query is forced to estimate its box from a distance, leading to an inaccurate detection.

Fig. 4: Anchor alignment module overview.

E. Expansion to Downstream Tasks

The transformer decoder queries as presented in this paper are location-bound vectors that contain successively more information about an object as they are transformed through the decoder layers and by query refinement. This makes them valuable for downstream tasks, as they encode the object’s information in latent space rather than only in the form of low dimensional box parameters. Such vectors can be propagated in time for tracking, as introduced in [8], where the multi-object tracking task is solved implicitly with a transformer. TransLPC is compatible with such a model, which we explore in [10].

IV. RESULTS

We evaluate TransLPC with different kinds of query refinement placements and compare it to the aforementioned propagation approach, both in terms of known metrics as well as in a novel analysis, which examines the movement between an original query location and the estimated bounding box center. The results are detailed in the following.

A. Detection results

TransLPC is trained on the nuScenes [30] train dataset (lidar data) with a batch size of 30 on an NVIDIA A100 GPU. We set $K = 6$, $d= 256$, $N = 16384$ and $M = 100$. 
First, the model is trained for 300 epochs with no query refinement until it reaches saturation. Then, the anchor alignment module is trained for 30 epochs. Afterwards, the TransLPC training is continued with query refinement and the trained AAM, for an additional 300 epochs. The learning rate is initialized at $l_r = 10^{-3}$ and it is decreased by a factor of 10 every 200 epochs. The evaluation is performed on the nuScenes val dataset and the nuScenes metrics are presented, which are defined in [30].

In Table I, the results of the proposed model can be found, as well as those of the propagation approach for comparison and of the PointPillars detection model [14], which we consider our baseline. Note that the latter requires a non-maximum suppression, which TransLPC does not (see Section IV-C). We find that the propagation approach can already outperform the baseline slightly, while the additional query refinement further increases detection accuracy significantly.

**TABLE I: Object detection results (car)**

| Method                  | AP↑ | ATE (m)↓ | ASE (1-IOU) ↓ | AOE (rad)↓ |
|-------------------------|-----|----------|---------------|------------|
| PointPillars [14]       | 0.684 | 0.281 | 0.164 | 0.204 |
| Propagation approach    | 0.713 | 0.310 | 0.158 | 0.086 |
| TransLPC (ours)         | **0.759** | **0.251** | **0.157** | **0.080** |

**B. Query Refinement**

Whether query refinement is applied or not makes a difference. First, we analyze the dependence of box location errors to the distance that the respective query traveled to its box. In Fig. 5 (top), a fully trained model with no query refinement is evaluated. Here, query travel lengths of up to 15 meters are common, and even larger ones occasionally occur. A dependence of the median box location error to query travel length is clearly visible. In Fig. 5 (bottom), a model with query refinement after each layer is examined. In this case, two different kinds of query travel lengths can be considered. LQ denotes a plot w.r.t. the distance between the latest query location and the estimated bounding box. The histogram shows that most LQ travel lengths are smaller than 4 meters due to refinement, while distances up to 8 meters occur very rarely (in $0.245\%$ of observed boxes). For comparability with the propagation method, the median location errors are plotted in terms of the distance that the first query anchor locations (FQ) traveled towards the final bounding boxes, i.e. the ones that were selected before layer 0. We observe that the slope of the error curve is flattened by the anchor refinement, clearly reducing the adverse effect of large query travel lengths that was observable before.

In Table II, different variants of query refinement are compared in terms of the nuScenes metrics [30]. We differentiate between refinement only after layer 0 (Once), after every second layer and after every layer. Besides this, propagation denotes the method with no query refinement at all. We find that adding the query refinement once after layer 0 achieves a significant improvement compared to propagation. Adding more refinement steps later on can still improve the results, but not as significantly as the first refinement.

It can be concluded that query refinement is an effective method to improve accuracy at a very low cost concerning the small additional overhead it causes. The method combines the advantages of learnt queries [7] with those of estimation relative to a reference location [9]: A query can receive an initial guess through farthest point sampling based on the input data, rather than having to search for cells that actually contain measurements in sparse data. On the other hand it is flexible like learnt queries, being able to move to its region of interest.

**TABLE II: Query refinement variants (category car)**

| Method          | $S_t$ | AP↑ | ATE (m)↓ | ASE (1-IOU) ↓ | AOE (rad)↓ |
|-----------------|-------|-----|----------|---------------|------------|
| Propagation     | $\{e\}$ | 0.713 | 0.310 | 0.158 | 0.086 |
| Once            | $\{1\}$ | 0.750 | 0.260 | 0.157 | 0.082 |
| Every 2nd       | $\{1, 3, 5\}$ | 0.756 | 0.255 | 0.157 | 0.081 |
| After each      | $\{1, 2, 3, 4, 5\}$ | **0.759** | **0.251** | **0.157** | **0.080** |
C. Non-Maximum Suppression

We evaluate whether non-maximum suppression (NMS), i.e. the suppression of overlapping box estimates, can improve the detection results. Since the estimation of duplicate boxes is punished during training by assigning them to the 'no-object' class, and because the queries are able to communicate with one another during decoder self-attention, it is expected that the effect of NMS should be small. The results confirm this expectation, as presented in Table III. Different values for the minimum overlap of two boxes in order to be affected by NMS are examined (\(\cap\)-symbol). The observed improvement due to NMS is so subtle that we conclude that it is not necessary for TransLPC.

|        | AP↑ | ATE (m)↓ | ASE (1-IOU)↓ | AOE (rad)↓ |
|--------|-----|----------|--------------|------------|
| No NMS | 0.759 | 0.251 | 0.157 | 0.080 |
| NMS    | 0.1  | 0.759 | 0.245 | 0.156 | 0.077 |
| NMS    | 0.2  | 0.762 | 0.247 | 0.157 | 0.079 |

V. CONCLUSION

We presented TransLPC, a novel transformer-based detection model that is applicable to large point clouds. Such point clouds are challenging due to the memory constraints in a transformer model. Our model alleviates these issues, allowing for suitably large input lengths. With the proposed query refinement technique, TransLPC improves upon existing methods in terms of estimation accuracy. Besides this, we provided insights into the transformer query behavior, both with and without refinement.

The model is modular in terms of the query refinement placement and of the backbone choice. Since it utilizes some standard components, TransLPC will directly benefit from the current surge of research interest in transformers, as well as in object detection.

The proposed model enables the usage of transformers for further downstream tasks, which require object detection and that are supposed to operate on large point clouds, for example in autonomous driving. The vectors that are output by the model's decoder are interpretable as object-bound feature vectors and therefore useful for tasks such as tracking [8], [10] and prediction. Besides this, the model could be extended to a multi-modal input, for which the transformer is a natural fit [31].
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