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Abstract
This article presents a method of segmenting images with gray levels that uses Onicescu’s information energy calculated in the context of the neutrosophic theory. Starting from the information energy calculation for complete neutrosophic information, it is shown how to extend its calculation for incomplete and inconsistent neutrosophic information. The segmentation method is based on calculation of thresholds for separating the gray levels using the local maximum points of the Onicescu information energy.
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1 Introduction.
This article falls into the category of those who apply neutrosophic theory in image processing and is a continuation of research presented in previous papers [5], [6]. After the neutrosophic representation of the information regarding the gray levels contained in the image, we will use for segmentation, the Onicescu information energy associated with the neutrosophic information. Image segmentation will be done by determining thresholds to separate
the gray levels. These thresholds will be defined by the local maximum points of the Onicescu information energy. The segmentation of a gray level image actually means the determination of some clusters and we start from the premise that within each cluster, the Onicescu information energy is maximum. Next, the article has the following structure: section 2 does a brief presentation of the neutrosophic representation of the information; section 3 presents Onicescu’s information energy and its extension to neutrosophic information [7]; section 4 presents the method of constructing neutrosophic information associated with gray levels and at the same time correlated with a certain separation threshold; section 5 presents the segmentation method; section 6 presents the experimental results; section 7 presents some conclusions while the last section is that of references.

2 The Neutrosophic Representation of Information.

Neutrosophic information is described by a triplet $q = (\mu, \omega, \nu) \in [0,1]^3$, where $\mu$ represents the degree of truth, $\omega$ degree of neutrality and $\nu$ degree of falsity [8], [9], [10], [11]. The neutrosophic representation is a generalization of the fuzzy representation [12] and at the same time a generalization of the intuitionistic fuzzy representation [1]. For neutrosophic information the operations of union, intersection and negation can be defined. For two neutrosophic information $a = (\mu_a, \omega_a, \nu_a)$ and $b = (\mu_b, \omega_b, \nu_b)$ we define in this article the union $\cup$ and the intersection $\cap$ with the following formulas:

- **The union** $a \cup b$

  \[
  \begin{align*}
  \mu_{a \cup b} &= \mu_a \lor \mu_b \\
  \omega_{a \cup b} &= (\mu_a - \nu_a) \lor (\mu_b - \nu_b) - (\mu_a - \omega_a - \nu_a) \lor (\mu_b - \omega_b - \nu_b) \\
  \nu_{a \cup b} &= \mu_a \lor \mu_b - (\mu_a - \nu_a) \lor (\mu_b - \nu_b)
  \end{align*}
  \]

- **The intersection** $a \cap b$

  \[
  \begin{align*}
  \mu_{a \cap b} &= \mu_a \land \mu_b \\
  \omega_{a \cap b} &= (\mu_a - \nu_a) \land (\mu_b - \nu_b) - (\mu_a - \omega_a - \nu_a) \land (\mu_b - \omega_b - \nu_b) \\
  \nu_{a \cap b} &= \mu_a \land \mu_b - (\mu_a - \nu_a) \land (\mu_b - \nu_b)
  \end{align*}
  \]

where the symbol $\lor$ represents the maximum while the symbol $\land$ represents the minimum, namely:
\( \forall x,y \in \mathbb{R}, \mathbb{R} \),

\[
x \lor y = \max(x, y) \tag{7}
\]
\[
x \land y = \min(x, y) \tag{8}
\]

The negation operator for the neutrosophic information \( a = (\mu, \omega, \nu) \) is obtained by the negation of each component, i.e. it is defined with the following formula:

- **The negation \( \bar{a} \)**

\[
\bar{a} = (1 - \mu, 1 - \omega, 1 - \nu) \tag{9}
\]

We must mention that the three operators defined above, construct a De Morgan algebra for neutrosophic information. At the end of the short presentation of neutrosophic information representation, we must note the following classification:

Neutrosophic information is complete if

\[
\mu + \omega + \nu = 1 \tag{10}
\]

is incomplete if

\[
\mu + \omega + \nu < 1 \tag{11}
\]

and is inconsistent if

\[
\mu + \omega + \nu > 1 \tag{12}
\]

### 3 Onicescu Information Energy.

Onicescu information energy was defined for probability distributions [2], [3], [4]. For a discrete probability distribution \( P = (p_1, p_2, \ldots, p_n) \), which obviously verifies the partition condition of unity,

\[
p_1 + p_2 + \ldots + p_n = 1 \tag{13}
\]

Onicescu’s information energy was defined with the following formula:

\[
E_o(P) = \sum_{i=1}^{n} p_i^2 \tag{14}
\]

The Onicescu information energy formula was extended to an \( n \)-dimensional fuzzy representations but which verifies the partition condition of unity. Thus, for an \( n \)-dimensional fuzzy information \( M = (\mu_1, \mu_2, \ldots, \mu_n \in [0, 1]^n \)

and which verifies the partition condition of unity,

\[
\mu_1 + \mu_2 + \ldots + \mu_n = 1 \tag{15}
\]
using formula (14) we obtain:

$$E_o(M) = \sum_{i=1}^{n} \mu_i^2$$

(16)

But there are cases when the fuzzy information $M = (\mu_1, \mu_2, \ldots, \mu_n)$ does not check the partition condition of unity (15) such as intuitionistic fuzzy information [1], paraconsistent fuzzy information and neutrosophic fuzzy information [8], [9], [10], [11]. This may be incomplete if:

$$\mu_1 + \mu_2 + \ldots + \mu_n < 1$$

(17)

or it may be inconsistent, if:

$$\mu_1 + \mu_2 + \ldots + \mu_n > 1$$

(18)

This happens in the case of neutrosophic fuzzy information because it is possible that the sum $\mu + \omega + \nu$ is different from 1. If the fuzzy information $M = (\mu_1, \mu_2, \ldots, \mu_n)$ is incomplete or inconsistent, a complete information $\hat{M}$ is constructed associated with the primary information [7]. Thus, we define the following parameters:

$$\delta = \mu_1 + \mu_2 + \ldots + \mu_n - 1$$

(19)

$$\pi = \max(-\delta, 0)$$

(20)

We define the components of information $\hat{M}$ with the following formula [7]:

$$\hat{\mu}_i = \frac{\mu_i + \frac{2\pi}{n}}{1 + |\delta|}$$

(21)

In the next, we will prove that the information $\hat{M}$ whose components are defined by formula (21) is a complete information and that it verifies the partition condition of unity:

$$\sum_{i=1}^{n} \hat{\mu}_i = 1$$

(22)

From (21) it results:

$$\sum_{i=1}^{n} \hat{\mu}_i = \sum_{i=1}^{n} \frac{\mu_i + \frac{2\pi}{n}}{1 + |\delta|} = \frac{1}{1 + |\delta|} \left(\sum_{i=1}^{n} \mu_i + 2\pi\right)$$

(23)
The following two formulas result from (19) and (20):

$$\sum_{i=1}^{n} \mu_i = 1 + \delta$$  \hspace{1cm} (24)

$$\pi = \frac{-\delta + |\delta|}{2}$$  \hspace{1cm} (25)

Replacing (24) and (25) in (23), it results the following two equalities:

$$\sum_{i=1}^{n} \hat{\mu}_i = \frac{1}{1 + |\delta|} \left( 1 + \delta + 2\frac{-\delta + |\delta|}{2} \right) = 1$$  \hspace{1cm} (26)

Thus, we proved that the information $\hat{M} = (\hat{\mu}_1, \hat{\mu}_2, \ldots, \hat{\mu}_n)$ defined by (21) is a complete one and we can calculate the Onicescu information energy with the formula (16):

$$E_o(\hat{M}) = \sum_{i=1}^{n} \hat{\mu}_i^2$$  \hspace{1cm} (27)

The Onicescu energy of the complete information $\hat{M}$ will also define the Onicescu energy for the information $M$ [7], namely:

$$E_o(M) = E_o(\hat{M})$$  \hspace{1cm} (28)

The following equivalent formula results from formulas (27), (28) and (21):

$$E_o(M) = \sum_{i=1}^{n} \left( \frac{\mu_i + 2\pi}{1 + |\delta|} \right)^2$$  \hspace{1cm} (29)

In the particular case of the neutrosophic information $q = (\mu, \omega, \nu)$, the formulas (19) and (20) become:

$$\delta = \mu + \omega + \nu - 1$$  \hspace{1cm} (30)

$$\pi = \max(-\delta, 0)$$  \hspace{1cm} (31)

From (21), it results the complete neutrosophic information $\hat{q} = (\hat{\mu}, \hat{\omega}, \hat{\nu})$:

$$\hat{\mu} = \frac{\mu + 2\pi}{1 + |\delta|}$$  \hspace{1cm} (32)
\[
\hat{\omega} = \frac{\omega + \frac{2\pi}{3}}{1 + |\delta|}
\]
\[\hat{\nu} = \frac{\nu + \frac{2\pi}{3}}{1 + |\delta|} \tag{34}\]

From (27) and (29), we obtain for the neutrosophic information, the following formulas for the Onicescu information energy:

\[
E_o(\hat{q}) = \hat{\mu}^2 + \hat{\omega}^2 + \hat{\nu}^2 \tag{35}\]

and

\[
E_o(q) = \left(\frac{\mu + \frac{2\pi}{3}}{1 + |\delta|}\right)^2 + \left(\frac{\omega + \frac{2\pi}{3}}{1 + |\delta|}\right)^2 + \left(\frac{\nu + \frac{2\pi}{3}}{1 + |\delta|}\right)^2 \tag{36}\]

### 4 The Neutrosophic Information Construction.

Any image with gray levels is defined by the triplet \( (D, V, f) \), where \( D = \{1, 2, \ldots, k - 1, k\} \times \{1, 2, \ldots, l - 1, l\} \) is the domain image, \( V = [0, 1] \) is the range of values of the gray levels, while \( f : D \rightarrow V \) is the function that defines the image. The two parameters \( k \) and \( l \) are natural numbers. We will denote by \( C_f \) the codomain of the function \( f \), that is \( C_f = f(D) \) and then we define the range of values that includes the codomain \( C_f \), that is:

\[
c_m = \min(C_f) \tag{37}\]
\[
c_M = \max(C_f) \tag{38}\]

Now, we consider a certain threshold defined by the point \( t \in (c_m, c_M) \). The point \( t \) defines two subdomains \( C_l \) and \( C_h \), namely:

\[
C_l = \{c \in C_f | c \leq t\} \tag{39}\]
\[
C_h = \{c \in C_f | c \geq t\} \tag{40}\]

Next, we will present the necessary steps to construct the neutrosophic information associated with the separation threshold \( t \). We will calculate the averages \( m_l \) and \( m_h \) for \( C_l \) and \( C_h \) with the following two formulas:

\[
m_l(t) = \frac{1}{\text{card}(C_l)} \sum_{c \in C_l} c \tag{41}\]
To calculate the components of neutrosophic information, we will use the similarity function for the gray levels from [5], [6]. This similarity function is defined by the following formula:

\[
s : [0, 1] \times [0, 1] \rightarrow [0, 1],
\]

\[
s(x, y) = 1 - \frac{2|x - y|}{1 + |x - 0.5| + |y - 0.5|}
\]

(43)

First, we calculate the similarity between each gray level \(c \in C_f\) and the averages \(m_l, m_h\) and the threshold \(t\). The following three similarity values result: \(s(c, m_l)\), \(s(c, m_h)\) and \(s(c, t)\).

\[
s(c, m_l) = 1 - \frac{2|c - m_l(t)|}{1 + |c - 0.5| + |m_l(t) - 0.5|}
\]

(44)

\[
s(c, m_h) = 1 - \frac{2|c - m_h(t)|}{1 + |c - 0.5| + |m_h(t) - 0.5|}
\]

(45)

\[
s(c, t) = 1 - \frac{2|c - t|}{1 + |c - 0.5| + |t - 0.5|}
\]

(46)

We also define the similarity between a gray level \(c \in C_f\) and the pair \((m_l, m_h)\) with the following aggregation formula:

\[
s_a(c, m_l, m_h) = \max(s(c, m_l), s(c, m_h))
\]

(47)

With the similarities defined by (44), (45), (46), (47), we will construct the neutrosophic information for each gray level \(c\) and for each threshold \(t\) with the formulas used in [6], [7]. This results in the following calculation formulas:

- **The degree of truth:**

\[
\mu(c, t) = \frac{s(c, m_l) \cdot (1 - s(c, m_h))}{1 - s(c, m_l) \cdot s(c, m_h)}
\]

(48)

- **The degree of neutrality:**

\[
\omega(c, t) = \frac{s(c, t) \cdot (1 - s_a(c, m_l, m_f))}{1 - s(c, t) \cdot s_a(c, m_l, m_f)}
\]

(49)

- **The degree of falsity:**

\[
\nu(c, t) = \frac{s(c, m_h) \cdot (1 - s(c, m_l))}{1 - s(c, m_l) \cdot s(c, m_h)}
\]

(50)

With formulas (48), (49) and (50) we constructed the neutrosophic information \((\mu, \omega, \nu)\) for the gray level \(c\) and the threshold \(t\).
5 The Segmentation Method.

To begin with, we construct the possible set for the threshold values according to the values of the gray levels contained in image \( f \). For this, we will use as a parameter, a natural number \( Q \geq 100 \). Thus the possible set for the threshold values will be defined by the formula:

\[
V_Q f = (c_m, c_M) \cap \left\{ \frac{1}{Q}, \frac{2}{Q}, \ldots, \frac{Q-1}{Q} \right\}
\]

(51)

where the pair \((c_m, c_M)\) is defined by (37) and (38). For each threshold \( t \in V_Q f \), we will calculate the average energy for fuzzy sets associated with the neutrosophic components \( \mu, \omega \) and \( \nu \) defined by formulas (48), (49) and (50). Thus, we obtain the partial energies \( E_\mu(t) \), \( E_\omega(t) \) and \( E_\nu(t) \).

\[
E_\mu(t) = \frac{\sum_{c \in C_f} \mu(c, t) E_o(c, t)}{\sum_{c \in C_f} \mu(c, t)}
\]

(52)

\[
E_\omega(t) = \frac{\sum_{c \in C_f} \omega(c, t) E_o(c, t)}{\sum_{c \in C_f} \omega(c, t)}
\]

(53)

\[
E_\nu(t) = \frac{\sum_{c \in C_f} \nu(c, t) E_o(c, t)}{\sum_{c \in C_f} \nu(c, t)}
\]

(54)

where \( E_o(c, t) \) is calculated by the formula (36) for the triplet \((\mu(c, t), \omega(c, t), \nu(c, t))\).

The total energy \( E(t) \) is calculated with the average of the three partial energies, i.e.:

\[
E(t) = \frac{E_\mu(t) + E_\omega(t) + E_\nu(t)}{3}
\]

(55)

We assume that at the end of the Onicescu energy calculation stage, we obtain the following \( n \) points of local maximums \((t_1, t_2, \ldots, t_n)\). These local maximum points define the following \( n + 1 \) subsets: \( w_1 = (c_m, t_1) \cap C_f \), \( w_i = (t_{i-1}, t_i) \cap C_f \), \( w_{n+1} = (t_n, c_M) \cap C_f \). Then for each subset \( w_i \), we calculate its mean \( \vartheta_i \), using the following formulas: \( \forall i = 1, 2, \ldots, n + 1 , \)

\[
\vartheta_i = \frac{1}{\text{card}(w_i)} \sum_{c \in w_i} c
\]

(56)

The segmented image is obtained by replacing each gray level that belongs to the subset \( w_i \) with the mean \( \vartheta_i \). In formulas (52), (53) and (54) for a greater refinement of the segmentation, we can replace the set \( C_f \) with a
local neighborhood of the threshold $t$ of the form $C_{\Delta f} = C_f \cap [t - \Delta, t + \Delta]$ where $\Delta \in (0, 1)$. In this case the formulas (52), (53) and (54) become:

\[
E_\mu(t) = \frac{\sum_{c \in C_{\Delta f}} \mu(c, t) E_\omega(c, t)}{\sum_{c \in C_{\Delta f}} \mu(c, t)}
\]

(57)

\[
E_\omega(t) = \frac{\sum_{c \in C_{\Delta f}} \omega(c, t) E_\omega(c, t)}{\sum_{c \in C_{\Delta f}} \omega(c, t)}
\]

(58)

\[
E_\nu(t) = \frac{\sum_{c \in C_{\Delta f}} \nu(c, t) E_\omega(c, t)}{\sum_{c \in C_{\Delta f}} \nu(c, t)}
\]

(59)

6 Experimental Results.

To test the properties of the method proposed in this article, we used it to segment the following images with gray levels: "baboon", "Mary", "peppers", "spider", "parrots" and "Bobby". These images can be seen in Figures 1(a), 2(a), 3(a), 4(a), 5(a), 6(a). The graphic of the functions obtained for the Onicescu information energy can be seen in Figures 1(b), 2(b), 3(b), 4(b), 5(b), 6(b). The segmented images can be seen in Figures 1(c), 2(c), 3(c), 4(c), 5(c), 6(c). Here are the results:

The Onicescu energy for image "baboon" has two local maximums for $t_1 = 0.40$ and $t_2 = 0.53$ while the averages obtained are $\vartheta_1 = 0.28$, $\vartheta_2 = 0.46$ and $\vartheta_3 = 0.62$.

The Onicescu energy for image "Mary" has two local maximums for $t_1 = 0.14$ and $t_2 = 0.44$ while the averages obtained are $\vartheta_1 = 0.05$, $\vartheta_2 = 0.28$, and $\vartheta_3 = 0.62$.

The Onicescu energy for image "peppers" has three local maximums for $t_1 = 0.20$, $t_2 = 0.48$ and $t_3 = 0.88$ while the averages obtained are $\vartheta_1 = 0.11$, $\vartheta_2 = 0.33$, $\vartheta_3 = 0.64$ and $\vartheta_4 = 0.89$.

The Onicescu energy for image "spider" has two local maximums for $t_1 = 0.19$ and $t_2 = 0.49$ while the averages obtained are $\vartheta_1 = 0.12$, $\vartheta_2 = 0.35$ and $\vartheta_3 = 0.53$.

The Onicescu energy for image "parrots" has four local maximums for $t_1 = 0.20$, $t_2 = 0.48$, $t_3 = 0.48$ and $t_4 = 0.88$ while the averages obtained are $\vartheta_1 = 0.11$, $\vartheta_2 = 0.33$, $\vartheta_3 = 0.64$, $\vartheta_4 = 0.64$ and $\vartheta_5 = 0.89$.

The Onicescu energy for image "Bobby" has three local maximums for $t_1 = 0.16$, $t_2 = 0.36$ and $t_3 = 0.69$ while the averages obtained are $\vartheta_1 = 0.07$, $\vartheta_2 = 0.23$, $\vartheta_3 = 0.52$ and $\vartheta_4 = 0.81$. 
Figure 1: The image "baboon" (a). The graphic of the Onicescu energy and its local maximums (b). The segmented image with three gray levels (c).

Figure 2: The image "Mary" (a). The graphic of the Onicescu energy and its local maximums (b). The segmented image with three gray levels (c).

7 Conclusions.

This article presents a method of segmenting images with gray levels using elements of neutrosophic theory. In fact, each pixel is associated with neutrosophic information to which the Onicescu information energy is calculated. The segmentation method uses the determination of optimal thresholds, for separating the gray levels in intervals, after which, the averages of these intervals describe the basis for the representation of the segmented image. The separation thresholds are defined by the local maximum points of the Onicescu information energy. The experimental results show us that the local maximums of the Onicescu information energy can be used as thresholds for separating the gray levels in the segmentation process. It is also observed that the presented method can provide multiple separation thresholds. On the other hand, this article is an example of using the neutrosophic representation of information in the field of image processing with gray levels and at the same time the use of Onicescu information energy.
Figure 3: The image "peppers" (a). The graphic of the Onicescu energy and its local maximums (b). The segmented image with four gray levels (c).

Figure 4: The image "spider" (a). The graphic of the Onicescu energy and its local maximums (b). The segmented image with three gray levels (c).
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