Phase transition in random distance graphs on the torus
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Abstract
We apply here methods of inhomogeneous random graphs to a class of random distance graphs. This provides an example outside of the rank 1 models which is still solvable as long as the largest connected component is concerned. In particular, we show that some random distance graphs behave exactly as the classical Erdős-Rényi model not only in the supercritical phase (as was already known) but in the subcritical case as well.

1 Introduction
Random distance graphs, that is random graphs where the vertices are in a metric space, and the connection probabilities depend on the distance between the vertices, form a particular subclass of a general inhomogeneous random graph models [6]. The theory of inhomogeneous random graphs was founded in the seminal paper [6], where the authors gave a common ground for numerous models introduced and studied previously almost independently.

The graphs treated in [6] have the following common feature: the edges are independent and the probability of edges, is, roughly speaking, of order $1/n$, where $n$ is the size of the graph. Shortly, each out of $n$ vertices is assigned a type, i.e., a value in some separable metric space $S$. Given a set
of such values \( \{x_1, \ldots, x_n\} \) any two vertices \( i \) and \( j \) are connected with a probability
\[
p_n(i,j) = \min \left\{ \frac{\kappa(x_i, x_j)}{n}, 1 \right\},
\]
where \( \kappa \) is a symmetric nonnegative measurable function.

Random distance graphs assume usually that the vertices are in \( \mathbb{R}^d \) or \( \mathbb{Z}^d \). Hence, their coordinates represent the types in the terminology of [6]. The probability of the connections between any two vertices, say \( u, v \in \mathbb{R}^d \), in these models is a function of the distance between them, e.g., it decays with the distance (e.g., [11], [8], or percolation models [14], [7]), or simply it can be a step function (e.g., [3]). These models are often designed to describe models of real world, as, e.g., various biological or social networks, where the frequency, or the probability of connections between two vertices often depend on the distance. Therefore, the analysis of such models often focuses on properties such as diameter ([3], [11]), cluster coefficient ([3]), propagation of a bootstrap percolation processes ([11], [8]).

First models of spread-out percolation (see [15] and [14], in particular) were studied even earlier than the theory in [6] was developed.

The relation between random graphs (on a finite set of vertices) and some spread-out percolation models (on a countable set of vertices) was exemplified in particular, by works [14] and [7]. In [7], the results of [14] on the critical parameters for the existence of an infinite cluster in a class of spread-out percolation where further generalized, and shown to be a direct consequence of the general theory of inhomogeneous random graphs [6].

Inspired by the models of inhomogeneous graphs [6] the authors of [9] generalized the model of [1] by introducing more inhomogeneity in the probabilities of connections (see details below).

Most of the investigations of the random distance graphs are being done without much application of the theory [6] (not counting the Example 4.6 in [6] itself, paper [7] is almost an exception). The reason, perhaps, is that although the random distance graphs are examples of a general model [6], they belong to the most complicated subclass of these models being outside of the so-called rank-1 case. Note that while the theory of [6] gives us the critical parameters for the emergence of the giant component and even describes the size of this component in the supercritical phase, there is no yet a general theory for the subcritical phase. The subcritical phase of the models which are not of rank 1 was studied only for some particular subclasses (see [18]), which do not include the present model. Furthermore, the critical phase was studied so far only for the rank-1 cases ([2], and later [4], [5], and [19]).

Here we consider a model recently introduced in [11]. As we demonstrate
below, it is “a simple homogeneous” case (as Example 4.6 in [6]). We gen-
eralize model of [11] in spirit of work [9]. This makes the model essentially
inhomogeneous but still allows to get the exact asymptotics for the size of
the largest connected component.

2 The Model

Let $N > 1$ and let $V_N$ denote the set of vertices in the 2-dimensional dis-
crete torus $\mathbb{T}_N^2 = (\mathbb{Z}/N\mathbb{Z})^2 = \{1, \ldots, N\}^2$. Define the graph distance $d(u, v)$
between two vertices $u = (u_1, u_2)$ and $v = (v_1, v_2)$ in $V_N$ as follows

$$d(u, v) = d_N(|u_1 - v_1|) + d_N(|u_2 - v_2|),$$

(2)

where

$$d_N(i) = \begin{cases} i, & 0 \leq i \leq N/2, \\
N - i, & N/2 < i < N,
\end{cases}$$

for $i \in \{0, \ldots, N - 1\}$.

Let $W$ be a nonnegative random variable, and let $W_v, v \in V_N$, be $i.i.d.$
copies of $W$. Given the values $W_v, v \in V_N$, assume that between any two
vertices $u, v \in V_N$ an edge is present independently of others and with prob-
ability

$$p(u, v) = \min \left\{ \frac{c W_u W_v}{Nd(u, v)}, 1 \right\},$$

where $c > 0$ is a parameter.

Denote $G_{N,W}$ the resulting graph on $V_N$.

In the case of the constant $W \equiv 1$ it is exactly the graph introduced and
studied recently in [11]. This model is inspired by the study of neuronal
networks (see references in [11]). It also has common features with other
random graph models introduced previously in that area, see e.g., [17], where
the same dynamics of activation was also approximated using the mean-field
approach. On the other hand, this model is closely related to the models
considered in [14], [7] and [9].

The work [11] focuses on a bootstrap percolation process, which in this
case models the spread of the activation in a neuronal tissue. The authors
of [11] also study the underlying graph and derive the order of its diameter,
thus extending the results in [6] for the graph with unbounded number of
types.

Here we describe the phase transition in the largest connected component.
The relations between our random graph and the percolation model of [9] are
exactly as shown in [7] for the homogeneous case of random distance graphs.
3 Results

It was disclosed already in [6] (Example 4.6) that in the supercritical case a homogeneous distance graph has the same asymptotics for the size of largest connected component as in the classical Erdős-Rényi model. We prove that this result holds for the subcritical case as well.

**Theorem 1.** Let $G_N$ denote a random graph on $V_N$ with probability of connections

$$p(u, v) = \min \left\{ \frac{c}{Nd(u, v)}, 1 \right\}, \quad u, v \in V_N,$$

and let $C$ denote the size of the largest connected component in $G_N$. Set

$$\lambda = c 4 \log 2.$$

Then the following holds.

i) If $\lambda < 1$, we have that

$$\frac{C}{\log(N^2)} \xrightarrow{p} \frac{1}{\lambda - 1 - \log \lambda}, \quad \text{as } N \to \infty. \quad (3)$$

ii) If $\lambda > 1$ then

$$\frac{C}{N^2} \xrightarrow{p} \beta \lambda, \quad \text{as } N \to \infty,$$

where $\beta = \beta(\lambda)$ is the positive solution of $\beta = 1 - e^{\lambda \beta}$.

As we noted above, only the case ii) of this theorem follows by the results of [6].

**Remark 1.** One may observe a certain redundancy here, as the statements ii) and i) of Theorem 1 are particular cases of the following below Theorems 2 and 3 respectively. However, stated separately Theorem 1 makes it clear that asymptotically the largest connected component in $G_N$ behaves as the one in the Erdős-Rényi graph $G_{n,p}$ with $n = N^2$ and $p = \lambda/n$. Furthermore, it is plausible to conjecture (but we do not prove it here) that even in the critical case the model has the same asymptotics for the largest component as the one in $G_{n,p}$ with $p = 1/n$.

The following theorem treats the general case [2].
Theorem 2. Assume, that

\[ \mathbb{E}W^2 = \int_0^\infty x^2 \mu_W(dx) < \infty. \]  

(4)

Let \( C(G_{N,W}) \) denote the size of its largest connected component in \( G_{N,W} \), and denote again

\[ \lambda = c \log 2. \]

Then

\[ \frac{C(G_{N,W})}{N^2} \xrightarrow{P} \int_0^\infty \beta(x) \mu_W(dx) =: \hat{\beta}, \]

(5)

where \( \beta(x) \) is the maximal solution to

\[ f(x) = 1 - e^{x\lambda \int_0^\infty yf(y)\mu_W(dy)}. \]

(6)

Furthermore, \( \hat{\beta} > 0 \) if and only if

\[ \lambda \mathbb{E}W^2 > 1. \]

(7)

Note that the critical parameter \( \lambda \mathbb{E}W^2 \) in Theorem 2 is similar (in fact it has exactly the same meaning of a certain average of the degree of a vertex) to the lower bound derived in Theorem 4.1 in [9] to provide the necessary conditions for the percolation.

Theorem 2 follows essentially by the general theory of [6] as we explain below. It tells us that the asymptotics of the largest component in \( G_{N,W} \) behaves as the one in the rank-1 random graph on \( V_N \) defined by the following probabilities of connections between any \( u, v \in V_N \)

\[ p_1(u,v) = \min \left\{ \frac{\lambda W_u W_v}{N^2}, 1 \right\}. \]

(8)

In this case the largest connected component in the subcritical case is sensitive to the tail of the distribution of \( W \). It is known that in the rank-1 case the size of the largest component varies between polynomial (as in [10]) and logarithmic (as in [16]) orders. This behaviour is projected to the model under consideration here. We shall state a particular case of logarithmic order to show the similarities with Theorem 1.

Theorem 3. Assume that for some positive \( \varepsilon \)

\[ \mathbb{E}e^{\varepsilon W} < \infty. \]

(9)

If also

\[ \lambda \mathbb{E}W^2 < 1, \]

(10)
there exists a unique \( y > 1 \) which satisfies

\[
y = \frac{1}{\lambda M \mathbb{E}(W e^{\lambda M (y - 1)W})} \mathbb{E}(W e^{\lambda M (y - 1)W}) \tag{11}
\]

where \( M = \mathbb{E}W \). Let \( C \) be the size of the largest connected component of \( G_{N,W} \). Then one has

\[
\frac{C}{\log(N^2)} \xrightarrow{p} \frac{1}{\log \gamma}, \quad \text{as } N \to \infty,
\]

where

\[
\gamma := \frac{1}{\lambda \mathbb{E}(W^2 e^{\lambda M (y - 1)W})} > 1.
\]

4 Proofs

4.1 Random distance graph via inhomogeneous random graphs

Rescale the set \( V_N \) as follows

\[
V_N \rightarrow \tilde{V}_N = \{(u_1/N, u_2/N) : (u_1, u_2) \in V_N\}.
\]

Hence, \( \tilde{V}_N \) is a subset of \( N^2 \) vertices in a continuous torus \( \mathbb{T}^2 := (\mathbb{R}/\mathbb{Z})^2 \). Let \( \mu_\mathcal{L} \) denote the Lebesgue measure on \( \mathbb{T}^2 \), and let \( \mu_W \) be the Borel measure on \( \mathbb{R}_+ \) induced by the random variable \( W \). Denote \( \mathcal{S} := \mathbb{T}^2 \times \mathbb{R}_+ \), and define a product measure \( \mu = \mu_\mathcal{L} \times \mu_W \) on this space. Then the triple \( \mathcal{V} := (\mathcal{S}, \mu, \{(v, W_v) : v \in \tilde{V}_N\}) \) satisfies the definition of a generalized vertex space of [6], i.e., for any Borel set \( A \subseteq \mathcal{S} \) the following convergence holds:

\[
\frac{|\{v : (v, W_v) \in A\}|}{N^2} \xrightarrow{p} \mu(A).
\]

Define now for \( u \neq v, u, v \in \mathbb{T}^2 \) the kernel function

\[
\kappa_1(u, v) := \frac{1}{\rho(u, v)}, \tag{12}
\]

where for any \( u = (u_1, u_2), v = (v_1, v_2) \in \mathbb{T}^2 \)

\[
\rho(u, v) = \rho_1(|u_1 - v_1|) + \rho_1(|u_2 - v_2|)
\]

with

\[
\rho_1(a) = \begin{cases} 0, & 0 \leq a \leq \frac{1}{2}, \\ 1 - a, & \frac{1}{2} < a \leq 1. \end{cases}
\]
Denote also here $\kappa_2(x, y) := xy$ a product function on $\mathbb{R}_+^2$.

Finally, using the kernel $(u, v), (x, y) \in \mathcal{S}$, we define a random graph $G^V(N^2, \kappa)$ (we follow the notation of [6]) on the set of vertices $\tilde{V}_N$ with given types

$$\tilde{V}_N := \{(v, w_v), v \in \tilde{V}_N\} = \{(v_i, w_i)\}_{i=1}^{N^2} \subset \mathcal{S}$$

by setting an independent edge between any pair of vertices $x_i, x_j \in \tilde{V}_N$ with probability (recall eq. (1))

$$\tilde{p}(x_i, x_j) := \min \left\{ c\kappa(x_i, x_j) N^2, 1 \right\}.$$

(14)

**Proposition 1.** The model $G_N$ is equivalent to the inhomogeneous random graph model $G^V(N^2, \kappa)$.

**Proof.** Setting $\tilde{v} = v/N$ and $w_v = w_{\tilde{v}}$ for any $v \in V_N$, the probability of connection (2) is equivalent to

$$p(u, v) = \min \left\{ c\frac{w_u w_v}{N d(u, v)}, 1 \right\} = \min \left\{ c\frac{\kappa_1(\tilde{u}, \tilde{v}) w_{\tilde{u}} w_{\tilde{v}}}{N^2}, 1 \right\}$$

(15)

$$= \tilde{p}\left((\tilde{v}, w_{\tilde{v}}), (\tilde{u}, w_{\tilde{u}})\right).$$

Hence, there is a connection between any two vertices $u, v \in V_N$ of $G_N$, if and only if there is a connection between the corresponding vertices $\tilde{u} = u/N, \tilde{v} = v/N$ of $G^V(N^2, \kappa)$. 

It is straightforward to check that the kernel $\kappa$ is graphical, since it is continuous, $\kappa \in L^1(\mathcal{S} \times \mathcal{S}, \mu \times \mu)$, and the number of edges in the graph $e(G^V(N^2, \kappa))$ satisfies the following convergence

$$\frac{1}{N^2} \mathbb{E} e(G^V(N^2, \kappa)) \to \frac{1}{2} \int_{\mathcal{S}} \int_{\mathcal{S}} \kappa(u, v) dudv.$$

(16)

4.2 Proof of Theorem 2

Proposition 1 together with (16) enables us to apply some of the results of [6] to our case. In particular, we can approximate the size of the connected component by the total progeny of a multi-type Galton-Watson branching process $B(x)$, with type space $\mathcal{S}$, where the single ancestor has type $x$, and
the number of offspring of type \( y \) of each individual of type \( x \in S \) has Poisson distribution with intensity \( \kappa(x, y) \mu(dy) \). Denote here \( \beta_\kappa(x) \) and \( X(x) \), correspondingly, the survival probability and the size of the total progeny of this branching process with the ancestor of type \( x \).

Following [6], let us define the integral operator \( T_\kappa \)

\[
(T_\kappa f)(x) := \int_S \kappa(x, y) f(y) d\mu(y),
\]

for all measurable functions \( f \) (when the integral is defined) on \( S \), and define the norm of \( T_\kappa \) by

\[
\| T_\kappa \| := \sup\{ \| T_\kappa f \|_2 : f \geq 0, \| f \|_2 \leq 1 \}. \tag{17}
\]

Then, by Theorem 3.1 in [6] (whose applicability here is granted by Proposition [11]) we immediately get

\[
\frac{C(G_{N,W})}{N^2} \xrightarrow{P} \int_S \beta_\kappa(x) \mu(dx). \tag{18}
\]

Moreover, it is also proved in [6] that the survival probability \( \beta_\kappa \) is the maximal solution to

\[
f(x) = 1 - e^{-\frac{1}{\beta_\kappa(x)}}(T_\kappa f)(x), \quad x \in S, \tag{19}
\]

and that \( \hat{\beta}_\kappa > 0 \) if and only if

\[
\| T_\kappa \| > 1. \tag{20}
\]

Observe that it follows directly from the symmetry of our model that the survival probability \( \beta_\kappa(x) \) where \( x = (u, x) \in T^2 \times \mathbb{R}_+ \), does not depend on \( u \in T^2 \), but it is only a function of \( x \in \mathbb{R}_+ \). Hence we shall simply write the survival probability as \( \beta_\kappa(x) = \beta_\kappa(x) \), which by (19) is the maximal solution to

\[
f(x) = 1 - e^{-\lambda \int_0^\infty \frac{1}{\mu(W)} dy} f(y) \mu(dy), \quad x \in \mathbb{R}_+, \tag{21}
\]

which is exactly equation (6). This together with (18) yields (5).

We are left to prove (7). Firstly, one could use straightforwardly the definition (17) to derive

\[
\| T_\kappa \| = \lambda E W^2, \tag{22}
\]

which together with (20) would give us (7). However, it is easier to derive (7) directly relating the defined above multi-type branching process to a a certain homogeneous Galton-Watson process as it was explained, e.g., in [16].

Let us introduce yet another branching process \( B_1(x) \) with type space \( \mathbb{R}_+ \), where the single ancestor has type \( x \), and number of offspring of type \( y \in \mathbb{R}_+ \)
of any individual of type $x \in \mathbb{R}_+$ has Poisson distribution with intensity $\lambda x y \mu_W(dy)$. By using the same analysis as for $B$ we can define the survival probability $\beta_1^1(x)$ of $B_1(x)$ as the maximum solution of (21). Therefore in notations of Theorem 2 it holds that $\beta(x) = \beta_1^1(x)$, and

$$\beta_\kappa(x) = \beta_1^1(x) = \beta(x), \quad (23)$$

for any $x = (u, x)$, and for all $u \in T^2$.

Finally, we define one more auxiliary branching process $B_2$, this time a homogeneous Galton-Watson process. This process starts with one single ancestor, and its offspring distribution $\tilde{W}$ has a compound Poisson distribution $\text{Po}(\tilde{W} \lambda \mathbb{E}(W))$ where random variable $\tilde{W}$ has the following so-called “size-biased” distribution:

$$\mu_{\tilde{W}}(dy) := \frac{y \mu_W(dy)}{\mathbb{E}W}.$$ 

Let us denote $X_1(x)$ and $X_2$ the total progeny of $B_1(x)$ and $B_2$, respectively. It is proved in Section 2.2 in [16], that $X_1(\tilde{W})$, and $X_2$ are equal in distribution, i.e.,

$$X_1(\tilde{W}) \overset{d}{=} X_2. \quad (24)$$

Hence, the critical parameters for the corresponding survival probabilities for these two branching processes $B_1(\tilde{W})$ and $B_2$ are the same. In the case of a homogeneous process $B_2$ the necessary and sufficient condition for a positive survival probability is simply $\mathbb{E}(\tilde{Y}) = \lambda \mathbb{E}(W^2) > 1$. Therefore (24) yields that $\mathbb{P}(X_1(\tilde{W}) = \infty) > 0$ if and only if $\lambda \mathbb{E}(W^2) > 1$.

It follows by the properties of Poisson distribution that the type of a randomly chosen offspring of the ancestor in the process $B_1(x)$ has distribution $\tilde{W}$. Hence, for any $x$ the process $B_1(x)$ survives with a positive probability, i.e., $\beta_\kappa^1(x) > 0$, if $B_1(\tilde{W})$ survives with a positive probability. Since $\beta_\kappa^1$ is the maximal solution to (21), i.e., to (6), it follows that $\hat{\beta} > 0$ (see (5)) in this case.

On the other hand, if $B_1(\tilde{W})$ survives with probability zero, then the equality

$$0 = \mathbb{P}(\tilde{X}_1(\tilde{W}) = \infty) = \int_{\mathbb{R}_+} \mathbb{P}(\tilde{X}_1(x) = \infty) \mu_{\tilde{W}}(dx) = \int_{\mathbb{R}_+} \beta_\kappa^1(x) \mu_{\tilde{W}}(dx)$$

implies that $\beta_\kappa^1 = 0 \mu_{\tilde{W}}$ -a.s., and hence, $\mu_W$ -a.s. Since $\beta_\kappa^1$ is the maximal solution to (21), i.e., to (6), it follows that in this case $\hat{\beta} = 0$.

Summarizing we get that $\hat{\beta} > 0$ if and only if $\lambda \mathbb{E}(W^2) > 1$. In turn this yields $\|T_\kappa\| = \lambda \mathbb{E}(W^2)$. This proves the theorem.
4.3 Proof of Theorem

4.3.1 Exploration algorithm.

Let \( v \) be an arbitrarily fixed vertex of a graph \( G \), and let \( C_v \) denote the connected component containing \( v \). We use a standard procedure to reveal \( C_v \), called exploration algorithm. This is defined as follows.

In the course of exploration the vertices of \( G \) can be in one of the three states: active, saturated or neutral. At time \( i = 0 \) the vertex \( v \) is set to be active, while all the other vertices are set to be neutral. We denote by \( S_i \) the set of active vertices at time \( i \). Hence, \( |S_0| = 1 \). The state of a vertex changes during the exploration of \( C_v \) as follows.

At each time step \( i \geq 1 \), we choose an active vertex in \( S_{i-1} \) uniformly at random and denote it by \( v_i \). Then, consider each neutral vertex \( u \): if \( u \) is connected to \( v_i \) then \( u \) becomes active, otherwise \( u \) stays neutral. After searching the entire set of neutral vertices the vertex \( v_i \) becomes saturated. This finishes the \( i \)-th step of the exploration algorithm.

The process stops when there are no more active vertices, i.e. at the first time \( i \) when \( |S_i| = 0 \), that is at time

\[
T = \min\{i \geq 1 : |S_i| = 0\}. \tag{25}
\]

At this time all considered vertices are saturated and they do not have any connection to the neutral vertices. Hence, \( C_v \) coincides with the set of saturated vertices, that is \( |C_v| = T \).

Let \( X_i \) denote the number of vertices becoming active at the \( i \)-th step. Then the following recursion holds

\[
|S_0| = 1, \\
|S_i| = |S_{i-1}| + X_i - 1 = X_1 + \cdots + X_i - (i - 1). \tag{26}
\]

Correspondingly, we can rewrite \( T \), defined in eq. (25), as follows

\[
T = \min\{i \geq 1 : X_1 + \cdots + X_i = i - 1\}. \tag{27}
\]

4.3.2 Subcritical case

In this section we assume that \( \lambda < 1 \) and we prove part i) of Theorem

**Lower bound.** We start by finding a lower bound on \( C \), the size of the largest connected component. Namely, we prove that for any positive \( \varepsilon \)

\[
\mathbb{P}\left\{ \frac{C}{\log N} \geq \frac{2}{1 - \lambda - \log \lambda} + \varepsilon \right\} \to 0, \text{ as } N \to \infty. \tag{28}
\]
Proof. The proof is based on the exploration algorithm described above. We also use essentially the geometry of the discrete torus with the distance defined in eq. (2). Recall, in particular, that the number \( N_r \) of vertices at distance \( r \) from any given vertex, for \( N \) odd is given by

\[
N_r = \begin{cases} 
4r, & 1 \leq r \leq \lfloor N/2 \rfloor, \\
4(N - r), & \lfloor N/2 \rfloor < r \leq N;
\end{cases}
\]

while for \( N \) even, it is given by

\[
N_r = \begin{cases} 
4r, & 1 \leq r < N/2, \\
2(N - 1), & r = \frac{N}{2}, \\
4(N - r), & N/2 < r < N, \\
1, & r = N.
\end{cases}
\]

Recall that the vertices becoming active at the \( i \)-th step are connected to the vertex \( v_i \). Let \( X_{i,r} \) denote the number of vertices at distance \( r \) from vertex \( v_i \), which become active at the \( i \)-th step. Hence,

\[
X_i = \sum_{r=1}^{N} X_{i,r}.
\]

Let \( U_i \) denote the number of active and saturated vertices at time \( i \) (in other words, \( U_i \) is the number of vertices revealed by time \( i \)). In particular, by eq. (26) we have

\[
U_i = |S_i| + i.
\]

Correspondingly, for any vertex \( u \) let \( U_{i,r}(u) \) be the number of active and saturated vertices at time \( i \), which are at distance \( r \) from \( u \). In particular, for any \( i \geq 1 \) and any vertex \( u \) it holds that

\[
\sum_{r=1}^{N} U_{i,r}(u) = U_i.
\]

The number \( X_{i,r} \) depends on the number \( U_{i-1,r}(v_i) \) of active and saturated vertices at time \( i - 1 \) which are at distance \( r \) from \( v_i \), in the following way

\[
X_{i,r|U_{i-1,r}(v_i)} \in \text{Bin}(N_r - U_{i-1,r}(v_i), p_r),
\]

where we use the notation

\[
p_r = \frac{c}{N_r} = p(u, v), \quad \text{if } d(u, v) = r.
\]
Remark 2. In eq. (33) and elsewhere we write a random parameter for a distribution with the usual meaning that the distribution is defined conditionally on a given value of the parameter.

Let us introduce the random variables
\[ Z_{i,r} \in \text{Bin}(U_{i-1,r}(v_i), p_r), \]
and
\[ X_{i,r}^+ = X_{i,r} + Z_{i,r} \in \text{Bin}(N_r, p_r). \]
Then, we define
\[ X_i^+ := \sum_{r=1}^{N_i} X_{i,r}^+. \]

If a random variable \( \xi \) stochastically dominates \( \eta \) we denote this by \( \eta \preceq \xi \).

It is clear from the above definition that \( X_{i,r} \preceq X_{i,r}^+ \), and, correspondingly, \( X_i \preceq X_i^+ \). Therefore,
\[ |S_i| \preceq S_i^+ := X_1^+ + \cdots + X_i^+ - (i - 1). \]

Notice that the largest connected component has size larger than \( k \) if and only if there is a component of size at least \( k \). Let \( |C_v| \) denote the size of the component \( C_v \). Then
\[ \mathbb{P}\{C \geq k\} = \mathbb{P}\{\exists v : |C_v| \geq k\} = \mathbb{P}\bigcup_{v \in V}\{|C_v| \geq k\}. \]

It follows simply by the symmetry of the model that the random variables \( |C_v| \) have equal distribution for all vertices \( v \). This allows us to derive from the last formula the following bound
\[ \mathbb{P}\{C \geq k\} \leq N^2\mathbb{P}\{|C_v| \geq k\}, \quad (34) \]
for any arbitrarily fixed vertex \( v \).

By the exploration algorithm we have that the probability for a component \( C_v \) to be larger or equal to \( k \) is equal to the probability of having active vertices in each of the \( k - 1 \) steps of the exploration. Hence,
\[ \mathbb{P}\{|C_v| \geq k\} = \mathbb{P}\{|S_i| > 0, \forall t \leq k - 1\} \]
\[ \leq \mathbb{P}\{S_i^+ > 0, \forall t \leq k - 1\} \]
\[ \leq \mathbb{P}\{S_{k-1}^+ > 0\} = \mathbb{P}\{\sum_{t=1}^{k-1} X_t^+ - (k - 2) > 0\}. \quad (35) \]
We use the coupling method described in [12] for finding stochastic bounds on $X_{i,r}^+$. We have that $X_{i,r}^+$ is stochastically bounded from above by a random variable $Y_{i,r} \overset{d}{=} \text{Po}(-N_r \log(1 - p_r))$, i.e. $X_{i,r}^+ \preceq Y_{i,r}$. Therefore, we can stochastically bound $X_{i,r}^+$ by a Poisson random variable, as follows

$$X_{i,r}^+ \preceq \sum_{r=1}^{N} Y_{i,r} \in \text{Po} \left( \sum_{r=1}^{N} -N_r \log(1 - p_r) \right) = \text{Po}(\lambda_N),$$

(36)

where

$$\lambda_N = \sum_{r=1}^{N} -N_r \log(1 - p_r) = \sum_{r=1}^{N} N_r (p_r + o(p_r))$$

$$= \sum_{r=1}^{[N/2]} 4r (p_r + o(p_r)) + \sum_{r=[N/2]+1}^{N} 4(N - r) (p_r + o(p_r))$$

(37)

$$= \lambda - 2c \frac{N}{N} + o \left( \frac{1}{N} \right).$$

Let $Y_i, i \geq 1$, be the i.i.d. random variables with Po($\lambda_N$) distribution. Then we derive, using (35) and (36) with (37), the following upper bound for the probability in (34):

$$\mathbb{P}\{C \geq k\} \leq N^2 \mathbb{P}\left\{ \sum_{t=1}^{k-1} X_{i,t}^+ > k - 2 \right\} \leq N^2 \mathbb{P}\left\{ \sum_{t=1}^{k-1} Y_t > k - 2 \right\}.$$

(38)

Using Chebyshev’s inequality in (38), for any $h > 0$, we have that

$$\mathbb{P}\{C \geq k\} \leq N^2 \mathbb{P}\left\{ \sum_{t=1}^{k-1} Y_t > k - 2 \right\} \leq \frac{N^2 \prod_{t=1}^{k-1} \mathbb{E}^{h Y_t}}{e^{h(k-2)}}$$

(39)

$$= N^2 e^{-h(k-2)} \prod_{t=1}^{k-1} e^{\lambda_N e^{h-1}}$$

$$= N^2 e^{-h(k-2)} e^{(k-1)\lambda_N (e^h - 1)}.$$

The last formula attains its minimum at $h = \log \left( \frac{k-1}{k\lambda N} \right)$, where it equals to

$$N^2 e^{k(1-\lambda + \log \lambda) + ko(1)}.$$

Therefore setting $k = \left( \frac{2}{\lambda - 1 - \log \lambda} + \varepsilon \right) \log N$ in (39), we find that (28) holds. \qed
The upper bound. To complete the proof of (3) we will prove that for any \( \varepsilon > 0 \)

\[
\mathbb{P} \left\{ C \frac{\log N}{\log \lambda} \leq \frac{2}{1 - \log \lambda - \log \lambda - \varepsilon} \right\} \to 0 \quad \text{as} \quad N \to \infty.
\]

(40)

Proof. Before proceeding to the proof of (40) we derive a useful result, which roughly speaking tells us that removing an arbitrary set of \( o(N^2) \) vertices from \( V_N \) does not change some, asymptotically as \( N \to \infty \), the expected degree of a vertex.

Lemma 1. Let \( n_r, r = 1, \ldots, N \), with \( 0 \leq n_r \leq N_r \), be an arbitrary sequence such that

\[
\sum_{r=1}^{N} n_r = o(N^2).
\]

Then

\[
\frac{1}{N} \sum_{r=1}^{N} \frac{n_r}{r} \to 0 \quad \text{as} \quad N \to \infty.
\]

(41)

Proof. We prove the lemma by contradiction. Assume there exists a constant \( c > 0 \) such that for any \( M \in \mathbb{N} \) there exists \( N \geq M \) such that

\[
\frac{1}{N} \sum_{r=1}^{N} \frac{n_r}{r} \geq c.
\]

(42)

Let \( 0 < \delta < \min\{4, c\} \) and define the sets \( \mathcal{N}_\delta \) and its complementary \( \overline{\mathcal{N}}_\delta \) as follows

\[
\mathcal{N}_\delta = \{ r \in \{1, \ldots, N\} : n_r \geq \delta r \}
\]

\[
\overline{\mathcal{N}}_\delta = \{ r \in \{1, \ldots, N\} : n_r < \delta r \}.
\]

Noting that from (28)-(30) we have \( n_r \leq N_r \leq 4r \), for any \( 0 \leq r \leq N \), from (42) it follows that

\[
c \leq \frac{1}{N} \sum_{r=1}^{N} \frac{n_r}{r} = \frac{1}{N} \left( \sum_{r \in \mathcal{N}_\delta} \frac{n_r}{r} + \sum_{r \in \overline{\mathcal{N}}_\delta} \frac{n_r}{r} \right)
\]

\[
\leq \frac{1}{N} \left( \sum_{r \in \mathcal{N}_\delta} 4 + \sum_{r \in \overline{\mathcal{N}}_\delta} \delta \right)
\]

\[
= \frac{1}{N} \left( 4|\mathcal{N}_\delta| + \delta |\mathcal{N}_\delta| \right)
\]

\[
= \delta + \frac{4 - \delta}{N} |\mathcal{N}_\delta|.
\]
In particular, we have
\[ |N_\delta| \geq \frac{c - \delta}{4 - \delta} N, \]
and therefore
\[ \sum_{r=1}^{N} n_r \geq \sum_{r \in N_\delta} n_r \geq \sum_{r \in N_\delta} \delta r \geq \delta \sum_{r=1}^{N} r \geq \frac{\delta}{2} |N_\delta| \geq \frac{\delta}{2} \left( \frac{c - \delta}{4 - \delta} \right)^2 N^2, \]
which contradicts the assumptions.

Now we can prove (40). We shall follow the construction used already in [16]. For any vertex \( v \) let \( V(C_v) \) denote here the set of vertices of the component \( C_v \). Observe that \( G_N \) can be decomposed into pairwise disjoint connected components as follows. Set \( \tilde{v}_1 = v \). Then, given \( C_{\tilde{v}_1}, \ldots, C_{\tilde{v}_k} \), for \( k \geq 1 \) choose a vertex \( \tilde{v}_{k+1} \) uniformly in \( V_N \setminus \bigcup_{i=1}^{k} V(C_{\tilde{v}_i}) \), unless the last set is empty, in which case we stop the algorithm. The graph \( G_N \) is thus decomposed into pairwise disjoint components \( C_{\tilde{v}_1}, \ldots, C_{\tilde{v}_M} \), with \( M = M(N) \). Note that here \( M \) is a bounded random variable, \( 1 \leq M \leq N^2 \), denoting the number of disjoint connect components in \( G_N \).

Fix \( \varepsilon > 0 \) arbitrarily and denote \( K = \left( \frac{2}{\lambda-1-\log \lambda} + \varepsilon \right) \log N \). Then we define the event
\[ E_N = \{ C \leq K \}. \]
Recall that it follows from (28) that
\[ \mathbb{P}\{\bar{E}_N\} \to 0 \]
as \( N \to \infty \). This yields
\[ \mathbb{P}\{C \leq k\} = \mathbb{P}\{|C_{\tilde{v}_1}| \leq k, \ldots, |C_{\tilde{v}_M}| \leq k\} \leq \mathbb{P}\{|C_{\tilde{v}_1}| \leq k, \ldots, |C_{\tilde{v}_M}| \leq k|E_N\} + o(1). \]
Note that since conditionally on \( E_N \) the largest connected component is smaller than \( K \), it follows that \( MK \geq N^2 \). Hence, for any
\[ M_1 \leq \frac{N^2}{K} \leq M \]
the following bound holds from the probability in (43):
\[ \mathbb{P}\{|C_{\tilde{v}_1}| \leq k, \ldots, |C_{\tilde{v}_M}| \leq k|E_N\} \leq \prod_{i=1}^{M_1} \mathbb{P}\{|C_{\tilde{v}_i}| \leq k|C_{\tilde{v}_1}| \leq k, \ldots, |C_{\tilde{v}_{i-1}}| \leq k, E_N\}. \]
Let $V_0$ be an arbitrary set of $M_1K$ nodes, $u$ be a vertex in $V_N \setminus V_0$, and let $\hat{C}_u = \hat{C}_u(V_0)$ denote the connected component containing $u$ constructed precisely as the original $C_v$ but on the vertex set $V_N \setminus V_0$.

Then, each factor in eq. (44) can be uniformly bounded as follows

$$\mathbb{P}\{|\hat{C}_u| \leq k\} \leq \max_{V_0 \subseteq V_N \setminus V_0: |V_0| = M_1K} \mathbb{P}\{|\hat{C}_u| \leq k\},$$

where we simply used the fact that on a smaller set of vertices the components are smaller as well. Therefore, from (44) it follows that

$$\mathbb{P}\{C \leq k\} \leq \left(\max_{u \in V_N \setminus V_0} \mathbb{P}\{|\hat{C}_u| \leq k\}\right)^{M_1}. \tag{45}$$

In the following, fix set $V_0$ arbitrarily but so that $|V_0| = M_1K = o(N^2)$. Fix a vertex $u \notin V_0$ arbitrarily, and construct the component $\hat{C}_u$ on the vertex set $V_N \setminus V_0$ as it is described in the exploration algorithm. Let us denote here $u_1, u_2, \ldots$, the sequence of saturated vertices.

Define $n^0_r(u)$ to be the number of nodes in $V_0$ which are at distance $r$ from $u$, so that $0 \leq n^0_r(u) \leq N_r$ and $\sum_{r=1}^N n^0_r(u) = |V_0|$ for any $u$.

In analogy with the notion used previously, let here $\hat{U}_i$ denote the number of active and saturated vertices at step $i$ in the exploration process (cfr. eq. (32)), and $\hat{U}_{i,r}(w)$ be the number of those vertices at distance $r$ from the vertex $w$. Let then $n^0_{i,r} = n^0_{i,r}(u_i)$ denote the number of those vertices in $V_0$ which are at distance $r$ from the $i$-th saturated vertex $u_i$. By this definition, and our assumption on $|V_0| = o(N^2)$ we have

$$\sum_{r=1}^N n^0_{i,r} = |V_0| = M_1K = o(N^2) \tag{46}$$

for any $i$. Hence, the number of vertices activated at step $i$ at distance $r$ from the $i$-th explored vertex, which we denote $\hat{X}_{i,r}$, has the following distribution

$$\hat{X}_{i,r} \in \text{Bin}(N_r - n^0_{i,r} - \hat{U}_{i-1,r}(u_i), p_r),$$

and the total number of vertices activated at the $i$-th step is given by

$$\hat{X}_i = \sum_{r=1}^N \hat{X}_{i,r}.$$

Using these definitions we derive

$$\mathbb{P}\{|\hat{C}_u| > k\} \geq \mathbb{P}\{\hat{X}_1 + \hat{X}_2 + \cdots + \hat{X}_t > t - 1, \forall t \leq k - 1\}. \tag{47}$$
To approximate the distribution of $\tilde{X}_i$ is the last formula, let us define, given numbers $0 \leq k_{i,r} \leq N_r - n_{i,r}^0$, $r = 1, \ldots, N$, $i = 1, \ldots, k - 1$, such that

$$\sum_{r=1}^{N} k_{i,r} \leq k, \quad (48)$$

the following Poisson random variables

$$\tilde{Z}_{i,r} \in \text{Po}((N_r - n_{i,r}^0 - k_{i,r})p_r).$$

Then

$$\tilde{Z}_i = \sum_{r=1}^{N} \tilde{Z}_{i,r} \in \text{Po}(\lambda_{i,N}), \quad (49)$$

where

$$\lambda_{i,N} = \sum_{r=1}^{N} (N_r - n_{i,r}^0 - k_{i,r})p_r. \quad (50)$$

To simplify the notations define the event

$$F_N = \{ \tilde{U}_{i,r} = k_{i,r}, \ \sum_{r=1}^{N} k_{i,r} \leq k, \ \forall i \leq k - 1, \forall r = 1, \ldots, N \} \quad (51)$$

and consider

$$\mathbb{P}(\tilde{Z}_i > k | F_N) = \mathbb{P}(\tilde{Z}_i > k, \tilde{Z}_i = \tilde{X}_i | F_N) + \mathbb{P}(\tilde{Z}_i > k, \tilde{Z}_i \neq \tilde{X}_i | F_N) \leq \mathbb{P}(\tilde{X}_i > k | F_N) + \mathbb{P}(\tilde{Z}_i \neq \tilde{X}_i | F_N).$$

Note that

$$\mathbb{P}\{ \tilde{X}_i \neq \tilde{Z}_i | F_N \} = \mathbb{P}\{ \sum_{r=1}^{N} \tilde{X}_{i,r} \neq \sum_{r=1}^{N} \tilde{Z}_{i,r} | F_N \} \leq \mathbb{P}\{ \bigcup_{r=1}^{N} \{ \tilde{X}_{i,r} \neq \tilde{Z}_{i,r} \} | F_N \} \leq \sum_{r=1}^{N} \mathbb{P}\{ \tilde{X}_{i,r} \neq \tilde{Z}_{i,r} | F_N \}. \quad (20)$$

We shall use the following result from [20].
Lemma 2. \[ (\text{Poisson limit for binomial random variable}) \] \[ X \overset{d}{=} \text{Bin}(n, \lambda/n), \]
\[ Y \overset{d}{=} \text{Po}(\lambda) \] then the following holds
\[ \mathbb{P}(X \neq Y) \leq \frac{\lambda^2}{n}. \]

By Lemma 2 we have
\[ \mathbb{P}\{\tilde{X}_{i,r} \neq \tilde{Z}_{i,r} | F_N\} \leq p_r^2(N_r - n_{i,r}^0 - k_{i,r}), \]
which gives us
\[ \mathbb{P}\{\tilde{X}_i \neq \tilde{Z}_i | F_N\} \leq \sum_{r=1}^{N} p_r^2(N_r - n_{i,r}^0 - k_{i,r}) \]
\[ = \frac{c^2}{N^2} \sum_{r=1}^{N} \frac{1}{r^2}(N_r - n_{i,r}^0 - k_{i,r}) = O\left(\frac{\log N}{N^2}\right), \]
uniformly in \( i \).

Next we consider
\[ \mathbb{P}\{\tilde{Z}_1 + \cdots + \tilde{Z}_t > t - 1, \forall t \leq k - 1\} \]
\[ \leq \mathbb{P}\{\tilde{X}_1 + \cdots + \tilde{X}_t > t - 1, \forall t \leq k - 1 | F_N\} \]
\[ + \sum_{s=1}^{k-1} \mathbb{P}\{\tilde{X}_s \neq \tilde{Z}_s | F_N\}. \]

Note that by (4.3.2)
\[ \varepsilon_k(N) := \sum_{s=1}^{k-1} \mathbb{P}\{\tilde{X}_s \neq \tilde{Z}_s | F_N\} = O\left(\left(\frac{\log N}{N}\right)^2\right), \] (52)
therefore (4.3.2) yields
\[ \mathbb{P}\{\tilde{X}_1 + \cdots + \tilde{X}_t > t - 1, \forall t \leq k - 1 | F_N\} \] (53)
\[ \geq \mathbb{P}\{\tilde{Z}_1 + \cdots + \tilde{Z}_t > t - 1, \forall t \leq k - 1\} - \varepsilon_k(N). \]

In the following we construct a random variable \( \tilde{Z}^- \) is stochastically smaller than any of the random variables \( \tilde{Z}_i, k \leq i \leq k. \)

First, using the assumption (46) and Lemma 1 we derive
\[ \sum_{r} n_{i,r}^0 p_r = \frac{c}{N} \sum_{r} \frac{n_{i,r}^0}{r} = o(1). \] (54)
From now on we shall assume that

\[ k = a \log N \]  

(55)

for some positive \( a \). Under this assumption we have

\[ \sum_r k_{i,r} p_r = \frac{c}{N} \sum_{r=1}^N k_{i,r} \leq \frac{c}{N} \sum_r k_{i,r} = \frac{kc}{N} = \frac{ac \log N}{N} = o(1). \]  

(56)

Hence, from (54) and (56) we obtain the following bound for \( \lambda_{i,N} \) defined in (50)

\[ \lambda_{i,N} = \sum_{r=1}^N (N_r - n_{i,r}^0 - k_{i,r}) p_r \geq \sum_{r=1}^N N_r p_r + o_i(1), \]  

(57)

where \( o_i(1) \) might depend on \( i \). Note that by (37)

\[ \sum_{r=1}^N N_r p_r = \lambda + o(1). \]  

(58)

Hence, for any (constant) \( \lambda' < \lambda \)

(59)

(57) together with (58) yields the following uniform in \( i \leq k \) bound

\[ \lambda_{i,N} > \lambda'. \]  

(60)

Recall that \( \tilde{Z}_i \in \text{Po}(\lambda_{i,N}) \) by (49). Therefore (60) allows us to construct independent \( \tilde{Z}_i^- \in \text{Po}(\lambda') \), \( 1 \leq i \leq k \), such that

\[ \tilde{Z}_i^- \leq \tilde{Z}_i \]  

(61)

a.s. for each \( i \). Now we can derive the following bound

\[ \mathbb{P}(\tilde{Z}_1 + \ldots + \tilde{Z}_t > t - 1, t = 1, \ldots, k - 1) \]

\[ \geq \mathbb{P}(\tilde{Z}_1^- + \cdots + \tilde{Z}_t^- > t - 1, t = 1, \ldots, k - 1) \]

\[ = \mathbb{P}\{\mathcal{T} \geq k\}, \]

(62)

where \( \mathcal{T} \) denotes the total progeny of a branching process with offspring distribution \( \text{Po}(\lambda') \). Substituting this bound into (53) we obtain

\[ \mathbb{P}\{\tilde{X}_1 + \cdots + \tilde{X}_t > t - 1, \forall t \leq k - 1|F_N\} \geq \mathbb{P}\{\mathcal{T} \geq k\} - \varepsilon_k(N), \]  

(63)
where the right-hand side is uniform in $F_N$ (where we assume only conditions in eqs. (48) and (55)). This yields

$$\mathbb{P}\{\tilde{X}_1 + \cdots + \tilde{X}_t > t - 1, \forall t \leq k - 1\} \geq \mathbb{P}\{T \geq k\} - \varepsilon_k(N),$$

and therefore, by eq. (47),

$$\mathbb{P}\{|\tilde{C}_u| \leq k\} \leq 1 - \mathbb{P}\{T \geq k\} + \varepsilon_k(N). \quad (64)$$

Using a well known formula for the distribution of the progeny of a branching process (see e.g. [13]), we compute

$$\mathbb{P}\{T \geq k\} = \sum_{j=k}^{\infty} \frac{(\lambda'j)^{j-1}}{j!} e^{\lambda'j} \geq \frac{(\lambda'k)^{k-1}}{k!} e^{\lambda'k},$$

which, together with the Stirling formula, gives us

$$\mathbb{P}\{T \geq k\} \geq \frac{1}{\sqrt{2\pi\lambda'}} \frac{1}{k^{3/2}} e^{-ak} \left(1 + O\left(\frac{1}{k}\right)\right), \quad (65)$$

where

$$\alpha = \lambda' - 1 - \log \lambda'. \quad (66)$$

Substituting eq. (65) into eq. (64), we obtain for $k = a \log N$ that

$$\mathbb{P}\{|\tilde{C}_u| \leq a \log N\} \leq 1 - \frac{1}{A_N} (1 + o(1)) + O\left(\frac{\log N}{N} \right)^2), \quad (67)$$

where

$$A_N = \sqrt{2\pi\lambda'(a \log N)^{3/2} N^{\alpha} \log N} \quad (68)$$

Choose now arbitrarily a constant

$$a < \frac{2}{\alpha}. \quad (69)$$

Then, eq. (67) yields

$$\mathbb{P}\{|\tilde{C}_u| \leq a \log N\} \leq 1 - \frac{1}{A_N} (1 + o(1)). \quad (70)$$

Observe that the value on the right in the last formula is uniform in the choice of the set $\mathcal{V}_0$ and vertex $u$. Therefore we can use the bound in eq. (70) to obtain, from eq. (45),

$$\mathbb{P}\{C \leq a \log N\} \leq \left(1 - \frac{1}{A_N} (1 + o(1))\right)^{M_1}. \quad (71)$$
Finally, we choose
\[ M_1 = \lambda N \log N \gg \lambda N, \]
which by (69) satisfies as well the condition (46), i.e.,
\[ M_1 K = o(N^2), \]
where
\[ K = \left( \frac{2}{\lambda - 1 - \log \lambda} + \varepsilon \right) \log N. \]

With this choice of \( M_1 \) bound (71) implies
\[ P\{C \leq a \log N\} = o(1) \quad (72) \]
for any fixed constant (see eqs(69) and (66))
\[ a < \frac{2}{\alpha} = \frac{2}{\lambda' - 1 - \log \lambda'}. \]

Since by (59) here we can choose any \( \lambda' < \lambda \), it follows that (72) holds for any
\[ a < \frac{2}{\lambda - 1 - \log \lambda}. \]

This proves (40), and therefore part i) of Theorem 1 is proved.

This completes the proof of Theorem 1, since part ii) follows by Theorem 2.

4.4 The idea of proof of Theorem 3

A proof of Theorem 3 can run precisely the lines of the proof of part i) of Theorem 1 in a combination with the proof of a corresponding result for the rank-1 model (8) given in [16]. Therefore, we can omit the details here.
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