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1. Introduction

The port is a vital transit point for domestic and foreign trade. A well planned port logistics shortens the transportation time and distance of various trades, boosts trade exchanges, and plays an important role in improving national economy. Developed countries in the world generally have their own coastlines and well-functioning ports, and the large ports become gateways for foreign trade. On the 5,800-kilometer coastline of China’s Bohai Sea, there are more than 60 large and small ports competing among themselves namely, competition between different port groups; competition between different ports of the same port group; competition between different enterprises in the same port. How a port is in a dominant position in the process of port integration is particularly important for accurate port planning and construction. The port construction involves a wide range of issues, which are related to the construction of railways, highways, pipeline layouts, and agricultural and industrial production development of a city or region. The construction of the port requires a long gestation period and huge infrastructure investment. The problem of underconstruction or overconstruction results either in congestion and delay or waste of space, time, and decline in expected income, respectively.

Port cargo throughput is an important indicator of the port’s operational capacity [1]. There are many factors affecting port cargo throughput, such as politics, economy, transportation facilities, cultural differences, natural environment, and climate change. Accurate prediction of port cargo throughput can provide a more reliable reference for decision makers to develop port investment plans, rational development, rationale, and protection of national port resources. At present, the methods for predicting port throughput mainly include traditional econometric models, artificial intelligence models, and hybrid models. Econometric models are mostly used for time series analysis. By extracting feature data and meaningful statistical data, future values are predicted based on historical values. There are mainly exponential smoothing models [2], autoregressive (AR) [3] and moving average models [4], autoregressive moving average model (ARMA) [5], autoregressive comprehensive moving average model (ARIMA) [6], and the broader autoregressive slightly integrated moving average...
model (ARFIMA) [7]. The artificial intelligence model uses computer algorithms to decompose the raw data time series into different neural network input variables to predict future values. The most widely used method in the prediction field is the artificial neural network (ANN) [8] and support vector machine (SVM) [9]. LSTM neural network is a long-term and short-term memory network. It is used for large-scale parallel processing, distributed storage, and processing, and is also suitable for inaccurate information problems that need to consider many influencing factors and conditions, and can effectively solve nonlinear prediction problems [10]. At present, the deep learning algorithm is rarely used in port cargo throughput forecasting. Port throughput is affected by many factors, showing nonlinearity and volatility, competing with the world economy and surrounding ports, since the environment is closely related. Using the LSTM algorithm to predict the monthly cargo throughput of the Bohai Rim port can improve the accuracy of predicting port cargo throughput.

In the past, the forecasting of port cargo throughput was usually based on the target port’s throughput indicator, the target port hinterland economic indicator, and the neighboring port’s throughput indicator as input indicators to predict a target port. This study believes that port cargo throughput may be affected by the fluctuation of cargo throughput in the adjacent port, in addition to the operations of its own port and the economic development of the port hinterland. To this end, the present study selected three ports around the Bohai Sea namely, Tianjin Port, Dalian Port, and Tangshan Port as the research objects, and established a cooperative prediction model of port cargo throughput based on the LSTM deep learning method. Firstly, by considering the correlation of cargo throughput between ports in the same region, 12 forecasting schemes were designed to predict port cargo throughput. Secondly, most of the raw data was used to train the LSTM model to get the best parameters. In addition, a small portion of the raw data is entered into the optimal LSTM model to obtain predictions and errors. Finally, the analysis of experimental results was used to verify the interactions between the three ports.

Port economy and development-related issues have been a popular topic of research among scholars, most of whom only focus on the ports themselves, while demand forecasting and related research on port-related indicators are less. In this paper, the research on the current situation and the degree of future synergistic development of port clusters is innovative in terms of application practice. In this paper, LSTM is used as an experimental model to treat the Bohai Sea port cluster as a whole system for prediction experiments. The main contributions and innovations are as follows: (1) This paper applies the LSTM model to port-related research by constructing an LSTM model to predict the nonlinear time-series data of port-related characteristic indicators. (2) By dividing the ports into subgroups by administrative divisions, the paper provides new ideas for the prediction of port cargo throughput by cross-predicting the historical data of different ports. (3) The LSTM model prediction results are compared with those of other models, and it is determined that the LSTM model is applicable to port research.

2. Literature Review

2.1. Demand Forecasting. Demand forecasting is already a mature research topic in many areas such as port throughput, air passengers, energy consumption, and air quality. Several prediction methods and models have been proposed in literature which can be divided into three categories, namely econometric models, artificial intelligence models, and hybrid models.

Econometrics models are applied to time series analysis by extracting meaningful data features and statistics to observe future values based on past observations. When predicting univariate time series data, simple methods such as naive model and exponential smoothing model can be used to represent the random process of time series. The naive model uses the latest value as a prediction for the next period, while the exponential smoothing model uses a recursive calculation method that updates each new input observation as it is predicted. Merkuryeva et al. [11] used SMA models, multiple linear regression, and genetic programming regression to study product demand predictions in the drug supply chain and discussed their practical implications. The above method can provide better prediction results under linear assumptions but cannot accurately predict demand with nonlinear characteristics. Candellieri et al. [12] proposed a parallel global optimization model to optimize the hyperparameters of support vector machines and predicted water resources. Suh and Ryerson [13] used this information to develop very efficient scheduling systems and AI-enabled demand forecasting models.

The artificial intelligence model is a kind of intelligent activity that recognizes, classifies, memorizes, associates, predicts, etc., through computer simulation of human thinking process. It has self-learning, self-organization, and self-adaptive ability, and can fit arbitrary functions, especially nonlinear functions. In general, econometric models and time series are influenced by the stability of historical data and economic structures, while artificial intelligence focuses on the size and quality of training data. Artificial neural network (ANN), minimum models such as two-square support vector regression (LSSVR), and support vector machine (SVM) provide a more effective solution for nonlinear prediction problems. Takashi Tanizaki et al. [14] proposed a machine learning-based catering demand forecasting method and established a demand forecasting model including store location, events, and weather. Plakndaras et al. [15] predicted the transportation needs of aviation, roads, and trains in the US domestic market based on econometric models and machine learning models. The results show that support vector regression (SVR) is better than the least absolute shrinkage and selection operator. Law et al. [16] used a large number of search intensity indicators of tourism demand and studied the monthly passenger arrivals in Macao through deep learning methods. The proposed method is more accurate than the artificial neural network model and support vector regression (SVR).
Recurrent neural network (RNN) is a deep network structure that utilizes sequence information (Cho et al., 2014). RNN selectively processes data elements by passing information across time steps, a feature that is important for requirement forecasting. Embedded structures in time series data convey useful contextual information in requirement forecasting. Matyjaszek et al. [17] studied the performance of traditional time series models, autoregressive integrated moving average (ARIMA) model, generalized regression neural networks (GRNN), multilayer feedforward networks (MLFNs), and robust models in predicting coking coal prices. The prediction results show that the prediction accuracy of GRNN model is higher than that of other models. RNN can maintain storage units in the hidden layer to receive information from previous state to current state, which is suitable for prediction problems based on time series data [18]. Convolutional neural networks (CNNs) can be combined with air quality layer characteristics to construct prediction models that improve prediction accuracy over traditional multiple linear regression models [19]. Zhao used 1-D and 2-D CNNs with LSTM network for speech emotion recognition [20].

LSTM is an extension of RNN. As an effective and scalable model, LSTM has been widely used in speech recognition, handwriting recognition, image analysis [21], document abstract [22], and music construction. Learning problems are related to sequence data such as modulo and control robots. Yildirim et al. [23] used the LSTM network for data analysis of electrocardiogram (ECG) signals to aid in the automatic detection of arrhythmia signals. Makarenkov et al. [24] demonstrated and evaluated the effectiveness of LSTM in terms of lexical substitution (LS) and grammatical error correction (GEU). Majd and Safabakhsh [25] designed a deep network for human motion recognition using the LSTM unit extended version C2LSTM and confirmed the effectiveness of C2LSTM in capturing motion, spatial characteristics, and time dependence by UCF101 and HMDB51. Kim [26] showed that convolutional neural networks (CNNs) and LSTM have good performance in speech emotion recognition, especially the two-dimensional CNN LSTM network, which is significantly better than the traditional dynamic Bayesian network DBN. Whereas, CNN LSTM is also commonly used in demand forecasting, and Yu et al. [22] proposed an improved long-short-time memory-enhanced forgotten gate network model (LSTM-EFG) for wind power forecasting. Compared with other predictive models, the prediction accuracy is improved by 18.3%. Yang et al. [27] proposed the LSTM method to overcome the problems of different lengths of traffic flow data, irregular sampling, and missing data. The multiscale time smoothing method was used to infer the missing data, and the prediction error was obtained. Experiments show that LSTM has higher accuracy in traffic flow prediction than other methods. In addition, there are some research methods based on attention mechanism in time series prediction tasks that can also achieve high prediction results [28, 29]. This technology can also effectively support efficient and intelligent forecasting of household electricity demand [30].

At present, the deep learning algorithm is less applied in port cargo throughput forecasting. The port throughput is affected by many factors, showing nonlinearity and large volatility, which is closely related to the world economy and the surrounding port competition environment. Using the LSTM algorithm to predict the monthly cargo throughput of the Bohai Rim port can improve the accuracy of predicting port cargo throughput.

2.2. Collaborative Forecasting. Collaborative prediction is a common method used to improve prediction accuracy. Cheikhrouhou et al. [31] proposed a mathematical demand forecasting judgment collaborative method based on the identification and classification of specific events, and the fuzzy inference system to evaluate the factors corresponding to specific events to ensure the consistency of the prediction results. Empirically, this method improves the accuracy of demand forecasting. Chen [32] proposed a collaborative artificial intelligence method to accurately predict the cost of semiconductors and established a cooperation mechanism. The effectiveness of the method was demonstrated by an example. About collaborative artificial intelligence method, experts predict the unit cost through FBPN based from his own point of view. Each expert communicates prediction results to other experts under the synergy mechanism. After receiving the information, the experts can change their settings according to the cooperation mechanism. Gao [33] continuously monitors outage risks based on coordinated forecasts of advance supply signals such as financial health and operational viability. The results show that collaborative prediction has high value for high margin products, medium fixed costs, and low demand fluctuations. The users are discussed. Wang and Toly Chen [34] improved the fuzzy cooperative intelligence (FCI) method, which can directly consider the original value of the yield. The results show that the DS-FCI method optimizes the prediction accuracy. Thomson et al. [35] incorporated a measure of coherence into an analytic evaluation framework using UK retail price index inflation forecasts for the period 1998–2014. Chen [36] constructed a collaborative fuzzy-neural agent network in order to predict global CO₂ concentration, and the effectiveness of the method was verified by actual data.

2.3. Port Throughput Forecasting. The predecessors have two main aspects of port research, one is the study of the relationship between economic activities and port operations; on the other hand, the demand forecast of port cargo throughput. Kim et al. [26] consider the impact of exchange rate changes, global economic activity, and the volatility of the baltic dry index (BDI) on the cargo throughput of Korean ports, and study its influence relationship based on the error correction model. The results show that BDI volatility has a negative impact on freight volume, while nominal exchange rates and increased global economic activity have a positive impact on the freight volume. Rashed et al. [37] based on an empirical analysis of the annual total container throughput of major ports in the Hamburg-Le
Havre area and some economic indicators show that there is a long-term relationship between the trade index of the EU19 and container throughput relationship. Gosasing et al. [38] used multilayer perceptron (MLP) and linear regression to predict the future container throughput of Bangkok Port. The factors affecting the cargo throughput of Bangkok Port (exchange rate, national economy, social development, energy consumption, etc.) are input into MLP and linear regression prediction models for cargo throughput forecasting. Xie et al. [39] predict container throughput by selecting a separate prediction model for each component based on data characteristic analysis (DCA).

Cargo throughput is one of the important factors affecting the economic development of the port. Accurate forecasting of cargo throughput not only improves the efficiency of port operations but also provides a reference for planning port development. Based on the analysis of the location advantage of Ningbo–Zhoushan Port, Li Zengwei and Ye Jun used the three-exponential smoothing method to analyze the port cargo throughput in the next five years. Patil GR and Sahu P K used multiple regression models and time series models to predict shipments from Mumbai, India, between 2014-15 and 2017-18, with the former being more accurate than the latter. Seabrooke et al. used regression analysis to predict the growth and development of freight in Hong Kong ports. C Zhang and L Huang used the combined model of grey forecasting model and logistics growth curve model for port cargo throughput forecasting and applied the model to an actual port in China, verifying the validity of the joint model, and the model has no geographical restrictions on external conditions such as culture. Mo et al. [40] constructed a hybrid prediction model based on GMDH (HFMG) based on container throughput data of Xiamen Port and Shanghai Port. The results show that the prediction performance of the HFMG model is superior to the SARIMA model and mixed prediction models such as SARIMA-svr, SARIMA-gp, and SARIMA-bp. To improve the accuracy of container throughput prediction, Niu et al. [41] established a hybrid decomposition integration model vmd - arma - hgw - svr (VMD), which has good predictive ability for container throughput data. Li et al. [42] proposed a quadratic decomposition learning method. The extreme value learning machine (KELM) combines to achieve monthly container throughput prediction. The empirical results show that the SD learning method is an effective model for predicting nonlinear nonstationary container throughput. Du et al. [43] studied the use of effective decomposition techniques and established a new hybrid learning model for container throughput prediction.

In the past, the forecasting of port cargo throughput was usually based on the throughput index of the target port and the economic indicators of the target port hinterland as input indicators to predict the throughput of the target port. At present, there are few studies on collaborative prediction between multiple ports. This study believes that port cargo throughput may be affected by the fluctuation of cargo throughput in the adjacent ports, in addition to the operations of its own port and the economic development of the port hinterland.

3. Methodology and Model

3.1. LSTM. The long short-term memory (LSTM) is a special recurrent neural network first proposed by Sepp Hochreiter and Jurgen Schmidhuber in 1997. Compared with the traditional cyclic neural network RNN, it is also based on time series data, through the cyclical connection between neurons, to find the relationship between time series data and modeling time series data. Different from RNN, LSTM solves the problem which the gradient of RNN often faces in the actual application process. The LSTM neural network model is similar to RNN with a hidden layer, but the nodes in each common hidden layer are replaced by storage units. Its core idea is a special neuron structure - “memory unit,” which can maintain its state over time. The nonlinear gating unit can adjust the flow of information into and out of the unit, as shown in Figure 1.

Suppose that at time \( t \), the input, output, and state of a memory unit module are \( x_t, h_t \), and \( C_t \). Then, the input gate, the forgetting gate, the input conversion, the unit state update, and the hidden layer output formula of the memory unit module are respectively shown in equations (1–6).

\[
i_t = \sigma(W_{xi}x_t + W_{sh}h_{t-1} + b_i), \quad (1)
\]

\[
f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f), \quad (2)
\]

\[
O_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o), \quad (3)
\]

\[
C'_t = \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_C), \quad (4)
\]

\[
C_t = f_t \odot C_{t-1} + i_t \odot C'_t, \quad (5)
\]

\[
h_t = o_t \odot \tanh(C_t), \quad (6)
\]

where \( \sigma \) is the sigmoid function; \( \tanh \) is the hyperbolic tangent function; \( i_t, f_t, o_t, \) and \( C'_t \) are the input gate, forgetting gate, output gate, and input conversion input to the unit, respectively; \( W_{xi}, W_{xf}, W_{xo}, W_{xc} \) and \( W_{ho}, W_{hf}, W_{ho} \) \( W_{hc} \) are, respectively, the weight matrix of input gate, forgetting gate, output gate, and input transformation corresponding to \( x_t \) and \( h_{t-1}, b_f, b_f, b_o, \) and \( b_C \) are the offset
3.2. Design of Experiment and Model. For the coordinated forecast of the cargo throughput of the three ports around the port of Tianjin Port, Dalian Port, and Tangshan Port, the experiment was completed in five steps. The experimental design and the best LSTM model are shown in Figure 3.

In the first step, the forecasting experiments are divided into three types: target port forecasting, two-dimensional port collaborative forecasting, and three-dimensional port cooperative forecasting. There are 12 forecasting schemes. The target port forecasting scheme separately uses the historical monthly cargo throughput data of the target port as the input variable of the forecasting model and uses the next month's cargo throughput of the target port as the output variable, and then applies the LSTM model for prediction. The two-dimensional port collaborative prediction scheme uses the historical monthly port cargo throughput of the target port and the other two ports (input port 1 and input port 2) as the input variables of the prediction model, and takes the cargo throughput of the target port for the next month as the variables are output, and then the LSTM model is applied for prediction. The three-dimensional port collaborative prediction scheme takes the historical monthly port cargo throughput of the three ports as the input variable of the forecasting model and uses the next month’s cargo throughput of the target port as the output variable, and then applies the LSTM model for prediction.

In the second step, the three ports historical monthly cargo throughput data are collected and sorted as the original dataset, and the original dataset is divided into the training dataset and the test dataset in the ratio of 7.5:2.5.

In the third step, the training dataset is used to train the LSTM prediction model, and the experimental parameters are repeatedly modified to optimize the prediction accuracy of the LSTM model.

In the fourth step, the test training set is used as the input index, and the prediction results and errors of the 12 prediction schemes are obtained by the LSTM prediction model.

In the fifth step, the predicted values and errors of each prediction scheme are compared and analyzed.

3.3. Model Parameters and Performance Indicators. The prediction model proposed in this study was designed using MATLAB 2017a and Linux system environment using Python 2.7 programming. The LSTM model parameters are Epoch = 5000, Hidden_layer = 100, LR = 0.002, step = 2.

To accurately assess the effectiveness of the experimental model, three evaluation metrics, mean absolute percentage error (MAPE), root mean squared error (RMSE), and mean absolute error (MAE), are used in this paper to quantitatively evaluate the prediction performance of the proposed model. The smaller the value, the higher the accuracy of the model, and the better the prediction performance. Among them, MAE is used as the main evaluation index. The formulas for these three evaluation criteria are shown below:

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x_g - x_p}{x_g} \right| \times 100\%,$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_g - x_p)^2},$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |x_g - x_p|.$$
where $x_a$ is the actual value and $x_p$ is the corresponding predicted value.

**4. Experiment**

4.1. **Data Description and Partition.** The research object of this paper is the three ports around the Bohai Sea. The Bohai Rim region refers to the Bohai Rim Economic Region with the Beijing-Tianjin-Hebei as the core, and the Liaodong Peninsula and the Shandong Peninsula as the two wings. It is located in the northern part of China along the west coast of the Pacific Ocean, including Beijing, Tianjin, Tangshan, Qinhuangdao, Dalian, Yantai, Weihai, Qingdao, Dongying, Baoding, Shijiazhuang, Jinan, Shenyang, and many other cities. The Bohai Sea Port Group is one of China’s five major port groups and plays an important role in China’s open coastal development strategy.

Based on the geographical location characteristics of the ports around the Bohai Sea and the cargo throughput of each port, the three ports of Tianjin Port, Dalian Port, and Tangshan Port were selected as research objects. The geographical location of each port is shown in Figure 4.

Tianjin Port is located at the mouth of the Haihe River in Tianjin, China, as an important area of the Bohai Economic Circle. Dalian Port is located in the Dalian Bay at the southern end of the Liaodong Peninsula. It is at the center of the Northeast Asian economic circle and is one of the most important comprehensive foreign trade ports in the Northeast. Tangshan Port is located at the north bank of the Bohai Bay in Tangshan City, Hebei Province. It is located in the center of the Bohai Sea and the Beijing-Tianjin Double Economic Circle, including the Jingtang Port Area and the Caofeidian Port Area. It is an important component of China’s energy, raw materials, and other specialized materials transportation systems. The data used in this study is the monthly cargo throughput of the above three ports from March 2009 to January 2019, obtained from the live data
released by the China Port Network. The raw data of the cargo throughput of each port is shown in Figure 5.

It can be seen from Figure 6 that the cargo throughput of each port generally shows an upward trend and there is a certain periodicity. In order to facilitate the model processing, 121 data of 3 ports are divided into two data sample sets: training sample and test sample. The data of the training sample set was selected from January 2009 to August 2016. A total of 92 data were collected. The data of the test samples were selected from September 2016 to January 2019.

4.2. Results

4.2.1. Tianjin Port Cargo Throughput Forecast Results. The cargo throughput forecast of Tianjin Port is based on the design steps of the experimental method. The LSTM model is used to test the four prediction schemes of Tianjin Port, Tianjin Port + Dalian Port, Tianjin Port + Tangshan Port, and Tianjin Port + Dalian Port + Tangshan Port. MAPE was selected as its error evaluation index. The forecast results of Tianjin Port’s cargo throughput are shown in Table 1 and
The minimum error is 10.08%. The comparison further reveals that the Tianjin Port + Dalian Port + Tangshan Port forecasting scheme shows the least error in the coordinated forecasting scheme. Interestingly, it is noticed that when forecasting the cargo throughput of Tianjin Port, the cargo throughput indicators of Dalian Port and Tangshan Port are added to make the forecast results more accurate.

4.2.2. Dalian Port Cargo Throughput Forecast Results.

The cargo throughput forecast of Tianjin Port is based on the design steps of the experimental method. The LSTM model is used to test the four prediction schemes of Dalian Port, Dalian Port + Tianjin Port, Dalian Port + Tangshan Port, and Dalian Port + Tianjin Port + Tangshan Port. MAPE was selected as error evaluation index. The cargo throughput forecast results of Dalian Port are shown in Table 2 and Figure 7. The minimum error is 9.65%. The comparative analysis further reveals that the Dalian Port + Tangshan Port prediction scheme has the smallest error in the coordinated prediction scheme. It can be seen that while predicting the cargo throughput of Dalian Port, the throughput index of joining Tangshan Port is the best, and the impact of Tangshan Port on the cargo throughput of Dalian Port is greater than that of Tianjin Port.
4.2.3. Tangshan Port Cargo Throughput Forecast Results. The cargo throughput forecast of Tianjin Port is based on the design steps of the experimental method. The LSTM model is used to test the four prediction schemes of Tangshan Port, Tangshan Port + Tianjin Port, Tangshan Port + Dalian Port, and Tangshan Port + Tianjin Port + Dalian Port. MAPE was selected as the error evaluation index. The cargo throughput forecast results of Tangshan Port are shown in Table 3 and Figure 8. The minimum error is 11.27%. Through comparison, it is found that the prediction scheme of Tangshan Port + Tianjin Port + Dalian Port is the smallest in the coordinated prediction scheme. It can be observed that when forecasting the cargo throughput of Tangshan Port, the cargo throughput indicators of Tianjin Port and Dalian Port are more accurate.

4.2.4. Model Accuracy Comparison. Before entering the discussion section, in order to more fully evaluate the prediction performance of the LSTM model, which has reached the final model to achieve optimality, this paper compares the LSTM model with other models, including ARIMA, GBRT, and some popular deep learning models. To make the comparison results more obvious and concise, the prediction results of the best of the three ports are used to compare with other models. And MAPE is used as the
comparison metric. With all other conditions held constant, the final results are shown in Table 4. From the results, it can be seen that the LSTM model proposed in this paper is more effective than the other prediction models.

From the comparison results, we can see that the prediction accuracy of the LSTM model is significantly better than other models. It may be because the LSTM model method is more advanced. It is a novel method in the field of

| Target port     | Combination scheme       | Test-MAPE | Test-RMSE | Test-MAE |
|-----------------|--------------------------|-----------|-----------|----------|
| Tianjin         | Tianjin + Dalian + Tangshan | 10.08     | 17.87     | 14.65    |
| Dalian          | Dalian                  | 9.65      | 19.18     | 12.58    |
| Tangshan        | Tangshan                | 11.28     | 15.67     | 15.94    | 27.79    |

Table 4: Model accuracy comparison.
artificial intelligence, with the ability to learn longer time series, which can mine effective feature representations from a large amount of input data. The interference of features such as volatility and noisiness of air pollutant data is avoided, and the prediction stability is improved.

4.3. Discussion. The historical cargo throughput of Tianjin Port, Dalian Port, and Tangshan Port has a certain periodicity, showing an overall upward trend, but the respective trends are obviously different. This is because although the three ports are in the Bohai Rim region, the economic hinterland of each port has both overlapping areas and areas covered by them. The economic hinterland of Tianjin Port and Tangshan Port is dominated by Beijing, Tianjin, North China, and Northwest China. Among them, the direct economic hinterland includes Tianjin, Beijing, Hebei, and Shanxi provinces, and the indirect economic hinterland extends to the provinces of Shaanxi, Gansu, Ningxia, Qinghai, Xinjiang, Inner Mongolia, Sichuan, Tibet, and Mongolia through the integrated transportation network area. The economic hinterland of Dalian Port is mainly Shandong Province, the three northeastern provinces, and Inner Mongolia. The differences in the coverage areas of the three ports and the different economic strengths of their respective hinterlands have affected the port’s cargo throughput and its changing trend to some extent.

In the analysis of the results of the combined forecasting scheme, it is found that the cargo throughput of Tangshan Port has a strong predictive ability for the cargo throughput of Tianjin Port and Dalian Port. In the forecast of cargo throughput of Tianjin Port, the predicted result of the Tianjin Port + Dalian Port + Tangshan Port combination plan is 10.08%. On the other hand, forecasting of cargo throughput of Dalian Port, the predicted result of the Dalian Port + Tangshan Port combination plan is 11.45%. Whereas, forecasting cargo throughput of Tangshan Port, the predicted result of the Tangshan Port + Tianjin Port + Dalian Port combination scheme is 12.31%. Tangshan Port is the youngest port in China, and its location is between Tianjin Port and Dalian Port. In 2018, Tangshan Port ranked fourth in the global ports with a cargo throughput of 630 million tons, an increase of 11.14%, ranking first in the world’s top ten ports. The sharp increase in cargo throughput of Tangshan Port had a non-negligible impact on the cargo throughput of Tianjin Port and Dalian Port.

There are mutual influences and differences between the ports. The forecasting accuracy of Tianjin Port + Tangshan Port forecasting scheme is better than Tianjin Port + Dalian Port forecasting scheme, which indicates that Tangshan Port has a greater impact on the forecast of Tianjin Port cargo throughput; Dalian Port + Tangshan Port forecasting scheme has better prediction accuracy than Dalian Port + Tianjin port forecasting scheme showing that Tangshan Port has a greater impact on the forecast of Dalian Port cargo throughput; the forecast accuracy of Tangshan Port + Tianjin Port Forecasting Plan is better than that of Tangshan Port + Dalian Port Forecasting Plan, which indicates that Tianjin Port forecast of cargo throughput of Tangshan Port is even greater. This is because the distance between Tangshan Port and Tianjin Port is shorter than that between Tangshan Port and Dalian Port, and most of the economic hinterland covered by Tianjin Port and Tangshan Port is repeated; hence, the cargo handling demand is similar. Moreover, the Tianjin Port Group and the Tangshan Port Group have synergistic cooperation and the integration of soft and hard resources for container transportation. Therefore, the mutual influence between Tangshan Port and Dalian Port is deeper.

The forecast of port cargo throughput is not only affected by historical data but also by the cargo throughput of nearby ports. Therefore, it is necessary to use historical data and data from nearby ports as input indicators. In order to obtain reliable prediction results, this study used a multilayer LSTM model, and after repeated experiments, the final prediction results were obtained. The results show that the LSTM model can solve effectively both the nonlinear and volatility problems, and has good predictive ability for port cargo throughput. It can provide reference for practical work, improve the overall efficiency of the target port, and reduce operating costs.

5. Conclusions

LSTM artificial neural method was used as port cargo throughput collaborative predictive model for the three Bohai Rim ports. Twelve prediction schemes are designed to predict cargo throughput of Tianjin Port, Dalian Port, and Tangshan Port as the research objects. The research conclusions are as follows:

The MAPE of all the three port cargo throughput forecasts are below 18%, and the average MAPE of all the combined schemes is 11.76%, indicating that the LSTM model is suitable for port cargo throughput forecasting. The LSTM prediction model can accurately predict the port cargo throughput and can effectively solve the nonlinear time series prediction problem as compared to the general linear prediction model. Since the experimental data in this paper is based on three Bohai Sea ports data, the data obtained is however limited. If the data can be collected more comprehensively as a training sample, the predicted value of the model may be better. Therefore, the LSTM prediction model has strong applicability and high application value in predicting port cargo throughput.

The forecasting analysis revealed that all the three ports exert mutual influence on each other despite of any differences. The combined forecasting model significantly improved the forecasting accuracy of port cargo throughput, and the stability also has improved substantially. It is also noticed that the combined forecasting scheme predicts the trend of port cargo throughput more accurately than the traditional single forecasting scheme. Therefore, it is believed that multiple port collaborative predictions can make the forecast results of port cargo throughput better and more accurate. In the subsequent port throughput forecasting problem, historical data of ports with strong influence on the target port can be used as input indicators for joint predictions.
The current work on forecasting cargo throughput of ports in the Bohai Rim region of China based on the LSTM model needs to be further extended. First, it is necessary to further understand the influencing factors among ports in the Bohai Rim region. Secondly, there is still room for improvement of the LSTM model in terms of predicting port throughput in terms of improving the prediction accuracy, such as the use of attention mechanism and other methods can be considered in the future.
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