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Brain electrical stimulation (BES) has long been suggested as a means of controlling pathological brain activity. In epilepsy, control of a spatially localized source, the seizure focus, may normalize neuronal dynamics. Consequently, most BES research has been directed at controlling small, local, neuronal populations. At a higher level, pathological seizure activity can be viewed as a network event that may begin without a clear spatial focus or in multiple sites and spread rapidly through a distributed cortical network. In this paper, we begin to address the implications of local control in a network scenario. To do so, we explore the efficacy of local BES when deployed over a larger-scale neuronal network, for instance, using a grid of stimulating electrodes on the cortex. By introducing a mean-field model of neuronal interactions we are able to identify limitations in network controllability based on physiological constraints that suggest the need for more nuanced network control strategies.
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I. INTRODUCTION

Pathological oscillations are characteristic of many neurological disorders. A striking example of this is epilepsy, the condition of chronic unprovoked seizures, which affects over 50 million people worldwide [1]. For many of these patients, seizures remain poorly controlled despite maximal medical management. In these cases, invasive treatment options are a viable alternative, including resective surgery, in which the brain region implicated for seizure genesis is removed [2]. When the epileptogenic zone includes eloquent cortex (e.g., motor or speech cortex), alternative invasive treatments are considered, including brain electrical stimulation (BES) [3]. The most common BES method is vagus nerve stimulation, thought to affect brain regions (e.g., the thalamus) that might, in theory, increase cortical inhibition and thereby lessen or modulate seizures [4]. Seizures may also be aborted by direct electrical stimulation of the cortex. For example, cortical afterdischarges (seizure-like activity elicited by direct cortical electrical stimulation) may be arrested by applying brief bursts of pulse stimulation to the cortex [5] at a variety of frequencies [6,7].

At the microscopic scale of individual neurons and small neural populations, the impact of electrical stimulation on seizure-like activities has been thoroughly studied [8,9]. But the effect of BES on a network of macroscopic brain regions remains incompletely understood. Characterizing the impact of cortical stimulation at the macroscopic level will be important in determining optimal stimulation sites, transducers, and parameters for terminating seizures.

Animal models of epilepsy have allowed researchers to explore different BES methods that currently pose unacceptable risks to human subjects [9,10]. In addition, mathematical models provide an alternative means to safely investigate the effects of new BES paradigms [11]. Typical studies have focused on the mechanisms of control in local neuronal populations, for instance, cortical columns [12,13], single cells [14], and small neuronal populations [15,16]. While these works have offered insights into local controllability, none directly address the notion of distributed control of the seizure activity propagating through a large network. Such an understanding is particularly important to treating epilepsy in which some seizures can be understood as network events, beginning in a circumscribed region but rapidly recruiting other brain areas through a cascade of spreading activity. An optimal control strategy may thus target multiple spatially localized regions while being sensitive to the network structure. This paper offers an initial theoretical exploration of control issues in cortical networks. We are motivated by existing technologies, such as electrocorticography (ECoG), in which grids of electrodes are placed on the cortical surface [see Fig. 1(a)]. Animal experiments and medical technologies such as deep-brain stimulation show that voltage stimulation can suppress activity in neural tissue [9]. Thus, it is plausible that such a grid could be used in a distributed control scheme. However, would localized suppression at a few spatially disparate regions be sufficient to stabilize the entire network? In order to investigate this question at the spatial scale relevant to ECoG, we use a mesoscale model consisting of coupled mean-field neuronal oscillators [17]. The propagation of seizure activity was previously modeled in a similar context in Ref. [18], where a controller was proposed to modulate a localized epileptogenic focus. Here, we examine distributed control at multiple sites. The model is simple enough to be analytically tractable but maintains some important features from neurophysiology. By characterizing the feasibility of...
control in this model, we can identify limitations that would persist in more complex biophysical models.

To this end, we study two types of cortical networks: those coupled by diffusion and by synaptic transmission. The former has been employed in mean-field modeling (e.g., [19]) and permits analytic characterizations, although the connection to neural physiology is less clear. Here, we use diffusive coupling to gain basic analytic insight before moving to the case of synaptic coupling, which is the commonly accepted modality by which most corticocortical transmission occurs, although this improved realism limits rigorous analysis. The controllability of the network is different in the two cases. In the diffusive network, a sufficiently dense grid of local control nodes can always suppress pathological activity. Conversely, when coupling is synaptic, distributed control is not sufficient to completely suppress pathological activity but may be able to firewall activity within a section of cortex. Consequently, the analysis demonstrates fundamental limitations that suggest the development of new BES network paradigms.

The outline of this paper is as follows: In Sec. II we introduce the mean-field cortical network model. In Secs. III–V we describe the controllability of such a network in the case of diffusive and synaptic connectivity. For the latter we consider control uniformly deactivates both excitatory and inhibitory cell populations of the column. The function \( F(x) \) is of the standard sigmoidal form

\[
F(x) = \frac{1}{1 + \exp[-a(x - \theta)]} = \frac{1}{1 + \exp(a \theta)}.
\]

The biophysical interpretation and typical values for the parameters in Eq. (1) are given in Table I. The network interconnectivity arises through the functions \( C_e(\cdot) \) and \( C_i(\cdot) \), where

\[
\vec{e} = [e_1 \ e_2 \cdots e_n],
\]

and the connections between columns are only excitatory. The term \( u_j(t) \) is the exogenous input, or control, while \( w(t) \) is a white noise process that models random background activity in each column. If column \( j \) is actuated, for instance, by a surface electrode, then \( b_{ej}^e, b_{ij}^i \) are nonzero. Again, we are motivated by existing electrode grid configurations, e.g., Fig. 1, in which only a subset of cortical columns are directly stimulated. For most of the simulations we will assume that the column uniformly deactivates both excitatory and inhibitory populations, i.e., \( b_{ej}^e = b_{ij}^i < 0 \). In Sec. VI we will consider the issue of imperfect control, where these coefficients may be uncertain due to, for example, differential effects of stimulation depending on neuron orientation [8,23].

In the absence of both interconnections, i.e., when \( C_e(\cdot) = C_i(\cdot) = 0 \), and control, i.e., when \( b_{ej}^e = b_{ij}^i = 0 \), a single column exhibits two dynamic regimes of interest, depending on the level of external input \( P_j(t), Q_j(t) \) to the excitatory and inhibitory populations, respectively. Specifically, when \( P_j(t), Q_j(t) \), and \( w(t) \) are sufficiently small, the column displays small deviations about a stable equilibrium [note that \( (e_j, i_j) = (0, 0) \) is a stable equilibrium when \( P(t), Q(t) = 0 \)].

### TABLE I. Parameter values for the Wilson-Cowan model.

| Symbol | Description | Typical value |
|--------|-------------|---------------|
| \( c_1, c_3 \) | Average number of excitatory synapses per cell | 16, 15 |
| \( c_2, c_4 \) | Average number of inhibitory synapses per cell | 12, 3 |
| \( P, Q \) | External input to the excitatory, inhibitory subpopulation | [0.1, 25], 0 |
| \( k_e, k_i \) | The maximum values of the excitatory, inhibitory response functions | 1, 1 |
| \( r_e, r_i \) | The absolute refractory period of the excitatory, inhibitory subpopulations | 1, 1 |
| \( a_e, a_i \) | The value of the maximum slope of the logistic curve for the excitatory, inhibitory subpopulation | 1.3, 2 |
| \( b_e, b_i \) | The position of maximum slope of the logistic curve for the excitatory, inhibitory subpopulation | 4, 3.7 |
Such behavior is representative of normal neuronal population activity. Conversely, when $P_j(t)$ is large, the column displays oscillations in the $(e_j, i_j)$ plane. Such an oscillation is more indicative of a pathologically entrained neuronal ensemble and will be used herein as a surrogate for epileptogenic activity.

**B. Control in a single column**

Previous studies in BES, both experimental and computational, have typically focused on the problem of control in an isolated neuronal population [3,8,24]. Emphasis has been placed on understanding the specific mechanisms of electrical stimulation, including the sensitivity of cells to electric fields [25] and their orientation with respect to the cortical surface [23]. From a control perspective, effort has been directed at addressing practical considerations such as minimization of delivered current and charge balance [3,26].

There remain many open questions with respect to single-column and small-population control. Our focus here is on how such control, once achieved, may affect activity at the network level. Hence, we assume that there exists a controller design that successfully regulates the neuronal activity of a single cortical column in real time, i.e., a local control of the form

$$y_j = g(e_j), \quad u_j = h(y_j),$$

where $g(\cdot)$ maps the excitatory neural activity into $y_j$, the observed brain voltage signal. For the purposes of our simulations, we will assume, without loss of generality, that $g(e_j) = e_j$ and $h(y_j) = ky_j$, i.e., simple proportional control based on (1) and (2). Such a scheme, though simplistic, is sufficient to ensure suppression of an individual cortical column in a more detailed model [12] and, more importantly, enables us to assess the implications of local control in a network of interacting elements. In reality, the specific local control law would likely rely on desynchronization of the underlying population for achieving suppression [16,27,28].

**III. CONTROL IN DIFFUSIVELY COUPLED NETWORKS**

The simplest model of coupling between neuronal populations is standard diffusion. Here, the terms $C_e(\cdot)$ and $C_i(\cdot)$ in (1) and (2) take the form

$$C_{e,i}(\vec{e}) = k_d \sum_{k \in \mathcal{N}} (e_k - e_j),$$

where $\mathcal{N}$ denotes the set of neighboring columns and $k_d$ is a diffusive constant. In the absence of input, the controllability of the network about the origin can be assessed directly by linearizing (1) and (2) about the point $(\vec{e}, \vec{i}) = (0,0)$. The more interesting case occurs when $P_j(t)$ is nonzero and the network exhibits pathological oscillation.

Consider a simple two-column network, reciprocally coupled as shown in Fig. 1(b), and let $P_j(t)$ be such that both columns exhibit limit cycle behavior. Assume that control is applied locally to the second column in order to suppress activity there, i.e., $b_1 = 0, b_2 = 1$, so that

$$|e_2(t)| \approx 0.$$
FIG. 3. (Color online) Distributed control on a $15 \times 15$ network with diffusive coupling. (a) Uncontrolled propagation. The network is kindled at a single column in the lower right for $t < 625$ ms. (b) Control on a $5 \times 5$ subgrid. Here, pathological activity is completely abolished. Warm (cool) colors (or lightness of gray scale) indicate activation (inactivation) of the excitatory population within each column. (c) Monte Carlo simulation showing entrainment (as defined by the sum of excitatory activity over all columns) over the entire network. The solid and dashed lines indicate the mean and standard deviation over $n = 100$ simulations. Note that in the controlled case, the standard deviation is small.

to a column in the lower right quadrant [$P_j(t) = 1.25$ at the column], which kindles and entrains the rest of the network. Nodes at the network boundary receive input from neighboring nodes but do not provide outgoing excitation to other nodes. Figure 3(b) shows the same network with control applied using the grid of 25 actuators.

Localized control at these sparse columns is sufficient to stabilize the network. Figure 3(c) shows a Monte Carlo analysis ($n = 100$ simulations) of the entrainment (as defined by the sum of excitatory activity over all columns) of the network in both the uncontrolled and controlled cases. During each simulation trial, a new realization of the background noise $w(t)$ is generated, and the model parameters are randomly and uniformly chosen to within 5% of the values in Eq. (8). Over time, the controlled network exhibits much lower entrainment than the uncontrolled network.

While distributed control here seems effective, the diffusive coupling model has an important deficiency. It assumes passive inhibition, i.e., quiescence in column 2 suppresses column 1. Such inhibition may occur in the brain via ephaptic means or through gap junctional connections. The dominant mode of transmission in the cortex is, however, synaptic coupling, in which the presynaptic area must be excited in order to modulate activity in the postsynaptic area. In the next section we explore the limitations of networked control in this more realistic scenario.

IV. CONTROL IN SYNAPTICALLY COUPLED NETWORKS: NEAREST-NEIGHBOR TOPOLOGY

Consider a simple representation of synaptic coupling given by

$$C_{e,i}(\bar{e}) = k_s \sum_{k \in \mathcal{N}} e_k,$$

(9)

where $\mathcal{N}$ again denotes the set of neighboring columns and $k_s$ is the coupling strength [30]. Here, excitation in a neighboring column induces activity in both $e$ and $i$ populations. The following result highlights a fundamental limitation in the controllability of such a network

Proposition 2. Consider the network of two columns illustrated in Fig. 1(b) and described by (1) and (2), coupled reciprocally via synaptic coupling (9), where $P_1(t), Q_1(t)$ is such that limit cycles are displayed in both columns in the absence of control. Unlike the diffusive model, the system is not controllable through control applied to the second column.

See the Appendix for the proof of Proposition 2. Figure 4 provides an illustration of this property, showing the same two-column network as in Fig. 2, except with (9) and $k_s = 2$. Although column 2 is locally suppressed, column 1 continues to display a limit cycle.

Note that the exact size of an epileptic focus is, in general, not well known and may be larger than a column. Proposition 2 is intended only to illustrate that nonlocal control, offset from pathological tissue, cannot yield complete suppression of activity in the network.

Although complete suppression is not possible, distributed control may still limit, or firewall, pathological activity. As an example, consider Fig. 5(a), which shows propagation of pathological activity in an uncontrolled, synaptically coupled network. The parametrization here is the same as in Fig. 3, except with $P(t) = 0.8, k_s = 1.5$ for all columns. Again, excess drive is initially applied to a single column in the lower right quadrant [$P_j(t) = 1.25$ at the column], which is sufficient to kindle and entrain the remainder of the network.

When local control is applied at 25 equally spaced columns
FIG. 5. (Color online) Distributed control on a $15 \times 15$ network with synaptic coupling. (a) Uncontrolled propagation. The network is kindled at a single column in the lower right for $t < 625$ ms. (b) Control on a $5 \times 5$ subgrid. Pathological activity is not abolished but stays firewalled within the initial pathological region. Color (gray scale) scheme is as in Figure 3. (c) Monte Carlo simulation showing entrainment (as defined by the summed excitatory activity) over the entire network. The solid and dashed lines indicate the mean and standard deviation over $n = 100$ simulations.

[Fig. 5(b)], the pathological activity stays firewalled within the region of kindling.

We note from Fig. 5(c) that, over time, the pathological activity may still begin to accumulate within the network. Indeed, depending on the strength of coupling, the firewalling effect may be eventually overcome by recurrent excitatory activity. Nevertheless, containing or slowing propagation may still be valuable as a tool to detect or localize seizure activity, providing added time for clinical intervention with pharmacological or other therapeutic agents. Moreover, slowing seizure propagation may allow intrinsic mechanisms within epileptic foci to “run their course” and terminate endogenously without affecting larger areas of the brain.

Remark 1. In the two-column network (Fig. 4) one may surmise a strategy in which column 2 is placed in an antiphase oscillation to that of column 1, providing a sort of destructive interference. While this may work in suppressing column 1, such an antiphase oscillation requires activation of column 2, which may entrain pathological activity in other columns activated by column 2 in a larger network.

V. CONTROL IN SYNAPTICALLY COUPLED NETWORKS: SMALL-WORLD TOPOLOGY

The nearest-neighbor connectivity topology, while simple, may not accurately reflect the longer-range anatomical connections within the cortex [31,32]. To understand the effects of these longer-range connections, we perform simulation studies in a small-world network topology [33]. Here, each column may, with some probability $p$, make a long range connection to a non-neighboring column. To maintain the overall connectivity density, when a long range connection is made, one of the nearest-neighbor connections is randomly and equiprobably removed. Figure 6(a) demonstrates the control efficacy of this scenario for various values of $p$. As shown, the performance of the control scheme is approximately retained over all cases. The result can be understood in terms of the uniformity of our control grid. Since we use equally spaced actuators that cover the entire network, any small-world edge emanating from the focus is effectively firewalled by an actuator located near the termination of the connection. If our grid was not uniform and only covered the region of the network containing the focus, then the presence of small-world edges would cause the activity to escape containment. This result suggests that, for a uniform grid, the critical factor in efficacy is not the degree of randomness but instead a ratio of the strength and density of connections between columns to the spacing or density of actuators.

To examine this issue, we also study a small-world situation in which connection density is not maintained. In this setting, when a long range connection is made, a nearest-neighbor connection is not removed. Figure 6(b) illustrates the propagation of activity in this setting for $p = 0.1$, where the simulation parameters are otherwise identical to that of Fig. 5. Not surprisingly, the uncontrolled propagation is faster than in the nearest-neighbor-only configuration, and the efficacy of
the 5 × 5 control grid is diminished. When the grid density is increased to 6 × 6 (relative to the same 15 × 15 network), the control efficacy improves substantially, with the propagation approximating that of the 5 × 5 case in Fig. 5(a). The results suggest that random long range connections exacerbate the speed of activity propagation in this model only when they increase the overall connection density, and that this effect can be offset by a compensatory increase in grid density.

We can thus interpret the effect of our distributed control scheme as dependent on two complementary factors: (i) a spacing, or density, of actuators sufficient to contain the spread of excitatory activity and (ii) coverage by our actuator grid of those regions affected by long distance connections emanating from the seizure focus. The combination of these two factors leads to what we have termed the firewalling of seizure activity. When firewalled, the activity remains localized in the region of the seizure focus, even in the case of long range connections. Thus, given a set of known long range connections (from, say, brain mapping studies [34]), along with nearest-neighbor local connectivity, the model could be used to investigate the minimum actuator spacing or density required to achieve propagation containment. Moreover, such studies may suggest the design of nonuniform grids that place electrodes only near areas impinging upon by the seizure focus. Characterizing in detail the relationship between network connection strength and actuator grid spacing and design will be the subject of future work.

VI. LIMITATIONS DUE TO IMPERFECT LOCAL CONTROL

As mentioned above, the methodology introduced in this paper is intended to assess distributed control over a large cortical network. We do not explicitly treat the problem of local control, which is itself an active area of research. Issues such as the geometry of the control electrode with respect to the cortical surface may significantly alter the efficacy of any fixed feedback scheme of the form (5). For instance, depending on the orientation of the sulci near the electrode, the stimulation may preferentially affect the inhibitory interneurons as opposed to the excitatory pyramidal cells [8]. Similarly, the same stimulation parameters may depolarize, rather than hyperpolarize, some elements of the underlying cell population. In our model, this would amount to a change in the coefficients $b^j$ and $b_j$ in Eqs. (1) and (2).

To investigate this issue, we examine the effect of imperfect local control on the distributed control scheme. Specifically, we repeat the simulation of Fig. 5 by randomly choosing a portion of the control network (10%, 30%, or 50% of nodes) for which control is imperfect, modeled here by setting $b^j$ or $b_j$ to zero, i.e., control of only the inhibitory or excitatory population.

As shown in Fig. 7, the critical factor in the efficacy of the scheme is the control to the excitatory cell population. If control is preferential to the inhibitory population (i.e., local failure causes $b^j = 0$), then the performance degrades as a function of the failure rate [Fig. 7(a)]. Functionally, this is analogous to a decrease in the grid density. Moreover, by selectively suppressing inhibitory elements, the propagation in the network is actually enhanced due to an excess of excitation compared to inhibition (compare with Fig. 5). Conversely, if control is preferential to the excitatory population (i.e., local failure causes $b_j = 0$), performance is unaffected [compare Fig. 7(b) with Fig. 5]. The result is promising since excitatory cells, owing to their longer axons [35], are more apt to be affected by electrical stimulation.

We do not consider the case when the local electrode may depolarize the underlying population, i.e., $b^j, b_j > 0$. Uncertainties in the sign of $b^j, b_j$ would likely necessitate specialized local controllers in place of (5). For instance, a unique situation may arise when $b^j \approx 0, b_j > 0$. Here, in order to suppress excitatory activity, one may surmise a local strategy that depolarizes the inhibitory cell population.

VII. DISCUSSION AND CONCLUSIONS

Understanding the biophysical mechanisms of BES remains an active and important area of research. While elucidating these mechanisms, it will be important to consider the implications of local BES when deployed over broader networks. This paper has introduced a modeling framework for this purpose, a platform on which to bridge analysis at the level of small neuronal populations with that over larger brain areas.

We show that local control may be insufficient to completely suppress pathological activity, which may be important when such activity is diffuse in space or does not have a predictable focus. This is due to a basic limitation in the controllability of the underlying dynamical system. Nevertheless, distributed control has the capacity to firewall or delay propagation, which may prove useful for real-time seizure detection or localization algorithms, potentially enabling intervention with other therapeutics. The controller would only need to remain...
on until such time as these other interventions were made (or such time as the seizure dynamics ceased endogenously).

The size of our model network has been chosen to match the scale of typical intracranial electrode grids. Based on our analysis, we expect that the qualitative behavior of the distributed control scheme does not change with increased network size as long as the interelectrode distances are maintained. Nevertheless, in future work, the model may be paired with anatomical data from brain mapping studies to examine larger networks and account for additional complexities in cortical connectivity, for instance, long range excitation from column a onto only inhibitory cells in column b. When combined with more principled methods for differentially targeting inhibitory or excitatory populations, this additional detail may suggest entirely new schemes for spatially containing propagation. Such schemes have the potential to overcome the limitations illustrated herein.

Evaluation in more detailed computational models and experiments must be completed before any possible implementation. However, the model shown herein can be used to examine theoretical yet fundamental issues such as control grid density, precision of electrode placement, and parameter configuration. By rapidly synthesizing potential control strategies, the model can serve as a precursor to important, but challenging, experimental studies in the future.

ACKNOWLEDGMENTS

M.A.K. and S.C. acknowledge support through Career Awards at the Scientific Interface from the Burroughs Wellcome Fund. S.C. and E.N.B. are supported in part by NIH DP1-OD003646.

APPENDIX

Proof of Proposition 1. Since column 2 is controlled, it follows that \( e_2(t) \) can be made arbitrarily small, and thus

\[
\dot{e}_1 = -e_1 + (k_e - r_e e_1) F_i[(c_1 - k_d) e_1 - c_2 i_1 + P_i(t) + \epsilon],
\]

(A1)

\[
\dot{i}_1 = -i_1 + (k_i - r_i e_1) F_i[(c_3 - k_d) e_1 - c_4 i_1 + Q_i(t)],
\]

(A2)

where \( \epsilon \ll P_i(t) \). As shown through structural bifurcation analysis in Ref. [29], for any \( P_i(t), Q_i(t) \), there exists a \( k_d > 0 \) such that no limit cycles exist and the system exhibits stability about a fixed point.

Proof of Proposition 2. The proof is by contradiction. Specifically, assuming the converse and using the standard definition of controllability, there exists an input \( u_2(t) \) such that \( [e_1(t), i_1(t), e_2(t), i_2(t)] = 0 \) for \( t > 0 \). Since \( e_2(t) \) is suppressed, column 2 sends no outgoing synaptic excitation to column 1. Then it follows that the dynamics of column 1 are

\[
\dot{e}_1 = -e_1 + (k_e - r_e e_1) F_i[c_1 e_1 - c_2 i_1 + P_i(t)],
\]

\[
\dot{i}_1 = -i_1 + (k_i - r_i e_1) F_i[c_3 e_1 - c_4 i_1 + Q_i(t)],
\]

(A3)

which, by definition, exhibits a limit cycle. In this case, \([e_1(t), i_1(t)] \neq 0\), and the system cannot be controllable. Note that a full dynamical analysis of this configuration is contained in Ref. [30].

[1] W. A. Hauser and L. T. Kurland, Epilepsia 16, 1 (1975).
[2] R. Kuzniecky and O. Devinsky, Nat. Clin. Pract. Neurol. 3, 673 (2007).
[3] S. Sunderam, B. Gluckman, D. Reato, and M. Bikson, Epilepsy Behav. 17, 6 (2010).
[4] M. S. George, H. A. Sackeim, A. J. Rush, L. B. Marangell, Z. Nahas, M. M. Husain, S. Lisanby, T. J. Burt, J. Goldman, and J. C. Ballenger, Biol. Psychiatry 47, 287 (2000).
[5] G. K. Motamedi, R. P. Lesser, D. L. Miglioretti, Y. Mizuno-Matsumoto, B. Gordon, W. R. S. Webber, D. C. Jackson, J. P. Sepkuty, and N. E. Crone, Epilepsia 43, 836 (2002).
[6] M. Kinoshita, A. Ikeda, R. Matsumoto, T. Begum, K. Usui, J. Yamamoto, M. Matsushashi, M. Takayama, N. Mikuni, J. Takahashi, S. Miyamoto, and H. Shibasaki, Epilepsia 45, 787 (2004).
[7] E. H. Kossoff, E. K. Ritzl, J. M. Politsky, A. M. Murro, J. R. Smith, R. B. Duckrow, D. D. Spencer, and G. K. Bergey, Epilepsia 45, 1560 (2004).
[8] B. J. Gluckman, E. J. Neel, T. I. Netoff, W. L. Ditto, M. L. Spano, and S. J. Schiff, J. Neurophysiol. 76, 4202 (1996).
[9] B. J. Gluckman, H. Nguyen, S. L. Weinstein, and S. J. Schiff, J. Neurosci. 21, 590 (2001).
[10] S. J. Schiff, K. Jerger, D. H. Duong, T. Chang, M. L. Spano, and W. L. Ditto, Nature (London) 370, 615 (1994).
[11] W. W. Lytton, Nat. Rev. Neurosci. 9, 626 (2008).
[12] M. A. Kramer, B. A. Lopour, H. E. Kirsch, and A. J. Szeri, Phys. Rev. E 73, 041928 (2006).
[13] W. S. Anderson, P. Kudela, J. Cho, G. K. Bergey, and P. J. Franaszczuk, Biol. Cybern. 97, 173 (2007).
[14] G. Orosz, J. Moehlis, and R. M. Murray, Philos. Trans. R. Soc. A 368, 439 (2010).
[15] W. van Drongelen and K. Hecko, Neurocomputing 52–54, 425 (2003).
[16] P. A. Tass, Prog. Theor. Phys. Suppl. 139, 301 (2000).
[17] S. Coombes, Neuroimage 52, 731 (2010).
[18] J. J. Kim, J. A. Roberts, and P. A. Robinson, J. Theor. Biol. 257, 527 (2009).
[19] G. Ermentrout, Phys. D 41, 219 (1990).
[20] H. R. Wilson and J. D. Cowan, Biophys. J. 12, 1 (1972).
[21] B. L. Foster, I. Bojak, and D. T. J. Liley, Cognit. Neurodyn. 2, 283 (2008).
[22] A. Hodgkin and A. Huxley, J. Physiol. 117, 500 (1952).
[23] K. A. Richardson, B. J. Gluckman, S. L. Weinstein, C. E. Glosch, J. B. Moon, R. P. Gwinn, K. Gale, and S. J. Schiff, Epilepsia 44, 768 (2003).
[24] H. Khosravani, P. L. Carlen, and J. L. P. Velazquez, Biophys. J. 84, 687 (2003).
[25] J. T. Francis, B. J. Gluckman, and S. J. Schiff, J. Neurosci. 23, 7255 (2003).
[26] P. Danzl and J. Moehlis, Proceedings of the American Control Conference, pp. 171–176 (2008), doi:10.1109/ACC.2008.4586486.
[27] P. A. Tass and C. Hauptmann, Int. J. Psychophysiol 64, 53 (2007).
[28] P. A. Tass and M. Majtanik, Biol. Cybern. 94, 58 (2006).
[29] R. M. Borisyuk and A. B. Kirillov, Biol. Cybern. 66, 319 (1992).
[30] G. N. Borisyuk, R. M. Borisyuk, A. I. Khlibik, and D. Roose, Bull. Math. Biol. 57, 809 (1995).
[31] D. S. Bassett and E. Bullmore, Neuroscientist 12, 512 (2006).
[32] Y. He, Z. J. Chen, and A. C. Evans, Cereb. Cortex 17, 2407 (2007).
[33] D. J. Watts and S. H. Strogatz, Nature (London) 393, 440 (1998).
[34] G. Gong, Y. He, L. Concha, C. Lebel, D. W. Gross, A. C. Evans, and C. Beaulieu, Cereb. Cortex 19, 524 (2009).
[35] F. Rattay, Neuroscience 89, 335 (1999).