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Abstract—An orthogonal frequency division multiple access (OFDMA)-based primary user (PU) network is considered, which provides different spectral access/energy harvesting opportunities in RF-powered cognitive radio networks (CRNs). In this scenario, we propose an optimal spectrum sensing policy for opportunistic spectrum access/energy harvesting under both the PU collision and energy causality constraints. PU subchannels can have different traffic patterns and exhibit distinct idle/busy frequencies, due to which the spectral access/energy harvesting opportunities are application specific. Secondary user (SU) collects traffic pattern information through observation of the PU subchannels and classifies the idle/busy period statistics for each subchannel. Based on the statistics, we invoke stochastic models for evaluating SU capacity by which the energy detection threshold for spectrum sensing can be adjusted with higher sensing accuracy. To this end, we employ the Markov decision process (MDP) model obtained by quantifying the amount of SU battery and the duty cycle model obtained by the ratio of average harvested energy and energy consumption rates. We demonstrate the effectiveness of the proposed stochastic models through comparison with the optimal one obtained from an exhaustive method.
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I. INTRODUCTION

Recently, there have been many proposals on designing efficient circuits and devices for radio frequency (RF) energy harvesting suitable for low-power wireless applications [1]-[4]. The maximum power available for RF energy harvesting at a free space distance of 40 meters is known to be 7µW and 1µW for 2.4GHz and 900MHz frequency, respectively [5]. With the RF energy harvesting capability, wireless, especially mobile device can operate perpetually without periodic energy replenishment. In cognitive radio networks (CRNs), secondary users (SUs) equipped with RF energy harvesting device can opportunistically not only access primary user (PU) channels but also harvest RF energy carried on PU channels through spectrum sensing. Hence, selecting PU channel for harvesting or transmitting through accurate spectrum sensing is a crucial component for SUs to achieve an optimal performance.

Most works on RF energy harvesting in CRNs rely on a predefined assumption on PU channel idle time distribution [6]-[13] and focus on optimizing SU spectral access based on the battery level. Exploiting multiple channels will offer different idle channel distributions and PU’s signal strengths. Therefore, it will give SU more chances to choose between transmitting data and harvesting energy, which in turn improves the transmission and energy harvesting efficiency, as demonstrated in [16] and [17]. However, in practice, the channel idle time distribution depends on specific traffic patterns carried over the PU channel [13]. Therefore, it is of paramount importance for SU to be aware of PU traffic patterns so that it can adapt its harvesting/transmission strategies accordingly. The challenge, however, lies in efficient classification of PU traffic patterns based on the applications’ fingerprints (traffic features).

Existing solutions for the traffic patterns identification fall into the following three categories: 1) port-based, 2) signature-based, and 3) deep packet inspection. But these approaches do not perform well under the dynamic nature of the traffic patterns. In this paper, we propose Dirichlet process mixture model (DPMM) to efficiently classify various applications (traffic patterns). The DP is a family of Bayesian nonparametric (BNP) models which are mostly used for density estimation, clustering, model selection/averaging, etc. The DPs are nonparametric which means that the number of hidden traffic applications is not known in advance. Due to the nonparametric nature of these models, they do not require the number of clusters (applications) to be known a priori. Moreover, such models can adapt dynamically over time as the number of traffic patterns grows. The proposed DPMM traffic classification is unsupervised, and based only on observations without any control overhead.

Based on the classification of PU traffic patterns, we propose an optimal spectrum sensing policy for opportunistic spectral access/energy harvesting in RF-powered CRNs. Towards this, SU collects the information on distinct traffic patterns through observation of the PU subchannels and identifies the PU traffic patterns by classifying the received data packets into distinct features. Following the DPMM approach developed in [19], [20], we can classify the PU subchannels with idle/busy period statistics which will be used for optimal spectral access/energy harvesting. For this, we need to obtain the appropriate energy detection thresholds associated with distinct traffic patterns, so as to establish the optimal spectrum sensing policy with higher sensing accuracy.

Suppose the energy detection threshold is low, then SU will likely identify the PU subchannel as busy due to noise/co-channel interference. Hence, the probability of the PU sub频道 being recognized as idle is low, even if the PU subchannel in fact is idle, resulting in less transmission opportunity for SU. On the other hand, if the threshold is high, the probability of the PU subchannel being recognized as busy is low, causing SU to transmit aggressively. This will result in collision of PU and SU transmissions, reducing their transmission efficiency, and also incur the energy depletion of SU device due to its frequent transmissions. Therefore, we invoke two stochastic models for evaluating SU capacity, and then derive an optimal energy detection threshold for
spectrum sensing to maximize the SU capacity. To this end, we employ the Markov decision process (MDP) model obtained by quantizing the amount of SU battery and the duty cycle model obtained by considering the average energy harvesting and energy consuming rates. We confirm that the SU capacity obtained from two stochastic models can be close to the optimal capacity obtained from an exhaustive method.

The rest of the paper is organized as follows. Section II describes the system model along with the key assumptions. In Section III, we give an overview of traffic classification based on the DPMM approach. In Section IV, we formulate an optimization problem using the duty cycle model for deriving an optimal energy detection threshold, while in Section V we propose a stochastic model based on the MDP for SU with some statistic information about PU subchannels. Finally, the performance obtained from analysis is examined in Section VI, and concluding remarks are given in Section VII.

II. SYSTEM MODEL

We consider a RF-powered CRN as shown in Fig. 1, where SU is equipped with RF energy harvesting capability and performs opportunistic transmission or energy harvesting by accessing the corresponding PU subchannel. We assume a PU network which employs orthogonal frequency division multiple access (OFDMA) with a total of $N_s$ subchannels and synchronous time-slot based communication across PUs. Here, the frequency band is divided into several non-overlapping narrow frequency subbands assigned to different PUs.

Traffic classification is important in the problem under consideration. Each application follows a unique pattern, and recognizing this pattern is important for the following two reasons: 1) we can predict how frequently the energy arrives (packet interarrival). 2) we can predict for how long the subchannel is occupied. For each traffic application those values are different, so estimating those values would save us energy by avoiding undue spectrum sensing because in that case we do not know the pattern of the traffic application. If traffic classification is removed, we would waste undue energy by blindly sensing channels. In our approach we can use this energy to transmit data instead.

We assume the packet arrival rate on subchannel $c$ follows a random process with mean $\lambda_c$. After clustering subchannels, SU identifies the harvest subchannel, denoted by $c_h$, for energy harvesting such that $\lambda_{ch}$ is maximum. Similarly, the transmit subchannel, denoted by $c_t$, is identified for transmission such that $\lambda_{ct}$ is minimum. From the subchannel with maximum $\lambda_{ch}$ SU can harvest more energy as $c_h$ is the subchannel with frequent energy/packet arrivals. Similarly, for the subchannel with lowest packet arrivals, i.e., $c_t$, a possible PU collision is less likely, compared to the other subchannels. We define the current state (idle/busy) of the selected subchannels for harvesting and transmission, i.e., $S_{ch} \in \{0(idle), 1(busy)\}$, $S_{ct} \in \{0(idle), 1(busy)\}$. Both subchannels coexist unless all $N_s$ subchannels have the same traffic pattern. If they all have the same traffic pattern and have the same subchannel states, the two subchannels are randomly selected. Given the subchannels $c_h$ and $c_t$, we define $Pr(S_{ch} = 0) = p_i^{ch}$ and $Pr(S_{ct} = 0) = p_i^{ct}$ as the probabilities of the corresponding subchannels for harvesting and transmission being idle.

Note that the energy harvesting can be performed over multiple PU subchannels, and the channel gain affects largely the performance of harvesting and transmission, both of which need to be addressed further. Moreover, the energy harvesting using cooperation among multiple PU subchannels can increase the rate capacity of SU, especially under the energy causality in the RF-powered CRN considered herein. Due to the complexity of determining the optimal energy detection threshold through the traffic classification, thereby the optimal sensing policy, if consider such multi-channel cooperation, in this paper we demonstrate an improvement in the rate capacity by choosing the best subchannel either for energy harvesting or for transmission. Such multi-channel cooperation will be an interesting issue for further extending the framework developed in this paper to improve the rate capacity of SU with self-powering.

A. SU Battery Model

The idle and busy probabilities on each PU subchannel for harvesting and transmission can be estimated through the PU traffic patterns identification. Here, we assume that SU battery is charged by the energy harvesting which stores energy into a rechargeable battery of finite capacity $B_{max} \in \mathbb{R}^+$ for a non-negative real number $\mathbb{R}^+$. As shown in Fig. 2 below, SU selects active mode or sleep mode for which the action can be denoted as $a_t \in \{0(sleep), 1(active)\}$ in the slot $t$. 

![Illustration of cognitive radio network with energy harvesting.](image-url)
B. Spectrum Sensing and Duty Cycle Model

In Fig. 2, we denote a time slot by $T_{\text{slot}}$ where each $T_{\text{slot}}$ is divided into sensing and transmission time durations. We represent the sensing time duration with $T_s$, the transmission time duration with $T_t = T_{\text{slot}} - T_s$, and the residual battery level in a slot $t$ with $B_t$. For simplicity, we assume that SU always has data to transmit.

SU selects the mode (active or sleep) according to the battery level observed in each time slot. Then, by comparing the residual battery level $B_t$ at current slot $t$ with sufficient energy for transmission, we define the action as

$$a_t = \begin{cases} 1, & B_t \geq e_s + e_t \\ 0, & B_t < e_s + e_t \end{cases}$$

(1)

where $e_s$ is the energy consumption for sensing and $e_t$ the energy consumption for transmission.

In active mode, SU performs spectrum sensing with the energy $e_s = T_s P_s$ consumed over $T_s$ with sensing power $P_s$. We represent the sensing outcome as observations, i.e., $o_t \in \{0|\text{idles}|, 1|\text{busy}\}$. If SU observation is busy ($o_t = 1$) after sensing the subchannel $c_t$, SU does not transmit data in the transmission phase ($T_t$) of a slot. On the contrary, if $o_t = 0$, SU transmits data that consumes $e_t = T_t (P_t/\eta + P_{nc})$ in the transmission phase where $P_t$ is the SU transmit power, $P_{nc}$ the non-ideal circuit power, and $\eta (0 < \eta \leq 1)$ the efficiency of power amplifier [24]. Note that if $o_t = 1$ in active mode, SU can still harvest energy from the subchannel $c_t$. But we do not account for this as clustering can secure $c_t$ with higher $p_{c_t}^T$, which can be ignored here for tractable analysis. On the other hand, in sleep mode, SU turns off its transceiver (except an energy harvesting circuit) until next slot begins.

To find the amount of residual energy in battery in each time slot, the harvested energy $E_t^h$ and energy consumption $E_t^c$ in the slot $t$ are defined as

$$E_t^h = g(1 - a_t) \varphi P_{P} T_{T} S_{c_t}$$

(2)

$$E_t^c = a_t [e_s + (1 - a_t)e_t]$$

(3)

where $P_{T}$ is the PU transmit power and $g$ is the subchannel gain between PU and SU. Here we assume that SU receives the subchannel gain information via a common control subchannel. Therefore, the residual energy in battery in the next slot $t + 1$ can be updated as

$$B_{t+1} = \min(B_t - E_t^c + E_t^h, B_{\text{max}}).$$

(4)

III. Traffic Classification

Sensing multiple PU subchannels may be required to identify idle/busy subchannels among them, which carry $K$ traffic applications (patterns), without any prior information. This may not lead to a performance gain of SU under the energy causality in the RF-powered CRN because of undue sensing time and high energy consumption costs. To overcome this, we attempt to classify traffic patterns with observed features and select the best subchannel either for energy harvesting or for transmission accordingly. In this paper, we consider the following three traffic features with regard to application fingerprinting: packet length ($p_t$), packet subchannel. The PU signal and noise are assumed to be modeled as independent circularly symmetric complex Gaussian (CSCG) random processes with mean zero and variances $\sigma_p^2$ and $\sigma_n^2$, respectively. Then, from (24), the probabilities of false alarm $P_f(\epsilon)$ and detection $P_d(\epsilon)$ for the transmission subchannel $c_t$ are evaluated as

$$P_f(\epsilon) = \Pr(o_t = 1|S_{c_t} = 0, a_t = 1) = Q\left(\frac{\epsilon}{\frac{P_{T}}{\sigma_n^2}} - 1\right)$$

(5)

$$P_d(\epsilon|g) = \Pr(o_t = 1|S_{c_t} = 1, a_t = 1, g) = Q\left(\frac{\epsilon}{\left(\frac{P_{T}}{\sigma_n^2} + 1\right)\frac{\sigma_n^2}{\sigma_p^2}} - 1\right)$$

(6)

where $\epsilon \in \mathbb{R}^+$ is a detection threshold for the energy detector, $N_s$ denotes the number of samples, and $Q(x)$ Q-function.

In order to analyze a stochastic performance of SU, we need to find how often the current battery level has enough energy to transmit, i.e., the probability of SU being active $\Pr(a_t = 1)$. Note that we take into account the available energy to formulate the SU’s action policy in (7) below. For this we consider the duty-cycling behavior between active mode and sleep mode to formulate $\Pr(a_t = 1)$. Thus, we define $\Pr(a_t = 1) = T_{\text{active}}/(T_{\text{active}} + T_{\text{sleep}})$, where $T_{\text{active}}$ and $T_{\text{sleep}}$ are the average times spent in active and sleep modes, respectively.

Assuming that the energy harvested in sleep mode must equal the energy consumed during active mode, the probability of SU being active can be expressed as

$$P_a(\epsilon|g) = \Pr(a_t = 1) = \frac{\rho_h}{\rho_h + \rho_c(\epsilon|g)}$$

(7)

$$\rho_h = g \xi_0 p_{c_t}^S$$

(8)

$$\rho_c(\epsilon|g) = e_s + \left\{[1 - P_f(\epsilon)] p_{c_t}^S + [1 - P_d(\epsilon|g)] p_{c_t}^C\right\} e_t$$

(9)

where $\xi = \varphi P_{P} T_{T}$ and $p_{c_t}^S$ is the probability of the subchannel $c \in \{c_s, c_t\}$ being busy with $p_{c_t}^C = 1 - p_{c_t}^S$. In the above, we have assumed that during sleep mode, SU consumes no energy but harvests the energy with rate $\rho_h$. On the other hand, during active mode, SU consumes the energy at rate $\rho_c$. Hence, the probability of SU being active based on the duty cycle model above represents the ratio of the energy harvesting rate to the sum of the energy harvesting and energy consuming rates.
interarrival time \((p_t)\), and variance in packet length \((\Delta)\), which are sufficient for acquiring the channel state information, as detailed in [22] and [23]. Then, the packet length vector \(\mathbf{p}_{\text{len}}\) is represented as \(\mathbf{p}_{\text{len}} = \{p_{t_1}, p_{t_2}, \ldots , p_{t_N}\}\), where \(N\) is the number of packet length samples. Similarly, \(\mathbf{p}_{\text{int}}\) and \(\Delta\) are represented as \(\mathbf{p}_{\text{int}} = \{p_{t_1}, p_{t_2}, \ldots , p_{t_N}\}\) and \(\Delta = \{[\text{var}(p_t)]_{\text{w}_1} = 0, \text{[var}(p_t)]_{\text{w}_2}, \ldots , \text{[var}(p_t)]_{\text{w}_N}\}\), respectively. Here, \([\text{var}(p_t)]_{\text{w}}\) is the temporal variance of packet length in a window \(W_n\) of size \(n\), spanning over \([1, \ldots , n]\)th observations.

With regard to some application backgrounds, we provide more detailed description of each feature as follows:

1) Packet Length: Packet lengths for different traffic payloads are likely to be different. For example, the UDP packet size is longer, the gaming packet size may vary depending on game dynamics, and the VoIP packet has smaller packet lengths to minimize jitter. So we use the packet length as one feature point for identifying different traffic applications.

2) Packets Interarrival Time: Packet interarrival times for different applications also vary depending upon the requirements of applications. For example, in VoIP, the inter-arrival time is small to avoid annoying effects caused by jitter.

3) Variance in Packet Length: The packet lengths may change in every connection. For example, by investigating real wireless traces in [26], [27], for gaming data, we have observed that packet lengths vary significantly during the communication.

Let \(\mathbf{x}_n\) be the feature vector of the \(n\)th training feature point, given by
\[
\mathbf{x}_n = [p_{t_n}, \text{var}(p_t)W_n], \quad \mathbf{X} = [\mathbf{x}_1, \ldots , \mathbf{x}_N]^T.
\]

The matrix of observations \(\mathbf{X}\) is observed by SU by examining the packet header of PU.

A large value means that most of the samples will be distinct and have values concentrated on \(G_o\).

### A. DPMM Representation

The model defined above is a theoretical one. In order to realize DPMM models, Stick-breaking process, Chinese restaurant process, and Polya-urn process are used. Here we represent the DPMM in (10) using the Stick-breaking process. Consider two infinite collections of independent random variables \(V_k, \alpha \\sim \text{Beta}(1, \alpha)\) and \(\theta_k, \delta_k \sim \text{G}\) for \(k = \{1, 2, \ldots \}\). The Stick-breaking process of \(G\) is given by

\[
\pi_k = V_k \prod_{j=1}^{k-1} (1 - V_j)
\]

where \(V = \{V_1, V_2, \ldots \}\) with \(V_0 = 0\). The mixing weights \(\{\pi_k\}\) are given by breaking a stick of unit length into infinitely small segments. In the DPMM, the vector \(\pi\) represents the infinite vector of mixing weights and \(\{\theta_1, \theta_2, \ldots \}\) are the atoms which correspond to mixing components. Since \(Z_n\) is the cluster assignment random variable to the feature point \(\mathbf{x}_n\), the data for the DPMM is generated as

1) Draw \(V_k\) \(\sim \text{Beta}(1, \alpha)\), \(k \in \{1, 2, \ldots \}\).
2) Draw \(\theta_k \sim \text{G}\), \(k \in \{1, 2, \ldots \}\).
3) For the feature point \(\mathbf{x}_n\), do:
   a) Draw \(Z_n\) \(\sim \text{Multinomial}(\pi)\).
   b) Draw \(\mathbf{x}_n|Z_n \sim \text{G}(\mathbf{x}_n|\theta_k^{Z_n})\).

Here we restrict ourselves to the DPMM for which the observable data are drawn from Normal distribution and where the base distribution for the DP is the corresponding conjugate distribution.

### B. Inference for DPMM

Since the Dirichlet processes are nonparametric, we cannot use the EM algorithm to estimate the random variables \(\{Z_n\}\) (which store the cluster assignments) for our DPMM model in (10) due to the fact that EM is generally used for inference in a mixture model, but here \(G\) is nonparametric, making EM...
difficult. Hence, in order to estimate these assignment variables in the paradigm of Bayesian nonparametrics, there exist two candidate approaches for inferences: First, a sampling-based approach uses Markov chain Monte Carlo (MCMC) to cluster the traffic patterns \( X \). The MCMC based sampling (also known as Gibbs sampling) approach is more accurate in classifying feature points. The second approach is based on variational methods which convert inference problems into optimization problems \([20]\). The main idea that governs variational inference is that it formulates the computation of marginal or conditional probability in terms of an optimization problem that depends on a number of free parameters, i.e., variational parameters. We discuss both approaches in the following subsections with their detailed comparison in Table I which are confirmed with the simulation results.

1) **Collapsed Gibbs Sampling for Traffic Classification:** In our model, the data follow multivariate normal distribution, \( N_k(\bar{\mu}_k, \Sigma_k) \), where the parameters are 3-dimensional mean vector and covariance matrix. The conjugate distributions for mean vector \( \mu_k \) and covariance matrix \( \Sigma_k \) are given by \( \bar{\mu}_k \sim N(\bar{\mu}_k, \Sigma_k/k_0) \) and \( \Sigma_k \sim \text{Inverse-Wishart}_{\nu_0}(\Lambda_0^{-1}) \), respectively. The Dirichlet hyperparameters, here symmetric \( \alpha/K \), encode our beliefs about how uniform/skewed the class mixture weights are. The parameters to the Normal times Inverse-Wishart prior, \( \Lambda_0^{-1}, \nu_0, k_0 \) imply our prior knowledge regarding the shape and position of the mixture densities. For instance, \( k_0 \) specifies where we believe the mean of the mixture densities are expected to be, where \( k_0 \) is the number of pseudo-observations we are willing to ascribe to our belief. The hyper-parameters \( \Lambda_0^{-1}, \nu_0 \) behave similarly for the mixture density covariance.

Collapsed Gibbs sampler requires to select the base distribution \( G_n \) which is a conjugate prior of the generative distribution \( p(x_n|\theta^*_n) \), in order to solve analytically and be able to sample directly from \( p(z_n|Z_{-n}, X) \). The posterior distribution under our model is

\[
P(Z, \Theta, \pi, \alpha) \propto P(X|Z, \Theta)P(\Theta|G_0) \left( \prod_{n=1}^{N} P(z_n|\pi) \right) \cdot P(\pi|\alpha)P(\alpha).
\]

By integrating-out certain parameters, the posterior distribution is given by \([10]\)

\[
P(z_i = k|Z_{-n}, X, \Theta, \pi, \alpha) \propto P(x_n|z_n, \Theta)P(z_n|Z_{-n}, \alpha).
\]

(14)

For the first term in the above equation, we use multivariate Student-t distribution, i.e., \( t_{\nu_0-2} \left[ \bar{\mu}_n, \frac{\Lambda_0(k_0+1)}{\kappa_0(k_0-2)} \right] \), since we chose Inverse-Wishart as conjugate prior for \( \Sigma_k \) and Normal distribution for \( \mu_k \), where the second term is called Chinese restaurant process and is given by

\[
P(z_n = k|Z_{-n}) = \begin{cases} \frac{m_k}{n+1+\alpha}, & \text{if } k \leq K_+, \\
\frac{n}{n+1+\alpha}, & \text{if } k > K_+ 
\end{cases}
\]

where \( Z_{-n} = Z/z_n \), \( K_+ \) is the number of classes containing at least one data point, and \( m_k = \sum_{n=1}^{N} 1(z_i = k) \) is the number of data points in class \( k \).

The steps involved in collapsed Gibbs sampling are enumerated below as:

1) Initialize the cluster assignments \( \{ z_n \} \) randomly.
2) Repeat until convergence:
   (a) Randomly select \( x_n \).
   (b) Fix all other \( z_n \) for every \( n \neq n \): \( Z_{-n} \).
   (c) Sample \( z_n \sim p(Z_n|Z_{-n}, X) \) from \([15]\).
   (d) If \( z_n > K \), then update \( K = K + 1 \).

An overall framework for PU traffic pattern classification and application-specific optimization is shown in Fig. 4.

Fig. 4. A flow diagram for classification of PU traffic patterns.

2) **Variational Bayes Inference for Traffic Classification:**

The main idea that governs variational inference is that it formulates the computation of marginal or conditional probability in terms of an optimization problem that depends on the number of free parameters, i.e., variational parameters. In other words, we choose a family of distributions over the latent variables with its own set of variational parameters \( \nu \), i.e., \( q(W_{1:M}|\nu) \). We are interested in finding the setting of the parameters that makes our approximation \( q \) closest to the posterior distribution. Consequently, we can use \( q \) with the fitted parameters in place of the posterior.

Here we assume \( N \) observations, \( X = \{ x_n \}_{n=1}^{N} \) and \( M \) latent variables, i.e., \( W = \{ W_m \}_{m=1}^{M} \). The fixed parameters \( \mathcal{H} \) could be the parametrization of the distribution over the
observations or the latent variables. With the given notations, the posterior distribution under Bayesian paradigm is

$$p(W|X, H) = \frac{p(W, X|H)}{\int_W p(W, X|H)}.$$ \hspace{1cm} (16)

The posterior density in (16) is in an intractable form (often involving integrals) which cannot easily be solved analytically. Thus we rely on an approximate inference method, i.e., variational Bayes inference. Our goal is to find an approximation of the posterior distribution $p(W|X, H)$ as well as the model evidence $p(X|H)$. We introduce a distribution $q(W)$ defined over the latent variables and observe that for any choice of $q(W)$, the following decomposition holds

$$\log p(X|H) = \mathcal{L}(q) + \text{KL}(q||p)$$ \hspace{1cm} (17)

where

$$\mathcal{L}(q) = \int q(W) \log \left( \frac{p(X, W|H)}{q(W)} \right) dW$$ \hspace{1cm} (18)

$$\text{KL}(q||p) = -\int q(W) \log \left( \frac{p(W, X|H)}{q(W)} \right) dW.$$ \hspace{1cm} (19)

From (19), we see that $\text{KL}(q||p)$ is the Kullback-Leibler divergence between $q(W)$ and the posterior distribution $p(W|X, H)$, where the KL divergence satisfies $\text{KL}(q||p) \geq 0$ with equality if and only if $q(W) = p(W|X, H)$, i.e., $q(\cdot)$ is the true posterior. It follows from (17) that $\mathcal{L}(q) \leq \log p(X|\theta)$, in other words, $\mathcal{L}(q)$ is a lower bound on $p(X|\theta)$. Therefore, we can maximize the lower bound $\mathcal{L}(q)$ by optimizing with respect to $q(W)$, which is equivalent to minimizing the KL divergence. We consider a restricted family of distributions $q(W)$ and then seek the member from this family for which the KL divergence is minimized.

The latent variables for DPMM are the stick lengths, atoms, and cluster assignment variables: $W = \{V, \theta^*, Z\}$ and the hyperparameters are the scaling parameter $\alpha$ and the parameter for the conjugate base distribution $G_0$, $H = \{\alpha, G_0\}$. Thus, the marginal distribution of the data (evidence) lower bound is evaluated as

$$\log p(X|H) \geq E_q[\log p(V|H)] + E_q[\log p(\theta^*|G_0)]$$

$$+ \sum_{n=1}^{N} \left( E_q[\log p(Z_n|V)] + E_q[\log p(x_n|Z_n)] \right)$$

$$- E_q[\log q(V, \theta^*, Z)].$$ \hspace{1cm} (20)

To maximize the bound, we must find a family of variational distributions that approximate the distributions of infinite-dimensional random measure $G$, where $G$ is expressed in terms of $V = \{V_1, V_2, \ldots\}$ and $\theta^* = \{\theta^*_1, \theta^*_2, \ldots\}$. The factorized family of variational distributions for mean-field inference can be expressed as

$$q(v, \theta^*, z) = \prod_{k=1}^{K-1} q(v_k|z_k) \prod_{k=1}^{K} q(\theta^*_k|z_k) \prod_{n=1}^{N} q(z_n|\theta_n)$$ \hspace{1cm} (21)

1We use the variational inference to pick a family of distributions over the latent variables $W$ with its own variational parameters $\nu$, and then set $\nu$ to render $q(\cdot|\nu)$ close to the posterior of interest.

where $q(v_k|z_k)$ are beta distributions parameterized with $\zeta_k$, $q(\theta^*_k|z_k)$ are exponential family distributions with natural parameter $\varepsilon_k$, and $q(z_n|\theta_n)$ are multinomial distributions with parameter $\sigma_n$. The latent variables in Fig. 3 are governed by the same distribution, but, following the fully factorized variational variables in the mean-field variational approximation, given there is an independent distribution for each variable. Thus, the variational parameters are defined by

$$\nu = \{\zeta_1, \ldots, \zeta_K, \varepsilon_1, \ldots, \varepsilon_K, \theta_1, \ldots, \theta_N\}.$$ \hspace{1cm} (22)

Since multiple parameter options exist for each latent variable under the variational distribution, we need to optimize the bounds in (20) based on $\nu$ above.

Optimizing by employing the coordinate ascent algorithm from [20], we optimize the bounds in (20) with respect to the variational parameters $\nu$ in (22). From the coordinate ascent algorithm, we acquire the following statistics: the number of traffic patterns ($K$) and their corresponding parameters $\theta^*_n$. These statistics are utilized by SU for optimal harvesting and transmission strategy in the sequel.

C. Comparison of Inference Algorithms

Table II presents the detailed comparison of the two algorithms. The collapsed Gibbs sampling is more accurate than the variational Bayes inference, but the former has some limitations such as slow convergence [19] and difficult to diagnose convergence. We confirm the comparison results, in terms of accuracy and time complexity, through simulations. The variational inference is biased (underfitting), whereas the Gibbs sampling’s bias diminishes as the number of runs for the Markov chain increases. For non-conjugate prior distributions, the latter is preferred which is much faster than the former. The latter is deterministic, which means that we always obtain the same optimal value, given the same starting value and an objective function without huge local optima problems. The latter is quicker since it approximates the posterior using optimization with free variables.

| Item | Gibbs sampling | Variational inference |
|------|----------------|-----------------------|
| Speed | Slower | Faster |
| Biasness | Not biased | Biased |
| Computational requirement | Higher | Lower |
| For non-conjugate dist. | Not preferred | Preferred |
| Deterministic | No | Yes |
| Accuracy | Higher | Lower |
| Convergence diagnoses | Difficult | Easy |
| Converge to true posterior | Yes | No |
| Inference approach | MCMC sampling | Optimization |
| Approximates | Integrals | Data distribution |

IV. OPTIMAL ENERGY DETECTION THRESHOLD ESTIMATION

After selecting the subchannels for harvesting/transmission, SU uses $c_h$ to harvest energy and $c_t$ to transmit information. Specifically, the goal is to adjust the detection threshold $c$ of
the SU energy detector under the energy causality and PU collision constraints. For instance, increasing the detection threshold results in frequent SU transmissions, as a result, the increased probability of accessing the occupied spectrum, which may result in collision with PU transmission. Also, it incurs excessive energy usage which is not good for energy-constrained SU. On the other hand, lowering the detection threshold reduces unnecessary sensing and transmission actions and consequently saves energy for future transmission. However, it decreases the probability of accessing the unoccupied spectrum, causing the achievable rate loss to SU. Thus, it is of vital importance to finely tune the SU energy detection threshold for optimal sensing subject to the design constraints, i.e., PU protection and energy causality.

A. Problem Formulation

The achievable rate capacity of SU is defined as
\[ R(\epsilon | g) = \frac{T_i}{T_{\text{slot}}} C \Pr(a_t = 1, o_t = 0, S_{c_t} = 0 | g) = \frac{T_i}{T_{\text{slot}}} C[1 - P_f(\epsilon)] P_a(\epsilon | g) p_0^c. \]  

Here we have used the relation \( \Pr(a_t = 1, o_t = 0, S_{c_t} = 0 | g) = \Pr(a_t = 0 | a_t = 1, S_{c_t} = 0) \Pr(S_{c_t} = 0 | g) \) based on Bays’ rule. The rate capacity above converges to a specific value due to the Q-function characteristic of \( P_f \) and \( P_a \) as the energy detection threshold \( \epsilon \) increases.

In this case, however, the PU performance is degraded due to the collision of PU and SU transmissions as the latter becomes more aggressive. Therefore, we should put some constraint on the collision probability, which is evaluated as
\[ P_c(\epsilon | g) = \Pr(a_t = 1, o_t = 0 | S_{c_t} = 1, g) = [1 - P_d(\epsilon | g)] P_h(\epsilon | g). \]  

Now we can formulate an optimization problem to find an appropriate value of \( \epsilon \), which leads to an optimal spectrum sensing policy for maximizing the SU rate capacity as
\[ \max_{\epsilon} R(\epsilon | g) \quad \text{s.t.} \quad P_c(\epsilon | g) \leq \overline{P}_c. \]  

where \( \overline{P}_c \) is the target probability of collision with which PU can be sufficiently protected.

B. Distinctions of RF-Powered CRNs from General CRNs

As defined in [7], the probability of action for SU in RF-powered CRNs is a function of its battery level, given the energy causality (i.e., self-powering) is applied to SU for joint opportunistic energy harvesting and transmission, unlike general CRNs. Therefore, as formulated in [23] - [25], the optimal sensing policy in the RF-powered CRNs should take into account the energy state, unlike that in the general CRNs. For this, we have acquired the channel state information through the traffic classification developed in this paper, which is a crucial factor for determining the optimal sensing policy in the RF-powered CRNs.

C. Optimal Energy Detection Threshold

To find an optimal energy detection threshold \( \epsilon \) in [25], we define an objective function as \( O(\epsilon | g) = [1 - P_f(\epsilon)] P_a(\epsilon | g) \) which is affected only by \( \epsilon \) in [23], and then reformulate the optimization problem above as
\[ \max_{\epsilon} O(\epsilon | g) \quad \text{s.t.} \quad P_c(\epsilon | g) \leq \overline{P}_c. \]  

In addition, we define the constraint function as \( \Phi(\epsilon, \overline{P}_c) = P_c(\epsilon | g) - \overline{P}_c \) to obtain a proper threshold range of \([0, \epsilon_c]\), where \( \epsilon_c \) is the solution of the following equation:
\[ \Phi(\epsilon_c, \overline{P}_c) = 0. \]  

We will find the following Propositions 1 and 2 useful in obtaining the solution \( \epsilon_c \) of [27].

Proposition 1. The collision probability \( P_c(\epsilon | g) \) in [24] and the object function \( O(\epsilon | g) \) in [20] can be classified into two types of function \( f(\epsilon | g) \) as follows:
\[ f(\epsilon_1 | g) < f(\epsilon_2 | g) \quad \text{for} \quad \epsilon_1 < \epsilon_2 \leq \epsilon_m, \]
\[ f(\epsilon_3 | g) > f(\epsilon_4 | g) \quad \text{for} \quad \epsilon_m \leq \epsilon_3 < \epsilon_4, \]
\[ \lim_{\epsilon \to \infty} f(\epsilon | g) = \gamma_1 \quad \text{where} \quad \epsilon_m = \arg \max f(\epsilon | g). \]
\[ f(\epsilon_1 | g) < f(\epsilon_2 | g) \quad \text{for} \quad \epsilon_1 < \epsilon_2, \]
\[ \lim_{\epsilon \to \infty} f(\epsilon | g) = \gamma_1 \]

where
\[ \gamma_1 = \frac{\rho_h}{\rho_h + \epsilon_s + \epsilon_t}. \]

Proof. See Appendix A.

Proposition 2. The constraint function in [27] yields a unique solution \( \epsilon_c \) for \( \gamma_1 > \overline{P}_c \). If \( \gamma_1 \leq \overline{P}_c \), we have two or no solution.

According to Proposition 2, we have the constraint range \([0, \epsilon_c]\) if \( \gamma_1 > \overline{P}_c \) and otherwise, the constraint range is \([0, \infty)\). Following the IEEE 802.22 WRAN, if \( \overline{P}_c = 0.1 \), we consider \( \gamma_1 \leq \overline{P}_c \) as an extreme case corresponding to an extremely low energy harvesting rate, namely \( \rho_h \ll (\epsilon_s + \epsilon_t) \) in [28]. Thus, we may choose the constraint range to be \([0, \epsilon_c]\) as the only possible option.

To find \( \epsilon_c \), we resort to the secant method as a root-finding algorithm where the constraint function can be approximated by a secant line through two points of the function. Starting with the two initial iterates \( \epsilon_0 \) and \( \epsilon_1 \), the next iterate \( \epsilon_2 \) is obtained by computing the value at which the secant line passing through the two points \((\epsilon_0, \Phi(\epsilon_0, \overline{P}_c))\) and \((\epsilon_1, \Phi(\epsilon_1, \overline{P}_c))\) as
\[ \frac{\Phi(\epsilon_1, \overline{P}_c) - \Phi(\epsilon_0, \overline{P}_c)}{\epsilon_2 - \epsilon_1} (\epsilon_1 - \epsilon_0) + \Phi(\epsilon_1, \overline{P}_c) = 0, \]  

which yields the solution
\[ \epsilon_2 = \epsilon_1 - \Phi(\epsilon_1, \overline{P}_c) \frac{\epsilon_1 - \epsilon_0}{\Phi(\epsilon_1, \overline{P}_c) - \Phi(\epsilon_0, \overline{P}_c)}. \]  

Hence, we can derive the recurrence relation as
\[ \epsilon_k = \epsilon_{k-2} \Phi(\epsilon_{k-1}, \overline{P}_c) - \epsilon_{k-1} \Phi(\epsilon_{k-2}, \overline{P}_c) \frac{\epsilon_{k-2} - \epsilon_{k-3}}{\Phi(\epsilon_{k-2}, \overline{P}_c) - \Phi(\epsilon_{k-3}, \overline{P}_c)}. \]  

Since the value of \( \overline{P}_c \) is small, a solution can be obtained quickly by setting \( \epsilon_0 \) and \( \epsilon_1 \) close to zero. Then, we iterate...
until \(|\epsilon_k - \epsilon_{k-1}|\) becomes very small, which is described in Algorithm 1. With the constraint rage \([0, \epsilon_c]\) fixed, we should be able to find an optimal energy detection threshold which maximizes the objective function \(O(\epsilon)\).

### Algorithm 1 Optimization algorithm

1. Initialize \(\epsilon_0\) and \(\epsilon_1\).
2. for \(k = 1, 2, 3, \ldots\) do
3. \(\text{Update } \epsilon_k \text{ using the recurrence relation (31)}\)
4. \(\text{if } |\epsilon_k - \epsilon_{k-1}| \) is sufficiently small then
5. \(\epsilon_c = \epsilon_k \text{ return } \epsilon_c\)
6. \(\text{end if}\)
7. \(\text{end}\)
8. \(\text{if } \nabla O(\epsilon_c) > 0 \) then
9. \(\epsilon_c \) is the optimal solution.
10. else
11. \(\text{Initialize } \epsilon_0 = \epsilon_c\).
12. for \(k = 1, 2, 3, \ldots\) do
13. \(\text{Update } \epsilon_k \text{ using the recurrence relation (32)}\)
14. \(\text{if } |\epsilon_k - \epsilon_{k-1}| \) is sufficiently small then
15. \(\epsilon^* = \epsilon_k \text{ return } \epsilon^*\)
16. \(\text{end if}\)
17. \(\text{end}\)
18. \(\text{end if}\)

We use the gradient descent method to find the maximum value in the constraint range with the recurrence relation as

\[
\epsilon_k = \epsilon_{k-1} + \beta \nabla O(\epsilon_{k-1}) \tag{32}
\]

for the step size \(\beta\). We use a fixed value for \(\beta\) to avoid the complication of calculation and find an optimal one. In the first step of the recurrence, we assume \(\epsilon_0 = \epsilon_c\). From Proposition 1, if \(\nabla O(\epsilon_c) > 0\), \(\epsilon_c\) is an optimal point as the objective function is an increasing function in \([0, \epsilon_c]\). If \(\nabla O(\epsilon_c) < 0\), we continue the recurrence process to find the maximum point given the objective function is a type-1 function with unique maximum point. Algorithm 1 for finding the optimal \(\epsilon^*\) is stated above.

Fig. 5 illustrates a whole process for subchannel clustering, spectral access and energy harvesting. The three traffic features are used to classify the PU traffic patterns through the BNP subchannel clustering. Based on the obtained idle and busy period statistics from the output of MCMC (Gibbs sampling), we find the corresponding subchannels \(c_t\) and \(c_h\) with maximum energy harvesting and transmission probabilities, respectively. If the residual energy in SU battery \(B_t\) is less than the required energy for transmission, \(c_h\) is selected to harvest energy and otherwise, \(c_t\) to transmit data. Then, SU senses the selected subchannel using the optimal energy detection threshold obtained from the gradient descent method above. After sensing, if the sensing result is \(o_t = 0\), SU transmits data and otherwise, turns off the transmission. The residual energy in battery is then updated using (4). To enable this, SU has to acquire information of \(p_{ch}^t\) and \(p_{ct}^t\) from the subchannel clustering, which in turn influences the energy harvesting and consuming rates \(\rho_h\) and \(\rho_c\), respectively. Therefore, the statistics information obtained through the accurate clustering process and resulting sensing parameter of the energy detection threshold play crucial role in obtaining the optimal sensing policy for SU.

### V. Markov Decision Process Formulation

Unlike the duty-cycling behavior between active mode and sleep mode, we introduce the MDP model to accurately predict the actions of SU which vary with the evolution of the residual energy in battery. Since idle/busy time distributions (to estimate harvesting and transmission opportunities) are obtained from clustering traffic patterns, we need to take decision in a real time. Even if we know the distribution parameters, we still need to automate the decision process because the SU harvesting and transmission is a real-time process. The parameters obtained would help us to achieve early convergence. For this purpose, the MDP which is Markov-chain based approach, is incorporated given idle/busy time distributions for traffic applications. Therefore, the MDP renders a good solution for online/real-time decision making.

#### A. State Space of Battery

SU decides whether to harvest energy or transmit based on the battery level. The event of \(o_t = 1\) means that the amount of the residual energy in battery is sufficient enough to transmit. To find the probability of having this event, we use
the MDP formulation assuming the state is the discretization of the battery capacity, and evaluate the steady-state probabilities of the battery level with sufficient energy to transmit. We discretize the current residual energy in battery $b_t$ in $N_b$ levels where $N_b = \left\lfloor \frac{E_{tmax}}{e_q} \right\rfloor$ denotes the maximum amount of energy quanta that can be stored in battery. Here, one energy quantum corresponds to $e_q = \left( \frac{e_s + e_t}{n_{\tau}} \right)$ where $n_{\tau}$ represents the number of states that enter harvesting mode. In general, if $N_b$ is sufficiently high, the discrete model can be considered as a good approximation of the continuous one. Then, (4) can be rewritten in terms of energy quanta as

$$b_{t+1} = \min(b_t - e^h_i + e^c_i, N_b)$$

(33)

where $e^h_i = \left\lfloor \frac{E^h_i}{e_q} \right\rfloor$ and $e^c_i = \left\lceil \frac{E^c_i}{e_q} \right\rceil$. Here, the floor is used to have a conservative harvesting performance, while the ceiling to assure a required energy consumption. Thus, the worst case of the battery level is assumed.

### B. Transition Probability Matrix

In the Markov chain model with $N_b$ states as shown in Fig. 6, the harvesting state $i \in \{0, 1, ..., n_{\tau} - 1\}$ changes to state $j$ ($j \geq i$) through energy harvesting as the current battery level is insufficient for transmission. The active state $i \in \{n_{\tau}, n_{\tau} + 1, ..., N_b - 1\}$ with sufficient energy to transmit will change to $(i - n_{\tau})$-state or fail to transfer and return to $i$-state again.

![Fig. 6. The battery state transition with $n_{\tau}$ energy harvesting states for $N_b$-state Markov chain model.](image)

We define the transition probability matrix $U$ for the $N_b$-state Markov chain model in Fig. 6 as

$$U\left( \epsilon | g \right) = \begin{bmatrix} U_h(\epsilon | g) & U_a(\epsilon | g) \end{bmatrix}^T$$

(34)

$$U_h(\epsilon | g) = \begin{pmatrix} u_{0,0} & 0 & \cdots & 0 \\ u_{1,0} & u_{1,1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ u_{n_{\tau}-1,0} & \cdots & u_{n_{\tau}-1,n_{\tau}-1} \\ u_n & \cdots & u_n & 0 \\ u_{n+1} & \cdots & u_{n+1,n_{\tau}-1} \\ \vdots & \vdots & \vdots & \vdots \\ u_{N_b-1,0} & \cdots & u_{N_b-1,n_{\tau}-1} \end{pmatrix}$$

(35)

$$U_a(\epsilon | g) = \begin{pmatrix} u_{0,n} & 0 & \cdots & 0 \\ u_{1,n+1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ u_{N_b-1,n_{\tau}-1} & \cdots & u_{N_b-1,n_{\tau}-1} \end{pmatrix}$$

(36)

Here, $U_h(\epsilon | g)$ denotes the $N_b \times n_{\tau}$ matrix whose current battery level induces SU to enter harvesting mode, while $U_a(\epsilon | g)$ the $N_b \times (N_b - n_{\tau})$ matrix whose current battery level induces SU to enter active mode. The components of these matrices are defined as

$$u_{i,i} = I_{[0 \leq E^h_i \leq e_q]} P^e_i + P^e_i, \quad (i < n_{\tau})$$

(37)

$$u_{i,j} = I_{[(i-1) e_q \leq E^h_i < (i-j+1) e_q]} P^e_{ij}, \quad (0 < j < n_{\tau}, j < i < N_b)$$

(38)

$$u_{i,i+n_{\tau}} = [1 - P_f(\epsilon_i) p_{c} + [1 - P_d(\epsilon | g)] p_{c}^d, \quad (i < n_{\tau})$$

(39)

$$u_{i,i} = P_f(\epsilon_i) p_{c} + P_d(\epsilon | g) p_{c}^d, \quad (n \leq i \leq N_b - 1)$$

(40)

Here, $u_{i,i}$ ($i < n_{\tau}$) is the probability that energy harvesting is successful when $c_{h}$ is busy but there is insufficient energy to reach a higher battery level, or $c_{h}$ is idle. $u_{i,j}$ ($0 < j < n_{\tau}$) is the one that energy harvesting is successful when $c_{h}$ is busy and the state changes from $j$ to $i$. $u_{i,i+n_{\tau}}$ ($i < n_{\tau}$) is the one that $c_{t}$ is idle with no false alarm and successful transmission, or $c_{t}$ is busy with missed detection and collision. $u_{i,i}$ ($n \leq i \leq N_b - 1$) is the one that $c_{t}$ is idle with false alarm, or $c_{t}$ is busy with no missed detection.

### C. Steady-State Probability and Optimal Threshold Algorithm

We define the steady-state probability vector of the $N_b$-state Markov chain as $\Pi = [\pi_0, \pi_1, ..., \pi_{N_b-1}]$, where $\Pi$ is the left eigenvector of $U(\epsilon)$ corresponding to the unit eigenvalue as

$$\Pi U(\epsilon) = \Pi$$

(41)

To derive the steady-state probability vector $\Pi$, we need to make the necessary assumption below.

**Assumption 1.** The maximum energy quanta $N_b$ should be sufficient enough to satisfy the following conditions:

$$e^h_{t} + n_{\tau} - 1 \leq N_b - 1$$

(42a)

$$\frac{E^h_b}{e_q} \leq N_b - n_{\tau}$$

(42b)

$$\frac{E^h_b}{e_q} < N_b - n_{\beta} + 1$$

(42c)

$$N_b > \left( \frac{e_s + e_t}{e_s + e_t + 1} \right) n_{\tau} - 1.$$  (42d)
Assumption 1 implies that the maximum state $N_k - 1$ must be greater than the sum of the harvesting energy quanta $e_i^h$ and the maximum number of harvesting state $n_r - 1$. This means that the maximum state number should always be greater than the maximum allowable state due to harvesting. Then, can be rewritten as

$$b_{t+1} = b_t - e_t^c + e_t^h.$$  \hfill (43)

With Assumption 1, we define the number of energy quanta charged through energy harvesting as

$$n_k = \frac{\left\{ n_k \in \mathbb{N} \cap \{0\} \mid n_k e_g \leq E_i^h \leq (n_k + 1)e_g \right\}}{g_{n_k} \varphi P_p T_i \left( e_s + e_t \right)}.$$  \hfill (44)

**Proposition 3.** Then, the steady-state probability vector $\Pi$ can be evaluated as

$$\pi_i = \begin{cases} \frac{\tau}{n_{\tau} + n_{\tau + \tau}}, & (0 \leq i < n_{\tau}) \\ \frac{\kappa}{n_{\kappa} + n_{\tau + \tau}}, & (n_{\tau} \leq i < n_{\tau} + n_{\kappa}) \\ 0, & (n_{\tau} + n_{\kappa} \leq i < N_b) \end{cases}.$$  \hfill (45)

where

$$\kappa = \frac{p_o^{c_a}}{\lambda},$$  \hfill (46)

$$\tau = \left[1 - P_f (\epsilon) \right] p_i^c + \left[ (1 - P_d (\epsilon | g) \right] p_i^c.$$  \hfill (47)

**Proof.** See Appendix B. \qed

Using the steady-state probability vector $\Pi$ obtained by Proposition 3, the probability of SU entering active mode $P_a^M (\epsilon | g)$ can be derived as

$$P_a^M (\epsilon | g) = \sum_{i=n_{\tau}}^{N_b-1} \pi_i = \frac{n_k \kappa}{n_{\kappa} + n_{\tau} \tau} = \frac{\frac{n_k \kappa}{n_{\tau} \mu}}{\frac{n_{\kappa} \mu}{n_{\tau}}}.$$  \hfill (48)

If $n_{\tau}$ is sufficiently large, we can approximate $\frac{n_k \kappa}{n_{\tau} \mu} \cong \frac{\varphi P_p T_i}{\epsilon_s + \epsilon_t}$ in (25), which yields

$$P_a^M (\epsilon | g) = \frac{g \varphi P_p T_i \kappa}{\varphi P_p T_i \kappa + (e_s + e_t) \tau}.$$  \hfill (49)

To find the optimal energy detection threshold, we define the MDP objective function using $P_a^M (\epsilon | g)$ obtained by the MDP as $O^M (\epsilon) = (1 - P_f (\epsilon)) P_a^M (\epsilon | g)$, and then express the optimization problem again as

$$\max_e O^M (\epsilon | g) \text{ s.t. } P_e (\epsilon) \leq \overline{P}_c.$$  \hfill (50)

**Proposition 4.** The MDP objective function $O^M (\epsilon | g)$ can be classified into two types of function $f^M (\epsilon | g)$ as follows:

1. $f^M (\epsilon | g) < f^M (\epsilon | g)$ for $\epsilon_1 < \epsilon_2 \leq \epsilon_m$, \hfill (51)

2. $f^M (\epsilon | g) > f^M (\epsilon | g)$ for $\epsilon_m \leq \epsilon_3 < \epsilon_4$. \hfill (52)

$$\gamma_2 = \frac{g \varphi P_p T_i \kappa}{g \varphi P_p T_i \kappa + (e_s + e_t) \tau}.$$  \hfill (53)

**Proof.** See Appendix C. \qed

By Proposition 4 we can optimize in the same way as Algorithm 1 in Section IV.

VI. RESULTS

The simulation results for the proposed duty cycle and MDP based stochastic models are also presented. To show the effectiveness of the proposed scheme by comparing how close to actual capacity, we define

$$\beta = \frac{1}{N_t} \sum_{t=1}^{N_t} \frac{C_{a_t} (1 - a_t) (1 - S_{c_t})}{T_t}$$  \hfill (54)

for the actual capacity obtained from simulation based on the Monte-Carlo method where $N_t$ is the number of simulation iterations using the exhaustive search for energy detection threshold. We use real wireless traces available online [26] for 3G network. We utilize three sources (UDP, VoIP, Game) in our data set. Unless otherwise stated, the values of the parameters used here are listed in Table III, which are mainly drawn from [25].

| Symbol | Definition | Value |
|--------|------------|-------|
| $W$    | Bandwidth  | 1MHz  |
| $T_{slot}$ | Slot duration | 10ms |
| $T_c$ | Sensing duration | 20ms |
| $T_t$ | Transmission duration | 98ms |
| $B_0$ | Initial energy | 0 J |
| $P_s$ | Sensing power | 110 mW |
| $P_t$ | Transmit power | 50 mW |
| $P_{nc}$ | Non-ideal circuit power | 115.9 mW |
| $\eta$ | Efficiency of power amplifier | -5.65 dB |
| $\varphi$ | Energy harvesting efficiency | 0.2 |
| $\sigma_g^2$ | SNR of PU signal at SU transmitter | -10 dB |
| $\gamma$ | Target probability of collision | 0.1 |
| $N_{max}$ | Maximum capacity of battery | 1 mJ |

A. Traffic-Awareness via Clustering

Before evaluating the performance of the proposed scheme, we confirm the performance of traffic patterns clustering that results from the proposed MCMC based sampling and the variational inference. In Fig. 7, we compare the accuracy of the MCMC based sampling, variational inference, and K-means (as baseline) clustering algorithms when data points (observations) are generated from 3 different (UDP, VoIP, Game) traffic patterns being mixed. The K-means algorithm is one for grouping a given data into $K$ clusters by minimizing the dispersion of the distance between each clusters. Unlike the other approaches, the K-means algorithm cannot estimate the number of clusters, and it should be performed only by assuming a fixed number of traffic sources. We see that the Bayesian approaches offer higher accuracy than the K-means algorithm. This is because the Bayesian approaches are to approximate a prior probability and a likelihood function derived from a statistical model for the observed data, whereas the K-means considers only the differences in observed traffic values. In the variational inference, we observe some errors compared to the MCMC method because we approximate the latent variables assumed by the mean-field theory. In Fig. 8 we compare the two Bayesian approaches in terms of their elapsed times. We notice that the elapsed times increase as the
number of data points increases, and it is confirmed that the variational inference shows less elapsed time than the MCMC method. Hence, if we can derive a set of equations used to iteratively update the parameters well, the former converges faster than the latter requiring a large amount of sampling work.

B. SU Optimal Sensing Threshold

Fig. 9 shows the SU achievable rate capacity based on the duty cycle model with varying energy detection threshold $\epsilon$ and SU transmit power $P_t$. Note that the probability of the harvest subchannel $c_h$ being idle was measured as $p_{i_h} = (0.2, 0.5)$ for the (VoIP, Game) traffic applications, respectively. We observe an interesting trade-off in choice of the variables $\epsilon$ and $P_t$. For small $\epsilon$, the false alarm probability increases, resulting in low transmission probability. To the contrary, for large $\epsilon$, it decreases and SU more likely transmits data if its residual energy is enough for transmission. We notice that the capacity converges to a specific value proportional to $\gamma_1$ in [28], which is the ratio of the energy harvesting rate to the sum of the energy harvesting and consuming rates. Hence, an optimal $\epsilon$ balances the sensing accuracy trade-off. Likewise, there is the

Fig. 9. SU capacity versus SU transmit power $P_t$ and energy detection threshold $\epsilon$. (top: VoIP with $p_{i_h} = 0.2$ bottom: Game with $p_{i_h} = 0.5$)
energy causality trade-off in the SU transmit power. For large $P_t$, the probability of SU being active decreases, while for small $P_t$, it increases but the SNR decreases. We see the VoIP traffic offering better performance than the Game traffic, as the former yields higher harvesting rate with continuous and short intervals between voice packets. However, the latter with $p_t^c = 0.5$ shows the packet intervals changing dynamically, resulting in low harvesting rate.

Fig. 10 shows an optimal point of the actual capacity in (22), the duty cycle and MDP models for (VoIP, Game) traffic. The black line shows an optimal $\epsilon$ obtained from (26) according to $P_t$, where the optimal $\epsilon$ decreases slightly as $P_t$ increases. This is because a tight energy causality due to the increased $P_t$ requires less transmission opportunity. We can see that the optimal point of VoIP traffic has a larger value of $P_t$ than that of Game traffic. In VoIP traffic, the increased $P_t$ results in low transmission opportunity but increases the SNR of SU, and a small value of $p_t^c$ guarantees the energy causality. It means that VoIP traffic subchannel idle/busy statistics, which show higher harvesting opportunity than Game traffic, offset the tight energy causality due to the increased $P_t$. The optimal point of the duty cycle and MDP models offer almost the same performance as the actual capacity from simulation. In Figs. 9 and 10, it is evident that the subchannels carrying distinct traffic patterns exhibit different harvesting rates, and hence the appropriate values of $\epsilon$ should be determined considering both the energy causality and PU collision constraints.

C. SU Performance by Clustering Algorithms

We evaluate the SU achievable rate capacity by the proposed clustering algorithms with respective threshold optimization. We assume 3 different (UDP, VoIP, Game) traffic sources with 10 subchannels, respectively. In this setting, SU selects the subchannels $c_t$ and $c_h$ from $N_c = 30$ subchannels with 450 data points generated by using MCMC and variational inference, respectively. Then, the optimal energy detection threshold for the rate capacity is determined based on the duty cycle and MDP models. Fig. 11 shows the SU achievable rate capacity for varying energy detection threshold $\epsilon$. The black line represents actual capacity using $\epsilon$ obtained from (26) with accurate clustering information. We see that the MCMC is closer to the optimal line than variational inference, while the duty cycle and MDP models offer almost the same performance in optimizing $\epsilon$. This clearly shows the higher sensing accuracy in selecting $c_t$ and $c_h$ subchannels of the MCMC than variational inference.

Fig. 12 shows the SU achievable rate capacity obtained by using the optimal value $\epsilon^*$ for varying SU transmit power $P_t$. We see that the variational inference reaches maximum when $P_t = 0.24W$, but the optimal actual capacity does slightly later when $P_t = 0.26W$, like the MCMC. It means that accurate clustering information leads to higher energy harvesting rate, which allows SU to increase the residual energy in battery. Hence, SU can increase the maximum achievable rate capacity with higher transmit power $P_t$.

Fig. 11. SU rate capacity versus energy detection threshold $\epsilon$ when $P_t=0.2W$.

Fig. 12. SU rate capacity versus SU transmit power $P_t$ with optimal $\epsilon^*$.

VII. CONCLUSION

We have proposed an optimal spectrum sensing policy for maximizing the SU capacity in OFDMA based CRNs which is powered by energy harvesting. SU collected traffic pattern information through observation of PU subchannels and classified the idle/busy period statistics for each PU subchannel using the MCMC and variational inference algorithms. Based on these statistics, we developed the stochastic SU capacity models which are the duty cycle based one defined by the times spent in active and sleep mode, and the MDP model based on the evolution of the residual energy in battery. The energy detection threshold was optimized to maximize the SU capacity while satisfying the energy causality and PU collision constraints according to traffic patterns. We have shown the performance trade-off of the BNP subchannel clustering algorithms by comparing the accuracy and elapsed time of algorithms. It was shown that SU can optimize the stochastic model by selecting the threshold referring to the idle/busy period statistics of PU subchannels. It was also shown that the proposed duty cycle and MDP model achieve similar capacity to that of the actual capacity from simulation based on the Monte-Carlo method.
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APPENDIX A
PROOF OF PROPOSITION 1
We define $A(\epsilon|g) = [1 - P_a(\epsilon|g)]$ and $B(\epsilon|g) = P_a(\epsilon|g)$ for the proof of the collision probability $P_c(\epsilon|g)$ in (24).

$$\frac{df(\epsilon|g)}{d\epsilon} = \frac{dA(\epsilon|g)}{d\epsilon}B(\epsilon|g) + A(\epsilon|g)\frac{dB(\epsilon|g)}{d\epsilon}. \quad (53)$$

The increasing function $A(\epsilon|g)$ and the decreasing function $B(\epsilon|g)$ satisfy the following properties:

$$\lim_{\epsilon \to 0} A(\epsilon|g) < \lim_{\epsilon \to 0} B(\epsilon|g) \quad (54)$$

$$\lim_{\epsilon \to -\infty} A(\epsilon|g) > \lim_{\epsilon \to -\infty} B(\epsilon|g) \quad (55)$$

$$A(\epsilon|g) = B(\epsilon_c|g) \quad (56)$$

$$\frac{dA(\epsilon|g)}{d\epsilon} > -\frac{dB(\epsilon|g)}{d\epsilon}. \quad (57)$$

The same result can be obtained if $A(\epsilon) = [1 - P_f(\epsilon)]$ for the proof of the objective function $O(\epsilon|g)$ in (26).

Proposition 5. If $0 < \epsilon < \epsilon_c$, $\frac{df(\epsilon|g)}{d\epsilon} > 0$.

Proof. We have $A(\epsilon|g) < B(\epsilon|g)$ from (54) and (56), and using (57), we have the following inequalities:

$$\frac{dA(\epsilon|g)}{d\epsilon}B(\epsilon|g) > B(\epsilon|g)\left( -\frac{dB(\epsilon|g)}{d\epsilon} \right) \quad (58a)$$

$$\frac{dA(\epsilon|g)}{d\epsilon}B(\epsilon|g) > A(\epsilon|g)\left( -\frac{dB(\epsilon|g)}{d\epsilon} \right) \quad (58b)$$

$$\frac{df(\epsilon|g)}{d\epsilon} > 0. \quad (58c)$$

\[\square\]

Proposition 6. If $\epsilon_c < \epsilon$ and $\frac{df(\epsilon|g)}{d\epsilon} < 0$, $\frac{df(\epsilon+\Delta|g)}{d\epsilon} < 0$ where $\Delta \in \mathbb{R}^+$. 

Proof.

$$\frac{dA(\epsilon + \Delta|g)}{d\epsilon} < \frac{dA(\epsilon|g)}{d\epsilon} \quad (59a)$$

$$\frac{dA(\epsilon + \Delta|g)}{d\epsilon} < \frac{dA(\epsilon|g)}{d\epsilon} \quad (59b)$$

$$\frac{dA(\epsilon + \Delta|g)}{d\epsilon} < \frac{dA(\epsilon|g)}{d\epsilon} \quad (59c)$$

Inequality (59a) is satisfied by $\epsilon_i < \epsilon$, where $\epsilon_i$ is the inflection point of $A(\epsilon|g)$, and (59c) is satisfied by the increasing function property $A(\epsilon + \Delta|g) > A(\epsilon|g)$.

$$\frac{dA(\epsilon|g)}{d\epsilon} > -\frac{dB(\epsilon + \Delta|g)}{d\epsilon} \quad (60a)$$

$$\frac{dB(\epsilon + \Delta|g)}{d\epsilon} > -\frac{dB(\epsilon + \Delta|g)}{d\epsilon} \quad (60b)$$

$$\frac{dA(\epsilon + \Delta|g)}{d\epsilon} > -\frac{dB(\epsilon + \Delta|g)}{d\epsilon} \quad (60c)$$

The steady-state vector $\Pi^T$ is the null vector of $U(\epsilon|g)$, and hence the vector in (43) is a kind of the null vector.

APPENDIX B
PROOF OF PROPOSITION 3
From (41), we have

$$\Pi (I - U(\epsilon|g)) = 0 \quad (61a)$$

$$(I - U(\epsilon|g))^T \Pi^T = 0 \quad (61b)$$

$$G(\epsilon|g)\Pi^T = 0. \quad (61c)$$

We define $G(\epsilon|g) = (I - U(\epsilon|g))^T$. If Assumption 1 holds, then $G(\epsilon|g)$ is given by

$$G(\epsilon|g) = \begin{bmatrix} G_1(\epsilon|g) & G_2(\epsilon|g) \end{bmatrix} \quad (62)$$

$$G_1(\epsilon|g) = \begin{pmatrix} \alpha & \cdots & \cdots & \cdots & 0 & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots \end{pmatrix} \quad (63)$$

$$G_2(\epsilon|g) = \begin{pmatrix} -\beta & \cdots & \cdots & \cdots & 0 & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots \end{pmatrix} \quad (64)$$

The increasing function $A(\epsilon)$ and the decreasing function $B(\epsilon|g)$ satisfy the following properties (54) - (57). From
Proposition 5, we can derive that if $0 < \epsilon < \epsilon_c$, $\frac{d f_M^\epsilon(\epsilon)}{d \epsilon} > 0$. Also, from Proposition 6, we can derive that if $\epsilon_c < \epsilon$ and $\frac{d f_M^\epsilon(\epsilon)}{d \epsilon} < 0$, $\frac{d f_M^\epsilon(\epsilon+\Delta \epsilon)}{d \epsilon} < 0$ where $\Delta \epsilon \in \mathbb{R}^+$. Thus, the equation $\frac{d f_M^\epsilon(\epsilon)}{d \epsilon} = 0$ has one solution or no solution, and the function $f_M^\epsilon(\epsilon|g)$ converges to $\gamma_2 = (\lim_{\epsilon \to 0} A(\epsilon))(\lim_{\epsilon \to 0} B(\epsilon|g))$.
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