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Abstract

We propose an unsupervised vision-based system to estimate the joint configurations of the robot arm from a sequence of RGB or RGB-D images without knowing the model a priori, and then adapt it to the task of category-independent articulated object pose estimation. We combine a classical geometric formulation with deep learning and extend the use of epipolar constraint to multi-rigid-body systems to solve this task. Given a video sequence, the optical flow is estimated to get the pixel-wise dense correspondences. After that, the 6D pose is computed by a modified PnP algorithm. The key idea is to leverage the geometric constraints and the constraint between multiple frames. Furthermore, we build a synthetic dataset with different kinds of robots and multi-joint articulated objects for the research of vision-based robot control and robotic vision. We demonstrate the effectiveness of our method on three benchmark datasets and show that our method achieves higher accuracy than the state-of-the-art supervised methods in estimating joint angles of robot arms and articulated objects.

1. Introduction

Articulated object pose estimation is becoming popular due to its high application value. It can enable operating real-world articulated objects. It can also be used to control a low-cost robot arm [41], provide a safe-net for sensor failure [25], and allow collaboration between multiple arms [13]. Solving this problem can significantly increase the ability of a robot to interact with the real world.

Most recent articulated object pose estimation methods are instance-level or category-level, which means the model needs to be trained with data of the same object [23] or from the same object category [22]. The requirement of training data limits applicable scenarios. Instance-level methods are fragile when coming across a novel object. Category-level methods suffer from large intra-class variation. However, when humans see a novel articulated object, we can discover moveable parts of it by observing its video, and estimate the joint configurations of these parts. This makes us wonder whether our method can estimate the articulated object pose without a CAD model of the object. Without knowing the object shape beforehand, can we achieve similar performance to the supervised models?

In this paper, we propose an unsupervised model-free method, namely GC-Pose, to estimate the joint configurations of any kind of robot arms or articulated objects from a single-view video sequence. It is an unsupervised model-free method, thus it can be generalized to novel objects. The robot arm can be seen as a kind of articulated object with more degrees of freedom (DoF) and a more complicated motion pattern.
compute the 6D transformation of each moving part from the 2D correspondence. Unlike the supervised models, which directly give the absolute joint configuration, our method first estimates the relative transformation between frames. Then the absolute joint configuration is computed by accumulated the relative motion over frames.

Model-free methods suffer from many challenges. To overcome these challenges and achieve high accuracy, we introduce some novel components in our method. Challenges of articulated object pose estimation include self-occlusion, low-textured area, reflective surface, ambiguous pose, tiny parts, etc. First, the low-textured and reflective surface of an object makes the dense correspondence noisy. To address this challenge, we extend the epipolar constraint from the multi-view scene to a single-view multi-rigid-body scene and use it with the EM algorithm [7] to refine the part-level optical flow. This constraint holds since each moving part is a rigid body and the optical flow for this part should be satisfied with one 6D transformation. We combine the epipolar constraint with the EM algorithm to estimate the rigid-body optical flow at the part level and get a more accurate optical flow estimate despite the existence of low-textured area. Second, to handle the ambiguous pose and self-occlusion, we use bundle adjustment to optimize the results over multiple frames to find the best pose estimate from the video.

Experiments show our method can largely surpass existing model-free models and achieve similar performance compared with supervisely trained models. We also use synthetic data to perform ablation study to understand the properties of our model. We evaluate the performance of our system by conducting three sets of experiments on three benchmark datasets. We compare our system with ScrewNet [16], a model-free method, and with CRAVES [41], a supervised robot pose estimation algorithm. Then we perform ablation studies on our synthetic dataset. Our synthetic data helps us to study the impact of our modules by controlling image appearance and generating intermediate ground truth. Our experiments demonstrate that leveraging the geometric constraints of the rigid body and the constraint between multiple frames helps handle the low-textured area and complicated motion pattern, which leads to improved performance in unsupervised, model-free articulated pose estimation.

In summary, our contributions are:

- We propose a model-free pose estimation method (GC-Pose), which can estimate the joint configurations of robot arms or articulated objects from a video sequence without CAD model or annotated dataset.
- We develop the extended epipolar constraint and show that it improves pose estimation on low-textured areas of a rigid body.
- We perform extensive experiments to show the effectiveness of our method on both simulated and real data. We also develop a synthetic dataset focusing on controllability to analyze the properties of our model.

2. Related work

2.1. Vision-based Robot Arm Pose Estimation

Robot pose estimation has been studied extensively for a long time. Many previous methods need to know the exact robot model [3, 36, 30] or need fiducial markers [29]. For example, Bohg et al. [3] use a random decision forest to segment the link of the robot, then estimate its joints. Widmaier et al. [36] propose a pixel-wise regression-based method to directly regressing to the robot joint configurations.

Recently, the keypoint-based methods are used in robot pose estimation [28, 40, 20, 12, 11, 24]. A keypoint detector is trained in these methods to estimate the keypoints or joint positions on a specific robot arm, which needs a large amount of real data with labels. Zuo et al. [41] also propose a keypoint-based network trained using synthetic data, with domain adaptation to bridge the reality gap. A key difference is that our method doesn’t need the CAD model or trained on labeled data, we use dense correspondence from optical flow instead of keypoints to estimate the joint angles.

Different from the previous methods estimating the joint configuration, Lee et al. [21] propose a keypoint-based method to estimate the camera-to-robot pose. Byravan et al. [4] explore the use of SE(3) transformation to learn the rigid body motion. It takes 3D point clouds as input and predicts the 3D optical flow of the scene. A key difference is that our method computes optical flow from the 2D image sequence and estimates the 3D rigid body motion represented by joint angles.

2.2. Articulated Object Pose Estimation

Articulated object pose estimation is the prerequisite for robot manipulating daily objects with functional parts. As a key for robots to move out of factories into homes and our daily environment, articulated object pose estimation is attracting more and more attention. One line of work uses a robot manipulator to interact with the articulated objects, then use the 3D points to infer the pose [18, 17, 26]. These methods can perform pose estimation for unknown objects, but it takes a lot of time for interaction and can only be applied to simple articulated objects. Kumar et al. [19] estimate joint articulated motion in a standard simultaneous localization and mapping (SLAM) pipeline, but it can only be used to track a single landmark with 1-DoF joint. Schmidt et al. [33, 32] focus on tracking articulated bodies or objects with probabilistic inference, but formally defined geometric structures are required. Daniele et al. [6] incorporate both vision and natural language information for articulation model estimation. However, it needs natural language
descriptions of motion as an additional observation mode.

Other approaches assume that instance-level information [27, 38, 8, 31] or category-level information [1, 39, 22] is available. For example, Michel et al. [27] use a random forest to vote for pose parameters for each point in a depth image. Pavlasek et al. [31] formulate the problem of articulated object pose estimation as a Markov Random Field. However, these approaches are limited by the need to have exact CAD models or object mesh models. Abbatematteo et al. [1] train a mixed density model on depth images and infer the kinematic model using probabilities prediction of a mixture of Gaussians. Li et al. [22] extend the NOCS [35] to accommodate articulated objects at both part and object level. However, these methods assume that the category-level information is available. Recently, Jain et al. [16] use screw theory to estimate the pose of an articulated object from a sequence of depth images without requiring prior knowledge of the articulation model category. However, this approach can only handle articulated models with at most one DoF, and labeled data is required for training.

3. Method

In this section, we introduce our method and the synthetic dataset. In Sec. 3.1, we first give an overview of our method. Then we describe three main components of our method. Next, we introduce our synthetic dataset in Sec. 3.5. Lastly, we provide some implementation details in Sec. 3.6.

3.1. System Overview

We first formulate the problem here. The ultimate goal is to estimate the joint configurations of a robot arm or any other articulated object from a single-view video without knowing the CAD model a priori. Mathematically, given a sequence of $n$ images $I_1, ..., I_n$, we want to estimate the change of the joint configurations $q_{1:n}$ in the given sequence of images. Considering that most of the robot arms or robot hands (e.g., UR5, KUKA, and Shadow hand) are composed of multiple revolute joints, we are particularly interested in joint angles $\theta_{1:n} = [\theta_1^{1:n}, \theta_2^{1:n}, ..., \theta_d^{1:n}]^T$, where $d$ denotes the DoF of the robot arm. We assume the DoF of the robot and the camera parameters are known.

The general idea to solve this problem is that, given a video sequence $I_{1:n}$, the first step is to compute the change of joint angles $\theta_{k:k+1} = [\theta_1^{k:k+1}, \theta_2^{k:k+1}, ..., \theta_d^{k:k+1}]^T$ between the adjacent two frames $I_k$ and $I_{k+1}$, and the second step is to accumulate them to get the change of the joint angles in the entire video sequence, i.e., $\theta_{1:n} = \sum_{k=1}^{n-1} \theta_{k:k+1}$. Fig. 2 shows the pipeline of our pose estimation system.

In the first step, we compute the change of the joint angles $\theta_{k:k+1}$. We first estimate the part-level optical flow from adjacent two frames $I_k$ and $I_{k+1}$ (Sec. 3.2). Then, for each rigid part $\alpha$, $\alpha^\prime \in \{1, ..., d\}$, we use the estimated optical flow to compute the 6D pose transformation $T_k^\alpha = [R_k^\alpha | t_k^\alpha]$ and compute the rotation angle $\theta_{k:k+1}^\alpha$ from the rotation matrix $R_k^\alpha$ (Sec. 3.3). In the second step, to obtain accurate results when accumulating the joint angles $\theta_{k:k+1}$, two challenges needed to be addressed. One is that the optical flow estimate is noisy and the joint angles computed from the optical flow are not accurate, thus accumulating these results causes larger errors. The other challenge is the ambiguity of this problem caused by the complicated motion pattern of the object. To address these challenges, we utilize the constraint between multiple frames and use bundle adjustment to optimize the joint angles before accumulating them together to get the final estimate (Sec. 3.4).

3.2. Part-level Optical Flow from Epipolar Constraint

In this subsection, we first describe the epipolar constraint in multi-rigid-body systems and then introduce the combination of the EM algorithm to optical flow method to get a more accurate part-level optical flow estimate.

Epipolar constraint in multi-rigid-body systems: The epipolar constraint is widely used in classical geometric methods [14, 5]. Traditionally, it is an algebraic relationship that couples two or more 3D scene projections using a fundamental or essential matrix. Specifically, given two pixels $p$ and $p^\prime$ in two different views, the traditional epipolar constraint defines their geometric relationship via the camera intrinsics and geometric of the camera displacement. This geometric relationship can be extended to a multi-rigid-body scene even though the camera remains still.

Assume that $x$ and $x^\prime$ are the 3D corresponding points of $p$ and $p^\prime$ in the camera coordinate frame $C$. For simplicity, and in a slight abuse of notation, we use $p$ and $x$ as both the homogeneous and non-homogeneous coordinates in this paper. Then, for rigid body $\alpha$, $x^\alpha = R^\alpha x^\alpha + t^\alpha$, we have $(x^\alpha^\prime)^T [t^\alpha]. R^\alpha x^\alpha = 0$, where $x^\alpha$ denotes the 3D points that belong to the rigid part $\alpha$ and $[t^\alpha]$ is the skew-symmetric matrix of the translation vector $t^\alpha$. Thus for each pixel $p$ of rigid body $\alpha$, we get the following algebraic relationship:

$$\begin{align*}
(p^\alpha)^T K^{-T} [t^\alpha]. R^\alpha K^{-1} p^\alpha &= 0 \quad (1)
\end{align*}$$

where $K$ is the camera intrinsics. It defines the geometric relationship between two pixels via the camera intrinsics and geometric of the rigid body displacement. Therefore, we can incorporate this epipolar constraint as a penalty over the dense correspondences via the following loss function:

$$\begin{align*}
\mathcal{L}_c = \sum_{\alpha} \left\| (p^\alpha)^T K^{-T} [t^\alpha] \times R_k^\alpha K^{-1} p^\alpha \right\| \quad (2)
\end{align*}$$

where $p^\alpha$ denotes the pixels belong to rigid body $\alpha$, $R_k^\alpha$ and $t_k^\alpha$ are the 3D rotation matrix and translation vector of rigid body $\alpha$ from image $I_k$ to $I_{k+1}$, respectively. This loss function enforces an epipolar constraint on the optical flow of each rigid part in a single view scene.
Part-level optical flow: To address the challenge caused by the low-textured area and obtain a more accurate optical flow estimate, we combine the EM algorithm with optical flow method to estimate the rigid-body optical flow at the part level. We use the pre-trained official FlowNet2 model [15] here. In our method, computing the epipolar loss needs to know the part label $\alpha$ for each pixel, while the part label is assigned based on the epipolar loss. Therefore, the epipolar constraint is used alternately in fine-tuning the pre-trained FlowNet2 model and in motion-based image segmentation. Specifically, given adjacent two images $I_{k-1}$, $I_{k}$ and the optical flow $F_k(\cdot)$ estimated by the current FlowNet2 model, we first use RANSAC [9] to initialize the part label $\alpha$. Then we use the EM algorithm to optimize the label assignment for each pixel by minimizing the epipolar loss $L_p$ computed based on the current optical flow estimate $F_k(\cdot)$. After the EM algorithm converges, we fine-tune the current FlowNet2 model by minimizing a weighted sum of the epipolar loss that computed based on the current label of each pixel and the photometric difference loss which defined as followed:

$$L_p = ||I_k(p) - I_{k+1}(p + F_k(p))||$$

(3)

Then we use the updated FlowNet2 model to estimate the optical flow and learn the new part label $\alpha$ for each pixel. This iteration continues until the part label for each pixel converges. The use of epipolar constraint enforces rigid body constraints on the optical flow. It implies that the optical flow of each rigid part should be able to be explained as a rigid body motion in 3D space. It can be used to improve the optical flow model on scenes with multiple rigid bodies and handle the low-textured area of a rigid body.

### 3.3. 6D Pose Transformation from Optical Flow

Given the estimated part-level optical flow $F_k(p^\alpha)$, the pixel-wise dense correspondences $(p^\alpha, p^\alpha + F_k(p^\alpha))$ is computed. Then we can use the dense correspondence to compute the transformation matrix. To avoid overly complicated notation, we ignore the subscript $k$ and superscript $\alpha$ here and denote the corresponding pixels by $(p, p')$.

We first compute the transformation matrix w.r.t. to the camera coordinate frame $C$. As mentioned in Sec. 3.2, for the 3D corresponding points $x$ and $x'$, we have $(x')^T \mathbf{R} x = 0$, where $\mathbf{R}$ and $\mathbf{t}$ denotes the 3D rotation matrix and translation vector, respectively. They can be solved by running the eight-point algorithm [34] and then singular value decomposition. This step is similar to structure from motion (SfM), but the difference is that the objects are moving but the camera remains still in our problem.

Then, notice that the transformation matrix $\mathbf{R}$ is defined w.r.t. the camera coordinate frame $C$ (i.e., $\mathbf{R}$ should be written as $^C\mathbf{R}$), we need to transform it into the model coordinate frame $M$ and compute $^M\mathbf{R}$ using the following equation: $^M\mathbf{R} = (^C\mathbf{R}_{W} \, ^W\mathbf{R}_M)^T \, ^C\mathbf{R}(^C\mathbf{R}_{W} \, ^W\mathbf{R}_M)$, where $^W\mathbf{R}_M$ denotes the world coordinate frame, $^C\mathbf{R}_{W}$ is the camera extrinsics, and $^W\mathbf{R}_M$ can be computed using kinematic chain and other estimated joint configurations. We can thus compute the pose transformation $^M\mathbf{R}$ from 2D correspondences and then use it to compute the joint angle $\theta_{k:k+1}^{\alpha}$ with the fact that each revolute joint has only one DoF.

### 3.4. Bundle Adjustment

After the rotation angle $\theta_{k:k+1}^{\alpha}$ between adjacent two frames is computed, we utilize the constraint between multiple frames and use bundle adjustment to optimize the joint angles $\theta_{k:k+1}^{\alpha}$ before accumulating the results together to get the final estimate. Specifically, we first estimate the...
3.6. Implementation Details

We compute the adjacent two frames \( I_k \) and \( I_{k+1} \). Then we compute the point cloud model \( X_k \) given by the 2D pixels \( p \) and depth \( D_k(p) \). Next, we select the 3D inliers for rigid body \( \alpha \) that satisfy the following inequality:

\[
L^\alpha_{\omega} = \left| \left| p^\alpha + F_k(p^\alpha) \right| - K \cdot T^\alpha_k \cdot X^\alpha_k \right| < t \tag{4}
\]

where \( T^\alpha_k \) is the transformation matrix computed from the rotation angle \( \theta_{k:k+1} \) and \( t \) is a threshold. After that, we optimize the transformation matrix \( T^\alpha_k \) by minimizing the loss function \( L^\alpha_{\omega} \) defined as the left-hand side of the inequality 4. Therefore, for each adjacent two frames \( I_k \) and \( I_{k+1} \), \( k = 1, \ldots, n - 1 \), we can get a noisy point cloud model \( X^\alpha_k \) and the optimized transformation matrix \( T^\alpha_k \) which can be used to compute the joint angle for each rigid body. We accumulate both the joint angles \( \theta_{k:k+1} \) and the point cloud models \( X_k \). Finally, after going through the entire video sequence, we use the accumulated point cloud model \( X_{1:n-1} \) to optimize the joint angle \( \theta_{1:n} \) and get the final estimate.

3.5. Dataset

Existing robot simulators focus on providing a virtual environment for accomplishing tasks. They are powerful but difficult for vision researchers to learn and use. The physics simulation and planning is not essential for 3D vision research. So we build our own simple and flexible rendering pipeline for generating synthetic data of articulated objects.

Our tool is built on top of the pyrender\(^1\) project. We extend it by adding ground truth generation, texture manipulation, and domain randomization. The ground truth, including depth and optical flow, is used to analyze and understand our model in the ablation study.

Our tool can load the Unified Robot Description Format (URDF) and GL Transmission Format (glTF). The URDF format is widely used to define the geometry of a robot. It is used by robotic arm manufacturers and by researchers to create articulated object datasets [37, 22]. The glTF format is a standard for exchanging 3D models. URDF format is suitable for modeling articulated objects with rigid parts, but it’s difficult to model a human body, in which the mesh of body part deforms during the animation. The glTF format has no such limitations. Its nice integration with industry tools makes it a standard for model creators to share their models on the internet. We can find many science fiction robots (like R2D2, Transformers, Gundam, etc.) shared on the internet with this format. This greatly enriches the set of articulated objects which we can test on.

3.6. Implementation Details

Network: Our approach involves estimating optical flow and estimating depth (if the input is a sequence of RGB images). To estimate optical flow, we use the pre-trained official FlowNet2 model [15] and fine-tune the small displacement network and fusion network of FlowNet2 model with learning rate \( \gamma = 5 \times 10^{-7} \). We set the weight coefficients of both epipolar loss and photometric loss equal to 1. The model is fine-tuned for 50 epochs on a single NVIDIA TITAN X GPU with a batch size of 1. Other hyper-parameters are the same as in the original paper [15]. To estimate depth, we use the pre-trained official Monodepth2 model [10].

Bundle Adjustment: When using the accumulated point cloud model \( X_{1:n-1} \) to optimize the joint angle \( \theta_{1:n} \), the cost function we minimized is different from the cost function we used when optimizing the joint angle \( \theta_{k:k+1} \) since we don’t have dense correspondence here. Therefore, we optimize the joint angle \( \theta_{1:n} \) by minimizing the following cost functions:

\[
L^\alpha_k = \left| \left| I_n(p^\alpha) - I_n(K \cdot T_{\theta_{1:n}^\alpha} \cdot X_{1:n-1}^\alpha) \right| \right| \tag{5}
\]

where \( T_{\theta_{1:n}^\alpha} \) denotes the transformation matrix of joint angle \( \theta_{1:n}^\alpha \). We optimize the joint angle via gradient descent algorithm with a learning rate \( \gamma_{ba} = 10^{-3} \).

4. Experiments

We evaluate the performance of the proposed method in estimating the joint angles of robot arms and articulated objects by conducting three sets of experiments on three benchmark datasets. In Sec. 4.1, we first introduce the datasets and the baseline algorithms. Then we compare our method with baselines in Sec. 4.2. Finally, we conduct ablation studies in Sec. 4.3 to demonstrate the effectiveness of the constraints we exploited in the proposed method. The qualitative results are shown in Fig. 3.

4.1. Experimental Setup

Datasets: To evaluate our method on the task of articulated object pose estimation, we use the recently proposed PartNet-Mobility dataset [37] that contains 46 kinds of articulated objects. We follow the baseline algorithms [16] and evaluate our method on the microwave, dish washer, and oven category, each of which contains 1000 images. To evaluate our method on the task of robot arm pose estimation, we generate 1600 synthetic video sequences with randomized camera parameters, arm motions, and background. Each video sequence includes 15 images. Specifically, we generate 1000 video sequences for the UR5 robot arm, 200 video sequences for the UR5 robot arm with textured surface, 200 for the KUKA iiwa robot arm, and 200 for the ABB IRB 2400 robot arm. We also generate 200 video sequences (~ 3000 images) for the OWI-535 robot arm following the same rendering pipeline provided by Zuo et al. [41].

Baselines: Our method can be used to solve the task of category-independent articulated object pose estimation and robot arm pose estimation. Therefore, we

\(^1\)https://github.com/mmatl/pyrender
first compare the proposed method with the SOTA supervised category-independent articulated object pose estimation method named ScrewNet [16]. We also compare our method with the articulation model estimation method proposed by Abbatematteo et al. [1] and the Iterative Closest Point algorithm (ICP) [2]. When testing the ICP baseline, we use the estimated optical flow with ground-truth depth to estimate 3D dense correspondences and report error only about the axis of rotation for comparison. Moreover, We compare the proposed method with the SOTA supervised robot arm pose estimation method named Craves [41].

4.2. Comparison with baselines

4.2.1 Category-independent Articulated Object Pose Estimation

We compare our method with ScrewNet [16], ICP [2], and the method proposed by Abbatematteo et al. [1] on the PartNet-Mobility dataset [37]. For this set of experiments, we use the model fine-tuned on our synthetic UR5 robot arm datasets and then evaluate it on 1000 images for each of the three categories from the PartNet-Mobility dataset. During the evaluation, we refine the results using epipolar constraint for 10 iterations and report the estimated joint angles and the error of the last iteration.

Table 1 shows the quantitative results of this set of experiments. Due to the same experiment condition, we directly use the reported results of ScrewNet. Different from our method which is an unsupervised method and doesn’t need extra training on specific category, ScrewNet is a supervised method that can be trained on the images from the same object category or across object categories. Therefore, they report two different sets of experiments. The first three columns show the results of ScrewNet trained and tested on the same object class, and the last column shows the results of ScrewNet trained on the dishwasher and the microwave category but tested on the oven category.

As shown in table 1, our method achieves significant gains over the baseline, as well as the other competing methods in the category of microwave and dishwasher. In the category of oven, ScrewNet performs very well when trained on the images from the same category. However, when trained on the images from other object classes, it performs much worse than our GC-Pose. If we compute the mean error of our GC-Pose across different categories, we can find that the mean error and the standard deviation of the error are $1.391^\circ$ and $0.157^\circ$, respectively. Therefore, our method is not only more accurate than the baselines but also more stable and generic than other algorithms since our method is model-free and its accuracy depends only on the motion pattern and the surface of the object.

4.2.2 Robot Arm Pose Estimation

We compare our method with Craves [41] on the synthetic dataset generated following their provided rendering pipeline. Craves is the SOTA semi-supervised robot pose estimation method which trained on labeled synthetic as well as unlabeled real data, and obtained enough accuracy.
for vision-based robot control. Another reason we choose it as a baseline is that it focuses on low-cost robot arm control and enables closed-loop control for no-sensor robot arms. It is one of the most meaningful applications for robot pose estimation. Craves requires an exact CAD model but only needs RGB images as input. For a fair comparison, we conduct two groups of experiments to evaluate GC-Pose, one of which uses RGB images as input, and the other uses RGB-D images. No CAD model is used in our GC-Pose. We use the FlowNet2 model fine-tuned on our synthetic UR5 robot arm datasets. During the evaluation, we refine the results using epipolar constraint for 10 iterations and report the estimated joint angles and the error of the last iteration.

Table 2 shows the quantitative results of this set of experiments. The first four columns show the results evaluated on the synthetic dataset. We report the angular error for each joint of the OWI-535 robot arm. For Craves, we directly use the pre-trained official Craves model and it produces an average error of 3.03° on the synthetic data, which is similar to the reported average error in the original paper [41]. As shown in Table 2, our GC-Pose produces an average error of 3.23° when using RGB images as input and an average error of 1.96° when using RGB-D images as input. It can be observed that our model-free method achieves comparable performance with the supervised baseline method when using RGB images but outperforms it when extra depth information is available.

The last column of Table 2 shows the results evaluated on the real-world data. Since the dataset only provide real-world images with no depth information, thus we only evaluate our GC-Pose with RGB images. We report the mean angular error for all the joints of the OWI-535 robot arm. Our method performs better than Craves on the real-world dataset even if no depth information is provided. Considering that an average error of 4.81° is enough for vision-based control of the OWI-535 robot arm according to the original paper [41], we believe that our method can also be used in vision-based control of the same robot arm.

### 4.3. Ablation Study

We consider four ablated versions of our method and evaluate them on our synthetic dataset. First, to test the effectiveness of epipolar constraint, we consider two ablated versions of our GC-Pose, one of which directly estimate the pose from the pre-trained official FlowNet2 model and the other estimate the posed from a fine-tuned FlowNet2 model using epipolar constraint. As the second ablation study, we focus on the depth information we used and compare the performance of our GC-Pose when using the estimated depth, the ground-truth depth, and the ground-truth depth with noise. Notice that we don’t attach any end-effectors to the robot arm, and we only estimate the bottom three joints. The results are reported in Table 3.

#### 4.3.1 Epipolar Constraint

Does epipolar constraint help handle the low-textured area? From the first two rows of Table 3, we can find that the performance is significantly improved by using epipolar constraint. If we compare the results of the original UR5 and UR5 with a textured surface (i.e., the first two columns), we can find a gap between the performance in these two cases when we directly estimate the pose from the result of FlowNet2 (as shown in the first row). The estimated optical flow is more accurate on the textured surface, and thus it provides more precise point correspondences. However, when using epipolar constraint (i.e., the second row of the first two columns), we can see a similar performance on the
3. Ablation study: We evaluate ablated versions of our GC-Pose on our synthetic dataset. We remove the videos that include robot collision, serious self-occlusion, or moving pattern cannot be estimated by the vision-based method. The results are presented as the mean angular error and the percentage of angles which are predicted within $5^\circ$ of the given ground-truth rotation angles (PCP@$5^\circ$). The first three columns use RGB images as input and the last two columns use RGB-D images as input.

|                | UR5               | UR5 (textured surface) | KUKA iiwa | ABB IRB 2400 |
|----------------|-------------------|------------------------|-----------|--------------|
|                | mean error        | PCP@$5^\circ$          | mean error| PCP@$5^\circ$| mean error | PCP@$5^\circ$|
| RGB            | FlowNet2 (FN)     | 25.7216°               | 12.5%     | 8.4575°      | 45.0%     | 17.1803°    | 19.5%     | 29.1733°    | 3.5%     |
|                | FN+Epipolar Loss  | 8.7170°                | 49.2%     | 5.6970°      | 65.5%     | 8.1617°     | 42.0%     | 9.0064°     | 31.0%    |
|                | FN+EL+Estimated Depth | 3.8168°       | 85.9%     | 3.1532°      | 87.5%     | 4.0264°     | 83.5%     | 5.9153°     | 81.5%    |
| RGBD           | FN+EL+Gt Depth    | 2.2132°                | 91.6%     | 1.4633°      | 96.5%     | 2.5158°     | 89.0%     | 3.1479°     | 93.5%    |
|                | FN+EL+Gt Depth w Noise | 2.9758°       | 89.6%     | 2.2413°      | 94.0%     | 3.2217°     | 87.0%     | 4.6583°     | 85.0%    |

|                | UR5               | UR5 (textured surface) | KUKA iiwa | ABB IRB 2400 |
|----------------|-------------------|------------------------|-----------|--------------|
|                | mean error        | PCP@$5^\circ$          | mean error| PCP@$5^\circ$| mean error | PCP@$5^\circ$|
|                | FlowNet2 (FN)     | 25.7216°               | 12.5%     | 8.4575°      | 45.0%     | 17.1803°    | 19.5%     | 29.1733°    | 3.5%     |
|                | FN+Epipolar Loss  | 8.7170°                | 49.2%     | 5.6970°      | 65.5%     | 8.1617°     | 42.0%     | 9.0064°     | 31.0%    |
|                | FN+EL+Estimated Depth | 3.8168°       | 85.9%     | 3.1532°      | 87.5%     | 4.0264°     | 83.5%     | 5.9153°     | 81.5%    |
| RGBD           | FN+EL+Gt Depth    | 2.2132°                | 91.6%     | 1.4633°      | 96.5%     | 2.5158°     | 89.0%     | 3.1479°     | 93.5%    |
|                | FN+EL+Gt Depth w Noise | 2.9758°       | 89.6%     | 2.2413°      | 94.0%     | 3.2217°     | 87.0%     | 4.6583°     | 85.0%    |

Table 3. Ablation study: We evaluate ablated versions of our GC-Pose on our synthetic dataset. We remove the videos that include robot collision, serious self-occlusion, or moving pattern cannot be estimated by the vision-based method. The results are presented as the mean angular error and the percentage of angles which are predicted within $5^\circ$ of the given ground-truth rotation angles (PCP@$5^\circ$). The first three columns use RGB images as input and the last two columns use RGB-D images as input.

UR5 with the textured and low-textured surface.

**Why does it work?** This is understandable, as the epipolar constraint provides an implicit expression for the optical flow of each rigid body in the form of 6D transformation. This low DoF implicit expression enforces extra geometric constraints on the low-textured area with the idea that the optical flow of each rigid body should be able to be explained as a rigid body motion in 3D space. Therefore, we argue that the epipolar constraint can help handle the low-textured area of a rigid body and provide more accurate dense correspondences for further pose estimation.

### 4.3.2 Depth Information

**Does bundle adjustment improve results?** From the last four rows of Table 3, we can find that the use of bundle adjustment yields much better performance than the ablated version with only epipolar constraint (i.e., the second row of Table 3). The reason why bundle adjustment improves performance is that it can bound the estimated joint angles between adjacent two frames by introducing the 3D shape of the moving part. When accumulating the joint angles, if the estimated angles of any two adjacent frames produces a large error, it will cause a larger error in the final estimate. This can be observed from the second row of Table 3 that 49.2% of the error is smaller than $5^\circ$, but the mean error is 8.7170°, which is much bigger than $5^\circ$. The ablated version without bundle adjustment works well in some simple cases, but it fails in the other difficult cases in which self-occlusion and complicated motion patterns occur. This problem can be solved when we reconstruct a 3D shape and use the reconstructed shape to optimize the estimated results (as shown in the last three rows of Table 3).

**Is GC-Pose robust to the error of depth estimation?** Now, we look at the last three rows of Table 3. The third row reports the results when using the pre-trained official Monodepth2 model to estimate the depth. The fourth row shows the results with accurate ground-truth depth, which can be seen as the upper-bound or our method. The last row displays the results when using the ground-truth depth that contains a Gaussian distribution noise with a standard deviation of $5 \text{ cm}$. It is observed that even if we use the estimated depth, we can still obtain relatively accurate results. But apparently, the more accurate the depth information we use, the better estimate we can get. In brief, the use of depth information alongside standard RGB images can improve the performances, but it also restricts the real-world application. When the depth information is not available, the estimated depth can serve as an alternative.

### 5. Conclusions

We build an unsupervised model-free articulated object pose estimation system that only requires video sequences as input. It first leverages the geometric constraints to get a more accurate optical-flow estimate, then uses the 2D dense correspondence to estimate the 6D pose of each rigid body, and lastly, it uses bundle adjustment to optimize the joint parameters. Compared to prior SOTA, our method is more accurate, easier to train, and generalizes better in solving the task of articulated object pose estimation. Our GC-Pose does not need the 3D CAD model or labeled training data and can be applied to different robot arms and different categories of articulated objects by several epochs of fine-tuning on the raw video sequence. Moreover, we build a synthetic dataset that includes various kinds of robots and multi-joint articulated objects. The dataset focuses on controllability and can be used to diagnose and analyze the properties of different methods for vision-based robot control, robotic manipulation, and pose estimation.

Our formulation opens many directions for future work. In particular, how to build a real-time end-to-end robot arm pose estimation system to provide joint configurations for further control, thus help robots move out of factories into daily environments. Moreover, we combine epipolar constraint with the EM algorithm and optical flow method, and our results are more accurate than the supervised method on standard benchmarks, suggesting a new direction of combining classical formulations with deep learning.
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