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Abstract

Spectral imaging modalities, including reflectance and X-ray fluorescence, play an important role in conservation science. In reflectance hyperspectral imaging, the data are classified into areas having similar spectra and turned into labeled pigment maps using spectral features and fusing with other information. Direct classification and labeling remain challenging because many paints are intimate pigment mixtures that require a non-linear unmixing model for a robust solution. Neural networks have been successful in modeling non-linear mixtures in remote sensing with large training datasets. For paintings, however, existing spectral databases are small and do not encompass the diversity encountered. Given that painting practices are relatively consistent within schools of artistic practices, we tested the suitability of using reflectance spectra from a subgroup of well-characterized paintings to build a large database to train a one-dimensional (spectral) convolutional neural network. The labeled pigment maps produced were found to be robust within similar styles of paintings.
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Introduction

The development of spectral macroscale mapping modalities has provided conservators, scientists and art historians with the ability to examine the distribution of pigments across works of art with unprecedented detail. This allows for a more robust understanding of an artist’s creative process, and helps answer certain art
historical research questions. Importantly, it also informs conservators and museums on how to better preserve these works based on their materiality, propensity for degradation, or even by identifying degradation products of processes already occurring. The availability of pigment maps for a work of art, where each class is labeled as a specific pigment or pigment mixture, greatly enhances the ability for conservators to analyze paintings.

Currently the most widely used macroscale imaging modalities for art examination are imaging X-ray fluorescence (XRF) spectroscopy [1], and reflectance hyperspectral imaging (typically 400 to ~1000 nanometer (nm) and sometimes out to 2500 nm) [2], otherwise known as reflectance imaging spectroscopy (RIS). These two modalities provide complementary information that can be used to identify and map many of the pigments over a painting’s surface [3]. Both modalities consist of numerous narrow spectral band images, thus creating a 3-D image cube, where the first two dimensions are spatial, and the third dimension is spectral. This produces a spectrum at each spatial pixel in the image cube. The processing of these data cubes has focused on grouping spatial pixels having similar spectral information, allowing visualization of locations on a painted surface that may share a chemical makeup. While XRF data can be processed readily to make elemental maps [4], the direct translation of these into labeled pigment maps is, in general, not possible, as the same element can often be found in more than one pigment (though exceptions occur, such as the element mercury which can usually be assigned to the pigment vermilion in a painted object). Analysis of RIS data cubes of paintings is more challenging, and has typically utilized workflows and algorithms developed for remote sensing of minerals and vegetation.

Generally in remote sensing, the exploitation of reflectance image cubes to make classification and/or material maps has been an active area of research for decades, utilizing both physics-based and data-driven algorithms [5, 6, 7]. Classification maps help segment large reflectance image cubes into a discrete set of representative spectra (known as endmembers or classes). A classification map groups related spectra that comprise a given class, but does not identify the specific materials present. A material map goes further and identifies the specific materials (e.g. minerals) that make up each class.
A typical workflow in remote sensing for automatically labeling classes into materials requires a priori knowledge of the area imaged, specifically, sufficient knowledge of what materials are to be expected must be known so that the appropriate spectral library of pure materials can be selected. Then one of a variety of algorithms can be used to find the best library spectral match to the spectral endmember for each class. This approach requires libraries that consist of a handful of spectra for each known pure material in the area imaged [8, 9, 10]. The success of this approach is limited when there are variations in the reflectance spectra of a material – such as those caused by variation in particle size – in the area imaged that are not present in the spectral library [11].

If the spectra are linearly mixed, that is if the endmember spectrum is from a pixel that covered a portion of area imaged consisting of more than one material that are spatially separated, then the endmember spectrum can be fit by an area-weighted linear combination of the pure materials as found in the library. If however the materials are mixed intimately, resulting in light that does not simply reflect off one material and into the hyperspectral camera but instead is reflected and/or absorbed by the other adjacent materials (i.e. scattering) before entering the camera, then the measured spectrum is not in general a weighted linear sum.

For intimate mixtures a non-linear unmixing model is required to correctly assign the materials present in each class and thus make an accurate material map [12]. Two types of models have evolved over time. The first are the physics-based models that require knowledge of physical and optical properties of the materials in the mixture, as well as information about the pigment stratigraphy [13, 14]. Approximations are often made in such models to reduce the amount of detailed information required.

Alternative data-driven models have evolved in part as a solution to these challenges of intimate mixing. Because neural networks and deep learning models can model non-linear functions, these models have recently been applied to the remote sensing RIS classification challenge with growing success [15, 16]. However, to create accurate material maps with convolutional neural networks (CNN), large labeled reflectance databases (training datasets) are required. Spectral signature libraries of pure materials typically do not contain sufficient sample diversity to create robust material maps when a class is comprised of an intimate mixture. Currently only a
handful of open-source, labeled, remote sensing RIS datasets are available for developing classification models, and they are limited to one area imaged with less than 20 unique classes each (e.g. Salinas, Indian Pines, Pavia datasets [17]). Several studies have been performed which indicate that neural networks can outperform traditional un-mixing methods when applied to RIS remote sensing data [18, 19, 20, 21].

To date the majority of RIS data sets of paintings have been analyzed with linear mixing algorithms in order to create classification maps. The most commonly used workflow is the Spectral Hourglass Wizard (SHW) in the Environment for Visualizing Images (ENVI) software [22, 23, 24]. The application of this workflow has been most successful when identification of the clusters which define potential classes is done manually, by an experienced user, in a reduced dimensional space with a subset of the spectra from the RIS data cube. Such processing, while successful, is also time-consuming [25, 2]. Other automatic and more rapid algorithms to generate the class maps have shown promise but tend to only find about 70 to 80% of the classes in real paintings [25]. All of these algorithms utilized in these workflows assume linear mixing and mixtures of pigments are treated as a single paint (a relatively consistent mixture of colored pigments) and hence a unique material.

Labeling of the paint classes into their component pigments (i.e., labeled pigment maps) is done either by identifying characteristic reflectance spectral features or by spatially fusing the class maps with results from other analytical methods (e.g., XRF, extended-range reflectance (near-ultraviolet, near-infrared, and mid-infrared), and Raman spectroscopies) which provide more detailed chemical information.

Other approaches that have been explored in the analysis of RIS image cubes from paintings skip the classification step in order to directly assign the pigments present. Among these is the Kubelka-Munk model which can predict the reflectance spectra for intimate mixtures of pigments in optically thick paint layers from a weighted sum of the ratios of the absorption \(K(\lambda)\) and scattering \(S(\lambda)\) coefficients of each pigment. The pigments in the mixtures are thus determined by a least squares fitting of the unknown reflectance spectra using a library of \(K(\lambda)\) and \(S(\lambda)\) coefficients for the pigments expected to be present. These approaches have yielded good success for paint-outs and model paintings prepared from the pigments in the reference library, but have had limited success on real paintings [26, 27]. This is likely due to a variety of factors including the fact that in the visible spectrum region more
than one mixture of pigments can provide a good fit. An interesting proposed workaround to this problem is the use of a neural network to pre-select the pigments for the least squares fitting of the K & S parameters from a library [14]. The wide array of artists’ methods for achieving a particular visual appearance (such as using a lower paint layer to create specific optical effects), however, rely on the use of a variety of materials and mixtures used, pigment particle sizes, and paint layer thicknesses, which present a major difficulty with implementing the Kubelka-Munk approach.

Analysis of paintings by conservators and conservation scientists over the years has documented the diversity of paintings by individual artists and artistic schools throughout history. There is a widespread use of pigment mixtures and layered paint structures (stratigraphies) in paintings from the late medieval through to the current time. Artists used materials from different sources and often combined pure pigments to expand the range of colors, or hues, available to them. In any given area of a painting, there may be anywhere from a single layer of paint to a highly complex stratigraphy of a preparatory or ground layer (often chalk or gypsum), one or more paint layer(s), colored transparent glazes, and varnish layers. In RIS the paint stratigraphy cannot be ignored since deeper layers can become visible in the deep red to near-infrared spectral region ($\lambda > 600$ nm) owing to the decreased electronic absorption and light scattering of the pigment particles. Since the layered structure of a painting and the pigments that comprise each layer are not known in advance, a priori physics-based modeling is challenging for these complex datasets, especially since a robust open source two-parameter (absorption and scattering) spectral library of pigments is not available (although reflectance spectra of paints made using historical recipes pigments containing a limited number of pigments have been measured) [28].

To overcome the limitations of applying physics-based models for intimate mixtures found in paintings (lack of sufficient information on the optical properties of the pigments likely present and their stratigraphy), in this study we have chosen to explore a single-step data-driven solution to pigment labeling of reflectance spectra from RIS data. However, like the data-driven solutions for non-linear mixing in remote sensing, a large training dataset is needed to train the network models. Furthermore, the spectral training database for a neural network model must include
the cases of intimate pigment mixtures, making these databases even larger than
those for physics-based models.

While fine art painting is a highly creative human endeavor, examination of real
objects suggests that artists did follow some patterns in working with materials to
achieve desired colors and visual effects. For example, the fast-drying paints used in
tempera painting (painting using a water-soluble paint binder such as egg yolk or
gum arabic) could not be blended and reworked in the way that the slower drying
oil paints offered. With the adoption of drying oils, the number of paint layers
increased from a few to tens of layers. Materials also changed, minerals, plants and
insects provided many pigments before chemical manufacture of pigments in the
18th century dramatically changed what was available and used by artists. Thus,
in general, the pigments and pigment mixtures, paint thicknesses, and the number
of layers encountered in a painting is expected to vary with the materials available
and artistic practice at any point in time, and in a somewhat predictable manner.

The adherence to a set of practices, and use of particular sets of artist materials,
often overlaps with defined artistic schools (defined historically or geographically).
This fact offers a possible solution to making a robust training library for a data-
driven model for directly labeling pigment maps from RIS data cubes of paintings.

In this paper we explore the suitability of building a training dataset from regions of
well-characterized paintings for an end-to-end supervised one-dimensional convolu-
tional neural network (1D-CNN). Spectra from paints containing single or multiple
pigments are collected for the training library to incorporate the inherent variability
in the data. This leverages the inference that for a collection of related paintings,
artists follow a similar, but not identical, working process. Such training sets can
therefore be expected to contain most of the diversity in hue and intensity required
for robust classification, which is not found in pigment libraries. When new RIS im-
age cubes are processed using the 1D-CNN model, they will be labeled as containing
particular pigments, creating a material map in a single step.

To test the pigment maps created by the 1D-CNN model, test cases based on paint-
ings in 14th century illuminated manuscripts were used. The resulting 1D-CNN was
assessed in two ways. First, the model’s mean-per-class-accuracy was computed to
evaluate the performance of the model. Secondly, the model’s results were compared
to those obtained via the more common, two-step approach (spectral classification
followed by labeling of pigments present based on additional information) to verify
the accuracy of the model. Paintings from two illuminated manuscripts were used
to test the robustness of the model.

Results

Data and Experimental Setup

The workflow to create a neural network with an appropriate training dataset and
to produce labeled pigment maps of paintings is outlined in Figure 1 and consists
of four steps: 1) collect a sufficiently large spectral training dataset in which the
pigments for each spectra are labeled; 2) create a neural network to predict pigments
present in the input RIS spectra; 3) validate the accuracy of the network (predictions
of pigments present) with a hold-out sample (10% of the training data); and 4) test
the network prediction of pigments present on two well-characterized paintings that
were not part of the training dataset.

In order to build a reasonable pigment labeled reflectance spectral training dataset
for a given artistic school, paintings from which training data are selected must meet
several constraints. They must be painted using a similar suite of materials, and
generally with similar painting methods with respect to ground application (or ab-
sence thereof), degree of layering, degree of pigment mixing, etc. as described above.
They need not, necessarily, be painted by the same artist, so long as these general
criteria are met. Having reflectance data from the work of several artists who paint
using similar methods may make the training data more robust. Manuscript illumi-
nations (the painted images found within early books) have been widely analyzed by
RIS [29, 30, 41] and provide an ideal test case for the approach used here. We have
therefore selected paintings from a single book likely executed by a small number of
artists, all with access to similar pigments, and following similar painting techniques
with respect to pigment mixtures and glazes (that is, operating in the same general
school of artistic practice).

Additionally, the set of pigments used in manuscript illumination is relatively
limited, and well-studied, making it possible to confidently identify examples of
the most commonly encountered pigments, pigment mixtures, and painting tech-
niques [31, 32, 33, 34, 35]. For example, purple pigments can be derived from natural
materials such as mollusks, lichens or dye plants, or by using mixtures of blue pig-
ments (e.g. azurite, ultramarine, indigo) with red lake pigments (such as carminic acid or brazilwood) to create purple hues. Similarly, blue pigments were often mixed with yellow pigments (lead tin yellow or yellow dyes precipitated onto substrates) to expand the range of copper-based green materials available to an illuminator.

The possible combinations of materials could create variation even within a single object in the painting. To model the three-dimensional form of a blue azurite robe, for example, lead white could be mixed in larger amounts to achieve highlights on the robe, or a transparent red lake could be layered on top of the blue to define purplish shadows. Both mixing and layering can contribute to the non-linear mixing effects evident in reflectance spectra from such areas.

The reflectance training dataset created for the 1D-CNN consisted of spectra collected from four well-characterized paintings from an illuminated manuscript containing many of these commonly encountered materials and mixtures. The manuscript chosen for this work was the *Laudario of Sant’Agnese* (c. 1340), one of only three surviving illuminated books of this type (a laudario is a collection of hymns of praise), and which has individual illuminations (described as paintings throughout this paper for clarity) by at least two artists, which are now dispersed in several collections around the world [36, 37, 38]. The paintings used to build the training set (Figure S1) include:

1. *The Martyrdom of Saint Lawrence*, Pacino di Bonaguida, about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80b (2006.13), verso
2. *The Ascension of Christ*, Pacino di Bonaguida, about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80a (2005.26), verso
3. *The Nativity with the Annunciation to the Shepherds*, Master of the Dominican Effigies, c. 1340, miniature on vellum, National Gallery of Art, Washington, D.C., Rosenwald Collection, 1949.5.87
4. *Christ and the Virgin Enthroned with Forty Saints*, Master of the Dominican Effigies, c.1340, miniature on vellum, National Gallery of Art, Washington, D.C., Rosenwald Collection, 1959.16.2

These paintings from the *Laudario* have been studied in great detail to determine the pigments and paint mixtures used as well as the artists’ working methods. The
illuminations in the collection of the J. Paul Getty Museum were extensively studied
for the 2012-2013 exhibition *Florence at the Dawn of the Renaissance: Painting and
Illumination 1300-1350* using point-based analysis techniques (XRF, Raman spec-
troscopy and microscopic examination), broadband infrared imaging (900-1700 nm)
and ultraviolet light induced visible fluorescence photography [41]. More recently
these folios have been re-examined by RIS, XRF imaging, as well as point-based
fiber optic reflectance spectroscopy (350-2500 nm) for this work. The point analysis
data was combined with the RIS data and XRF maps to define regions of the data
cubes where similar pigments are present. The results of all of these studies have
been summarized in the supplementary Table S2. The two works in the collection
of the National Gallery of Art have also been previously studied for the Colour
Manuscript in the Making conference (2016, University of Cambridge) and the RIS
image cubes have been classified and labeled with the pigments determined to be
present either from the RIS spectra and/or from the results of site-specific XRF
and fiber optic reflectance spectroscopy (350-2500 nm) [30, 25].

In constructing the training spectral dataset, regions in the RIS cubes having
the same spectral shape and known pigment composition were selected both within
a given painting as well as among all four paintings. The labels of the training
dataset represent the pigment(s) whose spectral signature(s) dominate(s) the spec-
tra (i.e., with the effects of the substrate and presence of ad-mixed white pigments
included). Thus, an area containing mostly azurite will be described as belonging
to the pigment category “azurite” (even if there is a small quantity of, for example,
a white, black, or other-colored pigment), while an area containing a fairly equal
mixture of azurite and lead white might be described as “azurite/white” when the
amount of white present begins to noticeably alter the spectrum. As a result, the
training dataset incorporates the effects of variations in paint layer thicknesses and
mixtures that incorporate white pigments (lead white, chalk, etc). The only paint
mixture excluded in the training dataset is that of the flesh. The omission of the
flesh tones was done purposely as they represent a small area of the paintings and
their composition is known to differ among the artists who painted each painting
used for the training [41].

Figure 2 (a) displays a representative image indicating the locations from which
reflectance spectra were extracted from one of the paintings, *The Nativity with the
Annunciation to the Shepherds. Selected areas were not averaged; each spectrum was treated as an individual feature. In total, 25 classes (paints) were identified. These classes consisted of both pure pigments (where “pure” is used to describe paints where spectra are dominated by one pigment) or “mixed” pigments (where there are two pigments contributing to the spectral signature). The mean spectra of all classes can be seen in the Supplemental Material, Figure S2, and represent the diversity of pigment and pigment mixtures observed in these paintings. A total of more than 300,000 individual spectra were collected across all four paintings.

Since not all pigments or mixtures are as abundantly used as others, there were several classes where a limited number of samples was collected (e.g. 40 green earth vs. 61092 azurite samples per class). For the model to formulate general rules and not over-train on the larger classes, the training data were reduced to 16,683 spectra with the number of samples per class more evenly distributed. This was accomplished by iteratively removing similar spectra (based on Euclidean distance as a measure of similarity) in order to conserve the variability in the training spectra. Thus, for each class with more than 1000 spectra, a spectrum was selected at random, and the 100 most similar spectra to the chosen spectrum were removed from the class. This was repeated until each large class was reduced significantly. Class sizes and labels can be seen in the supplemental Table S1. Figure 2 (b) displays the reduced number of spectra of brown ochre; the dotted line shows the average of all plotted spectra. The spectral variability within this pigment can clearly be seen in the plot. The one distinct outlier visible, with higher reflectance from 400 to 550 nm, and was probably mis-labeled in the original collected training spectra. Cases similar to this one, where one or more spectra in the training data may be incorrectly identified as belonging to a given pigment category, is due to the method used to extract spectra for the training data, wherein spectra from related areas were defined with the same pigment category label. The mean spectrum of each pigment category is plotted in supplemental Figure S2, and correspond well to the expected reflectance curve of the pigment(s) named in the category label.

Performance Evaluation of the 1D-CNN Model

The degree of success of the 1D-CNN model was evaluated in two ways. The first method was a quantitative model performance evaluation and examines the robust-
ness of the neural network itself. The second provided insight as to how well the 1D-CNN model produces accurate labeled pigment maps. This is done by comparing the resulting maps with those generated using the more traditional method (i.e. classification of the same RIS cube using ENVI-SHW followed by labeling the classes in terms of pigments either from RIS spectral features or fusing the class maps with other data), described in this paper as truth maps.

Quantitative Model Performance Evaluation

The first method, to validate the performance of the neural network on the training set created using the four paintings, applied 10-fold cross-validation to estimate model performance, with results averaged. The k-fold cross-validation is a method used to evaluate machine learning models, where the training data is split into k groups. The 1D-CNN is then trained on k-1 groups and tested on the hold-out group. This is repeated for all k groups and the results averaged to produce a less biased estimate of the model’s performance [39]. To calculate the results of each of the k models, mean-per-class-accuracy was used. This method, used when training data have unbalanced sets (classes with different amounts of training data), reports the average of the errors in each class, thus giving similar weight to each class and preventing larger classes from dominating results. Thus the mean per class accuracy for each of the 10 models created using cross-validation was averaged to calculate the final model performance.

The overall mean per-class accuracy (averaged across the 10-fold cross validation results) for the 1D-CNN was 98.7%. Results for each pigment or mixture class can be seen in the supplementary material Table S1. Model performance based on this metric shows very good results for all classes.

Comparison of 1D-CNN pigment labeled maps versus truth maps

After training, the 1D-CNN model was applied first to the Pentecost, Figure 3 (a), another painting from the Laudario of Sant’Agnese, the same illuminated book from which the paintings used to create the training dataset were obtained. The output of the 1D-CNN consists of 25 maps, one for each of the pigment classes in the training dataset. The intensity at each pixel in a given map is the probability of a match between the RIS spectra at that spatial pixel and the pigment class as determined by the 1D-CNN model. Each of the labeled pigment maps were thresholded to 0.99
or greater probability to construct the composite pigment labeled map in Figure 3 (d). This reduced the number of pigment-labeled classes from the possible 25 to 13. A high threshold of 0.99 was chosen to reduce the number of false-positive assignments. In the final composite pigment labeled map, the classes are color coded and labels are given in Figure 3 (b). The black background represents spatial pixels where none of the 25 labeled pigment classes had a probability at or above 0.99. Inspection of the composite map and color image reveals not all of the pixels were assigned to a pigment class. Decreasing the threshold from 0.99 to 0.85, as shown in the supplementary material (Figure S3), did assign unclassified areas to the correct pigments, but at the expense of increased false positive identifications (e.g. parchment classified as lead tin yellow). As noted, the areas of flesh were not included in the training datasets, thus no labels were assigned to the flesh. Nevertheless the majority of the painted areas have been assigned to a labeled pigment class.

The composite color coded pigment labeled map of the Pentecost obtained using the traditional methods, the truth map, is shown in Figure 3 (c) and labeled pigments found in these classes is given in the 1st column in Figure 3 (b). A detailed table summarizing the information used to identify the pigments in the spectral classes found using the ENVI-SHW is given in the supplemental Table S2. The colors of the labeled classes were chosen to roughly represent the color of the actual paint. The 1D-CCN model’s color composite map, displayed in Figure 3 (d), used a color scheme where the same color is used as the truth map if pigments were the same, which can also be seen in the second column of Figure 3 (b). Comparing Figure 3 (c) and (d) (or the two columns of Figure 3 (b)) shows that the 1D-CNN model correctly labeled the pigments in most of the paints. For example, the paints dominated by a single pigment – azurite, lead tin yellow, gold, ochres, red lead, vermilion, green earth and red lake – were all correctly labeled.

For mixed pigments the 1D-CNN model provided both correct and some incorrect assignments. The 1D-CNN model correctly labeled pixels when the degree of saturation of a color varied over a fairly large range, for example the high and medium saturated blue robes. In both colors, the same primary pigment, azurite, was used but mixed with varying amounts of lead white. For the two areas where ultramarine and azurite were used together, the lighter portion of the dome directly above Mary and the lighter blue robe of the apostle in the bottom right, the 1D-CNN model
only correctly labeled the lighter portion above Mary, but not the very pale (unsaturated) robe. Interestingly, the light blue robe of the apostle at the bottom right of Figure 3 (d) identified a small feature represented by only a handful of spatial pixels as part of the “Red lake” pigment category (shown in pink in Figure 3 (d)), which at first glance, appears as though it might represent a miss-classification. However, after further visual investigation, this allocation was confirmed: in the areas classified as “Red lake,” reflectance spectra do indeed indicate that an organic red colorant may be present as a layer over the blue and lead white mixture to render the shadow folds in the robe.

The green paints of the robes proved the most challenging for the 1D-CNN model. The truth map as well as magnified examination of the painting shows a yellow green-base layer onto which a deeper green paint was layered, which helps define the three-dimensional shape of the green-robed figure at bottom center. The yellow-green base paint was found to be a mixture of lead tin yellow (type II), ultramarine, and likely a copper-containing green pigment (see supplemental Table S2) and the deeper green as a mixture of lead tin yellow with an unknown copper green. Neither of these mixtures is present in the training dataset, however visual inspection of the mean spectra of the yellow-green paints in the dataset indicate the best spectral match would be with lead tin yellow mixed with azurite, due to the weak reflectance maximum at $\sim 730$ nm.

There are two other small details where the 1D-CNN provided pigment labels which prompted further investigation. These are illustrated in Figure 4. The first concerns the left vertical portion of the red border. The top, right, and bottom part of the red outer border show a sharp inflection point at $564$ nm, indicative of red lead. The RIS spectrum of the left vertical border (as pointed out by the green bifurcated arrow in Figure 4a) shows a sharp inflection at $558$ nm consistent with red lead, although blue shifted, but it also shows a weak reflectance peak at approximately $740$ nm and rising reflectance starting at $850$ nm.

These results suggest the presence of a second pigment along the red outer border although assignment by RIS alone is not possible. The 1D-CNN model recognized a difference between the left edge and the other sides of the red outer border, although it labels the left edge as ochre, rather than red lead, azurite. Inspection of the copper (Cu) elemental distribution map obtained from XRF mapping shows that copper
is associated with the blue azurite inner border. On the border’s left edge, copper is present in a wider line than what is currently visible in the color image, and indicates azurite is present below the left portion of the red outer border. Visual inspection of the color image shows some blue paint is just visible at the top edge of the border (green arrow) (Figure 4(b)). Thus, while not correctly assigning the pigments (since this combination of red lead and azurite was not in the training dataset), the 1D-CNN model did assign the most logical pigment based on the RIS features, and correctly noted the distinction between this area and the remainder of the red lead border.

The second detail of interest is the shadowed side of the white square spire (Figure 4 (d,e,f)) which appears as a light gray blue in the color image and was labeled as “indigo” by the 1D-CNN model, shown in teal in detail in Figure 4 (d). This area appears to actually contain a small amount of a copper-containing pigment (likely azurite, since the area has a blue-gray cast), as suggested by the copper distribution obtained from XRF imaging (in Figure 4 (f)). This shadowed area was missed in the classification step for the truth model. Spectra from this area have an overall lower reflectance (by a factor of 2) and weak absorption features that suggest a small amount of earth pigment was additionally added to the white. Taken together, the RIS and XRF data suggests that the area may actually be a complex mixture of lead white, ochre, and trace amounts of azurite. This three-part mixture is not in the training set, so although the shadowed side of the spire was incorrectly ascribed to the indigo class, the 1D-CNN model distinguished a difference between this area and the rest of the white spire.

To further test the robustness of the 1D-CNN model a second painting, which comes from a Choir Book (Gradual) series painted by Lippo Vanni, *Saint Peter Enthroned*, c. 1345/1350, was analyzed. Vanni, while from Sienna rather than Florence, is likely to have been familiar with the painting techniques and pigments used by the Florentine artists who did the paintings for the *Laudario of Sant’Agnese.*

As in the case of the *Pentecost*, a pigment-labeled truth map was constructed from first creating classification maps based on RIS spectra (400 to 950 nm) using the ENVI-SHW algorithm and then by fusing results from point analysis methods in order to turn the classification maps into labeled pigment maps (see supplement Table S3 for details). The 1D-CNN model was applied to *Saint Peter Enthroned*
to determine the model's generalizability to a painting not in the *Laudario*, but which is expected to contain similar materials. The reference color image, truth and 1D-CNN composite maps along with the color-coded pigment labels are given in Figure 5. The data demonstrate that the paints dominated by a single pigment were correctly identified even when lead white was present. Specifically the areas containing azurite, lead white, vermilion, and red lake were all correctly labeled. The areas of gold leaf, and the areas of exposed bole where the gold leaf is gone, were also correctly identified as gold and ochre (the primary coloring material of the clay bole underneath the gold), respectively. The 1D-CNN model incorrectly labeled the yellow as lead tin yellow although the truth pigment map indicates that a yellow lake is present, however yellow lakes are not present in the training dataset. The truth map shows the dark modeling of the richly decorated red cloth over St. Peter’s throne was painted with vermilion while the lighter parts were painted with a mixture of vermilion and red lead. The 1D-CNN model correctly labeled the vermilion. However, the mixture was labeled as only containing red lead because these areas had sufficient red lead character to differentiate them from pure vermilion, since the mixture was not in the training set.

There are three sets of mixed pigments in *Saint Peter Enthroned*, two greens and an orange-red. As shown in the truth map, the green paints (Figure 5 (c)) are made from a yellow lake with azurite denoted with a lighter green, and with a yellow lake, azurite, and indigo for the cooler, darker green. The labeled pigments returned from the 1D-CNN model (Figure 5 (d)) returned two greens composed of a yellow mixed with a blue pigment and the model returned the correct blue pigment in both cases. However, since no mixture of a yellow lake with these two blue pigments existed in the training data, the model gave as the best match lead tin yellow mixed with the specific blue pigment. This is not surprising as the spectral shape is dominated by the blue pigment present. The labeled composite truth map shows that the red border contains a mixture of red lead and vermilion, just like the lighter red portion of the cloth over the throne. The 1D-CNN model correctly identified these two pigments individually in the border, identifying primarily red lead on the right side of the image, and vermilion on the far left. The model did not classify them as a mixture since there was no mixed red lead and vermilion class in the model. This result reinforces the notion that identification from the model can only be as exact
as the training data. As such, these results will always need to be presented with
some indication as to the limits of interpretability. However, as more paintings are
studied, the training set can be augmented to develop a more robust solution.

Discussion

The objective of this research was to determine if a data driven, rather than a
physics-based, solution to pigment labeling of reflectance spectra would be suffi-
cient. The motivation for testing this was not because physics-based solutions to
intimate mixing are not robust enough, but rather because obtaining the inform-
ation to implement the physics models are challenging due to the complexity of
paintings. Specifically, obtaining the optical properties of the pigments used, the
optical thickness of paint layers present and accounting for the possibility of glazes
over the paint layers pose difficulties. While destructive micro sampling can provide
such information, even well-studied paintings are sparsely sampled and no robust
non-invasive methods exist currently to obtain these parameters across the surface
of a painting. The data-driven solution explored here gets around this problem but
requires a large pigment labeled dataset, as all learning frameworks do.

The approach taken here is to constrain the size of the training dataset by de-
veloping them for specific artistic schools, which are often defined by a rough set
of pigments and subset of mixtures and more specific painting processes. That is,
only subsets of mixtures and layering are expected within these schools instead
of all possible combinations. Finally, rather than attempting to build a robust
training dataset by making contemporary paint-outs, the central idea is to utilize
well-characterized historic paintings to define a number of classes and encompass
the needed diversity, while simultaneously ensuring the use of historic pigments,
supports (such as parchment), and paintings grounds. This approach is inherently
attractive because it leverages the large amount of existing scientific data on par-
ticular paintings, suggesting that enough truth information is available to allow the
creation of appropriate training datasets for a number of artistic schools. Where
the predictions of labeled spectra break down using this approach, the dataset can
be refined, but the “failures” are likely new areas worthy of further study.

The limitations of this approach are twofold. First, it cannot be expected to work
well on all paintings, given that many exist at the boundaries between schools of
artistic practice. However, the understanding of a given artist or artistic school does
not require a rigorous understanding of each set of work in the school, but more often
the common elements between them and where they differ. The approach proposed
here, even with its limitations, is consistent with these goals. The second limitation
is that while a physics-based model can give concentrations of the pigments, the
data-driven approach to directly label pigments proposed here will not. Nor will the
proposed data-driven approach provide quantitative information about the mixtures
present nor find all the pigments present. Physics-based models are better suited
for these goals. However, in the conservation and art historical fields there has been
limited need for such detailed information, except for a small class of paintings where
the degradation over time has resulted in large imbalances in the color appearance
of specific pigments. In these cases, the focus is typically on getting quantitative
information for one or two specific pigments based on highly detailed studies, not of
the whole painting. For the vast majority of studies, then, the lack of quantitative
data is unlikely to be a hindrance to uptake of the method.

In this paper the proposed data-driven approach for the analysis of RIS image
cubes was applied to four well studied paintings from the same book, which could
be well-described by 25 pigment labeled classes, were sufficient to build the training
dataset for 14th century paintings found in illuminated books from the early Italian
Renaissance by artists in or near Florence. The trained 1D-CNN model was then
applied to a painting from the same book that contained the four paintings used for
training, as well as a painting from a different book and artist who worked outside of
Florence in Siena. Results were encouraging when compared with truth which was
obtained by labor intensive analysis by expert users. This makes it likely to become
a valuable addition to the workflow of museum-based scientists and conservators.

For both of the tested paintings, the 1D-CNN model correctly labeled all but one
of the classes in which a single pigment dominated the reflectance spectra. Of the 28
truth pigment allocations across both paintings (17 in the Pentecost and 11 in the
Saint Peter Enthroned), the 1D-CNN model correctly identified 19. However, of the
9 incorrectly classified pigments/mixtures, 7 were not part of the training dataset.
When these incorrect (but not surprising) classifications are discounted, the model
misclassified only 2 classes. These results point to a limitation of the 1D-CNN model,
as with most artificial intelligence models, that when a pigment is encountered for
which the model was not trained on, for example the yellow lake that was labeled as lead tin yellow, the model fails. The model handles well cases where pure pigments were mixed with varying amounts of lead white, and thus appears to be robust in situations when the saturation is varied, so long as these cases are in the training data. The model also handles the combination of ultramarine and azurite except for the case when the pigment concentration was low and the color very light. Between the two paintings there were four green paints made from mixtures. In each case, the 1D-CNN model labeled the greens partially correctly, owing to not having the right mixtures in the training data. Overall, the 1D-CNN model handled mixtures it was trained for well, and found matches that were spectrally reasonable for those it was not trained for. This illustrates both a benefit and risk. While the risk is clear (like all data-driven models, there is chance for model predictions to be wrong), the benefit is less obvious, but is particularly valuable in the field of art analysis. Fundamentally, incorrect assignments provide a place to start from to improve the training data. But it also provides an incentive for further research. In this work, the case where the model was wrong, such as assigning an ochre where red lead was expected in the red outer border, caused us to look more closely at this area, making close comparisons to other data and reexamining the painting itself, to find that the left edge of the border was painted over what was an “error” made by the artist while painting the inner azurite blue border. Hence such errors can be informative, particularly in cases where the examination of an object with RIS is the first step of several analysis methods. This is, indeed, the case in many cultural heritage studies.

Improving the training dataset is an iterative process and one that would improve the performance here. The challenge is to look at more complex mixtures and layers that arises from inherent variability of artists’ technique – including idiosyncratic mixtures and/or layering methods that one artist may apply – which may exclude the possibility of ever having a training set that can encompass all possible pigment mixtures. For example, the artists considered in this work employ different pigments and/or subtly different methods of painting flesh tones, depending on medium (e.g. painting on parchment vs. panel paintings), size, and/or moment in their artistic development; the extent to which this technique varies object-to-object and artist-to-artist continues to be a subject of study [40, 41]. The expected variation of flesh
tone painting techniques suggests that, even within a single artistic tradition, some natural variability may make some paint compositions more difficult to identify than others, directly linked to whether an example is present in the training data. As noted in the results section, three-component mixtures similarly find use, and the lack of them in the training data provided one limit to the overall accuracy of the 1D-CNN predictions. Therefore, adding more unique mixtures will undoubtedly improve the results of the model. For example adding examples of the fleshtones represented in the manuscripts studied here.

To extend the model beyond this artistic tradition, of course, will require additional extensions: for example, a similar model could reasonably be built to examine 19th or 20th century oil paintings, but would necessarily require a different training dataset, and be subject to the same challenges as demonstrated here for 14th century illuminated manuscript paintings.

Even without these extensions, however, the potential to rapidly classify pigments in a collection of works of art from the same painter (or painters from the same general era and style), based on a model trained on a few well characterized paintings, creates the opportunity for classification and analysis of an entire collection within a short period of time and with less need for a trained expert user to supervise the initial labeling process of an unknown painting. As such, the 1D-CNN model provides an excellent first-pass analysis to help guide the researcher, and/or identify areas deserving of more focused study by an expert user or which will require additional detailed analysis by other analytical techniques. An example of this kind of highlighting of areas of interest include the initially painted portion of the border, and the shading of the spires in the Pentecost from the Laudario. This application of a 1D-CNN model, therefore, is expected to help conservators and conservation scientists more rapidly evaluate the materiality of objects under their care, allowing more rapid decision-making with respect to treatment and preservation options, as well as identifying areas of ongoing interest or concern.

Materials and Methods

Reflectance Imaging Spectroscopy Data Collection

The RIS data used for creating the training dataset consisted of 209 spectral bands that ranged from the visible to near infrared (400 to 950 nm). The resulting image
cube (2 spatial and 1 spectral dimension) were calibrated to apparent reflectance by subtracting a dark image from the collected reflectance data in digital counts, and dividing it by the illumination irradiance. The spectral component of the reflectance spectrum at each pixel was used as input features (model input data) to the 1D-CNN model.

Network Architecture

The 1D-CNN consists of 4 hidden layers. The architecture is displayed in Figure 6. The input layer receives the initial data, which is the individual (labeled) spectra collected from the studied paintings. The first two hidden layers have two 1D convolutional layers with respectively 64 and 32 filters and kernel sizes of 5x5 and 3x3. This is followed by max pooling, where the hidden layers are down-sampled to reduce their dimensionality, keeping the maximum output of each second feature.

Two fully connected (dense) layers of sizes 100 and 25 form the last two hidden layers. Each hidden layer uses the rectified linear unit (ReLU) activation function $f(x) = \max(0, x)$, thus retaining only the positive part of its input. The final output activation function, Softmax, takes the output values and changes them to probabilities between 0 and 1 with $f(s)_i = \frac{e^{s_i}}{\sum_j e^{s_j}}$ where $s_i$ is the score inferred by the neural net for each class in $C$. For this study, $C = 25$.

The performance of the model was measured with categorical cross-entropy loss (log loss) function defined as $CE = -\sum_i^C t_i \log(s_i)$, where $t_i$ is the ground truth (label), and $s_i$ the scores of the model for each class. For the categorical cross-entropy loss calculation (compared to binary cross-entropy), each label was coded as a one-hot vector since the neural network requires the label to be numeric. A one-hot vector is a zero vector the length of the number of classes, with the class represented as a 1 at the specific label number.

The model was trained with batch sizes of 50, and evaluated on a validation set of 10% of the training data. The training started with a learning rate of 0.01, which was decreased if after 4 epochs (cycle through full training dataset) the validation loss did not decrease. The model used the stochastic gradient descent optimizer to minimize the loss function. The neural network was coded in Python using TensorFlow’s Keras library [42].
Performance Evaluation Calculation

The 1D-CNN model accuracy was measured using the individual per-class results from 10-fold cross validation. Thus the overall accuracy of the model was calculated by averaging the mean-per-class results for each of the 10 cross-validation results. The mean-per-class accuracy measure is used when there are unbalanced sets (classes with different volumes of data).

Three additional classification methods were tested to compare the 1D-CNN model with alternative models commonly used for such datasets, namely 1) a Multilayer Perceptron (MLP) [43], 2) Support Vector Machine with radial basis kernel (SVM) [44], and 3) Spectral Angle Mapper (SAM) to assign the class with the smallest angle between the spectral library and each spectrum in the image. The 1D-CNN outperformed the others by 1.3% (MLP), 2.1% (SAM), and 6.4% (SVM) mean per-class accuracy respectively.

Point-based Fiber Optic Reflectance Spectroscopy

FORS spectra were collected in a non-contact configuration using an ASD Field Spec3 (Malvern Panalytical) which is sensitive from 350–2500 nm. The collection fiber is oriented at approximately 90 degrees to the painting surface, resulting in a collection spot size approximately 3 mm in diameter, and the illumination source is held approximately 10 cm from the surface at a 45 degree angle. The total acquisition time was less than 6 seconds per spot. The light level was approximately 5000 lux.

Scanning XRF spectroscopy

Scanning MA-XRF spectroscopy is a non-contact chemical imaging technique which captures information about the elemental composition of a two-dimensional area. In many cases, the pigments, metals, and other materials present in a work of art can be inferred from the elemental composition. Since the technique is X-ray-based, the elemental distributions often captures both surface and sub-surface information simultaneously. In MA-XRF-derived element distribution maps, brighter areas represent higher signal from an element. In this study, scanning XRF spectroscopy was done at the Getty Conservation Institute (GCI) using a Bruker M6 Jetstream (Rh tube, operated at 50 kV/400 µA, 450 µm spot size, 440 µm sampling and a dwell time of 18 ms/pixel). A corrected excitation spectrum of the instrument was mea-
sured by Timo Wolff and data processing utilized the PyMCA and DataMuncher software suites.[45, 4, 46] The total area scanned on the Pentecost (not shown) was 316×404 mm; details shown in Figure 4 show spatial subsets of this scan, with histograms stretched to emphasize weak features.
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**Figures**

**Figure 1** Workflow for the creation, validation and testing of the trained 1D-CNN model.

**Figure 2** Example of building the training datasets. (a) Regions of interest selected in the *The Nativity with the Annunciation to the Shepherds*, Master of the Dominican Effigies, c. 1340, National Gallery of Art Miniatures 1975, no. 7, Rosenwald Collection. (b) The spectra of the brown ochre class collected from all four paintings showing the spectral variability. The black dotted line is the average spectrum for brown ochre.
Figure 3 Comparison of pigment labeled maps. (a) Color image of Master of the Dominican Effigies, *Pentecost*, about 1340, The J. Paul Getty Museum, Los Angeles, Ms. 80, verso. Digital image courtesy of the Getty’s Open Content Program. (b) Table of pigment labels for the truth map (refer to supplemental Table S2) and the 1D-CNN map. (c) Truth pigment map. (d) 1D-CNN map.

Figure 4 Two details from the *Pentecost*. (a) The top left border of 1D-CNN map and the corresponding (b) color image and (c) XRF copper distribution map. (d) The white spire in the 1D-CNN map and the corresponding (e) color image and (f) XRF copper distribution map.
Figure 5 Comparison of pigment labeled maps. (a) Color image of Lippo Vanni, *Saint Peter Enthroned*, 1345/1350, National Gallery of Art, Rosenwald Collection, Washington. (b) Table of pigment labels for the truth map (refer to supplemental Table S3) and the 1D-CNN map. (c) Truth pigment map. (d) 1D-CNN map.

Figure 6 The network architecture of the 1D-CNN model.
Figure S1 The four paintings from the Laudario used to create the training dataset for the 1D-CNN model. (a) The Nativity with the Annunciation to the Shepherds, Master of the Dominican Effigies, c. 1340, miniature on vellum, National Gallery of Art, Washington, D.C., Rosenwald Collection, 1949.5.87, (b) The Ascension of Christ, Pacino di Bonaguida, about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80a (2005.26), verso, (c) The Martyrdom of Saint Lawrence, Pacino di Bonaguida, about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80b (2006.13), verso (d) Christ and the Virgin Enthroned with Forty Saints, Master of the Dominican Effigies, c.1340, miniature on vellum, National Gallery of Art, Washington, D.C., Rosenwald Collection, 1959.16.2. Digital images of (b) and (c) courtesy of the Getty’s Open Content Program.
| Pigment Labels                  | Accuracy (%) | Total class size |
|--------------------------------|--------------|------------------|
| Azurite                        | 100          | 2047             |
| Azurite, white                 | 100          | 260              |
| Black                          | 95           | 94               |
| Black, white                   | 94           | 130              |
| Dark Ochre Black               | 100          | 343              |
| Gold                           | 100          | 37               |
| Green earth                    | 100          | 40               |
| Hair                           | 99           | 166              |
| Indigo                         | 96           | 55               |
| Indigo, white                  | 100          | 66               |
| Lead tin yellow, indigo        | 100          | 1208             |
| Lead tin yellow                | 100          | 978              |
| Lead tin yellow, azurite       | 100          | 3495             |
| Ochre black                    | 100          | 234              |
| Ochre brown                    | 98           | 801              |
| Ochre orange                   | 98           | 731              |
| Ochre yellow                   | 89           | 43               |
| Red lead                       | 100          | 1030             |
| Ultramarine                    | 100          | 1324             |
| Ultramarine, Azurite           | 100          | 982              |
| Ultramarine, lead tin yellow, azurite | 100  | 48               |
| Vermilion                      | 98           | 152              |
| White                          | 100          | 769              |
| Parchment                      | 100          | 1054             |
| Red lake                       | 100          | 596              |
| **Average accuracy**           | **98.7**     | **16683**        |

*Table S1* Summary of per class accuracy for the 1D-CNN model. The 25 pigment/mixture classes and their total class size is given along with the per class accuracy using 10-fold cross validation.
Figure S2 The average reflectance spectra for each of the pigment labeled classes in the training dataset used for the 1D-CNN model.

Figure S3 The pigment labeled map created by using a lower threshold (0.85) in the 1D-CNN model.
Table S2 Summary of analyses, the Pentecost. Note that the RIS features listed are those identified by an expert user following manual data exploration. When available, fiber optic reflectance spectroscopy (FORS) and Raman analysis may provide additional information about the total chemical composition of each area. However, not all pigments identified are discernible in the RIS data cube on which the 1D-CNN is applied. Therefore, a simplified “pigment class” column notes the materials that should be identified in the paint by this technique.
Table S3 Summary of analyses, *Saint Peter Enthroned*. Note that the RIS features listed are those identified by an expert user following manual data exploration. When available, fiber optic reflectance spectroscopy (FORS) analysis may provide additional information about the total chemical composition of each area. However, not all pigments identified are discernible in the RIS data cube on which the 1D-CNN is applied. Therefore, a simplified “pigment class” column notes the materials that should be identified in the paint by this technique.

| Visible paint color | RIS endmember color | RIS endmember features (manual work-up)† | FORS features | XUV (point and/or scanning modalities)§ | Overall paint composition | Pigment class (likely to be observable in RIS datacube) |
|---------------------|---------------------|-----------------------------------------|---------------|----------------------------------------|---------------------------|-----------------------------------------------|
| blue                |                      | 467-476 nm (light 457 nm) abs 640 nm, S increases at 840 nm | R⁰ 467 nm, abs 1497, 2289, 2352 nm | Cu, Pb (Hg, Fe, Cu) | Azurite, lead white, (from nearby: vermillion) iron earth | Azurite                          |
| white               |                     | broad increasing reflectance 400 to 950 nm | broad increasing reflectance 850 to 1200 nm; weak abs at 1445 nm compared to yel lom sile | Pb | Lead white | white |
| yellow              |                     | 1st derivative: R⁰, 488 nm, FWHM ~120 nm | R⁰, 486 with sh. 538 (FWHM 160 asym.) (yellow), abs. 2310 (lipid?) | Pb, Hg (Fe, Cu) | Lead white, yellow lake (vermilion from muscle line reverse side) | yellow lake, white |
| red/orange          |                     | 1st derivative: R⁰, 574-580, FWHM ~60 nm | 1st derivative, broad with peaks at ~364 and 589 nm, FWHM 66 nm | Hg, Pb | Vermilion, red lead | Vermillion, red lead |
| green               |                     | R⁰ ~517-527 nm, abs broad 640 nm, shallow abs 740 nm | R⁰, 513 (green color), R⁰, 480 (yellow), abs. 647 with R⁰, 703 (indigo?); broad abs. 600-900 with R⁰, 595 & abs. 1497, 2284, 2352 (azurite) | Cu, Pb | azurite, organic yellow pigment | azurite, yellow lake |
| dark green          |                     | R⁰ ~510 to 518 abs broad 660 nm, R⁰, 705 nm | R⁰, 513 (green color), R⁰, 480 (yellow), abs. 657 with R⁰, 710 (indigo?); broad abs. 600-900 with R⁰, 556 & abs. 1496, 2285, 2352 (azurite) | Cu, Pb | indigo, ultramarine (I lean toward indigo), azurite, organic yellow pigment | indigo, yellow lake, azurite |
| red                 |                     | 1st derivative: R⁰, 602 nm, FWHM 45 nm | R⁰, 600 nm, FWHM 42 nm | -- | vermilion | vermilion |
| purple              |                     | 1st derivative 598 nm, FWHM 82 nm, asym | absor. 555 with R⁰, 597 (FWHM 82 asym.) (red lake), abs. 1490 (lead white) | Ca, S (Si, K, Fe, Cu, Pb) | Red lake, purple lake, azurite, iron earth, lead white | red lake, white |
| dark green          |                     | 1st derivative R⁰, 723 or 707 nm FWHM 46 or 56 nm | absor. 555 with R⁰, 592 (FWHM 56 asym.) (red lake), abs. 1495 (lead white) | -- | -- | indigo |
| light pink          |                     | 1st derivative 590-592.5 nm, FWHM 58 nm, asym | absor. 555 with R⁰, 590 (FWHM 58 asym.) (red lake), abs. 1449 (lead white) | Pb, (Hg, Cu, Ca, Fe) | Red lake, white | red lake, white |
| gold                |                     | 1st derivative R⁰, 514 nm, FWHM ~70 nm | R⁰, 533 (FWHM 105 asym.) | Au, Ca, Fe, Hg (Cu) | Gold, bole, vermilion | gold leaf |
|                     |                     | 1st derivative R⁰, 530 nm, FWHM ~50 nm | R⁰, 533 (FWHM 105 asym.) | S, Sn, Fe, Cu, Zn, Pb (S), Ca | Mosaic Gold with lead white decorations | mosaic gold |

† R⁰ = inflection point, reflection spectrum; Rₘₙ = local reflection maximum; refl = reflection; abs = absorption
§ Bold indicates major species, normal text indicates minor species; italics indicate trace amounts; parenthesis indicates likely from nearby or reverse rather than primary paint color;
Relative amounts are estimated as a guide based on peak intensity only.