Universal quantum algorithmic cooling on a quantum computer
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Quantum cooling, a deterministic process that drives any state to the lowest eigenstate, has been widely used from studying ground state properties of chemistry and condensed matter quantum physics to general optimization problems. However, the cooling procedure is non-unitary, making its practical realization on a quantum computer a non-trivial task. Here, we propose universal quantum cooling algorithms with small resource costs. By utilizing a dual-phase representation of decaying functions, we show how to universally and deterministically realize a general cooling procedure with shallow quantum circuits. We demonstrate its applications in cooling an arbitrary input state with known ground state energy, corresponding to satisfactory, linear algebra tasks, and quantum state compiling tasks, and preparing eigenstates with unknown eigenenergies, corresponding to quantum many-body problems. Compared to quantum phase estimation, our method uses only one ancillary qubit, showing exponential improvement of the circuit complexity with respect to the final state infidelity while maintaining the Heisenberg limit of the eigenenergy estimation with proper cooling functions. We numerically benchmark the algorithms for the 8-qubit Heisenberg model and verify its feasibility for accurately finding eigenenergies and obtaining eigenstate measurements. Our work paves the way for efficient and universal quantum algorithmic cooling with near-term and universal fault-tolerant quantum devices.

Introduction.— Many tasks, whether finding ground states [1, 2], studying low temperature physics [3, 4], solving optimization problems [5, 6], or even simulating quantum dynamics [7], can be abstracted as a cooling problem. Among the various task-specific classical algorithms — such as perturbation theories [8], variational approaches [9, 10], self-consistent embedding methods [11, 12], machine learning [13, 14], etc — imaginary time evolution [15] defines a natural and universal cooling procedure. Consider a Hamiltonian \( H \), the imaginary time evolution \( e^{-\tau H} \) with a real-valued time \( \tau \) monotonically lower down the average energy and deterministically drives an arbitrary pure state to the lowest eigenstate that has a nonzero overlap. Despite being mathematically universal, realizing imaginary time evolution for an arbitrary Hamiltonian is by no means an easy problem. The notorious sign problem [16] in Monte Carlo implementation of imaginary time evolution has limited its usage for solving general strongly correlated problems [17, 18].

Can we realize a cooling procedure more efficiently on a quantum computer? The answer is yes! The most prominent algorithm is quantum phase estimation [19, 20], which efficiently projects an arbitrary input quantum state to an eigenstate of the Hamiltonian, given the input state has a nonvanishing overlap with the target eigenstate. However, quantum phase estimation generally requires a deep circuit that is only realizable with a universal quantum computer [21, 22]. With near-term noisy intermediate-scale quantum devices, variational approaches have been developed to emulate the imaginary time evolution with fixed or adaptive parametrized quantum circuits [23–27]. Nevertheless, whether such circuits exist or how to efficiently find them still remains unclear [28–30]. Several recent works have indicated the possibility of more efficient cooling algorithms [31–34], whereas they still assume the usage of many ancillary qubits or unconventional computational models.

Here, we propose a new paradigm for simulating general quantum cooling procedures on a quantum computer. For a general decaying function \( g(h) \), such as \( g = e^{-|h|} \) or \( g = e^{-h^2} \), we show how to realize a cooling procedure \( g(\tau H) \) for Hamiltonian \( H \) using solely real-time evolution and proper classical post-processing. The algorithm essentially implements general non-Hermitian dynamics, and it can efficiently find energy spectra and corresponding eigenstates, for any initial states that have nonvanishing overlaps with the target state. Compared to quantum phase estimation, our method only needs an exponentially shallower circuit with only one ancillary qubit and maintains the Heisenberg limit of the eigenenergy estimations when using proper cooling functions. Compared to variational approaches, our algorithm works deterministically without any assumption on parametrized circuits.

Quantum algorithmic cooling.— We start with a real-valued function \( g(h) \) satisfying strictly non-increasing absolute value, \( |g(h′)| < |g(h)| \), \( \forall h′ > h > 0 \) or \( h′ < h < 0 \) [35], and vanishing asymptotic value, \( \lim_{\tau \to \infty} |g(\tau h)|/g(\tau h)| = 0 \), \( \forall h′ > h > 0 \) or \( h′ < h < 0 \) or
Consider a positive Hamiltonian $H = \sum_i E_i |u_i\rangle \langle u_i|$ with eigenstates $\{ |u_i\rangle \}$ and eigenenergies $E_i \geq 0$ [36], it defines a cooling procedure $g(\tau H)$ with Hamiltonian $H$ and real-valued time $\tau$ for an arbitrary input state $|\psi_0\rangle = \sum_i c_i |u_i\rangle$ as

$$\langle \psi(\tau) \rangle = \frac{g(\tau H) |\psi_0\rangle}{\|g(\tau H) |\psi_0\rangle\|} = \sum_i p_i g(\tau E_i)^2 c_i |u_i\rangle,$$

where $p_i = |c_i|^2$. Since for larger eigenenergies the function $g(\tau E_i)$ decreases faster with $\tau$, the amplitudes of the normalized state $\langle \psi(\tau) \rangle$ concentrate to lower eigenstates, and the evolved state asymptotically approximates the lowest eigenstate $|u_0\rangle$ with nonzero $c_i$ for sufficiently large $\tau$.

To realize the cooling function $g(h)$ with valid Fourier transforms, we consider the dual form of $g(h)$ via its Fourier transform $g(h) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) e^{ixh} dx$, with the inverse transform $f(x) = \int_{-\infty}^{\infty} g(h) e^{-ixh} dh$. Given the norm of $f(x)$ defined as $\|f\| = \int_{-\infty}^{\infty} |f(x)| dx$, we consider the normalized function $p(x) = |f(x)| / \|f\|$ and we have

$$g(h) = c \int_{-\infty}^{\infty} e^{ihx} p(x) e^{ixh} dx,$$

where $c = \|f\| / 2\pi$ and $e^{ihx} = f(x) / |f(x)|$. The function $g(h)$ is realizable if the following conditions hold.

$C1$: The normalization $\|f\|$ or $c$ is finite.

$C2$: $|1 - \int_{-L(c)}^{L(c)} p(x) dx| \leq \epsilon, \forall \epsilon \geq 0, \exists L(c) = O(\text{poly}(\frac{1}{\epsilon})).$

The first condition implies a finite norm of $\|f\|$ and the second condition implies that a finite frequency in $[-L(c), L(c)]$ is sufficient for approximating the normalized function $g(h)/c$, i.e., $|g(h)/c - \int_{-L(c)}^{L(c)} p(x) e^{ihx} dx| \leq \epsilon$. In Table I, we give several examples of $g(h)$. Since our examples have zero phase, for a simpler presentation, we set the phase terms to be 0 in the following discussion. Although, our following discussion naturally generalizes to the case with nonzero phases. The detailed analysis of the cooling functions is given in Supplementary Materials.

With the normalized dual phase representation $p(x)$ of $g(h)$, the cooling procedure of Eq. (1) becomes

$$\langle \psi(\tau) \rangle \propto \int_{-\infty}^{\infty} dp(x) |\phi(x\tau)\rangle,$$

which is now a superposition of real-time evolved states $|\phi(x\tau)\rangle = e^{ixH\tau} |\psi_0\rangle$ with amplitudes $dp(x) = p(x) dx$.

The linear-combination-of-unitary algorithm [33, 37, 38] could be exploited to create the superposition. However, creating such continuous-variable states is challenging with a digital quantum computer. Here, we propose an experimentally more feasible and efficient way to effectively realize the superposition.

| Type | $g(h)$ | $f(x)$ | $C1$ | $C2$
|------|--------|--------|------|------|
| Rectangular | $\eta(|h| \leq 1/2)$ | $\sin(x/2\pi)$ | $\infty$ | $\infty$
| Triangle | $(1 - |h|/|h| \leq 1)$ | $\sin^2(x/2\pi)$ | $2\pi$ | $6/\epsilon$
| Exponential | $e^{-|x|}$ | $\frac{2}{\pi e} + x$ | $1$ | $2/\epsilon$
| Gaussian | $e^{-h^2}$ | $\sqrt{\pi e}e^{-x^2/4}$ | $1$ | $2\sqrt{\ln(1/\epsilon)}$
| Hyperbolic | sech($h$) | $\pi \text{sech}(\pi x/2)$ | $\frac{2}{\pi \ln(1/\epsilon)}$

Instead of preparing the quantum state of Eq. (3), we focus on the goal to obtain observable arbitrary expectation values. Specifically, we aim to measure any observable $O$ of the evolved state $|\psi(\tau)\rangle$, i.e.,

$$\langle O \rangle_{\psi(\tau)} = \langle \psi(\tau) | O | \psi(\tau) \rangle = \frac{N_{\tau}(O)}{D_{\tau}},$$

where $N_{\tau}(O) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dp(x, x') \langle \phi(x\tau') | O | \phi(x\tau) \rangle$ and $D_{\tau} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dp(x, x') \langle \phi(x\tau') | \phi(x\tau) \rangle$ with $dp(x, x') = p(x) p(x') dx dx'$. Here $D_{\tau}$ can be simplified as $D_{\tau} = \int_{-\infty}^{\infty} dp(y) \langle \psi_0 | e^{i\tau H} | \psi_0 \rangle$ with $dp(y) = \tilde{p}(y) dy$. Since $N_{\tau}(O)$ is real, we can efficiently obtain it by sampling the distribution $dp(x, x')$ and then estimating the mean value $E_{x, x'} \langle \phi(x\tau') | O | \phi(x\tau) \rangle$, where each term is realizable on a quantum computer with the Hadamard test circuit [39].

Applications.—Here, we consider applications of quantum algorithmic cooling for quantum systems with known and unknown eigenenergies. The detailed algorithms can be found in Supplementary Materials.

First, we consider Hamiltonians $H$ with a known ground state energy $E_0 \geq 0$, corresponding to satisfactory problems [5, 6], linear algebra tasks [40–42], quantum state compiling [43–46], quantum error correction [47, 48], etc. For an initial state $|\psi_0\rangle = \sum_i c_i |u_i\rangle$ with a nonvanishing $p_0 = |\alpha_0|^2$, we can obtain the average of any observable of a well approximated the ground state $|\psi_0\rangle$ according to Eq. (4). However, when $E_0 > 0$, the denominator $D_{\tau} = \langle \psi_0 | g(\tau H) | \psi_0 \rangle / c^2$, may decrease exponentially with $\tau$, where $c = (2\pi/\|f\|)^{1/2}$ is
the exponential decay is to shift the Hamiltonian by $-E_0$, so that the shifted ground state energy is 0, and for large $\tau$, the denominator $D_\tau$ scales as $p_\tau$. Furthermore, it is not hard to see that for the valid cooling functions considered in Table I, the algorithm works for any eigenstate $|\epsilon_i\rangle$ with known eigenenergy $E_i$, by shifting the Hamiltonian by $-E_i$. The algorithm is efficient as long as the probability $p_\tau$ is not too small.

For the second task, we consider problems with unknown (inaccurate) eigenenergy, such as chemistry or condensed matter problems [50–53]. Starting with a known (inaccurate) eigenenergy, such as chemistry or condensed matter problems [50–53]. Starting with a guess $E$ of an eigenenergy (for instance, obtained from classical methods), we shift the Hamiltonian by $-E$ and estimate the denominator $D_\tau(\psi,\psi)$ as $D_\tau(\psi,\psi) = \langle \psi|g((H - E)\tau)^2|\psi\rangle/c^2$. Note that $D_\tau(\psi,\psi)$ is locally maximized to $p_\tau/c^2$ when $E = E_i$ is an eigenenergy of $H$, otherwise it exponentially decays with $\tau$. Then we can scan the denominator $D_\tau(\psi,\psi)$ with different trial energy $E$ and find the eigenenergies of $H$ via the peaks of $D_\tau(\psi,\psi)$. Furthermore, the denominator $D_\tau(\psi,\psi)$ is

$$D_\tau(\psi,\psi) = \int_{-\infty}^{\infty} d\tilde{p}(y)e^{-i\tau E}\langle \psi|e^{iy\tau H} |\psi\rangle,$$

where $\langle \psi|e^{iy\tau H} |\psi\rangle$ is obtained from quantum computers, and the information of $E$ and the distribution $d\tilde{p}(y)$ only appears as the coefficient. Therefore $D_\tau(\psi,\psi)$ with different $E$ could be obtained from different classical post-processing of the same measurement outcome $\langle \psi|e^{iy\tau H} |\psi\rangle$, making the sample-efficiency of the algorithm independent of the value and the number of trial energies $E$. Due to the local monotonic feature of $g$, there also exist efficient classical algorithms, such as binary search algorithms, to find the peaks.

In the above discussion, we have assumed a ‘good’ initial state that has a nonvanishing overlap with the target state, an assumption usually adopted in quantum phase estimation [54] or other non-variational ground-state preparation algorithms [31, 55, 56]. Although this assumption is hard to promise for arbitrary problems, it is reasonable in many practical scenarios. For example, we could just use a classical approximated solution [9, 10], such as the Hartree-Fock state or a tensor network solution, or we can apply adiabatic state preparation to enhance the state overlap [1, 2, 57].

Besides, one can use shallow parametrized quantum circuits and apply variational optimization to search for an approximated solution [58–60]. Integrating these approximation algorithms with our quantum algorithmic cooling, it provides an efficient way to study eigenstates and eigenenergies of many-body quantum systems.

**Error and resource estimation.**—When applying the cooling algorithm in practice, we have to take the error caused by finite circuit depth and finite sampling number into consideration. There are three dominant factors limiting the precision of our estimation — the finite imaginary time $\tau$, the cutoff $x_m$ of the integration, and the finite sampling number $N_M$ during the experiment. We summarize how those factors affect observable and eigenenergy estimation and refer to Supplementary Materials for details.

First, we consider the error of observable estimation with a known target eigenenergy. Denote the ideal (estimated) measurements with infinite (finite) $\tau$, $x_m$, and $N_M$ as $\langle O \rangle_i^{(\tau)}$ and $\langle O \rangle_i^{(\tau, x_m)}$, respectively. The effect of the three factors on observable estimation is given as follows.

**Theorem 1** (Accuracy of the observable estimation). Given constant $K > 0$, error $\varepsilon \in (0, 1)$, finite imaginary time $\tau \geq g^{-1}(\varepsilon p_j/6)/\Delta$, normalized cutoff time $x_m \geq \sqrt{2L}(\varepsilon p_j/12)$, and sample number $N_M \geq K/(\varepsilon p_j/6)^2$, the error between the expectation value estimation $\langle O \rangle_i^{(\tau, x_m)}$ and the ideal expectation value $\langle O \rangle_i^{(\tau)}$ is bounded by $|\langle O \rangle_i^{(\tau, x_m)} - \langle O \rangle_i^{(\tau)}| \leq \varepsilon|\langle O \rangle_i|$, with a failure probability of $\delta = 4\exp(-K/8)$. Here $|\langle O \rangle_i| = \sum_o |o|$, where $\{o\}$ are the Pauli coefficients $O = \sum_o o_1 P_1$, $\Delta = \min(|E_{j-1} - E_j|, |E_{j+1} - E_j|)$, and $p_j$ is the overlap with the target eigenstate.

**Theorem 4** states that the asymptotic time complexity of the cooling algorithm is determined by $g^{-1}(\varepsilon)L(\varepsilon)$ of the cooling function. The valid cooling functions in Table I all satisfy $g^{-1}(\varepsilon) = O(\log(1/\varepsilon))$. Therefore, we can choose $\tau$ to be $O(\log(1/(p_j\varepsilon)))$, which is logarithmic to the inverse state overlap $1/p_j$ and inverse error $1/\varepsilon$, and linear to the inverse gap $\Delta^{-1}$. For the cutoff $x_m$, we have shown that for the triangle and exponential cooling functions, we have $L(\varepsilon) = O(\text{poly}(1/\varepsilon))$, and for the Gaussian and secant hyperbolic cooling functions, we can achieve even better results $O(\sqrt{\log(1/\varepsilon)})$ or $L(\varepsilon) = O(\log(1/\varepsilon))$. Take the Gaussian function as an example, we have $x_m = O(\log(1/(\varepsilon p_j)))$. Note that the maximum real-time evolution is given by $t_m = \tau x_m$. As a result, we have the following result.

**Proposition 1.** The time (circuit) $t_m$ and sample $N_M$ complexity for the Gaussian cooling function is

$$t_m \sim O(\Delta^{-1} \log(1/(\varepsilon p_j))),$$

$$N_M \sim O(1/(\varepsilon p_j^2)).$$

The time or circuit complexity is logarithmic to $1/(p_j\varepsilon)$, which is exponentially better than that of quantum phase estimation or adiabatic state preparation, which is generally polynomial to $1/(p_j\varepsilon)$. The sample complexity is slightly worse than that of quantum phase estimation, which is $O(1/(p_j^2\varepsilon^2))$.

Next, we consider the error of eigenenergy estimation.

**Theorem 2** (Accuracy of the eigenenergy estimation). Given constant $K > 0$, error $\varepsilon \in (0, 1)$,
finite imaginary time \( \tau \geq 1/\kappa \), normalized cutoff time \( x_m \geq \sqrt{2L} ((1 - g(1)) p_j /4) \), and sample number \( N_M \geq 2 K p_j^{-1} (1 - g(1)) \), the error between the estimated eigenenergy \( \hat{E}_j \) and the ideal eigenenergy \( E_j \) is \( |\hat{E}_j - E_j| \leq \kappa \), with a failure probability of \( 2\delta = 4 \exp (-K/8) \).

Note that since only the imaginary time \( \tau \) depends on the inverse accuracy \( 1/\kappa \), the total cost \( \tau \cdot x_m \cdot N_M \) (circuit complexity \( \times \) sample complexity) also scales as \( 1/\kappa \), indicating Heisenberg’s limit for eigenenergy estimation, similar to a former result by Lin and Tong [61]. We refer to Table I and Table II in [39] for the complexity comparison in the eigenenergy estimation and observable estimation, respectively.

**Numerical test.**—Here we show numerical implementation of the algorithmic cooling method for the anisotropic Heisenberg Hamiltonian, 
\[
H = J \sum_i (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + 2 \sigma_i^z \sigma_{i+1}^z) + h \sum_i \sigma_i^z,
\]
where \( J = 1 \) is the exchange coupling, \( \sigma_i^\alpha (\alpha = x, y, z) \) is the Pauli operator on the \( i \)th site, \( h = 1 \) is strength of a uniform magnetic field in the \( z \) direction, and we impose periodic boundary condition. We consider the initial state in the computation basis as \( |01010101\rangle \), which is close to the ground state and has nonzero overlap with a relatively small number of low-energy eigenstates. We first consider determining energy spectra by searching for the peaks of \( D_\tau(E) \) with the Gaussian cooling function. Using a finite imaginary time \( \tau = 1.7 \) and cutoff \( x_m = 4.4 \) according to \( \tau, x_m \propto \sqrt{2\log(1/\epsilon)} \) with error \( \epsilon \), and \( 10^5 \) number of samples for the integral, we show the energy spectra in Fig. 1. The maximum error introduced is below 0.01, which aligns with our error analysis. We further show the searching process with different time \( \tau \) in Ref. [39].

Next, we show the error dependence of the eigenstate preparation with a special focus on the time or circuit complexity. Suppose we aim to find the second eigenstate \( |u_2\rangle \), which has the largest overlap with the initial state. Given the associated eigenenergy \( E_2 \) found by the above method, we now analyze the error introduced from finite imaginary time and cutoff. Here, we focus on the state infidelity of the normalized state after cooling and the target ideal eigenstate, which can be expressed as \( \epsilon = 1 - \langle O \rangle_\tau \) with \( O = |u_2\rangle \langle u_2| \). We show the error dependence on the imaginary time \( \tau \) and the maximal total evolution time \( t_m = \tau x_m \) with Gaussian and exponential cooling functions in Fig. 2(a1-a2) and (b1-b2), respectively. We plot the theoretical upper bound of the infidelity in the dashed line in the figures (assuming finite \( \tau \), infinite \( x_m \), and infinite samples \( N_M \) and realistic infidelity with a constant resources using dots. In Fig 2(a1) and (b1), we consider finite \( \tau \) and \( x_m \) with \( 10^5 \) samples for calculating the integral, but ignore measurement errors. We see the exponential scaling with respect to the total evolution time \( t_m \) for the Gaussian cooling function, while it asymptotically becomes \( 1/\epsilon \) for the exponential cooling function. In Fig 2(a2) and (b2), we further consider single-shot measurement outcomes again with a total of \( 10^5 \) samples and show the error.

**FIG. 1.** Energy spectra search of the 8-site anisotropic Heisenberg model using the Gaussian cooling function. The solid line shows the denominator of \( D_\tau \) with \( \tau = 1.7 \) and cutoff \( x_m = 4.4 \). The dashed line shows the exact eigenenergy of the Heisenberg model. The figure inset shows the error of \( D_\tau \) with respect to that under the exact cooling. We set \( N_s = 10^5 \) in the Monte Carlo sampling of the integral, and we use the expectation value for each sample that ignores measurement shot noise.

**FIG. 2.** Error dependence of the total evolution time with (a1-a2) Gaussian and (b1-b2) exponential cooling functions. In (a1) and (b1), we adjust both the imaginary time \( \tau \) and the cutoff \( x_m \), and study the infidelity versus maximal total time \( t_m = \tau x_m \). We ignore the measurement shot noise in (a1, b1). In (a2) and (b2), we further consider measurement shot noise, which introduces more instability of the infidelity. Nevertheless, we still observe the exponential and linear inverse decay of the infidelity for the Gaussian and exponential functions, respectively. The errorbar is the standard deviation of \( D_\tau \) error over 10 independent repetitions of the entire setup. We use \( 10^5 \) samples in the Monte Carlo sampling of the integral. Dashed line: theoretical upper bound of the infidelity assuming infinite sample; Dots with error bar: realistic infidelity with a constant number of samples.
dependence accordingly.

**Conclusion & Discussion.**—We propose a universal and economic quantum algorithm to implement general cooling procedures. The algorithm is applicable to estimate eigenenergies and prepare eigenstates of problems with known and unknown eigenenergies when the overlap with the initial state is nonvanishing. In practice, we can use adiabatic state preparation or variational quantum eigensolver to prepare a good initial state. Our method is more competitive to quantum phase estimation or bare variational algorithms when the circuit depth and qubits are limited.

Another potential application is to study system properties under the finite-temperature condition. Given the ability of implementing general cooling function or preparing eigenstates, one may combine existing technique, such as Metropolis sampling [32], to effectively prepare thermal states and study finite-temperature physics. Besides, the algorithm may also help realize a general Markovian quantum process, which is described by a non-Hermitian Hamiltonian [62]. We can decompose the Hamiltonian to the real and imaginary part, and further expand the imaginary part using Fourier transform. In this way, we could simulate a general non-Hermitian dynamic process.

In this work, we mainly explore the power of continuous Fourier transform in Eq. (2) to construct the cooling function $g(h)$. We remark that the Fourier transform is a universal tool to construct any non-unitary process else than cooling. For example, one can create a “two-peak” cooling function to prepare a cat-like state, i.e., the superposition of two remote eigenstates. Meanwhile, we can explore different linear transforms of continuous or discrete functions, such as discrete Fourier transform and continuous wavelet transform, to study their possible usage in realizing even more general non-unitary processes. Several related recent ideas include Refs. [31–34, 61]. Comparison and combination of these ideas are also an interesting future work.
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*Note added.*—Recently, we became aware of a relevant work by Huo and Li [63], who considered a specific cooling function using the Fourier transform of the Lorentz-Gaussian function. They studied its application for realizing imaginary time evolution and discussed its combination with error mitigation for implementation with near-term quantum devices.
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I. RELATED WORKS

In this section, we review the related ground-state preparation and eigenstate preparation works and compare their performances.

Variational quantum eigensolver is a major type of the ground-state preparation method [64, 65]. In the variational methods, people try to search the ground state of a Hamiltonian in a pre-determined ansatz, usually characterized by parametric quantum circuits. They then adjust and optimize the parameters in the quantum circuit based on the measured value of energy. The quantum approximate optimization algorithm [5] is another type of variational methods aiming to solve the combinatorial optimization problems based on an variational evolution combined with adiabatic evolution. The variational methods are suitable for the near-term quantum computers, since it usually requires no ancillary qubit and shallow circuits. The weakness of the variational methods is that the effectiveness always depends on the choice of the ansatz, whose validity varies for different Hamiltonian problems.

Adiabatic state preparation [55] is an experimentally-fridently non-variational ground-state method based on a time-dependent Hamiltonian evolution. In the adiabatic state preparation, people first prepare the ground state of a simple Hamiltonian \( H_0 \) and then slowly evolve it under a Hamiltonian that changes slowly from \( H_0 \) to the target Hamiltonian \( H \). Based on the adiabatic theorem, the resulting state is then close the ground state. Unlike the variational algorithms, the adiabatic algorithms are universal and valid without ansatz assumptions. When it comes to the practical usage, the adiabatic algorithm has two downsides. First, the required evolution time \( t \) depends inverse
of these methods are the number of required ancillary qubits, making it independent of the precision requirement. The query complexity the Hamiltonian energy gap and. Later on, by introducing a block-encoding method [68] and a quantum-signal-
Assumption 2 target eigenstate |ψ⟩.

deal with the original system with different time t, perform inverse Fourier transform on the ancillary qubits and then measure them. The required number of qubit ω is logarithmic to the inverse of the eigenenergy precision. The circuit depth reflected by the summation of the controlled evolution time t, is O(1/ε), where ε is the infidelity of the eigenstate preparation. The phase estimation can be improved to an iterative version with only one ancillary qubit [19]. However, similar to the adiabatic methods, the required circuit depth of the phase estimation is fundamentally O(1/ε), which is unfavorable if we want to achieve a high-precision preparation.

To further improve the efficiency of the above two nonvariational methods, the linear-combination-of-unitary (LCU) methods have been proposed [31, 32]. In Ref. [31], the authors use cos^M(H) as a spectral projector to the ground state. They decompose the Hamiltonian function cos^M(H) based on a LCU formula [66, 67], and realize the function cos^M(H) using O(log(1/Δ) log 1/ε) ancillary qubits and amplitude amplification. Here, Δ is the known lower bound of the Hamiltonian energy gap and. Later on, by introducing a block-encoding method [68] and a quantum-signal-processing technique [69] to realize a polynomial approximation of the sign function, Lin and Tong [56] further reduce the number of required ancillary qubit, making it independent of the precision requirement. The query complexity of these methods are O(1/Δ p₀ log(1/ε p₀)), which is exponentially improved comparing to the phase estimation algorithm. The difficulties of realizing these LCU or qubitization-based methods in the near-term is that, they both require many ancillary resources for LCU or block-encoding; furthermore, the realization of the select-H oracles in the LCU or qubitization approach is complicated, especially for the case of non-sparse Hamiltonian H where the number of components in H is large.

In all the above non-variational ground-state preparation methods, the efficiency relies on the following two assumptions. We remark that, the adiabatic state preparation methods also rely on a function of the state overlap p₀ which depends on the adiabatic path connecting H₀ and H.

Assumption 1 (nonvanishing state overlap assumption [31, 55, 56]). For an n-qubit gapped Hamiltonian H with the ground state |u₀⟩, we assume that it is feasible to prepare an initial state |ψ₀⟩ satisfying a nonvanishing overlap of the target eigenstate p₀ := |⟨ψ₀|u₀⟩|^2. We assume that the lower bound of the overlap satisfies p₀ ≥ Ω(Poly(1/n)).

Assumption 2 (Gapped Hamiltonian assumption [31, 55, 56]). For a n-qubit gapped Hamiltonian H with the ground state energy E₀, we assume that the energy gap E₁ − E₀ is lower bounded by a known value Δ.

Assumption 1 is reasonable in many practical scenarios, since even in many strongly-correlated quantum systems or chemical molecules Hamiltonians, the mean-field solution, like Hartree-Fock state, still has a considerable overlap with the ground state. In practice, people usually apply the variational methods [51] or adiabatic methods [70] as a heuristic way to prepare an initial state with a large overlap p₀ with the ground state. Assumption 2 is also of practical relevance for the study of quantum many-body systems. For example, the ferromagnetic XXZ Heisenberg chain H = ∑ζ σ⁺ζ σₙζ + σ⁺₀ σ⁺₁ + ∆ σ⁺₀ σ⁺₁ with J < 0 has a finite energy gap if Δ > 1 [71].

In this work, we propose a quantum algorithm to estimate the ground state energy as well as any ground-state properties with the two assumptions above. Our algorithm has the following advantages,

1. We only need one ancillary qubit in the whole algorithm. Furthermore, we do not need any quantum oracle, like select-H for LCU or qubitization methods, which could be difficult to be implemented.

2. The time complexity for the ground-state energy estimation reaches the Heisenberg limit.

3. The time complexity for the ground-state property estimation is logarithmic to the inverse of the precision requirement when we adopt the Gaussian cooling function.

To our knowledge this is the first algorithm to achieve all the advantages above. In Table II and Table III, we compare our method with several typical quantum algorithms in the two primary tasks considered in this work, i.e., energy estimation and observable estimation. Here, we mainly consider the algorithms without the usage of oracles for the block-encoding of a Hamiltonian. In the Table, we compare the maximal evolution time that characterizes the complexity of quantum circuits that realizes Hamiltonian simulation e^{−iHt}, the number of repetitions required to run the quantum circuit, and the total evolution time needed for estimating the ground state energy to within error ε. The complexity of estimating properties of excited states can be analysed in a similar fashion. Note that we simply compare with the conventional phase estimation method. Here we also use the asymptotic notations besides the usual O notation to denote the complexity up to a polylogarithmic factors, similarly to that in Ref. [31].
Here, \( N \) is called a cooling function if it satisfies,
\[ f(0) \neq 0; \]
\[ |f(h)| \leq g(h), \forall h > 0 \text{ and } \forall h' < h < 0; \]
\[ \text{lim}_{h \to 0} \frac{g(\pm h)}{g(0)} = 0, \forall h \neq 0. \]

We define the cooling operator as follows,
\[ g(\tau(E_i - E_j)) := \sum_{i=0}^{N-1} g(\tau(E_i - E_j)) |u_i\rangle \langle u_i|. \]

Then, for any given initial state \( |\psi_0\rangle \) with \( |\langle \psi_0 | u_j \rangle|^2 \neq 0 \), the cooling operator evolve \( |\psi_0\rangle \) to the eigenstate \( |u_j\rangle \),
\[ \lim_{\tau \to \infty} g(\tau(H - E_j)) |\psi_0\rangle \propto |u_j\rangle. \]

The cooling operator is usually a nonphysical operation. To realize it, we consider its dual realization based on a Fourier transform,
\[ f(x) = \int_{-\infty}^{\infty} g(h) e^{-ixh} dh, \]
\[ g(h) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) e^{ixh} dx. \]
We define the norm of the dual function \( f(x) \) as
\[
\|f\| := \int_{-\infty}^{\infty} |f(x)| dx. \tag{11}
\]
Suppose \( \|f\| \) is finite, we can decompose \( f(x) \) to a normalized probability distribution with an extra phase,
\[
f(x) = |f(x)| e^{i\phi(x)} = \|f\| p(x) e^{i\phi(x)}. \tag{12}
\]
The Fourier transform in Eq. (10) can then be re-written as
\[
p(x) = \frac{1}{\|f\|} \int_{-\infty}^{\infty} g(h) e^{-i\phi(x)} e^{-ixh} dh,
\]
\[
g(h) = \frac{\|f\|}{2\pi} \int_{-\infty}^{\infty} p(x) e^{i\phi(x)} e^{ixh} dx. \tag{13}
\]
Based on Eq. (13), the cooling operator \( g(\tau(H - E_j)) \) in Eq. (8) can be expanded as,
\[
g(\tau(H - E_j)) = \frac{\|f\|}{2\pi} \int_{-\infty}^{\infty} p(x) e^{i\phi(x)} e^{ix\tau(H - E_j)} dx,
\]
\[
= \frac{\|f\|}{2\pi} \int_{-\infty}^{\infty} p(x) e^{i(\phi(x) - \tau x E_j)} e^{ix\tau H} dx. \tag{14}
\]
Therefore, to realize a quantum cooling operator \( g(\tau(H - E_j)) \), we can expand it to a weighted superposition of the unitary operators \( e^{i\tau H} \) with different evolution time \( t = \tau x \) ranging from \(-\infty\) to \(\infty\).

In practice, the evolution time is a limited number related to the depth of the quantum circuit. We define the truncated cooling function as,
\[
\tilde{g}(h; x_m) = \frac{\|f\|}{2\pi} \int_{-x_m}^{x_m} p(x) e^{i\phi(x)} e^{ixh} dx. \tag{15}
\]
The difference of the \( \tilde{g}(h; x_m) \) from \( g(h) \) is bounded by
\[
|g(h) - \tilde{g}(h; x_m)| = \frac{\|f\|}{2\pi} \left| \int_{-\infty}^{-x_m} p(x) e^{i\phi(x)} e^{ixh} dx + \int_{x_m}^{\infty} p(x) e^{i\phi(x)} e^{ixh} dx \right|
\]
\[
\leq \frac{\|f\|}{2\pi} \left( \int_{-\infty}^{-x_m} |p(x) e^{i\phi(x)} e^{ixh}| dx + \int_{x_m}^{\infty} |p(x) e^{i\phi(x)} e^{ixh}| dx \right)
\]
\[
= \frac{\|f\|}{2\pi} \left( 1 - \int_{-x_m}^{x_m} p(x) dx \right). \tag{16}
\]
Later in Sec. V we will show that, the estimation error caused by the finite evolution time will be bounded by the tail probability of \( p(x) \).

**Definition 2.** We say a cooling function \( g(h) \) in Definition 1 is realizable if the following requirements hold.

C0. The Fourier transform of \( g(h) \) exists,
\[
f(x) = \int_{-\infty}^{\infty} g(h) e^{-ixh} dh. \tag{17}
\]

C1. The norm of the dual function \( \|f\| \)
\[
\|f\| := \int_{-\infty}^{\infty} |f(x)| dx, \tag{18}
\]
is finite.

C2. \( 1 - \int_{-\infty}^{L(\varepsilon)} p(x) dx \leq \varepsilon, \ \forall \varepsilon \geq 0, \ \exists L(\varepsilon) = \mathcal{O}(\text{poly}(\frac{1}{\varepsilon})) \).

Now, we introduce several typical cooling functions \( g(h) \) and discuss their properties. We will focus on the cutoff cost \( L(\varepsilon) \) defined in Definition 2 which shows the hardness of realizing \( g(h) \) with real-time sampling.
A. Rectangular function

The rectangular function rect(h) is defined as,

\[ \text{rect}(h) = \begin{cases} 1, & |h| \leq \frac{1}{2}, \\ 0, & |h| > \frac{1}{2}. \end{cases} \]  \hspace{2cm} (19)

It satisfies Definition 1 and hence a cooling function. When acting as a cooling function \( g(\tau(H - E_j)) \), the rectangular function is an ideal “energy band filter”, as it projects the state to the energy subspace in the range \([E_j - \frac{1}{2\tau}, E_j + \frac{1}{2\tau}]\).

The Fourier transform of \( \text{rect}(h) \) is the Sinc function,

\[ f(x) = \text{sinc} \left( \frac{x}{2\pi} \right), \]  \hspace{2cm} (20)

where \( \text{sinc}(x) := \frac{\sin x}{x} \).

Unfortunately, the norm of \( f(x) \) is infinite,

\[ \|f\| = \int_{-\infty}^{\infty} |\text{sinc} \left( \frac{x}{2\pi} \right)| \, dx. \]

\[ = 4\pi \int_{0}^{\infty} |\text{sinc} y| \, dy \]

\[ = 4\pi \sum_{k=0}^{\infty} \int_{k\pi}^{(k+1)\pi} \frac{\sin y}{y} \, dy \]

\[ > 4\pi \sum_{k=0}^{\infty} \int_{k\pi}^{(k+1)\pi} \frac{|\sin y|}{(k+1)\pi} \, dy \]

\[ = 4\pi \sum_{k=0}^{\infty} \frac{1}{k+1}. \]  \hspace{2cm} (21)

From the divergence of \( \sum_{k=0}^{\infty} \frac{1}{k+1} \) we know that \( \|f\| = \infty \). As a result, the rectangular function is not a realizable cooling function based on Definition 2.

B. Triangular function

The triangular function tri(h) is defined as,

\[ \text{tri}(h) = \begin{cases} 1 - |h|, & |h| \leq 1, \\ 0, & |h| > 1. \end{cases} \]  \hspace{2cm} (22)

It satisfies Definition 1 and hence a cooling function. Similar to the rectangular function, it can be used as an “energy band filter”, since it filters the energy in the range \([E_j - \frac{1}{2\tau}, E_j + \frac{1}{2\tau}]\). However, it will modify the weight of different energy values in that range. When \( h \geq 0 \), the inverse function of \( \text{tri}(h) \) is

\[ \text{tri}^{-1}(p) = 1 - p \leq 1. \]  \hspace{2cm} (23)

The Fourier transform of \( \text{rect}(h) \) is the square of Sinc function,

\[ f(x) = \text{sinc}^2 \left( \frac{x}{2\pi} \right). \]  \hspace{2cm} (24)

The norm of \( f(x) \) is finite,

\[ \|f\| = 2\pi \int_{-\infty}^{\infty} \text{sinc}^2(y) \, dy = 2\pi^2. \]  \hspace{2cm} (25)

The sample probability distribution is then,

\[ p(x) = \frac{1}{\|f\|} f(x) = \frac{1}{2\pi^2} \text{sinc}^2 \left( \frac{x}{2\pi} \right). \]  \hspace{2cm} (26)
To check the realizability of cooling function \( g(h) \), we need to study the property of the tail probability of \( p(x) \) with respect to the cutoff sample time \( x_m \). Solving the following equation,

\[
\varepsilon = \int_{-x_m}^{x_m} p(x) dx,
\]

(27)

where \( p(x) \) is defined in Eq. (26), we have

\[
\varepsilon = \frac{2}{\pi} \left( \frac{\pi}{2} - \text{Si} \left( \frac{x_m}{\pi} \right) \right) + \frac{2 - 2 \cos \left( \frac{x_m}{\pi} \right)}{x_m},
\]

(28)

where \( \text{Si}(x) := \int_0^x \text{sinc}(y) dy \) is the Sinc integral function.

**Proposition 2.** We have

\[
\frac{\pi}{2} - \text{Si}(x) \leq \frac{1}{x}.
\]

(29)

**Proof.** By definition, we have,

\[
\frac{\pi}{2} - \text{Si}(x) = \int_x^\infty \frac{\sin(t)}{t} dt = \int_x^\infty \frac{\cos x \sin(t - x) + \sin x \cos(t - x)}{t} dt.
\]

(30)

Now we denote \( f(t) = \sin x \cos t + \cos x \sin t \), then

\[
\frac{\pi}{2} - \text{Si}(x) = \int_x^\infty \frac{f(t - x)}{t} dt.
\]

(31)

We introduce the Laplace transform of \( f(t) \),

\[
\mathcal{L}[f(t)](s) = \int_0^\infty f(t)e^{-st} dt,
\]

(32)

then,

\[
\frac{\pi}{2} - \text{Si}(x) = \mathcal{L} \left[ \frac{f(t - x)u(t - x)}{t} \right] (0),
\]

(33)

where \( u(t) := \eta(t \geq 0) \).

From the property of Laplace transform, we have

\[
\int_s^\infty \mathcal{L}[f(t)](p) e^{-xp} dp = \int_s^\infty \mathcal{L}[f(t - x)u(t - x)] dp = \mathcal{L} \left[ \frac{f(t - x)u(t - x)}{t} \right] (s).
\]

(34)

On the other hand, we know that

\[
\mathcal{L}[f(t)](p) = \mathcal{L}[\sin x \cos t + \cos x \sin t](p) = \frac{\sin xp + \cos x}{p^2 + 1},
\]

(35)

then

\[
\int_s^\infty \mathcal{L}[f(t)](p) e^{-xp} dp = \int_s^\infty \frac{\sin xp + \cos x}{p^2 + 1} e^{-xp} dp.
\]

(36)

Taking \( s = 0 \) and combine Eq. (33), (34), and (36), we have

\[
\frac{\pi}{2} - \text{Si}(x) = \int_0^\infty \frac{\sin xp + \cos x}{p^2 + 1} e^{-xp} dp.
\]

(37)

Using Cauchy-Schwarz inequality we can prove that,

\[
p \sin x + 1 \cdot \cos x \leq \sqrt{1 + p^2} \sqrt{\sin^2 x + \cos^2 x} = \sqrt{1 + p^2},
\]

(38)
\[
\frac{\pi}{2} - \text{Si}(x) = \int_0^\infty \frac{\sin xp + \cos x}{p^2 + 1} e^{-xp} dp
\]
\[
\leq \int_0^\infty \frac{1}{\sqrt{p^2 + 1}} e^{-xp} dp
\]
\[
\leq \int_0^\infty e^{-xp} dp
\]
\[
= \frac{1}{x}.
\]

Therefore,
\[
\varepsilon \leq \frac{2}{\pi} \frac{\pi}{x_m} + \frac{2 - 2 \cos \left( \frac{x_m x}{\pi} \right)}{x_m}
\]
\[
\leq \frac{2}{x_m} + \frac{4}{x_m} = \frac{6}{x_m}.
\]

We have
\[
x_m \leq \frac{6}{\varepsilon} =: L(\varepsilon) = \mathcal{O}(\text{poly}(\frac{1}{\varepsilon})�).
\]

Therefore, the triangle function is a realizable cooling function. However, the circuit depth requirement of triangle function is still demanding, as the tail probability \( \varepsilon \) decays slowly with the cutoff time \( x_m \).

C. Double-side exponential decay function

The double-side exponential decay function is
\[
g(h) := e^{-|h|}.
\]

Hereafter we call it exponential function for simplicity. It satisfies Definition 1 and hence a cooling function. The exponential function is of special importance as it describes the imaginary time evolution \( e^{-\tau H} \) when the eigenenergies are all positive. When \( h \geq 0 \), the inverse function is
\[
g^{-1}(p) = \ln \left( \frac{1}{p} \right).
\]

The Fourier transform of the exponential function is
\[
f(x) = \frac{2}{1 + x^2}.
\]

The norm of \( f(x) \) is finite,
\[
\|f\| = \int_{-\infty}^{\infty} \frac{2}{1 + x^2} dx = 2\pi.
\]

The sample probability distribution is,
\[
p(x) = \frac{1}{\|f\|} f(x) = \frac{1}{2\pi} \frac{2}{1 + x^2},
\]
which is a Lorentian distribution.

Now, we check the tail probability of \( p(x) \) with respect to the cutoff sample time \( x_m \). Solving the following equation,
\[
\varepsilon = \int_{-x_m}^{x_m} p(x) dx,
\]
where \( p(x) \) is defined in Eq. (46), we have

\[
x_m = \tan \left[ \frac{\pi}{2} (1 - \varepsilon) \right],
\]

(48)

To calculate the dependence of \( x_m \) with respect to \( \frac{1}{\varepsilon} \), we expand \( \frac{1}{x_m} \) at the point \( \varepsilon \to 0^+ \) using Taylor expansion with reminder,

\[
\frac{1}{x_m} = \frac{1}{\tan \left[ \frac{\pi}{2} (1 - \varepsilon) \right]} = 0 + \frac{\pi}{2} \left( \frac{1}{\cos^2 \left( \frac{\pi}{2} \cdot 0 \right)} \right) \varepsilon + \frac{\pi^2}{4} \frac{\sin(\pi \xi)}{\cos^4 \left( \frac{\pi}{2} \xi \right)} \frac{\varepsilon^2}{2}
\]

\[
> \frac{\pi}{2} \varepsilon,
\]

(49)

where \( \xi \in (0, \varepsilon) \). We then have,

\[
x_m < \frac{2}{\pi} \frac{1}{\varepsilon} =: L(\varepsilon) = \mathcal{O}(\text{poly}(\frac{1}{\varepsilon})).
\]

(50)

Therefore, the exponential function is a realizable cooling function. Still, the circuit depth requirement is demanding, as the tail probability \( \varepsilon \) decays slowly with the cutoff time \( x_m \). In what follows, we consider two cooling functions with small tails.

D. Gaussian function

The Gaussian function we used here is

\[
g(h) := e^{-h^2}.
\]

(51)

It satisfies Definition 1 and hence a cooling function. When \( h \geq 0 \), the inverse function is

\[
g^{-1}(p) = \sqrt{\ln \left( \frac{1}{p} \right)}.
\]

(52)

The Fourier transform of Gaussian function is still a Gaussian function,

\[
f(x) = \sqrt{\pi} e^{-\frac{x^2}{4}}.
\]

(53)

The norm of \( f(x) \) is finite,

\[
\|f\| = \sqrt{\pi} \int_{-\infty}^{\infty} e^{-\frac{x^2}{4}} dx = 2\pi.
\]

(54)

The sample probability distribution is,

\[
p(x) = \frac{1}{\|f\|} f(x) = \frac{1}{2\pi} \sqrt{\pi} e^{-\frac{x^2}{4}},
\]

(55)

which is a Gaussian distribution.

Now, we check the tail probability of \( p(x) \) with respect to the cutoff sample time \( x_m \). Solving the following equation,

\[
\varepsilon = \int_{-x_m}^{x_m} p(x) dx,
\]

(56)

where \( p(x) \) is defined in Eq. (55), we have

\[
\varepsilon = \text{erfc}(\frac{x_m}{2}),
\]

(57)
where \( \text{erfc}(x) := 1 - \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \) is the complementary of the error function. It can be upper-bounded by a Chernoff-type formula \([73]\),

\[
\text{erfc}(x) \leq \frac{1}{\sqrt{\pi x}} e^{-x^2}, \quad x \geq 0.
\]

Therefore,

\[
\varepsilon = \text{erfc}\left(\frac{x_m}{2}\right) \leq \frac{2}{\sqrt{\pi x_m}} e^{-\frac{x_m^2}{4}}
\]
\[
\Rightarrow \ln \frac{\sqrt{\pi} \varepsilon}{2} \leq -\frac{x_m^2}{4} - \ln x_m
\]
\[
\Rightarrow \frac{x_m^2}{4} \leq \frac{x_m^2}{4} + \ln x_m \leq -\ln \left(\frac{\sqrt{\pi} \varepsilon}{2}\right)
\]
\[
\Rightarrow x_m \leq 2\sqrt{-\ln \varepsilon - \ln \frac{\sqrt{\pi}}{2}} \leq 2\sqrt{\ln \left(\frac{1}{\varepsilon}\right)}.
\]

We have \( L(\varepsilon) = 2\sqrt{\ln \left(\frac{1}{\varepsilon}\right)} = \mathcal{O}(\text{poly}(\frac{1}{\varepsilon})). \) Therefore, the Gaussian function is a realizable cooling function. Note that, unlike the triangular function or the exponential function, the tail of Gaussian function decays quickly with respect to \( x_m \). This implies that the Gaussian cooling is more experimentally friendly.

**E. Secant hyperbolic function**

The secant hyperbolic function is

\[
\text{sech}(h) := \frac{2}{e^h + e^{-h}}.
\]

It satisfies Definition 1 and hence a cooling function. The inverse of \( \text{sech} \) is hard to be presented in an analytical form, but we can easily derive an upper bound for it,

\[
g^{-1}(p) < -\ln \frac{2}{p}.
\]

The Fourier transform of secant hyperbolic function is still a secant hyperbolic function,

\[
f(x) = \pi \text{sech} \left(\frac{\pi}{2} x\right).
\]

The norm of \( f(x) \) is finite,

\[
\|f\| = \pi \int_{-\infty}^{\infty} \text{sech} \left(\frac{\pi}{2} x\right) dx = 2\pi.
\]

The sample probability distribution is,

\[
p(x) = \frac{1}{\|f\|} f(x) = \frac{1}{2\pi} \pi \text{sech} \left(\frac{\pi}{2} x\right),
\]

which is a secant hyperbolic distribution.

Now, we check the tail probability of \( p(x) \) with respect to the cutoff sample time \( x_m \). Solving the following equation,

\[
\varepsilon = \int_{-x_m}^{x_m} p(x) dx,
\]

where \( p(x) \) is defined in Eq. (64), we have

\[
x_m = \frac{2}{\pi} \ln \left\{\tan \left[\frac{\pi}{2} \left(1 - \frac{\varepsilon}{2}\right)\right]\right\}
\]
\[
\Rightarrow e^{-\frac{\pi}{2} x_m} = \frac{1}{\tan \left[\frac{\varepsilon}{2} \left(1 - \frac{\varepsilon}{2}\right)\right]}.
\]
Similar to Eq. (49), we expand the inversed tangent function at the point \( \varepsilon \to 0^+ \) using Taylor expansion with reminder,

\[
e^{-\frac{\pi}{2}x_m} = \tan \left[ \frac{\pi}{2} (1 - \frac{\xi}{2}) \right] = 0 + \frac{\pi}{4} \frac{1}{\cos^2 \left( \frac{\pi}{4} \cdot 0 \right)} \varepsilon + \pi^2 \frac{\sin^4 \left( \frac{\pi}{2} \xi \right)}{\sin^3 \left( \frac{\pi}{2} \xi \right)} \frac{\varepsilon^2}{2} > \frac{\pi}{4} \varepsilon,
\]

where \( \xi \in (0, \varepsilon) \). Therefore,

\[
x_m < \frac{2}{\pi} \ln \left( \frac{4}{\pi \varepsilon} \right) =: L(\varepsilon) = \mathcal{O}(\text{poly}(\frac{1}{\varepsilon})). \tag{68}
\]

Therefore, the secant hyperbolic function is also a realizable function. The overhead of secant hyperbolic function is better than the Gaussian function; however, the asymptotic cost of the Gaussian function is quadratically better than the secant hyperbolic function.

### III. DETAILED QUANTUM COOLING ALGORITHM

Suppose we want to estimate the expectation value on an eigenstate \(|u_j\rangle, \langle O \rangle := \langle u_j | O | u_j \rangle\), using the quantum cooling algorithm. For a given finite evolution time \( \tau \), the estimation value of \( \langle O \rangle_\tau \) is given by

\[
\langle O \rangle_\tau = \frac{N_\tau(O)}{D_\tau}, \tag{69}
\]

where

\[
D_\tau = \langle \psi_0 | g^2(\tau(H - E_j)) | \psi_0 \rangle,
N_\tau(O) = \langle \psi_0 | g(\tau(H - E_j)) Og(\tau(H - E_j)) | \psi_0 \rangle. \tag{70}
\]

are, respectively, the normalization factor and the unnormalized expectation value. To apply the Hadamard test, we decompose the observable \( O \) by the Pauli operators,

\[
O = \sum_{l \in P_n} o_l P_l = \|O\|_1 \sum_{l \in P_n} \Pr_O(l) P_l \tag{71}
\]

where \( P_n \) denotes the \( n \)-qubit Pauli group. \( o_l \) is the coefficient of the Pauli component \( P_l \). We remark that, the coefficients \( \{o_l\} \) are all set to be positive. The signs of the coefficients are put into the corresponding Pauli matrices \( \{P_l\} \). In Eq. (71), \( \|O\|_1 \) is the \( l_1 \)-norm of the Pauli coefficients of \( O \),

\[
\|O\|_1 = \sum_{l \in P_n} o_l. \tag{72}
\]

The probability distribution \( \Pr_O(l) \) is defined to be,

\[
\Pr_O(l) = \frac{o_l}{\sum_{l \in P_n} o_l} = \frac{1}{\|O\|_1} o_l. \tag{73}
\]

Using Eq. (14), we expand the cooling operator \( g(\tau(H - E_j)) \) and receive the following estimation formulas,

\[
D_\tau = \left( \frac{\|f\|}{2\pi} \right)^2 \int_{-\infty}^{\infty} dy \tilde{p}(y) e^{-iyE_j} \langle \psi_0 | e^{iyH} \psi_0 \rangle,
N_\tau(O) = \|O\|_1 \left( \frac{\|f\|}{2\pi} \right)^2 \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dx' p(x)p(x') \sum_{l \in P_n} \Pr_O(l) e^{-i\tau(x-x')} E_j \langle \psi_0 | e^{-i\tau x' H} P_l e^{i\tau x' H} \psi_0 \rangle, \tag{74}
\]

where \( \tilde{p}(y) = \int_{-\infty}^{\infty} dx p(x) e^{iyx} \).
where \( \hat{p}(y) := \frac{1}{2} \int_{-\infty}^{\infty} p(\frac{z+y}{2})p(\frac{z-y}{2})dz \) is the self-correlation of the probability \( p(x) \). We remark that, the normalization factor \( \left( \frac{\|f\|_2}{2\pi} \right)^2 \) can be removed, since it is the same for both \( D_\tau \) and \( N_\tau(O) \), hence independent of the estimation of \( \langle O \rangle \). In the following discussion, we ignore this normalization factor during the estimation procedure.

In the quantum cooling algorithm, we generate the (normalized) evolution time \( x \) (or \( y \)) based on the sample probability \( p(x) \) (or \( \hat{p}(y) \)) and sample the inner product values using quantum experiments. For a practical consideration, when the (normalized) evolution time \( x \) (or \( y \)) is larger than a cutoff value \( x_m \), we don’t perform the quantum experiment and direct denote the estimation of this round to be 0. In this way, the estimation formula of \( N_\tau(O) \) and \( D_\tau \), originally given by Eq. (74), now becomes

\[
\begin{align*}
D_\tau(x_m) &= \int_{-x_m}^{x_m} dy \hat{p}(y)e^{-i\tau y}E_j(\langle \psi_0|e^{i\tau yH}\psi_0 \rangle), \\
N_\tau(x_m)(O) &= \|O\|_1 \int_{-x_m}^{x_m} dx \int_{-x_m}^{x_m} dx' p(x)p(x') \sum_{l \in P_n} Pr_O(l)e^{-i\tau x' H}P_l e^{i\tau x' H}\langle \psi_0|e^{-i\tau x' H}P_l e^{i\tau x'H}\psi_0 \rangle.
\end{align*}
\tag{75}
\]

To estimate the values of \( N_\tau(x_m)(O) \) and \( D_\tau(x_m) \) in Eq. (75), the core issue is to realize the unbiased estimation of the following quantities,

\[
\begin{align*}
\langle \psi_0|e^{i\tau y H}\psi_0 \rangle, \\
\langle \psi_0|e^{-i\tau x H}P_l e^{i\tau x'H}\psi_0 \rangle.
\end{align*}
\tag{76}
\]

These \( \langle \psi|U|\psi \rangle \) form quantities can be estimated using the Hadamard test, shown in Fig. 3. Here, the \( S \) gate is

\[
S = \begin{pmatrix} 1 & 0 \\ 0 & -i \end{pmatrix}.
\tag{77}
\]

To measure \( \langle \psi|U|\psi \rangle \), we first prepare the state \( |\psi \rangle \) and an extra ancillary qubit prepared on \( |+ \rangle \). Afterward, we perform a \( C-U \) gate from ancillary to \( |\psi \rangle \). If we directly measure the ancillary qubit on the \( X \)-basis, the outcome 0 will be 0 with a probability of \( \frac{1}{2}(1 + \text{Re}(\langle \psi|U|\psi \rangle)) \) and 1 with a probability of \( \frac{1}{2}(1 - \text{Re}(\langle \psi|U|\psi \rangle)) \). Alternatively, if we perform an extra \( W \) gate before the \( X \)-basis measurement, the outcome 0 will be 0 with a probability of \( \frac{1}{2}(1 + \text{Im}(\langle \psi|U|\psi \rangle)) \) and 1 with a probability of \( \frac{1}{2}(1 - \text{Im}(\langle \psi|U|\psi \rangle)) \).

![FIG. 3. The diagram of the Hadamard test. If \( b = 0 \), \( \text{Pr}(a = 0) = \frac{1}{2}(1 + \text{Re}(\langle \psi|U|\psi \rangle)) \); if \( b = 1 \), \( \text{Pr}(a = 0) = \frac{1}{2}(1 + \text{Im}(\langle \psi|U|\psi \rangle)). \)](image)

To simplify the theoretical analysis, we now introduce a combined estimation of the real part and imaginary part in a single round. In each round of experiment, we first randomly decide the binary value \( b \) uniformly from \( \{0, 1\} \) in Fig. 3. We denote the binary uniform distribution of \( b \) as \( \text{Pr}_U(b) \). Based on the measurement outcome \( a \), we construct the following complex-valued estimator,

\[
\hat{r} = \begin{cases} 2, & (b, a) = (0, 0), \\
-2, & (b, a) = (0, 1), \\
2i, & (b, a) = (1, 0), \\
-2i, & (b, a) = (1, 1). \\
\end{cases}
\tag{78}
\]
That is, $\hat{r} = 2^b(-1)^a$. In this case, we have

$$
\mathbb{E}(\hat{r}) = \sum_{b \in \{0,1\}} \Pr(U) \Pr(a|b) \hat{r}(b,a) \\
= \frac{1}{4} \left(1 + \text{Re}(\langle \psi|U|\psi\rangle)\right) \cdot 2 + \frac{1}{4} \left(1 - \text{Re}(\langle \psi|U|\psi\rangle)\right) \cdot (-2) \\
+ \frac{1}{4} \left(1 + \text{Im}(\langle \psi|U|\psi\rangle)\right) \cdot (2i) + \frac{1}{4} \left(1 - \text{Im}(\langle \psi|U|\psi\rangle)\right) \cdot (-2i) \\
= \text{Re}(\langle \psi|U|\psi\rangle) + i\text{Im}(\langle \psi|U|\psi\rangle) \\
= \langle \psi|U|\psi\rangle.
$$

Therefore, $\hat{r}$ is an unbiased estimator for $\langle \psi|U|\psi\rangle$.

In the estimation of $D_{\tau}$ and $N_{\tau}(O)$, we also put the phase term and normalization factor $\|O\|_1$ in Eq. (74) into the estimator. That is, we define

$$
\hat{d} = e^{-i\tau y E_j} \hat{r}, \\
\hat{n} = \|O\|_1 e^{-i\tau (x-x') E_j} \hat{r}.
$$

As a result, if we randomly sample $y$ from $\tilde{p}(y)$, based on Eq. (74) we have

$$
\mathbb{E}_{y,b,a}(\hat{d}) = D_{\tau}.
$$

On the other hand, if we randomly sample $x,x'$ from $p(x)$ and $l$ from $\text{Pr}_O(l)$, based on Eq. (74) we have

$$
\mathbb{E}_{x,x',l,b,a}(\hat{n}) = N_{\tau}(O).
$$

Algorithm 1 below is based on constructing the estimator in Eq. (83). We also introduce the truncation into the sampling of $y$.

In the main text, we consider two applications of the universal cooling: 1) to estimate the ground state properties when the ground state energy $E_0$ is known; 2) to estimate the properties of the $j$-th eigenstate without the exact knowledge of the energy. We can divide it into three elementary tasks:

1. Estimate the eigenenergy $E_j$ of the $j$-th eigenstate given a initial guess interval $[E_j^L, E_j^U]$;
2. Given a known eigenenergy $E_j$, estimate the normalization factor $D_{\tau}$;
3. Given a known eigenenergy $E_j$ and an observable $O$, estimate the normalization factor $N_{\tau}(O)$.

We now introduce the detailed algorithm for these tasks.

### A. Estimate the normalization factor

We first introduce the algorithm to estimate the normalization factor $D_{\tau}$ based on Eq. (75) and the Hadamard test, when the eigenenergy $E_j$ is known. Recall that the unbiased estimator for the normalization factor is,

$$
\hat{d} = e^{-i\tau y E_j} \hat{r} = 2^b(-1)^a e^{-i\tau y E_j},
$$

If we randomly sample $y$ from $\tilde{p}(y)$, based on Eq. (74) we have

$$
\mathbb{E}_{y,b,a}(\hat{d}) = D_{\tau}.
$$

Algorithm 1 below is based on constructing the estimator in Eq. (83). We also introduce the truncation into the sampling of $y$. 
Algorithm 1 Normalization factor estimation

Input: An n-qubit Hamiltonian $H$; initial state $|\psi_0\rangle$ with nonzero overlap with $j$-th eigenstate of $H$: $p_j = |\langle u_j | \psi_0 \rangle|^2$; the energy $E_j$ for the $j$-th eigenstate; cooling function $g(h)$ and the corresponding sampling probability $p(x)$; proper choice of the imaginary time $\tau$, normalized cutoff time $x_m$.

Output: Estimation of the normalization factor $D_{\tau}$.

1: for $p = 1$ to $N_M$ do
2: Sample a normalized evolution time $y_p$ from $\bar{p}(y) := \frac{1}{\tau} \int_{-\infty}^{\infty} p\left(\frac{2 \pi y}{\tau} \right) p\left(\frac{2 \pi y}{\tau}\right) dy$.
3: if $y_p > x_m$ then
   \hspace{1cm} $\triangleright$ Exceed the preset cutoff value
   4: Set the estimation $\hat{d}_p = 0$.
5: else
   \hspace{1cm} $\triangleright$ Normal single-shot quantum sampling by Hadamard test
6: Prepare an ancillary qubit on $|+\rangle$ state and the initial state $|\psi_0\rangle$.
7: Implement a controlled-unitary $C-U$ from the ancillary qubit to the state $|\psi_0\rangle$. Here, $U = e^{i\tau y_p H}$.
8: Generate a random bit $b_p$ with a uniform distribution of values $\{0, 1\}$. Perform a gate $W_{b_p}$ on the ancillary qubit.
9: Measure the ancillary qubit on $X$-basis, and record the binary result $a_p$. Then record the values $\{y_p, b_p, a_p\}$ and set the estimation value $\hat{d}_p := 2(-1)^{a_p} e^{i\tau y_p E_j}$.
10: end if
11: end for
12: Calculate the estimated normalization factor $\hat{D}_{\tau}^{(x_m)} := \text{Re} \left( \frac{1}{N_M} \sum_{p=1}^{N_M} \hat{d}_p \right)$.

B. Estimate the eigenenergy

Suppose the initial state $|\psi_0\rangle$ has a constant overlap with the eigenstate $|u_j\rangle$. Then we can sweep the parameter $E_j^{(e)}$ in a range to maximize $D_{\tau}$. The estimation accuracy depends on the finite imaginary time $\tau$, finite truncation $x_m$, sampling number $N_M$ and the overlap $p_j$.

To clarify this, we consider a simple case where the $j$-th eigenenergy is known to be in a range $E_j \in [E^L_j, E^U_j]$; moreover, we suppose other eigenenergies is far from this range. We expand the initial state in the eigenstate basis,

$$|\psi_0\rangle = \sum_{j=0}^{N-1} c_j |u_j\rangle. \quad (85)$$

We denote the square overlap of $|\psi\rangle$ and $|u_i\rangle$ to be

$$p_i = |\langle u_i | \psi \rangle|^2 = |c_i|^2. \quad (86)$$

For an energy value $E$ in the range $[E^L_j, E^U_j]$, we calculate the ideal normalization factor $D_{\tau}$,

$$D_{\tau}(E) = |\langle \psi | g^2(\tau(H - E)) \psi \rangle|$$
$$= g^2(\tau(E_j - E)) p_j + \sum_{i \neq j} g^2(\tau(E_i - E)) p_i$$
$$\approx g^2(\tau(E_j - E)) p_j. \quad (87)$$

The approximation holds when $g^2(\tau(E_j - E)) p_j \gg g^2(\tau(E_i - E)) p_i$. This naturally holds when the eigenenergies $\{E_i\}_{i \neq j}$ is far from the range $[E^L_j, E^U_j]$. From Eq. (87) we can see that, the normalization factor takes the local maximum value close to $p_j$ when the energy value $E = E_j$,

$$E_j = \arg\max_{E \in [E^L_j, E^U_j]} D_{\tau}(E). \quad (88)$$

Therefore, we can sweep the values of $E$ in a range $[E^L_j, E^U_j]$ to search the largest value of $D_{\tau}(E)$. The eigenenergy searching algorithm is in Algorithm 2. In the algorithm, we assume a free usage of computational resources. This can be improved by introducing better peak-value searching algorithm. We leave the improvement of the classical search process for future works.
Estimation of the eigenenergy

If we randomly sample an eigenstate property estimation is shown in Algorithm 3.

Recall the unbiased estimator of \( N_x \) is

\[
\hat{n} = \|O\|_1 e^{-i\tau(x-x')}E_j f = 2\|O\|_1 e^{-i\tau(x-x')}E_j E_l b (-1)^a.
\]

If we randomly sample \( x, x' \) from \( p(x) \) and \( l \) from \( Pr_O(l) \), based on Eq. (74) we have

\[
E_{x,x',l,b,a}(\hat{n}) = N_x(O).
\]

We now introduce the estimation algorithm of \( N_x(O) \) based on Eq. (75) and the Hadamard test. The unnormalized eigenstate property estimation is shown in Algorithm 3.

To summarize, we list the algorithm for the two applications in the main text, shown in Algorithms 4 and 5.
Algorithm 3 Unnormalized eigenstate property estimation

Input: An n-qubit Hamiltonian \( H \); initial state \( |\psi_0\rangle \) with nonzero overlap with \( j \)-th eigenstate of \( H \): \( p_j = |\langle u_j|\psi_0\rangle|^2 \); the energy \( E_j \) for the \( j \)-th eigenstate; the target observable \( \hat{O} = \sum_{l \in \mathbb{R}} \alpha_l P_l \); cooling function \( g(h) \) and the corresponding sampling probability \( p(x) \); proper choice of the imaginary time \( \tau \); normalized cutoff time \( x_m \).

Output: Estimation of the unnormalized observable value \( N_t(O) \).

1: for \( q = 1 \) to \( N_M \) do
2: Sample two independent variables \( x_q \) and \( x'_q \) from \( p(x) \).
3: if \( x_q > x_m \) or \( x'_q > x_m \) then \( \triangleright \) Exceed the preset cutoff value
4: Set the estimation \( \hat{n}_q = 0 \).
5: else \( \triangleright \) Normal single-shot quantum sampling by Hadamard test
6: Randomly sample a Pauli string \( P_l \) from the support of \( O \), based on the probability distribution \( \Pr_{O}(l) = \alpha_l / \| O \|_1 \).
7: Prepare an ancillary qubit on \( |+\rangle \) state and the initial state \(|\psi_0\rangle \).
8: Implement a controlled-unitary \( C-V \) from the ancillary qubit to the state \(|\psi_0\rangle \). Here, \( V = e^{i\tau x_q H} P e^{i\tau x_q H} \).
9: Generate a random bit \( b_q \) with a uniform distribution of values \{0, 1\}. Perform a gate \( W^{b_q} \) on the ancillary qubit.
10: Measure the ancillary qubit on X-basis, and record the binary result \( b_q \). Then set the estimation value \( \hat{n}_q = 2\|O\|_1 (1-1)^{b_q} e^{-i\tau(x_q-x'_q)} H \).
11: \end if
12: \end for
13: Set the estimation of the unnormalized expectation value \( \hat{N}_\psi^{(x_m)}(O) := \text{Re} \left( \frac{1}{N_M} \sum_{q=1}^{N_M} \hat{n}_q \right) \).

Algorithm 4 Ground state property estimation (with known ground-state energy)

Input: An n-qubit Hamiltonian \( H \); initial state \( |\psi_0\rangle \) with nonzero overlap with the ground state of \( H \): \( p_0 = |\langle u_0|\psi_0\rangle|^2 \); the ground state energy \( E_0 \); the target observable \( \hat{O} = \sum_{l \in \mathbb{R}} \alpha_l P_l \); cooling function \( g(h) \) and the corresponding sampling probability \( p(x) \); proper choice of the imaginary time \( \tau \); normalized cutoff time \( x_m \).

Output: Estimation of the observable value \( \langle u_0|O|u_0\rangle \) for the ground state.

1: Perform Algorithm 1 to output the estimation of the normalization factor \( \hat{D}^{(x_m)} \).
2: Perform Algorithm 3 to output the estimation of the unnormalized observable value \( \hat{N}_\psi^{(x_m)} \).
3: Output the estimation \( \langle \hat{O} \rangle_{\psi(\tau)} = \hat{N}_\psi^{(x_m)}(O) / \hat{D}_\psi^{(x_m)} \).

IV. ERROR AND RESOURCE REQUIREMENT ANALYSIS FOR THE EIGENENERGY ESTIMATION

In this section, we study the estimation error of the \( j \)-th eigenenergy using Algorithm 2. Based on the error dependence, we estimate the resource requirements (i.e., circuit depth and sample number) of the energy estimation. For simplicity, we focus on the case when the following assumptions holds,

1. The cooling function \( g(h) \) is even and real. Therefore,
   \( g(\tau(H-E)) = g(\tau(H-E)) \).

(94)

Algorithm 5 Eigenstate property estimation (with unknown eigenstate energy)

Input: An n-qubit Hamiltonian \( H \); initial state \( |\psi_0\rangle \) with nonzero overlap with the ground state of \( H \): \( p_0 = |\langle u_0|\psi_0\rangle|^2 \); the energy interval \( [E_j^L, E_j^U] \) for the \( j \)-th eigenstate; the target observable \( \hat{O} = \sum_{l \in \mathbb{R}} \alpha_l P_l \); cooling function \( g(h) \) and the corresponding sampling probability \( p(x) \); proper choice of the imaginary time \( \tau \); normalized cutoff time \( x_m \).

Output: Estimation of the observable value \( \langle u_j|O|u_j\rangle \) for the \( j \)-th eigenstate.

1: Perform Algorithm 2 to output the estimation of the eigenenergy \( E_j \) and the normalization factor \( \hat{D}^{(x_m)} \).
2: Perform Algorithm 3 to output the estimation of the unnormalized observable value \( \hat{N}_\psi^{(x_m)} \).
3: Output the estimation \( \langle \hat{O} \rangle_{\psi(\tau)} = \hat{N}_\psi^{(x_m)}(O) / \hat{D}_\psi^{(x_m)} \).
2. There is only one eigenenergy in the range $[E^L_j, E^U_j]$. The value of $g(\tau(E - E_i))^2$ when $E_i \neq E_j$ is negligible.

Under these assumptions, the normalization factor can then be expressed as,

$$D_{\tau}(E) = \langle \psi_0 | g(\tau(H - E))^2 | \psi_0 \rangle$$

$$= \sum_{j=0}^{N-1} g(\tau(E_j - E))^2 | \langle u_j | \psi_0 \rangle |^2$$

$$= \sum_{j=0}^{N-1} g(\tau(E_j - E))^2 p_j$$

$$\approx p_j g(\tau(E - E_j))^2.$$ 

(95)

Here, the approximation holds when the values $g(\tau(E - E_i))^2$ contributed by other eigenenergies $E_i$ are negligible. In the following Proposition 3, we will make this approximation rigorous. The location of the peak of $D_{\tau}(E)$ then indicates the eigenenergy $E_j$.

In practice, however, we can only obtain the estimation $\hat{D}_{\tau}(x_m) (E)$ of $D_{\tau}(E)$, considering the finite cutoff time $x_m$ and finite sample number $N_M$. We are going to prove that, the solution of the following maximization problem

$$\hat{E}_j := \arg \max_{E \in [E^L_j, E^U_j]} \hat{D}_{\tau}(x_m) (E),$$

(96)

will be close to the real solution $E_j$.

In Fig. 4 we summarize our analysis. In Sec. IV A, we bound the distance between $D_{\tau}(E)$ and $p_j g(\tau(E - E_j))^2$ caused by finite $\tau$ when $E \in [E_j - \frac{\Delta}{2}, E_j + \frac{\Delta}{2}]$. In Sec. IV B, we bound the estimation error of the normalization factor $D_{\tau}(E)$ caused by the normalized cutoff time $x_m$. In Sec. IV C, based on the measurement using Hadamard test, we bound the statistical error of the estimation of $D_{\tau}(x_m)(E)$ caused by the finite sampling error $N_M$. Finally, in Sec. IV D, we consider the peak-value search problem using the estimator and analyze the eigenenergy accuracy dependence to the circuit depth and sample complexity. We will see how the cooling bandwidth $g^{-1}(1-\varepsilon)$ affects the accuracy of the peak-value search.

A. Finite imaginary evolution time

We first bound the distance between $D_{\tau}(E)$ and $p_j g(\tau(E - E_j))^2$ caused by finite $\tau$ when $E \in [E_j - \frac{\Delta}{2}, E_j + \frac{\Delta}{2}]$. 

FIG. 4. Summary of the error analysis of eigenenergy estimation. We first study the effect of the finite imaginary time $\tau$, finite normalized cutoff time $x_m$ and finite sampling number $N_M$ on the normalization estimation, and then bound the difference between the estimation value $\hat{E}_j$ from true value $E_j$. 

**Proposition 3** (Error of the normalization function introduced by finite imaginary time). When \( E \in [E_j - \frac{\Delta}{2}, E_j + \frac{\Delta}{2}] \), we have

\[
|D_r(E) - p_j g(\tau(E - E_j))|^2 \leq \varepsilon_r^1,
\]

(97)

when \( \tau \geq \frac{2}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2}) \). When \( E = E_j \), we can improve the requirement to \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2}) \).

**Proof.** Denote the projector \( \hat{P}_j = |u_j\rangle \langle u_j| \). We first bound the distance between \( g(\tau(H - E)) \) and \( g(\tau(E_j - E))\hat{P}_j \). Note that,

\[
g(\tau(H - E)) - g(\tau(E_j - E))\hat{P}_j = \sum_{i \neq j} g(\tau(E_i - E)) |u_i\rangle \langle u_i|.
\]

(98)

When \( E \in [E_j - \frac{\Delta}{2}, E_j + \frac{\Delta}{2}] \), we have \( |E - E_j| \geq \frac{\Delta}{2} \). In this case, when \( \tau \geq \frac{2}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2}) \), the coefficient \( g(\tau(E_i - E)) \) is bounded by

\[
g(\tau(E_i - E)) = g\left(\frac{2|E_i - E|}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2})\right) \\
\leq g\left(g^{-1}(\frac{\varepsilon_r^1}{2})\right) \\
= \frac{\varepsilon_r^1}{2}.
\]

(99)

In the second line, we use the fact that \( g(h') \leq g(h) \) when \( h' > h > 0 \) in Definition 1. When \( E = E_j \), we have \( |E_j - E_i| \geq \Delta \). In this case, we can achieve the same precision in Eq. (99) using \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2}) \).

Combining Eq. (98) and Eq. (99), we have

\[
\|g(\tau(H - E)) - g(\tau(E_j - E))\hat{P}_j\|_\infty \leq \frac{\varepsilon_r^1}{2}.
\]

(100)

When \( \tau \geq \frac{2}{\Delta} g^{-1}(\frac{\varepsilon_r^1}{2}) \). Here, \( \|A\|_\infty \) denotes the spectral norm of matrix \( A \).

Now, we bound the distance between \( D_r(E) \) and \( p_j g(\tau(E - E_j))^2 \),

\[
|D_r(E) - p_j g(\tau(E - E_j))|^2 = |\langle \psi_0| g(\tau(H - E))g(\tau(H - E))|\psi_0\rangle - g(\tau(E - E_j))^2 \langle \psi_0|\hat{P}_j\hat{P}_j|\psi_0\rangle | \\
\leq |\langle \psi_0| g(\tau(H - E))g(\tau(H - E))|\psi_0\rangle - g(\tau(E - E_j)) \langle \psi_0|g(\tau(H - E))\hat{P}_j|\psi_0\rangle | \\
+ g(\tau(E - E_j)) |\langle \psi_0|g(\tau(H - E))\hat{P}_j|\psi_0\rangle - g(\tau(E - E_j)) \langle \psi_0|\hat{P}_j\hat{P}_j|\psi_0\rangle | \\
\leq \frac{\varepsilon_r^1}{2} + g(\tau(E - E_j)) \frac{\varepsilon_r^1}{2} \leq \varepsilon_r^1.
\]

(101)

\[\square\]

**B. Finite normalized cutoff time**

We then bound the estimation error of \( D_r(E) \) caused by the normalized cutoff time \( x_m \). The estimation formula is given in Eq. (75),

\[
D_r^{(x_m)}(E) = \int_{-x_m}^{x_m} dy \bar{p}(y)e^{-i\gamma y E_j} \langle \psi_0|e^{i\gamma y H}|\psi_0\rangle.
\]

(102)

Here, \( \bar{p}(y) = \int_{-\infty}^{\infty} p(t - y)p(t)dt = [p * p](y) \).
Proposition 4 (Error of the normalization factor introduced by finite normalized cutoff time). The truncated estimation \( D_r^{(x_m)}(E) \) defined in Eq. (102) is related to the normalization factor defined in Eq. (74) by

\[
|D_r^{(x_m)}(E) - D_r(E)| \leq \varepsilon_x^{(1)} , \forall E \in \mathbb{R},
\]

when the normalized cutoff time \( x_m \geq \sqrt{2L(\varepsilon_x^{(1)})} \). Here, \( L(\varepsilon) \) is the tail function of the cooling function \( g(h) \) defined in Definition 2.

Proof. We have,

\[
|D_r^{(x_m)}(E) - D_r| \leq (\int_{x_m}^{\infty} + \int_{-\infty}^{-x_m}) dy |\tilde{p}(y)e^{-i\gamma y E}| \langle \psi_0 | e^{i\gamma y H} | \psi_0 \rangle |
\leq (\int_{x_m}^{\infty} + \int_{-\infty}^{-x_m}) dy \tilde{p}(y) =: \varepsilon_x^{(1)}.
\]

Recall that

\[
\tilde{p}(y) = \frac{1}{2} \int_{-\infty}^{\infty} p\left(\frac{z + y}{2}\right)p\left(\frac{z - y}{2}\right)dz
= \int_{-\infty}^{\infty} p(t - y)p(t)dt = [p \ast p](y).
\]

We can show the following relationship between \( \tilde{p}(y) \) and \( p(x) \) by the nonnegativity of \( p(x) \),

\[
\int_{-x_m}^{x_m} \tilde{p}(y)dy \geq \int_{-x_m/\sqrt{2}}^{x_m/\sqrt{2}} dx \int_{-x_m/\sqrt{2}}^{x_m/\sqrt{2}} dx' p(x)p(x')
\geq (1 - L^{-1}(\frac{x_m}{\sqrt{2}}))^2
\geq 1 - 2L^{-1}(\frac{x_m}{\sqrt{2}}),
\]

where \( \varepsilon = L(x_m) = 1 - \int_{-x_m}^{x_m} p(x)dx \).

Therefore,

\[
\varepsilon_x^{(1)} = 1 - \int_{-x_m}^{x_m} \tilde{p}(y)dy \leq 2L^{-1}(\frac{x_m}{\sqrt{2}}),
\]

\[
\Rightarrow x_m \geq \sqrt{2L(\varepsilon_x^{(1)})/2}.
\]

\[\square\]

C. Finite sampling number

Now, we consider the statistical fluctuation when estimating the values of \( D_r^{(x_m)}(E) \) using Eq. (102). In the single-shot version of Hadamard test in Algorithm 2, we can describe the identical and identically distributed (i.i.d.) single-round estimators for \( D_r^{(x_m)}(E) \) as \( \{\hat{d}_p(E)\}_{p=1}^{N_M} \). Each single-round estimator \( \hat{d}_p(E) \) is a random variable defined as follows,

\[
\hat{d}_p = \begin{cases} 
\text{Re}(2e^{-i\gamma y E}), & (b, a) = (0, 0), y : |y| \leq x_m \\
\text{Re}(-2e^{-i\gamma y E}), & (b, a) = (0, 1), y : |y| \leq x_m \\
\text{Re}(2i e^{-i\gamma y E}), & (b, a) = (1, 0), y : |y| \leq x_m \\
\text{Re}(-2i e^{-i\gamma y E}), & (b, a) = (1, 1), y : |y| \leq x_m \\
0, & y : |y| > x_m.
\end{cases}
\]
The final estimation of $D^{(x_m)}_{\tau}(E)$ is given by

$$
\hat{D}^{(x_m)}_{\tau}(E) = \frac{1}{N_M} \sum_{p=1}^{N_M} \hat{d}_p(E). \tag{109}
$$

Based on Eq. (102), we know that

$$
\mathbb{E}_{(y,b,a)} \left( \hat{D}^{(x_m)}_{\tau} \right) = D^{(x_m)}_{\tau}. \tag{110}
$$

To analyze the statistical fluctuation, we apply the Hoeffding bound.

**Lemma 1** (Hoeffding bound). For $n$ independent random variables $\{\hat{X}_i\}_{i=1}^n$ which are bounded by $[a,b]$, the average value

$$
\hat{X} := \frac{1}{n} \sum_{i=1}^{n} \hat{X}_i, \tag{111}
$$

satisfies

$$
\Pr( |\hat{X} - \mathbb{E}(\hat{X})| \geq \varepsilon ) \leq 2 \exp \left( -\frac{2n\varepsilon^2}{(b-a)^2} \right). \tag{112}
$$

**Proposition 5** (Error of the normalization factor introduced by finite sampling number). The estimator $\hat{D}^{(x_m)}_{\tau}(E)$ defined in Eq. (109) is related to the truncated estimation $\tilde{D}^{(x_m)}_{\tau}(E)$ defined in Eq. (102) by

$$
|\tilde{D}^{(x_m)}_{\tau}(E) - D^{(x_m)}_{\tau}(E)| \leq \varepsilon_n^{(1)}, \forall E \in \mathbb{R}, \tag{113}
$$

with a failure probability $\delta^{(1)} := 2 \exp \left( -2K(\varepsilon_n^{(1)})^2/16 \right)$, when the sample number $N_M \geq K(\varepsilon_n^{(1)})^{-2}$.

**Proof.** Note that, the estimators $\{\hat{d}_p(E)\}_{p=1}^{N_M}$ are independent, whose values are bounded by $[-2,2]$. Using the Hoeffding bound in Lemma 1 with the bound $[-2,2]$, we finish the proof. \qed

### D. Accuracy of the eigenenergy estimation

Ideally, the eigenenergy $E_j$ satisfies,

$$
E_j = \arg \max_{E \in [E^L_j, E^U_j]} D_{\tau}(E). \tag{114}
$$

In practice, what we can solve is the following problem,

$$
\hat{E}_j = \arg \max_{E \in [E^L_j, E^U_j]} \hat{D}^{(x_m)}_{\tau}(E). \tag{115}
$$

We now show that when $[E^L_j, E^U_j] \subset [E_j - \frac{\kappa}{2}, E_j + \frac{\kappa}{2}]$, $\hat{E}_j$ is a good estimation of $E_j$ with precision $\kappa$ when the finite imaginary time $\tau = \mathcal{O}(\kappa^{-1})$, finite normalized cutoff time $x_m = \mathcal{O}(L(p_j))$, and sample number $N_M = \mathcal{O}(p_j^{-2})$.

**Theorem 3** (Accuracy of the eigenenergy estimation). When $[E^L_j, E^U_j] \subset [E_j - \frac{\kappa}{2}, E_j + \frac{\kappa}{2}]$, the eigenenergy estimation $\hat{E}_j$ defined in Eq. (115) is related to the eigenenergy $E_j$ by

$$
|\hat{E}_j - E_j| \leq \kappa, \tag{116}
$$

with a failure probability of $2\delta^{(1)} = 4 \exp(-K/8)$, when the finite imaginary time $\tau \geq \frac{1}{8}g^{-1}(\frac{1-g(1)}{6}p_j)$, the normalized cutoff time $x_m \geq \sqrt{2L \left( \frac{1-g(1)}{6}p_j \right)}$, and the sample number $N_M \geq \frac{9K}{(1-g(1))\tau p_j^{-2}}$. 

Proof. From Eq. (115) we know that,
\[ \hat{D}_{\tau}^{(x_m)}(\hat{E}_j) \geq \hat{D}_{\tau}^{(x_m)}(E_j). \] (117)
Now, we take \( x_m = \sqrt{2L(\tau)} \) and \( N_M = (\varepsilon_n p_j)^{-2}K \). Using Proposition 4 and 5, we have
\[ |\hat{D}_{\tau}^{(x_m)}(\hat{E}_j) - D_{\tau}(\hat{E}_j)| \leq |D_{\tau}^{(x_m)}(\hat{E}_j) - D_{\tau}(\hat{E}_j)| + |\hat{D}_{\tau}^{(x_m)}(\hat{E}_j) - D_{\tau}(\hat{E}_j)| \leq p_j(\varepsilon_x + \varepsilon_n), \]
\[ |\hat{D}_{\tau}^{(x_m)}(E_j) - D_{\tau}(E_j)| \leq |D_{\tau}^{(x_m)}(E_j) - D_{\tau}(E_j)| + |\hat{D}_{\tau}^{(x_m)}(E_j) - D_{\tau}(E_j)| \leq p_j(\varepsilon_x + \varepsilon_n) \] (118)
each with a failure probability \( \delta^{(1)} \). Furthermore, when \( \tau = \frac{2}{\Delta} g^{-1}(\frac{p_j}{2}) \), from Proposition 3 we have
\[ |D_{\tau}(E_j) - p_j g(\tau(E_j - \hat{E}_j))^2| \leq p_j \varepsilon_x, \]
\[ |D_{\tau}(E_j) - p_j| \leq p_j \varepsilon_x. \] (119)
Combine Eqs. (117), (118), and (119), we have
\[ p_j \leq D_{\tau}(E_j) + \varepsilon_x \leq \hat{D}_{\tau}^{(x_m)}(E_j) + p_j(\varepsilon_x + \varepsilon_n) + p_j \varepsilon_x \]
\[ \leq \hat{D}_{\tau}^{(x_m)}(\hat{E}_j) + p_j(\varepsilon_x + \varepsilon_n) + p_j \varepsilon_x \]
\[ \leq D_{\tau}(\hat{E}_j) + 2p_j(\varepsilon_x + \varepsilon_n) + p_j \varepsilon_x, \]
\[ \leq p_j g(\tau(E_j - \hat{E}_j))^2 + 2p_j(\varepsilon_x + \varepsilon_n), \] (120)
with a failure probability \( 2\delta^{(1)} \). Therefore,
\[ g(\tau(E_j - \hat{E}_j))^2 \geq 1 - 2(\varepsilon_x + \varepsilon_n). \] (121)
Denote \( \kappa := \hat{E}_j - E_j \), we further simplify the expression above,
\[ \kappa \leq \frac{1}{\tau} g^{-1}(\sqrt{1 - 2(\varepsilon_x + \varepsilon_n)}) \]
\[ \leq \frac{1}{\tau} g^{-1}(1 - (\varepsilon_x + \varepsilon_n)) \]
\[ = \frac{1}{\tau} g^{-1} \left( 1 - \frac{2}{p_j} g(\frac{\Delta}{2}) - \frac{2}{p_j} L^{-1}(\frac{x_m}{\sqrt{2}}) - \sqrt{\frac{K}{p_j^2 N_M}} \right) \] (122)
In the second inequality, we use the property that \( g^{-1}(p) \) is a decreasing function when \( p > 0 \). Therefore, the following requirement is sufficient to make sure the eigenenergy error is smaller than \( \kappa \),
\[ \tau \geq \frac{1}{\kappa}, \]
\[ \frac{2}{p_j} g(\frac{\Delta}{2}) + \frac{2}{p_j} L^{-1}(\frac{x_m}{\sqrt{2}}) + \sqrt{\frac{K}{p_j^2 N_M}} \leq 1 - g(1). \] (123)
Let \( \frac{2}{p_j} g(\frac{\Delta}{2}) = \frac{2}{p_j} L^{-1}(\frac{x_m}{\sqrt{2}}) = \sqrt{\frac{K}{p_j^2 N_M}} \), we have
\[ \tau \geq 2 \Delta g^{-1}(\frac{1 - g(1)}{6} p_j), \]
\[ x_m \geq \sqrt{2L} \left( \frac{1 - g(1)}{6} p_j \right), \]
\[ N_M \geq K \left( \frac{3}{1 - g(1)} \right)^2 \frac{1}{p_j^2}. \] (124)
In the above derivation, we require \( \tau \geq \frac{1}{\kappa} \) and \( \tau \geq \frac{2}{\Delta} g^{-1}(\frac{1 - g(1)}{6} p_j) \). In practice, \( \kappa \ll \frac{\Delta}{2} \). Then it suffices to have
\[ \tau \geq \frac{1}{\kappa} g^{-1}(\frac{1 - g(1)}{6} p_j). \]
\[ \] (125)
From Theorem 3 we can see that, the (maximal) circuit depth and sample complexity of Algorithm 2 are \( \tau x_m = O(\kappa^{-1} g^{-1}(p_j) L(p_j)) \) and \( N_M = O(p_j^{-2}) \), respectively, for a given accuracy \( \kappa \) and initial state overlap \( p_j \). This achieves the Heisenberg limit \( \frac{1}{\kappa} \) for the eigenenergy searching.
V. ERROR AND RESOURCE REQUIREMENT ANALYSIS FOR THE OBSERVABLE ESTIMATION

In this section, we study the estimation error of the observable value \( \langle O \rangle \) in Algorithm 5 under the finite circuit depth and sampling number. Based on the error dependence, we estimate the resource requirements (i.e. circuit depth and sample number) of the cooling algorithm.

Similar to Sec. IV, we limit our analysis to the positive and even cooling function such that \( g(h) = g(-h) \). For simplicity, we first assume that we have already obtained a precise eigenenergy estimation \( E_j \) of the \( j \)-th eigenstate following Algorithm 2.

In this section, we study the estimation error of the observable value \( \langle O \rangle \) in Algorithm 5 under the finite circuit depth and sampling number. Based on the error dependence, we estimate the resource requirements (i.e. circuit depth and sample number) of the cooling algorithm.

In Fig. 5 we summarize our error analysis. In Sec. VA, we consider the effect of finite imaginary time \( \tau \); in Sec. VB, we bound the estimation error caused by the normalized cutoff time \( x_m \). The two factors above determine the actual maximum evolution time. In Sec. VC, based on the measurement using Hadamard test, we determine the statistical error caused by finite sampling number \( N_M \). Finally, we summarize the finite sampling effect in Sec.VD and show the dependence of circuit depth \( t_m \) and sampling number \( N_M \) with respect to the initial state \( |\psi_0\rangle \), Hamiltonian \( H \) and the observable \( O \).

Later on, in Sec. VE, we will discuss the effect of the eigenenergy estimation error \( \kappa \) on the observable estimation. When \( \kappa \ll \min\{|E_j - E_{j-1}|, |E_j - E_{j+1}|\} \), the error \( \kappa \) will introduce negligible effect on the accuracy of the observable estimation. However, it will introduce a \( \tau \)-dependent factor on the normalization factor, which causes a higher sampling cost.

\[
\langle O \rangle = \frac{N(O)}{D},
\]

Sec. IVA and VA finite \( \tau \)

\[
\langle O \rangle = \frac{N_\tau(O)}{D_\tau},
\]

Sec. IVB and VB finite \( x_m \)

\[
\langle O \rangle_{\tau}^{(x_m)} = \frac{N_{\tau}^{(x_m)}(O)}{D_{\tau}^{(x_m)}},
\]

Sec. IV C and VC finite \( N_M \)

\[
\langle \tilde{O} \rangle_{\tau}^{(x_m)} = \frac{\tilde{N}_{\tau}^{(x_m)}(O)}{\tilde{D}_{\tau}^{(x_m)}},
\]

When \( \tau = \max\{\frac{1}{\Delta} g^{-1}(\epsilon_\tau^{(1)}/2), \frac{1}{\Delta} g^{-1}(\epsilon_\tau^{(2)}/2)\} \):

\[
|D_\tau - D| \leq \epsilon_\tau^{(1)},
\]

\[
|N_\tau(O) - N(O)| \leq \epsilon_\tau^{(2)} \|O\|_\infty,
\]

When \( x_m = \max\{\sqrt{2} L(\epsilon_x^{(1)/2}), L(\epsilon_x^{(2)/2})\} \):

\[
|D_{\tau}^{(x_m)} - D| \leq \epsilon_x^{(1)}
\]

\[
|N_{\tau}^{(x_m)}(O) - N_\tau(O)| \leq \epsilon_x^{(2)} \|O\|_\infty.
\]

When \( N_M = \max\left\{\left(\frac{\epsilon_\eta^{(1)}}{\epsilon_\eta^{(2)}}\right)^2, \left(\frac{\epsilon_\eta^{(2)}}{\epsilon_\eta^{(1)}}\right)^2\right\} \):

\[
|\tilde{D}_{\tau}^{(x_m)} - D_{\tau}^{(x_m)}| \leq \epsilon_\eta^{(1)}
\]

\[
|\tilde{N}_{\tau}^{(x_m)}(O) - \tilde{N}_{\tau}^{(x_m)}(O)| \leq \epsilon_\eta^{(2)} \|O\|_1.
\]

FIG. 5. Summary of the error analysis of the observable estimation. Started from the ideal observation value \( \langle O \rangle \), we sequentially study the effect of finite imaginary time \( \tau \), finite normalized cutoff time \( x_m \) and finite sampling number \( N_M \).

A. Finite imaginary evolution time

Recall that

\[
\langle O \rangle = \langle u_j | O | u_j \rangle = \frac{N(O)}{D},
\]

where

\[
D = D(E_j) = \langle \psi_0 | \hat{P}_j | \psi_0 \rangle = p_j;
\]

\[
N(O) = \langle \psi | \hat{P}_j O \hat{P}_j | \psi \rangle = p_j \langle O \rangle,
\]

are, respectively, the normalization factor and the unnormalized expectation value. Here, \( \hat{P}_j := |u_j\rangle \langle u_j| \) is the projector to the \( j \)-th eigenstate.

When the imaginary time \( \tau \) is finite, we have the approximated value

\[
\langle O \rangle_{\tau} = \frac{N_{\tau}(O)}{D_{\tau}},
\]

where

\[
D_{\tau} = D(E_j) = \langle \psi_0 | \hat{P}_{j_{\tau}} | \psi_0 \rangle = p_{j_{\tau}};
\]

\[
N_{\tau}(O) = \langle \psi | \hat{P}_{j_{\tau}} O \hat{P}_{j_{\tau}} | \psi \rangle = p_{j_{\tau}} \langle O \rangle_{\tau},
\]
where
\[ D_{\tau} = \langle \psi_0 | g^2(\tau (H - E_j)) | \psi_0 \rangle, \]
\[ N_{\tau}(O) = \langle \psi_0 | g(\tau (H - E_j)) O g(\tau (H - E_j)) | \psi_0 \rangle. \]  
(128)

are, respectively, the normalization factor and the unnormalized expectation value with finite \( \tau \).

In Proposition 3 in Sec. IV A, we have analyzed the distance between \( D_{\tau}(E) \) and \( D(E) \) when \( |E - E_j| \leq \frac{\Delta}{2} \). Similarly, we now bound the distance between \( N_{\tau}(O) \) and \( N(O) \).

**Proposition 6** (Error of the unnormalized expectation value introduced by finite imaginary time). The unnormalized expectation value \( N_{\tau}(O) \) defined in Eq. (128) is related to the ideal \( N(O) \) defined in Eq. (126) by
\[ |N_{\tau}(O) - N(O)| \leq \|O\|_{\infty} \varepsilon_{\tau}(2), \]  
(129)
when the imaginary time \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_{\tau}(2)}{2}) \). Here, \( \|O\|_{\infty} \) is the spectral norm of \( O \).

**Proof.** To bound the distance between \( N_{\tau}(O) \) and \( N(O) \), we first bound the distance between \( \hat{P}_j \) and \( g(\tau (H - E_j)) \).

We have,
\[ g(\tau (H - E_j)) - \hat{P}_j = \sum_{i \neq j} g(\tau (E_i - E_j)) |u_i \rangle \langle u_i| . \]  
(130)

Denote \( \Delta \) to be the known lower bound of \( \min \Delta_{j,j+1}, \Delta_{j,j-1} \). If we choose \( \tau \) to be \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_{\tau}(2)}{2}) \), we have
\[ g(\tau (E_i - E_j)) = g \left( \frac{|E_i - E_j|}{\Delta} g^{-1}(\frac{1}{2} \varepsilon_{\tau}(2)) \right) \]
\[ \leq g \left( g^{-1}(\frac{1}{2} \varepsilon_{\tau}(2)) \right) \]
\[ = \frac{1}{2} \varepsilon_{\tau}(2). \]  
(131)

In the second line, we use the definition of \( g(h) \) that \( g(h') \leq g(h) \) for all \( h' > h > 0 \). Based on Eq. (130) and Eq. (131), we have
\[ \|g(\tau (H - E_j)) - \hat{P}_j\|_{\infty} \leq \frac{1}{2} \varepsilon_{\tau}(2), \]  
(132)
when \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_{\tau}(2)}{2}) \).

Now, we use Eq. (132) to bound the difference between \( N_{\tau}(O) \) and \( N(O) \). When \( \tau \geq \frac{1}{\Delta} g^{-1}(\frac{\varepsilon_{\tau}(2)}{2}) \), we then have,
\[ |N_{\tau}(O) - N(O)| = |\langle \psi_0 | g(\tau (H - E_j)) O g(\tau (H - E_j)) | \psi_0 \rangle - \langle \psi_0 | \hat{P}_j O \hat{P}_j | \psi_0 \rangle| \]
\[ \leq \left| \langle \psi_0 | g(\tau (H - E_j)) O g(\tau (H - E_j)) | \psi_0 \rangle - \langle \psi_0 | \hat{P}_j O \hat{P}_j | \psi_0 \rangle \right| \]
\[ + \left| \langle \psi_0 | \hat{P}_j O g(\tau (H - E_j)) | \psi_0 \rangle - \langle \psi_0 | \hat{P}_j \hat{O} | \psi_0 \rangle \right| \]
\[ \leq 2 \|g(\tau (H - E_j)) - \hat{P}_j\|_{\infty} \|O\|_{\infty} \varepsilon_{\tau}(2) \]  
(133)

B. Finite normalized cutoff time

In Proposition 4, we bound the estimation error of \( D_{\tau}(O) \) caused by finite \( x_m \). Follow similar methods, we bound the estimation errors of \( N_{\tau}(O) \) caused by finite \( x_m \). The estimation formula is given in Eq. (75),
\[ N^{(x_m)}_{\tau}(O) = \|O\|_1 \int_{-x_m}^{x_m} dx \int_{-x_m}^{x_m} dx' P(x)p(x') \sum_{l \in \mathcal{P}} \text{Pr}(l)e^{-i\tau(x-x')} E_l \langle \psi_0 | e^{-i\tau x'H} P_l e^{i\tau x'H} | \psi_0 \rangle , \]  
(134)
\[ O = \sum_{l \in P_n} o_l P_l = \|O\|_1 \sum_{l \in P_n} \Pr_O(l) P_l, \]  
(135)

\[ \|O\|_1 \text{ is the } l_1\text{-norm of Pauli coefficients of } O, \]

\[ \|O\|_1 = \sum_{l \in P_n} o_l. \]  
(136)

Note that, the coefficients \( \{o_l\}_l \) are all positive, since we put the signs into the Pauli matrices \( \{P_l\} \). The probability distribution \( \Pr_O(l) \) is defined to be,

\[ \Pr_O(l) = \frac{o_l}{\sum_{l \in P_n} o_l} = \frac{1}{\|O\|_1 o_l}. \]  
(137)

**Proposition 7** (Error of the unnormalized expectation value introduced by finite normalized cutoff time). The truncated estimation \( N_{\tau}^{(x_m)}(O) \) defined in Eq. (134) is related to the normalization factor \( N_{\tau}(O) \) defined in Eq. (128) by

\[ |N_{\tau}^{(x_m)}(O) - N_{\tau}(O)| \leq \|O\|_\infty \varepsilon_x^{(2)}, \]  
(138)

when the normalized cutoff time \( x_m \geq L(\frac{\varepsilon_x^{(2)}}{2}) \). Here, \( L(\varepsilon) \) is the tail function of the cooling function \( g(h) \) defined in Definition 2.

**Proof.** We have,

\[ |N_{\tau}^{(x_m)}(O) - N_{\tau}(O)| \leq \iint_{\bar{S}} dx dx' p(x)p(x') |e^{-i\tau(x-x')E_1} \langle \psi_0|e^{-i\tau x'H}Oe^{i\tau x'H} |\psi_0\rangle| \]

\[ \leq \iint_{\bar{S}} dx dx' p(x)p(x') \left| \langle \psi_0|e^{-i\tau x'H}Oe^{i\tau x'H} |\psi_0\rangle \right| \]

\[ \leq \|O\|_\infty \iint_{\bar{S}} dx dx' p(x)p(x') =: \|O\|_\infty \varepsilon_x^{(2)}, \]  
(139)

where \( \bar{S} \) implies the complement area of \( S : \{(x, x')|x| \leq x_m, |x'| \leq x_m\} \).

The error term \( \varepsilon_x^{(2)} \) is related to the tail probability by

\[ \varepsilon_x^{(2)} = 1 - \int_{\bar{S}} dx dx' p(x)p(x') = 1 - (1 - L^{-1}(x_m))^2 \leq 2L^{-1}(x_m) \]

\[ \Rightarrow \quad x_m \geq L(\frac{\varepsilon_x^{(2)}}{2}). \]  
(140)

Therefore, when we choose the \( x_m \) to be \( L(\varepsilon_x^{(2)}) \), we can achieve the estimation of \( N_{\tau}(O) \) with a precession of \( \|O\|_\infty \varepsilon_x^{(2)} \).

\[ \square \]

**C. Finite sample number**

In Proposition 4, we bound the estimation error of \( D_{\tau}^{(x_m)}(O) \) caused by finite sampling error \( N_M \). Follow similar methods, we bound the statistical error of \( N_{\tau}^{(x_m)}(O) \).

In the single-shot version of Hadamard test in Algorithm 5, we can describe these identical and identically distributed (i.i.d.) single-round estimators for \( N_{\tau}^{(x_m)}(O) \) as \( \{\hat{n}_q\}_{q=1}^{N_M} \). Each single-round estimator \( \hat{n}_q \) is a random variable defined as follows,

\[ \hat{n}_q(O) = \begin{cases} 
\text{Re}(2\|O\|_1 e^{-i\tau(x-x')E_1}), & (b, a) = (0, 0), (x, x') : |x| \leq x_m, |x'| \leq x_m \\
\text{Re(-2\|O\|_1 e^{-i\tau(x-x')E_1}),} & (b, a) = (0, 1), (x, x') : |x| \leq x_m, |x'| \leq x_m \\
\text{Re(2\|O\|_1 e^{-i\tau(x-x')E_1}),} & (b, a) = (1, 0), (x, x') : |x| \leq x_m, |x'| \leq x_m \\
\text{Re(-2\|O\|_1 e^{-i\tau(x-x')E_1}),} & (b, a) = (1, 1), (x, x') : |x| \leq x_m, |x'| \leq x_m \\
0, & (x, x') : |x| > x_m \text{ or } |x'| > x_m.
\end{cases} \]  
(141)
The final estimation of $N_{\tau}(x_m)(O)$ is given by

$$\hat{N}_{\tau}(x_m)(O) = \frac{1}{N_M} \sum_{q=1}^{N_M} \hat{n}_q(O).$$

(142)

Based on Eq. (134), we know that

$$E_{(x,x',p,b,a)} (\hat{N}_{\tau}(x_m)(O)) = N_{\tau}(x_m)(O).$$

(143)

Now we bound the statistical error of $\hat{N}_{\tau}(x_m)(O)$ using Lemma 1.

**Proposition 8** (Error of the observable expectation value introduced by finite sampling number). The estimator $\hat{N}_{\tau}(x_m)(O)$ defined in Eq. (142) is related to the truncated estimation $\hat{N}_{\tau}(x_m)(O)$ defined in Eq. (134) by

$$|\hat{N}_{\tau}(x_m)(O) - N_{\tau}(x_m)(O)| \leq \|O\|_1 \varepsilon_{n}^{(2)},$$

(144)

with a failure probability $\delta^{(2)} := 2 \exp \left(-2K(\varepsilon_{n}^{(2)})^2/16\right)$, when the sample number $N_M \geq K(\varepsilon_{n}^{(2)})^{-2}$. Here, $\|O\|_1 = \sum_i |a_i|$ is the sum of the Pauli coefficients of $O$.

Proof. Note that, the estimators $\{\hat{n}_q(O)\}_{q=1}^{N_M}$ are independent, whose values are bounded by $[-2\|O\|_1, 2\|O\|_1]$. Here, $\|O\|_1 = \sum_i |a_i|$. Using the Hoeffding bound in Lemma 1 with the bound $[-2\|O\|_1, 2\|O\|_1]$, we finish the proof. \(\square\)

**D. Accuracy of the observable estimation**

The final observable estimation is given by

$$\langle \hat{O} \rangle_{\tau}(x_m) = \frac{\hat{N}_{\tau}(x_m)}{O_{\tau}(x_m)}.$$

(145)

In Propositions 3, 4, 5, 6, 7, and 8, we estimate the errors caused by finite $\tau$, $x_m$, and $N_M$ on $D_{\tau}$ and $N_{\tau}(O)$, respectively. Now we combine the results together.

**Proposition 9.** For the initial state $|\psi_0\rangle$, target eigenstate $|u_j\rangle$ and cooling function $g(h)$, if we set the imaginary time $\tau$, normalized cutoff time $x_m$, and sample number $N$ to be

1. $\tau = \frac{1}{N} \max \{g^{-1}(\frac{\varepsilon^{(1)}}{2}), g^{-1}(\frac{\varepsilon^{(2)}}{2})\};$
2. $x_m = \max \{\sqrt{2L(\frac{\varepsilon^{(1)}}{2}), L(\frac{\varepsilon^{(2)}}{2})}\};$
3. $N_M = \max \{K(\varepsilon^{(1)})^{-2}, K(\varepsilon^{(2)})^{-2}\};$

then the estimated observable expectation value $\langle \hat{O} \rangle_{\tau}(x_m)$ defined in Eq. (145) in Algorithm 5 is related to the real observable expectation $\langle O \rangle$ by,

$$|\langle \hat{O} \rangle_{\tau}(x_m) - \langle O \rangle | \leq p_1^{-1}(\|O\|_1 + 1)(\varepsilon^{(1)}_\tau + \varepsilon^{(1)}_x + \varepsilon^{(1)}_n) + p_2^{-1}(\varepsilon^{(2)}_\tau)\|O\|_\infty + \varepsilon^{(2)}_x\|O\|_\infty + \varepsilon^{(2)}_n\|O\|_1),$$

(146)

with a failure probability $\delta^{(1)} + \delta^{(2)} = 4e^{-\frac{K}{2}}$.

Proof. Following Propositions 3, 4, 5, 6, 7, and 8, when we choose $\tau, x_m, N_M$ to be the values mentioned above, then the following bound holds at the same time

$$|\hat{D}(x_m) - D| \leq \varepsilon^{(1)}_\tau + \varepsilon^{(1)}_x + \varepsilon^{(1)}_n,$$

$$|\hat{N}(x_m)(O) - N(O)| \leq (\varepsilon^{(2)}_\tau)\|O\|_\infty + \varepsilon^{(2)}_x\|O\|_\infty + \varepsilon^{(2)}_n\|O\|_1),$$

(147)

with a failure probability $\delta(K) = 4e^{-\frac{K}{2}}$. To simplify the notation, we denote $\varepsilon^{(1)} := \varepsilon^{(1)}_\tau + \varepsilon^{(1)}_x + \varepsilon^{(1)}_n$ and $\varepsilon^{(2)}(O) := \varepsilon^{(2)}_\tau\|O\|_\infty + \varepsilon^{(2)}_x\|O\|_\infty + \varepsilon^{(2)}_n\|O\|_1$. 
Based on Eq. (147), we bound the difference between the quotients \( \langle \hat{O} \rangle_{\tau}^{(x_m)} \) and \( \langle O \rangle \),

\[
| \langle O \rangle - \langle \hat{O} \rangle_{\tau}^{(x_m)} | = \left| \frac{N(O)}{D} - \frac{\hat{N}_{\tau}^{(x_m)}(O)}{\hat{D}_{\tau}^{(x_m)}} \right| \\
= \left| \frac{N(O)\hat{D}_{\tau}^{(x_m)} - D\hat{N}_{\tau}^{(x_m)}(O)}{\hat{D}_{\tau}^{(x_m)}} \right| \\
\leq \frac{|N(O)(D + \varepsilon^{(1)}) - D(N(O) - \varepsilon^{(2)}(O))|}{D(D - \varepsilon^{(1)})} \\
= \frac{|N(O)|\varepsilon^{(1)} + D\varepsilon^{(2)}(O)|}{D^2 - D\varepsilon^{(1)}} \\
\leq \frac{(N(O) + D)\varepsilon^{(1)} + D\varepsilon^{(2)}(O)}{D^2} \\
= p_j^{-1}(\langle O \rangle + 1)(\varepsilon^{(1)}_r + \varepsilon^{(2)}_x + \varepsilon^{(1)}_n) + p_j^{-1}(\varepsilon^{(2)}_r ||O||_\infty + \varepsilon^{(2)}_x ||O||_\infty + \varepsilon^{(2)}_n ||O||_1).
\]

In the fifth line, we use the fact that \( N(O)\varepsilon^{(1)} \) and \( D\varepsilon^{(2)}(O) \) are much smaller than \( D^2 = p_j^2 \).

Based on Proposition 9, we can estimate the circuit depth and sample complexity for the observable estimation task.

**Theorem 4** (Accuracy of the observable estimation). The expectation value estimation \( \langle \hat{O} \rangle_{\tau}^{(x_m)} \) defined in Eq. (145) is related to the real observable expectation value \( \langle O \rangle \) by

\[
| \langle O \rangle - \langle \hat{O} \rangle_{\tau}^{(x_m)} | \leq \varepsilon \left( \frac{1}{2}(\langle O \rangle + 1) + \frac{1}{3}||O||_\infty + \frac{1}{6}||O||_1 \right)
\]

(149)

with a failure probability of \( \delta^{(1)} + \delta^{(2)} = 4 \exp(-K/8) \), when the finite imaginary time \( \tau \geq \frac{1}{2}g^{-1}(\frac{2p_j}{12}) \), the normalized cutoff time \( x_m \geq \sqrt{2L(\frac{2p_j}{12})} \), and the sample number \( N_M \geq K(\frac{2p_j}{12})^{-2} \). Here, \( ||O||_1 = \sum_i |o_i| \) is the sum of the Pauli coefficients of \( O \), \( \Delta \) is a known lower bound of \( \min\{E_j - E_{j-1}, |E_j - E_{j+1}|\} \).

**Proof.** From Proposition 9 we know that, if we set \( \tau = \frac{1}{2} \max\{g^{-1}(\frac{2p_j}{12}), g^{-1}(\frac{2p_j}{12})\} \) \( x_m = \max\{\sqrt{2L(\frac{2p_j}{12})}, L(\frac{2p_j}{12})\} \) and \( N_M = \max\{K(\frac{2p_j}{12})^{-2}, K(\frac{2p_j}{12})^{-2}\} \), then

\[
| \langle O \rangle - \langle \hat{O} \rangle_{\tau}^{(x_m)} | \leq p_j^{-1}(\langle O \rangle + 1)(\varepsilon^{(1)}_r + \varepsilon^{(2)}_x + \varepsilon^{(1)}_n) + p_j^{-1}(\varepsilon^{(2)}_r ||O||_\infty + \varepsilon^{(2)}_x ||O||_\infty + \varepsilon^{(2)}_n ||O||_1) \\
\leq p_j^{-1}(||O||_1 + 1)(\varepsilon^{(1)}_r + \varepsilon^{(2)}_x + \varepsilon^{(1)}_n) + p_j^{-1}||O||_1(\varepsilon^{(2)}_r + \varepsilon^{(2)}_x + \varepsilon^{(2)}_n)
\]

(150)

If we set

\[
\varepsilon^{(1)}_r = \varepsilon^{(2)}_r = \varepsilon^{(1)}_x = \varepsilon^{(2)}_x = \varepsilon^{(1)}_n = \varepsilon^{(2)}_n = \frac{\varepsilon p_j}{6},
\]

(151)

which corresponds to

\[
\tau \geq \frac{1}{2}g^{-1}(\frac{\varepsilon p_j}{12}) \\
x_m \geq \sqrt{2L(\frac{\varepsilon p_j}{12})},
\]

(152)

then Eq. (150) becomes,

\[
| \langle \hat{O} \rangle_{\tau}^{(x_m)} - \langle O \rangle | \leq \varepsilon \left( \frac{1}{2}(\langle O \rangle + 1) + \frac{1}{3}||O||_\infty + \frac{1}{6}||O||_1 \right) \\
\leq \varepsilon(||O||_1 + 1).
\]

(153)
From Theorem 4 we can see that, the circuit depth and sample complexity of the observable estimation are \( \tau x_m = \mathcal{O}(\frac{1}{2}g^{-1}(\varepsilon_2) L(\varepsilon_1)) \) and \( N_M = \mathcal{O}(\varepsilon^{-2} I_2^{-1}) \), respectively.

As is shown in Eqs. (23), (43), (52), and (61), the common cooling functions satisfy
\[
g^{-1}(\varepsilon) = \mathcal{O}(\log(\varepsilon^{-1})),
\]
that is, with a logarithm increasing \( \tau \), we can suppress the error term caused by finite imaginary time evolution. On the other hand, for the common cooling functions,
\[
L(\varepsilon) = \mathcal{O}(\text{poly}(\varepsilon^{-1})).
\]
This implies that the circuit depth of a general cooling function is \( \mathcal{O}(\text{poly}(\varepsilon^{-1})) \log(\varepsilon^{-1}) \). For the Gaussian cooling or secant hyperbolic function we can further reduce it to \( \mathcal{O}(\text{poly}(\log(\varepsilon^{-1})) \), which is exponentially better than the phase estimation algorithm.

E. Effect of eigenenergy estimation error on the observable estimation

Now, we analyze the effect of the energy estimation error \( \kappa \). As a reasonable assumption, we assume that \( |\kappa| < \frac{\Delta}{2} \), i.e., the estimated eigenenergy \( \hat{E}_j \) satisfies \( |\hat{E}_j - E_j| \leq \frac{\Delta}{2} \).

The normalization factor \( D_x \) and unnormalized observation value \( N_x(O) \) will become
\[
D_x(\hat{E}_j) = \langle \psi_0| g^2(\tau(H - \hat{E}_j))|\psi_0 \rangle,
N_x(O; \hat{E}_j) = \langle \psi_0| g(\tau(H - \hat{E}_j))O g(\tau(H - \hat{E}_j))|\psi_0 \rangle.
\]

In practice, we will generate estimated values \( \hat{D}_x^{(\tau)}(\hat{E}_j) \) and \( \hat{N}_x^{(\tau)}(O; \hat{E}_j) \) following similar methods introduced in Sec. V B and Sec. V C. The final estimation of \( \langle O \rangle \) will be
\[
\langle O \rangle_{\tau}^{(\tau)}(\hat{E}_j) = \frac{\hat{N}_x^{(\tau)}(O; \hat{E}_j)}{\hat{D}_x^{(\tau)}(\hat{E}_j)}.
\]

To bound the distance between \( \langle O \rangle_{\tau}^{(\tau)}(\hat{E}_j) \) and \( \langle O \rangle \), we only need to relate \( \hat{N}_x^{(\tau)}(O; \hat{E}_j) \) and \( \hat{D}_x^{(\tau)}(\hat{E}_j) \) to \( N(O) \) and \( D \), respectively. The errors introduced by finite \( x_m \) and \( \hat{N}_M \) can be still analyzed based on Proposition 4, 5, 7, and 8. Furthermore, the finite \( \tau \) error in the normalization factor \( D(E) \) can be handled by Proposition 3. Therefore, we only need to generalize Proposition 6, following similar analysis in Proposition 3.

**Proposition 10** (Error of the unnormalized expectation value introduced by finite imaginary time with energy estimation inaccuracy). When \( E \in [E_j - \frac{\Delta}{2}, E_j + \frac{\Delta}{2}] \), the finite \( \tau \) unnormalized expectation value \( N_x(O) \) defined in Eq. (156) is related to the ideal \( N(O) \) defined in Eq. (126) by
\[
|N_x(O; E) - g(\tau(E - E_j))^2 N(O)| \leq \|O\|_\infty \varepsilon_{\tau}^{(2)},
\]
when the imaginary time \( \tau \geq \frac{1}{2}g^{-1}(\varepsilon_{\tau}^{(2)}) \). Here, \( \|O\|_\infty \) is the spectral norm of \( O \).

**Proof.** From Eq. (100) in the proof in Proposition 3 we have
\[
\|g(\tau(H - E)) - g(\tau(E_j - E)) \hat{P}_j\| \leq \frac{\varepsilon_{\tau}^{(2)}}{2},
\]
when \( \tau \geq \frac{2}{\Delta}g^{-1}(\varepsilon_{\tau}^{(2)}) \).

Now, we use Eq. (159) to bound the difference between \( N_x(O; E) \) and \( g(\tau(E - E_j))^2 N(O) \),
\[
|N_x(O; E) - g(\tau(E - E_j))^2 N(O)| = | \langle \psi_0| g(\tau(H - E_j))O g(\tau(H - E_j))|\psi_0 \rangle - g(\tau(E - E_j))^2 \langle \psi_0| \hat{P}_j O \hat{P}_j |\psi_0 \rangle |
\leq | \langle \psi_0| g(\tau(H - E_j))O g(\tau(H - E_j))|\psi_0 \rangle - g(\tau(E - E_j)) \langle \psi_0| \hat{P}_j O g(\tau(H - E_j))|\psi_0 \rangle |
+ \langle \psi_0| \hat{P}_j O g(\tau(H - E_j))|\psi_0 \rangle - g(\tau(E - E_j)) \langle \psi_0| \hat{P}_j O \hat{P}_j |\psi_0 \rangle |
\leq \|g(\tau(H - E_j)) - \hat{P}_j\|_\infty \|O\|_\infty + g(\tau(E - E_j)) \|g(\tau(H - E_j)) - \hat{P}_j\|_\infty \|O\|_\infty
\leq 2 \|g(\tau(H - E_j)) - \hat{P}_j\|_\infty \|O\|_\infty
\leq \varepsilon_{\tau}^{(2)} \|O\|_\infty.
\]

(160)
Based on Propositions 3, 4, 5, 7, 8, and 10, we then have the following proposition, which is a modified version of Proposition 9.

**Proposition 11.** For the initial state \( |\psi_0\rangle \), target eigenstate \( |u_j\rangle \) and cooling function \( g(h) \), when the finite energy estimation error satisfies \( |\varepsilon| \leq \frac{\Delta}{2} \), if we set the imaginary time \( \tau \), normalized cutoff time \( x_m \), and sample number \( N \) to be

1. \( \tau = \frac{2}{\Delta} \max\{g^{-1}(\varepsilon_1^2, g^{-1}(\varepsilon_2^2))\} \);
2. \( x_m = \max\{\sqrt{2}L(\varepsilon_1^2, L(\varepsilon_2^2))\} \);
3. \( N_M = \max\{K(\varepsilon_1^2)^{-2}, K(\varepsilon_2^2)^{-2}\} \);

then the estimated observable expectation value \( \langle \hat{O}\rangle_{\tau}(x_m)(\hat{E}_j) \) defined in Eq. (145) in Algorithm 5 is related to the real observable expectation value \( \langle O \rangle \) by,

\[
|\langle \hat{O}\rangle_{\tau}(x_m) - \langle O \rangle| \leq \frac{1}{2}p_{p_j}^{-1}g(\tau\kappa)^{-2}(\langle O \rangle + 1)(\varepsilon_1^1 + \varepsilon_2^1 + \varepsilon_3^1) + p_{p_j}^{-1}g(\tau\kappa)^{-2}(\varepsilon_1^2||O||_{\infty} + \varepsilon_2^2||O||_{\infty} + \varepsilon_3^2||O||_1),
\]

with a failure probability \( \delta^{(1)} + \delta^{(2)} = 4e^{-\frac{K}{8}} \).

The proof of Proposition 11 is omitted since it is almost the same as the one in Proposition 9. We only need to replace \( N(O) \) and \( D \) to \( g(\tau\kappa)^2N(O) \) and \( g(\tau\kappa)^2D \), respectively.

Proposition 11 indicates that, when the eigenenergy is estimated to a precision of \( \kappa \), the observation error will become \( g(\tau\kappa)^2 \) times larger than the case when \( E_j \) is accurate. This will put an upper bound on the value of \( \tau \) when \( \tau \rightarrow \infty \), \( g(\tau\kappa)^2 \rightarrow 0 \).

Similar to Theorem 4, we have the following proposition.

**Proposition 12 (Accuracy of the observable estimation with small eigenenergy estimation error).** When the finite estimation error satisfies \( |\varepsilon| \leq \frac{\Delta}{2} \), the expectation value estimation \( \langle \hat{O}\rangle_{\tau}(x_m)(\hat{E}_j) \) defined in Eq. (157) is related to the real observable expectation value \( \langle O \rangle \) by

\[
|\langle \hat{O}\rangle_{\tau}(x_m) - \langle O \rangle| \leq \varepsilon\left(\frac{1}{2}(\langle O \rangle + 1) + \frac{1}{3}||O||_{\infty} + \frac{1}{6}||O||_1\right),
\]

with a failure probability \( \delta^{(1)} + \delta^{(2)} = 4e^{-K/8} \), when the finite imaginary time \( \tau \) satisfies

1. \( \tau \leq \tau_m \), where \( \tau_m = \mathcal{O}(1/\kappa) \) so that \( g(\tau_m\kappa) = \Omega(1) \);
2. \( \tau \geq \frac{2}{\Delta}g^{-1}\left(\frac{\varepsilon_{p_j}}{12}\right) \),

the normalized cutoff time \( x_m \geq \sqrt{2}L\left(\frac{\varepsilon_{p_j}g(\tau\kappa)^2}{12}\right) \), and the sample number \( N_M \geq K\left(\frac{\varepsilon_{p_j}g(\tau\kappa)^2}{6}\right)^{-2} \). Here, \( ||O||_1 = \sum_i |\alpha_i| \) is the sum of the Pauli coefficients of \( O \).

The proof is essentially the same as the one in Theorem 4. We only need to modify Eq. (151) to

\[
\varepsilon_1^1 = \varepsilon_2^1 = \varepsilon_3^1 = \varepsilon_1^2 = \varepsilon_2^2 = \varepsilon_3^2 = \frac{\varepsilon_{p_j}}{6}g(\tau\kappa)^2,
\]

so that Proposition 11 holds.

Now we discuss the requirement of energy estimation precision \( \kappa \) based on Proposition 12. To make sure that the observable \( O \) can be accurately estimated, the finite imaginary evolution time \( \tau \) must satisfy the following two requirements,

1. \( \tau \leq \tau_m \), where \( \tau_m = \mathcal{O}(1/\kappa) \) so that \( g(\tau_m\kappa) = \Omega(1) \);
2. \( \tau \geq \frac{2}{\Delta}g^{-1}\left(\frac{\varepsilon_{p_j}}{12}\right) \).

As a result, the value of \( \kappa \) should satisfy

\[
\kappa \leq \mathcal{O}\left(\frac{\Delta}{g^{-1}(\varepsilon_{p_j}/12)}\right).
\]

So that we are able to estimate the observable values with proper \( \tau \).
FIG. 6. We show the spectrum search of the 8-site anisotropic Heisenberg model using the Gaussian cooling function with different evolution time. The solid line shows the denominator of $D_\tau$ with different $\tau$ from $\tau = 0.9$ to 1.7. The cutoff is calculated according to the precision in the main text. We set $N_t = 10^5$ in the Monte Carlo sampling of the integral, and we use the expectation value for each sample that ignores measurement shot noise to keep consistent as that in the main text.

FIG. 7. Simulation error during the cooling process. The error is compared with the ideal expectation value given by $\langle \psi_0 | g(\tau(H - E_2))\dagger O g(\tau(H - E_2)) | \psi_0 \rangle$. The simulation error is below 0.05 under evolution.

VI. NUMERICAL SIMULATION

We show the spectrum search with different total evolution time $T = \tau x_m$ with the cutoff $x_m$ and imaginary evolution time $\tau$. Here, $\tau$ and $x_m$ are calculated according to the precision, as discussed in the above sections. The maximum imaginary evolution time $\tau$ ranges from $\tau = 0.9$ to 1.7. As shown in Figure 6, with increasing imaginary time, we can distinguish the peaks that are close to each other, aligning with our theoretical analysis.

In the main text, both the imaginary time $\tau$ and the cutoff $x_m$ are consistently adjusted by the target precision. We elaborate how to determine the the imaginary time $\tau$ and the cutoff $x_m$ by taking the Gaussian function as an example. For a certain simulation accuracy $\varepsilon$, the imaginary time $\tau$ and the cutoff $x_m$ satisfy $\tau \propto \sqrt{\log(2\Delta/\varepsilon)}$ and $x_m = 2\sqrt{\log(2/\varepsilon)}$, respectively. The reference line in the main text shows the error due to finite time $\tau$ plus the theoretical maximum error $L(\varepsilon)$.

We also show the simulation accuracy under the cooling process. Similarly in the main text, suppose we aim to find the second eigenstate $|u_2\rangle$, which has the largest overlap with the initial state. Given the associated eigenenergy $E_2$ found by the above method, we now analyze the simulation error during the cooling process. Here, the observable that verifies the state infidelity as $O = |u_2\rangle \langle u_2|$. We track the simulation accuracy by comparing with the ideal expectation value under the generalized cooling process, which is given by $\langle \psi_0 | g(\tau(H - E_2))\dagger O g(\tau(H - E_2)) | \psi_0 \rangle$. We can see that the error is kept in a relatively small value during the cooling process. We can improve the simulation accuracy by increasing the Monte Carlo sampling of the integral.