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Abstract
Traditional visual-inertial simultaneous localization and mapping algorithms are usually designed based on CPUs, and they cannot effectively utilize the parallel computing function of GPUs if they are directly transplanted to an embedded board with a GPU module. However, the computing power of embedded devices is limited. It is unreasonable for the visual-inertial simultaneous localization and mapping algorithm to occupy most CPU computing resources while the GPU is idle. In this article, a parallelization scheme for the VINS-Mono algorithm based on GPU parallel computing technology is proposed. Based on the compute unified device architecture, the construction and solution of the incremental equation are parallelized in the nonlinear optimization process of the algorithm, and the parallelization methods provided by cuSOLVER and cuBLAS are used to carry out the marginalization of the algorithm. In addition, the program for the detection and matching of image feature points in the process of optical flow tracking is rewritten in the algorithm to realize the parallelization of optical flow tracking. After parallelization, the algorithm is found to run well on a heterogeneous computing model composed of a CPU and GPU and can fully exploit the parallel computing power of the GPU. The proposed method was tested on an NVIDIA’s Jetson TX2 module and compared with the VINS-Mono algorithm; the speeds of the construction and solution of the incremental equation were found to be the same, but the optical flow tracking and marginalization speed of the proposed scheme exhibited improvements of about 1.5–1.7 times and 1.9 times, respectively.
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Introduction
The simultaneous localization and mapping (SLAM) algorithm is widely used in the field of autonomous driving and intelligent devices, such as autonomous mobile robots and unmanned aerial vehicles (UAVs), and has undergone great development in recent years. The visual-inertial simultaneous localization and mapping (VI-SLAM) algorithm fuses the measurement data of a camera and the inertial measurement unit (IMU) as the algorithm input and obtains the optimal estimation of the carrier pose based on filtering or an optimization algorithm. It extracts feature points from the images of surroundings collected by the camera. The two-dimensional (2D) coordinates of these feature points in the images are all the mapping of a specific three-dimensional (3D) coordinate in the environment. After finding the feature points that map the same 3D coordinate in the environment in two frames of images,
the relative pose between the cameras at the two moments of the two frames can be calculated based on the multi-view geometry method. In addition, a six-axis IMU can measure the local linear acceleration and angular velocity of the carrier, and the integral of the measured acceleration and angular velocity can initially estimate the posture change of the carrier. Further, to improve the accuracy of the algorithm, the bundle adjustment (BA) optimization method is used to improve the accuracy of the calculation of the relative pose of the two images. BA is the application of the nonlinear least-squares method in the field of multi-view geometry. By minimizing the reprojection error between the feature points and landmark points, the optimal estimation of the camera pose and the 3D coordinate of a landmark can be obtained. Similarly, the nonlinear least-squares method can also be used to improve the accuracy of the carrier pose based on the integration of IMU measurement data.

It is easy to parallelize image feature extraction and matching, and a GPU has better parallel computing capability than a CPU. To improve the utilization rate of the GPU module when executing the SLAM algorithm on embedded devices, the process of image feature extraction and matching in the algorithm should be migrated to GPU devices. In addition, nonlinear optimization consumes the most resources among the components of the VI-SLAM algorithm. If the nonlinear least-squares method is parallelized based on a GPU and migrated to the GPU for execution, the GPU utilization ratio of the SLAM algorithm can be effectively improved. In the SLAM algorithm, to avoid the constant increase of the number of state variables involved in the nonlinear optimization problem, the state variables to be discarded are usually marginalized based on the Schur complement theory. To improve the speed of the marginalization operation, parallel processing is also required for the computation.

The VINS-Mono algorithm is a VI-SLAM algorithm that combines a camera and IMU sensors. The front end of the algorithm extracts the feature points that map the same 3D coordinate in two image frames based on the optical flow method, and then calculates the relative pose of the two image frames. Moreover, based on the integration of the IMU measurement data, the pose estimation of the carrier can also be conducted. Loosely coupled initializations are carried out for these two measurements. After successful initialization, initial estimates of the carrier’s initial velocity, gravitational acceleration, scale factor, and gyroscope bias in the IMUs can be obtained. The back end of the algorithm is based on the sliding window method. In one window, the IMU measurement data and camera measurement data are combined for tightly coupled nonlinear least-squares optimization, which endows the algorithm with good accuracy. However, the algorithm is designed entirely based on a CPU and cannot take advantage of the parallel computing power of a GPU when transplanted to an embedded board with a GPU module.

Because the data must be transferred between host memory and GPU memory, there is an additional time cost to parallelizing the algorithm and porting it to run on the GPU. It limits the real-time performance of parallelized algorithm. The ratio of the time taken to transfer data between host memory and GPU memory in the total algorithm running time is one of the key factors to accelerate parallel computing using GPU. In order to ensure that the parallelized algorithm can run in real time, the program must be carefully designed to make the data transfer operation as few as possible. In the VI-SLAM algorithm, not all steps need to be parallelized. We must balance the GPU utilization with the real-time performance of the algorithm. For the steps with less computation in the algorithm, they should be run on the CPU.

This article proposes a parallelization scheme of VINS-Mono. Based on a GPU, the optical flow tracking, nonlinear least-squares optimization, and marginalization program of VINS-Mono are parallelized. When the proposed algorithm runs on embedded devices with a GPU module, it can fully utilize the parallel computing power of the GPU. The CPU module of the device will not be occupied by VI-SLAM algorithm, and there are remaining computing resources for other main tasks, so as to improve the portability of VI-SLAM algorithm in embedded devices. The main contributions of this article include the following.

1. Based on a GPU, the optical flow tracking, nonlinear least-squares optimization, and marginalization program of the VINS-Mono algorithm are parallelized.
2. The result of the experiment demonstrates that the proposed algorithm can run in real time on NVIDIA’s Jetson TX2 module, and the marginalization and optical flow tracking speeds of the algorithm are improved by about 1.5–1.7 times and 1.9 times, respectively, after parallelization.
3. The proposed scheme improves the portability of VINS-Mono on embedded devices.

Related work

In recent years, industries such as autonomous mobile robots and UAVs have boomed and gained increasing market attention, which has also promoted the development of related technologies, such as SLAM. The SLAM algorithm can be applied to autonomous mobile robots and UAVs as the basis of their localization and navigation algorithms. Because the power consumption of robots and UAVs must be reasonably controlled to extend their battery life, embedded boards are more likely to be used as their control and calculation modules. However, as a computationally intensive algorithm with high requirements for computational accuracy, SLAM often has high requirements for the floating-point computing capability of computing devices,
and it is difficult for ordinary embedded devices to run SLAM algorithms in real time.\textsuperscript{13–15} For embedded devices equipped with GPU modules, it is expected that the real-time performance of the SLAM algorithm can be improved if a portion of the computation is migrated to GPU.

In the VI-SLAM algorithm, the feature extraction and matching process of environmental images collected by a camera is a computational process that can easily be parallelized. Based on the compute unified device architecture (CUDA), Aldegheri et al. carried out the parallelization of the ORB-SLAM2\textsuperscript{20} algorithm; their method involved the calculation and matching of oriented FAST and rotated BRIEF (ORB) descriptors on the GPU so that it could run on the Jetson TX2 module in real time.\textsuperscript{17} Huang et al. proposed a 3D reconstruction method based on GPU parallel computing technology, which uses a GPU to conduct the image feature extraction and matching process, thereby effectively improving the speed of 3D reconstruction on embedded devices.\textsuperscript{18} However, these methods only focus on the parallelization of feature extraction and matching, and migrate this process to the GPU device; they do not migrate the nonlinear optimization part of the algorithm, so the parallel computing power of the GPU in the embedded device is not fully exerted. The nonlinear least-squares optimization module in the SLAM algorithm requires a large amount of computation. More importantly, some of these computations do not have any correlation, which makes it possible to parallelize this module. Wu et al. proposed a parallelized BA method in which the Levenberg–Marquardt (LM) algorithm is used to iteratively optimize the estimation of the position and direction of a camera. In the process of algorithm iteration, the preconditioned conjugate gradients (PCG) algorithm is used to solve the incremental equation. By focusing on improving the multiplication speed of some matrices and vectors in the PCG algorithm, the algorithm can make use of the parallel computing power of GPUs to achieve algorithm acceleration on performance-grade GPU devices.\textsuperscript{19} However, the algorithm only shows the processing results of single-precision floating-point data; the numerical size of the data involved in the SLAM algorithm may even exceed the representation range of single-precision floating-point data in computers. Although data normalization is adopted in the algorithm to solve this problem,\textsuperscript{19} the accuracy of the algorithm is inevitably affected by data types. In the field of lidar SLAM, some studies have been conducted on parallel algorithms based on GPUs. For example, Ratter et al. parallelized the iterative closest point algorithm based on GPUs in their proposed lidar SLAM scheme.\textsuperscript{20}

When using optical flow to track two image frames, it is first necessary to extract the feature points in the frames, and then to match the feature points according to the assumption of constant luminosity to achieve tracking. Moreover, for both the extraction and matching of feature points, the calculation of each feature point can be carried out in parallel based on GPUs. In addition, the correlation calculation of each residual component in nonlinear optimization can be carried out in parallel. The parallelization method provided by cuSolver and cuBLAS is used to parallelize the Schur complement matrix operation in the process of marginalization, which can also realize the effective utilization of GPU resources.

The proposed method focuses on the parallelization of VINS-Mono based on a GPU. The method mainly includes the parallelization of optical flow tracking, nonlinear least-squares optimization, and the marginalization process. By running the parallelized algorithm on an embedded device with a GPU, the GPU module of the device can be effectively utilized, and avoid the GPU on the embedded device being idle, so that the computational resources of the hardware can be allocated more reasonably.

**Method**

This section introduces the details of the proposed framework.

**Nonlinear optimization in VI-SLAM**

In the VI-SLAM algorithm, the solution of the pose of the camera and the 3D coordinates of landmark points is a problem of state estimation, that is, the optimal estimations are obtained from observed data with noise. When the probabilistic model of noise is modeled as a Gaussian distribution, the maximum likelihood estimation of the 3D coordinates of the camera pose and landmark points is essentially a nonlinear least-squares problem. Specifically, the following errors must be minimized in each sliding window:

1. the IMU measurement residuals;
2. the reprojection error; and
3. the priori error left by marginalization.

It should be noted that the prior information is left by the marginalized pose after each marginalization, so it is necessary to continue to optimize the prior items in each sliding window. In this problem, the following state variables must be optimally estimated

\[
X = [x_0, x_1, \ldots, x_n, x_c, \lambda_0, \lambda_1, \ldots, \lambda_m]
\]

where \(x_i (i \in [1, m])\) is the inverse depth of landmark points corresponding to feature points in the image, and \(x_k (k \in [1, n])\) is a state vector, which includes the position and direction of the camera, the speed of the carrier, and the bias of the IMU. \(x_k\) is denoted as

\[
x_k = [p_{x_k}^w, q_{x_k}^w, v_{x_k}^w, b_a, b_g], \; k \in [1, n]
\]

where \(p_{x_k}^w\) and \(q_{x_k}^w\) are the position and direction of the camera, \(b_a\) and \(b_g\) are the bias of the IMU, and \(v_{x_k}^w\) is the speed of the carrier.
The observation of a certain landmark point between two key frames corresponds to four edges. The inverse depth of a landmark point, the pose of two key frames, and the relative pose between the camera and the IMU constitute four vertices of these edges. This corresponds to the calculation of a reprojection error in the objective function, as follows

\[
\min_{X_k} \| r_C(Z_{i}^C, X) \|_{p_i}^2
\]

(6)

Marginalization leaves a priori error in the sliding window corresponding to the following parts of the target function

\[
\min_{X_k} \| r_p - J_pX \|_2
\]

(7)

It can be seen that the calculations involved in each edge of the factor graph are only related to the vertices corresponding to each edge, and there is no dependence on the calculations of other edges. The parallelization of the nonlinear optimization of VINS-Mono in this study is completed based on the calculations involved in the parallel execution of each edge.

CUDA is a set of programming interfaces provided by NVIDIA, based on which it is convenient to allocate GPU computing resources. In the proposed method, the data transmission between the CPU and GPU is based on CUDA. The data required for parallel computing are copied from the host memory to video memory, and the final result is obtained by completing the calculation on the GPU. The result is then transferred to the host memory and handed to the CPU to complete the subsequent process of the SLAM algorithm.

**Construction and solution of the incremental equation**

The LM algorithm is often used to iteratively determine the optimal estimator in least-squares problems. The following incremental equation must be solved at each iteration

\[
(J^T \Sigma^{-1} J + \alpha I) \delta x = -J^T \Sigma^{-1} r
\]

(8)

where \( J \) is the first derivative (Jacobian matrix) of the objective function to the optimized state vector, \( \delta x \) is the increment of the state vector in each iteration, \( r \) is the error corresponding to each iteration, \( \Sigma^{-1} \) is the information matrix corresponding to the probability distribution model in the back-end state estimation problem of the algorithm, and \( I \) is the identity matrix.

Moreover, \( \alpha \) is always greater than zero during iteration. The incremental equation can be written in the following continuous form

\[
\left( \sum_{i \in O} J_i^T \Sigma_i^{-1} J_i + \alpha I \right) \delta x = -\sum_{i \in O} J_i^T \Sigma_i^{-1} r_i
\]

(9)

where \( O \) is the set of all observations, including IMU measurements and camera measurements, and the components of the incremental equation are calculated in parallel on each observation and summed up to obtain the total incremental equation. \( J_i, r_i, \) and \( \Sigma_i^{-1} \) are respectively components of \( J, r, \)
and $\Sigma^{-1}$, these components can be computed in parallel. Specifically, the residuals and Jacobian components of each measurement are calculated in parallel. The approximate Hessian matrix of each measurement is then calculated based on the Jacobian matrix and information matrix, and the incremental equation is finally obtained by superposition.

Our approach focuses on parallelizing VINS-Mono without changing its mathematics. The related calculation for reprojection error in the objective function can be represented by the factor graph shown in Figure 2. In VINS-Mono, the calculation of a reprojection error component in the objective function and its first derivative with respect to the relevant state variables involves the inverse depth of landmark points ($\lambda$), the coordinates of landmark points in the $I$-th and $J$-th normalized camera coordinate systems ($pt_i, pt_j$), and the relative position relationship between the camera and the IMU ($xb_c$).

The single-instruction multiple-data (SIMD) model was used to write the program. In CUDA, each thread executes the same kernel function in parallel with different data. In the kernel function, the residual or Jacobian matrix of one measurement is computed. When multiple threads execute the kernel function in parallel, all residual or Jacobian matrix calculations are completed.

Table 1 describes the parallelization calculation method of $J$ and $r$ related to the reprojection constraint. Since the GPU memory cannot be initialized directly in CUDA, the program

does not need to allocate continuous space and assign values in the host memory, and then transfer the data to the GPU memory.

As shown in Figure 3, before the parallel execution of the kernel function is initiated on the host side, the data on which the calculation depends must be copied from the host memory to video memory. In the video memory, a one-dimensional array is used to store these data. The kernel function calculates the index of the required data in the array with the thread ID, and then reads the data from the GPU video memory to complete the calculation of the Jacobian matrix and residual.

The calculation related to the IMU measurement in the objective function can be represented by the factor diagram in Figure 4. The calculation process is related to the camera pose, carrier velocity, and IMU bias of the two image frames involved in the IMU measurement.

The parallel mechanisms of IMU measurement and reprojection are the same, and only the data stored in the memory are different. Because the increment of the IMU measurement error is linearly related to the IMU bias in the hypothesized iterative optimization process of VINS-Mono, the calculation process requires the first derivative

![Figure 2. The factor graph of reprojection error. The reprojection error corresponds to four edges.](image2)

![Figure 3. The flow of data required in calculations related to reprojection constraints. The proposed program records the connection relationship between edges and corresponding vertices in the factor graph when constructing the least-squares problem.](image3)

![Figure 4. Factor graph of IMU constraints. IMU: inertial measurement unit.](image4)
of the error increment to the IMU bias, the pose increment calculated in the pre-integration process, the velocity increment, and the linearized IMU bias.

After the Jacobian matrix and residual calculation on each measurement are completed in parallel, the coefficient matrix of the incremental equation can be constructed as follows

\[
H = \sum J_i^T \Sigma_i^{-1} J_i
\]  

(10)

Moreover, the right side of the incremental equation is as follows

\[
b = \sum J_i^T \Sigma_i^{-1} r_i
\]  

(11)

Both the matrix \(H\) and the vector \(b\) on the right side of the incremental equation are superimposed by multiple components. Therefore, each component is first computed in parallel, and the superposition operation of the matrix \(H\) and the vector \(b\) on the right side of the equation is then completed. The position of each component in the matrix and the vector is determined by the position of the state to be optimized in the state vector. In addition, because \(H\) is a symmetric matrix, only the lower triangular part of the matrix is calculated to reduce the amount of calculation.

The final stacking process involves multiple threads writing data to the same memory, which is extremely unsafe. CUDA provides atomic functions for the queuing of multiple threads to access the same memory address. However, sequential writes to the global memory via multi-threading can also be time-consuming. Because the shared memory access of the GPU is faster, a natural idea is to perform atomic operations on the shared memory and then copy the results of the computation to the global memory. Because the shared memory capacity of the GPU is not sufficient to calculate the entire coefficient matrix, the coefficient matrix is partitioned.

As shown in Figure 5, the coefficient matrix can be divided into four parts, where \(H_{pp}\) is the approximate second derivative of the objective function to the camera pose, carrier velocity, and IMU bias. \(H_{pl}\) and \(H_{lp}\) are transpose of each other, which are derived from the approximate second partial derivative of the reprojection error in the objective function with respect to the inverse depth, and only one of them needs to be calculated. \(H_{ll}\) is a diagonal matrix, which is the approximate second derivative of the reprojection error in the objective function with respect to the inverse depth. Because it can be clearly known which threads are calculating the four parts, the four parts can be calculated separately, thereby making use of the small capacity of the shared memory for atomic operation and improving the program performance. The vector at the right end of the incremental equation is also superimposed after calculating all components that make up the vector in parallel, and since the size of the shared memory is large enough to accommodate the calculation of all the components, it is not necessary to partition the vector.

Finally, the following equation is obtained

\[
(H + \alpha I)\delta x = b
\]  

(12)

According to the characteristics of the SLAM problem, in the equation, \(H\) is a symmetric semi-positive definite matrix, and \(\alpha\) is always greater than zero in the iterative process of the LM algorithm. Therefore, the coefficient matrix of the equation is a symmetric positive definite matrix, and the solution can be effectively accelerated by using the following Cholesky decomposition

\[
H + \alpha I = LL^T
\]  

(13)

CUDA provides users with a parallel Cholesky decomposition tool. Based on CUDA’s cuSOLVER function library, the parallel solution of the incremental equation is realized.

**Marginalization**

The sliding window algorithm is used to control the computational complexity of the back-end nonlinear optimization module. Specifically, the old variable must be removed from the sliding window, but if it is directly removed, useful information will be lost. For a SLAM problem in which the probability model is modeled as a multivariate Gaussian distribution, the correct way to remove the old state variables is to marginalize them based on the Schur complement. Before marginalization, the components of the incremental equation corresponding to the variables to be discarded are constructed in parallel.

Figure 6 exhibits the matrix to be operated during the marginalization process, where \(H_{rr}\) and \(b_{rr}\) are the parts to be retained after the marginalization operation, and \(H_{mm}\) and \(b_{mm}\) are the parts to be marginalized. The process of marginalization involves the following calculations.
\[ H_{rr} = H_{rr} - H_{rm} \times H_{mm}^{-1} \times H_{mr} \]  
\[ b_{rr} = b_{rr} - H_{rm} \times H_{mm}^{-1} \times b_{mm} \]

CUDA can be used to carry out a parallelized matrix operation. In addition, the calculation process involves the calculation of the pseudo-inverse of \( H_{mm} \). To improve the speed of pseudo-inverse calculation, the method provided in CUDA’s cuSOLVER function library is used to realize the parallel calculation of the eigenvalues and eigenvectors of \( H_{mm} \).

**Optical flow tracking**

The optical flow tracking algorithm is used for feature matching between two adjacent image frames. It first looks for a corner on one frame and then matches the corresponding corner on another frame based on the assumption that the luminosity is constant. During this process, due to the theoretical characteristics of image corner extraction and matching algorithms, both corner extraction and feature matching based on the assumption of luminosity invariance can realize parallelization. When the algorithm extracts corner points from the image, whether a pixel can be used as a corner is only related to a small number of pixels around it; thus, whether each pixel can be extracted as a corner can be judged on the GPU in parallel. For a feature point, when looking for the matching pixel point on another image frame based on the assumption of constant luminosity, the calculation process only involves a 2D neighborhood of the feature point. Therefore, optical flow tracking for each feature point can also be carried out in parallel. The technology of accelerating the image processing speed based on a GPU is very mature. As shown in Figure 7, different from using CPU to execute optical flow tracking algorithm directly, using GPU to execute optical flow tracking algorithm requires transferring the image from host memory to GPU memory first, and transferring the calculation result from GPU memory to host memory after GPU completes the calculation.

OpenCV provides some CUDA-based image processing function interfaces, which can realize the above process of transferring images to GPU memory, completing feature point matching and optical flow tracking on GPU, and then copying optical flow tracking results from GPU memory to host memory. Using these interfaces, the feature extraction nodes of VINS-Mono algorithm can be rewritten to realize the parallelization of feature extraction nodes.

**Experiments**

The proposed scheme was compared with VINS-Mono on an NVIDIA’s Jetson TX2 module, which uses NVIDIA’s Pascal architecture GPU with 256 computing cores. In addition, there are two CPU clusters on the Jetson TX2, namely a four-core ARM Cortex-A57 cluster and a dual-core Denver cluster.

The EuRoC data set\(^{21}\) and TUM data set\(^{22}\) were used as the test samples to compare the speed and accuracy performances of the proposed algorithm with those of VINS-Mono. Both EuRoC and TUM data sets can be used to test the VI-SLAM algorithm, and both provide ground truth to test the accuracy of the algorithm. In addition, each sequence of the data set has different difficulty, and experiments on multiple sequences can better test the performance of the algorithm. The results of experiments on the MH_01, MH_02, MH_03, MH_04, and MH_05 sequences in the EuRoC data set and the room1, room3, room5 sequences in the TUM data set demonstrate that the performance of the proposed parallelized algorithm was significantly better than that of the unmodified VINS-Mono algorithm in terms of optical flow tracking and marginalization. For nonlinear optimization, there are numerous atomic operations in the process of constructing the incremental equation, which is not conducive to the acceleration of the algorithm. However, even on embedded devices, the parallelized algorithm was found to achieve the same speed as the unmodified algorithm, which ensures the real-time performance of the nonlinear optimization algorithm after migration to a GPU.

Figures 8 to 15 present the running speed comparison of the proposed scheme and VINS-Mono in terms of marginalization and optical flow tracking. When 10 frames of data are collected in each sliding window, and at most 150 feature points are sampled on an image, it can be seen that the proposed scheme exhibited both fast marginalization.
and fast optical flow tracking; its marginalization speed was about 1.5–1.7 times faster than that of VINS-Mono, and the optical flow tracking speed was about 1.9 times faster than that of VINS-Mono.

As shown in Figures 8 to 15, the time cost of the marginalization process for VINS-Mono fluctuated more, and sometimes exceeded 50 ms. In contrast, the performance of the proposed scheme was relatively stable during marginalization, and the average time cost was about 9 ms.

For the optical flow tracking process, the speed of the proposed scheme was significantly faster than that of VINS-Mono.
For nonlinear optimization, the proposed scheme had the same speed as VINS-Mono. The detailed data are recorded in Tables 2 to 4.

Table 2. The average time cost of an LM iteration.

| Sequence | VINS-Mono (ms) | Proposed (ms) |
|----------|----------------|---------------|
| MH_01    | 9.68           | 9.62          |
| MH_02    | 9.62           | 9.89          |
| MH_03    | 9.36           | 9.76          |
| MH_04    | 8.36           | 9.24          |
| MH_05    | 9.03           | 9.06          |
| room1    | 8.78           | 8.36          |
| room3    | 8.71           | 8.57          |
| room5    | 8.99           | 8.46          |

LM: Levenberg–Marquardt.

Table 3. The average speed of optical flow tracking.

| Sequence | VINS-Mono (fps) | Proposed (fps) |
|----------|-----------------|----------------|
| MH_01    | 29.44           | 56.68          |
| MH_02    | 29.29           | 56.55          |
| MH_03    | 29.94           | 57.39          |
| MH_04    | 31.23           | 59.68          |
| MH_05    | 30.31           | 59.86          |
| room1    | 28.97           | 55.67          |
| room3    | 27.41           | 48.17          |
| room5    | 24.95           | 47.14          |

Table 4. The average time cost of a marginalization.

| Sequence | VINS-Mono (ms) | Proposed (ms) |
|----------|----------------|---------------|
| MH_01    | 15.53          | 8.97          |
| MH_02    | 14.75          | 9.15          |
| MH_03    | 16.44          | 10.14         |
| MH_04    | 14.18          | 9.31          |
| MH_05    | 14.90          | 8.62          |
| room1    | 10.76          | 7.30          |
| room3    | 11.50          | 7.54          |
| room5    | 12.83          | 7.48          |

The proposed algorithm requires data transfer between host memory and GPU memory, thus increasing the time cost. However, this does not cause the running speed of the scheme in this article to be slower than that of VINS-Mono, because transferring data between the host and GPU takes a fraction of the time, and programs run faster on the GPU parallelized than on the CPU. The analysis of the running time of each part of the nonlinear optimization program shows that the construction of incremental equation consumes the most time, and the data transfer between the host and GPU consumes less than 0.5 ms. Constructing incremental equation involves multiple threads writing data to the same memory. For thread safety, atomic functions in CUDA are used, this is why the construction of incremental equations takes much time. The detailed data are recorded in Table 5. However, the proposed back-end optimizer runs on the GPU module of an embedded device, thereby allowing it to make the best use of hardware resources.

Experiments show that different sliding window sizes and feature numbers will affect the performance of the algorithm. With the increase of the number of data frames in the sliding window, the running time of both the proposed scheme and VINS-Mono increases gradually. However, when the number of data frames in the sliding window reaches 13, the nonlinear optimization running time of the proposed scheme starts to be less than that of VINS-Mono. This shows that the proposed algorithm can run the program under a large sliding window. Sampling more features in the image will also lead to an increase in the running time of the two algorithms, but the frame rate of the optical flow tracking of proposed algorithm almost does not decrease. This indicates that the number of features that can be selected by the scheme in this article can be larger. The experimental data on MH_05 are recorded in Tables 6 and 7.

The accuracies of the proposed scheme and VINS-Mono were also compared. Because the proposed scheme is only the parallel implementation of VINS-Mono and does not involve the change of the mathematical principle of VINS-Mono, there was no significant difference between their accuracies. Figures 16 to 19 show the comparison between the accuracies of the proposed scheme and VINS-Mono on four sequences, namely MH_01, MH_03, MH_05, and room3. The absolute trajectory errors of the algorithm is recorded in Table 8, including root mean square errors, mean value of errors, and maximum value of errors. VINS-Mono uses Ceres for nonlinear optimization. To implement the parallel nonlinear optimization algorithm and enable it to run on the GPU, a back-end optimization program was written. Library namely cuSOLVER in CUDA is used in the program code of the proposed algorithm to solve the incremental equation in nonlinear optimization. However, the GPU in embedded devices has poor double-precision floating-point computing capability, so the pursuit of high precision will lead to the loss of real-
Table 5. Average time cost of each part of an iteration in nonlinear optimization of proposed algorithm (ms).

| Sequence | Calculate $r$ and $J$ | Construct equation | Solve equation | Memory allocation and transfer data | Others |
|----------|------------------------|--------------------|---------------|--------------------------------------|--------|
| MH_01    | 1.06                   | 4.05               | 2.01          | 0.39                                 | 1.81   |
| MH_02    | 0.93                   | 3.98               | 2.23          | 0.36                                 | 1.79   |
| MH_03    | 1.02                   | 4.27               | 2.17          | 0.42                                 | 1.84   |
| MH_04    | 0.97                   | 3.89               | 1.96          | 0.48                                 | 1.82   |
| MH_05    | 1.03                   | 4.08               | 2.07          | 0.31                                 | 1.76   |

Table 6. Comparison of algorithm performance with different sliding window sizes.

| Window size (frame), the number of features is invariant (150) | Average time cost of a marginalization (ms) | Average time cost of an LM iteration (ms) | Average speed of optical flow tracking (fps) |
|---------------------------------------------------------------|---------------------------------------------|------------------------------------------|---------------------------------------------|
|                                                               | VINS-Mono Proposed                          | VINS-Mono Proposed                        | VINS-Mono Proposed                          |
| 8                                                             | 13.13                                       | 8.07                                      | 31.24                                       |
| 10                                                            | 14.90                                       | 8.62                                      | 30.31                                       |
| 13                                                            | 23.05                                       | 14.41                                     | 29.06                                       |
| 15                                                            | 25.55                                       | 15.77                                     | 29.79                                       |
| 18                                                            | 31.84                                       | 19.41                                     | 30.39                                       |

LM: Levenberg–Marquardt.

Table 7. Comparison of algorithm performance with different number of features.

| Number of features, the window size is invariant (10 frame) | Average time cost of a marginalization (ms) | Average time cost of an LM iteration (ms) | Average speed of optical flow tracking (fps) |
|-----------------------------------------------------------|---------------------------------------------|------------------------------------------|---------------------------------------------|
|                                                           | VINS-Mono Proposed                          | VINS-Mono Proposed                        | VINS-Mono Proposed                          |
| 100                                                       | 12.63                                       | 7.79                                      | 32.01                                       |
| 150                                                       | 14.90                                       | 8.62                                      | 30.31                                       |
| 200                                                       | 18.47                                       | 11.67                                     | 26.91                                       |
| 250                                                       | 22.09                                       | 13.46                                     | 24.03                                       |
| 300                                                       | 25.46                                       | 15.03                                     | 23.81                                       |

LM: Levenberg–Marquardt.

Figure 16. Trajectory and error on MH_01, compared with VINS-Mono.
time performance of the algorithm. In order to ensure the real-time performance of the algorithm, the accuracy of the proposed algorithm is compromised, which resulted in a slight decrease in the algorithm accuracy. However, there was no serious error in the calculation of the trajectory, and the error was within an acceptable range.
The scheme proposed in this article successfully realizes the parallelization of VINS-Mono and transplants its nonlinear optimization program, optical flow tracking program, and marginalization program to a GPU for execution. The results of experiments conducted in this study revealed that the proposed scheme exhibited better speed performance than VINS-Mono; its optical flow tracking speed was about 1.9 times faster than that of VINS-Mono, and its marginalization speed was about 1.5–1.7 times faster. In addition, because above modules are migrated to GPU in this scheme, the CPU computing burden of embedded devices is reduced, so that they can spare time to complete other main computing tasks without being occupied by SLAM algorithm. At the same time, this scheme avoids the idle GPU on embedded devices when intelligent devices such as UAV use embedded devices with GPU module as computing hardware, the algorithm in this article can make GPU reasonably applied and the hardware resource allocation of devices more reasonable. VINS-Mono implemented the nonlinear optimization algorithm based on Ceres, and compared with it, the optimization algorithm implemented in this article achieved a slightly lower precision, it did not cause serious errors in trajectory calculation, and the error was within an acceptable range. For intelligent devices that use embedded devices with GPUs as computing hardware, such as robots and UAVs, the proposed algorithm can allow for the more reasonable application of the GPUs and hardware resource allocation.

### Conclusion

The scheme proposed in this article successfully realizes the parallelization of VINS-Mono and transplants its nonlinear optimization program, optical flow tracking program, and marginalization program to a GPU for execution. The results of experiments conducted in this study revealed that the proposed scheme exhibited better speed performance than VINS-Mono; its optical flow tracking speed was about 1.9 times faster than that of VINS-Mono, and its marginalization speed was about 1.5–1.7 times faster. In addition, because above modules are migrated to GPU in this scheme, the CPU computing burden of embedded devices is reduced, so that they can spare time to complete other main computing tasks without being occupied by SLAM algorithm. At the same time, this scheme avoids the idle GPU on embedded devices when intelligent devices such as UAV use embedded devices with GPU module as computing hardware, the algorithm in this article can make GPU reasonably applied and the hardware resource allocation of devices more reasonable. VINS-Mono implemented the nonlinear optimization algorithm based on Ceres, and compared with it, the optimization algorithm implemented in this article achieved a slightly lower precision, it did not cause serious errors in trajectory calculation, and the error was within an acceptable range. For intelligent devices that use embedded devices with GPUs as computing hardware, such as robots and UAVs, the proposed algorithm can allow for the more reasonable application of the GPUs and hardware resource allocation.

### Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

### Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This work was supported in part by the National Natural Science Foundation (NNSF) of China under Grant 61863002.

### References

1. Bresson G, Alsayed Z, Yu L, et al. Simultaneous localization and mapping: a survey of current trends in autonomous driving. *IEEE Trans Intell Veh* 2017; 2(3): 94–220.

2. Mourikis AI and Roumeliotis SI. A multi-state constraint Kalman filter for vision-aided inertial navigation. In: Proceedings 2007 IEEE international conference on robotics and automation, Rome, Italy, 10–14 April 2007, pp. 3562–3572.

3. Li M and Mourikis AI. High-precision, consistent EKF-based visual-inertial odometry. *Int J Robot Res* 2013; 32(6): 690–711.

4. Bloesch M, Omari S, Hutter M, et al. Robust visual inertial odometry using a direct EKF-based approach. In: *IEEE/RSJ international conference on intelligent robots and systems (IROS)*, Hamburg, Germany, 28 September–2 October 2015, pp. 298–304.

5. Bloesch M, Burri M, Omari S, et al. Iterated extended Kalman filter based visual-inertial odometry using direct photometric feedback. *Int J Robot Res* 2017; 36(10): 1053–1072.

6. Schneider T, Dymczyk M, Fehr M, et al. Maplab: an open framework for research in visual-inertial mapping and localization. *IEEE Robot Automat Lett* 2018; 3(3): 1418–1425.

7. Qin T, Li P, and Shen S. VINS-Mono: a robust and versatile monocular visual-inertial state estimator. *IEEE Trans Robot* 2018; 34(4): 1004–1020.

8. Leutenegger S, Lynen S, Bosse M, et al. Keyframe-based visual-inertial SLAM using nonlinear optimization. *Proc Robot Sci Symp* 2013. DOI: 10.15607/RSS.2013.IX.037.

9. Liu H, Chen M, Zhang G, et al. ICE-BA: incremental, consistent and efficient bundle adjustment for visual-inertial SLAM. In: *IEEE/CVF conference on computer vision and pattern recognition*, 2018, pp. 1974–1982. DOI: 10.1109/CVPR.2018.00211.

10. Crandall DJ, Owens A, Snively N, et al. SFM with MRFs: discrete-continuous optimization for large-scale structure from motion. *IEEE Trans Pattern Anal Mach Intell* 2013; 35(12): 2841–2853.

### Table 8. Absolute trajectory error.

| Sequences | VINS-Mono | | | | Proposed | | | |
|---|---|---|---|---|---|---|---|---|
| | RMSE (m) | Mean (m) | Max (m) | RMSE (m) | Mean (m) | Max (m) | | |
| MH_01 | 0.193 | 0.157 | 0.906 | 0.205 | 0.173 | 0.798 | | |
| MH_02 | 0.184 | 0.134 | 0.556 | 0.226 | 0.177 | 0.688 | | |
| MH_03 | 0.403 | 0.323 | 1.225 | 0.429 | 0.357 | 1.361 | | |
| MH_04 | 0.395 | 0.324 | 1.478 | 0.559 | 0.479 | 1.602 | | |
| MH_05 | 0.426 | 0.379 | 1.396 | 0.602 | 0.521 | 1.719 | | |
| room1 | 0.327 | 0.271 | 1.181 | 0.359 | 0.314 | 1.071 | | |
| room3 | 0.326 | 0.284 | 0.731 | 0.374 | 0.345 | 0.789 | | |
| room5 | 0.359 | 0.317 | 1.097 | 0.372 | 0.387 | 1.140 | | |

RMSE: root mean square error.

### ORCID iD

Quan Lu, Jianli Xu [https://orcid.org/0000-0003-4483-9660](https://orcid.org/0000-0003-4483-9660)
11. Wong KH and Chang MM. 3D model reconstruction by constrained bundle adjustment. In: Proceedings of the 17th international conference on pattern recognition, Cambridge, UK, 26 August 2004, pp. 902–905.

12. Sibley G, Matthies L, and Sukhatme G. Sliding window filter with application to planetary landing. *J Field Robot* 2010; 27(5): 587–608.

13. Giubilato R, Chiodini S, Pertile M, et al. An experimental comparison of ROS-compatible stereo visual SLAM methods for planetary rovers. In: *IEEE international workshop on Metrology for AeroSpace (MetroAeroSpace)*, 2018, pp. 386–391. DOI: 10.1109/MetroAeroSpace.2018.8453534.

14. Abouzahir M, Elouardi A, Latif R, et al. Embedding SLAM algorithms: Has it come of age? *Robot Auton Syst* 2018; 100: 14–26.

15. Nitsche MA, Castro GI, Pire T, et al. Constrained-covisibility marginalization for efficient on-board stereo SLAM. In: *European conference on mobile robots (ECMR)*, Paris, France, 6–8 September 2017, pp. 1–6.

16. Mur-Artal R and Tardós JD. ORB-SLAM2: an open-source SLAM system for monocular, stereo, and RGB-D cameras. *IEEE Trans Robot* 2017; 33(5): 1255–1262.

17. Aldegheri S, Bombieri N, Bloisi DD, et al. Data flow ORB-SLAM for real-time performance on embedded GPU boards. In: *IEEE/RSJ international conference on intelligent robots and systems (IROS)*, Macau, China, 3–8 November 2019, pp. 370–5375.

18. Huang F, Yang H, Tan X, et al. Fast reconstruction of 3D point cloud model using visual SLAM on embedded UAV development platform. *Remote Sens* 2020; 12(20). DOI: 10.3390/rs12203308.

19. Wu C, Agarwal S, Curless B, et al. Multicore bundle adjustment. In: *CVPR*, Colorado Springs, CO, USA, 20–25 June 2011, pp. 3057–3064.

20. Ratter A, Sammut C, and McGill M. GPU accelerated graph SLAM and occupancy voxel based ICP for encoder-free mobile robots. In: *IEEE/RSJ international conference on intelligent robots and systems*, Tokyo, Japan, 3–7 November 2013, pp. 540–547.

21. Burri M, Nikolic J, Gohl P, et al. The EuRoC micro aerial vehicle datasets. *Int J Robot Res* 2016; 35(10): 1157–1163.

22. Schubert D, Goll T, Demmel N, et al. The TUM VI benchmark for evaluating visual-inertial odometry. In: *IEEE/RSJ international conference on intelligent robots and systems (IROS)*, 2018, pp. 1680–1687. DOI: 10.1109/IROS.2018.8593419.