Abstract—Control of blood glucose is essential for diabetes management. Current digital therapeutic approaches for subjects with Type 1 diabetes mellitus (T1DM) such as the artificial pancreas and insulin bolus calculators leverage machine learning techniques for predicting subcutaneous glucose for improved control. Deep learning has recently been applied in healthcare and medical research to achieve state-of-the-art results in a range of tasks including disease diagnosis, and patient state prediction among others. In this work, we present a deep learning model of tasks including disease diagnosis, and patient state prediction and medical research to achieve state-of-the-art results in a range of control. Deep learning has recently been applied in healthcare techniques for predicting subcutaneous glucose for improved pancreas and insulin bolus calculators leverage machine learning with Type 1 diabetes mellitus (T1DM) such as the artificial management. Current digital therapeutic approaches for subjects in forecasting adverse glycaemic events with minimal time lag.

In addition, the model also provides competitive performance in forecasting adverse glycaemic events with minimal time lag both in a simulated patient dataset (MCC$_{hypo}$ = 0.83±0.05 and MCC$_{hyper}$ = 0.80±0.10) and in a real patient dataset (MCC$_{hypo}$ = 0.79±0.04 and MCC$_{hyper}$ = 0.38±0.10). This approach is evaluated on a dataset of 10 simulated cases generated from the UVa/Padova simulator and a clinical dataset of 5 real cases each containing glucose readings, insulin bolus, and meal (carbohydrate) data. Performance of the recurrent convolutional neural network is benchmarked against four algorithms. The prediction algorithm is implemented on an Android mobile phone, with an execution time of 6ms on a phone compared to an execution time of 780ms on a laptop in Python.

Index Terms—Type 1 diabetes, continuous glucose monitor (CGM), glucose prediction, deep learning, long short term memory (LSTM).

I. INTRODUCTION

Diabetes is a chronic illness characterised by a lack of glucose homeostasis. A healthy pancreas dynamically controls the release of insulin and glucagon hormones through the α-cells and β-cells respectively, in order to maintain euglycaemia [1]–[3]. In Type 1 diabetes, an autoimmune disease, the β-cells are compromised and therefore suffer from impaired production of insulin. This leads to increased periods of hyperglycaemia (blood glucose concentration > 180mg/dL) and hypoglycaemia (blood glucose concentration < 70mg/dL) [4], [5]. Insulin therapy is needed to manage blood glucose (BG) levels to maximise the time in (advised) target [6], [7].

The standard approach to diabetes management requires the subject to actively undertake blood glucose measurements a handful of times throughout the day with a finger prick test - self monitoring of blood glucose (SMBG). The recent development and uptake of continuous glucose monitoring (CGM) devices allow for improved sampling (5 minutes) of glucose measurements. This approach has proven to be effective in enabling glucose control and thus improving the outcome of subjects in clinical trials relative to standard approaches [6]–[8]. Further improvement of glucose control can be realised through prediction, allowing users to take action ahead of time to minimise the occurrence of adverse glycaemic events. The challenge lies in the multiple factors such as insulin variability, ingested meals, stress and other physical activities that influence glucose variability [9]. In addition, the glycaemic responses of different people to the same conditions can be very different, which is conditioned by high subject variability.

Machine learning covers a range of techniques that allow intelligent systems to tackle problems by learning and extracting patterns in data to build appropriate models. Consequently, the techniques involve discovering a suitable mapping from the representation of input data to the output. The performance of traditional machine learning algorithms such as logistic regression, k-nearest neighbours [10], or support vector regression [11] heavily depend on the representation of the data they are given. Typically, the features - information the representation comprises - are engineered with prior knowledge and statistical features (mean, variance) [12], principal component analysis (PCA) [13] or linear discriminant analysis [14]. Artificial neural networks are also investigated widely in diabetes management [15]–[19]. However, convolutional neural networks are mostly used with less than 3 layers, which limits the power of neural networks with current training techniques.

Deep learning offers an approach to automatically learn both the features and consequent nonlinear mapping to the output. This approach, which incorporates multi-layer neural networks has been effective in solutions that have improved on previous upper bounds of performance in computer vision [20], board games [21], diseases diagnosis [22], [23], and healthcare [24], [25]. Deep learning typically shows superior performance to traditional techniques due to this ability to automatically learn features with physical meanings [27], [28], hence potentially encoding features that may not be previously known to researchers.

In this paper, we propose a deep learning algorithm for glucose prediction using a multi-layer convolutional recurrent neural network (CRNN) architecture. The model is primarily trained on data comprising CGM, carbohydrate and insulin data. After preprocessing, the time-aligned multi-dimensional time series data of BG, carbohydrate and insulin (other factors are optional) are fed to the deep neural network (DNN) for training. The architecture of the DNN is composed of three parts: a multi-layer convolutional neural network that extracts...
the data features using convolution and pooling, followed by a recurrent neural network (RNN) layer with long short term memory (LSTM) cells and fully-connected layers. In the LSTM cell, an input gate, an output gate and a forget gate are incorporated to remember the previous model state and update the model state simultaneously when current data are fed seamlessly. The convolutional layer comprises a 1D Gaussian kernel filter to perform the temporal convolution, and pooling layers are used for reducing the feature set. LSTM are the variant of gated RNN used since it shows good performance in predicting time series given long time dependencies [29]. In addition, it deals well with the vanishing gradient problem for training traditional RNNs. The final output is a regression output by the fully connected layer. The DNN is realized using the open-source software library Tensorflow [30], and it can be easily implemented to portable or wearable devices with its simplified version Tensorflow Lite. The performance of the proposed method is evaluated on datasets of simulated cases as well as clinical cases of T1DM subjects, and compared against the latest algorithms including support vector regression (SVR) [11], the latent variable model (LVX) [31], the autoregressive model (ARX) [32], and neural network for predicting glucose algorithm (NNPG) [15], which show the competitive performance of the method.

The paper is organized as follows. Section II briefly discusses the setup and specification of the system, the pipeline for preprocessing the data. Section III details the architecture of the proposed multi-layer convolutional recurrent neural network. The performance of the proposed method is evaluated and discussed in Section IV. Finally, Section V concludes the paper with a discussion of challenges in this approach and avenues for future research.

II. METHODS

After introducing the data acquisition and hardware platform, the method of the glucose prediction is explained. The approach consists of several components: preprocessing, feature extraction using CNN, time series prediction using LSTM and signal converter. The architecture of the proposed CRNN is shown in Fig. 2. In the diagram, the input of the algorithm is time series of glycaemic data from CGM, carbohydrate and insulin information (time and amount); other related information are optional (exercises, alcohol, fat, stress, etc.). The output of preprocessing is cleaned as time-aligned glycaemic, carbohydrate and insulin data, which are then fed to the CNN. The output of CNN serves as the input of RNN, which is a multi-dimensional time series data, representing the concatenation of features of the original signals. The output of the RNN is the predictive blood glucose level 30-min later, while hidden states are inherited and updated continuously internally inside of the RNN component. We evaluate the models with 30-min prediction horizon (PH) because it is widely used in glucose prediction software, and is easier to compare results with other works [11], [15], [17], [31], [33], [34]. We proceed with an explanation data pipeline and components of the model architecture.

A. Data Acquisition and Implementation

The data used in this paper include two datasets, simulated data and clinical data. Simulated data of T1DM subjects was generated using the UVA/Padova T1D, which is the only simulator for glucose level simulation approved by the Food and Drug Administration (FDA). Clinical data was obtained from a 6-month clinical dataset corresponding to 10 adult subjects with T1D undergoing a clinical trial evaluating the benefits of an advanced insulin bolus calculator was employed [35]. The information included in the dataset needs glucose, meal, insulin and associated time stamps. Other information is optional for the method.

After the model has successfully undergone training and validation, we also implement our algorithm on mobile phones through Tensorflow Lite due to its efficiency running on portable devices. The model is converted to a Lite model file and installed on an Android or iOS system. It needs the associated application programming interface (API) and interpreter to carry out the inference. Fig. 1 shows how the Tensorflow Lite model file [30] is wrapped and loaded in a mobile-friendly format.

B. Outlier Detection and Filtering

In the preprocessing component, the main purpose is to clean the data, filter the unusual points and make it suitable as the input to the CNN. Besides the normal steps including time stamp alignment, normalization and missing data imputation for time series data with trend, the most important operation to improve the data quality is the outlier detection, interpolation and filtering, in particular for clinic data. Because in the clinical data of glucose time series, there are many missing or outlier data points due to errors in calibration, measurements, and/or mistakes in the process of data collection and transmission. Here, several methods are introduced to handle these scenarios [35].

- Dimension Reduction Model: the time series can be projected into lower dimensions using linear correlations such as principle component analysis (PCA) [37], and
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The main difference between a normal LSTM and the proposed model is that the proposed model has the transform and recover steps to modify the BG values before going through and after coming out the conventional LSTM model.

Because in training, instead of using the BG values directly, we use the change of BG between the current BG $x(t)$ and the future BG $x(t+6)$ as the target label. It is called the transform step. In the training, the input sliding window matrices are multi-dimensional time series (including BG values, meal, insulin). After the model has been trained, the inference output is the change of BG $\Delta x(t)$ between $x(t)$ and $x(t+6)$. So we need the BG value $x(t)$ to obtain the prediction of BG at time $t+6$ with $x(t+6) = x(t) + \Delta x(t)$. It is called the recover step.

Specifically, a modified LSTM RNN estimates the conditional probability $p(y_1, \ldots, y_T|x_1, \ldots, x_T)$ given a sequence of data, where $x_1, \ldots, x_T$ denotes the input sequence and $y_1, \ldots, y_T$ is the corresponding output sequence, with size $T$ and $T'$ respectively. If $x_t, h_t, c_t$ are used to denote the input vector, output vector and memory cell vector respectively; $W, U,$ and $b$ are the parameter matrices/vectors that can be learned in the network. $f_t, i_t,$ and $o_t$ denote the forget gate, input gate, and output gate vectors. Then mathematical form of the update process can be explicitly written as:

$$
\begin{align*}
 f_t &= \sigma_g(W_f x_t + U_f h_{t-1} + b_f) \quad i_t = \sigma_g(W_i x_t + U_i h_{t-1} + b_i) \\
 o_t &= \sigma_g(W_o x_t + U_o h_{t-1} + b_o) \quad g_t = \sigma_t(W_g x_t + U_g h_{t-1} + b_g) \\
 c_t &= f_t \circ c_{t-1} + i_t \circ g_t \quad h_t = o_t \circ \sigma_t(c_t), \\
 y_t &= o_t \circ \sigma_t(c_t) + x_t,
\end{align*}
$$

where $\sigma_g, \sigma_t, \circ$ is the sigmoid function, hyperbolic tangent and entrywise product, respectively. In [3], the 1st to 5th equations are the same to the equations of normal LSTM. However the last 2 equations of $h_t$ and $y_t$ are modified according to the proposed glucose model. It has been shown in Figure [3]. In the figure, the difference between the proposed modified LSTM and the normal LSTM is indicated using the red colour. The output of the LSTM cell is not $h_t$, but $y_t$. The $h_t$ is used as a remembered state that goes to the next time stage. However the output $y_t$ is calculated from $h_t$ plus the original input $x_t$. 

\[ Y_t = Y_t - 1 \]

The output of the CNN, a 11-dimensional time series, is used to train the LSTM network. We generated a RNN as 1 hidden layer, consisting of a wide LSTM layer. The LSTM layer has 64 cells, with a dropout applied in this layer. Dropout refers to ignoring neurons randomly during the training phase of certain set of neurons. In many cases it has been verified that dropout can effectively avoid the overfitting problem and improve generalisation [21], [22].

The main difference between a normal LSTM and the proposed LSTM is that the proposed model has the transform and recover steps to modify the BG values before going through and after coming out the conventional LSTM model.
That is because the output (and targets) of the neural network is the change of the blood glucose level. The real value of the predictive glucose level needs to be recovered from the glucose change by adding the baseline glucose value.

Finally, the last layer of RNN feeds a multi-layer fully connected network, which consists of 2 hidden layers (256 neurons and 32 neurons) and an output layer (a single neuron) with the glucose change as output. The fully connected layer produces the output with an activation function

\[
Z_i = act(\sum_{i=1}^{N} Y_i w_i + b_i),
\]

where \(Z_i\) is the multi-dimensional output, \(act()\) is an activation function, \(w_i\) and \(b_i\) are weights of the fully connected network that can be trained. Particularly, \(act()\) can be chosen from a set of activation functions such as sigmoid function \(act(a) = 1/(1 + e^{-a})\), rectifier \(act(a) = \log(1 + \exp(a))\) or simple linearly \(act(a) = a\). In this paper we choose the simple linear function \(act(a) = a\) as the activation function for its simplicity.

In the training, mean-absolute-error between the target and the predictive value are being minimised. The optimiser we use is RMSprop, because it is usually a good choice for recurrent neural networks. It maintains a moving (discounted) average of the square of gradients, and divides gradient by the root of this average.

III. RESULTS

In this section we test the proposed CRNN algorithm for glucose level prediction using both in silico dataset and a clinical dataset, and compare with state-of-the-art algorithms developed in recent years.

A. Verification Set-up

For all methods, the datasets include CGM data recorded every 5 minutes, meal data indicating meal time and amount of carbohydrates, as well as insulin data with each bolus quantity and the associated time. Exercise, stress and alcohol consumption were included in the datasets but as optional variables in the model. In the data preprocessing step, incidences of meal and insulin intake are aligned to CGM data with the same timestamps.

The in silico data considered in this section is generated via UVA/Padova T1D [15]. This simulator is approved by the FDA and therefore, serves as robust and validated framework for generating simulated cases. The cohort of T1D cases generated can be configured with varying meal and insulin information such that each case sufficiently differs. We generate a dataset of 10 unique adult cases and each has 360 days of data for each case. There are 3 meals per day. Insulin entries vary in each day, from 1 to 5. The insulin entry can be with a meal (meal and insulin at almost the same time), or without a meal (correction bolus). Exercise is considered at certain points in the data as well, which occur at any time except for nights. The intra-subject variabilities are also introduced for the simulator. The training data accounts for 50% of the dataset, and the testing set is the rest of the data.

The clinical data was collected from T1DM subjects in a 5 month clinical trial. The CGM data was measured using Dexcom G4 Platinum CGM sensors, with measurements received every 5 minutes. The CGM sensors were inserted from the first day of the study, and calibrated according to the manufacturer instructions. Other information available in the dataset such as meal, insulin, exercises was logged by the diabetic subjects themselves. Though the data has good quality, there still exist many periods of missing data, bad points or unexpected fluctuations. The diabetic subjects behaved normally during the study as they would in their daily lives. Similar to the in silico experiment, each subject’s clinical data is halved for training and testing data.

B. Criteria for Assessment

Several criteria are used to quantitatively assess the performance of the proposed prediction algorithm. The root-mean-square error (RMSE) and mean absolute relative difference (MARD) between the predicted and reference glucose readings - for simulated or clinical CGM data - serve as the primary indicator to evaluate the general predictive performance of the algorithm.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (y(k) - \hat{y}(k|k - PH))^2},
\]

where \(\hat{y}(k|k - PH)\) denotes the prediction results provided the historical data and \(y\) denotes the reference glucose measurement, and \(N\) refers to the data size.

\[
MARD = \frac{1}{N} \sum_{k=1}^{N} \left| \frac{\hat{y}_k(k|k - PH) - y(k)}{y(k)} \right|
\]

The RMSE and MARD provide an overall indication of the predictive performance of the proposed algorithm. As mentioned earlier, the benefit of glucose prediction is in avoiding adverse glycaemic events. In this clinical context, these metrics are limited in the insight they provide. Additional metrics are needed to assess the proposed algorithm in the following perspective:

- Capability of the forecasting algorithm in differentiating between adverse glycaemic events and non-adverse glycaemic events.
- Time delay in the predicted glucose readings and the reference values to evaluate the response time provided to deal with the potential adverse glycaemic event.

The Matthews Correlation Coefficient (MCC) is used to evaluate the performance of the algorithms for detecting either adverse glycaemic event (hypoglycaemia or hyperglycaemia).

\[
MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}},
\]

where \(TP, FP, FN, TN\) stand for true positive, false positive, false negative, and true negative respectively. Here, positive indicates a hypoglycaemia (< 70 mg/dL)/hyperyglycaemia.
The LVX method are applied based on the MATLAB code involved in these algorithms are tuned carefully for optimal data generated in a way described previously. The parameters in silico horizon. Different algorithms were tested on the compared based on the accuracy over a 30-minute prediction data pre-processing. The performance of the algorithms are with that of four baseline methods: NNPG, SVR, LVX and ARX. The effective prediction horizon is defined as the prediction algorithm for a predicted value relative to its reference events far outweigh adverse events.

A singular quantitative metric is not sufficient in evaluating performance of the proposed algorithm. Consequently, the set of metrics collectively give a comprehensive description of the quality of the prediction algorithm performance.

C. In Silico Data

The performance of the proposed algorithm is contrasted with that of four baseline methods: NNPG, SVR, LVX and ARX (3rd order). The results are compared after the same data pre-processing. The performance of the algorithms are compared based on the accuracy over a 30-minute prediction horizon. Different algorithms were tested on the in silico data generated in a way described previously. The parameters involved in these algorithms are tuned carefully for optimal result. In SVR, the SVR function in Python is applied with the optimal parameters \( C = 1e2, \gamma = 0.01, cache\_size = 1000 \). The LVX method are applied based on the MATLAB code provided in \([31]\). The optimal predictor length and the number of LVs are \( J_e = 4 \) and \( N_{LV} = 4 \) respectively - this represents 20-minute historical data of glucose measurement, insulin and meal information being used for prediction. The 3rd order ARX model is optimized by MATLAB function \( arx() \) for every specific subject. The results of RMSE and MARD are summarized in the Table I and the results of forecasting of adverse glycaemic events are summarized in the Table II.

In Table I we compare the predictive error of the algorithms to measure the accuracy of the algorithms. The CRNN algorithm exhibits the best overall RMSE and MARD for the 10 simulated cases. The results in Table I are statistically significant relative to each algorithm. This observation is also evident in both the hyperglycaemia and hypoglycaemia region. In the hyperglycaemia region the CRNN shows a statistically significant improvement in glucose prediction in adverse regions (hyperglycaemia and hypoglycaemia) over other algorithms, with the exception of LVX where the improvements in RMSE (+3.13mg/dL and +0.28mg/dL) and MARD(+0.62% and +0.27%) are not statistically significant. However, Table II shows the CRNN report a statistically significant improvement in effective prediction time (+1.5min) over LVX. The CRNN model also reports relatively low standard deviations in RMSE and MARD compared to other algorithms.

\[
PH_{eff} = PH - \tau_{delay}
\]

\[
= PH - \arg \max_{\tau} (\hat{y}_k(k) - PH) * y(k) \tag{8}
\]

The effective prediction horizon definition is used to define the prediction horizon, taking into account delays due to the responsiveness of the algorithm for a predicted value relative to its reference value. Cross correlation of the predicted and actual readings is employed in performing a time delay analysis of the proposed algorithm to determine the effective prediction horizon.

\[
MCC = \frac{TP*TN - FP*FN}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}
\]

**TABLE I**

| Metric       | CRNN   | NNPG   | SVR    | LVX    | ARX    |
|--------------|--------|--------|--------|--------|--------|
| RMSE (mg/dL) | 9.38 ± 0.71 | 12.91 ± 1.19\(^a\) | 12.48 ± 1.94\(^a\) | 11.32 ± 1.34\(^a\) | 13.27 ± 1.19\(^a\) |
| MARD (%)     | 5.50 ± 0.62 | 7.05 ± 0.94\(^b\) | 6.40 ± 1.36 | 6.59 ± 0.80\(^b\) | 7.46 ± 1.02\(^b\) |
| Hyperglycaemia| 14.82 ± 2.43 | 21.68 ± 2.36\(^b\) | 21.74 ± 4.41\(^b\) | 17.95 ± 4.69 | 19.91 ± 1.80\(^b\) |
| RMSE (mg/dL) | 8.44 ± 0.87 | 12.72 ± 2.65\(^b\) | 13.13 ± 8.39 | 8.72 ± 0.55 | 9.93 ± 0.74\(^b\) |
| MARD (%)     | 12.28 ± 1.48 | 20.27 ± 4.01\(^b\) | 18.81 ± 13.75 | 12.55 ± 1.70 | 14.13 ± 1.94 \(^b\) |

\(^a\) p-value ≤ 0.05 \(^b\) p-value ≤ 0.05 \(^c\) p-value ≤ 0.005

**TABLE II**

| Metric       | CRNN | NNPG | SVR    | LVX    | ARX    |
|--------------|------|------|--------|--------|--------|
| MCC          | 0.80 ± 0.10 | 0.67 ± 0.20 | 0.77 ± 0.07 | 0.77 ± 0.08 | 0.74 ± 0.10 |
| MCC          | 0.83 ± 0.05 | 0.81 ± 0.04\(^b\) | 0.82 ± 0.05 | 0.82 ± 0.05 | 0.79 ± 0.05 |
| Time (min)   | 29.0 ± 0.7 | 20.8 ± 1.8\(^b\) | 23.3 ± 1.6\(^c\) | 27.5 ± 1.3\(^c\) | 20.5 ± 1.7\(^c\) |

\(^a\) p-value ≤ 0.05 \(^b\) p-value ≤ 0.05 \(^c\) p-value ≤ 0.005

(> 180 mg/dL) event in the next 30 minutes, and true means that the classification is correct. A standard confusion matrix typically includes the Accuracy as opposed to Matthews Correlation Coefficient (MCC). This modification addresses the imbalance in classes inherent in this situation - non-adverse events far outweigh adverse events.

In Table II we compare the predictive error of the algorithms to measure the accuracy of the algorithms. The CRNN algorithm exhibits the best overall RMSE and MARD for the 10 simulated cases. The results in Table I are statistically significant relative to each algorithm. This observation is also evident in both the hyperglycaemia and hypoglycaemia region. In the hyperglycaemia region the CRNN shows a statistically significant improvement in glucose prediction in adverse regions (hyperglycaemia and hypoglycaemia) over other algorithms, with the exception of LVX where the improvements in RMSE (+3.13mg/dL and +0.28mg/dL) and MARD(+0.62% and +0.27%) are not statistically significant. However, Table II shows the CRNN report a statistically significant improvement in effective prediction time (+1.5min) over LVX. The CRNN model also reports relatively low standard deviations from which we infer a benefit in building individualized models.

An illustration of a comparison of various algorithms are shown in Fig. 5 for a virtual adult 4. As seen in the Figure 5, the CRNN exhibits the best responsiveness as the predictive curve responds rapidly towards the sharp glycaemic uptrend. The algorithm learns representations that appropriately account for both sharp slopes and gradual increments in the glycaemic curve. Consequently, at a glycaemic peak, CRNN yields a predictive curve with even higher slope to compensate
D. Clinical Data

As mentioned in the previous section, the data obtained in the clinical trial exhibits missing data, and erroneous data. This results in non-physiological discontinuities that would affect the training process. To mitigate these occurrences, the data is processed with interpolations for gaps in data, yet the interpolation points are not included in all calculations.

Table III shows the RMSE and MARD of the performance of the algorithms for the 5 cases of real data. The CRNN still maintains the best results for both the RMSE and MARD relative to the baseline methods. Relative to the performance achieved in the simulated datasets, the performance with real clinical shows worse average RMSE and MARD. This can be attributed to added external factors leading to discontinuity in data - more variability and unaccounted perturbations.

Table IV shows that the CRNN maintains the best performance in regard to detection of hyperglycaemic events. Given results in the previous section, it was observed that the RMSE and MARD of the various algorithms pointed to reduced performance between simulated cases and real cases. This observation is also made in regard to the performance in accuracy in detecting adverse glycaemic events. The reduction in performance in detecting hypoglycaemia is not significant statistically relative to the performance exhibited in other algorithms. Regarding the effective prediction horizon, CRNN maintains a better effective prediction horizon (+7.2 min) than LVX which would give a potential subject more time to avert an adverse glycaemic event. It would be more useful due to the effective prediction horizon, and CRNN has a better hypoglycaemic and hyperglycaemic accuracy in terms of RMSE. This is a significant improvement over the other baseline methods.

As seen in Figure 5, the CRNN and LVX both achieve good predictive curves compared to the ground truth measurements. Specifically, at the inflection periods during peaks and troughs, the LVX tends to have higher and lower predictions, respectively. The CRNN follows the trend at both local and global peak points closely, which increases its overall accuracy.

IV. DISCUSSION

A. Performance in Simulated and Clinical Data

In the in silico dataset, more subjects with T1DM and more complex scenarios (such as food, insulin, exercises) can be simulated. While for the clinical dataset, as real data collected from clinical trials, they are more practical and significant if people want to compare the performances of different methods. As a result, both in silico and clinical dataset are used in the results section.

In the previous section we noted a discrepancy in the performance of the proposed algorithm and baseline algorithms in simulated cases and the real patient cases. In our opinion, the drop in performance can be primarily attributed to the increased complexity of real data generated from a patient relative to the simulated data generated from a physiological model. In addition the gaps in data and method of interpolation may contribute to the further reduction in performance of the model. Relative to the baseline algorithms, the CRNN is better at capturing the features since deep learning affords a better capacity at learning optimal representations of features. This would explain the relatively lower variance.
TABLE III
RMSE AND MARD COMPARISON OF DIFFERENT PREDICTION METHODS FOR 5 REAL ADULT DIABETIC SUBJECTS

| Metric            | CRNN     | NNPG     | SVR      | LVX      | ARX      |
|-------------------|----------|----------|----------|----------|----------|
| Overall RMSE (mg/dL) | 21.13 ± 1.23 | 23.05 ± 1.24 | 27.23 ± 1.93 | 25.21 ± 0.83 | 25.36 ± 0.96 |
| RMSE (%)          | 10.08 ± 0.83 | 11.79 ± 0.86 | 12.44 ± 1.02 | 11.46 ± 1.24 | 11.75 ± 1.19 |
| Hyperglycaemia RMSE (mg/dL) | 25.28 ± 1.43 | 28.39 ± 1.32 | 35.21 ± 2.24 | 29.07 ± 0.70 | 29.62 ± 0.80 |
| MARD (%)          | 8.17 ± 0.75  | 9.35 ± 0.81  | 10.52 ± 1.05 | 8.73 ± 0.45  | 9.07 ± 0.44  |
| Hypoglycaemia RMSE (mg/dL) | 22.11 ± 4.73 | 31.10 ± 6.01 | 34.51 ± 8.56 | 24.73 ± 3.14 | 25.55 ± 2.27 |
| MARD (%)          | 27.18 ± 8.29 | 46.81 ± 10.18 | 43.29 ± 13.31 | 31.03 ± 9.48 | 29.20 ± 3.95 |

p-value ≤ 0.05 * p-value ≤ 0.01 † p-value ≤ 0.005

TABLE IV
COMPARISON OF ACCURACY MEASURES IN DIFFERENT PREDICTION METHODS FOR 5 REAL ADULT DIABETIC SUBJECTS.

| Metric            | CRNN     | NNPG     | SVR      | LVX      | ARX      |
|-------------------|----------|----------|----------|----------|----------|
| Hypoglycaemia MCC | 0.38 ± 0.10 | 0.09 ± 0.36 | 0.20 ± 0.16 | **0.39 ± 0.07** | 0.36 ± 0.07 |
| Hyperglycaemia MCC | **0.79 ± 0.04** | 0.78 ± 0.04 | 0.74 ± 0.04 | 0.76 ± 0.03 | 0.76 ± 0.03 |
| Effective Prediction Horizon Time (min) | **19.4 ± 2.0** | 13.9 ± 1.6 | 18.0 ± 1.7 | 12.4 ± 1.8 | 10.4 ± 1.6 |

p-value ≤ 0.05 * p-value ≤ 0.01 † p-value ≤ 0.005

Fig. 6. One-day period prediction results for clinical adult 17. The solid black line, dotted green line, solid magenta line, dashed blue line, dash-dotted red line indicate the simulated glucose measurements, the prediction results of the ARX method, the prediction results of the SVR method, the prediction results of the LVX algorithm, the prediction results of the CRNN method, respectively.

in metrics for the performance of the CRNN in different cases relative to baseline models. Finally, it is also noted in the hypoglycaemia event forecast where the LVX exhibits marginally better - though statistically insignificant - result over CRNN (+0.01). This could be attributed to the reduced number of hypoglycaemia cases present in clinical data to train on relative to simulated cases where CRNN exhibits best results in hypoglycaemia forecasting.

B. Results Comparisons

We achieved a mean RMSE = 9.38mg/dL in silico using the proposed method, and it is the best amongst other advanced algorithms, including SVR, LVX and 3rd order ARX. In addition, we want to compare our algorithm with other approaches in the literature. Also working on glucose dataset generated from simulators, our algorithm is also better than the results of RMSE = 18.78mg/dL [33] and RMSE = 13.65mg/dL in [34].
For several other works, it is difficult to evaluate the RMSE through direct comparison due to the unavailability of code and parameters for replicating these models. In addition, the lack of a benchmark dataset means the performances are of computed on different datasets. However, we may compare the results with widely used methods as benchmarks, such as SVR or NNPG. For instance, for PH = 30 min as shown in Table 3 [17], the algorithm is 0.1 mg/dL better than the result of SVR in terms of RMSE on the real dataset; our algorithm is 6.0 mg/dL better than the SVR in terms of RMSE on the real dataset. In [16], for PH = 30 min their RMSEs are 1.3 better than NNPG for the simulated data and 0.2 mg/dL better than NNPG for the real datasets. Our RMSEs are 3.1 mg/dL better than NNPG for the simulated data and 6.1 mg/dL better for the real datasets. As far as we are aware, the proposed algorithm achieves a performance state-of-the-art accuracy with regard to RMSE.

C. Parameters in ML and Hyperparameters in DL

For conventional machine learning tasks, feature selection is crucial to achieving a good performance. The quality of the engineered features or patterns the system learns from the data determines the accuracy of prediction or classification. Moreover, it involves tedious parameter tunings, which tends to an entirely heuristic approach. In deep learning, the features can be learnt optimally from the data automatically, and these features can be interpretable by visualization [46]. Although, several hyperparameters need to be set, including the number of layers, number neurons, activation functions, etc. A tedious grid search approach makes has to be implemented to determine optimal hyperparameters.

D. Applied to App on Mobiles

The proposed CRNN is an adaptive algorithm for different diabetic subjects. The property of adapte lies in two aspects. Firstly, it is data driven and individualised, thus different subjects have different models. Secondly, the model can be continuously evolving while people are using it. In details, the model is saved as a trained neural network. We use Keras sequential model with Tensorflow backend to train the neural network, and the result model can be easily saved as a single file. This file can be compiled as a “.tflite” or a “.pb” file to the app on mobiles, by using a Tensorflow Lite converter. The model file can be upload, upload and updated continuously at the cloud. Then the app may use it to provide the predictive glycaemic curve and show it the screen. A demonstration on the Android system is shown in Figure 7. In addition, we also found that the execution time of the model is 6ms on a Android phone (LG Nexus5 with Processor:2.26GHz quad-core, RAM:2GB) and 780ms on a laptop (MacPro with Processor: 3.1GHz Intel Core i5, RAM:8GB), though laptops usually have better processing units. The reasons might be the quantisation of weights and biases (e.g. 8 bit integer vs. 32 bit floating point) leading to simpler and faster computation at each layer.

E. Limitations

Though the CRNN has achieved very good accuracy in prediction, some challenges exist that can form the basis of further research. The underlying assumption of the deep learning approach, and indeed in the supervised learning paradigm, is that data is independent and identically distributed. Given that learning is solely based on historical data, unexpected predictions may occur given that correlations learned in the data may not imply causation. Thus hybrid approaches whereby the deep learning model is used to make an accurate prediction, and rules of meal/bolus supported by physiological model avoid apparent errors that might result. Based on the CRNN approach proposed in this paper, it is possible to develop the hybrid method, which may have the advantages of both conventional and DL algorithms.

V. Conclusion

In this paper a convolutional recurrent neural network was proposed as an effective method for blood glucose prediction. The architecture of the neural network includes a multi-layer CNN followed by a modified RNN, where the CNN can capture the features or patterns of the multi-dimensional time series data properly, and the modified RNN is capable of analyzing the previous sequential data and provide the predictive glucose level further. The method can train models for each diabetic subject using their own data, thus the model for the prediction is adaptive and specialized for each person. After obtaining the trained neural network, it can be applied locally or on portable devices, which can then be implemented widely in the daily life. It has been found that the proposed method reduces the RMSE, MARD in the in silico experiments. While in the test using the clinical data, the proposed method performs quite well in most cases comparing to other latest approaches, and shows competitive performance in forecasting hypoglycaemia and hyperglycaemia.

VI. Appendix
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TABLE V
COMPARISON OF DIFFERENT PREDICTION METHODS FOR THE
10-ADULT VIRTUAL DIABETIC SUBJECTS CONSIDERED IN
TERMS OF RMSE (mg/dL)

| Case | CRNN | NNPG | SVR | LVX | ARX |
|------|------|------|-----|-----|-----|
| 1    | 9.26 | 12.93 | 11.80 | 11.15 | 13.33 |
| 2    | 9.23 | 12.12 | 10.90 | 14.61 | 12.40 |
| 3    | 10.28 | 14.75 | 13.49 | 12.07 | 15.48 |
| 4    | 8.61 | 12.45 | 11.12 | 10.21 | 12.71 |
| 5    | 9.18 | 11.60 | 10.84 | 10.03 | 11.80 |
| 6    | 8.93 | 13.72 | 12.20 | 11.95 | 14.29 |
| 7    | 10.89 | 15.02 | 14.86 | 12.00 | 14.79 |
| 8    | 8.54 | 11.54 | 12.50 | 10.29 | 12.00 |
| 9    | 9.84 | 11.78 | 10.92 | 10.27 | 12.28 |
| 10   | 8.99 | 13.16 | 12.46 | 10.08 | 13.57 |
| Mean | 9.38 | 12.91 | 12.48 | 11.32 | 13.27 |
| SD   | 0.71 | 1.19 | 1.94 | 1.34 | 1.19 |

TABLE VI
COMPARISON OF DIFFERENT PREDICTION METHODS FOR THE
10-ADULT VIRTUAL DIABETIC SUBJECTS CONSIDERED IN
TERMS OF MARD (%)

| Case | CRNN | NNPG | SVR | LVX | ARX |
|------|------|------|-----|-----|-----|
| 1    | 5.42 | 6.77 | 6.84 | 6.45 | 8.45 |
| 2    | 4.87 | 6.22 | 6.06 | 7.09 | 7.30 |
| 3    | 5.41 | 7.47 | 6.52 | 6.46 | 8.92 |
| 4    | 5.70 | 7.60 | 6.43 | 6.78 | 9.69 |
| 5    | 5.62 | 6.64 | 5.90 | 6.25 | 7.95 |
| 6    | 5.43 | 7.44 | 6.76 | 8.02 | 9.18 |
| 7    | 5.02 | 6.24 | 6.23 | 6.65 | 7.60 |
| 8    | 4.89 | 6.23 | 7.44 | 6.57 | 7.51 |
| 9    | 5.50 | 6.42 | 6.50 | 6.83 | 7.73 |
| 10   | 7.18 | 9.38 | 7.98 | 10.04 | 11.56 |
| Mean | 5.50 | 7.05 | 6.40 | 6.59 | 7.46 |
| SD   | 0.62 | 0.94 | 1.36 | 0.80 | 1.02 |

TABLE VII
DIFFERENT PREDICTION METHODS COMPARISON FOR THE
CLINICAL 5 DIABETIC SUBJECTS CONSIDERED IN TERMS OF
RMSE (mg/dL)

| Case | CRNN | NNPG | SVR | LVX | ARX |
|------|------|------|-----|-----|-----|
| 1    | 20.22 | 22.13 | 27.35 | 25.71 | 25.82 |
| 2    | 19.28 | 21.27 | 23.08 | 23.77 | 23.79 |
| 3    | 21.81 | 23.98 | 27.06 | 25.80 | 26.12 |
| 4    | 21.59 | 23.15 | 27.96 | 24.77 | 24.73 |
| 5    | 22.77 | 23.72 | 25.57 | 22.99 | 25.99 |
| Mean | 21.13 | 23.05 | 27.23 | 25.21 | 25.36 |
| SD   | 1.23 | 1.24 | 1.93 | 0.83 | 0.96 |
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