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Abstract

We present our correction annotation guidelines to create a manually corrected non-native (L2) Arabic corpus. We develop our approach by extending an L1 large-scale Arabic corpus and its manual corrections, to include manually corrected non-native Arabic learner essays. Our overarching goal is to use the annotated corpus to develop components for automatic detection and correction of language errors that can be used to help Standard Arabic learners (native and non-native) improve the quality of the Arabic text they produce. The created corpus of L2 text manual corrections is the largest to date. We evaluate our guidelines using inter-annotator agreement and show a high degree of consistency.

1 Introduction

Learner corpora (or L2 corpora) are collections of texts written by non-native learners of the languages of the texts. They are generally marked by a high error rate, i.e., orthographic, lexical, and grammatical errors (Granger, 2003; Hammarberg and Grigonytė, 2014). Learners of Arabic as second language often struggle to produce fluent Arabic text. In addition to the significant structural and conceptual differences between Arabic and other languages (English, French, etc.), vocabulary learning is one of the biggest challenges. Apart from content selection and planning, the writer should find the appropriate words/expressions to express her ideas. Finding the best formulation to integrate within the stylistic context of a discourse, or using the terminology that is more adapted to the context might be more complicated. Learners of Arabic as a second language have to adapt to a different script and different grammatical rules. These factors contribute to the propagation of errors made by L2 speakers that are of different nature than those produced by native speakers (L1 speakers). Hence, in order to model learner language and produce highly efficient error detection and correction methods, it is extremely important to collect a large learner corpus, annotate it and analyze the errors contained in it.

Annotated L2 corpora can provide teachers, learners, second language acquisition researchers, lexicographers and language materials writers, with a valuable data resource. For instance, the annotated corpora can be used for Contrastive Interlanguage Analysis (CIA), since it enables researchers to observe a wide range of instances of under-use, overuse, and misuse of various aspects of the learner language at different levels. Moreover, L2 corpora can be used to compile or improve learner dictionary contents, particularly by identifying the most common errors learners make while providing immediate access to detailed error statistics. This can provide learners with a very useful feedback and help them improve their proficiency level.
These errors may take place in words, phrases, language structures, and the ways words or expressions are used (Granger, 2003). For Arabic, there are few projects that aim at developing Arabic learner corpora and annotating them but most of them are not freely available for users or researchers (Abuhakema et al., 2008; Hassan and Daud, 2011).

In this paper, we present our annotation method and our efforts for extending an L1 large scale Arabic language corpus and its manually edited corrections to include annotated non-native Arabic learner text (L2). This work is part of the Qatar Arabic Language Bank (QALB) project (Zaghouani et al., 2014b), a large-scale error annotation effort that aims to create a manually corrected corpus of errors for a variety of Arabic texts (the target size is 2 million words). Our overarching goal is to use our annotated corpus to develop components for automatic detection and correction of language errors that can be used to help Standard Arabic learners (native and non-native) improve the quality of the Arabic text they produce. The previous version of our annotation guidelines focused on native speaker text. Our extended L2 guidelines are built on the existing L1 guidelines (Zaghouani et al., 2014a) with a focus on the types of errors usually found in the L2 writing style and how to deal with problematic ambiguous cases. Annotated examples are provided in the guidelines to illustrate the various annotation rules and their exceptions. As with the L1 guidelines, the L2 texts should be corrected with a minimum number of edits that produce semantically coherent (accurate) and grammatically correct (fluent) Arabic. The guidelines also devise a priority order for corrections that prefer less intrusive edits starting with inflection, then cliticization, derivation, preposition correction, word choice correction, and finally word insertion. The corpus of L2 text manual corrections we create is the largest to date. We evaluate our guidelines using inter-annotator agreement and show a high degree of consistency.

The remainder of this paper is organized as follows. First, we give an overview of related work in Section 2; then we describe the corpus and the annotation guidelines in Sections 3 and 4. Afterwards, we present our annotation tool and pipeline in Sections 5 and 6. Finally, we present an evaluation of the annotation quality and discuss the L2 annotation challenges in Section 7.

## 2 Related Work

Currently available manually corrected learner corpora are generally limited when it comes to the language, size and the genre of data. Several corpora of learners of English annotated for errors are publicly available (Rozovskaya and Roth, 2010; Yanakoudakis et al., 2011; Dahlmeier et al., 2013), ranging in size between 60K words and more than one million words. Dickinson and Ledbetter (2012) annotated errors in student essays written by learners of Hungarian at three proficiency levels at Indiana University. The annotation was performed using EXMARaLDA, a freely available tool that allows multiple and concurrent annotations (Schmidt, 2010). Student errors were marked according to various categories of phonological, spelling, agreement and derivation errors.

For Arabic, very few learner corpora annotation project have been built. Abuhakema et al. (2008) annotated a small corpus of 9K words of Arabic written materials produced by native speakers of English in the US who learned Arabic as a foreign language. Part of the learners’ texts were written while the learners were studying Arabic in the US, while others were produced when they went to study abroad in Arab countries. A tagset of error annotation based on the FRIDA (French Interlanguage Database) tagset (Granger, 2003) was developed to mark-up the learners’ errors.

The Corpus of Malaysian Arabic Learners is another project mainly designed to investigate the incorrect use of Arabic conjunctions among learners. It includes 240K words, produced by various Malaysian university students during their first and second year of Arabic major degree. The corpus includes descriptive and comparative essays produced using Microsoft Word without any help from native speakers (Hassan and Daud, 2011). This corpus is currently not publicly available.

More recently, Farwaneh and Tamimi (2012)
introduced The Arabic Learners Written Corpus (ALWC). This corpus includes around 51K words written by non-native Arabic speakers in the United States and were collected over a period of 15 years. ALWC covers three levels (beginner, intermediate and advanced), and three text styles (descriptive, narrative and instructional). Another notable work in progress has been initiated by Alfaifi and Atwell (2012) aiming at building a ∼282K word Arabic learner corpus. The corpus consists of written and spoken materials produced by native and non-native learners of Arabic from pre-university and university levels. Unfortunately, the authors plan to annotate and correct only 10k words of errors in the corpus according to a labeling system inspired by Abuhakema et al. (2008).

3 Corpus Description

Since it was costly to compile our own corpus, we use two freely available L2 Arabic Corpora representing a total of 189K words:

- 51K words from the Arabic Learners Written Corpus (ALWC) (Farwaneh and Tamimi, 2012);
- 139K words from the Arabic Learner Corpus (ALC) (Alfaifi and Atwell, 2012).

The original files of ALWC were in a PDF format. In order to get raw data, we first export the PDF to text, then we manually verified the extracted text to ensure that the data was preserved.

The version of ALC we use is a collection of texts (narrative and discussion) produced by 92 learners of Arabic as a second language in Saudi Arabia and captured in November and December 2012. The corpus is divided according to students’ level (beginner, intermediate, advanced).³

4 L2 Annotation Guidelines

Essays produced by learners of a Arabic as second language differ from those of natives, not only quantitatively but also qualitatively. Their writings display very different frequencies of words, phrases, and structures, with some items overused and others significantly underused. They also contain varying degrees of grammatical, orthographic and lexical errors. Moreover, sentences written by Arabic L2 speaker have often a different structure and are not as fluent as sentences produced by a native speaker even when no clear mistakes can be found. Therefore, the correction task is complicated by the fact that the acceptability level of a given sentence differs widely within the native speaker annotators as stated by Tetreault and Chodorow (2008). These issues can be related to linguistic factors such as inter-language (L1 interference), the student’s teaching and learning methodology, and to the translation effect (conscious interference). Thus, correcting the Arabic L2 essays can be a very challenging task that requires a lot of interpretation efforts by the annotators. This will likely lead to lower inter-annotator agreement as there is often many possible ways to correct the L2 errors.

In order to annotate the L2 corpus, we use our annotation guidelines designed for L1 (Zaghouani et al., 2014b) and add specific L2 annotation rules. Annotation guidelines typically describe the core of the annotation policy. Our annotation guidelines describe the types of errors that are targeted and detail how to correct them, including how to deal with borderline cases. Many annotated examples are provided in the guidelines to illustrate the various annotation rules and exceptions.

As with the L1 guidelines, we adopt an iterative approach to write and improve the L2 guidelines by evaluating various rounds of annotation. The goal is to reach a clear and consistent set of directions for the annotators. For instance, several changes to the guidelines were needed to address the correction of dialectal words and whether or not to correct or ignore certain word categories.

In the following subsections we briefly review the main error types corrected and presented in the guidelines. Then, we detail the L2 specific errors and the L2 correction strategies adopted.

4.1 Guidelines for Error Correction

Errors in any natural language can be defined as a deviation from the standard language norms in word morphology, syntax, punctuation, etc. They can be classified according to basic types such as omis-

³A more detailed description of ALC is given at: http://www.arabiclearnercorpus.com/
sion, addition, or substitution errors; or in terms of word order and grammatical form errors. In order to help the annotators understand the types of errors to be corrected, we document them in the annotation guidelines. Furthermore, to reduce over-correction and improve annotation consistency, we instructed the annotators to avoid modifications of any informal or colloquial writing style, which is considered by some to be less acceptable than formal style.

We group the errors to be corrected into seven categories and define them in the guidelines as follows.

**Spelling Errors:** These occur when at least one of the characters in a word is deleted or substituted by another character, or when an extra character is inserted. Some of these errors result in non-words and some result in other correct words which can not be used in that context.

**Word Choice Errors:** These include the use of an incorrect word. It was made clear in the guidelines that only wrong word choices are considered for correction, while style changes should not be made since the goal is not to correct or improve the writing style of the text. Word choice errors are particularly frequent in the L2 Arabic student essays.

**Morphology Errors:** These are usually related to an incorrect derivation or inflection, or incorrect templatic or concatenative morphology. The annotator should be aware of the Arabic morphological inflection rules and their exceptions in order to be able to correct this type of errors.

**Syntactic Errors:** These include wrong agreement in gender, number, definiteness or case as well as wrong case assignment, wrong tense use, wrong word order, and missing word or redundant/extra words.

**Proper Name Errors:** These occur in the spelling of persons, organizations, and locations, especially those of foreign origin which could be incorrectly transliterated. If the text uses one of multiple widely acceptable transliterations, the annotators should not modify the word.

**Punctuation Errors:** Punctuation errors should be corrected according to the commonly accepted Arabic punctuation rules.

**Dialectal Usage Errors:** In comparison to Standard Arabic, where there are clear spelling standards and conventions, Arabic dialects do not have official orthographic standards partly since they were not commonly written until recently. Today, Arabic dialects are often seen in social media, but also in published novels (and there is even an Egyptian Arabic Wikipedia). Habash et al. (2012) proposed a Conventional Orthography for Dialectal Arabic (or CODA) targeting Egyptian Arabic for computational modeling purposes and demonstrated how to map to it in (Eskander et al., 2013) and (Pasha et al., 2014; Habash et al., 2013). CODAs for other dialects have also been proposed (Zribi et al., 2014; Jarrar et al., 2014). In our current annotation task we neither address dialectal Arabic spelling normalization (Eskander et al., 2013), nor do we systematically translate dialectal words into Standard Arabic (Salloum and Habash, 2013). We recognize that the Arabic language is in a diglossic situation and borrowing is frequent. Most of the texts provided for annotation are in Standard Arabic, but dialectal words are sometimes mistakenly used. We are interested in reducing various spelling inconsistencies that frequently occur. So, as was done in the L1 annotation effort (Zaghouani et al., 2014b), we asked annotators to flag the highly dialectal cases to be reviewed later by the annotation manager. The guidelines classify dialectal word issues into five categories inspired by Habash et al. (2008): dialectal lexical choice, pseudo-dialectal lexical choice, morphological choice, phonological choice and closed class dialectal words. Only the last three categories are considered for correction. For more details, see (Zaghouani et al., 2014a; Zaghouani et al., 2014b).

For more information on Arabic in the context of natural language processing, see (Habash, 2010).

### 4.2 Additional L2 Annotation Rules

Non-native essays often contain wrong lexical choices or unknown words due to misspelling and it is not easy for annotators to understand these words, interpret the errors and replace them with the correct form (the intended word chosen by the writer). In order to avoid any annotation inconsistency, we extend the general guidelines by adding new rules describing the error correction procedure in texts produced by L2 speakers.
4.2.1 **General Correction Rules**

First, non-native speaker texts should be corrected with a minimum number of edits. However, correcting errors and making the text semantically coherent and grammatically correct is more important than minimizing the number of edits. Hence, annotators were asked to pay attention to the following three aspects:

- **Accuracy**: The accuracy of the text is very important and any missing meaning observed according to the sentence context should be added to ensure the coherence of the sentence.
- **Fluency**: Spelling, grammatical and agreement errors occur frequently in L2 texts and they should be always corrected. Word reordering is only permitted when it is needed to correct the meaning or the syntax.
- **Style**: L2 texts may be written in a style that is unfamiliar or unnatural to native speakers although the word order is acceptable, and the sentence conveys the meaning correctly. In such cases, the writing style should not be modified to match that of a native speaker.

4.2.2 **Correction Priority Order**

In order to abide by Arabic’s grammatical and spelling rules, it is sometimes necessary to insert new words or do a major correction to unsuitable words selected by the non-native speakers. As the Arabic language is known to have a complex morphology, there is often many ways to correct errors, e.g., by changing the derivation or changing the inflection. To minimize the number of edits and correction, and to avoid any disagreement between annotators, we provide them with the following correction priority guidelines when a correction involving word edits is needed. By following the following predefined correction order, the annotators are more likely to produce a consistent annotation.

1. Correct inflection errors.
2. Correct cliticization errors.
3. Correct derivation errors; but keep root intact.
4. Correct preposition errors (by adding, deleting or substituting a preposition).
5. Correct lexical errors.

**Inflection Correction**: If the correction is not related to a preposition, the annotator should first try to correct the error by limiting the change to the inflection level (e.g., correction of gender and number). An example of inflection correction is shown in Table 1 in which the verb لِدَايَا بدأ تنْأَيُّ /char10/char48/char0d/char40/char59/char4b/char2e 'we started' was replaced by its correct form بدأ تنْأَيُّ /char10/char1c/char09/charab/char40 'I started'.

**Cliticization Correction**: Adding or changing the clitics. In the example given in Table 1, two clitic corrections are made. In the first case, the annotator added the definite article +ال msjd ‘mosque’. In the second case, the annotator added the missing conjunction +و ‘and’.

**Derivation Correction**: Here we change the derivation while keeping the same root when possible. The example given in Table 1 shows the derivation of the correct form المَهْرَا /char10/char41/char09/char4a/charca/char82/char09/charab/char40 ‘mosque’. Here we change the derivation 'to do a ritual wash' from the the same root of the contextually incorrect word المَهْرَا /char10/char41/char09/char4a/charca/char82/char10/char1c/char09/charab/char40 ‘washing-related’.

**Preposition Correction or Insertion**: Here we add missing prepositions or correct misused prepositions. An example is shown in Table 1. Prepositions are addressed specifically because they appear often as errors in the preliminary analyses we conducted. Errors in prepositions are not unique to Arabic L2; they are rather common for non-native speakers of other languages such as English (Leacock et al., 2010; Rozovskaya and Roth, 2010).

**Lexical Correction**: Finally, if it is impossible to fully correct the word using the previous four steps, there is a clear case of word choice errors and the annotator may have to replace the word used. This can be employed to especially correct inadequate lexical choices or unknown words. In the example given in

---

4The minimum edits approach in error correction have already been used in the Error-tagged Learner Corpus of Czech project (Hana et al., 2010)

5Arabic transliteration is presented in the Habash-Soudi-Buckwalter scheme (Habash et al., 2007); (in alphabetical order) أبَثُّ، جي، حي، خي، دِي، يِ، يِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ، كِ، دِ، يِ， كِ， دِ، يِ， كِ، دِ، يِ، كِ، دِ، يِ， كِ، دِ， يِ， كِ， دِ， يِ， كِ، دِ， يِ， كِ， دِ， يِ， كِ، دِ， يِ， كِ， دِ، يِ， كِ، دِ، يِ， كِ， دِ، يِ، كِ， دِ، يِ， كِ، دِ， يِ， كِ， دِ، يِ， كِ， دِ， يِ， كِ، دِ， يِ， كِ، دِ، يِ， كِ， دِ， يِ， كِ， دِ، يِ， كِ، دِ، يِ، كِ، دِ، يِ， كِ، دِ، يِ， كِ، دِ، يِ， كِ， دِ، يِ، كِ، دِ، يِ， كِ، دِ، يِ، كِ， دِ، يِ， كِ، دِ، يِ، كِ، دِ， يِ، كِ， دِ، يِ， كِ، دِ، يِ， كِ， دِ، يِ، كِ， دِ، يِ， كِ، دِ， يِ، كِ، دِ، يِ، كِ， دِ， يِ، كِ، دِ، يِ، كِ， دِ، يِ， كِ، دِ، يِ، كِ， ді， я， кі， ді

6A clitic is a linguistic unit that is pronounced and written like an affix but is grammatically independent.
Inflection Error Correction

Original: كنت قد بدأت في العام الماضي رحلة إلى مكة.
Correction: كنت قد بدأت في العام الماضي رحلة إلى مكة.
English: ‘I had started a trip to Mecca last year.’

Cliticization Error Correction

Original: وعندما وصلنا المسجد الحرام مع زملائنا عددهم عشرة.
Correction: وعندما وصلنا المسجد الحرام مع زملائنا وعدهم عشرة.
English: ‘And when we got to the Holy Mosque with my ten colleagues.’

Derivation Error Correction

Original: وقفت الحافلة عند ميقات ونزلنا منها وغسلنا ولبسنا ملابس الإحرام.
Correction: وقفت الحافلة عند ميقات ونزلنا منها وغسلنا ولبسنا ملابس الإحرام.
English: ‘The bus stopped at Miqat and we went down from it and we ritually bathed and we wore ritual clothing.’

Preposition Correction

Original: لقد ذهبنا الأحج هذا العام.
Correction: لقد ذهبنا إلى الأحج هذا العام.
English: ‘We went to the Hajj this year.’

Lexical Correction

Original: ‘I will put on the eyeglasses to read the book.’
Correction: ‘I will put on the eyeglasses to read the book.’
English: ‘I will put on the eyeglasses to read the book.’

Table 1: Examples of the different parts of the correction priority order

Table 1, the word AlmrAh ‘mirror’ was replaced by the word AlnDarAt ‘eyeglasses’.

5 The Annotation Tool

In order to ensure the speed and efficiency of the annotation process, as well as better management, we provide the annotators with a web-based annotation framework, originally developed to manually correct errors in L1 texts (Obeid et al., 2013). The annotation interface allows annotators to perform different actions corresponding to the following types of corrections: (a) edit misspelled words; (b) move words that are not in the right location; (c) add missing words; (d) delete extraneous words; (e) merge words that have been split erroneously; and (f) split words that have been merged erroneously.

In our final corpus output format, we record for each annotated file the list of actions taken by the annotator. These actions operate on one or two tokens depending on the action. We also supply token alignments starting from document tokenization to after human annotation.

6 The Annotation Pipeline

The annotation of a large scale corpus requires the involvement of multiple annotators. In our project, the annotation effort is led by an annotation manager, and the team consists of six annotators coming from three Arab countries (Egypt, Palestine and Tunisia) and a programmer. All annotators hold at least a university level degree and they have a strong Arabic language background.

The annotation manager is responsible for the whole annotation task including corpus compilation, the annotation of the gold-standard inter-annotator agreement (IAA) portion of the corpus, writing the annotation guidelines, hiring and training the annotators, evaluating the quality of the annotation, monitoring and reporting on the annotation progress, and designing the annotation tool specifications with the
The annotation manager assigns tasks to annotators and controls the quality of produced annotations collected. Note that, we give the annotator the possibility to flag a word if he is not certain about its correction. This alerts the annotation manager to check it and correct it.

The annotation manager selects and uploads the text files into the annotation system to create a new annotation project task. Once uploaded, the files are automatically tokenized and processed using MADAMIRA (Pasha et al., 2014), a morphological disambiguation tool that automatically corrects common spelling errors as a side effect of disambiguation. MADAMIRA uses a morphological analyzer to produce, for each input word, a list of analyses specifying every possible morphological interpretation of that word, covering all morphological features of the word. MADAMIRA then applies a set of models to produce a prediction, per word in-context, for different morphological features, such as POS, lemma, gender, number or person. The robust design of MADAMIRA allows it to consider different possible spellings of words, especially relating to Ya/Alif-Maqsura, Ha/Ta-Marbuta and Hamzated Alif forms, which are very common error sources. MADAMIRA selects the correct form in context, thus correcting for these errors which are often connected to lemma choice or morphology.

7 Evaluation

7.1 Inter-Annotator Agreement

Our annotation effort consists of a single annotation pass as commonly done in many annotation projects due to time and budget constraints (Rozovskaya and Roth, 2010; Gamon et al., 2008; Izumi et al., 2004; Nagata et al., 2006). In order to evaluate the quality of our correction annotations, we frequently measure the inter-annotator agreement (IAA) to ensure that the annotators are following the guidelines provided consistently. A high level of agreement between the annotators indicates that the annotation is reliable and the guidelines are useful in producing homogeneous and consistent data. We measure the IAA by averaging WER (Word Error Rate) over all pairs of annotations to compute the AWER (Average Word Error Rate). For the purpose of this evaluation, the WER refers to an annotation error and it is measured against all words in the text. The higher the WER between two annotations, the lower is their agreement.

Table 2 compares the L1 and L2 portions of our corpus in two dimensions. First, we consider the amount of changes done over the whole corpus measured as WER between raw and corrected text. And secondly, we present the IAA numbers in terms of AWER. The IAA results are computed over 200 files (10,288 words) for the L1 corpus and 20 files (3,188 words) for the L2 corpus. Each of these files is corrected by at least three different annotators. We observe that the number of changes in L2 text is 50% more than that in L1, which is consistent with previous studies and our expectation of the complexity of the task. Furthermore, the IAA in L2 is over 10% absolute points worse than in L1. This is particularly disconcerting, but can be explained by the fact that the correction space for L2 text is larger as many different corrections are possible. In order to verify this hypothesis, we performed a second IAA round in which we provide the first IAA round text output to a second pool of three annotators and we measure how much they agree with the correction done by the first round annotator in term of IAA. The low average WER of 3.35 obtained show that there is a high agreement with the corrections done in the first round. We did not do the same second round for our L1 corpus annotations.

We perform a deeper analysis of the annotated corpus. Results are given in Table 3 and show again that there is a correlation between the number of changes and the level of annotators disagreement. It is clear that ALC is less challenging than ALWC as shown in the IAA of the first round and second rounds.

Overall, the high-level of agreement obtained in the second round shows that the annotators produced consistently similar results under the proposed guidelines; and their differences are all within acceptable variation. This of course makes the evaluation of automatic correction harder.

\[\text{The annotation manager is excluded from this evaluation.}\]

\[\text{This problem might be solved by considering multiple references in the evaluation process similarly to what is done in machine translation evaluation (Papineni et al., 2002). Unfortu-}\]
Table 4: Example of multiple annotator corrections of an L2 erroneous sentence.

An analysis of the inter-annotator agreement errors shows that in some cases the annotators did not follow the correction priority order specified in the guidelines (Section 4.2.2) or disagreed on how to apply it. They also either did not pay attention or failed to correct spelling mistakes. In other cases, the disagreement is due to multiple possible interpretations of typos or wrong lexical choices.

In Table 4, we show some examples of disagreement among the annotators. The erroneous L2 sentence has multiple Alif-Hamza errors, an incorrect verb clitic and a confusing phrase ‘in the year of humanity’. All the annotators corrected the Alif-Hamza errors and the verb clitic. However, they disagreed on how to correct the problematic phrase ‘in the year of humanity’ as (a) ‘about the year of humanity’, (b) ‘in the human world’, and (c) ‘in the human world’. The different corrections interacted with the form of the main verb after clitic correction ‘be-done with’ producing two corrections: Anwy An ‘be-done’ producing two corrections: Anwy An ‘be-done’ producing two corrections: Anwy An

Table 2: Comparison between the L1 and the L2 corpus with the percentage of changes from the RAW source corpus and the inter-annotator agreement (IAA) on “all words” in terms of average WER (Punctuation is ignored). Round1 is basic IAA comparing two annotations starting from raw text. Round2 starts with the output of Round1.

| Changes | IAA<sub>Round1</sub> | IAA<sub>Round2</sub> |
|---------|---------------------|---------------------|
| L1 corpus | 24.45% | 3.80% | N/A |
| L2 corpus | 37.64% | 14.67% | 3.35% |

Table 3: The percentage of changes from the RAW source corpus and the inter-annotator agreement on “all words” in terms of average WER in the two parts of our L2 corpus (Punctuation is ignored). Round1 is basic IAA comparing two annotations starting from raw text. Round2 starts with the output of Round1.

| Changes | IAA<sub>Round1</sub> | IAA<sub>Round2</sub> |
|---------|---------------------|---------------------|
| ALWC corpus | 51.39% | 19.12% | 4.20% |

Table 7.2 L1 vs L2: Similarities and Differences

We selected a sample of 5K words from both the L1 and L2 corpora to compare their errors. Table 5 highlights the ten most frequent errors found in each corpus. Some errors are corpus-specific while other errors occur in both corpora. For example, the wrong word-order error, the redundant word error...
and the missing word error are mostly present in the L2 corpus. In contrast, errors such as punctuation errors, incorrect Hamza spelling, and nominal gender/number agreement are present in both corpora.

| Err. | Native (L1)                      | Non-native (L2)               |
|------|---------------------------------|-------------------------------|
| 1    | Punctuation                     | Punctuation                  |
| 2    | Hamza                           | Definiteness                 |
| 3    | Ha/Ta-Marbota Confusion         | Word Choice                  |
| 4    | Alif-Maqsura/Ya Confusion       | Hamza                        |
| 5    | Case Endings                    | Conjunctions, Prepositions   |
| 6    | Verbal Inflection               | Missing Word                 |
| 7    | Agreement                       | Redundant Word               |
| 8    | Definiteness                    | Agreement                    |
| 9    | Conjunctions, Prepositions      | Case Endings                 |
| 10   | Word Choice                     | Word Order                   |

Table 5: Most frequent errors observed in a sample of the L1 and L2 Corpus. The errors are sorted from the most frequent to the least frequent.

8 Conclusion and Future Directions

In this paper, we presented our Arabic L2 correction guidelines and a manually corrected L2 corpus that is the largest to date. We discussed the challenges inherent in learner corpus annotation and we presented our method for efficiently creating an Arabic L2 error corrected corpus. The results obtained in the evaluation suggest that the annotators produced consistently similar results under the proposed guidelines. We believe that publishing this corpus will give researchers a common development and test set for developing related natural language processing applications. A subset of our L2 corpus will be used as part of the Second QALB Shared Task on Automatic Arabic Error Correction in conjunction with the ACL-2015 Workshop on Arabic NLP.9 This shared task follows the success of the First QALB Shared Task held in conjunction with EMNLP-2014 Workshop on Arabic NLP (Mohit et al., 2014). In the future, we will extend our annotation guidelines to address machine translation output correction (i.e., manual post-editing). We also plan to extend our systems for automatic correction of Arabic language errors (Jeblee et al., 2014; Rozovskaya et al., 2014) to handle L2 data, using the corpus discussed here for training and test purposes.
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