Graphical games are a useful framework for modeling the interactions of (selfish) agents who are connected via an underlying topology and whose behaviors influence each other. They have wide applications ranging from computer science to economics and biology. Yet, even though a player’s payoff only depends on the actions of their direct neighbors in graphical games, computing the Nash equilibria and making statements about the convergence time of “natural” local dynamics in particular can be highly challenging. In this work, we present a novel approach for classifying complexity of Nash equilibria in graphical games by establishing a connection to local graph algorithms, a subfield of distributed computing. In particular, we make the observation that the equilibria of graphical games are equivalent to locally verifiable labelings (LVL) in graphs; vertex labelings which are verifiable with a constant-round local algorithm. This connection allows us to derive novel lower bounds on the convergence time to equilibrium of best-response dynamics in graphical games. Since we establish that distributed convergence can sometimes be provably slow, we also introduce and give bounds on an intuitive notion of “time-constrained” inefficiency of best responses. We exemplify how our results can be used in the implementation of mechanisms that ensure convergence of best responses to a Nash equilibrium. Our results thus also give insight into the convergence of strategy-proof algorithms for graphical games, which is still not well understood.

1 INTRODUCTION

Modeling the interactions of multiple selfish agents, whose decisions and behavior influence each other and are in some way dependent on an underlying topology, is an important aspect of solving problems from a wide range of diverse fields. Game theory offers a natural approach to this issue in the form of multiplayer network games [14, 30]. Be it resource allocation [5], routing [44], provision of public goods [30], virus inoculation [4], voting [46], or the spread of trends through social networks [1], instances of network games are everywhere to be found. They all have in common that interactions and players’ decisions are in some way governed by the underlying graph and that players’ payoffs usually depend on the network that links them.

Previous literature suggests that general network games, such as the rich class of congestion games [44], can be difficult to analyze, especially if treating them as a single monolithic group. Considering their heterogeneity and complexity, a considerable amount of research has thus been dedicated to more restricted versions of such games. One approach is to consider simplifications of specific network games such as singleton congestion games [11]. A different and less limiting approach is to focus on “succinctly representable” network games: each player’s utility is solely determined by their own and their direct neighbors’ actions. These so-called graphical games, introduced by Kearns et al. [33] capture the locality of effects on players, and are useful for settings where there are only a few strong direct influences on every agent, i.e. when the underlying graph has a low degree [14]. These games have strong connections to Bayesian probabilistic inference networks (“probabilistic graphical models”).

Graphical games have been subject to a wide range of research in their own right, see [31] for a comprehensive survey. Computing the Nash equilibria of graphical games or proving results about their properties or convergence is however challenging in general. Previous work has dealt with aspects such as deciding whether a given strategy profile
is a Nash equilibrium or whether equilibria exist, and classifying the complexity of these tasks \[45\]. The (approximate) computation of equilibria, often for various specific types of graphs, has also been a focus of a considerable number of studies. Previous work uses a variety of approaches for this. Kearns et al. give a polynomial dynamic programming algorithm for computing approximate equilibria in trees, inspired by belief propagation. This algorithm can also be extended to a distributed message-passing scheme for more general topologies \[40\]; however, it is important to note that the result is not guaranteed to be efficient, nor is it strategy-proof: Indeed, players can have incentives to deviate from the algorithm if they are actually attempting to reach the Nash equilibrium they compute, as the computation does not reflect natural and rational game dynamics. Follow-up work gave some intractability results for this algorithm when it is used to calculate exact equilibria \[25\].

Other works try to generalize beyond specific graph structures: Daskalakis and Papadimitriou \[24\] relate graphical games to random Markov nets. This reduction can then be used in the computation of pure Nash equilibria. The authors further show polynomial complexity of finding pure equilibria on graphs with bounded treewidth, and give exponential algorithms for computing approximate mixed equilibria. Other papers, such as \[48\], use multi-agent algorithms like hill-climbing or constraint satisfaction approaches to calculate approximate equilibria. These heuristics show good performance, but have no worst-case guarantees. Correlated equilibria in graphical games and related intractability results have also been of interest, for example in \[42\]. Furthermore, Jackson and Yariv \[29\] investigate best-response dynamics and diffusion of behavior in a dynamic form of graphical games. They present comparative statics results and investigate (Bayesian) equilibrium stability when behaviors can propagate.

Despite this rich and multifaceted literature, we still lack a systematic understanding and classification of graphical games in terms of (distributed) computational complexity; in particular, the convergence time of strategy-proof algorithms and local dynamics such as best-response to Nash equilibria is still not properly understood, except for special cases such as \[34\].

This paper presents a novel approach for shedding light on the distributed complexity of Nash equilibria and the dynamics of the convergence behavior in graphical games, using the perspective of distributed computing. In particular, we establish a connection to distributed local graph algorithms \[43\], which is not only natural and intuitive, but also allows us to leverage some of the analytical techniques and powerful results developed in this field over the last decades. More specifically, we show that the equilibria of graphical games are equivalent to locally verifiable labelings (LVL) in graphs \[35\]: LVLs are solutions to distributed graph problems equivalent to the game. In a nutshell, a labelling is locally verifiable if and only if there exists a constant-round distributed algorithm that can check if the labelling is correct around each node. For verification, each node thus simply checks the strategy that is assigned to itself and its neighbors, and can hence locally check if this action is in equilibrium.

This close connection has only been rarely explored, for example in work that considers extensive game formulations of distributed algorithms \[23\]. We leverage it to derive several more general results on graphical games. First, we prove that best response dynamics can converge only as fast as a distributed algorithm can compute solutions to an equivalent graph problem. With this, we can classify the convergence properties and efficiency of local dynamics in network games by classifying the corresponding LVL problem.

Since we observe an inherently slow distributed convergence time in many scenarios, we then give a more fine-grained view on the costs of distributed computations, and introduce a new notion of a time-constrained inefficiency of best response dynamics, a natural measure of efficiency when convergence to Nash equilibria can be slow. We exemplify our results with two simple and fundamental graphical games that have been well studied in the literature: the one-shot public goods game \[14\] and a simple minority game \[18\] (also called “social game” or “restaurant game” in previous
literature, e.g. [13]). For these games, we present convergence properties, lower bounds, and efficiency results, which all serve to highlight the key novelty of our approach.

We further show that in cases where best responses do not converge to the equilibrium despite the provable existence of an efficiently computable one, our techniques can be used to point to mechanism implementations where this can be guaranteed. Since best-response dynamics are rational with respect to the restricted local knowledge of nodes, our work also connects to the open question of strategy-proof algorithms for distributed Nash equilibria computation that is posited in [31].

2 MODEL

In the following, we provide the necessary preliminaries for our results by giving definitions of game-theoretic concepts and revisiting important cornerstones of distributed complexity theory and distributed graph problems.

2.1 Graphical games

We first define a multiplayer game in its general form as consisting of \(n\) players \(i \in I\), each equipped with a pure strategy space or action space \(A_i\). The cartesian product \(A_1 \times A_2 \times \ldots \times A_n\) of the action spaces of individual agents is denoted by \(\mathcal{A}\). Furthermore, every player has a utility function \(u_i(\bar{a})\) for each profile of strategies or actions \(\bar{a} = (a_1, a_2, \ldots, a_n)\), i.e. a mapping \(u_i : \mathcal{A} \times N \rightarrow \mathbb{R}\). We use \(a_{-i}\) to denote the joint strategy profile of all players except for player \(i\).

Throughout the paper, we will focus on pure strategies, and later give an outlook on mixed strategy extensions in the conclusion section. A mixed strategy \(\sigma\) is a probability distribution over pure strategies or actions, with the corresponding strategy space \(\Sigma_i\) for each player. We can then define joint mixed strategy profiles as elements of the product space \(\Sigma = \Sigma_1 \times \Sigma_2 \times \ldots \times \Sigma_n\).

We can now define the central concept of (pure) Nash equilibrium. A strategy or action profile \(\bar{a}^*\) is a Nash equilibrium if for all players \(i\) it holds that

\[
u_i(a_i^*, a_{-i}^*) \geq u_i(a_i, a_{-i}^*) \quad \forall a_i \in A_i
\]

In other words, no player in a Nash equilibrium can gain a higher utility by unilaterally deviating. We say that the strategy \(a_i^*\) is a best response to the rest of the strategy profile \(a_{-i}^*\).

In the case of mixed strategies, a Nash equilibrium is characterized by the relation

\[
u_i(\sigma_i^*, \sigma_{-i}^*) \geq u_i(\sigma_i, \sigma_{-i}^*) \quad \forall \sigma_i \in \Sigma_i
\]

i.e. it suffices to check pure strategy deviations to confirm that a mixed strategy profile is an equilibrium.

We can now define graphical games, given by a triple \(\langle \mathcal{A}, u, N \rangle\). As introduced in [33], graphical games are a concisely representable form of multiplayer games on networks. A network or a graph \(N = (V, E)\) consists of a set of \(n\) nodes \(V\) and a set \(E\) of edges between pairs of nodes. The nodes of the network \(N\) then represent the agents, or players, in the graphical game. We define the local neighborhood of a node \(v\) as \(B(v) \subseteq \{1, \ldots, n\} = \{j \in V, (v, j) \in E\}\), with \(v \in B(v)\) as well. As in normal form multiplayer games, each agent \(v\) is equipped with an action space \(A_v\), and \(\mathcal{A}\) denotes the product of these action spaces. A player’s utility function \(u_v(\bar{a}^v)\) now depends only on a strategy profile restricted to their local neighborhood \(B(v)\), i.e. the partial strategy profile \(\bar{a}^v\). We denote the product of the individual agents’ utility functions by \(u\).

Throughout this work, we will assume that the network \(N\) has a constant maximum degree \(\Delta\).
In this work, we consider the question of convergence to Nash equilibria via best-response dynamics, a specific example of local dynamics. We assume that players can update their strategy between rounds of the game. To this end, they use the rule to update their strategy with the best response to their neighborhood’s strategy profile. That is, the action of a node \( v \) in round \( t \) is a best response to the partial strategy profile \( \bar{a}^v(t-1) \). There is some fixed order on the actions that is used to break ties. We assume that nodes only have local information and cannot look beyond their neighborhood. Their restricted knowledge makes such local dynamics rational. In this work, we will subsequently only consider best responses. However, our results also hold for more general local dynamics.

In order to have a reasonable definition of a running time for local dynamics, we define a model of fair best responses. The play consists of fair rounds. During each round the adversary schedules all agents to act exactly once and one at a time. The convergence time of best-response dynamics on a fixed network is the maximum number of fair rounds until all players have reached a Nash equilibrium over all possible orders of play. For random initial strategy profiles we say that best-response dynamics converge if they converge with high probability over the initial strategy assignment.

2.2 Distributed complexity theory and locally verifiable labelings

We next present some preliminaries on distributed graph algorithms and complexity. In particular, this paper will establish a connection of graphical games to the LOCAL model of computation [38, 43]: in this model, we are given a fixed network \( N = (V, E) \) (a graph) connecting \( n = |V(N)| \) nodes. The nodes collaboratively aim to solve a given task, but can only communicate with their neighbors in the graph. The computation proceeds in synchronous rounds, and in each round each node in the graph can send a message to each of its neighbors (there is no bound on the message size), receive a message from each neighbor, and perform local computations (there is no bound on the complexity of these local computations). Initially the nodes do not know anything about the input network. Each node is responsible for computing its own part of the output. The (distributed) complexity of a local algorithm is measured in the number of communication rounds until all nodes have computed their outputs.

To identify the nodes, each node gets an \( O(\log n) \)-bit unique name as an input. We will also consider the randomized LOCAL model, where instead each node has access to its own private source of random bits. The randomized LOCAL model is at least as strong as the deterministic LOCAL model, as randomness can be used to generate unique identifiers with high probability.

The crucial property of the LOCAL model is that in \( t \) communication rounds each node can gather exactly its \( t \)-hop neighborhood in the network. Information that is outside this radius cannot affect the actions of the node, since it hasn’t had time to travel to it. Since communication is not limited, the nodes can gather all information about their \( T \)-hop neighborhood in \( T \) rounds. This implies that distributed algorithm with complexity \( T \), without loss of generality, can be thought of as function that maps the input-labelled \( T \)-hop neighborhoods to the possible outputs.

The \( T \)-neighborhood of a node \( v \) is denoted by \( B(v, T) \). The radius-1 neighborhood is denoted simply by \( B(v) \).

We are particularly interested in a class of LOCAL problems called locally verifiable labelling (LVL) problems. An LVL consists of an alphabet \( \Sigma \) and a set of configurations \( C \). The alphabet \( \Sigma \) is simply some possibly infinite set of labels. Each configuration \( C \in C \) is a subgraph of \( N \) centered on some node \( v \) with radius at most \( k \) for some constant \( k \) (the verification radius). Each node of \( C \) is labelled with some element \( \sigma \in \Sigma \). In this work we only consider LVLs with radius \( k = 1 \). A mapping \( f : V \to \Sigma \) of the graph \( N \) is a solution to \( P \) if and only if each \( f \)-labelled \( k \)-neighborhood of \( N \) is a configuration in \( C \). Locally verifiable labellings are a generalization of locally checkable labellings (LCLs) [39], a family of problems that has been studied extensively in recent years (for example [6, 8, 15, 16, 19–21]).
An important result in LOCAL algorithms theory, which will also be relevant for our work, is related to a "complexity gap": on general bounded-degree graphs, i.e., if the maximum degree of the graph $N$ is bounded by a constant $Δ$, the deterministic distributed complexity of an LVL is either $O(\log^* n)$, or $Ω(\log n)$ and the randomized complexity is either $O(\log^* n)$ or $Ω(\log \log n)$ [19]. Here, $\log^* n$ is the iterated logarithm (pronounced "log-star"), a function which grows significantly more slowly than the logarithm: e.g. $\log^* n$ of the number of atoms in the observable universe is 5. Formally, $\log^* n$ is defined as:

$$\forall x \leq 2 : \log^* x := 1, \forall x > 2 : \log^* x := 1 + \log^* (\log x)$$

The complexity gap on bounded-degree networks is also the best possible: there exists an LVL such that its deterministic complexity is $Θ(\log n)$ and the randomized complexity is $Θ(\log \log n)$ [16, 19, 28]. This also proves that the deterministic and randomised complexities of an LVL can be exponentially separated.

On other graph families, the complexity gap can be even larger. For example, on paths and cycles LVLs have complexity either $O(\log^* n)$ or $Θ(n)$ [19], and on grids and toruses on $n$ nodes, either $O(\log^* n)$ or $Ω(\sqrt{n})$ [17].

Throughout this paper, we will call a distributed algorithm with complexity $O(\log^* n)$ efficient.

3 DISTRIBUTED COMPUTING AND GRAPHICAL GAMES

Our work is motivated by our observation that graphical games and local algorithms are fundamentally connected. In particular, we observe that all Nash equilibria (and in fact all equilibria that are based on local information only) are LVLs. If we assume that agents playing a game converge to an equilibrium they are implicitly solving the corresponding computational task.

The LOCAL model has two particular properties. First, it is possible to prove unconditional impossibility results in the LOCAL model. Existing results cover many LVLs that are potentially interesting from the perspective of game theoretical applications (see e.g. [7, 9, 16, 17, 19, 21, 38]). Second, it is a strong distributed model in the sense that algorithms in the LOCAL model are only limited by information propagation, and not e.g. by failures or bandwidth limitations. This means that any impossibility results proven in the LOCAL model apply to a wide range of more realistic models. In particular, they apply to any model of games where the play of the agents is constrained by the available information.

An interesting property of LVLs in the LOCAL model is the complexity gap: they can either be computed efficiently in $O(\log^* n)$ rounds, or require $Ω(\log n)$ rounds in the deterministic LOCAL model and $Ω(\log \log n)$ rounds in the randomized LOCAL model [19]. If we can show that the Nash equilibria of a game are not efficiently solvable then this implies that in that game cannot best responses cannot converge fast.

To formalize this connection, we must transfer existing impossibility results for computational tasks in the distributed setting to a model of games. To do this, we first establish an equivalence between the Nash equilibria of graphical games and locally verifiable labellings. Then, to transfer impossibility results to our model of fair sequential best responses, we show that the LOCAL model can simulate best responses. This implies that if all Nash equilibria of a game are hard to compute as LVLs, then the best-response dynamics cannot converge to those equilibria fast.

**Theorem 3.1.** Let $G = (A, u, N)$ be a graphical game. The Nash equilibria of $G$ uniquely define a locally verifiable labelling $P$.

**Proof.** This follows from the locality of the utility functions of graphical games. Let $G = (A, u, N)$ be a game on a network, and let $\tilde{a}$ be some strategy profile of $G$. Observe that $\tilde{a}$ is a Nash equilibrium if and only if for each agent $v \in V(N)$ their current strategy $a_v$ maximizes their utility over all choices, and this only depends on the strategies $a_u$
for all neighbors \( u \in B(v) \). That is, we can define the set of Nash equilibria of a game \( G \) as an LVL \( P(G) \) as follows: let \( S \) consist of every radius-1 subgraph \( S \) of \( N \). Let \( C \) consist of every copy of each \( S \in S \) labelled with the actions of \( G \) such that the strategy of the center node is a best response to the strategies of its neighbors with respect to \( u \). We have that the alphabet \( \Sigma \) consists of all possible actions of \( A \).

It should be stressed that the correspondence does not use any properties specific to pure Nash equilibria. For example mixed Nash equilibria of graphical games also define LVLs.

Next we show how best responses can be simulated in the LOCAL model. Let \( G = (A, u, N) \) be a graphical game. We construct a corresponding instance in the LOCAL model by taking the network \( N \). Then, if we consider the deterministic LOCAL model, an adversary assigns \( O(\log n) \)-bit names to the nodes. In the randomized LOCAL model, each node gets a uniformly random infinite string of bits as input instead. We show that if the best responses converge in \( T(n) \) rounds, then this can be turned into a distributed algorithm that computes the corresponding Nash equilibrium in \( O(\log^* n + T(n)) \) rounds.

**Theorem 3.2 (best responses correspondence).** Fix a function \( T \). Consider a graphical game \( G \).

1. If the best-response dynamics converge on \( G \) in \( T(n) \) rounds from a constant initial strategy profile, then there exists a deterministic distributed algorithm in the LOCAL model that solves the LVL corresponding to the Nash equilibria of each \( G \) in \( O(\log^* n + T(n)) \) rounds.

2. If the best-response dynamics converge with high probability on \( G \) in \( T(n) \) rounds from a random initial strategy profile, then there exists a randomized distributed algorithm in the LOCAL model that solves the LVL corresponding to the Nash equilibria of \( G \) in \( O(\log^* n + T(n)) \) rounds with high probability.

The proof of Theorem 3.2 is given in Appendix A. The theorem implies that the convergence time of best-responses is bounded by impossibility results from distributed computing.

**Corollary 3.3.** Assume that the Nash equilibria of a graphical game \( G \), as LVLs, have deterministic complexity \( \Omega(T(n)) \) and randomized complexity \( \Omega(T'(n)) \), for any \( T(n), T'(n) = \Omega(\log^* n) \). Then best-response dynamics for \( G \) require \( \Omega(T(n)) \) and \( \Omega(T'(n)) \) rounds to converge from a constant and a randomized initial strategy profile, respectively.

**Proof.** This follows from Theorem 3.2: if best-response dynamics converge faster, then this can be turned into a fast distributed algorithm, a contradiction.

The complexity gap of LVLs in the LOCAL model, in the context of our result, implies that if none of the Nash equilibria of a game are efficiently computable, then best responses converge significantly slower.

**Corollary 3.4.** Let \( G \) be a game such that none of its Nash equilibria can be solved in time \( O(\log^* n) \) as LVLs. Then the best-response dynamics require \( \Omega(\log n) \) rounds to converge from constant initial strategy profile, and \( \Omega(\log \log n) \) rounds to converge from a random initial strategy profile.

In the next sections we look at examples of graphical games, their Nash equilibria, and the corresponding LVL problems. We illustrate the correspondence in Figure 1.

### 3.1 Best-shot public goods game

This game deals with the provision of public goods such as finding a cure for a disease or filling an important supply, assuming that only the maximal contribution counts towards the provision level instead of the sum of all players’
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Fig. 1. We illustrate the correspondence between Nash equilibria of graphical games and LVLs for the games described in Sections 3.1 and 3.2. a, In the best-shot public goods game, nodes can choose to produce a good (P) or to forego producing (F). The Nash equilibrium of this game is a solution to the maximal independent set problem. A node in this state can not do any better given that the others play their equilibrium strategy, and they can check this by simply by looking at their neighbors. This also means that they can check whether their computed solution to the maximal independent set is correct. b, The minority game gives players a choice between two actions, here -1 and +1. Their goal is to choose the opposite of the majority of their neighbors. The Nash equilibrium is a locally optimal cut: players have at least as many neighbors playing the opposite strategy as the same strategy. This is also a LVL: every agent can again locally check that they are in equilibrium, i.e. the correctness of the computed solution.

Contributions [14, 22]. In contrast to public goods games often studied as social dilemmas, i.e. where the social optimum is reached by all players cooperating (producing) despite the incentive to do nothing, the problem here is not only one of free-riding, but also one of coordination. Player groups have to figure out which of them should optimally be the one to provide the good, in order to avoid redundant costs. Here we consider the simplest version of the game where players only have two choices, to provide a good, or not to provide it. More formally, each agent has two possible actions, i.e. $A_i = \{P, F\}$. Players’ utilities $u_i$ are as following: if a focal agent plays $F$ and one of their neighbors plays $P$, the utility is $u_i = 1$. If the agent plays $P$, $u_i = 1 - c$, but if they and all their neighbors play $F$, the utility is 0. Simply put, providing the public good is costly, and it is preferable for a player to have a neighbor do so; however, they are still better off providing it themselves than if nobody in their neighborhood does so.

The correspondence of this game with distributed graph problems is a prominent one: As shown in [14], the Nash equilibria of the best-shot public goods game correspond to maximal independent sets of agents playing $P$. The set is independent (i.e. no two agents with $P$ are adjacent), as two adjacent agents with the strategy $P$ would have incentive to choose $F$. On the other hand the set is maximal (i.e. each agent plays $P$ or has a neighbor that plays $P$) as otherwise such an agent would have incentive to play $P$.

Maximal independent set is an efficiently solvable LVL: it can be computed in $O(\log^* n)$ rounds [41], and this is known to be the best possible complexity [38]. Correspondingly, best responses converge in two fair rounds for the best-shot public goods game. We can compare this with the complexity analysis of best-shot public goods games in [34], and point out that our approach considers a natural concept of distributed complexity whereas previous work usually takes a different, more centralized view.
Theorem 3.5. Fair best responses in the best-shot public goods game converge in two rounds from any initial configuration.

Proof. Assume that the system starts with some arbitrary strategy profile. We claim that after the first round the set of agents playing $P$ is independent and after the second round it is maximal.

Assume that after the first round neighboring agents $u$ and $v$ play $P$. Then the one that played last would have seen that the other plays $P$, and their best response is $F$. Therefore the set of agents playing $P$ is independent. In the second round no agent will switch from $P$ to $F$, as all of their neighbors play $F$. If an agent plays $F$ and their neighbors play $F$ it will switch to $P$. After two rounds the agents playing $P$ form a maximal independent set, which is a Nash equilibrium. \hfill \Box

3.2 Minority game

In this elementary anti-coordination game (also called social game) [13, 18], players attempt to do the opposite of what their neighbors are doing. That is, they attempt to anti-coordinate with what the majority of their surrounding co-players do. For example, this could describe a situation where agents try to choose a restaurant to go to that’s not overly crowded. We formalize this with a game where players again have two possible actions, i.e. $A_i = \{-1, 1\}$. A focal player’s utility $u_i$ is defined as $1 + |\sum_{j \in V_N(i)} [a_j = 1] - \sum_{j \in V_N(i)} [a_i = -1]|$, i.e. the absolute value of the difference between the number of neighbors with a different label and the same label, plus 1.

The Nash equilibria correspond to strategy profiles where each agent has at least as many neighbors playing the opposite strategy as the same strategy. In this game, we again have a correspondence with a prominent graph problem: in distributed computing, the corresponding LVL is known as locally optimal cut. It is known to be a hard problem [9]: on 3-regular graphs it requires $\Omega(\log n)$ deterministic time and $\Omega(\log \log n)$ randomized time.

Theorem 3.6. The convergence time of best-responses for the minority game is $\Omega(\log n)$ from a constant initial state and $\Omega(\log \log n)$ from a random initial state.

Proof. Balliu et al. [9] have shown that finding a locally optimal cut requires $\Omega(\log n)$ deterministic time and $\Omega(\log \log n)$ randomized time in the LOCAL model. This, together with Corollary 3.3 implies the theorem. \hfill \Box

The impossibility result of Balliu et al. holds even if the algorithm is promised that the network is a 3-regular tree or a 3-regular graph of high girth. Therefore the result also applies to best responses in these graph families.

4 INEFFICIENCY OF BEST RESPONSES

In this section we study the efficiency of best responses with respect to computational constraints. Traditionally, for example in the context of Price of Anarchy [36], one compares the total welfare under the best strategy profile to the total welfare under the worst Nash equilibrium. However, it might be that the best solution is hard to compute in a distributed fashion. In fact, it might be that the worst Nash equilibrium is also hard to compute.

We will define a notion of computational inefficiency of best responses with respect to a time bound $T$. We show that there exist games such that we can bound the inefficiency of best responses away from the Price of Anarchy. This illustrates that Price of Anarchy does not always fairly reflect the quality of solutions computed by best responses when time constraints are taken into account.

As we showed in Theorem 3.6, best responses provably might not converge efficiently to an equilibrium. The technique we present in this section allows us to study the evolution of total welfare produced by best responses even before convergence. We do this by bounding the total welfare produced by any fast distributed algorithm.
To measure the performance of best responses, we compare the total welfare produced by $T$ fair rounds of best responses to the best solution that can be computed in $T$ rounds in the randomized LOCAL model. We assume that the system starts from a random initial strategy profile. For a fixed game $G = (\mathcal{A}, u, N)$, let OPT$(N, T)$ denote the best solution, in terms of total welfare, that can be computed on $N$ in the LOCAL model in $T$. Let BR$(N, T)$ denote the random variable that represents the solution computed on $N$ by $T$ rounds of best responses starting from a random initial strategy. We consider random initial strategy profiles, as a constant (or worst-case) strategy profile can guide best responses to perform poorly, depending on the game.

For a game $G = (\mathcal{A}, u, N)$ and a time bound $T$, we define the $T$-inefficiency of best responses as

$$\text{IoBR}(G, T) = \frac{u(\text{OPT}(N, T))}{E[u(\text{BR}(N, T))]}.$$  

To estimate the quantity IoBR$(G, T)$ we will bound OPT$(N, T)$ from above using computational arguments, and bound BR$(N, T)$ from below using both arguments about the behavior of best-response dynamics and computational arguments.

Note that when we consider the best strategy profile that is computable in $T$ communication rounds, we consider distributed algorithms for optimization problems. That is, the algorithms might not compute a solution corresponding to some Nash equilibrium, but more generally any strategy assignment that tries to optimize the total welfare of all agents.

In the next two sections we show how the inefficiency of best responses can be estimated using tools from distributed computing.

### 4.1 Best-shot public goods game

We begin by analysing the inefficiency of best responses in the best-shot public goods game. We show that Price of Anarchy can be bounded away from the inefficiency of best responses.

We prove that there exists an infinite family of best-shot public goods game instances such that even though good and bad solutions exist, no distributed algorithm can compute them efficiently. Therefore best responses cannot produce these solutions either.

To construct these instances, we argue that there exist graphs which have good and bad solutions and graphs that look locally the same to the first class of graphs, but do not have any good or bad solutions. We can then argue using standard indistinguishability arguments from distributed computing that fast algorithms perform poorly.

The following theorem states the outcome of our analysis for the best-shot public goods game.

**Theorem 4.1.** Fix a function $T = o(\log_d n)$. For every $d \geq 3$ and sufficiently large $n_0$, there exists an instance $G = (\mathcal{A}, u, N)$ of the best-shot public goods game such that $N$ is a $d$-regular network of size $n \geq n_0$ and the following hold.

1. $\text{PoA}(G) \geq \frac{1-c/(d+1)}{1-c/2}$
2. $\text{IoBR}(G, T) \leq \frac{d-c\ln d}{d-c\ln d + \ln d}$ for any $\varepsilon > 0$.

According to Theorem 3.5, best responses converge in two fair rounds. Therefore to analyze the $T$-inefficiency of best responses, we can bound the total welfare of the worst Nash equilibrium that can be computed in $T$ communication rounds.

In the best-shot public goods game the total welfare is maximized by minimizing the number of producing agents while ensuring that each non-producing agent is adjacent to a producing agent. Such sets are known as dominating sets. Not all dominating sets are maximal independent sets, but all maximal independent sets are dominating sets. Thus we can bound the size of the minimum maximal independent set by the size of the minimum dominating set.
The following lemma bounds the best solutions that distributed algorithms can compute on certain networks that have good solutions.

**Lemma 4.2.** There is no randomized algorithm in the LOCAL model that finds an independent set of size \( (2+\varepsilon) \ln d/d) n \) or a dominating set of size \( (1 + \varepsilon) \ln d/d)n \) in expectation in \( o(\log_d n) \) rounds on the networks from Lemma B.2.

Lemma B.2 is stated in Appendix B.2. The proof of Lemma 4.2 is a standard indistinguishability argument from distributed computing. There exist regular high-girth networks with good and bad solutions (Lemma B.2), and regular high-girth networks with no good or bad solutions (Lemma B.1). Since networks are locally indistinguishable (i.e. from the perspective of any node, look the same up to any distance \( T(n) = o(\log_d n) \)), any distributed algorithm must behave the same way in both networks. Since the size of the solutions in the latter network is bounded, solutions that are larger or smaller, respectively, cannot be found in the network that does have such solutions. The proof is given in Appendix B.

Using Lemma 4.2 we can prove Theorem 4.1.

**Proof of Theorem 4.1.** We bound the Price of Anarchy, the best \( T \)-time computable solution, and the performance of best responses on the networks given by Lemma B.2.

1. Best solution and worst equilibrium. The best solution (also a Nash equilibrium) on \( N \) contains a \( 1/(d+1) \)-fraction of nodes in the producing set, giving a total welfare equal to \( (1 - c/(d+1))n \). The bipartition gives the worst Nash equilibrium: half of the nodes are in the independent set, giving a total welfare of \( (1 - c/2)n \). The Price of Anarchy is thus exactly

   \[
   \frac{1 - c/(d+1)}{1 - c/2}.
   \]

2. Best \( T(n) \)-time computable solution. The best solution that can be computed in \( T(n) = o(\log_d n) \) rounds on \( N \), by Lemma 4.2, has at least \( ((1 + \varepsilon) \ln d/d)n \) nodes in it (as it corresponds to a dominating set). This gives a total welfare of

   \[
   \left( 1 - \frac{c(1 + \varepsilon) \ln d}{d} \right)n.
   \]

3. Total welfare of best responses. Since best responses converge to an equilibrium and a distributed algorithm can simulate best responses (Lemma A.1), the worst solution that best responses could compute, in expectation, is bounded by the largest maximal independent set a distributed algorithm can compute in \( O(T(n)) \) rounds. Since maximal independents are a subset of independent sets, by Lemma 4.2 the worst solution best responses can compute in expectation has at most \( (2 + \varepsilon)((\ln d/d)n \) nodes in the producing set. The total welfare is at least

   \[
   \left( 1 - \frac{c(2 + \varepsilon) \ln d}{d} \right)n.
   \]

From the last two we get that on \( N \), the \( T \)-inefficiency of best responses is at most

\[
\frac{d - c \ln d}{d - c(2 + \varepsilon) \ln d}
\]

for any \( T = o(\log_d n) \).

**4.2 Minority game**

Similar to the previous section, we can show that there exist instances of the minority game on which best responses perform relatively better than Price of Anarchy would indicate.
The proof again uses an indistinguishability argument to show that on certain networks fast distributed algorithm cannot find good solutions even though they do exist. In addition, we analyse best responses in the minority game and note that they only improve the total welfare. We prove the following theorem.

**Theorem 4.3.** Fix a function $T = o(\log_d n)$. For every even $d \geq 4$ and large enough $n_0$, there exists a $d$-regular instance of the minority game on $n \geq n_0$ nodes such that the following hold.

1. PoA$(G) = 2(d + 1)$.
2. IoBR$(G, T) \leq 1 + 2d/\sqrt{d - 1}$.

To prove Theorem 4.3 we construct two networks such that both look locally the same but one has a large cut and the other does not. No distributed algorithm can find a large cut in the first network. This will imply that the $T$-inefficiency of best responses is bounded away from the Price of Anarchy.

**Lemma 4.4.** There is no randomized LOCAL algorithm that finds a cut with more than $(1/2 + 1/\sqrt{d - 1})|E|$ edges in expectation in $T(n) = o(\log_d n)$ rounds on the bipartite networks from Lemma B.3.

Lemma B.3 is presented in Appendix B. The proof is similar to the proof of Lemma 4.2. Since the networks $N$ from Lemma B.3 and $N'$ from Lemma B.4 (also in Appendix B) look locally the same to any distributed algorithm with running time $T = o(\log_d n)$, we can argue that expected size of the cut in on any $N$ is at most as large as the optimum solution on $N'$.

To estimate the worst-case behavior of best responses, we note that in the minority game best responses are monotone, i.e. they never decrease the total utility.

**Lemma 4.5.** The strategy profile computed by best responses from a random initial strategy profile has at least $|E|/2$ cut edges in expectation.

**Proof.** First, note that a random strategy profile cuts exactly half of the edges in expectation: each edge has probability exactly $1/2$ to be a cut edge.

Now consider a best-response move by some agent $v$. Since $v$ is switching, it has at least one more cut edge in the new strategy profile. Since this change only affects edges around the agent, the total number of cut edges also increases by at least one.

We are now ready to prove Theorem 4.3, estimating total welfare in the minority game.

**Proof of Theorem 4.3.** We again bound the three quantities.

1. Price of Anarchy. On the network $N$, the best solution cuts all edges. The total welfare is $2(d + 1)n$. On the other hand, every Nash equilibrium cuts at least half of the edges: every agent has at least half of their neighbors on the other side of the cut. For even $d$ the total welfare in the equilibrium is at least $n$. The Price of Anarchy is $2(d + 1)$ for even $d$.

2. Best $T(n)$-time computable solution. By Lemma 4.4, the largest cut that can be computed in $o(\log_d n)$ rounds on network $N$ has at most $(1/2 + 1/\sqrt{d - 1})|E|$ edges in it. The total welfare is at most $(1 + 2d/\sqrt{d - 1})n$ in expectation.

3. Performance of best responses. By Lemma 4.5, best responses compute a cut of size at least $|E|/2$ in expectation. This gives an expected total welfare of at least $n$.

The $T(n)$-inefficiency of best responses is at most $1 + 2d/\sqrt{d - 1}$ for $T(n) = o(\log_d n)$.

□
5 MECHANISM DESIGN FOR BEST RESPONSES IN GRAPHICAL GAMES

In this section we show that every graphical game \( G \) with an efficiently solvable Nash equilibrium has a special property. It is possible to construct a related game \( G' \) that we call a simulation game: in \( G' \) the best responses converge in one fair round and the equilibrium is equivalent to an equilibrium of \( G \). The game is constructed so that the best responses simulate a distributed algorithm for computing a Nash equilibrium of the original game.

As the game \( G' \) simulates a distributed algorithm, the simulation gains other properties of the algorithm as well. In particular, if there is an algorithm that computes a Nash equilibrium from some subset of equilibria with desirable properties, then best responses also converge to a Nash equilibrium from the same subset in the simulation game.

The simulation game can be constructed locally by a distributed algorithm. No similar game constructions exists for graphical games that do not have efficiently solvable Nash equilibria.

5.1 Constructing simulation games

To define simulation games, we need to consider algorithms in a specific normal form, the existence of which is implied by the speedup result of Chang et al. [19]. Lemma 5.3 states that \( O(\log^* n) \)-time algorithms can be decomposed into two phases. In the first phase the algorithm computes a distance-(2\( t \)+2) coloring for some constant parameter \( t \) that depends on the problem. Then a \( t \)-round algorithm is applied with the coloring as an input. We will construct games where the best responses construct these colorings and then choose the output of the algorithm on that particular coloring.

Now consider a game \( G = (\mathcal{A}, u, N) \) that has an efficiently computable Nash equilibrium. Let \( F \) be a distributed algorithm in normal form that computes some Nash equilibrium (that is, LVL \( P \)) of \( G \) with the smallest possible constant running time \( t \). Define a \( t \)-simulation game \( G' = (\mathcal{A}', u', N') \) of \( G \) as follows.

1. The set of agents is the same as in \( G \). In the network \( N' \) connect two nodes \( u \) and \( v \) if and only if their distance in \( N \) is at most \( 4t + 2 \).
2. The actions \( A'_v \) of each agent \( v \) encode the possible locally correct simulations of \( F \). This is defined in two parts \( A'_v = R_v \times \Sigma \). The first part \( R_v \) consists of all possible labellings of the \( t \)-neighborhood of \( v \) in \( N \) with distinct colors from \( \{1, 2, \ldots, \Delta^{2t+2} + 1 \} \). The second part \( \Sigma \) consists of the possible output labels of \( F \). Include the pair \((r, \sigma)\) in \( A'_v \) if and only if \( F \) would output \( \sigma \) on \( v \) given \( r \) as the input coloring of \( B(v, t) \), where \( B(v, t) \) denotes the \( t \)-hop neighborhood of \( v \) in \( N \). In addition there is the empty action.
3. The utility functions \( u_v(s) = 1 \) if and only if the following hold. First, the coloring \( r_v \in R_v \) is compatible with the colorings \( r'_u \in R_u \) of each neighbor \( u \) with a non-empty strategy. That is, for each \( w \in B_N(v, t) \cap B_N(u, t) \), we have that \( c_v(w) = c'_u(w) \) or \( c'_u \) is empty. Second, the colorings form a proper \((2t + 2)\)-hop coloring of \( N \). That is, if we map all the compatible colorings \( c_v \) for all \( v \) onto \( N \), then two nodes in \( N \) at distance at most \( 2t + 2 \) have distinct colors. Since two agents are connected in \( N' \) if they are within distance \( 4t + 2 \) in \( N \), it is possible to encode this in \( u \). The color assigned to each agent at distance \( t \) from some agent \( v \) must differ from the colors of other agents within distance \( 2t + 2 \) of it. These agents can only be colored by agents within distance \( 4t + 2 \).

We will show that simulation games converge in one fair round to an equilibrium that is equivalent to an equilibrium of the original game. We also want to show that similar constructions do not exist for games that do not have efficiently solvable Nash equilibria. Consider two graphical games \( G = (\mathcal{A}, u, N) \) and \( G' = (\mathcal{A}', u', N') \). We say that \( G' \) is...
k-constructible given \( G \) if there exists a \( k \)-round distributed algorithm \( \mathcal{F} \) that on \( N \), given \( G \) as input computes \( G' \) in the following sense. For each \( v \in N' \), the algorithm can output the set of neighbors of \( v \) in \( N' \). In addition, for each \( v \) it outputs the action set \( A_v \) of \( v \) and the utility function \( u_v \) of \( v \). We say that \( G' \) corresponds to \( G \) if there exists a mapping \( \psi_v : A'_v \rightarrow A_v \) for all \( v \) such that if \( \bar{a}' = (a'_1, \ldots, a'_n) \) is a Nash equilibrium of \( G' \), then \( \bar{a} = (\psi(a'_1), \ldots, \psi(a'_n)) \) is a Nash equilibrium of \( G \).

**Theorem 5.1.** If a game \( G \) has a Nash equilibrium that is solvable in time \( O(\log^* n) \) as an LVL, then there is a \( t \)-simulation game \( G' = (A', u', N') \) of \( G = (A, u, N) \) with the following properties:

(P1) Best responses converge in one fair round from the empty initial strategy profile in \( G' \).

(P2) \( G' \) corresponds to \( G \).

(P3) \( G' \) is \((4t + 2)\)-constructible given \( G \).

Properties (P1) and (P2) imply that every game with an efficiently solvable Nash equilibrium has a \( t \)-simulation game that converges to an equivalent Nash equilibrium in one fair round. Property (P3) is in contrast with the following theorem which states that similar constructions do not exist for games that do not have any efficiently solvable Nash equilibrium.

**Theorem 5.2.** Let \( G = (A, u, N) \) be a game such that the Nash equilibrium of \( G \) as an LVL require \( \Omega(T(n)) \) time to compute in the deterministic LOCAL model, for any \( T(n) = \Omega(\log^* n) \). Then there is no \( k \)-constructible corresponding game \( G' \) given \( G \), for any constant \( k \), such that best responses converge in \( o(T(n)) \) rounds.

The proof of Theorem 5.2 follows from an application of our simulation theorem, Theorem 3.2. If such games existed, a distributed algorithm could construct and simulate them, yielding a fast distributed algorithm for computing a Nash equilibrium of the original game.

The requirement of constructability is important, as without this property the game \( G' \) could simply encode the structure of the Nash equilibria of \( G \) in its actions or the utility function.

### 5.2 Proving the properties of simulation games

Before proving Theorem 5.1, we need the following technical lemma. It establishes that \( O(\log^* n) \)-time solvable LVLs can also be solved by algorithms in the required normal form.

**Lemma 5.3.** Assume that LVL \( P \) can be solved in \( O(\log^* n) \) rounds by a deterministic distributed algorithm. Then there exists an algorithm \( \mathcal{F} \) in the following normal form: the algorithm runs in \( t = O(1) \) rounds (for some \( t \) dependent on \( P \)), it takes a \((2t + 2)\)-hop c-coloring, for \( c = \Delta^{2t+2} + 1 \), as an input, and outputs the solution to \( P \).

The proof follows from the speedup theorem of Chang et al. [19]. A similar normal form construction has been used by Brandt et al. [17].

We are now ready to prove the properties of simulation games.

**Proof of Theorem 5.1.** We show that the strategies of agents who have already played will constitute a correct partial simulation in \( N' \). Initially this is trivially true, as all agents are assumed to start from the empty strategy.

Now assume that \( \bar{a} \) is the strategy profile after some number of best responses such that the non-empty strategies agree on the color of each agent and assume that some agent \( v \) is scheduled to play. Since the utility is 0 if the agent chooses an action that is not compatible as a coloring, it must choose a compatible coloring. Since we assumed that \( \bar{a} \)
encodes a partial coloring and there are always enough colors to choose from (i.e. there are $\Delta^{2t+2} + 1$ colors), $v$ can always choose an action that gives it utility 1.

After one fair round, each agent $v$ has chosen a strategy such that the colorings $r_v$ agree on all applicable nodes, and this is a Nash equilibrium of $G'$. The output label $\sigma_v$ of each action, by definition, corresponds to the output of $F$ on $N$ given the input coloring that the agents have chosen. Now if we construct the correspondence $\varphi$ by mapping each action from $A'_v$ to $A_v$ by matching the output label, we have that if $\tilde{a}$ is a Nash equilibrium of $G'$, then $\varphi(\tilde{a}) = (\varphi(a_1), \ldots, \varphi(a_n))$ is a Nash equilibrium of $G$, as it is the labelling computed by $F$ on $N$. This is by definition a Nash equilibrium of $G$.

This establishes properties (P1) and (P2).

Finally, it remains to show that $G'$ can be constructed efficiently in the LOCAL model on the network $N$. This is achieved using a standard approach. First each node $v$ gathers its $(4t+2)$-hop neighborhood and outputs its neighbors in $N'$. Since the algorithm has access to $F$, the algorithm in the normal form, it can consider every coloring of $B(v, t)$ and form the action set $A'_v$. Finally, since the algorithm has access to the $(4t+2)$-neighborhood of $v$ in $N$, it can compute the value of the utility function $u_v$ for all possible strategies of the neighbors. \hfill $\Box$

We now illustrate simulation games in the context of a specific graphical game.

### 5.3 Case study: coloring game

In this section we study a simple abstract coordination game called a coloring game [32]. The agents have to choose from a fixed set of resources and coordinate their actions so that they don’t use the same resource as their neighbors.

Formally, in a $k$-coloring game the actions of agent consist of $k$ colors $\{1, 2, \ldots, k\}$. The utility of each agent is 1 if no neighbor chooses the same color and 0 otherwise. The Nash equilibria of the coloring game correspond to (partial) colorings such that two neighbors choose the same color only if both have at least one neighbor of each other color.

We will show that it is possible that best responses fail to converge to a Nash equilibrium that corresponds to a coloring even if such a coloring exists and is efficiently computable. This is naturally undesirable behavior, as the agents fail to solve the underlying coordination task. On the other hand, Theorem 5.1 implies that in this case there exists a simulation game of the coloring game such that the best responses do converge to Nash equilibrium that corresponds to a coloring.

We consider the coloring game on two-dimensional $n$-by-$n$ torus networks. That is, the set of nodes consists of $v_{i,j}: i, j \in \{0, 1, \ldots, n-1\}$, there is an edge between nodes $v_{i,j}$ and $v_{i,k}$ if $k = (j+1) \mod n$, and there is an edge between nodes $v_{i,j}$ and $v_{k,j}$ if $k = (i+1) \mod n$. The complexity of $k$-coloring is completely understood in this setting.

**Theorem 5.4 (Brandt et al. [17]).** The complexities of $k$-coloring a two-dimensional torus are as follows.

1. $k = 2, 3: \Theta(n)$, and
2. $k = 4, 5, \ldots: \Theta(\log^* n)$.

Both the 2-coloring problem and the 3-coloring problem are global (i.e. require $\Omega(n)$ rounds to compute). By Theorem 3.2 this implies that best responses also require at least $\Omega(n)$ rounds to converge.

In the case of $k \geq 5$, best responses always converge to a proper coloring. This is because each agent has degree 4, so no matter what colors the neighbors choose, each agent can always choose a free color, which is their best response.

The interesting case is $k = 4$. Now the property that an agent always has a free color is no longer true: it can be that all four neighbors have the four different colors.
Fig. 2. Proof of Theorem 5.5. We show an initial coloring configuration on the grid that makes it impossible for best responses to converge to the proper 4-coloring. Every neighbor of the central node already has neighbors of all possible colors. This removes the incentive to switch.

Theorem 5.5. There exists an initial strategy profile for every sufficiently large \( n \times n \) torus such that best responses do not converge to a 4-coloring in the 4-coloring game.

Proof. Consider the initial configuration shown in Figure 2. The center node has no choice that would give a proper coloring. No matter which color it chooses, the neighbor with that color already has neighbors of the other colors. Therefore it has no incentive to switch, and the best-responses converge to a suboptimal equilibrium. □

In contrast, by Theorem 5.4 there exists an algorithm for 4-coloring the grid in \( O(\log^* n) \) rounds. By Theorem 5.1 this implies that there exists a simulation game where best responses converge to a 4-coloring.

6 CONCLUSION

This paper introduced a novel approach to classifying the complexity of Nash equilibria in graphical games, and to understanding the convergence behavior of best-response and even general local dynamics. By establishing a connection to the analysis of distributed graph problems, we showed that the Nash equilibria of graphical games correspond to locally verifiable labelings: solutions to graph problems which are verifiable with constant round algorithms. Impossibility and complexity results provably transfer from the distributed setting to the game setting. Thus, we can leverage this to give lower bounds for convergence of best-response dynamics, to quantify the time-constrained inefficiency of best responses when convergence is slow or even absent, and to present how these results can be used for implementing mechanisms where best responses converge to a Nash equilibrium that is a solution of the corresponding graph problem.

We exemplified our results with some simple and well-known graphical games. Our findings also relate to the open question of strategy proof algorithms for reaching equilibria in graphical games, as posed by Kearns in his 2007 survey. We note that in contrast to algorithms like in [31], our discussion indeed pertains to how agents reach equilibria while playing the game in a way that is rational with respect to their locally restricted knowledge. This poses an interesting avenue for further research.

In this work, we have only considered pure Nash equilibria. However, we note that our approach is much more general than that, since it first and foremost depends on information being locally restricted without making additional assumptions like the game being a potential game. One can prove similar results as in this work for mixed Nash equilibria,
but even for different equilibrium concepts altogether, such as correlated equilibria. The latter correspond to a model where information is local, but can in some sense be exchanged between neighboring nodes, introducing correlated strategy distributions. A further simple extension of our model could see different local strategy update dynamics (e.g. fictitious play) at work, instead of restricting analysis to best response dynamics only. This also highlights the connection of this research direction with evolutionary graph theory, which as a generalized approach to evolutionary dynamics features players with similarly bounded rationality [37]. Furthermore, it is also easily conceivable to analyze a far wider range of graphical games or LVLs with our approach, and to even extend the analysis to infinite graphs.

Naturally, there are limitations to our approach. As we mention in Section 2, we assume that graphs are of bounded constant degree. Graphs of low diameter do not give impossibility results based on information propagation, as information can spread quickly. The results for such a setting would look quite different; furthermore, computation in a setting that comes closer to a centralized one where nodes do not have as strongly limited information is not well understood. We see this issue in the fact that the complexity gap for LVLs is a function of the maximum degree. Another issue lies with the fact that we only show lower bounds for convergence. This means that for instances that are not efficiently solvable, it could be the case that true convergence is far slower than what our results give.

However, it still holds that what we have considered in this paper should only represent a first taste for how powerful the connection between game theory and distributed computing is, and we note at this point that interpreting agents interacting in games on networks as a distributed system is also highly intuitive. There are many possibilities to harness this, and we have only explored a very limited number of them. We hope that this work can serve as a proof of concept, and be the starting point of exciting further research.
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The key is that any two nodes updating their strategy at the same time do so independently. Therefore applying best responses at all nodes of the same color class is equivalent to letting the corresponding agents play in any sequential order: given an initial strategy profile \( \sigma \), all orderings produce the same strategy profile \( \sigma' \). Simulating all color classes one by one therefore corresponds to some ordering of sequential play.

Since there are \( k = \Delta^2 + 1 \) color classes, simulating one fair round of best responses takes \( k \) rounds in the LOCAL model. Since we assume \( \Delta \) is a constant, simulating \( T \) rounds of best responses can be done in \( O(T) \) rounds. With the initial coloring step we have that the total running time of the simulation is \( O(\log^* n + T) \), as required. \( \square \)

It follows that simulating best responses until convergence can be done with an additive \( O(\log^* n) \) overhead.

**Proof of Theorem 3.2.** First, assume that the best responses start from a constant or worst-case initial strategy profile. Each node can simply choose the same initial value and simulate \( T(n) \) rounds of best responses by Lemma A.1. Since we assume that best responses converge for any order of play in \( T(n) \) rounds, it follows that \( T(n) \) rounds of simulation converge as well. Computing the simulation until convergence takes \( O(\log^* n + T(n)) \) rounds in the deterministic LOCAL model.

Next, assume that the best responses start from a random initial strategy profile. Now it is no longer possible to use deterministic algorithms to run the simulation. Using the random inputs, each node can choose a random initial strategy. Then it can simulate best responses for \( T(n) \) rounds by Lemma A.1. Since we assume that the best responses converge with high probability and the dynamics are deterministic given the initial configuration, the simulation also...
converges with high probability in $T(n)$ rounds. The simulation can be computed in $O(\log^* n + T(n))$ rounds in the randomized LOCAL model.

\section*{B GRAPH-THEORETIC ANALYSIS FOR SECTION 4}

\subsection*{B.1 Graph constructions for the best-shot public goods game}

The domination number $\gamma(N)$ of a graph $N$ is the size of a minimum dominating set. The independence number $\alpha(N)$ of a graph $N$ is the size of a maximum independent set. A dominating set is perfect if every node not in the set is adjacent to exactly one node in the set (counting the node itself). The girth of a graph is the length of its shortest cycle.

The following lemma states that there exist $d$-regular graphs of logarithmic girth such that all dominating sets are large and all independent sets are small.

\begin{lemma}
For each $d \geq 3$ and each sufficiently large $n_0$, there exists a $d$-regular graph $N$ on $n \geq n_0$ nodes with girth $g = \Omega(\log_d n)$ such that the following hold.

1. The domination number $\gamma(N)$ is at least $(1 + \varepsilon)(\ln d/d)n$.
2. The independence number $\alpha(N)$ is at most $((2 + \varepsilon)\ln d/d)n$.
\end{lemma}

\begin{proof}
The existence of such graphs relies on properties of random $d$-regular graphs. Random $d$-regular graphs have no large independent sets and no small dominating sets with high probability. These graphs can then be modified by the standard cycle cutting technique (see e.g. [2, 12]). The proof follows the proof of Alon [2, Lemma 21].

A random $d$-regular graph $N$ has independence number $\alpha$ at most $((2 + \varepsilon)\ln d/d)n$ [27] and domination number at least $((1 + \varepsilon)\ln d/d)n$ [2, 3] with high probability. A random $d$-regular graph has only $c = O(\sqrt{n})$ cycles of length $o(\log_d n)$ in expectation [2]. Therefore it is possible to find a $d$-regular graph with all three properties.

Graph $N$ might have short cycles. We will cut these one by one, starting with one of the shortest cycles. Pick an edge $e = \{u, v\}$ on that cycle. Since the graph $N$ has maximum degree $d$, there must be an edge $f = \{u', v'\}$ at distance $g$ from $e$ (we say that an edge $e$ is at distance $d$ from edge $f$ if the minimum distance between a node of $e$ and a node of $f$ is $d$). Remove $e$ and $f$ from $G$ and add edges $\{u, v'\}$ and $\{u', v\}$. Since these edges were far away, no short cycles were created. Continue in this way until there are no cycles of length less than $g$ left – we are guaranteed that this process continues if we choose a suitable value for $g$. The graph now has girth $\Omega(\log_d n)$.

Now consider any maximum independent set $I'$ of $N'$. In the worst case each edge that was removed from $N$ goes between two nodes in $I'$. If we remove one of each such pair of nodes from $I'$, we obtain an independent set $I$ of $N$, the original graph. Since exactly two edges were removed for each cycle, we get that $|I| \geq |I'| - 2c = |I'| - O(\sqrt{n})$. By choosing a sufficiently large $n$, we have that $|I'| \leq ((2 + \varepsilon)\ln d/d)n$, as required.

We can argue similarly about the domination number: if $D'$ is a minimum dominating set of $N'$, then by adding at most $2c$ nodes to it we obtain a dominating set of $N$. Since all dominating sets of $N$ are large, $D'$ must also be large.

The second lemma states that there exist $d$-regular graphs of logarithmic girth (that is, graphs that look locally the same as graphs from Lemma B.1), that are bipartite, and that have perfect dominating sets.

\begin{lemma}
For each $d \geq 3$ and every $n_0$, there exists a $d$-regular bipartite graph on $n \geq n_0$ nodes with a perfect dominating set and girth $g = \Omega(\log_d n)$.
\end{lemma}

\begin{proof}
The proof proceeds in three steps, utilising again the cycle cutting technique.
We first construct a graph that has a cut that cuts all edges and has high girth. This is always possible for a sufficiently large $k$.

Graph $N$ might have short cycles. Cut these one by one, starting with one of the shortest cycles. Pick a leaf edge $e = \{u, v\}$ on that cycle. Since the graph $N$ has maximum degree $d$, there must be a leaf edge $f = \{u', v'\}$ at distance $g$ from $e$ (we say that an edge $e$ is at distance $d$ from edge $f$ if the minimum distance between a node of $e$ and a node of $f$ is $d$). Remove $e$ and $f$ from $G$ and add edges $\{u, v'\}$ and $\{u', v\}$. Since these edges were far away, no short cycles were created. Since we crossed two leaf edges, the set $D$ is still a perfect dominating set.

Continue in this way until there are no cycles of length less than $g$ left – we are guaranteed that this process continues if we choose a suitable value for $g$. The graph now has girth $O(\log_d n)$.

To construct a bipartite graph that retains the properties from the previous steps, we take a bipartite double cover $N' = (V', E')$ of $N = (V, E)$. For each $v \in V$ we take two copies $v_1, v_2 \in V'$. Denote the first copies by $V'_1$ and the second copies by $V'_2$. For each edge $\{u, v\} \in E$ we add crossed copies $\{u_1, v_2\}$ and $\{u_2, v_1\}$. All edges go between the sets $V'_1$ and $V'_2$, so the graph $G'$ is bipartite. By construction we do not create any new short cycles, and since $|V'| = 2|V|$ we have that the girth of $G'$ is also $O(\log_d n)$. Finally, the copies of nodes corresponding to the set $D$ form a perfect dominating set in $N'$.

---

**B.2 Graph constructions for the minority game**

We first construct a graph that has a cut that cuts all edges and has high girth.

**Lemma B.3.** For every $d \geq 3$ and every sufficiently large $n_0$, there exists a $d$-regular bipartite graph on $n \geq n_0$ nodes with girth $g = \Omega(\log_d n)$.

**Proof of Lemma B.4.** Friedman [26] showed that the second largest eigenvalue, in absolute value, of the adjacency matrix of a random $d$-regular graph is at most $2\sqrt{d-1} + \epsilon$, for any $d \geq 3$ and any $\epsilon > 0$, with high probability. Let $\lambda_n$ denote the smallest eigenvalue. The size of the maximum cut of a graph is known to be bounded by

$$\left(\frac{1}{2} + \frac{1}{2d}\left|\lambda_{n}\right|\right)|E|$$

(see e.g. Trevisan [47]). This implies that with high probability, the maximum cut of a random $d$-regular graph has at most a $1/2 + \sqrt{d-1}/d + \epsilon/(2d)$-fraction of the edges.

Now we apply the cycle cutting technique once again. Find a $d$-regular graph $N$ that has no large cuts and $O(\sqrt{n})$ cycles of length less than $g = \Omega(\log_d n)$. Repeatedly cut each cycle of length less than $g$ to obtain a new graph $N'$. Now consider any maximum cut $C$ of $N'$. In the worst case, all edges that were removed from $N$ were cut edges of $C$, and the new edges are no longer cut edges. Since we removed $O(\sqrt{n})$ edges, the size of the cut in $N'$ is at most

$$(1/2 + 1/2\sqrt{d-1})|E|$$

For sufficiently large $n$, this is at most

$$(1/2 + 1/(2\sqrt{d-1}))|E|.$$
Lemma B.4. For every $d \geq 3$ and every sufficiently large $n_0$, there exists a $d$-regular graph on $n \geq n_0$ nodes with girth $g = \Omega(\log_d n)$ such that the maximum cut is of size at most $(1/2 + 1/\sqrt{d-1})|E|$.

Proof. Take any bipartite $d$-regular graph on $n = 2k \geq n_0$ nodes. Then use the cycle cutting technique from Lemmas B.2 and B.1. Cut cycles until the graph has girth $g = \Omega(\log d n)$. When connecting edges make sure that they still go between the two sides of the bipartition. □

B.3 Proof of Lemma 4.2

Proof of Lemma 4.2. We will start by showing that no fast distributed algorithm can find large independent sets or small dominating sets on the networks given by Lemma B.2. The proof is by a standard indistinguishability argument: we show that since algorithms cannot locally distinguish between a network of size $n$ from Lemma B.2 and a network of size $n$ from Lemma B.1, it must locally behave the same on both networks.

Fix $T(n)$ to be some function in $o(\log_d n)$. Let $N$ and $N'$ be sufficiently large graphs from Lemma B.2 and Lemma B.1, respectively, both with girth $g > 2T(n) + 1$. Since $T(n) = o(\log_d n)$, such graphs must exist for a sufficiently large $n$.

Both graphs are $d$-regular, and therefore any distributed algorithm running in time $T(n)$ sees locally a $d$-regular tree at every node of both graphs. That is, the graphs are locally indistinguishable from each other.

Since $N'$ does not have any large independent sets nor small dominating sets, any algorithm must output an independent set of expected size at most $\alpha(N')$ or a dominating set of expected size at least $\gamma(N')$. Therefore every node must have the same output distribution over the assignment of the random bits under any $T(n)$-round algorithm. This implies that the algorithm must put the node into an independent set with probability at most $\alpha(N')/n$ and into a dominating set with probability at least $\gamma(N')/n$ on $N'$. Since all neighborhoods of $N$ look indistinguishable from the neighborhoods of $N'$, any algorithm with running time $T(n)$ must behave in exactly the same way on $N$ as on $N'$: the expected size of an independent set is at most $\alpha(N')$ and the expected size of a dominating set is at least $\gamma(N')$. □