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Abstract. In this paper, we study the Cauchy problem for the Riccati differential equation with constant coefficients and a modified Gerasimov-Caputo type fractional differential operator of variable order. Using Newton’s numerical algorithm, calculation curves are constructed taking into account different values of the Cauchy problem parameters. The calculation results are compared with the previously obtained results. The computational accuracy of the numerical algorithm is investigated. It is shown using the Runge rule that the computational accuracy tends to the accuracy of the numerical method when increasing the nodes of the calculated grid.

INTRODUCTION

The classical Riccati equation describes processes with saturation, for example, the logistic law in biology or in Economics, and the Riccati equation occurs after some transformations in physical problems, for example, in problems of reflection of waves from a non-uniform surface. The Riccati equation is well studied and can be found in various reference books and encyclopedias on mathematics or in the book \[1\].

However, in the last decade there has been a surge in the application of fractional calculus to the study of the Riccati equation \[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21\]. This is due to the fact that the processes with saturation may have effects hereditarily. The effect of hereditarily means that the system or process can remember about their background and from the point of view of mathematics can be described by means of integro-differential equations with difference kernels with memory functions \[22\]. When choosing power functions of memory, we naturally proceed to the well-known mathematical apparatus of fractional calculus, in particular to derivatives of fractional orders \[23, 24, 25\]. The Riccati equation with a fractional order derivative is called the Riccati fractional equation.

The fractional Riccati equation with constant order was studied in \[2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15\]. However, a broader class of fractional Riccati equations with variable order is of interest \[16, 17, 18, 19, 20, 21\].

In the works of the authors \[17, 18, 19, 20, 21\], a fractional Riccati equation of variable order with non-constant coefficients was studied. Using the Newton-Raphson numerical method, calculated curves were obtained and the accuracy of the numerical method was investigated. The research results were used for modeling some logistic laws in the model of solar activity dynamics \[21\]. Calculations and visualizations in these works were performed in the Maple computer mathematics environment.

In this paper, we will use a modified Gerasimov-Caputo type fractional derivative operator of variable order. Next, we will study the numerical solution of the fractional Riccati equation by analogy with the work \[20\] and compare the results obtained.

SOME BASIC DEFINITIONS

Here we will consider the main definitions from the theory of fractional calculus, and its aspects can be studied in more detail in books \[23, 24, 25\].
Definition 1: The Gerasimov-Caputo fractional derivative of variable order $\alpha(t)$ has the form:

$$
\partial_{0^+}^{\alpha(t)} u(\tau) = \left\{ \begin{array}{ll}
\frac{1}{\Gamma(\alpha(t))} \frac{d^m}{dt^m} \int_0^\tau \frac{u^{(m)}(\xi) d\xi}{(\tau - \xi)^{\alpha(t)+1}}, & 0 \leq m - 1 < \alpha(t) < m \\
0, & t = 0
\end{array} \right.
$$

(1)

where $\Gamma(z) = \int_0^\infty t^{z-1} \exp(-t) dt$, $\text{Re}(z) > 0$ – Euler’s gamma function.

Definition 2: Modified Gerasimov-Caputo fractional derivative of variable order $\gamma(t - \tau)$ has the form:

$$
\partial_{0^+}^{\gamma(t - \tau)} u(\tau) = \left\{ \begin{array}{ll}
\frac{1}{\Gamma(1 - \gamma(t - \tau))} \frac{d^m}{dt^m} \int_0^\tau \frac{u^{(m)}(\xi) d\xi}{(\tau - \xi)^{\gamma(t - \tau)+1}}, & 0 \leq m - 1 < \gamma(t - \tau) < m \\
0, & t = 0
\end{array} \right.
$$

(2)

Derivatives of fractional variables of orders (1) and (2) are given in [26], and some of their properties are considered there.

Note 1: Note that if the orders of fractional derivatives in (1) and (2) are constants, then they coincide and the operators are Gerasimov-Caputo derivatives of constant orders [27], [28].

**TASK DEFINITION**

Consider the following hereditary equation that is the analogue of the equation of Rikkati:

$$
\int_0^t K(t - \tau)u(\tau)d\tau + a(t)u^2(t) + b(t)u(t) + c(t) = 0
$$

(3)

where $u(t) \in C[0,T]$ – function of a solution, $K(t - \tau)$ – memory function, $t \in [0,T]$ – current time, $T > 0$ – simulation time, $a(t), b(t), c(t)$ – coefficients set by the function.

Note 2: Note that if the memory function $K(t - \tau)$ is a Heaviside function, then the process has full memory; if it is a Dirac function, then there is no memory.

We will consider an intermediate case when the system gradually “forgets” its background over time. To do this, select the memory function as follows:

$$
K(t - \tau) = \frac{(t - \tau)^{-\alpha(t)}}{\Gamma(1 - \alpha(t))}, \quad 0 < \alpha(t) < 1
$$

(4)

where $\alpha(t)$ – a function that is responsible for the intensity of the process under study, then taking into account the Definition of 1 for $m = 1$, we come to the following fractional Riccati equation of variable order:

$$
\partial_{0^+}^{\alpha(t)} u(\tau) + a(t)u^2(t) + b(t)u(t) + c(t) = 0
$$

(5)

for which the initial local condition is valid:

$$
u(0) = u_0,
$$

(6)

Equation [5] and initial condition [6] form the Cauchy problem for the fractional Riccati equation of variable order. It was studied by the authors in [17].

Let us introduce into consideration a different function of memory:

$$
K(t - \tau) = \frac{(t - \tau)^{-\gamma(t - \tau)}}{\Gamma(1 - \gamma(t - \tau))}, \quad 0 < \gamma(t - \tau) < 1
$$

(7)

Here, the order of the $\gamma(t - \tau)$ function with a lagging argument also determines the intensity of the process under consideration.

Taking into account [7] and Definition 2 for $m = 1$, the fractional Riccati equation takes the form:

$$
\partial_{0^+}^{\gamma(t - \tau)} u(\tau) + a(t)u^2(t) + b(t)u(t) + c(t) = 0
$$

(8)

In the future, we will investigate the Cauchy problem [8], [9].
THE METHOD OF SOLVING

Since the Cauchy problem (8) and (6) in General does not have an exact solution, we will use numerical methods to solve it. To do this, we divide the time interval \([0, T]\) into \(N\) equal parts (grid nodes), where \(h = \frac{T}{N}\) is the sampling step \(t_n = nh, n = 0, \ldots, N - 1\), and the solution function \(u(t_n) = u_n\).

The approximation of the fractional derivative in equation (8) will take the form:

\[
\partial_0^\gamma (t - \tau) \approx \sum_{i=1}^{k} \omega_{k,\gamma}(u_{k-i+1} - u_{k-i})\quad k = 1, \ldots, N
\]

(9)

where, \(\omega_{k,\gamma}\) weight coefficients of the quadrature formula of trapezes.

Note that the method of approximating the Cauchy problem (5), (6) is based on the results of [29].

Based on (9), the Cauchy problem (8) and (6) can be rewritten in the difference statement:

\[
\sum_{i=1}^{k} \omega_{k,\gamma}(u_{k-i+1} - u_{k-i}) + a_k u_k^2 + b_k u_k + c_k = 0, \quad k = 1, \ldots, N
\]

(10)

For the solution, the iterative Newton-Raphson method was used, which, as a rule, provides fast convergence. The algorithm consists of the following steps:

1. Define a function for forming a Jacobian:

\[
f_k = \sum_{i=1}^{k} \omega_{k,\gamma}(u_{k-i+1} - u_{k-i}) + a_k u_k^2 + b_k u_k + c_k, \quad k = 1, \ldots, N
\]

2. Define the elements of the Jacobian:

\[
R_{n,m} = \frac{df_n}{du_m}, \quad n = 1, \ldots, N, m = 1, \ldots, N
\]

3. Let’s write a matrix iterative equation of the form:

\[
U_{m+1} = U_m - \frac{1}{J(U_m)} F(U_m)
\]

(11)

where

\[
U_m = \begin{pmatrix} u_1 \\ u_2 \\ \vdots \\ u_N \end{pmatrix}, F(U_m) = \begin{pmatrix} f_1 \\ f_2 \\ \vdots \\ f_N \end{pmatrix}, J(U_m) = \begin{pmatrix} R_{1,1} & R_{1,2} & \cdots & R_{1,N} \\ R_{2,1} & \cdots & \cdots & R_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ R_{N,1} & \cdots & \cdots & R_{N,N} \end{pmatrix}
\]

4. We start the iterative process until \(r > \varepsilon\), where \(\varepsilon = 10^{-4}\) – accuracy, \(r = 10^3 \varepsilon\) – stop criterion, and \(\|J(U_m)\| \neq 0\) – convergence criterion of the method, where \(r = \|U_{m+1} - U_m\| \leq \varepsilon\) – stability criterion.

Note 3: It should be noted that the main difficulty in applying this method is to find the inverse Jacobi matrix in (11). To solve this problem, we can use the Gauss – Jordan method [30].

THE SIMULATION PARAMETERS

The variable order \(\gamma(t - \tau)\) is considered as a periodic function:

\[
\gamma(t - \tau) = \frac{\theta \cos(\mu h(t - \tau)) + 2 \delta}{2}
\]

(12)
where $\delta$ – the shift coefficient that allows the condition to be met $0 < \gamma(t - \tau) < 1$, $\theta$ – oscillation amplitude, and $\mu$ – oscillation frequency.

The coefficients in the difference equation (10) will take the following values:

$\alpha_k = -\frac{k}{N}, b_k = 0, c_k = \frac{k}{N}$

The introduction of coefficients of the form (13), as shown in the author's work [21], is due to the appearance of distribution curves similar to the S-shaped (logistics) curve, which has its own application.

Consider the following examples for $T = 50, N = 2000$:

1. Example: $\alpha = \gamma = \text{const} = 1 \approx 0.9999$;
2. Example: $0.5 < \alpha, \gamma < 1$ with parameters (12): $\delta = 0.75, \theta = 0.5, \mu = \frac{\pi}{2}$;
3. Example: $0 < \alpha, \gamma < 1$ with parameters (12): $\delta = 0.5, \theta = 0.5, \mu = \frac{\pi}{2}$;
4. Example: $0 < \alpha, \gamma < 0.5$ with parameters (12): $\delta = 0.25, \theta = 0.5, \mu = \frac{\pi}{2}$;

We study the solution of Cauchy problems (5), (6) and compare it with the solution of Cauchy problem (8), (6).

**SIMULATION RESULT**

We perform verification and show that using fractional derivatives (1) of the form $\partial^{\alpha}_{0t}u(\tau)$ and (2) of the form $\partial^{\gamma}_{0t}(t-\tau)u(\tau)$, for $\alpha = \gamma = \text{const} = 1$, we get the same distribution curves.

![Verification](image1)

**FIGURE 1.** Verification. (a, b) Example 1 for the operator (1) and (2), (c) The classic solution, i.e. when $a_k = -1, b_k = 0, c_k = 1$, and $\alpha = \gamma = \text{const} = 1$.

![Distribution curves](image2)

**FIGURE 2.** Distribution curves: (a1) Example 2 for (1), (a2) Example 2 for (2), (b1) Example 3 for (1), (b2) Example 3 for (2), (c1) Example 4 for (1), (c2) Example 4 for (2).
Consider (in table I, II, III, IV) the change in the absolute error $\varepsilon$ and the calculated order of accuracy $p$ for the numerical Newton-Rapson algorithm for solutions of Cauchy problems (5), (6) and (8), (6) when the sampling step $h$ is reduced. To calculate the absolute error $\varepsilon$, we will use the Runge rule 

$$\varepsilon = \max \left( \frac{|u_{N,2k-1} - u_{N,k}|}{2^p_{p_{aprior}} - 1}, \quad k = 1, \ldots, N; p_{aprior} = 1 \right)$$

(14)

Note 4: A priori accuracy $p_{aprior}$ of the solution in this method is set to 1. This follows from the General scheme approximation order given at the boundary nodes of the grid.

The accuracy of the solution was calculated using the following formula:

$$p = \log_{h_2} \left( \frac{\varepsilon_1}{\varepsilon_2} \right),$$

(15)

where $h_1, h_2 = \frac{h_1}{2}$ – steps of sampling, $\varepsilon_1, \varepsilon_2$ – errors on steps $h_1$ (previous) and $h_2$ (current).

**TABLE I.** Example 1: $\alpha = \gamma = const = 1$

| $N$ | $T = 50$ | $h$ | $\varepsilon$ | $p$ | $\gamma(t - \tau)$ | $\varepsilon$ |
|-----|----------|-----|---------------|-----|-------------------|---------------|
| 129 | 0.387    | 0.063871 | - | 0.063871 | - |
| 259 | 0.193    | 0.032515 | 0.974045 | 0.032515 | 0.974045 |
| 519 | 0.096    | 0.016398 | 0.987562 | 0.016398 | 0.987562 |
| 1039| 0.048    | 0.008233 | 0.993947 | 0.008233 | 0.993947 |
| 2079| 0.024    | 0.004125 | 0.997027 | 0.004125 | 0.997027 |

**TABLE II.** Example 2: $0.5 < \alpha, \gamma < 1$ with parameters $\delta = 0.75, \theta = 0.5, \mu = \frac{\pi}{2}$

| $N$ | $T = 50$ | $h$ | $\varepsilon$ | $p$ | $\gamma(t - \tau)$ | $\varepsilon$ |
|-----|----------|-----|---------------|-----|-------------------|---------------|
| 129 | 0.387    | 0.070173 | - | 0.045638 | - |
| 259 | 0.193    | 0.034098 | 1.041212 | 0.023454 | 0.960369 |
| 519 | 0.096    | 0.017016 | 1.002759 | 0.011735 | 0.998989 |
| 1039| 0.048    | 0.008363 | 1.024701 | 0.005831 | 1.008889 |
| 2079| 0.024    | 0.004117 | 1.022315 | 0.002892 | 1.011413 |

**TABLE III.** Example 3: $0 < \alpha, \gamma < 1$ with parameters $\delta = 0.5, \theta = 0.5, \mu = \frac{\pi}{2}$

| $N$ | $T = 50$ | $h$ | $\varepsilon$ | $p$ | $\gamma(t - \tau)$ | $\varepsilon$ |
|-----|----------|-----|---------------|-----|-------------------|---------------|
| 129 | 0.387    | 0.305098 | - | 0.028593 | - |
| 259 | 0.193    | 0.182349 | 0.742568 | 0.013625 | 1.069381 |
| 519 | 0.096    | 0.095837 | 0.928038 | 0.006677 | 1.029022 |
| 1039| 0.048    | 0.048632 | 0.978686 | 0.003289 | 1.021300 |
| 2079| 0.024    | 0.024420 | 0.993831 | 0.001633 | 1.009579 |
**CONCLUSION**

The Cauchy problem for the fractional Riccati equation (8), (9) with variable coefficients was considered. The proposed Cauchy problem is numerically analyzed using the Newton-Raphson method. The computational accuracy of the Runge rule for the applied numerical method is estimated. It is shown that the computational accuracy tends to the accuracy of the method as the number of calculated nodes increases. Next, we compared the solution of the Cauchy problem (8), (9) with the Cauchy problem (5), (6), which differ from each other, but maintain a common trend. This fact suggests that the Cauchy problem (5), (6) takes place and its solution can be used in the study of processes with saturation and memory effects, for example, in forecasting economic cycles and crises [32].

**REFERENCES**

1. W. T. Reid, *Riccati differential equations* (Acad. Press, 1972).
2. M. M. Khashan, R. Amin, and M. I. Syam, “A new algorithm for fractional riccati type differential equations by using haar wavelet,” Mathematics 7(6), 545 (2019), DOI:10.3390/math7060545.
3. J. Hou and C. Yang, “Numerical solution of fractional-order riccati differential equation by differential quadrature method based on chebyshev polynomials,” Advances in Difference Equations 2017(1), 365 (2017), DOI:10.1186/s13662-017-1409-6.
4. M. G. Sakar, A. Akgul, and D. Baleanu, “On solutions of fractional riccati differential equations,” Advances in Difference Equations 2017(1), 39 (2017), DOI:10.1186/s13662-017-1091-8.
5. M. Merdan, “On the solutions fractional riccati differential equation with modified riemann-liouville derivative,” International Journal of Differential equations 2012, 1–17 (2012), DOI:10.1155/2012/346089.
6. M. M. Khader, A. M. S. Mahdy, and E. S. Mohamed, “On approximate solutions for fractional riccatidierential equation,” International Journal of Engineering and Applied Sciences 4(9) (2014), DOI: 10.1.1.682.4526.
7. M. M. Khader, “Numerical treatment for solving fractional riccati differential equation,” Journal of the Egyptian Mathematical Society 21(1), 32–37 (2013), DOI: 10.1016/j.joems.2012.09.005.
8. M. Gohar, “Approximate solution to fractional riccati differential equations,” Journal of the Egyptian Mathematical Society 27(8), 1950128–18 (2019), DOI:10.1142/S0218348X19501287.
9. M. I. Syam, A. Alsuwaidi, A. Alneyadi, S. A. Refai, and S. A. Khalidi, “Implicit hybrid methods for solving fractional riccati equation,” Journal of Nonlinear Sciences and Applications (JNSA) 12(2), 124–134 (2019), doi: 10.22436/jnsa.012.02.06.
10. S. S. Ezz-Eldien, J. A. T. Machado, Y. Wang, and A. A. Aldraiweesh, “An algorithm for the approximate solution of the fractional riccatidifferential equation,” International Journal of Nonlinear Sciences and Numerical Simulation 20(6), 661–674 (2019), DOI: 10.1515/jnsns-2018-0146.
11. Y. Salehi and M. T. Darvishi, “An investigation of fractional riccati differential equation,” International Journal for Light and Electron Optics 127(23), 11505–11521 (2016), DOI: 10.1016/j.ijleo.2016.08.008.
12. N. A. Khan, A. Ara, and N. A. Khan, “Fractional-order riccati differential equation: analytical approximation and numerical results,” Advances in Equations 2013(1), 185 (2013), DOI: 10.1186/1687-1847-2013-185.
13. S. S. Ezz-Eldien, “On solving fractional logistic population models with applications,” Computational and Applied Mathematics 37(5), 6392–6409 (2018), DOI:10.1007/s40314-018-0693-4.
14. N. H. Sweilam, M. M. Khader, and A. M. S. Mahdy, “Numerical studies for solving fractional riccati differential equation,” Applications and Applied Mathematics 7(2), 595–608 (2012), DOI: 10.1016/j.joems.2018.05.004.
15. H. Aminikhah, A. H. R. Sheikhani, and H. Rezazadeh, “Approximate analytical solutions of distributed order fractional riccati differential equation,” Ain Shams Engineering Journal 9(4), 581–588 (2018), DOI: 10.1016/j.asej.2016.03.007.
16. M. Syam and H. M. Jaradat, “An accurate method for solving riccati equation with fractional variable-order,” Journal of Interpolation and Approximation in Scientific Computing 1, 1–12 (2018), DOI:10.5899/2018/jiasc-00120.
17. D. A. Tverdyi, “Riccati equation with variable heredity,” Bulletin KRASEC. Physical and Mathematical Sciences 16(1), 61–68 (2017), DOI: 10.18454/2313-0156-2017-16-1-61-68.
18. D. A. Tverdyi and R. I. Parovik, “Program of numerical calculation of the cauchy problem for the riccati equation with fractional variable order,” Fundamental research 8(1), 98–103 (2017), (In Russian).
19. D. A. Tverdyi, “The cauchy problem for the riccati equation with variable power memory and non-constant coefficients,” Vestnik KRAUNC. Fiz.–mat. nauki 23(3), 148–157 (2018), DOI: 10.18454/2079-6641-2018-23-3-148-157 (In Russian).

20. D. A. Tverdyi, “The problem for the riccati equation with a modified fractional derivative of gerasimov-caputo variable order,” Problems of Computational and Applied Mathematics 3(27), 93–103 (2020), (In Russian).

21. D. A. Tverdyi, “The nonlocal cauchy problem for the riccati equation of the fractional order as a mathematical model of dynamics of solar activity,” News of KBSC of RAS.2020 1(93), 57–62 (2020), DOI: 10.35330/1991-6639-2020-1-93-57-62 (In Russian).

22. V. Voltera, “Sur les equations integro differentielles rt leurs applications,” Acta Mathematica 35, 295–356 (1912).

23. A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and Applications of Fractional Differential Equations (Amsterdam: Elsevier, 2006).

24. K. B. Oldham and J. Spanier, The fractional calculus. Theory and applications of differentiation and integration to arbitrary order (London: Academic Press, 1974).

25. K. S. Miller and B. Ross, An introduction to the fractional calculus and fractional differential equations (New York: A Wiley-Interscience publication, 1993).

26. C. F. Lorenzo and T. T. Hartley, “Variable order and distributed order fractional operators,” Nonlinear dynamics 29, 57–98 (2002), DOI: 10.1023/A:1016586905654.

27. A. Gerasimov, “A generalization of linear laws of deformation and its applications to problems of internal friction,” Prikl. Matem. iMekh. (PMM) 12(3), 251–260 (1948), (In Russian).

28. M. Caputo, Elasticita e dissipazione (Bologna: Zanichelli, 1969) p. 150.

29. R. I. Parovik, “Numerical analysis some oscillation equations with fractional order derivatives,” Bulletin KRASEC. Physical and Mathematical Sciences 9(2), 34–38 (2014), DOI: 10.18454/2313-0156-2014-9-2-34-38.

30. S. Lipschutz and M. Lipson, Linear Algebra, 4th edition (McGraw-Hill, 2009) p. 432.

31. I. S. Berezin and N. P. Zhidkov, Computational Methods, Vol. 2 (State. publishing house of physical and mathematical literature, 1962) (In Russian).

32. D. V. Makarov and R. I. Parovik, “Modeling of the economic cycles using the theory of fractional calculus,” Journal of Internet Banking and Commerce 21, S6 (2016).