Parallelized Linear Classification with Volumetric Chemical Perceptrons
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Abstract—In this work, we introduce a new type of linear classifier that is implemented in a chemical form. We propose a novel encoding technique which simultaneously represents multiple datasets in an array of microliter-scale chemical mixtures. Parallel computations on these datasets are performed as robotic liquid handling sequences, whose outputs are analyzed by high-performance liquid chromatography. As a proof of concept, we chemically encode several MNIST images of handwritten digits and demonstrate successful chemical-domain classification of the digits using volumetric perceptrons. We additionally quantify the performance of our method with a larger dataset of binary vectors and compare the experimental measurements against predicted results. Paired with appropriate chemical analysis tools, our approach can work on increasingly parallel datasets. We anticipate that related approaches will be scalable to multilayer neural networks and other more complex algorithms. Much like recent demonstrations of archival data storage in DNA, this work blurs the line between chemical and electrical information systems, and offers early insight into the computational efficiency and massive parallelism which may come with computing in chemical domains.
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I. INTRODUCTION

It is widely appreciated that living systems make use of both electrical and chemical domains for information processing. Cells simultaneously balance numerous internal states and energy gradients, using chemical energy to efficiently maintain both electrical and chemical potentials and interact with their environment [1]. Neurons, whose complex electrochemical interconnections have inspired modern artificial neural networks [2], use chemicals for both short-term and long-term memory [3]. While some of these behaviors have been mimicked in electronic systems, it is impossible for an electrical system to fully recreate the massive parallelism and emergent properties that come from the diversity of subtle molecular interactions and coexistence of thousands of unique chemical compounds. Inspired by these possibilities [4], [5], [6], [7], we aim to develop a computational framework to concurrently process digital information represented in solutions of chemical compounds. Noting in particular the growing interest in DNA-based data storage [8], [9], [10], we anticipate that methods of processing chemically stored information will become increasingly relevant.

In this paper, we explore a novel approach to computing with chemical solutions and offer the following contributions towards this goal:

1) We devise a method to encode binary data into the chemical composition of liquid samples. We additionally show that multiple datasets can be stored in parallel with multiple coexisting chemicals.
2) We use programmable robotic liquid handling sequences to perform volumetric multiply-accumulate operations on parallelized chemical datasets.
3) We utilize high-performance liquid chromatography to read and verify the results of the chemical calculations.
4) We chemically encode several images of handwritten digits from the MNIST database, and implement several single-layer volumetric chemical perceptrons which successfully classify the images. We additionally quantify the performance of our method with a larger set of binary vectors.

The organization of this paper is as follows: We provide the necessary background for this work in Section II. In Section III, we discuss our methods for chemical encoding, computation, and readout. A description of the system we developed to perform these functions is given in Section IV. In Section V, we demonstrate linear classification of several MNIST images and Boolean test vectors. In Section VI, we discuss ways to scale and extend our chemical computation scheme. Section VII summarizes the main conclusions of this work. This effort is intended as a first step toward realizing general-purpose chemical-domain computational tools.

II. BACKGROUND

A. Perceptron Classifier

A perceptron is a simple linear classifier which can be trained to determine whether or not an input belongs to a certain class [11], [12], [13]. A perceptron uses a set of constant coefficients to compute a weighted sum of input features and thresholds the result to produce a Boolean label. The computation can be written as:

\[ z = \sum_{i=1}^{N} w_i \cdot x_i + b \] (1)
where $N$ is the number of input features (e.g. pixels in an image or dimensions of a vector), $x_i$ and $w_i$ are the $i^{th}$ feature and its corresponding weight, and $b$ is a scalar bias. When the bias is nonzero, it is common to fold $b$ into $w$ by introducing an additional input feature whose value is always 1. The summation result $z$ determines the class label, $\ell$, of the input according to the following threshold:

$$
\ell = \begin{cases} 
\text{match,} & \text{if } z > 0 \\
\text{mismatch,} & \text{otherwise}
\end{cases}
$$

For a linearly separable dataset, the training for a perceptron is guaranteed to converge such that a set of weight values will be found that correctly classify all training points. While a perceptron is a simple classifier, it can be used as a building block for larger discriminative models, such as multilayer perceptrons [14] and support vector machines [15], that can realize more complicated decision boundaries. Additionally, the multiply-accumulate (MAC) operations performed in a perceptron are necessary for many pattern classification algorithms. By demonstrating that our proposed method can reliably perform these operations, we intend to show that chemical mixtures can provide an interesting basis for alternative computing.

### B. Mass Conservation in Chemical Mixtures

It is helpful to consider some physical properties of the simple chemical mixtures that we will use for the proposed computations. If we assume that we are working with well mixed solutions and that there are no chemical reactions in these solutions, then the simplest constraint is the conservation of mass. When two or more volumes containing the same chemical are combined, the final mixture will have a concentration that is a linear function of the concentrations of that chemical in each of the sources.

More formally, if a mixture of $N$ sources, each containing a concentration $C_i$ of a certain chemical, is formed by transferring a volume $V_i$ from each source to a common destination, then the final concentration will be given as:

$$
C_f = \sum_{i=1}^{N} \frac{V_i}{V_f} \cdot C_i
$$

where $V_i \cdot C_i$ is the total mass of the chemical added to the destination and $V_f$ is the final total volume in the destination. The parallels between Equations 1 & 3 should be apparent. We additionally note that this equation can be extended through linear superposition to mixtures of different chemical species, as long as they do not interact with each other. We take advantage of this simple relationship to form the basis for parallel chemical computation.

### III. Proposed Method for Chemical Computing

A high-level summary of the proposed computation scheme is shown in Figure 1. We begin by encoding the ones and zeros of a binary dataset into a pattern of chemicals in an array of isolated fluid volumes. After translating the data to chemical form, we query the chemical dataset by performing the volumetric MAC operations needed to implement a single-layer perceptron. The chemical output of the MAC stage is analyzed to measure the concentrations of its information-carrying compounds. Finally, we appropriately threshold the concentrations of each compound in the output pools to produce the perceptron’s Boolean labels.

In Table I, we relate the parameters of a chemical mixture-based system to familiar electrical terms. A unique advantage of data storage and processing with chemicals is the parallelism that can be achieved by operating with multiple coexisting chemical species. This potential is realized in many biological contexts, such as in bacterial communication [16] and neural signaling [17]. Another benefit of chemical data storage is its potentially high information density, as has been noted for DNA [18], [19].

#### A. Encoding Data in Chemical Mixtures

In order to carry out computation in the chemical mixture domain, we need to first create a representation for our data. Since chemically expressed data will be stored in microwell plates, we map each well position to one bit in the input data. The value of the data at a given position is represented by a high concentration (‘1’) or low concentration (‘0’) of a designated chemical. This strategy could also be extended to

| Domain          | Electrical       | Chemical     |
|-----------------|------------------|--------------|
| Information Carrier | Electrons       | Molecules    |
| Digital ‘1’      | High Voltage     | High Concentration |
| Digital ‘0’      | Low Voltage      | Low Concentration |
| Transport Medium | Conductor        | Solvent      |

![Fig. 1. A conceptual block diagram of the chemical computation scheme.](image-url)
multi-bit concentration coding schemes, with the trade-off of reduced noise margin.

To enable parallel data storage and processing, we can take advantage of the diversity of chemical compounds and overlay (concurrently encode) features from multiple input datasets in the same set of microplate wells. For instance, we could take many binary images and realize all pixels with the same position in a single well, by assigning a unique chemical species to each image. Figure 2 depicts this multiple input storage format for M binary input images.

To construct data in this parallel format, we need to obtain a set of compatible chemical compounds. In general, the following criteria must be met by all species in a chemical set to be considered valid for the proposed data storage scheme:

1) The chemicals must be miscible in the chosen solvent.
2) The chemicals should be stable, relatively inert, and should not react with one another.
3) The chemicals should be compatible with analytical chemistry tools that can quantify their concentrations.

The potential advantages of computing with chemical mixtures stem from the ability for many datasets to coexist in parallel. For instance, in the case of overlaid chemical images, any operation on a single well will simultaneously be applied to the corresponding pixel in all images. As such, this encoding scheme has the potential to support massively parallel storage and computation. Table II shows a comparison of the number of operations required for a perceptron with a traditional computer versus the proposed mixture-based technique. The number of operations needed to be performed with chemical mixtures scales only with the number of input features and is independent of the number of input instances.

**B. Computing with Chemical Mixtures**

Figure 3 illustrates the computational scheme for the proposed chemical mixture based perceptron. The perceptron weights \(w_i \in [-1, 1]\) are scaled to correspond to a maximum volume \(V_o\), which is chosen based on the available volume in the data wells. Since we can only transfer positive liquid volumes, we pool wells with positive and negative weights in two separate MAC operations.

The total volume that will be transferred from the \(i^{th}\) well will be: \(V_i = |w_i| \cdot V_o\). As previously described, the scaling of the transfer volume represents a multiplication and the pooling of volumes into a common well represents an addition. Since bits from different datasets may be stored in the same well, these pooling operations allow for parallel multiply-accumulate operations on all concurrently stored datasets. There is zero marginal computational cost to increasing parallelism, since, regardless of the complexity of the chemical mixtures, we only need to perform the pooling transfers once.

To show that the system shown in Figure 3 realizes the perceptron classifier, it is instructive to work backwards from...
the output of the system. We can write the output for the data represented by molecular species \( m \) as:

\[
    z_m = \Delta C_m = C^{+}_m - C^{-}_m
\]

(4)

where \( C^{+}_m \) and \( C^{-}_m \) are the concentrations of species \( m \) in the positive and negative weight pools, respectively. According to Equation 3 the concentration of molecule \( m \) at the output of each MAC can be expressed as:

\[
    C^{+}_m = \sum_{i=1, w_i>0}^{N} \frac{V_i}{V^{+}_p} \cdot C_{mi}
\]

(5)

and similarly:

\[
    C^{-}_m = \sum_{i=1, w_i<0}^{N} \frac{|w_i| \cdot V_o}{V^{-}_p} \cdot C_{mi}
\]

(6)

where \( V^{+}_p \) and \( V^{-}_p \) are the total volumes in each pool, \( i \) is the index of the data well, \( V_i = |w_i| \cdot V_o \) is the weighted volume transferred from the \( i^{th} \) well, and \( C_{mi} \) is the concentration of molecule \( m \) in the \( i^{th} \) well. We can then expand Equation 4 as:

\[
    z_m = \sum_{i=1, w_i>0}^{N} \frac{|w_i| \cdot V_o}{V^{+}_p} \cdot C_{mi} - \sum_{i=1, w_i<0}^{N} \frac{|w_i| \cdot V_o}{V^{-}_p} \cdot C_{mi}
\]

(7)

As long as the the pooled volumes are intentionally set to be equal after weighted pooling (\( V^{+}_p = V^{-}_p = V_p \)), by appropriately adding pure solvent, we can collect the summations as:

\[
    z_m = \sum_{i=1}^{N} \frac{w_i \cdot V_o}{V_p} \cdot C_{mi} = \sum_{i=1}^{N} w_i \cdot x_{mi}
\]

(8)

where our features have been defined to be the scaled data concentrations: \( x_{mi} = \frac{V_o}{V_p} \cdot C_{mi} \). This yields the original form of the pre-classification output that we sought to generate.

C. Reading the Results of Chemical Mixture Computations

To verify the output of the computations, we need to determine the amount of each component present in the liquid samples. For this purpose, we chose to employ high performance liquid chromatography (HPLC). HPLC is a technique commonly used in analytical chemistry for separation, identification, and quantification of components in a mixture [20]. An HPLC is comprised of an injection port, several pumps, an ultraviolet light source, and a photodetector, as illustrated in Figure 4. A liquid sample is injected into a stream of solvents known as the mobile phase. The mobile phase, now containing the sample to be analyzed, flows through a column containing a solid adsorbent known as the stationary phase. Components in the sample interact with the adsorbent to varying degrees based on their chemical properties, causing different chemicals to leave the column (to ‘elute’), at different times. These retention times can be used to identify individual components. When a compound that absorbs UV light elutes from the column and passes the detector, a peak in optical absorbance is observed, and the area of this peak is proportional to the relative abundance of the compound in the sample. The resulting absorbance time series, known as a chromatogram, can be used to both identify and quantify the chemicals in a mixture.

IV. SYSTEM DEVELOPMENT

A. Experimental Setup

A diagram of our experimental setup and procedural workflow is shown in Figure 5. Binary input data and classifier weights are first trained through simulations on a desktop computer, in a Python environment. Prior to chemically encoding the input data, concentrated stock solutions are prepared of each analyte (selected analytes are described in Subsection IV-B), at 62.5 mg/mL in dimethyl sulfoxide (DMSO, Macron Fine Chemicals 4948-02). To write the chemical data to a 384-well plate, the binary datasets are converted to pipetting instructions for a fluid handling robot (Andrew Alliance 1000G). For each input data bit whose value is ‘1’, the robot is instructed to transfer 20 \( \mu \)L of the corresponding analyte to the appropriate well. If the input data is ‘0’, it transfers 20 \( \mu \)L of solvent (DMSO) instead. After the chemical datasets are created, the classifier weights are converted into additional pipetting instructions which the robot uses to perform the weighted-summation operations, placing the pooled outputs into an empty well plate. Once the positive and negative weight pools are generated, each output is analyzed using high performance liquid chromatography. The analytes representing each dataset exit the instrument at different times, allowing separate estimations of the output concentration of each com-
absorbance measurements. The elution times were determined to be 3.41 minutes, 4.53 minutes, and 9.31 minutes, and the pulse width for each species was approximately 9 seconds. We note that while our proof of concept experiments use only 3 analytes, the narrow pulse width implies that as many as 80 pulses can be independently quantified using this HPLC protocol.

In Figure 7, we present calibration curves for the three analytes, which relate the true concentration to the area under the measured HPLC chromatogram peak. A concentrated equimolar mixture (12 mg/mL of each of the three analytes) was prepared and serially diluted to obtain samples with varying concentrations. Using 11 serial 2:1 dilutions, the concentrations were varied from 6 mg/mL to 0.006 mg/mL. Each of the diluted samples was analyzed with HPLC, and the areas of the chromatogram peaks were calculated. For each compound, we performed a simple zero-intercept linear fit to relate peak area and compound abundance. We note that although photodetector saturation causes noticeable nonlinearity at higher concentrations, our technique relies on differential concentrations, and thus achieving the correct classification output only requires that the detector output be monotonic.
V. Experiments & Results

A. MNIST Image Classification

For a first experimental demonstration, we used images derived from the well-known MNIST database of handwritten digits [28]. The original images were grayscale at 28×28 pixel resolution, but for these experiments, we binarized and resized the images to 16×16. We trained three one-versus-all classifiers on a computer a priori for three foreground classes, representing the digits ‘0’, ‘1’, and ‘2’. Each classifier was trained using 100 foreground class images and 100 background class images which were randomly selected from the MNIST training set. For example, the classifier with the digit ‘0’ foreground class was trained using 100 images of the digit ‘0’ and 100 images of other digits ‘1’ through ‘9’. Color maps of the trained weight matrices are shown in Figure 8.

We constructed a dataset of three overlaid MNIST images, consisting of two distinct ‘0’ images and one image of ‘1’. These images were mapped onto a well plate and encoded with the three previously discussed analytes. The resulting microplate is shown in Figure 8, where the chemically encoded images are faintly visible due to the colors of the analyte solutions (particularly analyte 3). We used the three perceptron classifiers to operate on this chemical data, and the resulting MNIST classifications are shown in Figure 8. As expected, the ‘0’ classifier correctly identified the two images with zeros, and the ‘1’ classifier correctly identified the image of a one. In total, all 9 of the MNIST perceptron outputs were correctly labeled. We note that while these perceptrons performed well, the exact accuracy of the classifiers is not the main focus of this paper. Rather, our aim is to reproduce the perceptron operations using chemical computations.

B. Performance Evaluation

Our chemical computation is not limited to images and is extensible to linear classification of any binary dataset. To evaluate the robustness of the computations, we performed

---

**Fig. 7.** HPLC concentration calibration curves for the three analytes used in this study. Using the known elution time of each compound, we measured and herein plot the area under the absorbance peak for each analyte at various concentrations.

**Fig. 8.** Chemical classification of MNIST handwritten digits. Three 16×16 (256-bit) binary images were chemically encoded, in parallel, on a 384-well plate. The overlaid chemical images were then classified by three different perceptrons which had been previously trained to identify either digit ‘0’, ‘1’, or ‘2’. The results of this experiment are shown in a table format as class matches (zm > 0) or mismatches (zm < 0). All nine chemical classifier outputs were correct (3 true positives, 6 true negatives). A photograph of the microplate containing the chemical dataset of overlaid images is also shown. Each well in the plate contains 60 µL of liquid whose chemical composition represents the values of one pixel across three images.
a set of experiments using smaller pseudo-random binary vectors. Sixteen 16-element weight vectors ($w \in [-1, 1]$) were selected at random, as shown in Figure 9. For each $w$, we chose three 16-bit data vectors, selected such that one vector is classified with large margin as a mismatch ($\ell = 0$), one vector is easily classified as a match ($\ell = 1$), and one vector is near the classifier’s boundary.

The expected and HPLC-measured concentrations of the positively and negatively weighted pools are shown in Figure 10. The expected and measured values of the differential concentration are also shown. In both cases, deviations from a straight line ($y = x$) represent errors in the chemical encoding, computation, or measurement. In Figure 10b, points which appear in the upper left quadrant are false positives, while points which appear in the lower right quadrant are false negatives. Histograms of these errors are also shown.

The classification output is robust to moderate experimental variations, but the exact output concentrations are affected by several sources of experimental variability. Inconsistent pipetting volumes during the initial dataset creation, as well as the tolerance of the weighted summing volumes, will cause variations in the pooled output. Additionally, the HPLC is sensitive to small changes in its sample injection volume, and the chromatogram calibration can drift slightly over time. In total, we observed errors on the scale of 10% of the expected outputs, which naturally has a larger affect on decisions closer to the classifier boundary. The mean differential concentration error was close to zero (0.041 mg/mL), and the 3 $\sigma$ spread was approximately 0.3 mg/mL. The overall chemical classifier accuracy was 96%, correctly classifying 46 out of 48 test vectors.

VI. DISCUSSION AND FUTURE DIRECTIONS

The promise of this approach as a valuable alternative computing model hinges on its ability to scale up to operating in parallel on many datasets. Currently, the scale of our demonstrations is limited by the throughput of the automated liquid handler. For example, between assembling the dataset and performing the classifications, the MNIST demonstration required a total of 1,716 liquid transfers, used 697 disposable pipette tips, and took 24 hours to complete. While this is a considerable amount of time, it does not represent a physical limit, as higher throughput liquid handling systems are common in pharmaceutical laboratories. Moving forward, we anticipate that improved robotics will allow us to increase the computational throughput by several orders of magnitude.

The parallelism of the chemical analysis is another important avenue for improvement. Our demonstrations used a set of...
only three compounds, but the current system could be readily scaled to several dozen. This would not impact the inference or readout time, but the time to prepare the input data wells would increase. Putting aside the dataset creation time, scaling up to hundreds or thousands of parallel computations would likely require supplementing HPLC with other analytical techniques such as mass spectrometry [29], [30].

The finite volume of the chemical datasets imposes a limit to the number of times that data can be sampled and processed. In the MNIST experiments, each well began with a volume of 60 μL, and the classifier weights were scaled to transfer between 0 – 6.25 μL from each well. Thus the current system can operate on each data well approximately 20 times. With improved liquid handling tools, the sample volumes can be reduced to make more efficient use of each chemical dataset.

Our current demonstrations require analyzing two chemical output pools and electronically calculating the differential concentrations of their analytes. If we are to scale up the scope and complexity of our chemical computational system, we will need to develop approaches for cascading multiple computing stages and integrating other operations beyond linear volumetric additions and multiplications. More sophisticated reaction networks have been developed for DNA-based neural networks [31], but the broader space of non-biological chemical reaction networks remains sparsely explored, and may yield rich new opportunities for chemical computing platforms.

VII. CONCLUSION

We have presented a scheme for implementing linear classification operations using chemical mixtures. Binary input data is encoded in the chemical composition of an array of liquid samples, and a robotic fluid handler is programmed to perform multiplications and additions as fractional volume transfers and pooling operations. The chemical coding enables parallel computation and allows for increased information density. The result of the volumetric operations is represented in the concentration of chemicals in output pools, which are analyzed using high performance liquid chromatography. We used this system for parallel classification of several 16 liquid samples, and a robotic fluid handler is programmed to perform transfers and pooling operations. The chemical coding enables parallel computation and allows for increased information density.

While these demonstrations are limited, we consider this work to be a first step towards a new class of chemical-domain computational engines which can operate on increasingly parallel datasets. We anticipate that chemical computation will find applications in ultra-low-power systems, extreme environments, and as complements to electronic computing systems [32]. In a fashion similar to how DNA archival data storage may soon complement traditional electronic media [18], [33], [19], and neural-inspired computing has revolutionized the way we process large datasets [34], [35], [36], [37], chemical-domain computation may pave the road to entirely new ways of leveraging the information processing capabilities of the natural world.
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