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Abstract

Deep convolutional neural networks are a powerful model class for a range of computer vision problems, but it is difficult to interpret the image filtering process they implement, given their sheer size. In this work, we introduce a method for extracting “feature-preserving circuits” from deep CNNs, leveraging methods from saliency-based neural network pruning. These circuits are modular sub-functions, embedded within the network, containing only a subset of convolutional kernels relevant to a target feature. We compare the efficacy of 3 saliency-criteria for extracting these sparse circuits. Further, we show how ‘sub-feature’ circuits can be extracted, that preserve a feature’s responses to particular images, dividing the feature into even sparser filtering processes. We also develop a tool for visualizing ‘circuit diagrams’, which render the entire image filtering process implemented by circuits in a parsable format.

1 Introduction

There is no doubt that modern deep learning techniques have dramatically changed the way engineers approach computer vision problems, replacing hand-engineered image processing algorithms with large neural networks trained end-to-end. While this has improved model performances on a range of tasks, it leaves the underlying algorithms opaque. As deep-learned models become ubiquitous for computer-vision applications, this poses a notable concern, sparking a general interest in neural network interpretability.

Work in neural network interpretability can be divided into two broad categories, that of data representation, and data processing [Gilpin et al. (2019)]. Much of the interpretability work in computer vision concerns data representation, or what the network represents, in the conceptual sense. The focus on representation usually leads to methods for mapping network features back into pixel space, where the researcher can employ their own visual capacities to make inferences about the latent space of the network. Examples of such representational interpretability methods include viewing the output activation maps of a cnn filter [Yosinski et al. (2015), the attention map in a visual transformer [Caron et al. (2021), viewing dataset examples or feature visualizations [Erhan et al. (2009), Olah et al. (2017)] that maximally excite/inhibit a latent feature, or attribution methods [Selvaraju et al. (2019), Zeiler & Fergus (2014), Sundararajan et al. (2017)] that highlight pixel regions most responsible for a model’s response. Other work [Zhou et al. (2018)] ascribes semantic labels to latent features that align with the annotations in densely segmented image sets [Zhou et al. (2017), Mottaghi et al. (2014), Bell et al. (2014), Chen et al. (2014), Cimpoi et al. (2014)]. Much less common are accounts of data processing, e.g. an interpretable sequence of computations that generate representations. So, while a researcher might be confident a feature in their model acts as, say, a brown fur detector, this is not necessarily coupled with a formal understanding of how a brown fur detector is built. In general, while it is often possible to trace how the first layer of features are
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constructed from weights over the input in a deep net, the computation graph becomes increasingly unwieldy when considering features in later layers.

The architectural constraint of convolutional neural networks allows for greater data processing interpretability than many other deep models. The kernel convolution operation not only reduces the number of parameters to contend with by replicating weights across space, but also constrains the function space learnable by the network to a familiar subspace. Kernel convolution operations are typical in hand-engineered image processing algorithms, where single kernels can enable filters for edge detection, sharpening, blurring, spatial frequency filtering, etc [Nixon & Aguado (2012); Kanopoulos et al. (1988)]. Composing filters in a hierarchy enables the construction of more complex detectors, with each kernel acting as a spatial template for the arrangement of features from the previous layer. Cammarata et al. (2020) show that viewing feature visualizations in conjunction with the kernels connecting them provides strong visual intuition for how simple features are combined into complex ones. The authors describe many interesting ‘circuits’ they’ve discovered in InceptionV1 [Szegedy et al. (2015)], from early circuits encoding curves and basic shapes, to late-layer circuits encoding real-world objects. A prototypical circuit from their work shows how a car feature is constructed with three kernels spatially arranging features in the previous layer for windows, wheels, and car bodies [Olah et al. (2020)].

Circuits provide a promising framework for interpreting the image filtering processes latent in CNNs, and this work aims to bolster the approach by addressing two related issues. Firstly, when considering the aforementioned ‘car circuit’ composed of wheel and window features, the immediate questions arise, ‘But what then is the wheel circuit? What is the window circuit? I can’t fully grasp the car feature without grasping these constituent parts.’ As such, it would be useful to extend circuit diagrams backwards layer-wise towards the inputs, as diagrammed in Fig[1]. Such a diagram runs the risk of being massive and unparsable, presenting our second issue; which kernels (edges) do we include in the diagram, and how do we avoid over-simplifying our target feature given our exclusions? This concern with over-simplification is also present in the original circuit work; diagramming the car feature with 3 kernels is certainly parsimonious, but ignoring the effects of the hundreds of other kernels in the original filter may result in a much degraded feature.

In the present work, we address these issues by re-purposing techniques from neural network pruning for circuit extraction. We’ll compare the efficacy of several saliency-based pruning methods for extracting sparse sub-networks that preserve a target feature’s responses to input images without fine-tuning. The differences in responses returned by such a circuit formalize the effect of an interpretability researcher zooming in (to use the term from Olah et al. (2020)), focusing on some computations while ignoring others, as is a pragmatic necessity. Further, our method allows the
We endeavor to simplify the data processing underlying a particular feature by removing parameters. As is typical with pruning problems, finding an optimal \( \bar{\theta} \) where

\[
\arg\min_{\bar{\theta}} \|\Delta F(\bar{\theta}, \theta; D)\|_0 = \sum_{i=1}^n \|F(\theta; x_i) - F(\bar{\theta}; x_i)\|
\]

\[
\text{s.t. } \|\bar{\theta}\|_0 \leq \kappa, \quad \bar{\theta}_j \in \{\theta_j, 0\} \forall j \in \{1 \ldots m\}
\]

\( \bar{\theta} \) corresponds to a sparse path of computations through the full network that generates an approximation of the target feature, with no more than \( \kappa \) parameters. The constraint that \( \bar{\theta}_j \in \{\theta_j, 0\} \forall j \in \{1 \ldots m\} \) ensures that we cannot fine-tune the network, that circuits we extract are latent within the network as is.

As is typical with pruning problems, finding an optimal \( \bar{\theta} \) cannot be brute forced, as there exist \( \binom{m}{\kappa} \) possible parameterizations. Fortunately, many saliency-based approaches to pruning have a similar problem statement to eq (2) in that they endeavor to find a sparse \( \bar{\theta} \) that minimally changes the loss function \( L \) of the original model. Such methods consider quickly-computable, parameter-wise saliency criteria \( S(\theta_j) \) meant to approximate \( \|\Delta L\| \) induced by removing individual parameters. With a simple substitution of \( F \) for \( L \), these saliency criteria should be well suited for our problem. We
We are interested in identifying network parameters that will affect some target feature’s average 
response when removed, rather than the loss. We thus formulate the circuit SNIP saliency criterion
with respect to \( \theta \), where \( \theta \) denotes the magnitude of parameters multiplied by their gradients:

\[
S_{\text{snip}}(\theta) := |\partial L/\partial c| = \left| \frac{\partial L(\theta \odot c)}{\partial c} \right|_{c=1} = \left| \frac{\partial L}{\partial \theta} \odot \theta \right|
\]

We are interested in identifying network parameters that will affect some target feature’s average
response when removed, rather than the loss. We thus formulate the circuit SNIP saliency criterion
with the simple \( F \) for \( L \) substitution proposed above:

\[
S_{\text{snip}}(\theta; F) := |\partial F/\partial c| = \left| \frac{\partial F}{\partial \theta} \odot \theta \right|
\]

2.3 Circuit SNIP

While the SNIP saliency criterion was originally introduced in [Mozer & Smolensky (1988), Lee et al.
(2018)] to find the criterion’s efficacy for single-shot pruning at initialization.

Wang et al. (2020), Verdenius et al. (2020), de Jorge et al. (2020), which utilizes no fine-tuning,
making the criterion promising for our application. In SNIP, a binary mask \( c \in \{0, 1\}^m \) is inserted
into the network, such that the new network is parameterized by \( c \odot \theta \), where \( \odot \) denotes the
Hadamard product. In the original un-pruned network, \( c = \{1\}^m \). When \( c_j = 0 \), this is equivalent
to parameter \( \theta_j \) being pruned from the network. The authors reason the importance of parameter \( \theta_j \) to
be proportional to the effect on the loss it would be removed, or equivalently \( c_j = 0 \):

\[
\Delta L_j(c_j; D) = L(c_j = 1; D) - L(c_j = 0; D)
\]

The authors’ connection sensitivity saliency criterion considers the gradient of \( L \) with respect to \( c_j \).
\( |\partial L/\partial c_j| \) measures the sensitivity of \( L \) to perturbations of \( c_j \), which they regard as an approximation
of the \( |\Delta L_j| \) induced by setting \( c_j = 0 \). Their criterion can be equivalently calculated as the
magnitude of parameters multiplied by their gradients:

\[
S_{\text{snip}}(\theta) := |\partial L/\partial c| = \left| \frac{\partial L(\theta \odot c)}{\partial c} \right|_{c=1} = \left| \frac{\partial L}{\partial \theta} \odot \theta \right|
\]

We are interested in identifying network parameters that will affect some target feature’s average
response when removed, rather than the loss. We thus formulate the circuit SNIP saliency criterion
with the simple \( F \) for \( L \) substitution proposed above:

\[
S_{\text{snip}}(\theta; F) := |\partial F/\partial c| = \left| \frac{\partial F}{\partial \theta} \odot \theta \right|
\]

2.4 Circuit Force

The above SNIP criterion considers the effects of removing parameters in isolation, where in actuality
we are endeavoring to remove many parameters from the network. Removal of a particular \( \theta_j \) may
have a very different effect when the network is fully-intact versus removal when other parameters
are also pruned. Suppose our sparse network is parameterized by \( \tilde{\theta} \), then \( S_{\text{snip}}(\tilde{\theta}) \) will certainly be
different than \( S_{\text{snip}}(\theta) \), as the gradients passing through the network will be different. Motivated by
this observation, de Jorge et al. (2020) developed the FORC saliency criterion (foresight connection sensitivity), which attempts to identify
important parameters for the resultant sparse network, despite the unfortunate circularity that this
sparse network is supposed to be identified by way of the saliency criterion. The author’s make a subtle adjustment to the saliency-based pruning problem statement (eq [3]):

\[
\arg \max_\theta S_{\text{force-sum}}(\tilde{\theta}) \triangleq \sum_{j \in \text{supp}(\tilde{\theta})} S_{\text{snip}}(\tilde{\theta}_j)
\]

s.t. \( \|\tilde{\theta}\|_0 \leq \kappa, \quad \tilde{\theta}_j \in \{\theta_j, 0\} \forall j \in \{1 \ldots m\} \).

They still endeavor to find a \( \tilde{\theta} \) with maximum cumulative saliency, but when parameter-wise saliency is measure in the pruned network, rather than the original network as in (eq [3]).

Unfortunately (eq [7]) is not trivial to solve as is (eq [3]), but the authors reason an approximate solution can be obtained by iteratively masking an increasing number of parameters, recomputing \( S_{\text{snip}}(\tilde{\theta}) \) at each step to get the next mask by way of (eq [3]). Let’s call the network parameterization after the first masking iteration \( \tilde{\theta}_1 \), the second \( \tilde{\theta}_2 \), up to the final iteration \( T \) with a parameterization at the desired sparsity \( \theta_T \). The motivating intuition for this iterative sparsification follows from the observation that the fewer parameters are masked from \( \theta \) to obtain \( \tilde{\theta}_1 \), the better the gradient approximation

\[
\frac{\delta \mathcal{L}(\theta)}{\delta \theta^1} \approx \frac{\delta \mathcal{L}(\tilde{\theta}_1)}{\delta \theta^1}
\]

should hold, and we can use \( S_{\text{snip}}(\theta) \) to approximate \( S_{\text{snip}}(\tilde{\theta}_1) \). This logic is inductive; \( S_{\text{snip}}(\tilde{\theta}_1) \) is better approximation of \( S_{\text{snip}}(\tilde{\theta}_2) \) than \( S_{\text{snip}}(\theta) \) (as there are fewer parameters masked between \( \tilde{\theta}_1 \) and \( \tilde{\theta}_2 \)). \( S_{\text{snip}}(\tilde{\theta}_2) \) is better approximated by \( S_{\text{snip}}(\tilde{\theta}_2) \) than any of the previously computed scores, etc. In general \( S(\theta_T) \) should be calculated with many iterations of \( S_{\text{snip}} \), resulting in a small difference in the masks between iterations, to optimize (eq [7]). In this work we implement FORCE with 10 iterations and the exponential decay scheduler from de Jorge et al. (2020), which were shown to be effective hyper-parameters in the original work (appendix). We note that while optimizing (eq [7]) may lead to a trainable model parameterization with high connection sensitivity (as was the intention in the original work), we explicitly want to minimize \( \Delta \mathcal{F}(\theta, \theta_T) \).

With FORCE, at each iteration we are approximating an approximation, \( \Delta \mathcal{F}(\theta_{i-1}, \theta_i) \). This could lead to divergence from \( \mathcal{F} \), depending on the accuracy of the iterative approximations.

### 2.5 Circuits by Taylor Expansion

Another way of deriving an approximation for \( \Delta \mathcal{L} \) given the removal of a parameter is by Taylor approximation. This approach was employed successfully by Molchanov et al (2019) for the pruning of convolutional filters. Their saliency criterion concerns the activations in the network, rather than the weights themselves. Suppose some particular activation \( a_i \) in the network were to be masked (set to 0), then the first order Taylor approximation of the loss is:

\[
\mathcal{L}(a_i = 0) = \mathcal{L}(a_i) - \frac{\delta \mathcal{L}}{\delta a_i} a_i
\]

As per usual, the authors wanted their salience criteria for an activation to approximate the magnitude of the change in loss when that activation is masked, which can be approximated with (eq [8]):

\[
S_{\text{actgrad}}(a_i) := |\mathcal{L}(a_i) - \mathcal{L}(a_i = 0)| = \left| \frac{\partial \mathcal{L}}{\partial a_i} \odot a_i \right|
\]

As we did for SNIP, we can formulate an equivalent circuit saliency criterion by substituting \( \mathcal{L} \) with \( \mathcal{F} \):

\[
S_{\text{actgrad}}(a; \mathcal{F}) := \left| \frac{\partial \mathcal{F}}{\partial a} \odot a \right|
\]

Notice that this criterion is equivalent to \( S_{\text{snip}} \), applied to activations as opposed to weights. Relatedly, the above taylor derivation is applicable to \( S_{\text{snip}} \), and as such we denote this saliency criteria \( S_{\text{actgrad}} \), rather than \( S_{\text{taylor}} \) as in Molchanov et al. (2019).
2.6 Structured Pruning of Kernels

It is sometimes practical to prune structurally, i.e. with respect to architecturally related groups of parameters. In the case of CNNs, this has typical meant pruning entire convolutional filters \cite{Molchanov2019, Luo2018, Luo2017, Lin2019, Gamanayake2020, Luo2020, He2018, Lin2018b, Ding2019, He2018, Lin2018a, Mao2017}. As this leads to models that are resource efficient when implemented with BLAS \cite{Blackford2002} libraries. Our goal is not resource efficiency, but rather to extract interpretable circuits from the model, and as such we will prune with respect to individual convolutional kernels \cite{Li2019, Zhu2021, Lin2018a, Mao2017}. Kernels constitute the edges of our desired circuit diagrams (Fig 1), thus an extracted circuit with kernel sparsity should make for a maximally parsable diagram.

To compute kernel-wise saliency scores, we simply average the saliency scores of the parameters within each kernel. For \( S_{\text{snip}} \) (and by extension \( S_{\text{force}} \)), this is the average saliency of each of the kernel’s weights. For \( S_{\text{actgrad}} \), we average activations across the kernel-wise activation map. For a kernel \( k \) with weights \( w \) and kernel-wise activation map \( A \):

\[
S_{\text{snip}}(k) := \frac{1}{K_wK_h} \sum_{w=1}^{K_w} \sum_{h=1}^{K_h} S_{\text{snip}}(w_{h,w})
\]

(11)

\[
S_{\text{actgrad}}(k) := \frac{1}{H_{out}W_{out}} \sum_{w=1}^{W_{out}} \sum_{h=1}^{H_{out}} S_{\text{actgrad}}(a_{h,w})
\]

(12)

Pruning kernels to sparsity \( \kappa \) requires sorting the kernel-wise saliency scores and keeping the top-\( \kappa \) kernels, as before.

3 Experiments

All of the following experiments were conducted with a single NVIDIA GeForce RTX 2080 Ti GPU. All feature visualizations in this work were generated using the Lucent library \cite{Kiat2020} (under an Apache License 2.0), a PyTorch implementation of Lucid \cite{Olah2017}, using the default hyper-parameters.

3.1 Methods Comparison

To test our circuit pruning methods for feature preservation, we pruned circuits for features in an Imagenet \cite{Deng2009} trained Alexnet \cite{Krizhevsky2012}. We tested two versions of this model, one trained in the typical manner, as is available through the Pytorch modelzoo \cite{Paszke2019}, and one we trained with hierarchical group sparsity regularization \cite{Mitsuno2020}. This regularization encourages groups of parameters (kernels and filters) towards zero magnitude during training \cite{appendix}. If we endeavor to find sparse circuits within a model, we reason it is useful to start with a model that already sparsely achieves the objective. We selected 20 random features from the last 3 of the model’s convolutional layers on which to test our methods. For each feature, we average the activations it returns to a subset of 2000 random images from Imagenet (2 images per category). This is the value for \( F \) we use to compute kernel-wise saliency scores for each pruning method. As a baseline method, we additionally compute a magnitude kernel-wise saliency score, equal to the average magnitude of each weight in the kernel:

\[
S_{\text{magnitude}}(k) := \frac{1}{K_wK_h} \sum_{w=1}^{K_w} \sum_{h=1}^{K_h} |w_{h,w}|
\]

(13)

Using these saliency scores, we then extracted circuits at 13 sparsities, preserving 99%-.1% of the relevant kernels with highest saliency. By relevant, we mean kernels that could possibly influence the target feature’s activations. These include all the kernels in the preceding layers and those kernels that belong to the feature’s filter itself, but no other kernels from that filter’s layer or later layers. For each of these extracted circuits, we computed the absolute value of the Pearson correlation between the original, un-pruned features’ activations to the 2000 images and the corresponding circuit features’
activations. This metric measures the linearity of the relationship between the circuit feature and the original feature.

Fig 2 shows how well feature activations were preserved (|Pearson’s R|), as a function of circuit sparsity, with separate lines for the three pruning methods, as well as the magnitude baseline method. The results show that actgrad is generally most effective for the Alexnet model, while actgrad, SNIP and FORCE perform similarly on the regularized Alexnet. FORCE shows a slight improvement with respect to the other metrics at the highest sparsities measured (though this effect is minimal, with a higher correlation of only $\Delta R \approx 0.08$. The results in de Jorge et al. (2020) showed FORCE is most effective in the high sparsity regime, and our results converge with this finding. Overall, all methods are able to extract sparse feature-preserving circuits well, outperforming the baseline magnitude saliency criterion.

These circuit extraction experiments also show that features in Alexnet are not homogenously sparse. Some features can maintain a high correlation with the full-model feature counterpart, even at extreme sparsities, while other features degrade quickly as more kernels are pruned. To get the full picture of the distribution of feature sparsities, we moved beyond the 60 features tested for methods comparison and next extracted circuits for every feature in the last 3 convolutional layers of Alexnet (896 features), using the actgrad method. We did not test all these features in the previous methods comparison experiment due to the long compute times for the FORCE method. Fig 3 shows these distributions of correlations for both models. Nearly all features tested are preserved (Pearson’s R > .99) at sparsities up to 50% in the regularized model. At higher sparsities ($\geq 20\%$) there is increasingly high variance in the correlations across features, but individual features can be identified that are well preserved at even the highest sparsity tested (.1% of relevant kernels kept).

3.2 Sub-Feature Circuits

The circuits we’ve extracted so far attempt to capture features as a whole, maintaining their responses to a broad sample of image patch inputs, but it may be useful for an interpretability researcher to extract sub-feature circuits, which preserve responses to a targeted selection of image patches. We are motivated here by the observation of poly-semantic [Mu & Andreas, 2020; Olah et al., 2017, 2020; Fong & Vedaldi, 2013] features in CNNs, which respond selectively and highly to seemingly disparate semantic categories. Poly-semantic features may be composed of multiple, separable circuits with their own constituent kernels, with each circuit responsible for detecting only one of the semantic categories. The general circuit for a poly-semantic feature would then be the union of these category-wise circuits. In this case, an interpretability researcher should study these sub-feature circuits independently, as they constitute distinct image filtering processes. These sub-feature circuits would have the additional benefit of being ostensibly sparser than the general circuit for a feature.

To identify candidate poly-semantic features for our sub-feature extraction experiments, we took a data-driven approach. For each feature $F^j_l$ in the regularized Alexnet convolutional layers, we identified the top 300 individual activations it produced in response to the ImageNet training set, under the constraint that no two activations belong to the same activation map (are responses to different parts of the same image). Let $\mathbf{a}^j_l = \{a_{j,i}\}_{i=1}^{300}$ refer to these activations, and $\mathbf{x}^j_l = \{x^j_{l,i}\}_{i=1}^{300}$ refer to
We reason that for a candidate poly-semantic feature \( F_{l_j} \), the set \( P_{l_j} \) should be clusterable. This would suggest \( D_{l_j} \) is represented as distinct groups in layer \( l \)’s representation space, while the supposed poly-semantic feature \( F_{l_j} \) makes no such distinction, as its activations \( a_{l_j} \) are all very high, given our selection criteria for \( a_{l_j} \).

We used HDBScan clustering \cite{McInnes2017} to search for features with clusterable \( P_{l_j} \) (under a BSD 3-Clause license). HDBScan works well in high-dimensions and requires only a minimum cluster size as its hyperparameter (we used 10). It will return anywhere from 0 to 30 clusters (300/10), allowing us to ignore filters that don’t show good clustering, and dissect other filters with respect to potentially many semantic groups (although in practice this approach rarely returned more than 2 clusters) \((\text{appendix})\).

Fig 4 shows the results of a pruning experiment on feature \( \text{Conv5:9} \) in regularized Alexnet. Our clustering analysis revealed this as a candidate poly-semantic filter, returning two distinct clusters, \( P_1 \) and \( P_2 \). Qualitatively, the image patches corresponding to \( P_1 \) and \( P_2 \) (\( D_1 \) and \( D_2 \)) look distinct, with one cluster corresponding to terrier faces, and the other corresponding to metal cylinders with horizontal lines, as can be seen in the sample of image patches in the top right of Fig 4. Next, we extracted different circuits for \( \text{Conv5:9} \), which were intended to preserve \( \text{Conv5:9} \)’s responses to either \( D_1 \) or \( D_2 \), using saliency scores \( S_{\text{actgrad}}(k; F; D_1) \) and \( S_{\text{actgrad}}(k; F; D_2) \). Rather than prune circuits from the full model, we start pruning from the general circuit, extracted in the previous experiment \((\text{sec 3.1})\), at 50% sparsity. This general circuit shows a very high correlation to the original filter’s activations (\( >0.999 \) Pearson R). We extract the sub-filter circuits at 70 linearly spaced sparsities, preserving 49.99%-5% of the relevant kernels in the original model. The line plot in Fig 6 shows how these sub-filter circuits’ activations deviate from the general circuit’s activations as a
function of sparsity. The Y-axis shows a normalized measure of this deviation. For a sub-feature circuit parameterized by $\theta$ and the general circuit by $\theta_{gen}$:

$$
\Delta F_{\text{norm}}(\theta_{gen}, \tilde{\theta}; D) := \frac{\Delta F(\theta_{gen}, \tilde{\theta}; D)}{\frac{1}{n} \sum_{i=1}^{n} F(\theta_{gen}; x_i)}
$$

(15)

With this metric, we can see how the sub-circuit’s activations deviate from the general circuit’s activations as a proportion of the general circuit’s activation magnitude. The solid lines show how the activations the circuit was meant to preserve deviate from the respective general circuit activations. Overall, we were able to extract sub-feature preserving circuits to high levels of sparsity.

Critically, we next examined how well these sub-feature circuits responded to the other cluster’s image patches (dotted lines). If the circuits act as distinct feature detectors, these responses should be far less preserved. The dotted lines in this plot clearly deviate at lower sparsities than the solid lines; we’ve identified circuits that preserve Conv5:9 responses to only terriers but not metal cylinders, and visa-versa. To quantify the extent to which these specific sub-feature circuits involve different computations, we computed the intersection over union (IoU) of the sets of kernels belonging to each circuit. We compare the circuits at the last sparsity for which our $\Delta F_{\text{norm}}$ remains below .15 for each circuits’ target activations. This intersection over union is shown as a function of layer depth in the bottom-right of Fig 4. It seems the two sub-feature circuits utilize the same layer 1 computations (gabors, center-surround filters etc.) but deviate from one another in subsequent layers. We also render feature visualizations for these extracted circuits, shown above the IoU plot. These show a clear distinction between the sub-feature circuits as well. Fig 6 shows the same analyses again, but for feature conv5:161, which is poly-semantic across monkey faces and written text.

As a control analysis, we extracted two new sub-feature circuits, this time with respect to a random 50/50 split of image patches from $D_1$ and $D_2$. We hypothesized that these sub-feature circuits would not be separable. The results are shown in Fig 5 and confirm our hypothesis, indicated by the overlap between the solid and dashed lines, and the high IoU plot across the layers. Thus, for this feature, while separable sub-feature circuits exist for processing terrier faces and metal cylinders, they do not exist for any arbitrary set of images.

Finally, to test whether separable sub-feature circuits could be extracted without utilizing our clustering procedure, we attempted to split feature Conv4:53 in a hypothesis-driven way. The top 300 highest activating image patches for Conv4:53 show cocentric circles (appendix), and we hypothesized there may be separable circuits responsible for the feature’s response to large circles versus small circles, resulting in a scale-invariant circle detector. We attempt to isolate these circuits by extracting with respect to these two simple images in the top right of Fig 7. It seems the two sub-feature circuits utilize the same layer 1 computations (gabors, center-surround filters etc.) but deviate from one another in subsequent layers. We also render feature visualizations for these extracted circuits, shown above the IoU plot. These show a clear distinction between the sub-feature circuits as well. Fig 7 shows the same analyses again, but for feature conv5:161, which is poly-semantic across monkey faces and written text.

## 4 Extended Circuit Diagrams

Circuit pruning allows us to extract sparse sub-networks from a CNN that preserve the responses of targeted features. This reduces the size of features’ computation graphs, and allows for detailed inspection of how rich features are built. To facilitate this inspection, we have developed a tool for extended circuit diagrams. Fig 1 shows an extended circuit diagram for conv3:56, a feature that can be preserved at high sparsities according to our pruning experiments (sec 3.1). Following Olah et al (2020), edges in this diagram represent convolution with a 2D kernel, and vertices represent filters. Edge lines are colored based on the inhibition/excitation of their corresponding kernel (red for excitation, blue for inhibition, and gray for a mixture). The width of each edge line is proportional to the actgrad saliency score it received when pruning the circuit. Feature visualizations are displayed over their corresponding vertex, rendered with respect to the circuit, not the original model (unlike Olah et al. (2020)). This ensures the visualization is representative of the filtering operations displayed in the diagram. Additionally, our sparse circuit extraction allows for rendering of the entire circuit graph, with kernels/edges all the way back to the first convolutional layer (also unlike Olah et al. (2020)). We visualize the first layer’s features directly, by rendering the weights of each filter’s 3 kernels as the visualization’s 3 color channels.
Regarding Fig 1, where feature conv3:56 had 12864 kernels preceding kernels in the original model, we’ve extracted a feature approximating circuit with only 210 kernels. Even at this high sparsity, Fig 1 is still a complex graph that’s difficult to parse as a static image. To remedy this, our full circuit diagramming tool comes equipped with a point-click GUI that allows the user to isolate individual vertices in the graph, with their incoming and outgoing edges. (appendix).

5 Conclusion & Future Work

In this work, we repurpose 3 saliency-based pruning methods for the extraction of feature preserving circuits. We compare the efficacy of these methods, finding they are similarly effective, and better than magnitude-based pruning. We then demonstrate how sparse circuits can be extracted that preserve features’ responses to only a selection of images. These extracted circuits constitute sparse image-filtering algorithms, which can be analyzed with our circuit diagramming tool. We’ve limited the current work to analyses of Alexnet, as our circuit diagramming tool does not currently support architectures with branching or skip connections. In the future we will extend this work to other CNN models. Additionally, our current experiments in ‘sub-filter’ pruning are largely hypothesis-driven, in the future we would like to develop data-driven methods for identifying separable sub-filter circuits in a network.
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6 Appendix

6.1 Code

Code for this project is available at [https://github.com/chrishamblin7/circuit_pruner](https://github.com/chrishamblin7/circuit_pruner)

6.2 Circuit Disconnect

At high sparsities a pruned circuit can become disconnected from its target feature, meaning there no longer exists a connected path of kernel convolution operations from the input to the target feature. We found from our experiments pruning many circuits with the actgrad criterion on regularized Alexnet, this happened only at the highest sparsities tested, .01, .005, and .001, with likelihoods of disconnection .057, .298, and .807 respectively. For the purposes of our reported Pearson R in the first experiments, we defined a disconnected circuit to have a Pearson R of 0.

Even when a circuit is not fully disconnected, it may still contain dead-end latent kernels/filters, for which there is no path forward to the target feature or backward to the input. Removing these dead-end kernels results in a sparser, yet functionally equivalent circuit. We call the sparsity of a circuit with its dead-ends removed effective sparsity. Fig 8 shows the relationship between circuit sparsity and effective sparsity for all actgrad circuits extracted from the regularized model, on a log/log scale. Each point represents a circuit, and the line represents equivalence between the sparsity measures (no dead-ends).

![Figure 8: Sparsity versus effective sparsity of circuits](image-url)


Finally, when extracting sub-networks for circuit diagrams, one must reconcile filters’ biases. Suppose all of a filter’s kernels have been pruned from a circuit, we wouldn’t want to display such a filter (vertex) in the circuit diagram, but if we simply mask kernels to define the circuit’s function, the filter still has an effect, as its bias remains. Thus, for circuits displayed as circuit diagrams, if a latent filter has all its kernels masked, we remove the entire filter, bias included. We call circuits with biases masked and circuits without biases pruned. This bias removal may have an effect on the circuit’s feature preservation, thus in Fig 9 we compare the difference in Pearson R between masked and pruned circuits (pruned R - masked R), plotted as a function of effective sparsity. As above, we make this comparison for all actgrad circuits extracted from the regularized model. Bias removal only has an effect at high sparsities (<.1), and that effect is usually small. Sometimes bias removal even has a positive effect, leading to a better feature-preserving circuit (dots above the red 0-line).

6.3 Sparsity Regularizer

To obtain a regularized version of Alexnet with kernel-wise sparsity, we used hierarchical group sparse regularization [Mitsuno et al. (2020), utilizing the associate code, https://github.com/K-Mitsuno/hierarchical-group-sparse-regularization]. We utilized a combination of hierarchical squared group L1/2 regularization $R_{1/2}$ as well as simple L1 regularization $R_1$. For a given convolutional layer’s weight matrix $W_l$, these regularization terms are defined as:

\[ R_{1/2} (W_l) = \sum_{j=1}^{C_{in}} \sum_{i=1}^{C_{out}} \sum_{h=1}^{K_l} \sum_{w=1}^{K_{lw}} \left( \sum_{i,j,h,w} \right) \left( w_{i,j,h,w} \right)^2, \quad R_1 (W_l) = \sum_{j=1}^{C_{in}} \sum_{i=1}^{C_{out}} \sum_{h=1}^{K_l} \sum_{w=1}^{K_{lw}} |w_{i,j,h,w}| \] (16)

These regularization terms are then combined with the typical cross-entropy loss $L_{ce}$ to obtain the loss used to train the model:

\[ L = L_{ce} + \lambda_1 \sum_{l=1}^{L} \lambda_1 R_{1/2} (W_l) + (1 - \lambda_2) \sum_{l=1}^{L} \lambda_1 R_1 (W_l) \] (17)

Where $\lambda_1$ scales the regularization terms, and $\lambda_2$ sets the balance between $R_{1/2}$ and $R_1$. We used $\lambda_1 = .002$ and $\lambda_2 = .6$. We then finetuned a pretrained Alexnet model with this regularizer for 50 epochs using SGD, with a LR=.001, and momentum=.7. The resultant model achieves a top-1 accuracy of 53.03% on ImageNet, where the original model achieves 56.55%. From the first convolutional layer to last, the model has the following proportions of kernels remaining, as determined by ($S_{magnitude} > .001$): 1.0, 0.820, 0.538, 0.634, 0.581.
6.4 FORCE scheduler

Following the original paper [de Jorge et al. (2020)], we used an exponential decay scheduler for determining the size of the mask at each iteration. Given an iteration $t$ and $m$ relevant kernels, the number of kernels masked $k_t$ at $t$ is given by:

$$k_t = \exp\{\alpha \log k + (1 - \alpha) \log m\}, \quad \alpha = \frac{t}{T}$$  \hspace{1cm} (18)

We used 10 iterations in our experiments ($T = 10$).

6.5 Clustering

Fig. [10] shows some additional examples of clusterable features identified by our clustering analysis. For each feature we show a 2D t-SNE plot by van der Maaten & Hinton (2008) of the 300 population vectors, with clusterable points colored blue and orange. Sample image patches belonging to each cluster are shown on the right. Many of the clusters correspond to images of dogs, perhaps due to the preponderance of dog categories in Imagenet.
6.6 Conv4:53 Top activating image patches

Fig 11 shows a sample top activating image patches for Conv4:53. These image patches motivated the big/small sub-feature circuit extraction experiment, as we hypothesized the feature was a scale invariant circle detector.
6.7 Circuit Diagram GUI

Our circuit diagramming tool has a GUI to aid circuit analysis. Individual vertices and edges can be isolated with the point and click interface, as shown in Fig 12. The interface also offers sliders for dynamically adjusting the size of displayed kernels and feature visualizations. The user can zoom in on any section of the diagram with a built in cropping tool. Hovering over graph components shows meta-data, like the feature ID of the component and its saliency score. The tool can be accessed through the provided notebook: [github.com/chrishamblin7/circuit_pruner/circuit_diagram.ipynb](github.com/chrishamblin7/circuit_pruner/circuit_diagram.ipynb)

Figure 12: a) GUI vertex selection. b) GUI edge selection