Light-induced topological superconductivity in transition metal dichalcogenide monolayers
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Monolayer transition metal dichalcogenides (TMDs) host deeply bound excitons interacting with itinerant electrons, and as such they represent an exciting new quantum many-body Bose-Fermi mixture. Here, we demonstrate that electrons interacting with a Bose-Einstein condensate (BEC) of exciton-polaritons can realise a two-dimensional topological $p_+ + ip_-$ superconductor. Using strong coupling Eliashberg theory, we show that this is caused by an attractive interaction mediated by the BEC, which overcompensates the repulsive Coulomb interaction between the electrons. The hybrid light-matter nature of the BEC is crucial for achieving this, since it can be used to reduce retardation effects and increase the mediated interaction in regimes important for pairing. We finally show how the great flexibility of TMDs allows one to tune the critical temperature of the topological superconducting phase to be within experimental reach.

I. INTRODUCTION

Atomically thin transition metal dichalcogenides (TMDs) are an exciting new class of truly two-dimensional (2D) semiconductors with strong spin-orbit coupling and spin-valley locking, which provides a rich setting for exploring new quantum states and optoelectronic applications. Monolayer TMDs exhibit a direct band gap and optical valley selection rules, and owing to the reduced Coulomb screening they support tightly bound excitons. Further, TMDs in optical microcavities host exciton-polaritons that allows to combine the non-linear physics of the matter part with the coherence of photons, which provides a key role in a diverse range of condensed matter phenomena including liquid helium, superconductivity remains highly controversial in spite of years of intense effort, and finally achieving this with our setup would be a major breakthrough.

II. SYSTEM

We consider a TMD monolayer in a microcavity where excitons are created in the K-valley by optical pumping. As the Coulomb screening is greatly reduced in 2D, the binding energy of excitons is so large that they can for the present purpose be treated as point-like bosons. The excitons interact with K-valley conduction band electrons, which are spin-polarized due to intrinsic spin-orbit coupling, see Fig. 1(a). The Hamiltonian of the system is

$$
\hat{H} = \sum_k \left[ \hat{x}_k \hat{c}_k^\dagger - \frac{\Omega_c}{\Omega} \hat{c}_k^\dagger \hat{c}_k \right] + \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k + \sum_k \epsilon^{ee}_k \hat{c}_k^\dagger \hat{c}_k
$$

$$
+ \frac{1}{2} \sum_{k,k',q} [g_{ee}(q) \hat{c}_{k'}^\dagger \hat{c}_k^\dagger \hat{c}_{k-q}^\dagger \hat{c}_{k+q} + g_{xx}(q) \hat{c}_{k'}^\dagger \hat{c}_k^\dagger \hat{c}_{k+q}^\dagger \hat{c}_{k-q}]
$$

$$
+ \sum_{k,k',q} g_{ex}(q) \hat{x}_k^\dagger \hat{c}_{k-q}^\dagger \hat{x}_{k+q} \hat{c}_{k'}^\dagger \hat{c}_{k+q} \hat{c}_{k-q}^\dagger \hat{c}_{k'}^\dagger \hat{c}_{k'4}. 
$$

where $\hat{x}_k$ and $\hat{c}_k$ annihilate a K-valley exciton, a K-valley electron, and a cavity photon of momentum $k = (k_x, k_y)$ respectively. We assume that the electrons occupy states near the conduction band minimum so that their single particle dispersion $\epsilon_k = k^2/2m_e$ is...
quadartic, and the same argument applies for the excitons giving $\epsilon_k = k^2/2m_e$, with $m_e$ and $m_x$ being the electron and exciton effective masses. The cavity gives rise to a dispersion $\epsilon_k = k^2/2m_e + \delta_0$ for the photons, where $\delta_0$ is the cavity detuning and $m_e$ the photon mass. We use experimentally realistic values of $m_x = 2m_e$, $m_e = 10^{-5}m_e$ and $m_e = 0.5n_0$ with $n_0$ being the bare electron mass. Furthermore, $\Omega$ is the exciton-photon Rabi coupling strength and the second line of Eq. (1) gives the electron-electron and exciton-exciton interaction, whereas the third line is the electron-exciton interaction. We use units where the system volume, Boltzmann’s, and Planck’s constant are all unity.

Due to the small spatial size of the excitons, the exciton-electron interaction is short range and we therefore assume a momentum independent interaction $g_{xx}(q) = g_{xx} = 1.5 \mu eV \mu m^2$. This is justified by the fact that we throughout the manuscript take a small electron density $n_e = k_F^2/4\pi = 10^{15} \text{ m}^{-2}$ and $n_0/n_e = 10$, if not otherwise mentioned, with $k_F$ being the Fermi momentum and $n_0$ being the exciton density. The chosen electron density corresponds to a Fermi energy $\epsilon_F = k_F^2/2m_e \lesssim 1$ meV. Since the binding energy of excitons is $\sim 100$ meV in TMDs, the electrons in valley $K'$ will not significantly change the properties of the excitons in valley $K$. It has indeed been shown that for large exciton binding energies, they can to a very good approximation be treated as point bosons with a momentum independent (short range) exciton-electron interaction, precisely as we do in the present paper. Likewise, we take a momentum independent exciton-exciton interaction. Recent experimental estimates range from $g_{xx} \sim 0.05 \mu eV \mu m^2$ to $g_{xx} \sim 3.0 \mu eV \mu m^2$, and we use $g_{xx} = 0.05 \mu eV \mu m^2$ in the following. The Coulomb interaction between the electrons is $g_{ee}(q) = q^2/2\epsilon$, where $\epsilon$ is the permittivity of the system and $\epsilon$ is the electron charge. We use $\epsilon = 4.5\epsilon_0$ with $\epsilon_0$ being the dielectric constant, which is close to the permittivity of boron nitride, a regularly used encapsulating material.

III. MEDIATED INTERACTION

The system is in the regime of strong light-matter coupling leading to the formation of exciton-polaritons with energies $\epsilon_{k LP} = \epsilon_k^c + \epsilon_k^x \pm \sqrt{\delta_k^2 + 4\Omega^2}/2$, where $\delta_k = \epsilon_k^c - \epsilon_k^x$.

Recent experiments have revealed signatures of Bose-Einstein condensation of exciton-polaritons in TMDs, and we therefore consider the case where a BEC of density $n_0$ is formed in the $k = 0$ state of the lower polariton branch with energy $E_{k'0}$. Due to its large compressibility, the BEC can mediate a strong and attractive induced interaction whose dominant contribution is the exchange of sound modes in the BEC. Using Bogoliubov theory for the BEC, this yields

$$V_{\text{ind}}(k, i\omega_n) = -\frac{2n_0(g_{ex}C_0C_k)^2E_{k LP}}{\omega_n^2 + E_{k LP}^2},$$

(2)

for the induced interaction between electrons. Here $\omega_n$ is a bosonic Matsubara frequency, $\epsilon_{k LP} = \epsilon_{k LP} - \epsilon_{k 0}^{LP}$, and $E_k = \sqrt{\epsilon_{k LP}^2 + 2g_{xx}C_0^2}\delta_{k 0}$ is the Bogoliubov excitation energy. The Hopfield coefficients $C_0^2 = 1/2 + \delta_k/2\sqrt{\delta_k^2 + 4\Omega^2}$ in Eq. (2) appear because it is only the excitonic component of the polaritons that interacts with the electrons. In deriving Eq. (2), we have assumed that the BEC density $n_0$ is much larger than that of the electrons $n_e$, i.e. $n_0 \gg n_e$, so the BEC is largely unaffected by the electrons. In particular, one can expect...
there are no roton instabilities in contrast to previous works focusing on larger electron densities\textsuperscript{29,34,47,48}, see Appendix A 1.

IV. ELIASBERG THEORY

Equation (2) shows that the induced interaction is attractive, and we will now explore whether it can overcompensate the repulsive Coulomb interaction between the electrons and lead to superconductivity. The total electron-electron interaction is
\[ V_{\text{tot}}(k, \omega_n) = V_{\text{ind}}(k, \omega_n) + \frac{e^2}{2e\epsilon[1 + g_{ee}(k)\chi_0(k)]}, \]  
where the second term is the screened Coulomb interaction in the random phase approximation, with $\chi_0(k)$ being the static polarizability of the 2DEG\textsuperscript{49}.

To explore polariton-mediated superconductivity in a reliable way, we use strong coupling Eliashberg theory by defining the matrix Green’s function $G_{ij}(k, \tau)$\textsuperscript{46,49,50}
\begin{equation}
G(k, \tau) = -\left[ \begin{array}{cc}
\langle T_\tau \hat{c}_k(\tau)\hat{c}_k^\dagger(0) \rangle & \langle T_\tau \hat{c}_{-k}(\tau)\hat{c}_k(0) \rangle \\
\langle T_\tau \hat{c}_k(\tau)\hat{c}_{-k}^\dagger(0) \rangle & \langle T_\tau \hat{c}_{-k}(\tau)\hat{c}_{-k}(0) \rangle
\end{array} \right]
\end{equation}
where $\tau$ is imaginary time and $T_\tau$ is the time-ordering operator. Neglecting vertex corrections and $T$ is the temperature, the normal and anomalous self-energies are\textsuperscript{49}
\begin{align}
G_{11}(p) &= \frac{ip_n + \xi_p + \Sigma_{11}(-p)}{\det[G^{-1}(p)]} \\
G_{12}(p) &= \frac{\Sigma_{12}(p)}{\det[G^{-1}(p)]} \\
\Sigma_{ij}(p) &= -T\sum_{p'}V_{\text{tot}}(p - p')G_{ij}(p'),
\end{align}
where $p \equiv (p, ip_n)$, $p_n$ is a fermionic Matsubara frequency, $T$ is the temperature, and $\xi_p = \epsilon_p - \mu_e$ with $\mu_e$ being the chemical potential for the electrons. Moreover, $G_{22}(p) = -G_{11}(-p)$ and $G_{21}(p) = G_{12}(p)$. The symbol $\Sigma_{p'}$ in Eq. (5) means sum over the Matsubara frequencies and integration over the momenta. We provide a more detailed discussion of these equations in App. B.

We solve the Eliashberg equations (5) self-consistently keeping the electron density $n_e = T\sum_p G_{11}(p)e^{ip\cdot 0^+}$ fixed by adjusting $\mu_e$. A solution with a non-zero value of the gap $\Delta(p) \equiv \Sigma_{12}(p)$ corresponds to the system being in a superconducting phase. Since we consider spin-polarized electrons, the superconducting gap $\Delta(p)$ must be anti-symmetric in momentum space. Among the different choices, the $p_x + ip_y$ symmetry is expected to have the lowest energy as it has no nodes. When solving Eq. (5) numerically, we take $\Delta(p) = \Delta_1(p, ip_n)\exp(i\phi_p)$, where $\phi_p$ is the polar angle of the momentum $p$. Thus, our setup naturally realises a topological superconductor with Majorana modes at its edges.

V. NUMERICAL RESULTS

We now present results based on solving Eqs. (5) numerically.
A. Pairing close to zero temperature

Let us first focus on the effects of the cavity light as parametrised through the Rabi coupling $\Omega$ and detuning $\delta_0$. In Fig. 1(b), the maximum value of the superconducting gap at the Fermi surface, $\Delta_M \equiv \max_k \Delta(k_F, \omega)$, is plotted as a function of $\Omega$ for different values of the detuning $\delta_0$ and a very low temperature $T = \epsilon_F/50$. We first note that for the negative detuning $\delta_0/\epsilon_F = -1$, $\Delta_M$ vanishes and there is no superconductivity. Physically, this is a consequence of the small exciton component of the polariton condensate for $\delta_0 < 0$ as quantified through the Hopfield coefficient $C_0$. Since the mediated interaction is second order in the electron-exciton interaction, this gives rise to the $C_0^2$ factor in Eq. (2), which suppresses $V_{\text{ind}}$ for negative values of $\delta_0$. Figure 1(c) illustrates this further by plotting $\Delta_M$ as a function of $\delta_0$ for $\Omega/\epsilon_F = 1.375$. This shows that the gap is strongly suppressed for $\delta_0 < 0$.

Importantly, we see from Fig. 1(b) that when the light coupling is turned on, the system becomes superconducting. Indeed, while $\Delta_M \approx 0.002\epsilon_F$ for $\Omega = 0$, which is so small that the corresponding critical temperature is well below the experimentally accessible regime, $\Delta_M$ initially increases as a function of $\Omega$, reaching a maximum value at some $\delta_0$-dependent value $\Omega > 0$, after which it decreases. To explore why the coupling to light significantly enhances the pairing instability, we define the energy difference $E_{\text{gap}} \equiv \epsilon^{LP}_0 - \epsilon^{LP}_0 = -\delta_0/2 + \sqrt{\delta_0^2/4 + \Omega^2}$ between the lowest polariton and the bare exciton at zero momentum and plot in Fig. 2(a) $\Delta_M$ as a function of $E_{\text{gap}}$ by varying $\Omega$ for different fixed values of $\delta_0 > 0$. This shows that different $\delta_0$ and $\Omega$ that give the same $E_{\text{gap}}$ also give approximately the same $\Delta_M$. Hence, the coupling to light mainly affects the pairing through $E_{\text{gap}}$ when $\delta_0 > 0$. To understand this, we plot in Fig. 2(b) the single particle dispersion $\epsilon^{LP}_k$ for $\delta_0/\epsilon_F = 1/2$ and $\Omega/\epsilon_F = \sqrt{3}/2$. Due to the small photon mass $m_c$, the polariton dispersion is very steep around the origin and the photons decouple for momenta $k \ll k_F$ such that the dispersion of the lower polariton approaches that of the bare exciton with the corresponding Hopfield coefficient close to unity. Hence, the main effect of the light coupling is indeed to introduce the energy gap $E_{\text{gap}}$ between the ground state polaritons forming the BEC and its excitations mediating the attractive interaction between the electrons.

To further explore the role of $E_{\text{gap}}$, it is instructive for a moment to approximate the polariton dispersion as $\epsilon^{LP}_k \approx \epsilon^{LP}_0 = -\epsilon_{\text{gap}} \delta k_0$ with $\delta k_0$ being the Kronecker delta. We have checked numerically that this gives essentially the same results as using the full exciton-polariton spectrum. Figure 3(a) plots the induced interaction $V_{\text{ind}}$, given in Eq. (2), as a function of $\epsilon^{LP}$ and $\omega_n$ by taking $C_k C_0 \approx 1$ which is a reasonable approximation for $\delta_0 > 0$. The relevant momenta for superconductivity are $k \lesssim O(k_F)$ corresponding to polariton energies $E_{\text{gap}} \lesssim \epsilon^{LP}_0 \lesssim E_{\text{gap}} + \epsilon_F$, and the important frequencies are likewise $|\omega| \lesssim \epsilon_F$. The corresponding region is indicated as rectangles in Fig. 3(a) for $E_{\text{gap}}/\epsilon_F = 0$ and $E_{\text{gap}}/\epsilon_F = 0.5$. We see that the magnitude of $V_{\text{ind}}$ decreases for large $\epsilon^{LP}$, which is easily understood by the fact that $V_{\text{ind}} \propto 1/\epsilon^{LP}_k$. This explains the suppression of superconductivity for large $E_{\text{gap}}$ shown in Fig. 2(a). The initial increase in the pairing with $E_{\text{gap}}$ is, on the other hand, caused by two effects.

First, it follows from Eq. (2) that $V_{\text{ind}}$ becomes less dependent on $\omega$ with increasing $E_{\text{gap}}$. Namely, the full width at half maximum of $V_{\text{ind}}$ in the frequency space at finite $k$ is given by $\omega_{\text{max}} \approx 375$. This explains the maximum in the pairing amplitude shown in Fig. 2(a).

One should note that we ignored the dependence of $C_0$ on $\delta_0$ and $\Omega$ by setting it to unity in the discussion above. This approximation is based on the fact that $\delta_0/\epsilon_F = 0$ ($E_{\text{gap}} \ll \epsilon_F$), polaritons are predominantly excitonic and $C_0 \approx 1$. This is reflected in Fig. 2(a) where $\Delta_M$ essentially depends only on $E_{\text{gap}}$ for $E_{\text{gap}} \ll \Omega$. For larger values of $E_{\text{gap}}$, the results for different $\delta_0$ start to deviate from each other because the approximation $C_0 \approx 1$ breaks down. In this limit, $V_{\text{ind}}$ depends on $C_0$, which is a function of $\delta_0$ and $\Omega$ in a way that cannot be expressed in terms of the single parameter $E_{\text{gap}}$, see also App. A.2. Likewise, when $\delta_0 < 0$, the dependence of the gap on the different parameters cannot be expressed through the single parameter $E_{\text{gap}}$ due to the fact that $C_0 < 1/2$ depends on $\Omega$ and $\delta_0$.

To further demonstrate the reduced retardation effects caused by the light coupling, in Fig. 3(b) we plot $V_{\text{ind}}$ as a function of $\omega$ for different momenta $k$ both in case of excitons (dashed lines) and exciton-polaritons (solid lines) for $\delta_0/\epsilon_F = \Omega/\epsilon_F = 0.5$ ($E_{\text{gap}}/\epsilon_F = 0.31$). Here the full dependence of $V_{\text{ind}}$ on the Hopfield coefficients is taken into account. We see that introducing the coupling to light makes $V_{\text{ind}}$ broader in the frequency space as well as a larger for momenta $k$ corresponding to $\epsilon^{LP}_k \lesssim \omega$, in agreement with the discussion above. The suppression of retardation effects due to polaritons is also illustrated in Fig. 3(c), where the momentum distribution function $n_k = (\epsilon^{LP}_k \epsilon^{LP}_k)$ of the electrons is plotted for different values of $E_{\text{gap}}$. Increasing $E_{\text{gap}}$ sharpens the Fermi surface as the frequency dependence of the diagonal self-energy $\Sigma_{11}$ decreases as shown in App. C, thereby enhancing superconductivity.

So far we have kept the density ratio constant at $n_0/n_c = 10$. In Fig. 4(a), we plot the gap $\Delta_M$ as a function of the BEC density $n_0$. This shows that it depends non-monotonically on $n_0$, vanishing both for small and large $n_0$, reaching a maximum value in between. It
should be noted that the polaritons likely are affected by the electrons when \( n_0 \leq n_e \), which is not taken into account by our theory. The result of Fig. 4(a) showing that superconductivity is lost for \( n_0 \to 0 \) is however physically robust, since it is caused by the interaction mediated by the condensate being proportional to its density, i.e. \( V_{\text{ind}} \propto n_0 \) in Eq. (2). The suppression of superconductivity shown in Fig. 4 for large \( n_0 \) can on the other hand be explained by the fact that the range of the induced interaction is determined by the BEC coherence length, i.e. \( \xi \sim 1/\sqrt{2m\pi(E_{\text{gap}} + 2n_0g_{\text{exx}})} \), see Appendix A 3. Increasing \( n_0 \) thus reduces the induced interaction range leading to suppression of the Cooper pairing. Similar results regarding the density dependence of pairing were reported for atomic Bose-Fermi mixtures\(^{46,50} \).

### B. Temperature dependence

The critical temperature of the topological superconducting phase is obviously an experimentally important quantity. To investigate this, we plot in Fig. 4(b) the gap \( \Delta_M \) as a function of temperature for \( \delta_0/\epsilon_F = 5 \) and \( \Omega/\epsilon_F = 1.37 \) (\( E_{\text{gap}}/\epsilon_F = 0.35 \)). These parameters are chosen so that \( \Delta_M \) is close to its maximum value, see Fig. 2(b). This demonstrates that the critical temperature is \( T_c \approx 0.035T_F \), which corresponds to \( T_c \approx 0.4 \) K for \( n_e = 10^{15} \) m\(^{-2} \). Importantly, such low temperatures are within experimental reach using e.g. a He-3/He-4 dilution refrigerator\(^{51} \) that gives access to temperatures down to tens of mK. Note that the ratio \( T_c/\Delta_M(T = 0) \approx 0.085 \) is an order of magnitude smaller than the usual BCS result 0.57. This is due to the momentum and frequency dependence of \( V_{\text{ind}} \), causing the superconducting gap to be peaked at the Fermi surface as shown in App. C, and thus the Cooper pairs more loosely bound than in case of the constant BCS gap. Other strong coupling effects such as the blurring of the Fermi surface also contribute to this effect\(^{49} \). Moreover, in contrast to the BCS result, the value of \( T_c/\Delta_M(T = 0) \) is not universal but depends on the values of the physical parameters.

### VI. DISCUSSION AND OUTLOOK

We demonstrated that electrons interacting with an exciton-polariton BEC in a monolayer TMD represent a promising system to observe a 2D topological superconductor. The coupling to light was shown to be crucial for achieving this, since it suppresses the retardation effects and makes the induced interaction stronger in regions important for pairing. We note that this conclusion is reliable, since it is based on a well-known expression for the induced interaction mediated by sound modes of a BEC, generalised to the hybrid light-matter case at hand. An appealing feature of our proposal is its large degree of flexibility. Experimentally, one can tune the Rabi splitting, the cavity detuning, and the densities of the BEC and electrons to optimize the range and relative strength of the pairing interaction and thereby increase the critical temperature.

In contrast to earlier works exploring polariton-mediated superconductivity with trivial topology in multilayer setups\(^{33,34} \), the spin-valley degrees of freedom of our single layer TMD system naturally realises a topological superconductor. In addition, using the flexibility of our system, we achieve a critical temperature comparable to that of Ref. 34 despite the fact that our electron density is roughly one hundred times smaller.
While we have used equilibrium theory to describe the condensate, it is intrinsically in a non-equilibrium steady-state determined by the balance between a pump laser and the continuous photon loss through the cavity mirrors. This steady-state can be described using a generalised Bogoliubov theory that yields an excitation spectrum of the same form as the one used here, where the chemical potential is replaced by the frequency of photons. This steady-state can be described using a Bogoliubov spectrum that are further suppressed. For these reasons, we expect our results to be reliable for the pump-laser and the continuous photon loss through the cavity.

The external pump can also cause heating effects on the excitons as well as the effects of superconductivity on the screening of the Coulomb interaction within the Eliashberg framework. One could also explore bilayer TMDs, where a relative twist angle produces a long-wavelength moiré lattice and flat Bloch bands\textsuperscript{63-66}. One has already observed excitons in moiré lattices\textsuperscript{58-62}, and flat bands give rise to strong correlations and non-trivial superfluid properties\textsuperscript{63-66}. Furthermore, polariton-mediated ferromagnetism has been recently observed in moiré TMDs\textsuperscript{67}. In general, there are a plethora of interesting questions concerning interacting Bose-Fermi mixtures that can be addressed using exciton-electron mixtures in TMDs, which will most likely complement the substantial experimental effort investigating atomic Bose-Fermi mixtures\textsuperscript{18-24}.
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**Appendix A: BEC-mediated interaction**

Here we show the derivation for the induced electron-electron interaction $V_{\text{ind}}(\mathbf{k}, i\omega_n)$, i.e. Eq. (2) of the main text, arising due to the exchange of sound modes of the Bose-Einstein condensation (BEC) of polaritons. The starting point is the electron-exciton interaction

$$\hat{H}_{\text{ex}} = g_{\text{ex}} \sum_{\mathbf{k},\mathbf{k}^\prime,\mathbf{q}} \hat{x}_{\mathbf{k}^\prime}^\dagger \hat{e}_{\mathbf{k}+\mathbf{q}}^\dagger \hat{e}_{\mathbf{k}} \hat{x}_\mathbf{k} \quad (A1)$$

where the system area is taken to be unity, $\hat{e}_{\mathbf{k}}^\dagger \hat{e}_{\mathbf{k}}$ annihilates an electron (exciton) of momentum $\mathbf{k}$ and we have assumed a contact interaction $g_{\text{ex}}$. To take into account the light-matter coupling and the emergence of polaritons, we write the exciton operator as $\hat{x}_\mathbf{k} = \hat{x}_{\mathbf{k}}$.
\( \mathcal{S}_k^{UP} + \mathcal{C}_k \gamma_k^{LP} \), where \( \mathcal{C}_k^2 = 1/2 + \delta_k/(2 \sqrt{\mathcal{D}_k + 4 \Omega_k^2}) \) and \( \mathcal{D}_k^2 = 1 - \mathcal{C}_k^2 \) are the Hopfield coefficients and \( \gamma_k^{LP} (\gamma_k^{UP}) \) is the annihilation operator for the lower (upper) branch exciton-polariton of momentum \( k \) and energy \( \epsilon_k^{LP} (\epsilon_k^{UP}) \). As the condensation takes place within the lower polariton branch, we can safely discard the upper polariton branch to recast Eq. (A1) as

\[
\hat{H}_{\text{ex}} = g_{\text{ex}} \sum_{k,k',q} \mathcal{C}_k \mathcal{C}_{k'} \hat{\gamma}_k^{\dagger} q \hat{\gamma}_{k'}^{\dagger} \hat{\gamma}_{k'} \hat{\gamma}_k
\]

where for simplicity we have denoted \( \hat{\gamma}_k \equiv \gamma_k^{LP} \). In the same way, exciton-exciton interaction is now written as

\[
\hat{H}_{\text{ex}} = g_{\text{ex}} \sum_{k,k',q} \mathcal{C}_k \mathcal{C}_{k'} \hat{\gamma}_k^{\dagger} q \hat{\gamma}_{k'} \hat{\gamma}_{k'} \hat{\gamma}_k
\]

As the polaritons condense at \( k = 0 \), we can take \( \hat{\gamma}_k \approx \sqrt{n_0} \delta_{k,0} + \delta \hat{\gamma}_k \), where \( n_0 \) is the condensate density and \( \delta \hat{\gamma}_k \) describes the fluctuations around the BEC ground state, with \( \langle \delta \hat{\gamma}_k \rangle = 0 \). In order to treat the polariton-mediated interaction, it is useful to define the 2x2 bosonic Green’s function for polaritons as

\[
G_B(k,\tau) = \left[ \begin{array}{cc} \delta \hat{\gamma}_k^{\dagger} \gamma_k (\tau) & \langle \delta \hat{\gamma}_k^{\dagger} \gamma_k (0) \rangle \\ -\langle \delta \hat{\gamma}_k \gamma_k^{\dagger} (\tau) \rangle & \delta \hat{\gamma}_k \gamma_k^{\dagger} (0) \end{array} \right]
\]

where \( \tau \) is the time ordering operator and \( \tau \) is the imaginary time. Now, within the Bogoliubov theory, we expand the particle-polariton interaction in Eq. (A3) up to the second order in the fluctuation operators and ensure that terms linear in \( \hat{\gamma}_k = 0 \) vanish by the virtue of the Hugenholtz-Pines theorem (such that the BEC is a stable ground state). Consequently, one can cast the inverse of the 2 x 2 bosonic Green’s function for the polaritons in the Matsubara frequency space as

\[
G_B^{-1}(k,i\omega_n) = \left[ \begin{array}{cc} i\omega_n - \epsilon_k^{LP} - g_{\text{ex}} \mathcal{C}_k^2 n_0 & -g_{\text{ex}} \mathcal{C}_k^2 \omega_n \\ -g_{\text{ex}} \mathcal{C}_k^2 \omega_n & -i\omega_n - \epsilon_k^{LP} - g_{\text{ex}} \mathcal{C}_k^2 n_0 \end{array} \right]
\]

where \( k \neq 0 \), \( \omega_n \) is a bosonic Matsubara frequency and \( \epsilon_k^{LP} \equiv \epsilon_k^{LP} - \epsilon_0^{LP} \). The Bogoliubov excitation energies \( \epsilon_k = \sqrt{\epsilon_k^{LP} (\epsilon_k^{LP} + 2g_{\text{ex}} \mathcal{C}_k^2 n_0)} \) are obtained as the poles of \( G_B \).

We can now derive the BEC-mediated electron-electron interaction. By using the form \( \hat{\gamma}_k \approx \sqrt{n_0} \delta_{k,0} + \delta \hat{\gamma}_k \) in Eq. (A2), keeping the terms up to the linear order in the fluctuation operators \( \delta \hat{\gamma}_k \) and ignoring constant shifts in the electronic chemical potential, we obtain

\[
\hat{H}_{\text{ex}} = g_{\text{ex}} \sqrt{n_0} \sum_{k,q} \mathcal{C}_k \mathcal{C}_{k+q} \hat{\gamma}_k^{\dagger} \hat{\gamma}_q \hat{\gamma}_k \hat{\gamma}^{\dagger}_q \approx \frac{1}{2} \sum_{k,q} V_{\text{ind}}(k,\tau) \hat{\gamma}_k^{\dagger} (\tau) \hat{\gamma}^{\dagger}_q (\tau) \hat{\gamma}^{\dagger}_q (\tau) \hat{\gamma}_q (\tau) \hat{\gamma}_k,
\]

which is Eq. 2 in the main text. The Feynman diagrams of \( V_{\text{ind}}(k,\omega_n) \) are shown in Fig. 5 and Eq. (A8) can be easily obtained from them in a straightforward manner by using the standard rules for the bosonic propagators.

1. Possible roton instabilities of the Bogoliubov spectrum

In Refs. \(^{29,34}\), where a bilayer setup of electrons residing in one layer and exciton-polaritons in a separate TMD monolayer was considered, it was shown that the electron-hole excitations of the electron sea can lead to
a supersolid instability of the Bose-condensed polariton gas, i.e. the Bogoliubov energy \( E_k \) reaches the zero energy at finite momentum, leading to the breakdown of the assumption on the zero-momentum BEC. In Ref. 34 it was argued that this instability enhances the critical temperature for superconductivity in the parameter regime near the instability. As we consider electron densities much smaller than the exciton density, we expect that such an instability does not take place in our system. Despite this and the fact that the electron densities we consider (\( \sim 10^{15} \text{m}^{-2} \)) are much smaller than those investigated in Ref. 43 (\( 4 \times 10^{16} \text{m}^{-2} \)) and in Ref. 34 (\( \sim 10^{17} \text{m}^{-2} \)), we predict a superconducting critical temperature \( T_c \sim 1 \text{K} \) of our monolayer setup, which is of the same order of magnitude as the maximum predicted in Ref. 34 for the bilayer system before a supersolid instability sets in. Reasons for this difference between our and Refs. 33,34 include the different momentum dependence of the electron-exciton interaction: in our monolayer setup, the excitons are tightly bound and therefore the exciton-electron interaction can be taken to be momentum-independent. This is in stark contrast to the bilayer system considered in Refs. 33,34, where the exciton-electron interaction is strongly momentum-dependent.

It should be noted that the random phase approximation (RPA) analysis used in Ref. 34 to reveal possible supersolid instabilities would not be self-consistent in our case. Namely, the Eliashberg theory is a second order theory with respect to the exciton-electron interaction \( g_{ex} \). On the other hand, the RPA renormalizes the exciton-exciton interaction as \( g_{ex} \rightarrow g_{ex} + g_{ex}^2 \chi_{RPA}(k) \), where \( \chi_{RPA}(k) \) is the RPA polarization bubble of the electron gas. If one was to include the back-action of electrons on polaritons via the RPA, then the resulting induced interaction (A8) would not be anymore in the 2nd order of \( g_{ex} \) as the renormalized Bogoliubov energies \( E_k \) would already include \( g_{ex} \) via the renormalization of the exciton-exciton interaction. Hence, the theory would not be self-consistent and, as a result, \( \text{RPA can lead to unphysical roton minima.} \) To fix this, one would need to use the full Eliashberg Green’s functions in the back-action, in contrast to the ideal Fermi gas polarization bubble used in Ref. 34. One would then proceed to compute the new Bogoliubov modes and new solutions for Eliashberg equations and continue this process iteratively till both the Bogoliubov and Eliashberg solution would converge. Such a self-consistent approach is computationally a very heavy task to implement and is thus out of scope of our work. It is important to note that the simplistic approach of Ref. 34 implies that the emergence of the roton minimum can actually enhance the superconducting temperature near the instability. A possibility to find roton minima in the setup considered in this work therefore remains an interesting topic for future BEC-mediated superconductivity studies.

Roton-like instabilities have been also predicted in TMD monolayer systems in Refs. 37,48. In Ref. 47 non-zero momentum condensate states of excitons are shown to arise from the population imbalance between the holes and electrons that form excitons. In our case, there is not such a population imbalance between holes and electrons and therefore the results of Ref. 47 do not apply in our case. The roton minima described in Ref. 48, on the other hand, arise for a single exciton immersed in a Fermi sea of electrons via the Pauli blocking. This is the extreme opposite regime of what we consider, where we take the electron density to be much smaller than the exciton density. Moreover, the electrons forming the exciton are the same as those in the Fermi sea, whereas in our study they reside in different valleys. The results of Ref. 48, while interesting, are therefore not of direct relevance to our work.

2. The role of the Hopfield coefficients

The main features and behavior of the induced interaction \( V_{\text{ind}} \) can be understood fairly well as a function of \( E_{\text{gap}} \) by approximating \( C_0^2 \approx 1 \) and \( C_1^2 \approx 1 \) as is done in Fig. 3(a) of the main text. For finite \( k \) this is indeed a feasible approximation as the photons decouple from excitons at momenta that are much smaller than the ones relevant for pairing [See Fig. 2(b) in the main text]. However, \( C_0^2 \) can in principle deviate from unity and thus affect the induced interaction strength in a non-trivial way.

In Fig. 6 we plot \( C_0^2 \) as a function of \( E_{\text{gap}} \) for three different values of \( \delta_0 \) that were used in Fig. 2(a) of the main text. We see that for small \( E_{\text{gap}} \) the Hopfield coefficients are close to unity and become gradually smaller as a function of increasing \( E_{\text{gap}} \). The effect is largest for smaller \( \delta_0 \), consistent with the fact that smaller \( \delta_0 \) implies larger photonic component and thus smaller \( C_0 \). From Fig. 2(a) of the main text we see that the pairing gap \( \Delta_M \) is maximized around \( E_{\text{gap}}/\epsilon_F \sim 0.25 \) and all three cases of \( \delta_0 \) yield roughly the same \( \Delta_M \). On the other hand, from Fig. 6 we see that the corresponding \( C_0^2 \) values are 0.75 and 0.92 for \( \delta_0/\epsilon_F = 2.5 \) and \( \delta_0/\epsilon_F = 0.5 \), respectively, with a relative difference of 0.75/0.92 \( \sim 0.81 \). Therefore, even though the Hopfield coefficients somewhat depend
on $\delta_0$, the values of $\Delta_M$ in the optimal pairing regime of $E_{\text{gap}}/\epsilon_F \sim 0.25$ depend solely on $E_{\text{gap}}$. This implies that it is the reduced retardation effects, arising from finite $E_{\text{gap}}$, that dictate the pairing physics and the effect of $C_0^2$ is relatively small. Only at larger $E_{\text{gap}}$ the values of $\Delta_M$ in case of different $\delta_0$ start to gradually deviate from each other (see Fig. 2(a) of the main text). From Fig. 2(a) of the main text, we see that $\Delta_M$ at the large-$E_{\text{gap}}$ regime is highest for larger $\delta_0$, consistent with the values of $C_0^2$ shown in Fig. 6. The behavior of $C_0^2$ therefore matters only at the large $E_{\text{gap}}$ regime. As we are interested in the optimal pairing regime of $E_{\text{gap}}/\epsilon_F \sim 0.25$, the effect of $C_0^2$ can then be safely ignored when discussing the qualitative properties of the pairing interaction.

3. Effective interaction range

As we mentioned in the main text, one can approximate the polariton dispersion as $\epsilon_k^{\text{p}} \approx \epsilon_k^0 - E_{\text{gap}} \delta_{k,0}$. We have numerically furthermore confirmed that excluding the zero momentum does not play a role in the Eliashberg calculation so we can safely take $\tilde{\epsilon}_k^{\text{p}} \approx \epsilon_k^0 + E_{\text{gap}}$. With this expression, one obtains the range $\xi$ of the static interaction $V_{\text{ind}}(k,0)$ as ($C_k \approx 1$)

$$\xi \sim \frac{1}{\sqrt{E_{\text{gap}}(\frac{2}{\epsilon_0^2} - 1) + 2g_{xx}C_0^2 n_0}}.$$  \hfill (A9)

With $C_0^2 \sim 1$, this is the same result as mentioned in the main text. We see from Eq. (A9) that both $E_{\text{gap}}$ and $n_0$ tend to suppress the interaction range. This can be qualitatively understood by the fact that both the quantities increase the energies of the Bogoliubov excitation modes at momenta relevant for the pairing. Thus, the exchange of the sound modes is suppressed and the range therefore decreased.

Appendix B: Eliashberg equations

Eliashberg equations shown in the main text can be derived by writing down the perturbation series for the normal and anomalous Green’s functions of the electrons as

$$G_{11}(k,\tau) = \frac{1}{(e^{-\beta H})_0} \sum_{n=0} (-1)^n \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_n (-T_r H_{\text{int}}(\tau_1) \cdots H_{\text{int}}(\tau_n) \hat{c}_k(\tau) \hat{c}_k^\dagger)$$  \hfill (B1)

$$G_{12}(k,\tau) = \frac{1}{(e^{-\beta H})_0} \sum_{n=0} (-1)^n \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_n (-T_r H_{\text{int}}(\tau_1) \cdots H_{\text{int}}(\tau_n) \hat{c}_k(\tau) \hat{c}_{-k}^\dagger)$$  \hfill (B2)

and keeping the terms involving the Fock diagrams. Here $\langle \cdots \rangle_0$ denotes the average with respect to the non-interacting Hamiltonian, and furthermore we have defined $H_{\text{int}}(\tau) = \int_0^\beta d\tau' \frac{1}{2} \sum_{k,q} V_{\text{tot}}(\mathbf{q},\tau - \tau') \hat{c}_k^{\dagger}(\tau') \hat{c}_q(\tau') \hat{c}_q^{\dagger}(\tau) \hat{c}_k(\tau)$ and $V_{\text{tot}}(\mathbf{q},\tau) = V_{\text{ind}}(\mathbf{q},\tau) + V_C(\mathbf{q}) \delta(\tau - \tau')$ with $V_C(\mathbf{q})$ being the screened Coulomb interaction, i.e. the second term in Eq. 3 of the main text.

As a result, one finds the diagrammatic presentation shown in Fig. 7. Explicitly, the Green’s functions in the Matsubara space then read

$$G_{11}(p) = G_{11}^0(p) + G_{11}^0(p) \Sigma_{11}(p) G_{11}(p)$$  \hfill (B3)

$$G_{12}(p) = G_{11}^0(p) \Sigma_{12}(p) G_{22}(p) + G_{11}^0(p) \Sigma_{11}(p) G_{12}(p),$$  \hfill (B4)

where we have used the short-hand notation $p = (p_i, p_n)$ with $p_n$ being a fermionic Matsubara frequency. The self-energies $\Sigma_{ij}(k)$ are defined as in the main text and the non-interacting Green’s function reads $G_{11}^0(p) = 1/(i\omega_n - \epsilon_p^0 + \mu_e)$. By using the identities $G_{21}(p) = G_{12}(p)$, $G_{ii}^0(p) = G_i(-p)$, $G_{22}(p) = -G_{11}(p)$ and the fact that...
three different values of $E$ as a function of the momentum in case of the BCS theory, the gap is assumed to be constant and is strongly peaked near the Fermi surface. The superconducting critical temperature $T_c$ we obtain from our Eliashberg theory is unusually small compared to the maximum of the order parameter $\Delta_M$. The ratio of these quantities is $k_B T_c/\Delta_M \sim 0.044$ which is an order of magnitude lower than the BCS result $0.57^{49}$. However, in the usual BCS theory, the gap is assumed to be constant in the momentum and frequency spaces. Momentum-independent order parameter implies spatially small and tightly bounded Cooper pairs. In our case, the pairing gap depends strongly on the momentum as can be seen from Fig. 3(c) of the main text, where we have plotted the maximum of the pairing gap as a function of the momentum in case of three different values of $E_{\text{gap}}$. The gap is far from being constant and is strongly peaked near the Fermi surface. Cooper pairs are therefore more loosely bound than in the case of the constant BCS gap.

The BCS theory also ignores the frequency dependency of the pairing interaction. Frequency dependent interaction in turn leads to the retardation effects and finite diagonal self-energy $\Sigma_{11}(p)$. To demonstrate this in a simple way, we note that $\Sigma_{11}(p) = -\Sigma_{11}(-p)$, where we have used the properties $G_{11}(p) = -G_{11}(-p)$ and $V_{\text{tot}}(p) = V_{\text{tot}}(-p)$. Furthermore, as evidently $\Sigma_{11}(p,p_n) = \Sigma_{11}(-p,p_n)$, it is clear that $\Sigma_{11}(p) = 0$ if the interaction $V_{\text{tot}}$ is frequency independent. Retarded interaction of Eq. (A8) therefore gives a rise for finite $\Sigma_{11}(p)$. Moreover, it is easy to see that retardation also causes the frequency dependence of the pairing gap $\Delta(p)$.

The frequency dependence of the diagonal self-energy leads to the deformation of the Fermi surface, which in turn suppresses the formation of Cooper pairs, as the sharp Fermi surface is key to the pairing instability.$^{49}$

This manifests in Fig. 3(c) of the main text where we see how seriously deformed the Fermi surface is; the occupation number $n_{\mathbf{k}}$ for small $\mathbf{k}$ does not reach even the half-filling even though the temperature is very low ($\epsilon_F / T = 50$). By increasing $E_{\text{gap}}$, we can make the interaction $V_{\text{ind}}$ less frequency-dependent (as demonstrated in Figs. 3(a)-(b) of the main text) and in that way make the reduction of the diagonal self-energy. This is shown in Fig. 8(b) where the real and imaginary parts of $\Sigma_{11}(\mathbf{k},k_1)$ is depicted for three $E_{\text{gap}}$ [same $\delta_0$ and $\Omega$ as in Fig. 3(c) of the main text and Fig. 8(a)]. We see that increasing $E_{\text{gap}}$ reduces $\Sigma_{11}$ and thus makes the Fermi surface sharper as shown in Fig. 3(c) of the main text.
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