Generating transient noise artefacts in gravitational-wave detector data with generative adversarial networks
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Abstract

Transient noise glitches in gravitational-wave detector data limit the sensitivity of searches and contaminate detected signals. In this paper, we show how glitches can be simulated using generative adversarial networks (GANs). We produce hundreds of synthetic images for the 22 most common types of glitches seen in the LIGO, KAGRA, and Virgo detectors. We show how our GAN-generated images can easily be converted to time series, which would allow us to use GAN-generated glitches in simulations and mock data challenges to improve the robustness of gravitational-wave searches and parameter-estimation algorithms. We perform a neural network classification to show that our artificial glitches are an excellent match for real glitches, with an average classification accuracy across all 22 glitch types of 99.0%.
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(Some figures may appear in colour only in the online journal)
1. Introduction

The Advanced LIGO [1], Advanced Virgo [2], and KAGRA [3] gravitational-wave detectors are currently offline, being upgraded and prepared for their fourth observing run (O4). The previous three observing runs have resulted in the successful detection of a population of gravitational-wave signals from merging compact binaries made up of neutron stars and black holes [4–6]. The number of detectable gravitational-wave events will significantly increase during O4, which will result in the analysis of a larger number of gravitational-wave signals being negatively impacted by transient noise artefacts in the detectors, known as glitches [7–9].

Glitches limit the sensitivity of transient gravitational-wave searches. Glitches that occur concurrently in multiple detectors can result in false alarms for searches. They can also overlap with gravitational-wave signals, making it difficult to measure the astrophysical parameters of the source. For example, the first gravitational-wave detection of a binary neutron star merger GW170817 [10] had a large glitch in the LIGO Livingston detector data ∼1 s before the merger time. A further sixteen signals in the third observing run were contaminated by glitches [5, 6]. Before parameter estimation of these signals can begin, glitches are often reconstructed and removed using a tool called BayesWave [11, 12]. Although this method has been very successful at glitch removal, it requires a lot of time and computing power that will make glitch subtraction difficult when the number of gravitational-wave signals significantly increases. Therefore, efforts to reduce the number of glitches that occur in gravitational-wave data are important for future gravitational-wave searches and parameter estimation.

Glitch classification is one of the methods currently used for the reduction of glitches in gravitational-wave detector data. Glitch classification algorithms sort glitches into different types according to their morphology in spectrograms. Knowing the times that glitches of the same type occur may allow us to find the origin of the glitches and eliminate them. Glitch classification algorithms typically use machine learning techniques [13]. The first glitch classification attempts used simple Gaussian mixture models to classify the glitches into different types [14, 15]. This was further improved by the use of neural networks [16–18], however these require large pre-labelled sets of glitches for training the networks. The labelled glitch training sets for neural networks are currently provided by the citizen science project Gravity Spy [19–21], where users classify spectrograms of glitches by visual inspection of the images.

Artificial but realistic glitches are required to produce mock gravitational-wave data for testing the robustness of searches and parameter estimation tools in the presence of glitches. In [22, 23], generative adversarial networks (GANs) [24] are used to produce fake time-series waveforms for the most common type of detector glitch, known as blips. GANs are a type of neural network that can be used for creating new, synthetic data that mimic their input. In [22, 23] the authors produce the time-series waveforms for the blips using BayesWave. They then feed their blip waveforms into the GAN to produce fake blip glitches that can be used to test search and parameter estimation pipelines. However, there are a large number (∼25) of different types of glitches that occur in gravitational-wave data. The blip glitch is the most common type, but a real gravitational-wave signal could overlap with any of the other types of glitches. In addition, using BayesWave is a computationally expensive method for producing a training set for a GAN. Gravitational-wave searches using
neutral networks also usually require images of glitches for training instead of time-series waveforms.

In this study, we expand on the previous work by using GANs to produce artificial images for 22 different types of glitches. For training, we directly use the previously classified glitches from Gravity Spy, so no significant further computational resources are required for pre-processing the images before training. We run a neural network classification on the artificial glitches to measure the performance of the GAN. We show how our GAN-generated images can easily be converted into time series for the use in simulations and mock data challenges to improve gravitational-wave search and parameter-estimation codes.

This paper is structured as follows: In section 2 we give an overview of the neural networks and GANs used in this study, and describe the data and training. The results of the GAN-generated glitch images are presented in section 3. Applications of our GAN-generated glitches are discussed in section 4. A discussion and conclusion are given in section 5.

2. Methodology

We split our methodology into three parts. In section 2.1, we describe convolutional neural network (CNN) [25, 26], which are a component of the GAN algorithm, and are also used to measure how realistic the GAN-generated images are. In section 2.2, we briefly describe the GAN algorithm that we use to generate various types of fake glitches by training on the real labelled glitches from Gravity Spy. We describe details about the data sets, setup of the network architecture, and data pre-processing in section 2.3.

2.1. Convolutional neural networks

CNNs have been widely used for solving classification problems in gravitational-wave astronomy [16, 17, 19, 27], e.g.,. Our CNN architecture is shown in figure 1. First, convolution kernels are applied to the data to extract features present in the images. Max pooling is then carried out by extracting the maximum value in the applied feature maps to preserve meaningful information, and downsampling the rest. We use a kernel size of ‘5 × 5’ and ‘2 × 2’ pixels for convolution and max pooling, respectively, indicated by the small grey squares in figure 1. A dropout rate of 50% is used during training after each pooling layer, which helps to prevent overfitting. We use 32 feature maps (or filters) in the first layers of convolution and pooling, and use 64 of them in the second layers. At the end, the data is flattened into one array and forward propagated through the neurons of the network via a fully connected layer. Again, a 50% dropout rate is used in the fully connected layer. Weights are applied to the data points in each neuron, and the weighted sum of the input signal is then passed through the final layer by the neurons’ activation function. The output is where predictions are produced, and a loss function is used to compute the distance between the predicted and expected outcomes. This, together with the learning rate, dictates how much the weights are to be updated in the next learning epoch. This process is repeated for several learning epochs as the neurons ‘learn’ what features are important and need to be passed on to produce the desired predictions.
2.2. Generative adversarial networks

GANs can create new, synthetic data that mimic the real input by the application of multiple CNNs. GANs have been widely used for various applications, e.g. text and image translation [28], time series generation [29], and producing artificial images of galaxies [30].

GANs use two CNNs, a generator and a discriminator, where the former is responsible for generating fake images from the input random noise, and the latter is used for discriminating the real and generated data, as shown in figure 2. The generator progressively learns the features of the real images and generates fake images mimicking the real ones through backpropagation. In this study, we use TorchGAN [31], an implementation of the deep convolutional generative adversarial network architecture.
2.3. Data and training

2.3.1. Gravitational-wave data. We use the data set provided by Gravity Spy [32] that was used to train their CNN after being classified by citizen scientists. The data set contains 7966 time-frequency images of glitches collected in the first and second observing runs of Advanced LIGO. The time-frequency spectrogram images are produced by performing a Q-transform [33], which works by using a sine-Gaussian template decomposition.

There are 22 different glitch types present in the data. Glitches are only included if they occur when the detector is in observing mode. They all have a signal-to-noise ratio larger than 7.5, and a peak frequency in the most sensitive frequency band of the detectors, between 10 Hz and 2048 Hz. Some of the glitches have a known physical cause, and the origin of the other glitches is still unknown. The number of glitches in each type differs significantly as the glitches that occur in the data change as the environment and detector conditions at the site alter during the observing run.

Each glitch is defined by four different views (with resolutions of $140 \times 170$ pixels) over four durations: 0.5 s, 1.0 s, 2.0 s and 4.0 s. Empirical results show that using the 2.0 s duration images produces the most accurate classification. Therefore, for the rest of the paper, we use only the 2.0 s images.

2.3.2. CNN. To test the accuracy of our GAN-generated glitches, we perform glitch classification using a CNN with the same model architecture as the Gravity Spy paper [20]. A summary of the model architecture is given in Table 1. The models are allowed to train for 100 epochs, with a checkpoint at the end of every training epoch to update the weights of the best model. Early stopping is applied to the model with a patience of 20, i.e. if the model performance does not improve over 20 epochs, training stops.

A few pre-processing steps are taken to prepare the training data sets. We first filter out a subset of featureless images (mainly in the ‘extremely loud’ and ‘paired doves’ categories), as well as a small number of misclassified, or visually undetectable glitches. Next, there exists a significant class imbalance among different glitch types. The smallest class is the ‘paired doves’ with only 18 examples, and the largest one is ‘blip’ glitches with over 1750 examples. Deep learning algorithms are not expected to provide good predictive accuracy in the case of

| Layer          | Output shape                  |
|----------------|-------------------------------|
| Conv2D         | $140 \times 170$ (32)         |
| MaxPooling2D   | $70 \times 85$ (32)           |
| Dropout        | $70 \times 85$ (32)           |
| Conv2D         | $70 \times 85$ (64)           |
| MaxPooling2D   | $35 \times 42$ (64)           |
| Dropout        | $35 \times 42$ (64)           |
| Flatten        | 94 080                        |
| Dense          | 256                           |
| Dropout        | 256                           |
| Dense          | 22                            |

2.3. Data and training
small sample sizes. Thus for glitch classification, we conduct a partial oversampling/under- sampling, by applying some oversampling to small classes and undersampling to larger ones, instead of setting the exact same sample size for all classes. The oversampling/undersampling sizes are determined empirically. Small glitch classes are oversampled to a minimum of 250 sample size. This oversampling is achieved by duplicating the samples. Even though it does not add new information, data oversampling is an effective and efficient approach for achieving better prediction accuracy for small sample sizes. The maximum sample size for categories with more than 250 samples are upsampled to 600, (close to the actual upper limit among different glitch types, except for the largest category ‘blip’). An exception to the upsampling rule is the blip category, which is the largest class with 1750 samples. Thus, for blip glitches, we allow a larger sample size of 1000. After oversampling, the performance of some of the smaller categories such as whistle, no glitch and low frequency lines was still lagging behind, therefore a maximum sample size of 600 was allowed for these classes. Further details are provided in appendix A for the number of examples in each class before and after the oversampling/undersampling.

2.3.3. GAN. For all glitch classes, an oversampled size of 5000 is used. GANs require a large amount of training data, and our results were significantly improved with this level of oversampling. TorchGAN only accepts square input images with sizes that are a power of two. Consequently, the 140 × 170 dimensional arrays are converted to a size of 256 × 256 by adding zeros as padding.

We create a separate GAN model for each glitch type. The models are trained for 500 epochs using a batch size of 100. TorchGAN creates five different models that are saved at consecutive iterations as training progresses. All other glitch types share the same GAN model, except for the ‘violin mode’, which uses a different GAN model to achieve better results in regards to the glitch morphology.

In most cases, a Wasserstein loss function is used. It is observed in some categories, e.g. ‘1080 lines’, that the generated images can look similar to each other without much variety in their own category. This effect is due to mode collapse, where the gradients of the discriminator fail to make the generator adequately learn the true distribution. In the case of ‘1080 lines’, ‘1400 ripples’, ‘whistle’, and ‘tomte’, more varied outputs are achieved by using a different loss function: the least square loss function.

By default, a hyperbolic tangent activation function is used in the last convolutional layer of TorchGAN’s generator function, which produces output values in the range of \((-1,1)\). However, we use a sigmoid activation function to achieve output values in a similar range as those in the input images, i.e. \((0,1)\).

3. Results

The GAN models are used to generate 100 fake images for each of the 22 types of glitches. Examples of the comparison between real and GAN-generated glitches are shown in figure 3 for blip glitches and figure 4 for Koi fish glitches. Further examples for other glitch types are shown in appendix B. We find that all of our simulated glitches are a good representation of the original real input glitches. The GAN-generated glitches show the main features of the real ones and cannot be distinguished by eye from the training set. We also see variation within the
different glitch classes, demonstrating that our GAN models do not suffer from mode collapse, which would cause every generated fake glitch in a class to look identical.

To test if the fake glitches are a good representation of the real input glitches, the compiled dataset of 2200 fake glitches are used as a test dataset for a CNN model, which is then applied to predict the glitch categories of the GAN-generated glitches. If the fake images are realistic enough, the model should be able to predict their glitch category at a high accuracy. We use the same set up for our CNN glitch classifier as is used in the Gravity Spy glitch classification project, as described in section 2.3.2.

In figure 5, we show the CNN prediction accuracy for all the generated fake glitches produced by the GAN. The CNN model is able to predict the different glitch categories at a high accuracy on the fake data generated by the GAN.

4. Applications

In this section, we describe some of the potential uses of artificial glitches generated by GANs. The first potential application is to directly use the GAN images to improve glitch classification algorithms like GravitySpy. There is a significant imbalance in the number of glitches in
each category. Using GANs to up-sample glitch categories before classification may produce better results than the method we use to up-sample in appendix A. An example of this has also been shown in previous work [34].

Image-based searches are also becoming increasingly common in gravitational-wave data analysis. Some examples involve searches for gravitational waves from compact binaries [35] and core-collapse supernovae [36]. Our GAN-generated glitch images could be used in the training sets of those image-based gravitational-wave searches to improve their robustness against detector noise.

Standard gravitational-wave searches and parameter estimation techniques typically use time-series data. Time-series glitches can be produced directly from our GAN-generated images. The most common method for doing this is described in [37]. We show some examples of the time series in figure 6, produced from a GAN-generated blip glitch (top panel), Koi fish (middle panel), and scattered-light glitch (bottom panel). Converting the images into time-series glitches takes less than a second. To produce the time-series glitches in the left-hand

Figure 4. Koi Fish glitches. Two fake Koi Fish glitches generated with the GAN (right column) and two real glitches (left column). The colourscale is in arbitrary units.
Figure 5. Confusion matrix showing the CNN classification of the fake glitches generated with the GAN. All GAN-generated glitches are classified with a high accuracy, indicating that they are a good representation of the original training glitches.

In the column of figure 6, we use the InverseSpectrogram function in Mathematica. We then convert the time series (left) back to spectrograms (right) for a sanity check and comparison with the original images. The spectrograms clearly have the same glitch features as the GAN-generated images.

Although the recovered spectrograms are not identical to the GAN-generated ones due to some missing information in the phase conversion, the main structures are sufficiently preserved for simulation purposes. This process can enable time-series glitches to be injected into gravitational-wave data to verify gravitational-wave search algorithms when a glitch is present in the data. Time-series glitches could also be injected on top of, or close to, signals to test parameter-estimation codes.
Figure 6. Time series data converted from GAN-generated glitch images (left), and the reconstructed spectrograms of the time series (right). From top to bottom: blip glitch, Koi fish, and scattered light.

5. Conclusions

Noise glitches in gravitational-wave detectors limit the sensitivity of gravitational-wave searches and contaminate real signals. Efforts to remove them from the data are computationally expensive, therefore eliminating their origin is important for fast and accurate gravitational-wave search and parameter estimation for astrophysical source properties.

For gravitational-wave data, previous studies have applied GANs to generate time series of fake gravitational-wave burst signals and fake blip glitches. However, there are many other types of glitches that could contaminate signals, and some algorithms, for example machine
learning searches, require images for training. Therefore, in this study, we apply a GAN to a pre-labelled set of 22 different types of glitches. We generate images of fake glitches covering a larger variety of glitches than in previous studies, and show how those images can easily be converted into time series.

We use TorchGAN architecture GAN. Our model is trained on the pre-labelled data set provided by Gravity Spy from the Advanced LIGO detectors first and second observing runs. We produce 100 fake glitches for each of the 22 different classes of glitches. All of our GAN-generated images are a good match for the original images fed into the GAN. To test this, we perform a neural network classification of the GAN-generated images. Almost all of the fake glitches are classified into the correct glitch class, demonstrating that the GAN-generated glitches are a good match for the original true glitches.

There are many areas of gravitational-wave science in which our GAN-generated glitches could be applied. The fake glitches could be used to train machine learning searches for transient gravitational waves, such as compact binary mergers or gravitational-wave bursts. Previous machine learning training studies have had to either produce an analytical model for certain glitch types, which does not exist for every type of glitch, or train using the Gravity Spy glitches, which only contain a small number of glitches for some types. Generating fake glitches with a GAN can improve glitch classification by solving the issue of unbalanced classes. We note that currently, if new types of glitches are identified they will initially be classified as ‘None of the Above’—e.g. see figure B2. Once enough of these glitches are recognised by eye, the GAN can be adapted to create artificial glitches in the way outlined in this work.

The GAN-generated glitch images can also be converted into time series and used to produce data sets for more traditional gravitational-wave searches. Glitches degrade the sensitivity of gravitational-wave searches, so using fake data to test robustness of these search pipelines is essential before they begin to analyse real gravitational-wave data in low latency. Fake glitches can also be used to test the robustness of parameter estimation codes in the presence of glitches. Artificially overlapping fake glitches with fake signals will allow us to test if each glitch type produces a bias in the gravitational-wave parameter estimation and to train algorithms which subtract glitches from the data when they occur near real gravitational-wave signals [38, 39].
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The glitches we use from Gravity Spy have unbalanced classes, which can have a negative affect on machine learning results. Our original class imbalance is shown in the top panel of figure A1. There are over 1750 glitches in the blip class but only 18 glitches in the smallest glitch category. To prevent this problem from causing classification errors, we change the number of samples for each glitch type before applying the CNN. The new number of glitches is

Figure A1. The number of Gravity Spy glitches in each glitch type before (top) and after (bottom) the class balancing. We use the numbers of glitches in the bottom panel to train the CNN.

Appendix A. Glitch class balancing

The glitches we use from Gravity Spy have unbalanced classes, which can have a negative affect on machine learning results. Our original class imbalance is shown in the top panel of figure A1. There are over 1750 glitches in the blip class but only 18 glitches in the smallest glitch category. To prevent this problem from causing classification errors, we change the number of samples for each glitch type before applying the CNN. The new number of glitches is
Figure B2. A single GAN-generated image of each type of glitch (excluding Blip and Koi Fish, which are shown in the figures 3 and 4, respectively).

shown in the bottom panel of figure A1. The blip and koi fish glitches are downsampled and all the other glitches are upsampled, so there is a much more even number of glitches in each category.

Appendix B. Glitch reproduction

In figure B2 we show a single GAN-generated glitch of each class.
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