Machine learning prediction of the Madden-Julian oscillation
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The socioeconomic impact of weather extremes draws the attention of researchers to the development of novel methodologies to make more accurate weather predictions. The Madden–Julian oscillation (MJO) is the dominant mode of variability in the tropical atmosphere on sub-seasonal time scales, and can promote or enhance extreme events in both, the tropics and the extratropics. Forecasting extreme events on the sub-seasonal time scale (from 10 days to about 3 months) is very challenging due to a poor understanding of the phenomena that can increase predictability on this time scale. Here we show that two artificial neural networks (ANNs), a feed-forward neural network and a recurrent neural network, allow a very competitive MJO prediction. While our average prediction skill is about 26–27 days (which competes with that obtained with most computationally demanding state-of-the-art climate models), for some initial phases and seasons the ANNs have a prediction skill of 60 days or longer. Furthermore, we show that the ANNs have a good ability to predict the MJO phase, but the amplitude is underestimated.

RESULTS
Prediction skill
We begin by computing COR and RMSE as a function of the forecast lead time, \( \tau \), for the two ANNs (see Methods). Averaging over all seasons we obtain the results shown in Fig. 1, where we display COR and RMSE as a function of \( \tau = 5, 10, \ldots, 60 \) days, for an initial RMM amplitude larger than 1. In this figure, we see that both ANNs perform very similarly. The AR-RNN seems to perform slightly better than FFNN up to 10 days prediction, after which, the two curves overlap up to 50 days when the latter starts providing a better prediction. Using the standard value COR = 0.5 to define the prediction skill, we find a prediction skill of about 26–27 days for both ANNs, which is comparable to the best-known prediction skills obtained from most models, except ECMWF. Regarding the RMSE, using the standard value \( \text{RMSE} = 1.4 \) to define the

INTRODUCTION

The Madden–Julian oscillation (MJO)\(^1\)\(^-\)\(^2\) is a major source of weather predictability on the sub-seasonal time scale\(^3\)\(^-\)\(^5\) and has an important influence on the tropical weather\(^6\). The MJO is a major source of intraseasonal fluctuations in monsoon systems\(^7\)\(^,\)\(^8\) and modulates the development of tropical cyclones\(^9\). In addition, the MJO influences the extratropical regions through atmospheric teleconnections (e.g., refs.\(^10\),\(^11\)) and its activity may affect El Niño–Southern Oscillation (ENSO)\(^12\). For these reasons, many efforts have focused on forecasting the MJO\(^13\)\(^-\)\(^20\).

Significant advances in the understanding of the physics involved in the MJO and better dynamical forecasting systems have allowed improving the skill of MJO prediction. For the dynamical models, the prediction skill of MJO is sensitive to the background mean state, and the extratropical influence\(^18\). Boreal winter leads, for most models, to a higher prediction skill that reaches up to 25–26 days, except for the ECMWF model that approaches 5 weeks\(^20\).

Machine learning (ML) algorithms are nowadays widely used in science and technology. In climate science, a major problem where ML techniques can be useful is the representation of ocean mixing processes and atmospheric convection, which are poorly resolved in weather prediction models and global climate models\(^21\)\(^,\)\(^22\). ML techniques have also been used to forecast important climate phenomena, such as ENSO\(^23\), and to reconstruct the historical MJO index\(^23\) among others; however, to the best of our knowledge, ML algorithms have not yet been used to predict MJO, except for correcting the bias of dynamical models\(^24\).

To fill this gap, here we use ML techniques to predict the real-time multivariate MJO (RMM) index\(^25\), which is an index commonly used to describe the evolution of MJO. We consider the period between January 1, 1979 and December 31, 2020. We train two artificial neural networks (ANNs), a feed-forward neural network (FFNN) and an autoregressive recurrent neural network (AR-RNN). We show that these ANNs provide a mean prediction skill of about 26–27 days. We also show that they lead to a very good prediction of the MJO phase, but to an underestimation of the MJO amplitude. We also analyze the influence of the initial phase in the prediction skill and the seasonal dependence of the prediction skill, and we compare our results with those reported in the literature\(^13\)\(^-\)\(^20\).

This paper is organized as follows. In the next section, we present the results of the analysis of the RMM index using the two ANNs. To quantify the prediction skill we use two measures that are widely used in the literature, the bivariate correlation coefficient (COR) and the root-mean-squared error (RMSE). We present then the discussion of the results and our conclusions.
prediction skill, we see that the prediction skill is longer than 60 days, as, for both ANNs, RMSE never crosses this value for \( \tau \) values up to 60 days. A video\(^{26}\) showing the real and the predicted MJO evolution in the Wheeler–Hendon phase diagram clearly visualizes the very good prediction ability.

We then compute the error of the predictions for the MJO amplitude and phase (see Methods). The results are presented in Fig. 2, where we notice that, for both ANNs, the phase is well predicted but the amplitude is underestimated, and its absolute error grows as the lead time increases.

**Seasonally resolved prediction skill**

We now perform the same analysis for the dataset restricted to each season using the FFNN, which is the fastest and simplest of the two ANNs. The results are presented in Figs. 3 and 4.

In Fig. 3, we see a large difference in the prediction skill in different seasons. Boreal spring (March–May, MAM) and fall (September–November, SON), the transition seasons, are the least predictable with COR prediction skills of 23–24 days and 16–17 days, respectively. In boreal summer (June–August, JJA) the prediction skill is around 31 days, while in boreal winter December–February (DJF) it is around 45 days. We also note that DJF has the largest RMSE, which means that the prediction correlates well with the observations, but the predicted and actual values are quite different. On the contrary, JJA has a very low RMSE, which means that even if JJA has a lower COR than DJF, the prediction is more accurate. The transition seasons are in the middle, with SON showing larger RMSE than MAM, as found for COR. The highest COR and RMSE are for DJF, which is likely due to the fact that MJO is most active during the extended boreal winter (DJFM), which would also partially explain the large (yet smaller than DJF), RMSE of MAM.

Figure 4 displays the amplitude and phase errors as a function of the lead time (as in Fig. 2, but here for the individual seasons). We notice that boreal winter (DJF) has the largest amplitude error, while boreal summer (JJA) has the lowest one. Regarding the phase error, we note that in JJA the predicted MJO propagation is faster than the real one, while in the other three seasons, the predicted propagation is slower.

Finally, we study the dependence of the COR and RMSE prediction skill as a function of the MJO initial phase and the season. The results are presented in Figs. 5 (COR) and 6 (RMSE). In boreal winter (DJF in blue), we can notice that starting from phases 1, 2, 5, and 8 the prediction skill using COR is very high, in fact, it has a skill for up to 60 days or longer, while it falls below 20 days for phase 7. Nevertheless, Fig. 6 shows that for phases 5 and 8 the threshold is crossed below 30 days. By combining the information presented in the two figures, we can infer a prediction skill of about 60 days for phases 1 and 2.

For boreal fall (SON, orange) we also see a strong dependence of the skill on the initial phase: it is around 50 days for phases 4 and 7, while all other initial phases lead to prediction skills lower than 20 days. The skill in boreal spring (MAM, green) and summer (JJA, red) is more uniform across different initial phases, but the highest prediction skill achieved (given by COR) is around 40 days, and the lowest (below 20 days) are in phases 1, 3, 8 and 1, 5, 8, respectively. Overall, we can notice that the initial phase 1 provides a very high prediction skill in boreal winter, while it is low in all other seasons. Starting from phase 2, the prediction skill is larger than 35 days from December to May, while for initial phase 3 the highest prediction skill (around 40 days) is found in winter and summer. The initial phase 4 provides high skill (more than 40 days) in the transition seasons. Starting from initial phase 6, provides high skill from March to August, while starting from phase 7 gives a prediction skill above 40 days from June to November. Lastly, starting from phase 8 the prediction skill is always below 20 days.

In Fig. 6 we also notice that the RMSE for MAM and JJA never crosses the 1.4 threshold, for up to 100 days.

**DISCUSSION**

We have used two types of ANNs to predict the MJO. We have used a feed-forward neural network (FFNN) and an autoregressive recurrent neural network (AR-RNN) to predict the daily Real-time
Multivariate MJO indices, RMM1 and RMM2, analyzing the period between January 1, 1979 and December 31, 2020. First, we considered the whole dataset, and in the second step, we considered individual seasons (boreal winter, DJF, spring, MAM, summer, JJA, and fall, SON). We have quantified the prediction skill as a function of the leading time, \( \tau \), using standard magnitudes and thresholds (COR and RMSE with thresholds 0.5 and 1.4, respectively). For the full dataset, using COR we have found a prediction skill of 26–27 days, which is comparable to most dynamical models. Using the RMSE, the prediction skill we have obtained is up to 60 days.

We have obtained a very good prediction of the RMM phase, but a poorer prediction of the RMM amplitude, which was systematically underestimated. Comparing these results with those reported in ref. 28, we notice that the two ANNs used here lead to a worse prediction of the amplitude, but to a better prediction of the phase, in comparison with the predictions obtained from most dynamical models. The larger amplitude error is due to the systematic underestimation, as the error adds up. In contrast, dynamical models sometimes overestimate and sometimes underestimate, which leads to a lower amplitude error, due to partial compensation of positive and negative errors.

Consistent with previous studies, we have found significant differences among seasons. We found that boreal fall and spring have the lowest prediction skill, being 16–17 and 23–24 days, respectively. In accordance with refs. 27,29–31, we found the highest prediction skill in boreal winter, which in our case is of around 45 days. Another study found the highest prediction skill in boreal fall. In boreal summer we have found a prediction skill of about 31 days.

We have also studied the dependence of the prediction skill as a function of the initial MJO phase. We have found large variability in prediction skills in boreal winter and fall. In the best conditions, in boreal winter with an initial MJO phase of 1 and 2, the ANN has a prediction skill for up to 60 days or more. Our results indicate that the most difficult conditions to predict MJO is in boreal fall when the initial MJO phase is phase 1.

A major advantage of the ANNs considered is that they are computationally low-cost, and they do not have the limitations of dynamical models, where the MJO prediction skill depends strongly on the model’s physics, initialization, and ocean–atmosphere coupling processes. On the other hand, the very own nature of ANNs preclude the understanding of the physical processes involved and thus they represent a complementary approach that, according to our results, is worth pursuing.

For future work, the MJO prediction skill could potentially be improved by training the ANNs independently for each season (for simplicity, here we have trained them on all seasons and tested them on individual seasons). A study of the predictability barrier of the RMM index from different seasons and phases could also shed light on the results obtained with machine learning methods33.

METHODS

Dataset

We use the daily Real-time Multivariate MJO indices, RMM1 and RMM2, which are the first and second principal components of the combined empirical orthogonal functions (EOFs) of outgoing longwave radiation...
(OLR), zonal wind at 200 and 850 hPa averaged between 15°N and 15°S. Using these two variables in a phase diagram it is possible to define the MJO phase and amplitude. The phase is classified in one of eight sectors of the phase diagram defining the observed MJO life cycle, while an amplitude smaller than 1 corresponds to a non-active MJO, RMM1 and RMM2, as well as the phase and amplitude since June 1, 1974 were downloaded from ref. 34. The same tools used in this study could also be applied to other MJO indices, such as the OLR MJO index (OMI), the original OLR MJO index (OMI), the real-time OLR MJO index (ROMI), and the filtered OLR MJO index (FMO), which can be downloaded from ref. 35.

Due to missing data in the first years we limit the study to the period between January 1, 1979 and December 31, 2020, which is L2-normalized.

**Prediction skill quantifiers and errors**

We use the same quantifiers of the prediction skill as in ref. 18, which are adapted from refs. 27,36. The bivariate correlation coefficient (COR) and the root-mean-squared error (RMSE) are defined as:

\[
\text{COR}(\tau) = \frac{\sum_{t=1}^{N} |a_1(t)b_1(t, \tau) + a_2(t)b_2(t, \tau)|}{\sqrt{\sum_{t=1}^{N} |a_1(t)| \sqrt{\sum_{t=1}^{N} |b_1(t, \tau)|} + \sqrt{\sum_{t=1}^{N} |b_1(t, \tau)| \sqrt{\sum_{t=1}^{N} |b_2(t, \tau)|}}}.
\]

\[
\text{RMSE}(\tau) = \frac{1}{N} \sum_{t=1}^{N} |a_1(t) - b_1(t, \tau)|^2 + |a_2(t) - b_2(t, \tau)|^2
\]

where \(a_1(t)\) and \(a_2(t)\) are the observed RMM1 and RMM2 at time \(t\) and \(b_1(t, \tau)\) and \(b_2(t, \tau)\) are the respective forecasts for time \(t\) with a lead time of \(\tau\) days, and \(N\) is the number of predictions. COR expresses the strength of co-occurrence between the forecast and the observations, while RMSE does a term-by-term comparison of the actual difference between the forecast and the observations. The values COR = 0.5 and RMSE = 1.4 are usually used as skill thresholds27; the prediction skill refers to the time when the COR falls below 0.5 and RMSE grows above 1.4.

**Artificial neural networks (ANNs)**

In this study, we use two well-known ANNs, schematically shown in Fig. 7: a feed-forward neural network (FFNN) and an autoregressive recurrent neural network (AR-RNN), both having an input layer of 300 units.

The FFNN uses the last point of the input layer and links it to one hidden layer composed of 64 units, itself linked to an output layer of \(r\) units fully connected, where \(r = 5, 10, \ldots, 100\) is the forecast lead time. Each input and output is composed of two values, corresponding to RMM1 and RMM2, as shown in Fig. 7a.

The AR-RNN is a single gated recurrent unit (GRU)37 layer composed of 64 units, displayed in Fig. 7b. Instead of predicting the entire output sequence in a single step, with this recurrent neural network, we decompose the prediction into individual time steps that are fed back into the network after a warm-up, which updates the internal state of the network and discards the outputs considering them poor predictions. GRU is chosen over a classical RNN to prevent the vanishing gradient problem, which corresponds to the potential tendency of the loss function gradients to approach zero, making the backpropagation of the error to

---

**Fig. 5** Seasonally resolved COR as a function of the initial MJO phase. COR as a function of the initial MJO phase and forecast lead time \(\tau\). Each plot corresponds to a different season: boreal winter (a; blue), spring (b; green), summer (c; red), and fall (d; orange).
not affect the first layer neurons of a multi-layer network. It is also preferred over a long short-term memory ANN due to the lower computational time required. Since we don’t have several hidden layers, the vanishing gradient problem is not an issue, and in this way, we leave open the possibility of increasing the number of layers for achieving a better prediction skill.

For the FFNN the activation function is a rectified linear activation function (ReLU), which is responsible for transforming the summed weighted input from the node into the activation of the node or output for that input. Sigmoid functions generally work better in the case of classifiers, and just like tanh functions might be avoided due to the vanishing gradient problem. If by increasing the number of hidden neurons one might encounter multiple dead neurons, i.e., non-active neurons, we suggest using the leaky version of ReLU, or its parameterized version.

The mean squared error (MSE) is used as a loss function, which is the default loss used for regression problems and the RMM values are not widely spread and do not have outliers, which motivates this choice instead of using mean squared logarithmic error (MSLE) or mean absolute error (MAE).

Finally, the Adam optimizer is used for training, with a maximum of ten epochs. We selected patience of 1, used for the early stopping of the training to avoid overtraining, which corresponds to the delay in stopping. Adam optimizer is chosen being the best common method among adaptive optimizers, which doesn’t require a tuning of the learning rate value. The maximum number of epochs is never reached as the learning is stopped if the validation error starts growing. We could increase the patience to account for possible local minima of the validation error, but that would require more computational time, and

---

**Fig. 6** Seasonally resolved RMSE as a function of the initial MJO phase. RMSE as a function of the initial MJO phase and forecast lead time $\tau$. Each plot corresponds to a different season: boreal winter (a; blue), spring (b; green), summer (c; red), and fall (d; orange).

**Fig. 7** ANN architecture. Diagram of the ANNs employed in this study. a represents the FFNN, while b the AR-RNN.
we preferred to use fast and simple ANNs for a demonstration of their ability for MJO prediction.

To perform the backtesting or hindcast, we selected a train-validation-test splitting that preserves the temporal order of observations. Other methods like multiple train-test splits or the walk-forward validation could be applied and would result in a more robust estimation of the model performance on out-of-sample data. The drawback of such methods is the cost of creating multiple models, which would sensibly slow down the training.

The dataset is divided into three sets: the train set contains data from 1 January 1979 to 30 November 2006, the validation set, from 1 December 2006 to 30 November 2015, and the test set, from 1 December 2015 to 31 December 2020.

The ANNs are trained on the train set, and the model’s internal parameters are updated every 16 (batch size) exposure of different training samples. After the training, the ANN is evaluated using the validation set to fine-tune the hyperparameters. This training and validation process is repeated a maximum of ten times. Then, a single evaluation is performed using the test set, which was not previously seen by the ANNs.

DATA AVAILABILITY

The RMM data is freely available in ref.34.

CODE AVAILABILITY

The Keras Tensorflow trained FFNN can be found in ref. 39.
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