Enhanced nematic and antiferromagnetic phases in the spin-fermion model for strained iron pnictides
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Abstract

The effects of anisotropic superexchange and Fe–Fe hoppings on phase transitions in the undoped three-orbital spin-fermion model are investigated to understand the experimentally reported strain effect in BaFe\textsubscript{2}As\textsubscript{2}. Monte Carlo simulated phase diagrams show that both the collinear antiferromagnetic and nematic transitions shift toward high temperature with the increasing magnitude of anisotropies, qualitatively consistent with experimental observation. Thus, both the anisotropic superexchange and Fe–Fe hoppings are suggested to be responsible for the variation of the transition temperatures of BaFe\textsubscript{2}As\textsubscript{2} with uniaxial stress. In addition, we observed a 90 degree rotation of the collinear antiferromagnetic order, accompanied with a reversal of the orbital occupancy at the Fermi surface when the sign of the superexchange anisotropy changes, further supporting previous predictions by first principles calculation.

1. Introduction

In the past few years, numerous phase transitions in iron-based superconductors have attracted broad research interest both experimentally and theoretically [1–3]. Experimentally, the long range collinear antiferromagnetic (AFM) order with a wave vector \((\pi, 0)\) (depicted in figure 1(a)) is stabilized at low temperatures \((T)\) in undoped and underdoped iron pnictides, and universally accompanied with an orthorhombic lattice distortion with a longer lattice constant along the AFM direction (the \(x\)-axis in figure 1(a)). The structural (tetragonal to orthorhombic) and AFM transitions are closely related, and the former transition temperature \(T_S\) is either equal to or slightly higher than the AFM transition temperature \(T_N\) [4, 5]. To understand these results, the nematic order is suggested to be developed before the stabilization of the long range AFM order, which drives the structural transition, although no consensus has been reached so far [6–8]. In addition, the possible origin of the nematic state has been theoretically investigated from various approaches, and the biquadratic interaction is believed to play an important role [9–11].

Recent experiments have also demonstrated the significant influence of uniaxial pressure on both the structural and magnetic transitions in iron pnictides [12–14]. Specifically, both of these transitions in BaFe\textsubscript{2}As\textsubscript{2} shift toward high \(T\) when a compressive stress is applied along the shorter axis, as revealed in neutron scattering experiments. Several theoretical attempts have been made to understand this fascinating phenomenon [15–17]. For example, the magneto-elastic model has been proposed to study the variation of transition temperatures with uniaxial stress, which qualitatively reproduces the experimental results. It is suggested that magneto-elastic coupling can make the AFM bonds longer than the ferromagnetic (FM) ones in the magnetic state, and in turn results in a change of the transition temperatures under uniaxial strain [15]. In addition, the classical Heisenberg spin model for iron pnictides has been analytically studied using the effective classical field theory. From the pure magnetically driven electronic nematicity point of view, the experimental results can also be well reproduced [16]. Most recently, the effects of uniaxial stress in BaFe\textsubscript{2}As\textsubscript{2} and CaFe\textsubscript{2}As\textsubscript{2} were investigated based on density
functional theory and the phenomenological Ginzburg–Landau model. It is predicted that the FM and AFM directions can be interchanged (the (π, 0) AFM state is replaced by (0, π)), as shown in figure 1, and the orbital occupancies at the Fermi surface are reversed at the critical uniaxial stress when the sign of the orthorhombicity is changed. This phenomenon can be qualitatively understood from the competition between the magnetoelastic coupling and the applied stress [17].

All of these examples help us to understand the physics in iron pnictides to some extent. However, only the localized spins are considered in the models referred above, while the role of itinerant electrons, which is essential for understanding some experimental phenomena (the anisotropy of electrical transport, as an example), is completely ignored [18]. In fact, the itinerant character of electrons should not simply be ignored because most of these iron pnictides are metallic. Fortunately, the spin-fermion (SF) model, in which both itinerant electrons and localized spins are included, has been proposed to simulate pnictide superconductors [19, 20], and the initial calculations have demonstrated the great success of this model for explaining the complicated physics in these systems [21–23]. More interestingly, the SF models are rather similar to the double-exchange model for manganites, allowing one to naturally transfer the research techniques used in the study of manganites to that of iron pnictides [24]. For example, the exchange anisotropies are emphasized in the double-exchange model to simulate the features of the strained manganite thin films, and are suggested to be responsible for the anisotropic resistivities [25]. Naturally, one may expect to use a similar technique to study strained BaFe2As2. As a matter of fact, a strong anisotropy of the nearest-neighbor (NN) exchange in the magnetic state has been experimentally reported in iron superconductors [26, 27]. Moreover, the magnitude of anisotropy should be changed with the variation of lattice distortion under applied uniaxial stress. However, a detailed theoretical study of the effects of the superexchange and Fe–Fe hopping anisotropies on the phase transitions in strained BaFe2As2 is not currently available, although the anisotropic exchange coupling has been considered in some of the earlier classical magnetic models without considering the itinerant characters [28, 29].

Therefore, we study the modified three-orbital SF model using the Monte Carlo (MC) method in order to understand the phase transitions in strained BaFe2As2. The experimentally reported variation of the transition temperatures under uniaxial stress can be qualitatively reproduced when the superexchange and itinerant Fe–Fe hopping anisotropies are taken into account. In addition, it is observed that the FM and AFM directions are switched, accompanied by a reversal of the orbital occupancy at the Fermi surface when the sign of the superexchange anisotropy changes as a result of the sign-change in orthorhombicity, confirming earlier first principles prediction.

2. Model and method

The modified SF model Hamiltonian can be given by:

\[
H = - \sum_{\sigma\alpha\beta} \sum_{i,j} t_{\alpha\beta}^{i,j} (c_{\alpha\sigma j,\beta}^{+} c_{\alpha\sigma i} + h.c.) - J_{\text{Hund}} \sum_{i} \vec{S}_{i} \cdot \vec{\sigma}_{i}
+ \sum_{\langle ij \rangle} f_{\text{NN}} \vec{S}_{i} \cdot \vec{S}_{j} + J_{\text{NNN}} \sum_{\langle k \rangle} \vec{S}_{i} \cdot \vec{S}_{k}
- f_{\text{BS}} \sum_{\langle ij \rangle} \left(\vec{S}_{i} \cdot \vec{S}_{j}\right)^{2}
\]

(1)

The first term denotes the Fe–Fe hoppings of itinerant electrons with fermion spin \(\sigma\) in the \(d_{xz}, d_{yz}\), or \(d_{xy}\) orbitals. \(c_{\alpha\sigma j,\beta}^{+}\) (\(c_{\alpha\sigma i}\)) creates (annihilates) an electron at orbital \(\alpha\) of site \(i\). Here, both NN and diagonal next-nearest-neighbor (NNN) hoppings are considered, and the hopping amplitudes are set as \((t_1, t_2, t_3, t_4, t_5, t_6, t_7, t_8) = (0.02, 0.06, 0.03, -0.01, -0.2, 0.3, -0.2, -0.1)\) in units of eV, the same as previous reports (the detailed
mathematical forms can be found in equations (1)–(3) of [30]). In addition, the energy difference between the $d_{xy}$ and the degenerate $d_{yz}/d_{xz}$ orbitals $\Delta_{\pi}$ is set to be 0.4 eV, and the average itinerant electron density used here is chosen as 4/3. The second term is the Hund interaction between the localized spin $S$ and the itinerant–fermion at site $i$ with coupling $H_{\text{Hund}} = 0.1$ eV. The third term is the AFM superexchange interaction between NN localized spins with $J_{\text{NN}} = 0.015$ eV, and the fourth term is that between NNN localized spins with coupling $J_{\text{NNN}} = 0.01$ eV. At last, the biquadratic interaction $I_{\text{NN}} = 0.003$ eV between NN localized spins is also considered because this term is suggested to be very important for the nematic order and cannot be neglected in any models for pnictide superconductors [31].

It is expected that a compressive stress applied along the shorter axis will further enhance the orthorhombic distortion, and in turn enhance the anisotropy of the NN superexchange interaction [29]. Thus, the influence of the anisotropy of the NN superexchange interaction on the phase transitions is investigated in order to simulate the effect of the uniaxial stress reported in experiments. Here, a parameter $A_{J} = I_{\text{NN}}/J_{\text{NN}} - 1$ (satisfying the constraint $I_{\text{NN}} + J_{\text{NN}} = 2J_{\text{NN}}$) is defined to characterize the degree of the NN superexchange anisotropy. On the other hand, the NN Fe–Fe hopping amplitudes ($t_{1}, t_{2}, t_{5}$, and $t_{7}$) could also become anisotropic in the strained system. Up to now, a clear relation between the Fe–Fe hoppings and lattice constant is not available [32], and as a first order approximation the anisotropies of the Fe–Fe hoppings between different orbitals are simply characterized by $A_{J} = t_{i\text{NN}}/t_{i\text{NN}} - 1$ with the constraint of $I_{\text{NN}} + J_{\text{NN}} = 2J_{\text{NN}}$, which is orbital-independent, as for strained manganites [25]. Moreover, both the NNN superexchange interaction and Fe–Fe hoppings are less affected by the applied stress, and their anisotropies are not considered in this work.

The above Hamiltonian at finite $T$ was studied via a well-known MC method on a two-dimensional 8 × 8 lattice with periodic boundary conditions [24]. In the simulation, the first $10^{4}$ MC steps are used for thermal equilibrium and another $2 \times 10^{4}$ MC steps are used for measurements. To illustrate the development of the collinear AFM orders, the spin structure factor $\Phi$ is calculated [33]. On the other hand, the spin nematic order parameter can be defined as: [34]

$$
\Psi = \left| \frac{1}{2N} \sum \left( \vec{S}_{i} \cdot \vec{S}_{i+x} - \vec{S}_{i} \cdot \vec{S}_{i+y} \right) \right|,
$$

where $N$ is the number of sites. At last, the magnetic susceptibility $\chi_{\Phi}$ and the nematic susceptibility $\chi_{\Psi}$ are also calculated to estimate the magnetic and nematic transition temperatures $T_{N}$ and $T_{S}$, respectively.

3. Results and discussion

As discussed above, the NN superexchange anisotropy should be enhanced further when a compressive stress is applied along the FM (shorter bonds) direction. Thus, the effect of positive $A_{J}$ on the phase transitions is investigated, and the corresponding results are given in figure 2. First, the anisotropy of the Fe–Fe hoppings is not taken into account ($A_{J} = 0$) to clarify the role of $A_{J}$. When $T$ falls down to the critical point (~118 K for $A_{J} = 0.14$), $\Phi(\pi, 0)$, the spin structure factor at the wave vector $(\pi, 0)$ increases from the background baseline, preceding the development of the $(\pi, 0)$ AFM order. The AFM transition temperatures for various $A_{J}$ can be estimated from the positions of the peaks in $\chi_{\Phi}(\pi, 0)$, as shown in figure 2(b). It is clearly shown that the AFM transition shifts to higher $T$ as $A_{J}$ increases, indicating that the $(\pi, 0)$ AFM order can be further enhanced by the superexchange anisotropy. In addition, a similar effect of $A_{J}$ on the nematic transition has also been observed in our simulations. The nematic transition points for various $A_{J}$ are estimated from the calculated $\Psi$ and $\chi_{\Psi}$, as given in figures 2(c) and (d), respectively. It is clearly shown that the transition from the paramagnetic (PM) order to the nematic one occurs at a higher temperature for a larger $A_{J}$.

The enhancements of the AFM and nematic orders with increasing $A_{J}$ may be qualitatively understood from the energy landscape. On one hand, in such a frustrated spin system, the collinear AFM and nematic orders can be developed due to strong competition between the NN and NNN AFM exchange interactions [35]. On the other hand, the energy gain from the NN exchange interaction due to the transition from the PM order to the nematic one increases quickly as $A_{J}$ increases. At the same time, the variation of the other couplings in this transition is almost independent on $A_{J}$. Consequently, the effective couplings in the $(\pi, 0)$ AFM and nematic orders are enhanced by positive $A_{J}$ and stronger thermal fluctuations are needed to break these two orders, resulting in the increases of $T_{N}$ and $T_{S}$. As a result, it is observed that both the $(\pi, 0)$ AFM and nematic transitions shift toward the higher $T$ with increasing $A_{J}$, qualitatively consistent with the experimental report on strained BaFe$_{2}$As$_{2}$. Furthermore, the separations between $T_{S}$ and $T_{N}$ ($T_{N} > T_{S}$) are observed for all $A_{J}$, indicating that the nematic order can be developed in advance of the AFM order. The stabilization of the nematic state above $T_{N}$ may be due to the positive biquadratic interaction, as systematically discussed in our earlier work [23].

Subsequently, we paid attention to the effect of the Fe–Fe hoppings anisotropy $A_{J}$ on the phase transitions in iron pnictides. The study in this part is based on the simplified assumption that all the NN hoppings ($t_{1}, t_{2}, t_{5}$, $t_{7}$,
and \( t_2 \) change with the lattice constant or Fe–As–Fe angles in the same way. In addition, a small positive \( A_J = 0.14 \) is considered here to provide a bias field to avoid multi-axes of magnetic domains [36]. The simulated results are summarized in figure 3 which shows the simulated phase diagram in the \((A_J, T)\) parameter space. It is observed that both \( T_N \) and \( T_S \) slowly increase with the increase of \( A_J \), demonstrating that both the AFM and nematic orders are also favored by the anisotropy of the Fe–Fe hoppings. However, one may note that the variation of the transition temperatures due to \( A_J \) is much smaller than that caused by the same valued \( A_J \). Thus, our simulations suggest that the effect of the anisotropic Fe–Fe hopping on the phase transitions in strained pnictides is much weaker than that of the anisotropic superexchange, in contrast to the case of strained manganites.

So, in this work, we found that both anisotropic superexchange and Fe–Fe hopping are partly responsible for the experimentally reported variation of the magnetic and structural transition temperatures of BaFe\(_2\)As\(_2\) with

---

**Figure 2.** Calculated \( \Phi(\pi, 0) \) (a) and its susceptibility \( \chi_{\Phi(\pi, 0)} \) (b), \( \Psi \) (c) and \( \chi_{\Psi} \) (d) as a function of \( T \) at \( A_J = 0 \) for various positive values of \( A_J \).

**Figure 3.** The phase diagram in the \((A_J, T)\) plane at \( A_J = 0.14 \).
external uniaxial stress. In the earlier theoretical work, magneto-elastic coupling is suggested to contribute to the variation of the transition temperatures. This viewpoint is not contrary to the conclusion in this work. Instead, the origin of the in-plane magnetic anisotropy may be attributed to the magneto-elastic interaction, as experimentally revealed in some other materials [37, 38]. Thus, it is suggested here that such a mechanism may also work in the iron pnictides such as BaFe$_2$As$_2$ [39]. Furthermore, no obvious dependence of the values of $T_{S-T_N}$ on either $A_J$ or $A_t$ is observed, consistent with our earlier conclusion that the formation of the nematic order is almost independent of the exchange anisotropy [23].

Most recently, the interchange between the FM and AFM directions has been predicted in the density functional theory calculations when the sign of the orthorhombicity is changed at a critical uniaxial stress in BaFe$_2$As$_2$ [17]. In the present work, this phenomenon is also studied based on the fact that the sign of $A_J$ may change with the predicted orthorhombicity jump. In addition, it is expected from the symmetries of the model Hamiltonian that the sign change of $A_J$ should generate a 90 degree rotation of the collinear AFM order. This viewpoint has been confirmed in our simulation. The simulated results for various negative $A_J$ at $A_t = 0$ are presented in figure 4. At the transition point, (∼116 K for $A_J = -0.14$), the spin structure factor $\Phi(0, \pi)$ increases (figure 4(a)) while $\Phi(\pi, 0)$ remains small (not shown here), indicating the development of the $(0, \pi)$ AFM order. Thus, in our simulation, the replacement of the $(\pi, 0)$ AFM order by $(0, \pi)$ is observed when the sign of $A_J$ is changed. In addition, both the $(0, \pi)$ AFM and nematic orders are enhanced by negative $A_J$, resulting in the increases of $T_N$ and $T_S$ as the magnitude of $A_J$ increases, as indicated by the results of the magnetic and nematic susceptibilities given in figures 4(b) and (d), respectively. Furthermore, figure 5 shows the calculated phase diagram for negative $A_J$, which also exhibits an obvious region with the nematic order in the absence of the long range AFM one.

On the other hand, the occupancies of the three orbitals at the Fermi surface in the AFM states are also investigated in our simulation. Figure 6(a) shows the orbitally resolved electronic density of states DOS($\omega$) for the perfect $(\pi, 0)$ AFM order. Here, the well-known twisted boundary conditions are used to reduce finite size effects in the measurement, and the number of possible momenta in the FM or AFM directions is selected to be 256 [40, 41]. Similarly to previous findings, the $(\pi, 0)$ AFM order opens a pseudogap in the $d_{xz}$ orbital, and the $d_{xy}$ orbital is dominant at the Fermi level ($\omega$ equals chemical potential $\mu$) [21]. Actually, this interesting property is suggested to be essential in the understanding of the transport anisotropy between the FM and AFM directions.

![Figure 4](image-url)

**Figure 4.** Calculated $\Phi(0, \pi)$ (a) and its susceptibility $\chi_{\Phi(0, \pi)}$ (b), $\Psi(\pi, 0)$ (c) and $\chi_{\Psi}(\pi, 0)$ as a function of $T$ at $A_t = 0$ for various negative values of $A_J$.
in pnictide superconductors due to the fact that the $d_{xz}$ Fermi surface population favors transport along the AFM bonds (x axis in figure 1(a)) [21]. Figure 6(b) shows the calculated DOS($\omega$) for the (0, $\pi$) AFM order, which clearly demonstrates that the $d_{yz}$ orbital is dominant at the Fermi surface. Thus, our simulations show that the ferro $d_{xz}$ Fermi surface orbital order can be stabilized for the (\(\pi, 0\)) AFM order at low T under positive A_J, while the ferro $d_{yz}$ one can be developed for the (0, $\pi$) AFM order under negative A_J. In other words, the orbital occupations $d_{xz}$ and $d_{yz}$ at the Fermi surface are reversed when the sign of A_J is changed, which is compatible with earlier theoretical prediction [17].

4. Conclusion

In summary, we investigated strain effects on the phase transitions in BaFe$_2$As$_2$ by the Monte Carlo simulation of the undoped three-orbital spin-fermion model taking into account the superexchange and Fe–Fe hopping anisotropies. Both the collinear antiferromagnetic and nematic transition temperatures increase as the magnitude of the anisotropies increases, qualitatively agreeing with the experimental results. Thus, our simulations indicate that both anisotropic superexchange and Fe–Fe hopping may contribute to the variation of the transition temperatures of BaFe$_2$As$_2$ with uniaxial stress. Furthermore, the reversal of the orbital occupancy at the Fermi surface and the switch between the ferromagnetic and antiferromagnetic directions are observed when the sign of the superexchange anisotropy changes, compatible with the earlier prediction by the first principles calculation.
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