Özet— Bu çalışmada, bir öğrencinin üstün zekâlı ve yetenekli olarak aday gösterilmesi için geliştirilen 69 soruluk ölçekten öğretmenin kararında en etkili soruların seçilmesine dair araştırmalar yapılmıştır. Bu amaçla Nitelik Eleme ve Ki-kare Filtre yöntemleri kullanılmıştır. Ayrıca çalışmadan bir öğrencinin üstün zekâlı ve yetenekli olarak aday göstermediği durumda veri analizinde daha rasyonel kararlar elde edileceğine inanılmıştır. 
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Asking the Right Questions to Nominate A Student as Gifted and Talented: A Machine Learning Approach

Abstract— In this study, it is aimed to reduce the number of questions from a 69-item scale, which is developed to nominate a student as gifted and talented by selecting the most effective questions. For this purpose, Recursive Feature Elimination and Chi-Square Filter feature selection methods are used. Also, it is aimed to find the best performing machine learning algorithm to nominate a student as gifted and talented in this study. To achieve this, analyses are performed with Random Forest Algorithm, C4.5 Decision Tree Algorithm, and Naive Bayes Classifier machine learning algorithms. As a result of the analyses; the 69-item scale was reduced to 20 questions by using Chi-Square Filter method, and then when Naive Bayes Classifier was applied to this new data set, the model nominated a student with 92% accuracy as gifted and talented. It is thought that the proposed model will save time in the nomination process and prevent the distraction of attention that can be caused by the high number of questions when teachers fill out the scale. Also, it is believed that more rational decisions will be made in the nomination process by working with data-based prediction models.
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1. INTRODUCTION

Most of the children are different from each other by having one or more traits and this may cause some advantages and disadvantages in children’s educational lives. One of these individual differences is intelligence. Although having higher intelligence than peers is often seen as an advantage, gifted and talented students fall into a disadvantaged position within the education system, because their educational and social-emotional needs are not usually met. Gifted and talented students are disadvantageous regarding the social-emotional aspect due to their asynchronous developments. Researches indicate [1–3] that gifted and talented individuals develop earlier emotionally and socially as well as intellectually. It is common for gifted and talented students starting from early adolescence to prefer the company of adults due to more similar levels of maturity overall. Therefore, it is often difficult for them to socialize. They also have disadvantages in terms of educational needs. First, public schools’ curriculum content does not usually match gifted and talented students’ interests or abilities. It usually requires gifted and talented students to repeat previously learned material. Also, the learning pace is slow for these students. For all these reasons, gifted and talented students feel unchallenged, usually resulting in a lack of motivation and underachievement [4].

Gagné [5] conceptualized giftedness as high-level skills in particular domains that were blossomed from natural abilities through education. In this regard, giftedness according to him was a result of genetics and the environment. Similarly, Subotnik [6] contended that giftedness was not equal to IQ, it was a dynamic construct instead. She had a developmental concept of giftedness which emphasized the importance of educational experiences, especially in the early grades. Hence, she suggested that gifted and talented children would improve their skills over time and their abilities would transform into expertise and outstanding performance in terms of scholarly productivity, innovation, or artistry.

The main objective of the identification of gifted and talented individuals is the discovery and further development of the individual abilities, potentials, and interests of these individuals [7]. These comprehensive ways of conceptualizing giftedness via talent development models enabled educators to have a broader and more diverse identification process than the traditional psychometric view. So that education can focus on all types of gifted and talented learners’ unique needs in the school system instead of labeling and isolating them. In virtue of recent theories of giftedness and current identification processes learning experiences may take into account the abilities, interests, learning styles, and preferred modes of expression of gifted and talented students. These current identification processes apart from standardized tests on cognitive ability, general achievement, and creativity include different approaches which are summarized as follows [8]:

- Teacher observations, including anecdotal reports and informal assessments (a simple anecdote or student writing, an example from problem solving or artistic production, etc.),
- Notification of parents,
- Various checklists and inventories,
- The nomination of the student himself/herself,
- Portfolios,
- Peer nomination,
- Specialized tests (e.g. creative writing, spatial or mechanical ability).

These traditional and alternative assessment tools are seen as a means of leading to an important preliminary identification [8]. Elliott et al. [9] noted that the most common ways of alternative identification for gifted and talented students are classroom teachers and parental observations and rating scales. The nomination is expressed as the first step of the identification process [10]. The identification process of a gifted and talented student in Turkey also begins generally in primary education level by teacher nomination for programs where special education is provided, especially for Science and Art Centers (SACs) which are the most accessible after school programs for gifted and talented learners in Turkey. In SACs, all students receive an education appropriate to their needs and abilities [11]. However, the fact that the nomination process is based on the subjective premise in this way also brought about the questioning of the reliability of the evaluation [12]. The Government of Western Australia Department of Education [12] has stated that subjective opinions should be supported by objective measures. Merrick and Targett [13] emphasized that if the nomination process is not supported by checklists or other similar means but only by the subjective judgment of the teacher, this could result in the inefficient and weak conclusion of the process. A mistake made by the teachers in the process of nomination may deprive students of receiving special education [14].

In this situation, where the process of nomination is so important and critical, teachers must choose the right questions from the questionnaires which embrace current concepts and theories of giftedness. For this reason, this study is aimed to enable teachers to ask the right questions to determine if a student is a candidate for identification. Thus, the authors will be able to determine the most important attributes that affect a teacher’s decision to nominate a student for gifted and talented programs. At this stage, the authors benefited from the feature selection methods and this can be seen as one of the contributions of the proposed study. Furthermore, this study is also aimed to find the best performing machine learning algorithm to nominate a student as gifted and talented. To nominate a student as gifted and talented, the classical statistical methods used in the literature and machine learning methods are different. In classical statistical methods, the teacher generally evaluates the student based on a certain threshold value according to the score obtained from the checklist. Machine learning techniques do not use a scoring system or threshold value but make predictions based on
data. In this study, it is aimed to contribute to the controversial literature on the effectiveness of the teacher nomination of students as gifted and talented candidate. [11, 15–27] with machine learning techniques, different from the classical statistical methods. It is thought that the proposed model will save time in the nomination process and prevent the distraction of attention that can be caused by the high number of questions when teachers fill out the scale. Also, it is believed that more rational decisions will be made in the nomination process by working with data-based prediction models. Furthermore, teachers might nominate students more accurately and easily.

2. LITERATURE REVIEW

In the early stages of the development of the literature on giftedness and talent, intelligence and ability were treated as two separate concepts, and there was a belief that intelligence was genetic only. And it was enough to be included in the 1% of the general mental ability of the Stanford-Binet Intelligence Test to qualify as gifted and talented [15]. As time passed by, this view has left its place to a multidimensional concept of intelligence that goes hand in hand with the concept of ability. It became widely accepted that giftedness and talent were multidimensional structures composed of different abilities. The emphasis on the effect of education on the development of intelligence also gained importance and “talent development” concept arises. Meanwhile, the relation between intelligence and academic success was started to be interrogated. The belief that gifted and talented children should be academically successful was perished. Therefore, the concepts of academic giftedness and creative giftedness were emerged [28]. As the field progressed, it became evident that students in special situations such as twice-exceptional students (students who are gifted but also have a special need or disability) or underachievers could be gifted and talented, and the concepts of intelligence and ability began to be addressed in a more comprehensive and flexible manner instead of one dimensional and generally accepted ones. At this point, the differentiation of the identification process began. The belief that recognition and acceptance to certain training programs is unfair and inadequate to be limited to academic achievement or to points scored by standardized intelligence tests has begun to prevail. It was concluded that there could be no excellent identification method that could allow acceptance of all gifted and talented programs and could cover all the dimensions of intelligence at once. Therefore, the emphasis on assessing children with versatile measuring tools has increased [29].

Nomination by teachers is the most widely used form of alternative assessment in the world [30]. Nomination by teachers is an important step in identifying these students. Terman’s research on children aged 8–13 years between 1920 and 1945 was the first systematic study on this subject. He benefited from the observations of teachers and families in identifying gifted children and found out that the teachers’ observations were far more accurate than the parents’ [31]. While worldwide, the nomination by teachers is one of the main components of evaluation scores to seize the opportunity of gifted and talented programs, in Turkey, it is used as a prerequisite for the identification of students who will be directed to the implementation of more standardized diagnostic tools for SACs. In the process of identifying the gifted and talented students who are continuing to SACs, a three-step diagnosis is made: the class teachers nominate the children they consider to be gifted and talented by completing teacher observation forms; a general and collective assessment using the Basic Abilities Test and an individual assessment using the WISC-R (Wechsler Intelligence Scale for Children - Revised) intelligence test. In Turkey, nomination by teachers is not used outside SACs. There is no other teacher nomination scale other than the nomination scale developed for SACs. However, there is a greater need for these scales to diagnose the students better and to meet the students’ needs [32].

There are some advantages and disadvantages to using a scale for nomination. This nomination process, called teacher-parent-peer self rating, gives us much more vivid, experiential, and versatile information about the student. For example, motivation, which is a sign of superior intelligence, can be more informative than standardized tests on criteria such as creativity, leadership, executive functions, or a specific area of interest/ability [33]. In addition to this, no matter how many measurement tools are used to measure gifted and talented students, it is an important factor that it is a human being who will do the assessment and will direct the child to the relevant training program. Therefore, the development of an accurate nomination scale will enhance both reliability and validity in terms of both measurement and evaluation [33], because well-designed scales enable teachers to summarize their perception of students which are derived from a large number of observations [32]. Another important aspect of these scales is their rareness. Using scales for nomination by teachers is one of the few available assessment tools of creativity, leadership, and motivation [34].

Naturally, using a scale for nomination has also some limitations. There are problems such as being subjective in the first place and depending on the level of knowledge and consciousness of the person who is identifying. There are some studies which have shown that the nominations by the teachers do not give very accurate results in determining the talented students and are not adequate on their own [11, 17–23, 15], however, need to be used as a criterion [35–38]. The most important mistakes and shortcomings in the foreground of the inadequacy of nominations by teachers can be listed as follows [10, 39]:

- The failure in separating the successful students and gifted and talented students,
- Insufficient knowledge of the characteristics of gifted and talented children,
- The lack of knowledge on the definition of giftedness and talent,
- The teacher's lack of understanding of the meaning of nomination,
• Prejudiced behavior towards the socio-economic and demographic infrastructure that the learner has come from,
• Seeing the measurement and evaluation tools used as difficult and burdensome.

It can be said that these deficiencies may apply not only to the nomination by teachers but also to all nomination types. This suggests that it is not sufficient to apply one single criterion in the nomination of gifted and talented students but apply multiple ways in the nomination process [40–42]. Essoy and Avcı [43] suggested using an interdisciplinary approach in the identification of a gifted and talented child to provide this diversity in identification. There is extensive research suggesting the use of multiple criteria for identifying gifted and talented students more effectively [44–49]. This means using teacher, peers, and parent nominations in addition to measuring IQ; might be helpful for a broader and valid identification (e.g., Singer, Houtz, and Rosenfield [50]). As a matter of fact, several studies show the effectiveness of teacher nominations of students to enroll in gifted and talented programs during the last few decades [24, 25]. High construct validity and criterion-related validity of teacher judgment instruments for high-ability students have been examined in several studies [26, 34, 51–54].

Regarding these studies, using scales for nomination by teachers can be considered as effective tools to provide valuable information about specific strengths of students, such as generating innovative solutions to problems or having high motivation [55, 56]. However, it is important to figure out what criteria and characteristics – which are named as rating criteria – offer better scope to identify gifted and talented students, because the rating criteria may be confusing and time consuming for the teachers. Some researches also show that teacher nominations do not always provide very accurate results in identifying talented students and should not be the only evaluation method [11, 15, 17–23]. In these studies, two important variables come to the fore: teacher training and the usefulness of the scale. It is important that teachers are trained professionally to provide more accurate answers to questions on the scale [57]. Also, the developed scales should be consistent with the theories about giftedness and talent, overlap with commonly used scales abroad, and should be statistically valid and reliable. On the other hand, scales should not be too long to distract teachers and cause them to respond incorrectly. Indeed, there are deficiencies in the scales used for SACs in Turkey in respect to validity, content (not including the items of the international scales and all the positive or negative traits relating to different dimensions of the intelligence), and the number of items.

The only known scale that covers different dimensions of the intelligence in Turkey is SAC nomination scale. In the single study on this scale, Sicak [58] investigated the determination strength of the observation form and found a significant relationship between Teacher Observation Form scores and Basic Abilities Test scores, but he also found that the observation form scores had lower ability in explaining the Basic Abilities Test scores. There was no significant relationship between WISC-R test scores and teacher observation form scores. As a result, he concluded that the only known and widely used nomination scale in Turkey hasn’t been satisfactory. These seemingly contradictory studies may emphasize the need to obtain more functional, reliable, and valid versions of teacher nominations rather than disregarding nomination by teachers completely. In this context, considering the need for a new and a more comprehensive nomination scale in Turkey, a new and original scale has been developed in this study by using the definition on superior intelligence and ability of The Three-Ring Conception of Giftedness Model theory, the traits of the superior intelligence and ability in the literature, the definition accepted by the Turkish General Directorate of Special Education and Guidance Services [59], and compilation of items from various nomination scales. While developing this scale, unlike the nomination scale used for SACs, the questions that measure different components of the general mental ability, social development and personality traits of the intelligence that the theories and definitions advocated are added. The Three-Ring Conception of Giftedness Model theory defines superior intelligence and ability as advanced, general and special abilities, creativity and high motivation [33]. Therefore, while in the SAC nomination scale there are questions related to only mental and social development and personality traits, items that measure the creative potential and motivation components have been added to the scale developed in the present study. Turkish General Directorate of Special Education and Guidance Services defines the individual with superior intelligence and ability as “learns faster than their peers; has the capacity for creativity, art, and leadership who has special academic ability, can understand abstract ideas, who likes to act independently in the areas of interest and high-performing individual” [59]. Based on this definition, social-emotional development items reflecting the special academic ability and leadership skills have been added to the scale being developed in this study.

Another advantage of the developed scale is that, unlike the ones used in SACs, it is not only positive but also features that emphasize negative but superior intelligence and ability. Examples of these traits, which are compiled from the general gifted and talented student characteristics and items in different scales in the literature, can be given as “bored with repetitions in lessons”, “does not obey the instructions”, “is cynical”. These items were developed on the basis of the features in the six profiles of the gifted children [60]. In this study, it is aimed to select the most effective questions/attributes to nominate a student as gifted and talented from the scale to reduce the number of items that must be taken into account. Also, it is aimed to find the best performing machine learning algorithm to nominate a student as gifted and talented. Thus, teachers might nominate students more accurately and easily.

Machine learning is one of the most popular fields of artificial intelligence, and the underlying thinking is to make the machines self-deciding systems. The term
“machine” is actually computers, and the aim is “programming computers to optimize a performance criterion using example data or past experience” [61]. In machine learning first, a task (or a problem) such as predicting mortality risk of a patient or type of a tumor (benign/malign), forecasting the weather, estimating the project cost, etc. should be defined. Then data that helps to accomplish the task (or solve the problem) should be given as the experience. There are two main types of learning strategies in machine learning: supervised learning and unsupervised learning. The most important feature distinguishing supervised learning from unsupervised learning is the presence of a target attribute in the data set used. In supervised learning, the data includes both predictive attributes (independent variables) and the target attribute (the dependent variable). For example, in the breast tumor type prediction task: radius, texture, perimeter, area, smoothness, etc. of the tumor can be used as predictive attributes [62, 63]. The variable, which holds the information if the tumor is benign or malignant, is the target attribute. If the target attribute is categorical, the task can be seen as a classification task, otherwise regression. In binary classification, the target attribute has two categories (such as benign/malign). There are various algorithms in terms of learning strategy in machine learning. Naive Bayes Classifier, k-Nearest Neighbor, Decision Trees, Artificial Neural Networks, Support Vector Machines are the most well-known algorithms of supervised learning [64–66]. In a binary classification task, these algorithms require observations from both categories of the target attribute (observations labeled as malign and benign), not only just one of them. In this way, the machine learning algorithm can collect information about observations based on data from both categories, so the machine learning model can predict/estimate observations regardless of category. Data can sometimes consist of too many predictive attributes or researchers aim to find the most important and related ones with the target attribute among them. At that point, before applying the algorithm to the data set, feature selection methods can be used in the data preparation stage. The data set is generally divided into training and test data sets. The training data set is used for the training stage of the algorithm and to create prediction/estimation models. The test data set is used to evaluate the performance of the models or in other words, how much the machine has learned. This is accomplished by using performance evaluation criteria/metrics as Alpaydın [61] is indicated above.

One of the most important advantages of machine learning is once a prediction/estimation model is created, this model can be used to make predictions for the new observations for the related task. The decision-making process can be automated by the model. Furthermore, the model can be integrated into decision support systems, web applications, robots, etc. so end users can easily access it and are easily make predictions/estimations by using the user interface of them without knowing the machine learning process behind. This also indicates that machine learning models can be made cheaper than a human expert. Moreover, machine learning has many advantages of artificial intelligence [67], too. Machine learning models can be easily copied and transferred to another system with an external hard disk, CD, etc. Since the model is using the data as an experience like a human and learn to accomplish the task, more rational decisions can be provided, too. Also, unlike a human expert, machine learning models are unlikely to forget and are more permanent.

Since the aims of this study are relevant to the prediction and classification of the data gathered from the scale, supervised learning was used in this study. Two different feature selection methods and three different machine learning algorithms have been used to select the most effective questions/attributes and to find the best performing algorithm to nominate a student as gifted and talented. In this study, it is examined which of the models derived from machine learning techniques using supervised learning gave the closest result to the teachers’ decision about the nomination, in other words, which machine learning technique gave the best performance. In the data pre-processing stage of machine learning, the most important attributes in the nomination of a student as gifted and talented were found out of the 69-item scale. In the process, different data sets are created with fewer questions by using feature selection methods and the performances of machine learning algorithms were examined on these data sets.

Today, the use of machine learning techniques, which are used for prediction in many areas such as health, finance, marketing, and sports. Education is also one of the areas where machine learning is used for data analysis and decision-making processes [68–70]. In this study, the use of machine learning techniques for the first time as an assessment tool to nominate a student as a gifted student reveals the importance of this study. Another important characteristic of this study is the most effective questions are derived from the 69-item scale which is prepared to nominate a student as gifted and talented by feature selection methods used in the data pre-processing stage of machine learning.

As a result of this study, it will be possible to nominate a student as gifted and talented with a smaller number of items. Thus, the long implementation time, which is one of the most important problems of using a scale, could be prevented as well as wrong and/or incomplete coding because of boredom and loss of focus [71]. Also, it is believed that more rational decisions will be made in the nomination process with the help of machine learning models. When the relevant literature is examined, no research findings have been found that meet with the aim and the importance of this study. For this reason, the authors believe that this study is the first study that combines machine learning and special education field in terms of the assessment phase to nominate a student as gifted and talented.
3. METHOD

3.1. Research Model

In this study survey model, which purposes to describe the current state, is used as a research model to nominate gifted and talented students in different profiles who are yet not identified as gifted and talented with the standardized instruments. An event, an individual or an object, which is the subject of the research, is tried to be defined within its circumstances and as it is in the survey model. No effort is made to change or to influence them in any way. Observing and determining what is wanted to know are the important points [72, 73].

3.2. The Population and Sample of the Study

To determine the study sample, the socio-economic status of districts in Istanbul [74] is considered to reach students representing all segments. In accordance with the TUIK data, 3 districts were randomly selected from each of the high, medium, and low socio-economic level groups. As a result of this process, selected districts are Ateşehir, Avcılar, Bayrampaşa, Beşiktaş, Çekmeköy, Fatih, Kadıköy, Sancaktepe, and Zeytinburnu. According to this, the population of the research is composed of the students who are studying in the first, second, third, and fourth grades of the schools in these districts affiliated with the Ministry of National Education. After the determination of all schools in the selected districts [75], two schools from each district were selected randomly. Then, in the selected schools, the number of students to be taken for the research from the 1st through 4th level was determined according to stratified sampling which is one of the probabilistic sampling methods. While deciding the levels of the 60 classes selected, purposive sampling, which is one of the non-probability-based sampling methods, was used because the number of classes at each level was intended to be equal.

To perform binary classification with machine learning algorithms, the data set must include samples of both classes of the target attribute ("gifted and talented" / "non-gifted and talented"). For this reason, the teachers were asked to select randomly maximum 5 students who they thought were gifted and 5 who they thought were not gifted. Thus, the sample of the research consists of 400 students. The age of students in the sample ranges from 5 to 10 years. The average age is 8. There were 166 female (41.69%) and 234 male (58.31%) students in the study. 106 of these students were enrolled in the first grade (26.50%), 86 in the second grade (21.50%), 95 in the third grade (23.75%), and 113 in the fourth grade (28.25%).

3.3. Data Collection Tool

In this study, a teacher rating scale for gifted and talented students in grades 1-4 was developed which aimed to nominate students for identification. This scale was based on The Three-Ring Conception of Giftedness theory [33], general gifted and talented students features in literature [49, 76, 77], the definition of giftedness and talent accepted by the Ministry of National Education in Turkey [59] and different profiles of gifted and talented students [78, 60]. In addition, similar checklists [52, 78, 79] have also been utilized. The Three-Ring Conception of Giftedness Model defines giftedness as advanced general and special abilities, creativity, and high motivation [33]. Therefore, unlike other scales in the field, the current scale includes the creative potential and motivation components. Items referring social-emotional development, special academic ability, and leadership skills were added from the definition of giftedness and talent of the Ministry of National Education. There are items emphasizing favorable characteristics of gifted and talented students like: “Has a number of curiosities and interests”, “Has a strong memory”, “Creates his/her goals for the future”. There are also items emphasizing unfavorable but authentic behaviors of gifted and talented students like: “Does not like repetitive practice”, “Does not follow instructions”, “Has self-defend against criticism” which were derived from different profiles of gifted and talented students. The scale also comprises information about age, class, and gender. It has 69 items. Instructions were as follows: “How often / to what extent do you observe the characteristics given below in the student you want to nominate or not. Rate the student on a 5-point Likert scale, with 0 as never and 4 as always.”

Content validity, construct validity and internal consistency reliability have been examined in the context of validity and reliability studies of the data collection tool in this research. The goals of content validity are to clarify the domain of a concept and judge whether the measure adequately represents the domain [80]. In the current research, a literature review in gifted education was performed by content-area experts to investigate the content validity of the developed scale. 12 items were chosen from the aforementioned nomination scales referring to the most frequently cited characteristics of gifted students and 57 new and original items were written based on the theories aforementioned. Those new items were sent to 20 experts. These experts were 8 university professors who studied in the gifted education field, 5 gifted education specialists, 3 psychologists who specialized in the gifted field, and 4 teachers from different domains. This broad range of professionals from different practical background provided a variety of perspectives so that the key characteristics of students were believed to have enough diversity and comprehensiveness.

A rating form for the experts was developed to provide support for the scale’s content validity. The experts indicated how strongly they felt that each item was descriptive of the characteristics via this form. There were 3 categories: 3 (highly appropriate); 2 (appropriate but needs editing or clarification); 1 (not important/exclude). The items which could only receive mean strength ratings of 2 or above from the 80% of the raters were used in the data collecting process. Following this content validation, the questionnaire was taken to 60 teachers from various
Discriminant analysis was performed using the IBM SPSS Statistics 22 to support the construct validity of the developed scale. Discriminant analysis is a multiple regression technique that seeks to find the best linear combination(s) of predictor variables that maximizes the differences among two or more groups [81]. The 69-item scale correctly classified gifted and non-gifted participants in the study. The results on the scale scores suggest that gifted and non-gifted participants differ significantly [Wilks’ lambda=0.962; F(1,452)=17.84; p<0.05]. The cross-validated classification showed that overall 89.4% of original group cases were correctly classified.

Cronbach's alpha internal consistency reliability estimates were also calculated. Measures involving attitude are expected to have internal consistency estimates greater than 0.70 [82]. Cronbach's alpha is “0.967”, which indicates a high level of internal consistency for the scale.

3.4. Data Analyses

Data analyses are performed according to the steps of the CRoss-Industry Standard Process for Data Mining (CRISP-DM). The steps of CRISP-DM are briefly described below [83]–[85]:

3.4.1. Problem Understanding

This first phase focuses on a concept designed to understand the goals and requirements of the work being undertaken and to achieve the objectives. All the details regarding the motivation of this study and the background of the problem are given in the introduction and literature review sections.

3.4.2. Data Understanding

The data understanding phase includes activities such as collecting data and understanding the data structure. In this study, the column that holds information about whether the teacher will nominate the student as a gifted and talented student is determined as the target attribute for machine learning algorithms in the data set (Table 1). The rest of the 69 questions are used as predictive attributes (Table 1). When the target attribute “giftedCandidate” is examined, it can be seen that a total of 236 students (59%) of 400 students are nominated as gifted and talented student candidates by their teachers. Supervised learning algorithms which are used for binary classification require observations from two categories of the target attribute (“giftedCandidate”) to build a prediction model. Therefore, the data belongs to both “gifted and talented” and “non-gifted and talented” candidates were collected from teachers. The abbreviations, descriptions, and data types used in the analyses of the attributes in the data set are listed in Table 1.

| Target attribute | Abbreviation | Description | Data Type |
|------------------|--------------|-------------|-----------|
| giftedCandidate  | giftedCandidate | Teacher's opinion on whether the student will be nominated as gifted and talented | Binary |
| Age              | Age          | Student's age | Numeric   |
| Class            | Class        | Student's class | Nominal |
| Gender           | Gender       | Student's gender | Binary |
| O1, O2, ….,     | O1, O2, …., | The student characteristics | O33 binary, others 5-point Likert scale |
| O65, O66         |              |              |           |
| Total number of attributes: 70 |

3.4.3. Data Preparation

The data preparation phase consists of processes such as data cleaning, removing duplicates, feature selection, and data normalization if necessary.

In this study, the data set initially consists of 420 observations (rows) and 70 attributes (columns). As the study sample is planned to be selected from among the students who are studying in the first, second, third and fourth grades of the schools affiliated with the Ministry of National Education and not identified as gifted and talented, in the first step, 14 observations who were stated as identified by official institutions/had a report as brilliant/gifted and talented were extracted from the data set.

It has been decided to implement missing data imputation to eliminate the effect of the not available (NA) values to the analyses. During missing data imputation, preserving the logical integrity of the data set is considered. The missing values of the numerical attribute "Age" were filled by considering the class of the students because it is thought that students who are in the same class, are almost at the same age. The average age of the 1st, 2nd, 3rd, and 4th-grade class students are assigned to the students in the related classes if the age values are not available.

All attributes except "Age" are categorical. When the missing values of these attributes are completed, the class values of the target values (1: Gifted Candidate, 2: Not Gifted Candidate) in the data set are considered. According to this, missing values of the categorical predictive attributes are completed with the most frequently repeated value of it by considering the class values of the target attribute ("giftedCandidate"). After performing the missing value imputation in the data set, duplicate rows are examined in the data set. As a result, 6 duplicate
observations were removed from the data set. Thus, a total of 400 observations remained in the data set before the analyses.

Feature selection is performed just before the modeling stage. Feature selection methods provide advantages such as visualizing data and facilitating understanding of the data, reducing the measurement and storage requirements, reducing training and access times, enhancing the predictive performance of machine learning algorithms by eliminating multidiimensionality in the data pre-processing step of machine learning [86]. In this study, these advantages are used to select the most effective questions (predictive attributes) from the scale and to reduce the number of questions needed to nominate a student as gifted and talented. Two different feature selection techniques are used in this study.

Recursive Feature Elimination: Recursive Feature Elimination is based on the process of extracting the attributes of the analyzed input that are sorted at each step of the analysis to determine the feature that has the least effect on the decision and performing the analysis with the remaining features. This method can work with algorithms used in machine learning such as Linear Regression, Random Forest, Naive Bayes Classifier. In this study, recursive feature elimination was carried out with the help of random forest [87, 88]. 10-fold cross-validation was used as a performance evaluation method. Finally, the data set (Data set 1) which is obtained with the best performing attribute combination is used in the modeling stage.

Chi-Square Filter: According to the Chi-Square Filter method [89], Cramer's V coefficient [90] is calculated for each attribute in the analyses. This value can be ordered by considering it as a weight value for the attributes. Since there is a single numerical variable “Age” among the attributes in the data set, the importance level of the Age attribute is not calculated and reported as zero. An optimum set of attributes can be generated for a given cutoff point. In this study, since there are no pre-defined cutoff points in the literature and the determination of the cutoff point is based on the preference of researchers, two cutoff points that are selected based on weights (the relationship between each predictive attribute and the target attribute). According to these cutoff points, two different data sets (Data set 2 in which weights are above 70%, Data set 3 in which weights are above 60%) are created and used in the modeling stage.

3.4.4. Modeling

At this stage, the models that are appropriate to the solution and the nature of the problem are selected. By finding the best parameters of the algorithms to be used in the model, experiments are made to give the best result. The summary of machine learning analyses is given in Figure 1.

Since one of the aims in this study is to reduce the number of items that must be considered to nominate a student as gifted and talented from the scale, three more data sets (Data set 1, Data set 2 and Data set 3) are created. Data set 1, Data set 2 and Data set 3 have different numbers of attributes (number of items that must be considered) and their attribute/item counts are less than the initial data set (Data set 0). This situation has prepared the basis for calculating the performance of machine learning algorithms to nominate a student as gifted and talented on different data sets (Data set 1, Data set 2, and Data set 3) with a different number of items/attributes but less than the initial data set and comparing the performance results obtained in the first case.

In this study, Random Forest Algorithm (RF), C4.5 Decision Tree Algorithm (C4.5) and Naive Bayes Classifier (NB) were applied on three different data sets (Data set 1, Data set 2, and Data set 3) obtained from the data preparation stage with the initial data set (Data set 0). Thus, the most effective data set, and the best performing algorithm has been revealed to nominate a student as gifted and talented. Random Forest Algorithm, C4.5 Decision Tree Algorithm, and Naive Bayes Classifier are chosen for the following reasons:

- They are one of the most popular algorithms among the “Ensemble Algorithms”, “Decision Tree Algorithms”, and “Bayesian Algorithms” in machine learning, respectively [91].
- They are supervised learning algorithms [92] and appropriate for binary classification.
- They can work with both categorical and numeric attributes together [83, 93, 94].

The machine learning algorithms used in this study are also briefly summarized below:

**Random Forest Algorithm** [95]: The working principle is based on the simple but effective “divide and conquer” principle. According to this, small data parts are created. A randomized tree predictor is constructed on every small part obtained. This is followed by aggregating these predictors.

**C4.5 Decision Tree Algorithm** [96, 97]: It is the enhanced version of the ID3 algorithm using the decision tree model. This algorithm can work with numerical and missing
values. Branching is performed from the root to the leaves. The most distinctive feature in the data set is taken as the root of the tree. The highest gain ratio is preferred for branching. Subsequently, gain ratio values of the samples are recalculated and the sub-decision tree is constructed.

**Naive Bayes Classifier** [98]: Naive Bayes, a probabilistic classifier based on the Bayesian theory, assumes independence between predictive attributes. These assumptions rarely apply to real-world problems and are therefore called Naive. Naive Bayes memorizes how each training attribute is related to the outcome and then makes predictions by multiplying the effects of each attribute [99]. However, this method has been successfully applied to many real-world applications.

### 3.4.5. Evaluation

The machine learning model applied to the data set during the process evaluation phase is evaluated extensively. Performance comparison is made between models. The results are visualized and made more meaningful if possible.

In this study, all analyses were performed using the R programming language [100] and RStudio [101]. The following R packages were used for the analyses: caret [87], e1071 [102], FSselector [89], ggplot2 [103], randomForest [104], rJava [105], RWeka [106, 107], xlsx [108].

In machine learning, there are some methods and measures to evaluate the performance of the models. Because using the same data set to fit and evaluate the model causes very optimistic performance results [109]. Therefore, in this study as a model performance evaluation method, stratified Hold-out has been preferred. 70% of the data sets were used for training and 30% were used for the test phase. This split ratio is the most common construction procedure for Hold-out method [110]. Also, accuracy, error, sensitivity, specificity, positive predictive value, negative predictive value, and F1 score are calculated to compare the model performances. These performance evaluation metrics are briefly explained below [83, 111]:

- **Accuracy** shows the ratio of correct classifications to all classifications (1-Error).
- **Error** shows the ratio of misclassifications to all classifications (1-Accuracy).
- **Sensitivity** is the ratio of correct classifications of positive labeled observations to all actual positive labeled observations.
- **Specificity** is the ratio of correct classifications of negative labelled observations to all actual negative labeled observations.
- **Positive Predictive Value (PPV)** is the ratio of correct classifications of positive labeled observations to all positive labeled classifications.
- **Negative Predictive Value (NPV)** is the ratio of correct classifications of negative labelled observations to all negative labeled classifications.
- **F1 Score** is the harmonic mean of the sensitivity and positive predictive value.

It is important to note that higher accuracy, sensitivity, specificity, positive predictive values, negative predictive values, F1 scores, and lower error are preferred for the performance results.

#### 3.4.6. Deployment

The creation of the model does not mean that the project is over. The results of the created model can be understood and interpreted easily, and the model is put into practice.

### 4. FINDINGS

This section covers findings that are obtained from feature selection and model performance evaluation of machine learning techniques. In Figure 3 and Table 7 the attributes are listed from high to low according to their impact on the decision.

#### 4.1. Findings Obtained from Feature Selection Methods

**According to Recursive Feature Elimination** results, the best performance to nominate a student as gifted and talented is obtained with 22 predictive attributes selected from 69. In the beginning, the accuracy value of 0.927 obtained in the analysis performed with the initial data set (Data set 0) which has all 69 predictive attributes increased to 0.932 in the analysis performed with 22 predictive attributes. For this reason, Data set 1 with 22 predictive attributes have been created for use in the modeling step.

The accuracy values obtained from the analyses performed from 1 to 69 by creating different combinations of attributes with the Recursive Feature Elimination method are presented in the form of a line graph in Figure 2. Only the first 15 attribute combinations giving the best accuracy results are given in Figure 2 due to the quality of the graph get worse and becomes incomprehensible as the number of attributes increases.

**According to Chi-Square Filter** results, the highest score of importance (weight) is 0.798 that belongs to question O38 and the lowest score is 0.070 that belongs to question O57. The top five attributes of O38, O2, O6, O4, and O28 were highest; O57, O39, Gender, O52, and O60 are the last five attributes with the lowest importance. According to given cut-off points; Data set 2 with 20 predictive attributes and Data set 3 with 34 predictive attributes have been created for use in the modeling step in the range of importance [0,709; 0,798] and [0,615; 0,798], respectively.
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4.2. Findings Obtained from Machine Learning Algorithms

Table 3 can be reviewed for overall performance evaluation results. In Table 3, the analyses are ordered from the best performing to the worst, from the largest to the smallest, respectively, considering the accuracy, error, and F1 score values. Accuracy indicates the proportion of the gifted and talented candidates and non-gifted and talented candidates that are correctly detected by the algorithm among all students. Error is incorrect predictions of the algorithm (1 - accuracy). F1 score is the harmonic mean of the sensitivity and positive predictive value which are given in Table 6.

According to Table 3, the best performance evaluation measures were calculated (Accuracy = 0.933, Error = 0.067, and F1 Score = 0.943) with Naive Bayes Classifier by using Data set 1 (22+1 questions) and the performance results are nearly the same with the following five results. Also, on Data set 2 which has only 20 questions/predictive attributes for decision, Naive Bayes Classifier performs nearly the same with the previous results (Accuracy = 0.924, Error = 0.076, and F1 Score = 0.936). At this point, Naive Bayes Classifier with Data set 2 (is based on Chi-Square Filter method and consists only 20 questions/predictive attributes) can be preferred to nominate a student as gifted and talented instead of using models with more questions such as Random Forest Algorithm with Data set 0, Data set 1, and Data set 3. It is noteworthy that almost all the analyses results are above 90% accuracy.

Table 3. Performance evaluation in terms of accuracy, error and F1 score (RF: Random Forest Algorithm, NB: Naive Bayes Classifier, C45: C4.5 Decision Tree Algorithm)

| Data set | Algorithm | Attribute count | Accuracy | Error | F1 score |
|----------|-----------|-----------------|----------|-------|----------|
| Data set 1 | NB | 22+1 | 0.933 | 0.067 | 0.943 |
| Data set 3 | RF | 34+1 | 0.924 | 0.076 | 0.938 |
| Data set 1 | RF | 22+1 | 0.924 | 0.076 | 0.938 |
| Data set 0 | RF | 69+1 | 0.924 | 0.076 | 0.938 |
| Data set 2 | NB | 20+1 | 0.924 | 0.076 | 0.936 |
| Data set 0 | NB | 69+1 | 0.924 | 0.076 | 0.935 |
| Data set 3 | NB | 34+1 | 0.916 | 0.084 | 0.927 |
| Data set 2 | RF | 20+1 | 0.908 | 0.092 | 0.924 |
| Data set 0 | C45 | 69+1 | 0.840 | 0.160 | 0.865 |
| Data set 1 | C45 | 22+1 | 0.840 | 0.160 | 0.859 |
| Data set 3 | C45 | 34+1 | 0.840 | 0.160 | 0.857 |
| Data set 2 | C45 | 20+1 | 0.798 | 0.202 | 0.818 |

When the average accuracy, error, and F1 score is examined, machine learning algorithms can be ordered as Naive Bayes Classifier (NB), Random Forest Algorithm (RF), and C4.5 Decision Tree Algorithm (C4.5) (Table 4).
Table 4. Average accuracy evaluation in terms of machine learning algorithms (RF: Random Forest Algorithm, NB: Naive Bayes Classifier, C45: C4.5 Decision Tree Algorithm)

| Algorithm | Average accuracy | Average error | Average F1 score |
|-----------|-----------------|---------------|-----------------|
| NB        | 0.924           | 0.076         | 0.935           |
| RF        | 0.920           | 0.080         | 0.934           |
| C45       | 0.830           | 0.170         | 0.850           |

According to the number of questions used in order to be able to nominate a student as gifted and talented, then the average of the performance evaluation measures shows that the best performance is obtained with the Recursive Feature Elimination (on Data Set 1) (Table 5).

Table 5. Average accuracy evaluation in terms of data sets

| Data set   | Attribute count | Average accuracy | Average error | Average F1 score |
|------------|-----------------|-----------------|---------------|-----------------|
| Data set 1 | 22+1            | 0.899           | 0.101         | 0.913           |
| Data set 3 | 34+1            | 0.894           | 0.106         | 0.908           |
| Data set 0 | 69+1            | 0.896           | 0.104         | 0.913           |
| Data set 2 | 20+1            | 0.877           | 0.123         | 0.893           |

Sensitivity, specificity, positive, and negative predictive values of the analyses are shown in Table 6. According to these analyses, using Data Set 2 with Naive Bayes Classifier is suggested to nominate a student as gifted and talented considering the number of questions. The results of the analyses of the proposed Data Set 2 with Naive Bayes Classifier are described below:

- Sensitivity (94.3%) indicates the proportion of the “gifted and talented candidates” that are correctly classified (or predicted) by the algorithm among the students who are actually nominated as gifted and talented.
- Specificity (89.8%) shows the proportion of the “non-gifted and talented candidates” that are correctly classified by the algorithm among the students who are actually not nominated as gifted and talented.
- Positive Predictive Value (PPV) (93.0%) indicates the proportion of the “gifted and talented candidates” that are correctly classified by the algorithm among the students who are classified as gifted and talented by the algorithm.
- Negative Predictive Value (NPV) (91.7%) shows the proportion of the “non-gifted and talented candidates” that are correctly classified by the algorithm among the students who are classified as non-gifted and talented by the algorithm.

The questions given in Table 7 belong to Naive Bayes Classifier model on the Data set 2 that consists of only 20 questions that were generated by using the Chi-Square Filter method where the best performance was obtained in order to nominate a student as gifted and talented. Table 7 shows the abbreviation and description of these 20 attributes in the scale. The attributes are listed from high to low according to their impact on the decision.

Table 6. Performance evaluation in terms of sensitivity (Sens.), specificity (Spec.), positive predictive value (PPV) and negative predictive value (NPV)

| Data set   | Algorithm | Attribute count | Sens. | Spec. | PPV  | NPV  |
|------------|-----------|-----------------|-------|-------|------|------|
| Data set 1 | NB        | 22+1            | 0.943 | 0.918 | 0.943| 0.918|
| Data set 3 | RF        | 34+1            | 0.971 | 0.857 | 0.907| 0.954|
| Data set 1 | RF        | 22+1            | 0.971 | 0.857 | 0.907| 0.954|
| Data set 0 | RF        | 69+1            | 0.971 | 0.857 | 0.907| 0.954|
| Data set 2 | NB        | 20+1            | 0.943 | 0.898 | 0.930| 0.917|
| Data set 0 | NB        | 69+1            | 0.929 | 0.918 | 0.942| 0.900|
| Data set 3 | NB        | 34+1            | 0.914 | 0.918 | 0.941| 0.882|
| Data set 2 | RF        | 20+1            | 0.957 | 0.837 | 0.893| 0.932|
| Data set 0 | C45       | 69+1            | 0.871 | 0.796 | 0.859| 0.812|
| Data set 1 | C45       | 22+1            | 0.829 | 0.857 | 0.892| 0.778|
| Data set 3 | C45       | 34+1            | 0.814 | 0.878 | 0.905| 0.768|
| Data set 2 | C45       | 20+1            | 0.771 | 0.837 | 0.871| 0.719|

(RF: Random Forest Algorithm, NB: Naive Bayes Classifier, C45: C4.5 Decision Tree Algorithm)

Table 7. Abbreviation and description of the selected 20 attributes (Attr.) from the nomination scale

| Attr. | Description |
|-------|-------------|
| O38   | Asking high-level questions. |
| O2    | Having unique ideas compared to his/her peers. |
| O6    | Perceiving the topics in the lessons faster than his/her peers. |
| O4    | High productivity of ideas. |
| O28   | Having stronger memory. |
| O5    | Learning course topics fast and/or easily. |
| O3    | Interpreting developing events differently. |
| O1    | Solving the problems with different ways. |
| O26   | Thinking on concepts and generalizations. |
| O29   | Having a developed time concept. |
| O36   | Questioning the logic behind the rules. |
| O23   | Having high goals for the future. |
| O17   | Giving justification of ideas. |
| O43   | Determining own goals about future. |
| O9    | Having richness in curiosity and interest. |
| O46   | Standing behind the truth or values that they believe. |
| O34   | Having higher readiness towards some topics in the lessons compared to his/her peers. |
| O12   | Having deep knowledge in at least one topic. |
| O27   | Having at least one topic to dedicate himself/herself. |
| O8    | Having rich vocabulary. |

The Cronbach’s alpha internal consistency reliability estimate was also calculated for the 20-item scale. Cronbach’s alpha is 0.987 which indicates a high level of internal consistency for our scale with this specific sample. Also, discriminant analysis was performed for the scale. The 20-item scale scores of gifted participants also significantly differ from the scores of non-gifted participants [Wilks’ lambda = 0.964, F(1,452) = 16,68; p<0.05]. The cross-validated classification showed that overall 89.4% of original group cases were correctly classified.
5. DISCUSSION AND CONCLUSIONS

In this study, a teacher rating scale for nominating gifted and talented students was developed by the researchers. The first version of the scale had 69 items. The items of the scale were reduced to 20 items by using machine learning techniques.

It was aimed to determine which criteria are the most influential to nominate gifted students by doing this because which features are associated with superiority more and which features are perceived by teachers to be associated with superiority [59] has always been an important topic in the gifted and talented literature. As a matter of fact, analyses show that in order to be able to nominate a student as gifted and talented, 22 questions can be used with approximately 93% accuracy, 34 questions can be used with approximately 92% accuracy (Table 3). However, Naïve Bayes Classifier performs nearly the same with the above-mentioned results with approximately 92% accuracy (Table 3). It is obvious to conclude that there is not a big difference between the performances of these models. Thus, this study suggests the use of only 20 of these questions among 69. It is thought that this will save time in the nomination process and will prevent the distraction that can be caused by the high number of questions when teachers fill out the scale. In this way, as mentioned in the literature [11, 15, 17, 23], it is aimed to prevent bias and measurement errors caused by teachers in the nomination process for teachers perceiving the evaluation tools as difficult and burdensome [10, 39].

As a result of the model performance evaluation stage, the model created with Naïve Bayes Classifier by using Chi-Square Filter method (Accuracy = 0.924, Error = 0.076, F1 Score= 0.936) were selected as the best model. According to this model, 20 attributes which were listed in the study findings (Table 7), were found to be the most effective attributes in the nomination process. These 20 attributes are consistent with the characteristics of the gifted and talented students found in the literature [112]. In choosing the best model, it has also been a consideration measure to ensure that decisions are made taking into account the minimum number of attributes to save time and to prevent the distraction that can be caused by the high number of questions [10, 39]. Among the 20 attributes that were suggested; “asking high-level questions” (O38), “having unique ideas compared to their peers” (O2), “perceiving the topics in the lessons faster than their peers” (O6), and “high productivity of ideas” (O4) are found as the most effective features determined by both Recursive Feature Elimination and Chi-Square Filter feature selection methods (Figure 3). “Asking high-level questions” (O38), “having unique ideas compared to their peers” (O2) and “high productivity of ideas” (O4) items reflect creativity, and “perceiving the topics in the lessons faster than their peers” (O6) items reflect academic success. The reason why these items are the most effective may be that teachers consider creative thinking and high-level academic achievement as an important distinguishing element of superior intelligence and ability [17, 23, 59].

On the other hand, the results obtained by the Chi-Square Filter method show that “displaying behaviors that disrupt the classroom order” (O57), “being rated as serious and/or boring by their classmates” (O39), “being stressful or anxious” (O52), “ridiculing their classmates” (O60) - which are not included in the 20 suggested attributes - are the least effective factors to nominate a student as gifted and talented. Most of the gifted and talented students possess these characteristics according to Neihart and Betts [113]. So, these least suggested items were expected to be effective to discriminate gifted and talented students by the researchers. However, machine learning results did not meet with the researchers’ expectations. This result may be attributed to teachers’ inaccurate prejudices about the characteristics of gifted and talented people, and to their false prejudices that they should always have favorable characteristics [11, 15, 17, 23] as it was mentioned in the literature. The results suggest that the teachers who filled out the checklists, questionnaires, or scales did not have enough information on the social-emotional traits of the gifted and talented students as they had on their cognitive traits which were stated repeatedly throughout the literature [35, 114, 115]. It is possible to take this case as a limitation of the 69-item scale. In fact, these questions were eliminated by machine learning on a 20-item scale. However, since it is a wrong perspective to match all the favorable features and academic achievement with the superior intelligence and ability [116], these results also show us that teachers need urgent training that includes comprehensive and new developments in superior intelligence and ability.

The best performing machine learning algorithm to nominate a student as gifted and talented is found as Naïve Bayes Classifier with the highest average of accuracy (0.924), the highest average F1 score (0.935), and the lowest average error (0.076) (Table 4). Data set 1, which consists of 22 predictive attributes/questions and the target attribute, was obtained based on the Recursive Feature Elimination method has the highest average of accuracy (0.899), the highest average F1 score (0.913) and the lowest average error (0.101) among all data sets. In future studies, models with higher performance (high accuracy, sensitivity, specificity, etc.) can be obtained by using different machine learning techniques and feature selection methods.

In this study, different from the classical statistical methods used in the literature to nominate a student as gifted and talented, models that learn from the data with machine learning techniques and make predictions based on data have been developed. It is believed that the use of three different machine learning algorithms, namely Random Forest Algorithm, C4.5 Decision Tree Algorithm, and Naïve Bayes Classifier, will lead to a wider variety in the studies performed on the identification process of gifted and talented students. For further investigation, the current study may be replicated for only gifted and talented students who will be identified via a standardized IQ test and/or other teacher nomination scales in the field. Furthermore, it was found that two different feature
selection methods, namely Recursive Feature Elimination and Chi-Square Filter, were performed successfully to decrease the number of questions to nominate a student as gifted and talented. In future studies, researchers may use these methods to eliminate questions that are collected from different scales, questionnaires, forms, etc. Many studies in the field of education [117] until today have used attributes of gifted and talented students as a method to predict high scores on secondary school grade exams [118], to predict the academic performance of undergraduate and graduate students [119], and to find out the impact of the independent variables on prediction if a student will drop out [120]. It is believed that this study which aimed to find the most effective questions/attributes of nominating gifted and talented students with machine learning, will provide similar benefits to the other studies in the literature.
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