Abstract

We consider the well-posedness of the initial value problem for Einstein-Maxwell theory modified by higher derivative effective field theory corrections. Field redefinitions can be used to bring the leading parity-symmetric 4-derivative corrections to a form which gives second order equations of motion. We show that a recently introduced “modified harmonic” gauge condition can be used to obtain a formulation of these theories which admits a well-posed initial value problem when the higher derivative corrections to the equations of motion are small.

1 Introduction

The only known fundamental fields for which the classical approximation is useful are the gravitational and electromagnetic fields. To an excellent approximation these are described by conventional Einstein-Maxwell theory but it is known that this theory will be modified by higher order effective field theory (EFT) corrections. In this paper we will consider the initial value problem for Einstein-Maxwell theory with the leading order EFT corrections.

In EFT we write the action as an expansion involving terms with increasing numbers of derivatives:

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{16\pi G} (-2\Lambda + R) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + L_4 + L_6 + \ldots \right] \]

where \( F = dA \) with \( A_\mu \) the vector potential and the scalar \( L_n \) is a polynomial in derivatives of the fields, where each term contains a total of \( n \) derivatives of the fields \((g_{\mu\nu}, A_\rho)\). For example \( L_4 \) contains terms such as \( R^2 \), \( R_{\mu\nu} R^{\mu\nu} \) and \( (F_{\mu\nu} F^{\mu\nu})^2 \).

If we truncate the above theory by discarding terms with 6 or more derivatives then the resulting 4-derivative theory describes the leading EFT corrections to conventional Einstein-Maxwell theory. However, \( L_4 \) gives terms in the equations of motion containing third or fourth derivatives of the fields \((g_{\mu\nu}, A_\rho)\). This is problematic for two reasons. First, the mathematical properties of the equations of motion are very sensitive to the terms with the most derivatives. If these terms do not have a nice algebraic structure then the initial value problem will not be well-posed. Second, even if these equations admit a well-posed formulation, as is the case for 4-derivative corrections to pure

---

1Dimensional analysis suggests that this should be viewed as a double expansion ordered by increasing number of \( F_{\mu\nu} \) factors, and increasing number of derivatives.
gravity in 4d \cite{1}, the higher order nature of the equations of motion means that additional initial data are required, which means that the equations describe spurious (massive) degrees in addition to the two fields present in the EFT.

One way around these problems is to treat the higher derivative terms perturbatively, i.e., construct solutions as expansions in the coefficients of the higher derivative terms. However, there are situations where such expansions exhibit secular growth, leading perturbation theory to break down in a situation when EFT should remain valid \cite{2}. If a formulation of the equations could be found that admits a well-posed initial value problem then we would not be restricted to constructing solutions perturbatively.

To make progress, we exploit the fact that in EFT, the higher derivative terms in the Lagrangian are not unique, but can be adjusted order by order in using field redefinitions. This enables one to freely adjust the coefficients of terms in the Lagrangian that are proportional to equations of motion. For example, in the case of pure gravity, the coefficients of the terms $R^2$ and $R_{\mu\nu}R^{\mu\nu}$ can be adjusted by a field redefinition of the form $g_{\mu\nu} \rightarrow g_{\mu\nu} + d_1 R_{\mu\nu} + d_2 R_{\mu\nu} + \ldots$ with suitable choices of $d_1, d_2$. This can be used to make $L_4$ proportional to the Euler density (of the Gauss-Bonnet invariant). In 4d this term is topological, i.e., it does not affect the equations of motion, and so this shows that one can eliminate 4-derivative corrections in 4d pure gravity.

Similarly, in Einstein-Maxwell theory, field redefinitions can be used to bring $L_4$ to the form (neglecting topological terms)

$$L_4 = c_1 X^2 + c_2 Y^2 + c_3 R_{\mu\nu\rho\sigma} \tilde{F}_{\mu\nu} \tilde{F}^{\rho\sigma} + c_4 X Y + c_5 R_{\mu\nu\rho\sigma} F_{\mu\nu} \tilde{F}^{\rho\sigma}$$

(2)

where

$$\tilde{F}_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}$$

(3)

and

$$X = F_{\mu\nu} F^{\mu\nu} \quad Y = F_{\mu\nu} \tilde{F}^{\mu\nu}$$

(4)

The terms with coefficients $c_1, c_2$ and $c_3$ are symmetric under space-time orientation reversal (i.e. under parity or time-reversal) whereas the terms with coefficients $c_4$ and $c_5$ break this symmetry. In the parity-symmetric case, the above form of the Lagrangian can be determined from results in \cite{3}. Ref. \cite{4} discusses the parity violating terms (for a more general class of theories).

It is well-known that $c_1, c_2, c_3$ receive contributions from QED effects. In flat spacetime, at energies well below the electron mass $m$, QED predicts corrections to Maxwell theory described by the Euler-Heisenberg EFT which has specific values for $c_1$ and $c_2$ proportional to $\alpha^2/m^4$ where $\alpha$ is the fine-structure constant. In curved spacetime, the term with coefficient $c_3$ also arises from “integrating out” the electron in this way, with $c_3 \propto \alpha/m^2$ \cite{5}.

The nice thing about using field redefinitions to write $L_4$ as above is that all of the terms except for the last one give rise to second order equations of motion (for the $c_3$ term this follows from \cite{6}). In particular, if we restrict to a theory with $c_5 = 0$ (e.g. a parity symmetric theory) then the equations of motion are second order and we can hope that the theory admits a well-posed initial value problem.

If we ignore gravity and just consider the 4-derivative corrections to Maxwell theory (the terms quadratic in $X, Y$) then it can be shown that the equations of motion can be written as a first order symmetric hyperbolic system for $F_{\mu\nu}$, which ensures a well-posed initial value problem \cite{7}. This result holds only when the 4-derivative corrections are small, i.e., within the regime of validity of EFT.
With dynamical gravity, well-posedness is much more complicated. There are no gauge-invariant observables for gravity so any formulation of the equations requires a choice of gauge. By “formulation" we mean a choice of gauge plus a way of gauge-fixing the equations. Even for the 2-derivative vacuum Einstein equation it is well-known that many formulations do not give a well-posed initial value problem (the same is true for the Maxwell equations viewed as equations for $A_{\mu}$). For example, the ADM formulation of the Einstein equation is only weakly hyperbolic \cite{8}, which is not enough to ensure a well-posed initial value problem. Choquet-Bruhat \cite{20} was the first to show that a well-posed formulation existed by proving the harmonic gauge formulation met this criteria. There are also modifications of the ADM formulation, such as the BSSN formulation \cite{9,10}, that are strongly hyperbolic \cite{11,12} and therefore do admit a well-posed initial value problem.

Even if one considers a formulation of the equations of motion that gives a well-posed initial value problem for 2-derivative Einstein-Maxwell theory, there is no guarantee that well-posedness will persist when one deforms the theory to include 4-derivative corrections, no matter how small. This has been seen in recent work on the EFT of gravity coupled to a scalar field. In this EFT, one considers gravity minimally coupled to the scalar field and then extends this 2-derivative theory by including 4-derivative corrections. Field redefinitions can be used to write (parity symmetric) 4-derivative terms in a form that gives second order equations of motion. The simplest strongly hyperbolic formulation of the 2-derivative theory is based on harmonic gauge. However, if one includes 4-derivative corrections then this formulation is only weakly hyperbolic, even for arbitrarily small 4-derivative terms, so the initial value problem is not well-posed \cite{13,14}.

Fortunately it has been shown that there exists a deformation of the harmonic gauge formulation that does give strongly hyperbolic equations when the 4-derivative terms are small \cite{16,17}. This smallness requirement is not a concern because it is also required for the validity of EFT (if higher derivative terms are not small then a “UV" description of the physics would be necessary). This “modified harmonic gauge" formulation gives a well-posed initial value problem for the gravity-scalar EFT in 4d, as well as for the EFT of pure gravity in higher dimensions (where the Euler density is not topological).

In this paper we will consider the theory \cite{2} with $c_5 = 0$, which describes Einstein-Maxwell theory with the leading (parity-symmetric) higher derivative EFT corrections. The similarity with the Einstein-scalar case strongly suggests that a conventional harmonic/Lorenz gauge formulation of this theory will be only weakly hyperbolic even when the 4-derivative terms are small. However, we can adapt the modified harmonic gauge formulation to this EFT. We will show that the resulting equations are strongly hyperbolic when the 4-derivative terms are small, and therefore this formulation admits a well-posed initial value problem when it is within the regime of validity of EFT. Our results apply also to the larger class of ($c_5 = 0$) theories obtained by replacing the terms quadratic in $X,Y$ with an arbitrary smooth function $f(X,Y)$ satisfying $f(0,0) = f_X(0,0) = f_Y(0,0) = 0$. This includes, for example, the Born-Infeld Lagrangian for nonlinear electrodynamics.

This paper is organised as follows. In Section 2 we review briefly the notion of strong hyperbolicity. In Section 3 we describe the modified harmonic gauge formulation and determine the principal symbol of the equations of motion. In Section 4 we prove that these equations are strongly hyperbolic following arguments very close to those of \cite{17}. In Section 5 we make a few concluding remarks.

\footnote{This EFT is a Horndeski theory, i.e., a diffeomorphism invariant scalar-tensor theory with second order equations of motion. Strongly hyperbolic BSSN-like formulations have been found for a certain subset of Horndeski theories \cite{15} but this subset does not include the EFT we are discussing.}
2 Strong Hyperbolicity

A full overview of strong hyperbolicity and how it relates to well-posedness is given in [17]. A summary is provided here for context.

Consider a second order PDE for a set of fields \( u_I, I = 1, \ldots, N \). In our case we will have \( u_I = (g_{\mu \nu}, A^\rho) \), and so \( N = 10 + 4 = 14 \) (10 for the independent components of a 4 \times 4 symmetric matrix and 4 for the components of a 4-vector). Assume that initial data is prescribed on some surface \( \Sigma \). We pick a co-ordinate system \((x^0, x^i)\) with \( \Sigma \) the surface \( x^0 = 0 \). The equations that we will consider are not quasilinear (linear in second derivatives) however they are linear in \( \partial_0 \partial_0 u \), i.e. the equations can be written in the form

\[
A^{IJ}(x, u, \partial_\mu u, \partial_0 \partial_\lambda u, \partial_i \partial_j u) \partial_0^2 u_J = F^I(x, u, \partial_\mu u, \partial_0 \partial_\lambda u, \partial_i \partial_j u) \tag{5}
\]

Initial data must be chosen such that the slice \( x_0 = 0 \) is non-characteristic, meaning that \( A^{IJ} \) is invertible there. The principal symbol \( P(\xi)^{IJ} \) is a \( N \times N \) matrix which determines the coefficients of the second-derivative terms when the equations of motion are linearized around a background (see Appendix for details). \( \xi_\mu \) is an arbitrary covector. \( P(\xi)^{IJ} \) is quadratic in \( \xi_\mu \) and so we can write it in the following form

\[
P(\xi)^{IJ} = \xi_0^2 A^{IJ} + \xi_0 B(\xi_i)^{IJ} + C(\xi_i)^{IJ} \tag{6}
\]

Here \( A^{IJ} \) is the same as in \( (5) \) by the definition of \( P(\xi)^{IJ} \). The N by N matrices \( A^{IJ}, B^{IJ} \) and \( C^{IJ} \) have additional suppressed arguments \( (x, u, \partial_\mu u, \partial_0 \partial_\lambda u, \partial_i \partial_j u) \) but not \( \partial_0 \partial_0 u \) by the linearity condition.

We now define the matrix

\[
M(\xi_i) = \begin{pmatrix}
0 & I \\
-A^{-1}C & -A^{-1}B
\end{pmatrix}
\tag{7}
\]

Let \( \xi_i \) be unit with respect to some smooth Riemannian metric \( G^{ij} \) on surfaces of constant \( x^0 \). Then the system of equations \( (5) \) is strongly hyperbolic if for any such \( \xi_i \), there exists a positive definite matrix \( K(\xi_i) \) that depends smoothly on \( \xi_i \) and its other suppressed arguments \( (x, u, \partial_\mu u, \partial_0 \partial_\lambda u, \partial_i \partial_j u) \) such that

\[
KM = M^\dagger K \tag{8}
\]

and there exists a positive constant \( \lambda \) such that

\[
\lambda^{-1} I < K < \lambda I \tag{9}
\]

\( K(\xi) \) is called the "symmetrizer".

There is a theorem proved in Chapter 5 of [18] that if a first order system can be written in the form

\[
\partial_0 u_J = B_J(x, u, \partial_i u), \tag{10}
\]

then well-posedness of its Cauchy problem follows from the system being strongly hyperbolic (for an appropriate definition of strong hyperbolicity for first order systems), assuming appropriate regularity of initial data. Now, [17] explains a construction for reducing second order systems of the form \( (5) \) to a first order system of the form \( (10) \) in such a way that strong hyperbolicity of the second order system implies strong hyperbolicity of the first order system, provided \( M \) is invertible.
Hence, we can prove the Cauchy problem is well-posed by proving strong hyperbolicity of our second order system.

The condition that $M$ be invertible is necessary for the reduction to a first order system used in [17]. It will be shown to be invertible for our Einstein-Maxwell EFT under certain conditions, as discussed at the end of Section 4.2.

3 Setup of Initial Value Problem

3.1 Equations of Motion

We shall consider a theory with action

$$ S = \frac{1}{16\pi G} \int_M d^4 x \sqrt{-g} \left[ -2\Lambda + R - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + f(X, Y) + c_3 R_{\mu\nu\rho\sigma} \tilde{F}^{\mu\nu} \tilde{F}^{\rho\sigma} \right]$$

(11)

where $f(0, 0) = f_X(0, 0) = f_Y(0, 0) = 0$. This includes our ($c_5 = 0$) Einstein-Maxwell EFT, where we rescaled the Maxwell field to scale out an overall factor of $16\pi G$. The equations of motion result from varying $S$ with respect to $A_\mu$ and $g_{\mu\nu}$. We define variations

$$ E^\mu = -\frac{16\pi G}{\sqrt{-g}} \frac{\delta S}{\delta A_\mu}, \quad E^\mu_{\nu} = -\frac{16\pi G}{\sqrt{-g}} \frac{\delta S}{\delta g_{\mu\nu}}$$

(12)

Explicitly these are given by

$$ E^{\mu\nu} = \Lambda g^{\mu\nu} + G^{\mu\nu} + \frac{1}{2} \left( \frac{1}{4} g^{\mu\nu} F_{\rho\sigma} F_{\rho\sigma} - F_{\rho\nu} F_{\rho}^{\nu} \right) - \frac{1}{2} g^{\mu\nu} (f - Y \partial_Y f) + 2 F^{\mu\alpha} F_{\alpha}^{\nu} \partial_X f $$

$$ \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad - \frac{1}{2} c_3 g^{\nu\alpha} \delta_{\alpha\beta\gamma\delta} \left( F_{\lambda\tau} F_{\beta\gamma}^{\tau} R_{\rho\sigma}^{\gamma\delta} + \nabla_{\delta} F_{\lambda\rho} \nabla_{\sigma} F_{\beta\gamma} \right)$$

(13)

$$ E^\mu = \nabla_\nu F^{\mu\nu}(1 - 4\partial_X f) $$

$$ - 2\nabla_\nu F_{\alpha\beta} \left( 4 F^{\mu\nu} F_{\alpha\gamma}^{\beta} \partial_X f + 2 \left( F_{\mu\nu} F_{\gamma\delta}^{\alpha\beta} \epsilon_{\alpha\beta\gamma\delta} + \epsilon_{\mu\nu\rho\sigma} F_{\rho\sigma} F_{\gamma\delta}^{\alpha\beta} \right) \partial_X \partial_Y f + \epsilon_{\mu\nu\rho\sigma} \epsilon_{\alpha\beta\gamma\delta} F_{\sigma\rho} F_{\gamma\delta} \partial_X^2 f \right) $$

$$ \quad \quad \quad \quad \quad \quad + c_3 \delta_{\alpha\beta\gamma\delta} \nabla_{\nu} F_{\alpha\beta}^{\gamma\delta} R_{\rho\sigma}^{\gamma\delta}$$

(14)

Let $n_\mu$ be a normal to the initial surface $\Sigma$. In our coordinate chart we have $n_\mu \propto \delta^0_\mu$. The anti-symmetries of the generalized Kronecker delta mean that $n_\mu E^\mu$ and $n_\mu E^{\mu\nu}$ don’t contain any second $x^0$ derivatives, and hence these are constraint equations, as in conventional Einstein-Maxwell theory. Furthermore, these anti-symmetries also imply these equations are linear in the second derivative with respect to any one co-ordinate, and hence can be put in the form (5). This will remain true when we include the gauge-fixing terms described below.

3.2 Bianchi Identities

The action $S$ is invariant under diffeomorphisms and electromagnetic gauge transformations. By considering an infinitesimal diffeomorphism $x^\mu \rightarrow \tilde{x}^\mu(x) = x^\mu - \epsilon^\mu(x)$ we get the Bianchi identity

$$ \nabla_\nu E^{\mu\nu} - \frac{1}{2} F^{\mu\nu} E^{\nu} + \frac{1}{2} A^\mu \nabla_\nu E^{\nu} = 0 $$

(15)
Furthermore, by considering a gauge transformation $A_\mu \to A_\mu + \nabla_\mu \chi$ we get

$$\nabla_\mu E^\mu = 0$$

Hence we can rewrite (15) as

$$\nabla_\nu E^{\mu \nu} - \frac{1}{2} F^\mu_\nu E^\nu = 0$$

These equations hold for any field configuration. They will allow us to prove the propagation of the modified harmonic gauge condition. They will also have consequences for the principal symbol discussed below.

### 3.3 Modified Harmonic Gauge
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Figure 1: (a) Cotangent space at a point, showing the null cones of $g^{\mu \nu}$, $\tilde{g}^{\mu \nu}$ and $\hat{g}^{\mu \nu}$. (b) Tangent space at a point, showing the null cones of $g_{\mu \nu}$, $(\tilde{g}^{-1})_{\mu \nu}$ and $(\hat{g}^{-1})_{\mu \nu}$.

The "modified harmonic" gauge introduced in [17] requires the introduction of two auxiliary metrics, $\tilde{g}^{\mu \nu}$ and $\hat{g}^{\mu \nu}$. These are completely unphysical, introduced only for purposes of fixing the gauge. Any index raising and lowering is done using the physical metric as usual.

The only properties we require of the auxiliary metrics are that the (cotangent space) null cones of $\tilde{g}^{\mu \nu}$, $\hat{g}^{\mu \nu}$ and $g^{\mu \nu}$ are nested as shown in Fig. 1(a), with the the null cone of $g^{\mu \nu}$ lying inside the null cone of $\tilde{g}^{\mu \nu}$, which lies inside the null cone of $\hat{g}^{\mu \nu}$. This nested structure ensures that any covector that is causal with respect to $g^{\mu \nu}$ is timelike with respect to $\tilde{g}^{\mu \nu}$ or $\hat{g}^{\mu \nu}$. This implies that if $\Sigma$ is spacelike with respect to $g^{\mu \nu}$, then it is also spacelike with respect to $\tilde{g}^{\mu \nu}$ and $\hat{g}^{\mu \nu}$. Ref. [17] provides examples for how to construct such auxiliary metrics, such as $\tilde{g}^{\mu \nu} = g^{\mu \nu} - a n^\mu n^\nu$.

---

$^3$Ref. [17] discusses alternative choices for the ordering of the nested cones.
\[ \tilde{g}^{\mu\nu} = g^{\mu\nu} - bn^\mu n^\nu \] where \( n^\mu \) is the unit normal to surfaces of constant \( x^0 \) and \( a, b \) are functions chosen to take values in a certain range. In the tangent space, the null cones are also nested, with the ordering reversed, as shown in Fig. 1(b).

Modified harmonic gauge is defined by
\[ H^\mu = H = 0 \quad (18) \]
where
\[ H^\mu \equiv \tilde{g}^{\rho\sigma} \nabla_\rho \nabla_\sigma x^\mu \]
\[ H \equiv -\tilde{g}^{\nu\sigma} \nabla_\sigma A_\nu \quad (19) \]
and the gauge-fixed equations of motion are taken to be
\[ E_{\mu\nu}^{\text{mgh}} \equiv E_{\mu\nu} + \hat{P}_{\alpha}^{\beta\mu\nu} \partial_\beta H^\alpha = 0 \quad (21) \]
\[ E_\mu^{\text{mgh}} \equiv E_\mu + \tilde{g}^{\mu\nu} \nabla_\nu H = 0 \quad (22) \]
where
\[ \hat{P}_{\alpha}^{\beta\mu\nu} = \delta^{(\mu\nu)}_{\alpha\beta} - \frac{1}{2} \delta^\beta_\alpha \tilde{g}^{\mu\nu} \quad (23) \]

Standard harmonic/Lorenz gauge would result from choosing \( \tilde{g}^{\mu\nu} = \tilde{g}^{\mu\nu} = g^{\mu\nu} \). However, the similarity with the Einstein-scalar case \([13, 14]\) strongly suggests that this would result in equations that are only weakly hyperbolic.

Note that the gauge fixing terms are linear in second derivatives of \( g_{\mu\nu} \) and \( A_\rho \), and hence equations (21) and (22) can still be put in the form (5). For standard 2-derivative Einstein-Maxwell theory in modified harmonic gauge, the matrix \( A^{IJ} \) is invertible on surfaces of constant \( x^0 \) provided the surfaces are spacelike (i.e. spacelike surfaces are non-characteristic). We will require that our initial data is chosen such that \( A^{IJ} \) is invertible, i.e. the surface \( x^0 = 0 \) is non-characteristic. By continuity (of \( \det A^{IJ} \)), this will be the case for a spacelike initial surface if the initial data is sufficiently weakly coupled, i.e., the higher derivative terms are small compared to the 2-derivative terms. By continuity, invertibility of \( A^{IJ} \) will continue to hold in a neighbourhood of \( x^0 = 0 \). Hence, for weakly coupled initial data, equations (21) and (22) meet the prerequisites to consider whether they are strongly hyperbolic. The notion of weak coupling will be defined more precisely in section 3.6.

### 3.4 Propagation of Gauge Condition

We must show that a solution to the modified harmonic gauge equations is also a solution to the original equations of motion provided the initial data satisfies the constraint equations and gauge conditions. We can impose \( H^\mu = 0 \) on our initial data surface \( \Sigma \), by choosing co-ordinates \( x^\mu \) as argued in [17]. Additionally \( H = 0 \) can be imposed on \( \Sigma \) by gauge transformation of \( A_\mu \). The propagation of these conditions follows from much the same argument as in [17]. Suppose we have a solution to equations (21) and (22) that satisfies the constraint equations \( n_\mu E^\mu = 0 \) and \( n_\mu E^{\mu\nu} = 0 \) on \( \Sigma \). Then by taking the divergence of (22) and using the Bianchi identity (16) we have
\[ 0 = \nabla_\mu E^{\mu}_\text{mgh} = \tilde{g}^{\mu\nu} \nabla_\mu \nabla_\nu H + (\nabla_\mu \tilde{g}^{\mu\nu}) \nabla_\nu H \quad (24) \]

\(^4\)It would be more accurate to refer to this as “modified harmonic/Lorenz” gauge, since it modifies the harmonic gauge condition on the metric and the Lorenz gauge condition on the Maxwell field. However, we will stick with the shorter name.
which is a linear wave equation for $H$ with principal symbol defined by $\hat{g}^{\mu\nu}$. We know that $\Sigma$ is spacelike with respect to $\hat{g}^{\mu\nu}$ and hence this equation has a well-posed initial value formulation. This means it has a unique solution in $\hat{D}(\Sigma)$ (the domain of dependence of $\Sigma$ with respect to $\hat{g}^{\mu\nu}$) for given initial data $H$ and $n_\mu \hat{g}^{\mu\nu} \partial_\nu H$ on $\Sigma$. But by the constraint equation $n_\mu E^\mu = 0$ we have

$$0 = n_\mu E^\mu_{\text{mgh}} = n_\mu \hat{g}^{\mu\nu} \partial_\nu H$$

and hence the initial data for $H$ is trivial and the unique solution is $H = 0$. Similarly we can show $H^\mu = 0$ throughout $\hat{D}(\Sigma)$ using the Bianchi identity and the constraint equation $n_\mu E_\mu = 0$, as explained in [17].

Therefore $E^\mu = 0$ and $E^{\mu\nu} = 0$ in $\hat{D}(\Sigma)$. But since the causal cone of $g^{\mu\nu}$ lies inside that of $\hat{g}^{\mu\nu}$, we have $D(\Sigma) \subset \hat{D}(\Sigma)$ where $D(\Sigma)$ is the domain of dependence w.r.t. $g$. Hence, if the initial data satisfies the gauge conditions and constraints then, within $D(\Sigma)$, a solution to the gauge fixed equations is also a solution to the equations of motion arising from the original Lagrangian.

### 3.5 Principal Symbol

The definition of the principal symbol is reviewed in the Appendix. The principal symbol for our equations acts on a vector of the form

$$T^I = (t^\mu, s_\rho)^T$$

where $t^\mu$ is symmetric. Indices $I, J, \ldots$ take values from 1 to 14. In geometric optics, $T^I$ describes the polarization of high frequency gravitoelectromagnetic waves.

We label the blocks of the principal symbol as

$$\mathcal{P}(\xi)^{IJ} = \mathcal{P}^{IJ}_{g g} \xi^\gamma \xi^\delta = \begin{pmatrix} \mathcal{P}_{gg}(\xi)^{\mu\nu\rho\sigma} & \mathcal{P}_{gm}(\xi)^{\mu\nu\rho} \\ \mathcal{P}_{mg}(\xi)^{\mu\rho\sigma} & \mathcal{P}_{mm}(\xi)^{\mu\rho} \end{pmatrix}$$

where we have suppressed the dependence on $(x, u, \partial_{\mu} u, \partial_{0} \partial_{i} u, \partial_{i} \partial_{j} u)$. We decompose this into a part $\mathcal{P}_*(\xi)$ coming from $E^\mu$ and $E^{\mu\nu}$, and a gauge fixing part $\mathcal{P}_{GF}(\xi)$ with

$$\mathcal{P}(\xi)^{IJ} = \mathcal{P}_*(\xi)^{IJ} + \mathcal{P}_{GF}(\xi)^{IJ}$$

$$\mathcal{P}_*(\xi)^{IJ} = \begin{pmatrix} \mathcal{P}_{gg}(\xi)^{\mu\nu\rho\sigma} & \mathcal{P}_{gm}(\xi)^{\mu\nu\rho} \\ \mathcal{P}_{mg}(\xi)^{\mu\rho\sigma} & \mathcal{P}_{mm}(\xi)^{\mu\rho} \end{pmatrix}$$

$$\mathcal{P}_{GF}(\xi)^{IJ} = \begin{pmatrix} \hat{P}_{\alpha}^{\gamma\nu\rho} \hat{P}_{\alpha\delta\rho\sigma} \xi^\gamma \xi^\delta & 0 \\ 0 & -\hat{g}_{\mu\gamma} \hat{g}_{\rho\delta} \xi^\gamma \xi^\delta \end{pmatrix}$$

Furthermore, we split $\mathcal{P}_*(\xi)$ into the standard Einstein-Maxwell terms (i.e. those coming from the first three terms in (11)) and the higher-derivative terms:

$$\mathcal{P}_*(\xi)^{IJ} = \mathcal{P}^{EM}_*(\xi)^{IJ} + \delta \mathcal{P}_*(\xi)^{IJ}$$

---

5 Here the superscript “T” denotes a transpose, i.e., this is a column vector.

6 Here we are following the notation of [19]. “g” stands for gravitational and “m” stands for matter. In our case the matter is a Maxwell field.
where
\[
\mathcal{P}^{EM}_*(\xi)^{IJ} = \left( (-\frac{1}{2} g^{\gamma\delta} P^{\mu\rho\sigma} + P^{\gamma\mu} P^{\alpha\delta\rho\sigma}) \xi_{\gamma} \xi_{\delta} \begin{pmatrix} 0 \\ -g^{\mu\rho} g^{\gamma\delta} + g^{\mu\gamma} g^{\rho\delta} \end{pmatrix} \xi_{\gamma} \xi_{\delta} \right)
\]
(32)
\[
\equiv \left( \mathcal{P}^{E}_*(\xi)^{\mu\nu\rho\sigma} 0 \\ 0 \mathcal{P}^{M}_*(\xi)^{\mu\rho} \right)
\]
(33)

The expression for $\delta \mathcal{P}_*(\xi)^{IJ}$ is lengthy and so is given in the Appendix in equation (121).

### 3.6 Weak Coupling

The principal symbol is quadratic in $\xi_{\mu}$ so we can write e.g. $\mathcal{P}_*(\xi)^{IJ} = P_{IJ}^{\mu\nu} \xi_{\mu} \xi_{\nu}$. We say that the theory is *weakly coupled* in some region of spacetime if a basis can be chosen in that region such that the components of $\delta \mathcal{P}_{IJ}^{\mu\nu}$ are small compared to the components of $(\mathcal{P}^{EM}_{*})^{IJ\mu\nu}$. This is the condition that the contribution of the higher derivative terms to the principal symbol is small compared to the contribution from the 2-derivative terms. Note that this is a necessary condition for validity of EFT.

We assume that the initial data is chosen so that the theory is weakly coupled on $\Sigma$. By continuity, any solution arising from such data will remain weakly coupled at least for a small time. However, there is no guarantee that the solution will remain weakly coupled for all time e.g. weak coupling would fail if a curvature singularity forms. Under such circumstances, well-posedness may fail in the strongly coupled region but EFT would not be valid in this region anyway.

### 3.7 Symmetries of the Principal Symbol

Our proof of strong hyperbolicity will make heavy use of the symmetries of the principal symbol. The following symmetries of the principal symbol are immediate from its definition:

\[
\mathcal{P}_{gg*}(\xi)^{\mu\nu\rho\sigma} = \mathcal{P}_{gg*}(\xi)^{\mu\nu}(\rho\sigma) = \mathcal{P}_{gg*}(\xi)^{\mu\nu}(\rho\sigma)
\]
(34)
\[
\mathcal{P}_{gm*}(\xi)^{\mu\nu\rho} = \mathcal{P}_{gm*}(\xi)^{\mu\nu}(\rho)
\]
(35)
\[
\mathcal{P}_{mg*}(\xi)^{\rho\mu\nu} = \mathcal{P}_{mg*}(\xi)^{\rho}(\mu\nu)
\]
(36)

In [19], it is shown that the fact $E^{\mu}$ and $E^{\mu\nu}$ are derived from an action principle leads to the following symmetries:

\[
\mathcal{P}_{gg*}(\xi)^{\mu\nu\rho\sigma} = \mathcal{P}_{gg*}(\xi)^{\rho\sigma\mu\nu}
\]
(37)
\[
\mathcal{P}_{gm*}(\xi)^{\mu\nu\rho} = \mathcal{P}_{mg*}(\xi)^{\rho\mu\nu}
\]
(38)
\[
\mathcal{P}_{mm*}(\xi)^{\mu\rho} = \mathcal{P}_{mm*}(\xi)^{\rho\mu}
\]
(39)

In particular this means that $\mathcal{P}_*(\xi)^{IJ}$ is symmetric.

The Bianchi identities (17) and (16) together with the symmetries above also put conditions on the principal symbol (also given in [19] in an equivalent form), namely

\[
\mathcal{P}_{gg*}(\xi)^{\mu\nu\rho\sigma} \xi_{\nu} = 0
\]
(40)
\[
\mathcal{P}_{gm*}(\xi)^{\mu\nu\rho} \xi_{\nu} = 0
\]
(41)
\[
\mathcal{P}_{mg*}(\xi)^{\rho\mu\nu} \xi_{\nu} = 0
\]
(42)
\[
\mathcal{P}_{mm*}(\xi)^{\mu\rho} \xi_{\nu} = 0
\]
(43)
4 Proof of Strong Hyperbolicity

4.1 Characteristic equation

If $M(\xi)$ (defined by (7)) is diagonalizable with real eigenvalues, and eigenvectors that depend smoothly on $\xi$, then a symmetrizer $K(\xi)$ can be defined by $K = (S^{-1})^T S^{-1}$ where $S$ is the matrix whose columns are the eigenvectors. We will therefore start by considering the eigenvalue problem for $M(\xi)$, following the approach of [17]. We will first prove smoothness of all eigenvectors for the modified harmonic gauge formulation standard 2-derivative Einstein-Maxwell, thus establishing the strong hyperbolicity of this formulation. We then consider the weakly coupled EFT. In this case we will not demonstrate smoothness of all eigenvectors but nevertheless we will explain how a symmetrizer can still be constructed.

$M$ acts on vectors of the form $v = (T_I, T'_I)^T$ where $T_I = (t_{\mu\nu}, s_{\rho})^T$ and $T'_I = (t'_{\mu\nu}, s'_{\rho})^T$. It is straightforward to show that any eigenvector of $M(\xi)$ with eigenvalue $\xi_0$ is of the form $(T_I, \xi_0 T_I)^T$ where $T_I$ satisfies $P(\xi) T_J = 0$ (44) where $\xi_{\mu} = (\xi_0, \xi_i)$. This is called the characteristic equation. If this equation admits a non-zero solution $T_I$ then $\xi_\mu$ is called a characteristic covector or simply characteristic. In geometric optics, characteristics arise as wavevectors of high frequency waves, with $T_I$ describing the polarization.

The characteristic equation can be rewritten as

$$
\begin{pmatrix}
P_{\rho\rho}(\xi)_{\mu\rho\sigma} t_{\rho\sigma} + P_{\gamma\sigma}(\xi)_{\mu\rho\sigma} s_{\rho}

+ P_{\nu\rho}(\xi)_{\mu\rho\sigma} t_{\rho\sigma} + P_{\rho\rho}(\xi)_{\mu\rho\sigma} s_{\rho}
\end{pmatrix} = 0
$$

(45)

We contract the first row of this equation with $\xi_\nu$ and the second row with $\xi_\mu$, and use (40-43) to see that the non-gauge-fixing parts now vanish. After expanding the gauge fixing parts we get two equations:

$$
\begin{align*}
-\frac{1}{2} (\tilde{g}^{\gamma\gamma} \xi_\nu \xi_\gamma) \left( g^{\mu\beta} \tilde{P}_{\beta}^{\delta\rho\sigma} \xi_\delta t_{\rho\sigma} \right) &= 0 \\
- (\tilde{g}^{\mu\rho} \xi_\mu \xi_\rho) (\tilde{g}_{\sigma\nu} \xi_\sigma s_{\nu}) &= 0
\end{align*}
$$

(46) (47)

Therefore we can split the analysis into two cases:

I $\tilde{g}^{\gamma\gamma} \xi_\nu \xi_\gamma \neq 0 \Rightarrow g^{\mu\beta} \tilde{P}^{\delta\rho\sigma}_{\beta} \xi_\delta t_{\rho\sigma} = 0$ AND $\tilde{g}^{\mu\nu} \xi_\sigma s_{\nu} = 0$

II $\tilde{g}^{\gamma\gamma} \xi_\nu \xi_\gamma = 0$

Note that Case I implies that $P_{GF}(\xi)^{IJ} T_J = 0$, i.e., $T_I$ satisfies the gauge conditions”.

4.2 Standard Einstein-Maxwell Theory

We start our analysis with standard $c_3 = f = 0$ Einstein-Maxwell theory. Let’s consider each case above.

Case I: This is defined by $\tilde{g}^{\gamma\gamma} \xi_\nu \xi_\gamma \neq 0$ which implies

$$
\begin{align*}
g^{\mu\beta} \tilde{P}^{\delta\rho\sigma}_{\beta} \xi_\delta t_{\rho\sigma} &= 0
\end{align*}
$$

(48)

As before, the superscript “T” denotes a transpose, i.e., we are defining column vectors.
and
\[ \tilde{g}^{\sigma \nu} \xi_{\sigma} s_{\nu} = 0 \]  (49)

As noted above, these imply \( P_{GF}(\xi) T_{I} = 0 \). Substituting this back into (44) gives
\[ P_{\star}(\xi) T_{I} = 0 \]  (50)

In standard E-M theory, \( P_{\star}(\xi) = P_{EM}^{\star}(\xi) \) which is block diagonal and so this reduces to
\[ P_{\star}^{E}(\xi) ^{\mu \nu \rho \sigma} t_{\rho \sigma} = 0 \]  (51)

and
\[ P_{\star}^{M}(\xi) ^{\mu \rho} s_{\rho} = 0 \]  (52)

Hence we can use results derived in [17] for the Einstein part, supplemented with their Maxwell equivalents. We split into two further cases:

**Subcase Ia:** This is defined by \( g^{\gamma \delta} \xi_{\gamma} \xi_{\delta} \neq 0 \). Expanding (52) gives
\[ s^{\mu} = \xi^{\mu} \left( \frac{\xi^{\rho} s_{\rho}}{g^{\gamma \delta} \xi_{\gamma} \xi_{\delta}} \right) \]  (53)

Therefore \( s_{\rho} = \lambda \xi_{\rho} \) for some \( \lambda \). Substituting this into (49) gives \( \lambda \tilde{g}^{\sigma \nu} \xi_{\sigma} \xi_{\nu} = 0 \). Similarly for the Einstein parts, [17] shows that in the case \( g^{\gamma \delta} \xi_{\gamma} \xi_{\delta} \neq 0 \), the equations (48) and (51) imply \( t_{\mu \nu} = \xi_{(\mu} X_{\nu)} \) and \( X^{\mu} \tilde{g}^{\sigma \nu} \xi_{\sigma} \xi_{\nu} = 0 \) for some \( X_{\mu} \). Taken together, for non-zero \( T_{I} \) we have that
\[ \tilde{g}^{\sigma \nu} \xi_{\sigma} \xi_{\nu} = 0 \]  (54)

and \( T_{I} = (\xi_{(\mu} X_{\nu)}, \lambda \xi_{\rho})^{T} \). Note that our assumption that the null cones of \( \tilde{g}^{\mu \nu} \) and \( g^{\mu \nu} \) do not intersect ensures that (54) is consistent with \( g^{\gamma \delta} \xi_{\gamma} \xi_{\delta} \neq 0 \).

Surfaces of constant \( x^{0} \) are spacelike with respect to \( g^{\mu \nu} \) and hence spacelike with respect to \( \tilde{g}^{\mu \nu} \). Therefore, equation (54) has two real solutions \( \xi_{0}^{\pm} \) that depend smoothly on \( \xi_{i} \). The associated characteristic covectors are labelled \( \xi_{\pm}^{\mu} = (\xi_{0}^{\pm}, \xi_{i}) \). The two solutions can be distinguished by the convention \( \mp \tilde{g}^{0 \nu} \xi_{\nu}^{\pm} > 0 \).

There are \( 4 + 1 = 5 \) linearly independent eigenvectors associated to each eigenvalue \( \xi_{0}^{\pm} \), given by the arbitrary choices of \( X_{\mu} \) and \( \lambda \). We call these "pure gauge" eigenvectors because they arise from a 4-dimensional residual gauge freedom in \( g_{\mu \nu} \) and a 1-dimensional residual gauge freedom in \( A_{\mu} \) in the gauge fixed equations of motion (21) and (22). These eigenvectors form 5-dimensional eigenspaces, which we denote as \( \tilde{V}_{\pm} \).

**Subcase Ib:** This is defined by
\[ g^{\sigma \nu} \xi_{\sigma} \xi_{\nu} = 0 \]  (55)

Again this has two real solutions \( \xi_{0}^{\pm} \) with \( \mp \tilde{g}^{0 \nu} \xi_{\nu}^{\pm} > 0 \) and characteristic covector \( \xi_{\mu}^{\pm} = (\xi_{0}^{\pm}, \xi_{i}) \). We will find the dimension of the space of eigenvectors. Starting with the Maxwell part, the equation \( P_{\star}^{M}(\xi_{\mu}^{\pm}) ^{\mu \rho} s_{\rho} = 0 \) reduces to
\[ \tilde{g}_{\sigma}^{\sigma} s_{\nu} = 0 \]  (56)

But the Case I condition (49) is
\[ \tilde{g}_{\sigma}^{\sigma} s_{\nu} = 0 \]  (57)
Hence the only requirements on the polarization $s_\rho$ are that it is orthogonal to $\xi^\pm_0$ with respect to both $g^{\mu\nu}$ and $\hat{g}^{\mu\nu}$. These are the "physical" photon polarizations, and for each eigenvalue $\xi^\pm_0$, the corresponding $T_I = (0, s_\rho)$ form a 2-dimensional eigenspace that depends smoothly on $\xi$. 

For the metric part, [17] proves a similar statement in this case. For each eigenvalue $\xi^\pm_0$, there are 2 linearly independent eigenvectors with $T_I = (t_{\mu\nu}, 0)$ that depend smoothly on $\xi$. These polarizations are transverse with respect to $g^{\mu\nu}$ and $\hat{g}^{\mu\nu}$ in the sense that $P_\beta^{\delta\rho\sigma} \xi^\pm_\delta t_{\rho\sigma} = 0$ and $\hat{P}_\beta^{\delta\rho\sigma} \xi^\pm_\delta t_{\rho\sigma} = 0$, and correspond to physical polarizations of the metric.

Therefore there is a 4-dimensional eigenspace $V^\pm$ for each eigenvalue $\xi^\pm_0$, with eigenvectors depending smoothly on $\xi$.

**Case II:** This is defined by

$$\hat{g}^{\sigma\nu} \xi_\rho \xi_\nu = 0$$

(58)

Once again, this has two real solutions $\hat{\xi}^\pm_0$ which we distinguish by $\pm \hat{g}^{0\nu} \hat{\xi}^\pm_0 > 0$. Since the characteristic covectors $\hat{\xi}^\pm = (\hat{\xi}^\pm_0, \xi_i)$ are the same as those for [24], we call the corresponding eigenvectors "gauge condition-violating". (In geometric optics these correspond to high frequency solutions of the gauge-fixed equations that violate the gauge condition.)

We first look at $\hat{\xi}^+_0$ and construct its eigenvectors. Since $\hat{\xi}^+_0$ is null with respect to $\hat{g}^{\mu\nu}$, it is spacelike with respect to $g^{\mu\nu}$. Therefore we can introduce a basis $\{e_0^\mu, e_1^\mu, e_2^\mu, e_3^\mu\}$ which is orthonormal with respect to $g^{\mu\nu}$ and $e_i^\mu \propto \hat{\xi}^{i+\mu}$ (recall that indices are raised using $g^{\mu\nu}$). This basis can be chosen to depend smoothly on $\xi$ [17].

Define indices $A, B, ...$ to take values 0, 2, 3. In this basis we can write a general symmetric tensor as

$$t_{\mu\nu} = \hat{\xi}^+_0 X_{\mu\nu} + t_{AB} e^A_\mu e^B_\nu$$

(59)

and a general covector as

$$s_\rho = \lambda \hat{\xi}^+_\rho + s_C e^C_\rho$$

(60)

By the conditions [10,13] and symmetries [34,36] the only non-vanishing components of $\mathcal{P}_*(\hat{\xi}^+_0)$ are those with $A, B, ...$ indices. To construct the eigenvectors, we start by considering solutions $(t_{AB}, s_C)$ to the following

$$
\begin{pmatrix}
\mathcal{P}_*(\hat{\xi}^+_0)^{ABCD}
0
\end{pmatrix}
\begin{pmatrix}
t_{CD}
s_C
\end{pmatrix}
= 
\begin{pmatrix}
\hat{P}_\alpha^{\beta AB} \hat{\xi}^+_{\beta\alpha} v^\alpha
\hat{g}^{\lambda\alpha} \xi^+_\lambda w
\end{pmatrix}
$$

(61)

where $(v^\alpha, w)$ is a fixed constant vector. We claim this can be solved uniquely. Consider an element $(r_{AB}, p_C)$ of the kernel of the matrix on the left hand side:

$$\mathcal{P}_*(\hat{\xi}^+_0)^{ABCD} r_{CD} = 0$$

(62)

$$\mathcal{P}_*(\hat{\xi}^+_0)^{AC} p_C = 0$$

(63)

In [17] it is shown that $\mathcal{P}_*(\hat{\xi}^+_0)^{ABCD}$ has trivial kernel and so $r_{AB} = 0$. We can do the same for $\mathcal{P}_*(\hat{\xi}^+_0)^{AB}$ using a similar argument; [63] implies that

$$\mathcal{P}_*(\hat{\xi}^+_0)^{\mu\nu} p_\nu = 0$$

(64)

for any $p_1$. Expanding implies

$$P^\mu (g^{\gamma\delta} \hat{\xi}^+_{\gamma\delta}) = \hat{\xi}^+ \mu (g^{\gamma\delta} \hat{\xi}^+_{\gamma\delta} p_\delta)$$

(65)
The null cones of $g^{\gamma \delta}$ and $\tilde{g}^{\gamma \delta}$ do not intersect and so $g^{\gamma \delta} \xi^+_\gamma \xi^+_\delta \neq 0$. This means the above implies $p^\mu \propto \xi^+\mu$, and hence in our orthonormal basis, $p_A = 0$, which establishes the result.

Therefore the kernel of the matrix on the left hand side of (61) is trivial and so there is a unique solution $(t_{AB}(v^\alpha, w), s_C(v^\alpha, w))$ to (61). This solution depends smoothly on $(v^\alpha, w)$, $\xi_i$ and $g_{\mu \nu}$ since both sides of (61) depend smoothly on these things.

We use these values for $(t_{AB}(v^\alpha, w), s_C(v^\alpha, w))$ in our definitions of $(t_{\mu \nu}, s_\rho)$ defined by (59) and (60). This implies that

$$P_A(\xi^+)^{IJ} \left( t_{\rho \sigma}(v^\gamma, w) \right) = \left( \tilde{P}_\alpha^{\beta \mu \nu} \xi^+_\gamma \xi^+_\delta \right) \left( g^{\mu \alpha} \xi^+_\alpha w \right)$$

since the components with 1-indices vanish on the top line and bottom lines because both sides have vanishing contractions with $\xi^+_\mu$.

Now, in our definitions (59) and (60) we judiciously chose

$$X^\mu(v, t_{AB}) = \frac{2}{g^{\gamma \delta} \xi^+_\gamma \xi^+_\delta} \left( v^\mu - \tilde{P}_{\mu \nu} g^{\nu \rho} \xi^+_\rho t_{AB} \right)$$

and

$$\lambda(w, s_C) = \frac{1}{g^{\gamma \delta} \xi^+_\gamma \xi^+_\delta} \left( w - \tilde{g}^{\gamma A} \xi^+_\gamma s_A \right)$$

which also depend smoothly on their arguments (and $\xi_i$). These choices imply

$$\tilde{P}_{\mu \nu} g^{\nu \rho} \xi^+_\rho t_{\rho \sigma} = \frac{1}{2} \left( g^{\gamma \delta} \xi^+_\gamma \xi^+_\delta \right) X^\mu + \tilde{P}_{\mu \nu} g^{\nu \rho} \xi^+_\rho t_{AB}$$

$$= v^\mu - \tilde{P}_{\mu \nu} g^{\nu \rho} \xi^+_\rho t_{AB} + \tilde{P}_{\mu \nu} g^{\nu \rho} \xi^+_\rho t_{AB} = v^\mu$$

and

$$\tilde{g}^{\gamma \nu} \xi^+_\gamma s_\nu = \lambda \tilde{g}^{\gamma \nu} \xi^+_\gamma \xi^+_\rho + \tilde{g}^{\gamma A} \xi^+_\gamma s_A$$

$$= w$$

which imply that $T_I = (t_{\mu \nu}(v^\alpha, w), s_\rho(v^\alpha, w))$ satisfies

$$P(\xi^+)^{IJ} T_J = P_A(\xi^+)^{IJ} T_J + P_{GF}(\xi^+)^{IJ} T_J$$

$$= \begin{pmatrix} \tilde{P}_\alpha^{\beta \mu \nu} \xi^+_\gamma v^\alpha \\ \tilde{g}^{\mu \alpha} \xi^+_\alpha w \end{pmatrix} - \begin{pmatrix} \tilde{P}_\alpha^{\gamma \mu \nu} \tilde{P}_{\beta \alpha \rho} \xi^+_\gamma t_{\rho \sigma} \\ \tilde{g}^{\mu \gamma} \tilde{g}^{\nu \delta} \xi^+_\gamma \xi^+_\delta s_\nu \end{pmatrix}$$

$$= \begin{pmatrix} \tilde{P}_\alpha^{\beta \mu \nu} \xi^+_\gamma v^\alpha \\ \tilde{g}^{\mu \alpha} \xi^+_\alpha w \end{pmatrix} - \begin{pmatrix} \tilde{P}_\alpha^{\beta \mu \nu} \xi^+_\gamma v^\alpha \\ \tilde{g}^{\mu \alpha} \xi^+_\alpha w \end{pmatrix} = 0$$

where the second equality comes from (66) and the third equality comes from (70) and (71).

Hence for every $(v^\alpha, w)$ we have constructed a smoothly varying eigenvector $(T_I(v^\alpha, w), \xi^+_0 T_I(v^\alpha, w))$ of $M$ with eigenvalue $\xi^+_0$. If we pick a set of 5 linearly independent choices of $(v^\alpha, w)$ then the corresponding $t_{AB}$ and $s_C$ will be linearly independent by the triviality of the kernel of the LHS of (61),
and hence the corresponding eigenvectors will be linearly independent. Label the 5-dimensional span of these eigenvectors by $\hat{V}^\pm$. We can repeat all the above steps with $\hat{\xi}_0$ to get the same result for $\hat{V}^-$. We claim that $\hat{V}^\pm$ contain all the eigenvectors with eigenvalue $\hat{\xi}_0^\pm$ by counting the dimensions of the eigenspaces we have found so far:

$$\dim \hat{V}^+ + \dim \hat{V}^- + \dim \hat{V}^+ + \dim \hat{V}^- + \dim \hat{V}^+ + \dim \hat{V}^- = 5 + 5 + 4 + 4 + 5 + 5 = 28$$

\[ (72) \]

$M$ is a 28 by 28 matrix, and hence there are no more eigenvectors to find. Therefore $\hat{V}^\pm$ are the total eigenspaces for $\hat{\xi}_0^\pm$.

To summarise, we have found that, for standard 2-derivative Einstein-Maxwell, $M(\xi)$ has 6 distinct eigenvalues, $\xi_0^\pm, \xi_0^\mp$ and $\hat{\xi}_0^\pm$ which are all real. Furthermore it has a complete set of eigenvectors that depend smoothly on $\xi$. Therefore the modified-harmonic-gauge formulation of standard Einstein-Maxwell is strongly hyperbolic.

Now, as mentioned in Section 2, the argument that strong hyperbolicity implies well-posedness assumes that $M$ is invertible. This is equivalent to $C^{IJ}$ being invertible, which is equivalent to the condition that $\xi_0 \neq 0$ for any characteristic covector. However, we chose our spacetime foliation such that surfaces of constant $x^0$ are spacelike with respect to $g^{\mu\nu}$, and hence spacelike with respect to $\tilde{g}^{\mu\nu}$ and $\hat{g}^{\mu\nu}$. This means that a covector with $\xi_0 = 0$ is spacelike with respect to all three (inverse) metrics. But as we found above, the characteristic covectors are null with respect to one of the three metrics, and hence $M$ is invertible for standard E-M theory. By continuity, $M$ will remain invertible when we include higher derivative terms, assuming weak coupling.

### 4.3 Weakly Coupled Einstein-Maxwell EFT

Now we consider our theory including the higher derivative terms. At weak coupling, $M(\xi_i)$ is a small deformation of the corresponding matrix of the 2-derivative theory. The continuity of this deformation will be used in the following to show that many of the above results still hold. In particular, the eigenvalues of $M(\xi_i)$ will be close to those discussed above, and can be sorted into 6 groups corresponding to which eigenvalue they approach in the standard 2-derivative (i.e. $c_3 \to 0$, $f \to 0$) limit. As in [17], we call these groups the $\hat{\xi}_0^\pm$-group, the $\tilde{\xi}_0^\pm$-group etc. We don’t know that these eigenvalues are real so we view $M(\xi_i)$ as acting on the 28 dimensional space $V$ of complex vectors of the form $v = (T_I, T_I')^T$.

Following the argument of [17] we can decompose $V$ as follows

$$V = \hat{\hat{V}}^+ \oplus \hat{\hat{V}}^+ \oplus \hat{V}^+ \oplus \hat{\hat{V}}^- \oplus \hat{V}^- \oplus \hat{\hat{V}}^- \oplus \hat{\hat{V}}^-$$

\[ (73) \]

where $V^+$ is the sum of all generalized eigenspaces associated with eigenvalues in the $\xi_0^+$ group and similarly for the other spaces. The spaces $\hat{\hat{V}}^+, \hat{V}^-$ etc. must have the same dimensions as the corresponding eigenspaces in standard 2-derivative E-M theory. Therefore, $\hat{V}^\pm$ and $\hat{\hat{V}}^\pm$ are all five dimensional and $\hat{V}^\pm$ are four dimensional. These vector spaces are complex.

Recall (section 1.1) that the analysis of the characteristic equation splits into two cases. We will see that $\hat{V}^\pm$ correspond to eigenvectors in Case I arising from the same residual gauge invariance as in the standard 2-derivative theory. $V^+$ correspond to the remaining eigenvectors in Case I, which are the physical eigenvectors. $\hat{\hat{V}}^\pm$ correspond to gauge-condition-violating eigenvectors in Case II.

---

*The generalized eigenspace corresponding to a matrix $A$ and eigenvalue $\lambda$ is the space of vectors $x$ such that there exists a positive integer $m$ with $(A - \lambda I)^m x = 0$. In the Jordan decomposition of $A$, each Jordan block is associated with a generalized eigenspace.*
4.4 $\hat{V}^\pm$

These are the spaces associated with the $\hat{\xi}_0^\pm$-groups of eigenvalues, where $\hat{\xi}_0^\pm$ are the two real solutions to $\hat{g}^{\mu\nu} \hat{\xi}_\mu^\pm \hat{\xi}_\nu^\pm = 0$. However, the weakly coupled theory still has the same residual gauge freedoms in $g_{\mu\nu}$ and $A_\mu$ as the 2-derivative theory. As such it turns out that $\hat{\xi}_0^\pm$ are still eigenvalues of the weakly coupled theory with the same eigenvectors $v = (T_I, \xi_0 T_I)^T$ of the form

$$T_I = (\hat{\xi}_\mu^\pm X_\nu, \lambda \hat{\xi}_\rho^\pm)$$

for arbitrary $X_\nu$ and $\lambda$. To show this, note that $T_I$ satisfies $P_{GF}(\hat{\xi}_0^\pm)^J T_J = 0$, and also

$$P_\ast(\hat{\xi}_0^\pm)^J T_J = \begin{pmatrix} P_{gg^\ast}(\hat{\xi}_0^\pm)^{\mu
u} \hat{\xi}_\rho^\pm X_\sigma & \lambda P_{g_{\mu\nu}}(\hat{\xi}_0^\pm)^{\mu\nu \rho} \hat{\xi}_\sigma^\pm \\ P_{mg^\ast}(\hat{\xi}_0^\pm)^{\mu\nu} \hat{\xi}_\rho^\pm X_\sigma & \lambda P_{m_{\mu\nu\rho}}(\hat{\xi}_0^\pm)^{\mu\rho \sigma} \hat{\xi}_\nu^\pm \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$

where the second equality follows from conditions (40-43) and symmetries (34) and (36). Therefore $P(\hat{\xi}_0^\pm)^J T_J = 0$. Hence $\hat{V}^\pm$ are genuine eigenspaces (rather than generalized eigenspaces) with eigenvalues $\hat{\xi}_0^\pm$, and eigenvectors that depend smoothly on $\xi_i$.

4.5 $\hat{V}^\pm$

These are the spaces associated with the $\hat{\xi}_0^\pm$-groups of eigenvalues where $\hat{\xi}_0^\pm$ are the two real solutions to $\hat{g}^{\mu\nu} \hat{\xi}_\mu^\pm \hat{\xi}_\nu^\pm = 0$. We’ll now show that our above construction of eigenvectors with eigenvalue $\hat{\xi}_0^\pm$ in the 2-derivative theory extends to the weakly coupled higher-derivative theory with only minor modifications.

We introduce the same basis as before, and take indices $A, B, \ldots$ to take values 0, 2, 3. The only line which needs changing is equation (61), as we now want to find solutions $(t_{AB}, s_C)$ to

$$\begin{pmatrix} P_{gg^\ast}(\hat{\xi}_0^\pm)^{ABCD} & P_{g_{\mu\nu}^\ast}(\hat{\xi}_0^\pm)^{ABC} \\ P_{mg^\ast}(\hat{\xi}_0^\pm)^{ACD} & P_{m_{\mu\nu\rho}^\ast}(\hat{\xi}_0^\pm)^{AC} \end{pmatrix} \begin{pmatrix} t_{CD} \\ s_C \end{pmatrix} = \begin{pmatrix} \hat{P}_\beta^\beta^\alpha^\beta \hat{\xi}_0^\pm v^\alpha \\ \hat{g}_{\alpha\beta} \hat{\xi}_0^\pm w \end{pmatrix}$$

(76)

However in standard E-M theory, we found that the kernel of the matrix on the left hand side is trivial and so its determinant is non-zero. By continuity, its determinant is also non-zero for sufficiently weak coupling, and so its kernel is still trivial and there is still a unique solution $(t_{AB}(v^\alpha, w), s_C(v^\alpha, w))$ to (75). Both sides of (76) still depend smoothly on $(v^\alpha, w, \xi_i, g_{\mu\nu}$ and $A_\mu$ and their derivatives, and so the solution also depends smoothly on these things.

The rest of the construction follows the same steps as for the 2-derivative theory, and hence $\hat{V}^\pm$ are genuine eigenspaces with eigenvalues $\hat{\xi}_0^\pm$ and eigenvectors that depend smoothly on $\xi_i$ and the fields and their derivatives.

4.6 $V^\pm$

These are the spaces associated with the $\xi_0^\pm$-groups of eigenvalues where $\xi_0^\pm$ are the two real solutions to $g^{\mu\nu} \xi_{\mu}^\pm \xi_{\nu}^\pm = 0$. Since we are only considering weak coupling, we can assume that these eigenvalues are sufficiently close to $\xi_0^\pm$ so that $\tilde{g}^{\sigma\nu} \xi_{\sigma} \xi_{\nu} \neq 0$ and $\tilde{g}^{\sigma\nu} \xi_{\sigma} \xi_{\nu} \neq 0$. Therefore the eigenvalues and eigenvectors in the 4-dimensional generalized eigenspaces $V^\pm$ are those in Case I that don’t also satisfy $\tilde{g}^{\sigma\nu} \xi_{\sigma} \xi_{\nu} = 0$. We will show that $V^\pm$ are genuine eigenspaces by closely following the argument in [17] for Horndeski theories.
The first step of the argument is to establish that the deformed eigenvalues are real. We proceed by defining

\[ H^\pm_A = \pm \begin{pmatrix} A_* & A_* \\ A_* & 0 \end{pmatrix} \tag{77} \]

where \( A_* \) and \( B_* \) are defined as in (53) but by only using the non-gauge fixing parts of the principal symbol. \( H^\pm_A \) is Hermitian since \( P_* (\xi)^{IJ} \) is symmetric and real. We then define the Hermitian form \( \langle \cdot, \cdot \rangle \) on vectors \( v^{(i)} = (T_I^{(i)}, \gamma^{(i)}) \) in \( V^\pm \) (viewed as 4-dimensional complex vector spaces) by

\[ \langle v^{(1)}, v^{(2)} \rangle^\pm = v^{(1)\dagger} H^\pm_A v^{(2)} \tag{78} \]

We show this is positive definite for standard E-M theory, and hence by continuity it is positive definite for sufficiently weakly coupled E-M theory. In standard E-M, \( V^\pm \) are genuine eigenspaces each with one eigenvalue \( \xi_0^\pm \) and eigenvectors \( v^{(i)} = (t^{(i)}_{\mu\nu}, \xi^{(i)}_0 t^{(i)}_{\mu\nu}, \xi^{\pm}_0 s^{(i)}_\rho, \xi^{\pm}_0 s^{(i)}_\rho) \) satisfying the equations which define Subcase Ib. \( A_* \) and \( B_* \) are also block diagonal so the Hermitian form splits into a gravitational part and a Maxwell part:

\[ \langle v^{(1)}, v^{(2)} \rangle^\pm = \pm \left[ (t^{(1)}_{\mu\nu} - 2 \xi_0^\pm A_* + B_* t^{(2)}_{\mu\nu} + s^{(1)}_\rho (2 \xi_0^\pm A_* + B_* s^{(2)}_\rho) \right] \tag{79} \]

In [17] it is shown that the gravitational part simplifies to \(-g^{0\nu} \xi_0^\pm t^{(1)}_{\mu\nu} P_{\nu\rho \sigma \tau} t^{(2)}_{\rho\sigma \tau}\) where

\[ P_{\alpha \beta \mu \nu} = \delta^\alpha_\beta g_{\mu \nu} - \frac{1}{2} \delta^\beta_\mu g_{\alpha \nu} \tag{80} \]

Using (56), we can also reduce the Maxwell part, leading to

\[ \langle v^{(1)}, v^{(2)} \rangle^\pm = \mp g^{0\nu} \xi_0^\pm \left[ t^{(1)}_{\mu\nu} P_{\nu\rho \sigma \tau} t^{(2)}_{\rho\sigma \tau} + 2 s^{(1)}_\rho g^{\mu \rho \sigma \tau} s^{(2)}_{\sigma \tau} \right] \tag{81} \]

To simplify further, we pick a tangent space basis \( (e_0)^\mu = \xi^\pm_\mu, (e_1)^\mu = \xi^{\mp}_\mu \) with\( g(e_0, e_1) = 1, g(e_i, e_j) = \delta_{ij} \) \( \tag{82} \)

where \( i, j = 2, 3 \) and all other contractions vanish. In this basis, equation (56) becomes \( s_0 = 0 \), and so \( s^{(1)}_\rho g^{\mu \rho \sigma \tau} s^{(2)}_\sigma \tau = s^{(1)}_\rho s^{(2)}_\rho \). Similarly for the gravitational part, [17] shows that the conditions defining Subcase Ib imply that all components of \( t_{\mu\nu} \) either vanish or depend linearly on the traceless quantity \( t_{ij} \). Furthermore, they show that \( t^{(1)}_{\mu\nu} P_{\nu\rho \sigma \tau} t^{(2)}_{\rho\sigma \tau} = t^{(1)}_{ij} t^{(2)}_{ij} \). Therefore

\[ \langle v^{(1)}, v^{(2)} \rangle^\pm = \mp \xi^\pm (t^{(1)}_{ij} t^{(2)}_{ij} + 2 s^{(1)}_i s^{(2)}_i) \tag{83} \]

Our convention was that \( \mp \xi^\pm > 0 \) so this is non-negative for \( v^{(1)} = v^{(2)} = v \). Suppose that \( \langle v, v \rangle^\pm = 0 \). Then \( s_i = 0 \) and so equation (57) becomes \( \tilde{g}^{11}_i s_1 = 0 \). But \( \tilde{g}^{11} \neq 0 \), and hence this implies \( s_1 = 0 \). Therefore \( s_\rho = 0 \). Similarly \( t_{ij} \) implies that \( t_{\mu\nu} = 0 \) by Subcase Ib conditions [17]. Hence \( \langle v, v \rangle^\pm \geq 0 \) with equality iff \( v = 0 \). Therefore we have shown that the Hermitian form is positive definite for 2-derivative E-M theory, and hence, by continuity, also for weakly coupled E-M theory.

In [17], it is shown that the existence of this positive definite form on the complex vector space \( V^\pm \) implies the eigenvalues in the \( \xi_0^\pm \)-group are real so long as a) \( P_*(\xi)^{IJ} \) is symmetric (which we
have) and b) the corresponding eigenvectors are in the kernel of \( \mathcal{P}_{GF}(\xi)^{IJ} \). The second condition follows for \( V^\pm \) by Case I conditions. Hence the eigenvalues in the \( \xi_0^\pm \)-groups are real.

We now proceed to show diagonalisability of \( M(\xi) \). Since we’ve already shown that \( \tilde{V}^\pm \) and \( \tilde{V}^\pm \) are genuine eigenspaces, we just need to show that \( M(\xi) \) is diagonalizable within \( V^\pm \). To this end, let \( \xi_0 \) be an eigenvalue in the \( \xi_0^\pm \)-group and consider a left eigenvector of \( M(\xi) \) with this eigenvalue. One can show these are of the form

\[
 w = (T_I, \xi_0 T_I) \begin{pmatrix} B & A \\ A & 0 \end{pmatrix} 
\]

where

\[
 T_I \mathcal{P}(\xi)^{IJ} = 0
\]

Now, using the symmetries of \( \mathcal{P}_*(\xi)^{IJ} \) one can show that a family of left eigenvectors with eigenvalue \( \xi_0^\pm \) is given by

\[
 T_I = (\hat{\xi}_\mu X_\nu, \lambda \hat{\xi}_\rho)
\]

for arbitrary \( X_\nu \) and \( \lambda \). Then by considering the Jordan normal form of \( M \), we have that \( w \) must be orthogonal to any vector \( v = (u_I, u'_I)^T \) in any of \( V^\pm \) or \( \tilde{V}^\pm \), i.e.

\[
 0 = wv = (T_I, \hat{\xi}_0^\pm T_I) \begin{pmatrix} B^{IJ} & A^{IJ} \\ A^{IJ} & 0 \end{pmatrix} \begin{pmatrix} u_I \\ u'_I \end{pmatrix}
 = T_I(B^{IJ} + \hat{\xi}_0^\pm A^{IJ})u_J + T_I A^{IJ}u'_J
\]

By expanding \( T_I \) through (86) and using the fact that \( X_\nu \) and \( \lambda \) are arbitrary we get the two following conditions on \( (u_I, u'_I) \):

\[
 0 = \hat{\xi}_\mu^\pm (B^{0\nu}_\mu + \hat{\xi}_0^\pm A^{0\nu}_\mu)u_J + \hat{\xi}_\mu^\pm A^{0\nu}_\mu u'_J \\
 0 = \hat{\xi}_\mu^\pm (B^{\mu\nu}_\mu + \hat{\xi}_0^\pm A^{\mu\nu}_\mu)u_J + \hat{\xi}_\mu^\pm A^{\mu\nu}_\mu u'_J
\]

We can eliminate \( (\hat{\xi}_0^\pm)^2 \) using \( g^{\sigma\nu} \hat{\xi}_\sigma \xi_\nu = 0 \) to get

\[
 \hat{\xi}_0^\pm R^\mu + S^\mu = 0 \\
 \hat{\xi}_0^\pm R + S = 0
\]

where

\[
 R^\mu \equiv -2(\hat{g}^{00})\hat{g}^{0i}\xi_i A^{00}u_J + B^{00}u_J + \xi_i A^{0i}u_J + A^{00}u'_J \\
 R \equiv -2(\hat{g}^{00})\hat{g}^{0i}\xi_i A^{00}u_J + B^{00}u_J + \xi_i A^{0i}u_J + A^{00}u'_J \\
 S^\mu \equiv -(\hat{g}^{00})\hat{g}^{ij}\xi_i A^{0j}u_J + \xi_i B^{0j}u_J + \xi_i A^{ij}u'_J \\
 S \equiv -(\hat{g}^{00})\hat{g}^{ij}\xi_i A^{0j}u_J + \xi_i B^{0j}u_J + \xi_i A^{ij}u'_J
\]

Note that none of \( R^\mu, R, S^\mu \) or \( S \) depend on \( \xi_0^\pm \). Therefore, since (91) and (92) are true for both signs \( \pm \), they imply

\[
 R^\mu = 0 = S^\mu, \quad R = 0 = S
\]
Now, we can match co-efficients of powers of $\xi_0$ in the Bianchi-style identities (104-103) to get the following identities on $A_*$ and $B_*$ (and on $C_*$ but these aren’t relevant to our argument):

$$A_0^0 = 0$$ (98)

$$\xi_i A_*^{0I} + B_*^{0I} = 0$$ (99)

$$A_*^{0I} = 0$$ (100)

$$\xi_i A_*^{0I} + B_*^{0I} = 0$$ (101)

We can plug these into (93) and (94) and see that all the $\star$ terms vanish in $R^\mu$ and $R$. Hence they only depend on gauge-fixing terms which are block diagonal. Writing $u_I = (t_{\mu\nu}, s_\rho)$ and $u'_I = (t'_{\mu\nu}, s'_\rho)$ and expanding $A_{GF}$ and $B_{GF}$, the equations $R^\mu = 0$ and $R = 0$ reduce to

$$\hat{P}_\beta^{\iota\rho\sigma} \xi_I t_{\rho\sigma} + \hat{P}_\beta^{0\rho\sigma} t'_{\rho\sigma} = 0$$ (102)

$$\tilde{g}^{\iota\rho} \xi_I s_\rho + \tilde{g}^{0\rho} s'_\rho = 0$$ (103)

The first condition is the same as in [17], whilst the second condition is its Maxwell equivalent.

These are the conditions we will need to show diagonalizability of $V^\pm$. Let us start with $V^+$. For contradiction, assume we have a non-trivial Jordan block so there exists $w = (u_I, u'_I)^T \in V^+$ such that

$$v = (M(\xi_i) - \xi_0)w \neq 0$$ (104)

where $v = (T_I, \xi_0 T_I) \in V^+$ is an eigenvector of $M(\xi_i)$ with eigenvalue $\xi_0$. Write $T_I = (r_{\mu\nu}, p_\rho)$. Now, (104) is equivalent to the two equations

$$u'_I = \xi_0 u_I + T_I$$ (105)

$$\mathcal{P}(\xi)^{IJ} u_J = -(2\xi_0 A + B)^{IJ} T_J$$ (106)

Note that we can substitute (105) into the conditions (102) and (103) to get

$$\hat{P}_\beta^{\mu\rho\sigma} \xi_I t_{\rho\sigma} + \hat{P}_\beta^{0\rho\sigma} r_{\rho\sigma} = 0$$ (107)

$$\tilde{g}^{\iota\rho} \xi_I s_\rho + \tilde{g}^{0\rho} p_\rho = 0$$ (108)

We can also rewrite (106) by extracting the gauge-fixing terms:

$$\mathcal{P}_*(\xi)^{IJ} u_J = -\mathcal{P}_{GF}(\xi)^{IJ} u_J - (2\xi_0 A_{GF} + B_{GF})^{IJ} T_J - (2\xi_0 A_* + B_*)^{IJ} T_J$$ (109)

The gauge-fixing terms are block-diagonal so they split into a gravitational part and a Maxwell part. In [17], it is shown that (107) implies the gravitational gauge-fixing part vanishes. The Maxwell parts vanish similarly since

$$-(\mathcal{P}_{GF}(\xi)^{\mu\nu} s_\nu + (2\xi_0 A_{GF} + B_{GF})^{\mu\nu} p_\nu)$$

$$= \tilde{g}^{\mu\nu} \tilde{g}^{0\delta} \xi_0 \xi_\delta s_\nu + (2\xi_0 \tilde{g}^{0\delta} \tilde{g}^{\iota\rho} + \xi_i \tilde{g}^{\mu\iota} \tilde{g}^{0\rho} + \xi_i \tilde{g}^{0\rho} \tilde{g}^{\iota\rho}) p_\nu$$

$$= \tilde{g}^{\mu\nu} \tilde{g}^{0\delta} \xi_0 \xi_\delta s_\nu + \tilde{g}^{\iota\rho} \tilde{g}^{0\rho} \xi_0 p_\nu + \tilde{g}^{0\rho} \tilde{g}^{\iota\rho} \xi_\iota p_\nu$$

$$= \tilde{g}^{0\rho} \tilde{g}^{\iota\rho} \xi_\iota p_\nu$$

$$= 0$$ (110)
where the third equality follows from (108) and the fourth from using the Case I condition on the eigenvector \( v \). Hence all the gauge-fixing terms in (109) vanish, and contracting the remaining terms with \( T^*_I \) gives

\[
T^*_I \mathcal{P}_*(\xi)^{IJ} v_J = -T^*_I (2\xi_0 A_* + B_*)^{IJ} T_J
\]

\[
= (v, v)_+ \quad (111)
\]

But by symmetry of \( \mathcal{P}_*(\xi)^{IJ} \), the left-hand side can be written as

\[
u_J \mathcal{P}_*(\xi)^{IJ} T^*_I = u_J (\mathcal{P}_*(\xi)^{IJ} T_I)^* = 0 \quad (112)
\]

where the second equality follows because \( v = (T_I, \xi^0 T_I) \) is a Case I eigenvector of \( M \) and therefore \( \mathcal{P}(\xi)^{IJ} T_J = 0 \) and \( \mathcal{P}_G(\xi)^{IJ} T_J = 0 \). But this implies that \( (v, v)_+ = 0 \), and since \((,)_+\) is positive definite this means \( v = 0 \). This is a contradiction, and hence our assumption of a non-trivial Jordan block must be false, i.e., \( M(\xi_i) \) must be diagonalizable in \( V^+ \). Repeating the arguments for \( V^- \) gives us the same result.

### 4.7 Construction of Symmetrizer

To summarize, we have found that \( \hat{V}^\pm \) and \( \hat{V}^- \) are spaces of smoothly varying eigenvectors of \( M(\xi_i) \) with real eigenvalues. We have also found that \( V^\pm \) have bases of eigenvectors with real eigenvalues. However, the eigenvectors may not have smooth dependence on \( \xi_i \) at points where eigenvalues cross, and so it is not obvious that the symmetrizer built from the eigenvectors will be smooth.

Instead, as in (17), we will show that \( H^\pm \) is a symmetrizer for \( M(\xi_i) \) within \( V^\pm \). Let \( v^{(1)} = (T_I^{(1)}, \xi_0^{(1)} T_I^{(1)})^T \) and \( v^{(2)} = (T_I^{(2)}, \xi_0^{(2)} T_I^{(2)})^T \) be eigenvectors in \( V^\pm \) with eigenvalues \( \xi_0^{(1)} \) and \( \xi_0^{(2)} \). Since all the eigenvalues associated with \( V^\pm \) are real, we can take \( v^{(1)} \) and \( v^{(2)} \) to be real. Then

\[
v^{(1)T} (M^T H^\pm_* - H^\pm_* M) v^{(2)} = \left( \xi_0^{(1)} - \xi_0^{(2)} \right) v^{(1)T} H^\pm_* v^{(2)}
\]

\[
= T_I^{(1)} \left( (\xi_0^{(1)} - \xi_0^{(2)}) A_* + (\xi_0^{(1)} - \xi_0^{(2)}) B_* \right)^{IJ} T_J^{(2)}
\]

\[
= T_I^{(1)} \left( \mathcal{P}_*(\xi^{(1)}) - \mathcal{P}_*(\xi^{(2)}) \right)^{IJ} T_J^{(2)} = 0 \quad (113)
\]

The final equality follows because \( v^{(1)} \) and \( v^{(2)} \) are Case I eigenvectors, and so \( \mathcal{P}_*(\xi^{(1)})^{IJ} T_J^{(1)} = 0 \) and \( \mathcal{P}_*(\xi^{(2)})^{IJ} T_J^{(2)} = 0 \). Now, since eigenvectors form a basis of \( V^\pm \), it follows that \( H^\pm_* \) is a symmetrizer for \( M(\xi_i) \) within \( V^\pm \). In particular, it depends smoothly on all its arguments and is positive definite.

We can construct the total symmetrizer in \( V \) in an identical fashion to (17). Let \( \{v_1^\pm, ..., v_4^\pm\} \) be a smooth basis for \( V^\pm \), and let \( \{\hat{v}_1^\pm, ..., \hat{v}_5^\pm\} \) and \( \{\check{v}_1^\pm, ..., \check{v}_5^\pm\} \) be the smooth eigenvector bases constructed above for \( \hat{V}^\pm \) and \( \check{V}^\pm \). Let \( S \) be the matrix whose columns are these basis vectors. Then the symmetrizer is given by

\[
K(\xi_i) = (S^{-1})^T \begin{pmatrix} H^*_* & 0 & 0 & 0 & 0 \\ 0 & I_5 & 0 & 0 & 0 \\ 0 & 0 & I_5 & 0 & 0 \\ 0 & 0 & 0 & H_*^- & 0 \\ 0 & 0 & 0 & 0 & I_5 \\ 0 & 0 & 0 & 0 & I_5 \end{pmatrix} S^{-1} \quad (114)
\]
where $\mathcal{H}_*^\pm$ are 4x4 matrices with components

$$
(\mathcal{H}_*^\pm)_{AB} = (v_A^\pm)^T H_*^\pm v_B^\pm
$$

(115)

$K(\xi)$ has smooth dependence on $\xi$, the fields and all their derivatives, is positive definite and satisfies equation (8). Therefore, at weak coupling, our Einstein-Maxwell EFT is strongly hyperbolic and hence admits a well-posed initial value problem.

## 5 Conclusion

We have considered Einstein-Maxwell theory extended by the leading (4-derivative) effective field theory corrections. We have used the methods of [17] to prove that the modified harmonic gauge formulation of this theory admits a well-posed initial value problem when the initial data is weakly coupled, i.e., when the 4-derivative terms in the equations of motion are initially small compared to the 2-derivative terms. Note that our result concerns local well-posedness, i.e., it guarantees existence of a solution only for a small interval of time. Over long time intervals, the fields may become large (e.g. if a singularity forms), in which case the theory would not be weakly coupled and well-posedness is likely to fail. From an EFT perspective this is fine because there is no reason to trust the theory if the fields become large.

It is interesting to ask how large the higher derivative terms can become before strong hyperbolicity fails. Ref. [19] discussed this question for the case of the scalar-tensor EFT. In that case, it was shown that one can define a characteristic cone associated purely with the physical degrees of freedom. Using this cone one can define a notion of weak hyperbolicity that is independent of any gauge-fixing procedure. When this condition is satisfied, it was suggested that a sufficient condition for the modified harmonic gauge formulation to be strongly hyperbolic might be that the null cones of $\tilde{g}^{\mu\nu}$ and $\hat{g}^{\mu\nu}$ should lie strictly outside the characteristic cone. The same might be true for the Einstein-Maxwell EFT that we have considered. But determining whether or not this is the case, whether for scalar-tensor or Einstein-Maxwell EFT, will require new ideas.
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## 6 Appendix

### 6.1 Principal Symbol

Consider a theory of a pair $(g_{\mu\nu}, A_\mu)$ defined by equations of motion $E^\mu = 0$, $E^{\mu\nu} = 0$. Let $\xi_\mu$ be an arbitrary covector. Then the principal symbol for these equations is a matrix

$$
\mathcal{P}(\xi)^{IJ} = \begin{pmatrix}
\mathcal{P}_{gg}(\xi)^{\mu\rho\sigma}
& \mathcal{P}_{gm}(\xi)^{\mu\rho}

\mathcal{P}_{mg}(\xi)^{\mu\sigma}
& \mathcal{P}_{mm}(\xi)^{\mu\rho}
\end{pmatrix}
$$

(116)
with elements defined by
\[
P_{g g}(\xi)^{\mu \nu \rho \sigma} = \frac{\partial E^{\mu \nu}}{\partial (\partial_\alpha \partial_\beta g^{\rho \sigma})} \xi_\alpha \xi_\beta \\
P_{g m}(\xi)^{\mu \nu} = \frac{\partial E^{\mu \nu}}{\partial (\partial_\alpha \partial_\beta A_\rho)} \xi_\alpha \xi_\beta \\
P_{m g}(\xi)^{\mu \sigma} = \frac{\partial E^{\mu \nu}}{\partial (\partial_\alpha \partial_\beta g^{\rho \sigma})} \xi_\alpha \xi_\beta \\
P_{m m}(\xi)^{\mu \nu} = \frac{\partial E^{\mu \nu}}{\partial (\partial_\alpha \partial_\beta A_\rho)} \xi_\alpha \xi_\beta
\] (117)

The matrix \( P(\xi)^{IJ} \) acts on the 14 dimensional vector space of "polarisation" vectors \((t^{\mu \nu}, s^{\rho \sigma})\) where \( t^{\mu \nu} \) is symmetric, and so \( I \) and \( J \) run from 1 to 14 and refer to a basis of this vector space.

For our EFT in modified harmonic gauge with equations of motion \( E^\mu_{\text{m} h g} = 0 \), \( E_{\text{m} h g}^{\mu \nu} = 0 \), the principal symbol is given explicitly by
\[
P(\xi)^{IJ} = P^E M(\xi)^{IJ} + \delta P^* (\xi)^{IJ} + P_{G F}(\xi)^{IJ}
\] (119)

where
\[
P^E M(\xi)^{IJ} = \begin{pmatrix} -\frac{1}{2} g^{\alpha \beta} P^{\nu \rho \sigma} + P^\gamma_{\alpha \mu \nu} P^\rho_{\gamma \beta \sigma} \xi_\alpha \xi_\beta & 0 \\ 0 & (-g^{\rho \sigma} g^{\alpha \beta} + g^{\alpha \rho} g^{\beta \sigma}) \xi_\alpha \xi_\beta \end{pmatrix}
\] (120)

\[
\delta P^* (\xi)^{IJ} = \begin{pmatrix} -c^3 \tau^{\mu \rho \lambda \nu \sigma \eta \beta} F_{\lambda \sigma} F_{\eta \beta} \xi_\alpha \xi_\beta & -2c^3 T^{\mu \gamma \nu \sigma \eta \beta} \nabla_\eta F_{\lambda \sigma} \xi_\alpha \xi_\beta \\ -2c^3 T^{\mu \gamma \nu \sigma \eta \beta} \nabla_\eta F_{\lambda \sigma} \xi_\alpha \xi_\beta & (2c^3 T^{\mu \rho \lambda \nu \sigma \eta \beta} R_{\lambda \sigma \rho \beta} + M_{\mu \rho \lambda \nu \sigma}) \xi_\alpha \xi_\beta \end{pmatrix}
\] (121)

\[
P_{G F}(\xi)^{IJ} = \begin{pmatrix} -\hat{P}^\gamma_{\alpha \mu \nu} \hat{P}^\rho_{\gamma \beta \sigma} \xi_\alpha \xi_\beta & 0 \\ 0 & -\hat{g}^{\rho \sigma} \xi_\alpha \xi_\beta \end{pmatrix}
\] (122)

where
\[
P^\alpha_{\; \beta \mu \nu} = \delta^\alpha_{\mu \nu} g^{\beta \gamma} - \frac{1}{2} \delta^\beta_{\alpha \gamma} g^{\mu \nu}
\] (123)

\[
\hat{P}^\alpha_{\; \beta \mu \nu} = \delta^\alpha_{\mu \nu} \hat{g}^{\beta \gamma} - \frac{1}{2} \delta^\beta_{\alpha \gamma} \hat{g}^{\mu \nu}
\] (124)

\[
\hat{P}^\alpha_{\; \beta \mu \nu} = \delta^\alpha_{\mu \nu} \hat{g}^{\beta \gamma} - \frac{1}{2} \delta^\beta_{\alpha \gamma} \hat{g}^{\mu \nu}
\] (125)

\[
T^{\mu \rho \lambda \nu \sigma \eta \beta} = \frac{1}{2} \left( \epsilon^{\mu \rho \lambda \nu \sigma \eta \beta} + \epsilon^{\nu \rho \lambda \mu \sigma \eta \beta} \right)
\] (126)

and
\[
M^{\mu \rho \alpha \beta} = 4 \left( g^{\mu \rho} g^{\alpha \beta} - g^{\mu \alpha} g^{\rho \beta} \right) \partial_X f + 16 F^{\mu \alpha} F^{\rho \beta} \partial^2_X f \\
+ 8 \left( F^{\mu \alpha} e^{\rho \beta \gamma \delta} F_{\gamma \delta} + F^{\rho \beta} e^{\mu \alpha \gamma \delta} F_{\gamma \delta} \right) \partial_X \partial_Y f + 4 \epsilon^{\mu \rho \alpha \beta \gamma \delta} F_{\lambda \eta} F_{\gamma \delta} \partial^2_Y f
\] (127)
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