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Algorithmic derivatives can be useful to quantify uncertainties and optimize parameters using computer simulations. Whether they actually are, depends on how “well-linearizable” the program is.

Proton computed tomography (pCT) is a medical imaging technology with the potential to increase the spatial accuracy of the dose delivered in proton-beam radiotherapy. The Bergen pCT collaboration is developing and constructing a digital tracking calorimeter (DTC) to measure the position, direction and energy of protons after they passed through a patient, and a software pipeline to process these data into a pCT image.

We revisit the software pipeline from the perspective of algorithmic differentiation (AD). In the early subprocedures, several obstacles such as discrete variables or frequent discontinuities were identified, and are probably tackled best by using surrogate models. The model-based iterative reconstruction (MBIR) subprocedure in the end seems to be AD-ready, and we propose changes in the AD workflow that can reduce the memory consumption in reverse mode.

1 Introduction

The option of cancer treatment using beams of charged particles, mainly protons, is becoming more and more available on a world-wide scale. Its main advantage over conventional X-ray radiotherapy lies in a possibly lower dose outside the tumor, because the energy deposition of protons is concentrated around the Bragg peak in a particular depth inside the patient. The current state-of-the-art method of obtaining the relative stopping power (RSP) map that is needed to calculate the water-equivalent depth, and therefore to plan the treatment, is to convert from the Hounsfield units (HU) of an X-ray (single-energy or dual-energy) CT acquisition; this approach comes with an uncertainty of the Bragg peak location of up to 3% of the range.\textsuperscript{1-3} Besides dual-energy X-ray CT, the direct measurement of a proton CT image using a higher-energy proton beam and a particle detector produces a direct RSP map and has the potential to be more accurate.\textsuperscript{4,5}
To this end, the Bergen pCT collaboration is designing and building a high-granularity digital tracking calorimeter (DTC) as a clinical prototype to add imaging capabilities to an existing treatment facility for proton therapy. Its sensitive hardware consists of two “tracking” and 41 “calorimeter” layers of 108 ALPIDE (ALICE pixel detector) chips each. After traversing the patient, energetic protons will activate several pixels in each layer until they are stopped, as shown in figure 1. In each read-out cycle, the layer-wise binary activation images from hundreds of protons are collected and used to reconstruct the protons’ paths and ranges through the detector and thus their residual direction and energy after leaving the phantom. Based on this data from various beam positions and directions, a model-based iterative reconstruction (MBIR) algorithm approximates the 3D RSP image. These two main subprocedures are displayed in figure 2, along with a Monte Carlo simulation subprocedure to generate the detector output instead of a real device for testing and optimization purposes.

Regarding several computer science aspects of the image reconstruction process, the Bergen pCT collaboration joins efforts with the SIVERT research training group. Part of our work is the quantification of uncertainties with the help of algorithmic differentiation (AD), a tool that is currently also adopted in the fundamental physics community for detector optimization.

The remainder of this paper is structured as follows. In section 2, we summarize all the computational steps of the software pipeline in greater detail. Section 3 is a general introduction into the purpose and calculation of derivatives of computer programs, and in section 4 we analyze the specific challenges regarding the software pipeline at hand. A very first practical result is cited in section 5.
2 A Software Pipeline for pCT Data Processing

2.1 Proton CT

When energetic protons pass through matter, they slow down in a stochastic way, mainly due to inelastic interactions with the bound electrons. The average rate $\frac{\partial E}{\partial s}$ of kinetic energy $E$ lost per travelled length $s$ is called stopping power. We denote it by $S(E, \vec{x})$, indicating its dependency on the current energy $E$ of the proton and the local material present at location $\vec{x}$. Using the symbol $S_w(E)$ for the stopping power of water at the energy $E$, the relative stopping power (RSP) is defined as

$$\hat{S}(\vec{x}) = \frac{S(E, \vec{x})}{S_w(E)}.$$  \hspace{1cm} (1)

The dependency on $E$ has been dropped in the notation because in the relevant range between 30 MeV and 200 MeV, the RSP is essentially constant w.r.t. $E$. Proton therapy planning is based on CT images which show the spatial distribution of RSP across the scanned object, a simulated “phantom” in our study.

Let $\vec{x} : [0, \ell] \rightarrow \mathbb{R}^3$ be the arc-length parametrization of the path of a proton. Separating variables in the differential equation $\frac{\partial E(s)}{\partial s} = \hat{S}(\vec{x}(s)) \cdot S_w(E(s))$ and integrating, one obtains

$$\int_{E(0)}^{E(\ell)} \frac{1}{S_w(E)} \, dE = \int_0^{\ell} \hat{S}(\vec{x}(s)) \, dx.$$ \hspace{1cm} (2)

This value is called the water-equivalent path length.

In list-mode pCT imaging, millions of protons are sent through the phantom, and their positions $\vec{x}(s)$, directions $d\vec{x}(s)$ and energies $E(s)$ are recorded, both before entering ($s = 0$) and after leaving ($s = \ell$) the phantom. In the setup conceived by the Bergen pCT collaboration and sketched in figure 1, the exit measurements are performed by the digital tracking calorimeter (DTC), through the processing steps outlined in section 2.3. While many prototypes reported in the literature use an additional pair of front trackers, our setup infers the positions and directions of entering protons from the control of the beam delivery system, which is accurate enough.

In general, model-based iterative reconstruction of the voxelized $\hat{S}(\vec{x})$ image means to

- form model equations, as follows: Given $E(0)$ and $E(\ell)$, the left hand side of (2) can be evaluated. Estimating the path $\vec{x}(s)$ from the positions and directions at

\[ .. \]
s = 0, \ell, the right hand side becomes a linear combination of the values of \( \hat{S}(\vec{x}) \) of the voxels intersecting the path. Thus (2) turns into one linear equation per proton.

- These model equations are then approximatively solved by an iterative numerical algorithm, that repeatedly improves a solution candidate to fit the model equations better and better.

We give more details on the MBIR subprocedure in section 2.4

2.2 Monte Carlo Subprocedure

Figure 3 displays the intermediate variables and procedures of the Monte Carlo subprocedure to simulate the detector output. Its central step is the open-source software GATE\textsuperscript{15} for simulations in medical imaging and radiotherapy, based on the Geant4 toolkit for the simulation of the passage of particles through matter.\textsuperscript{16,17,18} Based on a description of the relevant physical properties of the complete detector-phantom setup, i.e.,

- the shape and material composition of the detector as well as the proton beam characteristics (detector parameters),
- the shape and material composition of the phantom (original RSP), and
- physics parameters like models and cross sections that define probability distributions for the relevant interactions between particles and matter, as well as output parameter setup (physics parameters),

GATE produces stochastically independent paths of single particles through the described setup. Whenever things happen with a certain probability distribution, the turnout for the proton at hand is decided by a random number from a pseudo random number generator (RNG).

The epitaxial layers of the ALPIDE chips are modelled as crystalSD volumes in GATE, so GATE records the positions and energy losses of all charged particles passing these volumes. In order to convert the data into a binary image of pixel activations, a spatial arrangement of the number of activated pixels that corresponds to the energy loss is randomly selected from a “library”\textsuperscript{19} As approximately 100 protons pass through
the phantom during one read-out cycle of the real detector (depending on the detector parameters), a union of all activated pixels is formed to obtain the final binary image for each read-out cycle. The relationship between the pixel size and deposited energy for charged ions incident on the ALPIDE chip was determined experimentally.\textsuperscript{20}

2.3 Proton Reconstruction

Figure 4 displays the computational steps to convert the binary activation images per layer and read-out cycle, either produced by the real detector or by the Monte Carlo procedure in section 2.2, back to continuous coordinates and energies of protons.

Neighbouring (vertically and horizontally) activated pixels are grouped into clusters per layer and read-out cycle, because they likely were activated by the same proton. The proton’s coordinate is given by the cluster’s center of mass and its energy deposition is related to the size of the cluster.\textsuperscript{20,21}

In the tracking step, a track-following procedure\textsuperscript{22} attempts to match clusters in bordering layers likely belonging to the same particle trajectory. The angular change between the extrapolation of a growing track and cluster candidates in a given layer is minimized in a recursive fashion.\textsuperscript{19,23}

Based on the cluster positions in the two tracking layers of the DTC, the position and direction of the proton in the first tracking layer can be inferred. A vector $x^{(PD)}$ stores this data together with the position and direction of the beam source.

The proton’s residual WEPL before entering the detector can be estimated by a fit of the Bragg-Kleeman equation of Bortfeld\textsuperscript{24,25} to the energy depositions per layer.\textsuperscript{19} Its difference to the initial beam energy is stored in $x^{(W)}$. Failures of the tracking algorithms are usually due to pair-wise confusion between tracks from multiple Coulomb scattering (MCS), the merging of close clusters, or to high-angle scattering. To this end, tracks with an unexpected distribution of energy depositions are attributed to secondary particles or mismatches in the tracking algorithm, and filtered out.\textsuperscript{26}

2.4 MBIR Subprocedure

As the name says, model-based iterative reconstruction algorithms repeatedly improve the RSP image to make it a better and better fit to the measurements of $x^{(PD)}$, $x^{(W)}$, according to the model equations \textsuperscript{2}. While the paths of the protons in the air gaps between the beam delivery system, the phantom and the DTC can be assumed to be straight rays, inside the phantom they are...
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stochastic and unknown due to electromagnetic (MCS) and nuclear interactions with atomic nuclei. Using the model of MCS by Lynch and Dahl\textsuperscript{27} and Gottschalk\textsuperscript{28}, and given the positions and directions $x^{(PD)}$ from section 2.3, the most likely path (MLP) can be analytically approximated in a maximum likelihood formalism\textsuperscript{29}. The extended MLP formalism\textsuperscript{30} also takes uncertainties of the positions and directions into account. Alternatively, a weighted cubic spline is a good approximation of the MLP\textsuperscript{31}. The WEPL of the proton is the integral of the RSP along the estimated path, and has also been reconstructed in section 2.3 as $x^{(W)}$. We therefore get a linear system of equations for the list $y$ of all voxels of the RSP image,

$$A_{x^{(PD)}}y = x^{(W)}.$$ \hfill (3)

The entry $(i,j)$ of the matrix $A = A_{x^{(PD)}}$ stores how much the RSP at voxel $j$ influences the WEPL of proton $i$; this value is related to the length of intersection of the proton’s path and the voxel’s volume, and thus depends on $x^{(PD)}$. As each proton passes through a minor fraction of all voxel volumes, $A$ is typically sparse.

The matrix $A$ is not a square matrix as the number of protons is independent of the dimensions of the RSP image. Therefore “solving (3)” is either meant in the least-squares sense, or additional objectives like noise reduction are taken into account via regularization or superiorization\textsuperscript{32}.

The two main computational steps of the MBIR subprocedure, generating the matrix $A_{x^{(PD)}}$ and solving the system (3), are displayed in figure 5. Several implementations of X-ray MBIR algorithms\textsuperscript{33,34} actually do not store the matrix in memory explicitly, because even in a sparse format it would be too large\textsuperscript{35}. Rather, they implement matrix-free solvers like ART, SIRT, SART or DROPS\textsuperscript{35}, which access the matrix only in specific ways, e.g. via (possibly transposed) matrix-vector products or calculating norms of all rows. The matrix elements can thus be regenerated on-the-fly to perform the specific operation demanded by the solver. In pCT, it is best to structure these operations as policies to be applied for each row of $A$: Due to the bent paths of protons, it is more efficient to make steps along a path and detect all the voxels it meets, rather than the other way round. Parallel architectures like GPUs can provide a significant speedup for operations whose policies can be executed concurrently for many rows.
3 Derivatives of Algorithms

Any computer program that computes a vector \( y \in \mathbb{R}^m \) of output variables based on a vector \( x \in \mathbb{R}^n \) of input variables defines a function \( f : \mathbb{R}^n \to \mathbb{R}^m \), that maps \( x \) to \( y \).

The function \( f \) may or may not be differentiable at any \( x \); if it is, its Jacobian matrix \( f'(x) \in \mathbb{R}^{m \times n} \) contains all the partial derivatives

\[
\frac{\partial y_j}{\partial x_i} = \lim_{h \to 0} \frac{f_j(x + h \cdot e^{(i)}) - f_j(x)}{h}
\]

where \( e^{(i)} \) is the \( i \)-th unit vector.

Typically, \( f \) is differentiable for almost all \( x \) because the computer program is a big composition of elementary functions like \( +, \cdot, \sin, \sqrt{\cdot}, |\cdot| \) etc. that are differentiable almost everywhere, due to the chain rule. Reasons for not differentiability of \( f \) at a particular \( x \) include the following cases:

- An elementary function is evaluated at an argument where it is not differentiable, like the abs function \(|\cdot|\) at 0.
- An elementary function is evaluated at an argument where it is not even continuous, like rounding at \( k + \frac{1}{2} \) for integers \( k \).
- An elementary function is evaluated at an argument where it is not even defined, like division by zero.
- A control flow primitive like if or while makes a conditional jump depending on a \( =, \geq \) or \( \leq \) comparison of values that happen to be equal.

Although differentiability and derivatives are local concepts, they can be used for extrapolation by Taylor’s theorem. A precise statement in first order is that if \( f \) is twice continuously differentiable, for each \( \hat{x} \) there are constants \( C, D \) such that the error of the linearization

\[
f(x) \approx f(\hat{x}) + f'(\hat{x}) \cdot (x - \hat{x})
\]

is bound by \( C \cdot |x - \hat{x}|^2 \) for all \( x \) with \( |x - \hat{x}| < D \). The Taylor expansion (5) is frequently used as a heuristic or motivation even if the differentiability requirements are violated. This is only meaningful if the “amount” or “density” of the non-differentiable spots \( x \) listed above is low, and \( f' \) has no steep gradients. To assess the range in which the linearization (5) is valid, one can plot \( f(x) - f(\hat{x}) \) against \( |x - \hat{x}| \) and compare to the graph of a proportionality relation. We call it the linearizability range.

The two applications discussed in the next sections 3.1 and 3.2 rely on (5). Ways to obtain derivatives are discussed in the subsequent sections 3.3 to 3.5.

3.1 Quantification of Uncertainty

If the value of an input \( x \) is approximated by \( \hat{x} \) and the resulting uncertainty of \( f(x) \) is sought, \( f'(\hat{x}) \) contains the relevant information to measure the amplification of errors: According to the Taylor expansion (5), the deviation of \( x \) from \( \hat{x} \) gives rise to an approximate deviation of \( f(x) \) from \( f(\hat{x}) \) by \( f'(\hat{x}) \cdot (x - \hat{x}) \).
Figure 6: A function \( f \), shown by the dash-dotted plot in the central box, is applied to a Gaussian random variable \( x \) whose probability density function (PDF) is shown in the bottom graph. In the left box we show the true distribution of \( f(x) \) (in orange) and the normal distribution with variance according to (6) (in blue).

A more specific analysis is possible when we model the uncertainty in the input \( x \) using a Gaussian distribution with mean \( \hat{x} \) and covariance matrix \( \Sigma_x \). Approximating \( f \) with its linearization (5), the output \( f(x) \) is a Gaussian distribution with mean \( f(\hat{x}) \) and covariance matrix

\[
\Sigma_{f(x)} = f'(\hat{x}) \cdot \Sigma_x \cdot f'(\hat{x})^T. \tag{6}
\]

We are interested in uncertainties of the reconstructed RSP image as a result of the MBIR subprocedure, or the uncertainties of results of further image processing like contour lines. Possible input variables of known uncertainty are the detector output or reconstructed proton paths. All steps in the pipeline from this input to the output must be differentiated in order to apply (6). Thus derivatives of GATE are not required in any case.

Uncertainties in the input should be “unlikely” to go beyond the linearizability range. Otherwise, \( f \) is not approximated well by its linearization for a significant amount of possible inputs \( x \) and (6) cannot be used, as illustrated in figure 6.

No matter how non-smooth \( f \) is, Monte Carlo simulation can be used alternatively to propagate a random variable \( x \) through a computer program \( f \) and estimate the statistical properties of the random variable \( f(x) \). The more samples are used, the better the Monte Carlo estimate becomes but the more run-time must be spent.

### 3.2 Gradient-Based Optimization

In the case that \( f \) has a single output variable \( (m = 1) \), optimization seeks to find a value for \( x \) that minimizes (or maximizes) this objective function. The Jacobian \( f'(x) \in \mathbb{R}^{1 \times n} \) is a row vector whose transpose points into the direction of steepest ascent according to (5), i.e. shifting \( x \) in the opposite direction is a sensible attempt to make the value...
of $f$ smaller. This is the basic idea of gradient-based optimization algorithms. Neural-network training algorithms like ADAM also belong to this category, with the training error of the neural network as the objective function.

In order to perform an end-to-end optimization of the detector parameters to minimize an objective function based on the reconstructed RSP, all parts of the pipeline in figure 2 would have to be differentiated, including GATE.

Lack of differentiability and consequently, lack of explicit gradients precludes the guarantee that a gradient based optimization algorithm can converge to a local minimum. Instead of using the gradient to find a descent direction, one could alternatively iterate through all coordinate directions, use random choices or a surrogate model. Many derivative-free optimization algorithms have been proposed in the literature. However, few of them are able to deal with 300 unknowns or more.

3.3 Numeric Differentiation

Numerical differentiation approximates the limit \( (4) \) through values of \( f(x) \) at several close locations \( x \approx \hat{x} \), like the forward and central difference quotients

\[
\frac{f_j(\hat{x} + h \cdot e^{(i)}) - f_j(\hat{x})}{h} \quad \text{or} \quad \frac{f_j(\hat{x} + h \cdot e^{(i)}) - f_j(\hat{x} - h \cdot e^{(i)})}{2h}
\]

as approximations for \( \frac{\partial y}{\partial x_i} |_{x=\hat{x}} \). The smaller \( |h| \neq 0 \) is chosen,

- the better the difference quotients (7) approximate the limit (4) from a purely mathematical perspective, but
- the worse are floating-point errors due to the subtraction of numbers of equal magnitude in the numerator.

The number of function evaluations is proportional to the number of input variables.

3.4 Analytic Differentiation

If a representation of \( f(x) \) as a symbolic expression in \( x \) is known, the expression could be symbolically differentiated according to the rules of differential calculus, either on paper or by a computer algebra system. This may be feasible for small (steps of) algorithms with a clear mathematical structure, however at the cost that a lot of additional code must be produced and maintained.

3.5 Algorithmic Differentiation

Ideally, algorithmic differentiation (AD) combines the advantages of non-invasiveness and accuracy up to floating-point precision. Similar to analytic differentiation, AD depends on the code of \( f \), in the sense that it assembles the derivative \( f'(\hat{x}) \) from the analytically known derivatives of the elementary operations that were used to compute \( f(\hat{x}) \). However, AD deals with numbers, not symbolic terms.
3.5.1 Forward Mode

The forward mode of AD can be used to compute one column of the Jacobian \( f'(\hat{x}) \), i.e. the partial derivatives \( \frac{\partial y_j}{\partial x_i} \bigg|_{x=\hat{x}} \) of all output variables \( y_j \) with respect to a single input variable \( x_i \), within a time and memory budget proportional to the budget needed to evaluate \( f(\hat{x}) \). It extends each intermediate variable \( a \) by its tangent variable \( \dot{a} \) storing the derivative of \( a \) with respect to \( x_{\hat{i}} \). \( \dot{a} \) can be computed alongside \( a \) according to the rules of differentiation: e.g., for \( a = b + c \) we have \( \dot{a} = \dot{b} + \dot{c} \), for \( a = b \cdot c \) we have \( \dot{a} = b \cdot \dot{c} + \dot{b} \cdot c \), more generally for \( a = \phi(b_1, \ldots, b_k) \) we have

\[
\dot{a} = \frac{\partial \phi}{\partial b_1} \cdot \dot{b}_1 + \cdots + \frac{\partial \phi}{\partial b_k} \cdot \dot{b}_k. \tag{8}
\]

The tangent variables of the input variables are initialized with

\[
\dot{x}_i = \frac{\partial x_i}{\partial x_{\hat{i}}} = \begin{cases} 1, & i = \hat{i} \\ 0, & i \neq \hat{i}. \end{cases} \tag{9}
\]

As differentiation is linear, the Jacobi-vector product \( f'(\hat{x}) \cdot v \) with any \( v \in \mathbb{R}^n \) can be computed by initializing with \( \hat{x} = v \) instead.

3.5.2 Reverse Mode

The reverse mode of AD can be used to compute one row of the Jacobian \( f'(\hat{x}) \), i.e. the partial derivatives \( \frac{\partial y_j}{\partial x_i} \bigg|_{x=\hat{x}} \) of a single output variable \( y_{\hat{j}} \) with respect to all input variables \( x_i \), within a time budget proportional to the budget needed to evaluate \( f(\hat{x}) \). Therefore it is especially suited for optimization tasks where there is only one output variable. It extends each intermediate variable \( a \) by its adjoint variable \( \bar{a} \) storing the derivative of \( y_{\hat{j}} \) with respect to \( a \) (as if it were an additional input variable). The adjoint variables are computed by going through the statements of \( f \) in reverse order, updating the adjoint variables in each step: A general statement \( a = \phi(b_1, \ldots, b_k) \) leads to the update

\[
\bar{b}_1 += \frac{\partial \phi}{\partial b_1} \cdot \bar{a}, \quad \ldots, \quad \bar{b}_k += \frac{\partial \phi}{\partial b_k} \cdot \bar{a}, \quad \bar{a} = 0. \tag{10}
\]

As the partial derivatives \( \frac{\partial \phi}{\partial b_1}, \ldots, \frac{\partial \phi}{\partial b_k} \) usually depend on \( b_1, \ldots, b_k \), either of them must be recorded during the computation of \( f(\hat{x}) \) on a first-in-last-out data structure (stack) called the tape.

The adjoint variables of the output variables are initialized with

\[
\bar{y}_j = \frac{\partial y_j}{\partial y_{\hat{j}}} = \begin{cases} 1, & j = \hat{j} \\ 0, & j \neq \hat{j}. \end{cases} \tag{11}
\]

As differentiation is linear, the vector-Jacobi product \( w \cdot f'(\hat{x}) \) with any \( w \in \mathbb{R}^{1 \times m} \) can be computed by initializing with \( \hat{y} = w \) instead.
3.5.3 Implementations

The augmentation of elementary operations in the original program $f$ with AD arithmetics \cite{8,10} (and recording in reverse mode) can take place at different steps of the building process:

- explicitly in the source code by \textit{source transformation} tools like TAPENADE\cite{42},
- through language features like polymorphism and \textit{operator overloading} for a new datatype replacing \texttt{double}, by tools like ADOL-C\cite{43}, CoDiPack\cite{44} or autograd\cite{45},
- by a modified or special compiler, e.g. CLAD\cite{46}, Enzyme\cite{47}.

For an overview of tools and applications, visit \url{https://www.autodiff.org}.

3.5.4 Adaptations to the Primal Program

AD tools like those listed in the previous section 3.5.3 can often be applied “blindly” to any computer program to obtain algorithmic derivatives in an “automatic” fashion. However, for complex simulations further program-specific adaptations might be necessary.

For example, techniques like \textit{checkpointing}\cite{48} or \textit{reverse accumulation} can reduce the memory consumption of the tape in reverse mode but require manual modifications of the primal program.

Another reason for revisiting the primal code is given by the fact that it does only approximate the “true” function, through which we \textit{actually} want to propagate uncertainties, or that we \textit{actually} want to optimize. Good function approximation does not guarantee that the corresponding derivatives are also well-approximated\cite{49}.

To illustrate this, figure 7 shows a smooth function (black graph) and value-wisely good approximations (blue graphs). In (b), the derivative of the approximation is zero everywhere except where the approximation jumps. In (c), a low-magnitude but high-frequency component of the approximation adds high-magnitude noise to the derivative. In these cases, the exact derivative of the approximation is entirely unrelated to the derivative of the true function and thus cannot be of any use to the propagation of uncertainties through, or the optimization of, the true function. Adaptations of the computer program might be necessary to ensure that it also a good approximation derivative-wise, as in (a). An example for this is given in the next section 3.5.5.

3.5.5 Differentiating the “Solve” Operation

The last subprocedure of the reconstruction pipeline in figure 2 is to compute $y$ from $x$ by solving a (linear) system of equations $g(x, y) = 0$. Iterative algorithms repeatedly improve a candidate solution until it satisfies certain convergence criteria; thus they are inherently approximative. As detailed in the previous section 3.5.4, primal convergence does not imply convergence of the derivatives; see figure 8 for a related observation. We can however avoid issues like that by exploiting the mathematically simple structure of the problem solved by the iterative algorithm, as follows.
Given any set of equations \( g(x, y) = 0 \), the derivative of \( y \) with respect to \( x \) is analytically known as \(-\left(\frac{\partial y}{\partial x}\right)^{-1} \frac{\partial g}{\partial x}\) by the implicit function theorem. This allows to apply (8), (10) to the mathematical “solve” task as if it were a single statement of the code:

- In forward mode, (8) reads
  \[
  \dot{y} = -\left(\frac{\partial g}{\partial y}\right)^{-1} \frac{\partial g}{\partial x} \cdot \dot{x}.
  \]  

- In reverse mode, according to (10) we have to update
  \[
  \bar{x} += -\bar{y} \cdot \left(\frac{\partial g}{\partial y}\right)^{-1} \frac{\partial g}{\partial x}, \quad \bar{y} = 0.
  \]  

Instead of forming the inverse matrices in (12), (13), linear systems with the coefficient matrices \( \frac{\partial g}{\partial y}, \left(\frac{\partial g}{\partial y}\right)^T \) and column-vector right-hand sides \( \frac{\partial g}{\partial x} \cdot \dot{x}, \bar{y}^T \) must be solved, respectively. Ideally, this is done by a matrix-free solver that only accesses the matrix by multiplying it with vectors, as this operation can be performed by AD, just like the multiplication with \( \frac{\partial g}{\partial x} \). To sum up, a forward-mode or reverse-mode differentiation of the loop in “solve \( g(x, y) = 0 \)” can be replaced by a loop over forward-mode or reverse-mode differentiations of \( g \), respectively.

### 4 Challenges for Differentiating the Pipeline

As detailed in section 3.3.4 based on figure 7, algorithms designed without an AD option in mind might need manual adaptations to make sure that their derivatives approximate the “true” function’s derivatives.

Besides, the linearization (5) is only helpful for the quantification of uncertainties and for optimization if the true function is “sufficiently smooth”, as discussed in sections 3.1 and 3.2.

In this section, we discuss these aspects for the software pipeline outlined in section 2.
Figure 8: While the damped Newton scheme $x^{(k+1)} = x^{(k)} - \alpha g(x^{(k)})/g'(x^{(k)})$ converges to the single real solution of $g(x) = x^3 - 2x + 2$, the derivative of the converged solution with respect to the initial solution $x^{(0)}$ is far from 0. Here, $\alpha = 0.1$ and the solver was stopped as soon as $|g(x^{(k)})| < 10^{-11}$.

4.1 Discrete Variables Related to Detector Output

The detector output consists of pixel activations that are either 0 or 1, i.e., take a discrete value, as opposed to continuous coordinates, energies etc. The continuous output of GATE is mapped into discrete values by the charge diffusion model’s choice of which pixels to activate. The proton reconstruction subprocedure maps the discrete values back into a continuous range.

As the local behaviour of any function into a discrete set is either “constant” (not interesting) or “having a step” (not differentiable), we cannot make any use of derivative information here, as in figure 7b. Expressed differently, any discrete intermediate result comes from rounding of continuous coordinates, which erases all derivative information and is sometimes discontinuous.

One idea to fix this is to replace the continuous-to-discrete-to-continuous conversion by a surrogate model, which e.g. adds random errors to the output of GATE to model the charge diffusion model and proton reconstruction subprocedure.

4.2 Discrete Variables Related to Matrix Generation

While stepping along a path and determining the current voxel, an affine-linear function is applied to the current coordinates and the result is rounded; in the end, a certain path either intersects, or does not intersect, a certain voxel, which causes similar issues as the discrete variables of the previous section 4.1. If the precise intersection lengths were computed, the pipeline would be continuous, but non-differentiable w.r.t. $x^{(PD)}$ whenever any path touches a voxel with intersection length zero. Using an effective mean chord length, solely based on the tangent direction and averaging about the tangent shift, is likely to suffer from similar problems, as voxels still are either found to be hit or not.

To make the model smoother, we might think of “thick paths” or “fuzzy voxels”, where
also voxels without intersection with the path get a non-zero entry in the matrix $A$, that becomes smaller for more distant voxels.

### 4.3 Differentiation of Randomized Code

No meaningful information can be gained by differentiating GATE (and the charge diffusion model, if not bridged according to section 4.1) with respect to its “randomness input”, e. g. the seed of the RNG. Regarding the other partial derivatives (w. r. t. detector parameters etc.), the RNG seed is kept constant.

The usefulness of these derivatives eventually depends on how well-linearizable the pipeline is as a whole. As a first test, we however examined the range of input perturbations for which stand-alone GATE is linearizable according to (5):

In our setup, a single proton of initial energy $x$ passes through a water phantom and several layers of the DTC. For various values of $x$ that converge to $\hat{x} = 230$ MeV from the right, we extract four output variables from the ROOT file produced by GATE: The energy depositions $f_1(x)$, $f_2(x)$, and a position coordinate $f_3(x)$, $f_4(x)$, in the first and second tracking layer of the DTC, respectively. Figure 9 shows the deviation of these four output variables plotted against $(x - \hat{x})$.

For low perturbations $x - \hat{x}$ of the beam energy, the log-log plot shows a straight line with slope 1, indicating that the linearization (5) is a good approximation. However, after some threshold perturbation, the approximation error of the energy deposition rises suddenly. As apparent from figure 10, $f$ is discontinuous for some $x \approx 230.01$ MeV, and there is around one discontinuity per 0.1 MeV.

One possible explanation for high density of discontinuities is that changes in the control flow severely affect the way how GATE interprets the randomness input: If for example, due to a small perturbation in an input, a while statement needs an additional loop and draws some additional numbers from the RNG, the subsequent code will see a shifted sequence of random numbers and therefore behave completely different. This situation is similar to potentially concurrent calls to a RNG in a multi-threaded environment. Using a series of independent RNG objects instead might remove discontinuities.

We should recall here that frequent discontinuities do not deteriorate the accuracy of AD for computing derivatives if they exist for the respective input. However, they diminish the accuracy of the linearization formula (5), and therefore the value of the derivatives for applications in sections 3.1 and 3.2 regarding stand-alone GATE.

Either way, detector optimization depends on derivatives of the pipeline as a whole. The results of the GATE simulations of many independent protons are combined, and in this process the chaotic behavior might average out. We plan to perform a similar check on the complete pipeline to check this hypothesis.

In reverse mode, the black-box recording of each Monte Carlo iteration on the tape would have a large memory footprint. This can be avoided by only storing a checkpoint of the input data for each iteration, and recording the corresponding section of the tape right before it is needed for evaluation of the adjoint variables.
Figure 9: Numerical check whether GATE is well-linearizable: Against the input perturbation of the beam energy on the abscissa, this figure shows the resulting deviation $|f_j(x) - f_j(\hat{x})|$ of the energy deposition (left, $j = 1, 2$) and a position coordinate (right, $j = 3, 4$) in the first (blue, $j = 1, 3$) and second (green, $j = 2, 4$) tracking layer on the ordinate.

Figure 10: This is figure 9 with a different range and scale of the abscissa. $f_1, f_2$ have around one discontinuity per 0.1 MeV.
4.4 Differentiating the “Solve” Operation

In order to phrase (3) in the notation of section 3.5.5 we define \( x = (x^{(W)}, x^{(PD)}) \) and

\[
g(x, y) = A^T_{x^{(PD)}} \left( A_{x^{(PD)}} y - x^{(W)} \right),
\]

which is the residual of the normal equation to solve (3) in a least-squares sense. If a regularization term was included, its derivative would need to be added here as well.

The multiplication with \( \frac{\partial g}{\partial y}, \left( \frac{\partial g}{\partial y} \right)^T \), required by the matrix-free solver to evaluate the AD augmentations (12), (13), can actually be performed without AD: We know the analytical derivative

\[
\frac{\partial g}{\partial y} = A^T_{x^{(PD)}} A_{x^{(PD)}}
\]

and therefore can reuse the parallel implementation of the matrix-vector multiplication with \( A \). If a regularization term was included, evaluating its second-order derivative with AD should not demand too much time and memory.

For the multiplication with \( \frac{\partial g}{\partial x}, \left( \frac{\partial g}{\partial x} \right)^T \), we generally need to apply AD to an evaluation of \( g \). The amount of memory required for the tape in reverse mode can be reduced by decomposing (14) as

\[
g(x, y) = \sum_i \left( A_{x^{(PD)},i} \right)^T \left( A_{x^{(PD)},i} y - x^{(W)}_i \right),
\]

where \( A_{x^{(PD)},i} \) denotes the \( i \)-th row of \( A_{x^{(PD)}} \), and differentiating each summand individually.

4.5 Differentiating Parallel Code

In principle, applying the forward mode of AD to parallel code is straightforward as elementary operations are simply augmented by computations of the tangent variables.

For black-box differentiation in the reverse mode, memory bandwidth puts an upper limit onto the achievable speed-up because all statements are recorded on the tape. Furthermore when evaluating the tape, performant parallel reads translate to non-performant parallel updates.

As discussed in section 4.4, most of the time during the MBIR subprocedure the taping can be turned off because we have a representation (15) without AD. AD is required to form the product with \( \frac{\partial g}{\partial x}, \left( \frac{\partial g}{\partial x} \right)^T \), but the decomposition (16) allows to differentiate many summands individually, which might allow a parallel execution again.

5 First Results

5.1 Derivatives of the Filtered Back-Projection Algorithm

As opposed to MBIR reconstruction algorithms that solve \( Ay = x \) iteratively, backprojection-type algorithms reconstruct the tomographic image \( y \) from the line integrals \( x \) by a fixed
Figure 11: Using the derivative of the FBP algorithm.

set of linear operations that usually involve the multiplication with $A^T$. As they quickly compute a good approximation, they have been standard in commercial X-ray CT devices. We implemented the Filtered Back-Projection (FBP) using AD, both in Python using TensorFlow and in C++ using CoDiPack, with matching results. Figure 11a shows one column of its Jacobian matrix, i.e. the change of the reconstructed image if one sensor pixel changes. We used the Jacobian matrix according to (6) to propagate uncertainties in the sinogram $x$ through the FBP algorithm to the reconstructed image $y$, and visualized it in figure 11b with the level-crossing probability colouring that indicates the likelihood of each voxel to be on the wrong side of the isocontour. Note that all these results can be produced without AD because the FBP is a linear map.

6 Summary

We presented the algorithmic substeps of the Bergen pCT collaboration’s incipient software pipeline, with special focus on linearizability. From back to front:

- The situation is good regarding the MBIR subprocedure, in which the RSP image is computed from the reconstructed position, direction and energy data of the protons as the least-squares solution of a linear system. The derivative of this step can likely be obtained by automatic differentiation when the mathematical structure of the problem is exploited. If the non-differentiable rounding operations during matrix generation turn out to be problematic, one should try out “thick paths”.

- The proton reconstruction subprocedure involves many discrete variables, which behave as constants in any differentiable chain of functions. This includes the layer-wise binary activation images of each read-out cycle as the subprocedure’s input.
Any uncertainty quantification calculation based on derivatives must therefore use a “differentiable bridge” modelling the real proton reconstruction algorithms.

- Numerical experiments with GATE have shown that the Monte-Carlo simulation subprocedure likely is numerically differentiable, however its linearization is accurate in small ranges only. As the simulated physics are not chaotic, this could be implementation-specific. Either way, an optimization task would require a derivative of the whole pipeline rather than only GATE, so some of the “numerical chaos” might be averaged out.
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