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Abstract

Background: As a common and abundant RNA methylation modification, N6-methyladenosine (m₆A) is widely spread in various species' transcriptomes, and it is closely related to the occurrence and development of various life processes and diseases. Thus, accurate identification of m₆A methylation sites has become a hot topic. Most biological methods rely on high-throughput sequencing technology, which places great demands on the sequencing library preparation and data analysis. Thus, various machine learning methods have been proposed to extract various types of features based on sequences, then occupied conventional classifiers, such as SVM, RF, etc., for m₆A methylation site identification. However, the identification performance relies heavily on the extracted features, which still need to be improved.

Results: This paper mainly studies feature extraction and classification of m₆A methylation sites in a natural language processing way, which manages to organically integrate the feature extraction and classification simultaneously, with consideration of upstream and downstream information of m₆A sites. One-hot, RNA word embedding, and Word2vec are adopted to depict sites from the perspectives of the base as well as its upstream and downstream sequence. The BiLSTM model, a well-known sequence model, was then constructed to discriminate the sequences with potential m₆A sites. Since the above-mentioned three feature extraction methods focus on different perspectives of m₆A sites, an ensemble deep learning predictor (EDLm₆APred) was finally constructed for m₆A site prediction. Experimental results on human and mouse data sets show that EDLm₆APred outperforms the other single ones, indicating that base, upstream, and downstream information are all essential for m₆A site detection. Compared with the existing m₆A methylation site prediction models without genomic features, EDLm₆APred obtains 86.6% of the area under receiver operating curve on the human data sets, indicating the effectiveness of sequential modeling on RNA. To maximize user convenience, a webserver was developed as an implementation of EDLm₆APred and made publicly available at www.xjtlu.edu.cn/biologicalsciences/EDLmAPred.

Conclusions: Our proposed EDLm₆APred method is a reliable predictor for m₆A methylation sites.
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Background

N6-methyladenosine (m⁶A) methylation modification refers to the methylation that occurs on the sixth N atom of base A [1], accounting for 80% of eukaryotic mRNA methylation modifications [2, 3]. It was first discovered in the 1970s [4] and has been found to exist in many species such as animals, plants, bacteria, viruses [5]. All sites were found within sequences conforming to the degenerate consensus RRACH(A = m⁶A) [6, 7]. Studies have found that m⁶A plays a crucial role in various biological processes and ontogeny, including mRNA transcription, translation, nucleation, splicing, and degradation [8], as well as early development, sex determination, T cell homeostasis, antiviral immunity, brain development, biological rhythms, sperm genesis and directed differentiation of hematopoietic stem cells [9–13]. Besides, m⁶A methylation modification has been found to play a key role in the occurrence of diseases, such as glioma, leukemia, hepatocellular carcinoma, etc., [14–16]. Therefore, it is of great significance to unveil the mechanism of m⁶A methylation, where the specific modification sites should be first identified accurately.

At present, high-throughput sequencing technologies are widely used in the study of m⁶A modification, among which MeRIP-Seq is the most commonly used [17]. The procedure for MeRIP-Seq involves randomly fragmenting the RNA to fragments (namely reads) before immunoprecipitation, these reads are expected to map to a region that contains the m⁶A site near its center. Reads from the immunoprecipitation sample are frequently mapped to mRNAs and clustered as distinct peaks [18, 19]. Experimental-based high-throughput sequencing methods can perform sample-specific m⁶A site detection [20]. However, the MeRIP-Seq technology is relatively complicated with high cost and time, which limits its extensive use. Thus, some computational methods that can help predict m⁶A modification sites computationally are urgently needed.

Most conventional machine learning methods developed for sequence-based m⁶A site prediction often extract features first, then, developed classifiers to predict whether a site is methylated or not based on previously extracted features. For example, iRNA-Methyl extracts features based on pseudo dinucleotide composition, three RNA physicochemical properties, and uses SVM to construct a site prediction model [21]. SRAMP extracts features with three encoding methods, including positional binary encoding of nucleotide sequence, K-nearest neighbor (KNN) encoding as well as nucleotide pair spectrum encoding, then predicts sites by random forest classifiers respectively. Finally, the prediction scores of the random forest classifiers are combined through the weighted summing formula [22]. AthMethPre extracts the features of the positional flanking nucleotide sequence and position-independent k-mer nucleotide spectrum then uses an SVM classifier to predict m⁶A methylation sites [23]. The WHISTLE method firstly integrates 35 additional genomic features besides the conventional sequence features and then establishes an SVM classifier to predict m⁶A sites [24]. The prediction performance was greatly improved through the use of genomic features. However, genomic features are not always available under the scenarios that only some RNA sequences are given for m⁶A site identification. It is shown that the extraction of RNA sequence features and the design of classifiers all have an impact on the prediction performance of m⁶A modification sites. The methods mentioned above all establish a closed feature extraction model, which is independent of the following classifiers. Feature extraction is the key issue for most machine learning tasks. The
quality of feature extraction is extremely critical, which greatly affects the performance of the final site prediction. On the contrary, deep learning models often follow the end-to-end design. From raw data to final output, the features are extracted based on both the input data and the final identification/prediction task. Besides, considering that RNA sequence contains abundant semantic information, which is similar to text sequences, it is heuristic that some text sequence representation methods developed in the field of NLP (Natural Language Processing) may apply to the RNA sequence. To be more specific, Gene2vec uses Word2vec [25] and Convolutional Neural Network (CNN) to predict m6A sites [26]. DeepPromise uses ENAC, One-hot [27], and RNA embedding [28] to achieve feature encoding of RNA sequences, and then integrates CNN model scores to achieve m6A site prediction [29]. By integrating BGRU with word embedding and a Random Forest classifier with a novel encoding of enhanced nucleic acid content (ENAC), BERMP can better identify m6A sites, which demonstrates that the deep learning framework is more suitable for addressing the prediction task with larger datasets [30]. However, the prediction performance of existing methods can still be improved. Thus, this paper further proposes an ensemble deep learning m6A site predictor EDLm6APred based on a recurrent neural network framework. It uses three encoding methods, including One-hot, RNA word embedding as well as Word2vec to depict RNA sequences. Based on the vectorized sequence representation obtained by the above-mentioned encoding methods, bi-directional long short-term memory (BiLSTM) is then constructed to achieve feature extraction and site prediction simultaneously. Finally, the prediction of m6A modification sites was completed by weighted integration of three prediction scores figured by the BiLSTM model trained with three different feature encodings. Fivefold cross-validation experiments on 3 independent test sets were conducted, with metrics such as the area under the ROC curve (AUROC), accuracy (ACC), precision (Precision), recall (Recall), and Matthews correlation coefficient (MCC) were calculated to compare with the performance of state-of-the-art methods such as Gene2vec and DeepPromise.

Results
Performance evaluation
In this paper, we adopted widely used evaluation indexes to evaluate the performance of EDLm6APred, including Area Under the Receiver Operation Curve (AUROC), Precision, Recall, Accuracy (ACC), and the Matthews correlation coefficient (MCC). These are the most widely used metrics for binary classifier evaluation, and the definition of ACC, Precision, Recall, and MCC are given in (1–4) [31, 32].

\[
\text{precision} = \frac{TP}{TP + FP} \tag{1}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN} \tag{3}
\]
where $TP$ refers to true positives, counting the number of positive samples that are truly predicted as positive. $TN$ refers to true negatives, indicating the number of correctly classified negative samples. $FP$ refers to false positives, which is the number of negative samples that are incorrectly classified as positive. $FN$ is false negatives, which refers to the number of positive samples that are incorrectly classified as negative.

### Results analysis

In this paper, we first evaluated the effect of different sequence pre-processing methods, different sequence representation methods, and commonly used deep learning models on the prediction results respectively. Then, we evaluated the performance of the EDL$m^6$APred predictor. Finally, we also compared our method with the newest predictor of $m^6$A sites.

First, we tested three different sequence pre-processing methods based on human data set to compare their impact on model performance, which are overlapping equal length, overlapping variable length, and non-overlapping equal length. For example, given a sequence:

AGGTCAGCATGC

In the processing of overlapping equal-length, a sliding window of size 3nt was used to slide on the sequence with one stride. Finally, we obtained a series of sub-sequences composed of 3 bases. The processing result of the above hypothetical sequence is as follows:

AGG GGT GTC TCA CAG AGC GCA CAT ATG TGC

In the processing of overlapping variable length, $K$ was sampled from the discrete uniform distribution $\text{Uniform}(K_{\text{low}}, K_{\text{high}})$ to determine each window’s size. In this paper, we set $K_{\text{low}}=3$ and $K_{\text{high}}=5$. The processing result of the above hypothetical sequence is as follows:

AGG GGT GTC TCA CAG AGC GCA CAT ATG TGC

In the processing of non-overlapping equal length, a sliding window of size 3nt was used to slide on the sequence with three strides. Finally, we obtained a series of sub-sequences composed of 3 bases. The processing result of the above hypothetical sequence is as follows:

AGG TCA GCA TGC

After pre-processing, all the sub-sequences produced by the above three methods are fed into the Word2vec based predictor for further site identification. The ROC curves are shown in Fig. 1. It shows that the performance of prediction with overlapping equal length method is better than the others. Therefore, the overlapping equal length method was used to complete the sequence pre-processing in the following experiments.
Next, the BiLSTM model has been compared with the LSTM and CNN models. This group of experiments adopted Word2vec to represent sequences, which were denoted as \( \text{CNN}_\text{Word2vec} \), \( \text{LSTM}_\text{Word2vec} \), and \( \text{BiLSTM}_\text{Word2vec} \) respectively. The evaluation results and ROC curves of the fivefold cross-validation on the human data set are shown in Table 1 and Fig. 2. It shows that the AUROC of the three models from high to low is \( \text{BiLSTM}_\text{Word2vec} \), \( \text{LSTM}_\text{Word2vec} \), and \( \text{CNN}_\text{Word2vec} \). \( \text{LSTM}_\text{Word2vec} \) is nearly 2% higher than \( \text{CNN}_\text{Word2vec} \) and \( \text{BiLSTM}_\text{Word2vec} \) is nearly 1% higher than \( \text{LSTM}_\text{Word2vec} \). The reason may be that the essence of CNN is to extract the local features of the sequence while ignoring the context. However, the LSTM and BiLSTM model based on RNN can better capture the interaction between distant elements in the sequence and obtain the relative position relation between each sub-sequence. Thus, they can extract the global features of the sequence. Besides, the pooling layer after CNN may lead to the loss of important location information. In addition, BiLSTM performs better than LSTM, possibly because BiLSTM is composed of forward LSTM and backward LSTM, which can capture context information simultaneously, while one-way LSTM may capture upstream or downstream information only.

Table 1 Evaluation results of different deep learning models

| Classifiers    | AUROC  | MCC    | ACC    | Precision | Recall |
|----------------|--------|--------|--------|-----------|--------|
| \( \text{CNN}_\text{Word2vec} \) | 0.8214 | 0.5098 | 0.7458 | 0.8348    | 0.6102 |
| \( \text{LSTM}_\text{Word2vec} \) | 0.8430 | 0.5368 | 0.7650 | 0.8155    | 0.6821 |
| \( \text{BiLSTM}_\text{Word2vec} \) | **0.8510** | **0.5497** | **0.7695** | **0.8361** | 0.6678 |

The evaluation indexes with BiLSTM better than LSTM and CNN are show in bold.
Besides, the prediction performance of the three different feature encoding methods was compared. This group of experiments firstly encoded the sequences by One-hot, RNA word embedding, and Word2vec respectively, then adopted the same BiLSTM classifier framework for further site identification. The performance all went through the above procedure. A fivefold cross-validation experiment was carried out on the human data set. The ROC curves on the independent test set are shown in Fig. 3. It can be seen that the AUROC of Word2vec based model achieves 0.8510, which is higher than RNA word embedding and One-hot based ones.

Fig. 2 ROC curves of different deep learning models on the human independent test set. The deep learning models are CNN, LSTM, and BiLSTM respectively.

Fig. 3 ROC curves of different sequence encoding modes on the human independent test set. The sequence encoding modes are One-hot, RNA word embedding, and Word2vec respectively.
These three encoding methods represent sequences from different perspectives. In this paper, a deep prediction model EDLm^6APred was constructed to perform weighted integration of the three predictors. Fivefold cross-validation experiments were conducted on the human data set, mouse data set, and mixed data set of human and mouse respectively. The results in the independent test set are shown in Table 2. All the performance of EDLm^6APred is superior to any single predictor. The integration of the three predictors not only considers the location information of the sequence but also considers its context information, which achieves the complementary advantages.

This paper compared EDLm^6APred with DeepPromise. We replaced the CNN model in DeepPromise with BiLSTM to construct BiLSTM^DeepPromise and replaced the ENAC encoding in BiLSTM^DeepPromise with Word2vec to construct our EDLm^6APred predictor. Fivefold cross-validation experiments were conducted on the human data set, mouse data set, and mixed data set of human and mouse respectively. The results are shown in Table 3. The AUROC of EDLm^6APred is significantly better than DeepPromise and BiLSTM^DeepPromise. Since ENAC encoding only considers the nucleic acid composition and position information of the sequence but fails to consider the more

| Table 2 | Evaluation results of single predictor and integrated predictor based on different species |
|---------|-----------------------------------------------|
| Species | Classifiers          | AUROC  | MCC    | ACC    | Precision | Recall |
| Human   | BiLSTM^One-hot       | 0.7810 | 0.4409 | 0.7159 | 0.7716    | 0.6095 |
|         | BiLSTM^Embedding     | 0.8504 | 0.5602 | 0.7739 | 0.8470    | 0.6661 |
|         | BiLSTM^Word2vec      | 0.8510 | 0.5497 | 0.7695 | 0.8361    | 0.6678 |
|         | EDLm^6APred          | 0.8660 | 0.5819 | 0.7843 | 0.8617    | 0.6750 |
| Mouse   | BiLSTM^One-hot       | 0.7838 | 0.4354 | 0.7088 | 0.7901    | 0.5739 |
|         | BiLSTM^Embedding     | 0.8390 | 0.5394 | 0.7642 | 0.8296    | 0.6691 |
|         | BiLSTM^Word2vec      | 0.8464 | 0.5369 | 0.7604 | 0.8429    | 0.6442 |
|         | EDLm^6APred          | 0.8588 | 0.5664 | 0.7754 | 0.8579    | 0.6639 |
| Mix     | BiLSTM^One-hot       | 0.8055 | 0.4758 | 0.7361 | 0.7687    | 0.6755 |
|         | BiLSTM^Embedding     | 0.8459 | 0.5670 | 0.7801 | 0.8313    | 0.7028 |
|         | BiLSTM^Word2vec      | 0.8463 | 0.5477 | 0.7707 | 0.8189    | 0.6952 |
|         | EDLm^6APred          | 0.8605 | 0.5787 | 0.7862 | 0.8355    | 0.7128 |

The evaluation indexes with EDLm^6APred better than its any single predictor are show in bold.

| Table 3 | Compare with DeepPromise predictors |
|---------|-----------------------------------------------|
| Species | Classifiers          | AUROC  | MCC    | ACC    | Precision | Recall |
| Human   | DeepPromise          | 0.8302 | 0.5164 | 0.7576 | 0.7769    | 0.7196 |
|         | BiLSTM^DeepPromise   | 0.8592 | 0.5707 | 0.7780 | 0.8593    | 0.6626 |
|         | EDLm^6APred          | 0.8660 | 0.5819 | 0.7843 | 0.8617    | 0.6750 |
| Mouse   | DeepPromise          | 0.8381 | 0.5242 | 0.7613 | 0.7832    | 0.7272 |
|         | BiLSTM^DeepPromise   | 0.8524 | 0.5625 | 0.7760 | 0.8409    | 0.6847 |
|         | EDLm^6APred          | 0.8588 | 0.5664 | 0.7754 | 0.8579    | 0.6639 |
| Mix     | DeepPromise          | 0.8348 | 0.5208 | 0.7599 | 0.7766    | 0.7298 |
|         | BiLSTM^DeepPromise   | 0.8546 | 0.5748 | 0.7840 | 0.8354    | 0.7075 |
|         | EDLm^6APred          | 0.8605 | 0.5787 | 0.7862 | 0.8355    | 0.7128 |

The evaluation indexes with EDLm^6APred better than DeepPromise are show in bold.
in-depth semantic information of the sequence, while Word2vec can better represent the sequence. In addition, BiLSTM is more suitable to capture the features of the RNA sequence than CNN.

Discussion
In this paper, the m^6A site predictor EDLm^6APred was constructed based on the word embedding algorithm and Bi-directional Long Short-Term Memory Recurrent Neural Network to explore various RNA sequence pre-processing and feature encoding methods. We compared three data pre-processing methods, including overlapping equal length, overlapping variable length, and non-overlapping equal length. Finally, the overlapping equal length method was selected to complete the pre-processing of the RNA sequence. Then, we obtained the feature representation of the sequence by three encoding methods of One-hot, RNA word embedding, and Word2vec. Moreover, we compared the effect of three deep learning models respectively on the site prediction performance, including CNN, LSTM as well as BiLSTM. The experimental results showed that the BiLSTM model can significantly improve the prediction performance. Considering that different encoding approaches depict the sequence from different perspectives, which may be complementary to each other, EDLm^6APred combined the former mentioned encoding methods followed by the BiLSTM model together with weights to obtain the final prediction.

Conclusions
The contribution of this paper lies in the proposition of an m^6A site predictor EDLm^6APred under a deep recurrent neural network framework. In this paper, different RNA sequence feature encoding methods were employed to decipher RNA sequences more thoroughly, and the BiLSTM model was employed to better take advantage of contextual information for m^6A site prediction.

Methods
Data and its sequence representation
This paper is based on the two sets of human and mouse data sets established by Zou et al. Both data sets obtained complementary DNA (cDNA) sequence data from the Ensemble database [33]. After obtaining mRNA sequences through reverse complementation, sequences that were not GAC or AAC motif in the center were removed, and sequences shorter than 1001nt were filled with the character “X”. Finally, the sequences of the data sets used for algorithm training are 1001nt, and the proportion of positive and negative samples is 1:1. See the data sets on the webserver www.xjtlu.edu.cn/biologicalsciences/EDLm6APred for details.

The effective feature encoding method determines the performance of the site prediction model. The sequences are first encoded in the way of one-hot, RNA word embedding, and Word2vec respectively. One-hot and RNA word embedding are standard approaches for RNA sequence encoding. High-dimensional sparse binary word vector and low-dimensional dense word vector are obtained to characterize RNA modification sites. Word2vec can effectively extract relevant semantic features according to the
upstream and downstream context of the base, then translate them into word vector expression.

5-dimensional binary vectors are introduced as one-hot encoding to represent each single base in the RNA sequence, corresponding to four nucleotides and the filling character “X” respectively. To be specific, \( A = [1, 0, 0, 0, 0] \), \( T = [0, 1, 0, 0, 0] \), \( G = [0, 0, 1, 0, 0] \), \( C = [0, 0, 0, 1, 0] \) and \( X = [0, 0, 0, 0, 1] \). Therefore, each sequence of 1001 bps in the dataset is converted to binary vectors of 5005 bits.

Following the idea of RNA Word embedding coding, a 3nt window is used to slide over for each sequence to obtain 999 sub-sequences composed of 3 bases. Finally, 105 different sub-sequences and the unique integer indexes corresponding to the 105 subsequences in the dictionary are obtained. A unique integer index represents the pseudo-RNA word, and each pre-processed sequence is converted into an integer sequence with a corresponding integer index, then fed into the embedding layer. Therefore, a sequence of 1001nts in the dataset is converted into a matrix of 999 \( \times \) 100, where 100 is the dimension of the word vector.

Word2vec encoding can be achieved following CBOW or Skip-gram models. The CBOW model is usually used to predict the current word based on its context, while the Skip-gram model predicts the context based on the current word. CBOW model is known to run faster than the skip-gram model in training. Besides, the number of data sets used in our experiment is relatively large, and the types of words in the corpus are small (105 types). There are no uncommon words and words with low frequency. Thus, the CBOW model is followed to encode RNA sequences in this paper. To be more specific, the sequences are first divided into sub-sequences of length 3nt by overlapping equal length, then the CBOW model is used for training. Therefore, each sub-sequence is transformed to represent the semantic word vector, and then the obtained word vector is used to represent the sequence of 1001nt in the data set into a matrix of 999 \( \times \) 100. The input and output of these encoding methods are shown in Table 4.

**BiLSTM**

BiLSTM is developed from RNN (Recurrent Neural Network) and consists of two parts, the forward LSTM(Long Short-Term Memory) layer and the backward LSTM layer [34, 35]. Its structure is shown in Fig. 4. The forward calculation is performed from moment 1 to moment \( t \) in the forward LSTM layer to obtain and save the forward hidden layer’s output at each moment. At the same time, the backward calculation is performed from moment \( t \) to moment 1 in the backward LSTM layer to obtain and save the backward hidden layer’s output at each moment. Finally, the final output is obtained at each moment by combining the output results of the forward LSTM layer and the backward LSTM layer at corresponding moments.

| Encoding          | Input                                 | Output                        |
|-------------------|---------------------------------------|-------------------------------|
| One-hot           | 1nt sequences of length 1001          | Binary vectors of length 5005 |
| RNA word embedding| 3nt sequences of length 999           | Matrix (999 \( \times \) 100) |
| Word2vec          | 3nt sequences of length 999           | Word vectors with dimension 100|
For basic LSTM structure, a set of memory units are employed to learn when to forget historical information and when to update, as shown in Fig. 5. At moment $t$, the memory unit $C_t$ records all historical information up to the current moment, and it is also controlled by three "gates": the forgetting gate $f_t$, the input gate $i_t$, and the output gate $o_t$. The forgetting gate $f_t$ determines what information to discard from the cellular state, as shown in (5). It views $h_{t-1}$ (the previous hidden state) and $x_t$ (the current input), then prints a number between 0 and 1 for each number in the state $C_{t-1}$ (the previous state), with 1 being wholly retained and 0 being completely deleted.

$$f_t = \sigma (W_f \cdot [h_{t-1}, x_t] + b_f)$$  \hspace{1cm} (5)$$

The input gate determines what information is stored in the cellular state. First, the input gate’s Sigmoid activation function determines which values we will update, as shown in (6).
Then, an activation function \( \text{tanh}(\cdot) \) creates a candidate vector \( \tilde{C}_t \) (new information), which will be added to the cell state, as shown in (7). Finally, combine the two vectors to create the updated value.

\[
\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c)
\] (7)

Update the last status value \( C_{t-1} \) to \( C_t \). Multiply the previous state value \( C_{t-1} \) by \( f_t \) to indicate what we expect to forget. Then add the obtained value \( i_t \cdot \tilde{C}_t \) and get the new state value \( C_t \), as shown in (8).

\[
C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t
\] (8)

The output gate determines what to output, and this output will be based on the current cell state. First, a Sigmoid activation function is used to determine which parts of the cell state we want to output, as shown in (9).

\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o)
\] (9)

Then, the cell state is passed \( \tanh(\cdot) \) to normalize the value between \(-1\) and \(1\) and multiplied by the output of the output gate to complete the output of which part of the information is determined by the output gate, as shown in (6).

\[
h_t = o_t \cdot \tanh(C_t)
\] (10)

where \( x_t \) is the input of the time network. \( f_t, i_t \) and \( o_t \) represent the states of forgetting gate, input gate, and output gate respectively. \( W_f, W_i, W_c, W_o \) and \( b_f, b_i, b_c, b_o \) represent weight matrix and deviation vector respectively.

LSTM has shown great advantages in modeling time series data due to its design characteristics, which can effectively solve long-term dependence and gradient disappearance existing in standard recurrent neural networks [36]. BiLSTM, by combining forward and backward LSTM, not only solves the gradient disappearance or gradient explosion problem but also fully considers the meaning of the current base fragment context [37].

\textbf{m6A site prediction based on BiLSTM}

Three m6A site predictors are constructed by combining the BiLSTM and three sequence feature encoding methods, such as One-hot, RNA word embedding, and Word2vec respectively. Take Word2vec as an example, the predictor adopts a five-layer architecture, including the input layer, BiLSTM layer, flattening layer, full connection layer, and prediction layer, among which the input layer handles data pre-processing, as shown in Fig. 6.

The Word2vec model trains the pre-processed sequences, and the word vectors of each pseudo-RNA word are obtained to form a dictionary. Then, each sequence’s subsequence is represented by the corresponding word vector in the dictionary, and the feature matrix of \(999 \times 100\) is finally obtained, which is exactly the input of the BiLSTM
BiLSTM has the memory capacity to learn the long-term context-dependence of sequence and extract the global features of sequences. To avoid overfitting, the dropout [38] module is adopted in the BiLSTM layer with the "drop" probability being 0.2. The data was then flattened into one dimension, followed by a full connection layer for final output. The full connection layer in Fig. 6 consists of three full connections, consisting of 256, 128, and 64 neurons, respectively, which helps to improve the complexity of the model. More full connection layers, the nonlinear expression ability of the model can be improved, such that the learning ability of the model is improved. Each neural is activated by ReLU [39] function, and dropout is also employed with 0.5 dropout probability. Finally, Sigmoid [40] defined in (11) is adopted to predict the probability of the existence of m6A sites in the given sequence.
m^6A site prediction based on ensemble integration

As is known, different feature encoding method views sequence from different perspectives. One-hot and RNA word embedding describe the specific information of the RNA modification site in the sequence window. Word2vec utilizes an external neural network to thoroughly learn the semantic information between the context of the sequence. Thus, different predictors may take complementary effects on prediction performance. Therefore, an ensemble predictor named EDLm^6APred based on One-hot, RNA word embedding, and Word2vec followed by BiLSTM is formulated, and the structure is shown in Fig. 7. With three predictors with different encodings, it aims to represent the sequences from more thorough perspectives. The weighted weights of the three predictors are obtained by the grid search method.

Abbreviations
m^6A: N^6-methyladenosine; EDLm^6APred: Ensemble deep learning approach for mRNA m^6A site prediction; MeRIP-Seq: Methylated RNA immunoprecipitation sequencing; BLSTM: Bi-directional long short-term memory; LSTM: Long short-term memory; RNN: Recurrent neural network; CNN: Convolutional Neural Network; NLP: Natural language processing; AUROC: Area under the receiver operation curve; ACC: Accuracy; MCC: Matthews correlation coefficient.

Acknowledgements
Not applicable.

Authors’ contributions
LZ and GL built the architecture for EDLm^6APred, designed and implemented the experiments, analyzed the result, and wrote the paper. XL and SC analyzed the result and revised the paper. HW conducted the experiments, analyzed the result, and revised the paper. HL supervised the project, analyzed the result, and revised the paper. All authors read, critically revised, and approved the final manuscript.
Funding
We thank the support from the National Science Foundation of China 61971422 to LZ, and 31871337 to HL. The funding body did not play any roles in the design of the study and collection, analysis, and interpretation of data and in writing the manuscript.

Availability of data and materials
The data supporting the findings of the article is available at the webserver www.xjtu.edu.cn/biologicsciences/EDLm6 APred.

Declarations

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1 Engineering Research Center of Intelligent Control for Underground Space, Ministry of Education, China University of Mining and Technology, Xuzhou 221116, China. 2 School of Information and Control Engineering, China University of Mining and Technology, Xuzhou 221116, China.

Received: 19 March 2021   Accepted: 18 May 2021

Published online: 29 May 2021

References
1. Deng X, Chen K, Luo G-Z, Weng X, Ji Q, Zhou T, He C. Widespread occurrence of N-6-methyladenosine in bacterial mRNA. Nucleic Acids Res. 2015;43(13):6557–67.
2. Bokar JA, Shambaugh ME, Polayes D, Matera AG, Rottman FM. Purification and cDNA cloning of the AdoMet-binding subunit of the human mRNA (N6-adenosine)-methyltransferase. RNA (New York, NY). 1997;3(11):1233–47.
3. Bokar JA, Rath-Shambaugh ME, Ludwick-R, Narayan P, Rottman F. Characterization and partial purification of mRNA N6-adenosine methyltransferase from HeLa cell nuclei. Internal mRNA methylation requires a multisubunit complex. J Biol Chem. 1994;269(26):17697–704.
4. Perry RP, Kelley DE, LaTorre J. Synthesis and turnover of nucleic and cytoplasmic polyadenylic acid in mouse L cells. J Mol Biol. 1974;82(3):315–31.
5. Zsuzsanna B, Button JD, Donald G, Fray RG. Yeast targets for mRNA methylation. Nucleic Acids Res. 2010;16:327–35.
6. Harper JE, Miceli SM, Roberts RJ, Manley JL. Sequence specificity of the human mRNA N6-adenosine methylase in vitro. Nucleic Acids Res. 1990;18(19):5735–41.
7. Kan SE, Beemon K. Precise localization of m6A in Rous sarcoma virus RNA reveals clustering of methylation sites: implications for RNA processing. Mol Cell Biol. 1984;5(9):2298–306.
8. Yang Y, Fan X, Mao M, Song X, Wu P, Zhang Y, Jin Y, Yang Y, Chen L-L, Wang Y, et al. Extensive translation of circular RNAs driven by N-6-methyladenosine. Cell Res. 2017;27(5):626–41.
9. Nilsen TW. Internal mRNA methylation finally finds functions. Science. 2014;343(6176):1207–8.
10. Xu K, Yang Y, Feng G-H, Sun B-F, Chen J-Q, Li Y-F, Chen Y-S, Zhang X-X, Wang C-X, Jiang L-Y, et al. Mettl3-mediated m(6)A regulates spermatogonial differentiation and meiosis initiation. Cell Res. 2017;27(9):1100–14.
11. Li HB, Tong JY, Zhu S, Batista PJ, Duffy EE, Zhao J, Bais W, Cao GC, Kroehling L, Chen YY, et al. m(6)A mRNA methylation controls T cell homeostasis by targeting the IL-7/STAT5/SOCS pathways. Nature. 2017;548(7667):338–42.
12. Zhang C, Chen Y, Sun B, Wang L, Yang Y, Ma D, Lv J, Heng J, Ding J, Xue Y, et al. m(6)A modulates haematopoietic stem and progenitor cell specification. Nature. 2017;549(7671):273–6.
13. Geula S, Moshitch-Moshkovitz S, Dominissini D, Mansour AA, Kol N, Salomon-Divon M, Hershkovitz V, Peer E, Mor N, Manor YS, et al. m(6)A mRNA methylation facilitates resolution of naive pluripotency toward differentiation. Science. 2015;347(6225):1002–6.
14. Visvanathan A, Patil V, Arora A, Hegde AS, Arivazhagan A, Santosh V, Somasundaram K. Essential role of METTL3-mediated m(6)A modification in glioma stem-like cells maintenance and radioresistance. Oncogene. 2018;37(4):522–3.
15. Li ZI, Wang HY, Su R, Weng XC, Zuo XZ, Li CY, Huang HL, Nachtergaele S, Dong L, Hu C, et al. FTO Plays an oncogenic role in acute myeloid leukemia as a N-6-methyladenosine RNA demethylase. Cancer Cell. 2017;31(1):127–41.
16. Freyling TM, Timpson NJ, Weedon MN, Zeggini E, Freathy RM, Lindgren CM, Perry JR, Elliott KS, Lango H, Rayner NW, et al. A common variant in the FTO gene is associated with body mass index and predisposes to childhood and adulthood obesity. Science. 2007;316(5826):889–94.
17. Meyer KD, Saleyote Y, Zumbo P, Elemento O, Mason CE, Jaffrey SR. Comprehensive analysis of mRNA methylation reveals enrichment in 3'UTRs and near stop codons. Cell. 2012;149(7):1635–46.
18. Dominissini D, Moshitch-Moshkovitz S, Schwartz S, Salomon-Divon M, Unger L, Oenbergen S, Cesarskas K, Jacob-Hirsch J, Amariglio N, Kupiec M, et al. Topology of the human and mouse m(6)A RNA methylomes revealed by m(6)A-seq. Nature. 2012;485(7397):201–6.
19. Li Y, Song S, Li C, Yu J. MeRIP-PF: an easy-to-use pipeline for high-resolution peak-finding in MeRIP-Seq data. Genom Proteom Bioinform. 2013;11(1):72–5.

20. Meng J, Lu ZL, Liu H, Zhang L, Zhang SW, Chen YD, Rao MK, Huang YF. A protocol for RNA methylation differential analysis with MeRIP-Seq data and exomePeak R/Bioconductor package. Methods. 2014;69(3):274–81.

21. Chen W, Feng PM, Ding H, Lin H, Chou KC. lRNA-methyl: identifying N-6-methyladenosine sites using pseudo nucleotide composition. Anal Chim Biochem. 2015;900:26–33.

22. Zhou Y, Zeng P, Li YH, Zhang ZD, Cui QH. SRAMP: prediction of mammalian N-6-methyladenosine (m(6)A) sites based on sequence-derived features. Nucleic Acids Res. 2016;44(10):e91.

23. Xiang SN, Yan ZM, Liu K, Zhang Y, Sun ZR. AthMethPre: a web server for the prediction and query of mRNA m(6)A sites in Arabidopsis thaliana. Mol BioSyst. 2016;12(1):333–7.

24. Chen KQ, Wei Z, Zhang Q, Wu XY, Rong R, Lu ZL, Su JL, de Magalhaes JP, Rigden DJ, Meng J. WHISTLE: a high-accuracy map of the human N-6-methyladenosine (m(6)A) epitranscriptome predicted using a machine learning approach. Nucleic Acids Res. 2019;47(7):e41.

25. Church KW. Emerging trends Word2Vec. Nat Lang Eng. 2017;23(1):155–62.

26. Zou Q, Xing PW, Wei LY, Liu B. Gene2vec: gene subsequence embedding for prediction of mammalian N-6-methyladenosine sites from mRNA. RNA. 2019;25(2):205–18.

27. Wei L, Su R, Wang B, Li X, Zou Q, Gao X. Integration of deep feature representations and handcrafted features to improve the prediction of N-6-methyladenosine sites. Neurocomputing. 2019;324:3–9.

28. Dai H, Umarov R, Kuvahara H, Li Y, Song L, Gao X. Sequence2Vec: a novel embedding approach for modeling transcription factor binding affinity landscape. Bioinformatics. 2017;33(22):3575–83.

29. Chen Z, Zhao P, Li F, Wang Y, Smith AI, Webb GI, Akutsu T, Baggag A, Bensmail H, Song J. Comprehensive review and assessment of computational methods for predicting RNA post-transcriptional modification sites from RNA sequences. Brief Bioinform. 2019;21(5):1676–96.

30. Huang Y, He N, Chen Y, Chen Z, Li L. BERMP: a cross-species classifier for predicting m(6)A sites by integrating a deep learning algorithm and a random forest approach. Int J Biol Sci. 2018;14(12):1669–77.

31. Zhang Y, Hamada M. DeepM6ASeq: prediction and characterization of m6A-containing sequences using deep learning. BMC Bioinform. 2018;19(19):1–11.

32. Oubounyt M, Louadi Z, Tayara H, Chong KT. DeePromoter: robust promoter predictor using deep learning. Front Genet. 2019;10:286.

33. Zerbino DR, Achuthan P, Akanni W, Amode MR, Barrett D, Bhai J, Billis K, Cummins C, Gall A, Giron CG, et al. Ensembl 2018. Nucleic Acids Res. 2018;46(D1):D754–61.

34. Hochreiter S, Schmidhuber J. Long short-term memory. Neural Comput. 1997;9(8):1735–80.

35. Schuster M, Paliwal KK. Bidirectional recurrent neural networks. IEEE Trans Signal Process. 1997;45(11):2673–81.

36. Gers FA, Schmidhuber J, Cummins F. Learning to forget: continual prediction with LSTM. Neural Comput. 2000;12(10):2451–71.

37. Liu G, Guo JB. Bidirectional LSTM with attention mechanism and convolutional layer for text classification. Neurocomputing. 2019;337:325–38.

38. Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdinov R. Dropout: a simple way to prevent neural networks from overfitting. J Mach Learn Res. 2014;15(1):1929–58.

39. Hahnloser RHR, Seung HS, Slotine JJ. Permitted and forbidden sets in symmetric threshold-linear networks. Neural Comput. 2003;15(3):621–38.

40. Kingma DP, Ba J: Adam: a method for stochastic optimization, 2014. arXiv:14126980.

Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.