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Abstract

Attractor-based end-to-end diarization is achieving comparable accuracy to the carefully tuned conventional clustering-based methods on challenging datasets. However, the main drawback is that it cannot deal with the case where the number of speakers is larger than the one observed during training. This is because its speaker counting relies on supervised learning. In this work, we introduce an unsupervised clustering process embedded in the attractor-based end-to-end diarization. We first split a sequence of frame-wise embeddings into short subsequences and then perform attractor-based diarization for each subsequence. Given subsequence-wise diarization results, inter-subsequence speaker correspondence is obtained by unsupervised clustering of the vectors computed from the attractors from all the subsequences. This makes it possible to produce diarization results of a large number of speakers for the whole recording even if the number of output speakers for each subsequence is limited. Experimental results showed that our method could produce accurate diarization results of an unseen number of speakers. Our method achieved 11.84%, 28.33%, and 19.49% on the CALLHOME, DIHARD II, and DIHARD III datasets, respectively, each of which is better than the conventional end-to-end diarization methods.
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1. Introduction

Analyzing who is speaking when in a multi-talker conversation plays an essential role in many speech-related applications. This task is called speaker diarization, and in recent years there have been extensive efforts toward accurate speaker diarization in various domains [1]. Although the conventional methods based on clustering of speaker embeddings are still powerful baselines [2], end-to-end methods are almost reaching their performance (see the results of the DIHARD III challenge [3]), thanks largely to their way of handling overlapped speech.

While some end-to-end methods are reaching the accuracy of conventional clustering-based approaches that utilize speaker embeddings, they still have difficulty in correctly estimating the number of speakers. For clustering-based methods, the number of speakers is determined in the clustering step, making the methods flexible. On the other hand, some end-to-end methods fix the number of speakers [4][5][6]. This assumption does not matter in some fixed-domain scenarios (e.g., two-speaker telephone conversations [7], doctor-patient conversations [8], or four-speaker dinner parties [9]), but becomes a crucial problem in the harder scenarios [3]. There are a few recent methods that can handle a flexible number of speakers [10][11][12], but since they are trained in a fully supervised manner, they still face the problem of not being able to produce a larger number of speakers than that observed during training. A solution to the mismatch in the number of speakers has not been established yet.

To tackle this problem, this paper introduces a clustering step into the attractor-based end-to-end neural diarization (EEND-EDA) [10][14][13]. We first clarify that the maximum number of speakers that can be estimated stems from the attractor calculation part; the embedding extraction part based on stacked Transformer encoders is well generalized to an unseen number of speakers. To extend EEND-EDA to an unlimited number of speakers, we focus on the fact that the number of speakers who speak in a short period is sufficiently small [15][16]. Therefore, given a sequence of frame-wise embeddings, we first split them into short subsequences and calculate speaker-wise local attractors and speech activities based on them for each subsequence. Then, the system finds inter-subsequence attractor correspondence by clustering the vectors converted from the local attractors. The number of clusters, i.e., the number of speakers, is automatically decided by eigenvalue analysis of the affinity matrix calculated based on the local attractors. Because the number of speakers observed in each subsequence can be regarded as small, we can still use the attractor calculation part. We show that the proposed method can produce diarization results for a large number of speakers different from the number of speakers in the training data. We also show that it achieves comparable performance to conventional methods including carefully tuned challenge submissions.

2. EEND-EDA and Its Limitation

2.1. Brief introduction to EEND-EDA

EEND-EDA [10][14] is an end-to-end trainable diarization model that can treat a flexible number of speakers’ overlapping speech. Given a $T$-length sequence of $F$-dimensional acoustic features $(x_t)_{t=1}^T$, EEND-EDA first converts them into the same length of $D$-dimensional embeddings $(e_t)_{t=1}^T$ using stacked Transformer encoders without positional encoding. To calculate speaker-wise flexible number of attractors $\{a_s \in (-1,1)^D\}_{s=1}^S$, where $s$ is the speaker index, the embeddings are passed through the encoder-decoder-based attractor calculation module (EDA):

$$a_1, a_2, \ldots = EDA(e_1, \ldots, e_T).$$

In this paper, we refer to these attractors calculated from a whole recording as global attractors. We stop the attractor calculation if the attractor existence probability

$$z_s = \sigma(w^Ta_s + b) \in (0,1) \quad (s = 1, 2, \ldots)$$

is below 0.5, where $\sigma(\cdot)$ is the sigmoid function and $w \in \mathbb{R}^D$ and $b \in \mathbb{R}$ are the trainable weights and bias of a fully connected layer,
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Fig. 1: Visualization of frame-wise embeddings of simulated 5-speaker mixtures (top) and 6-speaker mixtures (bottom). The embeddings were extracted using the model trained on \{1,2,3,4\}-speaker mixtures. The color of each dot corresponds to the speaker identity. Overlapped frames are excluded from the visualization.

respectively. During training, we know the oracle number of speakers \( S \) so that \( S + 1 \) attractors are calculated to compute the attractor existence loss \( \mathcal{L}_{\text{exist}} \): 

\[
\mathcal{L}_{\text{exist}} = \frac{1}{S + 1} \sum_{s=1}^{S+1} H(z_s, \hat{z}_s), \quad z_s = \begin{cases} 
1 & (s \in \{1, \ldots, S\}) \\
0 & (s = S + 1) 
\end{cases},
\]

(3)

where \( H(z_s, \hat{z}_s) \) is the binary cross entropy determined as 

\[
H(z_s, \hat{z}_s) = -z_s \log \hat{z}_s - (1 - z_s) \log (1 - \hat{z}_s).
\]

(4)

The estimation of speaker \( s \)'s speech activity at \( t \) is calculated as the dot product of the corresponding embedding and attractor, as

\[
\hat{y}_{t,s} = \sigma(e_t, a_s) \in (0, 1).
\]

(5)

The posterior \( \hat{y}_{t,s} \) is optimized using the following diarization loss:

\[
\mathcal{L}_{\text{diar}} = \frac{1}{TS} \sum_{(\phi_1, \ldots, \phi_T) \in \Phi(1, \ldots, T)} \sum_{t=1}^{T} \sum_{s=1}^{S} H(y_{\phi_t, s}, \hat{y}_{t,s}),
\]

(6)

where \( \Phi(1, \ldots, T) \) is a set of all the permutations of \( (1, \ldots, T) \) and \( y_{t,s} \in \{0, 1\} \) is the ground-truth label of speaker \( s \)'s speech activity at \( t \). The total loss \( \mathcal{L}_{\text{global}} \) is the weighted sum of the diarization loss and attractor existence loss:

\[
\mathcal{L}_{\text{global}} = \mathcal{L}_{\text{diar}} + \alpha \mathcal{L}_{\text{exist}},
\]

(7)

where \( \alpha \) is the weighting parameter; we set \( \alpha = 1 \) in this paper. Note that the loss \( \mathcal{L}_{\text{exist}} \) is used to update only \( e \) and \( b \) in \( \mathcal{L}_{\text{diar}} \) which was found to contribute to improve the performance \[14\], while the original paper \[10\] used it to update the parameters of the Transformer encoders and LSTM encoder-decoder as well.

2.2. Limitation of EEND-EDA

EEND-EDA can handle recordings of a flexible number of speakers, but it is empirically known that the number of output speakers is capped by that in the training dataset (see Section 3.2.1). Even if it is adapted to datasets that contain more speakers than four (e.g., DHARD \[17\] \[18\]), it is hard to produce diarization results of more than four speakers.

Figure 1 shows the t-SNE visualization of the frame-wise embeddings \( e_t \) using five- and six-speaker mixtures. Here, EEND-EDA was trained on mixtures that each contain four speakers at most. We can clearly see that the speakers are well-separated in the embedding space even when the input mixture contains a larger number of speakers than the training data. This indicates that the number of output speakers is limited owing to the EDA operation in (1) despite the speaker separation capabilities of the EEND embedding vectors \( e_t \). In the next section, we explain how this problem is solved in the proposed method.

3. PROPOSED METHOD: NEURAL DIARIZATION BASED ON GLOBAL AND LOCAL ATTRACTORS

3.1. Overview

One possible way to ease this limitation is to train the model using mixtures that contain large numbers of speakers \[12\]. However, it is difficult to increase the number of speakers inexhaustibly. This is because the EEND’s training procedure depends on a permutation-free objective \[18\] \[19\], which takes \( \mathcal{O}(TS^2) + \mathcal{O}(S^3) \) operation even with the optimal mapping loss \[20\]. It is also a problem that EEND uses a fixed length of chunks (e.g., 500 frames) for efficient batch processing during training, and it is rare to contain a large number of speakers within such a chunk even if the whole recording can. Moreover, we do not know how many speakers would be sufficient for training. Therefore, we have to treat the problem without using mixtures with a large number of speakers.

In this paper, we assume that the number of speakers in a short period is small \[15\] \[16\]. We apply EDA for each short subsequence to calculate attractors called local attractors, and then cluster the local attractors to find inter-subsequence speaker correspondence. Even though the number of speakers for each subsequence is limited, the total number of speakers can be larger than the limitation.
3.2. Training

The schematic diagram of the proposed local-attractor-based diarization is shown in Figure 2. As introduced in Section 2.1, given the embeddings \((e_t)_{t=1}^T = E\), which are output from the stacked Transformer encoders, we first split them into multiple short length \(L\) subsequences \((e_t)_{t=t_0+1}^{t_1}\) where 0 = \(t_0 < \cdots < t_L = T\). From the \(l\)-th sequence, we calculate local attractors \(A_l \in (-1,1)^{D \times S}\) by using (1) where \(S_l\) is the number of speakers active during \(t_{l-1}+1 \leq t \leq t_l\). Note that the local attractors are calculated only for active speakers during each subsequence; thus, even if the \(S\) speakers appeared during \(T\) frames, the number of speakers in each sequence may be smaller than \(S\), i.e., \(0 \leq S_l \leq S\). The diarization loss \(L_{\text{diar}}(l)\) and attractor existence loss \(L_{\text{exist}}(l)\) are calculated for each subsequence by using (6) and (3) respectively.

With the two losses, we can estimate the number of speakers and speech activities for that number of speakers for each subsequence. Here, the problem is how to find whether a pair of attractors from two subsequences correspond to the same speaker or different speakers. To optimize the attractor distribution, we define the training objective based on the contrastive loss.

Because the local attractors are optimized to minimize the diarization error, we convert them to be suitable for clustering. Given local attractors and frame-wise embeddings for each subsequence, we first convert the attractors using a Transformer decoder:

\[
b^{(l)}_i, \ldots, b^{(l)}_{S_l} = \text{TransformerDecoder}(A_l, E).
\]

Here, the local attractors \(A_l\) are queries and the embeddings \(E\) are keys and values input to the Transformer decoder. With the converted local attractors \(B_l \in \mathbb{R}^{D \times S_l}\), the contrastive loss is calculated on the converted vectors from all the subsequences \(B = [b_{S_1}^{(l)}, \ldots, b_{S_L}^{(l)}] \in \mathbb{R}^{D \times S'}\), where \(S' = \sum_{l=1}^L S_l\). When we calculate the subsequence-wise diarization loss \(L_{\text{diar}}(l)\) using (6) we find the optimal mapping between the estimated and ground-truth speakers, i.e., we know whether the \(i\)-th and \(j\)-th local attractors (or converted local attractors) correspond to the same speaker. Thus, the pairwise loss can be calculated for each pair of the converted local attractors as follows:

\[
L_{\text{pair}} = \sum_{i,j \in \{1, \ldots, S'\}} \frac{1}{S'c_ic_j} (r_{ij} (1 - \text{sim}(b_i, b_j)) + (1 - r_{ij}) \text{sim}(b_i, b_j) - \delta)_{+},
\]

where \(c_i, c_j\) is the number of attractors that correspond to the \(i\)-th (\(j\)-th) attractor’s speaker, \(\text{sim}(b_i, b_j) := \frac{b_i^T b_j}{\|b_i\| \cdot \|b_j\|}\) is the cosine similarity between \(b_i\) and \(b_j\), \(r_{ij}\) is the indicator that takes 1 if \(b_i\) and \(b_j\) correspond to the same speaker and 0 otherwise, and \([\cdot]_{+}\) is the hinge function. This pairwise loss aims to make the angle between converted attractors of the same speaker be zero and those of different speakers be at least \(\arccos \delta\) apart. In this paper, \(\delta\) is set to 0.5 during pretraining and to 0 during adaptation. Note that this loss is highly influenced by the instance segmentation in computer vision [21][22]. The operation of grouping pixel-wise embeddings calculated from a single image into instances is very similar to the current problem of grouping multiple local attractors from a single input into speaker identities. X-vectors or frame-wise embeddings (e.g., \((e_t)_{t=1}^T\)) cannot be divided by speakers because natural conversations include overlaps. However, each local attractor here corresponds to one speaker so that each local attractor can be hardly assigned to one of the clusters.

During the training, the following loss is used instead of (7) to optimize the diarization error within each subsequence and the distribution of the local attractors across subsequences:

\[
L_{\text{local}} = \frac{1}{L} \sum_{l=1}^{L} \left( L_{\text{diar}}(l) + \alpha L_{\text{exist}}(l) \right) + \gamma L_{\text{pair}},
\]

where \(\gamma\) is the weighting parameter, which is set to 1 in this paper.

We found that the model training that fully relies on the local-attractor-based loss (10) resulted in slow and unstable convergence. To make use of global consistency, we also use the loss that utilizes both local and global attractors, defined as

\[
L_{\text{both}} = L_{\text{local}} + L_{\text{global}}.
\]

3.3. Inference

In the inference phase, we first estimate the number of speakers \(S \in \mathbb{Z}_{\geq 0}\) using attractor existence probabilities in [2] and then estimate speech activities \(\hat{y}_l \in (0,1)^{S(l) \times (t_l - t_{l-1})}\) from each subsequence by using (5). We then apply unsupervised clustering for the converted local attractors from all the subsequences. The crucial problem here is how to define the clustering parameters, e.g., the number of clusters or threshold values.

One approach consists of the following processes: 1) construct an affinity matrix, 2) calculate its graph Laplacian, 3) conduct eigenvalue decomposition, and 4) estimate the number of speakers based on the maximum eigengap. Because the affinity matrix calculated from speaker embeddings often contains unreliable values, it is important to remove noises from it. For example, Gaussian blur was applied to smooth the affinity matrix calculated from d-vectors extracted using sliding window [23]. For our local-attractor-based method, however, smoothing cannot be used because attractors are calculated not only for each subsequence but also for each speaker within a subsequence. In [23], \(p\) nearest neighbor binarization was applied to the affinity matrix to remove unreliable values. The value of \(p\) is selected automatically, and empirically dozens of nearest neighbors are used. In our case, however, this is not suitable because local attractors are calculated every five seconds in this paper, so the number of vectors to be clustered is extremely insufficient.

Let us consider why the noise inhibits the accurate approximation of the number of clusters in the eigengap-based estimation. One reason is that the eigenvalues of a graph Laplacian are obtained without considering the size of clusters; thus, noises produce a lot of tiny clusters. To penalize more on small clusters, we directly use an affinity matrix instead of its graph Laplacian. Given the affinity matrix \(R \in [-1,1]^{S' \times S'}\), where \(r_{ij} = \text{sim}(b_i, b_j)\), we apply matrix decomposition as

\[
R = V \begin{bmatrix} \lambda_1 & \cdots & \lambda_{S'} \end{bmatrix} V^{-1},
\]

where \(V \in \mathbb{R}^{S' \times S'}\) is the eigenvectors and \(\lambda_1 > \cdots > \lambda_{S'}\) are the eigenvalues of \(R\). Because \(R\) is positive-semidefinite, the eigenvalues are non-negative, and they indicate the size of each cluster where each local attractor is softly assigned. The number of clusters can be estimated by using the eigenratio instead of eigengap, as

\[
\hat{S} = \min_{1 \leq s \leq S'-1} \frac{\lambda_{s+1}}{\lambda_s}.
\]

In this paper, we use the hinge function in [9]. We also know that the attractors from the same subsequence must be assigned to dif-
different clusters. Therefore, we use the modified affinity matrix \( R' = (r'_{ij}) \in [0, 1]^{S_t \times S_t} \) instead of \( R \), defined as
\[
r'_{ij} = \begin{cases} 1 & (i = j) \\ \frac{1}{\sum_{k \neq j} \delta_{ij} \sum_{l \neq i} \delta_{ij}} (b_i, b_j) & (\text{the same subsequence}) \\ 0 & (\text{otherwise}) \end{cases}
\]
where \( \delta_{ij} \) is an indicator function that returns 1 if \( \text{cond} \) is true and 0 otherwise. We then apply matrix decomposition as in [12] and obtain eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_{S_t} \). Indeed, \( R' \) is no longer positive-semidefinite but its eigenvalues are still good indicators of the size of clusters. Because the eigenvalues indicate the size of clusters, we only use those of not less than one to estimate the number of speakers \( \hat{S}' \) as
\[
\hat{S}' = \min_{1 \leq s \leq \hat{S}' - 1} \frac{\lambda_{s+1}'}{\lambda_{s}'}.
\]

Even if we force the affinity value between a pair of local attractors from the same subsequence to be zero in \( R' \), the local attractors may belong to the same cluster; thus, the number of estimated speakers can be less than the maximum number of speakers from one of the subsequences. Therefore, we update the estimation of the number of speakers by
\[
\hat{S}' \leftarrow \max \left( \hat{S}', \max_{1 \leq s \leq S} S_i \right).
\]

After the number of speakers is estimated, we apply a clustering method to the local attractors. We know that the attractors from the same subsequence have to be assigned to different clusters, so it is effective to use cannot-link constraints for clustering. One possible choice is to use COP-Kmeans clustering [25], which is used in EEND-vector clustering [26, 27], but this has a difficulty in the case where cannot-link constraints have to be satisfied; the algorithm sometimes results in no solution. Thus, we used the CLC-Kmeans algorithm [28] instead for stable convergence.

The model that is trained using (11) also has outputs based on the global branch. They are still useful when the number of clusters is small because the model is trained in a fully supervised manner. Therefore, we propose using global- and local-attractor-based inference depending on the estimated number of speakers. We first estimate the number of speakers by using [27] calculated from global attractors. In this paper, we trained the model using \{1,2,3,4\}-speaker mixtures; thus, if the number of estimated speakers is less than four, we use inference based on global attractors explained in Section 2.1. If the estimated number of speakers is equal to or larger than four, we use inference based on local attractors explained in this section. We call this inference switching strategy.

4. RELATED WORKS

4.1. Speaker diarization

The clustering-based methods generally consist of the following: speech activity detection (SAD), speaker embedding extraction, clustering of the embeddings, and optional overlap assignment. The SAD is often replaced by the oracle speech segments, but the remaining parts are actively being studied, e.g., investigation of better architectures for speaker embedding extractors [29], better clustering methods [2, 30, 31], and better overlap assignment methods [32]. An important property of the clustering-based methods is that they do not limit the number of speakers that can be estimated during inference because the results are obtained by unsupervised clustering.

On the other hand, neural-network-based diarization methods are rapidly emerging to replace the conventional clustering-based methods, but they still have a limitation. For example, personal VAD [33] and VoiceFilter-Lite [34] assume that the target speaker’s d-vector is available during inference, so they are not suitable for speaker-independent diarization. Target-speaker voice activity detection [5] and the initial models of end-to-end neural diarization (EEND) [4] fix the output number of speakers, so they are not suitable for diarization of unknown numbers of speakers. The recurrent selective attention network (RSAN) [55] or some extensions of EEND [10, 11] can deal with flexible numbers of speakers. However, EEND-based models empirically limit the number of output speakers by the number of speakers in the training datasets. It is unclear whether the RSAN can deal with the number of speakers limitation because only the speaker counting accuracy on matched conditions (zero, one, or two speakers) has been reported. EEND as post-processing [56] tackled the problem of the limitation of the number of speakers by taking advantage of both clustering-based methods and end-to-end methods through the utilization of EEND to refine the results from clustering, but a single model solution for this problem is still awaited.

The most relevant work is the recently proposed EEND-vector clustering, which incorporates EEND and speaker embeddings [26, 27], but it differs from ours in a few key ways. One is that EEND-vector clustering relies on the speaker embedding dictionary, which requires speaker identities across recordings in the training set. Such information is accessible in the simulated mixtures created from single-speaker recordings (e.g., NIST SRE, Librispeech [37], VoxCeleb [38]), but is not always available in real conversation datasets (e.g., DIHARD [17, 3]). Our method only utilizes the speaker information within each recording so that it can use such datasets for training. Another difference is that EEND-vector clustering calculates speaker embeddings for each block, and it has been reported in [27] that the block size needs to be somewhat long (e.g., 30 s) to obtain reliable speaker embeddings. However, since the number of speakers that can appear in a block is limited by the network architecture, increasing the block size also limits the number of speakers that can appear in the final diarization results. In contrast, in our method, we process a sequence of acoustic features by means of a stacked Transformer encoder before splitting them into subsequences. Therefore, the frame-wise embeddings \( e_t \) can capture global context, and thus, we can use a shorter size of subsequence (5 s in this paper) than EEND-vector clustering.

4.2. Efforts to produce results for larger number of speakers than that observed during training

Supervised speech processing methods sometimes suffer from the number of speakers mismatch between training and inference, especially when more speakers appear during inference than during training. Some neural-network-based speech separation methods [19, 30, 40, 41, 42] limit the number of outputs by their network architecture, and thus, there is no way to deal with the mismatch. Even if the method itself is designed not to limit the number of speakers, there is rarely experimental evidence to show how the model actually works under mismatched conditions [43, 44]. In terms of speaker diarization, some EEND-based models [10, 11] can deal with flexible numbers of speakers, but the mismatch of the number of speakers remains an open question. In this subsection, we introduce two successful speech processing approaches for the mismatch.

The first approach is one-and-rest permutation invariant training...
(OR-PIT) [45], which aims to split a mixture into the one-speaker waveform and the mixture of the rest of the speakers as residual output. Even though the model is trained only on two- and three-speaker mixtures, the experimental results demonstrated that it worked well on four-speaker mixtures. To adopt the one-vs-rest approach, it is necessary to decide the residual output. In the context of speech separation, this can be easily determined by waveforms or time-frequency masks. However, in the context of diarization, we cannot determine such residual output because we cannot assume the maximum number of sources for each frame; thus, it cannot be used for diarization.

The second approach is to introduce unsupervised clustering into the decoding step. Deep clustering paper [18] reported that time-frequency-bin-wise embeddings somewhat worked for three-speaker mixtures even if the model was only trained on two-speaker mixtures. However, the number of speakers was assumed to be given and it is unclear whether we can share the same clustering parameters for matched and mismatched conditions.

5. EXPERIMENTS

5.1. Settings

To train the proposed model, we created simulated multi-talker recordings using NIST SRE and Switchboard corpora following [4]. The average silence duration \( \beta \) was varied to get a similar overlap ratio for each number of speakers, as shown in Table 1. For training, we created \{1,2,3,4\}-speaker simulated mixtures. In addition, we created 5- and 6-speaker mixtures for evaluation to show that the proposed method can deal with a larger number of speakers than that observed during training. See [4] for the detailed protocol.

We also used real recordings summarized in Table 1b for evaluation. For CALLHOME, we used Part 1 for model adaptation and Part 2 for testing. For DIHARD II and III, we used the development set for adaptation and the evaluation set for testing.

The original EEND-EDA [10] was firstly trained on 2-speaker mixtures and then finetuned on \{1,2,3,4\}-speaker mixtures. We found that training with subsequences from scratch resulted in poor model performance, so we first trained the model using 2-speaker mixtures with global attractors for 100 epochs and then finetuned it on \{1,2,3,4\}-speaker mixtures with the proposed method for another 50 epochs. In the real dataset evaluations, we adapted the model for an additional 100 epochs on each adaptation set. The Adam optimizer [46] was used during training, with the Noam scheduler [47] with 100,000 warm-up steps for simulation-dataset-based training and a fixed learning rate of \( 1 \times 10^{-5} \) for adaptation.

As Transformer encoders, we used four-stacked encoders, which align with the experimental settings in the EEND-EDA papers [10, 14]. We also used six-stacked encoders with eight attention heads for matched and mismatched conditions.

5.2. Results

5.2.1. Simulated data

To show that the proposed method can deal with an unseen number of speakers, we first evaluated our model on the simulated datasets. The results are shown in Table 2. As an x-vector clustering baseline, we used the Kaldi recipe [7] which resulted in poor performance (first row). EEND-EDA performed well in matched conditions but DERs were rapidly degraded in mismatched conditions (second row). We also show the results when a maximum of four attractors were used, i.e., fifth and later attractors were ignored (third row). DERs on the four-, five-, and six-speaker mixtures were improved by limiting the number of attractors (third row). These results indicate that the fifth and subsequent attractors are of no use even if EDA estimates that the number of speakers is larger than four.

Table 1: Dataset to train and test our diarization models.

| Dataset | Split   | Spk | Mixtures | Overlap ratio (%) |
|---------|---------|-----|----------|-------------------|
| Train   | Sim1spk | 1   | 100,000  | 2                 | 0.0               |
|         | Sim2spk | 2   | 100,000  | 2                 | 34.1              |
|         | Sim3spk | 3   | 100,000  | 5                 | 34.2              |
|         | Sim4spk | 4   | 100,000  | 9                 | 31.5              |
| Test    | Sim1spk | 1   | 500      | 2                 | 0.0               |
|         | Sim2spk | 2   | 500      | 2                 | 34.1              |
|         | Sim3spk | 3   | 500      | 5                 | 34.7              |
|         | Sim4spk | 4   | 500      | 9                 | 32.0              |
|         | Sim5spk | 5   | 500      | 13                | 30.7              |
|         | Sim6spk | 6   | 500      | 17                | 29.9              |

Table 1b: Real datasets

| Dataset | Split   | Spk | Mixtures | Overlap ratio (%) |
|---------|---------|-----|----------|-------------------|
| Adaptation | CALLHOME [7] | Part 1 | 2–7 | 249 | 17.0 |
|         | DIHARD II [3] | dev | 1–10 | 192 | 9.8 |
|         | DIHARD III [3] | dev | 1–10 | 254 | 10.7 |
| Test    | CALLHOME [7] | Part 2 | 2–6 | 250 | 16.7 |
|         | DIHARD II [3] | eval | 1–9 | 194 | 8.9 |
|         | DIHARD III [3] | eval | 1–9 | 259 | 9.2 |

https://github.com/kaldi-asr/kaldi/tree/master/egs/callhome_diarization/v2

For evaluation metrics, we used diarization error rates (DERs) and Jaccard error rates (JERs). Following prior studies [4, 10], we allowed the collar tolerance of 0.25 s in the evaluations using the simulated datasets and the CALLHOME dataset, while we did not allow such collar in the evaluation of the DIHARD datasets. Note that we did not exclude overlapped speech from the evaluation.
Table 3: Confusion matrices for speaker counting.

We also evaluated our method on the CALLHOME dataset. As comparison methods, the state-of-the-art x-vector-based method (VBx) [43] and several EEND-based methods that can deal with a flexible number of speakers [48, 10, 14, 27] were adopted. Note that VBx used the oracle speech segments while EEND-based methods estimated speech activities from the input audio.

Table 4 shows the number-of-speakers-wise DERs. Our method achieved 11.92 % and 11.84 % DERs by using four- and six-stacked Transformer encoders as a backbone, respectively, which were better than the conventional methods. Compared with EEND-EA, the proposed method improved the DERs, especially when the number of speakers was large.

Table 4: DERs (%) on CALLHOME dataset. The switching strategy was used for the proposed method.

The confusion matrices for speaker counting are shown in Table 3. We can clearly see that the proposed method could estimate the number of speakers in mismatched conditions with higher accuracies than the conventional EEND-EA. Indeed, EEND-EA sometimes estimated the number of speakers as more than four, but considering the results in Table 2, the fifth and sixth attractors did not represent the fifth and sixth speakers.

5.2.2. CALLHOME

We also evaluated our method on the CALLHOME dataset. As comparison methods, the state-of-the-art x-vector-based method (VBx) [43] and several EEND-based methods that can deal with a flexible number of speakers [48, 10, 14, 27] were adopted. Note that VBx used the oracle speech segments while EEND-based methods estimated speech activities from the input audio.

Table 4 shows the number-of-speakers-wise DERs. Our method achieved 11.92 % and 11.84 % DERs by using four- and six-stacked Transformer encoders as a backbone, respectively, which were better than the conventional methods. Compared with EEND-EA, the proposed method improved the DERs, especially when the number of speakers was large.

5.2.3. DIHARD II & III

Finally, we evaluated our method on the DIHARD II and III datasets, which contain mixtures of at most nine speakers. We used VBx-based systems by BUT [49] and the Hitachi-IHU team [50] as clustering-based baselines. Because they are challenge submissions, each of them is carefully tuned to concatenate multiple modules including speech activity detection, speech dereverberation, x-vector extraction, probabilistic linear discriminant analysis scoring, and overlap detection and assignment. EEND-EA was also used as a comparison method.

Tables 5 and 6 show DERs and JERs on the DIHARD II and III datasets, respectively. The proposed method improved DERs especially when the number of speakers was larger than four compared to EEND-EA, and achieved 28.33 % DER on the DIHARD II dataset and 19.49 % DER on the DIHARD III dataset with six-stacked Transformer encoders. These DERs are close to those of carefully tuned challenge submissions, and in particular even better on the DIHARD III dataset.

6. CONCLUSION

In this paper, we proposed a neural diarization method based on global and local attractors. An input sequence of acoustic features is first converted into a sequence of frame-wise embeddings using stacked Transformer encoders and then divided into short sub-sequences. We calculate the diarization results based on speaker-wise local attractors for each sub-sequence, followed by unsupervised clustering based on the local attractors to find the optimal correspondence between sub-sequences. The experimental results demonstrated the effectiveness of our method, especially when the number of speakers is large. Future work will include an online extension of the proposed method using online clustering methods.
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