Structure Label Matrix Completion for PolSAR Image Classification

Qian Wu 1, Biao Hou 1,*, Zaidao Wen 2, Zhongle Ren 1, Bo Ren 1 and Licheng Jiao 1

1 Key Laboratory of Intelligent Perception and Image Understanding of Ministry of Education, International Research Center for Intelligent Perception and Computation, Xidian University, Xi’an 710071, China; wuqian@stu.xidian.edu.cn (Q.W.); zlren@stu.xidian.edu.cn (Z.R.); boren@xidian.edu.cn (B.R.); lchjiao@mail.xidian.edu.cn (L.J.)

2 Key Laboratory of Information Fusion Technology of Ministry of Education, Northwestern Polytechnical University, Xi’an 710072, China; wenzaidao@nwpu.edu.cn

* Correspondence: avcodec@hotmail.com or houbiao@mail.xidian.edu.cn; Tel.: +86-1357-2503-806

Received: 26 November 2019; Accepted: 30 January 2020; Published: 1 February 2020

Abstract: Terrain classification is a hot topic in polarimetric synthetic aperture radar (PolSAR) image interpretation that aims at assigning a label to every pixel and forms a label matrix for a PolSAR image. From the perspective of human interpretation, classification is not in terms of pixels, but decomposed perceptual groups and structures. Therefore, a new perspective of label matrix completion is proposed to treat the classification task as a label matrix inversion process. Firstly, a matrix completion framework is built to avoid processing the large-scale PolSAR image data for traditional feature and classifier learning. Secondly, a light network is used to obtain the known labels for the complete task by uniform down-sampling of the entire image that aims to keep the shape of regions in a PolSAR image and reduce the computational complexity. Finally, the zeroth- and first-order label information is proposed as the prior distribution for label matrix completion to keep the structure and texture. The experiments are tested on real PolSAR images, which demonstrates that the proposed method can realize excellent classification results with less computation time and labeled pixels. Classification results with different down-sampling rates in the light network also prove the robustness of this method.
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1. Introduction

Polarimetric synthetic aperture radar (PolSAR) image analysis has attracted increasingly more attention for rich multi-polarization information compared with single-polarization synthetic aperture radar (SAR) [1]. PolSAR image terrain classification is a widespread application and is of great importance in city planning, sea monitoring, geological exploration, and plant-growth status assessment [2]. The classification task aims to tag every pixel a label corresponding to one definite terrain. Thus, the classification result is a label matrix with every element corresponding to the label of one pixel in a PolSAR image. In the last few years, numerous methods have been proposed to obtain the label matrix in supervised, unsupervised, and semi-supervised ways [3–7]. These methods usually pay attention to two aspects, namely, feature extraction and classification for the supervised way or clustering for the unsupervised way.

1.1. Related Works

In the case of feature acquisition, two alternative directions are followed according to researcher interest. First, it is well known that a PolSAR image is obtained by electromagnetic imaging. Such a
principle results in orthodox polarization scatter character-based classification methods in which statistical distribution and polarization decomposition are dominant forms. However, various probability density functions (PDFs) are presented in [3,8–12] to model single-pixel and contextual distribution characters. Moreover, divergent polarization decomposition features can be computed with given specific scattering basis sets [13–15] or different eigenvalue decomposition [16,17]. Second, features are extracted with machine-learning and computer-vision methods as in [18–20]. More recently, with the idea of learning theory, Refs. [21–25] proposed to learn high-level features automatically for classification tasks.

Regarding the supervised classification task, the maximum likelihood (ML)-based Wishart classifier is the most commonly used because of its simplicity and effectiveness by modeling PolSAR data statistical character [3,26]. Next, various statistical distribution-based ML classification methods became widespread [11,19,27]. Meanwhile, machine-learning methods such as neural networks (NNs) [28], support vector machines (SVMs) [29], random forests [30], manifold-learning-based supervised graph embedding (SGE) algorithms [31], and convolutional neural networks (CNNs) [32] were proposed to make classification results robust and accurate. Unsupervised cluster methods first use Cloude–Pottier decomposition to create eight feature subspaces following the Wishart classifier [33]. Then, extensive unsupervised classification methods were based on target decomposition theories [4,15] and PolSAR data statistical theories [9,34]. Recently, machine-learning methods were introduced for unsupervised PolSAR image classification. Spectral clustering was used for various polarimetric decomposition results by [6,35,36]. In addition, image-segmentation methods such as level set [37] and simple linear iterative clustering [38] were developed for unsupervised PolSAR image classification.

Generally, supervised methods exploit labeled pixels that are selected by the user to learn a classifier. Then, the unlabeled pixels are identified as belonging to a specific class by the learned classifier, while unsupervised methods are used when ground-truth information is unavailable. Both of these two methods include the same step of feature learning following separate classifier learning and clustering. Recently, semi-supervised classification methods have become a hot topic with two advantages: First, both labeled and unlabeled pixels are used to learn a model that can obtain more information and a better classification result [21,39]; second, most of these methods make use of an end-to-end framework by combining feature and classifier learning, which is an effective method of classification and recognition [40–42].

1.2. Motivation and Contributions

However, the above-listed PolSAR image classification methods must extract features and classify all the pixels in one image to obtain the label matrix. Supervised classification methods need labeled pixels to learn the models, and a better result is usually obtained with more labeled pixels. It is a tedious task for PolSAR images to label a significant number of pixels [21,43]. Furthermore, unsupervised and semi-supervised classification methods suffer from a huge amount of computation, especially for large-scale PolSAR images [44,45]. In addition, it may be difficult for the existing methods to meet the processing demand of massive data collected by the PolSAR systems. Thus, many classification methods were developed by considering the contextual information of the label matrix to alleviate the labor-intensive labeling. The representative way is an additional prior distribution with a Markov random field (MRF), and better classification results are obtained [11,21,44,46]. However, traditional methods with contextual information still need heavy computation for a large number of pixels in one PolSAR image [21,46].

From the perspective of human interpretation, classification is not in terms of pixels, but decomposed perceptual groups and structures. Because pixels in a consistent region belong to the same class with a high probability, feature and classifier learning for all the pixels in this region are redundant. From this point of view, in this paper realizing the PolSAR classification task as label matrix completion is proposed. Matrix completion is an inverse process to fill the missing terms with a
few of the elements known in the matrix, which can be completed accurately by the prior distribution of all the elements. Then, it turns the classification task into matrix completion with a solid mathematical foundation method in theory as in [47]. The most important point in label matrix completion is how to obtain the known labels and the prior distribution of the entire label matrix for one PolSAR image. Regarding the known labels, it is well known that the matrix can be completed with as many elements known as possible. In this paper, we obtain the known labels from a uniform down-sampling of PolSAR images. In this way, the traditional classification approach of feature and classifier learning is performed on fewer pixels. Meanwhile, the uniform sampling also keeps the region of the original PolSAR image. Moreover, in order to retain the texture and structure information, the labels of the down-sampled image are transferred by zeroth- and first-order label prior distributions to the entire label matrix. The zeroth-order prior term retains the label in the corresponding location of the entire image. The first-order prior term describes the structure information of the region consistency and sharp boundary between different regions.

As a novel approach, in this paper, a label matrix completion method for PolSAR image classification is proposed, and the main contributions are the following.

- First, label matrix completion is introduced for the PolSAR image classification for the first time to the best of our knowledge. Label matrix completion solves a matrix inverse problem to obtain the classification result instead of the map from PolSAR data to the label field.
- Second, a uniform down-sampled PolSAR image is used to obtain the known labels for the entire label matrix. In this way, the heavy computational burden in semi-supervised and unsupervised classification methods is relieved.
- Third, the zeroth- and first-order label prior distributions are proposed to complete the entire label matrix with the known labels of the sampled PolSAR image. Thus, the final label matrix can be obtained with fewer labels known than traditional classification methods by this label prior to distribution. This results in state-of-the-art classification performance on both accuracy value and computation time.

The rest of this paper is organized as follows. In Section 2, the proposed structure label matrix completion method for PolSAR image classification tasks is introduced in detail. In Section 3, the optimization process and analysis of the model and computation complexity are illustrated to demonstrate the practicability of the proposed method. The analysis of parameters and experimental results on PolSAR images are presented in Section 4 to validate the classification effectiveness. Conclusions are drawn and planned future work described in Section 5.

2. Proposed Structure Label Matrix Completion Method for PolSAR Image Classification

To describe the proposed method, the PolSAR classification task is derived into a label matrix completion problem as a matrix inverse equation first. Then, a uniform under-sampled PolSAR image is introduced to obtain the known labels. Finally, the entire label matrix is completed by the zeroth- and first-order label prior distributions with the known labels to retain the region and structure information.

2.1. From Classification to Label Matrix Completion

Generally, let $X \in \mathbb{R}^{h \times w \times d}$ be a PolSAR image with $h$, $w$ and $d$ denoting its height, width, and dimension of every pixel, respectively. Above all, labeled pixels and their corresponding labels are selected randomly to form the subset $\{X_L, Y_L\}$, while the remaining pixels are unlabeled and denoted $\{X_U, Y_U\}$. The traditional PolSAR image classification task aims to assign each unlabeled pixel with a proper label to produce an estimated classification map matrix $Y_U$. 
The traditional classification method consists of PolSAR image feature transformation or learning, as well as classifier learning. With the learned determinate model, the classification map of unlabeled pixels will be predicted. This process is illustrated as follows:

\[
\max_{Y, \Theta, \Phi} p(Y_{it}, \Theta|X_{it}) \propto p(\Theta|F_{\ell}, Y_{\ell}) p(F, \Phi|X),
\]

where \(\Phi\) and \(\Theta\) are the designed feature and classifier models, respectively. This process must extract features and classification for all the pixels in one PolSAR image with a large computational burden. Furthermore, classification performance for different PolSAR images may vary widely. In fact, it is not necessary to extract features and classification for every pixel in a homogeneous region because pixels in one region usually belong to the same terrain. In addition, redundant operations cost much computation time. Therefore, a new perspective is considered inspired by label matrix completion to achieve less computational overhead for PolSAR image classification. In the following, basic knowledge about matrix completion will be introduced first.

Suppose \(\hat{Y}\) is a matrix with size \(w \times d\) and only a subset of entries \(\Omega_{obs} \subseteq [w] \times [d]\) are known, where \([w]\) denotes \(\{1, \ldots, w\}\). Defining the projection operator \(P_{\Omega_{obs}}\) as \(P_{\Omega_{obs}} B = C\), where \(C_{ij} = B_{ij}\) if \((i, j) \in \Omega_{obs}\) and \(C_{ij} = 0\) if \((i, j) \notin \Omega_{obs}\), for any \(w \times d\) matrix \(B = (B_{ij})_{i \in [w], j \in [d]}\), the following is a standard: formulation for matrix completion [47].

\[
\max_{Y} p(Y) \\
\text{s.t. } \text{Dis}(P_{\Omega_{obs}}(Y), P_{\Omega_{obs}}(\hat{Y})) \leq \epsilon,
\]

where \(p(Y)\) is any information known for the recovered matrix. In addition, \(\epsilon > 0\) and \(\text{Dis}(P_{\Omega_{obs}}(Y), P_{\Omega_{obs}}(\hat{Y}))\) is the distance loss used to measure the fitness of the recovered matrix \(Y\) to the observed matrix \(\hat{Y}\). Note that, for the cause of noisy labels existing in the measurement matrix \(\hat{Y}\), the above constraint allows for a slight discrepancy between the recovered and observed matrices.

For PolSAR image classification, observed matrix \(\hat{Y}\) is replaced by known labels of pixels filling its corresponding position. It can be noted that three terms should be designed to perform classification with the label matrix completion framework. Known pixels in the observed matrix \(\hat{Y}\) are obtained from a light classification network for a down-sampled PolSAR image. Then, the prior term of the label matrix is designed with texture and structure information. Finally, the square loss function is designed for distance measure \(\text{Dis}\), resulting in the following restraint expression form:

\[
\min_{Y} \|P_{\Omega_{obs}}(Y), P_{\Omega_{obs}}(\hat{Y})\|_F^2 - \log p(Y),
\]

where \(F\) is the Frobenius norm \(||a||_F = \sqrt{\sum_i a_i^2}\) (square root of the sum of squares for all the elements in the matrix). In the following, the detailed description of the learning process of label prior \(p(Y)\) and observed label matrix \(\hat{Y}\) are introduced.

In this paper, the sampling method is introduced into the input domain of a classification model to alleviate the labor-intensive labeling and heavy computational burden for highly redundant pixels. Specifically, a smaller image \(\hat{X} \in \mathbb{R}^{h \times w \times d}\) of the entire PolSAR image \(X\) is obtained by the uniform down-sampling method as shown in Figure 1. To reduce the computational burden, the smaller image is used for classification to obtain a label matrix \(\hat{Y}\). Thus, the overall pixels are much fewer in number than in the traditional classification method that extracts features and learns parameters from the entire image. Then, the classification result of this down-sampled image is transferred to the label matrix \(Y\) for the entire image. On the one hand, the down-sampled image needs fewer labeled pixels and less computation time to train the model. On the other hand, the region structure information will be retained in the sampled image of the entire image. Thus, it is desirable to design the loss so as to transfer all label information without missing any important ones from the known labels.
Figure 1. Uniform down-sampling for entire polarimetric synthetic aperture radar (PolSAR) image, resulting in a small image with the same region and structure as the entire image.

2.2. Completion of Label Matrix by Matrix Completion

Label matrix completion requires two important functions: obtaining the known labels and understanding the prior distribution of the entire label matrix. As shown in the entire framework depicted in Figure 2, the light network processes a uniform down-sampled PolSAR image as in Section 2.1 to obtain the known labels. Then, the prediction result is used to complete the entire label matrix with prior distribution from the zeroth- and first-order perspectives to keep the texture and structure information. The specific form for the zeroth- and first-order information is introduced in the following. As shown in the left-hand part of Figure 3, the squares in green color are the pixels classified with a light network for the uniform down-sampled matrix from the entire image, while the white squares are pixels to be completed by the known ones represented by the green squares. Because the green squares are transferred from the sampled image to the entire image in the corresponding index, it is named the zeroth-order prior.

Figure 2. Illustration of entire proposed framework (dashed line is used to explain the conciseness of the light network without being used in the method).
Figure 3. Structure label matrix completion framework.

Regarding the first-order prior distribution, the structure and contextual information of an entire PolSAR image is considered. In this paper, a two-structure prior is designed with the fact that pixels in the same region belong to the same class and the boundary between different regions is obvious. On the one hand, to make pixels in the same region have the same label, a spatially smooth term is improved by MRF priority. On the other hand, the boundary between different regions means the labels on the two sides of this boundary are different. Thus, a sharp edge is modeled as a Laplace prior as shown in the right-hand part of Figure 3. Specifically, we formulate the objective function for our label prior \( p(Y) \) learning as

\[
p(Y) \propto \exp \left\{ -Z(Y_d, \hat{Y}) - \alpha F(Y_d, Y) \right\}, \tag{4}
\]

where \( Y_d \) is the predicted label matrix for the uniform down-sampled PolSAR image with the \( i \)-th vector as one-hot for pixel \( i \). \( Z \) indicates the zeroth-order information about the priority of the entire image. This term aims to fill the entire label matrix \( Y \) with \( Y_d \) in the corresponding location index of the entire image. The other elements are zero in the rest of the locations, which results in the label matrix \( \hat{Y} \) as in Equation (3). \( F \) is the first-order information transferred from the sampling image to the entire label matrix, which contains the spatial and contextual information for the label matrix. Specifically, we define \( F(Y_d, Y) \) as

\[
F(Y_d, Y) = F_p(Y_d) + F_c(Y_d, Y)
= \sum_{i=1}^{N} \sum_{j \in N_i} (||Y_i - Y_j||_2^2 - L(Y)), \tag{5}
\]

where \( N_i \) indicates the eight-neighborhood index of pixel \( x \) and \( Y \) is the logits output of the corresponding network. The first term ensures the spatial consistency that elements in the neighbor location have the same label, while \( L(Y) \) is the Laplace variance that clarifies the edge. Here, this term is defined as a quadratic function of \( Y \); therefore, a differentiable function can be easily integrated into the learning process. It is given by [48]

\[
L(Y) = \frac{1}{N^2 - 1} \sum_i (Y_i - \frac{\sum_i Y_i}{N^2})^2. \tag{6}
\]

The light network in Figure 2 is operated on the uniform down-sampled PolSAR image, which is obtained from the entire image and results in less computational burden. Here, the semi-supervised method is used for combining the labeled and unlabeled pixels for a better classification result in the light network. With excellent classification performance, the method proposed for the imbalanced PolSAR images is used as shown in our preliminary work [24]. The cost-sensitive latent space learning network is built based on the parametric feature and classifier learning framework for imbalanced
PolSAR images, where classifier and latent space learning are defined as optimizing the posterior and likelihood function for labeled pixels, respectively. On the one hand, the down-sampled PolSAR images have fewer samples in minor classes, which results in more imbalanced data distribution than in the entire image. On the other hand, the proposed classification method can obtain high accuracy and robust results for balanced and imbalanced PolSAR images.

2.3. Model Analysis

The label matrix completion task in Equation (3) consists of two crucial aspects: the known labels learning and matrix completion with label prior distribution. To keep the region and structure of the entire PolSAR image, the known labels are obtained by classifying a uniform down-sampled PolSAR image. The sampled image has the same structure as the entire PolSAR image, but there are fewer pixels to be processed. Notably, the classification method for this down-sampled image can be any supervised, unsupervised, or semi-supervised method with good results because it is just a way to obtain the known labels to complete the entire label matrix. The labels obtained from the uniform down-sampled image are the zeroth-order information to complete the entire label matrix. With first-order prior distribution information, a smooth and edge-shaped label matrix is obtained.

The proposed method in this paper is a new framework incorporating the innovative perspective of label matrix completion. Instead of designing a map function from the PolSAR data field to the label field [6,21,36,49], a label matrix inverse recovery method is used for the PolSAR image classification task to avoid the tedious learning processes of feature and classifier. The uniform down-sampling of the entire image may retain the structure and shape information for terrains in a PolSAR image compared with random sampling. Meanwhile, the information of the PolSAR data is used in this down-sampled image to consider the physical characteristic of PolSAR data. Most important, the classification model adopted for light lines can be any method that works effectively. This characteristic increases the generalization of the proposed model for different PolSAR images and makes the proposed method a new baseline for PolSAR image classification methods from the perspective of label matrix completion.

3. Optimization and Complexity Analysis

In this section, a detailed optimization scheme is presented to solve the proposed classification model. First, a form of the maximum a posteriori (MAP) conversion of the probability Equation (4) is obtained to update variables and parameters in this method. Then, the computational complexities of the proposed model for each step are discussed (Algorithm 1).

**Algorithm 1 Optimization of proposed method.**

**Input:** PolSAR image raw feature data, down-sampled PolSAR image index \( In \), light classification network, and maximum iteration time \( \text{Maxiter} \).

**Main Loop:**
- Compute the prior distribution \( p(Y) \) and observed label matrix \( \hat{Y} \) with light classification network for the down-sampled PolSAR image to obtain \( Y_d \)
- \( \text{for } t = 1 \text{ to Maxiter do} \)
  - Compute observed label matrix \( \hat{Y} \) of observed information with index \( In \)
  - Compute Laplace term of prior information with Equation (9)
  - Compute final label matrix \( Y \) with Equation (8)
  - Compute predicted label by maximizing Equation (8)
- \( \text{end for} \)

**Output:** Classification result of predicted label.
3.1. Optimization Process

To solve Equation (4), a two-stage process can be obtained by minimizing an error function for label prior distribution learning and matrix completion. The final loss function can be obtained by combining Equation (3) to Equation (6) as

$$ \min_{\hat{Y}} \left\| P_{\Omega_{obs}}(\hat{Y}) - P_{\Omega_{obs}}(Y) \right\|_F^2 + \alpha \sum_{i=1}^{N} \sum_{j \in N_i} \left( \left\| Y_{ij} - Y_{ij} \right\|_F^2 - \beta \frac{1}{N_i^2 - 1} \sum_{j} (Y_i - \frac{1}{N_i^2} Y_{i,j})^2 \right) $$

s.t. $\hat{Y} = Z(Y_d)$,

where $\hat{Y} = Z(Y_d)$ denotes filling an observed label matrix with $Y_d$ in the corresponding down-sampling location, $\alpha$ and $\beta$ are the weighting coefficients that indicate the importance of these two terms in first-order priority. First, $Y_d$ is obtained with a light classification network. Then, the label matrix completion task enters into solving Equation (8), which is a differentiable squared function with a closed-form solution for $Y$. The solution for this pixel $i$ is [21,48]:

$$ Y_i = P_{\Omega_{obs}}(Z(Y_d)) + \sum_{j \in N_i} (\alpha Y_j - \beta q_i - \beta \sum_{j \in N_i} q_j), $$

where $q_i = \frac{2}{N_i^2(N_i^2 - 1)} (N^2 p_i - \sum_i p_i - \sum_m (p_m - p_{m,N_i^2})), P = [p_i], \text{and } P \text{ is obtained by convolving } Y \text{ with a } 3 \times 3 \text{ Laplace operator } L. p_i \text{ is expressed by}$

$$ p_i = Y_i - \sum_{j \in N_i} Y_j. $$

The final classification label is an index of the maximum value in Equation (8) for pixel $i$.

3.2. Complex Analysis

Considering the proposed optimization scheme of the proposed model in the preceding section, the entire complexity comprises two aspects corresponding to known labels learning with a light network and label matrix completion, respectively. Specifically, as for the known labels learning task, the computation complexity for every layer is $O(\hat{h}\hat{w}E^2dldl_{l-1})$, where $E$ is the size of the convolution kernel and $d$ the number of latent units. The computational complexity relies heavily on the size of the down-sampled PolSAR image, which is uniformly sampled from the entire image. The complexity is lower when the down-sampling rate is smaller. Regarding label matrix completion, the computational cost is illustrated in Equation (7) with $O(\hat{h}\hat{w})^2$. In theory, it can be observed that the total time computational complexity of the proposed method is acceptable.

4. Results

In this section, the proposed structure label matrix completion method is evaluated with several experiments. First, the effectiveness of the proposed method on a PolSAR image is investigated with different down-sampling rates. Next, the effectiveness of the structure priority distribution for the entire label matrix is validated. Finally, the effectiveness of the proposed label matrix completion with a structure prior for two different PolSAR datasets is evaluated to establish the superiority of our proposed framework. All experiments are conducted on a desktop PC equipped with an i5 CPU@3.2 GHz and 16 GB of memory in the TensorFlow environment. In the following, the total accuracy is the number of well-classified pixels divided by the number of all pixels. Meanwhile, the classification accuracy and kappa coefficient are given in Tables 3 and 5 on two different PolSAR
datasets, respectively. The overall accuracy and kappa coefficient are calculated by the following equation [21,26]:

\[
OA = \frac{Nc}{N} \\
\kappa = \frac{N \sum_k n_{kk} - \sum_k n_{:,k}n_{k,:}}{N^2 - \sum_k n_{:,k}n_{k,:}},
\]

where \(Nc\) denotes the number of pixels with the correct label compared with the “Total” number of the pixels \(N\). \(n_{kk}\) is the diagonal element of the confusion matrices and \(n_{:,k}\), \(n_{k,:}\) are the \(k\)-th row and \(k\)-th column of the confusion matrices, respectively. They denote the number of classes \(k\) divided into the \(k\)-th class and \(k\)-th class separated into others, respectively.

4.1. Parameter Analysis

Information for the PolSAR database tested and detailed here is shown in Figure 4. Figure 4a is the Pauli RGB image of Flevoland from NASA/JPL AIRSAR in 1989, which is an L-band four-look PolSAR database of size 750 \(\times\) 1024 and a resolution of 12 \(\times\) 6 m. Figure 4b,c show the ground-truth image and all terrains in this dataset, respectively, which includes 15 different classes. Here, the \(\frac{1}{2}\) under-sampled image is used for semi-supervised classification with a light network and completing the label matrix for the entire image.

![Figure 4. Pauli RGB pseudo-colored image and terrain information from PolSAR database Flevoland from NASA/JPL AIRSAR: (a) Pauli RGB pseudo-colored image, (b) ground-truth image, and (c) terrains in this image.](image)

Parameters play an important role in the classification performance, which is usually chosen within a range. The parameters to be tested are the coefficients \(\alpha\) and \(\beta\) before the MRF term and Laplace term, the aims of which are to retain smoothness in one region and the edge between two regions, respectively. In our experience, we vary the parameter from \(10^{-3}\) to 10 for \(\alpha\) and \(10^{-10}\) to \(10^{-1}\) with the interval of \(10^{-1}\) for \(\beta\). Classification accuracy versus different parameter setting values is shown in Figure 5. On the one hand, the classification-accuracy values are almost unchanged as the change of parameter \(\beta\), which reveals that the Laplace term is robust in the proposed method. On the other hand, classification accuracy increases as parameter \(\alpha\) varies from \(10^{-3}\) to 1, while decreasing from 1 to 10 and thus reaching the highest value when \(\alpha\) is 1. As a whole, it can be seen that the classification-accuracy values exhibit little difference for various \(\alpha\). Thus, in the following experiments, the chosen parameter values are 1 and \(10^{-4}\) for \(\alpha\) and \(\beta\), respectively.
4.2. Classification Performance with Different Down-Sampling Rates

To validate the robustness of the label matrix completion method, the down-sampled PolSAR images with different down-sampling rates were tested on dataset Flevoland, as shown in Figure 4. In Table 1, the number of pixels in the down-sampled images are given to illustrate the computational cost compared with the entire image. First, the classification results are shown in Figure 6a–d with down-sampling rates of $\frac{1}{4}$, $\frac{1}{9}$, $\frac{1}{16}$, and $\frac{1}{25}$, respectively. Then, a priority matrix for the entire image is obtained by adding the labels into the corresponding locations in the large PolSAR image, as shown in Figure 6e–h. Finally, the final label matrix completion results are shown in Figure 6i–l.

Table 1. Pixels of dataset Flevoland with different down-sampling rates.

| Land Cover | Peas | Forest | Grasses | Wheat | Barley | Stem Beans | Bare Soil | Lucerne |
|------------|------|--------|---------|-------|--------|------------|-----------|---------|
| $\frac{1}{25}$ sampling rate | 381  | 718  | 276  | 682  | 320  | 242  | 208  | 411 |
| $\frac{1}{16}$ sampling rate | 593  | 1146  | 432  | 1006  | 468  | 397  | 320  | 636 |
| $\frac{1}{9}$ sampling rate | 1037  | 2001  | 801  | 1817  | 816  | 720  | 572  | 1152 |
| $\frac{1}{4}$ sampling rate | 2433  | 4551  | 1795  | 4120  | 1910  | 1544  | 1300  | 2556 |
| All pixels | 9582  | 18,044  | 6948  | 16,386  | 7595  | 5986  | 5109  | 7628 |
| Wheat2 | 458  | 530  | 543  | 546  | 908  | 23  | 6762  | 13.765  |
| Water | 802  | 652  | 347  | 858  | 954  | 1360  | 42  | 10,368  | 25.175  |
| Beet | 1201  | 1515  | 1140  | 1545  | 1764  | 2446  | 79  | 18,606  | 46.056  |
| Rapeseed | 2790  | 3308  | 2495  | 3450  | 4051  | 5583  | 177  | 42,063  | 87.601  |
| Potatoes | 11,159  | 9904  | 10,033  | 6671  | 16,156  | 22,241  | 735  | 153,590  | 351.557  |
Figure 6. Pauli RGB pseudo-colored images and their terrain information from PolSAR database Flevoland from NASA/JPL AIRSAR: (a–d) classification results of light network for images with $\frac{1}{4}$, $\frac{1}{9}$, $\frac{1}{16}$, and $\frac{1}{25}$ down-sampling rates, respectively; (e–h) completed label priors $\hat{Y}$ with corresponding down-sampling rates; and (i–l) final completed label maps for the entire image with same down-sampling rates as in (a–d).

In Table 1, it can be seen that many fewer samples are to be classified with the down-sampling operation, which results in low computational and storage costs. In this way, a fast classification process will be realized. The computation times used by different down-sampled images and the entire image are given in Table 2, which shows that less time is needed for down-sampled images than that for the entire image. From the classification accuracies in Table 2, it can be concluded that satisfactory values are obtained when the sampling rate is $\frac{1}{4}$, $\frac{1}{9}$, and $\frac{1}{16}$. The accuracy values of these label matrix completion results are 99%, 97%, and 96%, respectively. Even though the accuracy of the training pixels used is 0.6%, the classification accuracy value is high enough. More importantly, the classification accuracy values are good enough for almost all categories when the down-sampling rate is $\frac{1}{25}$. The classification accuracy is poor because the down-sampled image would significantly destroy the structure information of the entire image. It is relatively obvious that pixels in the minor class Building could not be classified correctly. It also results in low accuracy values for down-sampled images with $\frac{1}{16}$ and $\frac{1}{9}$ sampling rates. However, the reduction of accuracy value is relatively low compared with the computation time, as shown in Table 1.

The runtimes in Table 1 were tested on the down-sampled images and the entire images with the same light classification network setting as in [50]. The classification results correspond to Figure 6 and Table 2. It can be concluded that the computation times of different down-sampled images are proportional to the sampling rates. The time for the $\frac{1}{25}$ down-sampling-rate image is only 13.765 s, which is less than the 344 s the whole image needs. It costs only $\frac{1}{4}$ time for the whole image compared to that for the $\frac{1}{4}$ down-sampling data. Similar results are obtained with the other down-sampled PolSAR images. Therefore, with a suitable light network, a huge PolSAR image can reach a satisfactory classification result with much lower computation time and storage. This situation makes the proposed
method able to be widely applied in all the excellent classification methods of the light network to process the down-sampled PolSAR images.

**Table 2.** Classification accuracy on dataset Flevoland for different sampling rates.

| Sampling Rate | Training | Peas | Forest | Grasses | Wheat | Barley | Stem Beans | Bare Soil | Lucerne |
|---------------|----------|------|--------|---------|-------|--------|------------|-----------|---------|
| 1/25          | 0.4%     | 0.90 | 0.98   | 0.72    | 0.91  | 0.99   | 0.95       | 0.92      | 0.89    |
| 1/16          | 0.6%     | 0.93 | 1.00   | 0.86    | 0.99  | 0.97   | 0.95       | 0.98      | 0.94    |
| 1/9           | 1.1%     | 0.97 | 1.00   | 0.98    | 0.98  | 1.00   | 0.96       | 0.99      | 0.94    |
| 1/4           | 2.5%     | 1.00 | 1.00   | 0.99    | 1.00  | 1.00   | 0.99       | 1.00      | 0.97    |

| Sampling Rate | Training | Wheat2 | Water | Beet | Rapeseed | Potatoes | Wheat3 | Buildings | Total | OA | k |
|---------------|----------|--------|-------|------|----------|----------|--------|-----------|-------|----|---|
| 1/25          | 0.4%     | 0.89   | 0.98  | 0.84 | 0.95     | 0.93     | 0.97   | 0.13      | 0.93  | 0.92 |
| 1/16          | 0.6%     | 0.95   | 0.98  | 0.94 | 0.98     | 0.97     | 0.96   | 0.44      | 0.96  | 0.96 |
| 1/9           | 1.1%     | 0.93   | 0.99  | 0.95 | 0.93     | 0.99     | 1.00   | 0.85      | 0.97  | 0.97 |
| 1/4           | 2.5%     | 0.98   | 1.00  | 0.99 | 1.00     | 1.00     | 1.00   | 0.96      | 0.99  | 0.99 |

Regarding the visual classification results with the proposed label matrix completion method, experiments were conducted on images with different down-sampling rates. It is obvious that the visual results of the down-sampled images are satisfactory, as shown in Figure 6a–d, which have the correct structure and smooth regions. Almost every terrain can be classified correctly in these images. In the completed label prior map images in Figure 6e–h, the structure of regions are retained for the special down-sampling strategy with an adaptive prior learning method. With different sampling rates, the completed label prior image varies greatly when more information is obtained with a high sampling rate, as in Figure 6e. Thus, the final completed label matrix of the image with high sampling rate is better than that with low sampling rate. Figure 6i illustrates better performance in keeping the structure of regions, while the label matrix in Figure 6l with a 1/25 sampling rate exhibits obvious over-fitting where regions in the unconnected part are continuous, such as the terrain Grass. The results of images with 1/4 and 1/25 sampling rates are satisfactory in keeping region structure and smoothness. In general, the performance of label matrix completion is excellent for PolSAR image terrain classification on accuracy values, visual results, and computation time.

To show the robustness of the proposed method with different labeled data and sampling rates, the box plots of different sampling rates are given in Figure 7. From the plot results, it can be seen that the classification-accuracy value increases with decreasing sampling rate, because the higher classification-accuracy value is obtained with more labeled data. With the same sampling rate, the classification-accuracy value is stable. The variance of the classification-accuracy value decreases with different sampling rates from 1/25 to 1. The classification-accuracy result of the down-sampled image is the lowest with a 1/25 sampling rate. Furthermore, the completion results will vary greatly for fewer known labels in the inversion of the matrix completion problem.
4.3. Structure Prior for Label Matrix Completion

The effectiveness of structure prior information for label matrix completion was validated. All of the experiments were carried out on the PolSAR image Flevoland database from NASA/JPL AIRSAR with a $\frac{1}{16}$ down-sampling rate. The classification visual results and accuracy values are given in Figure 8. Figure 8a is the result of the down-sampled image, where the accuracy value is 94.94%. Filling the down-sampled image into the entire image as shown in Figure 8b, the overall accuracy value is 5%. In addition, the structure of regions can be retained by the uniform sampling method as in Figure 8b. Thus, the classification result with the MRF prior is good in terms of both the visual result and accuracy value in Figure 8c. However, the boundary between different regions is not smooth in the result without the Laplace priority, and the classification visual result in Figure 8d is the best for every region being homogeneous and the boundary is smooth. This is obvious in the regions that are outlined by red boxes as shown in Figure 8c,d.

Figure 8. Classification result and accuracy values of PolSAR database Flevoland from NASA/JPL AIRSAR: (a) result with $\frac{1}{16}$ down-sampling rate, (b) result and accuracy value with zeroth-order information, (c) result and accuracy value without Laplace prior, and (d) result and accuracy value with entire-structure prior.

4.4. Classification Performance on PolSAR Data Sets

It has been proved that the proposed label matrix completion method for PolSAR image classification can obtain satisfactory results with low computation times under different down-sampling rates. The classification performance of visual results and accuracy values was compared with several state-of-the-art methods, the results of which were taken from several cited papers.
4.4.1. Dataset Flevoland from NASA/JPL AIRSAR

The methods compared here with the Flevoland dataset include the former works variational mixture Wishart (VMW) [26] and robust-semi-supervised (RS) [21] methods, a traditional machine-learning classifier SVM [29], CNN-based methods, a real-valued CNN (RV-CNN) [32], a complex-valued CNN (CV-CNN) [51], and a graph semi-supervised (GSS) method [44]. The method called CLSL is a former work- and cost-sensitive latent space learning model for imbalanced PolSAR images [50]. The proposed SLMC is classifying a down-sampling PolSAR image with the CLSL method following label matrix completion. All of the compared methods are for PolSAR semi-supervised classification consisting of pixel- and region-based methods. The classification results for these methods are shown in Figure 9, and the accuracy values are given in Table 3.

The image in Figure 9a is the classification result of VMW, which is a pixel-based method heavily influenced by the speckle noise in the PolSAR data. A similar situation also occurs in the classification result of SVM, as shown in Figure 9b. Figure 9c of the RS method has a better classification result with the feature-learning process for the original data. The results in Figure 9d,e are images classified by the RV-CNN and CV-CNN methods, respectively. Both of these latter methods can obtain smooth regions for spatial feature learning for pixels with its neighboring pixels. By computing a graph among the entire image, graph-based methods in Figure 9e can also obtain excellent classification results. However, graph-based methods are heavily limited by the computation of the graph for the entire image, which increases the computational and storage burden. This situation occurs in the deep-network-based methods, such as the RV-CNN and CV-CNN methods, as shown in Figure 9d,e, which also exhibit good classification results. In Figure 9f, the classification result of the proposed CLSL method is good for an imbalanced PolSAR image. The last image in Figure 9g is the result of the proposed label matrix completion method with a $\frac{1}{4}$ down-sampling rate. This method can realize excellent classification results with less time and storage.

![Classification results on dataset Flevoland with different methods](image)

**Figure 9.** Classification results on dataset Flevoland with different methods, including (a) variational mixture Wishart (VMW) [26], (b) support vector machines (SVM) [29], (c) robust semi-supervised [21], (d) real-valued CNN (RV-CNN) [32], (e) complex-valued CNN (CV-CNN) [51], (f) graph semi-supervised (GSS) [44], and (g) our former CLSL [50] model and (h) proposed SLMC methods, respectively.

Regarding the classification accuracy in Table 3, a similar conclusion can be obtained. First, the graph-based and deep-network-based methods obtain higher overall classification accuracy from 33% to 51% than the pixel-based VMW method. The number of training pixels used in the VMW method is unified as 300 for every class, which has a robust result for the number of training pixels. The proposed method obtains the same accuracy of 99% with half the training pixels used in the GSS.
method and $\frac{1}{4}$ used in the CLSL method. Compared with deep-network-based classification methods, e.g., RV-CNN, CV-CNN, and SRDNN, the proposed method can obtain an accuracy value higher than 5%.

### Table 3. Pixel and classification accuracies on the dataset Flevoland.

| Training | Peas | Forest | Grasses | Wheat | Barley | Stem Beans | Bare Soil | Lucerne |
|----------|------|--------|---------|-------|--------|------------|-----------|---------|
| VMW      | 0.54 | 0.28   | 0.38    | 0.74  | 0.60   | 0.11       | 0.57      |
| SVM 5%   | 0.50 | 0.19   | 0.59    | 0.80  | 0.14   | 0.64       | 0.62      |
| RS 5%    | 0.96 | 0.94   | 0.91    | 1.00  | 0.54   | 0.95       | 0.70      |
| RV-CNN 10% | 0.97 | 0.94  | 0.93    | 0.86  | 0.98   | 1.00       | 0.95      |
| CV-CNN 10% | 0.99 | 0.90  | 0.95    | 0.95  | 0.99   | 0.99       | 0.98      |
| SAG 1%  | 0.93 | 0.65   | 0.90    | 0.94  | 0.96   | 0.96       | 0.90      |
| SRDNN 1% | 0.95 | 0.87   | 0.95    | 0.97  | 0.94   | 0.97       | 0.95      |
| GSS 5%  | 0.99 | 0.95   | 0.98    | 0.99  | 1.00   | 1.00       | 0.99      |
| CLSL 10% | 0.99 | 1.00   | 0.97    | 1.00  | 0.99   | 1.00       | 0.98      |
| SLMC 2.5% | 1.00 | 1.00   | 0.99    | 1.00  | 0.99   | 1.00       | 0.97      |

Furthermore, it can be seen that $\frac{1}{4}$ computation time is needed compared with the other methods for the down-sampling process of the entire image, as shown in Table 4. Semi-supervised methods, e.g., the VMW, RS, RV-CNN, and CLSL methods, need feature learning for all the pixels by a parameterized network. The SRDNN method costs more time than the above methods for an extra constraint of super-pixel information for the network. There is an extra relation matrix to be computed for all the pixels of graph-based semi-supervised methods, e.g., the SAG and GSS methods. Thus, these methods cost more time than the others. The proposed method only processes a down-sampling of pixels, resulting in less computation time and space. The overall time is proportional to the number of pixels to be processed. Thus, it is believed that the computational burden will be much less with a lower sampling rate.

### Table 4. Total times for different methods on dataset Flevoland.

| Method | VMW  | SVM  | RS   | RV-CNN | SAG   | SRDNN | GSS  | CLSL  | SLMC  |
|--------|------|------|------|--------|-------|-------|------|-------|-------|
| Time  | 311.56 | 631.52 | 610.27 | 334.69 | 21456 | 728.04 | 702  | 351.56 | 87.60 |

#### 4.4.2. Dataset Oberpfaffenhofen from ESAR Airborne Platform

The Pauli RGB pseudo-colored images database tested is shown in Figure 10. Figure 10a is the Pauli RGB image of an L-band multi-look PolSAR database called Oberpfaffenhofen of size 1300 × 1200 obtained by the ESAR airborne platform provided by the German Aerospace Center. Figure 10b,c are the ground-truth image and all terrains in this dataset, respectively. There are three different terrains in this dataset, including built-up area, woodland, and open area, as shown in Figure 10j. Terrains in this PolSAR dataset are balanced and homogeneous in a large area, which makes it suitable for the proposed label matrix completion method with a large down-sampling rate. With a few pixels labeled, the final classification result is obtained with satisfactory performance. The classification visual results and accuracy values are given in Figure 10c–i and Table 5, respectively. The methods
compared on this dataset are the SVM [29], RS [21], and CNN-based RV-CNN [32] and CV-CNN [51] methods, and the SRDNN method [52].

![Figure 10](image-url)

**Figure 10.** Pauli RGB pseudo-colored images and their terrain information from PolSAR database Oberpfaffenhofen from ESAR Airborne Platform: (a) Pauli RGB pseudo-colored image, (b) ground-truth image, (c-i) classification results on dataset Flevoland with different methods, including SVM [29], RS [21], RV-CNN [32], CV-CNN [51], SRDNN [52] methods, and our former CLSL [50] model and proposed SLMC method, respectively, and (j) terrains in the image in (a).
From the classification visual and quantified performance, it can be seen that a different method could achieve a similar label map. The largest accuracy value of the proposed method is 15% higher than the smallest one. While only a 1% accuracy value is higher than that of most of compared methods, it validates that all the methods have excellent performance on this dataset. However, the training pixels used in different methods vary greatly. The proposed method uses a $\frac{1}{64}$ down-sampling image with only 0.15% training pixels and can realize an excellent classification result. CNN-based methods realize this with 1% pixels, which is 10 times the number used in the proposed method. Not only are the computation time and storage reduced, but the human cost in label tagging is also relieved. The classification visual result in Figure 10d is produced by the RS method, which aims to make the method robust to noisy PolSAR data and labels. This method falsely classifies several built-up areas as woodland. In addition, there are some significantly noisy blocks in the visual results of the RV-CNN and CV-CNN methods. The visual result in Figure 10g of the SRDNN method has some misclassified pixels in the top right-hand corner of the terrain buildup. The visual result of the proposed method is relatively satisfactory in the entire image.

### Table 5. Classification accuracy on dataset Oberpfaffenhofen.

|                | Training Pixels | Built-Up Area | Woodland | Open Area | Total | OA   | $\kappa$ | Time (s) |
|----------------|-----------------|---------------|----------|-----------|-------|-------|----------|----------|
| SVM            | 5%              | 0.44          | 0.76     | 0.95      | 0.79  | 0.77  | 1282.77  |
| RS             | 5%              | 0.75          | 0.95     | 0.93      | 0.89  | 0.89  | 1239.61  |
| RV-CNN         | 1%              | 0.86          | 0.85     | 0.93      | 0.90  | \    | 679.84   |
| CV-CNN         | 1%              | 0.91          | 0.92     | 0.95      | 0.93  | \    | \       |
| SRDNN          | 0.5%            | 0.90          | 0.94     | 0.93      | 0.93  | 0.88  | 1478.83  |
| CLSL           | 1%              | 0.83          | 0.93     | 0.96      | 0.93  | 0.92  | 714.11   |
| SLMC           | 0.15%           | 0.89          | 0.92     | 0.96      | 0.94  | 0.93  | 11.16    |

5. Conclusions and Future Work

In this paper, the PolSAR image classification task is first tackled from a label matrix completion perspective. The known labels are learned by a light network that processes a uniform down-sampled PolSAR image to relieve the heavy computational burden and retain the regional information of the entire PolSAR image. Then, the label transfer framework realizes the final label matrix completion for the entire PolSAR image. Compared with other state-of-the-art classification methods, the proposed label matrix completion model can achieve good classification results. It can be concluded from the experiments that the proposed method realizes excellent classification results at a low computation-time cost. In addition, from the experiments described in Section 4, it can also be found that PolSAR images with continuous large areas are more suitable for the proposed method than those with small and imbalanced regions.

In fact, the proposed structure label matrix completion method for PolSAR classification task is a label prior transfer process. This task could be realized to transfer information from a down-sampling PolSAR image as in this paper and from the different data sources such as infrared or optics. Thus, the future work will pay attention to the transfer learning for label prior of the label matrix completion task in PolSAR classification.
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