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Abstract: Sub-GeV mass dark matter particles whose collisions with nuclei would not deposit sufficient energy to be detected, could instead be revealed through their interaction with electrons. Analyses of data from direct detection experiments usually require assuming a local dark matter halo velocity distribution. In the halo-independent analysis method, properties of this distribution are instead inferred from direct dark matter detection data, which allows then to compare different data without making any assumption on the uncertain local dark halo characteristics. This method has so far been developed for and applied to dark matter scattering off nuclei. Here we demonstrate how this analysis can be applied to scattering off electrons.
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1 Introduction

The predominant form of matter in the Universe, the dark matter (DM), has so far only been detected though its gravitational interactions. Its nature remains elusive and multitude of directions have been considered to search for possible non-gravitational DM interactions (see e.g. [1] for review). A well studied DM paradigm is that of Weakly Interacting Massive Particles (WIMPs) with typical mass in the GeV to 100 TeV range which often appear in models that can address the hierarchy problem. But many other DM particle candidates are possible, with mass spanning decades of orders of magnitude. One such possibility is that of DM particles with mass in the sub-GeV range, appearing in a variety of models (e.g. [2–7]).

Direct DM detection attempts to measure the energy deposited within a detector by collisions of DM particles from the dark halo of our Galaxy passing through the detector. The energy deposited on nuclei by DM particles with masses heavier than a GeV can be large enough to be above the detection threshold in most experiments (e.g. [8, 9]). Lighter DM particles could instead be efficiently detected though their scattering off electrons in noble gases [10–17], semiconductors [10–12, 18–27], and superconductors and Dirac materials [28–33]. Experimental searches of DM scattering off electrons are currently underway, including dielectric crystal targets, such as Ge (EDELWEISS [37–39], SuperCDMS) and Si (DAMIC [40–42], SENSEI [43–46], SuperCDMS [47–53]) and noble gas targets, Xe (XENON [16, 17], LZ [54]) and Ar (DarkSide [15]).

There are two complementary methods to analyse direct DM detection data, the halo-dependent and the halo-independent. The halo-dependent method, employed since the inception of direct detection searches in the 1980’s [55], requires assuming a model of the local DM velocity distribution and density. With this input, regions of interest and limits can be obtained in a DM mass-reference cross section (m,σ_{ref}) space for a particular type of DM interaction (where the reference cross-section σ_{ref} is a parameter extracted from the scattering cross-section to indicate its magnitude).

The halo-independent data analysis method does not require assuming a model for the local dark halo. This avoids the uncertainties associated with our knowledge of the local characteristics of the Galactic halo at the small scales relevant for direct detection, which are much smaller than the scales reached with astrophysical methods. In this method the local DM distribution is inferred from putative DM signals, under the assumption of a particular DM particle model, i.e. given the DM interaction cross section and mass. Distinct data sets can then be compared by their inferred local dark halo properties.

The halo-independent method has so far been applied to DM collisions off nuclei (see e.g. [56–88]). However, halo uncertainties can also significantly impact searches of DM scattering off electrons, as recently stressed in Refs. [89, 90].

Here we demonstrate how the halo-independent analysis can be applied to DM collisions with electrons. We study elastic scattering off electrons, but our results can be trivially

\footnote{See also e.g. [34–36] for other searches.}
extended to inelastic DM scattering, i.e. scattering in which the incoming and outgoing DM particles have different mass, \( m' - m = \delta \ll m \), in the way specified in Sec. 3.4.

The paper is organized as follows. In Sec. 2 we provide a general overview of the halo-independent method. In Sec. 3 we apply it to DM interacting with electrons. In particular, we derive the essential element in this formalism, which is the DM particle model and detector dependent response function for scattering off electrons, and compute this function for xenon atoms and semiconductor crystals. Our results are presented and discussed in Sec. 4. We conclude in Sec. 5.

2 Halo-independent Analysis

A halo-independent analysis relies on the separation of the astrophysical parameters contributing to the DM scattering rate, common to all experiments, from the particle physics and detector dependent quantities contributing to the rate. The predicted event rate is written as a convolution of a function which exclusively depends on the DM velocity distribution, and a kernel we call “response function” which includes all the rest. The objective of the method is to find the properties of the first, for which it is essential to have the second.

2.1 The response function

In the halo-independent method, direct detection data are many times translated into measurements of and bounds on a commonly used function we call \( \tilde{\eta}(v_{\text{min}}, t) \), although any other integral of the DM local velocity distribution \( f_\chi(\vec{v}, t) \) could be used. We call the DM particle \( \chi \). The function \( \tilde{\eta}(v_{\text{min}}, t) \)

\[
\tilde{\eta}(v_{\text{min}}, t) \equiv \frac{\rho \sigma_{\text{ref}}}{m} \int_{v > v_{\text{min}}} d^3 v \frac{f_\chi(\vec{v}, t)}{v} = \frac{\rho \sigma_{\text{ref}}}{m} \int_{v_{\text{min}}}^{\infty} dv \frac{F(v, t)}{v}
\]

(2.1)
is common to all experiments and depends on the speed \( v_{\text{min}} \) defined below. It contains all the dependence of the predicted event rate on the local dark halo in any direct DM detection experiment (see e.g. [56–88]). In Eq. (2.1), \( \rho \) is the local DM density, the local DM speed distribution \( F(v, t) \equiv v^2 \int d\Omega_v f_\chi(\vec{v}, t) \) is normalized to 1, \( \int_0^{\infty} dv \; F(v, t) = 1 \), as is also the velocity distribution, \( \vec{v} \) is the velocity of the DM particle with respect to the detector, \( v = |\vec{v}| \) is the DM speed, \( \rho \) is the local DM density, \( m \) is the DM particle mass and \( \sigma_{\text{ref}} \) is a constant extracted from the scattering cross section to indicate its magnitude.

The parameter \( v_{\text{min}} \) is the minimum speed the DM particle must have to impart in a collision either a particular recoil energy \( E_R \) to a target nucleus, or both \( E_R \) and momentum transfer \( \vec{q} \) to a target electron. In collisions with nuclei (at rest in the detector), the recoil energy is directly related to \( \vec{q} \), thus \( v_{\text{min}} \) depends only on \( E_R = q^2/2m_N, q = |\vec{q}| \). In collisions with electrons, due to their unknown initial momentum (and also unknown final momentum unless the electron is free in the final state), the relation between the recoil energy and the momentum transfer is lost, thus \( v_{\text{min}} \) becomes a function of the total energy \( E_e \) imparted to the electron and \( q, E_e = q \; v_{\text{min}} - (q^2/2m) \) (see Sec. 3). To maintain a unified notation, we
will call here $E_{\text{R}}$ the detectable energy in all instances. Thus, in the case of scattering off electrons in an atom which is ionized as a result of the collision, $E_e = E_{\text{R}} + E_{\text{B}}$, where $E_{\text{B}}$ is the initial state binding energy. Instead, $E_e = E_{\text{R}}$ for scattering within a semiconductor crystal. Note that experiments cannot directly measure the detectable energy, but rather a proxy for it we call $E'$ (e.g. some amount of ionization or a number of photo-electrons).

The DM particle velocity and speed distributions in Earth’s frame, and thus $\tilde{\eta}(v_{\text{min}}, t)$, are periodic functions of time $t$ due to Earth’s rotation around the Sun. A harmonic expansion is usually made for $\tilde{\eta}(v_{\text{min}}, t)$,

$$\tilde{\eta}(v_{\text{min}}, t) \simeq \tilde{\eta}(v_{\text{min}}) + \tilde{\eta}^1(v_{\text{min}}) \cos(2\pi(t - t_0)/\text{year}) + \ldots , \quad (2.2)$$

for the speed distribution

$$F(v, t) \simeq F(v) + F^1(v) \cos(2\pi(t - t_0)/\text{year}) + \ldots , \quad (2.3)$$

and also for the rate. The first terms of these expansions correspond to time-averages over a year. Eq. (2.1) relates the expansion coefficients in Eq. (2.2) and Eq. (2.3).

For clarity, we review the formalism for DM scattering off nuclei before moving to electron targets. The differential event rate per unit of detector mass as a function of nuclear recoil energy $E_{\text{R}}$ for a DM particle $\chi$ of mass $m$ scattering off a target nuclide $N$ of mass $m_N$, in a particular experiment is given by

$$\frac{dR}{dE_{\text{R}}} = \sum_N \frac{dR_N}{dE_{\text{R}}}, \quad (2.4)$$

and the differential rate for each target nuclide $N$ is (e.g. [91])

$$\frac{dR_N}{dE_{\text{R}}} = \frac{\rho}{m} \sum_N C_N \frac{m_N}{m} \int_{v \geq v_{\text{min}}(E_{\text{R}})} d^3v \, f_{\chi}(\vec{v}, t) \, v \, \frac{d\sigma_N}{dE_{\text{R}}}(E_{\text{R}}, \vec{v}) . \quad (2.5)$$

Here $C_N$ is the mass fraction of the nuclide $N$ in a detector, thus $C_N/m_N = N_N$ is the number a target nuclides $N$ in a unit of detector mass, $d\sigma_N/dE_{\text{R}}$ is the DM-nuclide differential cross section in the lab frame, and for elastic collisions (see Eq. (F.1) for inelastic collisions)

$$v_{\text{min}} = \sqrt{\frac{m_N E}{2\mu_{\chi N}^2}} , \quad (2.6)$$

where $\mu_{\chi N} = m m_N/(m + m_N)$ is the DM-nucleus reduced mass. When the detector includes multiple nuclides $N$, the differential rate is the sum over all of them, as in Eq. (2.4).

For DM-nucleus contact interactions due to momentum transfer and velocity-independent interaction operators, such as Spin-Independent interactions, the differential cross section is $d\sigma_N/dE_{\text{R}} = \sigma_N(E_{\text{R}}) \, m_N/(2\mu_{\chi N}^2 v^2)$, where $\sigma_N(E_{\text{R}})$ is the total DM-nucleus cross section.
For these cross sections, the rate takes the simple form

\[
\frac{dR}{dE_R} = \sum_N \sigma_N(E_R) \frac{\tilde{\eta}(v_{\text{min}})}{2\mu_{N}^2} \tag{2.7}
\]

used by Fox, Liu, and Weiner [56], when they introduced the halo-independent method applied only to Spin-Independent interactions and using differential recoil spectra with a simplified treatment of experimental energy resolutions and form factors to obtain \(\tilde{\eta}(v_{\text{min}})\). In order to extend the method to fully include experimental energy resolutions and efficiencies, as well as nuclear form factors with arbitrary energy dependence [59], any isotopic composition of the target [62], and to apply it to any type of DM-nucleus interaction [64] several issues need to be taken into account. To start with, notice that only for scattering off a single target nuclide is the relation between \(v_{\text{min}}\) and the nuclear recoil energy \(E_R\) unique. Otherwise, one needs to choose whether to treat one or the other as independent variable. If \(E_R\) is considered an independent variable, then as mentioned above \(v_{\text{min}}\) is the minimum speed necessary for the incoming DM particle to impart a nuclear recoil \(E_R\) to the target nucleus and, thus it depends on the target nuclide \(N\) through its mass \(m_N\), \(v_{\text{min}}^N = v_{\text{min}}(E_R, m_N)\).

This was the approach in early halo-independent analysis papers (e.g. [56]). Alternatively, as we do here, one can chose \(v_{\text{min}}\) as the independent variable, in which case \(E^N_{R}(v_{\text{min}})\) is the extremum recoil energy (the maximum for elastic scattering, and either the maximum or the minimum for inelastic scattering- see App. F) that can be imparted to a target nuclide \(N\) by an incoming WIMP traveling with speed \(v = v_{\text{min}}\). In this case the recoil energy depends on the target nuclide. Only for scattering off a single target nuclide are the two approaches related by a simple change of variables. Taking \(v_{\text{min}}\) as independent variable, as we do here, allows one to account for any isotopic target composition by summing terms dependent on \(E^N_{R}(v_{\text{min}})\) over target nuclides \(N\), for any fixed detected energy \(E'\).

In fact, as mentioned above, experiments do not actually measure the recoil energy of a target nucleus, but rather a proxy \(E'\) for it (e.g. the number of photoelectrons detected in a photomultiplier tube or some amount of ionization or heat). The predicted measured differential rate as a function of the detected energy \(E'\) involves a convolution of the recoil rate as function of \(E_R\) with the energy resolution function \(G_N(E', E_R)\) of the experiment, the function that gives the probability that a detected energy \(E'\) resulted from a true recoil energy \(E_R\), and also takes into account the efficiency function \(\epsilon(E')\) (this is also Eq. (F.3))

\[
\frac{dR}{dE'} = \epsilon(E') \sum_N \int_0^\infty dE_R G_N(E', E_R) \frac{dR_N}{dE_R} \tag{2.8}
\]

Using Eq. (2.5) in Eq. (2.8) and changing the order of the \(\vec{v}\) and \(E_R\) integrations, the differential rate as function of the detected energy \(E'\) can be written as [64, 82, 83, 85, 87]

\[
\frac{dR}{dE'} = \frac{\sigma_{\text{ref}} \rho}{m} \int d^3v \frac{f(\vec{v}, t)}{v} \frac{dH}{dE'}(\vec{v}, E') \tag{2.9}
\]
where we define a DM particle candidate and experiment dependent differential response function \(\frac{dH_N}{dE'}(\vec{v}, E')\) for every nuclide, and the total response function is the sum over all nuclides

\[
\frac{dH}{dE'}(\vec{v}, E') \equiv \sum_N \frac{dH_N}{dE'}(\vec{v}, E'),
\]

and its general expression for scattering off nuclei is given in Eq. (F.5) [64, 82, 83].

Restricting ourselves to differential cross sections that only depend on the speed of the incoming DM particle \(v = |\vec{v}|\), the response function is also only a function of the speed \(v\). In this case, using the speed distribution \(F(v, t)\), the rate in Eq. (2.9) can also be written as

\[
\frac{dR}{dE'} = \frac{\sigma_{\text{ref}} \rho}{m} \int_0^\infty dv F(v, t) \frac{dH}{dE'}(v, E').
\]

Then, using the relations,

\[
\frac{dR}{dE'}(v_{\text{min}}, E') \equiv \frac{\partial}{\partial v_{\text{min}}} \left[ \frac{dH}{dE'}(v_{\text{min}}, E') \right],
\]

and

\[
\frac{\sigma_{\text{ref}} \rho}{m} \frac{F(v, t)}{v} = -\frac{\partial \tilde{\eta}(v, t)}{\partial v},
\]

and taking into account that for \(v \to \infty \tilde{\eta}(\infty, t) = 0\), and for \(v = 0\)

\[
\frac{dH}{dE'}(E', 0) = 0
\]

(because no event can be produced by a DM particle with \(v = 0\)) [64, 82, 83, 87], after an integration by parts of Eq. (2.11) we obtain

\[
\frac{dR}{dE'} = \int_0^\infty dv_{\text{min}} \tilde{\eta}(v_{\text{min}}, t) \frac{dR}{dE'}(v_{\text{min}}, E').
\]

Namely, the differential rate as function of the detected energy \(E'\) can be written [59, 82, 83] as the convolution of the halo function \(\tilde{\eta}(v_{\text{min}}, t)\) and a detector and DM particle model dependent “response function” \(\frac{dR}{dE'}(v_{\text{min}}, E')\). Based on Eq. (2.12) we sometimes call \(\frac{dH}{dE'}\) “integrated response function” to differentiate it from \(\frac{dR}{dE'}\).

Eq. (2.11) and Eq. (2.15) have been proven for scattering off nuclei in Refs. [59, 82, 83], and we show in Sec. 3 and App. E that they also apply to scattering off electrons.

The response functions \(\frac{dR}{dE'}\) and \(\frac{dH}{dE'}\) are functions of the DM speed instead of the DM velocity only if the differential cross section is direction independent and the target is isotropic. This occurs when the incoming DM particle and target are unpolarized and the detector is isotropic. This is most common when considering scattering off nuclei, and also applies to the scattering off atomic electrons in a fluid. The scattering off electrons in a crystal is not isotropic, but we will sum the electron form factors over all directions, which will allow us to still use Eq. (2.15).
In the following we are going to concentrate on deriving the essential element in this formalism, the DM particle model and detector dependent response function \( \frac{dR}{dE'} \) in Eq. (2.15), for DM scattering off electrons. This response is only non-zero for an \( E' \) dependent speed range, thus it acts as a “window function” in \( v_{\text{min}} \) through which a measured rate can give information on the local dark halo \([64, 82, 83, 85, 87]\). Only in the \( v_{\text{min}} \) range in which this window function is significantly different from zero the halo function \( \tilde{\eta}(v_{\text{min}}, t) \) can be inferred from direct detection data at a particular event energy \( E' \). We use differential rates here, but similar equations hold for rates integrated over energy intervals.

So far the response functions \( \frac{dR}{dE'} \) were computed only for DM particles scattering off nuclei, for all types of interactions \([64, 82, 83, 87]\). Here we will derive the response function for the time-average halo function \( \tilde{\eta}(v_{\text{min}}) \) in Eq. (2.2) for the elastic scattering of DM particles off electrons in general, and specifically in Xe, Si and Ge detectors, showing which \( v_{\text{min}} \) range is accessible for these detectors depending on the DM mass and the energy range in which they operate and show how to adapt these results to inelastic scattering in Sec. 3.4).

We are going to derive \( \frac{dR}{dE'} \) for DM scattering off electrons in two alternative ways: 1- in Sec. 3 directly from the rate expression in Eq. (2.15), and 2- in App. E by deriving first the response function \( \frac{dH(v_{\text{min}}, E')}{dE'} \) for the speed distribution in Eq. (2.11) (see Eq. (E.5)) and then taking its derivative with respect to the speed (see Eq. (2.12)). This latter derivation puts in evidence the similarities of the response functions for DM elastic scattering off electrons and inelastic endothermic scattering off nuclei, as shown in App. F.

### 2.2 Inference of the local halo velocity distribution

How to determine the halo function \( \tilde{\eta}(v_{\text{min}}, t) \) or other integrals of the DM local velocity distributions and how to use them to analyse DM detection data has evolved with time since the halo-independent method was proposed in 2010 \([56]\), and several different proposals have been made.

Initially, the halo-independent method was proposed to compare putative signals and upper limits of different direct detection experiments for DM scattering off nuclei, using the recoil energy \( E_R \) as independent variable and a simplified treatment of experimental energy resolutions and form factors \([56, 58, 61]\). As explained above, in this case \( v_{\text{min}} \) is a dependent variable, which depends on the nuclide mass. Later, treating \( v_{\text{min}} \) as independent variable allowed to fully take into account the isotopic target composition by summing over target nuclides, for any fixed detected energy \( E' \), as well as energy resolutions functions and nuclear form factors with any energy dependence \([59, 62, 64]\).

Early on, only weighted averages were obtained for \( \tilde{\eta}(v_{\text{min}}) \) and for the amplitude \( \tilde{\eta}^1(v_{\text{min}}) \) in Eq. (2.2), over \( v_{\text{min}} \) intervals where the response function was sufficiently different from zero (see e.g. \([56, 58, 59, 64]\)). Recall that \( \tilde{\eta}^1(v_{\text{min}}) \) is the coefficient of the annually modulated component of the halo function in the harmonic expansion of Eq. (2.2). This procedure yields only a poor understanding of the compatibility of various data sets.
Later, using Karush-Kuhn-Tucker conditions Refs. [68, 82] showed only for extended likelihoods, i.e. unbinned data, how to determine the unique best-fit average halo function, \( \tilde{\eta}_{BF}(v_{\text{min}}) \) and proved that this function is always a piecewise constant non-increasing function with at most \( N - 1 \) downward steps, where \( N \) is the total number of data entries. It was also shown how to construct two-sided pointwise confidence bands in the \( v_{\text{min}} - \tilde{\eta} \) plane at any chosen confidence level [82, 83]. These proofs had strong limitations, since the same procedure could not be applied to binned data or to measurements of modulation amplitudes. Besides, they provided no insight into why \( \tilde{\eta}_{BF}(v_{\text{min}}) \) had the peculiar functional form just mentioned. This was later clarified using concepts of convex geometry [85, 87], leading to a procedure that can be applied to any type of direct detection data.

Properties of the convex set of DM velocity distribution functions fulfilling a set of conditions imposed by measured average event rates or modulation amplitudes were used in Ref. [85] to extremize an additional event rate or amplitude. Theorems of convex geometry show that the extremum of this additional rate or amplitude can be obtained with “extreme distribution functions”, which consist of a linear (actually, a convex) combination of delta functions in velocity (or speed). Ref. [85] set an upper limit on the average rate corresponding to a measured modulation amplitude, showing how the latter gives information on the DM local velocity distribution function in the Galactic rest frame, and then profiling a likelihood over the DM velocity distribution.

Ref. [87] considered instead the convex hall of rates generated by the response functions to obtain a similar form (that of the extreme distribution functions) for the DM velocity (or speed) distribution with which any likelihood can be maximized. E.g. when considering only time-average rates, any likelihood can be maximized with a speed distribution of the form [87]

\[
F(v) = \sum_{h=1}^{N-1} F_h \delta(v - v_h) ,
\]

where \( F_h \) and \( v_h \) are parameters and \( N \) is the total number of data entries. The reason is that any set of rates can be written in terms of DM distributions of this form, and any likelihood can always be maximized for a particular set of predicted rates (however, while the best fit rates are always unique, the best fit DM distribution may not be unique). Notice that Eq. (2.16) implies that the time-averaged best-fit halo function \( \tilde{\eta}_{BF}(v_{\text{min}}) \) is piecewise constant with at most \( (N - 1) \) downward steps, since is an integral over a sum of delta functions in speed (see Eq. (2.1)), explaining the result that had been previously found.

When considering coefficients of the harmonic expansion of the time dependent rate other than its average, i.e. modulation amplitudes, the dependence of the rate on the DM velocity (instead of the speed) needs to be taken into account. In this case it is necessary to change the reference frame from Earth’s frame to the Galactic frame, so that the time dependence of the rate is shifted from the DM velocity distribution \( f^{\text{gal}}(\vec{u}) \) (which is now time-independent) to the periodic response function, i.e. \( dH^{\text{gal}}(\vec{u}, E', t)/dE' \) (which is periodic because the detector rotates around the Sun). This allows to apply the same convex geometry theorems to prove
that any likelihood can be maximized with

\[ f_{\text{gal}}(\vec{u}) = \sum_{h=1}^{N-1} f_{h}^{\text{gal}} \delta^{(3)}(\vec{u} - \vec{u}_h) , \tag{2.17} \]

where \( f_{h}^{\text{gal}} \) and \( \vec{u}_h \) are parameters. Ref. [87] showed how to maximize a likelihood with velocity or speed distributions as in Eq. (2.17) or Eq. (2.16) to find not only the best fit halo function but also either a confidence or a degeneracy band about it. In fact, Ref. [87] proved that for extended likelihoods the best-fit \( \tilde{\eta} \) function is guaranteed to be unique, while for likelihoods depending only on binned data, such as Poisson or Gaussian, the best-fit function may or may not be unique (and showed how to determine if it is or not unique). Additionally, it showed how to find either a pointwise confidence band at a particular confidence level about the best fit if it is unique, or a degeneracy band, namely a band containing all degenerate best-fit halo functions, if it is not.

Speed distribution functions consisting of linear combinations of delta functions were also employed in Ref. [86], which used linear programming techniques to make halo-independent comparisons of direct and indirect DM searches. The purpose was to minimize or maximize rates (not likelihoods) or, with some simplifying assumptions, also modulation amplitudes. The formalism of Ref. [86] does not attempt to produce halo models compatible with data.

Once the best-fit halo function \( \tilde{\eta}_{\text{BF}}(v_{\text{min}}) \) (with its corresponding uncertainty band) is determined from the direct detection data of a particular experiment for a given DM particle model, this halo function (with its uncertainty) can be used to predict the rate that should be found in any other direct detection experiment if the DM particle model assumed is correct. If several direct detection experiments have putative DM signals, the compatibility of distinct data sets can be assessed for each given DM model using their inferred local dark halo properties (e.g. by comparing them using a global likelihood as proposed in Ref. [83]). If the inferred halo properties of different data sets are compatible for a particular DM model and not for others, it would point to the model producing compatibility to be the right one.

In this paper we are not going to carry out any data analysis. We are going to show how the halo-independent method can be extended to DM scattering off electrons by concentrating on the essential task of computing the response functions. As mentioned above, these act as window functions through which measured rates can give information on the local properties of the DM halo. We are going to concentrate on time average rates, and the response functions for the time-average halo function \( \tilde{\eta}(v_{\text{min}}) \) in Eq. (2.2). We will thus assess here the possibility of experiments based on Ge and Si or Xe to explore either different or coincident \( v_{\text{min}} \) ranges for different DM mass values.

### 3 Response functions for DM scattering off electrons

As paradigms of target materials in which a bound electron either becomes free due to the collision or is excited from a bound state to another, we consider atoms and semiconductor...
crystals \cite{10, 13, 18, 19, 92, 93}. The total energy lost by a DM particle of mass $m$ with initial velocity $\vec{v}$ in a collision with the momentum transfer $\vec{q}$ is

$$\Delta E_{\text{DM}} = \frac{mv^2}{2} - \frac{|m\vec{v} - \vec{q}|^2}{2m}.$$  \hfill (3.1)

Let us first consider the ionization of an atom. In this case, the target electron overcoming a binding energy $E_B$ jumps from a bound state to a free state with recoil energy $E_R$ observable in a detector. The total energy gained by the electron, $E_e$, is thus,

$$E_e = E_B + E_R.$$  \hfill (3.2)

Since the electron is bound to an atom, part of this energy goes in principle also into the recoil of the nucleus of mass $m_N$, $E_N = \frac{|\vec{q}|^2}{2m_N}$. Thus, $\Delta E_{\text{DM}} = E_e + E_N$, from which it results that

$$E_e = \vec{q} \cdot \vec{v} - \frac{|\vec{q}|^2}{2\mu_{\chi N}},$$  \hfill (3.3)

where $\mu_{\chi N}$ is the DM-nucleus reduced mass. However, the nucleus is much heavier than the DM particles we study, $m_N \gg m$, thus the DM-nucleus reduced mass can be approximated by the DM mass, $\mu_{\chi N} \simeq m$. This approximation amounts to neglecting $E_N$ and setting

$$E_e = \Delta E_{\text{DM}} = \vec{q} \cdot \vec{v} - \frac{|\vec{q}|^2}{2m}.$$  \hfill (3.4)

Calling $\theta_{qv}$ the angle between $\vec{v}$ and $\vec{q}$, the DM particle speed corresponding to the momentum transfer magnitude $q = |\vec{q}|$ and electron energy $E_e = E_R + E_B$ is

$$v = \frac{E_R + E_B}{q \cos \theta_{qv}} + \frac{q}{2m \cos \theta_{qv}} ,$$  \hfill (3.5)

whose minimum value is

$$v_{\text{min}}(q, E_e) = \frac{E_R + E_B}{q} + \frac{q}{2m}.$$  \hfill (3.6)

In a semiconductor crystal, the electron is excited from an initial state $i$ to a final state $f$, with a change of energy $\Delta E_{i\rightarrow f}$ and all of this energy is observable. To keep a common notation in the general equations that follow we are going to still call $E_R$ the observable energy, even in crystals. Thus, in a crystal

$$E_e = \Delta E_{i\rightarrow f} = E_R ,$$  \hfill (3.7)

which amounts to taking $E_B = 0$ in Eqs. (3.2), (3.5) and (3.6). The kinematics is the same in a crystal as in an atom except for $E_B = 0$ because in both cases the energy lost into the crystal or the atom is negligible.

The function $v_{\text{min}}(q, E_e)$ in Eq. (3.6) is shown in Fig. 1 as function of $q$ (orange lines)
Figure 1: Function $v_{\text{min}}(q, E_R + E_B)$ in Eq. (3.6) (orange line) and integration range in $q$ in Eq. (3.23) for $m = 10$ MeV, $E_R = 20$ eV, and the 5p orbital in a xenon target with $E_B = 12.4$ eV (left panel) and for a semiconductor target thus $E_R = E_e$ (right panel). We call generically $E_R$ the detectable energy in both cases. Shown here are $\tilde{v}$ (the minimum $v_{\text{min}}$ value), $\tilde{q} = q_{\pm}(\tilde{v})$, $q_{\text{min}} = q_-(v_{\text{max}}, E_R + E_B)$ and $q_{\text{max}} = q_+(v_{\text{max}}, E_R + E_B)$. Here $v_{\text{max}} = 800$ km/s, corresponding to DM bound to the Galaxy.

for $m = 10$ MeV, $E_R = 20$ eV and either $E_B = 12.4$ eV (left panel), corresponding to the 5p orbital of a Xe atom, or $E_B = 0$ (right panel), corresponding to electrons jumping between two bands of a semiconductor crystal, where the whole energy change is observable.

For fixed $E_e$, $q$ as function of $v_{\text{min}}$ has two solutions,

$$q_{\pm}(v_{\text{min}}, E_e) = mv_{\text{min}} \left(1 \pm \sqrt{1 - \frac{2E_e}{mv_{\text{min}}^2}}\right), \quad (3.8)$$

which meet at the minimum $v_{\text{min}}$ value

$$\tilde{v} = \sqrt{2E_e/m}, \quad (3.9)$$

where $q$ has the value

$$q_{\pm}(\tilde{v}, E_e) = \tilde{q} = \sqrt{2mE_e}, \quad (3.10)$$

as shown in Fig. 1.

The maximum possible value of $v_{\text{min}}$ is the maximum possible speed $v_{\text{max}}$ of a DM particle in Earth’s frame. The maximum speed of a DM particle bound to the halo of the Galaxy is the escape speed from the Galaxy at the position of the Solar System ($\simeq 550$ km/s [94–96]) plus the speed of the Sun with respect to the Galaxy ($\simeq 240$ km/s, see [97] for discussion of uncertainties), which we take to be $v_{\text{max}} = 800$ km/s. DM that is not bound to the Galaxy, such as DM from the Local Group and the Virgo Cluster, could in principle also contribute subdominantly to direct detection [98–100], in which case $v_{\text{max}}$ would be larger. We do not consider this possibility, but our formalism can readily accommodate it, by changing the value
of $v_{\text{max}}$.

The maximum and minimum values of $q$ for a given $E_e$ (also shown in Fig. 1) are thus

\[ q_{\text{min}} = q_-(v_{\text{max}}, E_e) \quad , \quad q_{\text{max}} = q_+(v_{\text{max}}, E_e). \]  (3.11)

Using the general formulas for DM-induced electronic transitions in App. A of Ref. [19] (and references there in) we take the cross section for the transition of a given target electron from an initial state $i$ to a final state $f$ to be

\[ \sigma v_{i \to f} = \frac{\sigma_e}{\mu_{\chi e}^2} \int \frac{d^3 q}{4\pi} \delta \left( \Delta E_{i \to f} + \frac{q^2}{2m} - qv \cos \theta_{qv} \right) \times |F_{\text{DM}}(q)|^2 |f_{i \to f}(\vec{q})|^2. \]  (3.12)

Here the reference cross section $\sigma_{\text{ref}} = \sigma_e$ is the non-relativistic DM–electron elastic scattering cross section with the momentum transfer $q$ fixed to the reference value $\alpha m_e$ (the characteristic speed of a bound atomic electron is the fine structure constant $\alpha$), $\mu_{\chi e}$ is the DM-electron reduced mass, $|f_{i \to f}(\vec{q})|$ is the electron form factor, $F_{\text{DM}}(q)$ is a DM form factor that we take to be either 1 or $(\alpha m_e/q)^2$. The time-average rate for this transition, obtained with the time average DM velocity distribution $f_{\chi}(\vec{v})$ is

\[ R_{i \to f} = \frac{\rho_m}{m} \int d^3 v f_{\chi}(\vec{v}) \sigma v_{i \to f}. \]  (3.13)

We show in App. A that summing these transition rates over all initial and final electron states, while including the factor

\[ 1 = \int dE_R \delta(E_R - \Delta E_{i \to f} + E_{Bi}) \]  (3.14)

in the integration to insure that the detectable energy has a fixed value $E_R$, we obtain the differential event rate (see Eq. (A.11)),

\[ \frac{dR}{dE_R} = \frac{1}{2\mu_{\chi e}^2} \frac{1}{E_R} \sum_{i,f}^{\delta E_{\text{min}}} \frac{dE}{dq} q \tilde{\eta}(v_{\text{min}}(q, E_R + E_{Bi})) |F_{\text{DM}}(q)|^2 |f^{i,f}(q, E_R)|^2. \]  (3.15)

Here $\tilde{\eta}(v_{\text{min}}(q, E_R + E_{Bi}))$ is the time-average of the function defined in Eq. (2.1) (see Eq. (2.2)) with $\sigma_{\text{ref}} = \sigma_e$, the symbol $\sum_{i,f}'$ indicates the sum over distinct initial and final energies, and we have defined the electron form factor

\[ |f^{i,f}(q, E_R)|^2 = \sum_{\text{degen. states}} E_R \delta(E_R - \Delta E_{i \to f} + E_{Bi}) |f_{i \to f}(\vec{q})|^2. \]  (3.16)

After performing the summations over all degenerate states, which include summing over all directions, the electron form factor $|f^{i,f}(q, E_R)|$ is independent of the direction of $\vec{q}$ (as pointed out in Ref. [19]).

Here $E_{Bi}$ is non-zero only when the electron is bound in the initial state and free in the
final state (it is the binding energy of the initial state) and should be taken to be zero $E_{Bi} = 0$
o otherwise (recall that in a crystal $\Delta E_{i\rightarrow f}$ is the detectable energy, which to use a common notation we still call $E_R$).

To bring the rate in Eq. (3.15) into the form in Eq. (2.15) and thus identify the response function, we chose $v_{\text{min}}$ as the independent variable instead of $q$ and change the integration variable using $dq_{\pm} = J_{\pm}(v_{\text{min}}, E_R + E_{Bi}) \, dv_{\text{min}}$, with the Jacobian factors

$$J_{\pm}(v_{\text{min}}, E_R + E_{Bi}) = \frac{\partial q_{\pm}(v_{\text{min}}, E_B + E_R)}{\partial v_{\text{min}}} = m \left( 1 \pm \frac{1}{\sqrt{1 - \frac{(E_R + E_{Bi})}{m \cdot v_{\text{min}}^2/2}}} \right) = m \left( 1 \pm \frac{1}{\sqrt{1 - \frac{\tilde{v}^2}{v_{\text{min}}^2}}} \right).$$

(3.17)

Calling $I(q, v_{\text{min}}, E_R)$ the integrand, the integral in $q$ in Eq. (3.15) becomes

$$\int_{q_{\text{min}}}^{q_{\text{max}}} dq \, I(q, v_{\text{min}}(q, E_R + E_{Bi}), E_R) = \int_{q_{\text{min}}}^{q_0} dq \, I(q, v_{\text{min}}(q, E_R + E_{Bi}), E_R) + \int_{q_0}^{q_{\text{max}}} dq \, I(q, v_{\text{min}}(q, E_R + E_{Bi}), E_R)$$

$$= \int_{\tilde{v}}^{v_{\text{max}}} dv_{\text{min}} \left( J_+ - J_- \right) I(q(v_{\text{min}}, E_R + E_{Bi}), v_{\text{min}}, E_R).$$

(3.18)

Here $v_{\text{max}}$ is the maximum value of $v_{\text{min}}$ and the negative sign in front of $J_-$ is due to the change of integration order because $q_{\text{min}} = q(v_{\text{max}})$.

Notice that for any fixed value of $E_R$ the two Jacobian factors $J_+$ and $J_-$ in Eq. (3.17) diverge at $v_{\text{min}} = \tilde{v} = \sqrt{2E_e/m}$. This would then mean that the window function in $v_{\text{min}}$ for each $E_{Bi} + E_R$ energy diverges at $\tilde{v}$, so that the rate measured at a particular $E_R$ would give information on the $\tilde{\eta}$ function only at the particular $\tilde{v}$ value$^2$. However, as we explain below, we will integrate over $E_R$, and as function of $E_R$ the integral of the Jacobian factors is finite, because it is of the form $\int dx / x^{1/2}$. Thus the result of any integration in $E_R$ of the Jacobian multiplied by any non-singular function of $E_R$ is finite (since it is always smaller than the integral of the Jacobian multiplied by the maximum value of the function in the integration range). We do need to integrate over $E_R$ even for unbinned data, because the measured energy $E'$ of an event always corresponds to a range of $E_R$ given by the experimental energy resolution function. In fact, the observable differential spectrum (as mentioned earlier, see Eq. (2.8))

$$\frac{dR}{dE'} = \epsilon(E') \int_0^{E_{\text{max}}} dE_R \, G(E', E_R) \frac{dR}{dE_R},$$

(3.19)

$^2$The singularity in the Jacobian here is similar to that appearing in endothermic inelastic scattering off nuclei, for which the kinematics in $E_R$ is formally similar to that in $q$ here, as explained in App. F.
depends on the energy resolution function $G(E', E_R)$ (and also on the counting efficiency $\epsilon(E')$). We can now write the time-averaged differential rate into the form in Eq. (2.15),

$$\frac{dR}{dE'} = \int_{0}^{v_{\text{max}}} dv_{\text{min}} \frac{dR}{dE'}(v_{\text{min}}, E') \tilde{\eta}(v_{\text{min}}),$$

namely as a convolution of the time-averaged $\tilde{\eta}(v_{\text{min}})$ in Eq. (2.2) and the response function, which we identify to be

$$\frac{dR}{dE'}(v_{\text{min}}, E') = \left(\frac{dR^+}{dE'} - \frac{dR^-}{dE'}\right),$$

where

$$\frac{dR_{\pm}}{dE'}(v_{\text{min}}, E') = \frac{\epsilon(E')}{2\mu_{Xe}^2} \sum_{i,f} \int_{0}^{E_{\text{max}}} dE_R \frac{dE_R}{E_R} G(E', E_R) J_{\pm}(v_{\text{min}}, E_R + E_{Bi}) q_{\pm}(v_{\text{min}}, E_R + E_{Bi})$$

$$|F_{DM}(q_{\pm}(v_{\text{min}}, E_R + E_{Bi}))|^2 |f_{i,f}(q_{\pm}(v_{\text{min}}, E_R + E_{Bi}), E_R)|^2.$$  

(3.22)

Here, $E_{\text{max}} = \frac{1}{2} m v_{\text{min}}^2 - E_{Bi}$. The boundaries of the integration domain in the $(E_R, v_{\text{min}})$ plane, are easily determined and shown in Fig. 2. In the $(q, v_{\text{min}})$ plane, the integration domain is bounded from below by the function $v_{\text{min}}(q, E_R + E_{Bi})$ in Eq. (3.6), and from above by the maximum $v_{\text{max}}$ value, $v_{\text{max}}$. For any $E_R > 0$, there is only one minimum of $v_{\text{min}}$, $\tilde{v}$, corresponding to $q = \tilde{q}$. The DM particle speed has to be greater than $\tilde{v}$ to be detectable. Therefore, in the $(E_R, v_{\text{min}})$ plane, for positive $E_R$, the integration domain is bounded by the maximum and minimum $v_{\text{min}}$ values, as shown in Fig. 2. For each fixed $v_{\text{min}}$ value in the range $\sqrt{2E_{Bi}/m} \leq v_{\text{min}} \leq v_{\text{max}}$, the $E_R$ integration range is $0 \leq E_R \leq E_{\text{max}} = \frac{1}{2} m v_{\text{min}}^2 - E_{Bi}$.
Any experimental energy resolution $G(E', E_R)$ has a finite width $\sigma_E$. We show in Fig. 3 how the shape of the response function’s peak (normalized by its maximum value so as to always place the maximum of the ratio close to 1) changes as $\sigma_E$ increases, for a box resolution function $G(E', E_R)$ of width $2 \sigma_E$ centered at $E'$, $m = 10 \text{ MeV}$ and $E' = 15 \text{ eV}$, and for simplicity the electron form factor set to 1, $|f_{i,f}| = 1$. Fig. 3 demonstrates that the response function would have a sharp peak as $\sigma_E \to 0$, which progressively disappears as $\sigma_E$ increases.

An alternative derivation of the response function in Eqs. (3.21) and (3.22) based on computing first the response function $dH(E', v)/dE'$ for the DM speed distribution, so that the rate is given by Eq. (2.9), and then using the relation in Eq. (2.12) to compute $dR(E', v)/dE'$ as its derivative with respect to the speed $v$ is presented in App. E. The function $dH(E', v)/dE'$ is given in Eq. (E.5). It is regular for all values of the energy and depends on the speed $v$ only through the limits of the integration in $q$. Taking the partial derivative of this function with respect to $v$, and recalling that we defined in Eq. (3.17) $\partial q_{\pm}(v, E_e)/\partial v = J_{\pm}(v, E_e)$, we recover Eq. (3.21) and Eq. (3.22).

3.1 Atomic ionization due to DM scattering

The DM particle can scatter with a bound electron in a particular orbital of an atom ionizing it by taking the electron to an unbound state $E_R = k^2/2m_e$. In an atom target, the initial bound states are labeled by the principal quantum number $n$ and the angular momentum quantum number $l$, $|i\rangle = |nl\rangle$, and the final states are free spherical wave states. The rate given in Refs. [10, 13, 18, 93] is

$$\frac{dR_{\text{ion}}}{dE_R} = \sum_{nl} \frac{1}{8 \mu_{xe}^2 E_R} \int_{q_{\text{min}}}^{q_{\text{max}}} dq \ q \ \bar{\eta}(v_{\text{min}}(q, E_R + E_{Bnl})) |F_{\text{DM}}(q)|^2 |f_{\text{ion}}^{nl}(q, E_R)|^2,$$  

(3.23)

where the limits of integration $q_{\text{min}}$ and $q_{\text{max}}$ are given in Eq. (3.11). Notice that this coincides with the general rate in Eq. (3.15) by identifying the electron form factors,

$$\sum'_{i,f} |f_{i,f}^{nl}(q, E_R)|^2 = \frac{1}{4} \sum_{nl} |f_{\text{ion}}^{nl}(q, E_R)|^2.$$  

(3.24)

This identification is done more precisely in App. B, using the definition of the form factor $\sum_{nl} |f_{\text{ion}}^{nl}(q, E_R)|^2$ given in Eq. (6) of Ref. [10] (see Eq. (B.5)).

Given the experimental energy resolution function of a particular xenon based detector, $G_{\text{ion}}(E', E_R)$, the observable DM ionization rate becomes

$$\frac{dR_{\text{ion}}}{dE'} = \int_{v_{\text{min}}}^{v_{\text{max}}} dv_{\text{min}} \ dR_{\text{ion}}(v_{\text{min}}, E') \ \bar{\eta}(v_{\text{min}}),$$  

(3.25)

where the response function is

$$\frac{dR_{\text{ion}}}{dE'} = \frac{dR_{\text{ion}}^+}{dE'} - \frac{dR_{\text{ion}}^-}{dE'}$$  

(3.26)
Figure 3: Dependence on the width $\sigma_E$ of the energy resolution function of the response function $dR/dE'$ near $v_{\text{min}} = \tilde{v}$ where the Jacobian $J_{\pm}(v_{\text{min}}, E_{B} + E_{R})$ in Eq.(3.17) has a singularity, assuming a box resolution function as in Eq. (3.34), with $\sigma_E$ equal to 0.1%, 1% and 10% of $E'$, for $m=20$ MeV, $E'=15$ eV and electron form factor set to 1. It shows that a realistic non-zero experimental $\sigma_E$ can effectively smooth out the peak.

with

$$
\frac{dR_{\text{ion}}}{dE'}(v_{\text{min}}, E') = \frac{e(E')}{8\mu_{\text{Xe}}^2} \sum_{nl} \int \frac{dE_{R}}{E_{R}} G_{\text{ion}}(E', E_{R}) J_{\pm}(v_{\text{min}}, E_{R} + E_{Bnl})q_{\pm}(v_{\text{min}}, E_{R} + E_{Bnl}) \times |F_{\text{DM}}(q_{\pm}(v_{\text{min}}, E_{R} + E_{Bnl})))|^2|f_{\text{ion}}^{nl}(q_{\pm}(v_{\text{min}}, E_{R} + E_{Bnl}), E_{R})|^2.
$$

(3.27)

Here, the electron form factors $|f_{\text{ion}}^{nl}|^2$ are those computed in Ref. [19] that we use in our numerical calculations, as explained below in Sec. 3.3. In Fig 4 we show the contribution to the response function of xenon atoms of several initial state orbitals, $dR_{\text{ion}}^{nl}/dE'$, which we defined so that

$$
\frac{dR_{\text{ion}}}{dE'} = \sum_{nl} \frac{dR_{\text{ion}}^{nl}}{dE'}.
$$

(3.28)

In our numerical calculations (explained in Sec. 3.3), we will only use the 4d and 5p orbitals.
Figure 4: Contribution of several initial state orbitals to the ionization response function $dR_{\text{ion}}/dE'$ in xenon (see Eqs. (3.25) to (3.28)), for DM mass $m = 100 \text{ MeV}$, $E' = 20 \text{ eV}$ and a box energy resolution function with $\sigma_E = 0.1E'$. In our numerical calculations we only include the dominant 5p and 4d contributions.

since they provide the dominant contributions to the response function in xenon.

3.2 DM scattering in semiconductor crystals

In this case, upon scattering, an electron in the valence band can be excited to a conduction band of the crystal. Since the band gap energy is significantly smaller than the binding energy of orbital electrons, (it is about 1 eV instead of the about 10 eV of ionization threshold in xenon) crystals have lower threshold and thus greater potential for detecting DM with smaller kinetic energy. The differential rate given in Refs. [19, 93] in this case is

$$
\frac{dR_{\text{crys}}}{dE_R} = N_{\text{cell}} \frac{\alpha m_e^2}{\mu_X^2} \int dq \frac{1}{q^2} \tilde{\eta}(v_{\text{min}}(q, E_R)) |F_{\text{DM}}(q, E_R)|^2 |f_{\text{crys}}(q, E_R)|^2,
$$

(3.29)

where $N_{\text{cell}}$ is number of unit cells in the crystal.

Notice that Eq. (3.29) coincides with the general rate in Eq. (3.15) by taking $E_{\text{Bi}} = 0$ and identifying the electron form factor as

$$
\sum_{i,f} |f^{i,f}(q, E_R)|^2 = \frac{2\alpha m_e^2}{q^3} N_{\text{cell}} |f_{\text{crys}}(q, E_R)|^2.
$$

(3.30)

This identification is done more precisely in App. C, using the definition of the electron form factor $|f_{\text{crys}}(q, E_R)|^2$ in a semiconductor crystal in Eq. (A.33) of Ref. [19] (see Eq. (C.12)).

The rate can now be written as

$$
\frac{dR_{\text{crys}}}{dE'} = \int_{0}^{v_{\text{max}}} dv_{\text{min}} \frac{dR_{\text{crys}}}{dE'} (v_{\text{min}}, E') \tilde{\eta}(v_{\text{min}}).
$$

(3.31)
with the crystal response function
\[
\frac{dR_{\text{crys}}}{dE'}(v_{\text{min}}, E') = \frac{dR_{\text{crys}}^+}{dE'} - \frac{dR_{\text{crys}}^-}{dE'},
\]
(3.32)
where
\[
\frac{dR_{\text{crys}}^\pm}{dE'}(v_{\text{min}}, E') = N_{\text{cell}}(E') \frac{\alpha m_e^2}{\mu_X^2} \int_0^{E_{\text{max}}} dE_R \frac{G_{\text{crys}}(E', E_R)}{q_{\pm}^2(v_{\text{min}}, E_R)} \\
\times |F_{\text{DM}}(q_{\pm}(v_{\text{min}}, E_R))|^2 |f_{\text{crys}}(q_{\pm}(v_{\text{min}}, E_R), E_R)|^2.
\]
(3.33)

Again, in this case the electron form factors are those computed in Ref. [19] that we use in our numerical calculations, as explained below.

3.3 Numerical evaluations of response functions

We now describe a general procedure for numerically evaluating the response functions using already provided electron form factor $|f_i,f_{\text{ion}}(q,E_R)|^2$ data in energy bins of width $\Delta E_R$ and momentum transfer bins of width $\Delta q$. The integrals we need to compute in Eq. (3.27) for xenon and in Eq. (3.33) for semiconductor crystals, are discretized into partitions small enough for the electron form factor in each to be taken as a constant, and the remaining integral is calculated analytically. All the relevant information about the target material electronic structure is contained within the dimensionless form factor that is independent of any physics related to DM. For the crystal form factor $|f_{\text{crys}}|^2$ we employ the output data from the QEdark [19], a module for Quantum Espresso [101] based on density functional theory. For the xenon form factor $|f_{\text{ion}}|^2$ we use the data output from Ref. [19], in which electronic wave functions are computed assuming a spherical atomic potential and filled electron shells.

To compute the response function in Eq. (3.22) (specifically to compute the functions in Eq. (3.27) and Eq. (3.33)), we need to specify the energy resolution function, the DM form factor, and electron form factors. For simplicity, we assume a simple box function for the energy resolution,
\[
G(E', E) = \frac{1}{2\sigma_E} \text{UnitBox} \left[ \frac{E_R - E'}{2\sigma_E} \right].
\]
(3.34)

With a more realistic Gaussian distribution, the results are very similar. As can be seen from Eq. (3.22), the resolution width $\sigma_E$ affects the limits of integration in energy, thus summation range when the energy range is discretized to perform numerical evaluations. Fig. 3 shows how the value of $\sigma_E$ affects the form of the response function close to the singularity point of the Jacobian. For the other figures we assumed the resolution $\sigma_E = 0.10 E'$.

As already mentioned, following Ref. [19] we consider two DM form factors, $F_{\text{DM}}(q) = 1$ or $F_{\text{DM}}(q) = (\alpha m_e/q)^2$, which generically appear in a variety of models such as scenarios of vector-portal DM with a dark photon mediator or magnetic-dipole-moment interactions.

\[3\] For other computational approaches, see e.g. Ref. [102].

\[4\] The unit box function UnitBox$[x]$ is 1 for $|x| \leq \frac{1}{2}$ and 0 otherwise.
We discretize the \((E_R, q)\) plane into a mesh of partitions labelled by \((E_s, q_r)\). The form factor can then be written as \(q_s^2 E_R^2 |f_{\text{dat}}^{i,f}|^2\), where \(|f_{\text{dat}}^{i,f}|^2\) is a given data entry. For crystals, the data is already provided in bins. For atoms, the table provided was interpolated to find the value at the lowest \(q, E\) in each partition (and assign it to the partition). Hence, the function in the \((E_R, q)\) plane can be written as a matrix \(|f_{\text{dat}}|_r^2\), as shown in Fig. 5.

To perform the integration for the response function numerically, our procedure is the following. Since we are integrating over the path in the \((E_R, q)\) plane described by the function \(q(v_{\text{min}}, E_R)\) at a given \(v_{\text{min}}\), we only need to count the binned partitions that the function passes through. As illustrated on Fig. 5, for some given form factor data (e.g. semiconductor crystals [19]), for each \(\Delta E\) bin more than one \(\Delta q\) bin might need to be considered. Hence, we use the average value of the electron form factor, weighted by the area of the shaded region in each \(q\) interval shown in Fig. 5. This involves finding the \(E_R\) value at the intersection of the path taken by \(q(v_{\text{min}}, E_R)\) with each of the \(q\) partition boundaries, which is done via Eq. (3.6) for a fixed \(v_{\text{min}}\). The resulting \(E_R\) points divide \(\Delta E\) into smaller sub-intervals, for which we use the corresponding \(|f_{\text{dat}}|^2\) values. Finally, we sum over all possible energy bins within the given \((E' - \sigma_E, E_{\text{max}})\) range.

Extracting the electron form factor data value \(|f_{\text{data}}^{i,f}(E_R, q_\pm)|^2\) in each \((E_1^{(rs)}, E_2^{(rs)})\) bin from the definition of the response function in Eq. (3.22), we compute analytically the remaining integral, i.e. we write the response function for each bin as

\[
\frac{dR^\pm}{dE'}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) = \frac{\epsilon(E')}{2\mu^2} |f_{\text{dat}}^{i,f}(E_1^{(rs)}, q_\pm)|^2 \int_{E_1^{(rs)}}^{E_2^{(rs)}} \frac{dE_R}{E_R} q_\pm E_R^b G(E', E_R) \\
|J_\pm(v_{\text{min}}, E_R + E_{\text{B}i})q_\pm(v_{\text{min}}, E_R + E_{\text{B}i})| F_{\text{DM}}(q_\pm(v_{\text{min}}, E_R + E_{\text{B}i}))|^2. \quad (3.35)
\]

Notice the \(q_s^2 E_R^b\) factor, stemming from the fact that the electron form factor in terms of the data values provided in Ref. [19] is \(|f^{i,f}(q_\pm, E_R)|^2 = q_s^2 E_R^b |f_{\text{data}}^{i,f}(E_R, q_\pm)|^2\), where \(a = b = 0\) for atoms and \(a = -3\) and \(b = 1\) for crystals. Then, writing \(|F_{\text{DM}}(q)|^2 = (\alpha m_e) e^{-2c} q^{-2c}\), with either \(c = 0\) or \(c = 2\), we evaluate the entire response function. The expression for the response function in terms of the \(a, b\) and \(c\) constants is given in the App. D (see Eq. (D.2) of App. D).

For atoms (corresponding to \(a = b = 0\) in Eq. (D.3)), the response function is

\[
\frac{dR^\pm_{\text{ion}}}{dE'}(v_{\text{min}}, E') = \frac{\epsilon(E')}{16\mu^2 e^2 \sigma_E} (\alpha m_e)^{2c} \sum_{nl \text{ Path}(r,s)} \sum_{\text{Path}(r,s)} f_{\text{ion}}^{\pm, nl}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) \int_{l_{\text{ion}}}^{l_{\text{ion}}} |f_{\text{ion}}|_r^2. \quad (3.36)
\]

Here, the summation is over all the \((r, s)\) partitions along the path in the \((E_R, q)\) plane of the function \(q(v_{\text{min}}, E_R)\) for fixed \(v_{\text{min}}\), as indicated in Fig. 5, and

\[
Y_{\text{ion}}^{\pm, nl}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) \sim \int_{E_1^{(rs)}}^{E_2^{(rs)}} dE_R q_{l_{\text{ion}}}^{1-2c}(v_{\text{min}}, E_R + E_{\text{B}i}) J_{\pm}(v_{\text{min}}, E_R + E_{\text{B}i}) \frac{1}{(E_1^{(rs)} + E_2^{(rs)})/2}. \quad (3.37)
\]
Thus,

\[
I_{\text{ion}}^{\pm,nl}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) \simeq \begin{cases} 
\frac{\pm (mv_{\text{min}})^3}{3(E_1^{(rs)} + E_2^{(rs)})} \left[ \left( 1 \pm \sqrt{1 - \frac{2(E_R + E_{\text{Bnl}})}{mv_{\text{min}}^2}} \right)^3 \right] E_2^{(rs)}, & \text{if } c = 0; \\
\frac{\pm (mv_{\text{min}})^{-1}}{(E_1^{(rs)} + E_2^{(rs)})} \left[ \left( 1 \pm \sqrt{1 - \frac{2(E_R + E_{\text{Bnl}})}{mv_{\text{min}}^2}} \right)^{-1} \right] E_2^{(rs)}, & \text{if } c = 2. 
\end{cases}
\tag{3.38}
\]

For semiconductor targets (corresponding to \(a = -3\) and \(b = 1\) in Eq. (D.3)), the response function is

\[
\frac{dR^\pm_{\text{crys}}(v_{\text{min}}, E')}{dE'} = \frac{\epsilon(E') N_{\text{cell}}(\alpha m_e^2)}{2 \mu_{\chi, e}^2 \sigma_E (\alpha m_e)^2 c} \sum_{\text{Path}(r,s)} I^\pm_{\text{crys}}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) |f_{\text{crys}}|_{rs}^2, \tag{3.39}
\]

where,

\[
I^\pm_{\text{crys}}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) \simeq \int_{E_1^{(rs)}}^{E_2^{(rs)}} dE_R q^{2-2c}(v_{\text{min}}, E_R) J^\pm(v_{\text{min}}, E_R)
\]

\[
= \begin{cases} 
\pm \left[ \ln \left| 1 \pm \sqrt{1 - \frac{2E_R}{mv_{\text{min}}^2}} \right] \right] E_2^{(rs)}, & \text{if } c = 0; \\
\pm \frac{1}{4(mv_{\text{min}})^4} \left[ \left( 1 \pm \sqrt{1 - \frac{2E_R}{mv_{\text{min}}^2}} \right)^{-4} \right] E_2^{(rs)}, & \text{if } c = 2. 
\end{cases}
\tag{3.40}
\]
In our numerical evaluations, for Si and Ge crystals we use the QEdark [19] output data for the computed electron form factors, given in the 0 to 50 eV energy range and 0 to 18 $\alpha m_e$ momentum range with $\Delta E_R = 0.1$ eV and $\Delta q = 0.02 \alpha m_e$. For Xe atoms, we use the same binning and the data table provided in Ref. [19] for the electron form factors in the 0.2 to 900 eV energy range and the 0.37 $\alpha m_e = 1.4$ keV to 54.60 $\alpha m_e = 203.7$ keV momentum range. The maximum of this range is smaller than $q_{\text{max}} = q_+(800\text{km/s})$ except for the lightest DM masses we consider. The table was interpolated to find the form factor value at the lowest $E_R$ and $q$ point in each bin, which was assigned to the bin.

The response functions depend on the DM particle mass $m$, the detected energy $E'$, and the minimum speed $v_{\text{min}}$. For our figures we chose a set of values for energies $E' = 15$ eV, 30 eV and 45 eV and additionally $E' = 5$ eV for semiconductors (in Xe, the minimum detectable energy is 13.8 eV) and DM masses $m = 20$ MeV, 100 MeV, 1 GeV that are within the reach of current and near-future experiments\(^5\), including Ge-based EDELWEISS [37–39], SuperCDMS and Si-based DAMIC [40–42], SENSEI [43–46], SuperCDMS [47–53] and Xe-based [10–17] experiments.

### 3.4 Inelastic DM electron scattering and other possibilities

In the case of inelastic electron-DM scattering the DM is multi-component and the initial DM particle of mass $m$ scatters into another of mass $m'$. The mass difference is $\delta = m' - m \ll m \approx m'$. Going through the same steps we followed in Sec. 3, from the kinematics of the collision we obtain

$$v_{\text{min}} = \frac{E_R + E_B}{q} \left(1 + \frac{\delta}{m}\right) + \frac{q}{m} = \left(\frac{E_R + E_B}{q} + \frac{q}{2m'}\right)\left(1 + \frac{\delta}{m'}\right).$$

Hence, our halo-independent DM-electron elastic scattering analysis can be readily adapted to inelastic scattering by either scaling $(E_R + E_B)$ to $(E_R + E_B)(1 + \delta/m_1)$ for the same $v_{\text{min}}$ or, alternatively, scaling the speed $v_{\text{min}}$ to $v_{\text{min}}/(1 + \delta/m_2)$ for the same $(E_R + E_B)$.

We have focused on evaluating the response function associated with sub-keV electron signals, but DM-electron scattering can lead to keV signals as well. This has been recently highlighted in relation to the observed XENON1T excess [17] in the context of inelastic DM-electron scattering (e.g. [103]) of halo DM particles as well as boosted DM-electron scattering\(^6\) (e.g. [104]). Also keV-level signals could appear from scattering off the extended tail of the momentum distribution of bound electrons (see e.g. lepto-philic DM as discussed in the context of the claimed DAMA experiment signals [92, 105]).

Many of the DM models proposed to explain the XENON1T excess rely on absorption of DM particles (e.g. [17]) instead of scattering, in which case the formalism here cannot be applied. But, if the explanation in terms of scattering off electrons of halo DM particles

---

\(^5\)The average energy needed to produce a single electron quantum is around $\sim$few eV for semiconductors (e.g. [19]) and $\sim$10-15 eV for xenon (e.g. [13]).

\(^6\)Since DM boosted to high velocities is beyond the standard contributions of DM halo, such contribution cannot be used to infer the halo DM distribution using the halo-independent analysis.
holds, then as explained in Sec. 2.2, the best-fit halo function $\tilde{\eta}_{BF}(v_{\text{min}})$ (and its corresponding uncertainty band) could be determined using the XENON1T excess data and taken as the halo model to predict the rate that should be found in any other direct detection experiment, e.g. SENSEI (assuming the DM particle model is correct).

Figure 6: Comparison of Ge and Si electron form factors $|f_{\text{crys}}(q, v_{\text{min}}, E_R, E_R)|^2$ in Eq. (3.33) (two upper rows) for $E_R = 10$ eV (top row) and average form factor in the $E_R$ range 9 eV to 11 eV (middle row), and Ge and Si response functions $dR_{\text{crys}}(v_{\text{min}}, E')/dE'$ in Eq. (3.33) for $m = 20$ MeV, $E' = 5$ eV, $\sigma_E = 0.5$ eV and $F_{DM} = 1$ (bottom row), as function of $v_{\text{min}}$ for both the $q_-$ branch (left column) and the $q_+$ branch (right column).
Figure 7: Response functions $dR(v_{\text{min}}, E')/dE'$ for the time-average of $\tilde{\eta}(v_{\text{min}}, t)$ in Eq. (2.1) scaled by their maxima (so each ratio has a maximum $\simeq 1$) for energies $E' = 15, 30, \text{and} 45$ eV and additionally $E' = 5$ eV for Ge (in Xe, the minimum detectable energy is 13.8 eV), for Ge (rows 1 and 3) and Xe detectors (rows 2 and 4), with actual electron form factors $|f^{i,f}|$ (left panels) and $|f^{1,f}| = 1$ (right panels), $F_{\text{DM}} = 1$ (upper panels) and $\sim 1/q^2$ (lower panels), and $m = 20$ MeV. Halo properties can be inferred from data only where $dR/dE' \neq 0$. 
Figure 8: Same as Fig 7, but for a DM particle mass $m = 100$ MeV.
Figure 9: Same as Fig 7, but for a DM particle mass $m = 1 \text{ GeV}$. 
4 Results and Discussion

As we can see in Fig. 6, Si and Ge crystals have electron form factors $|f_{\text{crys}}(q_{\pm}, E_R)|^2$ in Eq. (3.33) (shown in the upper panels of Fig. 6) and response functions (shown in the bottom row) of similar shape. Thus, for our purpose it is sufficient to present results only for one of the two semiconductor materials, and we arbitrarily chose Ge.

Notice that in Fig. 6, as well as in the subsequent figures, Figs. 7 to 10, we are interested in showing the range of $v_{\text{min}}$ where the response functions are different from zero, i.e. the range of $v_{\text{min}}$ for which a particular experiment measuring events at a particular energy can give information about the DM halo local velocity distribution. Recall that the response function acts as a window function through which measured rates in direct detection experiments can provide information about the DM velocity (or speed) distribution. Since we are interested in the shape and not the magnitude of the functions, we show all of them divided by their maximum value, hence in our plots we show these dimensionless ratios with maximum value close to 1.

Figs. 7, 8 and 9 display the response functions $dR/dE'$ for the time-average of $\hat{\eta}(v_{\text{min}}, t)$ in Eq. (2.1) as functions of $v_{\text{min}}$, in Xe and Ge detectors, for DM particle masses of 20 MeV, 100 MeV and 1 GeV respectively and for two different DM form factors. We show these functions up to a maximum $v_{\text{min}}$ value of $v_{\text{max}} = 800$ km/s, however our formalism can be trivially extended to larger $v_{\text{max}}$ to account for a possible contribution of DM not bound to the Galaxy. These figures show the response functions for Ge (rows 1 and 3) and Xe detectors (rows 2 and 4) assuming realistic detected energy values $E' = 15$, 30 and 45 eV and additionally $E' = 5$ eV for Ge (in Xe, the minimum detectable energy is 13.8 eV). The four upper panels are for a DM form factor $F_{\text{DM}} = 1$, and the four lower panels assume $F_{\text{DM}} \propto 1/q^2$. Eq. (3.38) and Eq. (3.40) show the effect of these different DM form factors in the $v_{\text{min}}$ dependence of the response functions. The actual electron form factors $|f_{i,f}|$ are used in the left panels, but the electron form factors are set to 1, $|f_{i,f}| = 1$, in the right columns. Thus the comparison of the left and right panels of every row allows to easily understand the impact the actual electron form factors have on the shape of the response functions. The electron form factors significantly affect the response functions shape, moving their maxima and thresholds to larger $v_{\text{min}}$ values. In semiconductor crystals, they also introduce significant small scale variability in the function.

The double peaked structure of the Xe response functions seen in the right panels of Figs. 8 and 9 is due to the inclusion of only the 4d and 5p initial electron orbitals in our numerical evaluations. These are the two orbitals that contribute dominantly to the response functions (as shown in Fig. 4). The double peaked form is not present in Fig. 7 because for $m = 20$ MeV only the 4d orbital contributes for $v_{\text{min}} < 800$ km/s.

In all our figures we chose to parameterize the experimental energy resolution as a box function of width $2\sigma_E$ centered at the measured energy $E'$. In Figs. 7 to 10 we chose $\sigma_E = 0.10E'$. Similar results are obtained with other forms for this function, such as a Gaussian.

With our choice of energy resolution, the minimum $v_{\text{min}}$ value for which the resolution
Response functions \( dR(v_{\text{min}}, E')/dE' \) for the time-average of \( \tilde{\eta}(v_{\text{min}}, t) \) in Eq. (2.1) scaled by their maxima (so each ratio has a maximum \( \simeq 1 \)) for \( F_{\text{DM}} = 1 \) and energy \( E' = 30 \) eV, \( \sigma_E = 3.0 \) eV and DM mass of 20 MeV, 100 MeV and 1 GeV, for Ge (row 1) and Xe detectors (rows 2), with the actual electron form factors \( |f_{i,f}| \) in the left panels and \( |f_{i,f}| = 1 \) in the right panels.

Figure 10: Response functions \( dR(v_{\text{min}}, E')/dE' \) for the time-average of \( \tilde{\eta}(v_{\text{min}}, t) \) in Eq. (2.1) scaled by their maxima (so each ratio has a maximum \( \simeq 1 \)) for \( F_{\text{DM}} = 1 \) and energy \( E' = 30 \) eV, \( \sigma_E = 3.0 \) eV and DM mass of 20 MeV, 100 MeV and 1 GeV, for Ge (row 1) and Xe detectors (rows 2), with the actual electron form factors \( |f_{i,f}| \) in the left panels and \( |f_{i,f}| = 1 \) in the right panels.

The function is non-zero in each case is \( \tilde{\nu} = \sqrt{2(E' - \sigma_E + E_B)/m} \) (the function \( \tilde{\nu}(E_e) \) is defined in Eq. (3.9)), which decreases as \( E' \) decreases and as \( m \) increases. Fig. 10 shows how the \( v_{\text{min}} \) threshold decreases with increasing DM particle mass, for a fixed \( E' = 30 \) eV in Ge and Xe. The kinematic effect of \( E_B \neq 0 \) is clearly seen in the right panels of Fig. 10, where the electron form factors are taken to be 1. When the actual form factors are considered they affect considerably the \( v_{\text{min}} \) thresholds (the minimum value of \( v_{\text{min}} \) for which a response function is significantly different from zero). Only for DM masses close to 10 MeV (see our plots for \( m = 20 \) MeV), due to the initial binding energy \( E_B \) in Xe, for the same DM particle model and \( E' \) the \( v_{\text{min}} \) threshold is lower in Ge and Si detectors than in Xe detectors. Instead, for larger masses (e.g. \( m = 100 \) MeV and 1 GeV) the electron form factors make the \( v_{\text{min}} \) threshold lower in Xe than in Ge and Si for the same DM mass and \( E' \), although the effect is much less pronounced for \( F_{\text{DM}} \sim 1/q^2 \) than for \( F_{\text{DM}} = 1 \). However, \( E' \) itself can be lower in semiconductor detectors, leading always to a smaller \( v_{\text{min}} \) threshold in Ge and Si than in Xe for the same particle model.

Thus, in general, Si and Ge detectors extend to lower \( v_{\text{min}} \) values, than Xe detectors. However, this advantage of semiconductor based detectors diminishes for larger DM mass values. As an example, see in the top panels of Fig. 9 that for \( m = 1 \) GeV the \( v_{\text{min}} \) threshold...
for $E' = 5$ eV in Ge and that for $E' > 15$ eV in Xe are both about 100 km/s in the left panels.

The response functions act also as a weight, indicating the range of $v_{\text{min}}$ from which potential DM signal mostly originates. The most likely speeds of the DM producing the observed rate are those for which the response function is larger. Conversely, therefore, the DM halo function is more precisely determined in the $v_{\text{min}}$ regions where the response function is larger. The figures show that for $F_{\text{DM}} \propto 1/q^2$ the response functions weigh more the high speed tail of the halo function. Although here we considered only elastic scattering off electrons our results can be easily transferred to the case of inelastic scattering, as explained in Sec. 3.4.

5 Conclusions

We have shown how to extend to DM scattering off electrons the halo-independent direct detection data analysis, so far developed for and only applied to DM scattering off nuclei.

A halo-independent analysis relies on the separation of the astrophysical parameters from the particle physics and detector dependent quantities. Namely, the method relies on expressing the predicted rate as a convolution of a function which depends only on the local DM distribution and density, and is thus common to all direct detection experiments, and a detector and DM particle model dependent kernel, which we call response function. The latter is non zero only for a limited range of DM particle speed (when considering just time-average rates and isotropic interactions, otherwise the response function depends on the DM velocity vector), which depends on the detected energy. Thus, the response function acts as a window through which direct detection data can give information on the local dark halo. Particular detectors can only provide information on the DM velocity distribution in a limited range of speeds depending on their characteristics. Thus complementarity of different experiments sensitive to partially overlapping velocity ranges would be needed to enable a more detailed inference of the DM distribution.

We showed here the general definitions of the response functions for DM scattering off electrons for time-averaged rates and discussed the differences and similarities with the case of scattering off nuclei. As illustrations of the procedure, using the electron form factors provided in Ref. [19], we computed numerically the response functions for ionization of xenon atoms and excitation of electrons in silicon and germanium crystals. We showed the range of DM speeds that experiments using these materials can be sensitive to, for different DM particle masses, and for realistic detected energies and experimental energy resolutions. In general, experiments using semiconductor targets can have smaller energy thresholds and thus reach smaller DM speeds, while xenon based experiments due to their larger exposure would allow for a more precise determination of the halo properties in the speed range where they are sensitive. Thus these two types of experiments are complementary.

The particular response functions we computed are those which correspond to the time-average of the halo function $\bar{\eta}(v_{\text{min}}, t)$ (see Eq. (2.1)). However, in the halo-independent method any integral of the DM speed (or velocity, in more complicated situations) can be
used to characterize the halo, taking into account that any likelihood used to fit a halo function
to direct detection data can be maximized by a DM speed (or velocity) distribution written
as a linear combination of delta functions, with a maximum number of terms given by the
number of data points.
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A Derivation of the general response function

The event rate of collisions in which an electron jumps from an initial state $i$ to a final
state $f$ with energy difference $\Delta E_{i \to f}$ equal to the energy $E_e$ lost by the DM particle is

$$R_{i \to f} = \frac{\rho}{m} \int d^3v f_\chi(v) \langle \sigma v \rangle_{i \to f} ,$$

(A.1)

where,

$$\langle \sigma v \rangle_{i \to f} = \frac{\sigma_e}{4\pi\mu_{\chi e}^2} \int d^3q \delta(\Delta E_{i \to f} - \frac{q^2}{2m} + qv \cos \theta_{qv}) |F_{DM}(q)|^2 |f_{i \to f}(q)|^2 .$$

(A.2)

Not all of the energy $E_e$ given to the electron in the collision is detectable. We call $E_R$ the
detectable energy, and

$$E_R = \Delta E_{i \to f} - E_{Bi} .$$

(A.3)

$E_R$ is the electron recoil energy if electrons are free in the final state, e.g. electrons in an
atom that is ionized, for which $E_{Bi}$ is the initial binding energy. Instead, neglecting very
small energy losses, such as thermal dissipation via phonons, we take $E_R = E_e$ for electrons
scattering within a crystal. This condition can be written as a delta function

$$1 = \int dE_R \delta(E_R - \Delta E_{i \to f} + E_{Bi}) ,$$

(A.4)

which is incorporated in the particular transition rate,

$$R_{i \to f} = \frac{\rho}{m} \frac{\sigma_e}{4\pi\mu_{\chi e}^2} \int d^3v d^3q \ dE_R \delta(E_R + E_{Bi} - \frac{q^2}{2m} + qv \cos \theta_{qv}) f_\chi(v)$$

$$\times \delta(E_R - \Delta E_{i \to f} + E_{Bi}) |F_{DM}(q)|^2 |f_{i \to f}(q)|^2 .$$

(A.5)
Then, summing over all possible occupied initial states and final states, the total rate is

\[ R = \sum_{i,f} \frac{\rho}{m} \frac{\sigma_e}{4\pi\mu_e^2} \int d^3v d^3q d\ln E_R \delta(E_R + E_{Bi} - \frac{q^2}{2m} + qv \cos \theta_{qv}) f_\chi(v) \]

\[ \times E_R \delta(E_R - \Delta E_{i\rightarrow f} + E_{Bi}) |F_{DM}(q)|^2 |f_{i\rightarrow f}(q)|^2 . \]  

(A.6)

Here the summations represent integrations over continuous quantum numbers and actual summations over the discrete ones. The summation can be separated into sums over energy levels (indicated with a prime) and sums over all degenerate states,

\[ \sum_i \sum_f = \sum_i' \times \sum_{\text{degen. states}} . \]  

(A.7)

The sum of the electron form factors \(|f_{i\rightarrow f}(q)|^2\) over degenerate states which we call \(|f_{i\rightarrow f}|^2\), includes summing over all directions. Thus, there is no angular dependence left in \(|f_{i\rightarrow f}|^2\). Therefore, the sum can depend only on \(q = |q|\) (this is Eq. (3.16))

\[ |f_{i\rightarrow f}(q, E_R)|^2 = \sum_{\text{degen. states}} E_R \delta(E_R - \Delta E_{i\rightarrow f} + E_{Bi}) |f_{i\rightarrow f}(q)|^2 . \]  

(A.8)

Using the following relation

\[ \delta(E_R + E_{Bi} - \frac{q^2}{2m} + qv \cos \theta_{qv}) = \frac{1}{qv} \delta(\cos \theta_{qv} - \frac{v_{\min}}{v}) , \]  

(A.9)

we can perform the momentum integral over the solid angle \(\Omega_{qv}\) in the rate to get

\[ R = \sum_{i,f}' \frac{1}{2\mu_e^2} \int \frac{d\ln E_R}{m} \int dq |F_{DM}(q)|^2 |f_{i\rightarrow f}(q, E_R)|^2 q \]

\[ \times \left\{ \frac{d\sigma_e}{m} \int d^3v \frac{1}{v} \Theta(v - v_{\min}(q, E_R + E_{Bi})) f_\chi(v) \right\} . \]  

(A.10)

The term inside the curly brackets in this equation is \(\tilde{\eta}(v_{\min}(q, E_R + E_{Bi}))\), the time-average of the function defined in Eq. (2.1) with the reference cross section \(\sigma_{ref} = \sigma_e\). Thus, the general equation for the differential rate is

\[ \frac{dR}{dE_R} = \frac{1}{2\mu_e^2 E_R} \sum_{i,f}' \int dq \tilde{\eta}(v_{\min}(q, E_R + E_{Bi})) |F_{DM}(q)|^2 |f_{i\rightarrow f}(q, E_R)|^2 q . \]  

(A.11)

### B Electron form factor for DM scattering off electrons in an atom

In an atom target, the initial bound states are labeled by the principal quantum number \(n\) and the angular momentum quantum number \(l\), \(|i\rangle = |nl\rangle\). If after the collision the atom is ionized, the final states are free spherical wave states labeled by \(|f\rangle = |k'l'm\rangle\), where \(k'\) is
the magnitude of the free electron momentum and \( m', l' \) are spherical harmonic labels \((l', m')\) labeled states are degenerate for the same \( k' \)). Thus, the form factor \(|f_{i\to f}(\vec{q})|\) in Eq. (A.6) is now

\[
|f_{i\to f}(\vec{q})|^2 = |f_{nl\to k'l'm'}(\vec{q})|^2 = \left| \int d^3 x \psi_{k'l'm'}^*(\vec{x}) \psi_{nl}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2 ,
\]

(B.1)

and the summation over states given in Eq. (A.7) becomes

\[
\sum_{i,f} = \sum_{nl} \sum_{\text{degen. states}} \int \frac{k'^2 d k'}{(2\pi)^3} .
\]

(B.2)

Summed over all final states, the form factor given in Eq. (A.8) becomes

\[
\int \frac{k'^2 d k'}{(2\pi)^3} |f_{\text{ion}}^{nl,k'}(q, E_R)|^2 = \sum_{\text{degen. states}} \int \frac{k'^2 d k'}{(2\pi)^3} E_R \delta(E_R - \Delta E_{nl\to k'l'm'} + E_{\text{Bn}l})
\]

\[
\times \left| \int d^3 x \psi_{k'l'm'}^*(\vec{x}) \psi_{nl}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2
\]

(B.3)

Since the recoil energy is

\[
E_R = \frac{k'^2}{2m_e} = \Delta E_{nl\to k'l'm'} - E_{\text{Bn}l} ,
\]

(B.4)

we have

\[
\int \frac{k'^2 d k'}{(2\pi)^3} |f_{\text{ion}}^{nl,k'}(q, E_R)|^2 = \sum_{\text{degen. states}} \int \frac{k'^3 d \ln E_R'}{2(2\pi)^3} E_R \delta(E_R - E_R') \left| \int d^3 x \psi_{k'l'm'}^*(\vec{x}) \psi_{nl}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2
\]

\[
= \sum_{\text{degen. states}} \frac{k'^3}{2(2\pi)^3} \left| \int d^3 x \psi_{k'l'm'}^*(\vec{x}) \psi_{nl}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2 = \frac{1}{4} \left| f_{\text{ion}}^{nl}(q, E_R) \right|^2 .
\]

(B.5)

Where we have used the definition of the form factor given in Eq.(6) of Ref. [10],

\[
|f_{\text{ion}}^{nl}(q, E_R)|^2 = \sum_{\text{degen. states}} \frac{2k'^3}{(2\pi)^3} \left| \int d^3 x \psi_{k'l'm'}^*(\vec{x}) \psi_{nl}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2 .
\]

(B.6)

C Electron form factor for DM scattering off electrons in a crystals

In crystals, a DM particle excites an electron from a Bloch state \(|n\vec{k}\rangle\) to another Bloch state \(|n'\vec{k}'\rangle\), where \(n\) and \(n'\) are the band index labels in the first Brillouin Zone (BZ). Thus,
the form factor $|f_{i\rightarrow f}(\vec{q})|$ in Eq. (A.6) is

$$|f_{i\rightarrow f}(\vec{q})|^2 = |f_{n\vec{k}\rightarrow n'\vec{k}'}(\vec{q})|^2 = \left| \int d^3x \psi^{*}_{n'\vec{k}'}(\vec{x}) \psi_{n\vec{k}}(\vec{x}) e^{i\vec{q} \cdot \vec{x}} \right|^2. \quad (C.1)$$

The Bloch state wavefunctions $\psi_{n\vec{k}}$ are

$$\psi_{n\vec{k}}(\vec{x}) = \frac{1}{\sqrt{V}} \sum_{\vec{G}} u_n(\vec{k} + \vec{G}) e^{i(\vec{k} + \vec{G}) \cdot \vec{x}}, \quad (C.2)$$

where the summation is over all reciprocal lattice vectors $\vec{G}$, $V$ is the volume of the crystal, and $u_n$ are normalized wavefunctions satisfying

$$\sum_{\vec{G}} |u_n(\vec{k} + \vec{G})|^2 = 1. \quad (C.3)$$

Thus,

$$|f_{n\vec{k}\rightarrow n'\vec{k}'}(\vec{q})|^2 = \left| \int d^3x \frac{1}{V} \sum_{\vec{G}'} u^*_{n'}(\vec{k}' + \vec{G}') e^{i(\vec{k}' + \vec{G}') \cdot \vec{x}} \sum_{\vec{G}} u_n(\vec{k} + \vec{G}) e^{i(\vec{k} + \vec{G}) \cdot \vec{x}} e^{i\vec{q} \cdot \vec{x}} \right|^2. \quad (C.4)$$

For crystal dimensions much larger than the atomic separation (we consider only large detectors where the interactions happen in the volume and surface effects are negligible) the discrete crystal momentum $\vec{k}$ can be approximated by a continuous variable, thus

$$\int d^3x \ e^{i\vec{k} \cdot \vec{x}} = (2\pi)^3 \delta^3(\vec{k}), \quad (C.5)$$

and the summation over states in Eq. (A.7) becomes

$$\sum_{i,f} = 2 \sum_{n,n'} \int_{BZ} V d^3k \ V d^3k' \quad (C.6)$$

Here, the extra factor of 2 comes from summing over degenerate spin states. Since the summation in Eq. (C.2) is over all reciprocal vectors,

$$\frac{1}{\sqrt{V}} \sum_{\vec{G}'} u_n(\vec{k}' + \vec{G}') e^{i(\vec{k}' + \vec{G}') \cdot \vec{x}} = \frac{1}{\sqrt{V}} \sum_{\vec{G}'} u_n(\vec{k}' + \vec{G'} + \vec{G}) e^{i(\vec{k}' + \vec{G'} + \vec{G}) \cdot \vec{x}}, \quad (C.7)$$

using Eq. (C.5), one can write the form factor in Eq. (C.4) as

$$|f_{n\vec{k}\rightarrow n'\vec{k}'}(\vec{q})|^2 = \left| \sum_{\vec{G}'} \sum_{\vec{G}} \frac{(2\pi)^3}{V} \delta^3(\vec{k} + \vec{q} - \vec{k}' - \vec{G}') u^*_{n'}(\vec{k}' + \vec{G'}) u_n(\vec{k} + \vec{G}) \right|^2. \quad (C.8)$$
Since all other terms in Eq. (A.11) besides the electron form factors are independent of the choice of $i$ and $f$ states, as a result of taking $E_{B_i} = 0$, the summation over initial and final states with different energy only affects the electron form factors, and this sum is

$$\sum_{i,f} |f^{i,f}(q, E_R)|^2 = 2 \sum_{nm} \int_{BZ} \frac{Vd^3k Vd^3k'}{(2\pi)^3 (2\pi)^3} E_R \delta(E_R - \Delta E_{n\bar{k} \rightarrow n'\bar{k}'}) |f_{n\bar{k} \rightarrow n'\bar{k}'}(\bar{q})|^2.$$  \hspace{1cm} (C.9)

The summation in Eq. (C.9) includes a summation over directions, thus the result is independent of the direction of $\bar{q}$, a result which can be incorporated into Eq. (C.9) by replacing in it $|f_{n\bar{k} \rightarrow n'\bar{k}'}(\bar{q})|^2$ by

$$\int d^3p \delta^3(\bar{p} - \bar{q}) |f_{n\bar{k} \rightarrow n'\bar{k}'}(\bar{p})|^2 = \int \frac{d^3p}{4\pi p^2} \delta(p - q) |f_{n\bar{k} \rightarrow n'\bar{k}'}(p)|^2.$$  \hspace{1cm} (C.10)

Eq. (C.9) becomes

$$\sum_{i,f} |f^{i,f}(q, E_R)|^2 = \int \frac{d^3p}{2\pi p^2} \delta(p - q) \sum_{nm} \int_{BZ} \frac{V^2d^3k d^3k'}{(2\pi)^6} E_R \delta(E_R - \Delta E_{n\bar{k} \rightarrow n'\bar{k}'}) |f_{n\bar{k} \rightarrow n'\bar{k}'}(p)|^2$$

$$= \frac{4\pi^2}{q^3 V} \sum_{n,m} \int_{BZ} \frac{V^2d^3k d^3k'}{(2\pi)^3 (2\pi)^3} E_R \delta(E_R - \Delta E_{n\bar{k} \rightarrow n'\bar{k}'})$$

$$\times \sum_{\bar{G}} q \delta(q - |\bar{k}' + \bar{G}' - \bar{k}|) \left| \sum_{\bar{G}} u_n^*(\bar{k}') (\bar{G}' + \bar{G}) u_n(\bar{k} + \bar{G}) \right|^2.$$  \hspace{1cm} (C.11)

Expressing the total volume in terms of the volume $V_{cell}$ of one cell, $V = N_{cell} V_{cell}$,

$$\sum_{i,f} |f^{i,f}(q, E_R)|^2 = \frac{4\pi^2 N_{cell}}{q^3 V_{cell}} \sum_{nm} \int_{BZ} \frac{V_{cell} d^3k V_{cell} d^3k'}{(2\pi)^3 (2\pi)^3} E_R \delta(E_R - \Delta E_{n\bar{k} \rightarrow n'\bar{k}'})$$

$$\times \sum_{\bar{G}} q \delta(q - |\bar{k}' + \bar{G}' - \bar{k}|) \left| \sum_{\bar{G}} u_n^*(\bar{k}') (\bar{G}' + \bar{G}) u_n(\bar{k} + \bar{G}) \right|^2$$

$$= \frac{2N_{cell} E_R}{q^3} (\alpha m_e^2) |f_{crys}(q, E_R)|^2,$$  \hspace{1cm} (C.12)

where

$$|f_{crys}(q, E_R)|^2 = \frac{2\pi^2}{\alpha m_e^2 V_{cell} E_R} \sum_{nm} \int_{BZ} \frac{V_{cell} d^3k V_{cell} d^3k'}{(2\pi)^3 (2\pi)^3} E_R \delta(E_R - \Delta E_{n\bar{k} \rightarrow n'\bar{k}'})$$

$$\times \sum_{\bar{G}} q \delta(q - |\bar{k}' + \bar{G}' - \bar{k}|) \left| \sum_{\bar{G}} u_n^*(\bar{k}') (\bar{G}' + \bar{G}) u_n(\bar{k} + \bar{G}) \right|^2.$$  \hspace{1cm} (C.13)

is the crystal form factor defined in Eq. (A.33) of Ref. [19].
D Expression for numerical calculations of the response function for general a, b and c constants

We use the computed electron form factors of Ref. [19] for Xe, Ge and Si target, but our analysis is general and our treatment is readily applicable to any given electron form factors that can be described by binned data with a power law dependency of $q^a$ and $E_R^b$, where $a, b$ are integers, so that

$$|f^{i,f}(q, E_R)|^2 = q^a E_R^b |f^{i,f}_{\text{dat}}(E_R, q)|^2.$$  \hspace{1cm} (D.1)

In the particular cases we consider in this paper, $a = -3$ and $b = 1$ for crystals (see Eq. (3.39)) and $a = b = 0$ for an atom (see Eq. (3.36)). Writing additionally $|F_{\text{DM}}(q)|^2 = (\alpha m_e)^2 q^{-2c}$, where either $c = 0$ or $c = 2$ are our two choices, the response function integral to be evaluated in Eq. (3.22) takes the functional form

$$\frac{dR_{\pm}}{dE'}(v_{\text{min}}, E') = \frac{\epsilon(E')}{4\mu_e^2 \sigma_E} (\alpha m_e)^{2c} \sum_{i,j} \int_{E_{\text{min}}'}^{E_{\max}} dE_R E_R^{b-1} q^a q^{a+1-2c}(v_{\text{min}}, E_R + E_Bi)$$

$$\times J_{\pm}(v_{\text{min}}, E_R + E_Bi) |f^{i,f}_{\text{dat}}(E_R, q; v_{\text{min}}, E_R + E_Bi)|^2.$$ \hspace{1cm} (D.2)

Extracting the constant data value for the electron form factor in each bin and performing the remaining integral analytically, the expression we compute numerically is

$$\frac{dR_{\pm}}{dE'} = \frac{\epsilon(E')}{4\mu_e^2 \sigma_E} (\alpha m_e)^{2c} \sum_{i,j} \sum_{\text{Path(r,s)}} I^{\pm,i}_{abc}(v_{\text{min}}, E^{(rs)}_1, E^{(rs)}_2) |f^{i,f}_{\text{dat}}|^2,$$ \hspace{1cm} (D.3)

where the summation is over all the $(r, s)$ partitions through which the path described by the function $q(v_{\text{min}}, E_R)$ passes, as indicated in Fig. 5. The analytically computed $I^{\pm,i}_{abc}(E^{(rs)}_1, E^{(rs)}_2)$ integrals are

$$I^{\pm,i}_{abc}(v_{\text{min}}, E^{(rs)}_1, E^{(rs)}_2) = \int_{E^{(rs)}_1}^{E^{(rs)}_2} \frac{dE_R}{E_R^{1-b}} q^a q^{a+1-2c}(v_{\text{min}}, E_R + E_Bi) J_{\pm}(v_{\text{min}}, E_R + E_Bi).$$ \hspace{1cm} (D.4)

Here, $E^{(rs)}_1$ and $E^{(rs)}_2$ are the boundaries of the shaded area in the partition $(rs)$ shown in Fig. 5. Since the partitions are small, we use the approximation $E_R \approx (E^{(rs)}_1 + E^{(rs)}_2)/2$ and take $E_R^{b-1}$ outside the integral, so Eq. (D.4) becomes

$$I^{\pm,i}_{abc}(v_{\text{min}}, E^{(rs)}_1, E^{(rs)}_2) \approx 2 \int_{E^{(rs)}_1}^{E^{(rs)}_2} dE_R q^a q^{a+1-2c}(v_{\text{min}}, E_R + E_Bi) J_{\pm}(v_{\text{min}}, E_R + E_Bi) \left(\frac{E^{(rs)}_1 + E^{(rs)}_2}{E^{(rs)}_1 + E^{(rs)}_2}\right)^{1-b}.$$ \hspace{1cm} (D.5)

Performing this integral we find: for $a = 2c = -3$,

$$I^{\pm,i}_{abc}(v_{\text{min}}, E^{(rs)}_1, E^{(rs)}_2) \approx \left(\frac{E^{(rs)}_1 + E^{(rs)}_2}{2}\right)^{b-1} \left[ \ln 1 + \sqrt{1 - \frac{2(E_R + E_Bi)}{mv_{\text{min}}^2}} \right] \left| E^{(rs)}_2 \right|.$$ \hspace{1cm} (D.6)
for \( a - 2c \neq -3 \),

\[
I_{abc}^{\pm j}(v_{\text{min}}, E_1^{(rs)}, E_2^{(rs)}) \simeq \pm \left( \frac{E_1^{(rs)} + E_2^{(rs)}}{2} \right)^{b-1} \frac{(mv_{\text{min}})^{a-2c+3}}{a-2c+3} \times \left[ 1 \pm \sqrt{1 - \frac{2(E_R + E_B)}{mv_{\text{min}}^2}} \right]^{a-2c+3} \frac{E_2^{(rs)}}{E_1^{(rs)}}.
\]

(E.7)

Both of them are always positive.

### E Alternative derivation of the response function for DM scattering off electrons

The response function \( dR/dE' \) can be derived using the relation in Eq. (2.12)

\[
\frac{dR}{dE'}(v_{\text{min}}, E') \equiv \frac{\partial}{\partial v_{\text{min}}} \left[ \frac{dH}{dE'}(v_{\text{min}}, E') \right],
\]

(E.1)

from the response function \( dH(v_{\text{min}}, E')/dE' \) to the speed distribution, when we write the rate as in Eq. (2.9), namely

\[
\frac{dR}{dE'} = \frac{\sigma e}{m} \int_0^\infty dv \frac{F(v, t)}{v} \frac{dH}{dE'}(v, E').
\]

(E.2)

This procedure allows us to make contact with the formulation used for DM scattering off nuclei, in particular for inelastic scattering, as explained in App F.

Starting from Eq. (A.6) and using Eq. (A.8) and Eq. (A.9) we get

\[
\frac{dR}{dE_R} = \sum_{i,f} \rho \frac{\sigma e}{4\pi \mu_e^2 m E_R} \int d^3vf\chi(v) \int \frac{d^3q}{q^2} \delta(\cos \theta_{qv} - \frac{v_{\text{min}}}{v}) |F_{\text{DM}}(q)|^2 |f^{i,f}(q, E_R)|^2,
\]

(E.3)

or after further simplification

\[
\frac{dR}{dE_R} = \sum_{i,f} \frac{\rho \sigma e}{2\mu_e^2 E_R} \int dv \frac{F(v)}{v} \int_{q_{\pm}(v, E_e)} dq q |F_{\text{DM}}(q)|^2 |f^{i,f}(q, E_R)|^2,
\]

(E.4)

where \( \tilde{v} = \sqrt{2E_e/m} \) and the functions \( q_{\pm}(v, E_e) \) are given in Eq. (3.8). Integrating now on \( E_R \) to obtain the observable differential rate \( dR/dE' \) we identify \( dH(E', v)/dE' \) as

\[
\frac{dH}{dE'}(v, E') \equiv \begin{cases} \frac{\epsilon(E')}{2\mu_e^2} \int \frac{dE_R}{E_R} G(E', E_R) \sum_{i,f} \int_{q_{\pm}(v, E_e)} dq q |F_{\text{DM}}(q)|^2 |f^{i,f}(q, E_R)|^2 & \text{if } v \geq \tilde{v}, \\ 0 & \text{if } v < \tilde{v}. \end{cases}
\]

(E.5)
Notice that this expression depends on the speed \( v \) only though the limits of the integration in \( q \). Taking the partial derivative of this expression with respect to \( v \), and recalling we defined in Eq. (3.17) \( \partial q_{\pm}(v, E_e)/\partial v = J_{\pm}(v, E_e) \), we recover Eqs. (3.21) and (3.22).

F Comparison with the formalism for DM scattering off nuclei

In DM-electron scattering, with kinematics described by Eq. (3.6), two of the three variables - momentum transfer \( q \), detectable energy \( E_R \), and \( v_{\text{min}} \) - are independent. In the halo-dependent usual formalism, \( v_{\text{min}} \) is taken to be a function of the other two. In the halo-independent formalism, we choose instead \( E_R \) and \( v_{\text{min}} \) as independent variables, and thus we change an integration in \( q \) to obtain the rate into an integration in \( v_{\text{min}} \).

In the DM scattering off nuclei (of mass \( m_N \)) the kinematics sets \( E_R = q^2/(2m_N) \), and only one of the two variables \( E_R \) and \( v_{\text{min}} \) is independent. In the halo-independent method we chose \( v_{\text{min}} \) to be the independent variable and thus change an integration in \( E_R \) to get the predicted event rate into an integration in \( v_{\text{min}} \).

In spite of these differences in the kinematics of DM-electron scattering and DM-nucleus scattering, we can identify a similarity in the equations we get in \( q \) in DM scattering off electrons and in \( E_R \) in the inelastic endothermic DM scattering off nuclei. In this latter case, the DM particles scatter to a new state of mass \( m' = m + \delta \), where \( |\delta| \ll m \), and \( \delta > 0 \) \((< 0)\) describes endothermic (exothermic) scattering. In this case (see e.g. Refs. [64, 82, 83]), in the limit \( \mu_{\chi N}|\delta|/m^2 \ll 1 \), \( v_{\text{min}}(E_R) \) is

\[
v_{\text{min}}(E_R) = \frac{1}{\sqrt{2m_N E_R}} \left| \frac{m_N E_R}{\mu_{\chi N}} + \delta \right|,
\]

which reduces to the typical equation for elastic scattering when \( \delta = 0 \). Thus, the range of possible recoil energies that can be imparted to a target nucleus by a DM particle traveling at speed \( v \) in Earth’s frame is \([E_R^-(v), E_R^+(v)]\), where

\[
E_R^{\pm}(v) = \frac{\mu_{\chi N}^2 v^2}{2m_N} \left( 1 \pm \sqrt{1 - \frac{2\delta}{\mu_{\chi N} v^2}} \right)^2.
\]

For endothermic scattering the minimum possible value of \( v \) is \( v_{\delta}^N = \sqrt{2\delta/\mu_{\chi N}} > 0 \), which depends on the nuclide type through the reduced mass \( \mu_{\chi N} \) (for exothermic and elastic scattering the minimum is instead \( v_{\delta} = 0 \)). Notice the similarity of the definition of \( E_R^{\pm}(v) \) in Eq. (F.2) with the definition of \( q_{\pm}(v, E_e) \) in Eq. (3.8). In Eq. (E.4), for a fixed speed \( v \) the integration in \( q \) is between \( q_- \) and \( q_+ \), and similarly here the integration for fixed speed is between \( E_R^- \) and \( E_R^+ \). The differential rate as a function of the detected energy \( E' \) for DM scattering off a nuclide \( N \) is (see Eq. (2.4), Eq. (2.5), Eq. (2.8) and Eq. (2.9))

\[
\frac{dR_N}{dE'} = \epsilon(E') \int_0^\infty dE_R G_N(E', E_R) \frac{dR_N}{dE_R}.
\]
Thus, summing over all nuclides in the target the total rate can be written in the form

\[
\frac{dR}{dE'} = \frac{\sigma_{\text{ref}} \rho}{m} \int_{v \geq v_\delta} d^3v \frac{f_X(v', t)}{v} \frac{dH}{dE'}(v', E'),
\]

(F.4)

where the response function \(dH/dE' = \sum_N dH_N/dE'\) (Eq. (2.10)) is \([64, 82, 83]\)

\[
\frac{dH}{dE'}(v, E') \equiv \begin{cases} 
\sum_N N_N \int_{E_R^-}^{E_R^+} dE_R \epsilon(E', E_R) G_N(E_R, E') \frac{v^2}{\sigma_{\text{ref}}} \frac{d\sigma_N}{dE_R}(E_R, v) & \text{if } v \geq v_\delta, \\
0 & \text{if } v < v_\delta.
\end{cases}
\]

(F.5)

Here, \(N_N\) is the number of nuclei per unit mass of the detector, \(\sigma_N\) is the DM-nucleus scattering cross section and \(v_\delta\) is the smallest of the speed threshold values \(v_N^N\) for all nuclides in the target. Notice the formal similarity between Eq. (F.5) and Eq. (E.5). Similarly to the response function in Eq. (E.5), the response function for nuclear scattering in Eq. (F.5) depends only on the speed \(v\), instead of the velocity vector \(\vec{v}\) if the scattering does not depend on the direction of the incoming DM particle.

As for DM scattering off electrons, also for inelastic endothermic scattering off nuclei for which \(v_\delta \neq 0\) (these are Eq. (2.11) to Eq. (2.15) applied to this type of DM)

\[
\frac{dR}{dE'} = -\int_{v_\delta}^{\infty} dv \frac{\partial \tilde{\eta}(v, t)}{\partial v} \frac{dH}{dE'}(v, E'),
\]

(F.6)

and, using that \(\tilde{\eta}(\infty, t) = 0\) and \(dH/dE'(E', v_\delta) = 0\), integrating Eq. (F.6) by parts results in

\[
\frac{dR}{dE'} = \int_{v_\delta}^{\infty} dv_{\min}\tilde{\eta}(v_{\min}, t) \frac{dR}{dE'}(v_{\min}, E'),
\]

(F.7)

where the differential response function \(dR/dE'\) is

\[
\frac{dR}{dE'}(v_{\min}, E') \equiv \frac{\partial}{\partial v_{\min}} \left[ \frac{dH}{dE'}(v_{\min}, E') \right].
\]

(F.8)

As for DM scattering off electrons, here if \(v_\delta\) is in the observable range of an experiment, the response function \(dRdE'\) depends on a Jacobian factor \(\partial E_R^\pm/\partial E_R\) which is singular at \(v = v_\delta\).
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