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Abstract

For a given quasi-regular positivity preserving coercive form, we construct a family of (\(\sigma\)-finite) distribution flows associated with the semigroup of the form. The canonical cadlag process equipped with the distribution flows behaves like a strong Markov process. Moreover, employing distribution flows we can construct optional measures and establish Revuz correspondence between additive functionals and smooth measures. The results obtained in this paper will enable us to perform a kind of stochastic analysis related to positivity preserving coercive forms.
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1 Introduction

A positivity preserving coercive form is a coercive closed form with which the associated semigroup \((T_t)_{t \geq 0}\) is positivity preserving, that is, \(f \geq 0\) implies \(T_tf \geq 0\). Positivity preserving semigroups as well as positivity preserving coercive forms appear in various research of mathematics and physics, and have been intensively studied by several authors. As early as in the initial of 50s of the last century, W. Feller has studied positivity preserving semigroups (\([Fe52, Fe54]\)). In 70s of the last century, A. Klein and L.J. Landau studied standard positivity preserving semigroups via path space techniques (\([KL75]\)).
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and B. Simon studied positivity preserving semigroups arising from mathematical physics ([Si73, Si77, Si79]). The study of positivity preserving coercive forms may be traced back to A. Beurling and J. Deny ([BD58]). Afterwards J. Bliedtner ([Bl71]) and A. Ancona ([An74, An76]) studied intensively the subject of positivity preserving coercive forms. For more recent literature concerning positivity preserving semigroups and coercive forms, see e.g. [Sc99, Hi00, Ar08, GMNO15, De15, De16, BCR16], and the references therein.

When a positivity preserving semigroup \((T_t)_{t \geq 0}\) is Markovian (which is referred to as “standard” in [KL75]), or more generally sub-Markovian, i.e. \(T_1 \leq 1\), one may study it via path space techniques. Under some additional conditions, e.g. Feller property, quasi-regularity, etc., one may associate a nice Markov process with the underlying sub-Markovian semigroup, and thus can study the semigroup by means of stochastic analysis. When \((T_t)_{t \geq 0}\) is merely positivity preserving but not sub-Markovian, one can not directly associate with it a Markov process. In [MR95], the authors extended and completed the previous work by \(h\)-associating a nice Markov process with a (not necessarily sub-Markovian) positivity preserving coercive form. They implemented \(h\)-transformation with a strictly \(\alpha\)-excessive function \(h\) to transfer the underlying form into a semi-Dirichlet form, and proved that a positivity preserving coercive form is \(h\)-associated with a nice Markov process if and only if the \(h\)-transform of the form is quasi-regular in the sense of [MR92, MOR95]. In [HMS11] the authors developed further the work of [MR95] by showing that it is possible to \(h\hat{\cdot}\)-associating with a pair of nice Markov processes for a quasi-regular positivity preserving coercive form, by implementing simultaneously \(h\)-transform with an \(\alpha\)-excessive function \(h\) and \(\hat{\cdot}\)-transform with an \(\alpha\)-coexcessive function \(\hat{\cdot}\).

It is evident that \(h\)-associated process depends on \(h\) and hence a positivity preserving coercive form may have many different \(h\)-associated Markov processes. Inspired by the work of pseudo Hunt processes introduced in [Os13], in this paper we shall construct a family of \((\sigma\text{-finite})\) distribution flows on path space, associated with a given positivity preserving coercive form. The family of distribution flows is independent of the choice of \(h\), and the canonical cadlag process equipped with the distribution flows behaves like a strong Markov process. Therefore we can perform a kind of stochastic analysis directly related to a positivity preserving coercive form. In details we obtain the following results in this paper.

Let \((\mathcal{E}, D(\mathcal{E}))\) be a quasi-regular positivity preserving coercive form on \(L^2(E; m)\), where \(E\) is a metrizable Lusin space. Let \((\mathcal{F}_t^0)_{t \geq 0}\) be the natural filtration generated by the \(E\)-valued cadlag coordinate process. In Section 3 we define a \(\sigma\text{-finite}\) measure \(Q_{x,t}\) on \(\mathcal{F}_t^0\) for each \(t \geq 0\) and \(x \in E\) via inverse \(h\)-transformation. We call \(Q_{x,t}\) a \((\sigma\text{-finite})\) distribution flow associated with \((\mathcal{E}, D(\mathcal{E}))\) (see Definition 3.1). Then we prove that \(Q_{x,t}\) is generated by the family of quasi-continuous kernels of \(T_s, 0 \leq s \leq t\) (see Lemma 3.2), and \(Q_{x,t}\) is independent of the choice of the \(\alpha\)-excessive function \(h\) (see Theorem 3.5). Moreover, we show that \(Q_{x,t}\) is in general different from \(Q_{x,s}\) if \(s \neq t\), and there is in general no single measure on \(\mathcal{F}_\infty^0\) such that its restriction to \(\mathcal{F}_t^0\) is \(Q_{x,t}\) (see Theorem 3.7). Nevertheless, the canonical process \((X_t)_{t \geq 0}\) equipped with \((\mathcal{F}_t^0)_{t \geq 0}\) and the family of distribution flows \((Q_{x,t})_{t \geq 0}, x \in E\), enjoys also Markov property (see Theorem 3.9).

For deriving a strong Markov property of \((X_t)_{t \geq 0}\) in the environment of distribution flows, in Section 4 we augment \((\mathcal{F}_t^0)_{t \geq 0}\) to obtain a filtration \((\mathcal{M}_t)_{t \geq 0}\) which is right continuous and universally measurable, and hence suitable to accommodate stopping times. Because there is no single measure on \(\mathcal{F}_\infty^0\) which could be used for completion, hence the procedure of the
augmentation is new and nontrivial (see (4.3) and the proof of Theorem 4.4).

In Section 5 we study stopping times and strong Markov property related to the filtration \( \{ \mathcal{M}_t \} \). Denote by \( \mathcal{T} \) all the \( \{ \mathcal{M}_t \} \)-stopping times. Expanding the definition of \( \overline{Q}_{x,t} \), we define a \((\sigma\text{-finite})\) measure \( \overline{Q}_{x,\sigma} \) on \( \mathcal{M}_\sigma \) for each \( \sigma \in \mathcal{T} \) and \( x \in E \). We call \( (\overline{Q}_{x,\sigma})_{\sigma \in \mathcal{T}} \) an expanded \((\sigma\text{-finite})\) distribution flow associated with \( (\mathcal{E}, D(\mathcal{E})) \) (see Definition 5.2 and Proposition 5.9). Then we are able to show that \( (X_t)_{t \geq 0} \) equipped with the filtration \( \{ \mathcal{M}_t \}_{t \geq 0} \) and the family of expanded distribution flows \( (\overline{Q}_{x,\sigma})_{\sigma \in \mathcal{T}}, x \in E \), enjoys strong Markov property (see Theorem 5.11).

In the area of Dirichlet forms, positive continuous additive functionals (PCAFs), together with the Revuz correspondence between PCAFs and smooth measures, constitute an active subject and play important roles in stochastic analysis. In Section 6 we derive an analogy in the context of positivity preserving coercive forms. To handle the problem that there is no single measure on the path space, in Subsection 6.1 we introduce a notion of \( \mathcal{O}\)-measurable positive continuous additive functionals (\( \mathcal{O}\)-PCAFs), in which the defining set is an optional set rather than a set in \( \mathcal{M}_\infty \) (see Definition 6.2). \( \mathcal{O}\)-PCAFs in the framework of positivity preserving coercive forms play a similar role as PCAFs do in the framework of Dirichlet forms. In particular, we establish a one to one correspondence between \( \mathcal{O}\)-PCAFs and smooth measures (Revuz correspondence) in the subsequent subsections. In Subsection 6.2 we establish the Revuz correspondence by means of \( h\)-associated processes (see Theorem 6.3). Then in Subsection 6.3 we prove that the Revuz correspondence is in fact independent of the \( \alpha\)-excessive function \( h \) (see Corollary 6.12). To this end we introduce optional measure \( \mathcal{Q}^1_x(\cdot) \) generated by an \( \mathcal{O}\)-PCAF \( A \). Employing the structure of optional \( \sigma\)-field and the structure of predictable \( \sigma\)-field, we prove that \( \mathcal{Q}^1_x(\cdot) \) is independent of the the \( \alpha\)-excessive function \( h \) (see Theorem 6.11 and its proof). We believe that the concept of optional measure \( \mathcal{Q}^1_x(\cdot) \) will have interest by its own and will be useful in the further study of stochastic analysis related to positivity preserving coercive forms.

In Section 2 below we review some results concerning \( h\)-associated processes as preliminaries.

## 2 \( h\)-associated Processes

As a preparation and also for the convenience of the readers, in this section we review some previous results concerning \( h\)-associated processes of positivity preserving coercive forms. Let \( E \) be a metrizable Lusin space with its Borel \( \sigma\)-algebra \( \mathcal{B}(E) \), and \( m \) a \( \sigma\)-finite positive measure on \( (E, \mathcal{B}(E)) \). We denote by \( (\cdot, \cdot)_m \) the inner product of the (real) Hilbert space \( L^2(E; m) \). For a bilinear form \( \mathcal{E} \) with domain \( D(\mathcal{E}) \) in \( L^2(E; m) \), we write \( \mathcal{E}_\alpha(u, v) := \mathcal{E}(u, v) + \alpha(u, v)_m \) for \( \alpha > 0 \). Write \( \tilde{\mathcal{E}}(u, v) := \mathcal{E}(v, u), \overline{\mathcal{E}}(u, v) := \frac{1}{2}(\mathcal{E}(u, v) + \mathcal{E}(v, u)) \), and \( \mathcal{E}(u, v) := \frac{1}{2}(\mathcal{E}(u, v) - \mathcal{E}(v, u)) \) for \( u, v \in D(\mathcal{E}) \). Recall that a bilinear form \( (\mathcal{E}, D(\mathcal{E})) \) is called a coercive closed form if its domain \( D(\mathcal{E}) \) is dense in \( L^2(E; m) \) and the following conditions (i) and (ii) are satisfied.

(i) \( (\mathcal{E}, D(\mathcal{E})) \) is non-negative definite and closed on \( L^2(E; m) \).

(ii) (Sector condition). There exists a constant \( K > 0 \) (called continuity constant) such that \( |\mathcal{E}_1(u, v)| \leq K \mathcal{E}_1(u, u)^{\frac{1}{2}} \mathcal{E}_1(v, v)^{\frac{1}{2}} \) for all \( u, v \in D(\mathcal{E}) \).

We adopt the following definition from [MR93].

**Definition 2.1.** (cf. [MR93, Definition 1.1]) A coercive closed form \( (\mathcal{E}, D(\mathcal{E})) \) on \( L^2(E; m) \)
is called a positivity preserving coercive form, if for all \( u \in D(\mathcal{E}) \), it holds that \( u^+ \in D(\mathcal{E}) \) and \( \mathcal{E}(u, u^+) \geq 0 \).

A semi-Dirichlet form on \( L^2(E; m) \) is always a positivity preserving coercive form (cf. [MR95, Remark 1.4 (iii)]). Recall that a coercive closed form \((\mathcal{E}, D(\mathcal{E}))\) is called a semi-Dirichlet form if for all \( u \in D(\mathcal{E}) \), it holds that \( u^+1 \in D(\mathcal{E}) \) and \( \mathcal{E}(u+u^+, u-u^+1) = 0 \).

For a positivity preserving coercive form \((\mathcal{E}, D(\mathcal{E}))\), we denote by \((T_t)_{t \geq 0}\) and \((G_\alpha)_{\alpha > 0}\) the semigroup and resolvent (resp. co-semigroup and co-resolvent) associated with \((\mathcal{E}, D(\mathcal{E}))\). It is known that a coercive form \((\mathcal{E}, D(\mathcal{E}))\) is positivity preserving if and only if \((T_t)_{t \geq 0}\) and \((G_\alpha)_{\alpha > 0}\) are positivity preserving, that is, \( f \geq 0 \) implies \( T_tf \geq 0 \) and \( \alpha G_\alpha f \geq 0 \) for all \( t > 0 \), \( \alpha > 0 \) (cf. [MR95, Theorem 1.5, Theorem 1.7]).

Let \( \alpha \geq 0 \). Recall that a function \( h \in L^2(E; m) \) is called \( \alpha \)-excessive (resp. \( \alpha \)-coexcessive) if \( h \geq 0 \) and \( e^{-\alpha t}T_th \leq h \) (resp. \( e^{-\alpha t}T_th \geq h \)) for all \( t > 0 \). Given a strictly positive \( \alpha \)-excessive function \( h \), the conventional \( h \)-transform of \((T_t)_{t \geq 0}\) is defined as

\[
T_t^hf := h^{-1}e^{-\alpha t}T_th, \quad \forall t \geq 0, \ f \in L^2(E; h^2 \cdot m).
\]  

By the discussion of [MR95], we know that \((T_t^h)_{t \geq 0}\) is the semigroup associated with the semi-Dirichlet form \((\mathcal{E}_h\alpha, D(\mathcal{E}_h))\) on \( L^2(E; h^2 \cdot m) \), where \((\mathcal{E}_h, D(\mathcal{E}_h))\) is the \( h \)-transform of \((\mathcal{E}, D(\mathcal{E}))\) (MR95, Definition 3.1) and \( \mathcal{E}_h\alpha(u, v) = \mathcal{E}(u, v) + \alpha(u, v)h^2m \) for \( u, v \in D(\mathcal{E}) \).

The following remark can be checked directly.

**Remark 2.2.** Let \( \gamma \geq \alpha \), then \( g \in D(\mathcal{E}) \) is a \( \gamma \)-excessive function (resp. \( \gamma \)-coexcessive function) of \((\mathcal{E}, D(\mathcal{E}))\) if and only if \( \frac{g}{h} \in D(\mathcal{E}_h) \) is a \((\gamma-\alpha)\)-excessive function (resp. \((\gamma-\alpha)\)-coexcessive function) of \((\mathcal{E}_h, D(\mathcal{E}_h))\).

In the remainder of this section we assume that \((\mathcal{E}, D(\mathcal{E}))\) is a quasi-regular positivity preserving coercive form in the sense of [MR95, Definition 4.9]. Then every element of \( D(\mathcal{E}) \) admits an \( \mathcal{E} \)-quasi-continuous \( m \)-version. Below for the involved terminologies we refer to e.g. [MR92] and [MR95]. Let \( M := (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (P_x)_{x \in \Delta}) \) be a right process with state space \( E \) and transition semigroup \((P_t)_{t \geq 0}\). Here and henceforth \( \Delta := E \cup \{\Delta\} \) where \( \Delta \) is an extra point of \( E \) serving as the cemetery of the process. We shall always make the convention that \( f(\Delta) = 0 \) for any function \( f \) originally defined on \( E \). Let \( \alpha > 0 \). By the quasi-regularity we can take a strictly positive \( \mathcal{E} \)-quasi-continuous \( \alpha \)-excessive function \( h \in D(\mathcal{E}) \). We write

\[
Q_t f(x) := h(x)e^{\alpha t}P_t(h^{-1}f)(x) = h(x)E_x\left[\frac{e^{\alpha t}f(X_t)}{h(X_t)}\right]; \quad t < \zeta
\]  

provided the right hand side makes sense. We shall sometimes use \( Q_t(\cdot, \cdot) \) to denote the kernel determined by (2.2). The concept of \( h \)-associated process was introduced in [MR95], which we restate in the definition below.

**Definition 2.3.** (cf. [MR95, Definition 5.1]) Let \( Q_t f \) be defined by (2.2).

(i) We say that \((\mathcal{E}, D(\mathcal{E}))\) is \( h \)-associated with \( M \), or \( M \) is an \( h \)-associated process of \((\mathcal{E}, D(\mathcal{E}))\), if \( Q_t f \) is an \( m \)-version of \( T_t f \) for any \( f \in L^2(E; m) \).
(ii) We say that \((\mathcal{E}, D(\mathcal{E}))\) is properly \(h\)-associated with \(M\), or \(M\) is a properly \(h\)-associated process of \((\mathcal{E}, D(\mathcal{E}))\), if in addition \(Q_t f\) is an \(\mathcal{E}\)-quasi-continuous version of \(T_t f\) for any \(f \in L^2(\mathcal{E}; m)\).

The following result was proved in \cite{MR95}.

**Proposition 2.4.** [\cite{MR95}, Theorem 5.2] Let \(h \in D(\mathcal{E})\) be a strictly positive \(\alpha\)-excessive function. Then \((\mathcal{E}, D(\mathcal{E}))\) is properly \(h\)-associated with an \(m\)-special standard process \(M\) if and only if \((\mathcal{E}, D(\mathcal{E}))\) is quasi-regular. In this case \(h\) is always \(\mathcal{E}\)-quasi-continuous.

**Remark 2.5.** Let \(h \in D(\mathcal{E})\) be a strictly positive \(\alpha\)-excessive function. If \((T_t^h)_{t \geq 0}\) is associated with a right process \(M\), then by a result of \cite{Fi01}, \((\mathcal{E}^h, D(\mathcal{E}^h))\) is quasi-regular and \(M\) is in fact an \(m\)-tight special standard process properly associated with \((\mathcal{E}^h, D(\mathcal{E}^h))\). If in addition \(h\) is \(\mathcal{E}^h\)-quasi-continuous, then \((\mathcal{E}, D(\mathcal{E}))\) is quasi-regular and is properly \(h\)-associated with \(M\).

Note that the \(h\)-associated process mentioned above depends on the \(\alpha\)-excessive function \(h\) and hence a positivity preserving coercive form may have many different \(h\)-associated Markov processes. Inspired by the work of pseudo Hunt processes introduced in \cite{Os13}, below we shall construct a family of \((\sigma\text{-finite})\) distribution flows on path space, which is independent of \(h\) and can accommodate stochastic analysis for positivity preserving coercive forms.

## 3 Distribution flows associated with \((\mathcal{E}, D(\mathcal{E}))\)

Throughout this section we assume that \((\mathcal{E}, D(\mathcal{E}))\) is a quasi-regular positivity preserving coercive form and \((T_t)_{t \geq 0}\) is its associated semigroup. From now on we fix an \(\alpha > 0\) and denote by \(\mathcal{H}\) the totality of strictly positive \(\mathcal{E}\)-quasi-continuous \(\alpha\)-excessive functions in \(D(\mathcal{E})\). Note that by the quasi-regularity of \((\mathcal{E}, D(\mathcal{E}))\) (cf. \cite{MR95}, Definition 4.9), \(\mathcal{H}\) is non-empty. By Proposition 2.4 we know that \((T_t)_{t \geq 0}\) admits a kernel \(Q_t(x, \cdot)\) determined by (2.2) with the help of some \(h \in \mathcal{H}\). Denote by \(\bar{\Omega}\) the Skorohod space over \(\mathcal{E}\) with cemetery \(\Delta\). We shall make use of the kernel \(Q_t(x, \cdot)\) to construct a flow of \(\sigma\text{-finite}\) distributions \((\bar{Q}_{x,t})_{t \geq 0}\) on \(\bar{\Omega}\). To this end, in what follows we fix an \(h \in \mathcal{H}\). Let

\[M^h := (\Omega, \mathcal{F}_t^h, (\mathcal{F}_t^h)_{t \geq 0}, (X_t)_{t \geq 0}, (P_x^h)_{x \in E_\Delta})\]

with transition semigroup \((P_t^h)_{t \geq 0}\) and life time \(\zeta\) be a special standard process properly \(h\)-associated with \((\mathcal{E}, D(\mathcal{E}))\). Without loss of generality we may assume that \(\Omega\) is the Skorohod space over \(\mathcal{E}\) with cemetery \(\Delta\), and \((X_t)_{t \geq 0}\) is the canonical process on \(\Omega\), i.e., \(X_t(\omega) = \omega_t\) for \(\omega \in \Omega\). Denote by \((\mathcal{F}_t^0)_{t \geq 0}\) the natural filtration of \((X_t)_{t \geq 0}\) without augmentation. That is,

\[\mathcal{F}_t^0 := \sigma(X_s, s \in [0, t]), \quad \mathcal{F}_\infty^0 := \sigma(X_s, s \geq 0).\]

In this paper for any measurable space \((\Omega, \mathcal{F})\), we shall denote by \(p\mathcal{F}\) all the nonnegative \(\mathcal{F}\)-measurable functions on \(\Omega\), and by \(b\mathcal{F}\) all the bounded \(\mathcal{F}\)-measurable functions on \(\Omega\).

**Definition 3.1.** For \(t \geq 0, x \in E\), we define a measure \(\bar{Q}_{x,t}\) on \(\mathcal{F}_t^0\) by setting

\[\bar{Q}_{x,t}((\Lambda; t < \zeta)) = h(x)E_x^h\left(\frac{e^{\alpha t}I_\Lambda}{h(X_t)}; t < \zeta\right), \quad \forall \Lambda \in \mathcal{F}_t^0,\]

where \(I_\Lambda = \mathbf{1}_{\Lambda}\).
where $I_{\Lambda}$ is the indicator function of $\Lambda$, $E_x^h$ is the expectation related to $P_x^h$. We call $Q_{x,t}$ a $\sigma$-finite distribution up to time $t$ (in short, distribution up to $t$), and call $(Q_{x,t})_{t \geq 0}$ a $\sigma$-finite distribution flow (in short, distribution flow) associated with $(\mathcal{E}, D(\mathcal{E}))$.

The reader should be aware that unlike usual distribution, $Q_{x,t}$ is in general not a probability measure, or even not a finite measure, but it is a $\sigma$-finite measure (cf. Definition 3.3 and (3.4) below). This is the reason that we address “$\sigma$-finite” in the definition. We are grateful to Mu-Fa Chen who suggested us to distinct $Q_{x,t}$ from the usual distribution clearly.

We shall denote by $Q_{x,t}^1$, or $Q_{x,t}[: t < \zeta]$, the integral related to $Q_{x,t}$. With the convention that $f(\Delta) = 0$ for any function originally defined on $E$, comparing (3.2) with (2.2), we see that for any $f \in p\mathcal{B}(E)$, it holds that

$$Q_{x,t}[f(X_t)] = Q_t f(x).$$

In fact we have the following extension of (3.3).

**Lemma 3.2.** For all $0 \leq t_1 < t_2 < \cdots < t_n = t$, $f \in p\mathcal{B}(E^n)$, $x \in E$, it holds that

$$Q_{x,t}[f(X_{t_1}, \ldots, X_{t_n})] = \int_E Q_{t_1}(x, dx_1) \cdots \int_E Q_{t_{n-1}}(x_{n-1}, dx_n) f(x_1, \ldots, x_n).$$

**Proof.** Let $0 \leq t_1 < t_2 < \cdots < t_n = t$, $f \in \mathcal{B}(E^n)^+$, q.e. $x \in E$, we have

$$Q_{x,t}[f(X_{t_1}, \ldots, X_{t_n})] = h(x) E_x^h \frac{e^{\alpha t_n} f(X_{t_1}, \ldots, X_{t_n})}{h(X_{t_n})}; t_n < \zeta$$

$$= h(x) e^{\alpha t_n} \int_E P_{t_1}^h(x, dx_1) \cdots \int_E P_{t_{n-1}}^h(x_{n-1}, dx_n) \frac{f(x_1, \ldots, x_n)}{h(x)}$$

$$= h(x) e^{\alpha t_1} \int_E \frac{1}{h(x_1)} P_{t_1}^h(x, dx_1) h(x_1) \cdots h(x_{n-1}) e^{\alpha (t_{n-1})} \int_E P_{t_{n-1}}^h(x_{n-1}, dx_n) \frac{f(x_1, \ldots, x_n)}{h(x)}$$

$$= \int_E Q_{t_1}(x, dx_1) \cdots \int_E Q_{t_{n-1}}(x_{n-1}, dx_n) f(x_1, \ldots, x_n).$$

We remark that for a given $h \in \mathcal{H}$, there are many different special standard processes $M^h$ properly $h$-associated with $(\mathcal{E}, D(\mathcal{E}))$. But these $h$-associated processes are equivalent to each other in the sense of [MR92, IV.Definition 6.3] (cf. also [FOT11, Theorem 4.2.8]). Accordingly, we introduce the notion of equivalence for distribution flows as the definition below.

**Definition 3.3.** Let $Q_{x,t}$ and $Q_{x,t}'$ be two $\sigma$-finite distribution flows (may be constructed with different $h$ and/or different $M^h$). We say that $Q_{x,t}$ and $Q_{x,t}'$ are equivalent to each other, if there exists a Borel set $S \subset E$ such that $(Q_{x,t})_{t \geq 0}$ and $(Q_{x,t}')_{t \geq 0}$ are identical for all $x \in S$ and $E \setminus S$ is $\mathcal{E}$-exceptional.
Proposition 3.4. Given $h \in \mathcal{H}$. Let $\overline{Q}_{x,t}$ and $\overline{\overline{Q}}_{x,t}$ be distribution flows constructed by (3.2) with two different $h$-associated processes. Then $\overline{Q}_{x,t}$ and $\overline{\overline{Q}}_{x,t}$ are equivalent to each other in the sense of Definition 3.3.

Proof. The proposition can be proved by employing [MR92, IV. Theorem 6.4] or [FOT11, Theorem 4.2.8].

The above proposition can be strengthened as the theorem below.

Theorem 3.5. $\overline{Q}_{x,t}$ defined by (3.2) is independent of $h \in \mathcal{H}$. More precisely, let $\overline{Q}_{x,t}$ and $\overline{\overline{Q}}_{x,t}$ be distribution flows constructed by (3.2) with two different $h \in \mathcal{H}$ and $h' \in \mathcal{H}$. Then $\overline{Q}_{x,t}$ and $\overline{\overline{Q}}_{x,t}$ are equivalent to each other in the sense of Definition 3.3.

The proof of Theorem 3.5 needs some preparations.

Recall that for a right process $M = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (P_x)_{x \in \Delta})$ with life time $\zeta$, a set $S \in \mathcal{B}(E)$ is called $M$-invariant, if there exists $\Omega \in \mathcal{F}$ such that

$$\Omega \in S \cap (E \setminus S) \neq \emptyset$$

and $P_t(\Omega \in S) = 0$ for all $t \geq 0$. Here, $\overline{X}_t(\omega)$ stands for the closure of $\{X_s(\omega) \mid s \in [0, t]\}$ in $E$ (cf. e.g. [MR92, IV. Definition 6.1]). For any subset $S \subseteq E$, we use $\mathcal{B}(S)^+$ to denote all the nonnegative Borel functions on $S$.

Let $h \in \mathcal{H}$ and $h' \in \mathcal{H}$. Below we write $h_1 = h$ and $h_2 = h'$ for simplicity. For $i = 1, 2$, let $M^{h_i} := (\Omega, \mathcal{F}^{h_i}, (\mathcal{F}^{h_i}_t)_{t \geq 0}, (X_t)_{t \geq 0}, (P^{h_i}_x)_{x \in \Delta})$ with transition semigroup $(P^{h_i}_t)_{t \geq 0}$ and life time $\zeta$ be a special standard process properly $h_i$-associated with $(\mathcal{E}, D(\mathcal{E}))$.

Lemma 3.6. Let $Q^{(h_i)}_t$ be defined by (2.2) with respect to $P^{h_i}_t$, $i = 1, 2$. Then there exists an $\mathcal{E}$-nest $(F_k)_{k \geq 1}$ consisting of compact sets such that $h_i \in C(\{F_k\})$ for both $i = 1, 2$, and a Borel set $S \subseteq \bigcup_{k \geq 1} F_k$ satisfying the following properties.

(i) $E \setminus S$ is $\mathcal{E}$-exceptional (hence $m(E \setminus S) = 0$).
(ii) $S$ is both $M^{h_1}$-invariant and $M^{h_2}$-invariant.
(iii) $Q^{(h_1)}_t(x, E \setminus S) = Q^{(h_2)}_t(x, E \setminus S) = 0$ and $Q^{(h_1)}_t f(x) = Q^{(h_2)}_t f(x)$, for all $x \in S$, $t > 0$, and $f \in \mathcal{B}(E)^+$.

Proof. Note first that by [MR95, Proposition 4.2]), $(F_k)_{k \geq 1}$ is an $\mathcal{E}$-nest if and only if it is an $\mathcal{E}^{h_i}$-nest for $i = 1, 2$, and a subset $N \subseteq E$ is an $\mathcal{E}$-exceptional set if and only if it is an $\mathcal{E}^{h_i}$-exceptional set for $i = 1, 2$. By the property of quasi-regularity, we can take an $\mathcal{E}$-nest $(F_k)_{k \geq 1}$ consisting of compact sets and a countable family of bounded functions $\mathcal{U} \subseteq C(\{F_k\})$, such that $h_i \in C(\{F_k\})$ for both $i = 1, 2$, and such that $\mathcal{U} \subseteq \bigcup_{k \geq 1} D(\mathcal{E})_{F_k}$ and $\mathcal{U}$ separates the points of $E$ excepting an $\mathcal{E}$-exceptional set $N_0$. Similar to the argument of [MR92, IV. Proposition 5.30 (ii)], we can show that for each $u \in \mathcal{U}$ there is an $\mathcal{E}$-exceptional set $N_u$ such that $Q^{(h_1)}_t u(z)$ and $Q^{(h_2)}_t u(z)$ are right continuous in $t$ for $z \in E \setminus N_u$. On the other hand, by Definition 2.2 (ii) one can check that for each $t > 0$ and $u \in \mathcal{U}$, it holds that $Q^{(h_1)}_t u = Q^{(h_2)}_t u \mathcal{E}$-q.e.. Therefore, by first considering rational $t$, and then taking right limit along $t$, we can find an $\mathcal{E}$-exceptional set $N$ such that $Q^{(h_1)}_t u(z) = Q^{(h_2)}_t u(z)$ for all $u \in \mathcal{U}, t > 0$ and $z \in E \setminus N$. This implies that $Q^{(h_1)}_t(z, \cdot)$ and $Q^{(h_2)}_t(z, \cdot)$ as kernels are identical for $t > 0$ and $z \in E_0$ where $E_0 := E \setminus (N \cup N_0)$. Hence, $Q^{(h_1)}_t f(z) = Q^{(h_2)}_t f(z)$ for all $z \in E_0$, $t > 0$, and $f \in p\mathcal{B}(E_0)$. Employing a standard argument (cf. e.g. [MR92].
IV. Corollary 6.5 [FOT11, Theorem 4.1.1], we can construct a Borel set \( S \subset E_0 \) such that \( S \subset \bigcup_{k \geq 1} F_k \), \( E \setminus S \) is \( \mathcal{E} \)-exceptional, and \( S \) is both \( \mathbf{M}^{B_1} \)-invariant and \( \mathbf{M}^{B_2} \)-invariant. By the property of invariant set and the fact that \( S \subset E_0 \) we can verify (iii) of the lemma.

**Proof.** (proof of Theorem 3.5)

Let \( \overline{Q}_{x,t} \) and \( \overline{Q}'_{x,t} \) be distribution flows constructed by (3.2) with two different \( h \in \mathcal{H} \) and \( h' \in \mathcal{H} \). By Lemma 3.2 we see that \( \overline{Q}_{x,t} \) is determined by the kernel \( Q_t(x, \cdot) \) and \( \overline{Q}'_{x,t} \) is determined by the kernel \( Q'_t(x, \cdot) \) where \( Q'_t(x, \cdot) \) is specified by (2.2) with \( h \) replaced by \( h' \). Writing \( h = h_1 \) and \( h' = h_2 \), applying Lemma 3.6 we see that there exists a Borel set \( S \subset E \) such that \( E \setminus S \) is \( \mathcal{E} \)-exceptional, and \( (\overline{Q}_{x,t})_{t \geq 0} \) and \( (\overline{Q}'_{x,t})_{t \geq 0} \) are identical for all \( x \in S \). Therefore \( \overline{Q}_{x,t} \) and \( \overline{Q}'_{x,t} \) are equivalent to each other in the sense of Definition 3.3.

The theorem below explores more features of \( \overline{Q}_{x,t} \).

**Theorem 3.7.** (i) Let \( s < t \). The restriction of \( \overline{Q}_{x,t} \) on \( \mathcal{F}_s^0 \cap \{ s < \zeta \} \) is in general different from \( \overline{Q}_{x,s} \).

(ii) There is in general no measure \( \overline{Q}_x \) on \( \mathcal{F}_\infty^0 \) with the property that the restriction of \( \overline{Q}_x \) on \( \mathcal{F}_s^0 \cap \{ t < \zeta \} \) is equal to \( \overline{Q}_{x,t} \).

**Proof.** (i) We construct an example to show this. For \( t > s \), let \( A_{ts} = \{ x \in E : \hat{Q}_s h(x) > 0 \text{ and } Q_{t-s}(x, E) > 1 \} \), where \( h \) is some strictly positive quasi-continuous \( \alpha \)-coexcessive function and \( Q_t h(x) \) is defined by (2.2) with the help of \( h \) and an \( h \)-associated process of \( (\mathcal{E}, D(\mathcal{E})) \). Assume that \( (Q_t)_{t \geq 0} \) is being a version of \( (T_t)_{t \geq 0} \) is not sub-Markovian, then we can find \( t > s \) such that \( m(A_{ts}) > 0 \). Take a compact set \( F_k \) with \( m(A_{ts} \cap F_k) > 0 \) such that \( h \) is strictly positive and bounded on \( F_k \). Set \( \Gamma = X_{s-1}^{-1}(A_{ts} \cap F_k) \in \mathcal{F}_s^0 \), by (3.3) we get

\[
\overline{Q}_{x,s}(\Gamma) = \overline{Q}_{x,s}[I_{A_{ts} \cap F_k}(X_s)] = \int_E Q_s(x, dx_1)I_{A_{ts} \cap F_k}(x_1).
\]

One can check that \( \overline{Q}_{x,s}(\Gamma) < \infty \) for all \( x \in E \). More over, if we set \( B = \{ x \in E : \overline{Q}_{x,s}(\Gamma) > 0 \} \), then we will have \( m(B) > 0 \). Then for \( x \in B \) by Lemma 3.2 we get

\[
\overline{Q}_{x,t}(\Gamma; s < \zeta) = \overline{Q}_{x,t}[I_{A_{ts} \cap F_k}(X_s)] = \overline{Q}_{x,t}[I_{A_{ts} \cap F_k}(X_s)I_E(X_t)] = \int_E Q_s(x, dx_1)I_{A_{ts} \cap F_k}(x_1) \int_E Q_{t-s}(x_1, dx_2) > \overline{Q}_{x,s}(\Gamma).
\]

Therefore, the restriction of \( \overline{Q}_{x,t} \) on \( \mathcal{F}_s^0 \cap \{ s < \zeta \} \) is in general different from \( \overline{Q}_{x,s} \).

(ii) Suppose that there was a measure \( \overline{Q}_x \) on \( \mathcal{F}_\infty^0 \) with the property specified as in (ii). Let \( s < t \) and \( \Gamma \) be as in the proof of (i). Since \( \{ s < \zeta \} \supset \{ t < \zeta \} \), we would have

\[
\overline{Q}_x(\Gamma; s < \zeta) \geq \overline{Q}_x(\Gamma; t < \zeta).
\]

But by (3.3) we would have

\[
\overline{Q}_x(\Gamma; s < \zeta) = \overline{Q}_{x,s}(\Gamma) < \overline{Q}_{x,t}(\Gamma; s < \zeta) = \overline{Q}_{x,t}(\Gamma; t < \zeta) = \overline{Q}_x(\Gamma; t < \zeta).
\]

This contradiction verifies the assertion (ii).
Remark 3.8. The measure defined by (3.2) was first introduced in [Os13, (3.11)] for the dual of a semi-Dirichlet form, and was denoted by $\mathbb{P}_x$ with no subscript $t$. The author did not notice that his definition of (3.11) is in fact dependent on $t$, and there is in general no single measure $\mathbb{P}_x$ satisfying his definition (3.11) simultaneously for different $t$.

Although there is in general no single measure satisfying (3.2) simultaneously for different $t$, but the canonical process $(X_t)_{t \geq 0}$ equipped with the whole family of distribution flows $(Q_{x,t})_{t \geq 0}$, $x \in E$, enjoys also strong Markov property. See Theorem 3.9 below. We use $(\theta_s)_{s \geq 0}$ to denote the usual time shift operators on $\Omega$.

Theorem 3.9. Let $s \geq 0$, $u \geq 0$ and $t = s + u$. Then for $\Gamma \in p\mathcal{F}_s^0$ and $Y \in p\mathcal{F}_u^0$, we have

$$\overline{Q}_{x,t}[\Gamma (Y \circ \theta_s); t < \zeta] = \overline{Q}_{x,s}[\Gamma \overline{Q}_{x,u}[Y; u < \zeta]; s < \zeta].$$

(3.6)

In particular, for $\Gamma \in p\mathcal{F}_s^0$ and $f \in p\mathcal{B}(E)$, we have

$$\overline{Q}_{x,s+u}[\Gamma f(X_{s+u}); s + u < \zeta] = \overline{Q}_{x,s}[\Gamma (Q_u f)(X_s); s < \zeta].$$

(3.7)

Proof. Denote by $\mathcal{F}_{s+} = \bigcap_{s \geq t} \mathcal{F}_s$, then $\mathcal{M}^h$ is an $(\mathcal{F}_t^h)_{t \geq 0}$ Markov process. Therefore, we have

$$\overline{Q}_{x,t}[\Gamma (Y \circ \theta_s); t < \zeta] = h(x)E_x^h [e^{\alpha t\Gamma} (Y \circ \theta_s)]_{h(X_t)} = h(x)E_x^h [e^{\alpha t\Gamma I_{\{s+u<\zeta\}} E_x^h (Y I_{\{u<\zeta\}} \circ \theta_s|\mathcal{F}_s^0)]}$$

$$= h(x)E_x^h [e^{\alpha t\Gamma I_{\{s<\zeta\}} E_x^h (Y I_{\{u<\zeta\}} \circ \theta_s|\mathcal{F}_s^0]}$$

$$= \overline{Q}_{x,s}[\Gamma \overline{Q}_{x,u}[Y; u < \zeta]; s < \zeta],$$

proving (3.6). Letting $Y = f(X_u)$ we get (3.7). \qed

The corollary below explores general relations between $\overline{Q}_{x,s}$ and $\overline{Q}_{x,t}$. In (3.8) we take an $\mathcal{E}$-nest $(F_k)_{k \geq 1}$ consisting of compact sets such that $h \in C((F_k))$, which ensures that the right hand side of (3.8) is finite. Note that when $s < t$, by (3.9) it may happen that $\overline{Q}_{x,s}[\Gamma; s < \zeta] < \infty$ but $\overline{Q}_{x,t}[\Gamma; t < \zeta] = \infty$, because it may happen that $Q_u(x, E) = \infty$ for q.e. $x \in E$.

Corollary 3.10. Let $s \geq 0$, $u \geq 0$ and $t = s + u$. Then for $\Gamma \in p\mathcal{F}_s^0$ we have

$$\overline{Q}_{x,t}[\Gamma I_{F_k}(X_t); t < \zeta] = \overline{Q}_{x,s}[\Gamma Q_u(X_s, F_k); s < \zeta], \forall k \geq 1,$$

(3.8)

and

$$\overline{Q}_{x,t}[\Gamma; t < \zeta] = \overline{Q}_{x,s}[\Gamma Q_u(X_s, E); s < \zeta].$$

(3.9)

Proof. In (3.7) taking $f = I_{F_k}$ we obtain (3.8), letting $f = I_E$ we obtain (3.9). \qed

We shall show that the process $(X_t)_{t \geq 0}$ equipped with distribution flows $(\overline{Q}_{x,t})_{t \geq 0}$, $x \in E$, enjoys also strong Markov property. Before showing that we should first augment the natural filtration to make it right continuous and universally measurable, and hence suitable to accommodate stopping times. Note that the distribution $P_x^h$ of the $h$-associated processes depends on $h$. For different $h$, the corresponding $P_x^h$'s might be not all equivalent (at least it is not clear for us). Hence we can not directly make use of the augmented filtration $(\mathcal{F}_t^h)_{t \geq 0}$. Thus we have to augment the natural filtration $(\mathcal{F}_t)_{t \geq 0}$ with the $\sigma$-finite distribution flow $(\overline{Q}_{x,t})_{t \geq 0}$. This is a new and nontrivial task.
4 Augmentation of the filtration

As in the previous section, in this section we fix an $h \in \mathcal{H}$. Let $M^h := (\Omega, \mathcal{F}^h, (\mathcal{F}^h_t)_{t \geq 0}, (X_t)_{t \geq 0}, (P^h_x)_{x \in E_\Delta})$ with transition semigroup $(P^h_t)_{t \geq 0}$ and life time $\zeta$ be a special standard process properly $h$-associated with $(\mathcal{E}, D(\mathcal{E}))$. We denote by $B(E_\Delta)$ the Borel sets of $E_\Delta$ and by $\mathcal{P}(E_\Delta)$ the collection of all probability measures on $B(E_\Delta)$. For the convenience of our further discussion, from now on we fix an $\mathcal{E}$-nest $(F_k)_{k \geq 1}$ consisting of compact sets such that $h \in C(\{F_k\})$ and an $M^h$- invariant set $S$ constructed in Lemma 3.6 (taking $h_1 = h_2 = h$).

For $\mu \in \mathcal{P}(E_\Delta)$, we write,

$$P^h_\mu(\Lambda) := \int_{E_\Delta} P^h_x(\Lambda) \mu(dx), \quad \forall \Lambda \in \mathcal{F}^h. \quad (4.1)$$

Let $(\mathcal{F}_t^0)_{t \geq 0}$ be the natural filtration as defined by (3.1). For $\mu \in \mathcal{P}(E_\Delta)$, we define for $t \geq 0$,

$$Q_{\mu,t}(\Lambda) := Q_{\mu,t}(\Lambda; t < \zeta) = \int_{E_\Delta} Q_{x,t}(\Lambda; t < \zeta) \mu(dx), \quad \forall \Lambda \in \mathcal{F}^0_t, \quad (4.2)$$

where $Q_{x,t}$ is defined by (3.2) (with the convention that $Q_{\Delta,t}(\Lambda; t < \zeta) = 0$). Note that if $\Lambda = \{X_t \in F_k, X_0 \in F_k\}$, then $Q_{\mu,t}(\Lambda) < \infty$. Hence, $Q_{\mu,t}$ is a $\sigma$-finite measure on $\mathcal{F}^0_t$.

Let $\mathcal{F}_{t+}^0 = \bigcap_{s > t} \mathcal{F}^0_s$. For $\mu \in \mathcal{P}(E_\Delta)$ we define

$$\mathcal{M}_t^\mu := \{\Lambda \subset \Omega \mid \exists \Lambda' \in \mathcal{F}^0_t, \Gamma \in \mathcal{F}_{t+}^0, \text{ s.t.}$$

$$\Lambda \triangle \Lambda' \subset \Gamma, \text{ and } Q_{\mu,T}(\Gamma; T < \zeta) = 0, \quad \forall T > t\}. \quad (4.3)$$

We extend $Q_{\mu,t}$ to $\mathcal{M}_t^\mu$, denoted again by $Q_{\mu,t}$, by setting $Q_{\mu,t}(\Lambda) = Q_{\mu,t}(\Lambda')$ if $\Lambda$ and $\Lambda'$ are related as in (4.3).

For our purpose of comparison, we define also

$$G_t^{\mu,1} := \{\Lambda \subset \Omega \mid \exists \Lambda' \in \mathcal{F}^0_t, \Gamma \in \mathcal{F}_{t+}^0, \text{ s.t.}$$

$$\Lambda \triangle \Lambda' \subset \Gamma \text{ and } P^h_\mu(\Gamma; t < \zeta) = 0\}, \quad (4.4)$$

and extend $P^h_\mu(\cdot; t < \zeta)$ to $G_t^{\mu,1}$, denoted again by $P^h_\mu(\cdot; t < \zeta)$, by setting $P^h_\mu(\Lambda; t < \zeta) := P^h_\mu(\Lambda'; t < \zeta)$ if $\Lambda$ and $\Lambda'$ are related as in (4.4).

**Lemma 4.1.** Let $\mathcal{M}_t^\mu$ and $G_t^{\mu,1}$ be defined as above. Then the following assertions hold true.

(i) $\mathcal{M}_t^\mu = G_t^{\mu,1}$.

(ii) $Q_{\mu,t}$ is a well defined $\sigma$-finite measure on $\mathcal{M}_t^\mu$, $P^h_\mu(\cdot; t < \zeta)$ is a well defined finite measure on $\mathcal{M}_t^\mu$.

(iii) $Q_{\mu,t}$ and $P^h_\mu(\cdot; t < \zeta)$ are absolutely continuous to each other.

(iv) Both $Q_{\mu,t}$ and $P^h_\mu(\cdot; t < \zeta)$ are complete on $\mathcal{M}_t^\mu \cap \{t < \zeta\}$.

**Proof.** Assertion (i) follows from the facts that for $\Gamma \in \mathcal{F}_t^0$, $P^h_\mu(\Gamma; t < \zeta) = 0$ if and only if $P^h_\mu(\Gamma; T < \zeta) = 0$ for all $T > t$, and $P^h_\mu(\Gamma; T < \zeta) = 0$ if and only if $Q_{\mu,t}(\Gamma; T < \zeta) = 0$.

Assertion (ii) is easy to check and we leave it to the reader. Assertion (iii) follows from the fact that $Q_{\mu,t}(\Lambda; t < \zeta) = 0$ if and only $P^h_\mu(\Lambda'; t < \zeta) = 0$ for $\Lambda' \in \mathcal{F}_t^0$. To check Assertion (iv), assume that $\Lambda \in G_t^{\mu,1}$ and $P^h_\mu(\Lambda; t < \zeta) = 0$. Then we can find $\Lambda' \in \mathcal{F}_t^0$
and $\Gamma \in \mathcal{F}_{t+}^0$ satisfying $\Lambda \triangle \Lambda' \subset \Gamma$, $P_{\mu}^h(\Lambda'; t < \zeta) = 0$ and $P_{\mu}^h(\Gamma; t < \zeta) = 0$. For any $\Lambda_0 \subset \Lambda$, we have $\Lambda_0 \triangle \Lambda' \subset (\Lambda' \cup \Gamma) \in \mathcal{F}_{t+}^0$ and $P_{\mu}^h(\Lambda' \cup \Gamma; t < \zeta) = 0$. Therefore, $\Lambda_0 \in \mathcal{G}_{t_0}^{\mu,1}$ and $P_{\mu}^h(\Lambda_0; t < \zeta) = P_{\mu}^h(\Lambda'; t < \zeta) = 0$, proving that $P_{\mu}^h(\cdot; t < \zeta)$ is complete. Employing Assertion (iii) we see that $\overline{Q}_{\mu,t}$ is also complete. \hfill \Box

Recall that $\mathcal{H}$ is the collection of all strictly positive quasi-continuous $\alpha$-excessive functions in $(\mathcal{E}, D(\mathcal{E}))$. For any $h \in \mathcal{H}$, we denote by $(\mathcal{F}_{t+}^{h,\mu})_{t \geq 0}$ the $P_{\mu}^h$-augmentation of the filtration $(\mathcal{F}_t^0)_{t \geq 0}$ in $\mathcal{F}_{\infty}^h$, that is,

$$\mathcal{F}_{t+}^{h,\mu} := \{ \Lambda \subset \Omega \mid \exists \Lambda' \in \mathcal{F}_t^0, \Gamma \in \mathcal{F}_{\infty}^h, \text{s.t.} \Lambda \triangle \Lambda' \subset \Gamma \text{ and } P_{\mu}^h(\Gamma) = 0 \}. \quad (4.5)$$

We use the same notation $P_{\mu}^h$ to denote its extension to $(\mathcal{F}_{t+}^{h,\mu})_{t \geq 0}$.

**Lemma 4.2.** (i) If $\Lambda \in \mathcal{M}_t^\mu$, then $\Lambda \cap \{ t < \zeta \} \in \mathcal{F}_{t+}^{h,\mu}$ for any $h \in \mathcal{H}$.

(ii) For any $h \in \mathcal{H}$ we have

$$\overline{Q}_{h,t}(\Lambda; t < \zeta) = P_{\mu}^h[\frac{e^{\alpha t} I_{\Lambda}}{h(X_t)}; t < \zeta] \quad (4.6)$$

$$:= \int_{E_{\Delta}} h(x) E_{X_t}^h[\frac{e^{\alpha t} I_{\Lambda}}{h(X_t)}; t < \zeta] \mu(dx), \forall \Lambda \in \mathcal{M}_t^\mu.$$

In particular, if $\mu = \delta_x$ for some $x \in E$, then for any $h \in \mathcal{H}$ we have

$$\overline{Q}_{h,t}(\Lambda; t < \zeta) = h(x) E_{X_t}^h[\frac{e^{\alpha t} I_{\Lambda}}{h(X_t)}; t < \zeta], \forall \Lambda \in \mathcal{M}_t^\mu. \quad (4.7)$$

(iii) If $s < t$, then $\mathcal{M}_s^\mu \subset \mathcal{M}_t^\mu$.

**Proof.** If $\Lambda \in \mathcal{M}_t^\mu$, then there exist $\Lambda' \in \mathcal{F}_t^0$ and $\Gamma \in \mathcal{F}_{t+}^0$ such that $\Lambda \triangle \Lambda' \subset \Gamma$ and $P_{\mu}^h(\Gamma; t < \zeta) = 0$. Then we have $[\Lambda \cap \{ t < \zeta \}] \triangle [\Lambda' \cap \{ t < \zeta \}] \subset \Gamma \cap \{ t < \zeta \}$ and $\Lambda' \cap \{ t < \zeta \} \in \mathcal{F}_t^0$. Applying Lemma 4.4 (iii) we have $P_{\mu}^h(\Gamma \cap \{ t < \zeta \}) = 0$ for any $h \in \mathcal{H}$, consequently $\Lambda \cap \{ t < \zeta \} \in \mathcal{F}_{t+}^{h,\mu}$ for any $h \in \mathcal{H}$, verifying Assertion (i). Assertions (ii) is a direct consequence of (i). Assertion (iii) can be verified directly and we omit its proof. \hfill \Box

**Lemma 4.3.** Denote by $\mathcal{M}_{t+}^\mu := \bigcap_{s > t} \mathcal{M}_s^\mu$, then we have $\mathcal{M}_{t+}^\mu = \mathcal{G}_{t+}^{h,2}$, where $\mathcal{G}_{t+}^{h,2}$ is defined by (4.8) below.

$$\mathcal{G}_{t+}^{h,2} := \{ \Lambda \subset \Omega \mid \exists \Lambda' \in \mathcal{F}_{t+}^0, \Gamma \in \mathcal{F}_{t+}^0, \text{s.t.} \Lambda \triangle \Lambda' \subset \Gamma \text{ and } P_{\mu}^h(\Gamma; t < \zeta) = 0 \}. \quad (4.8)$$

**Proof.** Comparing (4.8) with (4.4), it is clear that $\mathcal{G}_{t+}^{h,2} \subset \mathcal{G}_{t+}^{h,1} = \mathcal{M}_t^\mu$ for $s > t$, therefore $\mathcal{G}_{t+}^{h,2} \subset \mathcal{M}_{t+}^\mu$. Conversely, for any $\Lambda \in \mathcal{M}_{t+}^\mu$, let $s_n \downarrow t$, then $\Lambda \in \mathcal{M}_{s_n}^\mu$ for all $s_n$. By (4.4) there exist $\Lambda_n \in \mathcal{F}_{s_n}^0$ and $\Gamma_n \in \mathcal{F}_{s_n}^0$ such that $\Lambda \triangle \Lambda_n \subset \Gamma_n$ and $P_{\mu}^h(\Gamma_n; s_n < \zeta) = 0$. Let

$$\Lambda' = \bigcap_{m=1}^{\infty} \bigcup_{n=m}^{\infty} \Lambda_n, \quad \Gamma' = \bigcap_{m=1}^{\infty} \bigcup_{n=m}^{\infty} \Gamma_n,$$
then $\Lambda', \Gamma' \in \mathcal{F}_t^0$, and $\Lambda \Delta \Lambda' \subset \Gamma'$. Moreover, since $P^h(\Gamma'; s_m < \zeta) \leq P^h(\bigcup_{n=m}^{\infty} \Gamma_n; s_m < \zeta) = 0$, hence we have $P^h(\Gamma'; t < \zeta) = \lim_{m \to +\infty} P^h(\Gamma'; s_m < \zeta) = 0$. Therefore, $\Lambda \in \mathcal{G}^{\mu,2}_t$, proving $\mathcal{M}^\mu_{t+} \subset \mathcal{G}^{\mu,2}_t$.

We define

$$\mathcal{M}_t := \bigcap_{\mu \in \mathcal{P}(E_\Delta)} \mathcal{M}^\mu_t.$$  

Below is a main result of this section.

**Theorem 4.4.** $(\mathcal{M}^\mu_t)_{t \geq 0}$ is a right continuous filtration for any $\mu \in \mathcal{P}(E_\Delta)$, and hence $(\mathcal{M}_t)_{t \geq 0}$ is a right continuous filtration.

**Proof.** For the first assertion, by virtue of Lemma 4.2 (iii), we need only to check that $\mathcal{M}^\mu_{t+} \subset \mathcal{M}^\mu_t$. Note that $(\mathcal{F}^h_t)_{t \geq 0}$ is right continuous, therefore $(X_t)_{t \geq 0}$ equipped with $(P^h_x)_{x \in E_\Delta}$ is a Markov process with respect to the filtration $(\mathcal{F}^h_t)_{t \geq 0}$. Hence, for any $Y \in \mathcal{P}(E_\Delta)$, we have

$$E^h(\mu|\mathcal{F}_t^0) = E^h(\mu|\mathcal{F}_s^0), \quad P^h - a.s.$$  

Thus for any $\Lambda \in \mathcal{F}_t^0$, $I_\Lambda = E^h(I_\Lambda|\mathcal{F}_t^0), P^h-a.s.$, which means that there exists $\Gamma \in \mathcal{F}_t$ such that $P^h(\Gamma) = 0$ and $\{I_\Lambda \neq E^h(I_\Lambda|\mathcal{F}_t^0)\} \subset \Gamma$. In particular we have $P^h(\Gamma; t < \zeta) = 0$. Set $\Lambda' = E^h(I_\Lambda|\mathcal{F}_t^0) \in \mathcal{F}_t^0$, by (4.3) we get $\Lambda \in \mathcal{G}^{\mu,1}_t = \mathcal{M}^\mu_t$ which means $\mathcal{F}_t^0 \subset \mathcal{M}^\mu_t$. Therefore, $\mathcal{G}^{\mu,2}_t \subset \mathcal{M}^\mu_t$ because by (4.3) $\mathcal{G}^{\mu,2}_t$ is a completion of $\mathcal{F}_t^0$ with respect to the measure $P^h(\cdot; t < \zeta)$. Consequently by Lemma 4.3 $\mathcal{M}^\mu_{t+} \subset \mathcal{M}^\mu_t$, proving the first assertion. The last assertion follows from the derivation below.

$$\mathcal{M}_t = \bigcap_{\mu \in \mathcal{P}(E_\Delta)} \mathcal{M}^\mu_t = \bigcap_{\mu \in \mathcal{P}(E_\Delta)} \bigcap_{\mu \in \mathcal{P}(E_\Delta)} \mathcal{M}^\mu_{s+t} = \bigcap_{s \geq t} \bigcap_{\mu \in \mathcal{P}(E_\Delta)} \mathcal{M}^\mu_s = \bigcap_{s \geq t} \mathcal{M}_s = \mathcal{M}_{t+}.$$  

We shall use the notation $\mathcal{B}(E_\Delta)^* \subset \mathcal{P}(E_\Delta)$ to denote $\bigcap_{\mu \in \mathcal{P}(E_\Delta)} \mathcal{B}(E_\Delta)^\mu$.

**Proposition 4.5.** $X_t \in \mathcal{M}_t/\mathcal{B}(E_\Delta)^*$.  

**Proof.** For any $\mu \in \mathcal{P}(E_\Delta)$, let $\nu(C) := P^h(\{X_t \in C; t < \zeta\})$ for $C \in \mathcal{B}(E_\Delta)$, then $\nu$ is a finite measure on $\mathcal{B}(E_\Delta)$. For any $A \in \mathcal{B}(E_\Delta)^*$, there exist $A', B \in \mathcal{B}(E_\Delta)$ such that $A \Delta A' \subset B$ and $\nu(B) = 0$. Thus

$$\{X_t \in A\} \Delta \{X_t \in A'\} = X_t^{-1}(A \Delta A') \subset X_t^{-1}(B)$$  

and

$$P^h(X_t^{-1}(B); t < \zeta) = P^h(X_t \in B; t < \zeta) = \nu(B) = 0.$$  

Since $\{X_t \in A'\} \in \mathcal{F}^h_t$ and $X_t^{-1}(B) \in \mathcal{F}^h_t \subset \mathcal{F}^0_t$, we get $\{X_t \in A\} \in \mathcal{M}^\mu_t$. Hence, $X_t \in \mathcal{M}_t/\mathcal{B}(E_\Delta)^*$.
5 Stopping times and strong Markov property

In this section we follow the conventions and notations of the previous section. Let \((\mathcal{M}_t^\mu)_{t \geq 0}\) and \((\mathcal{M}_t)_{t \geq 0}\) be as in Theorem 4.1. We set

\[
\mathcal{M}_\infty^\mu := \sigma(\bigcup_{t \geq 0} \mathcal{M}_t^\mu) \quad \text{and} \quad \mathcal{M}_\infty := \sigma(\bigcup_{t \geq 0} \mathcal{M}_t).
\]

For \(B \subset E_\Delta\), we define the entrance time \(D_B\) and the hitting time \(\sigma_B\) by:

\[
D_B(\omega) := \inf\{t \geq 0 \mid X_t(\omega) \in B\}, \quad \sigma_B(\omega) := \inf\{t > 0 \mid X_t(\omega) \in B\}.
\]

**Theorem 5.1.** Assume that \(B \in \mathcal{B}(E_\Delta)\), then the entrance time \(D_B\) and the hitting time \(\sigma_B\) are \(\{\mathcal{M}_t\}\)-stopping times.

**Proof.** Let \(t \geq 0\), we define

\[
\Phi_t : (s, \omega) \in [0, t] \times \Omega \mapsto X_s(\omega) \in E_\Delta.
\]

For \(B \in \mathcal{B}(E_\Delta)\), we set

\[
A := \{(s, \omega) \in [0, t] \times \Omega \mid X_s(\omega) \in B\} = ([0, t] \times \Omega) \cap \Phi_t^{-1}(B).
\]

Since \((X_s)_{s \geq 0}\) is \((\mathcal{F}_s^\mu)_{s \geq 0}\)-adapted and right continuous, hence we have \(A \in \mathcal{B}(\mathbb{R}) \times \mathcal{F}_t^0\). Let \(\Lambda = \{\omega \in \Omega \mid \exists s \in [0, t) \text{ s.t. } (s, \omega) \in A\}\), then \(\Lambda\) is the projection of \(A\) on \(\Omega\). Hence \(\Lambda\) is measurable with respect to the universal completion of \(\mathcal{F}_t^0\) (cf. e.g. \cite[Proposition A.1.1]{CF12} ). For all \(\mu \in \mathcal{P}(E_\Delta)\), \(\mathcal{M}_t^\mu\) is complete with respect to the bounded measure \(P^\mu_{B0}(\cdot; t < \zeta)\) (cf. Lemma 4.1 (iv)), hence \(\Lambda \in \mathcal{M}_t^\mu\). Consequently \(\{D_B < t\} = \Lambda \in \mathcal{M}_t^\mu\) for all \(\mu \in \mathcal{P}(E_\Delta)\), which means \(\{D_B < t\} \in \mathcal{M}_t\). By the right continuity of \(\{\mathcal{M}_t\}\) we see that \(\{D_B \leq t\} \in \mathcal{M}_t\), hence \(D_B\) is an \(\{\mathcal{M}_t\}\)-stopping time. Similarly we can check that \(\sigma_B\) is an \(\{\mathcal{M}_t\}\)-stopping time. \(\square\)

**Remark 5.2.** Note that \(\zeta = \inf\{t \geq 0 \mid X_t = \Delta\} = D_{\{\Delta\}}\). Hence the life time \(\zeta\) is an \(\{\mathcal{M}_t\}\)-stopping time. In fact \(\zeta\) is an \((\mathcal{F}_t^\mu)_{t \geq 0}\)-stopping time. This can be seen by the fact that \(\{\zeta < t\} = \bigcup_{s \in \mathbb{Q} \cap (0, t]} \{X_s = \Delta\} \in \mathcal{F}_t^0\) (here \(\mathbb{Q}\) stands for rational numbers).

For an \(\{\mathcal{M}_t^\mu\}\)-stopping time \(\sigma\), we denote by

\[
\mathcal{M}_t^\mu := \{\Lambda \in \mathcal{M}_\infty^\mu \mid \Lambda \cap \{\sigma \leq t\} \in \mathcal{M}_t^\mu, \ \forall \ t \geq 0\}, \quad (5.1)
\]

and for an \(\{\mathcal{M}_t\}\)-stopping time \(\sigma\), we denote by

\[
\mathcal{M}_\sigma := \{\Lambda \in \mathcal{M}_\infty \mid \Lambda \cap \{\sigma \leq t\} \in \mathcal{M}_t, \ \forall \ t \geq 0\}. \quad (5.2)
\]

We make the convention that \(X_\infty = \Delta\). The remark below can be checked by standard arguments (cf. e.g. \cite[3.12]{HWY92} and \cite[Lemma A.1.13 (ii)]{CF12} ).

**Remark 5.3.** (i) If \(\sigma\) is an \(\{\mathcal{M}_t^\mu\}\)-stopping time, then \(X_\sigma \in \mathcal{M}_\mu^\mu/\mathcal{B}(E_\Delta)\).

(ii) If \(\sigma\) is an \(\{\mathcal{M}_t\}\)-stopping time, then \(X_\sigma \in \mathcal{M}_\sigma/\mathcal{B}(E_\Delta)\).

The second assertion of the above remark can be strengthened as the proposition below.

**Proposition 5.4.** If \(\sigma\) is an \(\{\mathcal{M}_t\}\)-stopping time, then \(X_\sigma \in \mathcal{M}_\sigma/\mathcal{B}(E_\Delta)^*\).
Proof. By Remark 5.3 for $C \in \mathcal{B}(E_\Delta)$ and $t \geq 0$, we have $\{X_\sigma \in C \cap \{\sigma \leq t \} \in \mathcal{M}_t$. Hence, for any $\mu \in \mathcal{P}(E_\Delta)$, it follows from Lemma 4.2 that $\{X_\sigma \in C \cap \{\sigma \leq t \} \cap \{t < \zeta \} \in \mathcal{F}_{t}^{h,\mu}$. We write $\nu(C) := P_{h}^{h}(X_\sigma \in C ; \sigma \leq t , t < \zeta )$ for $C \in \mathcal{B}(E_\Delta)$, then $\nu$ is a finite measure on $\mathcal{B}(E_\Delta)$.

For any $A \in \mathcal{B}(E_\Delta)$, there exist $A' , B \in \mathcal{B}(E_\Delta)$ such that $\Delta A \subset A$ and $\nu(B) = 0$. Then,

$$\{X_\sigma \in A \Delta \{X_\sigma \in A' \} \cap \{\sigma \leq t \}$$

$$= \{X_\sigma \in \Delta A \cap \{\sigma \leq t \} \in \{X_\sigma \in B \} \cap \{\sigma \leq t \}$$

and

$$P_{h}^{h}(\{X_\sigma \in B \} \cap \{\sigma \leq t \} ; t < \zeta ) = \nu(B) = 0.$$

By Lemma 4.4 we see that $\{X_\sigma \in A \cap \{\sigma \leq t \} \in \mathcal{M}_t$. Since $\mu \in \mathcal{P}(E_\Delta)$ is arbitrary, hence $\{X_\sigma \in A \cap \{\sigma \leq t \} \in \mathcal{M}_t$, which means $\{X_\sigma \in A \} \in \mathcal{M}_t$.

For an $\mathcal{M}_t$-stopping time $\sigma$, we set

$$\sigma_\zeta := \sigma I_{\{\sigma < \zeta \}} + \infty I_{\{\sigma \geq \zeta \}}.$$  

(5.3)

Recall $(\mathcal{F}_{t}^{h,\mu})_{t \geq 0}$ is the $P_{h}^{h}$-augmentation of the filtration $(\mathcal{F}_{t}^{0})_{t \geq 0}$ in $\mathcal{F}_{t}^{h}$ (cf. (4.5)).

Lemma 5.5. (i) If $\sigma$ is an $\mathcal{M}_t$-stopping time, then for any $h \in \mathcal{H}$, $\sigma_\zeta$ is an $\mathcal{F}_{t}^{h,\mu}$-stopping time, and $\Lambda \cap \{\sigma < \zeta \} \in \mathcal{F}_{\sigma_\zeta}^{h,\mu}$ for $\Lambda \in \mathcal{M}_\sigma$.

(ii) If $\sigma$ is an $\mathcal{M}_t$-stopping time and $\Lambda \in \mathcal{M}_\sigma$, then for any $h \in \mathcal{H}$, $\sigma_\zeta$ is an $\mathcal{F}_{t}^{h}$-stopping time and $\Lambda \cap \{\sigma < \zeta \} \in \mathcal{F}_{\sigma_\zeta}^{h}$.

Proof. Assertion (ii) follows directly from Assertion (i). Below we prove only Assertion (i). Let $\sigma$ be an $\mathcal{M}_t$-stopping time and $\Lambda \in \mathcal{M}_\sigma$. If $\sigma$ takes only discrete values, for $a \in \mathbb{R}_+$, by Lemma 4.4 (i), we have for any $h \in \mathcal{H}$,

$$\Lambda \cap \{\sigma_\zeta = a \} = [\Lambda \cap \{\sigma < \zeta \}] \cap \{\sigma = a \}$$

$$= [\Lambda \cap \{\sigma = a \}] \cap \{a < \zeta \} \in \mathcal{F}_{a}^{h,\mu},$$

which implies that $\sigma_\zeta$ is an $(\mathcal{F}_{t}^{h,\mu})_{t \geq 0}$-stopping time and $\Lambda \cap \{\sigma < \zeta \} \in \mathcal{F}_{\sigma_\zeta}^{h,\mu}$. In general case, we set

$$\sigma_n = \begin{cases} \frac{k}{2^n}, & \text{for all } \frac{k-1}{2^n} \leq \sigma < \frac{k}{2^n}, \\ +\infty, & \sigma = +\infty, \end{cases}$$

(5.4)

where $k = 1, 2, \ldots, n = 1, 2, \ldots$. Then $\sigma_n(\omega)$ decreases to $\sigma(\omega)$ and $\sigma_n(\omega)$ decreases to $\sigma_\zeta(\omega)$ as $n \rightarrow +\infty$. Since $\{\mathcal{M}_t^{\mu}\}$ is right continuous, by a routine argument we can show that $\sigma_\zeta$ is an $(\mathcal{F}_{t}^{h,\mu})_{t \geq 0}$-stopping time and $\Lambda \cap \{\sigma < \zeta \} \in \mathcal{F}_{\sigma_\zeta}^{h,\mu}$.

Lemma 5.6. Let $\mu \in \mathcal{P}(E_\Delta)$ and $\sigma$ be an $\mathcal{M}_t^{\mu}$-stopping time. If $\Lambda \in \mathcal{M}_\sigma$ with $P_{h}^{h}(\Lambda ; \sigma < \zeta ) = 0$, then for any $\Lambda' \subset \Lambda$, we have $\Lambda' \cap \{\sigma < \zeta \} \in \mathcal{M}_\sigma$.

Proof. Suppose first that $\sigma$ is a discrete $\mathcal{M}_t^{\mu}$-stopping time taking values in $\{a_1, a_2, \ldots, a_n, \ldots, +\infty\}$. Then,

$$0 = P_{h}^{h}(\Lambda ; \sigma < \zeta ) = \sum_{i=1}^{+\infty} P_{h}^{h}(\Lambda ; \sigma = a_i, \sigma < \zeta )$$
by the completeness of \( \mathcal{M}_a^\mu \) with respect to \( P^h_\mu(h \cdot ; a_i < \zeta) \), for any \( \Lambda' \subset \Lambda \), we have

\[
\Lambda' \cap \{ \sigma < \zeta \} \cap \{ \sigma = a_i \} = \Lambda' \cap \{ \sigma = a_i < \zeta \} \in \mathcal{M}_a^\mu, \quad \forall \ i \geq 1.
\]

Hence \( \Lambda' \cap \{ \sigma < \zeta \} \in \mathcal{M}_a^\mu \).

For general \( \{ \mathcal{M}_a^\mu \} \)-stopping time \( \sigma \), there exists a sequence of discrete \( \{ \mathcal{M}_a^\mu \} \)-stopping time \( (\sigma_n)_{n \geq 1} \) such that \( \sigma_n \downarrow \sigma \) as \( n \to +\infty \) (cf. \( \Box.3 \)). Then \( \Lambda \in \mathcal{M}_a^\mu \) and \( P^h_\mu(\Lambda; \sigma < \zeta) = 0 \) implies \( \Lambda \in \mathcal{M}_a^\mu_{\sigma_n} \) and \( P^h_\mu(\Lambda; \sigma_n < \zeta) = 0 \) for all \( n \geq 1 \). For any \( \Lambda' \subset \Lambda \), we have

\[
\Lambda' \cap \{ \sigma < \zeta \} \cap \{ \sigma < t \} = \bigcup_{n=1}^{+\infty} [\Lambda' \cap \{ \sigma_n < \zeta \} \cap \{ \sigma_n < t \}] \in \mathcal{M}_t^\mu.
\]

Therefore, by the right continuity of \( \{ \mathcal{M}_t^\mu \} \) we get \( \Lambda' \cap \{ \sigma < \zeta \} \in \mathcal{M}_t^\mu \). \( \square \)

**Lemma 5.7.** Let \( \sigma \) be an \( \{ \mathcal{M}_t \} \)-stopping time and \( t \geq 0 \), then \( \theta_{\sigma}^{-1} \mathcal{M}_t \cap \{ t + \sigma < \zeta \} \subset \mathcal{M}_{t + \sigma} \).

**Proof.** Firstly, let \( \Lambda = \bigcap_{i=1}^{n} \{ X_i \in B_i \} \) for some \( B_i \in \mathcal{B}(E_\Delta), i = 1, 2, \ldots, n \), and \( 0 \leq t_1 < t_2 < \cdots < t_n \leq t \). Then by Remark \( \Box.3 \) we get

\[
\theta_{\sigma}^{-1} \Lambda = \bigcap_{i=1}^{n} \{ X_i + \sigma \in B_i \} \in \mathcal{M}_{t + \sigma}.
\]

By monotone class argument we conclude that \( \theta_{\sigma}^{-1} \mathcal{F}_t^0 \subset \mathcal{M}_{t + \sigma} \), and consequently \( \theta_{\sigma}^{-1} \mathcal{F}_{t + \sigma}^0 \subset \mathcal{M}_{t + \sigma} \) because \( \{ \mathcal{M}_t \} \) is right continuous.

Secondly, for any \( \mu \in \mathcal{P}(E_\Delta) \), we can define a finite measure \( \nu \) on \( \mathcal{B}(E_\Delta) \) by setting

\[
\nu(A) := P^h_\mu(X_{\sigma \wedge} \in A; \sigma < \zeta) \text{ for } A \in \mathcal{B}(E_\Delta).
\]

Then for any \( \Lambda \in \mathcal{M}_t \subset \mathcal{M}_t^\mu \), there exist \( \Lambda' \in \mathcal{F}_{t + \sigma}^0 \) and \( \Gamma \in \mathcal{F}_{t + \sigma}^0 \) such that \( \Delta \Delta \Lambda' \subset \Gamma \) and \( P^h_\mu(\Gamma; t < \zeta) = 0 \). By the conclusion which we have just proved above, it holds that \( \theta_{\sigma}^{-1} \Gamma \in \mathcal{M}_{t + \sigma} \). We have

\[
P^h_\mu(\theta_{\sigma}^{-1} \Gamma; t + \sigma < \zeta) = P^h_\mu(\theta_{\sigma}^{-1} \Gamma; \sigma < \zeta, t < \zeta \circ \theta_{\sigma})
\]

\[= P^h_\mu(\theta_{\sigma}^{-1} \Gamma; \sigma < \zeta, t < \zeta \circ \theta_{\sigma})
\]

\[= E^h_\mu(P^h_{X_{\sigma \wedge}}(\Gamma; t < \zeta); \sigma < \zeta) = P^h_\mu(\Gamma; t < \zeta) = 0.
\]

Hence, because \( (\theta_{\sigma}^{-1} \Lambda)^\Delta(\theta_{\sigma}^{-1} \Lambda') = \theta_{\sigma}^{-1} (\Lambda \Delta \Lambda') \subset \theta_{\sigma}^{-1} \Gamma \), by Lemma \( \Box.6 \) we get \( [(\theta_{\sigma}^{-1} \Lambda) \setminus (\theta_{\sigma}^{-1} \Lambda')] \cap \{ t + \sigma < \zeta \} \in \mathcal{M}_{t + \sigma}^\mu \) and \( [(\theta_{\sigma}^{-1} \Lambda') \setminus (\theta_{\sigma}^{-1} \Lambda)] \cap \{ t + \sigma < \zeta \} \in \mathcal{M}_{t + \sigma}^\mu \). From these two facts together with the fact that \( \theta_{\sigma}^{-1} \Lambda \in \mathcal{M}_{t + \sigma} \) we get \( \theta_{\sigma}^{-1} \Lambda \cap \{ t + \sigma < \zeta \} \in \mathcal{M}_{t + \sigma}^\mu \).

Consequently, \( \theta_{\sigma}^{-1} \Lambda \cap \{ t + \sigma < \zeta \} \in \mathcal{M}_{t + \sigma} \) because \( \mu \in \mathcal{P}(E_\Delta) \) is arbitrary. \( \square \)

Below we denote by \( \mathcal{T} \) the collection of all the \( \{ \mathcal{M}_t \} \)-stopping times.

**Definition 5.8.** For \( \sigma \in \mathcal{T}, x \in E \), we define a measure \( \overline{Q}_{x, \sigma} \) on \( \mathcal{M}_\sigma \) by setting

\[
\overline{Q}_{x, \sigma}(\Lambda) := \overline{Q}_{x, \sigma}(\Lambda; \sigma < \zeta) := h(x)E^h_x(h(X_{\sigma})^\sigma I^\Lambda_{\sigma}; \sigma < \zeta), \quad \forall \ \Lambda \in \mathcal{M}_\sigma,
\]

where \( I^\Lambda_{\sigma} \) is the indicator function of \( \Lambda \), \( E^h_x \) is the expectation related to \( P^h_x \). We call \( \overline{Q}_{x, \sigma} \) a \( \sigma \)-finite distribution up to time \( \sigma \) (in short, distribution up to \( \sigma \)), and call \( (\overline{Q}_{x, \sigma})_{\sigma \in \mathcal{T}} \) an expanded \( \sigma \)-finite distribution flow (in short, expanded distribution flow) associated with \((\mathcal{E}, D(\mathcal{E}))\).
Proposition 5.9. (i) Let $\sigma \in \mathcal{T}$. Then $\overline{Q}_{x,\sigma}(\cdot)$ is a well defined $\sigma$-finite measure on $\mathcal{M}_\sigma$ for fixed $x \in E$, and $\overline{Q}_{x,\sigma}(\Lambda; \sigma < \zeta)$ being a function of $x$ is $\mathcal{B}(E_\Delta)^*$ measurable for fixed $\Lambda \in \mathcal{M}_\sigma$.

(ii) The definition of $\overline{Q}_{x,\sigma}$ is independent of the choice of $h \in \mathcal{H}$. More precisely, if $\overline{Q}_{x,\sigma}$ is defined by (5.5) with $h$ replaced by another $h' \in \mathcal{H}$. Then $\overline{Q}_{x,\sigma}$ and $\overline{Q}_{x,\sigma}'$ are equivalent to each other. That is, there exists a Borel set $S \subset E$ such that $\overline{Q}_{x,\sigma}(\cdot)$ and $\overline{Q}_{x,\sigma}'(\cdot)$ are identical for all $x \in S$ and $E \setminus S$ is $\mathcal{E}$-exceptional (cf. Definition 3.3).

Proof. (i) By Lemma 5.3, $\Lambda \cap \{\sigma < \zeta\} \in \mathcal{F}_\sigma^h$ for $\Lambda \in \mathcal{M}_\sigma$, therefore $\overline{Q}_{x,\sigma}$ is well defined. Let $\Lambda_k = \{\sigma < k, X_\sigma \in F_k, X_0 \in F_k\}$, then $\overline{Q}_{x,\sigma}(\Lambda_k) < \infty$, hence $\overline{Q}_{x,\sigma}$ is a $\sigma$-finite measure. The last assertion follows from Lemma 5.3 and the standard theory of Markov processes (cf. e.g. [BG68, Chapter I,(5.8)]).

(ii) To check that $\overline{Q}_{x,\sigma}$ is independent of the choice of $h \in \mathcal{H}$, let $\overline{Q}_{x,\sigma}$ be defined by (5.5) with $h$ replaced by another $h' \in \mathcal{H}$. When $\sigma \in \mathcal{T}$ is a discrete stopping time, making use of Theorem 3.5 we can check that $\overline{Q}_{x,\sigma}(\cdot)$ and $\overline{Q}_{x,\sigma}'(\cdot)$ are equivalent to each other. For general $\sigma \in \mathcal{T}$, we define $\sigma_n$ in the same manner as (5.1) above. Let $\Lambda_k = \{\sigma < k, X_\sigma \in F_k, X_0 \in F_k\}$, then for any $\Lambda \in \mathcal{M}_\sigma$, we have for $x \in S$,

$$\overline{Q}_{x,\sigma}(\Lambda \cap \Lambda_k) = \lim_{n \to \infty} \overline{Q}_{x,\sigma}(\Lambda \cap \Lambda_k) = \lim_{n \to \infty} \overline{Q}_{x,\sigma_n}(\Lambda \cap \Lambda_k) = \overline{Q}_{x,\sigma}(\Lambda \cap \Lambda_k),$$

where $S$ is specified by Lemma 3.6. Letting $k$ tends to infinity, we get $\overline{Q}_{x,\sigma}(\Lambda) = \overline{Q}_{x,\sigma}(\Lambda)$ for $x \in S$. Consequently $\overline{Q}_{x,\sigma}(\cdot)$ and $\overline{Q}_{x,\sigma}'(\cdot)$ are equivalent to each other.

We are now in a position to state the strong Markov property of the distribution flows. The readers may compare the theorem below with Theorem 3.3 in Section 3.

Theorem 5.10. Let $\sigma \in \mathcal{T}$ and $\tau \in \mathcal{T}$. We set

$$\gamma^* = \sigma + \tau \circ \theta_\sigma \quad \text{and} \quad \gamma = \gamma^*_\zeta := \gamma^* I_{\{\gamma^* < \zeta\}} + \infty I_{\{\gamma^* \geq \zeta\}}.$$ 

(i) It holds that $\gamma \in \mathcal{T}$ and $Y \circ \theta_\sigma \in \mathcal{M}_\gamma$ for $Y \in p\mathcal{M}_\tau$.

(ii) For $\Gamma \in p\mathcal{M}_\sigma$ and $Y \in p\mathcal{M}_\tau$, we have

$$\overline{Q}_{x,\gamma}[\Gamma (Y \circ \theta_\sigma); \gamma < \zeta] = \overline{Q}_{x,\sigma}[\Gamma \overline{Q}_{x,\sigma}[Y; \tau < \zeta]; \sigma < \zeta].$$

(5.6)

In particular, if $\tau = u$ is a constant, then for $\Gamma \in p\mathcal{M}_\sigma$ and $f \in \mathcal{B}(E)^+$, we have

$$\overline{Q}_{x,\sigma+u}[\Gamma f(X_{\sigma+u}); \sigma + u < \zeta] = \overline{Q}_{x,\sigma}[\Gamma (Q_u f)(X_\sigma); \sigma < \zeta].$$

(5.7)

Proof. (i) For $\Lambda \in \mathcal{M}_\tau$ and $t > 0$, we have

$$\theta_\sigma^{-1}\Lambda \cap \{\gamma < t\} = \bigcup_{p \in Q} [\theta_\sigma^{-1}\Lambda \cap \{\tau \circ \theta_\sigma < p\} \cap \{p + \sigma < t\} \cap \{p + \sigma < \zeta\}],$$

where $Q$ is the collection of all the rational numbers. Note that $\Lambda \cap \{\tau < p\} \in \mathcal{M}_p$, by Lemma 5.7 we get

$$\theta_\sigma^{-1}\Lambda \cap \{\tau \circ \theta_\sigma < p\} \cap \{p + \sigma < \zeta\} = \theta_\sigma^{-1}([\Lambda \cap \{\tau < p\}] \cap \{p + \sigma < \zeta\} \in \mathcal{M}_{p+\sigma}.$$
Thus,

$$\theta_{\sigma}^{-1}\Lambda \cap \{\gamma < t\} = \bigcup_{p \in \mathbb{Q}} [\theta_{\sigma}^{-1}\Lambda \cap \{\tau \circ \theta_{\sigma} < p\} \cap \{\sigma + p < t\} \cap \{p + \sigma < \zeta\}] \in \mathcal{M}_t.$$ (5.8)

Letting $\Lambda = \Omega$ in (5.8) we get $\{\gamma < t\} \in \mathcal{M}_t$, which means $\gamma$ is an $\{\mathcal{M}_t\}$-stopping time because $\{\mathcal{M}_t\}$ is right continuous. By (5.8) we conclude also that $\theta_{\sigma}^{-1}\Lambda \cap \{\gamma < \zeta\} \in \mathcal{M}_\gamma$ for any $\Lambda \in \mathcal{M}_\tau$, and consequently $Y \circ \theta_{\sigma} \cdot I_{\{\gamma < \zeta\}} \in \mathcal{M}_\gamma$ for any $Y \in p\mathcal{M}_\tau$.

(ii) Let $\Gamma \in p\mathcal{M}_\sigma$ and $Y \in p\mathcal{M}_\tau$. By Lemma 5.3 and the strong Markov property of $((X_t)_{t \geq 0}, (\mathcal{F}_t^h)_{t \geq 0}, P^h)$ (cf. [BG68, Chapter I,(8.6)]), we get

$$\overline{\mathcal{Q}}_{x,\gamma}[\Gamma \circ (Y \circ \theta_{\sigma}); \gamma < \zeta] = h(x)E_x^h\frac{e^{\alpha_{\sigma + \tau \theta_{\sigma}}}Y \circ \theta_{\sigma} \circ \Gamma}{h(X_{\sigma + \tau \theta_{\sigma}})}; \sigma + \tau \circ \theta_{\sigma} < \zeta]$$

$$= h(x)E_x^h\frac{e^{\alpha_{\sigma}}Y_1(\sigma < \zeta)I_{(\sigma < \zeta)} \circ \theta_{\sigma}}{h(X_{\sigma})}$$

$$= h(x)E_x^h\frac{e^{\alpha_{\sigma}}Y_1(\sigma < \zeta)}{h(X_{\sigma})}$$

$$= \overline{\mathcal{Q}}_{x,\sigma}[\Gamma \circ Y; \tau < \zeta]; \sigma < \zeta].$$

The above last equality made use of the last assertion of Proposition 5.9 (i) and Proposition 5.4.

6  $\mathcal{O}$-measurable positive continuous additive functionals

6.1 Preliminaries and Definition

Let $(\mathcal{E}, D(\mathcal{E}))$ be a quasi-regular positivity preserving coercive form on $L^2(E; m)$. Following [FOT11] (see also [Os13]), a positive measure $\mu$ on $(E, B(E))$ will be called smooth w.r.t. $(\mathcal{E}, D(\mathcal{E}))$, and be denoted by $\mu \in \mathcal{S}$, if $\mu(N) = 0$ for each $\mathcal{E}$-exceptional set $N \in B(E)$ and there exists an $\mathcal{E}$-nest $(F_k)_{k \geq 1}$ of compact subsets of $E$ such that $\mu(F_k) < \infty$ for all $k \in \mathbb{N}$. A positive Radon measure $\mu$ on $(E, B(E))$ is said to be of finite energy integral w.r.t. $(\mathcal{E}, D(\mathcal{E}))$, denoted by $\mu \in \mathcal{S}_0$, if $\mu \in \mathcal{S}$ and there exists $C > 0$ such that

$$\int_E |\tilde{v}(x)|\mu(dx) \leq C\mathcal{E}_1(v, v)^{1/2} \text{ for all } v \in D(\mathcal{E}).$$

Let $(\mathcal{E}^h, D(\mathcal{E}^h))$ be an $h$-transform of $(\mathcal{E}, D(\mathcal{E}))$ with some $h \in \mathcal{H}$. Then one can easily check that $\mu$ is a smooth measure w.r.t. $(\mathcal{E}, D(\mathcal{E}))$ if and only if it is a smooth measure w.r.t. the semi-Dirichlet form $(\mathcal{E}^h, D(\mathcal{E}^h))$. We shall denote by $\mathcal{S}_0^h$ all the measures of finite energy integral w.r.t. $(\mathcal{E}^h, D(\mathcal{E}^h))$.

For $\mu \in \mathcal{S}_0$, applying a theorem of G. Stampacchia [St64] (cf. [MR92, I.Theorem 2.6]) we can show that there exists a unique $U_{\alpha,\mu} \in D(\mathcal{E})$ and an unique $\tilde{U}_{\alpha,\mu} \in D(\mathcal{E})$ such that
\[ \mathcal{E}_\alpha(U_\alpha \mu, v) = \int_{E} \tilde{v}(x) \mu(dx) = \mathcal{E}_\alpha(v, \hat{U}_\alpha \mu) \text{ for all } v \in D(\mathcal{E}). \]

We call \( U_\alpha \mu \) (resp. \( \hat{U}_\alpha \mu \)) an \( \alpha \)-potential (resp. \( \alpha \)-copotential) of \( \mu \in S_0 \) w.r.t. \((\mathcal{E}, D(\mathcal{E}))\). For notational convenience, we shall denote by \( U_\alpha h \mu \) (resp. \( \hat{U}_\alpha h \mu \)) the \( \alpha \)-potential (resp. \( \alpha \)-copotential) of \( \mu \in S_0^h \) w.r.t. \((\mathcal{E}^h, D(\mathcal{E}^h))\). The following lemma can be checked directly and we omit their proofs.

**Lemma 6.1.**

(i) If \( \mu \in S_0 \), then \( h \cdot \mu \in S_0^h \). If \( v \in S_0^h \), then \((h^{-1}) \cdot v \in S_0\).

(ii) For any \( \mu \in S_0 \), \( \beta \geq \alpha \), \( U_\beta \mu = hU_\beta \alpha (h \cdot \mu) \), m.a.e.

(iii) The following two assertions are equivalent to each other.

(a) \( \mu \in \mathcal{S} \).

(b) There exists an \( \mathcal{E} \)-nest \((K_n)_{n \geq 1}\) consisting of compact sets such that \( I_{K_n} \cdot \mu \in S_0 \) for each \( n \in \mathbb{N} \).

In what follows we use \( \mathbb{R}_+ \) to denote \([0, \infty)\) and use \( \overline{\mathbb{R}}_+ \) to denote \([0, \infty] \). Let \( \mathcal{O} \) be the optional \( \sigma \)-field related to the filtration \((\mathcal{M}_t)_{t \geq 0} \). That is, \( \mathcal{O} \) is the \( \sigma \)-field on \([0, \infty] := \mathbb{R}_+ \times \Omega \) generated by all the \( \{\mathcal{M}_t\}\)-adapted cadlag processes. It is known that (cf. [HWY92, Theorem 3.17])

\[ \mathcal{O} := \sigma\{[T, \infty] | T \in \mathcal{T}\}. \quad (6.1) \]

Here and henceforth, \([T, \infty] := \{(t, \omega) \mid T(\omega) \leq t < \infty\}\); \( \mathcal{T} \) is the collection of all the \( \{\mathcal{M}_t\}\)-stopping times. An \( \mathcal{O} \)-measurable process is called an optional process.

For \( \mu \in \mathcal{P}(E_\Delta) \), we define a \( \sigma \)-finite measure \( \overline{Q}_\mu \) on \( \mathcal{O} \) as follows.

\[ \overline{Q}_\mu(H) := \int_0^{+\infty} \overline{Q}_{\mu,t}(I_H(t, \cdot))dt, \quad \forall H \in \mathcal{O}. \quad (6.2) \]

In particular, for \( \mu = \delta_x \) we write

\[ \overline{Q}_{x}(H) := \int_0^{+\infty} \overline{Q}_{x,t}(I_H(t, \cdot))dt, \quad \forall H \in \mathcal{O}. \quad (6.3) \]

**Definition 6.2.**

(i) An \( \overline{\mathbb{R}}_+ \)-valued optional process \( A := (A_t)_{t \geq 0} \) is called an \( \mathcal{O} \)-measurable positive continuous additive functional (\( \mathcal{O} \)-PCAF in abbreviation) if there exists a defining set \( \Gamma \in \mathcal{O} \) such that:

(a) \( I_{\Gamma}(t, \omega) \) is decreasing and right continuous in \( t \) for fixed \( \omega \), and \( I_{\Gamma}(t + s, \omega) = 1 \) implies \( I_{\Gamma}(s, \theta \omega) = 1 \);

(b) \( Q_\mu(\Gamma^c) = 0 \) for all \( \mu \in S_0 \), where \( \Gamma^c := \{0, \infty\} \setminus \Gamma \);

(c) Let \( \tau_{T}(\omega) := \inf\{t \geq 0 \mid (t, \omega) \notin \Gamma\} \) and \( \Lambda_{T} := \{\omega \mid \tau_{T}(\omega) \geq \zeta(\omega)\} \), then \( \Lambda_{T} = \{\omega \mid \tau_{T}(\omega) = \infty\} \).

Furthermore, the restriction of \( A \) on \( \Gamma \), or equivalently, the restriction of \( A \) on \( \{\tau_{T} > 0\} \), possesses the following properties:

(d) \( A_t \) is continuous for \( 0 \leq t < \tau_{\Gamma}, A_0 = 0, A_t < \infty \) for \( t < \tau_{T} \wedge \zeta, \) and \( A_t = (A_{T})_- \) for \( t \geq \zeta \);

(e) \( A_{t+s}(\omega) = A_t(\omega) + A_s(\theta \omega) \) for \( t + s < \tau_{T}(\omega) \).

(ii) Two \( \mathcal{O} \)-PCAF \( A \) and \( A' \) are said to be \( \mathcal{O} \)-equivalent if they share a common defining set \( \Gamma \) and their restriction on \( \Gamma \) are identical.
Proposition 6.3. Let $A$ be an $O$-PCAF and $\Lambda_\Gamma$ be specified as in (c) of the above Definition 6.2. Then for any $h \in \mathcal{H}$, the restriction of $A$ on $\Lambda_\Gamma$ is a PCAF of $M^h$ in the classical sense defined in [FOT11, Section 5.1] or [Os13, Section 4.1], with defining set $\Lambda_\Gamma$ and some exceptional set $N$.

Proof. Let $h \in \mathcal{H}$, by Lemma 5.5 we have $(A_\Gamma)^c = \{ \tau_T < \zeta \} \in \mathcal{F}_T^h \subset \mathcal{F}_\infty^h$. By (b) there exists an $\mathcal{E}$-exceptional set $N$ such that for $x \in E \setminus N$,

$$Q_x(\Gamma^c) := \int_0^\infty h(x)E_x^h e^{\alpha t}I_{pc}(t, \cdot) ; t < \zeta dt = 0,$$

which implies $E_x^h[I_{pc}(t, \cdot); t < \zeta] = E_x^h[I_{pc}(t, \cdot); t < \zeta] = 0$ for almost all $t \in \mathbb{R}^+$ and hence $P_x^h((A_\Gamma)^c) = E_x^h[I_{pc}(t, \cdot); t < \zeta] = 0$. Since $A_\Gamma = \{ \omega \mid \tau_T(\omega) = \infty \}$, hence by (a) we have $\theta_1A_\Gamma \subset A_\Gamma$ for $t \geq 0$. Therefore, by (d) and (e) $A$ is a PCAF of $M^h$ with defining set $\Lambda_\Gamma$ and exceptional set $N$. \hfill \square

Remark 6.4. Conversely, Let $A^h$ be a PCAF of $M^h$ in the classical sense, then applying Theorem 6.5 below, we can construct an $O$-PCAF $A$ such that the restriction of $A$ on $\Lambda_\Gamma$ as a classical PCAF is equivalent to $A^h$ in the classical sense.

6.2 Revuz correspondence

In this subsection we fix an $h \in \mathcal{H}$. Suppose that $A^h$ is a PCAF of $M^h$ and $\mu^h$ is a smooth measure w.r.t. $(\mathcal{E}^h, D(\mathcal{E}^h))$. Then by the theory of Dirichlet forms, $A^h$ and $\mu^h$ are said to be Revuz corresponding to each other, and $\mu^h$ is called the Revuz measure of $A^h$, if for any $\gamma$-coexcessive ($\gamma > 0$) function $g \in D(\mathcal{E}^h)$ and any bounded $f \in p\mathcal{B}(E)$, it holds that

$$\lim_{\beta \to +\infty} \beta(g, E^h[\int_0^{+\infty} e^{-\beta(\gamma + \alpha)}f(X_t)I_{(t, \zeta]}d\mu^h]_{h^2,m}) = \int_E fg\mu^h(dx).$$

(6.5)

We refer to [FOT11, Section 5.1] and [Os13, Section 4.1] for the detail discussion of Revuz correspondence. The condition stated above is slightly different but equivalent to the condition stated in [Os13, Theorem 4.1.4] (cf. [FOT11, Theorem 5.1.3]).

In this subsection we shall prove the following theorem.

Theorem 6.5. (i) For any $O$-PCAF $A$, there exists a smooth measure $\mu = \mu_A$, such that for any $\gamma$-coexcessive ($\gamma > \alpha$) function $g \in D(\mathcal{E})$ and any bounded function $f \in p\mathcal{B}(E)$, it holds that

$$\lim_{\beta \to +\infty} \beta(g, U_A^{\gamma + \alpha}) = \int_E fg\mu(dx),$$

(6.6)

here and henceforth,

$$U_A^{\beta}f(x) := h(x)E_x^h[\int_0^{+\infty} e^{-(\beta - \alpha)}f(X_t)I_{(t, \zeta]}d\mu^h]_{h^2,m}.\tag{6.7}$$

Moreover, if $A$ and $B$ are $O$-equivalent $O$-PCAFs, then $\mu_A$ and $\mu_B$ are identical.

(ii) Conversely, for any $\mu \in S$, there exists an unique (in $O$-equivalent sense) $O$-PCAF $A$, such that assertion (6.4) holds.
Remark 6.6. We shall say that $A$ and $\mu$ are Revuz corresponding to each other (w.r.t. the positivity preserving coercive form $(\mathcal{E}, D(\mathcal{E}))$, and $\mu$ is the Revuz measure of $A$, if $A$ and $\mu$ satisfy (6.6).

Proof. (Proof of Theorem 6.5 (i))

Suppose that $A$ is an $\mathcal{O}$-PCA $F$ with defining set $\Gamma$. We define

$$A^h(\omega) = \begin{cases} \int_0^t \frac{1}{h(x)} dA_s(\omega), & \omega \in \Lambda_F \\ 0, & \omega \notin \Lambda_F \end{cases}$$

(6.8)

Then by Proposition 6.3, $A^h$ is a PCA $G$ of the $h$-associated process $M^h$ w.r.t. the semi-Dirichlet space $(\mathcal{E}^h, D(\mathcal{E}^h))$. By Os13, Section 4.1, there exists a Revuz measure $\mu_{A^h}$ associated with $A^h$. We define $\mu_A := (h^{-1}) \cdot \mu_{A^h}$, then $\mu_A \in \mathcal{S}$. If $g \in D(\mathcal{E})$ is a $\gamma$-coexcessive function $(\gamma > \alpha)$, then $g \cdot h \in D(\mathcal{E}^h)$ is a $(\gamma - \alpha)$-coexcessive function in $(\mathcal{E}^h, D(\mathcal{E}^h))$. For any bounded $f \in \mathcal{B}(E)^+$, by the Revuz correspondence between $A^h$ and $\mu_{A^h}$, we have

$$\lim_{\beta \to +\infty} \beta(g, U^h g h^{\beta+\gamma} f)_m = \lim_{\beta \to +\infty} \beta(g, h E^h [I_{\Lambda_F} \int_0^{+\infty} e^{-(\beta+\gamma-\alpha)t} \frac{1}{h} (X_t) I_{(t<\zeta)} dA_t]_m = \lim_{\beta \to +\infty} \beta(g, h E^h [\int_0^{+\infty} e^{-(\beta+\gamma) t} f(X_t) dA_t] dA_t))_m = \int_{\mathcal{E}} f \mu_{A^h}(dx) = \int_{\mathcal{E}} g f \mu_A(dx).$$

Therefore, (6.6) is true. Suppose that $B$ is another $\mathcal{O}$-PCA $F$ which is $\mathcal{O}$-equivalent to $A$. We define $B^h$ in the same manner as (6.8). Then one can check that $B^h$ and $A^h$ are equivalent w.r.t. $(\mathcal{E}^h, D(\mathcal{E}^h))$. Thus, by Os13, Theorem 4.1.4 we get $\mu_{B^h} = \mu_{A^h}$, consequently $\mu_B = (h^{-1}) \cdot \mu_{B^h} = (h^{-1}) \cdot \mu_{A^h} = \mu_A$.

For proving Theorem 6.5 (ii) we prepare two lemmas first.

Lemma 6.7. Let $\mu \in \mathcal{S}_0$. Then there exists an unique (in $\mathcal{O}$-equivalent sense) $\mathcal{O}$-PCA $F$ such that

$$E^h_{\beta, \nu} \int_0^{+\infty} e^{-(\beta-\alpha) t} I_{(t<\zeta)} dA_t = \langle U_{\beta, \mu}, \nu \rangle, \quad \forall \nu \in \mathcal{S}_0, \beta > \alpha, \tag{6.9}$$

and consequently, $h(x) E^h_x \int_0^{+\infty} e^{-(\beta-\alpha) t} I_{(t<\zeta)} dA_t$ is an $\mathcal{E}$-quasi-continuous version of $U_{\beta, \mu}$ for any $\beta > \alpha$.

Proof. Existence.

Let $u$ be an $\mathcal{E}$-quasi-continuous version of $U_{\beta, \mu}$ for some temporarily fixed $\beta > \alpha$, then there exists an $\mathcal{E}$-exceptional set $N$ such that \( nR_{n+\beta}u \uparrow u \) on $E \setminus N$. Here, $R_{n+\beta}u := \int_0^{+\infty} e^{-(n+\beta) t} Q_t u(\cdot) dt$. Let

$$g_n(x) = \begin{cases} n(u - R_{n+\beta}u)(x), & x \in E \setminus N \\ 0, & x \in N. \end{cases} \tag{6.10}$$
Then $R_\beta g_n \uparrow u$ for any $x \in E \setminus N$. Let $h \in \mathcal{H}$, we have when $n \to \infty$,

$$R_{\beta-\alpha}^h \frac{g_n}{h} := E^h \left[ \int_0^\infty \frac{e^{-(\beta-\alpha)t}g_n(X_t)I_{\{t<\zeta\}}}{h(X_t)} \, dt \right] = \frac{1}{h} R_\beta g_n \uparrow \frac{u}{h} = \frac{1}{h} \widetilde{U}_\beta \mu = U_{\beta-\alpha}^h (h \cdot \mu),$$

(6.11)

where $U_{\beta-\alpha}^h (h \cdot \mu)$ is an $\mathcal{E}$-quasi-continuous version of the $(\beta-\alpha)$-potential of $h \cdot \mu$ with respect to $(\mathcal{E}^h, D(\mathcal{E}^h))$. Similar to the proof of [Os13, Theorem 4.1.10], we can choose a subsequence $\{n_i\}$ such that $(R_{\beta-\alpha}^h \frac{f_{k}}{h})_{k \in \mathbb{N}}$ with $f_k := \frac{1}{h} \sum_{i=1}^{k} g_{n_i}$ converges to $U_{\beta-\alpha}^h (h \mu)$ strongly in $(\mathcal{E}^h, D(\mathcal{E}^h))$. Denote by

$$\tilde{A}_k^h(t, \omega) := \int_0^t e^{-(\beta-\alpha)s} \frac{f_k}{h} (X_s) ds.$$  

(6.12)

Then similar to the argument of [Os13, Theorem 4.1.10], we can take a subsequence $k_i$ such that

$$\mathcal{E}^h (R_{\beta-\alpha}^h \frac{f_{k_{i+1}}}{h} - \frac{f_{k_i}}{h}, R_{\beta-\alpha}^h \frac{f_{k_{i+1}}}{h} - \frac{f_{k_{i}}}{h}) < 2^{-6i}.$$  

(6.13)

Let

$$\Lambda^h := \{\omega \mid \tilde{A}_{k_i}^h(t, \omega) \text{ converges uniformly in } t$$

on each finite interval of $[0, \infty)\},$$

(6.14)

then $P^h_x((\Lambda^h)^c) = 0$ for all $\nu \in \mathcal{S}_0$ and hence $P^h_x((\Lambda^h)^c) = 0$ q.e. $x \in E$ (cf. Os13 (4.1.16)). Let

$$\tilde{A}^h(t, \omega) = \begin{cases} 
\lim_{i \to \infty} \tilde{A}_{k_i}^h(t, \omega), & \omega \in \Lambda^h, \\
0, & \omega \notin \Lambda^h.
\end{cases}$$

(6.15)

Denote by

$$A_t^h := \int_0^t e^{(\beta-\alpha)u} d\tilde{A}_u^h,$$

then $(A_t^h)_{t \geq 0}$ is a PCAF in the sense of [FOT11, Section 5.1] or [Os13, Section 4.1], and its Revuz measure w.r.t $(\mathcal{E}^h, D(\mathcal{E}^h))$ is $h \cdot \mu$. That is, for any $\beta > \alpha$, it holds that,

$$U_{\beta-\alpha}^h (h \cdot \mu) = E^x_h \left[ \int_0^{+\infty} e^{-(\beta-\alpha)t} I\{X_t \in \Lambda^h\} \, dA_t^h \right], \text{ q.e. } x \in E.$$  

(6.16)

We now define

$$\Gamma_t = \bigcap_{m \geq 1} \bigcup_{l \geq m} \{ \omega \in \Omega \mid \tilde{A}_{k_i}^h(u, \omega) \text{ converges uniformly}$$

for $u \in [0, t + \frac{1}{l}]$ when $i \to \infty\},$$

$$\bar{\Gamma} = \{(t, \omega) \mid t \in \mathbb{R}_+, \omega \in \Gamma_t\}, \quad \tau_{\bar{\Gamma}}(\omega) = \inf \{ t \geq 0 \mid (t, \omega) \notin \bar{\Gamma}\},$$
and

\[ \Gamma := \tilde{\Gamma} \cup \{(t, \omega) \mid t \geq \zeta(\omega), \tau_\Gamma(\omega) \geq \zeta(\omega)\}. \quad (6.17) \]

Then \( I_\Gamma(t, \cdot), t \geq 0, \) is a decreasing right continuous \( \{M_t\}\)-adapted process.

Let \( \tau_\Gamma(\omega) := \inf\{t \geq 0 \mid (t, \omega) \notin \Gamma\} \) and \( \Lambda_\Gamma := \{\omega \mid \tau_\Gamma(\omega) \geq \zeta(\omega)\} \), then by (6.17) we have \( \Lambda_\Gamma = \{\omega \mid \tau_\Gamma(\omega) = \infty\} \). Moreover, comparing (6.14) and (6.17), we get \( \Lambda_\Gamma \supset \Lambda^h \) and hence \( P^h_\nu((\Lambda_\Gamma)^c) = P^h_\nu(\{\tau_\Gamma < \zeta\}) = 0 \) for all \( \nu \in \mathcal{S}_0 \). Consequently,

\[ Q_\nu(\Gamma^c) := \int_0^{+\infty} \overline{Q_{\nu,t}}(I_\Gamma^c(t, \cdot))dt = E_{h,\nu}^h[I_{\Lambda_\Gamma} \int_0^{+\infty} I_{(t \geq \tau_\Gamma)} \frac{I_{(t<\zeta)}}{h(X_t)}dt] = 0, \quad \forall \ \nu \in \mathcal{S}_0. \]

We define

\[ \tilde{A}_t(\omega) := \begin{cases} \lim_{t \to +\infty} \tilde{A}^h_{\tilde{\Gamma}}(t, \omega), & 0 \leq t < \tau_\Gamma(\omega), \\ \tilde{A}^h_{\tilde{\Gamma}}(\omega)_-, & t \geq \tau_\Gamma(\omega) > 0, \\ 0, & \tau_\Gamma(\omega) = 0, \end{cases} \quad (6.18) \]

and

\[ A_t := \int_0^t e^{(\beta-\alpha)u}h(X_u)d\tilde{A}_u, \quad \forall \ t \geq 0. \quad (6.19) \]

Then we can check that \( A \) is an \( \mathcal{O} \)-PCAF with defining set \( \Gamma \). Note that for \( \omega \in \Lambda^h \), we have

\[ A_t(\omega) = \int_0^t h(X_u)dA^h_u(\omega). \quad (6.20) \]

For any \( \beta > \alpha \) and \( \nu \in \mathcal{S}_0 \), by (6.16) and Lemma 6.1 we get,

\[ E_{h,\nu}^h[\int_0^{+\infty} e^{-(\beta-\alpha)t}I_{(t<\zeta)}dA_t] = E_{h,\nu}^h[I_{\Lambda^h} \int_0^{+\infty} e^{-(\beta-\alpha)t}dA^h_t] = (U_{\beta-\alpha}(h\mu), h \cdot \nu) = (U_{\beta\mu}, \nu). \]

Hence \( A \) satisfies (6.19).

Uniqueness.

Suppose that \( B \) is another \( \mathcal{O} \)-PCAF with defining set \( \Gamma' \) satisfying (6.9). We define

\[ B^h_t(\omega) = \begin{cases} \int_0^t \frac{1}{h(X_u)}dB_s(\omega), & \omega \in \Lambda_{\Gamma'}, \\ 0, & \omega \notin \Lambda_{\Gamma'}. \end{cases} \quad (6.21) \]

Then \( B^h \) is a classical PCAF of the \( h \)-associated process \( M^h \). By (6.9) we have for any \( \beta > \alpha \) and \( \nu \in \mathcal{S}_0 \),

\[ (U_{\beta\mu}, \nu) = E_{h,\nu}^h[\int_0^{+\infty} e^{-(\beta-\alpha)t}I_{(t<\zeta)}dB_t] = E_{h,\nu}^h[\int_0^{+\infty} e^{-(\beta-\alpha)t}1(X_t)dB^h_t]. \]

Therefore, for any \( \beta > \alpha \), by Lemma 6.1 it holds that

\[ E_{h}^h[\int_0^{+\infty} e^{-(\beta-\alpha)t}1(X_t)dB^h_t] = U_{\beta-\alpha}(h \cdot \mu)(x), \text{ q.e. } x \in E, \]

22
Hence, by Theorem 4.1.10 \( B^h \) and \( A^h \) are equivalent in the meaning of Section 5.1 or Section 4.1, which means that there exists a defining set \( \Lambda^h \) such that \( P^\nu_\tau(\Lambda^h) = 0 \) for all \( \nu \in S_0 \), and \( B^t_\tau(\omega) = A^t_\tau(\omega) \) for all \( t \geq 0, \omega \in \Lambda^h \). We now set
\[
\hat{\Gamma}_t := \bigcap_{n \geq 1} \bigcup_{k \geq n} \{ \omega \in \Omega \mid B_s = A_s \ \forall \ s \leq t + \frac{1}{k} \},
\]
then \( \hat{\Gamma}_t \supseteq \Lambda^h \), which implies that if we define
\[
\hat{\Gamma} := \{ (t, \omega) \mid t \in \mathbb{R}_+, \omega \in \hat{\Gamma}_t \} \cap \Gamma \cap \Gamma', \quad \tau_{\hat{\Gamma}}(\omega) = \inf \{ t \geq 0 \mid (t, \omega) \notin \hat{\Gamma} \},
\]
and
\[
\Gamma'' := \hat{\Gamma} \cup \{ (t, \omega) \mid t \geq \zeta(\omega), \quad \tau_{\hat{\Gamma}}(\omega) \geq \zeta(\omega) \},
\]
then \( Q_\nu((\Gamma'')^c) = 0 \) for all \( \nu \in S_0 \). We can check that \( \Gamma'' \) is a common defining set for \( B \) and \( A \), and \( B \) and \( A \) are identical on \( \Gamma'' \). That is, \( B \) and \( A \) are \( \mathcal{O} \)-equivalent. \( \square \)

**Lemma 6.8.** Let \( A \) be an \( \mathcal{O} \)-PCAF and \( \mu \in S_0 \). Then the following two assertions are equivalent to each other.

(i) \( A \) and \( \mu \) satisfy (6.4).

(ii) \( \mu \) is the Revuz measure of \( A \), i.e., the assertion (6.6) is true.

**Proof.** Let \( A^h \) be defined by (6.3). Then \( \mu \in S_0 \) is the Revuz measure of \( A \) w.r.t. \( (\mathcal{E}, D(\mathcal{E})) \) if and only if \( h \cdot \mu \) is the Revuz measure of \( A^h \) w.r.t. \( (\mathcal{E}^h, D(\mathcal{E}^h)) \). By the theory of classic Revuz correspondence, the latter is true if and only if for all \( \beta > \alpha \),
\[
U_{\beta-\alpha}^h(h \cdot \mu) = E_x^h[\int_0^{+\infty} e^{-(\beta-\alpha)t} 1(X_t)dA^h_t], \text{ q.e. } x \in E. \tag{6.22}
\]
Applying Lemma 6.1, we see that (6.22) is true if and only if (6.9) is true. \( \square \)

**Proof.** (Proof of Theorem 6.5(ii))

For \( \mu \in S \), by Lemma 6.1 there exists an \( \mathcal{E} \)-nest \( (K_n)_{n \geq 1} \) consisting of compact sets such that \( I_{K_n} \cdot \mu \in S_0 \) for each \( n \geq 1 \). Then by Lemma 6.7 and Lemma 6.8 there exists an unique \( \mathcal{O} \)-PCAF \( A_{I_{K_n}} \cdot \mu \) whose Revuz measure is \( I_{K_n} \cdot \mu \) for each \( n \geq 1 \). Hence, for any \( \gamma \)-coexcessive \( (\gamma \geq \alpha) \) function \( g \in D(\mathcal{E}) \) and bounded \( f \in B(E) \) we get
\[
\lim_{\beta \to +\infty} \beta(g, U_{I_{K_n} \cdot A_{I_{K_{n+1}}} \cdot \mu}) = \lim_{\beta \to +\infty} \beta(g, hE^h[\int_0^{+\infty} e^{-(\beta+\gamma-\alpha)t} fI_{K_n}(X_t) I(t \leq \zeta) dA^h_{I_{K_{n+1}} \cdot \mu}(t)]]) = \int_E f g I_{K_n} d(I_{K_{n+1}} \cdot \mu) = \int_E f g I_{K_n} d\mu,
\]
which means the Revuz measure of \( I_{K_n} \cdot A_{I_{K_{n+1}}} \cdot \mu \) is also \( I_{K_n} \cdot \mu \). Hence, \( I_{K_n} \cdot A_{I_{K_{n+1}}} \cdot \mu \) and \( A_{I_{K_n}} \cdot \mu \) are \( \mathcal{O} \)-equivalent. (Here and henceforth \( I_{K_n} \cdot A_{I_{K_{n+1}}} \cdot \mu}(t) := \int_0^t I_{K_n}(X_u) dA_{I_{K_{n+1}} \cdot \mu}(u) \).

Let \( \Gamma^h \) be a defining set of \( A_{I_{K_1}} \cdot \mu \). For each \( n \geq 2 \), we may take a common defining set \( \Gamma^n \) such that \( I_{K_{n-1}} \cdot A_{I_{K_n}} \cdot \mu \) and \( A_{I_{K_{n-1}}} \cdot \mu \) are identical on \( \Gamma^n \). Without loss of generality we may assume the \( \Gamma^n \subset \Gamma^{n-1} \) for each \( n \geq 2 \). Let \( \tau_{\Gamma^n}(\omega) = \inf \{ t \geq 0 \mid (t, \omega) \notin \Gamma^n \} \) and
\( \tau_{\infty} (\omega) := \inf_{n \geq 1} \tau_{n} (\omega) \). Then by the right continuity of \( \{ \mathcal{M}_{t} \} \), we have \( \tau_{\infty} \in \mathcal{T} \). Moreover, since \( \{ \tau_{\infty} < \zeta \} \subset \cup_{n \geq 1} \{ \tau_{n} < \zeta \} \), therefore \( P^{h}_{\nu} (\tau_{\infty} < \zeta) = 0 \) for all \( \nu \in \mathcal{S}_{0} \).

We define \( \tau_{K_{n}} (\omega) = \inf \{ t \geq 0 \mid X_{t} (\omega) \notin K_{n} \} \) for \( n \geq 1 \). Similar to the argument of [MR92, IV, Proposition 5.30 (i)], we can show that there exists an \( \mathcal{E} \)-exceptional set \( N \), such that for any \( x \in E \setminus N \), \( P_{\nu} (\lim_{n \to \infty} \tau_{K_{n}} < \zeta) = 0 \). Therefore, if we let \( \tau_{K_{\infty}} := \lim_{n \to \infty} \tau_{K_{n}} \), then \( P^{h}_{\nu} (\tau_{K_{\infty}} < \zeta) = 0 \) for all \( \nu \in \mathcal{S}_{0} \). We now set \( \eta = \tau_{\infty} \land \tau_{K_{\infty}} \) and define

\[
\Gamma := \{ (t, \omega) \mid t < \eta (\omega) \} \cup \{ (t, \omega) \mid t \geq \zeta (\omega), \eta (\omega) \geq \zeta (\omega) \}.
\]

We can check that \( \Gamma \) satisfies Definition 6.2 (a), (b), and (c). Moreover, if \( t < \eta (\omega) \), then \( A_{I_{K_{n} \cdot \mu}} (t, \omega) = I_{K_{n} \cdot \mu} \cdot A_{I_{K_{n} + t \cdot \mu}} (t, \omega) \) for all \( n, l \geq 1 \). Set \( \tau_{K_{0}} (\omega) := 0 \) and define

\[
A(t, \omega) = \begin{cases} 
A_{I_{K_{n} \cdot \mu}} (t, \omega), & 0 \leq t < \eta (\omega), \tau_{K_{n} - 1} (\omega) \leq t < \tau_{K_{n}} (\omega) \\
A_{\eta (\omega)}, & t \geq \eta (\omega) > 0 \\
0, & \eta (\omega) = 0.
\end{cases}
\]

(6.23)

Then we can check that \( A \) satisfies Definition 6.2 (d) and (e). Therefore, \( A \) is an \( \mathcal{O} \)-PCAF. By Part (i) of Theorem 6.5, there exists an unique smooth measure \( \mu_{A} \), such that for any \( \gamma \)-coexcessive (\( \gamma > \alpha \)) function \( g \in D(\mathcal{E}) \) and any bounded function \( f \in \mathcal{B}(E)^{+} \), it holds that

\[
\lim_{\beta \to +\infty} \beta (g, U_{A}^{\gamma + \beta} f)_{m} = \int_{E} fg \mu_{A} (dx).
\]

But for any \( n \geq 1 \), we have

\[
\int_{E} fg I_{K_{n} \cdot \mu} (dx) = \lim_{\beta \to +\infty} \beta (g, U_{A}^{\gamma + \beta} f I_{K_{n}})_{m}
\]

\[
= \lim_{\beta \to +\infty} \lim_{l \to +\infty} \beta (g, h E_{X}^{h} [I_{\eta \geq \zeta}] \int_{0}^{\tau_{K_{n + l}}} e^{-(\beta - \alpha) t} \frac{I_{K_{n}} (X_{t}) I_{(t < \zeta) \cdot \mu} (t)}{h} dA_{t})_{m}
\]

\[
= \lim_{\beta \to +\infty} \lim_{l \to +\infty} \beta (g, h E_{X}^{h} [\int_{0}^{\tau_{K_{n + l}}} e^{-(\beta - \alpha) t} \frac{I_{K_{n}} (X_{t}) I_{(t < \zeta) \cdot \mu} (t)}{h} dA_{t})_{m}
\]

\[
= \int_{E} fg I_{K_{n} \cdot \mu} (dx).
\]

Therefore, \( \mu_{A} = \mu \), i.e., \( \mu \) is the Revuz measure of \( A \). Suppose that \( B \) is another \( \mathcal{O} \)-PCAF whose Revuz measure is \( \mu \). Then \( I_{K_{n} \cdot B} \) is Revuz corresponding to \( I_{K_{n} \cdot \mu} \) for all \( n \geq 1 \). Hence \( B \) is \( \mathcal{O} \)-equivalent to \( A \).

\[
6.3 \text{ Optional measure } Q_{x}^{A} (\cdot) \text{ generated by } A
\]

In this subsection we are going to show that the the Revuz correspondence defined by (6.6) and (6.7) is independent of \( h \in \mathcal{H} \) (see Corollary 6.12). To this end we introduce an optional measure \( Q_{x}^{A} (\cdot) \) generated by an \( \mathcal{O} \)-PCAF \( A \), which we believe will have interest by its own and will be useful in the further study of stochastic analysis related to positivity preserving coercive forms.

**Definition 6.9.** Let \( A \) be an \( \mathcal{O} \)-PCAF. For \( x \in E \), we define a \( \sigma \)-finite measure \( Q_{x}^{A} (\cdot) \) on \( \mathcal{O} \) by setting:

\[
Q_{x}^{A} (H) := h(x) E_{x}^{h} \left[ \int_{0}^{\infty} I_{H(t, \cdot)} e^{\alpha t} I_{(t < \zeta)} dA_{t} \right], \quad \forall H \in \mathcal{O}.
\]

(6.24)
Lemma 6.10. Let \( \nu \in S_0 \), we write

\[
\mathbb{Q}_x^\nu(H) := \int_E \mathbb{Q}_x^\nu(H) \nu(dx) = E_{h,\nu}^h \left[ \int_0^\infty I_{H(t)} \frac{e^{\alpha t} I_{(t<\zeta)}}{h(X_t)} \, dA_t \right], \quad \forall H \in \mathcal{O}.
\] (6.25)

**Lemma 6.10.** Let \( B \) be an \( \mathcal{O} \)-PCAF which is \( \mathcal{O} \)-equivalent to \( A \), and \( \mathbb{Q}_x^B(\cdot) \) be defined by (6.24) with \( A \) replaced by \( B \). Then there exists an \( \mathcal{E} \)-exceptional set \( N \), such that \( \mathbb{Q}_x^B(\cdot) = \mathbb{Q}_x^A(\cdot) \) for all \( x \in E \setminus N \), and hence \( \mathbb{Q}_x^\nu(\cdot) = \mathbb{Q}_x^\nu(\cdot) \) for all \( \nu \in S_0 \).

**Proof.** Let \( \Gamma \) be a common defining set for \( B \) and \( A \), and \( \Lambda \) be specified by Definition 6.2 (c). Then there exists an \( \mathcal{E} \)-exceptional set \( N \) such that \( P_x^h((\Lambda_t)^c) = E_x^h[I_{\{\tau<\zeta\}}] = 0 \) for \( x \in E \setminus N \) (cf. the proof of Proposition 6.3). Then, for any \( H \in \mathcal{O} \), we have

\[
\mathbb{Q}_x^B(H) = h(x) E_x^h[I_{\Lambda_t} \int_0^\infty I_{H(t)} \frac{e^{\alpha t} I_{(t<\zeta)}}{h(X_t)} \, dB_t]
\]

\[
= h(x) E_x^h[I_{\Lambda_t} \int_0^\infty I_{H(t)} \frac{e^{\alpha t} I_{(t<\zeta)}}{h(X_t)} \, dA_t] = \mathbb{Q}_x^A(H).
\]

\[\square\]

In the proof of Theorem 6.11 below we shall make use of the predictable \( \sigma \)-field \( \mathcal{P} \) related to \( \{\mathcal{M}_t\} \). Recall that \( \mathcal{P} \) is the \( \sigma \)-field on \([0,\infty[ := \mathbb{R}_+ \times \Omega \) generated by all the left continuous \( \{\mathcal{M}_t\} \)-adapted processes. It is known that (cf. [HWY92, Theorem 3.21]) \( \mathcal{P} \subset \mathcal{O} \) and \( \mathcal{P} \) is the \( \sigma \)-field generated by the following sets

\[
\{0\} \times F \mid F \in \mathcal{M}_0 \} \cup \{(p,q) \times F \mid 0 < p < q < \infty, \, p,q \in \mathbb{Q}_+, \, F \in \mathcal{M}_{p-}\}, \quad (6.26)
\]

where \( \mathbb{Q}_+ \) stands for all the nonnegative rational numbers and \( \mathcal{M}_{p-} = \bigvee_{s<p} \mathcal{M}_s \).

Recall that \( \mathcal{H} \) is the collection of all strictly positive \( \mathcal{E} \)-quasi-continuous \( \alpha \)-excessive functions.

**Theorem 6.11.** The optional measure \( \mathbb{Q}_x^A(\cdot) \) defined by (6.24) is independent of \( h \in \mathcal{H} \) in the following sense.

(i) Let \( \mathbb{Q}_x^A(\cdot) \) be defined by (6.24) with \( h \) replaced by another \( h' \in \mathcal{H} \). Then there exists an \( \mathcal{E} \)-exceptional set \( N \) such that \( \mathbb{Q}_x^A(\cdot) = \mathbb{Q}_x^{A'}(\cdot) \) for all \( x \in E \setminus N \).

(ii) Consequently, let \( \mathbb{Q}_x^\nu(\cdot) \) be defined by (6.24) with \( h \) replaced by another \( h' \in \mathcal{H} \). Then for any \( \nu \in S_0 \), we have \( \mathbb{Q}_x^\nu(\cdot) = \mathbb{Q}_x^{\nu'}(\cdot) \).

**Proof.** Let \( A \) be an \( \mathcal{O} \)-PCAF. Then by Theorem 6.3 there exists \( \mu \in \mathcal{S} \) satisfying (6.6). We assume first that \( \mu \in S_0 \). Then by Lemma 6.8 \( A \) and \( \mu \) satisfy (6.9) w.r.t. \( h \). Suppose that \( h' \) is another strictly positive \( \mathcal{E} \)-quasi-continuous \( \alpha \)-excessive function. Following the procedure of Lemma 6.7 we may construct another \( \mathcal{O} \)-PCAF \( A' \) such that \( A' \) and \( \mu \) satisfy (6.9) w.r.t. \( h' \). More precisely, let \( g_n \) be the same as specified by (6.10), then (6.11) holds also true when \( h \) is replaced by \( h' \). Moreover, we can choose the same subsequence \( \{k_n\} \) such that \( (R_{\beta-\alpha}^{h'} f_k)_{k \in \mathbb{N}} \) with \( f_k := \frac{1}{k} \sum_{i=1}^k g_n \) converges strongly in \( (\mathcal{E}_{h'}, D(\mathcal{E}_{h'})) \), and take the same subsequence \( k_i \) such that

\[
\mathcal{E}_{\beta-\alpha}^{h'}(R_{\beta-\alpha}^{h'} f_{k_{i+1}} - f_{k_i}, R_{\beta-\alpha}^{h'} f_{k_{i+1}} - f_{k_i}) =
\]
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Define
\[
\mathcal{E}_{\beta-\alpha}^{\lambda} \left( R_{\beta-\alpha}^{h} \left( \frac{f_{k+1} - f_{k_i}}{h}, R_{\beta-\alpha}^{h} \left( \frac{f_{k+1} - f_{k_i}}{h} \right) \right) \right) < 2^{-6i}.
\]
Repeating the construction in Lemma 6.7, we denote
\[
\tilde{A}^{h'}_{k}(t, \omega) := \int_0^t e^{-(\beta-\alpha)u} \frac{f_k}{h'}(X_u) ds.
\] (6.27)

Define
\[
\Gamma'_t = \bigcap_{m \geq 1} \bigcup_{t \geq m} \{ \omega \in \Omega \mid \tilde{A}^{h'}_{k_i}(u, \omega) \text{ converges uniformly for } u \in [0, t + \frac{1}{t}] \text{ when } i \to \infty \},
\]
\[
\tilde{\Gamma}' = \{ (t, \omega) \mid t \in \mathbb{R}_{+}, \, \omega \in \Gamma'_t \}, \quad \tau_{\tilde{\Gamma}'}(\omega) = \inf \{ t \geq 0 \mid (t, \omega) \notin \tilde{\Gamma}' \},
\]
and
\[
\Gamma' := \tilde{\Gamma}' \cup \{ (t, \omega) \mid t \geq \zeta(\omega), \, \tau_{\tilde{\Gamma}'}(\omega) \geq \zeta(\omega) \}.
\]
Let \( \tau_{\Gamma'}(\omega) := \inf \{ t \geq 0 \mid (t, \omega) \notin \Gamma' \} \) and define
\[
\tilde{A}'_t(\omega) := \begin{cases} 
\lim_{i \to +\infty} \tilde{A}^{h'}_{k_i}(t, \omega), & 0 \leq t < \tau_{\tilde{\Gamma}'}(\omega), \\
\tilde{A}^{h'}_{\tau_{\tilde{\Gamma}'}(\omega)}(\omega), & t \geq \tau_{\tilde{\Gamma}'}(\omega) > 0, \\
0, & \tau_{\Gamma'}(\omega) = 0.
\end{cases}
\] (6.28)

Define further
\[
A'_t := \int_0^t e^{(\beta-\alpha)u} h'(X_u) d\tilde{A}'_t, \quad \forall \ t \geq 0.
\] (6.29)

Then \( A' \) is an \( \mathcal{O} \)-PCAF with defining set \( \Gamma' \) satisfying (6.9) with \( h \) replaced by \( h' \).

We claim that \( A' \) and \( A \) are in fact \( \mathcal{O} \)-equivalent. To verify this we define \( \tilde{\Gamma} = \Gamma \cap \Gamma' \) and \( \tau_{\tilde{\Gamma}}(\omega) := \inf \{ t \geq 0 \mid (t, \omega) \notin \tilde{\Gamma} \} \). Let \( t < \tau_{\tilde{\Gamma}}(\omega) \), then both \( \tilde{A}^{h'}_{k_i}(s, \omega) \) and \( \tilde{A}^{h}_{k_i}(s, \omega) \) converge uniformly for \( s \in [0, t] \). Comparing (6.12) and (6.27), we have
\[
\tilde{A}^{h'}_{k_i}(s, \omega) = \int_0^s \frac{h}{h'}(X_u) d\tilde{A}^{h}_{k_i}(u, \omega), \quad \forall \ s < \tau_{\tilde{\Gamma}}(\omega).
\]
Consequently, for any \( T > 0 \) we have
\[
\int_0^t h'(X_u) l_{h'(X_u) < T, \, h'(X_u) < T} d\tilde{A}'_t(\omega) = \int_0^t h(X_u) l_{h(X_u) < T, \, h'(X_u) < T} dA'_t(\omega).
\]
Therefore, for all $E$.

Making use of the above facts, we can show that

Suppose that $T_k \to \infty$.

Therefore, for all $E$.

\[
\begin{align*}
    \mathbb{Q}_t^A (H \cap [[0, T_k]]) &= E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) \frac{e^{\alpha u} I_{\{u < \zeta\}}(u)}{h(X_u)} dA_u \right] \\
    &= E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) e^{\beta u} I_{\{u < \zeta\}}(u) d\tilde{A}_u \right] \\
    &= \lim_{i \to \infty} E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) e^{\alpha u} I_{\{u < \zeta\}}(u) f_k(X_u) \frac{du}{h(X_u)} \right] \\
    &= \lim_{i \to \infty} \int_0^\infty \mathcal{Q}_{t,u} (I_F I_{[s \wedge T_k]}(u) f_k(X_u)) du.
\end{align*}
\]

On the other hand, by (6.29), (6.28), (6.27) and (4.6), we get

\[
\begin{align*}
    \mathbb{Q}_t^{\mathcal{A}} (H \cap [[0, T_k]]) &= E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) \frac{e^{\alpha u} I_{\{u < \zeta\}}(u)}{h'(X_u)} dA'_u \right] \\
    &= E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) e^{\beta u} I_{\{u < \zeta\}}(u) d\tilde{A}'_u \right] \\
    &= \lim_{i \to \infty} E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) e^{\alpha u} I_{\{u < \zeta\}}(u) \frac{f_k(X_u)}{h'(X_u)} \frac{du}{h(X_u)} \right] \\
    &= \lim_{i \to \infty} \int_0^\infty \mathcal{Q}_{t,u} (I_F I_{[s \wedge T_k]}(u) f_k(X_u)) du.
\end{align*}
\]

Therefore, for all $F \in \mathcal{M}_+ \cap [0, T_k]$, we have

\[
\mathbb{Q}_t^{\mathcal{A}} (([[s, t]] \times F) \cap [[0, T_k]]) = \mathbb{Q}_t^A (([[s, t]] \times F) \cap [[0, T_k]]).
\]

It is trivial that

\[
\mathbb{Q}_t^{\mathcal{A}} (\{0\} \times F) \cap [[0, T_k]] = \mathbb{Q}_t^A (\{0\} \times F) \cap [[0, T_k]] = E_{t,u}^h \left[ \int_0^\infty I_F I_{[s \wedge T_k]}(u) \frac{e^{\alpha u} I_{\{u < \zeta\}}(u)}{h(X_u)} dA_u \right], \quad \forall F \in \mathcal{M}_0.
\]

Applying monotone class argument, by (6.26) we get $\mathbb{Q}_t^{\mathcal{A}} (H \cap [[0, T_k]]) = \mathbb{Q}_t^A (H \cap [[0, T_k]])$ for all $H \in \mathcal{P}$. Therefore, for all $T \in \mathcal{T}$ we have

\[
\begin{align*}
    \mathbb{Q}_t^{\mathcal{A}} ([T, \infty[ \cap [0, T_k]] &= \mathbb{Q}_t^A ([T, \infty[ \cap [0, T_k]]) \\
    &= \mathbb{Q}_t^A ([T, \infty[ \cap [0, T_k]]) = \mathbb{Q}_t^{\mathcal{A}} ([T, \infty[ \cap [0, T_k]].
\end{align*}
\]

Applying monotone class argument again, by (6.1) we get

\[
\begin{align*}
    \mathbb{Q}_t^{\mathcal{A}} (H \cap [[0, T_k]]) &= \mathbb{Q}_t^A (H \cap [[0, T_k]]) \quad \forall H \in \mathcal{O}.
\end{align*}
\]

Denote by $T_\infty = \lim_{k \to \infty} T_k$. Similar to the argument of [MR92, IV. Proposition 5.30 (i)], we can show that there exists an $\mathcal{E}$-exceptional set $N$, such that for any $x \in E \setminus N$, $P_x^h (\lim_{k \to \infty} \tau_{T_k} < \zeta) = 0$. By Definition (6.2) (d), we have $\lim_{k \to \infty} \tau_{T_k} \geq \tau_T \wedge \tau_{\mathcal{A}} \wedge \zeta$. From the proof of Proposition (6.3), we see that $E_x^h [I_{\{\tau_T < \zeta\}}] = 0$ and $E_x^h [I_{\{\tau_{\mathcal{A}} < \zeta\}}] = 0$ for q.e. $x \in E$. Making use of the above facts, we can show that

\[
E_x^h [I_{\{T_\infty < \zeta\}}] = E_x^h [I_{\{T_\infty < \zeta\}}] = 0, \quad \forall \nu \in \mathcal{S}_0.
\]
Therefore, for any $H \in \mathcal{O}$ we have

$$
\lim_{k \to \infty} Q_x^\nu(H \cap [[0, T_k]]) = \lim_{k \to \infty} E_{h, \nu}^k [I_{\{T_k \geq \zeta\}} \int_0^{T_k} I_H(u, h) e^{\alpha h I_{\{u < \zeta\}}(u)} dA_u]
$$

$$
=E_{h, \nu}^k [I_{\{T_k \geq \zeta\}} \int_0^{\infty} I_H(u, h) e^{\alpha h I_{\{u < \zeta\}}(u)} dA_u] = Q_x^\nu(H). \tag{6.34}
$$

Similarly, for any $H \in \mathcal{O}$ we have

$$
\lim_{k \to \infty} Q_x'^\nu(H \cap [[0, T_k]]) = Q_x'^\nu(H). \tag{6.35}
$$

Consequently by (6.32) we conclude that $Q_x^\nu(\cdot) = Q_x'^\nu(\cdot)$ for all $\nu \in S_0$.

Note that $E$ is a Lusin space, therefore $\mathcal{B}(E)$ is countably generated which implies that $\mathcal{F}_s^0$ is countably generated for any $s \in Q_+$. Then for each $s, t \in Q_+$, $0 < s < t < \infty$, by what we have proved we may take an $\mathcal{E}$-exceptional set $N_{st}$ such that for all $x \in E \setminus N_{st}$ and $F \in \mathcal{F}_r^s$, $r < s$, it holds that

$$
Q_x'^A((s, t) \times F) \cap [[0, T_k]] = Q_x^A((s, t) \times F) \cap [[0, T_k]]. \tag{6.36}
$$

By virtue of Lemma 4.2 (i), we see that in fact (6.36) holds for all $F \in \mathcal{F}_r^s$, $r < s$, and hence it is true for all $F \in \mathcal{F}_u^v$. Because (6.31) is true for any $x \in E$, therefore if we set $N_1 = \bigcup_{s, t \in Q_+, s < t} N_{st}$, then applying twice monotone class arguments we can get

$$
Q_x'^A(H \cap [[0, T_k]]) = Q_x^A(H \cap [[0, T_k]]), \quad \forall \ H \in \mathcal{O}, \ x \in E \setminus N_1. \tag{6.37}
$$

By (6.33), we can take an $\mathcal{E}$-exceptional set $N_2$ such that

$$
E_x^k[I_{\{T_k \geq \zeta\}}] = E_x'^k[I_{\{T_k \geq \zeta\}}] = 0, \quad \forall \ x \in E \setminus N_2. \tag{6.38}
$$

Following the arguments of (6.34) and (6.35), we get $Q_x^\nu(\cdot) = Q_x'^\nu(\cdot)$ for all $x \in E \setminus (N_1 \cup N_2)$. Because $A$ and $A'$ are $\mathcal{O}$-equivalent, by Lemma 6.10 there exists an $\mathcal{E}$-exceptional set $N_3$ such that $Q_x'^A(\cdot) = Q_x'^A(\cdot)$ for all $x \in E \setminus N_3$. We now define $N = N_1 \cup N_2 \cup N_3$, then $N$ is an $\mathcal{E}$-exceptional set and $Q_x^\nu(\cdot) = Q_x'^\nu(\cdot) = Q_x^A(\cdot)$ for all $x \in E \setminus N$. Thus the theorem is proved in the case that $\mu \in S_0$ where $\mu$ is Revuz corresponding to $A$ by (6.6) w.r.t. $h$.

We now extend the above results to the general situation. Let $A$ be an $\mathcal{O}$-PCAF. Suppose that $Q_x^\nu(\cdot)$ is defined by (6.21) with some $h \in \mathcal{H}$ and $Q_x'^\nu(\cdot)$ is defined by (6.21) with another $h' \in \mathcal{H}$. Suppose that $\mu \in \mathcal{S}$ Revuz corresponding to $A$ by (6.6) w.r.t. $h$. We take an $\mathcal{E}$-nest $(K_n)_{n \geq 1}$ consisting of compact sets such that $I_{K_n} \cdot \mu \in S_0$ for each $n \geq 1$. Then $I_{K_n} \cdot A$ is Revuz corresponding to $I_{K_n} \cdot h$ w.r.t. $h$. By what we have proved, for each $n \geq 1$, there exists an $\mathcal{E}$-exceptional set $N_n$ such that $Q_x'^{I_{K_n} \cdot A}(\cdot) = Q_x^{I_{K_n} \cdot A}(\cdot)$ for $x \in E \setminus N_n$. Let $N = \bigcup_{n \geq 1} N_n$. Then for $x \in E \setminus N$ we have

$$
Q_x'^A(H) = \lim_{n \to \infty} Q_x'^{I_{K_n} \cdot A}(H) = \lim_{n \to \infty} Q_x^{I_{K_n} \cdot A}(H) = Q_x^A(H), \quad \forall \ H \in \mathcal{O}.
$$

Therefore, Theorem 6.11 is true in general case. \hfill \Box

**Corollary 6.12.** The Revuz correspondence specified by (i) and (ii) of Theorem 6.5 is independent of $h \in \mathcal{H}$.
Proof. We denote by $U^{\beta}_{A}$ the formula (6.7) with $h$ replaced by $h'$. For any $f \in \mathcal{B}(E)^+$, if we set $H(t) = e^{-\beta t}f(X_t)$, then,

$$U^{\beta}_{A}f(x) = h(x)E^h_x \left[ \int_{0}^{+\infty} e^{-(\beta-\alpha)t} \frac{f}{h}(X_t)I_{(t<\zeta)}dA_t \right]$$

$$= Q_x^A(H) = Q_x^A(H) = U^{\beta}_{A}f(x) \text{ q.e. } x \in E.$$ 

Therefore, the corollary is true. $\square$
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