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Abstract—Exploiting internal spatial geometric constraints of sparse LiDARs is beneficial to depth completion, however, has not been explored well. This paper proposes an efficient method to learn geometry-aware embedding, which encodes the local and global geometric structure information from 3D points, e.g., scene layout, object's sizes and shapes, to guide dense depth estimation. Specifically, we utilize the dynamic graph representation to model generalized geometric relationship from irregular point clouds in a flexible and efficient manner. Further, we joint this embedding and corresponded RGB appearance information to infer missing depths of the scene with well structure-preserved details. The key to our method is to integrate implicit 3D geometric representation into a 2D learning architecture, which leads to a better trade-off between the performance and efficiency. Extensive experiments demonstrate that the proposed method outperforms previous works and could reconstruct fine depths with crisp boundaries in regions that are over-smoothed by them. The ablation study gives more insights into our method that could achieve significant gains with a simple design, while having better generalization capability and stability. The code is available at https://github.com/Wenchao-Du/GAENet.

I. INTRODUCTION

Accurate and robust depth estimation is essential for various visual applications, such as autonomous navigation, unmanned aerial vehicles, and robotic manipulation. However, existing most of the stereo vision algorithms only suit general indoor scenes or closed areas with limited distance [1], which fail for complicated outdoor scenes due to strong interference, e.g., illuminations and occlusions. The active depth sensor is an alternative solution, which provides reliable depth measurements. However, commodity-level depth sensors, e.g., LiDAR, RGBD camera, and Time-of-Flight, only produce high-resolution output with excessive sparsity, e.g., there are roughly 4% valid pixels captured by Velodyne LiDAR HDL-64e on single depth map from the KITTI benchmark [2]. Therefore, recovering dense depths from sparse measurements, i.e. depth completion, is critical for practical 3D vision applications.

Recent works [2], [3], [4], [5] have taken advantage of convolution neural networks (CNNs) to tackle this problem. However, excessive sparsity limits the ability of CNNs on dense grids, geometric information from sparse LiDARs is not explored well, as illustrated in Fig. 1. Therefore, some researches [6], [7], [8], [9] tried to introduce implicit normal constraints to regularize depth estimation. However, predicting accurate normal maps from complex real scenes is challenging, which limits the ability of the model. Leading works [10], [11], [12] have shown that jointing 3D-2D representations extracted from point clouds and RGB images is beneficial to dense estimation. However, latent domain gap requires powerful fusion architecture, which leads to the poor generalization capabilities of model on diverse scenes.

To tackle above problems, in this paper, we focus on two key factors, i.e. better geometric representation and efficient fusion architecture. Our goal is to exploit internal geometric structure relationship to regularize depth estimation in a simple but effective manner. As shown in Fig. 1, we observe that the geometric properties of objects, e.g., size and shape, are still preserved in 3D space, which provide reliable priors for structural scene perception while having better robustness for occlusions and illuminations. To this end, we aim to explore generalized geometric representation from 3D point clouds, which encodes the local and global structure information (reference as geometry-aware embedding), and further fuses the 2D appearance features from RGB images to estimate dense depth, where geometric embedding could be viewed as implicit auxiliary constraints to regularize the depth prediction. Therefore, the proposed method contains two modules, i.e. learning geometry-aware embedding and geometry-guided propagation, they are integrated into a unified reasoning framework. In this way, the visual and geometrical information can be exploited well to regularize depth reconstruction, leading the final prediction to be both
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Fig. 1. t-SNE visualization for the geometrical embedding. Explicit spatial topological information is lost in local sparse LiDAR data (b). Instead, the rich scene structural priors are preserved well by geometric embedding (c).
Our contributions are summarized as follows: (1) Propose a novel approach that learns geometric-aware embedding from sparse LiDARs via task-driven without auxiliary supervision, to regularize depth inference effectively; (2) Design a simple yet efficient joint framework for depth completion that integrates 3D-2D information better and is end-to-end trainable; (3) Achieve finer depth estimation in indoor and outdoor scenes while having better generalization capability and stability.

II. RELATED WORK

RGB-D Depth Completion. Early works viewed depth completion as a typical inverse problem, some classical image processing methods are applied to it, e.g., compressed sensing [13] and wave analysis [14]. Benefited from CNNs’ evolution on dense grids, some methods have tried to extend CNNs’ operators to sparse LiDAR maps [2], [15].

Inspired by depth estimation from the single RGB image, Ma and Karaman [3] directly fused the RGB-LiDAR to predict dense depth by an encoder-decoder network and achieved significant improvements. Cheng et al. [16] introduced a recurrent convolution into spatial propagation network (reference as CSPN) to estimate the affinity matrix as a post-processing module, which speeds the SPN [17] and improves the performance. Park et al. [18] further applied the non-local convolutions to CSPN, enhancing the ability on learning robust affinity matrix. Along this direction, recent works [19], [20] focus on improving performance of CSPN by careful designing. But they all require powerful backbone to learn affinity matrix and sufficient iterations for finer refinement, which lead to the slow inference speed. In addition, some researches also explored better RGB-D fusion architecture for dense estimation [21], [4], [22].

Geometry-Aware Depth Completion. Recently, exploiting implicit geometric constraints to regularize dense estimation has drawn more attention. Zhang et al. [6] firstly utilized normal constraints to guide depth completion in indoor scenes. Further, Qiu et al. [8] extended normal estimation as an intermediate representation for outdoor depth prediction. Similarly, Xu et al. [9] constructed plane-origin distance constraints based on predicted normal map to refine final depths. However, a key point is ignored by them that estimating accurate normal from outdoor scenes is challenging due to uncertain interference. In addition, some works [23], [24] exploited plane constraints for fine depth completion. Furthermore, view synthesis based self-supervised methods [25], [26] have been also explored.

Considering that the latent topology information is lost in 2D space, fusing 2D-3D features from RGB-Point clouds for dense estimation has shown great advantages in recent work. Chen et al. [10] first constructed 3D-2D fusion blocks to aid for depth estimation, significant performance gains are achieved by increasing the width and depth of the model. Xiang et al. [11] introduced an extra point clouds completion network into general encoder-decoder architecture. Although these methods have exploited 3D-2D representation, implicit geometric constraints are not explored well. In addition, large-scale point clouds require heavy computation budgets during the training and testing, so that they could not achieve a better trade-off between the performance and efficiency.

Graph Representation Learning. Following the breakthrough progress of CNN in dense grids, some researches [27], [28] have applied it to irregular data, e.g., point clouds. Previous works transform the point cloud onto a grid, e.g., view-based [29] and volumetric representations [30]. PointNet series [31], [32] exploited the point-wise MLP to learn spatial features from 3D points. Recently, the graph has been viewed as a type of non-Euclidean structure and used to represent unordered data. Graph neural networks directly define convolutions in the spectral and spatial domains, operating on groups of spatially close neighbors to exploit the geometric relationship [33], have made significant progress on point cloud classification and segmentation [34], [35]. For dense estimation, Xiong et al. [12] explored graph construction on 3D points to guide depth completion. Further, Zhao et al. [36] directly constructed an encoder-decoder architecture based on graph propagation to explore better multi-modality feature fusion for depth completion. Although graph-based methods generally have fewer parameters, large-scale graph construction and messages aggregation require heavy computations, which limits general applications.

III. METHOD

This section describes details of the proposed method, as shown in Fig. 2, which contains two modules, i.e., geometry representation learning and geometry-guided propagation.

A. Learning Geometric-Aware Embedding

Dynamic Graph Representation (DGR). To exploit the spatial geometric relationship in point cloud space, we introduce the edge convolution (EdgeConv) [34] as the basic component of DGR module to capture local geometrical information while maintaining permutation invariance.

Given a point cloud with \( n \) points is denoted by \( \mathbf{X} = \{ \mathbf{x}_1, \ldots, \mathbf{x}_n \} \subseteq \mathbb{R}^F \), where \( F = 3 \) means 3D coordinates are contained in each point that \( \mathbf{x}_i = (x_i, y_i, z_i) \). A directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is used to model local spatial relationships, where \( \mathcal{V} = \{1, \ldots, n\} \) and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) denote the vertices and edges, respectively. \( \mathcal{G} \) is constructed by the \( k \)-nearest neighbor (k-NN) algorithm in \( \mathbf{X} \subseteq \mathbb{R}^3 \). The single EdgeConv is defined as

\[
\mathbf{x}_i' = \max_{j:(i,j)\in\mathcal{E}} h_{\Theta}(\mathbf{x}_i, \mathbf{x}_j) \tag{1}
\]

\[
h_{\Theta}(\mathbf{x}_i, \mathbf{x}_j) = \tilde{h}_{\Theta}(\mathbf{x}_i, \mathbf{x}_j - \mathbf{x}_i) \tag{2}
\]

where \( \mathbf{x}_i \) is regarded as central point and \( j : (i,j) \subseteq \mathcal{E} \) defines a patch around it. \( h_{\Theta} : \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R}^F \) is a nonlinear edge function with learnable parameters \( \Theta \). It produces the edge features associating with all the edges emanated from the vertex \( \mathbf{x}_i \). \( \max\{\cdot\} \) defines an aggregation operation on the edge features, which is channel-wise symmetric so that \( \mathbf{x}_i' \) is invariant to permutation of the input \( \mathbf{x}_j \). Given an \( F \)-dimensional point cloud with \( n \) points, EdgeConv produces
an $F'$-dimensional point cloud with the same number of points. Further, the edge function is reformulated as (2), which explicitly combines global shape structure, captured by the $x_i$ with local neighborhood information, captured by $x_i - x_k$ while preserving translation invariant property.

At each layer, a different graph $G^{(l)} = (V^{(l)}, E^{(l)})$ is constructed by computing a pairwise distance matrix in feature space and the closest $k$ neighbors are selected for each point. Such a dynamic graph construction strategy leads to our DGR module, which explores the proximity in feature space instead of fixed input, results in the more generalized and stable geometric structure representation. In practice, the single EdgeConv is implemented by one shared linear convolution layer and followed by a batch normalization and a ReLU non-linearity.

**Local and Global Feature Aggregation.** DGR could capture local geometric relationships in each layer. However, with dynamic graph updating, the receptive field of single point feature would be as large as the diameter of point clouds, which leads that the point feature from last layer tends to capture global structural relationship but loses the local geometrical information. This is unsuitable for robust geometric representation. Thus, a reduction function $\mathcal{R}(\cdot)$ is designed to encode the local and global geometrical information for each point $x_i$, which is defined as follows:

$$
F_i = \mathcal{R}(f_i^1 \odot f_i^2 \odot \cdots \odot f_i^l \odot \cdots \odot f_i^T, W)
$$

(3)

where $f_i^l$ denotes the point feature from the $l$-th layer of the center point $x_i$, the output from each layer of $x_i$ forms a feature vector $\{f_i^1, f_i^2, \cdots, f_i^l, \cdots, f_i^T\}$, which contains the local and global geometric information. For initial input, i.e. $f_i^0 = x_i$, it means $f_i^0$ only contains explicit 3D coordinate information. We use a shared linear convolution layer as the aggregation function to encode multi-scale geometric feature vectors with learnable weights $W$, $\odot$ defines a channel-wise concatenation operation. Here we stack four EdgeConv layers, i.e. $L = 4$, to extract multi-scaled point-wise features with multiple dimensions [64, 64, 128, 256]. Furthermore, we use a Max-Pooling operator to acquire the final feature vector $F_i$, $\text{Size}(F_i) = 16$. In addition, considering the explicit depth clues are lost in $F_i$, it is unreliable that relying on the implicit geometric constraints only to guide depth estimation. Therefore, we further concatenate the depth clue $z_i$ with $F_i$ to form the final representation $\hat{F}_i$, referred as geometry-aware embedding, where $\hat{F}_i = F_i \odot z_i$, $\text{Size}(\hat{F}_i) = 17$.

During the training and testing, DGR first transforms the sparse depth map into point clouds using known camera intrinsic parameters, and then extracts the geometric embedding of each point in 3D space, so that we get the 3D points of shape $N \times 3$ along with point features of shape $N \times C$, where $C = 17$. After this step, we back-project the $N \times 3$ 3D points to an empty 2D feature map and assign the $N \times C$ point features to corresponding projected pixels. In this way, we obtain a sparse 2D feature map as the output of the DGR module, which has the same shape as the sparse depth map but with $C$ channels. Therefore, the single valid pixel in 2D sparse feature map not only carries the explicit depth information, but it also contains the implicit geometric clues from local and global spatial structures.

**B. Geometry-Guided Propagation**

Although monocular depth prediction [37] is a typical ill-posed problem due to latent uncertainty, it implies the rich visual appearance from single RGB image could provide extra information for depth perception. Hence, we propose a propagation framework to leverage the learned embedding as guidance, which utilizes visual and geometric information to infer missing depths.

The bi-branch encoding strategy [8], [26], [38] is used in our framework, which contains two independent encoders, referred as $E_C$ and $E_G$. $E_C$ aims to extract multi-scaled visual features from the color image $I_C$. For $E_G$, we don’t only expect to acquire dense representation from the sparse geometric embedding $I_G$, but also attempt to explore the multi-scale geometric constraints from 2D sparse depths.

In practice, our encoders down-sample inputs to 1/8 scale so that we get the multi-scale feature maps with $[1/2, 1/4, 1/8]$, they contain rich visual and geometric information, and then are used for dense reconstruction. Furthermore, to exploit the visual and geometric features from different scales well, we define a simple but effective upsampling operation as

$$
p^{l-1} = g_{U_l}(p^l \oplus f^{l, C}_G) \odot f^{l, G}_I, W^T_l)
$$

(4)

where $g_{U_l}(\cdot)$ is an upsampling function for scale $l$, $p^l$ is the upsampled feature map from the $l$-th scale, which is first fused with feature map $f^{l, G}_I$ extracted from $I_C$ with a point-wise summation operation $\oplus$, where $f^{l, G}_I$ provides dense visual appearance information. Further, we concatenate $f^{l, G}_I$, which provides implicit geometric constraints containing...
depth and spatial structure information to guide upsampling. This is an efficient way to enforce the visual and geometric constraints to regularize the depth estimation. $W^T_i$ is the learnable parameter. For the initial upsampled feature map, i.e. $L = 3$, which is written as
\[ p^{L-1} = g_{U,L}(f^C) \odot f^G, W^T_L). \]
The final output could be denoted as $p^0 = g_{U,1}(p^1 \odot f^C) \odot f^G, W^T_1)$. In practice, we implement the $g_u(\cdot)$ with a general transposed convolution.

The whole framework is shown in Fig. 2. To validate the efficiency of our method while balancing computation costs further, we use the ERFNet [39] as backbone of our framework, which is more lightweight than MobileNetv2 [40]. We modify the last layer of it to regress dense depth instead of classification and an extra encoding branch is added as $E_G$. For convenience, $E_G$ uses a same network structure as $E_C$ but with different input channels.

C. Loss Function

Considering that our approach is integrated into a unified framework, it could be trained with end-to-end, and does not require any special training strategies and loss functions like previous methods [3], [10]. The mean squared error (MSE) loss function is used only, which is denoted by
\[ \mathcal{L}_{MSE} = \sum_{v \in \mathcal{V}} \| P^v_{gt} - P^v \|^2 \]
where $\mathcal{V}$ represents the set of valid pixels in the LiDAR map. $P^v_{gt}$ and $P^v$ denote the ground truth and predicted depth at the pixel $v$ respectively.

IV. EXPERIMENTS

We implement the proposed method with Pytorch on the single Nvidia TITAN GPU. Our models are trained on KITTI [2] and NYUv2 [41] data sets. Adam [42] is used as the optimizer. Considering more challenges in large-scale outdoor scenes, the batch size is set 4 and initial learning rate is set $2e-3$ for KITTI dataset with 50 training epochs. As for NYUv2, we increase the batch size to 16 with initial learning rate $1e-2$, and train the network with 30 epochs only, the learning rate drops by half every 10 epoch iterations. Besides, extra horizontal flipping is used to augment training set. Specially, we set $k = 9$ to construct the dynamic graph in our DGR module to balance the performance and computational costs.

A. Dataset and Metrics

KITTI Dataset. The KITTI depth completion benchmark [2], a large self-driving real-world dataset with street views from a driving vehicle, contains 86,896 frames for training, 1000 frames for selected validation, and 1000 frames for testing. Considering image size in KITTI validation and test sets is $1216 \times 352$, we randomly crop the training image to the same size. For DGR module, to speed training while improving the generalization capacity of the model, we randomly sample 8,000 3D points to learn geometrical embedding during training.

NYUv2 Dataset. NYUv2 Depth Dataset [41] consists of paired RGB-Depth images captured by Microsoft Kinect in 464 indoor scenes. Following the same training setting of previous methods [3], [6], we sample about 43k paired RGB-Depth images from training set, and evaluate on the 654

| Method          | RMSE↓ | MAE↓ | iRMSE↓ | iMAE↓ | Params |
|-----------------|-------|------|--------|-------|--------|
| SparseConvs [2] | 1601.3| 481.27| 4.94   | 1.78  | 0.026M |
| CSPN [16]       | 1019.6| 279.46| 2.93   | 1.15  | 72.8M  |
| Sparse2Dense [25]| 814.73| 249.95| 2.80   | 1.21  | 26.1OM |
| DeepLiDAR [8]   | 758.38| 226.50| 2.56   | 1.15  | 144.0M |
| DepthNormal [9] | 777.05| 235.17| 2.42   | 1.13  | –      |
| Uber-FuseNet [10]| 752.88| 221.19| 2.34   | 1.14  | 1.898M |
| 3dDepthNet [11] | 796.44| 226.27| 2.36   | 1.02  | –      |
| TWISE [23]      | 829.60| 196.88| 2.09   | 0.84  | 1.450M |
| Ours            | 773.90| 231.29| 2.29   | 1.08  | 4.189M |

Table I: Quantitative results of state-of-the-art methods on KITTI depth completion test set.
Table II
The Quantitative Comparisons with State-of-the-Arts on NYUv2 Test Set.

| Samples | Method                | RMSE (m) | MAE (m) | iRMSE (1/km) | iMAE (1/km) | Params (M) |
|---------|-----------------------|----------|---------|--------------|-------------|------------|
| 500     | Ours (w/o DGR)        | 0.14     | 0.18    | 0.99         | 0.99        | 2.094      |
|         | DeepLiDAR [8]         | 0.115    | 0.222   | 0.99         | 0.99        | 100        |
|         | DepthNormal [9]       | 0.119    | 0.21   | 0.99         | 0.99        | 100        |
|         | Ours (w/ DGR)         | 0.124    | 0.221  | 0.99         | 0.99        | 100        |
| 200     | Sparse2Dense [3]      | 0.230    | 0.144   | 0.97         | 0.94        | 100        |
|         | NConv-CNN [5]         | 0.175    | 0.027  | 0.98         | 0.96        | 99         |
|         | Ours (w/o DGR)        | 0.159    | 0.027  | 0.98         | 0.97        | 99         |
|         | Ours (w/ DGR)         | 0.157    | 0.026  | 0.98         | 0.97        | 99         |

Fig. 4. Qualitative comparison with state-of-the-arts on NYUv2 test set. The proposed method presents more reliable ability on structural scene perception and achieves finer depth reconstruction with fewer training parameters against other methods.

Evaluation Metrics. Four typical metrics are adopted in the KITTI evaluation, which are Root Mean Square Error (RMSE[m]), Mean Absolute Error (MAE[m]), inverse RMSE(iRMSE[1/km]), and inverse MAE(iMAE[1/km]) respectively. For the NYUv2, we use the same evaluation metrics with previous methods [3], [8], which are RMSE(m), mean absolute relative error (REL) and \( \delta_i \) which means the percentage of predicted pixels where the relative error is less a threshold \( i \). Specifically, \( i \) is chosen as 1.25, 1.25\(^2\) and 1.25\(^3\) separately. Here the RMSE is used as the primary metric in all the quantitative evaluations.

B. Comparison with State-of-the-Arts

Results on KITTI. We first evaluate our method on the test set of the KITTI by submitting results to KITTI evaluation server, Table I lists the detailed results. Compared to general methods, e.g., CSPN and Sparse2Dense, our method achieves superior improvements on metrics. For normal constraints based methods [8], [9], our method achieves the better trade-off between the performance and efficiency. Compared with 3dDepthNet [11], our method only injects geometrical features into a general framework and achieves better metrics. UberFuseNet [10] has the lower RMSE and fewer parameters against ours, but it requires heavy computational costs due to repeatedly graph propagation on full-scale point clouds. Instead, our method only extracts 3D geometrical features into a general framework and achieves the better trade-off between the performance and efficiency.

Compared with 3dDepthNet [11], our method only injects the better trade-off between the performance and efficiency. Compared with mal constraints based methods [8], [9], our method achieves the visual features dominate the final estimation in some regions with heavy illuminations and shadows. Instead, our method is more robust and generates the finer depths with crisp objects’ boundaries in both near and distant areas.

Results on NYUv2 Dataset. Furthermore, we perform experiments on NYUv2 dataset without any specific modifications. Following existing methods [3], [6], we train and evaluate the performance of our approach with the setting of 200 and 500 sparse LiDAR samples separately. The quantitative results are reported in Table II, the proposed method achieve the significant gains by integrating extra geometric embedding (denoted as w/ DGR), and more samples bring more gains. However, removing DGR module (denoted as w/o DGR), our method still achieves competitive results, which implies that our framework is effective.

Furthermore, we select two representative methods, i.e. Sparse2Dense [3] and CSPN [16], for qualitative comparison. As illuminated in Fig. 4, our method presents superior ability on fine depth estimation.

C. Ablation Study

The extensive ablation studies are performed on KITTI validation set to analyze the effectiveness of the proposed method. Specifically, we mainly explore two modules, i.e. dynamic graph representation (DGR) and geometry-guided propagation. We first compare each variant of our method and then analyze the generalization ability and stability of model with different network configurations. Note that all variants are trained and evaluated with the same hyperparameters for fair comparison.

Components Analysis. We use the modified ERFNet as our baseline model, which takes RGB-D as input directly. For variants, we sequentially add our modifications into the baseline to verify the effect of each component.

Bi-branch encoding (BBE) is first explored, where the \( E_C \) and \( E_G \) take the RGB and depth images as input.
respectively. For DGR module, we consider integrating it into our framework in different manner, e.g., single-scale guidance (SG) instead of multi-scale guidance. So that we only refine final depth in last layer with a fusion block, this is similar with Uber-FuseNet [10]. In addition, we also explore the effects of local and global feature aggregation operation (reference as FA) and different sampling way, e.g., the farthest point sampling (FPS). We remove FA to verify the performance of model. For FPS, we compare it with random sampling (RS) in our full model configuration. Detailed results are reported in Table III.

BBE increases the ability of baseline model, and single-scale guided DGR also improves the performance of the model but with few gains. Similarly, Uber-FuseNet [10] stacks more fusion modules to improve the performance, it leads to heavy computational cost. Instead, our full model only utilizes single DGR module and achieves significant gains with few training parameters (0.126M only). In addition, removing FA operation decreases the partial ability of the model, which implies it is more robust to aggregate local and global geometric structure information for complex scene perception. Further, we observe that the FPS strategy couldn’t provide better performance than random sampling, while reducing the training efficiency with heavily.

Receptive filed of DGR. DGR module mainly relies on $k$-nearest neighbor selection to construct graph network, and enlarges the receptive filed to capture structural priors over the 3D space. Thus, we study the different $k$ setting to explore the effect of receptive filed. Results are shown in Table IV, we select $k = 9$ to construct our model.

Generalization capability. Our DGR module is trained with fixed-number points in KITTI dataset, which losses partial information of the original point cloud. Therefore, the goal of DGR is to capture generalized representation from uncertain inputs so that geometric clues could be utilized sufficiently from limited points. To this end, we evaluate the model with different numbers of LiDARs on NYUv2 benchmark, i.e. training with 200 samples and testing with more samples, e.g., 500, 1000, and 2000. The results are shown in Fig. 5(a). As LiDARs increasing, our approach achieves significant gains without retrained, which presents consistent improvements with models based on retrained with fixed points. This implies that DGR could generalize on uncertain point clouds well. Further, we compare the performance of models removing DGR module. As shown in Fig. 5(b), DGR brings significant gains, and more points more gains, which implies the effectiveness of our method.

Implicit Geometric Constraints. We also explore the effect of DGR in guided propagation module. Visualized upsampled feature maps from KITTI are illuminated in Fig. 6. The outputs injected geometric embedding present more structural responses on objects’ edges and scene layouts. It supports recent researches on structural scene depth estimation [44], [45]. Further, more visualized results from NYUv2 are shown in Fig. 7.

V. CONCLUSIONS

In this paper, we have presented a simple yet efficient depth completion method, which integrates 3D geometric representation into the 2D learning architecture and achieves a better trade-off between the performance and efficiency. While many concrete implementations of the general idea, including utilize powerful graph networks and complicated fusion frameworks, are possible, we show that a simple design already achieves competing results. Experiments on the outdoor and indoor scenes demonstrate our approach could predict crisp depths while retaining structure and scale consistency. In addition, our method presents more possibilities for efficient structural scene perception, which could exploit geometric priors better for more applications, e.g., 3D object detection and segmentation in 2D views.
