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Abstract—Fast adaptive control is a critical component for reliable robot autonomy in rapidly changing operational conditions. While a robot dynamics model may be obtained from first principles or learned from data, updating its parameters is often too slow for online adaptation to environment changes. This motivates the use of machine learning techniques to learn disturbance descriptors from trajectory data offline as well as the design of adaptive control to estimate and compensate the disturbances online. This paper develops adaptive geometric control for rigid-body systems, such as ground, aerial, and underwater vehicles, that satisfy Hamilton’s equations of motion over the $SE(3)$ manifold. Our design consists of an offline system identification stage, followed by an online adaptive control stage. In the first stage, we learn a Hamiltonian model of the system dynamics using a neural ordinary differential equation (ODE) network trained from state-control trajectory data with different disturbance realizations. The disturbances are modeled as a linear combination of nonlinear descriptors. In the second stage, we design a trajectory tracking controller with disturbance compensation from an energy-based perspective. An adaptive control law is employed to adjust the disturbance model online proportional to the geometric tracking errors on the $SE(3)$ manifold. We verify our adaptive geometric controller for trajectory tracking on a fully-actuated pendulum and an under-actuated quadrotor.

I. INTRODUCTION

Autonomous mobile robots assisting in transportation, search and rescue, and environmental monitoring applications face complex and dynamic operational conditions. Ensuring safe operation in such environments depends on the availability of accurate system dynamics models [1]. This has motivated the development of data-driven approaches, based on Gaussian processes [2]–[7], neural networks [8], [9], and other machine learning techniques [10], to learn dynamics models. Since data-driven dynamics models require large amounts of data, recent works [11]–[15] impose prior knowledge about the system on the model architecture, which a black-box machine learning model might struggle to infer. A physically motivated model structure also simplifies the design of a stable regulation or tracking controller [13]–[15].

Disturbances and system changes during online operation bring about new out-of-distribution data. It is often too slow to re-train the nominal dynamics model to support real-time adaptation to environment changes. Instead, adaptive control [16]–[19] offers efficient tools to estimate and compensate for disturbances and parameter variations online. Recent work in data-driven adaptive control approximates disturbances as a linear combination of nonlinear features, represented by Gaussian processes [20]–[22] or neural networks [23]–[27]. The disturbance features can be learned online in the control loop [21], [23], [24] or offline from system trajectory data [25]–[28]. The nominal control law is paired with an adaptation law that compensates the disturbances, e.g., using $L_1$ adaptation [21] or by updating the last linear layer of the neural network modeling the disturbance features [23]–[27].

This paper develops data-driven adaptive control for rigid-body systems, such as unmanned ground vehicle (UGVs), unmanned aerial vehicle (UAVs), or unmanned underwater vehicles (UUVs), that satisfy Hamilton’s equations of motion over the $SE(3)$ manifold. Recent techniques for dynamics learning and data-driven adaptive control are mostly restricted to systems whose states evolve in Euclidean space. Our work contributes a dynamics learning approach that respects the system’s kinematic and energy conservation constraints by construction and an adaptive control law that takes geometric tracking error on the $SE(3)$ manifold into account when attenuating disturbances. Given a dataset of state-control trajectories with different disturbance realizations, we learn a Hamiltonian model of the system dynamics and nonlinear disturbance features using neural ODE networks [15]. In this model, the system potential energy, parameters (mass, inertia, input gain), and external forces (disturbances) are represented by separate neural networks, connected in an architecture that respects the Hamiltonian dynamics structure. We design a tracking controller by shaping the energy of the learned model and pair it with an adaptation law that compensates disturbances online by scaling the learned disturbance features using the $SE(3)$ tracking error.

In summary, our contribution is a learning-based adaptive geometric control approach that

- learns Hamiltonian dynamics on the $SE(3)$ manifold and a disturbance model offline from state-control trajectories, and
- employs energy-based tracking control with adaptive disturbance compensation online based on the learned models and the geometric tracking errors.

We verify the approach on a fully-actuated pendulum and an under-actuated quadrotor.

II. RELATED WORK

Adaptive control designs aim to tolerate parametric, structural, or disturbance uncertainties while achieving system stability and asymptotic tracking. A recent comprehensive survey is presented in [29]. Commonly, an adaptation law...
is an augmentation of an existing nominal controller that adjusts the controller parameters based on performance errors. Self-tuning control (STC) and model reference adaptive control (MRAC) are the two most popular adaptive control methods for linear systems. A key technical issue in nonlinear adaptive control is the parameterization of the system uncertainties [17]. For linearly parameterized systems, disturbances are modeled as linear combinations of known nonlinear features and updated by an adaptation law based on the state errors with stability obtained by, e.g., sliding-mode theory [30]–[35], assuming zero-state detectability [34]–[36] or $L_1$–adaptation [19], [21], [37]. For mechanical systems, such adaptation laws are paired with a nominal controller, derived using Lagrangian dynamics with feedback linearization [30]–[35], Hamiltonian dynamics with energy shaping [34], [35], [38], or model predictive control [37], [39]–[42]. Meanwhile, if the systems evolve on a manifold, e.g., [34], [35], [38], or model predictive control [37], [39]–[42].

As a mechanical system, the robot obeys Hamilton’s equations of motion [49]. The generalized momentum of the system is defined as:

$$\mathbf{p} = \mathbf{M}(\mathbf{q})\mathbf{\dot{q}} \in \mathbb{R}^6,$$

(3)

where $\mathbf{M}(\mathbf{q}) \in \mathbb{R}^{6 \times 6}$ is the generalized mass matrix. The Hamiltonian, $\mathcal{H}(\mathbf{q}, \mathbf{p})$, captures the total energy of the system as the sum of the kinetic energy

$$T(\mathbf{q}, \mathbf{p}) = \frac{1}{2} \mathbf{p}^\top \mathbf{M}(\mathbf{q})^{-1} \mathbf{p}$$

and the potential energy

$$V(\mathbf{q}).$$

(4)

The system dynamics are governed by the Hamiltonian:

$$\mathbf{\ddot{q}} = \left[\begin{array}{c} 0 \\ -\mathbf{q} \times \mathbf{p} \times \end{array}\right] + \left[\begin{array}{c} 0 \\ g(\mathbf{q}) \end{array}\right] \mathbf{u} + \left[\begin{array}{c} 0 \\ \mathbf{d} \end{array}\right],$$

(5)

where the disturbance $\mathbf{d}$ appears as an external force applied to the system. The system parameters are the input gain $g(\mathbf{q})$, mass $\mathbf{M}(\mathbf{q})$, potential energy $V(\mathbf{q})$, disturbance features $\mathbf{W}(\mathbf{q}, \mathbf{p})$, and disturbance feature weights $\mathbf{a}$. The cross maps $\mathbf{q} \times \mathbf{p} \times$ are defined as:

$$\mathbf{q} \times = \left[\begin{array}{ccc} 0 & -\mathbf{r}_3 \times & \mathbf{r}_2 \times \\ \mathbf{r}_3 \times & 0 & -\mathbf{r}_1 \times \\ -\mathbf{r}_2 \times & \mathbf{r}_1 \times & 0 \end{array}\right]$$

and $\mathbf{p} \times = \left[\begin{array}{c} \mathbf{p}_\mathbf{v} \times \\ \mathbf{p}_\mathbf{w} \times \end{array}\right] = \left[\begin{array}{c} \dot{\mathbf{p}}_\mathbf{v} \\ \dot{\mathbf{p}}_\mathbf{w} \end{array}\right]$, where the hat map $(\cdot): \mathbb{R}^3 \to \mathfrak{so}(3)$ constructs a skew-symmetric matrix from a 3D vector. From (3), the time derivative of the generalized velocity is:

$$\dot{\mathbf{\dot{q}}} = \frac{d}{dt} \mathbf{M}^{-1}(\mathbf{q}) \mathbf{p} + \mathbf{M}^{-1}(\mathbf{q}) \dot{\mathbf{p}}.$$

(6)

In summary, (5) and (6) capture the structure of the system dynamics $\dot{x} = f(x, u, d)$.

Consider a collection $\mathcal{D} = \{D_1, D_2, \ldots, D_M\}$ of state-control trajectory datasets $D_j$, each collected under a different unknown disturbance realization $a_j^*$, for $j = 1, \ldots, M$. A trajectory dataset $D_j = \{\mathbf{x}^{ij}(\cdot), \mathbf{u}^{ij}(\cdot)\}_{i=1}^{N}$ consists of $D_j$ state sequences $\mathbf{x}_{ij}(\cdot)$, obtained by applying a constant control input $u^{ij}(\cdot)$ to the system with initial condition $x_{ij}^{ij}$ at time $t_0^{ij}$ and sampling its state $x^{ij}(\cdot)$ at times $t_0^{ij} < t_1^{ij} < \ldots < t_N^{ij}$. Our objective is to approximate the dynamics $f$ by $\hat{f}_0$, where the parameters $\theta$ characterize the unknowns $M_0(\theta), V_0(\theta), g_0(\theta)$, as well as the disturbance model in (2) by $\mathbf{W}_\theta(\mathbf{q}, \mathbf{p}) a_j$, where the parameters $\phi_j, \mathbf{a}_j$ model each disturbance sample. To optimize $\theta, \phi_j, \mathbf{a}_j$, we roll out the approximated dynamics starting from state $x_{ij}^{ij}$ with a constant control $u^{ij}$ and minimize the distance between the predicted state sequence $\hat{x}^{ij}_{1:N}$ and the true state sequence $\mathbf{x}_{ij}^{ij}(\cdot)$ from $D_j$, for $j = 1, \ldots, M$. 

### III. Problem Statement

Consider a robot modeled as a single rigid body with position $\mathbf{p} \in \mathbb{R}^3$, orientation $\mathbf{R} \in SO(3)$, body-frame linear velocity $\mathbf{v} \in \mathbb{R}^3$, and body-frame angular velocity $\boldsymbol{\omega} \in \mathbb{R}^3$. Let $\mathbf{q} = [\mathbf{p}^\top \mathbf{r}_1^\top \mathbf{r}_2^\top \mathbf{r}_3^\top]^\top \in \mathbb{R}^{12}$ be the generalized coordinates, where $\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3$ are the rows of the rotation matrix $\mathbf{R}$. Let $\mathbf{\xi} = [\mathbf{v}^\top \boldsymbol{\omega}^\top]^\top \in \mathbb{R}^6$ be the generalized velocity. The state $x = (\mathbf{q}, \mathbf{\xi})$ evolves on the tangent bundle $TSE(3)$ of the pose manifold $SE(3)$ and is governed by the robot dynamics:

$$\dot{x} = f(x, u, d),$$

(1)

where $u$ is the control input and $d$ is a disturbance signal. The disturbance $d$ is modeled as a linear combination of nonlinear features $\mathbf{W}(\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{6 \times p}$:

$$d(t) = \mathbf{W}(\mathbf{q}(t), \mathbf{p}(t)) \mathbf{a}^*,$$

(2)

where $\mathbf{a}^* \in \mathbb{R}^p$ are unknown feature weights.
Problem 1. Given \( D = \{ (t^{(ij)}_{0:N}, x^{(ij)}_{0:N}, u^{(ij)}) D_j \}_{j=1}^M \), find parameters \( \theta, \phi, \{ a_j \}_{j=1}^M \) that minimize:

\[
\min_{\theta, \phi, \{ a_j \}_{j=1}^M} \sum_{j=1}^M \sum_{n=1}^N \ell(x^{(ij)}_n, \dot{x}^{(ij)}_n) \]

s.t. \( \dot{x}^{(ij)}(t) = \tilde{f}_\theta(x^{(ij)}(t), u^{(ij)}, \dot{x}^{(ij)}(t)), \)
\( \dot{x}^{(ij)}(t_0) = x^{(ij)}_0, \quad \dot{x}^{(ij)}(t_n) = \dot{x}^{(ij)}(t_n), \)
\( \forall j = 1, \ldots, M, \quad \forall n = 1, \ldots, N, \quad \forall i = 1, \ldots, D_j, \)

where \( \ell \) is a distance metric on the state space \( TSE(3) \).

After the offline system identification in Problem 1, we aim to design a controller \( u = \pi(x, x^*, a; \theta, \phi) \) that tracks a desired state trajectory \( x^*(t) \), \( t \geq t_0 \), using the learned dynamics \( \tilde{f}_\theta \) and disturbance \( W_\phi \) models. To handle disturbance realizations \( d = W_\phi(x)a^* \) with unknown ground-truth \( a^* \), we augment the tracking controller with an adaptation law \( \dot{a} = \rho(x, x^*, a; \theta, \phi) \) that estimates \( a^* \) online.

Problem 2. Given an initial condition \( x_0 \) at time \( t_0 \), desired state trajectory \( x^*(t) \), \( t \geq t_0 \), learned dynamics \( \tilde{f}_\theta \) and learned disturbance features \( W_\phi \), design an adaptive controller, coupling a tracking law \( u = \pi(x, x^*, a; \theta, \phi) \) and an adaptation law \( \dot{a} = \rho(x, x^*, a; \theta, \phi) \) such that \( \limsup_{t \to \infty} \ell(x(t), x^*(t)) \) is bounded.

IV. TECHNICAL APPROACH

We present our approach in two stages: Hamiltonian-based dynamics learning to solve Problem 1 (Sec. IV-A) and adaptive control design to solve Problem 2 (Sec. IV-B).

A. Hamiltonian-based dynamics learning with disturbances

To address Problem 1, we use a neural ODE network [50] whose structure respects Hamilton’s equations in (5) and, hence, guarantees satisfaction of the \( SE(3) \) kinematic constraints and energy conservation by construction. We extend our prior work on Hamiltonian neural ODE learning [15] by introducing a disturbance model, \( d = W_\phi(x)p/a \), and estimating its parameters \( \theta, \phi \) and \( a \) along with the system dynamics parameters \( \theta \).

Each training set \( D_j = \{ (t^{(ij)}_{0:N}, x^{(ij)}_{0:N}, u^{(ij)}) \}_{i=1}^M \) is generated by applying a constant input \( u^{(ij)} \) to the system and sampling the state \( x^{(ij)}_n = x^{(ij)}(t^{(ij)}_n) \) at times \( t^{(ij)}_n \) for \( n = 0, 1, \ldots, N \) using an odometry algorithm [51], [52] or a motion capture system. The data collection can be performed using an existing baseline controller or a human operator manually controlling the robot under different disturbance conditions (e.g., wind, ground effect, etc. for a UAV).

We define the \( TSE(3) \) distance metric \( \ell \) in Problem 1 as a sum of position, orientation, and velocity errors:

\[
\ell(x, \tilde{x}) = \ell_p(x, \tilde{x}) + \ell_R(x, \tilde{x}) + \ell_\zeta(x, \tilde{x}),
\]

defined as follows:

\[
\ell_p(x, \tilde{x}) = ||p - \tilde{p}||_2,
\]
\( \ell_R(x, \tilde{x}) = \| \log(RR^T)^{\dagger} \|_2, \)
\( \ell_\zeta(x, \tilde{x}) = ||\zeta - \tilde{\zeta}||_2, \)

where \( \log : SE(3) \to so(3) \) is the inverse of the exponential map, associating a rotation matrix to a skew-symmetric matrix, and \( \langle \cdot \rangle^\dagger : so(3) \to \mathbb{R}^3 \) is the inverse of the hat map (\( \cdot \)). Let \( L(\theta, \phi, \{ a_j \}; D) \) be the total loss in Problem 1. To calculate the loss, for each dataset \( D_j \) with disturbance \( d^{(ij)}(t) = W_\phi(x^{(ij)}(t))a_j \) we solve an ODE:

\[
\dot{x}^{(ij)} = \tilde{f}_\theta(x^{(ij)}(t), u^{(ij)}, \dot{x}^{(ij)}(t)), \quad x^{(ij)}(0) = x^{(ij)}_0,
\]

using an ODE solver [50]. This generates a predicted system state trajectory \( \bar{x}^{(ij)}(t) \) at times \( t^{(ij)}_n \) for each } = 1, \ldots, D_j \) and \( j = 1, \ldots, M \) and \( i = 1, \ldots, D_j \), sufficient to compute \( L(\theta, \phi, \{ a_j \}; D) \). The parameters \( \theta, \phi \), and \( a_j \) are updated using gradient descent by back-propagating the loss through the neural ODE solver using adjoint states. See [50] and [15] for details.

B. Data-driven geometric adaptive control

We address Problem 2 by developing a trajectory tracking controller \( \pi \) that compensates for disturbance and an adaptation law \( \rho \) that estimates the disturbances online.

We develop a tracking controller \( \pi \) for the learned Hamiltonian dynamics using the interconnection and damping assignment passivity-based control (IDA-PBC) method [53]. Consider a desired state trajectory \( x^*(t) = (q^*(t), \zeta^*(t)) \). Since the momentum \( p \) in (3) is defined in the body inertial frame, the desired momentum \( p^*(t) \) should be computed by transforming the desired velocity \( \zeta^* = [\dot{q}^* T \omega^*]^T \) to the body frame as \( p^* = M(q) [\dot{R}^T \dot{R} \omega^* - \omega^* \times \dot{R} \omega^*]^T \). The Hamiltonian of the system in (4) is not necessarily minimized along \( q^*(t), p^*(t) \). The key idea of the IDA-PBC design is to choose the control input \( u(t) \) so that the closed-loop system has a desired Hamiltonian \( \mathcal{H}_d(q, p) \), which is minimized along \( q^*(t), p^*(t) \).

Using a quadratic error on the tangent bundle \( TSE(3) \), we design the desired Hamiltonian:

\[
\mathcal{H}_d(q, p) = \frac{1}{2} k_p (p - p^*)^T (p - p^*) + \frac{1}{2} k_R \text{tr}(I - R^{-T} R) + \frac{1}{2} k_p (p - p^*)^T M^{-1}(q)(p - p^*),
\]

where \( k_p \) and \( k_R \) are positive gains. We solve a set of matching conditions, described in [15], [53], between the original dynamics with Hamiltonian \( \mathcal{H} \) in (4) and the desired dynamics with Hamiltonian \( \mathcal{H}_d \) in (10) to arrive at a tracking controller \( u = \pi(x, x^*, a; \theta, \phi) \). The controller consists of an energy-shaping term \( u_{ES} \), a damping-injection term \( u_{DI} \), and a disturbance compensation term \( u_{DC} \):

\[
u_{ES} = g^T(q) \left( q^T \frac{\partial V}{\partial q} - p^* M^{-1}(q)p - e(q, q^*) + p^* \right),
\]
\( u_{DI} = -K_d g^T(q) M^{-1}(q)(p - p^*), \)
\( u_{DC} = -g^T(q) W(q, p) a, \)

where \( g^T(q) = (g^T(q) g(q))^T g(q) \) is the pseudo-inverse of \( g(q) \) and \( K_d = \text{diag}(k_u, k_w) I \) is a damping gain with positive terms \( k_u, k_w \). The controller utilizes a generalized coordinate error between \( q \) and \( q^* \):

\[
e(q, q^*) = \begin{bmatrix} e_p(q, q^*) \\ e_R(q, q^*) \end{bmatrix} = \left[ \frac{1}{2} k_p (R^T(p - p^*)^T R^T - R^T R^T)^T \right],
\]
and a generalized momentum error between $p$ and $p^*$:

$$p - p^* = M(q) \left[ e_{\omega}(x, x^*) - e_{\omega}(x, x^*) \right] = M(q) \left[ v - R^T R^* v^* \right].$$

(13)

Please refer to [15] for a detailed derivation of $\Delta e_R$ and a generalized momentum error between $p$ and $p^*$. Our prior work did not include the disturbance compensation term $u_{DC}$ in (11), which requires online estimation of the disturbance feature weights $\alpha$. Inspired by [31], we design an adaptation law which utilizes the body-frame geometric errors in (12), (13) to update the disturbance feature weights:

$$\dot{\alpha} = \rho(x, x^*, a; \phi) = W_{\phi}(q, p) \left[ c_p e_p(q, q^*) + c_v e_v(x, x^*) \right],$$

(14)

where $c_p$, $c_v$, $c_R$, $c_\omega$ are positive coefficients. The stability of our geometric adaptive controller $(\pi, \rho)$ is shown in Theorem 1, with a brief proof in Sec. VII, inspired by [45].

**Theorem 1.** Consider the Hamiltonian dynamics in (5) with disturbance model in (2). Suppose that the parameters $g(q), M(q), V(q), W(q, p)$ are known but the disturbance feature weights $\alpha$ are unknown. Let $x^*(t)$, $t \geq t_0$ be a desired state trajectory with bounded angular velocity, $\|\omega^*(t)\| \leq \gamma$. Assume that the initial system state satisfies:

$$\text{tr}(I - R^T R(q(t_0) R(t_0))) < \alpha < 2, \|e_\omega(x(t_0), x^*(t_0))\| \leq \beta$$

(15)

for some constants $\alpha$, $\beta$. Consider the tracking controller in (11) with adaptation law in (14). Then, there exist positive constants $k_p, k_R, k_\omega, c_p, c_R, c_\omega$ such that the tracking errors $e(q, q^*)$ and $p_e = p - p^*$ defined in (12) and (13) converge to zero. Also, the estimation error $e_\alpha = \alpha - \alpha^*$ is stable in the sense of Lyapunov and uniformly bounded.

**V. EVALUATION**

We verify the effectiveness of our adaptive controller using a fully-actuated pendulum and an under-actuated quadrotor.

**A. Pendulum**

We consider a pendulum with angle $\phi$ with respect to the vertically downward position and a scalar control input $u$. Assuming that the control input is offset by an unknown disturbance $d$, the ground-truth dynamics of the pendulum is $\ddot{\phi} = -15 \sin \phi + 3(u + d)$, where the ground-truth mass, potential energy, and the input coefficient are: $m = 1/3$, $V(\phi) = 5(1 - \cos \phi)$, and $g(\phi) = 1$, respectively.

We modify an OpenAI Gym environment, provided by [14] with the pendulum dynamics, to include the disturbance $d$ and collect data of the form $\{\{\cos \phi, \sin \phi, \dot{\phi}\}\}$. To illustrate our manifold-constrained adaptive control learning, we consider $\phi$ as a yaw angle, i.e. the rotation matrix $R$ describes a rotation around the $z$ axis. As a result, we use angular velocity of the form: $\omega = [0, 0, \dot{\phi}]$. We remove position $p$ and linear velocity $v$ from the Hamiltonian’s equations (5), i.e. the state lies on the $SO(3)$ manifold with generalized coordinates $q = [r_1^T, r_2^T, r_3^T]^T \in \mathbb{R}^3$.

In the offline dynamics learning stage (Sec. IV-A), we consider $M = 11$ samples of the disturbance $d_j = 0.4(j - 6) \in [-2, 2]$ for $j = 1, \ldots, M$. For each value $d_j$, we collect a dataset $D_j = \{(t(i)_j, q(i)_j, \omega(i)_j, u(i)_j)\}$ with $N = 1, D_j = 950$ by applying 950 random control inputs to the pendulum for a time interval of 0.05s. We train the approximated dynamics $f$ with disturbance as described in Sec. IV-A for 5000 iterations with learning rate $10^{-4}$.

We verify our adaptive controller $(\pi, \rho)$ in Sec. IV-B with a constant desired angle $x^* = \phi^*$ and zero desired velocity $\dot{\phi}^* = 0$. We simplify the energy-based controller $\pi$ in (11) and the adaptation law $\rho$ in (14) by removing the position components. The controller gains are chosen as follows: $k_R = 0.5, k_\omega = 0.1, c_p = 1.0, c_\omega = 0.5$. We set the disturbance $d = 5$, outside of its sampling range $[-2, 2]$ for training, and choose the desired angle as $\phi^* = 3\pi/4$. Fig. 1a and 1b show that we achieved the desired pendulum angle $\phi$, angular velocity $\dot{\phi}$ while the control $u$ converges to a non-zero constant, balancing out the disturbance. Fig. 1c shows that the estimated disturbance $d \in \mathbb{R}^3$ converges to the ground truth value $d = [0 \ 0 \ 5]^T$.

**B. Crazyflie Quadrotor**

Next, we consider a Crazyflie quadrotor, simulated using the PyBullet physics engine [54], with control input $u = [f, \tau]$ including a thrust $f \in \mathbb{R}_{\geq 0}$ and a torque vector $\tau \in \mathbb{R}^3$ generated by the 4 rotors. The disturbance $d$ comes from two sources: 1) horizontal winds, simulated as an external force $d_w = [d_{wx} \ d_{wy} \ 0]^T \in \mathbb{R}^3$ in the world frame, i.e. $R^T d_w$, in the body frame, applied on the quadrotor, and 2) two defective rotors 1 and 2, generating $\delta_1$ and $\delta_2$ percents of the nominal thrust, respectively.
We collect a dataset \( D = \{ D_j \}^M_{j=1} \) with \( M = 8 \) realizations of the disturbance \( d_{x_j}, \delta_{1j} \) and \( \delta_{2j} \). Specifically, the wind components \( w_{x_j}, w_{y_j} \) are chosen from the set \( \{ \pm 0.25, \pm 0.5 \} \) while the values of \( \delta_{1j} \) and \( \delta_{2j} \) are sampled from the range \([94\%, 98\%]\). For each disturbance realization, a PID controller provided by [54] is used to drive the quadrotor from a random starting point to 9 different desired poses. The collected trajectories provide a dataset \( D_j = \{ t^{(ij)}_{0:N}, q^{(ij)}_{0:N}, \phi^{(ij)}_{0:N}, u^{(ij)} \} \}_{i=1}^{D_j} \) with \( N = 5 \) and \( D_j = 1080 \).

Since the mass \( m \) of the quadrotor is easily measured, we use the ground-truth value \( m = 0.027 \) kg and form our approximated generalized mass matrix as \( M_\theta(q) = \text{diag}(mI, J_\theta(q)) \), where \( J_\theta(q) \) represents an unknown inertial matrix, learned from data. The known mass \( m \) leads to a known potential energy \( V(q) = mg[0 \ 0 \ 1]p \), where \( p \) is the position of the quadrotor and \( g \approx 9.8 \text{ m/s}^2 \) is the gravitational acceleration. As described in Sec. IV-A, we learn \( M_\theta(q), g_\theta(q) \) and \( W_\phi(q, p) \) from the dataset \( D \).

We verify our learned adaptive controller in Sec. IV-B by driving the quadrotor to track a pre-defined trajectory in the present of the aforementioned disturbance \( d \). The desired trajectory is specified by the desired position \( p^*(t) \) and the desired heading \( \psi^*(t) \). We construct an appropriate choice of \( \mathbf{R}^* = [r_1^* \ r_2^* \ r_3^*] \) and \( \omega^* \) to be used with the adaptive controller, similar to [15], [45], [55]. Specifically, the trajectory tracking controller in (11) is re-written as:

\[
\mathbf{u} = g^t(q) \begin{bmatrix} \mathbf{u}_\nu \\ \mathbf{u}_\omega \end{bmatrix} = g^t(q) \left( \begin{bmatrix} \mathbf{b}_\nu \\ \mathbf{b}_\omega \end{bmatrix} - W_\phi(q, p) \mathbf{a} \right),
\]

where \( \mathbf{b}_\nu, \mathbf{b}_\omega \) is derived from \( \mathbf{u}_{ES} \) and \( \mathbf{u}_{DI} \) in (11), with gains \( k_p = 0.135, k_\nu = 0.0675, k_R = 1.0 \), and \( k_\omega = 0.08 \).

To calculate \( \mathbf{R}^* \) and \( \omega^* \), the normalized desired thrust in the world frame \( \mathbf{R}_w \) should be the \( z \) axis of the body frame, i.e. the third column \( r_3^* \). The second column \( r_2^* \) is constructed so that \( \mathbf{R}^* \) has the desired yaw angle \( \psi^* \), by projecting \( \mathbf{r}^p = [-\sin \psi, \cos \psi, 0] \) onto the plane perpendicular to \( r_z^* \). The
first column and the desired angular velocity are: \( r_1^* = r_2^* \times r_3^* \)
and \( \omega^* = (R^+ R^*)^\top \), respectively.

Plugging \( R^+ \) and \( \omega^* \) back in (16), we obtain the complete
control input \( u \) that compensates for the disturbances. The disturbance
\( d \) is estimated by updating the weights \( \alpha \) according to the adaptation
law (14) with gains \( c_p = 0.04, c_\nu = 0.04, c_R = 0.5 \), and \( c_\omega = 0.5 \).

We test the learned adaptive controller in 2 scenarios: 1) tracking a spiral trajectory with a constant wind \( d_w = [0.75 \ 0.75 \ 0] \), and defective rotors 1&2 with \( (\delta_1, \delta_2) = (0.8, 0.8) \); and 2) tracking a diamond-shaped trajectory with constant winds \( d_w = [0.8 \ 0.8 \ 0] \), and rotors 1&2 becoming defective starting at \( t = 5s \) with \( \delta_1 = \delta_2 = 75\% \). These disturbance realizations lie outside of the disturbance
ranges used for training. The near-ground, drag and downwash effects are also enabled in the PyBullet simulated quadrotor during testing. In scenario 1, the quadrotor without adaptation drifts as seen in Fig. 2a and 2d (upper-left). Meanwhile, Fig. 2b and 2d (upper-right) show that our adaptive controller is able to estimate the disturbance online after a few seconds and successfully tracks the trajectory. In scenario 2, the quadrotor with our controller starts to track the trajectory, then drops down at time \( t = 5s \), due to the defective rotors, but recovers as our adaptation law updates the disturbance accordingly, as seen in Fig. 2c and 2d (lower-right). Without adaptation, the quadrotor crashes to the ground at \( t \approx 12.5s \), plotted in Fig. 2d (lower-left).

VI. CONCLUSION

This paper introduced a gray-box model for rigid-body dynamics learning from disturbance-corrupted trajectory data. We developed a Neural network ODE architecture which captures external force disturbances and respects the \( SE(3) \) kinematic constraints and energy conservation of the system by construction. To enable trajectory tracking with online disturbance compensation, we design a passivity-based tracking controller and augment it with an adaptation law that compensates disturbances relying on geometric tracking errors. Our evaluation shows that our geometric adaptive controller is able to quickly estimate the disturbance online and successfully tracks the desired trajectory. Future work will focus on evaluating the controller on a real robot system.

VII. PROOF OF THM. 1

The stability analysis is developed in the domain \( \mathcal{T} = \{ x \in TSE(3) \mid \text{tr}(I - R^+ R) < \alpha < 2, \| e_\omega(x, x^*) \| < \beta \} \). Since \( \text{tr}(I - R^+ R) < \alpha < 2 \), then \( \| e_R \| \leq \text{tr}(I - R^+ R) \leq \frac{\pi^2}{2\alpha} \| e_\nu \|_2 \) by [56, Prop. 1]. We drop function parameters to simplify the notation. The derivative of the generalized coordinate error satisfies:

\[
\dot{e} = \begin{bmatrix}
\dot{e}_p \\
\dot{e}_R \\
\end{bmatrix} = \begin{bmatrix}
-\omega e_p + k_p e_p \\
k_R E(R, R^*) e_\omega \\
\end{bmatrix} = \begin{bmatrix}
-\omega \\
0 \\
0 \\
\end{bmatrix} e + \begin{bmatrix}
k_p I \\
k_R E(R, R^*) \\
\end{bmatrix} M^{-1} p_e,
\]

where \( E(R, R^*) = \frac{1}{2}(\text{tr}(R^+ R^*)I - R^+ R^*) \) satisfies \( \| E(R, R^*) \|_F \leq \sqrt{3} \). Also, by construction of the IDA-PBC controller [15]:

\[
\dot{p}_e = -e - K_d M^{-1} p_e - We_a \quad (18)
\]

Consider the adaptation law \( \dot{\alpha} = c_1 W^T e + c_2 W^T M^{-1} p_e \) in (14) with \( c_1 = c_p = c_R \) and \( c_2 = c_\nu = c_\omega \) and the Lyapunov function candidate:

\[
\mathcal{V} = \mathcal{H}_d + c_1 \frac{d}{c_2 dt} V + \frac{1}{2c_2} \| e_a \|^2_2. \quad (19)
\]

where \( V_d \) is the potential energy of the desired Hamiltonian in (10). The time derivative of \( V_d \) satisfies:

\[
\frac{d}{dt} V_d = e^T e_p + e^T e_R = e^T M^{-1} p_e. \quad (20)
\]

For \( z := [\| e \| \| p_e \|] \in \mathbb{R}^2 \), the Lyapunov function candidate in (19) is bounded as:

\[
\frac{1}{2} z^T Q_1 z + \frac{1}{2c_2} \| e_a \|^2_2 \leq \mathcal{V} \leq \frac{1}{2} z^T Q_2 z + \frac{1}{2c_2} \| e_a \|^2_2, \quad (21)
\]

where the matrices \( Q_1 \) and \( Q_2 \) are:

\[
Q_1 = \begin{bmatrix}
\min \{ k_p, k_R \} & -\frac{c_p}{c_2} \lambda_{\max}(M^{-1}) \\
-\frac{c_\nu}{c_2} \lambda_{\max}(M^{-1}) & \lambda_{\min}(M^{-1})
\end{bmatrix}
\]

\[
Q_2 = \begin{bmatrix}
\max \{ k_p^2 - \gamma \} & \frac{c_\omega}{c_2} \lambda_{\max}(M^{-1}) \\
\frac{c_\omega}{c_2} \lambda_{\max}(M^{-1}) & \lambda_{\max}(M^{-1})
\end{bmatrix}. \quad (22)
\]

The time derivative of the Lyapunov candidate satisfies:

\[
\frac{d}{dt} \mathcal{V} = p_e^T M^{-1} p_e + e^T M^{-1} p_e
\]

\[
+ \frac{c_1}{c_2} e^T M^{-1} e + \frac{c_1}{c_2} \dot{e}^T M^{-1} p_e + \frac{1}{c_2} e^T \dot{a}
\]

\[
= -p_e^T M^{-1} K_d M^{-1} p_e - \frac{c_1}{c_2} e^T M^{-1} e - \frac{c_1}{c_2} e^T M^{-1} K_d M^{-1} p_e
\]

\[
+ \frac{c_1}{c_2} e^T \dot{e}_\omega \begin{bmatrix} 0 \\ 0 \end{bmatrix} M^{-1} p_e
\]

\[
+ \frac{c_1}{c_2} e^T \begin{bmatrix} 0 \\ 0 \end{bmatrix} \begin{bmatrix} R^T R^* \omega^* R^T R \\ 0 \\ 0 \end{bmatrix} M^{-1} p_e
\]

\[
+ \frac{c_1}{c_2} p_e^T M^{-1} \begin{bmatrix} k_p I \\ 0 \end{bmatrix} E(R, R^*) M^{-1} p_e,
\]

where we used (18), (17), and that \( \omega = \omega_e + R^T \omega^* \) by definition of \( e_\omega \). Hence, on the domain \( \mathcal{T} \), we have:

\[
\frac{d}{dt} \mathcal{V} \leq -z^T Q_3 z = -z^T \begin{bmatrix} q_1 \\ q_2 \\ q_3 \end{bmatrix} z, \quad (23)
\]

where the elements of \( Q_3 \) are:

\[
q_1 = -\frac{c_1}{c_2} \lambda_{\min}(M^{-1}),
\]

\[
q_2 = -\frac{c_1}{c_2} \left( \lambda_{\max}(M^{-1}) K_d M^{-1} \right),
\]

\[
q_3 = \lambda_{\max}(M^{-1}) K_d M^{-1} - \frac{c_1}{c_2} \max \{ k_p, \sqrt{3} k_R \} \lambda_{\max}(M^{-1}).
\]

Since \( k_p, k_R, K_d = \text{diag}(k_p I, k_R I) \) can be chosen arbitrarily large, there exists some choice of parameters that ensures that the matrices \( Q_1, Q_2, \) and \( Q_3 \) are positive definite. By the LaSalle-Yoshizawa theorem [17, Thm. A.8], the tracking errors \( e, p_e \) are asymptotically stable, while the estimation error \( e_a \) is stable and uniformly bounded.
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