THRESHOLD SCATTERING FOR THE FOCUSING NLS WITH A REPULSIVE DIRAC DELTA POTENTIAL
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Abstract. We establish the scattering of solutions to the focusing mass super-critical nonlinear Schrödinger equation with a repulsive Dirac delta potential

\[ i\partial_t u + \partial_x^2 u + \gamma \delta(x) u + |u|^{p-1} u = 0, \quad (t,x) \in \mathbb{R} \times \mathbb{R}, \]

at the mass-energy threshold, namely, when \( E_\gamma(u_0)|M(u_0)|^\sigma = E_0(Q)|M(Q)|^\sigma \) where \( u_0 \in H^1(\mathbb{R}) \) is the initial data, \( Q \) is the ground state of the free NLS on the real line \( \mathbb{R} \). \( E_\gamma \) is the energy, \( M \) is the mass and \( \sigma = (p+3)/(p-5) \).

We also prove failure of the uniform space-time bounds at the mass-energy threshold.

1. Introduction

In this paper we consider the following nonlinear Schrödinger equation with a delta potential

\[
\begin{cases}
    i\partial_t u(t,x) = -\partial_x^2 u - \gamma \delta(x) u - |u|^{p-1} u, \\
    u(0,x) = u_0 \in H^1_1(\mathbb{R}),
\end{cases}
\]

where \( \gamma \in (-\infty,0) \), \( p > 5 \) and \( u = u(t,x) \) is a complex-valued function of \((t,x) \in \mathbb{R} \times \mathbb{R}\). Here, \( \delta \) is the Dirac distribution at the origin, i.e. \( \langle \delta, v \rangle = v(0) \) for \( v \in H^1(\mathbb{R}) \). The Dirac distribution \( \delta \) is used to model a defect localized at the origin (see, for example, [13]).

Due to their abundance physical and mathematical properties the NLS (1.1) has drawn much attention of physicists and mathematicians [4, 5, 7, 13]. The effect of the \( \delta(x) \)-potential on the dynamics of the nonlinear Schrödinger equation has been studied intensively in later years. The Cauchy problem, existence of ground states and their stability/instability, long time dynamics (scattering and global existence, blow-up) to (1.1) with data below the ground state threshold, etc., have been studied in recent years; see for example [2, 3, 11, 12, 14, 16] for more details.

The formal expression of the operator \(-\partial_x^2 - \gamma \delta(x)\) which appears in (1.1) admits a precise interpretation as a self-adjoint operator \( \mathcal{H}_\gamma \) on the space \( L^2(\mathbb{R}) \). Indeed, we have formally

\[
\langle (-\partial_x^2 - \gamma \delta(x)) f, g \rangle = t_\gamma[f,g] \quad \text{for} \quad f, g \in H^1(\mathbb{R}),
\]

where \( t_\gamma \) is the quadratic form defined by

\[
t_\gamma[f,g] = \text{Re} \int_{\mathbb{R}} \partial_x f \overline{\partial_x g} dx - \gamma \text{Re} \left[ f(0)\overline{g(0)} \right].
\]

As the bilinear form \( t_\gamma \) is bounded from below and closed on \( H^1(\mathbb{R}) \), it is possible to show that the self-adjoint operator associated with \( t_\gamma \) is given by (see [19, Theorem 10.7 and Example 10.7])

\[
\begin{cases}
    H_\gamma f(x) = -\frac{\partial_x^2 f(x)}{f(x)} \quad \text{for} \quad x \neq 0, \\
    f \in \text{dom}(H_\gamma) = \{ f \in H^1(\mathbb{R}) \cap H^2(\mathbb{R} \setminus \{0\}) : f'(0+) - f'(0-) = -\gamma f(0) \}.
\end{cases}
\]
We observe that the operator $H_{\gamma}$ can also be defined via theory of self-adjoint extensions of symmetric operators (see [1])

It is well-known that (see [12]) for $u_0 \in H^1(\mathbb{R})$, there exists $T_*=T(||u_0||_{H^1})>0$ and a unique maximal solution $u(t,x) \to (1.1)$ on $[0,T_*)$ satisfying $u(0)=u_0$ and $u \in C([0,T_*),H^1(\mathbb{R}))$. Furthermore, for all $t \in [0,T_*)$, the solution satisfies the conservation of energy and mass

$$E_\gamma(u(t))=E_\gamma(u_0) \quad \text{and} \quad M(u(t))=M(u_0),$$

where

$$E_\gamma(u)=\frac{1}{2}\|\partial_x u\|_{L^2}^2 - \frac{\gamma}{2}|u(0)|^2 - \frac{1}{p+1}\|u\|^{p+1}_{L^{p+1}}., \quad M(u)=\|u\|^2_{L^2}.$$

By the classical Gagliardo-Nirenberg inequality and conservation laws it is not difficult to show that if $1<p<5$, then global well-posedness of (1.1) holds in $H^1(\mathbb{R})$.

We say that the solution $u(t)$ to (1.1) scatters in $H^1(\mathbb{R})$ forward in time, if is defined for any $t \in [0,\infty)$ and there exists $\psi^+ \in H^1(\mathbb{R})$ such that

$$\lim_{t \to \infty}\|u(t) - e^{-itH_{\gamma}}\psi^+\|_{H^1(\mathbb{R})} = 0.$$

The scattering theory for equation (1.1) is related with the ground state $Q$ of the free NLS (1.1) with $\gamma=0$, which is the unique positive, symmetric and decreasing solution of the following elliptic equation

$$\partial^2_x Q - Q + Q^p = 0 \quad \text{in} \quad \mathbb{R}. \quad (1.3)$$

We recall that such $Q$ is exponentially decaying at infinity, and characterized as the unique minimizer for the Gagliardo-Nirenberg inequality (up to symmetries); see [20] for more details. The ground state plays a key role in the long-time dynamics of (1.1).

The behavior of solutions below the ground state level are now well understood for equation (1.1). Indeed, in [14], M. Ikeda and T. Inui found a necessary and sufficient condition on the data below the ground state to determine the global behavior (i.e., scattering/blow-up) of the solution. The dichotomy in behaviour of solutions below the ground state is dependent upon the sign of the functional

$$P_\gamma(u) = \|\partial_x u\|_{L^2}^2 - \frac{\gamma}{2}|u(0)|^2 - \frac{(p-1)}{2(p+1)}\|u\|^{p+1}_{L^{p+1}}., \quad (1.4)$$

The scattering result of M. Ikeda and T. Inui [14] is contained in the next theorem.

**Theorem 1.1** (Sub-threshold scattering, [14]). Let $\gamma < 0$. Let $u(t)$ be the corresponding solution to (1.1) with initial data $u_0 \in H^1(\mathbb{R})$. If $u_0$ obeys

$$E_\gamma(u_0)[M(u_0)]^\sigma < E_0(Q)[M(Q)]^\sigma \quad \text{and} \quad P_\gamma(u_0) \geq 0, \quad (1.5)$$

where $\sigma = (p+3)/(p-5)$, then the solution $u(t)$ exists globally and scatters in $H^1(\mathbb{R})$.

The theorem above is a consequence of the fact that the solutions to (1.1) obeys the global spacetime bound

$$\|u\|_{L_t^rL_x^a(\mathbb{R} \times \mathbb{R})} < C(E_\gamma(u_0),M(u_0),E_0(Q),M(Q)), \quad (1.6)$$

where $a = \frac{2(p-1)(p+1)}{p+1}$ and $r = p+1$. Note also that if $u_0 \neq 0$ satisfies the condition (1.5), then by [14, Proposition 2.18] the corresponding solution $u(t)$ to (1.1) with initial data $u_0$ obeys the uniform bound $P_\gamma(u(t)) \geq Q_{u_0}^1$ for all $t \in \mathbb{R}$.

The purpose of this paper is to study the long time dynamics for (1.1) exactly at the mass-energy threshold, i.e. when $E_\gamma(u_0)[M(u_0)]^\sigma = E_0(Q)[M(Q)]^\sigma$. With this in mind, we establish our first result.
Theorem 1.2 (Failure of uniform space-time bounds at threshold). Let $\gamma < 0$. Then there exists a sequence of global solutions $u_n$ of (1.1) such that

$$E_\gamma(u_n)[M(u_n)]^\gamma \not\rightarrow E_0(Q)[M(Q)]^\gamma \quad \text{and} \quad P_\gamma(u_n(0)) \rightarrow 0$$

as $n \rightarrow \infty$ with

$$\lim_{n \rightarrow \infty} \|u_n\|_{L^6_t L^3_x(\mathbb{R} \times \mathbb{R})} = \infty.$$

Theorem 1.2 shows that the hypothesis (1.5) is sharp, i.e. when we approach the mass-energy threshold, the constant $C$ in (1.6) diverges.

We now state the main result of this paper.

Theorem 1.3 (Threshold scattering). Let $\gamma < 0$. Let $u(t)$ be the corresponding solution to (1.1) with initial data $u_0 \in H^1(\mathbb{R})$. If $u_0$ obeys

$$E_\gamma(u_0)[M(u_0)]^\gamma = E_0(Q)[M(Q)]^\gamma \quad \text{and} \quad P_\gamma(u_0) \geq 0,$$

then the solution $u(t)$ exists globally and $u \in L^6_t L^3_x(\mathbb{R} \times \mathbb{R})$. In particular, the solution $u$ scatters in $H^1(\mathbb{R})$.

For the classical cubic NLS in dimension $N = 3$, a similar result was originally proven by Duyckaerts-Roudenko [10]. In [10], all possible behaviors of solutions with initial data at mass and energy ground states threshold are classified. This result was later extended for any dimension and any power of the nonlinearity for the entire intercritical range in [6].

We remark that the method developed in [6, 10] cannot be applied directly to (1.1). The main difficulty concerning (1.1) is clearly the presence of the delta potential. In particular, we cannot apply scaling techniques to obtain the compactness for the nonscattering solutions. To overcome this problem, we use a approach based on the work of Miao-Murphy-Zheng [17], which considered the 3d focusing cubic NLS with a repulsive potential. We also mention the work of [9] who obtained analogous result to Theorem 1.3 for the cubic NLS in the exterior of a convex obstacle.

Remark 1.4. By an application of [18, Theorem 2.2; see also Example 3.6] we have that the solution $u(t)$ to (1.1) obtained in Theorem 1.3 scatters to a free solution in $H^1(\mathbb{R})$, namely there exist asymptotic states $\psi_\pm \in H^1(\mathbb{R})$ so that

$$\|u(t) - e^{i\sigma t^2} \psi_\pm\|_{H^1(\mathbb{R})} \rightarrow 0 \quad \text{as} \quad t \rightarrow \pm \infty.$$

The plan of this paper is as follows. We fix notations at the end of Section 1. In Section 2 we give some results that are necessary for later sections, including Strichartz estimates, localized Virial identities, variational analysis, long time perturbation, and linear profile decomposition. In Section 3 we show that if Theorem 1.3 fails, then we can find a solution $u(t)$ of (1.1) that verifies (1.7) and a parameter $x(t)$ such that $\{u(t, \cdot + x(t)): t \geq 0\}$ is precompact in $H^1(\mathbb{R})$ (Proposition 3.1). In Section 4 we discuss modulation (Proposition 4.1), which plays a vital role in the proof of Theorem 1.3. In Section 5, we study the behavior of the space translation $x(t)$: More specifically, in Subsections 5.1 and 5.2 we show that if it is bounded then it must be unbounded (Proposition 5.5), and vice versa (Proposition 5.6); that is, we show the impossibility of the ‘compact’ solution $u(t)$ established in Section 3, which implies Theorem 1.3. Finally, in Section 6 we prove Theorem 1.2.

Notations. We begin with a few remarks on our notation. Given two positive quantities $A$, $B$ we write $A \lesssim B$ or $B \gtrsim A$ to signify $A \leq CB$ for some positive constant $C$. If $A \lesssim B \lesssim A$, then we write $A \sim B$.

For any interval $I \subset \mathbb{R}$, we often write $L^r(I)$ to denote the Banach space of functions $f : I :\rightarrow \mathbb{C}$ such that the norm

$$\|f\|_{L^r(I)} = \left( \int_{\mathbb{R}} |f(x)|^r \, dx \right)^{1/r},$$
is finite, with the usual adjustments when $r = \infty$. We write
\[ \|\varphi\|_{L_t^2} = \|\partial_x \varphi\|_{L_t^2}^2 - |\varphi(0)|^2 \quad \text{for } \varphi \in H^1(\mathbb{R}). \]

Given $p \geq 1$, we denote by $p'$ its dual exponent.

2. Preliminaries

To prove our results, in this section we establish some useful results.

2.1. Linear Estimates and Local theory. We fix from now on the following Lebesgue exponent:
\[ r := p + 1, \quad a := \frac{2(p-1)(p+1)}{p+3} \quad \text{and} \quad b := \frac{2(p-1)(p+1)}{(p-1)^2 - (p-1) - 4}. \]

For $\gamma < 0$, the Schrödinger group obeys the following dispersive estimate:
\[ \|e^{-itH}\|_{L_t^1 L_x^\infty} \lesssim |t|^{-\frac{4}{p}}. \]

This estimate implies the following linear estimates that will be fundamental in our study (see [3, Section 3.1]):
\[ \|e^{-itH}\|_{L_t^1 L_x^r} \lesssim \|f\|_{H^s}, \quad \|e^{-itH}\|_{L_t^1 L_x^{r'}} \lesssim \|f\|_{H^s}. \]
\[ \|\int_0^t e^{-i(t-s)H} g(s)ds\|_{L_t^2 L_x^r} \lesssim \|g\|_{L_t^r L_x^{r'}}, \quad \|\int_0^t e^{-i(t-s)H} g(s)ds\|_{L_t^{r'} L_x^r} \lesssim \|g\|_{L_t^r L_x^{r'}}. \]

In the following result we have a sufficiently condition for scattering (see [3, Proposition 3.1]).

**Proposition 2.1.** Let $u_0 \in H^1(\mathbb{R})$ and $u$ be the corresponding solution of the Cauchy problem (1.1) with initial data $u(0) = u_0$. Assume that $u$ is global. If $u \in L_t^a L_x^\infty(\mathbb{R} \times \mathbb{R})$, then $u$ scatters.

We will recall the linear profile decomposition, which is important to study the scattering properties of solutions to (1.1); see [3, Section 2.2].

**Proposition 2.2** (Linear profile decomposition). Let \( \{\varphi_n\}_{n \in \mathbb{N}} \) be a bounded sequence in $H^1(\mathbb{R})$. Then, up to subsequence, we can write
\[ \varphi_n = \sum_{j=1}^J e^{it_j^H} \tau_{x_n^j} \psi_j + R_n^J, \quad \forall J \in \mathbb{N}, \]
where $t_n^j \in \mathbb{R}$, $x_n^j \in \mathbb{R}$, $\psi_j \in H^1(\mathbb{R}) \setminus \{0\}$, and the following hold.

- for any fixed $j$, we have :
  - either $t_n^j = 0$ for any $n \in \mathbb{N}$, or $t_n^j \to \pm \infty$ as $n \to \infty$,
  - either $x_n^j = 0$ for any $n \in \mathbb{N}$, or $x_n^j \to \pm \infty$ as $n \to \infty$.

- orthogonality of the parameters:
\[ |t_n^j - t_n^k| + |x_n^j - x_n^k| \to \infty \text{ as } n \to \infty, \quad \forall j \neq k. \]

- smallness of the reminder:
\[ \forall \epsilon > 0, \exists J = J(\epsilon) \in \mathbb{N} \text{ such that } \limsup_{n \to \infty} \|e^{-it_n^H} R_n^J\|_{L_x^\infty} < \epsilon. \]
orthogonality in norms: for any \( J \in \mathbb{N} \)
\[
\| \varphi_n \|_{L^2}^2 = \sum_{j=1}^{J} \| \psi^j \|_{L^2}^2 + \| R_n^j \|_{L^2}^2 + o_n(1),
\]
\[
\| \varphi_n \|_{H}^2 = \sum_{j=1}^{J} \| \tau_{x_n^j} \psi^j \|_{H}^2 + \| R_n^j \|_{H}^2 + o_n(1).
\]

Moreover, we have
\[
\| \varphi_n \|_{L^q} = \sum_{j=1}^{J} \| e^{it_{x_n}^j H_s} \tau_{x_n^j} \psi^j \|_{L^q}^2 + \| R_n^j \|_{L^q}^2 + o_n(1), \quad q \in (2, \infty), \quad \forall J \in \mathbb{N}.
\]

**Remark 2.3.** Since it follows from the Hölder inequalities that
\[
\| f \|_{L^2 L^2} \leq \| f \|_{L^q L^{(1-q)/2}} \| f \|_{L^{(1-q)/2} L^q} \leq \| f \|_{L^2 L^2} \| f \|_{L^2 L^{(1-q)/2}} \| f \|_{L^{(1-q)/2} L^q},
\]
where \( q = \frac{2(p+1)}{p+5}, \theta = \frac{2(p+5)}{(p+1)p}, \) and \( \eta = \frac{2}{p+1}, \) the smallness of the remainder also holds for \( L^4 L^2 \)-norm by the Strichartz estimate.

We also will need the following perturbation result; see [3, Proposition 3.2] for more details.

**Lemma 2.4** (Long time perturbation). For any \( M > 0, \) there exist \( \varepsilon = \varepsilon(M) > 0 \) and a positive constant \( C = C(M) \) such that the following occurs. Let \( v : I \times \mathbb{R} \to \mathbb{C} \) be a solution of the integral equation with source term \( \varepsilon \):
\[
v(t) = e^{-itH_s} \varphi + i \int_0^t e^{-i(t-s)H_s} (|v(s)|^{p-1}v(s))ds + e(t)
\]
with \( \| v \|_{L^p L^1(I \times \mathbb{R})} < M \) and \( \| e \|_{L^p L^1(I \times \mathbb{R})} < \varepsilon. \) Assume moreover that \( u_0 \in H^1(\mathbb{R}) \) is such that \( \| u_0 - \varphi \|_{H^1} < \varepsilon, \) then the solution \( u : I \times \mathbb{R} \to \mathbb{C} \) to (1.1) with initial data \( u_0 \):
\[
u(t) = e^{-itH_s} u_0 + i \int_0^t e^{-i(t-s)H_s} (|u(s)|^{p-1}u(s))ds,
\]
satisfies \( u \in L^p L^2(I \times \mathbb{R}) \) and moreover \( \| u - v \|_{L^p L^1(I \times \mathbb{R})} < C \varepsilon. \)

2.2. **Variational analysis.** It is well-known that the ground state \( Q \) satisfies the Pohozaev’s identities
\[
\int_\mathbb{R} |\partial_x Q|^2 dx = \frac{p-1}{2(p+1)} \int_\mathbb{R} Q^{p+1} dx,
\]
\[
\int_\mathbb{R} |Q|^{p+1} dx = \frac{2(p+1)}{p+3} \int_\mathbb{R} Q^2 dx.
\]

We have the following sharp Gagliardo-Nirenberg inequality,
\[
\| f \|_{L^{p+1}}^{p+1} \leq C_{GN} \| \partial_x f \|_{L^2}^{(p-1)/(p+1)} \| f \|_{L^2}^{p/(p+1)},
\]
where
\[
C_{GN} = \left( \frac{p-1}{p+3} \right)^{\frac{4}{p+1}} \frac{2(p+1)}{(p-1)\| Q \|_{L^{p+1}}^{p+1}}.
\]

By using the Pohozaev’s identities, it is easy to derive that
\[
E_0(Q) = \frac{p-5}{2(p+3)} \| Q \|_{L^2}^2 = \frac{p-5}{2(p+1)} \| \partial_x Q \|_{L^2}^2 = \frac{p-5}{4(p+1)} \| Q \|_{L^{p+1}}^{p+1}.
\]

In particular, \( E_0(Q) > 0 \) (recall that \( p > 5 \)).

The scattering threshold is related with the following minimization problem:
\[
d_1 := \inf \{ S_1(\varphi) : \varphi \in H^1(\mathbb{R}) \setminus \{0\}, P_1(\varphi) = 0 \},
\]
where

\[ S_{\gamma}(u) = \frac{1}{2}\|\partial_x u\|_{L^2}^2 + \frac{1}{2}\|u\|_{L^2}^2 - \frac{\gamma}{2}\|u(0)\|^2 - \frac{1}{p+1}\|u\|^{p+1}_{L^{p+1}}. \quad (2.7) \]

The functional \( S_{\gamma} \) is often called action. Proposition 1.2 of [14] gives the following result.

**Lemma 2.5.** Assume \( \gamma < 0 \). Then \( d_{\gamma} = S_{0}(Q) \); but the infimum \((2.6)\) is never attained.

We will need the following Lemma. We recall that \( \|u\|_{H^1}^2 = \|\partial_x u\|_{L^2}^2 - \gamma\|u(0)\|^2 \) for \( u \in H^1(\mathbb{R}) \).

**Lemma 2.6.** Let \( \varphi \in H^1(\mathbb{R}) \). If \( \|\varphi\|_{L^2}^2\|\varphi\|_{H^1} \leq \|\varphi\|_{L^2}^2\|\partial_x Q\|_{L^2} \), then we have \( P_{\gamma}(\varphi) \geq 0 \). Moreover, if \( [M(\varphi)]^\sigma E_{\gamma}(\varphi) \leq [M(Q)]^\sigma E_0(Q) \) and \( P_{\gamma}(\varphi) \geq 0 \), then we have \( \|\varphi\|_{L^2}^2\|\varphi\|_{H^1} \leq \|\varphi\|_{L^2}^2\|\partial_x Q\|_{L^2} \).

**Proof.** Assume \( \|\varphi\|_{L^2}^2\|\varphi\|_{H^1} \leq \|\varphi\|_{L^2}^2\|\partial_x Q\|_{L^2} \). By the Gagliardo-Nirenberg inequality and the assumption, we have

\[ P_{\gamma}(\varphi) \geq \|\partial_x \varphi\|_{L^2}^2 - \frac{\gamma}{2}\|\varphi(0)\|^2 - \frac{(p-1)CGN}{2(p+1)}\|\varphi\|_{L^2}^{p+3}\|\partial_x \varphi\|_{L^2}^{p-5} \]

\[ = \|\partial_x \varphi\|_{L^2}^2 \left( 1 - \frac{(p-1)CGN}{2(p+1)}\|\varphi\|_{L^2}^{p+3}\|\partial_x \varphi\|_{L^2}^{p-5} \right) - \frac{\gamma}{2}\|\varphi(0)\|^2 \]

\[ \geq \|\partial_x \varphi\|_{L^2}^2 \left( 1 - \frac{(p-1)CGN}{2(p+1)}\|\varphi\|_{L^2}^{p+3}\|\partial_x Q\|_{L^2}^{p-5} \right) - \frac{\gamma}{2}\|\varphi(0)\|^2 \]

By (2.1), (2.2), and (2.4), we get

\[ \frac{(p-1)CGN}{2(p+1)}\|\varphi\|_{L^2}^{p+3}\|\partial_x Q\|_{L^2}^{p-5} = 1. \]

Therefore, we have \( P_{\gamma}(\varphi) \geq -\frac{\gamma}{2}\|\varphi(0)\|^2 \geq 0. \)

Next, assume \( P_{\gamma}(\varphi) \geq 0 \). By (2.5) and \( M(Q)^\sigma E_0(Q) \geq M(\varphi)^\sigma E_\gamma(\varphi) \), we obtain

\[ \frac{p-5}{2(p-1)}M(Q)^\sigma \|\partial_x Q\|_{L^2}^2 = M(Q)^\sigma E_0(Q) \geq M(\varphi)^\sigma E_\gamma(\varphi). \quad (2.8) \]

By the assumption, we have

\[ E_\gamma(\varphi) \geq E_\gamma(\varphi) - \frac{2}{p-1}P_{\gamma}(\varphi) = \frac{p-5}{2(p-1)}(\|\partial_x \varphi\|_{L^2}^2 - \gamma\|\varphi(0)\|^2) - \frac{\gamma}{p-1}\|\varphi(0)\|^2 \]

\[ \geq \frac{p-5}{2(p-1)}\|\varphi\|_{H^1}^2. \quad (2.9) \]

Therefore, combining this with (2.8), we get

\[ \frac{p-5}{2(p-1)}M(Q)^\sigma \|\partial_x Q\|_{L^2}^2 \geq \frac{p-5}{2(p-1)}M(\varphi)^\sigma \|\varphi\|_{H^1}^2. \]

This completes the proof. \( \square \)

**Lemma 2.7.** Assume \( \gamma < 0 \). If \( u_0 \in H^1(\mathbb{R}) \) satisfies

\[ E_{\gamma}(u_0) = E_0(Q), \quad M(u_0) = M(Q) \quad \text{and} \quad P_{\gamma}(u_0) \geq 0, \quad (2.10) \]

then the corresponding solution \( u(t) \) to (1.1) is global in time and satisfies

\[ P_{\gamma}(u(t)) > 0 \quad \text{for all} \quad t \in \mathbb{R}. \quad (2.11) \]

Moreover, we also have

\[ \|u(t)\|_{H^1}^2 < \|\partial_x Q\|_{L^2}^2 \quad \text{for all} \quad t \in \mathbb{R}. \quad (2.12) \]
In particular, we have
\[ \sup_{t \in \mathbb{R}} \|u(t)\|_H^2 + \|u\|_{L^2}^2 \sim S_0(Q). \] (2.13)

**Proof.** First, suppose by contradiction that there exists \( t_0 > 0 \) such that \( P_\gamma(u(t_0)) = 0 \). From (2.10) we have \( S_\gamma(u(t_0)) = S_0(Q) \), where \( S_\gamma \) is given by (2.7). Thus, \( u(t_0) \) is a minimizer of the variational problem (2.6), which is a contradiction with Lemma 2.5. Therefore
\[ P_\gamma(u(t)) > 0 \text{ for all } t \text{ in the existence time}. \] (2.14)

The proof of Lemma 2.6 and \( P_\gamma(u(t)) > 0 \) imply \( \|u(t)\|_H^2 < \|Q\|_{L^2}^2 \). Therefore
\[ S_0(Q) = S_\gamma(u(t)) \gtrsim \|\partial_x u(t)\|_{L^2}^2 + \|u(t)\|_{L^2}^2 - \gamma|u(t,0)|^2. \]

The inverse is trivial. We completes the proof. \( \square \)

2.3. **Localized Virial identity.** Given \( R > 1 \), we define
\[ w_R(x) = R^2 \phi \left( \frac{x}{R} \right) \text{ and } w_\infty(x) = x^2, \]
where \( \phi \) is a real-valued and radial function such that
\[ \phi(x) = \begin{cases} x^2, & |x| \leq 1 \\ 0, & |x| \geq 2, \end{cases} \quad \text{with } |\partial_x^\alpha \phi(x)| \lesssim |x|^{2-\alpha}. \]

Moreover, we define the functional
\[ V_R[u] = 2 \text{Im} \int_R \partial_x [w_R(x)] \bar{u(t,x)} \partial_x u(t,x) \, dx \]

In [14, Section 3] (see also [3, Lemma 4.1]), the authors proved the following.

**Lemma 2.8.** Let \( R \in [1, \infty] \). Assume that \( u(t) \) solves (1.1). Then we have
\[ \frac{d}{dt} V_R[u] = I_{R,\gamma}[u(t)], \] (2.15)

where
\[ I_{R,\gamma}[u] := 4 \int_R \partial^2_x [w_R(x)] |\partial_x u(t,x)|^2 - \frac{2(p-1)}{p+1} \partial^2_t [w_R(x)]|u(t,x)|^{p+1} \, dx \]
\[ - \int_R \partial^2_t [w_R(x)]|u(t,x)|^2 \, dx - 2\gamma \partial^2_x [w_R(x)]|_{x=0} |u(t,0)|^2 \]
\[ - 2\gamma \text{Re} \left\{ \partial_x [w_R(x)]|_{x=0} u(t,0) \partial_x u(t,0) \right\} \]
\[ = I_{R,0}[u] - 4\gamma |u(t,0)|^2. \]

In particular, if \( R = \infty \) we have \( I_{\infty,\gamma}[u] = 8P_\gamma(u) \).

The proof of the following lemma is the same as the one given in [17, Lemma 2.9] and will be omitted.

**Lemma 2.9.** Let \( R \in [1, \infty], \theta \in \mathbb{R} \) and \( y \in \mathbb{R} \). Then
\[ I_{R,0}[e^{i\theta} Q(-y)] = 0. \]

As a direct consequence of the Lemma 2.9, we get the following result (see [17, Corollary 2.10]).
Lemma 2.10. Let $u$ be the solution of (1.1) on an interval $I$. Let $R \in [1, \infty]$, $\chi : I \to \mathbb{R}$, $\theta : I \to \mathbb{R}$, $y : I \to \mathbb{R}$. Then for all $t \in \mathbb{R}$,
\[
\frac{d}{dt} V_R[u] = I_{\infty,0}[u(t)] \\
+ I_{R,\gamma}[u(t)] - I_{\infty,0}[u(t)] \\
- \chi(t)\{I_{R,0}[e^{\theta(t)}Q(-y(t))] - I_{\infty,0}[e^{\theta(t)}Q(-y(t))]\}. 
\] (2.16)

3. Compactness properties

In the following result we show that if Theorem 1.3 fails, then there exists a solution of (1.1) at the threshold (1.7) with infinite $L^p_tL^r_x([0, \infty) \times \mathbb{R})$-norm, which is precompact in $H^1$ modulo some time-dependent spatial center.

Proposition 3.1. Suppose Theorem 1.3 fails for some $\gamma < 0$. Then we find a forward global solution $u \in C([0, \infty); H^1(\mathbb{R}))$ of (1.1) with initial data $u_0$ which satisfies
\[
E_\gamma(u_0) = E_0(Q), \quad M(u_0) = M(Q) \quad \text{and} \quad P_\gamma(u_0) \geq 0, 
\] (3.1)
\[
\|u\|_{L^p_tL^r_x([0, \infty) \times \mathbb{R})} = \infty. 
\] (3.2)

Moreover, there exists a function $x_0 : [0, \infty) \to \mathbb{R}$ such that $\{u(t, \cdot + x_0(t)) : t \in [0, \infty)\}$ is pre-compact in $H^1(\mathbb{R})$.

Before showing the proposition above, we first show the following lemma.

Lemma 3.2. Suppose that Theorem 1.3 holds for any $\gamma < 0$ with the hypothesis (1.7) replaced by (3.1). Then we can prove the same conclusion in Theorem 1.3 (for any $\gamma < 0$) with the original condition (1.7).

Proof. Let $\gamma < 0$. Suppose that Theorem 1.3 is true with the condition (3.1).

Consider $u_0 \in H^1(\mathbb{R})$ such that
\[
E_\gamma(u_0)[M(u_0)]^\sigma = E_0(Q)[M(Q)]^\sigma \quad \text{and} \quad P_\gamma(u_0) \geq 0. 
\]
We set $\gamma^* = \lambda \gamma$, $v_0(x) = \lambda^{\sigma/\sigma - 1}u_0(\lambda x)$ and $v(t, x) = \lambda^{\sigma/\sigma - 1}u(\lambda^2 t, \lambda x)$, where $\lambda = (\frac{M(Q)}{M(u_0)})^{\sigma/\sigma - 1}$.

Notice that
\[
E_{\gamma^*}(v_0) = \lambda^{\sigma/\sigma - 1}E_\gamma(u_0) \quad \text{and} \quad P_{\gamma^*}(v_0) = \lambda^{\sigma/\sigma - 1}P_\gamma(u_0). 
\]
Thus, since $\lambda = (\frac{M(u_0)}{M(Q)})^{\sigma/\sigma - 1}$, we obtain
\[
E_{\gamma^*}(v_0) = E_0(Q), \quad M(v_0) = M(Q) \quad \text{and} \quad P_{\gamma^*}(v_0) \geq 0. 
\]

Now, we define the rescaled potential $V_\lambda(x) := \gamma \lambda^2 \delta(\lambda x) = \gamma^* \delta(x)$ with $\gamma^* = \lambda \gamma$. Then the function $v$ satisfies
\[
i\partial_t v + \partial_x^2 v + \gamma^* \delta(x)v + |v|^{p-1}v = 0. 
\]
Since $\gamma^* = \lambda \gamma < 0$, by hypothesis we get $v \in L^p_tL^r_x(\mathbb{R} \times \mathbb{R})$, which implies that $u \in L^p_tL^r_x(\mathbb{R} \times \mathbb{R})$. In particular, by Proposition 2.1 we obtain that $u$ scatters in $H^1(\mathbb{R})$. \hfill $\Box$

Proof of Proposition 3.1. Assume that Theorem 1.3 fails, by using Lemma 3.2 we infer that there exists a $u_0 \in H^1(\mathbb{R})$ with
\[
E_\gamma(u_0) = E_0(Q), \quad M(u_0) = M(Q) \quad \text{and} \quad P_\gamma(u_0) \geq 0, 
\]
such that if $u$ is the corresponding forward-global solution of (1.1) with initial data $u_0$, then
\[
\|u\|_{L^p_tL^r_x([0, \infty) \times \mathbb{R})} = \infty. 
\]
Moreover, by Lemma 2.7 we have that $u$ is bounded in $H^1(\mathbb{R})$ and satisfies properties (2.11)-(2.12). Our goal now is to show that there exists a parameter $x_0 : [0, \infty) \to \mathbb{R}$ such that $\{u(t, \cdot + x_0(t)) : t \in [0, \infty)\}$ is precompact in $H^1(\mathbb{R})$. The argument is similar to that given in [14, Lemma 3.11].

With this in mind, let $\{\tau_n\}$ be an arbitrary sequence such that $\tau_n \to \infty$. It is enough to show that there exists a sequence $\{x_n\}$ such that $u(\tau_n, x + x_n)$ converges strongly in $H^1(\mathbb{R})$. The sequence $\{u(\tau_n)\}$ is bounded in $H^1(\mathbb{R})$ by (2.13). By the linear profile decomposition (Lemma 2.2), we have, up to subsequence,

$$u(\tau_n) = \sum_{j=1}^{J} e^{it_n^{\tau_n} J_{\infty n}} \psi^j + R_n^{J}$$

and the properties in the statement hold. We set $\psi^j := e^{it_n^{\tau_n} J_{\infty n}} \psi^j$.

We prove that $J = 1$. It is easy to show that $J = 0$ does not occur. Indeed, by the linear profile decomposition, if $J = 0$, then $\|e^{-itH_1} u(\tau_n)\|_{L^2_t L^6_x(\mathbb{R} \times \mathbb{R})} \to 0$ as $n \to \infty$ (see Remark 2.3). Then, by the long time perturbation (Lemma 2.4), we get $\|u\|_{L^2_t L^6_x(\tau_n, \infty) \times \mathbb{R}} \lesssim 1$ for large $n \in \mathbb{N}$. This contradicts the definition of $u$.

First, by the linear profile decomposition, we have

$$\lim_{n \to \infty} \left( \sum_{j=1}^{J} M(\psi^j) + M(R_n^{J}) \right) = \lim_{n \to \infty} M(u(\tau_n)) = M(u_0) = M(Q),$$

$$\lim_{n \to \infty} \left( \sum_{j=1}^{J} \|\psi^j\|^2_{H^1} + \|R_n^{J}\|^2_{H^1} \right) = \lim_{n \to \infty} \|u(\tau_n)\|^2_{H^1} \leq \|\partial_x Q\|^2_{L^2_x}.$$ 

Thus, it holds that

$$\|\psi^j\|^2_{L^2_x} \|\psi^j\|_{H^1} \leq \|Q\|_{L^2_x} \|\partial_x Q\|_{L^2} \text{ and } \|R_n^{J}\|^2_{L^2_x} \|R_n^{J}\|_{H^1} \leq \|Q\|^2_{L^2_x} \|\partial_x Q\|_{L^2}$$

for any $j$ and for large $n$. From this and the proof of Lemma 2.6, it follows that $E_\gamma(\psi^j), E_\gamma(R_n^{J}) \geq 0$. Now, since we also have

$$\lim_{n \to \infty} \left( \sum_{j=1}^{J} E_\gamma(\psi^j) + E_\gamma(R_n^{J}) \right) = \lim_{n \to \infty} E_\gamma(u(\tau_n)) = E_\gamma(u_0) = E_0(Q),$$

This and $E_\gamma(\psi^j), E_\gamma(R_n^{J}) \geq 0$ imply that $E_\gamma(\psi^j), E_\gamma(R_n^{J}) \leq E_0(Q)$.

Assume that $J \geq 2$. Then there exists $\delta > 0$ such that $M(\psi^j)^\circ E_\gamma(\psi^j) < M(Q)^\circ E_0(Q) - \delta$. By reordering, we may choose $J_1, \cdots, J_4$ such that

$$1 \leq j \leq J_1 \Rightarrow t_n^j = 0 \ (\forall n \in \mathbb{N}) \text{ and } x_n^j = 0 \ (\forall n \in \mathbb{N}),$$

$$J_1 + 1 \leq j \leq J_2 \Rightarrow t_n^j = 0 \ (\forall n \in \mathbb{N}) \text{ and } |x_n^j| \to \infty \ (n \to \infty),$$

$$J_2 + 1 \leq j \leq J_3 \Rightarrow |t_n^j| \to \infty \ (n \to \infty) \text{ and } x_n^j = 0 \ (\forall n \in \mathbb{N}),$$

$$J_3 + 1 \leq j \leq J_4 \Rightarrow |t_n^j| \to \infty \ (n \to \infty) \text{ and } |x_n^j| \to \infty \ (n \to \infty),$$

where we are assuming that there is no $j$ such that $a \leq j \leq b$ if $a > b$. We will define nonlinear profiles associated with $\psi^j$. If there is no $j$ such that $J_k + 1 \leq j \leq J_{k+1}$ for some $k \in \{0, 1, 2, 3\}$, where $J_0 = 0$, then skip the construction of nonlinear profiles in the following steps.

We first consider the case of $1 \leq j \leq J_1$. By the orthogonality of the parameter $t_n^j$ and $x_n^j$, we note that $J_1 = 0$ or 1. (As stated before, skip this step if $J_1 = 0$.) We define a solution $N$ to (1.1) with the initial data $N(0) = \psi^j$. Then, the solution $N$ is global and satisfies $\|N\|_{L^2_t L^6_x(\mathbb{R} \times \mathbb{R})} \lesssim 1$ since $M(\psi^j)^\circ E_\gamma(\psi^j) < M(Q)^\circ E_0(Q) - \delta$ and $P_\gamma(\psi^j) \geq 0$ hold and imply the scattering result (see [14, Lemma 3.11]).
We consider the case of $J_1 + 1 \leq J_2$. We define a solution $U^j$ to the usual nonlinear Schrödinger equation (i.e., the equation with $\gamma = 0$) with the initial data $\psi^j$. It holds that $\|U^j\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R})} \lesssim 1$ (see [14]). We set $U^j_n(t, x) := U^j(t, x - x^j_n)$.

We consider the case of $J_2 + 1 \leq j \leq J_3$. If $j$ satisfies $t^j_n \to -\infty$, then we define a solution $W^j$ to (1.1) that scatters to $\psi^j$ as $t \to +\infty$. If $j$ satisfies $t^j_n \to +\infty$, then we define a solution $W^j$ to (1.1) that scatters to $\psi^j$ as $t \to -\infty$. Then, in each cases, $W^j$ is global in both time directions and $\|W^j\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R})} \lesssim 1$ (see [14]). We set $W^j_n(t, x) := W^j(t - t^j_n, x)$.

We consider the case of $J_3 + 1 \leq j \leq J_4$. If $j$ satisfies $t^j_n \to -\infty$, then we define a solution $V^j$ to the usual NLS that scatters to $\psi^j$ as $t \to -\infty$. If $j$ satisfies $t^j_n \to +\infty$, then we define a solution $V^j$ to the usual NLS that scatters to $\psi^j$ as $t \to +\infty$. Then, in each cases, $V^j$ is global in both time directions and $\|V^j\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R})} \lesssim 1$ (see [14]). We set $V^j_n(t, x) := V^j(t - t^j_n, x - x^j_n)$. We denote all functions $N, U^j, W^j, V^j$ by $u^j$.

We define nonlinear profile as $Z^j_n := \sum_{j=1}^J v^j_n$. In the same way as in [14], we have

$$Z^j_n = e^{-itH_j} \varphi_n + i \int_0^t e^{-i(t-s)H_j} |Z^j_n|^{p-1} Z^j_n ds - e^{-itH_j} R^j_n + s^j_n$$

with $\|s^j_n\|_{L^2_t L^2_x} \to 0$ as $n \to \infty$ and lim sup$_{n \to \infty} \|e^{-itH_j} R^j_n\|_{L^2_t L^2_x} < \varepsilon$ for large $J$. Moreover, lim sup$_{n \to \infty} \|Z^j_n\|_{L^2_t L^2_x}$ is bounded independently on $J$. By the long time perturbation, we obtain $\|u(\tau_n)\|_{L^2_t L^2_x} \lesssim 1$. This is a contradiction. Therefore, we get $J = 1$.

Therefore, we get

$$u(\tau_n) = e^{itH_j} \tau x_n \psi + R_n$$

and lim$_{n \to \infty} \|R_n\|_{H^1} = 0$. Assuming $|t_n| \to \infty$, we derive a contradiction to the non-scattering of $u$ by the standard argument. Therefore, $u(\tau_n, x + x_n) = \psi(x) + R_n(x + x_n)$ and thus $u(\tau_n, \cdot + x_n)$ strongly converges to $\psi$ in $H^1(\mathbb{R})$. The standard argument (see, e.g., [17, Subsection 3.2]) implies the existence of $x_0$ satisfying that \{u(t, \cdot + x_0(t)) : t \in [0, \infty)\} is pre-compact in $H^1(\mathbb{R})$. \hfill \Box

### 4. Modulation analysis

Let $u$ be the forward solution given in Proposition 3.1. We recall that

$$E_\gamma(u_0) = E_\gamma(Q), \quad M(u_0) = M(Q) \quad \text{and} \quad P_\gamma(u_0) \geq 0. \quad (4.1)$$

Notice that by Lemma 2.7 we have

$$\mu(t) := \mu(u(t)) > 0, \quad \text{where} \quad \mu(v) = \|\partial_x Q\|_{L^2_x}^2 - \|\partial_x v\|_{L^2_x}^2 - \gamma|v(0)|^2. \quad (4.2)$$

For $\mu_0 > 0$ small, we define the set

$$I_0 = \{ t \in [0, \infty) : \mu(u(t)) < \mu_0 \}.$$

The following proposition is the main result of this section. The goal of this result is to construct modulation parameters $\theta(t)$ and $y(t)$ such that the quantity $\mu(t)$ controls $\|u(t) - e^{it\theta(t)} Q(-y(t))\|_{H^1}$, as well as the potential $-\gamma|u(t, 0)|^2$, the parameter $y(t)$ and its derivative $y'(t)$.

**Proposition 4.1.** Let $\gamma$ be strictly negative. Then there exist $\mu_0 > 0$ sufficiently small and two functions $\theta : I_0 \to \mathbb{R}$ and $y : I_0 \to \mathbb{R}$ such that we can write

$$u(t, x) = e^{it\theta(t)}[g(t) + Q(x - y(t))] \quad \text{for all} \ t \in I_0, \quad (4.3)$$

and the following holds:

$$e^{-\frac{|y(t)|}{|g(t)|^2}} |y(t)| + |y'(t)| + [-\gamma|u(t, 0)|^2]^{\frac{1}{2}} \lesssim \mu(t) \sim \|g(t)\|_{H^1} \quad \text{for all} \ t \in I_0. \quad (4.4)$$
The proof of Proposition above borrows ingredients from \([9, 17]\). Before proving Proposition 4.1, some preliminaries are needed.

**Remark 4.2.** The modulation bound \(|y(t)|^{-2} e^{-2|v(t)|} \leq \mu(t)\) in Proposition 4.1 will not be necessary in our analysis. However, this bound is interesting in its own right and potentially useful in future work.

**Lemma 4.3.** For any \(\varepsilon > 0\) small, there exists \(\mu_0 = \mu_0(\varepsilon)\) sufficiently small such that if \(\mu(u(t)) < \mu_0\), then there exists \((\theta_0(t), y_0(t)) \in \mathbb{R}^2\) such that
\[
\|u(t) - e^{i\theta_0(t)}Q(\cdot - y_0(t))\|_{H^1} < \varepsilon. \tag{4.5}
\]

**Proof.** The result is proved by contradiction. Assume that there exist \(\varepsilon > 0\) and a sequence \(\{t_n\} \subset \mathbb{R}\) such that
\[
\mu(u(t_n)) \to 0, \quad \inf_{\theta \in \mathbb{R}} \inf_{y \in \mathbb{R}} \|u(t_n) - e^{i\theta}Q(\cdot - y)\|_{H^1} \geq \varepsilon. \tag{4.6}
\]
Since \(\delta(u(t_n)) \to 0\), from (4.1) we obtain
\[
S_\gamma(u(t_n)) \to S_0(Q) \quad \text{and} \quad N_\gamma(u(t_n)) \to N_0(Q) = 0,
\]
where \(N_\gamma\) is the Nehari functional given by
\[
N_\gamma(v) = \|\partial_x v\|_{L^2}^2 + \|v\|_{L^2}^2 - \gamma|v(0)|^2 - \|v\|^2_{L^2} \quad \text{for} \ v \in H^1(\mathbb{R}).
\]

This means that \(N_0(u(t_n)) \leq 0\) for large \(n\). That is, \(\{u(t_n)\}\) is a minimizing sequence of problem
\[
S_0(Q) = \inf \left\{ S_0(f) : f \in H^1(\mathbb{R}), N_0(f) \leq 0 \right\}.
\]

Therefore, there exist \((\theta_n, y_n) \in \mathbb{R}^2\) such that \(e^{i\theta_n}u(t_n, \cdot + y_n) \to Q\) in \(H^1(\mathbb{R})\), which is a contradiction with (4.6) and finishes the proof. \(\square\)

**Remark 4.4.** Let \(R \geq 1\). Notice that if \(\mu_0\) is sufficiently small in Lemma 4.3 we can guarantee that
\[
|y_0(t)| \geq R \quad \text{for} \ t \in \mathbb{R}. \tag{4.7}
\]

Indeed, suppose that (4.7) is false. Then there exists a sequence of times \(\{t_n\}\) such that
\[
\mu(t_n) \to 0 \quad \text{and} \quad |y_0(t_n)| \leq R \quad \text{for all} \ n \in \mathbb{N}. \tag{4.8}
\]
As \(\mu(t_n) \to 0\), by using (4.5) we see that (recall that (2.13))
\[
-\gamma \lim_{n \to \infty} |u(t_n, 0)|^2 = \lim_{n \to \infty} \|\partial_x Q\|_{L^2}^2 - \|\partial_x u(t_n)\|_{L^2}^2 = 0.
\]

Again by (4.5), passing to a subsequence, we have
\[
|Q(y_0(t_n))|^2 \to 0 \quad \text{as} \ n \to \infty,
\]
which is a contradiction because the sequence \(\{y_0(t_n)\}\) is bounded.

By an application of implicit function theorem and Lemma 4.3 we have the following result.

**Lemma 4.5.** There exist \(\mu_0 > 0\) and two functions \(\theta : I_0 \to \mathbb{R}\) and \(y : I_0 \to \mathbb{R}\) such that if \(\mu(t) = \mu(u(t)) < \mu_0\), then
\[
\|u(t) - e^{i\theta(t)}Q(\cdot - y(t))\|_{H^1} \ll 1. \tag{4.9}
\]
Furthermore, the function \(g(t) := g_1(t) + ig_2(t) = e^{-i\theta(t)}[u(t) - e^{i\theta(t)}Q(\cdot - y(t))]\) satisfies
\[
\langle g_2(t), Q(\cdot - y(t)) \rangle = \langle g_1(t), \partial_x Q(\cdot - y(t)) \rangle \equiv 0. \tag{4.10}
\]

**Proof.** The proof closely follows the proof of [17, Lemma 5.3] \(\square\)
By (4.9), a Taylor expansion gives
\[ S_0(u(t)) - S_0(Q) = S_0(e^{-i\theta(t)}u(t)) - S_0(Q(-y(t))) \]
\[ = \langle S_0'(Q(-y(t)))[g(t)], g(t) \rangle + \frac{1}{2} \langle S_0''(Q(-y(t))[g(t)], g(t) \rangle + o(\|g\|_{H^1}^2). \]
Since \( S_0(Q(-y(t)) = 0 \), we obtain
\[ S_0(u(t)) - S_0(Q) = \frac{1}{2} \langle S_0''(Q)[g(t), g(t)] \rangle + o(\|g\|_{H^1}^2) \] (4.11)
Notice that the operator \( S_0''(Q) \) can be separated into a real and an imaginary part \( L_1 \) and \( L_2 \) such that
\[ \langle S_0''(Q)w, w \rangle = \langle L_1u, u \rangle + \langle L_2v, v \rangle. \]
where \( w = u + iv \in H^1(\mathbb{R}) \). Here, \( L_1 \) and \( L_2 \) are two bounded operators defined in \( H^1(\mathbb{R}) \) given by
\[ L_1u = -\partial_x^2 u + u - pQ^{p-1}u, \]
\[ L_2u = -\partial_x^2 v + v - Q^{p-1}v. \]

Lemma 3.5 of [6] gives the following result.

**Lemma 4.6.** There exists \( C > 0 \) such that for every \( h = h_1 + ih_2 \in H^1(\mathbb{R}) \) satisfying
\[ \langle h_1, \partial_x Q \rangle = \langle h_1, Q^p \rangle = \langle h_2, Q \rangle = 0 \] (4.12)
we have
\[ \langle S_0''(Q)[h], h \rangle \geq C\|h\|_{H^1}^2. \]
Notice that the orthogonality condition is different from those in [9,17]. In those, they assume \( \langle h_1, \Delta Q \rangle = 0 \) instead of \( \langle h_1, Q^p \rangle = 0 \). As pointed in [6], we use the orthogonality condition \( \langle h_1, Q^p \rangle = 0 \) in the one dimensional case.

**Lemma 4.7.** Fix \( \gamma < 0 \). Let \((\theta(t), y(t))\) and \(g(t)\) be as in Lemma 4.5. Then we have
\[ -\gamma|u(t, 0)|^2 \lesssim \mu^2(t) \sim \|g(t)\|_{H^1}^2. \] (4.13)
**Proof.** Since \( S_\gamma(u(t)) = S_0(Q) \), from (4.11) we get
\[ 0 = \frac{1}{2} \langle S_0''(Q)[g(-y)], g(-y) \rangle - \frac{\gamma}{2}|u(t, 0)|^2 + o(\|g\|_{H^1}^2). \] (4.14)
We decompose \( g(t) \) as follows
\[ g = \lambda Q(-y) + h, \quad \text{where} \quad \lambda = \frac{\langle g_1(-y), Q^p \rangle}{\langle Q, Q^p \rangle}. \] (4.15)
It is clear that \( \lambda \in \mathbb{R} \). Moreover, from (4.9) and definition of \( \lambda \) given in (4.15) we get
\[ |\lambda| \lesssim \|g\|_{H^1} \ll 1. \] (4.16)
Now, by (4.10) we deduce
\[ \langle h_2(-y), Q \rangle = \langle h_1(-y), \partial_x Q \rangle = \langle h_1(-y), Q^p \rangle = 0. \] (4.17)
Then, Lemma 4.6 implies
\[ \langle S_0''(Q)[h(-y)], h(-y) \rangle \gtrsim \|h\|_{H^1}^2. \]
Combining estimate above and (4.14) we obtain
\[ \|h\|_{H^1}^2 - \gamma|u(t, 0)|^2 \lesssim \lambda^2 + |\lambda \langle L_1Q, h_1(-y) \rangle| + o(\|g\|_{H^1}^2). \]
Notice that (4.17) and (1.3) implies $\langle -\partial_y^2 Q, h_1(\cdot + y) \rangle = -\langle Q, h_1(\cdot + y) \rangle$. Thus, by definition of $L_1$, we see that $\langle L_1 Q, h_1(\cdot + y) \rangle = 0$. Therefore, inequality above shows

$$\|h\|_{H^1}^2 - \gamma|u(t,0)|^2 \lesssim \lambda^2 + o(\|h\|_{H^1}^2).$$

Thus,

$$\|h\|_{H^1}^2 \lesssim \lambda^2 \quad \text{and} \quad -\gamma|u(t,0)|^2 \lesssim \lambda^2.$$ (4.18)

On the other hand, as $M(Q) = M(u)$ (4.15) implies

$$\lambda^2\|Q\|_{L^2}^2 + 2\lambda\|Q\|_{L^2}^2 + 2\langle Q(\cdot - y), h_1 \rangle + \|h\|_{L^2}^2 = 0.$$ (4.19)

We observe that by (4.16), (4.18) and (4.19) we obtain

$$|\lambda| \lesssim \|h\|_{H^1},$$ (4.20)

so that

$$\|g\|_{H^1} \sim |\lambda| \sim \|h\|_{H^1},$$ (4.21)

$$\langle Q(\cdot - y), h_1 \rangle = -\lambda\|Q\|_{L^2}^2 + O(\lambda^2).$$ (4.22)

Finally, since $(\partial_x Q(\cdot - y), \partial_x h_1) = -\langle Q(\cdot - y), h_1 \rangle$, combining (4.18), (4.21) and (4.22) we get

$$\mu(t) = \|\partial_x Q\|_{L^2}^2 - \|\partial_x[(1 + \lambda)Q(\cdot + y) + h]\|_{L^2}^2 + \gamma|u(t,0)|^2$$

$$= -4\lambda\|\partial_x Q\|_{L^2}^2 + O(\lambda^2),$$

which proves that $\mu \sim |\lambda|$. Hence $\mu(t) \sim \|g(t)\|_{H^1}$. This completes the proof of lemma.

Lemma 4.8. Under the conditions of Lemma 4.7, if $\mu_0$ is sufficiently small, then

$$\frac{e^{-2\|y(t)\|^2}}{|y(t)|^2} \lesssim \mu(t) \quad \text{for all } t \in I_0.$$ (4.23)

Proof. Using (4.15) yields that

$$|u(t,0)|^2 = |Q(y(t))|^2 + (\lambda^2 + 2\lambda)|Q(y(t))|^2 + |h(t,0)|^2 + 2Q(y(t))h_1(t,0).$$

Thus, by (4.18) and (4.21) we obtain that

$$|Q(y(t))|^2 \lesssim |\mu(t)|^2 + \mu(t) \lesssim \mu(t).$$ (4.24)

On the other hand, it is well known that

$$|Q(x)| \gtrsim |x|^{-1}e^{-|x|} \quad \text{for } |x| \geq 1.$$ (4.25)

From (4.24) and according Remark 4.4 we have that if $\mu_0$ is sufficiently small, then

$$\frac{e^{-2\|y(t)\|^2}}{|y(t)|^2} \lesssim |Q(y(t))|^2 \lesssim \mu(t), \quad \text{for all } t \in I_0.$$ (4.26)

Thus, we obtain that (4.23) is true.

Lemma 4.9. Under the conditions of Lemma 4.7, we have

$$|y(t)| \lesssim \mu(t) \quad \text{for all } t \in I_0.$$ (4.27)

Proof. We recall that $g(t) = e^{-i\theta(t)}[u(t) - e^{i\theta(t)}Q(\cdot - y(t))]$. Notice that

$$i\partial_t g + \Delta g - \theta' g + Q(x - y) - \theta'Q(x - y) - y' \partial_x Q(x - y)$$

$$-\gamma\delta(x)(e^{-ir}) + [f(y - Q(\cdot - y)) - f(Q(\cdot - y))] = 0,$$ (4.28)

where $f(z) = |z|^{p-1}z$. We claim that

$$|\theta'(t)| \lesssim 1 + |y'(t)||g(t)||_{H^1}.$$ (4.29)
Indeed, multiplying (4.26) with $Q(\cdot - y)$, integrating on $\mathbb{R}$, using the orthogonality conditions (4.10), estimate (4.13) and taking the real part we have (recall that $\|g(t)\|_{H^1} \ll 1$)

$$|\theta'(t)| \lesssim_q |\text{Re} \langle i\partial_t g, Q(\cdot - y) \rangle| + |\theta'(t)||g(t)||_{H^1} + 1 + O(\|g(t)\|_{H^1}).$$  

(4.28)

Here we have used the inequality

$$|f(g - Q(\cdot - y)) - f(Q(\cdot - y))| \lesssim |Q(\cdot - y)|^{p-1}|g| + |g|^p.$$

Next, since (see (4.10))

$$\frac{d}{dt} \text{Im} \langle g(t), Q(\cdot - y(t)) \rangle = 0$$

we obtain that

$$|\text{Re} \langle i\partial_t g, Q(\cdot - y) \rangle| = |\text{Im} \langle \partial_t g, Q(\cdot - y) \rangle| = |y'(t) \text{Im} \langle g(t), \partial_x Q(\cdot - y) \rangle| \lesssim |y'(t)||g(t)||_{H^1}.$$  

(4.29)

By using the fact that $\|g(t)\|_{H^1} \ll 1$, combining (4.28) and (4.29) we get (4.27).

Now we obtain (4.25). Indeed, multiplying (4.26) by $\partial_x Q(\cdot - y(t))$, integration over $\mathbb{R}$, and using (4.13) we see that

$$|y'(t)| \lesssim |\text{Im} \langle i\partial_t g, \partial_x Q(\cdot - y) \rangle| + (1 + |\theta'(t)||g(t)||_{H^1}.$$  

(4.30)

Moreover, orthogonality conditions (4.10) implies

$$|\text{Im} \langle i\partial_t g, \partial_x Q(\cdot - y) \rangle| = |\text{Re} \langle \partial_t g, \partial_x Q(\cdot - y) \rangle| = |y'(t) \text{Re} \langle g(t), \partial_x Q(\cdot - y) \rangle| \lesssim |y'(t)||g(t)||_{H^1}.$$  

As $\|g(t)\|_{H^1} \sim \mu(t)$, by inequality above, (4.30) and (4.27) we obtain (4.25). This completes the proof of lemma.

Proof of Proposition 4.1. Putting together Lemma 5.1 with the bounds (4.13), (4.23) and (4.25), the result quickly follows.

5. Precluding the compact solution

Throughout this section we assume that $u$ is the solution constructed in Proposition 3.1. We recall that $u$ satisfies the following properties:

$$E_\gamma(u_0) = E_0(Q), \quad M(u_0) = M(Q), \quad P_\gamma(u_0) \geq 0 \quad \text{and} \quad \|u\|_{L_t^\infty H_x^1((0,\infty) \times \mathbb{R})} = \infty.$$  

Moreover,

$$\{u(t, \cdot + x_0(t)) : t \in [0,\infty)\} \text{ is pre-compact in } H^1(\mathbb{R}).$$

In this section, we will apply the localized Virial identities and Proposition 4.1 (Modulation theory) to show the impossibility of the ‘compact’ solution $u$ established above.

Before proving Theorem 1.3, some preliminaries are needed. We follow mainly [17] here, and the proof for the next lemma is essentially the same as in [17, Lemma 4.2], thus, we omit it.

Lemma 5.1. If $\mu_0$ is sufficiently small, then there exists $C > 0$ such that

$$|x_0(t) - y(t)| < C \quad \text{for } t \in I_0.$$  

Here, the parameter $y(t)$ is given in Proposition 4.1.

As a consequence of the Lemma 5.1 we obtain that

$$\{u(t, \cdot + x(t))\} \text{ is pre-compact in } H^1(\mathbb{R})$$  

(5.1)

where the spatial center is given by

$$x(t) = \begin{cases} x_0(t) & t \in [0,\infty) \setminus I_0, \\ y(t) & t \in I_0. \end{cases}$$
Lemma 5.2. For any sequence $\{t_n\} \subset [0, \infty)$, we have
\[ |x(t_n)| \to \infty \quad \text{if and only if} \quad |u(t_n, 0)|^2 \to 0. \tag{5.2} \]

Proof. Assume that $|x(t_n)| \to \infty$ and there exists $\varepsilon > 0$ such that $|u(t_n, 0)| \geq \varepsilon$ for every $n \in \mathbb{N}$. Using (5.1) we see that there exists $f \in H^1(\mathbb{R})$ such that, possibly for a subsequence only,
\[ \|u(t_n) - f(\cdot - x(t_n))\|_{H^1} \to 0 \quad \text{as} \quad n \to \infty. \]

Therefore,
\[ \lim_{n \to \infty} |f(\cdot - x(t_n))| \geq \frac{\varepsilon}{2}, \]
which is a contradiction because $|x(t_n)| \to \infty$. This proves the first implication of lemma.

Now, assume that $|u(t_n, 0)|^2 \to 0$ but (possibly for a subsequence only) $\{x(t_n)\}$ converges. By (5.1) we infer that there exists $f \in H^1(\mathbb{R})$ such that
\[ u(t_n) \to f \quad \text{in} \quad H^1(\mathbb{R}) \quad \text{with} \quad |f(0)| = 0. \tag{5.3} \]

Next, since $|u(t_n, 0)|^2 \to 0$, by using (4.1) and (5.3) we get
\[ E_0(f) = E_0(Q) \quad \text{and} \quad M(f) = M(Q). \]

But then there exists $\theta$ and $x_0 \in \mathbb{R}$ such that $f(x) = e^{i\theta}Q(x - x_0)$. In particular, $|f(0)| = Q(x_0) > 0$, which is a contraction with (5.3).

\[ \square \]

Lemma 5.3. If $t_n \to \infty$, then we have
\[ |x(t_n)| \to \infty \quad \text{if and only if} \quad \mu(t_n) \to 0. \tag{5.4} \]

Proof. First assume $\mu(t_n) \to 0$. Then combining Proposition 4.1 and Lemma 5.2 we infer that $|x(t_n)| \to \infty$.

On the other hand, let $t_n \to \infty$ and assume by contradiction that $|x(t_n)| \to \infty$ but, possibly for a subsequence only,
\[ \mu(u(t_n)) \geq c > 0. \tag{5.5} \]

Since $\{u(t_n) \cdot + x(t_n))\}$ is pre-compact in $H^1(\mathbb{R})$, there exist a subsequence (still denoted by itself) and $v_0 \in H^1(\mathbb{R})$ such that
\[ u(t_n) \to v_0 \quad \text{in} \quad H^1(\mathbb{R}). \tag{5.6} \]

In particular, from (4.1), (5.2) and (5.5) we have
\[ M(v_0) = M(Q), \quad E_0(v_0) = E_0(Q) \quad \text{and} \quad ||\partial_x v_0||^2_{L^2} < ||\partial_x Q||^2_{L^2}. \]

Let $v$ be the solution of the free NLS on the real line $\mathbb{R}$ (i.e., (1.1) with $\gamma = 0$) with initial data $v_0$. As consequence of [6, Theorem 1.3] we have that the solution $v$ is global well-posedness. Moreover, either scatters as $t \to \infty$ or as $t \to -\infty$ (or both).

Suppose that $v$ scatters as $t \to \infty$. Let $\tilde{v}_n := v(t, x - x(t_n))$. Since $|x(t_n)| \to \infty$ and $\|v\|_{L^2_t L^\infty_x((0, \infty) \times \mathbb{R})} \leq 1$, it follows from [3, Proposition 3.4] that
\[ \tilde{v}_n(t, x) = e^{-itH_n}v_0(\cdot - x(t_n)) + i \int_0^te^{-i(t-s)H_n} |\tilde{v}_n|^p - 1 \tilde{v}_n ds + g_n(t, x) \]
where $\|g_n\|_{L^2_t L^\infty_x((0, \infty) \times \mathbb{R})} \to 0$ as $t \to \infty$. We have $\|u(t_n) - \tilde{v}_n\|_{H^1} \to 0$ as $t \to \infty$ by (5.6). By Lemma 2.4, we obtain $\|u(t_n + t)\|_{L^2_t L^\infty_x((0, \infty) \times \mathbb{R})} = \|v\|_{L^2_t L^\infty_x((t_n, \infty) \times \mathbb{R})} \lesssim 1$ for large $n$. This contradicts that $u$ does not scatter in positive time direction. Suppose that $v$ scatters as $t \to -\infty$. By the similar argument, we obtain
\[ \|u(t_n + t)\|_{L^2_t L^\infty_x((-\infty, 0) \times \mathbb{R})} = \|u\|_{L^2_t L^\infty_x((-\infty, t_n) \times \mathbb{R})} \lesssim 1 \]
for large $n$. This also contradicts that $u$ does not scatter in positive time direction. As a consequence, $\mu(u(t_n)) \to 0$ as $n \to \infty$. 


Recall that $I_{0,\infty}$ was defined in Lemma 2.8.

**Lemma 5.4.** Fix $\gamma < 0$. There exists $c > 0$ such that

$$ I_{0,\infty}[u(t)] = \|\partial_x u(t)\|_{L^2}^2 - \frac{(p-1)}{2(p+1)} \|u(t)\|_{L^{p+1}}^{p+1} \geq c \mu(t) $$

(5.7)

**Proof.** Assume that (5.7) is not true. Then there exists a sequence $\{t_n\}$ such that

$$ I_{0,\infty}[u(t_n)] \leq \frac{1}{n} \mu(t_n). $$

(5.8)

Using Lemma 2.7 we infer that the sequence $\{\mu(t_n)\}$ is bounded. We claim that

$$ \mu(t_n) \to 0 \quad \text{as} \quad n \to \infty. $$

Indeed, by using the Pohozaev’s identities we have (see Section 2)

$$ \|\partial_x Q\|_{L^2}^2 = \frac{(p-1)}{2(p+1)} \|Q\|_{L^{p+1}}^{p+1} \quad \text{and} \quad \frac{p-1}{2} E_0(Q) = \frac{(p-5)}{4} \|\partial_x Q\|_{L^2}^2. $$

(5.9)

Combining this inequalities we can write

$$ I_{0,\infty}[u(t_n)] = \left( \frac{p-5}{4} \right) \mu(t_n) + \gamma |u(t_n, 0)|^2. $$

(5.10)

Next, notice that $I_{0,\infty}[u(t_n)] > 0$. Indeed, by using sharp Gagliardo-Nirenberg inequality (2.3), (3.1), (2.12) and (5.9) we get

$$ \|u(t_n)\|_{L^{p+1}}^{p+1} \leq \frac{2(p+1)}{p-1} \left( \frac{\|\partial_x u(t_n)\|_{L^2}}{\|\partial_x Q\|_{L^2}} \right)^{\frac{p-5}{p+1}} \|\partial_x u(t_n)\|_{L^2}^2 < \frac{2(p+1)}{p-1} \|\partial_x u(t_n)\|_{L^2}^2, $$

which implies that $I_{0,\infty}[u(t_n)] > 0$. Thus, by (3.1) and (5.8) we infer that

$$ S_0(u(t_n)) \leq S_\mu(Q) \quad \text{and} \quad I_{0,\infty}[u(t_n)] \to 0 \quad \text{as} \quad n \to \infty. $$

(5.11)

That is, $\{u(t_n)\}$ is a minimizing sequence of the variational problem (2.6). In particular, we have

$$ \|\partial_x u(t_n)\|_{L^2} \to \|\partial_x Q\|_{L^2}, $$

which implies

$$ \mu(t_n) = \gamma |u(t_n, 0)|^2 + o(1) \quad \text{as} \quad n \to \infty. $$

(5.12)

Combining (5.10) and (5.12) we obtain the claim. Finally, by Proposition 4.1 we have

$$ -\gamma |u(t_n, 0)|^2 \leq \frac{(p-5)}{8} \mu(t_n) \quad \text{for} \quad n \text{ large}. $$

Thus, by using (5.10) and (5.8) we get

$$ \frac{(p-5)}{8} \mu(t_n) \leq \frac{1}{n} \mu(t_n) \quad \text{for} \quad n \text{ large}, $$

which is a contradiction with (4.2). \( \square \)

In the next two propositions we study the behavior of the parameter $x(t)$ defined in (5.1).
5.1. If \( x(t) \) is bounded, then \( x(t) \) is unbounded. In this subsection we establish the following result.

**Proposition 5.5.** If the spacial center \( x(t) \) is bounded, then \( x(t) \) is unbounded.

**Proof.** The proof of proposition runs in two steps.

**Step 1.** Virial estimate. Let \( T > 0 \) and \( \varepsilon > 0 \), then there exists a constant \( \rho_\varepsilon = \rho(\varepsilon) > 0 \) such that

\[
\frac{1}{T} \int_0^T \mu(t) dt \lesssim \varepsilon + \frac{1}{T} \rho_\varepsilon \sup_{t \in [0,T]} |x(t)|\|u\|_{L_T^\infty H_x^1}^2. \tag{5.13}
\]

Indeed, for \( R > 1 \), which will be determined later, we can write (see Lemma 2.8)

\[
\frac{d}{dt} V_R[u(t)] = I_{\infty,0}[u(t)] + (I_{R,\gamma}[u(t)] - I_{\infty,0}[u(t)]). \tag{5.14}
\]

Notice that

\[
I_{R,\gamma}[u(t)] - I_{\infty,0}[u(t)] = \int_{|x| > R} (-8)|\partial_x u(t, x)|^2 + 4\frac{p-1}{p+1}|u(t, x)|^2 + 4[\partial_x^2 w_R(x)]|\partial_x u(t, x)|^{p+1} dx \tag{5.15}
\]

\[
+ \int_{|x| > R} [-\partial_x^4 w_R(x)]|u(t, x)|^2 - 2\frac{p-1}{p+1}[\partial_x^2 w_R(x)]|u(t, x)|^{p+1} dx \tag{5.16}
\]

\[- 4\gamma |u(t,0)|^2. \tag{5.17}
\]

As \( \gamma < 0 \), by (5.14) and (5.7) we get

\[
c\delta(t) \leq \frac{d}{dt} V_R[u(t)] + |(5.15)| + |(5.16)|. \tag{5.18}
\]

By (5.1) we have uniform localization of \( u \): for each \( \varepsilon > 0 \), there exists \( \rho_\varepsilon = \rho(\varepsilon) > 0 \) independent of \( t \) such that

\[
\int_{|x-x(t)| > \rho_\varepsilon} |\partial_x u(t, x)|^2 + |u(t, x)|^{p+1} + |u(t, x)|^2 dx < \varepsilon.
\]

Given \( T > 0 \), set

\[
R := \rho_\varepsilon + \sup_{t \in [0,T]} |x(t)|.
\]

It follows easily that \( \{|x| \geq R\} \subset \{|x - x(t)| \geq \rho_\varepsilon\} \) for all \( t \in [0, T] \), thus by definition of \( w_R \) (see Section 2)

\[
|(5.15)| + |(5.16)| < \varepsilon \tag{5.19}
\]

for all \( t \in [0, T] \). Moreover, since \( |V_R[u(t)]| \lesssim R||u||_{L_T^\infty H_x^1}^2 \), integrating (5.18) on \([0, T]\) and applying (5.19) yields

\[
\int_0^T \mu(t) dt \lesssim \rho_\varepsilon + \sup_{t \in [0,T]} |x(t)|\|u\|_{L_T^\infty H_x^1}^2 + \varepsilon T,
\]

which implies (5.13).

**Step 2.** Conclusion. The result is proved by contradiction. Assume that \( x(t) \) is bounded. By (5.13) we have

\[
\frac{1}{T} \int_0^T \mu(t) dt \lesssim \varepsilon + \frac{1}{T} \rho_\varepsilon \quad \text{for all } T > 0,
\]

and for any \( \varepsilon > 0 \). Consider a sequence \( \varepsilon_n \rightarrow 0 \) as \( n \rightarrow \infty \). By using the mean value theorem for integrals, and choose appropriately times \( T_n \rightarrow \infty \), we infer that there exists (recall that \( \mu(t) > 0 \)) a sequence \( t_n \rightarrow \infty \) so that \( \mu(t_n) \rightarrow 0 \) as \( n \rightarrow \infty \), which together with Lemma 5.3 yields a contradiction. \( \square \)
5.2. If \( x(t) \) is unbounded, then \( x(t) \) is bounded. Now our goal is to prove the following result.

**Proposition 5.6.** If the spacial center \( x(t) \) is unbounded, then \( x(t) \) is bounded.

Before giving the proof of Proposition 5.6 some preparation is necessary.

**Lemma 5.7.** Let \( \mu_1 \in (0, \mu_0) \) be sufficiently small. There exists a constant \( C = C(\mu_1) > 0 \) such that for any interval \([t_1, t_2] \subset [0, \infty)\) we have

\[
\int_{t_1}^{t_2} \mu(t)dt \leq C \left[ 1 + \sup_{t \in [t_1, t_2]} |x(t)| \right] \{\mu(t_1) + \mu(t_2)\}. \tag{5.20}
\]

**Proof.** Consider \( R > 1 \), which will be determined later. We use the localized virial identities in Lemma 2.10 with the function \( \chi(t) \) satisfying

\[
\chi(t) = \begin{cases} 
1 & \mu(t) < \mu_1 \\
0 & \mu(t) \geq \mu_1.
\end{cases}
\]

By (5.7) and Lemma 2.10 we have

\[
\frac{d}{dt} V_R[u(t)] = I_{\infty,0}[u(t)] + \mathcal{E}(t) \geq c\mu(t) + \mathcal{E}(t) \tag{5.21}
\]

with

\[
\mathcal{E}(t) = \begin{cases} 
I_{R,\gamma}[u(t)] - I_{\infty,0}[u(t)] & \text{if } \mu(t) \geq \mu_1, \\
I_{R,\gamma}[u(t)] - I_{\infty,0}[u(t)] - \mathcal{K}[u(t)] & \text{if } \mu(t) < \mu_1,
\end{cases} \tag{5.22}
\]

where

\[
\mathcal{K}(t) = I_{R,0}[e^{i\theta(t)}Q(\cdot - y(t))] - I_{\infty,0}[e^{i\theta(t)}Q(\cdot - y(t))]. \tag{5.23}
\]

We assume the following two claims for a moment to conclude the proof.

**Claim I.** Given \( R > 1 \) we have

\[
|V_R[u(t_j)]| \leq \frac{R}{\mu_1} \mu(t_j) \quad \text{if } \mu(t_j) \geq \mu_1 \text{ for } j = 1, 2, \tag{5.24}
\]

\[
|V_R[u(t_j)]| \leq R\mu(t_j) \quad \text{if } \mu(t_j) < \mu_1 \text{ for } j = 1, 2. \tag{5.25}
\]

**Claim II.** Given \( \varepsilon > 0 \), there exists \( \rho_\varepsilon = \rho(\varepsilon) > 0 \) such that if \( R = \rho_\varepsilon + \sup_{t \in [t_1, t_2]} |x(t)| \) we have

\[
\mathcal{E}(t) \geq \frac{\varepsilon}{\mu_1} \mu(t) \quad \text{uniformly for } t \in [t_1, t_2] \text{ and } \mu(t) \geq \mu_1, \tag{5.26}
\]

\[
|\mathcal{E}(t)| \leq \varepsilon \mu(t) + \mu(t)^2 \quad \text{uniformly for } t \in [t_1, t_2] \text{ and } \mu(t) < \mu_1. \tag{5.27}
\]

Integrating (5.21) on \([t_1, t_2]\) and putting all the estimates (5.24), (5.25), (5.26) and (5.27) together yields

\[
\int_{t_1}^{t_2} \mu(t)dt \lesssim \frac{1}{\mu_1} \left[ \rho_\varepsilon + \sup_{t \in [t_1, t_2]} |x(t)| \right] (\mu(t_1) + \mu(t_2)) \tag{5.20}
\]

Here we have used that \( \mu(t)^2 \lesssim \mu_1 \mu(t). \) Choosing \( \varepsilon = \varepsilon(\mu_1) \) sufficiently small we get (5.20).

Therefore, it remains to establish the above claims.

**Proof of Claim I.** First, assume that \( \mu(t_j) \geq \mu_1. \) Then we have

\[
|V_R[u(t)]| = 2 \Im \int_R \partial_x[w_R(x)|u(t, x)|^2u(t, x)]dx \lesssim R\|u\|_{L^2_t H^1_x}^2 \lesssim Rq \frac{R}{\mu_1} \mu(t_j)
\]
which implies (5.24). Here, we have used that \( \|u\|_{L^p_t H^1_x}^2 \sim S_0(Q) \). On the other hand, if \( \mu(t) < \mu_1 \), by using the fact that \( Q \) is real we get
\[
|V_R[u(t)]| = 2 \text{Im} \int_R \partial_x u_R \partial_x u - e^{i\theta(t)} Q(\cdot - y(t)) \partial_x (e^{i\theta(t)} Q(\cdot - y(t))) dx \lesssim R \|u\|_{L^p_t H^1_x} + \|Q\|_{H^1} \|u(t) - e^{i\theta(t)} Q(\cdot - y(t))\|_{H^1} \lesssim Q R \|g(t)\|_{H^1} \lesssim Q R \rho(t).
\]
where in the last inequality we have used estimate (4.4) in Proposition (4.1) (recall that \( \mu(t) < \mu_1 < \mu_0 \)). This completes the proof of Claim I. \( \square \)

Proof of Claim II. First, assume that \( \mu(t) \geq \mu_1 \). By using (5.1) we obtain that for each \( \varepsilon > 0 \), there exists \( \rho_\varepsilon = \rho(\varepsilon) > 0 \) such that
\[
\int_{|x-x(t)| > R_\varepsilon} |\partial_x u(t,x)|^2 + |u(t,x)|^{p+1} + |u(t,x)|^2 dx < \varepsilon.
\]
We put
\[
R := \rho_\varepsilon + \sup_{t \in [t_1, t_2]} |x(t)|.
\]
Notice that \( \{|x| \geq R\} \subset \{|x-x(t)| \geq \rho_\varepsilon\} \) for all \( t \in [t_1, t_2] \). Since \( \gamma < 0 \), using the same argument developed above (see (5.15)-(5.17) and (5.19)) implies
\[
|I_{R,\gamma}[u(t)]| - I_{\infty,0}[u(t)] \geq -\varepsilon \geq -\frac{\varepsilon}{\mu_1} \mu(t) \text{ for every } t \in [t_1, t_2] \text{ with } \mu(t) \geq \mu_1.
\]
Thus we have (5.26).

Next, suppose \( \mu(t) < \delta_1 \). In order to simplify the notation, we put \( Q(t) = e^{i\theta(t)} Q(\cdot - y(t)) \). We also recall that \( g(t) = e^{-i\theta(t)} [u(t) - Q(t)] \). By definition of \( \mathcal{E}(t) \), given in (5.22), we can write for \( t \in [t_1, t_2] \) (see (5.15)-(5.17))
\[
\mathcal{E}(t) = \int_{|x| > R} (-8)[|\partial_x u(t)|^2 - |\partial_x Q(t)|^2] + \frac{4p-1}{p+1} |u(t)|^{p+1} - |Q(t)|^{p+1}]
\]
\[
+ \int_{|x| > R} [\partial_x^2 w_R]|u(t)|^2 - |Q(t)|^2 - 2\frac{p-1}{p+1} |\partial_x^2 w_R||u(t)|^{p+1} - |Q(t)|^{p+1}] dx
\]
\[
- 4\gamma |u(t,0)|^2.
\]
By the elementary inequality
\[
|z_1|^{\alpha+1} - |z_2|^{\alpha+1} \lesssim |z_1 - z_2| (|z_1|^\alpha + |z_2|^\alpha)
\]
for any \( z_1, z_2 \in \mathbb{C} \) and \( \alpha > 0 \), we get
\[
|\mathcal{E}(t)| + \|
\]
\[
|\mathcal{E}(t)| + \|
\]
with \( \alpha \in \{1, p\} \). Then by Proposition 4.1 (note that \( x(t) = y(t) \) because \( \mu(t) < \mu_1 \)) and (5.28) we get
\[
|\mathcal{E}(t)| + \|
\]
\[
|\mathcal{E}(t)| + \|
\]
Finally, since \( \mu(t) < \mu_1 \), again estimate (4.4) in Proposition 4.1 implies
\[
(5.31) \lesssim \mu(t)^2
\]
Thus, combining (5.32) and (5.33) we obtain (5.27). This completes the proof of Claim II. \( \square \)
Proposition 5.8. Let \([t_1, t_2]\) be an interval of \([0, \infty)\). Then there exists \(\mu_1 > 0\) and \(C > 0\) such that

\[
|x(t_1) - x(t_2)| \leq \frac{C}{\mu_1} \int_{t_1}^{t_2} \mu(t) + 2C.
\]  

(5.34)

Proof. The proof is divided into three steps.

Step 1. There exists a constant \(C\) such that

\[
|x(t) - x(s)| \leq C \quad \text{for all } t, s \geq 0 \text{ such that } |t - s| \leq 1.
\]  

(5.35)

The proof of (5.35) is the same (with obvious modifications) as the one given in [17, Lemma 4.11] therefore we omit the details.

Step 2. There exists \(\mu_1 > 0\) such that either

\[
\inf_{t \in [T, T+1]} \mu(t) \geq \mu_1 \quad \text{or} \quad \sup_{t \in [T, T+1]} \mu(t) < \mu_0 \quad \text{for all } T \geq 0.
\]  

(5.36)

Indeed, (5.36) is proved by contradiction. Assume that there exist \(t_n^* \geq 0\) and two sequences \(t_n, t_n^* \in [t_n, t_n^* + 1]\) such that, possibly for a subsequence only,

\[
\mu(t_n) \to 0 \quad \text{and} \quad \mu(t_n^*) \geq \mu_0 \quad \text{as } n \to \infty,
\]  

(5.37)

\[
t_n - t_n^* \to t^* \in [-1, 1].
\]  

(5.38)

By Lemma 5.3 and Step 1 we infer that \(|x(t_n^*)|\) is bounded. Thus, by (5.1) we obtain that there exits \(\varphi \in H^1(\mathbb{R})\) such that

\[
u(t_n^*) \to \varphi \text{ strongly in } H^1(\mathbb{R}) \text{ as } n \to \infty.
\]  

(5.39)

Next, we show that \(\mu(t_n^* + t^*) = \mu(u(t_n^* + t^*)) \to 0 \text{ as } n \to \infty\). Indeed, the trivial estimate

\[
\| \int_{t_1}^{t_2} e^{i s H_1} F(s) ds \|_{H^1} \leq \| F(s) \|_{L^1_t H^1_x([t_1, t_2] \times \mathbb{R})}
\]

implies (by Sobolev embedding)

\[
\| u(t_n) - u(t_n^* + t^*) \|_{H^1_x} \lesssim \| u(s) \|^{-1}_{L^1_t H^1_x([t_{n}, t_{n}^*+t^*] \times \mathbb{R})} \lesssim \int_{t_n}^{t_n^*+t^*} \| u \|^{-1}_{L^2_x} ds \lesssim Q |(t_n^* - t_n) + t^*| \to 0
\]

as \(n \to \infty\). Here we have used that \(\| u \|_{L^\infty_t H^1_x(\mathbb{R} \times \mathbb{R})} \lesssim S_0(Q)\) (see Lemma 2.7).

Therefore, by continuity of functional \(\mu(t)\) and (5.37) we get

\[
\delta(t_n^* + t^*) \to 0 \quad \text{as } n \to \infty.
\]  

(5.40)

Next, we show that there exists a positive constant \(k\) such that \(\mu(t_n^* + t^*) \geq k\), which is a contradiction with (5.40) and finished the proof. Indeed, by using (5.1) we see that \(M(\varphi) = M(Q), E_r(\varphi) = M(Q)\) and \(P_r(\varphi) \geq 0\). Let \(v(t)\) the maximal solution of (1.1) corresponding to the initial value \(\varphi\). By Lemma 2.7 we have that \(v(t)\) is a global solution with \(\mu(v(t)) > 0\) for all \(t \in \mathbb{R}\). Then, since \(t^* \in [-1, 1]\), by (5.39) and continuous dependence (see [8, Chapter 4]) we obtain \(u(t_n^* + t^*) \to v(t^*)\) for \(n\) large enough. In particular, by continuity of \(\mu(t)\) we infer that \(\mu(t_n^* + t^*) \geq k > 0\) for \(n\) large enough. This completes the proof of Step 2.

Step 3. Conclusion. With Steps 1 and 2 and Proposition 4.1 in hand, the proof of Proposition 5.8 is the same as that of [17, Proposition 4.10].

\(\square\)

Proof of Proposition 5.6. The proof of Proposition 5.6 is almost the same as that given in [17, Proposition 4.8]. For the sake of completeness, we repeat the argument in [17].
By hypothesis we have that $|x(t)|$ is unbounded. Thus, we can pick a sequence $t_n \to \infty$ such that

$$|x(t_n)| = \sup_{t \in [0,t_n]} |x(t)| \quad \text{with} \quad |x(t_n)| \to \infty \quad \text{as} \quad n \to \infty.$$  

Choosing $N \in \mathbb{N}$ large enough, we can apply Lemma 5.3 to get

$$\mu(t_n) < \frac{\mu_1}{100CC_\mu_1} \quad \text{for all} \quad n \geq N.$$  

Here $\mu_1$ and the constant $C$ is as in Proposition 5.8 and $C_{\mu_1} = C(\mu_1)$ is as in Lemma 5.7. Consequently, by (5.20) and (5.34) we obtain

$$|x(t_n) - x(t_N)| \leq \frac{C}{\mu_1} \int_{t_N}^{t_n} \mu(t) dt + 2C$$

$$\leq K + \frac{CC_\mu_1}{\mu_1} |x(t_n)|(|\mu(t_n) + \mu(t_N))$$

$$\leq K + \frac{1}{2}|x(t_n)|,$$

where $K$ is a positive constant. This implies that for $n \geq N$

$$|x(t_n)| \leq |x(t_N)| + 2K,$$

which is a contradiction. This completes the proof of the proposition. \qed

Now we are ready to give the proof of the Theorem 1.3.

**Proof of Theorem 1.3.** Assume that Theorem 1.3 fails, then Proposition 1.3 implies that there exists a element $u_0 \in H^1(\mathbb{R})$ and a spatial center $x(t)$ such that the corresponding solution to equation (1.1) verifies that $\{u(t, \cdot + x(t)) : t \geq 0\}$ is precompact in $H^1(\mathbb{R})$. Then, combining Propositions 5.5 and 5.6 we get a contradiction. \qed

6. **Proof of Theorem 1.2**

In this section, we prove Theorem 1.2. We follow closely the proof of Theorem 1.5 in [15].

**Proof of Theorem 1.2.** Let $\varphi_n = (1 - \varepsilon_n)Q(x-x_n)$ with $\varepsilon_n \to 0$ and $|x_n| \to \infty$. Since $|Q(x_n)| \to 0$ as $n \to \infty$, we infer that

$$E_n(\varphi_n)[M(\varphi_n)]^\sigma \not\to E_n(Q)[M(Q)]^\sigma \quad \text{and} \quad P_n(\varphi_n) \to 0$$

as $n \to \infty$. By using the fact that $|Q(x_n)| > 0$ for all $n \in \mathbb{N}$ and $\gamma < 0$ we have $P_n(\varphi_n) > 0$ for all $n \in \mathbb{N}$. Thus, Theorem 1.1 implies that the corresponding solution $u_n$ to (1.1) with initial data $\varphi_n$ exists globally and scatters. We set

$$\tilde{v}_n(t,x) = (1 - \varepsilon_n)e^{itQ(x-x_n)}.$$  

Let $T > 0$ fixed. We want to apply Lemma 2.4 (Long time perturbation) over $[-T,T] \times \mathbb{R}$, thus we need to estimate $\|e_n\|_{L^\infty_TL^\infty_\mathbb{R}([-T,T] \times \mathbb{R})}$, where

$$e_n(t,x) = \tilde{v}_n(t,x) - \left[(1 - \varepsilon_n)e^{-itH\gamma}Q(x-x_n) + i \int_0^t e^{-i(t-s)H\gamma}(|\tilde{v}_n(s)|^{p-1}\tilde{v}_n(s))ds \right].$$

Indeed, as $R(t,x) = e^{itQ(x)}$ is a solution of the free NLS (i.e., (1.1) with $\gamma = 0$) and $|x_n| \to \infty$, using the same argument developed in the proof of Proposition 3.4 in [3], we obtain

$$R_n(t,x) = e^{-itH\gamma}Q(x-x_n) + i \int_0^t e^{-i(t-s)H\gamma}(|R_n(s)|^{p-1}R_n(s))ds + g_n(t,x), \quad (6.1)$$
where \((t, x) \in [-T, T] \times \mathbb{R}\) and \(\|g_n(t, x)\|_{L^6([-T, T] \times \mathbb{R})} \to 0\) as \(n \to \infty\). Here \(R_n(t, x) = e^{iQ(t-x)}\). By (6.1) we have that
\[
e_n(t, x) = [\tilde{v}_n(t, x) - R_n(t, x)] + \varepsilon_n e^{-itH}Q(x-x_n) + (1 - (1 - \varepsilon)^p)i \int_0^t e^{-i(t-s)H} (|\tilde{v}_n(s)|^{p-1}\tilde{v}_n(s))ds - g_n(t, x).
\]
Strichartz’s estimates imply
\[
\|e_n\|_{L^6([-T, T] \times \mathbb{R})} \lesssim T(Q, \varepsilon_n + (1 - (1 - \varepsilon)^p)] + \|g_n\|_{L^6([-T, T] \times \mathbb{R})}.
\]
Therefore, for any \(T > 0\) fixed we get \(\|e_n\|_{L^6([-T, T] \times \mathbb{R})} \to 0\) as \(n \to \infty\). Finally, since \(\|\tilde{v}_n\|_{L^6([-T, T] \times \mathbb{R})} \lesssim T\), it follows from Lemma 2.4 that
\[
\|u_n\|_{L^6([-T, T] \times \mathbb{R})} \lesssim Q, T,
\]
which finished the proof. \(\square\)
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