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Most recently, path integral molecular dynamics (PIMD) has been successfully ap-
plied to perform simulations of identical bosons and fermions by B. Hirshberg et al..
In this work, we demonstrate that PIMD can be developed to calculate Green’s func-
tion and extract momentum distribution for spin-polarized fermions. In particular,
we show that the momentum distribution calculated by PIMD has potential applica-
tion to numerous quantum systems, such as cold atom simulation of Mott insulator
in Fermi-Hubbard model.
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I. INTRODUCTION

The *ab initio* simulation of Bose or Fermi systems at finite temperature or zero temperature has a wide range of applications in quantum physics. A particularly important method for this simulation is to write the partition function as a path integral formalism\cite{1-3}, which is further studied by classical ensemble of interacting ring polymers\cite{4-15}. After this mapping, one may use the Monte-Carlo method\cite{16-19} to get huge number of distributions to calculate energy, density distribution, and density-density correlation etc.. The exchange symmetry for bosons and exchange antisymmetry for fermions, however, make the simulation of identical particles a quite challenging work. In addition to path integral Monte-Carlo method, most recently, path integral molecular dynamics (PIMD) for identical particles\cite{20-23} is on the rise and is expected to make an increasingly critical contribution to numerous many-particle quantum systems.

In 2019, PIMD was successfully developed by Hirshberg et al.\cite{20} to simulate many-particle Bose system, and this method is applied to study in a remarkable way the supersolid phase in high-pressure Deuterium\cite{21}. Most recently, we find that the recursion formula in the pioneering work in Ref.\cite{20} can be developed to calculate Green’s function and momentum distribution\cite{22}, which has been applied successfully to show the Berezinskii-Kosterlitz-Thouless transition\cite{24,25} as an example. Hirshberg and collaborators found in 2020 that PIMD can be also used to study identical fermions without internal degree of freedom\cite{23}.

Of course, it would be eager to know whether PIMD can be also used to simulate Green’s function for identical fermions, because it is well known that Green’s function plays a central role in revealing novel quantum phenomena of fermions\cite{26,27}. For example, the behavior of Green’s function for the edge state\cite{28} of two-dimensional electrons in a strong magnetic field is the key to understand fractional quantum Hall effect\cite{29} and composite fermion model\cite{30}. It is the purpose of this work to develop an efficient method to calculate Green’s function for fermions.

In this paper we extend traditional PIMD to study spin-polarized fermions. We show how one can extract Green’s function from PIMD simulations, taking the anti-symmetrical wave function for spin-polarized fermions into account. We proceed to consider how to evaluate momentum distribution from Green’s function. It is worth noting that momentum distributions are important to experimental studies of quantum many-body systems. Therefore
our method has direct applications to cold atom physics. We consider applications of our
method to several systems of spin-polarized fermions. In particular, we consider the Mott
insulator in Fermi-Hubbard model, which proved crucial to cold atom physics, condensed
matter physics and semiconductors.

II. PARTITION FUNCTION AND PATH INTEGRAL FOR SPIN-POLARIZED FERMIONS

In a recent work by Hirshberg et al., the recursion formula is given to calculate the
partition function of fermions, based on their previous work on bosons. Here we give a
brief introduction and derivation of the recursion formula, to help us understand how to
calculate Green’s function for fermions with modified recursion formula.

For the following Hamiltonian operator of \( N \) identical spin-polarized fermions

\[
\hat{H} = \frac{1}{2m} \sum_{l=1}^{N} \hat{p}_{l}^2 + \hat{V}(\mathbf{r}_1, \cdots, \mathbf{r}_N),
\]

the partition function for spin-polarized fermions is given by

\[
Z_F = \frac{1}{N!} \sum_{p \in S_N} (-1)^p \int d\mathbf{r}_1 d\mathbf{r}_2 \cdots d\mathbf{r}_N \langle p\{\mathbf{r}\} | e^{-\beta \hat{H}} | \{\mathbf{r}\} \rangle.
\]

Here \( \beta = 1/k_B T \), with \( k_B \) being the Boltzmann constant and \( T \) being the system temper-
atture. \( S_N \) represents the set of \( N! \) permutation operations. The factor \((-1)^p\) is due to
the exchange effect of fermions. In addition, \( \{\mathbf{r}\} \) denotes \( \{\mathbf{r}_1, \cdots, \mathbf{r}_N\} \). Defining normalized
position eigenstates for fermions as

\[
|N_F\rangle = \frac{1}{\sqrt{N!}} \sum_{p \in S_N} (-1)^p |p\{\mathbf{r}\}\rangle,
\]

we have the unit operator

\[
\hat{I}_F = \frac{1}{N!} \int d\mathbf{r}_1 d\mathbf{r}_2 \cdots d\mathbf{r}_N |N_F\rangle \langle N_F|.
\]

We also have another unit operator

\[
\hat{I} = \int d\mathbf{r}_1 d\mathbf{r}_2 \cdots d\mathbf{r}_N |\{\mathbf{r}\}\rangle \langle \{\mathbf{r}\}|.
\]

By dividing \( \beta \) into \( P \) segments, with \( \Delta \beta = \beta/P \), and using the identity

\[
e^{-\beta \hat{H}} \hat{I}_F = e^{-\Delta \beta \hat{R}} \hat{I} e^{-\Delta \beta \hat{R}} \hat{I} \cdots \hat{I} e^{-\Delta \beta \hat{R}} \hat{I}_F,
\]
we can obtain the discrete form for the partition function by inserting the definition for
the identity operators from the above equations. After that is done, the partition function
is a function of a set of ring polymer coordinates \((R_1, \ldots, R_N)\), with \(R_i = (r_{i1}, \ldots, r_{iP})\)
corresponding to \(P\) ring polymer coordinates for the \(i\)th particle. Explicitly, after considering
all the permutation terms in Eq. (2), we have\(^\text{23}\)
\[
Z_F \sim \int dR_1 \cdots dR_N e^{-\beta U_F^{(N)}},
\]
where \(U_F^{(N)}\) is
\[
U_F^{(N)} = -\frac{1}{\beta} \ln W_F^{(N)} + \frac{1}{P} \sum_{j=1}^{P} V \left(r_{i1}^{j}, \ldots, r_{iN}^{j}\right),
\]
and \(W_F^{(N)}\) is
\[
W_F^{(N)} = \frac{1}{N} \sum_{k=1}^{N} (-1)^k e^{-\beta E_N^{(k)}} W_F^{(N-k)}.
\]
Here the factor \((-1)^k\) accounts for the exchange effect of fermions. For bosons, this factor
is always 1.
\[
E_N^{(k)} = \frac{1}{2} m \omega_P^2 \sum_{l=N-k+1}^{N} \sum_{j=1}^{P} \left(r_{l+1}^{j} - r_l^{j}\right)^2.
\]
Here \(r_{l+1}^{P+1} = r_{l+1}^{1}\), except for \(l = N\) for which \(r_{N+1}^{P+1} = r_{N-k+1}^{1}\). In addition, \(\omega_P = \sqrt{P/\beta\hbar}\).

Unlike the corresponding expression for bosons, \(W_F^{(N)}\) can be negative and the potential
\(U_F^{(N)}\) is not real. Therefore we cannot sample the partition function directly through PIMD.
In order to see how we can obtain expectation values for a system of fermions, we denote
the estimator for any observable \(\hat{O}\) by \(\epsilon_O\) and the expectation value for \(\hat{O}\)
\[
\langle \hat{O} \rangle_F = \frac{1}{Z_F} \int dR_1 \cdots dR_N \epsilon_O e^{-\beta U_F^{(N)}}.
\]
Here \(\langle \cdots \rangle_F\) represents the average based on the distribution given by \(e^{-\beta U_F^{(N)}}\).We can rewrite
\(\langle \hat{O} \rangle_F\) as
\[
\langle \hat{O} \rangle_F = \frac{1}{Z_F} \int dR_1 \cdots dR_N \epsilon_O e^{-\beta U_F^{(N)}} e^{-\beta U_B^{(N)}}/e^{-\beta U_B^{(N)}}\]
with
\[
Z_F = \int dR_1 \cdots dR_N e^{-\beta U_F^{(N)}} e^{-\beta U_B^{(N)}}/e^{-\beta U_B^{(N)}},
\]
where \(U_B^{(N)}\) is the potential function for bosons\(^\text{20,22}\), which can be obtained from Eqs. (8)
and (9) without considering the factor \((-1)^k\) in Eq. (9). \(U_F^{(N)}\) is a real function so we can
perform PIMD for it. Using the fact that
\[ \frac{e^{-\beta U_F^{(N)}}}{e^{-\beta U_B^{(N)}}} = \frac{W_F^{(N)}}{W_B^{(N)}}, \]  
we can obtain the expectation value of any observable quantity for fermionic system as
\[ \langle O \rangle_F = \frac{\langle \epsilon O s \rangle_B}{\langle s \rangle_B}, \]  
where \( s = W_F^{(N)}/W_B^{(N)} \). Here \( \langle \cdots \rangle_B \) represents the average based on the distribution given by \( e^{-\beta U_B^{(N)}} \).

For example, the density estimator is given by
\[ \rho(x) = \left\langle \frac{1}{P} \sum_{j=1}^{P} \sum_{k=1}^{N} \delta(r_k^j - x) \right\rangle_F. \]  

As the number of particles increases or the temperature decreases, the magnitude of \( \langle s \rangle_B \) decreases exponentially, leading to the so-called fermion sign problem. It is not the purpose of this work to solve the fermion sign problem. Therefore we consider here only a few fermions so that \( \langle s \rangle_B \) is not too small to assure the accuracy of our numerical calculations.

III. PIMD FOR GREEN’S FUNCTION AND MOMENTUM DISTRIBUTION

The thermal Green’s function in this work is defined as
\[ G(x, \tau_1; y, \tau_2) = \pm \left\langle T \left\{ \hat{\psi}(y, \tau_2)\hat{\psi}^\dagger(x, \tau_1) \right\} \right\rangle, \]  
where \( \langle \cdots \rangle \) denotes thermal average, \( T \) is the time-ordering operator for field operator. Here, + is for \( \tau_2 > \tau_1 \), while – for \( \tau_1 > \tau_2 \). In addition,
\[ \hat{\psi}(x, \tau) = e^{\hat{H}_\tau} \hat{\psi}(x) e^{-\hat{H}_\tau}, \quad \hat{\psi}^\dagger(x, \tau) = e^{\hat{H}_\tau} \hat{\psi}^\dagger(x) e^{-\hat{H}_\tau}. \]  

From the above Green’s function, we may get the momentum distribution of the system. Assuming that \( \hat{a}(\mathbf{p}) \) and \( \hat{a}^\dagger(\mathbf{p}) \) are the annihilation and creation operators for a particle with momentum \( \mathbf{p} \), we have
\[ \hat{\psi}(x) = \frac{1}{(2\pi\hbar)^{d/2}} \int d\mathbf{p} \hat{a}(\mathbf{p}) e^{i\mathbf{p} \cdot \mathbf{x}}, \quad \hat{\psi}^\dagger(x) = \frac{1}{(2\pi\hbar)^{d/2}} \int d\mathbf{p} \hat{a}^\dagger(\mathbf{p}) e^{-i\mathbf{p} \cdot \mathbf{x}}. \]
Here \(d\) is the spatial dimension of the system. From the above expression, we may also get

\[
\hat{a}(\mathbf{p}) = \frac{1}{(2\pi\hbar)^{d/2}} \int d\mathbf{x}\hat{\psi}(\mathbf{x}) e^{-i\mathbf{p} \cdot \mathbf{x}}, \quad \hat{a}^\dagger(\mathbf{p}) = \frac{1}{(2\pi\hbar)^{d/2}} \int d\mathbf{x}\hat{\psi}^\dagger(\mathbf{x}) e^{i\mathbf{p} \cdot \mathbf{x}}.
\]  

(20)

The momentum density distribution is

\[
\rho(\mathbf{p}) = \frac{Tr(e^{-\beta \hat{H}} \hat{a}^\dagger(\mathbf{p}) \hat{a}(\mathbf{p}))}{Tr(e^{-\beta \hat{H}})}.
\]  

(21)

After simple derivations, we get

\[
\rho(\mathbf{p}) = \frac{1}{(2\pi\hbar)^{d}} \int d\mathbf{x}d\mathbf{y} G(\mathbf{x}, \tau_1; \mathbf{y}, \tau_2) e^{i\mathbf{p} \cdot (\mathbf{x} - \mathbf{y})}.
\]  

(22)

Here \(\tau_1 = \tau_2 + 0^+\).

Hence, in our numerical simulation to get the momentum distribution, we should calculate

\[
G(\mathbf{x}, \tau_2 + \Delta \beta; \mathbf{y}, \tau_2) = \left\langle \hat{\psi}^\dagger(\mathbf{x}, \tau_2 + \Delta \beta) \hat{\psi}(\mathbf{y}, \tau_2) \right\rangle.
\]  

(23)

Here \(\Delta \beta\) is the imaginary time interval of the beads.

Similarly to Green’s function for bosons in our previous work\(^{22}\), we may consider the following partition function for Green’s function

\[
Z_G^F = \int d\mathbf{x}d\mathbf{y} Tr \left( e^{-\beta \hat{H}} \hat{\psi}^\dagger(\mathbf{x}, \tau_1) \hat{\psi}(\mathbf{y}, \tau_2) \right)
\]  

(24)

for \(\tau_1 = \tau_2 + 0^+\).

Repeating the method of the derivation in previous section, we can get the recursion formula for the expression of \(Z_G^F\). It is interesting to notice that the method for bosons in Ref.\(^{22}\) can be generalized to fermions, by including correctly the sign for the permutation of fermions. Compared to the boson situation\(^{22}\), the main change for the recursion formula to calculate Green’s function is the inclusion of the factor \((-1)^k\). In Fig. \(\square\) for \(N = 3\) fermions, we illustrate the idea of the recursion rule and sign rule for the calculation of Green’s function.

The partition function of Green’s function now takes the form

\[
Z_G^F \sim \int d\mathbf{x}d\mathbf{y} \int d\mathbf{R}_1 \cdots d\mathbf{R}_{N-1} d\mathbf{R}_N e^{-\beta(V_0^{(N)} + \frac{1}{2} \sum_{i=1}^P V(r_{i1}, \ldots, r_{iN}))}.
\]  

(25)

Here \(\mathbf{R}_i (1 \leq i \leq N - 1)\) represents the collection of ring polymer coordinates \((r_{i1}, \ldots, r_{iP})\) corresponding to the \(i\)th ring polymer. \(\mathbf{R}_N\) represents \((r_{N1}, r_{N2}, x, r_{N3}, \ldots, r_{NP})\). The gap is between \(x\) and \(y\) for the \(N\)th ring polymer.
FIG. 1. Illustration of all the modified ring polymer configurations for 3 fermions for the case $\tau_1 = \tau_2 + \Delta \beta$, to calculate Green’s function. Different colors have been used to distinguish different ring polymers, green stands for the third ring polymer. The gap indicates that a segment of the third ring polymer is missing. The sign " + 1" and " − 1" gives the exchange effect of fermions for different situations, respectively.

In order to modify our PIMD program to accommodate this change, it suffices to modify $E^{(k)}_N$ and its gradient. For the gap considered in this situation, the interaction potential $U_G = \frac{1}{P} \sum_{l=1}^{P} V(\mathbf{r}_1^l, ..., \mathbf{r}_N^l)$ between particles will not be changed. The recursion relation for $V^{(\alpha)}_G$ is

$$e^{-\beta V^{(\alpha)}_G} = \frac{1}{\alpha} \sum_{k=1}^{\alpha} (-1)^k e^{-\beta (E^{(k)}_G + V^{(\alpha-k)}_G)}, \tag{26}$$

where $V^{(0)}_G = 0$. From the above recursion relation, we may get $V^{(N)}_G$ needed in Eq. (25). The factor $(-1)^k$ is due to the exchange antisymmetry of fermions.

Let us denote positions of the beads corresponding to the $N$th particle at imaginary times $\tau_1 (= \tau_2 + \Delta \beta)$ and $\tau_2$ as $x$ and $y$ respectively, we see that for the $N$th particle, $E^{(N)}_N$ should be modified as follows
\[ E_N^{(N)} = \frac{1}{2} m \omega_p^2 \left\{ \sum_{k=1}^{N-1} \sum_{j=1}^{P} (r_k^j - r_k^{j+1})^2 \right\} + (r_N^1 - r_N^2)^2 + \ldots + (r_N^P - y)^2 \]
\[ \quad + (x - r_N^{l+3})^2 + \ldots + (r_N^P - r_N^{P+1})^2 \}, \]

where the boundary conditions remain unaltered. The formula for general \( E^{(k)}_\alpha \) is the same as before when \( \alpha < N \); when \( \alpha = N \), it includes all the usual spring energies between beads but without the \( (x - y)^2 \) term.

The gradient of \( E^{(k)}_N \) should be modified accordingly. For example, the gradient of \( E^{(N)}_N \) with respect to \( x \) is
\[ \nabla_x E^{(N)}_N = m \omega_p^2 (x - r_N^{l+3}). \] (27)

Of course, similarly to the case of \( Z_F \) to calculate the energy and density distribution etc., we should consider the exchange sign in calculating Green’s function. Defining
\[ e^{-\beta \mathcal{V}_G} = \frac{1}{\alpha} \sum_{\alpha} e^{-\beta(E^{(\alpha)}_\alpha + \mathcal{V}_G^{(\alpha-k)})} \] (28)

and
\[ \mathcal{Z}_G \sim \int dxdy \int dR_1 \ldots dR_{N-1} dR_N e^{-\beta(\mathcal{V}_G^{(N)} + \frac{1}{2} \sum_{i=1}^{P} V(r_i^1; \ldots, r_i^N))}, \] (29)
\[ G(x', \tau_2 + \Delta \beta; y', \tau_2) = \frac{\left\{ \delta(x - x') \delta(y - y') e^{\beta(\mathcal{V}_G^{(N)} - \mathcal{V}_G^{(N)})} \right\}}{\left\{ e^{\beta(\mathcal{V}_G^{(N)} - \mathcal{V}_G^{(N)})} \right\}} \mathcal{Z}_G. \] (30)

Here \( x \) and \( y \) denote the positions of two beads at the end of the gap. \( \langle \ldots \rangle \mathcal{Z}_G \) denotes the average for the distribution generated by Eq. \( (29) \). The denominator in the above equation can be used to monitor the validity of our simulation.

**IV. EXAMPLES TO IMPLEMENT OUR ALGORITHM**

In order to test our method and show how to apply our method to realistic quantum system, we apply our algorithm to study various systems of identical fermions. In all of the following simulations, we will use massive Nosé-Hoover chain\textsuperscript{39,43} to establish constant temperature for the system, where each degree of freedom of the system has been coupled
to a separate Nosé-Hoover thermostat. The number of beads used decreases as temperature increases to ensure numerical stability and assure convergence. In all of the following we checked convergence with respect to the number of beads and MD steps performed. For details of how to assure the convergence, one may refer to the supplementary material in Ref.\textsuperscript{20} All the parameters chosen in the following calculations will not lead to severe fermion sign problem that influences the accuracy of our simulations.

A. Ideal fermions in a harmonic trap

We first consider two noninteracting fermions in a two-dimensional harmonic trap. The Hamiltonian operator of the system is

\[
\hat{H} = -\frac{1}{2} (\Delta_1 + \Delta_2) + \frac{1}{2} (r_1^2 + r_2^2). \tag{31}
\]

Here we have used the units with $\hbar = 1, m = 1, \omega = 1$.

To test our numerical simulations, we first give the result by other method for comparison. In grand canonical ensemble, the average occupation number $N_{n_x n_y}$ is

\[
N_{n_x n_y} = \frac{1}{e^{\beta(\epsilon_{n_x n_y} - \mu)} + 1}, \quad n_x, n_y = 0, 1, \ldots \tag{32}
\]

Here the single-particle energy spectrum $\epsilon_{n_x n_y} = n_x + n_y + 1$.

For a given $\beta$ (in unit of $(\hbar \omega)^{-1}$), we may use the following equation to determine the chemical potential $\mu$.

\[
N = \sum_{n_x n_y} \frac{1}{e^{\beta(\epsilon_{n_x n_y} - \mu)} + 1}, \tag{33}
\]

with $N$ the total number of particles.

The average density distribution in grand canonical ensemble is then

\[
\rho(r) = \sum_{n_x n_y} \frac{1}{e^{\beta(\epsilon_{n_x n_y} - \mu)} + 1} |\psi_{n_x n_y}(r)|^2. \tag{34}
\]

Here $\psi_{n_x n_y}(r) = \psi_{n_x}(x) \psi_{n_y}(y)$ is the eigen wavefunction for the energy eigenvalue $\epsilon_{n_x n_y}$, and

\[
\psi_n(x) = \left(\frac{1}{\pi}\right)^{1/4} \frac{1}{\sqrt{2^n n!}} H_n(x) e^{-x^2/2}, \tag{35}
\]

with $H_n(x)$ the Hermite polynomials.

The average density distribution along $x$ direction is

\[
\rho(x) = \int_{-\infty}^{\infty} dy \rho(r) = \sum_{n_x n_y} \frac{1}{e^{\beta(\epsilon_{n_x n_y} - \mu)} + 1} |\psi_{n_y}(x)|^2. \tag{36}
\]
In Fig. 2, the solid line shows $\rho(x)$ for $x > 0$ with the above equation for $\beta = 1$. The solid circle shows our numerical result of the density distribution with PIMD, which shows good agreement.

![Graph showing density for 2 fermions in a two-dimensional harmonic trap with $\beta = 1$. The solid line is the result of grand canonical ensemble, while the solid circle is the simulation result of PIMD (12 beads and $2 \times 10^7$ MD steps to assure convergence).](image)

FIG. 2. Density for 2 fermions in a two-dimensional harmonic trap with $\beta = 1$. The solid line is the result of grand canonical ensemble, while the solid circle is the simulation result of PIMD (12 beads and $2 \times 10^7$ MD steps to assure convergence).

In grand canonical ensemble, Green’s function for $\tau_1 = \tau_2 + 0^+$ is

$$G(r_1, r_2) = \sum_{n_xn_y} \frac{1}{e^{\beta(\epsilon_{n_xn_y} - \mu)} + 1} \psi_{n_xn_y}(x_1, y_1)\psi_{n_xn_y}(x_2, y_2). \quad (37)$$

In Fig. 3, the solid line shows Green’s function $G(x_1 = 0, y_1 = 0, x_2 = 0, y_2)$ for $y_2 > 0$ in grand canonical ensemble. In the same figure, the solid circle gives the numerical result based on PIMD, which shows good agreement. The slight difference is due to the fact that what the PIMD simulates is canonical ensemble, while the solid lines in Fig. 2 and Fig. 3 are the result of grand canonical ensemble.
FIG. 3. Green’s function for 2 fermions in a harmonic trap with $\beta = 1$. The solid line is the result of grand canonical ensemble, while the solid circle is the simulation result of PIMD (12 beads and $2 \times 10^7$ MD steps to assure convergence).

B. Green’s function and momentum distribution for interacting fermions

Now we turn to consider spin-polarized electrons with Coulomb interaction without external trap. The Hamiltonian operator is

$$\hat{H} = -\frac{1}{2} \sum_{j=1}^{N} \Delta_j + \sum_{k>l}^{N} \frac{1}{|r_k - r_l|}.$$ \hspace{1cm} (38)

We adopt periodic boundary condition with $L = 10$ and 4 particles in our simulation. In Fig. 4, we give the numerical result of Green’s function by PIMD for different temperatures. $2 \times 10^7$ MD steps are used to assure convergence. We see that with increasing temperature, Green’s function becomes narrower, and we expect that the momentum width would be wider for higher temperature.

For a uniform system, we have

$$G(x, \tau_1; y, \tau_2) = G(x - y, \tau_1 - \tau_2).$$ \hspace{1cm} (39)

In this case, the momentum distribution becomes

$$\rho(p) = \frac{L^d}{(2\pi \hbar)^d} \int dG(x, \tau_1 - \tau_2) e^{i\hat{p} \cdot \hat{x}}, \quad \tau_1 = \tau_2 + 0^+. \hspace{1cm} (40)$$
FIG. 4. Green’s function for 4 fermions without external trap. Green corresponds to Green’s function for $\beta = 0.5$ (8 beads), while orange for $\beta = 1.0$ (12 beads), blue for $\beta = 1.5$ (24 beads). The inset shows the momentum distribution for corresponding temperatures.

In the inset of Fig. 4 we show the momentum distribution for different temperatures, which verifies our expectation. For spin-polarized electrons, we see that there is a continuous change with decreasing temperature.

C. Momentum distribution for ultracold fermionic atoms in a harmonic trap

We consider here an example of the following Hamiltonian operator which may have potential applications in ultracold fermionic atoms.

$$\hat{H} = -\frac{1}{2} \sum_{j=1}^{N} \Delta_j + \sum_{k>l}^{N} \frac{\lambda}{|\mathbf{r}_k - \mathbf{r}_l|^3} + \frac{1}{2} \sum_{k=1}^{N} \mathbf{r}_k^2. \quad (41)$$

In the above $\hat{H}$, we consider dipole-dipole interaction between atoms, which is a typical and interesting interaction in cold atom physics.

Because of the presence of the harmonic trap, Green’s function can not be written as a
function of $r_1 - r_2$. In the unit $\hbar = 1$, the momentum distribution in two dimensions is
\[
\rho(p_x, p_y) = \frac{1}{(2\pi)^2} \int d\mathbf{r}_1 d\mathbf{r}_2 G(\mathbf{r}_1, \tau_2 + 0^+; \mathbf{r}_2, \tau_2) e^{i[p_x(x_1 - x_2) + p_y(y_1 - y_2)]}. \tag{42}
\]
The momentum distribution in $x$ direction is then
\[
\rho(p_x) = \int dp_y \rho(p_x, p_y). \tag{43}
\]
We have
\[
\rho(p_x) = \frac{1}{2\pi} \int dy_1 dx_1 dx_2 G(x_1, y_1, \tau_2 + 0^+; x_2, y_1, \tau_2) e^{i p_x(x_1 - x_2)}. \tag{44}
\]
It is easy to verify that $\int \rho(p_x) dp_x = N$. From the above equation, we may calculate $\rho(p_x)$ from the numerical simulation of Green’s function $G(x_1, y_1, \tau_2 + 0^+; x_2, y_1, \tau_2)$ by PIMD.

In this case, to get the momentum distribution for nonuniform system, we had to calculate Green’s function with multiple variables. In Fig. 5 we show the following Green’s function for 2 fermions in a harmonic trap without interaction. We find good agreement with the result of grand canonical ensemble.

\[
G(x_1, \tau_2 + \Delta \beta; x_2, \tau_2) = \int dy_1 G(x_1, y_1, \tau_2 + \Delta \beta; x_2, y_1, \tau_2). \tag{45}
\]

\[\text{FIG. 5. 3D Green’s function as a function of } x_1 > 0 \text{ and } x_2 > 0 \text{ for 2 fermions in harmonic trap without interaction. In the right figure we take a cross section of Green’s function and compare it with the result of grand canonical ensemble.}\]

\[\text{In Fig. 6 we show the momentum distribution for } N = 4, \beta = 1 \text{ and different } \lambda. \text{ Because of the fermion sign problem, we can not yet simulate accurately the case of a large number of fermions. However, even for a few fermions, our simulation may have direct application. In}\]

cold atom experiments, usually thousands of ultracold fermionic atoms are studied. However, in many remarkable experiments, periodic optical lattice is used to simulate the Fermi-Hubbard model. In this case, in the Mott insulator state, for each lattice site, there are only a few fermions confined in an equivalently harmonic trap. After switching off the optical lattice and the confining trap, what the experiment measures directly is the momentum distribution of the fermionic atoms in each lattice site, after sufficient time of free expansion. The usual Fermi-Hubbard model can not calculate accurately the momentum distribution of the fermionic atoms in each lattice site because the wave function is usually approximated by noninteracting gas, while the method developed here can provide accurate calculation of the momentum distribution. Hence, our method may have direct application in the cold atom simulation of the Fermi-Hubbard model. Of course, this means that the Bose version of our method will have potential application for cold atom simulation of Bose-Hubbard model.

![Momentum distribution for N = 4, β = 1 and λ = 0.1 (blue), 0.5 (orange), 10 (green), 15 (purple).](image)

FIG. 6. Momentum distribution for $N = 4$, $\beta = 1$ and $\lambda = 0.1$ (blue), 0.5 (orange), 10 (green), 15 (purple).
D. Momentum distribution for different statistics

Finally, as a comparison, we consider the momentum distribution of 4 particles with the same $\hat{H}$ given by Eq. (41) for fermions, bosons and distinguishable particles, respectively. In Fig. 7, we show the momentum distribution for different statistics for $\beta = 1$ and $\lambda = 1$. We see that the bosons have the largest peak value, while the fermions have the smallest peak value, which is expected from the general consideration of statistical interaction. However, for this temperature, the difference between different statistics is not obvious. It is expected that decreasing the temperature would make the difference between different statistics more obvious. In the right figure, we give the momentum distribution for $\beta = 2.0$. We do see that the difference becomes more obvious. We also calculate the situation without interactions, and find that the difference of the momentum distributions for bosons and fermions becomes larger, for the same temperature.

FIG. 7. Momentum distribution for 4 fermions (blue)/distinguishable particles (orange)/bosons (green) with $1/r$ interaction. The left figure is for $\beta = 1.0$, while the right figure is for $\beta = 2.0$.

V. CONCLUSIONS

As a summary, we extended PIMD method to calculate Green function and momentum distribution for spin-polarized fermions. We applied our method to study several systems of spin-polarized fermions. In particular, we studied the realistic momentum distribution for a few fermions in Mott insulator, which are of interests to experimental cold atoms physics for Fermi-Hubbard model. Our method can easily be adapted to study numerous realistic quantum systems.
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