UNCONDITIONAL UNIQUENESS OF SOLUTIONS FOR NONLINEAR DISPERSE EQUATIONS
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Abstract. When a solution to the Cauchy problem for nonlinear dispersive equations is obtained by a fixed point argument using auxiliary function spaces, it is non-trivial to ensure uniqueness of solutions in a natural space such as the class of continuous curves in the data space. This property is called unconditional uniqueness, and proving it often requires some additional work. In the last decade, unconditional uniqueness has been shown for some canonical nonlinear dispersive equations by an integration-by-parts technique, which can be regarded as a variant of the (Poincaré-Dulac) normal form reduction.

In this article, we aim to provide an abstract framework for establishing unconditional uniqueness as well as existence of certain weak solutions via infinite iteration of the normal form reduction. In particular, in an abstract setting we find two sets of fundamental estimates, each of which can be used repeatedly to generate all multilinear estimates of arbitrarily high degrees required in this scheme. Then, we confirm versatility of the framework by applying it to various equations, including the cubic nonlinear Schrödinger equation (NLS) in higher dimension, the cubic NLS with fractional Laplacians, the cubic derivative NLS, and the Zakharov system, for which new results on unconditional uniqueness are obtained under the periodic boundary condition.
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1. INTRODUCTION

In the present article, we consider unconditional uniqueness (UU) of solutions to the Cauchy problem for general nonlinear dispersive equations. Here, UU in a Banach space $B$ means uniqueness of solutions (in the sense of distribution) to the Cauchy problem, with initial data given in $B$, in the class of continuous $B$-valued functions $C([0,T];B)$. Hereafter, we write $C_T B$ to denote $C([0,T];B)$.

To begin with, we note that UU is sometimes trivial, especially if the solution is obtained by an iteration argument in $C_T B$ itself. As an example, consider the following nonlinear Schrödinger equation (NLS) with the cubic nonlinearity:

$$i\partial_t u + \Delta u = |u|^2 u, \quad (t,x) \in [0,T] \times \mathbb{R}^d,$$

with initial data in Sobolev space $H^s(\mathbb{R}^d)$. Then, UU in $H^s$ is trivial in the case $s > \frac{d}{2}$ for which $H^s$ is an algebra. The concept of unconditional well-posedness (i.e., well-posedness with unconditional uniqueness) was introduced by T. Kato [19], and he pointed out that UU becomes meaningful in the case that the solution is obtained by iteration but using an auxiliary function space in addition to $C_T H^s$. In the above NLS example, one can still construct solutions for $s < \frac{d}{2}$ in a certain range by using the Strichartz estimates, but then uniqueness is obtained initially in the intersection of $C_T H^s$ with some mixed Lebesgue space $L^p_T L^q$ used as an auxiliary space. In such a case, an additional argument is often required to establish UU. As a notion of uniqueness which does not depend on how the solution is constructed, UU can be used to identify a solution obtained by some method (e.g., a compactness argument) with another solution constructed by a different method (e.g., an iteration argument).

We also remark that two kinds of criticality may be relevant in the problem of UU. To see this, let us again consider Sobolev space $H^s(\mathbb{R}^d)$. Then, UU in $H^s$ is trivial in the case $s > \frac{d}{2}$ for which $H^s$ is an algebra. The concept of unconditional well-posedness (i.e., well-posedness with unconditional uniqueness) was introduced by T. Kato [19], and he pointed out that UU becomes meaningful in the case that the solution is obtained by iteration but using an auxiliary function space in addition to $C_T H^s$. In the above NLS example, one can still construct solutions for $s < \frac{d}{2}$ in a certain range by using the Strichartz estimates, but then uniqueness is obtained initially in the intersection of $C_T H^s$ with some mixed Lebesgue space $L^p_T L^q$ used as an auxiliary space. In such a case, an additional argument is often required to establish UU. As a notion of uniqueness which does not depend on how the solution is constructed, UU can be used to identify a solution obtained by some method (e.g., a compactness argument) with another solution constructed by a different method (e.g., an iteration argument).

We also remark that two kinds of criticality may be relevant in the problem of UU. To see this, let us again consider Sobolev space $H^s$ as the data space $B$. First, if the equation is invariant under the scaling transform, then the scale-invariant Sobolev regularity $s = s_{\text{scl}}$ is initially expected to be the lowest regularity that admits well-posedness of the Cauchy problem. (However, there are many cases where the Cauchy problem becomes ill-posed at some regularity higher than the scaling.) Secondly, there may exist the regularity threshold $s = s_{\text{embd}}$ below which the nonlinear part does not make sense in the distributional framework. Therefore, we naturally focus on UU in $H^s$ for $s \geq \max\{s_{\text{scl}}, s_{\text{embd}}\}$. As for the above NLS example, the equation is invariant under the scaling transform $u(t,x) \mapsto \lambda u(\lambda^2 t, \lambda x)$ ($\lambda > 0$), which preserves the $H^s(\mathbb{R}^d)$ norm if $s = s_{\text{scl}} := \frac{d}{2} - 1$, whereas the embedding $H^s(\mathbb{R}^d) \hookrightarrow L^3(\mathbb{R}^d)$ holds if and only if $s \geq s_{\text{embd}} := \frac{d}{6}$. Therefore, it is natural to consider UU in $H^s$ only for $s \geq \max\{\frac{d}{2} - 1, \frac{d}{6}\}$.

In the literature, the notion of UU is sometimes used for uniqueness in $L^\infty(0,T) B =: L^\infty_T B$. In most of the applications, however, uniqueness in $C_T B$ implies that in $L^\infty_T B'$ for a slightly
smaller space $B'$, as we see below in the NLS example: Let $u \in L_T^q H^s(\mathbb{R}^d)$ be a solution to the cubic NLS for some $s \geq s_{\text{embd}}$. By the equation and the Sobolev embedding, $u$ belongs to $W_T^{1,\infty} H^{s_0}$ for any $s_0$ satisfying $s_0 \leq s - 2$ and $s_0 < -\frac{d}{2}$, and in particular (after modifying it on a set of measure zero) $u \in C_T H^{s_0}$. By interpolation, we deduce that $u \in C_T H^{s'}$ for any $s' < s$. Therefore, uniqueness of solutions in $L_T^q H^s$ follows once we have uniqueness in $C_T H^{s'}$ for some $s' < s$. Based on this observation, in the present article we intend to consider uniqueness in the class $C_T B$ rather than $L_T^q B$. 

There are many results on UU in the non-periodic case (i.e., the Cauchy problem on $\mathbb{R}^d$). For NLS (with general power-type nonlinearities), the first result of T. Kato [19] has been improved by Furioli and Terraneo [13], Rogers [36], Win and Tsutsumi [40], Han and Fang [15]. These results settled the UU problem for most of $s \geq \max\{s_{\text{rel}}, s_{\text{embd}}\}$. For other equations, see, e.g., Zhou [12] (the KdV equation), Win [39] (the cubic derivative NLS), and Masmoudi and Nakanishi [30] (the Zakharov system).

Compared to the non-periodic case, the study of UU in the periodic setting had been less developed. However, in the last decade, several results have been obtained by successive applications of integration by parts (or differentiation by parts) in the time variable. This technique has an underlying idea — exploiting nonlinear smoothing effects due to the time oscillation of the non-resonant interactions — in common with the Fourier restriction method, whereas it does not need any auxiliary space and thus is suitable for UU. This method can also be regarded as a variant of the Poincaré-Dulac normal form reduction (NFR); we refer to [1] for details of the Poincaré-Dulac NFR. For the KdV equation Babin et al. [2] obtained the result by applying NFR, which was followed by Kwon and Oh [28] (the modified KdV equation), T.K. Kato and Tsugawa [20] (the fifth order KdV-type equations), and the author [23] (the Benjamin-Ono equation).

The result of Guo et al. [14] on one-dimensional periodic cubic NLS was a breakthrough in this direction. It is worth noticing that they had to invoke NFR infinitely many times to make all the nonlinear estimates closed in $C_T H^s$, in contrast to the previous works for the KdV-type equations in which, despite of the derivative losses in the nonlinearities, the results were obtained by applying such integration-by-parts procedure finitely many times. Such a difference comes from the difference of resonance structure between the NLS and the KdV type equations. This technique of unlimitedly iterating NFR introduced in [14] has been motivating many studies on UU; [10] and [34] for instance, and adaptation of the technique to the non-periodic setting was achieved in [35] and [29] [3], which were followed by [2] [4], and [31].

1We point out that uniqueness in $L_T^q H^s$ would not be obtained in this way at the lowest regularity $s = \max\{s_{\text{rel}}, s_{\text{embd}}\}$. In fact, uniqueness in the larger class $L_T^q H^s$ at the critical regularity is known to be a delicate issue; see, e.g., [19] Remark 1.2 (iii).

2For results on UU in the periodic setting by a different approach, we mention the recent works of Chen, Holmer [8] and of Herr, Sohinger [19] on NLS based on the analysis of the Gross-Pitaevskii hierarchy.

3To be precise, an adaptation of infinite NFR technique to the non-periodic setting had appeared first in the Ph.D. thesis [11] of the third author of [29], which was later refined and announced as [29], while the study in [35] had been started separately from these works. A difference from the periodic case appears in justification of some formal calculations for rough functions. In particular, they needed to justify the product rule

$$\partial_t [\hat{v}(t, \xi_1)\hat{v}(t, \xi_2)\hat{v}(t, \xi_3)] = (\partial_t \hat{v})(t, \xi_1)(\partial_t \hat{v})(t, \xi_2)(\partial_t \hat{v})(t, \xi_3) + \hat{v}(t, \xi_1)(\partial_t \hat{v})(t, \xi_2)(\partial_t \hat{v})(t, \xi_3) + \hat{v}(t, \xi_1)(\partial_t \hat{v})(t, \xi_2)(\partial_t \hat{v})(t, \xi_3)$$

inside the integral over $\xi_3$'s for a general function $v$ satisfying $\partial_t v \in C_T L^1(\mathbb{R})$. (Here, $\hat{v}$ denotes the spatial Fourier transform of $v$.) In their situation, as explained in [11] [29], the above identity holds in the classical sense because $\partial_t v \in C_T L^1(\mathbb{R})$ implies $\hat{v}(\cdot, \xi) \in C^1(\xi)$ for each $\xi \in \mathbb{R}$. We will consider in Appendix A how and in what sense the above calculation can be justified in the situations where $\partial_t v \in C_T L^1$ does not hold in general.
We notice that the previous studies mentioned above are restricted to a few specific equations such as the cubic NLS and the modified KdV equations all in one dimension. There are many potential difficulties in this machinery. Some of them are as follows:

(a) Each application of NFR will produce higher and higher order nonlinear terms. For instance, in the case of cubic NLS, nonlinear terms of order $2k + 3$ will appear after the $k$-th application of NFR. Then, one needs to establish multilinear estimates with higher and higher degrees of nonlinearities.

(b) As the degree of nonlinearities increases, resonance structure becomes different and more and more complicated. Since NFR can be applied only to the non-resonant part of nonlinear terms, one cannot neglect keeping track of varying resonance structure.

(c) The number of terms after the $k$-th NFR grows in a factorial order $(k!)^C$, which is faster than an exponential order $C^k$.

(d) One has to justify the limiting procedure of “applying NFR indefinitely”, namely, find the limit equation and show that any distributional solution of the original equation in $C_T H^s$ is also a solution of it.

Guo et al. [14] could deal with the above difficulties for the simplest NLS, i.e., in the one-dimensional cubic case, by explicitly writing down all the nonlinear terms and making delicate resonance/non-resonance decompositions of them. Since their proof was highly dependent on simplicity of the equation, it is by no means easy to adapt their argument to more general settings, even to the two-dimensional cubic NLS.

In the present article, we aim to generalize the infinite NFR machinery so that it can be applied to a wide range of nonlinear dispersive equations. Our main result, as stated below, gives two different criteria for the infinite NFR machinery to work. Each of them consists of several simple multilinear estimates of the lowest degree, and we can show that these estimates are actually enough to yield all the required higher-degree multilinear estimates by an induction on the degree, and also enough to justify the limit equation. Such an idea of reducing all the matters to several “fundamental estimates” has recently been demonstrated for some specific equations by Kwon et al. [29], while we realize it in an abstract framework.

To state the main theorem, let us concentrate on the periodic case $x \in \mathbb{T}^d := (\mathbb{R}/2\pi\mathbb{Z})^d$. By the Fourier series expansion, we move to the frequency space and consider the following abstract equation:

$$\partial_t \omega_n(t) = \sum_{n=n_1+\cdots+n_p} e^{i\phi} m \omega_{n_1}(t) \omega_{n_2}(t) \cdots \omega_{n_p}(t) + \mathcal{R}[\omega]_n(t), \quad n \in \mathbb{Z}^d,$$

(1.1)

where $p \geq 2$ is the degree of (the principal part of) the nonlinearity, $\phi = \phi(n, n_1, \ldots, n_p) \in \mathbb{R}$ denotes the phase part, $m = m(n, n_1, \ldots, n_p) \in \mathbb{C}$ is the multiplier part, and $\mathcal{R}[\omega]$ is the remainder part. For example, the KdV equation

$$\partial_t u + \partial_x^3 u = \partial_x(u^2), \quad (t, x) \in [0, T] \times \mathbb{T}$$

is, by setting $\omega_n(t) := \frac{1}{2\pi} \int_0^{2\pi} [U(-t)u(t)](x)e^{-inx} \, dx$ with $U(t) = e^{-t\partial_x^3}$ being the propagator for the Airy equation, equivalent to

$$\partial_t \omega_n(t) = \sum_{n=n_1+n_2} e^{it(n^3-n_1^3-n_2^3)} \omega_{n_1}(t) \omega_{n_2}(t), \quad (t, n) \in [0, T] \times \mathbb{Z}. \quad (1.2)$$

\footnote{A certain quadratic derivative NLS was studied in [10] exploiting its special structure. In [31] the cubic derivative NLS on $\mathbb{R}$ was studied; as the authors mentioned, their result was built upon a former version of the present article concerning the same problem on $\mathbb{T}$.}
This is of the form (1.1) with \( p = 2, \phi = n^3 - n_1^3 - n_2^3, m = in, \) and \( R = 0. \) In such a way, nonlinear dispersive equations can be represented as (1.1) if the nonlinearity is a polynomial in \( u, \bar{u} \) and derivatives of them with constant coefficients. The initial data \( \omega_n(0) \) is now given in weighted \( \ell^2 \) spaces, \( \ell^2_s(\mathbb{Z}^d), \) instead of \( H^s(\mathbb{R}^d): \)

\[
\ell^2_s(\mathbb{Z}^d) := \langle \cdot \rangle^{-s} \ell^2(\mathbb{Z}^d), \quad \|\omega\|_{\ell^2_s} := \|\langle \cdot \rangle^s \omega\|_{\ell^2} \quad (s \in \mathbb{R}); \quad \langle \cdot \rangle := (1 + |\cdot|^2)^{\frac{1}{2}}.
\]

UU for the original equation in \( H^s \) is now replaced with that for (1.1) in \( \ell^2_s. \)

We say \( \omega \in C_T \ell^2_s \) is a solution to the Cauchy problem associated with (1.1) if the right-hand side of (1.1) is well-defined as a (temporal) distribution and it satisfies (1.1) in \( D'(\mathbb{R}^d)) \) for each \( n \in \mathbb{Z}^d, \) with its value at \( t = 0 \) being the same as the given initial datum.

The following is our main theorem:

**Theorem 1.1.** Let \( s \in \mathbb{R} \) and \( T > 0. \) Assume that \( R[\omega] \in C_T \ell^2_s \) for any \( \omega \in C_T \ell^2_s \) and it holds

\[
(R) \quad \left\{ \begin{array}{l}
\|R[\omega]\|_{C_T \ell^2_s} \leq C(\|\omega\|_{C_T \ell^2_s}), \\
\|R[\omega] - R[\tilde{\omega}]\|_{C_T \ell^2_s} \leq C(\|\omega\|_{C_T \ell^2_s}, \|\tilde{\omega}\|_{C_T \ell^2_s})\|\omega - \tilde{\omega}\|_{C_T \ell^2_s}.
\end{array} \right.
\]

Assume further that for some Banach space \( X \) of functions on \( \mathbb{Z}^d \) with the property

\[
|\omega_n| \leq \tilde{|\omega_n|} \quad (n \in \mathbb{Z}^d) \quad \implies \quad \|\omega\|_X \leq C\|\tilde{\omega}\|_X, \quad (1.2)
\]

we have one of the following \([A], [B]:\)

**[A]** There exists \( \delta \in (0, \frac{1}{2}) \) such that

\[
(A1) \quad \| \sum_{n=n_1+\cdots+n_p} \frac{|m|}{(\phi)^{1/2}} \omega_n^{(1)} \cdots \omega_n^{(p)} \|_{\ell^2_s} \leq C \prod_{j=1}^p \|\omega_j^{(j)}\|_{\ell^2_s},
\]

\[
(A2) \quad \| \sum_{n=n_1+\cdots+n_p} \frac{|m|}{(\phi)^{1-\frac{s}{2}}} \omega_n^{(1)} \cdots \omega_n^{(p)} \|_X \leq C \min_{1 \leq j \leq p} \left[ \|\omega_j^{(j)}\|_X \prod_{l=1 \atop l \neq j}^p \|\omega_l^{(l)}\|_{\ell^2_s} \right],
\]

\[
(A3) \quad \| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \|_X \leq C \prod_{j=1}^p \|\omega_j^{(j)}\|_{\ell^2_s}.
\]

**[B]** There exist \( s_1, s_2 \in \mathbb{R} \) satisfying \( s_1 < s < s_2 \) such that

\[
(B1) \quad \sup_{\mu \in \mathbb{Z}} \| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \|_{\ell^2_s} \leq C \prod_{j=1}^p \|\omega_j^{(j)}\|_{\ell^2_s},
\]

\[
(B1)' \quad \| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \|_{\ell^2_s} \leq C \prod_{j=1}^p \|\omega_j^{(j)}\|_{\ell^2_s}.
\]

\[
(B2) \quad \sup_{\mu \in \mathbb{Z}} \| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \|_X \leq C \min_{1 \leq j \leq p} \left[ \|\omega_j^{(j)}\|_X \prod_{l=1 \atop l \neq j}^p \|\omega_l^{(l)}\|_{\ell^2_s} \right],
\]

\[
(B2)' \quad \| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \|_X \leq C \min_{1 \leq j \leq p} \left[ \|\omega_j^{(j)}\|_X \prod_{l=1 \atop l \neq j}^p \|\omega_l^{(l)}\|_{\ell^2_s} \right],
\]

In the applications discussed in Sections 3–6 we always take \( X \) to be a suitable weighted \( \ell^p \) space.
Then, there is at most one solution\(^6\) for the Cauchy problem associated with (1.1) in $C_T\ell^2_\infty$.

In the previous works concerning specific equations, the following tasks were carried out to establish UU in their specific contexts: (a) To find suitable “fundamental estimates”, (b) to prove them, (c) to deduce required multilinear estimates of higher degrees from these fundamental estimates, and (d) to operate the infinite NFR machinery using these multilinear estimates. When adapting this argument to a different equation, these works can be useful guidelines on one hand, but one still has to verify (a)--(d) in the new context on the other hand.

The point of our result is that it completely automates the processes (a), (c), and (d) in an abstract setting.\(^7\) In particular, given our theorem, the goal for proving UU is simply to check these “fundamental estimates” to hold (i.e., the task (b)), and one may forget about the subsequent NFR procedure (i.e., (c) and (d)). This reduction will surely make the method of NFR for establishing UU more accessible to a broad audience.

Our result, which proposes a criterion for UU in an abstract setting, is essentially different from the previous results, each of which proved UU directly in a specific context. Of course, such an abstract framework will not be useful to problems for which the criterion is difficult to check (i.e., the imposed “fundamental estimates” are too strong). However, our framework turns out to be surprisingly robust and have wide applicability, as can be seen from various applications to be given in later sections.

Remark 1.2. Here are some comments on the conditions \([A]\), \([B]\).

(i) The condition \([B]\) was originally discovered through refining the idea of \([14]\) for one-dimensional cubic NLS, and typically it is effective for equations with nonlinearities in which derivative loss does not occur. On the other hand, the condition \([A]\) seems new, and it keeps a certain negative power of the modulation factor $\phi$ so that it can be used for the nonlinearities with derivative losses.

(ii) By (A1), we impose the condition that a half power of $\phi$ should be sufficient to control the nonlinearity in $\ell^2_\infty$. This assumption may seem to be unreasonably restrictive; in fact, nonlinear terms after the first application of NFR have an entire power of $\phi$ in the denominator (see, e.g., $\mathcal{N}_{0,1}^\omega[\omega]$ in (2.6) below), and what we have assumed seems fairly stronger than required for estimating these terms. However, in order to control every terms arising through the infinite NFR procedure only by using the fundamental estimates, we need to deal with varying resonance structures in a unified manner. We will see in the proof that the sets of fundamental estimates \([A]\), \([B]\) are in fact suitable for this purpose.

(iii) The estimate (A1), which uses half of the modulation factor, has a remarkable similarity to the standard multilinear estimate in Fourier restriction spaces (Bourgain spaces):

$$\|\mathcal{N}[u_1, \ldots, u_p]\|_{X^{s, -\frac{1}{2} + \varepsilon}} \lesssim \prod_{l=1}^p \|u_l\|_{X^{s, \frac{1}{2} + \varepsilon}},$$

(1.3)

\(^6\)The estimate (A3) (or (B3)) ensures that the right-hand side of (1.1) is well-defined as a bounded function in $t$ for each $n \in \mathbb{Z}^d$ whenever $\omega \in C_T\ell^2_\infty$.

\(^7\)Precisely, part of (a) still remains under control; there is freedom on how to choose the remainder part $R[\omega]$ in the equation (1.1), and when necessary one can adjust it so that the “fundamental estimates” may become easier (or possible) to verify.
where \( \|u\|_{X,s,b} := \|U(-t)u(t)\|_{H^s_t H^b_x}, \) \( U(t) \) is the linear propagator, and \( N[u, \ldots, u] \) denotes the nonlinearity (power type of order \( p \)). In fact, if we set \( \omega = \mathcal{F}[U(-t)u(t)] \) (where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the spatial Fourier transformation and its inverse, respectively) and define \( \phi, m \) so that
\[
\sum_{n=n_1+\cdots+n_p} e^{it\phi} m_{\omega_{n_1}} \cdots \omega_{n_p} = \mathcal{F}U(-t)N[u, \ldots, u],
\]
a familiar argument using the elementary inequality
\[
\int_{\mathbb{R}} \frac{d\tau}{(\tau-a)^{1+}(\tau-b)^{1+}} \lesssim \frac{1}{(a-b)^{1+}}
\]
reduces the estimate \([1.3]\) to the bounds on weights such as
\[
\sup_n \sum_{n=n_1+\cdots+n_p} \frac{|m|^2(n)^{2s}}{(\phi(n_1)^{2s} \cdots (n_p)^{2s})} < \infty,
\]
while \((A1)\) is reduced by the Cauchy-Schwarz inequality to almost the same statement
\[
\sup_n \sum_{n=n_1+\cdots+n_p} \frac{|m|^2(n)^{2s}}{(\phi)^{2s} \cdots (n_p)^{2s}} < \infty.
\]
In this respect, it is reasonable to expect that, in the case where conditional well-posedness is shown by a fixed point argument in Bourgain spaces, one may show \((A1)\) by almost the same argument, and then \((A2)\) is essentially the only additional condition for unconditional uniqueness. (Note that in many cases \((A3)\) follows simply from embedding estimates.) This will be demonstrated in applications to the cubic derivative NLS and the Zakharov system in Sections \[5] and \[6] below.

**Remark 1.3.** Let us make some additional remarks on Theorem \[1.1\]

(i) The remainder part \( \mathcal{R}[\omega] \) in \([1.1]\) basically includes easily controlled terms or the specific part of the main term which is in itself easily estimated but causes trouble in establishing the multilinear estimates \((A1)-(A3)\) or \((B1)-(B3)\) if it remains in the main term. It is sometimes important to detect such a problematic part in the main term and put it in \( \mathcal{R}[\omega] \) before carrying on NFR. We see such an example in Section \[4\]

(ii) The normal form reduction is effective to extract nonlinear smoothing effect in non-resonant interactions; while it does not work if there exist resonant interactions with derivative losses. In such a case, however, one may apply the framework to a certain equivalent equation in which resonant interactions are removed or become tamer. For example, this is the case for the cubic derivative NLS equation with a suitable gauge transform applied; see Section \[5\]

(iii) It is straightforward to extend the result to the problem \([1.1]\) posed on a rescaled lattice \( \lambda_1^{-1}\mathbb{Z} \times \cdots \times \lambda_d^{-1}\mathbb{Z} \) for any \( \lambda_1, \ldots, \lambda_d > 0 \), which corresponds to nonlinear dispersive equations posed on a rescaled torus \( (\mathbb{R}/2\pi\lambda_1\mathbb{Z}) \times \cdots \times (\mathbb{R}/2\pi\lambda_d\mathbb{Z}) \). One can also easily formulate analogous statements for systems of equations and in the case of multiple (principal) nonlinear terms (for which we need to assume the same one of the conditions \([A], [B]\) for all terms). We will see in Section \[2.5\] how the proof should be modified for these cases. See Section \[6\] for an application of the framework to a system.

(iv) As done in the aforementioned works, one can adapt the infinite NFR scheme to the non-periodic setting, which requires an additional care in justification of formal calculations. Our result also extends to the non-periodic case; we will see in Appendix \[A\] the idea on how to make such justification in the non-periodic case.

(v) In the theorem, we are concerned with \( \mathcal{R}[u] \) for \([1.1]\) in the space \( \ell^2 \), which corresponds to \( \mathcal{R}[u] \) for nonlinear dispersive equations in Sobolev space \( H^s \). In fact, the same argument works
if \( \ell^2_s \) is replaced with any Banach space \( Y \) of functions on \( \mathbb{Z}^d \) satisfying the property \([1.2]^8\). In particular, our framework can also be used to prove UU for nonlinear dispersive equations in some different scales such as Fourier-Lebesgue spaces, \( (L^2_2\text{-based}) \) Besov and modulation spaces. We note that the NFR method has already been used in these settings different from \( H^s \); see, e.g., \([10, 35, 34]\).

Let us briefly see how the infinite NFR machinery proceeds with the above fundamental estimates. All of required (infinitely many) multilinear estimates are obtained inductively by using these fundamental estimates. The estimate \((A1)\) or \((B1) + (B1)' \) (together with \((R)\)) is the main tool to obtain \( \ell^2_s \)-control for all the nonlinear terms in each NFR step, except for one term which is rougher than the others. Then \((A2)\) or \((B2) + (B2)' \) (with \((R)\)) enables us to show that this term vanishes in “weaker” \( X \)-norm in the limit equation. It is essential in the proof of unconditional uniqueness to notice that one cannot rely on approximation by smooth solutions; one needs to justify every formal calculation for a solution in \( C_\ell \ell^2_s \) directly without approximation (by solutions), because a general solution in \( C_\ell \ell^2_s \) is not necessarily approximated by smooth solutions. However, this can be done by using \((A2) + (A3)\) or \((B2) + (B2)' + (B3)\) (with \((R)\)).

It was observed in \([14]\) and subsequent works (e.g., \([35, 29, 34, 41]\)) that the infinite NFR scheme can be used to construct a certain kind of weak solutions for rough initial data by approximating with smooth solutions. For this purpose, it is enough to establish various estimates only on smooth solutions. In particular, one does not need estimates in “weaker” space (prepared to justify formal calculations for rough solutions). In our abstract setting, assuming \((R) + (A1)\) or \((R) + (B1) + (B1)' \) is basically sufficient for such a use of NFR. More precisely, we can show the following result:

**Theorem 1.4.** Let \( s \in \mathbb{R} \). Assume that for any \( s' \geq s \) and \( T > 0 \), \( R[\omega] \in C_\ell \ell^2_{s'} \) if \( \omega \in C_\ell \ell^2_s \) and\([A]'\), \([B]'\)\[8\]

\[ (A1) \quad \left\| \sum_{n_1 \cdots n_p} \frac{|m|}{n_1 \cdots n_p} \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell^2_s}^2 \leq C \prod_{j=1}^p \left\| \omega^{(j)} \right\|_{\ell^2_s}, \]

\[ (A1)' \quad \left\| \sum_{n_1 \cdots n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell^2_s}^2 \leq C \prod_{j=1}^p \left\| \omega^{(j)} \right\|_{\ell^2_s}. \]

\[ [B]' \quad \text{There exist } s_1 < s \text{ and } s_2 > s \text{ such that} \]

\[ (B1) \quad \sup_{\mu \in \mathbb{Z}} \left\| \sum_{n_1 \cdots n_p \leq \mu} \frac{|m|}{n_1 \cdots n_p} \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell^2_1}^2 \leq C \prod_{j=1}^p \left\| \omega^{(j)} \right\|_{\ell^2_1}, \]

\[ (B1)' \quad \left\| \sum_{n_1 \cdots n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell^2_1} \leq C \prod_{j=1}^p \left\| \omega^{(j)} \right\|_{\ell^2_1}. \]

---

8 See Remark 2.4 below on how the spaces \( \ell^2_1 \) and \( \ell^2_s \) should be changed in the assumption \([B]'\).

9 We note that the constant in the first estimate of \((R)'\) should not depend on the \( C_\ell \ell^2_{s'} \) norm, while it is allowed for the second estimate. This requirement seems reasonable when \( R[\omega] \) comes from power-type nonlinearities.

10 The estimates \((A1), (B1), (B1)'\) are the same as those in Theorem 1.1.
Then, for any \( \omega_0 \in \ell^2_s \) there exist \( T > 0 \) depending on \( \| \omega_0 \|_{\ell^2_s} \) and a weak solution \( \omega \in C_T \ell^2_s \) to (1.1) with \( \omega(0) = \omega_0 \). We also have continuous dependence on initial data and persistence of regularity for this weak solution.

Definition of weak solutions to (1.1) and a precise statement of the above theorem will be given in Section 2 as Definition 7.2 and Theorem 7.3.

In the proof of existence of weak solutions \( \omega \in \mathcal{C}_T \ell^2_s \), the fundamental estimates such as \([A]'\) and \([B]'\) (and multilinear estimates of various degrees obtained from the fundamental ones) are mainly used to verify that

(a) the limit equation holds in the sense of \( C_T \ell^2_s \) for regular solutions in \( C_T \ell^2_{s_2} \).

This will yield an a priori Lipschitz bound in \( C_T \ell^2_s \) for regular solutions \( \omega_N \) with approximating initial data \( \omega_N(0) \in \ell^2_{s_2} \).} 
\[ \lim_{N \to \infty} \omega_N(0) = \omega(0) \] in \( \ell^2_s \), by which we can take the limit \( \omega := \lim_{N \to \infty} \omega_N \) and obtain a weak solution \( \omega \in \mathcal{C}_T \ell^2_s \). Here, the length \( T \) of the time interval (on which the limit equation is valid) is determined in terms of \( \| \omega_N \|_{\mathcal{C}_T \ell^2_s} \), so we need to show that

(b) the approximating solutions \( \{ \omega_N \} \subset C_T \ell^2_{s_2} \) are bounded in \( C_T \ell^2_s \).

As observed in the previous works, this can also be shown based on the limit equation (combined with a continuity argument). Now, we notice that the previous works treated such equations as the one-dimensional cubic NLS and the modified KdV, for which smooth solutions were known to exist globally in time, both in non-periodic and in periodic settings. In general, however, we first need to show that

(c) approximating regular solutions \( \{ \omega_N \} \) exist on a uniform time interval \([0, T]\).

This is not trivial at all.\(^\text{11}\) Indeed, these solutions should have unbounded initial data; i.e., \( \| \omega_N(0) \|_{\ell^2_{s_2}} \to \infty \), so that a standard local well-posedness in \( \ell^2_{s_2} \) is not sufficient by itself. Furthermore, (especially in Case \([A]'\)) we do not even know local-in-time existence of regular solutions\(^\text{12}\) so at the very beginning we have to show that

(d) a solution \( \omega_N \in \mathcal{C}_{TN} \ell^2_{s_2} \) exists on a time interval \([0, TN]\) for each \( \omega_N(0) \in \ell^2_{s_2} \).

We do not assume any of (d), (c), (b) and (a) in the theorem; instead, we will see that all of them are consequences of the fundamental estimates assumed in the theorem.

At the end of this section, we give the plan of this article. In Section 2 we prove Theorem 1.1. After that, we see the convenience and versatility of our framework through various applications: In Sections 3, 4 we apply Theorem 1.1 \([B]\) to the problems with no derivative losses; the higher-dimensional cubic NLS and the one-dimensional cubic fractional NLS, respectively. Applications of Case \([A]\) are given in Sections 5, 6 where we consider the one-dimensional models with derivative losses; the cubic derivative NLS and the Zakharov system. Finally, Theorem 1.4 is restated as Theorem 7.3 and proved in Section 7. In Appendix A we discuss how to adapt Theorem 1.4 to the non-periodic setting.

\(^{11}\)In [4], the one-dimensional cubic NLS was considered in \( H^s(\mathbb{R}) + H^{-s}(\mathbb{T}) \), i.e., with initial data given by sums of decaying and periodic functions. It is not clear in this setting whether smooth solutions exist globally in time, and thus the claim (c) would be non-trivial. Since one has local existence of regular solutions on a time interval determined by the \( \ell^2_{s_2} \) norm of initial data, what is needed here is an a priori bound in \( \ell^2_{s_2} \) on \([0, T]\), with \( T \) depending only on the \( \ell^2_s \) norm. Note that the argument showing (a), (b) only yields an a priori estimate in \( \ell^2_s \), and hence is not sufficient. It seems that this point was not taken into consideration in [4].

\(^{12}\)As mentioned in Remark 1.2 (iii), in Case \([A]'\) it is reasonable to expect that the relevant multilinear estimate in Bourgain spaces would follow from an argument similar to the proof of (A1). If this is the case, we can construct solutions in the usual distributional sense and show (conditional) local well-posedness in \( \ell^2_s \). In Theorem 7.3 however, we do not assume this situation to occur and construct weak solutions via NFR approach.
2. Abstract theory

In this section, we shall prove Theorem 1.1.

2.1. Notation. Following [14], we use the notation of ordered tree, which is useful to give precise definition of infinitely many nonlinear terms created in the NFR procedure.

Definition 2.1 (ordered tree). Let \( p \geq 2 \) be a given integer. For \( J \in \mathbb{N} \), define \( \Sigma(J) \) by the set of all rooted \( p \)-ary trees with \( J \) nodes in which an ordering is specified for the \( p \) children of each node and the \( J \) nodes are also labeled in a manner consistent with the tree order.

More precisely, \( T \in \Sigma(J) \) is a partially ordered set (with a partial order \( \leq \)) satisfying the following properties:

(i) \( T \) has the (unique) least element \( r \) (i.e., \( r \leq a \) for all \( a \in T \)), which is called the root.

(ii) For each element \( a \in T \setminus \{ \text{root} \} \), there exists a unique element \( b \in T \) such that \( b \neq a \), \( b \leq a \), and that \( b \leq c \leq a \) implies \( c = a \) or \( c = b \). We say \( b \) is the parent of \( a \) and \( a \) is a child of \( b \).

(iii) An element of \( T \) is called a node if it has a child; otherwise, it is called a leaf. \( T \) has exactly \( J \) nodes, which are numbered from 1 to \( J \) so that \( a_{j1} \leq a_{j2} \) implies \( j_1 \leq j_2 \), denoting the \( j \)-th node by \( a_j \).

(iv) Each node of \( T \) has exactly \( p \) children, which are numbered from 1 to \( p \).

We write \( T_0, T_\infty \) to denote the subset of \( T \) consisting of all nodes and of all leaves, respectively. We easily see the following properties:

- For \( T \in \Sigma(J) \), \( \#T = pJ + 1 \), \( \#T_0 = J \), and \( \#T_\infty = (p-1)J + 1 \).
- \( \#\Sigma(J) = \frac{J-1}{J-1} \{ (p-1)J + 1 \} \leq (p-1)^J J! \).

Definition 2.2.

- Let \( J \in \mathbb{N} \) and \( T \in \Sigma(J) \). We call a map \( n = \{ n_a \}_{a \in T} : T \to \mathbb{Z}^d \) an index function if for each \( a \in T_0 \), with its children being denoted by \( a^1, a^2, \ldots, a^p \), it holds that
  \[ n_a = n_{a^1} + n_{a^2} + \cdots + n_{a^p}. \]

We write \( \mathcal{G}(T) \) to denote the set of all index functions on \( T \), and for \( n \in \mathbb{Z}^d \) we define \( \mathcal{G}_n(T) := \{ n \in \mathcal{G}(T) | n_{\text{root}} = n \} \).

- Given \( T \in \Sigma(J) \) and \( n \in \mathcal{G}(T) \), we write
  \[ \phi^j := \phi(n_{a_j}, n_{a_j^1}, \ldots, n_{a_j^p}), \quad m^j := m(n_{a_j}, n_{a_j^1}, \ldots, n_{a_j^p}) \]
  for \( 1 \leq j \leq J \), where \( a_j \) is the \( j \)-th node and \( a_j^1, a_j^2, \ldots, a_j^p \) are its children.

2.2. Normal form reduction. Assume the hypotheses in Theorem 1.1, and let \( \omega \in C_T \ell^2_s \) be a solution of (1.1). By the above definition, (1.1) can be rewritten as

\[
\partial_t \omega_n(t) = \sum_{T \in \Sigma(1)} \sum_{n \in \mathcal{G}_n(T)} e^{it\phi^1} m^1 \prod_{a \in T_\infty} \omega_{n_a}(t) + \mathcal{R}[\omega(t)]_n. 
\]

First of all, the estimate (A3) (or (B3)) ensures that the series in \( \mathcal{N}^{(1)}[\omega]_n \) is absolutely convergent:

\[
\sup_{t \in [0,T]} \left\| \sum_{n \in \mathcal{G}_n(T)} \left| m^1 \right| \prod_{a \in T_\infty} \left| \omega_{n_a}(t) \right| \right\|_n \lesssim \sup_{t \in [0,T]} \left\| \sum_{n \in \mathcal{G}_n(T)} \left| m^1 \right| \prod_{a \in T_\infty} \left| \omega_{n_a}(t) \right| \right\|_X < \| \omega \|_{C_T \ell^2_s} < \infty. 
\]  
(2.1)
Thus, $\mathcal{N}^{(1)}[\omega(t)]_n + \mathcal{R}[\omega(t)]_n$ is well-defined as a bounded function on $[0, T]$ for each $n \in \mathbb{Z}^d$. Since $\omega_n(\cdot)$ is a solution of the equation in $\mathcal{D}'((0, T))$ and continuous on $[0, T]$, it satisfies the equation in the integral form:

$$\omega_n(\cdot)|^t_0 = \int_0^t \left( \mathcal{N}^{(1)}[\omega(\tau)]_n + \mathcal{R}[\omega(\tau)]_n \right) d\tau, \quad t \in [0, T], \; n \in \mathbb{Z}^d. \quad (2.2)$$

We call (2.2) the equation of the first generation.

Uniqueness of the solutions would follow if we could have an estimate for $\mathcal{N}^{(1)}[\omega]$ which is closed in $\ell^2_\omega$; however, the only estimate available is of the $X$ norm in terms of the $\ell^2_\omega$ norm. Thus, we decompose $\mathcal{N}^{(1)}$ into slowly oscillating terms (which we call resonant terms) and rapidly oscillating ones (non-resonant terms), and then apply an integration by parts in $t$ to the rapidly oscillating part to get a large factor in the denominator. Namely, we first divide the nonlinearity as

$$\omega_n|^t_0 = \int_0^t \left( \mathcal{N}^{(1)}_R[\omega]_n + \mathcal{N}^{(1)}_{NR}[\omega]_n + \mathcal{R}[\omega]_n \right),$$

where

$$\mathcal{N}^{(1)}_R[\omega]_n := \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} e^{it\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na}, \quad \mathcal{N}^{(1)}_{NR}[\omega]_n := \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} e^{it\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na},$$

and the precise meaning of ‘small’ or ‘large’ will be specified later. Then, by an integration by parts, we formally have

$$\int_0^t \mathcal{N}^{(1)}_{NR}[\omega]_n = \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} \int_0^t e^{ir\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na}(\tau) d\tau$$

$$= \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} \left( \sum_{\phi^1: \text{large}} e^{ir\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na}(\tau) \right) \bigg|_0^t - \int_0^t e^{ir\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na}(\tau) \bigg( \partial_t \omega_{na}(\tau) \bigg) d\tau \quad (2.3)$$

$$= \mathcal{N}^{(1)}_0[\omega]_n|^t_0 + \int_0^t \mathcal{N}^{(1)}_1[\omega]_n,$$

where

$$\mathcal{N}^{(1)}_0[\omega]_n := \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} e^{it\phi^1} m^1 \prod_{a \in \mathcal{T}_\infty} \omega_{na},$$

$$\mathcal{N}^{(1)}_1[\omega]_n := - \sum_{T \in \mathcal{T}(1)} \sum_{n \in \mathcal{N}_a(T)} e^{it\phi^1} m^1 \sum_{a \in \mathcal{T}_\infty} \bigg[ \prod_{b \in \mathcal{T}_\infty \setminus b \neq a} \omega_{nb} \bigg] \partial_t \omega_{na}.$$
\[ N^{(2)}[\omega]_n := - \sum_{T \in \Sigma(1)} \sum_{n \in \mathcal{N}_n(T)} e^{it\phi_1} m_1 \sum_{a \in T_\infty} \prod_{b \neq a \in T_\infty} \omega_{n_b} \]

\[ \times \left[ \sum_{n_a = n_1 + \ldots + n_p} e^{it(\phi_1 n_1 + \ldots + \phi_2 n_p)} m(n_1, n_2, \ldots, n_p) \omega_{n_1} \cdots \omega_{n_p} \right] \]

(2.4)

\[ = - \sum_{T \in \Sigma(2)} \sum_{n \in \mathcal{N}_n(T)} e^{it(\phi_1 + \phi_2)} m_1 m_2 \prod_{a \in T_\infty} \omega_{n_a}. \]

(2.5)

We have thus obtained the equation of the second generation:

\[ \omega_n(t) = N^{(2)}_0[\omega]_n(t) + \int_0^t \left( N^{(1)}_R[\omega]_n + R[\omega]_n + N^{(1)}[\omega]_n + N^{(2)}[\omega]_n \right)(s) \, ds, \quad t \in [0, T], \ n \in \mathbb{Z}^d. \]

(2.6)

Observe that \( T \in \Sigma(1) \) in the intermediate expression (2.4) of \( N^{(2)}[\omega]_n \) gives exactly \( p \) trees of \( \Sigma(2) \) in the final expression (2.5) by developing one of \( p \) leaves \( a \in T_\infty \) into the (second) node and its \( p \) children. NFR means the above reduction procedure including decomposition into resonant/non-resonant terms, application of an integration by parts to the non-resonant part, and substitution of the original equation. Note that the last term \( N^{(2)}[\omega]_n \) is of order \( 2(p-1) + 1 \) in \( \omega \), which is higher than the others.

As mentioned before, formal calculations in (2.3) must be justified for a general solution \( \omega \in C_T \ell^2_\alpha \). The absolute convergence (2.1) and Fubini’s theorem verify the first equality in (2.3).

Also, the estimate (A3) (or (B3)) implies

\[ \| e^{it\phi_1} m_1 \prod_{a \in T_\infty} \omega_{n_a}(t') - \prod_{a \in T_\infty} \omega_{n_a}(t) \| \| \leq \| \omega \| \| \omega(t') - \omega(t) \|_{\ell^2_\alpha} \to 0 \quad (t' \to t). \]

This and (2.1), together with the dominated convergence theorem, show that \( N^{(1)}[\omega]_n \in C([0, T]) \), and then, by the integral equation, \( \omega_n(\cdot) \in C^1([0, T]) \) for each \( n \).

This verifies the second equality in (2.3), i.e., integration by parts in \( t \) and application of the product rule for each \( n \) and \( n \in \mathcal{N}_n(T) \). Similarly to the first one, the third equality is verified once we have the absolute convergence:

\[ \sup_{t \in [0, T]} \sum_{n \in \mathcal{N}_n(T)} \left| \prod_{b \neq a \in T_\infty} \omega_{n_b}(t) \right| \| \partial_t \omega_{n}(t) \|_{X} < \infty \quad (T \in \Sigma(1), \ a \in T_\infty), \]

which in turn follows from

\[ \sup_{t \in [0, T]} \sum_{n \in \mathcal{N}_n(T)} \left| \prod_{b \neq a \in T_\infty} \omega_{n_b}(t) \right| \| R[\omega]_{n}(t) \|_{X} \| \partial_t \omega_{n}(t) \|_{Y} < \infty \quad (T \in \Sigma(1), \ a \in T_\infty), \]

\[ \sup_{t \in [0, T]} \sum_{n \in \mathcal{N}_n(T)} \left| \prod_{b \neq a \in T_\infty} \omega_{n_b}(t) \right| \| \partial_t \omega_{n}(t) \|_{Y} < \infty \quad (T \in \Sigma(2)). \]

13For any \( \omega \in C_T \ell^2_\alpha \), it holds that \( \| \chi_{[n]} \|_{L^\infty} \| \omega \|_{C_T \ell^2_\alpha} \to 0 \) (\( L \to \infty \)). From this property, we see that the series in \( N^{(1)}[\omega]_n \) converges absolutely and uniformly in \( t \), from which continuity of \( N^{(1)}[\omega]_n \) follows. (In fact, we can show a stronger claim that \( N^{(1)}[\omega]_n \in C_T X \) for \( \omega \in C_T \ell^2_\alpha \), see the argument in Appendix A, proof of Theorem A.1 in the case (ii).) Similarly, convergence of the series in \( N^{(1)}[\omega]_n \) is shown to be uniform in \( t \), which allows termwise differentiation of the series in \( N^{(1)}[\omega]_n \), and hence justifies the third equality (2.3). We point out that this argument does not work if the space \( \ell^2_\alpha \) is replaced with an \( \ell^\infty \)-type space \( Y \), for which \( \| \chi_{[n]} \|_{L^\infty} \| \omega \|_{Y} \to 0 \) fails to hold.
These two estimates are consequences of the estimates for \( R^{(1)}[\omega] \) and \( N^{(2)}[\omega] \) in Proposition 2.3 below. They also show that the new terms \( N^{(1)}[\omega] \), \( R^{(1)}[\omega] \), \( N^{(2)}[\omega] \) are all well-defined, and verify rearrangement of the series from (2.4) to (2.5).

Recall that we already have a closed estimate (R) in \( \ell^2_s \) for \( R[\omega] \). Furthermore, since the summation in \( N^{(1)}[\omega] \) is restricted and there is a large denominator in \( N^{(1)}[\omega] \) and \( R^{(1)}[\omega] \), one can expect that these terms also have closed \( \ell^2_s \) estimates. The problem is then how to control the higher-order term \( N^{(2)}[\omega] \). In general, this term requires more regularity and does not admit a closed \( \ell^2_s \) estimate for the same \( s \), and one has to repeat NFR for this term. (In some equations, however, the structure of resonance is good enough and one has a closed \( \ell^2_s \) estimate also for \( N^{(2)}[\omega] \). This is the case, e.g., for the KdV equation and \( s > 1/2 \); see \[2\].)

After the second NFR, we get the equation of the third generation as

\[
\omega_n(t) = \sum_{j=1}^2 N^{(j)}_0[\omega] n_0(t) + \int_0^t \left( \sum_{j=1}^2 N^{(j)}_R[\omega] n + \sum_{j=0}^2 R^{(j)}[\omega] n + N^{(3)}[\omega] n \right) dt, \quad t \in [0, T], n \in \mathbb{Z}^d,
\]

where \( R^{(0)}[\omega] := R[\omega] \) and

\[
N^{(2)}_R[\omega] n := - \sum_{T \in \mathcal{T}(2)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it(\phi^1 + \phi^2)}}{i\phi^1} m_1 m_2 \prod_{a \in T} \omega_n(a),
\]

\[
N^{(2)}_0[\omega] n := - \sum_{T \in \mathcal{T}(2)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it(\phi^1 + \phi^2)}}{i\phi^1(\phi^1 + \phi^2)} m_1 m_2 \prod_{a \in T} \omega_n(a),
\]

\[
R^{(2)}[\omega] := \sum_{T \in \mathcal{T}(2)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it(\phi^1 + \phi^2)}}{i\phi^1(\phi^1 + \phi^2)} m_1 m_2 \prod_{a \in T} \omega_n(a),
\]

\[
N^{(3)}[\omega] := \sum_{T \in \mathcal{T}(3)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it(\phi^1 + \phi^2 + \phi^3)}}{i\phi^1(\phi^1 + \phi^2)} m_1 m_2 m_3 \prod_{a \in T} \omega_n(a).
\]

Similarly, after the \((J - 1)\)-th NFR, we get the equation of the \( J \)-th generation as

\[
\omega_n(t) = \sum_{j=1}^{J-1} N^{(j)}_0[\omega] n_0(t) + \int_0^t \left( \sum_{j=1}^{J-1} N^{(j)}_R[\omega] n + \sum_{j=0}^{J-1} R^{(j)}[\omega] n + N^{(J)}[\omega] n \right) dt, \quad t \in [0, T], n \in \mathbb{Z}^d,
\]

where

\[
N^{(j)}_R[\omega] n := (-1)^{j-1} \sum_{T \in \mathcal{T}(j)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it\phi^j}}{i^{j-1} \phi^j} \prod_{k=1}^j \prod_{a \in T} \omega_n(a),
\]

\[
N^{(j)}_0[\omega] n := (-1)^{j-1} \sum_{T \in \mathcal{T}(j)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it\phi^j}}{i^{j-1} \phi^j} \prod_{k=1}^j \prod_{a \in T} \omega_n(a),
\]

\[
R^{(j)}[\omega] n := (-1)^j \sum_{T \in \mathcal{T}(j)} \sum_{n \in \mathcal{M}_n(T)} \frac{e^{it\phi^j}}{i^{j-1} \phi^j} \prod_{k=1}^j \prod_{a \in T} \omega_n(a),
\]

\[
\sum_{j=0}^{J-1} R^{(j)}[\omega] n + N^{(J)}[\omega] n \right) dt, \quad t \in [0, T], n \in \mathbb{Z}^d,
\]
\[ \mathcal{N}^{(J)}[\omega]_n := (-1)^{J-1} \sum_{\mathcal{T} \in \Sigma(J)} \sum_{n \in \mathcal{M}(\mathcal{T})} \varepsilon_i \tilde{\omega}^j \left( \prod_{k=1}^J m_k \right) \prod_{a \in \mathcal{T}_a} \omega_{a_n}, \]

and we have introduced the notation \( \tilde{\omega}^k := \phi^1 + \phi^2 + \cdots + \phi^k \),

\[ \Phi^J_R := \{(\phi^k)^j_i \in \mathbb{R}^j | \tilde{\omega}^k | : \text{large for } 1 \leq k \leq j - 1, \text{ and } |\tilde{\omega}^j| : \text{small}\}, \]

\[ \Phi^J_{NR} := \{(\phi^k)^j_i \in \mathbb{R}^j | \tilde{\omega}^k | : \text{large for } 1 \leq k \leq j\}. \]

Observe that \( \mathcal{N}^{(J)}[\omega]_n \) has been obtained by replacing one of \( \omega_{a_n} \) in \( \mathcal{N}_0^{(J-1)}[\omega]_n \) with \( -\mathcal{N}^{(1)}[\omega]_n \)

and rearranging the series; each three \( \mathcal{T} \in \Sigma(J - 1) \) in the expression of \( \mathcal{N}_0^{(J-1)}[\omega]_n \) gives exactly \( \#\mathcal{T}_\infty \) trees of \( \Sigma(J) \) in \( \mathcal{N}^{(J)}[\omega]_n \) by developing each of the leaves into the \( J \)-th node and its \( p \) children.

The precise definition of \( \Phi^J_R \) and \( \Phi^J_{NR} \) will be given in the proof of Proposition 2.3 below: it depends on the size of solutions and also on which of \([A]\) and \([B]\) we assume in the theorem.

Finally, every formal calculation in deriving (2.7) can be justified for a general solution \( \omega \in C_T \ell^2_p \) of (1.1) in a similar manner to the case (2.6) in Theorem 1.1, based on the fact that \( \omega_n(\cdot) \in C^1([0,T]) \) for each \( n \), and that the series in \( \mathcal{N}^J_R[\omega]_n \), \( \mathcal{N}^J_0[\omega]_n \), \( \mathcal{R}^J[\omega]_n \), \( \mathcal{N}^J[\omega]_n \) are absolutely convergent (and bounded in \( t \)), which will also be shown in Proposition 2.3 below.

### 2.3. Proof of the main theorem.

Now, we are interested in the situation where the infimum of the regularity \( s \) for which \( \mathcal{N}^{(J)}[\omega] \) has a closed \( \ell^2_p \) estimate is not improved as generation \( j \) proceeds. For instance, in the case of the one-dimensional cubic Schrödinger equation treated in [14], \( \mathcal{N}^{(J)}[\omega] \) always requires \( s > \frac{1}{2} \) for closed \( \ell^2_p \) estimates, while all the other terms can be controlled for \( s \geq 0 \). At first glance there seems no hope to obtain any a priori estimate on the solutions for lower regularities by the NFR method.

The idea in [14] to overcome this difficulty is that one can eliminate the bad term \( \mathcal{N}^{(J)}[\omega] \) by repeating NFR infinitely many times. Specifically, \( \mathcal{N}^{(J)}[\omega] \) cannot be estimated in \( \ell^2_p \) but can be controlled and shown to vanish in a “weaker” topology \( X^{[12]} \). To make it rigorous, we deduce the following nonlinear estimates from the fundamental \( p \)-linear estimates assumed in Theorem 1.1.

**Proposition 2.3.** Let \( s \in \mathbb{R} \) and assume the hypotheses in Theorem 1.1. Define \( \delta := \frac{s - s_1}{s_2 - s_1} > 0 \) if we assume \([B]\) in Theorem 1.1.

Then, for any \( J \in \mathbb{N} \) and \( \omega \in \ell^2_p \), the series in \( \mathcal{N}^J_R[\omega]_n \), \( \mathcal{N}^J_0[\omega]_n \), \( \mathcal{R}^J[\omega]_n \), \( \mathcal{N}^J[\omega]_n \) converge absolutely for each \( n \in \mathbb{Z}^d \). Moreover, for any \( M \geq 1 \), (with \( \Phi^J_R \) and \( \Phi^J_{NR} \) suitably defined depending on \( M \)) we have

\[ \|\mathcal{N}^J_R[\omega] - \mathcal{N}^J_R[\tilde{\omega}]\|_{\ell^2_p} \leq CM^{\delta} \left( \|\omega\|_{\ell^2_p} + \|\tilde{\omega}\|_{\ell^2_p} \right)^{p-1} \|\omega - \tilde{\omega}\|_{\ell^2_p}, \]

\[ \|\mathcal{N}^J_0[\omega] - \mathcal{N}^J_0[\tilde{\omega}]\|_{\ell^2_p} \leq C \left( CM^{\delta} \left( \|\omega\|_{\ell^2_p} + \|\tilde{\omega}\|_{\ell^2_p} \right)^{p-1} \right)^J \|\omega - \tilde{\omega}\|_{\ell^2_p}, \]

\[ \|\mathcal{R}^J[\omega] - \mathcal{R}^J[\tilde{\omega}]\|_{\ell^2_p} \leq C \left( CM^{\delta} \left( \|\omega\|_{\ell^2_p} + \|\tilde{\omega}\|_{\ell^2_p} \right)^{p-1} \right)^J \|\omega - \tilde{\omega}\|_{\ell^2_p}, \]

\[ \|\mathcal{N}^J[\omega] - \mathcal{N}^J[\tilde{\omega}]\|_X \leq C \left( \|\omega\|_{\ell^2_p} + \|\tilde{\omega}\|_{\ell^2_p} \right)^{p-1} \|\omega - \tilde{\omega}\|_{\ell^2_p} \]

for any \( \omega, \tilde{\omega} \in \ell^2_p \), where \( C, C' (\cdot, \cdot) > 0 \) are independent of \( J \) and \( M \).

\[ ^{14} \text{This strategy was not explicitly written in the original work [14], though the required multilinear estimates in a weaker norm were given there, which hinted such handling of the bad term. It was then made rigorous in subsequent works [22] [10] [35] [29].} \]
Proof of Theorem 1.1 assuming Proposition 2.3. Let \( \omega, \tilde{\omega} \in C_T \ell^2_s \) be two solutions of (1.1). It follows from Proposition 2.3 that for any \( \eta \in (0, 1) \) there exist \( M \geq 1 \) and \( T' \in (0, T] \) depending on \( \eta, \delta \), and the \( C_T \ell^2_s \) norm of \( \omega \) and \( \tilde{\omega} \), such that we have

\[
\sup_{t \in [0, T']} \left( \| N_0^{(J)} [\omega](t) - N_0^{(J)} [\tilde{\omega}](t) \|_{\ell^2_s} + \| \int_0^t \left[ N_R^{(J)} [\omega] - N_R^{(J)} [\tilde{\omega}] \right] \|_{\ell^2_s} \right)
\]

\[
+ \| \int_0^t \left[ R^{(J-1)} [\omega] - R^{(J-1)} [\tilde{\omega}] \right] \|_{\ell^2_s} + \| \int_0^t \left[ N^{(J)} [\omega] - N^{(J)} [\tilde{\omega}] \right] \|_X \right) \leq C \eta^j \| \omega - \tilde{\omega} \|_{C_{T'} \ell^2_s}
\]  

for any \( J \geq 1 \). Then, we can take the limit \( J \to \infty \) in the hierarchy, where the sums in \( j \) for \( N_0^{(J)} [\omega], N_R^{(J)} [\omega], R^{(J)} [\omega] \) all converge absolutely in \( \ell^2_s \) and the bad term \( \int_0^T N^{(J)} [\omega] \) vanishes in the \( X \) norm. As a result, we get the limit equation:

\[
\omega_n \bigg|_t^l = \sum_{j=1}^\infty \omega_0^{(J)} [\omega]_n \bigg|_0^l + \int_0^t \left( \sum_{j=1}^\infty N_R^{(J)} [\omega]_n \right) + \sum_{j=1}^\infty R^{(J-1)} [\omega]_n, \quad t \in [0, T'), \ n \in \mathbb{Z}^d. \tag{2.9}
\]

By (2.9) and (2.8), we can easily show that if the two solutions share the same initial datum, then

\[
\| \omega - \tilde{\omega} \|_{C_{T'} \ell^2_s} \leq C \sum_{j=1}^\infty \eta^j,
\]

which implies that \( \omega(t) \equiv \tilde{\omega}(t) \) for \( t \in [0, T'] \). Repeating this argument, we have the coincidence on the whole interval where both of two solutions are defined. This completes the proof of Theorem 1.1. 

2.4. Proof of multilinear estimates. All we have to do is to prove Proposition 2.3.

We want to establish the \([(p-1)J+1]-linear estimates for all \( J \). One may expect that these estimates follow from \( J \) times iteration of the \( p \)-linear estimates for terms in the equation of the first generation, such as

\[
\| \sum_{|\phi|: \text{small}} m |\omega_n^{(1)} \cdots \omega_n^{(p)}| \|_{\ell^2_s} + \| \sum_{|\phi|: \text{large}} m |\omega_n^{(1)} \cdots \omega_n^{(p)}| \|_{\ell^2_s} \leq C \prod_{j=1}^p \| \omega^{(J)} \|_{\ell^2_s}.
\]

However, such reduction seems impossible. The reason is that the structure of resonance gets more complicated as the generation proceeds; namely, the phase function in the equation of the \( J \)-th generation is not \( \phi^J \) but \( \tilde{\phi}^J = \phi^1 + \phi^2 + \cdots + \phi^J \), in which all variables \( \eta_n \) appearing before are involved. Therefore, to get nonlinear estimates for every generation by an induction on \( J \), we have to prepare fundamental \( p \)-linear estimates which are stronger than just required for the first generation as above. Actually, the sets of \( p \)-linear estimates assumed in Theorem 1.1 are examples of such fundamental estimates, as we see below.

Proof of Proposition 2.3 Case [A]. We begin with giving a precise definition of the resonant/non-resonant decomposition. Let \( M \geq 1 \). We define the sets \( \Phi^1_R, \Phi^1_{NR} \) as

\[
\Phi^1_R := \{ \phi^1 | |\phi^1| \leq 16M \}, \quad \Phi^1_{NR} := \{ \phi^1 | |\phi^1| > 16M \},
\]

\[
\Phi^j_R := \{ (\phi^j)_{j=1}^J | |\phi^j| > 16M, |\tilde{\phi}^j| > 16|\tilde{\phi}^{j-1}| \quad (2 \leq j \leq J - 1), |\tilde{\phi}^j| \leq 16|\tilde{\phi}^{j-1}| \},
\]

\[
\Phi_{NR} := \{ (\phi^j)_{j=1}^J | |\phi^j| > 16M, |\tilde{\phi}^j| > 16|\tilde{\phi}^{j-1}| \quad (2 \leq j \leq J) \quad (J \geq 2) \}.
\]

It is easily verified that

\[
|\tilde{\phi}^j| > 16|\tilde{\phi}^{j-1}| \quad \Rightarrow \quad |\tilde{\phi}^j| \sim |\phi^j|,
\]
\[ |\tilde{\phi}^j| \leq 16|\tilde{\phi}^{j-1}| \quad \Longrightarrow \quad |\phi^j| \lesssim |\tilde{\phi}^{j-1}|, \]

which implies that for \( \phi^1 \in \Phi^1_R \)

\[ 1 \gtrsim M^{-1/2}\langle \phi^1 \rangle^{1/2}, \]

for \( (\phi^j)^J_{j=1} \in \Phi^j_R \) \((J \geq 2)\)

\[ \prod_{j=1}^{J-1} |\tilde{\phi}^j| \gtrsim \prod_{j=1}^{J-2} |\tilde{\phi}^j|^{1/2}, \]

\[ \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} \geq 16\sum_{j=1}^{J-2} j/2 M^{(J-2)/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} \]

\[ = 2^{(J-1)(J-2)} M^{(J-2)/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2}, \]

and for \( (\phi^j)^J_{j=1} \in \Phi^j_{NR} \)

\[ \prod_{j=1}^{J} |\tilde{\phi}^j| \sim \prod_{j=1}^{J} |\tilde{\phi}^j|^{1/2} \quad \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} \geq 16\sum_{j=1}^{J-2} j/2 M^{J/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} = 2^{J(J+1)} M^{J/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2}, \]

\[ \prod_{j=1}^{J} |\tilde{\phi}^j| \sim \prod_{j=1}^{J} |\tilde{\phi}^j|^{1/2} \quad \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} \geq 16\sum_{j=1}^{J-2} j/2 M^{J/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2} = 2^{J(J+1)} M^{J/2} \prod_{j=1}^{J} \langle \phi^j \rangle^{1/2}. \]

These inequalities then yield that

\[ |N^{(J)}_R[\omega]| \lesssim 2^{-J+1} M^{1-J/2} \sum_{T \in \tilde{T}(J)} \sum_{n \in \tilde{n}(T)} \prod_{j=1}^{J} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} \prod_{a \in T_\infty} \omega_{n_a}, \]

\[ |N^{(J)}_0[\omega]| \lesssim 2^{-J+1} M^{1-J/2} \sum_{T \in \tilde{T}(J)} \sum_{n \in \tilde{n}(T)} \prod_{j=1}^{J} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} \prod_{a \in T_\infty} \omega_{n_a}, \]

\[ |R^{(J)}[\omega]| \lesssim 2^{-J+1} M^{1-J/2} \sum_{T \in \tilde{T}(J)} \sum_{a \in T_\infty} \sum_{n \in \tilde{n}(T)} \prod_{j=1}^{J} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} |R[\omega]|_{n_a} \prod_{b \in T_\infty} \omega_{n_b}, \]

\[ |N^{(J+1)}[\omega]| \lesssim 4^{-J+1} M^{-J/2} \sum_{T \in \tilde{T}(J)} \sum_{a \in T_\infty} \sum_{n \in \tilde{n}(T)} \prod_{j=1}^{J} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} |N^{(1)}[\omega]|_{n_a} \prod_{b \neq a} \omega_{n_b}. \]

Now that there are only \( \phi^j \) and no \( \tilde{\phi}^j \) appearing in these expressions, we can iterate the \( p \)-linear estimates to obtain \( [(p-1)J+1]-\text{linear estimates} \) for every \( J \). To be more precise, we recall how these terms have been obtained from the terms in the equation of the preceding generation: For each \( T \in \tilde{T}(J) \) there exist a tree \( T' \in \tilde{T}(J-1) \) and \( a_s \in T_\infty \) such that \( T \) is obtained from \( T' \) by developing the leaf \( a_s \) into the \( J \)-th node and its \( p \) children (denoted by \( a^1_s, \ldots, a^p_s \)), which originates from the substitution of a \( p \)-linear form \( N^{(1)}[\omega]_{n_a} \) for \( \omega_{n_a} \). Noticing this process, we see that

\[ \sum_{n \in \tilde{n}(T)} \prod_{j=1}^{J} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} \prod_{a \in T_\infty} \omega_{n_a} \]

\[ = \sum_{n \in \tilde{n}(T')} \prod_{j=1}^{J-1} \frac{|m_j|}{\langle \phi^j \rangle^{1/2}} \prod_{a \in T_\infty} \omega_{n_a} \cdot \sum_{n_a = n_{a_1} + \ldots + n_{a_p}} \frac{|m(n_{a_1}, n_{a_2}, \ldots, n_{a_p})|}{\langle \phi(n_{a_1}, n_{a_2}, \ldots, n_{a_p}) \rangle} \prod_{l=1}^{p} \omega_{n_{a_l}}. \]
Hence, by an induction on $J$ we can easily deduce the following statement from the assumptions (A1), (A2): There exists $C > 0$ such that for any $J \in \mathbb{N}$, we have

\begin{equation}
\| \sum_{n \in \mathcal{N}_n(T)} \prod_{j=1}^J |m_j| \prod_{a \in T_a} |\omega_n^{(a)}| \|_{\ell_2^J} \leq C^J \prod_{a \in T_\infty} \|\omega_n^{(a)}\|_{\ell_2^J},
\end{equation}

for any $T \in \mathcal{T}(J)$. From (2.10) we have

\begin{align*}
\| \mathcal{N}_R^{(J)}[\omega] - \mathcal{N}_R^{(J)}[\tilde{\omega}] \|_{\ell_2^J} &\lesssim (p - 1) J + 1) 2^{-(J-1)(J-2)} \# \mathcal{T}(J) M \left[ C M^{-1/2} \left( \|\omega\|_{\ell_2^J} + \|\tilde{\omega}\|_{\ell_2^J} \right)^{p-1} \right] \|\omega - \tilde{\omega}\|_{\ell_2^J}, \\
\| \mathcal{N}_0^{(J)}[\omega] - \mathcal{N}_0^{(J)}[\tilde{\omega}] \|_{\ell_2^J} &\lesssim (p - 1) J + 1) 2^{-(J-1)(J-2)} \# \mathcal{T}(J) M \left[ C M^{-1/2} \left( \|\omega\|_{\ell_2^J} + \|\tilde{\omega}\|_{\ell_2^J} \right)^{p-1} \right] \|\omega - \tilde{\omega}\|_{\ell_2^J},
\end{align*}

while combining (2.10) with the assumption (R) implies

\begin{equation}
\| \mathcal{R}^{(J)}[\omega] - \mathcal{R}^{(J)}[\tilde{\omega}] \|_{\ell_2^J} \lesssim (p - 1) J + 1) 2^{-J(J+1)} \# \mathcal{T}(J) \times \left[ C M^{-1/2} \left( \|\omega\|_{\ell_2^J} + \|\tilde{\omega}\|_{\ell_2^J} \right)^{p-1} \right] \|\omega - \tilde{\omega}\|_{\ell_2^J},
\end{equation}

and from (2.11) with (A3) that

\begin{equation}
\| \mathcal{N}^{(J+1)}[\omega] - \mathcal{N}^{(J+1)}[\tilde{\omega}] \|_{X} \lesssim (pJ + 1) ((p - 1) J + 1) 4^{-\delta(J+1)} \# \mathcal{T}(J) \times \left[ C M^{-1/2} \left( \|\omega\|_{\ell_2^J} + \|\tilde{\omega}\|_{\ell_2^J} \right)^{p-1} \right] \|\omega - \tilde{\omega}\|_{\ell_2^J},
\end{equation}

where $C, C' > 0$ and the implicit constants are independent of $J$ and $M$.

Note that $(p - 1) J + 1) 2^{-J(J+1)-(J-2)} \# \mathcal{T}(J), (pJ + 1) ((p - 1) J + 1) 4^{-\delta(J+1)} \# \mathcal{T}(J)$ are bounded in $J$. Therefore, we obtain the desired estimates.

\begin{proof}[Proof of Proposition 2.3] In Case [B]. In this case, we set

\begin{align*}
\Phi_{R}^{(j)} := \{ (\phi_j)^{(j)}_{j=1} \mid |\tilde{\phi}_j| > 2^J M (1 \leq j \leq J - 1), |\tilde{\phi}_j| \leq 2^J M \}, \\
\Phi_{NR}^{(j)} := \{ (\phi_j)^{(j)}_{j=1} \mid |\tilde{\phi}_j| > 2^J M (1 \leq j \leq J) \}
\end{align*}

for $M \geq 1$. For given $\mu = (\mu_j)_{j=1}^J \in \mathbb{Z}^J$, we have

\begin{align*}
(\phi_j)^{(j)}_{j=1} \in \Phi_{R}^{(j)} \cap (\mu + [0, 1)^J) \implies \prod_{j=1}^{J-1} |\tilde{\phi}_j| \geq \prod_{j=1}^{J-1} \max\{ |\tilde{\mu}_j| - j, 2^J M \}, \\
(\phi_j)^{(j)}_{j=1} \in \Phi_{NR}^{(j)} \cap (\mu + [0, 1)^J) \implies \prod_{j=1}^{J} |\tilde{\phi}_j| \geq \prod_{j=1}^{J} \max\{ |\tilde{\mu}_j| - j, 2^J M \},
\end{align*}

where $\tilde{\mu}_j := \mu_1 + \cdots + \mu_j$. Hence, we may consider estimating terms of the form

\begin{equation}
T(f; (\omega^{(a)})_{a \in T_\infty}) := \sum_{\mu \in \mathbb{Z}^J} f(\mu) \sum_{n \in \mathcal{N}_n(T)} \prod_{j=1}^J |m_j| \prod_{a \in T_\infty} \omega_n^{(a)}
\end{equation}
for \( T \in \mathcal{T}(J) \) and an appropriate \( f : \mathbb{Z}^J \to \mathbb{R} \). In fact, the function \( f \) will be taken as one of
\[
f_R(\mu) = \frac{\chi_{|\mu| \leq 2^J + J + 1}}{\prod_{j=1}^{J-1} \max\{|\mu_j| - j, 2^j M\}}, \quad f_{NR}(\mu) = \frac{1}{\prod_{j=1}^{J} \max\{|\mu_j| - j, 2^j M\}}.
\]

Again, (for each fixed \( \mu \)) the series in \( n \) has such a form that an induction on \( J \) can be applied.

Note that the above functions \( f_R, f_{NR} \) do not belong to \( L^1(\mathbb{Z}^J) \), but are in \( L^p(\mathbb{Z}^J) \) for any \( p > 1 \) and
\[
\|f_R\|_{L^p(\mathbb{Z}^J)} \lesssim 2^{J+1} M : [2^{J(J+1) + M - J}]^{1 - \frac{1}{p}}, \quad \|f_{NR}\|_{L^p(\mathbb{Z}^J)} \lesssim [2^{(J+1) + M - J}]^{1 - \frac{1}{p}}.
\]

For the moment, we consider general functions \( f : \mathbb{Z}^J \to \mathbb{R} \). Iterating (B1) or (B1)’ \( J \) times (as we did in Case \([A]\) above), we have the estimates
\[
\sup_{\mu \in \mathbb{Z}^J} \bigg\| \sum_{n \in \mathcal{N}_n(T)} \prod_{j=1}^{J} |m_j\| \prod_{a \in \mathcal{T}_a} |\omega_n^{(a)}\| \bigg\|_{\ell_2^1} \leq C \prod_{a \in \mathcal{T}_a} \|\omega^{(a)}\|_{\ell_2^1}, \tag{2.12}
\]

and hence,
\[
\|T(f; (\omega^{(a)})_{a \in \mathcal{T}_a})\|_{\ell_2^1} \leq \|f\|_{L^1(\mathbb{Z}^J)} C \prod_{a \in \mathcal{T}_a} \|\omega^{(a)}\|_{\ell_2^1},
\]
\[
\|T(f; (\omega^{(a)})_{a \in \mathcal{T}_a})\|_{\ell_2^2} \leq \|f\|_{L^{\infty}(\mathbb{Z}^J)} C \prod_{a \in \mathcal{T}_a} \|\omega^{(a)}\|_{\ell_2^2}.
\]

By multilinear interpolation, we obtain
\[
\|T(f; (\omega^{(a)})_{a \in \mathcal{T}_a})\|_{\ell_2^p} \leq \|f\|_{L^p(\mathbb{Z}^J)} C \prod_{a \in \mathcal{T}_a} \|\omega^{(a)}\|_{\ell_2^p}, \tag{2.13}
\]

where \( p \in (1, \infty) \) satisfies \( s = \frac{1}{p}s_1 + (1 - \frac{1}{p}) s_2 \) and \( 1 - \frac{1}{p} = \frac{s - s_1}{s_2 - s_1} = \delta \). Now, taking \( f = f_R \) and \( f_{NR} \), we have
\[
\|\mathcal{N}_{R,\delta}(\omega)\|_{\ell_2} \leq CM^{-1} \mathcal{N}_{R,\delta}(\mathbb{Y}^J) [\mathcal{N}_J^{(J)} \|\omega\|_{\ell_2^1}]^{|J|} \|\omega\|_{\ell_2^p},
\]
\[
\|\mathcal{N}_{0,\delta}(\omega)\|_{\ell_2} \leq CM^{-1} \mathcal{N}_{0,\delta}(\mathbb{Y}^J) [\mathcal{N}_J^{(J+1)} \|\omega\|_{\ell_2^1}]^{|J|} \|\omega\|_{\ell_2^p},
\]
which implies the desired estimates for \( \mathcal{N}_{R,\delta}(\omega) \) and \( \mathcal{N}_0^{(J)}(\omega) \) when \( \tilde{\omega} = 0 \). The same argument applies to the difference estimates. The estimate of \( \mathcal{R}(\omega) \) follows from that of \( \mathcal{N}_0^{(J)}(\omega) \) and (R). Finally, \( \mathcal{N}_J^{(J+1)}(\omega) \) can be estimated in \( X \) by using (B2) and (B2)’ instead, together with (B3).

\[ \square \]

\textbf{Remark 2.4.} Clearly, the above argument for \([B]\) is still valid if the spaces \( \ell_2^1, \ell_2^s, \) and \( \ell_2^2 \) in the assumption \([B]\) are generalized to \( Y, Y_1, \) and \( Y_2, \) Banach spaces with the property (1.2), such that \( Y \) is obtained by complex interpolation between \( Y_1 \) and \( Y_2 \).

If \( Y \) is a Banach space satisfying (1.2) and \( Y_1, Y_2 \) are defined by the norms \( \|n\|_{Y_1} \) and \( \|n\|_{Y_2} \) for some \( \nu_1, \nu_2 > 0 \), we can deduce the estimate corresponding to (2.13) (with a larger constant \( C \)) from those corresponding to (2.12) by a direct calculation without using multilinear interpolation. To see this, we first observe that the property (1.2) of the \( Y \) norm implies
\[
\|\omega^{1-\delta}|\tilde{\omega}|^\delta\|_Y \leq \|\omega^{1-\delta}|\tilde{\omega}|^\delta\chi\|_{\|\omega_n\|_Y \leq \|\tilde{\omega}_n\|_Y} \|Y\| + \|\omega^{1-\delta}|\tilde{\omega}|^\delta\chi\|_{\|\tilde{\omega}_n\|_Y \geq \|\omega_n\|_Y} \|Y\|
\]
Therefore, assuming the estimates corresponding to (2.12), we obtain

\[ 2.5. \]

**Comments on the case of a system and multiple nonlinear terms.** It is straightforward to adapt the proof of Theorem 1.1 presented above to the case of a system and multiple principal nonlinear terms.

As an example, let us consider the following system of two equations:

\[
\begin{align*}
\partial_t \tilde{\omega}_n &= \sum_{i=1}^{I_1} \left[ \sum_{n=n_1+\ldots+n_{p_{1,i}+q_{1,i}}} e^{it\phi_{1,i}} m_{1,i} \omega_{n_1} \cdots \omega_{n_{p_{1,i}+1}} \Omega_{n_{p_{1,i}+1}} \cdots \Omega_{n_{p_{1,i}+q_{1,i}}} \right] + R_1[\omega, \Omega]_n, \\
\partial_t \Omega_n &= \sum_{i=1}^{I_2} \left[ \sum_{n=n_1+\ldots+n_{p_{2,i}+q_{2,i}}} e^{it\phi_{2,i}} m_{2,i} \omega_{n_1} \cdots \omega_{n_{p_{2,i}+1}} \Omega_{n_{p_{2,i}+1}} \cdots \Omega_{n_{p_{2,i}+q_{2,i}}} \right] + R_2[\omega, \Omega]_n,
\end{align*}
\]

where \( I_1, I_2 \) are the numbers of nonlinear terms in the equations; non-negative integers \( p_{*,i} \) and \( q_{*,i} \) denote the degree of each term in \( \omega \) and \( \Omega \) satisfying \( P_{*,i} := p_{*,i} + q_{*,i} \geq 2 \); \( \phi_{*,i} = \phi_{*,i}(n_1, n_1, \ldots, n_{p_{*,i}+q_{*,i}}) \in \mathbb{R} \) and \( m_{*,i} = m_{*,i}(n_1, n_1, \ldots, n_{p_{*,i}+q_{*,i}}) \in \mathbb{C} \) are the phase and multiplier parts of each term; \( R_1[\omega, \Omega] \) is the remainder part of each equation. We set \( I := \max \{ I_1, I_2 \} \) and \( P := \max_{*,i} P_{*,i} \), which is the highest degree of (the principal part of) the nonlinearity.

Then, the fundamental multilinear estimates for unconditional uniqueness of solutions \((\omega, \Omega)\) in \( C_T(\ell^2_s \times \ell^2_r) \) are stated as follows:

\[
\begin{align*}
&\| R_1[\omega, \Omega] \|_{C_T \ell^2_s} + \| R_2[\omega, \Omega] \|_{C_T \ell^2_s} \leq C(\| \omega \|_{C_T \ell^2_s}, \| \Omega \|_{C_T \ell^2_s}), \\
&\| R_1[\omega, \Omega] - R_1[\tilde{\omega}, \tilde{\Omega}] \|_{C_T \ell^2_s} + \| R_2[\omega, \Omega] - R_2[\tilde{\omega}, \tilde{\Omega}] \|_{C_T \ell^2_s} \\
&\leq C(\| \omega - \tilde{\omega} \|_{C_T \ell^2_s}, \| \Omega - \tilde{\Omega} \|_{C_T \ell^2_s})(\| \omega \|_{C_T \ell^2_s} + \| \Omega \|_{C_T \ell^2_s})
\end{align*}
\]
instead of \((R)\),
\[
\| \sum_{n=1+\ldots+n_{1,i}} |m_{1,i}|/2 \prod_{j=1}^{p_{1,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{1,i}} \Omega_{n_{1,i}+k}^{(l)} \|_{\ell^{2}_{2}} \lesssim \prod_{j=1}^{p_{1,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{1,i}} \| \Omega^{(k)} \|_{\ell^{2}_{2}} \quad (1 \leq i \leq I_{1}),
\]
\[
\| \sum_{n=1+\ldots+n_{2,i}} |m_{2,i}|/2 \prod_{j=1}^{p_{2,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{2,i}} \Omega_{n_{2,i}+k}^{(l)} \|_{\ell^{2}_{2}} \lesssim \prod_{j=1}^{p_{2,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{2,i}} \| \Omega^{(k)} \|_{\ell^{2}_{2}} \quad (1 \leq i \leq I_{2})
\]
instead of \((A1)\),
\[
\| \sum_{n=1+\ldots+n_{1,i}} |m_{1,i}|/2 \prod_{j=1}^{p_{1,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{1,i}} \Omega_{n_{1,i}+k}^{(l)} \|_{X_{1}} \lesssim \min \left\{ \min_{1 \leq j \leq n_{1,i}} \| \omega^{(j)} \|_{X_{1}} \prod_{l=1}^{p_{1,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{1,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}}, \min_{1 \leq k \leq n_{1,i}} \| \Omega^{(k)} \|_{X_{2}} \prod_{l=1}^{p_{1,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{1,i}} \| \omega^{(k)} \|_{\ell^{2}_{2}} \right\} \quad (1 \leq i \leq I_{1}),
\]
\[
\| \sum_{n=1+\ldots+n_{2,i}} |m_{2,i}|/2 \prod_{j=1}^{p_{2,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{2,i}} \Omega_{n_{2,i}+k}^{(l)} \|_{X_{2}} \lesssim \min \left\{ \min_{1 \leq j \leq n_{2,i}} \| \omega^{(j)} \|_{X_{1}} \prod_{l=1}^{p_{2,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{2,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}}, \min_{1 \leq k \leq n_{2,i}} \| \Omega^{(k)} \|_{X_{2}} \prod_{l=1}^{p_{2,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{2,i}} \| \omega^{(k)} \|_{\ell^{2}_{2}} \right\} \quad (1 \leq i \leq I_{2})
\]
(for suitable Banach spaces \(X_{1}\), \(X_{2}\) and some \(\delta\)) instead of \((A2)\), and
\[
\| \sum_{n=1+\ldots+n_{1,i}} \prod_{j=1}^{p_{1,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{1,i}} \Omega_{n_{1,i}+k}^{(l)} \|_{X_{1}} \lesssim \prod_{j=1}^{p_{1,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{1,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}} \quad (1 \leq i \leq I_{1}),
\]
\[
\| \sum_{n=1+\ldots+n_{2,i}} \prod_{j=1}^{p_{2,i}} \omega_{j}^{(l)} \prod_{k=1}^{q_{2,i}} \Omega_{n_{2,i}+k}^{(l)} \|_{X_{2}} \lesssim \prod_{j=1}^{p_{2,i}} \| \omega^{(l)} \|_{\ell^{2}_{2}} \prod_{k=1}^{q_{2,i}} \| \Omega^{(l)} \|_{\ell^{2}_{2}} \quad (1 \leq i \leq I_{2})
\]
instead of \((A3)\). The estimates \((B1)-(B2)'\) are extended similarly; we omit here to write them down explicitly.

In what follows, we focus on the case \([A]\) as an example. For the proof of uniqueness, we first modify the notation of ordered tree: For a partially ordered set \(T\), denote the subset of all maximal elements by \(T_{\infty}\) (i.e., \(a \in T_{\infty}\) means there is no \(b \in T \setminus \{a\}\) satisfying \(a \preceq b\), and \(T_{0} := T \setminus T_{\infty}\). An element of \(T_{0}\) or \(T_{\infty}\) will be called a node or a leaf. Consider the triplet \((T, \iota, \kappa)\) of a finite partially ordered set \(T\), a map \(\iota : T \to \{1, 2\}\), and a map \(\kappa : T_{0} \to \{1, 2, \ldots, l\}\). Then, \(\Sigma_{1}(J)\) [resp. \(\Sigma_{2}(J)\)] is defined as the set of all \((T, \iota, \kappa)\) satisfying the following properties:

(i) \(T\) has the least element \(r\) called the root.

(ii) For each \(a \in T \setminus \{r\}\), there exists a unique element \(b \in T\) called the parent of \(a\) such that \(b \neq a\), \(b \preceq a\), and that \(b \preceq c \preceq a\) implies \(c = a\) or \(c = b\). We say \(a\) is a child of \(b\) if \(b\) is the parent of \(a\). Note that \(a \in T\) has a child if and only if \(a \in T_{0}\).

(iii) \(#T_{0} = J\), and these nodes are numbered from 1 to \(J\) so that \(a^{j_{1}} \preceq a^{j_{2}}\) implies \(j_{1} \preceq j_{2}\), where we write the \(j\)-th node of \(T\) as \(a^{j}\).

(iv) For each \(a \in T_{0}\), \(\kappa(a) \in \{1, 2, \ldots, I(a)\}\) and \(a\) has exactly \(P_{\iota(a), \kappa(a)}\) children, denoted by \(a^{1}, \ldots, a^{P_{\iota(a), \kappa(a)}}\).

(v) The map \(\iota\) satisfies that

- \(\iota(r) = 1\) [resp. \(\iota(r) = 2\)], and
Hence, for each \((\mathcal{T}, \iota, \kappa)\) we can create several ordered trees of the next generation by developing one of its leaves into the new node and its children. By the property (iv), for each choice of a leaf \(a \in \mathcal{T}_0\) there are \(I_{(a)}\) choices for the value of \(\kappa\) at the new node \(a\), while the values of \(\iota\) at the \(P_l(a, \kappa(a))\) new children of \(a\) are uniquely determined by the property (v). Hence, for each \((\mathcal{T}, \iota, \kappa) \in \mathfrak{T}_\ast(J)\) the number of generated ordered trees in \(\mathfrak{T}_\ast(J + 1)\) is equal to \(\sum_{a \in \mathcal{T}_0} I_{(a)}\) and bounded by \(((P - 1)J + 1)I\). Conversely, any ordered tree is obtained from a specific ordered tree of the previous generation by this procedure. We therefore see that

\[
\#\mathfrak{T}_\ast(J) \leq \prod_{j=0}^{J-1} \left[ ((P - 1)j + 1)I \right] \leq (P - 1)^J J! \quad (\ast \in \{1, 2\}).
\]

The following notation is also naturally adapted to the present setting:

- Let \(J \in \mathbb{N}, \ast \in \{1, 2\}\) and \((\mathcal{T}, \iota, \kappa) \in \mathfrak{T}_\ast(J)\). We write \(\mathfrak{N}(\mathcal{T}, \iota, \kappa)\) to denote the set of all maps \(n = \{n_a\}_{a \in \mathcal{T}} : \mathcal{T} \to \mathbb{Z}_+^d\) satisfying the following property: For each \(a \in \mathcal{T}_0\), with its children being denoted by \(a_1, a_2, \ldots, a_{P_l(a, \kappa(a))}\), it holds that

\[
n_a = n_{a_1} + n_{a_2} + \cdots + n_{a_{P_l(a, \kappa(a))}}.
\]

For each \(n\), we define \(\mathfrak{N}_n(\mathcal{T}, \iota, \kappa) := \{n \in \mathfrak{N}(\mathcal{T}, \iota, \kappa) \mid n_{\text{root}} = n\}\).

- Given \((\mathcal{T}, \iota, \kappa) \in \mathfrak{T}_\ast(J)\) and \(n \in \mathfrak{N}(\mathcal{T}, \iota, \kappa)\), we write

\[
\phi_j := \phi_{\iota(a), \kappa(a)}(n_{a_1^j}, n_{a_2^j}, \ldots, n_{a_{P_l(a, \kappa(a))}^j}),
\]

\[
m_j := m_{\iota(a), \kappa(a)}(n_{a_1^j}, n_{a_2^j}, \ldots, n_{a_{P_l(a, \kappa(a))}^j})
\]

for \(1 \leq j \leq J\), where \(a_j^1, a_j^2, \ldots, a_j^{P_l(a, \kappa(a))}\) are its children.

With these extended notions, the system can be written as

\[
\partial_t \omega_n = \sum_{(\mathcal{T}, \iota, \kappa) \in \mathfrak{T}_\ast(1)} \left[ \sum_{n \in \mathfrak{N}_n(\mathcal{T}, \iota, \kappa)} e^{i\phi_1} m_1 \prod_{a \in \mathcal{T}_\infty} \omega_{n_a} \prod_{\iota(b)=1} \Omega_{n_b} \right] + \mathcal{R}_1[\omega, \Omega]_n,
\]

\[
\partial_t \Omega_n = \sum_{(\mathcal{T}, \iota, \kappa) \in \mathfrak{T}_\ast(2)} \left[ \sum_{n \in \mathfrak{N}_n(\mathcal{T}, \iota, \kappa)} e^{i\phi_1} m_1 \prod_{a \in \mathcal{T}_\infty} \omega_{n_a} \prod_{\iota(b)=2} \Omega_{n_b} \right] + \mathcal{R}_2[\omega, \Omega]_n.
\]

We now proceed to the iteration of NFR with the same rules for resonant/non-resonant decomposition as before (i.e., we use the same sets \(\Phi^J_R, \Phi^J_{NR} \subset \mathbb{R}^J\)). Then, after the \((J - 1)\)-th NFR, we get the system of the \(J\)-th generation as

\[
\left\{ \begin{array}{l}
\omega_n^t |^t_{t=0} = \sum_{j=1}^{J-1} \mathcal{N}_{1,0}^{(j)}[\omega, \Omega]_n |^t_{t=0} + \int_0^t \left( \sum_{j=1}^{J-1} \mathcal{N}_{1,R}^{(j)}[\omega, \Omega]_n + \sum_{j=0}^{J-1} \mathcal{R}_1^{(j)}[\omega, \Omega]_n + \mathcal{N}_{1}^{(J)}[\omega, \Omega]_n \right), \\
\Omega_n^t |^t_{t=0} = \sum_{j=1}^{J-1} \mathcal{N}_{2,0}^{(j)}[\omega, \Omega]_n |^t_{t=0} + \int_0^t \left( \sum_{j=1}^{J-1} \mathcal{N}_{2,R}^{(j)}[\omega, \Omega]_n + \sum_{j=0}^{J-1} \mathcal{R}_2^{(j)}[\omega, \Omega]_n + \mathcal{N}_{2}^{(J)}[\omega, \Omega]_n \right),
\end{array} \right.
\]
where

\[ N_{*R}^{(J)}[\varrho, \Omega]_n := (-1)^{J-1} \sum_{(T, t, \kappa) \in \mathfrak{T}_4} \sum_{n \in \mathfrak{N}_n(T, t, \kappa)} e^{it\phi_{J}^{(1)}} \prod_{j=1}^{J} m_j \prod_{a \in T_\infty, i(a) = 1} \omega_{n_a} \prod_{b \in T_\infty, i(b) = 2} \Omega_{n_b}, \]

\[ R_{*}^{(J)}[\varrho, \Omega]_n := (-1)^{J} \sum_{(T, t, \kappa) \in \mathfrak{T}_4} \sum_{n \in \mathfrak{N}_n(T, t, \kappa)} e^{it\phi_{J}^{(1)}} \prod_{j=1}^{J} m_j \prod_{a \in T_\infty, i(a) = 1} \omega_{n_a} \prod_{b \in T_\infty, i(b) = 2} \Omega_{n_b}, \]

\[ \times \left\{ \sum_{a \in T_\infty, i(a) = 1} \sum_{a' \in T_\infty, i(a') = 1, a' \neq a} \sum_{b \in T_\infty, i(b) = 2} \sum_{b' \in T_\infty, i(b') = 2, b' \neq b} \Omega_{n_{a'}} \right\}, \]

and so on (with the same notation \( \phi^{(1)} := \phi^{(1)} + \cdots + \phi^{(J)} \)). The required estimate of \( N_{1,R}^{(J)}[\varrho, \Omega] \), for instance, is reduced by the same argument as before to evaluating

\[ \sum_{n \in \mathfrak{N}_n(T, t, \kappa)} \prod_{j=1}^{J} \frac{|m_j|}{\prod_{j=1}^{J} (\phi_j)^{1/2}} \prod_{a \in T_\infty, i(a) = 1} \omega_{n_a} \prod_{b \in T_\infty, i(b) = 2} \Omega_{n_b}, \tag{2.14} \]

in \( \ell_2^J \) for each \((T, t, \kappa) \in \mathfrak{T}_4(J)\). Here, we recall that there are unique tree \((T', t', \kappa') \in \mathfrak{T}_4(J-1)\), \(a^{*} \in T_\infty'\) and \(\kappa(a^{*}) \in \{1, 2, \ldots, I_{t'(a^{*})}\}\) such that \((T, t, \kappa)\) is obtained from \((T', t', \kappa')\) by changing the leaf \(a^{*}\) into the \(J\)-th node, extending the map \(\kappa'\) to \(\kappa\) with the value at \(a^{*}\), adding the \(P_{t'(a^{*}), \kappa(a^{*})}\) children of \(a^{*}\), and extending the map \(t'\) to \(t\) with the values at the children of \(a^{*}\) determined by the property (v). In particular, we have

\[ (2.14) = \sum_{n \in \mathfrak{N}_n(T, t, \kappa)} \prod_{j=1}^{J} \frac{|m_j|}{\prod_{j=1}^{J} (\phi_j)^{1/2}} \prod_{a \in T_\infty, i(a) = 1} \omega_{n_a} \prod_{b \in T_\infty, i(b) = 2} \Omega_{n_b} \]

\[ \times \sum_{n_{a^{*}} = n_{a^{*}_{1}} + \cdots + n_{a^{*}_{p_{1,n(a^{*})}}}} \sum_{\phi_{1,n(a^{*})}} \frac{|m_{1,n(a^{*})}|}{(\phi_{1,n(a^{*})})^{1/2}} \prod_{j=1}^{p_{1,n(a^{*})}} \omega_{n_{a^{*}_{j}}} \prod_{k=1}^{q_{1,n(a^{*})}} \Omega_{n_{a^{*}_{p_{1,n(a^{*)}}+k}}}, \]

if \(t'(a^{*}) = 1\), for instance. In view of this representation, we can verify by the fundamental multilinear estimates and an induction on \(J\) that

\[ \| (2.14) \|_{\ell_2} \leq C^J \prod_{a \in T_\infty, i(a) = 1} \| \omega(a) \|_{\ell_2^J} \prod_{b \in T_\infty, i(b) = 2} \| \Omega(b) \|_{\ell_2^J} \]

for any \(J \in \mathbb{N}\) and \((T, t, \kappa) \in \mathfrak{T}_4(J)\). As a consequence, we obtain

\[ \| N_{1,R}^{(J)}[\varrho, \Omega] \|_{\ell_2^J} \leq \mathcal{M} \left[ C M^{-1/2} \left( \| \varrho \|_{\ell_2^J} + \| \Omega \|_{\ell_2^J} \right) + \left( \| \varrho \|_{\ell_2^J} + \| \Omega \|_{\ell_2^J} \right)^{D-1} \right]^J \left( \| \varrho \|_{\ell_2^J} + \| \Omega \|_{\ell_2^J} \right), \]

and similarly for the estimates on other terms and the corresponding difference estimates.

Once the counterpart of Proposition \ref{2.3} is ready, the rest of the proof of unconditional uniqueness is analogous to the single equation case.
3. Application to the cubic NLS in higher dimension

This and the subsequent three sections will be devoted to providing applications of the abstract framework given in Theorem 1.1 to various problems.

As the first application, let us consider the cubic NLS on $\mathbb{T}^2$:

\[
\begin{cases}
  i\partial_t u + \Delta u = \pm |u|^2 u, & (t, x) \in [0, T] \times \mathbb{T}^2, \\
  u(0, x) = u_0(x), & x \in \mathbb{T}^2.
\end{cases}
\]  

(3.1)

In the context of UU by the NFR approach, only the one-dimensional and cubic case has been studied before; see \cite{14, 35, 29, 4, 34}. For higher dimensions or higher degree of nonlinearities, complicated structure of resonance makes it substantially more involved to estimate the multilinear terms of arbitrarily high degrees arising in the infinite NFR machinery. Nevertheless, our abstract framework yields UU in a wide range of regularity; see \cite{25} for the full result. Here, we focus on the two-dimensional cubic case to illustrate how easily our framework can be applied.

**Theorem 3.1.** Unconditional uniqueness of solutions to the Cauchy problem (3.1) holds in $H^s(\mathbb{T}^2)$ for $s > 2/3$.

Recently, Herr and Sohinger \cite{18} used a different method to prove UU for the cubic NLS on arbitrary rectangular torus in general dimensions.\footnote{The regularity assumption in Theorem 3.1 is more restrictive than that in \cite{18}, where in the two-dimensional case UU in $H^s$ for $s > 5/12$ was shown for the torus with arbitrary aspect ratio. Note that we can refine the argument in the proof of Theorem 3.1 to improve the regularity range to $s > 2/5$ in the case of rational torus; see \cite{25}.}

See \cite{1} for a related result on the quintic NLS in dimension three.

3.1. Reduction to the fundamental trilinear estimate. Let $u(t) \in C_T H^{2/3}(\mathbb{T}^2)$ be a (distributional) solution of (3.1). By the Sobolev embedding, the cubic nonlinearity is well-defined as an $L^2$ function. Set $\hat{v}_n(t) := F[e^{-it\Delta} u(t)] = e^{it|n|^2}(F u(t))_n$, then $\hat{v}(t)$ satisfies

\[
\partial_t \hat{v}_n(t) = c \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} e^{i\Phi} \hat{v}_{n_1}(t) \hat{v}_{-n_2}(t) \hat{v}_{n_3}(t), \quad n \in \mathbb{Z}^2,
\]  

(3.2)

where $c$ is a suitable constant and

\[
\Phi = \Phi(n, n_1, n_2, n_3) := |n|^2 - |n_1|^2 + |n_2|^2 - |n_3|^2.
\]

To apply Theorem 1.1, we consider the system for $\omega_n(t) := \hat{v}_n(t)$ and $\psi_n(t) := \overline{\hat{v}_{-n}(t)}$:

\[
\begin{cases}
  \partial_t \omega_n = c \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} e^{i\Phi} \omega_{n_1} \psi_{n_2} \omega_{n_3}, \\
  \partial_t \psi_n = c \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} e^{-i\Phi} \psi_{n_1} \omega_{n_2} \psi_{n_3},
\end{cases}
\]  

(3.3)

It then suffices to prove unconditional uniqueness for (3.3) in $\ell^2_{2/3}(\mathbb{Z}^2) \times \ell^2_{2/3}(\mathbb{Z}^2)$.

We shall apply Theorem 1.1 \cite{B} with $R \equiv 0$ and $X = \ell^2 \times \ell^2$. Note that the equations for $\omega_n$ and $\psi_n$ have the common phase function $\Phi$ up to signs. By this symmetry, it is sufficient to show the fundamental trilinear estimates (B1)–(B3) only for one component of $(\omega_n, \psi_n)$. If we choose $s_2 > 1$, then the estimates (B1)', (B2)', and (B3) are easy consequences of the Sobolev
embedding. Since (B1) follows from (B2) as long as $0 \leq s_1 < s = 2/3$, the proof of Theorem 3.1 is reduced to only showing

$$\sup_{\mu \in \mathbb{Z}} \left\| \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} \omega_n^{(1)} \omega_n^{(2)} \omega_n^{(3)} \right\|_{\ell^2} \lesssim \min_{1 \leq j \leq 3} \left\| \omega_j \right\|_{\ell^2} \prod_{\substack{l = 1 \atop l \neq j}}^3 \left\| \omega_l \right\|_{\ell^2}$$

(3.4)

for some $0 \leq s_1 < 2/3$. (We have replaced $n_2$ with $-n_2$ for convenience.)

3.2. **Proof of the trilinear estimate.** We shall verify the estimate (3.4) for any $s_1 > 0$. The proof is based on the following combinatorial tool.

**Lemma 3.2.** For any $\eta > 0$ there exists $C > 0$ such that

$$\# \left\{ n \in \mathbb{Z}^2 \mid |n - n_0|^2 = \mu, \; n \in B_R \right\} \leq CR^3$$

for any $n_0 \in \mathbb{Z}^2$, $\mu \geq 0$, and any ball $B_R \subset \mathbb{R}^2$ of radius $R > 1$.

**Proof.** Although this bound is well-known, we give an outline of proof. When $\mu^{1/2} \lesssim R^3$, we recall the estimate on the number of integer points on a circle. When $\mu^{1/2} \gg R^3$, the estimate follows from the fact that there are at most two integer points on a (connected) arc of radius $R$ and length $r$ if $R \gg r^3$ (see, e.g., Lemma 4.4 in [11]).

The estimate (3.4) will be deduced from the following estimates for localized functions:

**Lemma 3.3.** Let $\varepsilon > 0$. Then, there exists $C > 0$ such that we have

$$\left\| P_N \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} \prod_{j=1}^3 P_{N_j} \omega_n^{(j)} \right\|_{\ell^2} \leq C(N_{\text{med}}N_{\text{min}})^\varepsilon \prod_{j=1}^3 \left\| P_{N_j} \omega_n^{(j)} \right\|_{\ell^2}$$

for any dyadic $N, N_j \geq 1$ ($1 \leq j \leq 3$) and $\mu \in \mathbb{Z}$, where $N_{\text{max}}, N_{\text{med}}, N_{\text{min}}$ denote the maximum, median, minimum of $\{N_1, N_2, N_3\}$, respectively, and $(P_N \omega)_n := \chi_{N \leq |n| < 2N} \omega_n$.

**Proof.** Fix $\mu \in \mathbb{Z}$. We write “(∗)” to denote the condition

$$n = n_1 - n_2 + n_3, \quad \Phi = \mu, \quad N_j \leq \langle n_j \rangle < 2N_j \quad (1 \leq j \leq 3).$$

Note that

$$\Phi = \mu \iff |2n_1 - (n + n_2)|^2 = |2n_3 - (n + n_2)|^2 = |n - n_2|^2 - 2\mu$$

(3.5)

$$\iff |2n_2 - (n_1 + n_3)|^2 = |n_1 - n_3|^2 + 2\mu$$

(3.6)

under the condition $n = n_1 - n_2 + n_3$.

Applying the Cauchy-Schwarz inequality several times, we have

$$\left( \sum_n \left| \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} \prod_{j=1}^3 \omega_n^{(j)} \right|^{2} \right)^{1/2} \leq \left( \sum_n \left( \sum_{n_2} \left| P_{N_2} \omega_n^{(2)} \right|^2 \right) \left( \sum_{n_1, n_3} \left| \omega_n^{(1)} \omega_n^{(3)} \right|^2 \right) \right)^{1/2}$$

$$\leq \left\| P_{N_2} \omega^{(2)} \right\|_{\ell^2} \left( \sum_{n_1} A_\mu(n, n_2) \sum_{n_1, n_3} \left| \omega_n^{(1)} \omega_n^{(3)} \right|^2 \right)^{1/2}.$$
where $A_\mu(n, n_2) := \# \{ (n_1, n_3) \in (\mathbb{Z}^2)^2 \mid (*) \}$, and
\[
\leq \| P_{N_2} \omega(2) \|_2^2 \sup_{n, n_2} A_\mu(n, n_2)^{1/2} \left( \sum_{n_1, n_3} |P_{N_1} \omega(n_1) P_{N_3} \omega(n_3)|^2 B_\mu(n_1, n_3) \right)^{1/2},
\]
where $B_\mu(n_1, n_3) := \# \{ (n, n_2) \in (\mathbb{Z}^2)^2 \mid (*) \}$, and
\[
\leq \sup_{n, n_2} A_\mu(n, n_2)^{1/2} \sup_{n_1, n_3} B_\mu(n_1, n_3)^{1/2} \prod_{j=1}^3 \| P_{N_j} \omega(j) \|_2.
\]
It then suffices to show
\[
\sup_{n, n_2} A_\mu(n, n_2) \cdot \sup_{n_1, n_3} B_\mu(n_1, n_3) \lesssim (N_{\text{med}} N_{\min})^{2\varepsilon}.
\] (3.7)

**Case 1:** $N_2 \lesssim N_{\text{med}}$. Lemma 3.2 (with $\eta = 2\varepsilon$) and (3.5) imply that
\[
A_\mu(n, n_2) \lesssim \begin{cases} N_{\text{min}}^{2\varepsilon} & \text{if } N_2 \geq N_{\text{med}}, \\
N_{\text{med}}^{2\varepsilon} & \text{if } N_2 = N_{\min}, \end{cases}
\]
uniformly in $n, n_2$, while using Lemma 3.2 and (3.6) we have
\[
B_\mu(n_1, n_3) \lesssim \begin{cases} N_{\text{min}}^{2\varepsilon} & \text{if } N_2 \geq N_{\text{med}}, \\
N_{\text{med}}^{2\varepsilon} & \text{if } N_2 = N_{\min}, \end{cases}
\]
uniformly in $n_1, n_3$. This implies (3.7).

**Case 2:** $N_2 = N_{\max} \gg N_{\text{med}}$. This time we always have $A_\mu(n, n_2) \lesssim N_{\min}^{2\varepsilon}$ by Lemma 3.2 and (3.5). However, (3.6) yields only $B_\mu(n_1, n_3) \lesssim N_{\max}^{2\varepsilon}$. Here, we exploit the almost orthogonality and restrict $n, n_2$ onto cubes of side length $\sim N_{\text{med}}$ at the beginning of the estimate. Then, we can obtain the bound $N_{\text{med}}^{2\varepsilon}$ for $B_\mu(n_1, n_3)$, which implies (3.7).

**Proof of (3.4)** for $s_1 > 0$. Applying Lemma 3.3 the left-hand side of (3.4) is bounded by
\[
\sup_\mu \left[ \sum_{N_1, N_2, N_3 \geq N} \left\| P_N \sum_{n_1, n_2, n_3 \in \mathbb{Z}^2} \prod_{j=1}^3 \| P_{N_j} \omega_{n_j}(j) \|_{L^2} \right\| \right]^{1/2}
\]
\[
\lesssim \left[ \sum_{N_1, N_2, N_3 \geq N} \left( N_{\text{med}} N_{\min} \right)^{\varepsilon} \prod_{j=1}^3 \| P_{N_j} \omega(j) \|_{L^2} \right]^{1/2}.
\]

If $N_{\max} \sim N$, we take $\varepsilon = s_1/2 > 0$ and apply the Cauchy-Schwarz inequality in $N_{\min}$ and $N_{\text{med}}$ to show (3.4). If $N_{\max} \gg N$, then we have $N_{\max} \sim N_{\text{med}}$ and thus $(N_{\text{med}} N_{\min})^{\varepsilon} \lesssim N_{\max}^{-\varepsilon} N_{\max}^{-s_3} N_{\text{med}}^{s_3} N_{\min}^{s_3}$, which enables us to undo the dyadic decompositions and obtain (3.4) for $s_1 = 4\varepsilon$.

**4. Application to the cubic fractional NLS**

In this section, we consider the cubic nonlinear Schrödinger equation with fractional Laplacian on $\mathbb{T}$:
\[
\begin{cases}
i \partial_t u + (-\partial_x^2)^\alpha u = \pm |u|^2 u, & (t, x) \in [0, T] \times \mathbb{T}, \\
u(0, x) = u_0(x), & x \in \mathbb{T}.
\end{cases}
\] (4.1)

Well-posedness of the above Cauchy problem in Sobolev spaces $H^s(\mathbb{T})$ was addressed by Cho et al. [7] (see also [12]). They showed that if $\frac{1}{2} < \alpha < 1$, then (4.1) is locally well-posed in
$H^s$ for $s \geq \frac{1-\alpha}{2}$ and ill-posed in Sobolev spaces of smaller indices in the sense that the data-to-solution map fails to be locally uniformly continuous. Note that the local solution given in [7] was constructed via the iteration with the Fourier restriction spaces, and UU has been open. (However, this is trivial if $s > \frac{1}{2}$.) In order to discuss UU, the solution should belong to $L^3_{\text{loc}}$ in space so that the cubic nonlinear term can make sense. In view of the embedding $H^{1/6} \hookrightarrow L^3$, we are naturally led to restrict the regularity to $s \geq \frac{1}{6}$.

We shall prove the following almost optimal result:

**Theorem 4.1.** Let $\frac{1}{2} < \alpha < 1$. Assume $s \geq \frac{1}{6}$ and $s > \frac{1-\alpha}{2}$. Then, for any $T > 0$ there is at most one solution (in the sense of distribution) to (4.1) in $C_T H^s(\mathbb{T})$.

### 4.1. Reduction to the fundamental trilinear estimates.

First of all, we introduce an equivalent problem in the Fourier side. Let $u(t) \in C_T H^s(\mathbb{T})$ be a solution of (4.1), and define $\omega(t) \in C_T \ell^2_n$ as

$$\omega_n(t) := \left[ \mathcal{F} e^{-it(-\partial_x^2)^{\frac{\alpha}{2}}} u(t, \cdot ) \right]_n = \frac{1}{2\pi} e^{-it|\alpha|^2} \int_{\mathbb{T}} u(t, x) e^{-inx} \, dx, \quad (t, n) \in [0, T] \times \mathbb{Z}. $$

Then, the Cauchy problem (4.1) is transformed to

$$\partial_t \omega_n = \mp i \sum_{n_1, n_2, n_3 \in \mathbb{Z}} e^{-i\Phi} \omega_{n_1} \overline{\omega_{n_2}} \omega_{n_3}, \quad (t, n) \in [0, T] \times \mathbb{Z},$$

(4.2)

with the initial condition

$$\omega_n(0) = [\mathcal{F} u_0]_n, \quad n \in \mathbb{Z}. $$

(4.4)

We divide the nonlinear part of (4.2) into two parts,

$$\mathcal{N}^{(1)}[\omega]_n + \mathcal{R}[\omega] := \mp i \left( \sum_{(n_1, n_2, n_3) \in \Gamma^N_n} + \sum_{(n_1, n_2, n_3) \in \Gamma^R_n} \right) e^{-i\Phi} \omega_{n_1} \overline{\omega_{n_2}} \omega_{n_3},$$

where

$$\Gamma_n := \{ (n_1, n_2, n_3) \in \mathbb{Z}^3 \mid n_1 - n_2 + n_3 = n \},$$

$$\Gamma^N_n := \{ (n_1, n_2, n_3) \in \Gamma_n \mid |n_2|^{1-\alpha} \text{ and } |n_2 - n_3| \leq |n_2|^{1-\alpha} \},$$

$$\Gamma^R_n := \{ (n_1, n_2, n_3) \in \Gamma_n \mid |n_2 - n_3| \leq |n_2|^{1-\alpha} \text{ or } |n_2 - n_3| \leq |n_2|^{1-\alpha} \}. $$

This particular decomposition is important to prove an almost optimal result.

By Theorem [4.1][B] with $X = \ell^\infty$, Theorem 4.1 is obtained if the following trilinear estimates are established. Similarly as in Section 3 we consider the system for $(\omega_n, \overline{\omega_n})$ and (exploiting symmetry) prove these trilinear estimates only on the first component.

**Proposition 4.2.** Let $\frac{1}{2} < \alpha < 1$ and $s \geq \frac{1}{6}$ be such that $s > \frac{1-\alpha}{2}$. Then, there exist $s_1 < s$ and $s_2 > s$ such that the following estimates hold.

$$\sup_{n \in \mathbb{Z}} \left\| \sum_{(n_1, n_2, n_3) \in \Gamma^N_n} \omega_{n_1}^{(1)} \omega_{n_2}^{(2)} \omega_{n_3}^{(3)} \right\|_{\ell^{s_1}_2} \lesssim \prod_{j=1}^3 \left\| \omega^{(j)} \right\|_{\ell^{s_1}_2},$$

$$\left\| \sum_{(n_1, n_2, n_3) \in \Gamma^N_n} \omega_{n_1}^{(1)} \omega_{n_2}^{(2)} \omega_{n_3}^{(3)} \right\|_{\ell^{s_2}_2} \lesssim \prod_{j=1}^3 \left\| \omega^{(j)} \right\|_{\ell^{s_2}_2},$$

(4.5)  (4.6)
\[
\sup_{\mu \in \mathbb{Z}} \| \sum_{(n_1, n_2, n_3) \in \Gamma_n^R} \omega^{(1)}_{n_1} \omega^{(2)}_{n_2} \omega^{(3)}_{n_3} \|_{\ell^\infty} \lesssim \min_{1 \leq j \leq 3} \| \omega^{(j)} \|_{\ell^\infty} 3 \prod_{l=1 \atop l \neq j} \| \omega^{(l)} \|_{\ell^2_j}, \tag{4.7}
\]

\[
\| \sum_{(n_1, n_2, n_3) \in \Gamma_n^R} \omega^{(1)}_{n_1} \omega^{(2)}_{n_2} \omega^{(3)}_{n_3} \|_{\ell^\infty} \lesssim \min_{1 \leq j \leq 3} \| \omega^{(j)} \|_{\ell^\infty} \prod_{l=1 \atop l \neq j} \| \omega^{(l)} \|_{\ell^2_j}, \tag{4.8}
\]

\[
\| \sum_{(n_1, n_2, n_3) \in \Gamma_n^R} \omega^{(1)}_{n_1} \omega^{(2)}_{n_2} \omega^{(3)}_{n_3} \|_{\ell^2_j} \lesssim \prod_{j=1}^3 \| \omega^{(j)} \|_{\ell^2_j}, \tag{4.9}
\]

\[
\| \sum_{(n_1, n_2, n_3) \in \Gamma_n^R} \omega^{(1)}_{n_1} \omega^{(2)}_{n_2} \omega^{(3)}_{n_3} \|_{\ell^2} \lesssim \prod_{j=1}^3 \| \omega^{(j)} \|_{\ell^2_j}, \tag{4.10}
\]

### 4.2. Proof of the trilinear estimates

The key lemma to prove Proposition 4.2 is the following estimates on the number of frequencies.

**Lemma 4.3.** Let \( K \geq 1 \) and \( \mu_*, k_* \in \mathbb{Z} \). Then, we have

\[
\# \{ (k, l) \in \mathbb{Z}^2 \mid k + l = k_*, |k|^{2\alpha} + |l|^{2\alpha} = \mu_* + O(1), |k| \leq |l|, |k| \leq K \} \lesssim K^{1-\alpha}. \tag{4.11}
\]

If we further assume that \( |k_*| \gtrsim K^{1-\alpha} \), then we have

\[
\# \{ (k, l) \in \mathbb{Z}^2 \mid k - l = k_*, |k|^{2\alpha} - |l|^{2\alpha} = \mu_* + O(1), |k| \leq |l|, |k| \leq K \} \lesssim K^{1-\alpha}. \tag{4.12}
\]

Here, the implicit constants are independent of \( K, \mu_*, \) and \( k_* \).

**Proof.** Define \( f_\pm(x) := |x|^{2\alpha} \pm |x - k_*|^{2\alpha} \) for \( x \in \mathbb{R} \) and

\[
I_\pm := \{ x \mid f_\pm(x) = \mu_* + O(1), |x| \leq |x - k_*|, |x| \leq K \}.
\]

It then suffices to show that \( |I_+| \lesssim K^{1-\alpha} \), and \( |I_-| \lesssim K^{1-\alpha} \) provided \( |k_*| \gtrsim K^{1-\alpha} \).

Since \( \alpha > \frac{1}{2} \), \( f \in C^1(\mathbb{R}) \) and

\[
f_\pm'(x) = 2\alpha(|x|^{2\alpha-2} x \pm |x - k_*|^{2\alpha-2}(x - k_*)) \cdot
\]

If \( |x| \leq \frac{1}{2}|x - k_*| \) or \( \pm(x - k_*) \geq 0 \), then \( |f_\pm'(x)| \gtrsim |x|^{2\alpha-1} \). This implies that

\[
|I_+ \cap \{ x \mid |x| \leq 1 \text{ or } |x| \leq \frac{1}{2}|x - k_*| \text{ or } \pm(x - k_*) \geq 0 \}| \lesssim 1.
\]

(Note that the set in the left-hand side consists of finite number of intervals.)

From now on, we assume

\[
x \in J_+ := \{ x \mid |x| > 1, \frac{1}{2}|x - k_*| < |x| \leq |x - k_*|, |x| \leq K, \pm(x - k_*) < 0 \}.
\]

\( J_+ \) also consists of finite number of intervals. Since \( x \) and \( \mp(x - k_*) \) has the same sign on \( J_+ \), by the mean value theorem, we see that

\[
|f_+(x)| \sim |x|^{2\alpha-2}\pm(x - k_*)| \geq K^{2\alpha-2}|x \pm(x - k_*)| \text{ on } J_+.
\]

Hence, for the + case we have

\[
|f_+(x)| \gtrsim K^{\alpha-1} \text{ on } J_+ \cap \{ x \mid 2x - k_* \geq K^{1-\alpha} \}
\]

and

\[
\{ x \mid 2x - k_* \leq K^{1-\alpha} \} = K^{1-\alpha},
\]

while for the - case

\[
|f_-(x)| \gtrsim K^{\alpha-1} \text{ on } J_-.
\]
under the assumption that $|k_s| \gtrsim K^{1-\alpha}$. Therefore, in both cases, we deduce that $|I_+ \cap J| \lesssim K^{1-\alpha}$, which concludes the proof.

Proof of Proposition 4.2 It is easy to see that the estimates (4.6) and (4.8) hold for any $s_2 > \frac{1}{2}$ by the embedding $\ell_{s_2}^2 \hookrightarrow \ell^1$. The estimate (4.9) is also easily verified whenever $s \geq \frac{1}{6}$ by the Sobolev embedding $H^s(T) \hookrightarrow L^3(T)$. (For these estimates, restriction onto frequencies in $\Gamma^N_n$ is not necessary.)

Before proving the remaining trilinear estimates, we introduce some notation. The operator $P_N$ for a dyadic number $N \geq 1$ is the same as in Section 3, i.e., $[P_N \omega]_n := \chi_{N \leq \langle n \rangle < 2N} \omega_n$. Given quadruplets of dyadic numbers $\{N_0, \ldots, N_3\}$, we write $N_{(j)}$ ($0 \leq j \leq 3$) to denote the $j$-th largest one among them.

Let us prove (4.5). By an easy argument with the Cauchy-Schwarz inequality and duality, it suffices to show that

$$I := \left(\frac{N_0}{N_1N_2N_3}\right)^{s_1} \sum_{n \in \mathbb{Z}} \sum_{(n_1, n_2, n_3) \in \Gamma^N_n} P_{N_1} \omega_n^{(1)} P_{N_2} \omega_n^{(2)} P_{N_3} \omega_n^{(3)} P_{N_0} \omega_n^{(0)} \right| \lesssim \chi_{N_{(1)} \sim N_{(2)}}, N_{(3)} \lesssim \prod_{j=0}^{3} \| P_{N_j} \omega^{(j)} \|_{\ell^2}$$

for some $\delta > 0$. Note that there is no contribution if $N_{(1)} \gg N_{(2)}$. If $N_2 \lesssim N_{(3)}$, which implies $N_0 \lesssim \max\{N_1, N_3\}$, the Cauchy-Schwarz inequality followed by two applications of (4.11) implies that

$$I \lesssim \left(\frac{1}{N_2 \min\{N_1, N_3\}}\right)^{s_1} \left[ \sum_{n, n_2 \in \mathbb{Z}} \left| P_{N_0} \omega_n^{(0)} P_{N_2} \omega_n^{(2)} \right|^2 \sum_{n_1, n_3 \in \mathbb{Z}^2} 1 \right]^{1/2} \times \left[ \sum_{n_1, n_3 \in \mathbb{Z}} \left| P_{N_1} \omega_n^{(1)} P_{N_3} \omega_n^{(3)} \right|^2 \sum_{n_2, n_3 \in \mathbb{Z}^2} 1 \right]^{1/2} \lesssim \left(\frac{1}{N_2 \min\{N_1, N_3\}}\right)^{s_1} 3 \prod_{j=0}^{3} \| \omega^{(j)} \|_{\ell^2}. $$

This implies the desired estimate if $s_1 > \frac{1-\alpha}{2}$. If $N_2 \gg N_{(3)}$, then $N_0 \lesssim N_2$ and we have

$$I \lesssim \left(\frac{1}{N_1N_3}\right)^{s_1} \left[ \sum_{n, n_1 \in \mathbb{Z}} \left| P_{N_0} \omega_n^{(0)} P_{N_1} \omega_n^{(1)} \right|^2 \sum_{n_2, n_3 \in \mathbb{Z}^2} 1 \right]^{1/2} \times \left[ \sum_{n_2, n_3 \in \mathbb{Z}} \left| P_{N_2} \omega_n^{(2)} P_{N_3} \omega_n^{(3)} \right|^2 \sum_{n_2, n_3 \in \mathbb{Z}^2} 1 \right]^{1/2} \lesssim \left(\frac{1}{N_1N_3}\right)^{s_1} 3 \prod_{j=0}^{3} \| \omega^{(j)} \|_{\ell^2} ,$$

where we have used (4.12) twice. This is again a proper bound if $s_1 > \frac{1-\alpha}{2}$.
Proof of (4.17) proceeds in a similar manner. Let us show, for instance, the estimate
\[ \left\| \sum_{(n_1, n_2, n_3) \in \Gamma_n^N, \Phi = \mu + O(1)} \omega^{(1)}_{n_1} \omega^{(2)}_{n_2} \omega^{(3)}_{n_3} \right\|_{L^\infty} \lesssim \left\| \omega^{(1)} \right\|_{L^\infty} \left\| \omega^{(2)} \right\|_{L^2} \left\| \omega^{(3)} \right\|_{L^2}, \]
which is reduced to showing, for fixed $n, \mu \in \mathbb{Z}$, that
\[ II := \left( \frac{1}{N_2 N_3} \right)^{s_1} \left| \sum_{(n_1, n_2, n_3) \in \Gamma_n^N, \Phi = \mu + O(1)} \omega^{(1)}_{n_1} P_{N_n} \omega^{(2)}_{n_2} P_{N_n} \omega^{(3)}_{n_3} \right| \lesssim (N_2 N_3)^{-\delta} \left\| \omega^{(1)} \right\|_{L^\infty} \left\| P_{N_n} \omega^{(2)} \right\|_{L^2} \left\| P_{N_n} \omega^{(3)} \right\|_{L^2} \]
for some $\delta > 0$. By the Cauchy-Schwarz, (4.11) and (4.12), we have
\[ II \lesssim \left( \frac{1}{N_2 N_3} \right)^{s_1} \left\| \omega^{(1)} \right\|_{L^\infty} \left[ \sum_{n_2 \in \mathbb{Z}} \left| P_{N_n} \omega^{(2)}_{n_2} \right|^2 \right] \left[ \sum_{n_3 \in \mathbb{Z}} \left| P_{N_n} \omega^{(3)}_{n_3} \right|^2 \right] \left( \sum_{(n_j)_{j=1}^3 \in \Gamma_n^N, \Phi = \mu + O(1)} 1 \right)^{1/2} \]
\[ \lesssim \left( \frac{1}{N_2 N_3} \right)^{s_1 - \frac{1-s}{2}} \left\| \omega^{(1)} \right\|_{L^\infty} \left\| P_{N_n} \omega^{(2)} \right\|_{L^2} \left\| P_{N_n} \omega^{(3)} \right\|_{L^2} \]
which yields the desired estimate if $s_1 > \frac{1-s}{2}$.

Finally, (4.10) is shown once the following block estimate is verified:
\[ III := \left( \frac{N_0}{N_1 N_2 N_3} \right)^s \sum_{n_0, \ldots, n_3 \in \mathbb{Z}} P_{N_0} \omega^{(0)}_{n_0} \cdots P_{N_3} \omega^{(3)}_{n_3} \lesssim \chi N_1(1) \sim N_2 N_3^{-\delta} \prod_{j=0}^3 \left( \left\| P_{N_n} \omega^{(j)} \right\|_{L^2} \right) \]
for some $\delta > 0$. Note that $|n_1 - n_2| \leq |n_2|^{1-\alpha}$ implies $(n_1) \sim (n_2)$. If $N_0 \gg N_3$, namely $|n_0| \gg |n_3|$, then $|n_0| \sim |n_0 - n_3| = |n_1 - n_2| \leq |n_2|^{1-\alpha}$, which allows us to assume $N_3 \ll N_0 \lesssim N_1^{1-\alpha} \sim N_2^{1-\alpha}$. By the Young inequality, it follows that
\[ III \leq \left( \frac{N_0}{N_1 N_2 N_3} \right)^s \left\| P_{N_1} \omega^{(0)} \right\|_{L^2} \left\| P_{N_2} \omega^{(2)} \right\|_{L^2} \left\| P_{N_3} \omega^{(3)} \right\|_{L^2} \left\| P_{N_0} \omega^{(0)} \right\|_{L^2} \]
\[ \lesssim \frac{N_0^{\frac{1}{2}+s} N_1^{\frac{1}{2}-s}}{N_2^{\frac{1}{2}}} \prod_{j=0}^3 \left( \left\| P_{N_j} \omega^{(j)} \right\|_{L^2} \right) \]
\[ \lesssim \begin{cases} N_1^{1-s} \prod_{j=0}^3 \left( \left\| P_{N_j} \omega^{(j)} \right\|_{L^2} \right), & \text{if } 0 < s \leq \frac{1}{2}, \\ N_1^{-s} \prod_{j=0}^3 \left( \left\| P_{N_j} \omega^{(j)} \right\|_{L^2} \right), & \text{if } s > \frac{1}{2}, \end{cases} \]
which is proper if $s > \frac{1-s}{2}$. Therefore, let us focus on the case $N_0 \lesssim N_3$. Then, applying the Cauchy-Schwarz inequality,
\[ III \lesssim \left( \frac{1}{N_1^2} \right)^s \left\| P_{N_3} \omega^{(3)} \right\|_{L^2} \left\| P_{N_0} \omega^{(0)} \right\|_{L^2} \left\| P_{N_1} \omega^{(1)} \right\|_{L^2} \left\| P_{N_2} \omega^{(2)} \right\|_{L^2} \sum_{n_1, n_2 \in \mathbb{Z}} \left| P_{N_1} \omega^{(1)}_{n_1} P_{N_2} \omega^{(2)}_{n_2} \right| \]
\[ \lesssim \left( \frac{1}{N_1^2} \right)^s \left\| P_{N_3} \omega^{(3)} \right\|_{L^2} \left\| P_{N_0} \omega^{(0)} \right\|_{L^2} \left\| P_{N_1} \omega^{(1)} \right\|_{L^2} \left\| P_{N_2} \omega^{(2)} \right\|_{L^2} \]
which is again proper if $s > \frac{1-s}{2}$. The proof is completed. \qed
5. APPLICATION TO THE CUBIC DERIVATIVE-NLS

In this section, we consider the one-dimensional cubic derivative NLS (DNLS):
\[
\begin{aligned}
\partial_t u &= i\partial_x^2 u +\partial_x(|u|^2 u), \\
    u(0, x) &= u_0(x),
\end{aligned}
(t, x) \in [0, T] \times \mathbb{T}, \quad x \in \mathbb{T}. \tag{5.1}
\]

The Cauchy problem \((5.1)\) was shown to be locally well-posed in \(H^{1/2}\) in the non-periodic case by Takaoka [37] and in the periodic case by Herr [17]. Both of them used the Fourier restriction norm method to prove well-posedness for an equivalent Cauchy problem obtained via a gauge transform which converts the derivative nonlinearity \(\partial_x(|u|^2 u)\) into milder one \(u^2\partial_x u\). In the non-periodic case it was also shown by Biagioli and Linares [3] that the regularity \(s \geq 1/2\) is sharp in the sense that the flow map loses the uniform continuity in the \(H^s\) topology for \(s < 1/2\), while the critical Sobolev space with respect to scaling is \(L^2\).

UU of solutions to \((5.1)\) was proved by Win [39] in the energy space \(H^1\) for the non-periodic case. Note that any distributional solution of the (gauge-equivalent) DNLS in \(C_T H^1\) lies in Bourgain space \(X^{1/2,1/2}\), because \(u \in C_T H^1 \hookrightarrow L^2_T H^1 = X_{T}^{1,0}\) and \(u \approx (i\partial_t - \partial_x^2)^{-1} N(u) \in X_{T}^{0,1}\) whenever the nonlinear terms \(N(u)\) belong to \(L^2_T L^2\). Then, the problem is reduced to showing uniqueness of solutions to the gauge-equivalent DNLS in \(X^{1/2,1/2}\), which was proved in [39] by slightly modifying the multilinear estimates obtained in [37]. The same strategy can be applied to the periodic problem, since we already have enough multilinear estimates; a slight modification of Corollary 4.6 in [17] is sufficient for the fixed point argument in \(X^{1/2,1/2}\).

Here, we prove UU of solutions to DNLS on \(\mathbb{T}\) in weaker spaces than \(H^1\) via the abstract theory. Our result reads as follows:

**Theorem 5.1.** For the Cauchy problem \((5.1)\), unconditional uniqueness of solutions holds in \(C_T H^s\) for \(s > 1/2\).

Our result is optimal in the sense that the derivative term \(u^2\partial_x u\) in the gauge-equivalent DNLS does not make sense for \(u \in H^s\) in the framework of distribution if \(s \leq 1/2\). However, the original DNLS makes sense if \(u \in L^3 \hookrightarrow H^{1/6}\). Unconditional uniqueness for \(1/6 \leq s \leq 1/2\), as well as (conditional) well-posedness for \(0 \leq s < 1/2\), is a challenging open problem.

We apply the abstract framework after transforming the equation into an equivalent but milder one by a gauge transform, as in the previous results mentioned above. Recently, Mosincat and Yoon [31] followed our ideas to establish UU for \((5.1)\) in the same regularity range in the non-periodic setting. A similar approach can be used to show UU for the modified Benjamin-Ono equation; see [26].

5.1. **Gauge transform.** In this section, we (continue to) use the following definition of the Fourier coefficients of a function on \(\mathbb{T} = \mathbb{R}/2\pi\mathbb{Z}:
\[
(\mathcal{F}f)_n := \frac{1}{2\pi} \int_{\mathbb{T}} f(x) e^{-inx} \, dx, \quad n \in \mathbb{Z},
\]
and use in addition the following operators:
\[
P_{\leq N} f := \mathcal{F}^{-1} \chi_{|n| \leq N} \mathcal{F} f, \quad P_{> N} f := f - P_{\leq N} f \quad \text{(for } N > 0),
\]
\[
P_c f := (\mathcal{F}f)_0 = \frac{1}{2\pi} \int_{\mathbb{T}} f(x) \, dx, \quad (P_{\neq c} f)(x) := f(x) - P_c f = \sum_{n \in \mathbb{Z} \setminus \{0\}} (\mathcal{F}f)_n e^{inx},
\]

\[\text{[16]}\text{Recently, the non-periodic problem was shown to be globally well-posed in } H^{1/6}(\mathbb{R}) \text{ using the integrable structure of the equation. For the recent progress in the well-posedness theory of } (5.1) \text{ based on its complete integrability, we refer to [16] and references therein.}\]
\[(\partial_x^{-1}f)(x) := \mathcal{F}^{-1}\left[\frac{(\mathcal{F}f)_{\nu}}{\nu}\right](x) = \frac{1}{2\pi} \int_{\mathbb{T}} \int_{\mathbb{R}} f(y) dy \, d\theta \quad \text{(for f s.t. } P_{\nu} f = 0)\].

Note that \(\partial_x^{-1}f\) is also 2\(\pi\)-periodic.

We focus on the case of the + sign in \([5.1]\), while the sign is not important in our argument. Let \(u \in C_T H^s (s \geq 0)\) be a solution of DNLS \([5.1]\) in the sense of distribution (the nonlinear term \(\partial_x (|u|^2u)\) makes sense if \(s \geq 1/6\)). For \(N > 0\), the function \(P_{\leq N} u(t, x)\) belongs to \(C_T H^\infty\); In fact, we have

\[\partial_t P_{\leq N} u = i P_{\leq N} \partial_x^2 u + P_{\leq N} \partial_x (|u|^2 u) \in C_T H^\infty,\]

and this equality is interpreted in the classical sense.

The gauge transform for the periodic DNLS was introduced in [17]:

\[u(t) \mapsto v(t) := e^{-iJ(u(t))} u(t), \quad J(f) := \partial_x^{-1} P_{\neq c} (|f|^2).\]

If \(u\) has sufficient smoothness, a formal calculation shows that \(v\) satisfies the equation

\[\partial_t v = i \partial_x^2 v - \left(v^2 \partial_x v - 2P_c (\nu \partial_x \nu v)\right) + 2\mu \partial_x v + \frac{i}{2} |v|^4 v - i\nu |v|^2 v + i \left(\mu^2 - \frac{1}{2} P_c (|v|^4)\right)v, \quad (5.2)\]

where \(\mu(t) := P_c (|v(t)|^2) = P_c (|u(t)|^2)\). Set

\[w(t, x) := (\tau_{2\mu} v)(t, x) := v(t, x - 2 \int_0^t \mu(t') \, dt')\]

to eliminate the linear term \(2\mu \partial_x v\), then \(w\) satisfies

\[\partial_t w = i \partial_x^2 w - \left(w^2 \partial_x w - 2P_c (w \partial_x w)\right) + \frac{i}{2} |w|^4 w - i\nu |w|^2 w + i \left(\mu^2 - \frac{1}{2} P_c (|w|^4)\right) w. \quad (5.3)\]

Note that \(\mu(t) = P_c (|w(t)|^2)\), and hence we have a closed equation for \(w\) (in contrast to the case of the modified Benjamin-Ono equation [29], where one has a system of equations for the original unknown function and its gauge transform).

The equation \([5.3]\) is the one for which in the next subsection we will apply the abstract theory and prove \(UU\) in \(H^s, s > 1/2\). Let us see here that this actually implies \(UU\) for \([5.1]\), which is ensured by the next two lemmas:

**Lemma 5.2 ([17] Lemma 2.3).** For \(s \geq 0\) the map \(u \mapsto \tau_{2\mu} (e^{-iJ(u)} u)\) is a homeomorphism on \(C_T H^s\).

**Remark 5.3.** This was proved in [17] assuming the \(L^2\) conservation (i.e., \(P_c (|u(t)|^2) = P_c (|u(0)|^2)\) for any \(t\), but the same argument works; we only need the fact that \(u_k \to u\) in \(C_T H^s (s \geq 0)\) implies \(\int_0^T P_c (|u_k(t')|^2) \, dt' \to \int_0^T P_c (|u(t')|^2) \, dt'\) uniformly in \(t \in [0, T]\). Conservation of the \(L^2\) norm for general solutions (in the sense of distribution) to \([5.1]\) is a non-trivial problem, and we can show that at least for solutions in \(C_T H^s\) with \(s > 1/2\); see the argument in [27] Lemma 2.5], for instance. However, we will not rely on the \(L^2\) conservation law in the proof of Theorem 5.1.

**Lemma 5.4.** Let \(s > 1/2\), and let \(u \in C_T H^s (\mathbb{T})\) satisfy the equation \([5.1]\) in the sense of distribution. Then, \(w = \tau_{2\mu} (e^{-iJ(u)} u)\) satisfies the equation \([5.3]\) in the sense of distribution.

**Proof.** Since we have

\[\partial_t (\tau_{2\mu} v) = \tau_{2\mu} (\partial_t v) - 2\mu \tau_{2\mu} (\partial_x v) \quad \text{in } \mathcal{D}'((0, T) \times \mathbb{T})\]

for \(v \in C_T H^s\), it suffices to show that \(v = e^{-iJ(u)} u\) satisfies the equation \([5.2]\) in the sense of distribution.
We first set \( u_N := P_{\leq N}u \), \( v_N := e^{-iJ(u_N)}u_N \) for \( N > 0 \) and derive an equation for \( v_N \). For the gauge part we have
\[
\partial_x J(u_N) = P_{\neq c}(|u_N|^2) = P_{\neq c}(|v_N|^2),
\]
and thus
\[
\partial_x v_N = e^{-iJ(u_N)}\partial_x u_N - iP_{\neq c}(|v_N|^2)v_N,
\]
\[
\partial_x^2 v_N = e^{-iJ(u_N)}\partial_x^2 u_N - iP_{\neq c}(|v_N|^2)\left[e^{-iJ(u_N)}\partial_x u_N + \partial_x v_N \right] - i\partial_x(|v_N|^2)v_N
\]
\[
= e^{-iJ(u_N)}\partial_x^2 u_N - 2iP_{\neq c}(|v_N|^2)\partial_x v_N + \left(P_{\neq c}(|v_N|^2)\right)^2 v_N - i\partial_x(|v_N|^2)v_N
\]
\[
= e^{-iJ(u_N)}\partial_x^2 u_N - 3i|v_N|^2\partial_x v_N - iv_N^2\partial_x v_N + 2i\mu_N\partial_x v_N + \left(P_{\neq c}(|v_N|^2)\right)^2 v_N,
\]
\[
\partial_x(|v_N|^2)v_N = e^{-iJ(u_N)}\partial_x(|u_N|^2)u_N - iP_{\neq c}(|v_N|^2)|v_N|^2 v_N,
\]
where \( \mu_N(t) := P_c(|v_N(t)|^2) = P_c(|u_N(t)|^2) \). Similarly, we see that
\[
\partial_t J(u_N) = \partial_x^{-1}P_{\neq c}Re\left[\overline{u_N}(i\partial_x^2 u_N + P_{\leq N}\partial_x(|u|^2)u)\right]
\]
\[
= 2P_{\neq c}Re\left[\overline{u_N}\partial_x v_N\right] + 2\partial_x^{-1}P_{\neq c}Re\left[\overline{u_N}P_{\leq N}\partial_x(|u|^2)u\right].
\]
Now, since \( 2P_{\neq c}Re\left[\overline{u_N}\partial_x u_N\right] = P_c\partial_x(|v_N|^2) = 0 \), we have
\[
2P_{\neq c}Re\left[\overline{u_N}\partial_x u_N\right] = 2P_{\neq c}\left\{ Re\left[\overline{u_N}\partial_x v_N\right] - P_{\neq c}(|v_N|^2)v_N^2\right\}
\]
\[
= i\overline{u_N}\partial_x v_N - iv_N\partial_x \overline{v_N} + 2iP_c(v_N\partial_x \overline{v_N}) - 2P_{\neq c}(P_{\neq c}(|v_N|^2)|v_N|^2),
\]
and also
\[
2\partial_x^{-1}P_{\neq c}Re\left[\overline{u_N}P_{\leq N}\partial_x(|u|^2)u\right]
\]
\[
= 2\partial_x^{-1}P_{\neq c}Re\left[\overline{u_N}\left\{ P_{\leq N}\partial_x(|u|^2)u - \partial_x(|u_N|^2)u_N\right\}\right] + \frac{3}{2}P_{\neq c}(|v_N|^4).
\]
With these identities, we have
\[
\partial_t v_N - i\partial_x^2 v_N = e^{-iJ(u_N)}\left( \partial_t u_N - i\partial_x^2 u_N \right)
\]
\[
- iv_N\left\{ i\overline{u_N}\partial_x v_N - iv_N\partial_x \overline{v_N} + 2iP_c(v_N\partial_x \overline{v_N}) - 2P_{\neq c}(P_{\neq c}(|v_N|^2)|v_N|^2)\right\}
\]
\[
+ 2\partial_x^{-1}P_{\neq c}Re\left[\overline{u_N}P_{\leq N}\partial_x(|u|^2)u - \partial_x(|u_N|^2)u_N\right] + \frac{3}{2}P_{\neq c}(|v_N|^4)\left\}
\]
\[
- i\left\{ -3i|v_N|^2\partial_x v_N - iv_N^2\partial_x \overline{v_N} + 2i\mu_N \partial_x v_N + \left(P_{\neq c}(|v_N|^2)\right)^2 v_N\right\}
\]
\[
eq e^{-iJ(u_N)}\left(P_{\leq N}\partial_x(|u|^2)u - \partial_x(|u_N|^2)u_N\right) - 2iP_{\neq c}\left(P_{\neq c}(|v_N|^2)|v_N|^2\right)\left\}
\]
\[
- 2iP_{\neq c}Re\left[\overline{u_N}\left\{ P_{\leq N}\partial_x(|u|^2)u - \partial_x(|u_N|^2)u_N\right\}\right] \quad (5.4)
\]
\[
- iv_N^2\partial_x \overline{v_N} + 2P_c(v_N\partial_x \overline{v_N})u + 2\mu_N \partial_x v_N \quad (5.5)
\]
\[
+ 2iP_{\neq c}(P_{\neq c}(|v_N|^2)|v_N|^2)v_N - \frac{3}{2}iP_{\neq c}(|v_N|^4)v_N + i\mu_N P_{\neq c}(|v_N|^2)v_N. \quad (5.6)
\]
Note that, since \( u_N, v_N \in C_1^0H^\infty \) and \( P_{\leq N}\partial_x(|u|^2)u \in C_T H^\infty \), all the equalities above can be verified in the classical sense.

Now, we take the limit \( N \to \infty \). Recall the following estimate (\[17\] (A.1)): For all \( s \geq 0 \) there exists \( C \) such that for \( f, g, h \in H^s(T) \) we have
\[
\|e^{-iJ(f)} - e^{-iJ(g)}\|_{H^s} \leq C e^{C\|f\|_{H^s} + \|g\|_{H^s}}(\|f\|_{H^s} + \|g\|_{H^s})\|f - g\|_{H^s}\|h\|_{H^s}.
\]
In particular, we have (with \( f = u_N, g = u, \) and \( h = 1 \))
\[
\|e^{-iJ(u_N)} - e^{-iJ(u)}\|_{C_T H^s} \leq C(\|u\|_{C_T H^s})\|u_N - u\|_{C_T H^s} \to 0 \quad (N \to \infty)
\]
if \( u \in C_T H^s \). This implies that
\[
\|v_N - v\|_{C_T H^s} \leq C(\|u\|_{C_T H^s})\|u_N - u\|_{C_T H^s} \rightarrow 0 \quad (N \rightarrow \infty)
\]
if \( s > 1/2 \) and \( u \in C_T H^s \). From this and the fact that \( \mu_N(t) \rightarrow \mu(t) \) uniformly in \( t \), we have
\[
\partial_t v_N - i\partial_x^2 v_N - 2\mu_N \partial_x v_N \rightarrow \partial_t v - i\partial_x^2 v - 2\mu \partial_x v \quad \text{ in } D'(0, T) \times T).
\]
The terms (5.7) are easily dealt with by the Sobolev inequality:
\[
(5.7) \quad \rightarrow 2iP_{\neq c}(P_{\neq c}(|v|^2)|v|^2) v - \frac{3}{2} iP_{\neq c}(|v|^4) v + i\mu P_{\neq c}(|v|^2) v
\]
\[
= \frac{i}{2}|v|^4 v - i\mu|v|^2 v + i \left( \mu^2 - \frac{1}{2} P_c(|v|^4) \right) v \quad \text{in } C_T H^s,
\]
and similarly,
\[
2P_c(v_N \partial_x v_N)v_N \rightarrow 2P_c(v \partial_x v) v \quad \text{in } C_T H^s.
\]
For the remaining terms, we will exploit the product estimate
\[
\|fg\|_{H^{s-1}} \lesssim \|f\|_{H^s}\|g\|_{H^{s-1}}, \quad (5.8)
\]
which is valid when \( s > 1/2 \). This verifies
\[
-v_N^2 \partial_x v_N \rightarrow -v^2 \partial_x v \quad \text{in } C_T H^{s-1}
\]
and
\[
\|(5.4)\|_{C_T H^{s-1}} \lesssim \|e^{-J(u_N)}\|_{C_T H^s} \left( \|P_{> N} \partial_x (|u|^2 u)\|_{C_T H^{s-1}} + \|\partial_x (|u|^2 u - |u_N|^2 u_N)\|_{C_T H^{s-1}} \right)
\]
\[
\leq C(\|u\|_{C_T H^s})\|P_{> N/3} u\|_{C_T H^s} \rightarrow 0 \quad (N \rightarrow \infty),
\]
by which (5.6) and (5.4) can be treated. Similarly, we have
\[
\|(5.5)\|_{C_T H^s} \lesssim \|v_N\|_{C_T H^s} \|\partial_x^{-1} P_{\neq c} \text{Re}[\frac{1}{w} P_{\leq N}(P_{> N} \partial_x (|u|^2 u) - \partial_x (|u|^2 u_N))]\|_{C_T H^s}
\]
\[
\lesssim \|v_N\|_{C_T H^s} \|u_N\|_{C_T H^s} \|P_{\leq N} \partial_x (|u|^2 u) - \partial_x (|u|^2 u_N)\|_{C_T H^{s-1}}
\]
\[
\leq C(\|u\|_{C_T H^s})\|P_{> N/3} u\|_{C_T H^s} \rightarrow 0 \quad (N \rightarrow \infty).
\]
As a result, we obtain the equation (5.2) for \( v \), which is satisfied in the sense of distribution. \( \square \)

5.2. Main trilinear estimates and proof. In what follows, we consider solutions of (5.3) in the sense of distribution. We restate the equation as
\[
\partial_t w = i\partial_x^2 w - \left( w^2 \partial_x w - 2P_c(w\partial_x w) w \right) + N[w],
\]
\[
N[w] := \frac{i}{2}|w|^4 w - iP_c(|w|^2)|w|^2 w + i \left( P_c(|w|^2)^2 - \frac{1}{2} P_c(|w|^4) \right) w.
\]
Let \( w \in C_T H^s \) be such a solution and define \( \omega \in C_T \ell^2 \) as
\[
\omega_n(t) := e^{itn^2}(Fw(t))_n.
\]
We see that \( \omega \) satisfies the equation of the form (1.1):
\[
\partial_t \omega_n(t) = \sum_{n=n_1-n_2+n_3 \neq n_1,n_3} e^{i\phi(n,n_1,n_2,n_3)} n_2 \omega_n(t) \bar{\omega}_{n_2}(t) \omega_{n_3}(t) + R[\omega(t)]_n, \quad (5.9)
\]
\[
\phi(n,n_1,n_2,n_3):=n^2-n_1^2+n_2^2-n_3^2=2(n_2-n_1)(n_2-n_3) \in \mathbb{Z} \setminus \{0\} \quad \text{in the summation},
\]
\[
R[\omega(t)]_n := -in|\omega_n(t)|^2 \omega_n(t) + e^{itn^2}(FN[e^{it\partial_x^2}F^{-1} \omega(t)])_n.
\]
More precisely, we consider the system of equations for $\omega_n(t)$ and $\bar{\omega}_n(t)$, but again there is no substantial difference (see the argument in Section 3). Here, we set the multiplier $m(n, n_1, n_2, n_3) = \text{in}_2 \chi_{n_2 \neq n_1, n_3}(n_1, n_2, n_3)$.

We estimate harmless terms $\mathcal{R}[\omega]$ as the first step:

**Lemma 5.5.** Let $s > 1/2$. Then, we have
\[
\| \mathcal{R}[\omega] \|_{\ell^2_s} \lesssim \left( 1 + \| \omega \|_{\ell^2_{s+1}}^4 \right) \| \omega \|_{\ell^2_{s+1}},
\]
\[
\| \mathcal{R}[\omega] - \mathcal{R}[\bar{\omega}] \|_{\ell^2_s} \lesssim \left( 1 + \| \omega \|_{\ell^2_{s+1}}^4 + \| \bar{\omega} \|_{\ell^2_{s+1}}^4 \right) \| \omega - \bar{\omega} \|_{\ell^2_{s+1}}
\]
for any $\omega, \bar{\omega} \in \ell^2_s$.

**Proof.** We only consider the first estimate, because the second one can be shown by a similar argument. By the embedding $\ell^2 \hookrightarrow \ell^6$ we see that
\[
\| n |\omega|^2 \|_{\ell^2_s} \lesssim \| \{ n \}^{(1+s)/3} \omega \|_{\ell^6}^3 \leq \| \omega \|_{\ell^2_{(1+s)/3}}^3,
\]
which evaluates the first term in $\mathcal{R}[\omega]$ since $(1+s)/3 \leq s$ if $s \geq 1/2$. The other terms can be easily handled with the Sobolev inequality.

In view of Theorem 1.1[A] (with $X = \ell^2_{s-1}$), UU for (5.9) in $\ell^2_s, s > 1/2$ (and thus Theorem 5.1 by the argument in the preceding subsection) follows once we establish the following:

**Lemma 5.6.** Let $1/2 < s < 1$. There exists $\delta > 0$ such that we have
\[
\| \sum_{n=1-n_2+n_3 \neq n_1, n_3} \frac{n_2}{\langle \phi \rangle n_1^{1/2} \omega_n(1) \omega_n(2) \omega_n(3)} \|_{\ell^2_s} \lesssim \| \omega^{(1)} \|_{\ell^2_s} \| \omega^{(2)} \|_{\ell^2_s} \| \omega^{(3)} \|_{\ell^2_s},
\]
\[
\| \sum_{n=1-n_2+n_3 \neq n_1, n_3} \frac{n_2}{\langle \phi \rangle n_1^{1-s} \omega_n(1) \omega_n(2) \omega_n(3)} \|_{\ell^2_{s-1}} \lesssim \| \omega^{(k)} \|_{\ell^2_{s-1}} \prod_{l \in \{1, 2, 3\} \setminus \{k\}} \| \omega^{(l)} \|_{\ell^2_s}
\]
for any $k = 1, 2, 3$.

Note that the assumption (A3) in Theorem 1.1 is easily deduced from the estimate (5.8).

**Proof of (5.10).** By the Cauchy-Schwarz inequality it suffices to prove
\[
A_n := \sum_{n=1-n_2+n_3 \neq n_1, n_3} \frac{|n_2|^2 \langle n_2 \rangle^{2s}}{|n_2 - n_1| |n_2 - n_3| \langle n_1 \rangle^{2s-1} \langle n_2 \rangle^{2s} \langle n_3 \rangle^{2s}} \lesssim 1
\]
uniformly for $n \in \mathbb{Z}$. By symmetry we may assume that $|n_1| \geq |n_3|$. We consider several cases separately.

Case 1: $|n_2| \gg |n_1|$. We have $|n_2 - n_1| \sim |n_2 - n_3| \sim |n_2| \gtrsim |n|$, so
\[
A_n \lesssim \sum_{n_1, n_3} \frac{1}{\langle n_1 \rangle^{2s} \langle n_3 \rangle^{2s}} \lesssim 1.
\]

Case 2: $|n_2| \sim |n_1| \sim |n_3|$. In this case we have
\[
A_n \lesssim \sum_{n_1, n_3} \frac{1}{|n - n_3| |n - n_1| \langle n_1 \rangle^{2s-1} \langle n_3 \rangle^{2s-1}} \lesssim 1.
\]

Case 3: $|n_2| \sim |n_1| \gtrsim |n| \gg |n_3|$. In this case we have $|n_2 - n_1| = |n - n_3| \sim |n|$ and $|n_2 - n_3| \sim |n_2|$, which imply $|n_2|^2 \langle n \rangle^{2s} \lesssim |n_2 - n_1| |n_2 - n_3| \langle n \rangle^{2s}$ and
\[
A_n \lesssim \sum_{n_1, n_3} \frac{1}{\langle n_1 \rangle^{2s} \langle n_3 \rangle^{2s}} \lesssim 1.
\]
Case 4: $|n_2| \sim |n_1| \gg |n_3| \gg |n|$. We have

$$A_n \lesssim \sum_{n_1=n_2+n_3, \ n_2 \neq n_1, n_3} \frac{1}{(n_1)^{2s}} \sum_{n_2} |n_2 - n_1|(n_2)^{2s-1} \lesssim 1.$$  

Case 5: $|n_2| \ll |n_1| \sim |n_3|$. It holds that $|n_2 - n_1| \sim |n_2 - n_3| \sim |n_1|$, which implies $|n_2|^2(n_2)^{2s} \lesssim |n_2 - n_1||n_2 - n_3|(n_2)^{2s}$ and

$$A_n \lesssim \sum_{n_1, n_3} \frac{1}{(n_1)^{2s}(n_3)^{2s}} \lesssim 1.$$  

Case 6: $|n_2| \lesssim |n_3| \ll |n_1|$. In this case $|n_2|^2 \lesssim |n_2 - n_1||n_2 - n_3|$ in this case. Therefore, we have

$$A_n \lesssim \sum_{n_2, n_3} \frac{1}{(n_2)^{2s}(n_3)^{2s}} \lesssim 1.$$  

Case 7: $|n_3| \ll |n_2| \ll |n_1|$. It holds $|n_2|^2 \lesssim |n_2 - n_1||n_2 - n_3|$ in this case. Therefore, we have

$$A_n \lesssim \sum_{n_2, n_3} \frac{1}{(n_2)^{2s}(n_3)^{2s}} \lesssim 1.$$  

Now, we have seen all the cases.  

**Proof of (5.11).** In the proof, $\varepsilon$ denotes various positive small constants. Similarly to the proof of (5.10) it suffices to show that

$$B_n := \sum_{n=n_1-n_2+n_3, \ n_2 \neq n_1, n_3} \frac{|n_2|^2(n_2)^{2s}}{|n_2 - n_1|^2 - \varepsilon |n_2 - n_3|^2 |n_1|(n_2)^{2s}(n_3)^{2s}} \frac{(n_{\text{max}})^2}{(n)^2} \lesssim 1$$

uniformly for $n \in \mathbb{Z}$, where $|n_{\text{max}}| := \max\{|n_1|, |n_2|, |n_3|\}$. Alternatively, we take $\varepsilon > 0$ such that $s' := s - \varepsilon > 1/2$, then we have

$$B_n \lesssim \sum_{n=n_1-n_2+n_3, \ n_2 \neq n_1, n_3} \frac{|\mu|^s}{(n_1)^{2s}(n_2)^{2s}(n_3)^{2s}} \frac{|n_2|^2(n_2)^{2s'}}{|n_2 - n_1|^2 |n_2 - n_3|^2 |n_1|(n_2)^{2s'}(n_3)^{2s'}} \frac{(n_{\text{max}})^2}{(n)^{2s-2\varepsilon}},$$

since it holds $|\mu| \lesssim |n_{\text{max}}|^2$. Therefore, it also suffices to show

$$C_n := \sum_{n=n_1-n_2+n_3, \ n_2 \neq n_1, n_3} \frac{|n_2|^2(n_2)^{2s}}{|n_2 - n_1|^2 |n_2 - n_3|^2 |n_1|(n_2)^{2s}(n_3)^{2s}} \frac{(n_{\text{max}})^2}{(n)^{2-2\varepsilon}} \lesssim 1$$

uniformly for $n \in \mathbb{Z}$. By symmetry we may assume that $|n_1| \geq |n_3|$. We will take a similar decomposition of analysis.

Case 0a: $|n_{\text{max}}| \sim |n|$. In this case $B_n \lesssim A_n$ and the proof is reduced to (5.10).

Case 0b: $|\mu| \sim |n_{\text{max}}|^2$. Since $|n_2 - n_1||n_2 - n_3| \sim |n_{\text{max}}|^2$ we have $C_n \lesssim A_n$, from which this is also reduced to (5.10).

Case 1: $|n_2| \gg |n_1|$. This case is reduced to Case 0a, since $|n| \sim |n_2| = |n_{\text{max}}|$.

Case 2: $|n_2| \sim |n_1| \sim |n_3|$. If $|\mu| \sim |n - n_1||n - n_3| \sim |n_{\text{max}}|^2$, the proof is reduced to Case 0b. Otherwise, we have either $|n| \sim |n_1|$ or $|n| \sim |n_3|$, and the proof is reduced to Case 0a.

Case 3&4: $|n_2| \sim |n_1| \gg |n_3|$. In this case both $B_n$ and $C_n$ may be unbounded and we have to modify the proof. We may assume $|n| \ll |n_1|$, otherwise the proof is reduced to Case 0a. We restrict $n$ and $n_l$ ($l = 1, 2, 3$) into dyadic intervals $R := \{N \leq \langle n \rangle < 2N\}$ and $R_l := \{N_l \leq \langle n_l \rangle < 2N_l\}$. We consider these cases separately.
2N_l}$, and furthermore restrict $n_1, n_2$ onto intervals $Q_1, Q_2$ of length $\sim N_* := \max\{N, N_3\}$. Since $|n_2 - n_3| \sim N_2$, we have

$$C_n(R, Q_1, Q_2, R_3) := \sum_{n = n_1 - n_2 + n_3; n_2 \neq n_1, n_3 \atop n \in R; n_1 \in Q_1, n_2 \in Q_2, n_3 \in R_3} \frac{|n_2|^2 (n)^{2s}}{|n_2 - n_1|^2 |n_2 - n_3|^2 (n_1)^{2s} (n_2)^{2s} (n_3)^{2s}} \frac{\langle n_{\max} \rangle^2}{(n_2 - 2x_e)^2} \lesssim \frac{N_1^4 N_2^{2s}}{N_1^{2+4s} N_2^{2s} N_2^{-2s}} \sum_{n_1 \in Q_1, n_3} \frac{1}{|n - n_3|^2} \lesssim \frac{N_*}{N_1^{4s-2} N_2^{2s} N_2^{-2s-2s}} \lesssim N_1^{-2s}$$

if $s - 2x_e \geq 1/2$, which implies

$$\parallel \sum_{n = n_1 - n_2 + n_3; n_2 \neq n_1, n_3; |\mu| > M} \frac{n_2}{\mu} [\omega_1 \chi_{Q_1}] (n_1) [\omega_2 \chi_{Q_2}] (n_2) [\omega_3 \chi_{R_3}] (n_3) \parallel_{\ell^2_{s-1}(R)} \lesssim M^{-s/2} N_1^{-2s} \parallel \omega_1 \parallel_{\ell^2_{s-1}(Q_1)} \parallel \omega_2 \parallel_{\ell^2_{s}(Q_2)} \parallel \omega_3 \parallel_{\ell^2_{s}(R_3)}.$$ 

We note that $Q_2$ is determined almost uniquely for given $Q_1$ if the contribution is non-zero. Therefore, after summing up over $Q_1, Q_2$ with the Cauchy-Schwarz inequality, we obtain

$$\parallel \sum_{n = n_1 - n_2 + n_3; n_2 \neq n_1, n_3; |\mu| > M} \frac{n_2}{\mu} [\omega_1 \chi_{R_1}] (n_1) [\omega_2 \chi_{R_2}] (n_2) [\omega_3 \chi_{R_3}] (n_3) \parallel_{\ell^2_{s-1}(R)} \lesssim M^{-s/2} N_1^{-2s} \parallel \omega_1 \parallel_{\ell^2_{s-1}(R_1)} \parallel \omega_2 \parallel_{\ell^2_{s}(R_2)} \parallel \omega_3 \parallel_{\ell^2_{s}(R_3)}.$$ 

The factor $N_1^{-2s}$ allows summation over $N, N_1, N_2, N_3$ such that $N_1 \sim N_2 \gg N, N_3$, which implies the desired estimate.

Case 5: $|n_2| \ll |n_1| \sim |n_3|$. This is reduced to Case 0b, because $|n_2 - n_1| \sim |n_2 - n_3| \sim |n_{\max}|$.

Case 6&7: $|n_2|, |n_3| \ll |n_1|$. This is reduced to Case 0a.

6. Application to the Zakharov System

As an application of the abstract theory to a system, we consider the Zakharov system on $T$:

$$\left\{\begin{array}{l}
    i \partial_t u + \partial_x^2 u = Nu, \\
    \partial_t^2 N - \partial_x^2 N = \partial_x^2 (|u|^2), \\
    (u, N) (t, x) : [0, T] \times T \to \mathbb{C} \times \mathbb{R}, \\
    (u, N, \partial_t N)_{t=0} = (u_0, N_0, N_1) \in H^{s+1}(T) := H^s(T; \mathbb{C}) \times H^1(T; \mathbb{R}) \times H^{l-1}(T; \mathbb{R}).
\end{array}\right. \tag{6.1}$$

For (6.1), we will prove uniqueness of solution $(u, N)$ in the class

$$C_T H^{s+1}(T) := C([0, T]; H^s(T; \mathbb{C})) \times [C([0, T]; H^1(T; \mathbb{R})) \cap C^1([0, T]; H^{l-1}(T; \mathbb{R}))].$$

Concerning the local well-posedness in the periodic setting, Takaoka [38] obtained a sharp result in the case of $d = 1$, and the author treated higher dimensional cases in [21]. For $UU$, Masmoudi and Nakanishi [30] obtained the results in the energy space for $\mathbb{R}^d$ with $d = 1, 2, 3$, while there is no result in the periodic case.

We shall prove the following:

**Theorem 6.1.** The solution (in the sense of distribution) to the Cauchy problem (6.1) is unique in $C_T H^{1+1/2,0}(T)$.

**Remark 6.2.** A similar argument with nonlinear estimates established in [21] yields some $UU$ results in two and higher dimensions; see [21]. We remark that the energy space $(s, l) = (1, 0)$ is included in one and two dimensional cases with arbitrary spatial period and aspect ratio.
6.1. Reduction to a first order system. Let \((u, N) \in C_T \mathcal{H}^{s,l}\) be a solution (in the sense of distribution) to (6.1). We introduce a new complex-valued function

\[ w(t) := N(t) + i(\partial_x)^{-1}\partial_t N(t) \in C_T H^l(T, \mathbb{C}). \]

It is easily checked that \((u, w) \in C_T (H^s(T, \mathbb{C}) \times H^l(T, \mathbb{C}))\) is a solution (in the sense of distribution) to

\[
\begin{align*}
&\left\{\begin{array}{l}
i\partial_t u + \frac{\partial^2}{\partial_x^2} u = \frac{1}{2}(w + \overline{w})u, \quad i\partial_t w - \langle \partial_x \rangle w = -\frac{\partial^2}{\langle \partial_x \rangle^2} |u|^2 - \frac{w + \overline{w}}{2\langle \partial_x \rangle}, \\
(u, w)|_{t=0} = (u_0, w_0) \in H^{s}(T, \mathbb{C}) \times H^{l}(T, \mathbb{C}),
\end{array}\right.
\end{align*}
\]

(6.2)

where \(w_0 := N_0 + i(\partial_x)^{-1}N_1\).

Hereafter, we assume \(s, l \geq 0\). Under this assumption, all the nonlinear terms in (6.2) can be considered as continuous functions in \(t\) with values in some Sobolev spaces with respect to \(x\). In particular, \(\tilde{u}_n := (\mathcal{F}u)_n\) and \(\tilde{w}_n := (\mathcal{F}w)_n\) belong to \(C^1([0, T])\) for each \(n \in \mathbb{Z}\) and they solve the following system in the classical sense:

\[
\begin{align*}
&\partial_t \tilde{u}_n = -i n^2 \tilde{u}_n - \frac{i}{2} \sum_{n' \in \mathbb{Z}} (\tilde{w}_{n'} \tilde{u}_{n-n'} + \overline{\tilde{w}_{n'}} \tilde{u}_{n-n'}), & (t, n) \in [0, T) \times \mathbb{Z}, \\
&\partial_t \tilde{w}_n = -i(n) \tilde{w}_n - \frac{i}{n} \sum_{n' \in \mathbb{Z}} \tilde{u}_{n'} \tilde{u}_{n-n'} + \frac{i}{2(n)} (\tilde{w}_n + \overline{\tilde{w}_{n}}), & (t, n) \in [0, T) \times \mathbb{Z}, \\
&\left(\tilde{u}_n, \tilde{w}_n\right)|_{t=0} = \left((\mathcal{F}u_0)_n, (\mathcal{F}w_0)_n\right), & n \in \mathbb{Z}.
\end{align*}
\]

(6.3)

Note that the sum on the right-hand side of each equation converges absolutely. Set new functions

\[
\begin{align*}
\psi_n^+(t) &:= e^{i n^2 t} \tilde{u}_n(t), & \psi_n^-(t) &:= e^{-i n^2 t} \overline{\tilde{u}_n(t)}, \\
\omega_n^+(t) &:= e^{i(n) t} \tilde{w}_n(t), & \omega_n^-(t) &:= e^{-i(n) t} \overline{\tilde{w}_n(t)}.
\end{align*}
\]

Then, these function lie in the space \(\mathcal{P} \in C_T \ell^2_2(\mathbb{Z}), \omega^- \in C_T \ell^2_2(\mathbb{Z})\), continuously differentiable on \([0, T]\) for each \(n\), and satisfy the system

\[
\begin{align*}
&\partial_t \psi_n^+ = \mp \frac{i}{2} \sum_{n_1, n_2 \in \mathbb{Z}} (e^{i n_1 n_2} \omega_n^{n_1} \psi_n^{+n_2} + e^{i n_2 n_1} \omega_n^{-n_2} \psi_n^{+n_1}), & (t, n_1) \in [0, T) \times \mathbb{Z}, \\
&\partial_t \omega_n^+ = \mp \frac{i n^2}{(n)} \sum_{n_1, n_2 \in \mathbb{Z}} \omega_n^{n_1} \psi_n^{+n_2} \pm \frac{i n^2}{2(n)} \omega_n^{n_1} \psi_n^{+n_1} \pm \frac{i n^2}{2(n)} \omega_n^{-n_2} \psi_n^{+n_2}, & (t, n_0) \in [0, T) \times \mathbb{Z},
\end{align*}
\]

(6.4)

where \(\Phi_n := n_1^2 - n_2^2 \pm (n_0).

6.2. Main bilinear estimates and proof. To prove unconditional uniqueness for the system (6.4) in \((\ell^2_2(n))^2 \times (\ell^2_2(n))^2\), we apply Theorem 1.1 [A] with \(X = (\ell^2_{s-1})^2 \times (\ell^2_{s-1})^2\) and

\[
\mathcal{R}[(\psi^+, \psi^-, \omega^+, \omega^-)]_n = \left(0, 0, \frac{i n^2}{2(n)} \omega_n^+, \frac{i n^2}{2(n)} \omega_n^- \right).
\]

The assumption (R) trivially holds, and (A1)–(A3) can be interpreted into the following estimates with some \(\varepsilon > 0\):

\[
\| \sum_{n_1 = n_0 + n_2} f_{n_0} h_{n_2} \Phi_n^{1/2} \|_{\ell^2_2(z_{n_1})} \lesssim \| f \|_{\ell^2_2} \| h \|_{\ell^2_2},
\]
for any real-valued non-negative sequences \( f, g, h \in \ell^2(\mathbb{Z}) \), where * denotes the convolution (and in the second and the fourth inequalities we have replaced \( n_2 \) with \( -n_2 \) for convenience).

The Sobolev inequality shows the last two estimates if \((s, l) = (\frac{1}{2}, 0)\). The first four estimates are equivalent by duality to the trilinear estimates:

\[
\sum_{n_0, n_1, n_2 \in \mathbb{Z}} W_j(n_0, n_1, n_2) f_{n_0} g_{n_1} h_{n_2} \lesssim \|f\|_{\ell^2} \|g\|_{\ell^2} \|h\|_{\ell^2}, \quad j = 1, \ldots, 4
\]

(6.5)

for real-valued non-negative sequences \( f, g, h \in \ell^2(\mathbb{Z}) \), where

\[
W_1 = \frac{\langle n_1 \rangle^s}{\langle \Phi_\pm \rangle^{1/2} \langle n_0 \rangle^{1/2} \langle n_2 \rangle^{s}}, \quad W_2 = \frac{\langle n_0 \rangle^s}{\langle \Phi_\pm \rangle^{1/2} \langle n_1 \rangle^{s} \langle n_2 \rangle^{s}}, \quad W_3 = \frac{\langle n_1 \rangle^{s-1} (\langle n_0 \rangle + \langle n_2 \rangle)}{\langle \Phi_\pm \rangle^{1-\varepsilon} \langle n_0 \rangle \langle n_2 \rangle^s}, \quad W_4 = \frac{\langle n_0 \rangle^{s-1} (\langle n_1 \rangle + \langle n_2 \rangle)}{\langle \Phi_\pm \rangle^{1-\varepsilon} \langle n_1 \rangle^{s} \langle n_2 \rangle^{s}}.
\]

For our purpose, it suffices to show the following:

**Proposition 6.3.** The estimate (6.5) holds if \((s, l) = (\frac{1}{2}, 0)\) and \(\varepsilon = \frac{1}{2}\).

**Proof.** Since \( W_j \lesssim 1 \) if \( n_0 = 0 \), (6.5) holds when the left-hand side is restricted to \( \{n_0 = 0\} \).

Assuming \( n_0 \neq 0 \), we observe that \( \langle \Phi_\pm \rangle \sim \langle n_1 - n_2 \rangle \pm |n_0| = \langle n_0 \rangle (n_1 + n_2 \pm \text{sgn}(n_0)) \) under the relation \( n_0 = n_1 - n_2 \). Although it is still possible that \( \Phi_\pm = 0 \), we have

\[
\langle \Phi_\pm \rangle \sim \langle n_0 \rangle (n_1 + n_2 \pm \text{sgn}(n_0)) \sim \langle n_0 \rangle (n_1 + n_2)
\]

whenever \( n_0 \neq 0 \) and \( n_1 + n_2 \pm \text{sgn}(n_0) \neq 0 \).

In the case where the factorization (6.6) is valid, a simple case-by-case analysis yields that

\[
W_1 + W_2 \lesssim W_3 + W_4 \sim \frac{\langle n_0 \rangle + \langle n_1 \rangle + \langle n_2 \rangle}{\langle n_1 \rangle^{1/2} \langle n_1 + n_2 \rangle^{1/2} \langle n_1 \rangle^{1/2} \langle n_2 \rangle^{1/2}} \lesssim \frac{\chi_{\{n_1 \geq |n_2|\}}}{\langle n_1 \rangle^{1/2} \langle n_1 \rangle^{1/2} + \langle n_1 \rangle^{1/2} \langle n_1 + n_2 \rangle^{1/2} + \chi_{\{n_1 \leq |n_2|\}}}.
\]

under the assumption \((s, l) = (\frac{1}{2}, 0)\), \(\varepsilon = \frac{1}{2}\). This estimate and the Hölder inequality easily show (6.5): for instance, when the middle term is dominant, we can argue as

\[
\sum_{n_0, n_2 \in \mathbb{Z}} \frac{f_{n_0} g_{n_0 + n_2} h_{n_2}}{\langle n_0 \rangle^{1/2} \langle n_0 + 2n_2 \rangle^{1/2}} \lesssim \sum_{n_2} h_{n_2} \sum_{n_0} \frac{f_{n_0} g_{n_0 + n_2}}{\langle n_0 \rangle} + \sum_{n_0} f_{n_0} \sum_{n_2} \frac{g_{n_0 + n_2} h_{n_2}}{\langle n_0 + 2n_2 \rangle} \lesssim \sum_{n_2} h_{n_2} \left( \sum_{n_0} f_{n_0}^2 g_{n_0 + n_2}^2 \right)^{1/2} + \sum_{n_0} f_{n_0} \left( \sum_{n_2} g_{n_0 + n_2}^2 h_{n_2}^2 \right)^{1/2} \lesssim \|f\|_{\ell^2} \|g\|_{\ell^2} \|h\|_{\ell^2}.
\]

It remains to consider the case \( n_1 + n_2 \pm \text{sgn}(n_0) = 0 \). Since there are at most two possible pairs of \( (n_0, n_2) \) for each \( n_1 \), it suffices to show \( W_j \lesssim 1 \) under the assumption \((s, l) = (\frac{1}{2}, 0)\). When \( |n_1| \lesssim 1 \), it holds that \( |n_0|, |n_2| \lesssim 1 \), and trivially \( W_j \lesssim 1 \). When \( |n_1| \gg 1 \), we see that \( \langle n_0 \rangle \sim \langle n_1 \rangle \sim \langle n_2 \rangle \), and hence \( W_1 \sim W_2 \sim W_3 \sim W_4 \sim 1 \).
7. Existence of weak solutions

As seen in the previous sections, the infinite NFR machinery is useful to establish a priori estimates for a rough solution and difference of two rough solutions. This method has also been used to obtain a priori (difference) estimates for regular solutions, which yield existence of certain weak solutions at low regularity such that the nonlinearity may not be well-defined in the distributional framework; see [14] and subsequent works. In this section, we discuss such a use of NFR for the abstract equation (1.1).

7.1. Statement of the result. We rewrite the equation as

$$\partial_t \omega_n = N[\omega]_n + R[\omega]_n, \quad (t, n) \in (0, T) \times \mathbb{Z}^d,$$

$$N[\omega]_n = \sum_{n=n_1+\cdots+n_p} e^{it\phi} m_{n_1}(t) \omega_{n_2}(t) \cdots \omega_{n_p}(t),$$

where the notations are the same as before.

Let us first recall the definition of weak solutions in the extended sense due to Christ [8, 9]. Consider the following nonlinear dispersive equation:

$$\partial_t u = i\psi(D_x)u + N[u] + R[u], \quad (t, x) \in (0, T) \times \mathbb{T}^d,$$

where $\psi(D_x) := F_n^{-1}\psi(n)F_x$ is a spatial Fourier multiplier with a real-valued symbol $\psi$, and $N[u]$ is the principal part of the nonlinearity which may not be well-defined at the level of regularity under consideration, whereas $R[u]$ denotes the other nonlinear part which is basically assumed to be well-defined.

**Definition 7.1.** (i) We define a sequence of Fourier cutoff operators as a sequence of Fourier multipliers $\{T_k = F^{-1}m_k F\}_{k \in \mathbb{N}}$ with symbols $m_k : \mathbb{Z}^d \to \mathbb{C}$ such that

$$\left\{ \begin{array}{l}
m_k \text{ is compactly supported for each } k \in \mathbb{N}, \\
\sup_{k \in \mathbb{N}} \|m_k\|_{L^\infty(\mathbb{Z}^d)} < \infty, \\
\lim_{k \to \infty} m_k(n) = 1 \text{ for each } n \in \mathbb{Z}^d.
\end{array} \right.$$  \hspace{1cm} (7.3)

(ii) Let $u \in C_T H^{-\infty}(\mathbb{T}^d)$, and suppose there exists a distribution $w \in \mathcal{D}'((0, T) \times \mathbb{T}^d)$ such that for any sequence of Fourier cutoff operators $\{T_k\}_{k \in \mathbb{N}}$, $N[T_k u]$ is a well-defined distribution for each $k$ and the sequence $\{N[T_k u]\}_{k \in \mathbb{N}}$ converges to $w$ in $\mathcal{D}'((0, T) \times \mathbb{T}^d)$. Then, we say $N[u]$ exists and is equal to $w$.

(iii) Let $u \in C_T H^{-\infty}(\mathbb{T}^d)$, and suppose that $R[u]$ is a well-defined distribution on $(0, T) \times \mathbb{T}^d$. We say $u$ is a weak solution of (7.2) in the extended sense if the nonlinearity $N[u]$ exists in the sense of (ii) and (7.2) holds in $\mathcal{D}'((0, T) \times \mathbb{T}^d)$.

Based on the above definition, we define the weak solutions of (7.1) as follows. Let $\mathcal{D}(\mathbb{Z}^d) := \mathcal{F}C^\infty(\mathbb{T}^d) \equiv \ell_2^\infty(\mathbb{Z}^d)$, and define $\mathcal{D}'((0, T) \times \mathbb{Z}^d)$ as the dual space of $C_0^\infty((0, T); \mathcal{D}(\mathbb{Z}^d))$.

**Definition 7.2.** (i) For $\omega \in C_T \ell_2^\infty(\mathbb{Z}^d)$, we say $N[\omega]$ exists and is equal to $\zeta \in \mathcal{D}'((0, T) \times \mathbb{Z}^d)$ if for any sequence $\{m_k\}_{k \in \mathbb{N}}$ of functions on $\mathbb{Z}^d$ satisfying (7.3), $\{N[m_k \omega]\}_k$ converges to $\zeta$ in $\mathcal{D}'((0, T) \times \mathbb{Z}^d)$.

(ii) Let $\omega \in C_T \ell_2^\infty(\mathbb{Z}^d)$, and suppose that $R[\omega]$ is a well-defined distribution on $(0, T) \times \mathbb{Z}^d$. We say $\omega$ is a weak solution of (7.1) if the nonlinearity $N[\omega]$ exists in the sense of (i) and (7.1) holds in $\mathcal{D}'((0, T) \times \mathbb{Z}^d)$.

The goal of this section is to show the following:
Theorem 7.3. Let \( s \in \mathbb{R} \). Assume that for any \( s' \geq s \) and \( T > 0 \), \( \mathcal{R}[\omega] \in C_T \ell_2^s \) if \( \omega \in C_T \ell_2^s \) and

\[
(R)' \quad \begin{cases} 
\| \mathcal{R}[\omega] \|_{C_T \ell_2^s} \leq C(s', \|\omega\|_{C_T \ell_2^s}) \|\omega\|_{C_T \ell_2^s}, \\
\| \mathcal{R}[\omega] - \mathcal{R}[\tilde{\omega}] \|_{C_T \ell_2^s} \leq C(s', \|\omega\|_{C_T \ell_2^s}, \|\tilde{\omega}\|_{C_T \ell_2^s}) \|\omega - \tilde{\omega}\|_{C_T \ell_2^s}.
\end{cases}
\]

Moreover, assume one of the following [A]', [B]':

[A]' There exists \( s_2 > s \) such that

\[
(A1) \quad \left\| \sum_{n=n_1+\ldots+n_p} \frac{|m|}{(\phi)^{1/2}} \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^s} \leq C \prod_{j=1}^p \|\omega(j)\|_{\ell_2^s},
\]

\[
(A1)' \quad \left\| \sum_{n=n_1+\ldots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^s} \leq C \prod_{j=1}^p \|\omega(j)\|_{\ell_2^s}.
\]

[B]' There exist \( s_1 < s \) and \( s_2 > s \) such that

\[
(B1) \quad \sup_{\mu \in \mathbb{Z}} \left\| \sum_{n=n_1+\ldots+n_p} \frac{|m|}{(\phi)^{1/2}} \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^s} \leq C \prod_{j=1}^p \|\omega(j)\|_{\ell_2^s},
\]

\[
(B1)' \quad \left\| \sum_{n=n_1+\ldots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^s} \leq C \prod_{j=1}^p \|\omega(j)\|_{\ell_2^s}.
\]

Then, for any \( r > 0 \) there exists \( T = T(r) > 0 \) such that the following holds. For any \( \omega_0 \in \ell_2^s \) with \( \|\omega_0\|_{\ell_2^s} \leq r \), there exists a weak solution \( \omega \in C_T \ell_2^s \) of (7.1) on \( (0, T) \times \mathbb{T}^d \) in the sense of Definition 7.2 with initial condition \( \omega(0) = \omega_0 \), satisfying the following properties:

(i) If \( \omega_0 \in \ell_2^s \), for some \( s' > s \), then the solution \( \omega \) belongs to \( C_T \ell_2^{s'} \).

(ii) If \( \omega_0 \in \ell_2^{s_2} \), then \( \omega \), which is in \( C_T \ell_2^{s_2} \) and satisfies the equation in the sense of distribution, is the unique solution in \( C_T \ell_2^{s_2} \); i.e., unconditional uniqueness holds in \( \ell_2^{s_2} \).

(iii) Let \( T' > 0 \), and let \( \zeta \in C_T \ell_2^s \) be any function which is the \( C_T \ell_2^s \)-limit of some sequence of regular solutions of (7.1) in \( C_T \ell_2^s \) and satisfies \( \|\zeta(0)\|_{\ell_2^s} \leq r \). Then, \( \zeta \) coincides with the weak solution \( \omega \in C_{T(r)} \ell_2^s \) constructed above with initial condition \( \omega(0) = \zeta(0) \) on the time interval \( [0, \min\{T', T(r)\}] \).\( ^{15} \)

(iv) The solution map \( \omega_0 \mapsto \omega \) from \( \{ \omega_0 \in \ell_2^s : \|\omega_0\|_{\ell_2^s} \leq r \} \) into \( C_T \ell_2^s \) is Lipschitz continuous, with the bounds

\[
\|\omega\|_{C_T \ell_2^s} \leq 2 \|\omega_0\|_{\ell_2^s}, \quad \|\omega - \tilde{\omega}\|_{C_T \ell_2^s} \leq 2 \|\omega_0 - \tilde{\omega}_0\|_{\ell_2^s}.
\]

Remark 7.4. (i) Consider the situation that the equation (7.1) comes from (7.2) by the transform \( u \mapsto \omega(t) := \mathcal{F} e^{-it\psi(D_\psi)}u(t) \), with

\[
\mathcal{N}[\omega] = e^{-it\psi(n)}\mathcal{F} N[\mathcal{F}^{-1} e^{it\psi(n)} \omega], \quad \mathcal{R}[\omega] = e^{-it\psi(n)} \mathcal{F} R[\mathcal{F}^{-1} e^{it\psi(n)} \omega].
\]

Then, existence of weak solutions for the equation (7.2) can be recovered from that for (7.1); i.e., the weak solution \( \omega \in C_T \ell_2^s \) of (7.1) constructed in Theorem 7.3 gives a weak solution \( v \in C_T H^4 \) of (7.2) in the extended sense by \( v(t) := \mathcal{F}^{-1} e^{it\psi(n)} \omega(t) \). In fact, for any sequence \( \{ T_k = F^{-1} \mu_k \mathcal{F} \}_{k \in \mathbb{Z}} \) of Fourier cutoff operators, we have the convergence \( e^{it\psi(n)} \mathcal{N}[m_k \omega] \to e^{it\psi(n)} \mathcal{N}[\omega] \) in \( \mathcal{D}'((0, T) \times \mathbb{Z}^d) \), where \( \mathcal{N}[\omega] \) is the unique distributional limit as in Definition 7.2 which exists since \( \omega \) is a weak solution of (7.1) in the sense of Definition 7.2. This implies that \( \mathcal{N}[T_k v] \to \)

\footnote{\textsuperscript{15} More precisely, \( \omega \) satisfies the equation in \( C_T \ell_2^s \) for Case [A]' and in \( C_T \ell_2^{s_2} \) for Case [B]', by the estimates (R)' and (A1)' or (B1)'.}

\footnote{\textsuperscript{16} In \textsuperscript{34}, this kind of uniqueness assertion was referred to as enhanced uniqueness. Note that this does not claim uniqueness in the class of all weak solutions in the sense of Definition 7.2.}
$F^{-1}e^{it\psi(n)}N[\omega]$ in $D'(\mathbb{R}^N \times \mathbb{T}^d)$, and hence $N[v]$ exists and is equal to $F^{-1}e^{it\psi(n)}N[\omega]$. On the other hand, we have $N[\omega] = \partial_t \omega - R[\omega]$ by the equation and

$$
\langle F^{-1}e^{it\psi(n)}(\partial_t \omega - R[\omega]), \phi \rangle = \langle \partial_t \omega, e^{it\psi(n)}F^{-1}\phi \rangle - \langle F^{-1}e^{it\psi(n)}R[\omega], \phi \rangle
$$

$$= -\langle e^{it\psi(n)}\omega, F^{-1}\partial_t \phi \rangle - \langle i\psi(n)e^{it\psi(n)}\omega, F^{-1}\phi \rangle - \langle R[v], \phi \rangle
$$

$$= (\partial_t v - i\psi(D_x)v - R[v], \phi), \quad \phi \in D((0, T) \times \mathbb{T}^d).$$

Hence, $N[v] = \partial_t v - i\psi(D_x)v - R[v]$ in $D'(\mathbb{R}^N \times \mathbb{T}^d)$, and $v$ is a weak solution of (7.2) in the extended sense.

(ii) One may consider changing the space of initial data $l^2_s$ similarly to Theorem 1.1 (see Remark 1.3(v)). When the condition $[B]'$ holds, one can replace $l^2_s$ with any Banach space $Y$ satisfying the property (1.2) and embedded into $l^2_s$ (so that the definition of the weak solution makes sense for $\omega \in C_T Y$). Then, the spaces $l^2_{s_1}$, $l^2_{s_2}$ and $l^2_s$ appearing in the statement may be replaced with $\langle \cdot \rangle^-((s_1-s)Y)$, $\langle \cdot \rangle^-((s_2-s)Y)$ and $\langle \cdot \rangle^-((s'-s)Y)$, respectively. Regarding the case $[A]'$, the same is true if existence of local-in-time regular solutions (Lemma 7.6 below) still holds in the new space $\langle \cdot \rangle^-((s_2-s)Y)$. We note, however, that our proof of Lemma 7.6 to be given in Section 7.3 relies on energy estimates based on the Hilbert space structure of $l^2_s$.

7.2. A priori estimates on regular solutions. A basic tool to prove Theorem 7.3 is the following a priori estimates for regular solutions.

**Lemma 7.5.** Let $s \in \mathbb{R}$, and assume the hypotheses in Theorem 7.3. Then, for any $R > 0$ there exists $T_s = T_s(R) > 0$ such that any solution $\omega \in C_T l^2_{s_2}$ of (7.1) on $(0, T) \times \mathbb{T}^d$ with $T \in (0, T_s]$ satisfying $\|\omega\|_{C_T l^2_s} \leq R$ solves the limit equation (2.9) in $C_T l^2_s$. Moreover, the following estimates hold:

$$
\|\omega\|_{C_T l^2_s} \leq 2\|\omega(0)\|_{l^2_s} \quad \Rightarrow \|\omega - \tilde{\omega}\|_{C_T l^2_s} \leq 2\|\omega(0) - \tilde{\omega}(0)\|_{l^2_s},
$$

(7.4)

where $\tilde{\omega} \in C_T l^2_{s_2}$ is another solution of (7.1) with $\|\tilde{\omega}\|_{C_T l^2_s} \leq R$. Furthermore, for any $s' > s$ there exists $T_{s'} = T_{s'}(R) \in (0, T_s(\omega)]$ (which is decreasing in $s'$) such that if in addition $T \in (0, T_{s'})$ and $\omega \in C_T l^2_{s_2}$, then the limit equation (2.9) is satisfied in $C_T l^2_{s'}$ and

$$
\|\omega\|_{C_T l^2_{s'}} \leq 2\|\omega(0)\|_{l^2_s},
$$

(7.5)

**Proof.** To verify (2.9), we follow the argument in Section 2. In fact, with the assumptions $(R)'$ and $(A1) + (A1)'$ or $(B1) + (B1)'$, the same argument as in the proof of Proposition 2.3 derives the multilinear estimates

$$
\|A_R^J[\omega] - A_R^J[\tilde{\omega}]\|_{l^2_s} \leq CM \left[ CM^{-\delta}(\|\omega\|_{l^2_s} + \|\tilde{\omega}\|_{l^2_s})^{-1}\right]^J \|\omega - \tilde{\omega}\|_{l^2_s},
$$

$$
\|A_0^J[\omega] - A_0^J[\tilde{\omega}]\|_{l^2_s} \leq C \left[ CM^{-\delta}(\|\omega\|_{l^2_s} + \|\tilde{\omega}\|_{l^2_s})^{-1}\right]^J \|\omega - \tilde{\omega}\|_{l^2_s},
$$

$$
\|R^J[\omega] - R^J[\tilde{\omega}]\|_{l^2_s} \leq C \left[ CM^{-\delta}(\|\omega\|_{l^2_s} + \|\tilde{\omega}\|_{l^2_s})^{-1}\right]^J C(\|\omega\|_{l^2_s}, \|\tilde{\omega}\|_{l^2_s}) \|\omega - \tilde{\omega}\|_{l^2_s}
$$

for any $\omega, \tilde{\omega} \in l^2_s$ and

$$
\|A^{(J+1)}\|_{l^2_s} \leq C \left[ CM^{-\delta}\|\omega\|_{l^2_s}^{-1}\right]^J \|\omega\|_{l^2_{s_2}}^2
$$

for any $\omega \in l^2_{s_2}$, where $\delta = \frac{1}{2}$ in Case $[A]'$ and $\delta = \frac{s_1}{s_2-s_1}$ in Case $[B]'$. These estimates (with $\tilde{\omega} = 0$) suffice to justify, for any regular solution $\omega \in C_T l^2_{s_2}$ of (7.1), the derivation of the equations (2.7) for any $J \geq 1$ as well as convergence of the sums over $j$ and the limit

---

19 By a similar argument as for Theorem 1.1 we can show $\omega_n \in C^1(\mathbb{R}^N \times \mathbb{T}^d)$ for each $n$ and a solution $\omega \in C_T l^2_{s_2}$ of (7.1). Here, the estimate $(A1)'$ or $(B1)'$ plays the same role as $(A3)$ (or $(B3)$) in the proof of Theorem 1.1.
Therefore, we see that \( \| \omega \|_{C_T L^2_s} \rightarrow 0 \) in \( C_T L^2_s \) as \( J \rightarrow \infty \), whenever \( \| \omega \|_{C_T L^2_s} \leq R \) and \( \eta := C T^d R^{p-1} \ll 1 \) (after taking \( M = T^{-1} \)). Letting \( J \rightarrow \infty \) we have (2.9).

From (2.9) and the above estimates on \( \mathcal{N}_R^{(j)}, \mathcal{N}_0^{(j)} \) and \( \mathcal{R}^{(j)} \), we obtain

\[
\| \omega \|_{C_T L^2_s} \leq C(0) + C(R)T \sum_{j=0}^{\infty} \eta^j \| \omega \|_{C_T L^2_s},
\]

\[
\| \omega - \tilde{\omega} \|_{C_T L^2_s} \leq \| \omega(0) - \tilde{\omega}(0) \|_{L^2} + C(0) + C(R)T \sum_{j=0}^{\infty} \eta^j \| \omega - \tilde{\omega} \|_{C_T L^2_s}.
\]

By possibly choosing smaller \( T \) so that \( C(R)T \ll 1 \) (still depending only on the \( L^2_s \)-norm of the solution), we have the desired a priori estimates (7.4).

Using the above estimates on \( \mathcal{N}_R^{(j)}, \mathcal{N}_0^{(j)}, \mathcal{R}^{(j)} \) and the inequality

\[
(n_1 + n_2 + \cdots + n_N) \leq N^\alpha \max_{1 \leq j \leq N} (n_j) \alpha \quad (N \geq 1, \quad \alpha > 0),
\]

we see that for any \( s' > s \)

\[
\| \mathcal{N}_R^{(j)} [\omega] \|_{L^2_s} \leq CM \left( C M^{-\delta} \| \omega \|_{L^2_s} \right)^J \| \omega \|_{L^2_s},
\]

\[
\| \mathcal{N}_0^{(j)} [\omega] \|_{L^2_s} \leq C \left( C M^{-\delta} \| \omega \|_{L^2_s} \right)^J \| \omega \|_{L^2_s},
\]

\[
\| \mathcal{R}^{(j)} [\omega] \|_{L^2_s} \leq C \left( C M^{-\delta} \| \omega \|_{L^2_s} \right)^J \| \omega \|_{L^2_s},
\]

where we have applied the first inequality in (R) in the estimate on \( \mathcal{R}^{(j)} \) and the constants \( C \) are now depending also on \( s' \). Then, the same argument as above shows that the right-hand side of (2.9) converges in \( C_T L^2_s \), and the estimate (7.5) holds, if we take possibly smaller \( T \) depending also on \( s' \) but still independent of the \( L^2_s \)-norm of the solution.

To construct weak solutions at the \( L^2_s \) level, we need regular solutions with approximating initial data. The next lemma, which we will prove at the end of this section, ensures existence of regular solutions.

**Lemma 7.6.** Let \( s \in \mathbb{R} \), and assume the hypotheses in Theorem 7.3. Then, for any \( \omega_0 \in L^2_s \) there exist \( T = T(\| \omega_0 \|_{L^2_s}) > 0 \) and a solution \( \omega \in C_T L^2_s \) of (7.1) on \((0,T) \times \mathbb{Z}^d \) satisfying \( \omega(0) = \omega_0 \).

Assuming Lemma 7.6 for the moment, we can prove Theorem 7.3 by almost the same argument as in [14] Section 4). We give a proof for completeness.

**Proof of Theorem 7.3.** Let \( \omega_0 \in L^2 \), and set \( R := 2 \| \omega_0 \|_{L^2} + 1 \). Take a sequence \( \{ \omega_{N,0} \}_{N \in \mathbb{N}} \subset L^2 \) such that \( \omega_{N,0} \rightarrow \omega_0 \) in \( L^2 \) as \( N \rightarrow \infty \). (For instance, we can take \( \omega_{N,0} = \chi \{ |n| \leq N \} \omega_0 \).) We may assume that \( \| \omega_{N,0} \|_{L^2} \leq \| \omega_0 \|_{L^2} + 1/3 \) for any \( N \).

First of all, we need to show existence of solutions for approximating regular initial data \( \{ \omega_{N,0} \} \) with a uniform existence time. Set \( T := T_s(R) \) (\( \leq T_s(R) \)), with \( T_s(R) \) given in Lemma 7.5. For \( N \geq 1 \), let \( \omega_N \in C_T L^2_s \) be the solution of (7.1) with \( \omega_N(0) = \omega_{N,0} \) given in Lemma 7.6 with the existence time \( T' \) corresponding to the size \( 2 \| \omega_{N,0} \|_{L^2} \), and suppose \( T' < T \). Let \( T'' := \sup \{ t \in [0,T'] : \| \omega_N \|_{C_T L^2_s} \leq R \} \). Since \( \| \omega_{N,0} \|_{L^2} \leq \| \omega_0 \|_{L^2} + 1/3 \leq R/2 \) and the map \( t \rightarrow \| \omega_N \|_{C_T L^2_s} \) is continuous, we see \( T'' > 0 \). For any \( t \in (0,T'') \cap (0,T') \), the a priori estimate (7.4) shows \( \| \omega_N \|_{C_T L^2_s} \leq 2 \| \omega_{N,0} \|_{L^2} + 2 \| \omega_0 \|_{L^2} + 2/3 < R \). This implies \( t < T'' \), and hence \( T'' = T' \). Therefore, we see that \( \| \omega_N \|_{C_T L^2_s} \leq R \), and by (7.5), that \( \| \omega_N(T') \|_{L^2} \leq 2 \| \omega_{N,0} \|_{L^2} \). Applying
Lemma 7.6 with initial datum $\omega_N(T')$, we can extend the solution up to time $2T'$ \footnote{More precisely, we apply Lemma 7.6 with initial datum $\omega_N(T'/2)$ and obtain a solution $\tilde{\omega} \in C_T^2\ell_2$ with $\tilde{\omega}(0) = \omega_N(T'/2)$. Then, it follows from the difference estimate \eqref{7.4} and a continuity argument that $\tilde{\omega}(t) = \omega_N(t + T'/2)$ for $t \in [0, T'/2]$. Therefore, we have a solution on $[0, 3T'/2]$ with initial condition $\omega_{N,0}$ at $t = 0$.} With a uniform time increment $T'$, this procedure can be iterated until the existence time exceeds $T$, giving a solution $\omega_N \in C_T^2\ell_2$ on the time interval $[0, T]$ which is uniform in $N$.

From the above argument we observe that $\|\omega_N\|_{C_T^2\ell_2} \leq 2\|\omega_{N,0}\|_{\ell_2^2} \leq R$ for any $N$. The difference estimate \eqref{7.4} then shows that $\{\omega_N\}_{N \in \mathbb{N}}$ is a Cauchy sequence in $C_T^2\ell_2$. Let $\omega$ be the limit of $\{\omega_N\}_N$ in $C_T^2\ell_2$. Note that

$$\|\omega\|_{C_T^2\ell_2} \leq 2\|\omega\|_{\ell_2^2}, \quad \|\omega - \omega_N\|_{C_T^2\ell_2} \leq 2\|\omega_0 - \omega_{N,0}\|_{\ell_2^2},$$

(7.7)

We next prove that $\omega$ is a weak solution of \eqref{7.1} in the sense of Definition 7.2. Since $\mathcal{R}[\omega_N] \rightarrow \mathcal{R}[\omega]$ in $C_T^2\ell_2$ by \eqref{7.1}' and \eqref{7.7}, we see from the equation that the sequence $\{N'[\omega_N]\}_N = \{\partial_t\omega_N - \mathcal{R}[^2]\omega_N\}_N$ has the limit $\zeta \in D'((0, T) \times \mathbb{Z}^d)$ which satisfies $\partial_t \omega = \zeta + \mathcal{R}[\omega]$ in $D'((0, T) \times \mathbb{Z}^d)$. It then suffices to show that, for any sequence $\{m_k\}_{k \in \mathbb{N}}$ of functions on $\mathbb{Z}^d$ satisfying the conditions \eqref{7.3}, the limit $\lim_{k \to \infty} N'[m_k\omega]$ exists in $D'((0, T) \times \mathbb{Z}^d)$ and coincides with $\zeta$. To this end, fix a test function $\phi \in C_c^\infty((0, T); \ell_2^2(\mathbb{Z}^d))$, and evaluate

$$\left| \langle \zeta - N'[m_k\omega], \phi \rangle \right| \leq \left| \langle \zeta - N'[\omega_N], \phi \rangle \right| + \left| \langle N'[\omega_N] - N'[m_k\omega], \phi \rangle \right| + \left| \langle N'[m_k\omega] - N'[m_k\omega], \phi \rangle \right|$$

$$=: I(N) + II(N, k) + III(N, k).$$

By definition, we have $I(N) \to 0$ as $N \to \infty$. Next, the assumption \eqref{A1}' or \eqref{B1}' implies

$$II(N, k) \leq C(\|\omega_N\|_{C_T^2\ell_2} + \|m_k\omega_N\|_{C_T^2\ell_2})^{p-1}(1 - m)\omega_N\|_{C_T^2\ell_2}\|\phi\|_{L^2_T\ell_2},$$

which tends to $0$ as $k \to \infty$ for any fixed $N \in \mathbb{N}$ by the assumption \eqref{7.3} and the dominated convergence theorem \footnote{This argument has to be modified if we consider an $\mathcal{E}_\alpha$-type space $Y$ instead of $\ell_2^2$ (and then $Y := \langle \cdot \rangle^{\alpha} - \epsilon_2^{\alpha}Y$ instead of $\ell_2^2$). Noticing that the estimate \eqref{A1}' or \eqref{B1}' still holds if $Y$ is changed to a stronger norm $\langle \cdot \rangle^{\alpha}Y$ with any $\alpha > 0$ (in view of the property \eqref{7.2} of the $Y$ norm and the inequality \eqref{7.6b}), we may initially choose $Y$ so that the estimate \eqref{A1}' or \eqref{B1}' is valid in a slightly weaker norm $\langle \cdot \rangle^{\alpha}Y$. Then, we have

$$\|N'[\omega_N] - N'[m_k\omega]\|_Y \leq \|(\omega_N - m_k\omega_N)\|_Y + \|m_k\omega_N\|_Y^{p-1}(1 - m_k)(n)^{-\alpha}\omega_N\|_Y \leq \|(1 - m_k)(n)^{-\alpha}\omega_N\|_Y \leq \|(1 - m_k)(n)^{-\alpha}\|_{L^\infty(\mathbb{Z}^d)}\|\omega_N\|_Y^p.$$}

Therefore, we only have to show that $III(N, k) \to 0$ as $N \to \infty$ uniformly in $k$.

Now, we apply the NFR procedure as in Section 2 to the nonlinear term $N'[m_k\omega_N]$ for each $k, N \in \mathbb{N}$. (Recall that $\omega_N \in C_T^2\ell_2$, $\|\omega_N\|_{C_T^2\ell_2} \leq R$ and $T \leq T_s(R)$ which is defined in Lemma 7.5) We obtain the equations

$$\int_0^t N'[m_k\omega_N]_n = \sum_{j=1}^{J-1} \mathcal{N}'_0^{(j), k}[\omega_N]_n \bigg|_0^t \left( \sum_{j=1}^{J-1} \mathcal{R}^{(j), k}[\omega_N]_n \right)$$

for $J \geq 1$, where $\mathcal{N}'_0^{(j), k}$ stands for the $[(j - 1)p + 1]$-linear form $\mathcal{N}'_0^{(j), k}$ with $m^1(n_1, \ldots, n_p)$ replaced by $m_k(n_1) \cdots m_k(n_p)m^1(n_{1+p}, \ldots, n_{1+p})$, and similarly for $\mathcal{N}'_0^{(j), k}$, $\mathcal{R}^{(j), k}$, and $\mathcal{N}'_0^{(j), k}$. Since $m_k$’s are uniformly bounded, these multilinear forms obey the same bounds as those without $m_k$’s, and the same argument as in the proof of Lemma 7.5 verifies the limit equation

$$\int_0^t N'[m_k\omega_N]_n = \sum_{j=1}^{\infty} \mathcal{N}'_0^{(j), k}[\omega_N]_n \bigg|_0^t + \int_0^t \sum_{j=1}^{\infty} \mathcal{R}^{(j), k}[\omega_N]_n + \mathcal{N}'_0^{(j), k}[\omega_N]_n$$

\footnote{Since \eqref{7.3} holds, it follows that $\mathcal{N}'[\omega_N] - \mathcal{N}'[m_k\omega_N] \to 0$ in $L^2_T Y$ and that $II(N, k) \to 0$ as $k \to \infty$ (for each fixed $N$).}
as well as the difference estimate
\[ \left\| \int_0^t \left( \mathcal{N}[m_k \omega_N] - \mathcal{N}[m_k \omega_{N'}] \right) \right\|_{L_T^p \ell_2^2} \leq C \left( \sup_k \|m_k\|_{L_\infty} \right) \|\omega_N - \omega_{N'}\|_{C_T \ell_2^2}. \]

This in particular implies
\[ \left\langle \mathcal{N}[m_k \omega_N] - \mathcal{N}[m_k \omega_{N'}], \phi \right\rangle = \left| \left\langle \int_0^t \left( \mathcal{N}[m_k \omega_N] - \mathcal{N}[m_k \omega_{N'}] \right), \partial_t \phi \right\rangle \right| \leq C \left( \sup_k \|m_k\|_{L_\infty} \right) \|\omega_N - \omega_{N'}\|_{C_T \ell_2^2} \|\partial_t \phi\|_{L_T^1 \ell_2^s}, \]

and hence the sequence \( \{\langle \mathcal{N}[m_k \omega_N], \phi \rangle\}_N \) converges uniformly in \( k \). On the other hand, \((A1)'\) or \((B1)'\) and the assumptions \((7.3)\) on \( m_k \)'s imply
\[ III(N, k) \leq C \left( \|m_k \omega_N\|_{C_T \ell_2^2} + \|m_k \omega\|_{C_T \ell_2^2} \right)^{p-1} \|m_k (\omega_N - \omega)\|_{C_T \ell_2^2} \|\phi\|_{L_T^1 \ell_2^s} \]
\[ \leq C \left( \sup_k \|m_k\|_{L_\infty} \right) \left( \|\omega_N\|_{C_T \ell_2^2} + \|\omega\|_{C_T \ell_2^2} \right)^{p-1} \|\omega_N - \omega\|_{C_T \ell_2^2} \|\phi\|_{L_T^1 \ell_2^s}, \]

which shows that \( \{\langle \mathcal{N}[m_k \omega_N], \phi \rangle\}_N \) converges to \( \langle \mathcal{N}[m_k \omega], \phi \rangle \) (for each fixed \( k \)). We therefore see that \( III(N, k) \rightarrow 0 \) as \( N \rightarrow \infty \) uniformly in \( k \).

It remains to show the properties (i)–(iv). In view of Lemma \((7.5)\), the bounds in (iv) are already verified in the case of regular data \( \omega_0 \in \ell_2^2 \), and (ii) is a consequence of the difference bound. It also shows that the map \( \omega_0 \mapsto \omega \) is well-defined in \( \omega_0 \in \ell_2^2 \) with \( \|\omega_0\|_{\ell_2^2} \leq r \); i.e., the limit \( \omega \) is independent of the approximating sequence of the initial datum \( \omega_0 \). This fact is in turn combined with uniqueness of regular solutions to imply (iii). Approximation by regular solutions also verifies the bounds in (iv) for general \( \omega_0 \in \ell_2^2 \) with \( \|\omega_0\|_{\ell_2^2} \leq r \). To show (i), we first consider the case \( s' \geq s_2 \). Since the estimates \((A1)', (B1)'\) still hold if \( \ell_2^2 \) is replaced by \( \ell_2^{s'} \), we deduce from Lemma \((7.6)\) and uniqueness of regular solutions that \( \omega \in C_T \ell_2^{s'} \) for possibly smaller \( T' \), and then \( \omega \in C_T \ell_2^{s'} \) by a continuity argument. When \( s' \in (s, s_2) \), we approximate the initial datum \( \omega_0 \in \ell_2^2 \) (not only in \( \ell_2^2 \), but in \( \ell_2^{s'} \)). Then, \( \|\omega_{N,0}\|_{\ell_2^{s'}} \) is bounded, and so \((7.5)\) shows that \( \|\omega_N\|_{C_T \ell_2^{s'}} \) is bounded for possibly smaller \( T' \). Now, we can take the difference of the limit equation \((2.9)\) and estimate in \( C_T \ell_2^{s'} \) as in the proof of \((7.4)\), where the smallness of \( T' \) is determined (not by \( \|\omega_N\|_{C_T \ell_2^2} \), but by \( \|\omega_N\|_{C_T \ell_2^{s'}} \)). This implies the convergence of the approximating solution in \( C_T \ell_2^{s'} \), and therefore, that \( \omega \in C_T \ell_2^{s'} \). Again, a continuity argument shows \( \omega \in C_T \ell_2^{s'} \). \( \square \)

### 7.3. Construction of local-in-time regular solutions

Finally, we prove Lemma \((7.6)\).

**Proof of Lemma \((7.6)\):** In Case \([B]'\) the claim follows from a standard fixed point argument with the estimates \((B1)'\) and \((R)'\), so we concentrate on Case \([A]'\). We shall construct the solution by regularizing the equation and the initial data and then taking the limit on the basis of a priori energy estimates\(^{22}\) First of all, the assumptions \((A1), (A1)'\) and the inequality \((7.6)\) imply
\[ (A1)_+ \quad \left\| \sum_{n=n_1+\cdots+n_p} \frac{|m|}{(\phi)^{1/2}} \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^2} \leq C \prod_{j=1}^p \|\omega^{(j)}\|_{\ell_2^2}, \]
\[ (A1)'_+ \quad \left\| \sum_{n=n_1+\cdots+n_p} |m| \omega_n^{(1)} \cdots \omega_n^{(p)} \right\|_{\ell_2^2} \leq C \prod_{j=1}^p \|\omega^{(j)}\|_{\ell_2^{2+s}}, \]

\(^{22}\)Past use of the method of infinite NFR for the purpose of deriving energy estimates can be found in \([32, 33]\), where the differential equality of an energy quantity (i.e., an inner product of two copies of a solution) was transformed and the notion of ordered bi-trees was introduced to represent the transformed equation. We do not have to argue with bi-trees in our proof, however.
where \( \alpha := s_2 - s > 0 \).

For \( \varepsilon \in (0, 1) \), consider the equation

\[
\partial_t \omega_n = -\varepsilon (n)^{2\alpha} \omega_n + N[\omega]_n + R[\omega]_n, \quad (t, n) \in (0, T) \times \mathbb{Z}^d. \tag{7.8}
\]

We can solve the Cauchy problem associated with (7.8) in \( \ell_{s_2}^2 \) by applying a fixed point argument to the integral equation

\[
\omega(t) = e^{-\varepsilon (n)^{2\alpha} t} \omega_0 + \int_0^t e^{-\varepsilon (n)^{2\alpha} (t-t')} \left( N[\omega] + R[\omega] \right)(t') \, dt',
\]

with an existence time \( \tau = \tau(\varepsilon, \|\omega_0\|_{\ell_{s_2}^2}) > 0 \). In fact, noticing that

\[
\sup_n \varepsilon^{-\varepsilon (n)^{2\alpha} (t-t')} \langle n \rangle^{s_2 - s} \leq \varepsilon^{-1/2} (t - t')^{-1/2}, \quad t > t' > 0,
\]

we deduce from (A1)' and (R)' that

\[
\left\| \int_0^t e^{-\varepsilon (n)^{2\alpha} (t-t')} \left( N[\omega] + R[\omega] \right)(t') \, dt' \right\|_{L^p_{t} \ell_{s_2}^2} \lesssim \varepsilon^{-1/2} t^{1/2} \|\omega\|^p, \tag{1.1}
\]

as well as the corresponding difference estimate. Note that by a standard argument we also have uniqueness in \( C_t \ell_{s_2}^2 \) and persistence of regularity (i.e., \( \omega \in \ell_{s'}^2 \) for some \( s' > s_2 \) implies \( \omega \in C_t \ell_{s'}^2 \)).

The main ingredient of the proof is the following:

**Lemma 7.7.** Let \( s \in \mathbb{R} \), and assume the hypotheses (R)', [A] in Theorem [7.3]. Then, for any \( R > 0 \) there exists \( \tau_{s_2} = \tau_{s_2}(R) > 0 \) independent of \( \varepsilon \) such that any solution \( \omega^\varepsilon \in C_t \ell_{s_2+2\alpha}^2 \) of (7.8) on \( (0, \tau) \times \mathbb{Z}^d \) with \( \varepsilon \in (0, 1) \), \( \tau \in (0, \tau_{s_2}) \) satisfying \( \|\omega^\varepsilon\|_{C_t \ell_{s_2}^2} \leq R \) solves the limit equation

\[
\partial_t \left( \omega_n^\varepsilon - \sum_{j=1}^\infty N_n^{(j)} \omega_n^\varepsilon \right) = \varepsilon (n)^{2\alpha} \omega_n^\varepsilon + \sum_{j=1}^\infty N_n^{(j)} \omega_n^\varepsilon - \varepsilon \mathcal{P}^{(j)}[\omega_n^\varepsilon] + \sum_{j=0}^\infty R^{(j)}[\omega_n^\varepsilon] \tag{7.9}
\]

in \( C_t \ell_{s_2}^2 \), where \( \mathcal{P}^{(j)}[\omega] \) is the \([(p - 1)j + 1]-linear form obtained by replacing one of \( \omega_n \) in \( N_0^{(j)}[\omega] \) by \( \langle n \rangle^{2\alpha} \omega_n \);

\[
\mathcal{P}^{(j)}[\omega]_{n} := (-1)^j \sum_{T \in (j)} \sum_{n \in \mathcal{N}_n(T)} \left( \prod_{k=1}^\infty \omega_{n_{a_k}} \right) \left[ \prod_{k=1}^\infty m_{a_k} \right] \left( \sum_{a \in T_n} (n_{a_k})^{2\alpha} \right) \prod_{a \in T_n} \omega_{n_{a_k}}.
\]

Moreover, the following estimates hold:

\[
\|\omega^\varepsilon\|_{C_t \ell_{s_2}^2} \leq 6 \|\omega^\varepsilon(0)\|_{\ell_{s_2}^2}, \tag{7.10}
\]

and

\[
\|\omega^{\varepsilon_1} - \omega^{\varepsilon_2}\|_{C_t \ell_{s_2}^2} \leq 6 \|\omega^{\varepsilon_1}(0) - \omega^{\varepsilon_2}(0)\|_{\ell_{s_2}^2} + \varepsilon_1 \|\omega^{\varepsilon_1}\|_{C_t \ell_{s_2+2\alpha}^2} + \varepsilon_2 \|\omega^{\varepsilon_2}\|_{C_t \ell_{s_2+2\alpha}^2}, \tag{7.11}
\]

for any \( 0 < \varepsilon_1, \varepsilon_2 < 1 \) and any solutions \( \omega^{\varepsilon_j} \in C_t \ell_{s_2+2\alpha}^2 \) of (7.8) with \( \varepsilon = \varepsilon_j \) \((j = 1, 2)\) satisfying \( \|\omega^{\varepsilon_j}\|_{C_t \ell_{s_2}^2} \leq R \). Furthermore, for any \( s' > s_2 \) there exists \( \tau_{s'} = \tau_{s'}(R) \in (0, \tau_{s_2}(R)) \) (which is decreasing in \( s' \)) such that if in addition \( \tau \in (0, \tau_{s'}) \) and \( \omega^\varepsilon \in C_t \ell_{s'+2\alpha}^2 \), then the limit equation (7.9) is satisfied in \( C_t \ell_{s'}^2 \) and

\[
\|\omega^\varepsilon\|_{C_t \ell_{s'}^2} \leq 6 \|\omega^\varepsilon(0)\|_{\ell_{s'}^2}, \tag{7.12}
\]
Proof. Proof is similar to that of Lemma 7.5. It is easy to formally derive the equations in the hierarchy;

$$
\partial_t \omega_n = -\varepsilon(n)^{2\alpha} \omega_n + \partial_t \left( \sum_{j=1}^{J-1} \mathcal{N}'_0[w]_n \right) + \sum_{j=1}^{J-1} \left( \frac{\partial_j \mathcal{N}'_0[w]_n - \varepsilon \mathcal{P}[w]_n}{\partial_t \mathcal{R}[w]_n} \right) + \sum_{j=0}^{J-1} \mathcal{R}[w]_n + \mathcal{N}'[w]_n, \quad J \geq 1,
$$

and we need the multilinear estimates for the terms in the above equations. The fundamental estimates (R'), (A1)+, (A1)', and the argument in Section 2 or in the proof of Lemma 7.5 yield:

$$
\left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \leq C_s M \left[ C_s M^{-1/2} \left\| \omega \right\|_{\ell^2_{s+2\alpha}}^{p-1} \right]^J \left\| \omega \right\|_{\ell^2_{s+2\alpha}},
$$

$$
\left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \leq C_s \left[ C_s M^{-1/2} \left\| \omega \right\|_{\ell^2_{s+2\alpha}}^{p-1} \right]^J \left\| \omega \right\|_{\ell^2_{s+2\alpha}},
$$

$$
\left\| \mathcal{P}[w] \right\|_{\ell^2_{s+2\alpha}} \leq C_s \left[ C_s M^{-1/2} \left\| \omega \right\|_{\ell^2_{s+2\alpha}}^{p-1} \right]^J \left\| \omega \right\|_{\ell^2_{s+2\alpha}},
$$

for any \( s' \geq s_2 \) and \( \omega \in \ell^2_{s+2\alpha} \), and

$$
\left\| \mathcal{N}'[w] - \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \leq CM \left[ \left\| \omega \right\|_{\ell^2_{s+2\alpha}} + \left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \right]^{p-1},
$$

$$
\left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \leq C \left[ \left\| \omega \right\|_{\ell^2_{s+2\alpha}} + \left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \right]^{p-1},
$$

$$
\left\| \mathcal{R}[w] \right\|_{\ell^2_{s+2\alpha}} \leq C \left[ \left\| \omega \right\|_{\ell^2_{s+2\alpha}} + \left\| \mathcal{N}'_0[w] \right\|_{\ell^2_{s+2\alpha}} \right]^{p-1},
$$

for any \( \omega, \tilde{\omega} \in \ell^2_{s_2} \). In particular, the sums over \( j \) in (7.9) converge in \( C_r \ell^2_{s_2} \) (and all formal computations are justified) if \( \omega \in C_r \ell^2_{s_2+2\alpha} \), \( \left\| \omega \right\|_{C_r \ell^2_{s_2+2\alpha}} \leq R \) and \( C_s \tau^{1/2} R^{p-1} \ll 1 \) (after setting \( M = \tau^{-1} \)).

Note that the sum of \( \mathcal{P}[w] \) requires additional decay of \( \omega \). To prove (7.10) and (7.12), we need to absorb it into the “negative” part \( -\varepsilon(n)^{2\alpha} \omega_n \), which forces us to consider an energy quantity instead of the solution itself. For fixed \( \varepsilon \in (0,1) \) and \( s' \geq s_2 \), let \( \omega \in C_r \ell^2_{s_2+2\alpha} \) be a solution of (7.8) satisfying \( \left\| \omega \right\|_{C_r \ell^2_{s_2}} \leq R \) with \( C_s \tau^{1/2} R^{p-1} \ll 1 \). Set \( \zeta := \omega - \sum_{j=1}^{\infty} \mathcal{N}'_0[w] \), and observe

$$
\frac{1}{2} \left\| \omega(t) \right\|_{\ell^2_{s_2}} \leq \left\| \zeta(t) \right\|_{\ell^2_{s_2}} \leq \frac{3}{2} \left\| \omega(t) \right\|_{\ell^2_{s_2}}, \quad t \in [0, \tau].
$$

(7.13)

Taking the \( \ell^2_{s_2} \)-inner product of (7.9) with \( \zeta \),

$$
\frac{1}{2} \partial_t \left\| \zeta(t) \right\|_{\ell^2_{s_2}}^2 = -\varepsilon \left\| \omega(t) \right\|_{\ell^2_{s_2}}^2 + \varepsilon \sum_{j=1}^{\infty} \left\langle \left( n \right)^{2\alpha} \omega(t), \left( n \right)^{2\alpha} \mathcal{N}'_0[w] \right\rangle_{\ell^2_{s_2}} - \varepsilon \sum_{j=1}^{\infty} \left\langle \mathcal{P}[w], \zeta(t) \right\rangle_{\ell^2_{s_2}}
$$

$$
+ \sum_{j=1}^{\infty} \left\langle \mathcal{N}'_0[w], \zeta(t) \right\rangle_{\ell^2_{s_2}} + \sum_{j=0}^{\infty} \left\langle \mathcal{R}[w], \zeta(t) \right\rangle_{\ell^2_{s_2}},
$$

where \( \langle \phi, \psi \rangle_{l^p_{s'}} := \text{Re} \sum_n \langle n \rangle^{2s'} \phi_n \overline{\psi_n} \). Using the multilinear estimates obtained above and \( (7.13) \), we see that

\[
\partial_t \| \zeta(t) \|^2_{l^p_{s'}} \leq -2 \varepsilon \| \omega(t) \|^2_{l^p_{s'+\alpha}} + C_{s', \alpha} \varepsilon \sum_{j=1}^{\infty} \left( C_{s', \alpha} \| \omega \|_{l^p_{s'+2}} \right)^j \| \omega(t) \|^2_{l^p_{s'+\alpha}} + C \left( s', \| \omega \|_{l^p_{s'+2}} \right) \sum_{j=0}^{\infty} \left( C_{s', \alpha} \| \omega \|_{l^p_{s'+2}} \right)^j \| \omega(t) \|^2_{l^p_{s'}},
\]

Here, we have estimated \( \langle \mathcal{P}(j)[\omega], \zeta \rangle_{l^p_{s'}} \) by moving a half of \( \langle n \rangle^{2s'} \) on one of \( \omega \)’s in \( \mathcal{P}(j) \) onto either \( \zeta \) or another \( \omega \), as

\[
\left| \langle \mathcal{P}(j)[\omega], \zeta \rangle_{l^p_{s'}} \right| \leq \left( C_{s', \alpha} \| \omega \|_{l^p_{s'+2}} \right)^j \| \omega \|_{l^p_{s'+\alpha}} \left( \| \zeta \|_{l^p_{s'+\alpha}} + \frac{\| \omega \|^2_{l^p_{s'+2}+\| \omega \|_{l^p_{s'+2}}}}{\| \omega \|_{l^p_{s'}}} \right),
\]

together with an interpolation inequality \( \| \omega \|_{l^p_{s'+2}} \leq \| \omega \|_{l^p_{s'}} \leq \| \omega \|_{l^p_{s'+\alpha}} \). By integrating on \( (0, \tau) \) with possibly smaller \( \tau \) depending only on \( s', \alpha \) and \( R \), we obtain

\[
\| \zeta(t) \|^2_{l^p_{s'}} \leq \| \zeta(0) \|^2_{l^p_{s'}} + 4 \| \omega \|^2_{l^p_{s'}} \quad t \in [0, \tau],
\]

and by \( (7.13) \),

\[
\| \omega \|^2_{l^p_{s'+2}} \leq 2 \| \zeta(0) \|^2_{l^p_{s'}} \leq 2 \| \zeta(0) \|^2_{l^p_{s'}} + \frac{1}{2} \| \omega \|^2_{l^p_{s'}} \leq 3 \| \omega(0) \|^2_{l^p_{s'}} + \frac{1}{2} \| \omega \|^2_{l^p_{s'}},
\]

which yields \( (7.10) \) and \( (7.12) \).

We next set \( s' = s_2 \) and prove the difference estimate \( (7.11) \). For \( \xi_j := \omega^{s_j} - \sum_{j=1}^{\infty} \mathcal{N}_0^{(j)}[\omega^{s_j}], \)

\( j = 1, 2 \), the difference estimate for \( \mathcal{N}_0^{(j)} \) mentioned above shows

\[
\frac{1}{2} \| \omega^{s_1}(t) - \omega^{s_2}(t) \|_{l^p_{s_2}} \leq \| \xi^{s_1}(t) - \xi^{s_2}(t) \|_{l^p_{s_2}} \leq \frac{3}{2} \| \omega^{s_1}(t) - \omega^{s_2}(t) \|_{l^p_{s_2}}, \quad t \in [0, \tau],
\]

if \( \| \omega^{s_j} \|_{l^p_{s_2}} \leq R \) and \( C_{s_2, \tau} R^{p-1} \ll 1 \). From \( (7.9) \), we have

\[
\partial_t (\xi^{s_1}_n - \xi^{s_2}_n) = -\varepsilon_1 \left( \langle n \rangle^{2\alpha} \omega^{s_1}_n + \sum_{j=1}^{\infty} \mathcal{P}(j)[\omega^{s_1}]_n \right) + \varepsilon_2 \left( \langle n \rangle^{2\alpha} \omega^{s_2}_n + \sum_{j=1}^{\infty} \mathcal{P}(j)[\omega^{s_2}]_n \right) + \sum_{j=1}^{\infty} \left( \mathcal{N}_R^{(j)}[\omega^{s_1}]_n - \mathcal{N}_R^{(j)}[\omega^{s_2}]_n \right) + \sum_{j=0}^{\infty} \left( \mathcal{R}^{(j)}[\omega^{s_1}]_n - \mathcal{R}^{(j)}[\omega^{s_2}]_n \right).
\]

We integrate it in \( t \), apply the estimates on multilinear forms, and take the \( C_{s, l^p_{s_2}} \)-norm, possibly choosing smaller \( \tau \), to obtain

\[
\| \xi^{s_1}(t) - \xi^{s_2}(t) \|_{l^p_{s_2}} \leq \| \xi^{s_1}(0) - \xi^{s_2}(0) \|_{l^p_{s_2}} + C_{s_2} \tau \sum_{k=1,2} \varepsilon_k \left( 1 + \sum_{j=1}^{\infty} \left( C_{s_2, \tau} R^{p-1} \right)^j \| \omega^{s_k} \|_{l^p_{s_2+2\alpha}} \right) + \left[ C_{s_2, \tau} \sum_{j=1}^{\infty} \left( C_{s_2, \tau} R^{p-1} \right)^j + C(R) \tau \sum_{j=0}^{\infty} \left( C_{s_2, \tau} R^{p-1} \right)^j \right] \| \omega^{s_1} - \omega^{s_2} \|_{l^p_{s_2}} \leq \| \xi^{s_1}(0) - \xi^{s_2}(0) \|_{l^p_{s_2}} + \frac{1}{2} \sum_{k=1,2} \varepsilon_k \| \omega^{s_k} \|_{l^p_{s_2+2\alpha}} + \frac{1}{4} \| \omega^{s_1} - \omega^{s_2} \|_{l^p_{s_2}} \quad t \in [0, \tau].
\]
Finally, we use (7.14) so that
\[
\| \omega^{f_1} - \omega^{f_2} \|_{C_t \mathcal{E}^2} \leq 2 \| \zeta^{e_1} - \zeta^{e_2} \|_{L^2 \mathcal{E}^2} \\
\leq 2 \| \zeta^{e_1}(0) - \zeta^{e_2}(0) \|_{\mathcal{E}^2} + \frac{1}{2} \sum_{k=1}^{2} \varepsilon_k \| \omega^{f_k} \|_{C_t \mathcal{E}^{2+\alpha}} + \frac{1}{2} \| \omega^{f_1} - \omega^{f_2} \|_{C_t \mathcal{E}^2},
\]
which implies (7.11). \qed

Proof of Lemma 7.6 (continued). Let \( \omega_0 \in \mathcal{E}^2_{s_2} \), and set \( R := 6\| \omega_0 \|_{\mathcal{E}^2} + 1 \). We shall construct a solution \( \omega \in C_T \mathcal{E}^2_{s_2} \) of (7.1) with existence time \( T = \tau_{s_2+2\alpha}(R) \), where \( \tau_s(\cdot) \) is given in Lemma 7.7.

We define an approximating family of initial data \( \{ \omega_0^\varepsilon \}_{\varepsilon \in (0,1)} \) by
\[
\omega_0^\varepsilon := \chi_{\{ |(\eta)\leq N_\varepsilon \}} \omega_0, \quad N_\varepsilon := \varepsilon^{-\frac{1}{4m}},
\]
so that \( \omega_0^\varepsilon \in \mathcal{E}^2_{s_1} \), \( \| \omega_0^\varepsilon \|_{\mathcal{E}^2} \leq \| \omega_0 \|_{\mathcal{E}^2} \), \( \| \omega_0^\varepsilon \|_{\mathcal{E}^{2+\alpha}} \leq \varepsilon^{-1/2} \| \omega_0 \|_{\mathcal{E}^2} \), and \( \omega_0^\varepsilon \to \omega_0 \) in \( \mathcal{E}^2_{s_2} \) as \( \varepsilon \to 0 \). Let \( \omega^\varepsilon \) be the local-in-time solution of the perturbed equation (7.8) with \( \omega^\varepsilon(0) = \omega_0^\varepsilon \), which belongs to \( C_T \mathcal{E}^2_{s_2+\alpha} \) and is unique. Then, similarly as in the proof of Theorem 7.3 above, a continuity argument with the help of a priori estimate (7.10) shows that we can extend the solution \( \omega^\varepsilon \) up to (uniform-in-\( \varepsilon \)) time \( T = \tau_{s_2+2\alpha}(R) \) \( (\leq \tau_{s_2}(R)) \) keeping its \( \mathcal{E}^2_{s_2} \)-norm less than \( R \). Moreover, (7.12) implies that
\[
\| \omega^\varepsilon \|_{C_T \mathcal{E}^2_{s_2+2\alpha}} \leq 6 \| \omega_0 \|_{\mathcal{E}^2_{s_2+2\alpha}} \leq 6 \varepsilon^{-1/2} \| \omega_0 \|_{\mathcal{E}^2}, \quad \varepsilon \in (0,1).
\]
Hence, (7.11) shows that
\[
\| \omega^{f_1} - \omega^{f_2} \|_{C_T \mathcal{E}^2} \leq 6 \| \omega_0^{f_1} - \omega_0^{f_2} \|_{\mathcal{E}^2} + 6 (\varepsilon_1^{1/2} + \varepsilon_2^{1/2}) \| \omega_0 \|_{\mathcal{E}^2}
\]
for any \( \varepsilon_1, \varepsilon_2 \in (0,1) \), and therefore \( \{ \omega^\varepsilon \}_{\varepsilon \in (0,1)} \) is Cauchy in \( C_T \mathcal{E}^2_{s_2} \) as \( \varepsilon \to 0 \). It is then easy to see from the assumptions \((R)' \), \((A1)' \) that the limit \( \omega := \lim_{\varepsilon \to 0} \omega^\varepsilon \in C_T \mathcal{E}^2_{s_2} \) is a solution of (7.1) with initial condition \( \omega(0) = \omega_0 \). \qed

Appendix A. Normal form reduction in the non-periodic case

In this section, we see how to extend Theorem 1.1 to the non-periodic case. We consider the following abstract equation:
\[
\partial_t \omega(t, \xi) = \int_{\mathcal{M}_\xi^p} e^{it\phi} m(\omega(t, \xi_1) \omega(t, \xi_2) \cdots \omega(t, \xi_p)) + \mathcal{R}[\omega](t, \xi), \quad (t, \xi) \in (0, T) \times \mathcal{M},
\]
where \( \mathcal{M} \) is an arbitrary product of Euclidean space and integer lattice equipped with Lebesgue and counting measures, and \( \int_{\mathcal{M}_\xi^p} \) means the integration over \( \mathcal{M}^p \) with respect to the measure \( \delta(\xi_1 + \cdots + \xi_p - \xi_1 \cdots d\xi_p) \). Here, the phase part \( \phi = \phi(\xi, \xi_1, \ldots, \xi_p) \in \mathbb{R} \) and the multiplier part \( m = m(\xi, \xi_1, \ldots, \xi_p) \in \mathbb{C} \) are measurable functions on \( \mathcal{M}^{p+1} \) with finite values almost everywhere. We use weighted \( L^p \) spaces: \( L^p_\xi(\mathcal{M}) := \langle \xi \rangle^{-s} L^p(\mathcal{M}) \) for \( s \in \mathbb{R} \) and \( 1 \leq p \leq \infty \).

We say \( \omega \in L^1_{\text{loc}}((0, T) \times \mathcal{M}) \) is a solution of (A.1) if the right-hand side of (A.1) is well-defined as a function in \( L^1_{\text{loc}}((0, T) \times \mathcal{M}) \) and \( \omega \) satisfies (A.1) in the sense of distribution. In the following, we mainly consider the situation where both \( \omega \) and the right-hand side of (A.1) belong to \( C([0, T]; \tilde{X}) \) for some Banach space \( \tilde{X} \) which is continuously embedded into \( L^1_{\text{loc}}(\mathcal{M}) \). In this case, a solution \( \omega \) is in \( C^1([0, T]; \tilde{X}) \) and satisfies the equation (A.1) in \( \tilde{X} \) for each \( t \in [0, T] \).
Let us focus on the case [A] in Theorem 1.1 for simplicity. We shall prove the following result:

Theorem A.1. Let $s \in \mathbb{R}$, $T > 0$. Assume that $\mathcal{R}[\omega] \in C_T L_x^2 := C([0, T]; L_x^2(\mathcal{M}))$ if $\omega \in C_T L_x^2$, and that the following estimates hold:

\[
\begin{align*}
\left\| \mathcal{R}[\omega] \right\|_{C_T L_x^2} &\leq C(\|\omega\|_{C_T L_x^2}), \\
\left\| \mathcal{R}[\omega] - \mathcal{R}[\tilde{\omega}] \right\|_{C_T L_x^2} &\leq C(\|\omega\|_{C_T L_x^2}, \|\tilde{\omega}\|_{C_T L_x^2}), \\
\int_{\mathcal{M}} \frac{|m|}{\rho^{1/2}} \omega^{(1)}(\xi_1) \cdots \omega^{(p)}(\xi_p) \|_{L_x^2} &\leq C \prod_{k=1}^p \|\omega^{(k)}\|_{L_x^2}, \\
\int_{\mathcal{M}^{\rho}} |m| \omega^{(1)}(\xi_1) \cdots \omega^{(p)}(\xi_p) \|_X &\leq C \min_{1 \leq k \leq p} \left[ \|\omega^{(k)}\|_X \prod_{l \neq k} \|\omega^{(l)}\|_{L_x^2} \right].
\end{align*}
\]

for some $\delta \in (0, \frac{1}{2})$ and some Banach space $X$ which is continuously embedded into $L^1_{\text{loc}}(\mathcal{M})$ and satisfies

$$\|\omega(\xi)\| \leq |\tilde{\omega}(\xi)| \quad (\text{a.e. } \xi \in \mathcal{M}) \quad \Rightarrow \quad \|\omega\|_X \leq C\|\tilde{\omega}\|_X.$$ 

In addition, assume one of the following conditions:

(i) If $\{M_n\}_{n \in \mathbb{N}}$ is an increasing sequence of measurable subsets of $\mathcal{M}$ such that $\bigcup_{n \in \mathbb{N}} M_n$ is of full measure, then for $\omega \in X$ it holds that $\|\chi_{\mathcal{M}\backslash M_n} \omega\|_X \to 0$.

(ii) $\phi(\sum_{k=1}^p \xi_k, \xi_1, \ldots, \xi_p)$ is locally bounded on $\mathcal{M}^p$.

(iii) $\phi = \psi(\xi) - \sum_{k=1}^p \psi(\xi_k)$ for some function $\psi$ on $\mathcal{M}$ taking finite values almost everywhere.

Then, there is at most one solution to the Cauchy problem associated with (A.1) in $C_T L_x^2$.

Remark A.2. The strategy is basically the same as the periodic case, and the only essential difference appears in justification of formal calculations including (a) exchange of time differentiation and integration in $(\xi_j)$, (b) application of the product rule in time differentiation. The additional assumption (i)–(iii) in the theorem will be used for this purpose.

In the existing results for specific equations in the non-periodic setting (see, for instance, [29, Section 4]), justification of (b) relied on the fact that the nonlinear part of the equation belongs to $C_T L_x^1$ for solutions in $C_TH_x^p$, which ensures that the function $t \mapsto \omega(t, \xi)$ is differentiable in the classical sense for each fixed $\xi$. In our setting (A.1), this situation corresponds to the case where one can take the space $X$ so that it is embedded in $C(\mathcal{M})$.

We will justify these operations (a), (b) in an abstract setting, assuming one of the conditions (i)–(iii). This assumption is quite general and it may be verified in many problems that have not been considered in the literature. For instance, (ii) or (iii) is a condition on $\phi$ only and it allows us to take $X$ which may not be embedded in $C(\mathcal{M})$. The condition (iii) seems naturally satisfied in applications to unconditional uniqueness problems for semilinear dispersive equations, and it also admits singular dispersion relations such as the KP-type equations.
Proof of Theorem A.2. Following the argument in Section 2 for the periodic case, define various multilinear terms as follows:

\[ \mathcal{N}^{(1)}[\omega](t, \xi) := \int_{\mathcal{M}_0^d} e^{i t \phi_0} m \prod_{k=1}^p \omega(t, \xi_k), \quad \mathcal{R}^{(0)}[\omega] := \mathcal{R}[\omega], \]

and for \( J \geq 1, \)

\[ \mathcal{N}_R^{(J)}[\omega](t, \xi) := (-1)^{J-1} \sum_{T \in \mathcal{X}(J)} \int_{T \times \mathcal{X}(J)} e^{i t \tilde{\phi}^J} \prod_{j=1}^J \mathcal{N}^{(J)}[\omega](t, \xi_j), \]

\[ \mathcal{N}_0^{(J)}[\omega](t, \xi) := (-1)^{J-1} \sum_{T \in \mathcal{X}(J)} \int_{T \times \mathcal{X}(J)} e^{i t \tilde{\phi}^J} \prod_{j=1}^J \omega(t, \xi_j), \]

\[ \mathcal{R}^{(J)}[\omega](t, \xi) := (-1)^J \sum_{T \in \mathcal{X}(J)} \int_{T \times \mathcal{X}(J)} e^{i t \tilde{\phi}^J} \prod_{j=1}^J \omega(t, \xi_j), \]

\[ \mathcal{N}^{(J+1)}[\omega](t, \xi) := (-1)^J \sum_{T \in \mathcal{X}(J+1)} \int_{T \times \mathcal{X}(J+1)} e^{i t \tilde{\phi}^J} \prod_{j=1}^{J+1} \omega(t, \xi_j), \]

where the integration over \( \mathcal{X}(J) := \{ \xi : T \ni a \Rightarrow \xi_a \in \mathcal{M} : \xi_{\text{root}} = \xi \} \) is made with respect to the measure \( \prod_{a \in \mathcal{T}_0} \delta(\xi_a - \sum_{k=0}^p \xi_{\text{root}a_k} \ldots \xi_{\text{root}a^p}) \) and \( \xi_{\text{root}} \) is made with respect to the measure \( \prod_{a \in \mathcal{T}_0} \delta(\xi_a - \sum_{k=0}^p \xi_{\text{root}a_k} \ldots \xi_{\text{root}a^p}) \) and \( (a_1, \ldots, a^p) \) denote the children of \( a \in \mathcal{T}_0 \).

By the same argument as in the periodic case, we formally derive the equation of the \( J \)-th generation after the \((J - 1)\)-th NFR:

\[ \omega(t) = \sum_{j=1}^{J-1} \mathcal{N}_R^{(J)}[\omega](\xi) + \sum_{j=0}^{J-1} \mathcal{R}^{(J)}[\omega](\xi) + \mathcal{N}^{(J)}[\omega](\xi), \quad (A.2) \]

which is satisfied by any solution \( \omega \in C_T L^2_\alpha \) of (1.1). Verification of the following multilinear estimates using the hypotheses (\( R \))–(A.3) is also the same:

Proposition A.3. For any \( J \in \mathbb{N} \) and \( \omega \in L^2_\alpha \), the integrals in \( \xi \) appearing in \( \mathcal{N}_R^{(J)}[\omega](\xi), \mathcal{N}_0^{(J)}[\omega](\xi), \mathcal{R}^{(J)}[\omega](\xi), \mathcal{N}^{(J)}[\omega](\xi) \) converge absolutely for almost every \( \xi \in \mathcal{M} \). Moreover, for \( M \geq 1, \) (with \( \Phi_R^J \) and \( \Phi_{NR}^J \) defined according to \( M \)) we have

\[ \| \mathcal{N}_R^{(J)}[\omega] - \mathcal{N}_0^{(J)}[\omega] \|_{L^2_\alpha} \leq C \left( M \min(\| \mathcal{N}^{(J)}[\omega](\xi) \|_{L^2}, \| \mathcal{R}^{(J)}[\omega](\xi) \|_{L^2}) \right)^{J-1} \| \omega - \tilde{\omega} \|_{L^2_\alpha}, \]

\[ \| \mathcal{N}_0^{(J)}[\omega] - \mathcal{N}_0^{(J)}[\omega] \|_{L^2_\alpha} \leq C \left( M \min(\| \mathcal{N}^{(J)}[\omega](\xi) \|_{L^2}, \| \mathcal{R}^{(J)}[\omega](\xi) \|_{L^2}) \right)^{J-1} \| \omega - \tilde{\omega} \|_{L^2_\alpha}, \]

\[ \| \mathcal{R}^{(J)}[\omega] - \mathcal{R}^{(J)}[\omega] \|_{L^2_\alpha} \leq C \left( M \min(\| \mathcal{N}^{(J)}[\omega](\xi) \|_{L^2}, \| \mathcal{R}^{(J)}[\omega](\xi) \|_{L^2}) \right)^{J-1} \| \omega - \tilde{\omega} \|_{L^2_\alpha}, \]

\[ \| \mathcal{N}^{(J)}[\omega] - \mathcal{N}^{(J)}[\omega] \|_{X} \leq C \left( M \min(\| \mathcal{N}^{(J)}[\omega](\xi) \|_{L^2}, \| \mathcal{R}^{(J)}[\omega](\xi) \|_{L^2}) \right)^{J-1} \| \omega - \tilde{\omega} \|_{L^2_\alpha}. \]
for any \( \omega, \tilde{\omega} \in L^2_s \), where \( C, C'(\cdot, \cdot) > 0 \) are independent of \( J \) and \( M \).

Using these estimates and choosing \( M \) appropriately, we see that \( \mathcal{N}^{(J)}[\omega] \) vanishes in \( L^\infty_\mathbb{T} X \) as \( J \to \infty \) and the limit equation is satisfied in \( L^\infty_\mathbb{T} L^2_s \). Estimating the difference of two solutions in \( L^\infty_\mathbb{T} L^2_s \) with \( T' = \min\{M^{-1}, T\} \) (with larger \( M \) if necessary), we conclude the uniqueness on \([0, T']\), as in the periodic case.

Now, we have only to justify formal calculations in the derivation of \((A.2)\). Let \( \omega \in C_T L^2_s \) be a solution of \((A.1)\); we notice that the right-hand side of \((A.1)\), \( F[\omega] := \mathcal{N}^{(1)}[\omega] + \mathcal{R}[\omega] \), is locally integrable in \((0, T) \times \mathcal{M} \) for any \( \omega \in C_T L^2_s \), by \((A3)\). Let us first focus on the simplest case to see the idea: Consider justification of the following equality for each \( t \in [0, T] \) fixed,

\[
\int_0^t dt' \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} m \prod_{k=1}^p \omega(t', \xi_k)
\]

\[
= \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} m \prod_{k=1}^p \omega(t, \xi_k) - \int |\mathcal{M}^p_{\xi}| \frac{1}{i\phi} m \prod_{k=1}^p \omega(0, \xi_k)
\]

\[
- \sum_{k=1}^p \int_0^t dt' \int |\mathcal{M}^p_{\xi}| \frac{e^{it'\phi}}{i\phi} m F[\omega](t', \xi_k) \prod_{l=1}^p \omega(t', \xi_l)
\]

(a.e. \( \xi \in \mathcal{M} \)),

which is required in the derivation of the equation \((A.2)\) with \( J = 2 \). Note that the last line of \((A.3)\) is equal to \( \mathcal{N}^{(2)}[\omega] + \mathcal{R}^{(1)}[\omega] \) by Fubini’s theorem. Since the assumptions \((A1)-(A3)\) show that each term in \((A.3)\) is in \( \tilde{X} := L^2_s + X \), it turns out that the equality actually holds as functions in \( \tilde{X} \).

We set

\[
f(t, \xi) := \chi_{|\phi(\xi)| > 16M} m(\xi) \prod_{k=1}^p \omega(t, \xi_k),
\]

\[
g(t, \xi) := \chi_{|\phi(\xi)| > 16M} m(\xi) \sum_{k=1}^p F[\omega](t, \xi_k) \prod_{l=1}^p \omega(t, \xi_l),
\]

then \((A.3)\) is rewritten as

\[
\int_{t_1}^{t_2} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} f(t) = \left[ \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} f(t) \right]_{t=t_1}^{t=t_2} - \int_{t_1}^{t_2} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} g(t) \quad (\text{a.e. } \xi \in \mathcal{M}),
\]

and we shall prove it for any \( 0 \leq t_1 < t_2 \leq T \). We first assume \( 0 < t_1 < t_2 < T \), and prove \((A.4)\) by taking the limit \( h \to 0 \) of the following identity:

\[
\int_{t_1}^{t_2} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} \frac{f(t + h) - f(t)}{h}
\]

\[
= \int_{t_1 + h}^{t_2} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{i(t-h)\phi}}{ih\phi} f(t) + \frac{1}{h} \int_{t_2}^{t_2 + h} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{i(t-h)\phi}}{i\phi} f(t) - \frac{1}{h} \int_{t_1}^{t_1 + h} dt \int |\mathcal{M}^p_{\xi}| \frac{e^{it\phi}}{i\phi} f(t).
\]

First, by \((A3)\) we have

\[
\left\| \int_0^T dt \int |f(t, \xi)| \right\|_{X} \lesssim T \|\omega\|_{C_T L^2_s}^p < \infty,
\]
which implies that \( f \in L^1((0, T) \times \mathcal{M}_t^p) \) for almost every \( \xi \in \mathcal{M} \). Hence,

\[
\int_{t_1 + h}^{t_2} dt \int_{\mathcal{M}_t^p} \frac{e^{i(t-h)\phi} - e^{it\phi}}{ih\phi} f(t) \to - \int_{t_1}^{t_2} dt \int_{\mathcal{M}_t^p} e^{it\phi} f(t) \quad (h \to 0)
\]

for a.e. \( \xi \) by the dominated convergence theorem.

Next, we prove

\[
\frac{1}{h} \int_{t_2}^{t_2+h} dt \int_{\mathcal{M}_t^p} \frac{e^{i(t-h)\phi}}{i\phi} f(t) - \frac{1}{h} \int_{t_1}^{t_1+h} dt \int_{\mathcal{M}_t^p} \frac{e^{i\phi}}{i\phi} f(t) \to \left[ \int_{\mathcal{M}_t^p} \frac{e^{i\phi}}{i\phi} f(t) \right]_{t=t_1}^{t=t_2} \quad \text{in } L_s^2
\]

which implies almost everywhere convergence along some sequence \( h = h_n \to 0 \ (n \to \infty) \). In fact, the \( L_s^2 \) convergence follows once we prove that the map

\[
t \mapsto \int_{\mathcal{M}_t^p} \frac{e^{i\phi}}{i\phi} f(t) \in L_s^2
\]

is continuous on \([0, T]\). It then suffices to show

\[
\begin{align*}
\| \int_{\mathcal{M}_t^p} e^{i\phi} f(t') - \int_{\mathcal{M}_t^p} e^{i\phi} f(t) \|_{L_s^2} & \to 0 \\
\| \int_{\mathcal{M}_t^p} e^{i\phi} - e^{i\phi} f(t) \|_{L_s^2} & \to 0
\end{align*}
\]

(A.5)

The first limit is verified from (A1) and the continuity of \( t \mapsto \omega(t) \) in \( L_s^2 \). The second one also follows from (A1) and the estimate

\[
\left| \frac{e^{i\phi} - e^{i\phi}}{i\phi} \right| \lesssim \min\{1, |t' - t||\phi|\} \leq |t - t'|^{1/2} \langle \phi \rangle^{1/2}.
\]

Finally, we shall prove, along some subsequence \( h = h_{n'} \to 0 \) of \( \{h_n\} \), that

\[
\int_{t_1}^{t_2} dt \int_{\mathcal{M}_t^p} \frac{e^{i\phi}}{i\phi} \frac{f(t + h) - f(t)}{h} \to \int_{t_1}^{t_2} dt \int_{\mathcal{M}_t^p} \frac{e^{i\phi}}{i\phi} g(t) \quad (\text{a.e. } \xi).
\]

(A.6)

It is only this part that we need the additional assumption (i)–(iii). We begin by showing that \( \mathcal{N}^{(1)}[\omega] \in C_T X \) (and hence \( F[\omega] \in C_T X \)) for \( \omega \in C_T L_s^2 \), under the assumption (i) or (ii). As we have just done, it is enough to verify that

\[
\begin{align*}
\| \int_{\mathcal{M}_t^p} e^{i\phi} m \left( \prod_{k=1}^{p} \omega(t', \xi_k) - \prod_{k=1}^{p} \omega(t, \xi_k) \right) \|_X & \to 0 \\
\| \int_{\mathcal{M}_t^p} e^{i\phi} - e^{i\phi} m \prod_{k=1}^{p} \omega(t, \xi_k) \|_X & \to 0
\end{align*}
\]

(t' \to t).

(A.7)

The first one follows from (A3) and continuity of \( t \mapsto \omega(t) \). To verify the second limit in the case (i), we see from (A3) and the dominated convergence theorem that the integral is bounded by \( 2 \sum_{k=1}^{p} |m| \prod_{k=1}^{p} |\omega(t, \xi_k)| \in X \) and converges to 0 for a.e. \( \xi \). This is enough to obtain the result; see the footnote to the condition (i) in Theorem [A.1]. For (ii), we divide the integral over \( \mathcal{M}_t^p \) into two regions \( \{|\phi| \leq L\} \) and \( \{|\phi| > L\} \). On one hand, the integral over \( \{|\phi| \leq L\} \) converges for any fixed \( L > 0 \), by using \( |e^{i\phi} - e^{i\phi}| \lesssim |t - t'| L \). On the other hand, we can show

\[
\lim_{L \to \infty} \| \int_{\mathcal{M}_t^p} \chi_{|\phi| > L} m \prod_{k=1}^{p} \omega(t, \xi_k) \|_X = 0.
\]

(A.7)
In fact, the relation $\xi = \sum_{k=1}^{p} \xi_k$ and local boundedness of $\phi$ imply that $\chi_{|\phi| > L} \leq \sum_{k=1}^{p} \chi_{|\xi_k| > C(L)}$ for some increasing function $C(.)$ with $C(L) \to \infty$ as $L \to \infty$. Then, $(A.7)$ follows from the estimate $(A.3)$ and the fact that $\|\chi_{|\xi| > C}\|_{L^2}$ tends to $0$ as $C \to \infty$ whenever $\omega \in L^2$. Therefore, we obtain the continuity of the map $t \mapsto N(1)[\omega(t)]$ in $X$.

As a consequence, under the assumption (i) or (ii), the solution $\omega \in C_T L^2$ of $(A.1)$ belongs to $C_T X$, and in particular,

$$\|\omega(t+h) - \omega(t)\|_{L^2} \to 0, \quad \frac{\omega(t+h) - \omega(t)}{h} - F[\omega(t)] \to 0 \quad (h \to 0).$$

Note that both of the above convergence are uniform in $t \in [0, T]$. On the other hand, we have

$$\left\| \int \frac{[m]}{\phi(\xi)^{1-\delta}} \omega^{(1)}(\xi_1) \cdots \omega^{(p)}(\xi_p) \right\|_X \lesssim \min_{1 \leq k \leq p} \left[ \left\| \omega^{(k)} \right\|_X \prod_{l=1}^{p} \|\omega(l)\|_{L^2} \right]$$

(A.8)

from $(\tilde{A}1)$ and $(\tilde{A}2)$. Using these estimates, we can show the convergence $(A.6)$ in $X$. Since $X$ is continuously embedded into $L^1_{\text{loc}}$, this implies almost everywhere convergence along some subsequence $\{\hat{\omega}_n\} \subset \{\hat{\omega}_n\}$.

It remains to consider the case (iii). Since $\psi$ is finite almost everywhere, we have $\|\chi_{|\psi| > L}\|_{L^2} \to 0$ as $L \to \infty$ whenever $\omega \in L^2$. Also, when $\phi(\xi) = \psi(\xi) - \sum_{k=1}^{p} \psi(\xi_k)$ and $L > 2L'$, it holds that $\chi_{|\psi(\xi)| \leq L'} \chi_{|\phi(\xi)| > L} \leq \sum_{k=1}^{p} \chi_{|\xi_k| > L/(2p)}$. Then, a similar argument as for the case (ii) above shows that, for each $L' > 0$ and $\omega \in C_T L^2$, the map $t \mapsto \chi_{|\psi(\xi)| \leq L'} F[\omega(t, \cdot)]$ is continuous from $[0, T]$ to $\tilde{X}$. Therefore, we have

$$\|\chi_{|\psi| \leq L'} \left[ \frac{\omega(t+h) - \omega(t)}{h} - F[\omega(t)] \right] \|_X \to 0 \quad (h \to 0)$$

(A.9)

uniformly in $t$, for each fixed $L' > 0$. This will in turn imply

$$\left\| \chi_{|\psi| \leq L'} \left[ \int_{t_1}^{t_2} dt \int_{{\bar{M}}_\xi^p} e^{it\phi} f(t+h) - f(t) \right] \right\|_X \to 0 \quad (h \to 0)$$

(A.10)

for each fixed $L'' > 0$, which is sufficient for proving almost everywhere convergence $(A.6)$ along a subsequence. To show $(A.10)$, it suffices to verify the limits of

$$\|\chi_{|\psi| \leq L''} \left[ \int_{t_1}^{t_2} dt \int_{{\bar{M}}_\xi^p} e^{it\phi} \prod_{\xi > 16M} \omega(t+h, \xi_l) \left[ \frac{\omega(t+h, \xi_k) - \omega(t, \xi_k)}{h} - F[\omega](t, \xi_k) \right] \prod_{l=1}^{p} \omega(t, \xi_l) \right] \|_X$$

for $k = 1, 2, \ldots, p$ and

$$\|\int_{t_1}^{t_2} dt \int_{{\bar{M}}_\xi^p} e^{it\phi} \prod_{\xi > 16M} \omega(t+h, \xi_l) \left[ \frac{\omega(t+h, \xi_k) - \omega(t, \xi_k)}{h} - F[\omega](t, \xi_k) \right] \prod_{l=1}^{p} \omega(t, \xi_l) \|_X$$

for $k = 2, \ldots, p$. The latter norm can be treated by the estimate $(A.8)$ and (uniform) continuity of $t \mapsto \omega(t)$. To estimate the former, let $L > L''$ and divide the integral into three regions: (a) $|\psi(\xi_k)| \leq (p+1)L$, (b) $|\phi(\xi)| > L$, (c) $|\psi(\xi_k)| > (p+1)L$ and $|\phi(\xi)| \leq L$. In (a) we can use $(A.8)$ and the convergence $(A.9)$ for each fixed $L$, while in (b) we exploit the power $\delta$ in the estimate $(A.8)$ to evaluate the norm as $O(L^{-\delta})$ uniformly in $h$. In the region (c) it follows from the restriction $|\psi(\xi)| \leq L''$ that $|\psi(\xi)| > L$ for at least one $l \neq k$. Then, after applying $(A.8)$ we have the term $\|\chi_{|\psi| > L}\|_{C_T L^2}$, which is of $o(1)$ as $L \to \infty$ by uniform continuity of $t \mapsto \omega(t)$. Therefore, we obtain $(A.10)$ by taking $L > L''$ large to make the contribution from (b), (c) small and then letting $h \to 0$.  
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...
So far, we have shown the equality (A.4) for $0 < t_1 < t_2 < T$. It is now easy to extend the equality to the case $t_1 = 0$ or $t_2 = T$ by using continuity of the map (A.3) and the dominated convergence theorem. This establishes the desired equality (A.3) for each $t \in [0, T]$.

At the end, we see that formal calculations in the $J$-th generation can be justified in the same manner. We need to establish, for each $T \in \mathfrak{I}(J)$, the equality

$$
\int_0^t dt' \int_{\mathfrak{I}(T)} e^{it' \tilde{\phi}^J} f(t', \xi) = \left[ \int_{\mathfrak{I}(T)} e^{it' \tilde{\phi}^J} f(t', \xi) \right]_{t' = 0} - \int_0^t dt' \int_{\mathfrak{I}(T)} e^{it' \tilde{\phi}^J} g(t', \xi), \quad (A.11)
$$

where

$$
f(t, \xi) := \chi_{(\phi')}_{j=a}^{1 \in \Phi(j)}_{NR} \prod_{a \in T} \omega(t, \xi_a),
$$

$$
g(t, \xi) := \chi_{(\phi')}_{j=a}^{1 \in \Phi(j)}_{NR} \prod_{a \in T} F[\omega](t, \xi_a) \prod_{b \in T \setminus \{a\}} \omega(t, \xi_b).
$$

Similarly to Proposition A.3, we can deduce from (A1)–(A3) that

$$
\left\| \int_{\mathfrak{I}(T)} (\phi'^{j})_{j=1}^{a} \frac{|m|! \cdots |m|!}{|\dot{\phi}|! \cdots |\dot{\phi}|!} \prod_{a \in T} \omega(a)(t, \xi_a) \right\|_{X} \lesssim \prod_{a \in T} \|\omega(a)\|_{L^2},
$$

$$
\left\| \int_{\mathfrak{I}(T)} (\phi'^{j})_{j=1}^{a} \frac{|m|! \cdots |m|!}{|\dot{\phi}|! \cdots |\dot{\phi}|!} \prod_{a \in T} \omega(a)(t, \xi_a) \right\|_{L^2} \lesssim \prod_{a \in T} \|\omega(a)\|_{L^2},
$$

$$
\left\| \int_{\mathfrak{I}(T)} (\phi'^{j})_{j=1}^{a} \frac{|m|! \cdots |m|!}{|\dot{\phi}|! \cdots |\dot{\phi}|!} \prod_{a \in T} \omega(a)(t, \xi_a) \right\|_{X} \lesssim \min_{a \in T} \left[ \|\omega(a)\|_{X} \prod_{b \in T \setminus \{a\}} \|\omega(b)\|_{L^2} \right].
$$

These estimates substitute for (A3), (A1) and (A.8), respectively. The condition (ii) implies that $\chi_{|\phi'|>L} \leq \sum_{a \in T_0} \chi_{|\xi_a|>C(L)}$ for some increasing function $C(L)$ satisfying $C(L) \to \infty$ ($L \to \infty$), since $\xi$ is determined from its values on $T_\infty$ by the relation $\xi_a = \{a_k \in T_0\}$ imposed in the integral over $\mathfrak{I}(T)$. In the case (iii), we have $\tilde{\phi}^J(\xi) = \sum_{j=1}^{p} \phi(\xi_a^J, \xi_a^{J+1}, \ldots, \xi_a^{J+p}) = \psi(\xi) - \sum_{a \in T_0} \psi(\xi_a)$ for $\xi \in \mathfrak{I}(T)$. Noticing these facts, we can justify the equality (A.11) analogously to (A.3). \hfill \Box

**Remark A.4.** We can also restate Theorem 7.3 on existence of weak solutions in the non-periodic setting. A note at technical level is that we consider the equation (7.1) and Definition 7.2 in $[C_c^\infty((0, T); S(M))]'$ rather than in $[C_c^\infty((0, T); L^2_c(M))]'$ or $[C_c^\infty((0, T) \times M)]'$, where $S(M)$ is the Schwartz class on $M$ (only imposing the decay in the discrete directions), so that we can recover existence of weak solutions in the extended sense for (7.2) by the inverse Fourier transform. Since we do not use the space $X$ for this purpose, the proof is a straightforward adaptation of the argument for the periodic case and we omit it.
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