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Abstract—In the railway domain, an interlocking is the system ensuring safe train traffic inside a station by controlling its active elements such as the signals or points. Modern interlockings are configured using particular data, called application data, reflecting the track layout and defining the actions that the interlocking can take. The safety of the train traffic relies thereby on application data correctness, errors inside them can cause safety issues such as derailments or collisions. Given the high level of safety required by such a system, its verification is a critical concern. In addition to the safety, an interlocking must also ensure that availability properties, stating that no train would be stopped forever in a station, are satisfied. Most of the research dealing with this verification relies on model checking. However, due to the state space explosion problem, this approach does not scale for large stations. More recently, a discrete event simulation approach limiting the verification to a set of likely scenarios, was proposed. The simulation enables the verification of larger stations, but with no proof that all the interesting scenarios are covered by the simulation. In this paper, we apply an intermediate statistical model checking approach, offering both the advantages of model checking and simulation. Even if exhaustiveness is not obtained, statistical model checking evaluates with a parametrizable confidence the reliability and the availability of the entire system.

I. INTRODUCTION

An interlocking is a system that controls the train traffic by acting as an interface between the trains and the railway track components. The track components are for example, the signals that allow the train to proceed, or the points that guide the trains from one track to another. The paths followed by the trains are called routes. Modern interlockings are computerized systems that are composed of generic software and application data. The generic software implements the signalling principles that are applicable to the railway domain. The development and the validation of that generic software follow the highest safety standards applicable to the domain. On the other hand the application data are specific to each station controlled by the interlocking. The ability of the interlocking to avoid critical situations, like train collisions, relies on the safety level achieved by the combination of the generic software and of the application data. Beyond the safety, an interlocking must also ensure that no train will be stopped too long in the station in order to maintain the availability of the station. It is why availability properties must also be considered. Most of the time, the validation of the application data is performed through testing on a physical simulator that reproduces the environment of the interlocking. This process is costly and error-prone. Moreover manual testing does not always cover all the scenarios that could possibly end up in an unsafe situation.

Until now, most of the research targeting the verification of the application data is based on model checking ([1], [2], [3]) even if other approaches based on formal methods exist [4]. First, the signalling principles and the application data are translated into a model. Secondly, the dangerous situations that the interlocking must avoid are translated into safety properties. Finally, a model checker tool unrolls the state space of the model and verifies that none of the reachable states violates the properties. Following this approach, Busard et al. [5] designed a verification model for Belgian interlockings. The principle of verification is simple but suffers from the so-called state space explosion problem. In other words, the number of states is so large that its creation and exploration take exponential time. Different methods have been studied to limit this problem. Based on model checking, Winter and al. [6] proposed to relax the verification process by reducing the complexity and the size of the model. Furthermore, different optimisations and new algorithms ([7], [8], [9]) aiming to accelerate the verification were also proposed.

A different approach, introduced by Cappart et al. [10] consists of performing the verification by a discrete event simulation. The idea is to simulate the behaviour of an interlocking as described in its application data and to observe if any unwanted scenario occurs. Unlike model checking where all the states are considered, this approach mainly considers scenarios that are likely to happen in practice. However, simulation provides no guarantee whatsoever that all such scenarios will be detected.

In this paper, we propose a method to automatically verify an interlocking using simulation and statistical model checking. The contributions of this paper are as follows:

- The introduction of two availability properties that an interlocking must face in order to ensure that no train will
be stuck in a station. Concretely, we verify that each route can be released after being set and that no component is locked forever.

- The formalisation of availability and safety properties of [10] in a bounded linear temporal logic (BLTL) [11]. Such a logic is used in order to bound the simulation time.
- An extension of the simulation model described in [10] so that it can be automatically built from the application data and the topology of a station. The model has also been extended in order to support its verification for properties expressed in a bounded linear temporal logic and using statistical model checking algorithms.
- The use of statistical model checking [12] algorithms such as Monte Carlo, Chernoff’s bound and importance splitting, for verifying this model. Using both statistical model checking and BLTL, we can now detect errors that could not be detected in [10]. These errors are related to availability properties. More generally, verification of any properties expressed in BLTL can now be performed, whereas the simulator of Cappart et al. could only support verification of invariants.

This paper uses a typical medium-sized Belgian station as a case study. The next section introduces the case study and describes how it is managed by an interlocking. In Section 3, we explain how the problem is modelled. Its verification is discussed in Section 4. Finally, in Section 5, we analyse the performances of the verification and its reliability through experimental results.

III. MODEL OF AN INTERLOCKING SYSTEM

In this section, we present how we model an interlocking. The objective pursued is to build a tool that automatically verifies the application data correctness of an interlocking system. To do so, our tool requires three inputs:

- The application data, that describes the behaviour of the interlocking system.
- The track layout, that describes the geographic disposition of the physical components in the station.
- The properties that the interlocking must satisfy. They are twofold: on the one hand, the safety properties, which state that no issue such as a collision or a derailment occurs in the station, and on the other hand, the availability properties that forbid the interlocking to block trains for too long.

From these inputs, our tool provides statistics about the correctness of the model according to the properties defined. The verification process is divided into four steps:

1) Generating an interlocking model combining the application data and the track layout of the related station. This is done using two translators that parse and aggregate both data sources into a single model.

2) Stating all the safety and availability properties that must be satisfied. Properties have been formalised in BLTL. This logic requires that linear temporal operators have bounds. These bounds guarantee that a property can be decided on a finite length simulation.

3) Simulating the behaviour of the obtained model with a discrete event simulator. A set of traces summarizing the different actions that occurred during the simulation is obtained through this process. The simulation is based on the verification tool introduced and developed by Cappart et al. [10].

4) Evaluating the probability that the simulations satisfy the properties. To this end, we use a statistical model checker. This tool has been implemented using PLASMA Lab [13] which is a platform for statistical model checking of stochastic models.

The data flow diagram presented on Figure 2 resumes the approach. All this process is entirely automated. Next subsections describe in more details the different steps.

A. Translation of the input data

The first step is to build from the input data a model reflecting the behaviour of an interlocking applied to its station. Two data types are involved in this process, the application data and the track layout.
The format considered for the application data is Solid State Interlocking (SSI) [14], used by the Belgian railways since 1992. The methodology described in this paper can nevertheless be applied to other railway formats. The application data describe the behaviour of an interlocking. The actions that the interlocking can perform and the conditions under which they can be executed are described inside. To do so, two logical components are used:

- **The subroutes**: they represent the contiguous segments that the trains must follow inside a route. When a route is commanded for a train, a set of subroutes is locked. When not requested, subroutes are in a free state. In application data, they are defined by this syntax: `U_origin destination`.

- **The immobilisation zones**: they are the variables materialising the immobilisation of a set of points. When they are locked, their attached points cannot be moved. They are represented in the application data by the name `U_IR`.

Other components are also present in the application data but they are either not related to the safety/availability or abstracted in our model. Using such components, an interlocking can control the train traffic by monitoring the station, commanding routes, locking components and releasing them. All the possible actions and their underlying conditions are described in the application data. For instance, they contain the following instructions:

- **The route requests**: they determine the conditions that must be satisfied before commanding a route and the actions that the interlocking must take to fulfil the request. Listing 1 shows the definition of a request for Route `R_CGC_011` from Signal CGC to Track 011. This route can only be set if it is not already set (`xs` on line 2), if some points are free to be commanded to the reverse (`cfr`) or the normal (`cfn`) position (lines 3-4) and if some immobilisation zones are free (`f`) to be used (line 5). If all of these conditions are satisfied, the request is granted and the route is set (`s` on line 6), the points are commanded (`cr` and `cn`) to the requested positions (lines 7-8) and the immobilisation zones (line 9) and some subroutes (line 10) are locked (`l`).

```
1 *Q_R(CGC_011)
2 if R_CGC_011 xs
3    P_09C cfr,
4    P_10C cfn, P_08AC cfn, P_08BC cfn
5 then R_CGC_011 s
6    P_09C cr,
7    P_10C cn, P_08AC cn, P_08BC cn,
8    U_IR(10C) l, U_IR(09C) l,
9    U_CGC_20C l, U_20C_KXC l
```

Listing 1. Request for setting route R_CGC_011.

- **The point commands**: they determine the conditions that must be satisfied before commanding a point. Listing 2 shows an instantiation of these rules for Point `P_09C`. Typically, a point requires its immobilisation zone to be free (`f`) for its command.

```
1 *P_09CN U_IR(09C) f // condition for normal (N)
2     position
3 *P_09CR U_IR(09C) f // condition for reverse (R)
     position
```

Listing 2. Request for commanding Point P_09C.

- **The releasing requests**: they determine the conditions that must be satisfied to release a component. Listing 3 states that Subroute `U_CGC_20C` can only be released if
Routes R_CGC_011 and R_CGC_012 are not already set \((xs)\) and if there is no train \((c)\) on Track segment T_{10C}.

| Line | Code       | Description                                                                 |
|------|------------|-----------------------------------------------------------------------------|
| 1    | U_CGC_20C  | If \(R\text{\_CGC\_011}\) \((xs)\), \(R\text{\_CGC\_012}\) \((xs)\), \(T\text{\_10C}\) \((c)\). |

Listing 3. Request for releasing subroute U_CGC_20C.

Such data describe the interlocking behaviour but contain no information about the track layout of the considered station. However, the correctness of an interlocking is also dependent on its consistency with the track layout. It is why a data source describing the track layout is necessary.

Based on a XML structure, the railway description language called railML [15] provides a universal format that can be used for diverse railway applications. Several schemas such as the infrastructure, the timetables or the rolling stocks are described inside. In our case, only the infrastructure schema is necessary.

Our verification model is built from both SSI and railML languages. It is done by two translators which automatically parse both data and aggregate them. We use a graph structure, implemented in Scala programming Language [16], to model the station by using topology information present in the railML file. Physical components such as the points, the signals or the joints are represented by nodes and the portions of track segments between them correspond to the edges. Each edge belongs to a particular track segment. Trains move in the station from edge to edge. Once the graph is built, application data are then used to simulate the interlocking behaviour on this graph. Detailed explanations on the simulator are provided in the next section.

**B. Simulation of the model**

Once the model is obtained, the next step is to verify its correctness. One common approach for that is model checking. However, because of the state space explosion problem, model checking does not scale for large stations. To overcome this issue, Cappart et al. [10] introduced a verification method based on a discrete event simulation. The key idea is to reproduce the interlocking behaviour under a realistic train traffic. If no issue occurred during simulations covering enough time, we can have a high expectation that the system is safe. The main difference with model checking is that there is no guarantee that all the possible cases are considered but only the cases that can potentially happen in real situations.

The principles of our simulation is similar to the simulation introduced in [10]. Two kinds of entities are involved: On the one hand the trains, that are characterized by a direction and a position (a track segment) and on the other hand the interlocking active components, as described in the previous section. Besides, entity states change according to the following events:

- **The train arrivals**: trains arrive randomly at a particular start signal. In our simulation, a train arrival can occur with a uniform probability on the interval \([t_a, t_a + \beta_a]\) where \(t_a\) is the time of the last train arrival \((t_a = 0\) for the first step) and \(\beta_a\) is a predefined parameter. Besides, after each event occurrence, a new event is triggered in the interval \([t_a, t_a + \beta_a]\) with the updated \(t_a\).

- **The route requests**: route requests are performed for trains waiting at a start signal. The request is accepted only if all of its conditions are fulfilled. Otherwise, the request is aborted. In case of acceptance, the route is set and all the actions described in the request are executed. Otherwise, no action is taken. A route request is an event which can occur in the interval \([t_r, t_r + \beta_r]\) with \(t_r\) the time of the last request and \(\beta_r\) a predefined parameter.

- **The train movements**: trains move through the station from track to track by following the direction set by the signals and the points. When a train reaches the end of its route, it is removed from the station. The first movement of a train \(x\) is triggered when its route is accepted. The next movements occur in the interval \([t_m(x), t_m(x) + \beta_m]\) with \(t_m(x)\) the time of the last movement done by \(x\) and \(\beta_m\) a parameter. Each train has thereby its own queue of events. By doing this, we implicitly model the fact that the speed of the trains can be different.

- **The component releasing**: after each event, the interlocking verifies if components can be released. For instance, if the conditions presented on Listing 3 are fulfilled, Subroute U_CGC_20C will be released.

Randomness is introduced for several events through the parameters \(\beta\). Their purpose is to allow the generation of different scenarios at each simulation by defining a time range on which the events can occur. Discussion about the choice of this parameter is presented in [10].

A simulation of \(n\) steps provides a trace of \(n\) states. A simulation state \(s_i\) with \(i \in [1, n]\) is defined as

\[
s_i : (nb, \sigma_p, \sigma_r, \sigma_s, \sigma_a, \sigma_t, \sigma_{tr}).
\]

- \(nb\) is the number of trains that have moved in the station so far. This variable is used to under approximate how many real days the simulation has covered. Indeed, by taking the extreme case of a busy station where there is an incoming train every minute all the day long, we can safely assume that the simulation has covered at least one real day when 1440 trains have moved through the station.
- \(\sigma_p : \text{point} \rightarrow \{\text{normal, reverse}\}\) is a function defining the position of a point.
- \(\sigma_r : \text{route} \rightarrow \{\text{set, unset}\}\) is a function defining if a route is set or unset.
Formula (1) states that a track cannot have two trains on it at the same time in order to avoid collisions.

Formula (2) states that a point cannot move if there is a train on it or otherwise it will derail.

Formula (3) states that a route must always be set on a position allowing trains to continue their path. Otherwise, the trains will derail.

On the other hand, an interlocking should not block trains or components for too long. It is an availability requirement.

It can be refined into two requirements:

- A route could always be eventually set.
- Component could always be eventually released.

Eventually means that after any state of the system, there exists at least another state where the property is satisfied. These properties are expressed by means of BLTL formulas.

The following formulas show an instantiation of these properties in BLTL:

1. \( G_n T_{01BC} \leq 1 \)
2. \( G_n T_{01BC} = 1 \implies P_{02AC} = \text{next}(P_{02AC}) \)
3. \( G_n (T_{092} = 1 \land T_{01BC} = 0 \land \text{next}(T_{092}) = 0 \land \text{next}(T_{01BC}) = 1) \implies (P_{01BC} = \text{left} \land \text{next}(P_{01BC}) = \text{left}) \)
4. \( (GF)_n R_{CC_{101}} = \text{set} \)
5. \( (GF)_n U_{CGC_{20C}} = \text{free} \)

Formula (1) states that for a simulation of \( n \) steps, at any moment \( (G) \), at most one train can be on Track \( T_{01BC} \). Formula (2) states that if a train is on Track \( T_{01BC} \), the direction on Point \( P_{02AC} \) cannot change at the next state. Formula (3) states that if there is a train moving from Track \( T_{092} \) to Track \( T_{01BC} \), Point \( P_{01BC} \) must be set and stay to \( \text{left} \). Such equations are related to the safety, the next ones ensure the availability of the system. Formula (4) ensures that if any state, there exists at least another state where Route \( R_{CC_{101}} \) could be set. Formula (5) has the same idea by ensuring that Subroute \( U_{CGC_{20C}} \) could always be released. Such equations illustrate the properties that the model has to satisfy. There are similar formulas for each component of the station.

Such a formalism is generally used when a finite time domain is considered. In our case, a BLTL property of bound \( n \) is satisfied when there is no state that violates the property during the \( n \) first steps of the simulation. The property can thus be decided after at most \( n \) steps of simulation. The statistical reliability of the verification by simulation is then highly dependent on the choice of this bound. Indeed, if the bound is too low, the simulation time will be too short and some scenarios will not be covered. It is why we require that the bound must be sufficient to determine a simulation time long enough to cover at least one complete scenario. A complete scenario is a scenario going from a train arrival to its departure in a station. The scenario is not complete if the simulation is stopped when the train is still waiting or moving into the station. For instance, a simulation of 1 hour will not be sufficient because trains arriving in a station could still be in the station after one hour. In our case, we assigned a simulation time of one complete day. This value is chosen under the reasonable assumption that a train would not stay in the same station longer than one day. BLTL provides two ways of specifying the bounds of temporal operators. The first uses the number of steps while the second one relies on a time unit defined in the model. In our case, we use the number \( nb \) defined in the state of our model as the time unit. As explained previously, using a bound of 1440 ensures that our simulation covers at least a complete day.

### IV. Verification by Statistical Model Checking

Now that the interlocking requirements have been stated, the next step is to evaluate whether the interlocking satisfies them. The key idea is to perform several simulations, get the resulting traces, analyse them and verify that they contain no state violating the requirement. A statistical model checker [12] can be used for that. The aim of statistical model checking is to approximate, in a controlled manner, the probability of satisfaction or violation of a property. Unlike classical model checking approaches where an exhaustive exploration of the state space is conducted (Busard et al. [5] experimented the limitation of this approach for SSI language), statistical model checking only requires a sample of simulations. On this section, we describe the statistical model checking algorithms used in our approach.

**Monte Carlo estimation:** The first algorithm is based on Monte Carlo method for estimating the probability \( \gamma \) of satisfying a property \( \varphi \). The principle is to generate \( N \)
random simulations $\rho_1, \ldots, \rho_N$ and to compute the following estimation of $\gamma$:

$$\hat{\gamma} = \frac{1}{N} \sum_{i=1}^{N} 1(\rho_i \models \varphi)$$  \hspace{1cm} (1)

where $1$ is an indicator function that returns $1$ if $\varphi$ is satisfied in $\rho_i$ and $0$ otherwise.

Parameter $N$ can be determined by the user according to the number of simulation he wants to perform. Given that property $\varphi$ has bounded temporal operators, a simulation will stop whenever the bound $(\gamma)$, or a state violating $\varphi$, is reached.

The parameter $N$ can also be determined in order to obtain a specific confidence on the probability obtained. For instance, the Chernoff bound [18] determines the required number of simulations to perform in order to have a confidence $\delta$ and a precision $\epsilon$ on the value $p$ obtained:

$$Pr(|\gamma - \hat{\gamma}| < \epsilon) \geq 1 - \delta \quad \text{if} \quad N \geq \frac{\ln(\frac{2}{\delta})}{2\epsilon^2}$$  \hspace{1cm} (2)

This bound $N$ guarantees that the probability that a property is satisfied is included in the $(1 - \delta)\cdot[\gamma - \epsilon, \gamma + \epsilon]$ confidence interval.

**Importance splitting:** Importance splitting [19], a technique usually used for rare event detection, allows to increase the probability of generating rare events and to speed up the errors detection by decreasing the number of simulations required to estimate the probability.

Importance splitting starts by splitting the rare property in a sequence of temporal properties $\varphi_k$, with the logical characteristic $\varphi = \varphi_M \Rightarrow \varphi_{M-1} \Rightarrow \cdots \Rightarrow \varphi_1$. This defines a set of levels, each associated to the conditional probability $Pr(\rho \models \varphi_{k+1} \mid \rho \models \varphi_k)$ of reaching level $k + 1$ from level $k$. Instead of trying to verify directly a rare property, the importance splitting algorithm considers a set of sub-properties easier to verify and which lead progressively to the final property. An illustration of this process is presented on Figure 3.

The next step is to embed the simulator, the BLTL properties and the statistical model checking algorithms into a same framework. Plasma Lab platform [13] is used for that. Plasma Lab includes several statistical model checking algorithms and a library to include new simulators and to define properties. Simulators of systems or models can be reused with few implementation work thanks to the existing libraries. Plasma Lab already includes simulators for the Reactive Module Language (Markov chains models as in the PRISM model-checker), biological models, MATLAB/Simulink models, SystemC. In our case, we have developed a new plug-in that implements Plasma Lab library and creates an interface between Plasma Lab and the simulator presented in the previous section.

## V. Experiments

The aim of this section is to analyse the validity of our approach through experimental results. Indeed, now that we have a model and a verification process, we need to ensure that it will efficiently detect the errors leading to safety or availability issues. For the first experiment, we introduced several errors in the application data in order to test if they will be detected through simulations:

a. Missing condition for moving a point in a route request.
b. Point moved to a wrong position when setting a route.
c. Subroute not properly locked when setting a route.
d. Condition missing for releasing a subroute.
e. Condition missing for releasing an immobilisation zone.
f. Irrelevant additional conditions for releasing a component.

**Monte Carlo estimations:** Using Monte Carlo estimations, we performed 100 simulations in order to cover 100 complete days. Table 1 recap the execution time and the probability to detect issues violating the requirements formalised on Section III-C when errors are introduced. Simulating the trace and verifying all the requirements for a single simulation take approximately 15 seconds.

### TABLE I

| Safety requirements | Availability requirements | Time (sec.) |
|---------------------|---------------------------|-------------|
| (1)                 | (2)                       | (3)         | (4)         | (5)         |
| a.                  | 0                         | 100         | 0           | 0           | 1424        |
| b.                  | 0                         | 0           | 100         | 98          | 1086        |
| c.                  | 91                        | 69          | 29          | 63          | 100         | 1348        |
| d.                  | 93                        | 100         | 0           | 33          | 99          | 1845        |
| e.                  | 72                        | 97          | 0           | 79          | 100         | 1199        |
| f.                  | 0                         | 0           | 100         | 100         | 1652        |

A non-zero probability means that a safety or availability issue occurred on at least one simulation. In this case, we have then the certainty that the interlocking is not correct. As we can see on Table 1, each error introduced in the application causes the violation of at least one requirement which means that all the errors have been detected through 100 simulations
of one day. Using these results, it is possible to analyse which issues are caused by specific errors. For instance, injecting an error of type f, only causes availability issues. Such an error could not be detected in [10]. Concerning the execution time, it remains similar in the different cases, and is consistent with the time needed to execute a single simulation.

Chernoff’s bound: Besides the error detection, it is also interesting to have guarantees about the correctness of the model. Chernoff’s bound is used in order to obtain a confidence interval on the probability that the requirements are satisfied in the model. Using Equation (2), a \((1 - \delta)\) confidence interval on \(\gamma\) with \(\epsilon = 0.01\) and \(\delta = 0.01\) can be obtained with 26 492 simulations. Furthermore, refining \(\delta\) by a factor 10 will increase the number of required simulations by 11513 while refining \(\epsilon\) by the same factor will multiply this number by 100. Knowing the execution time required to perform a 1-day simulation (\(\approx 15\) sec), we can deduce the expected time required to obtain such confidence intervals. For \(\epsilon = 0.01\) and \(\delta = 0.01\), the execution will take approximately 5 days and tightening \(\delta\) by a factor 10 will add 2 days of computation while refining \(\epsilon\) by the same factor will multiply the execution time by 100.

Even if poor confidence intervals can be obtained in a reasonable time, more accurate intervals rapidly become too long to obtain on a single processor. However, unlike model checking which is difficult to parallelise, the simulations can be executed in parallel without any overhead. An execution on \(m\) processors will thus divide to total execution time by \(m\), which makes it possible to use in practice. Furthermore, as shown in the first experiment, error detection requires generally far more less simulations than the number determined by Chernoff’s bound.

Importance splitting for collision detection: The last experiment deals with the safety requirement stating that no collision can occur in the station (Formula (1)). As explained in the previous section, importance splitting can be used to speed up the errors detection. Furthermore, the no collision requirement can easily be split in different levels. For these reasons, we also employed the importance splitting algorithm for this requirement.

The first step is to define the different levels. The first level is reached when two conflictual routes are set together in the station. Two routes are conflictual if they share at least one common track segment. For instance, R_CXC_102 and R_DXC_091 in Figure 1 are conflictual. The next level is reached when there is only one track segment between two trains following conflictual routes if and only if no train is beyond the track segment where the collision can occur. According to the previous example, if the train following Route R_CXC_102 is on Track segment T_01BC and the train following Route R_DXC_091 on Track 102, there is only a difference of one track segment. The third level is the event that we want to detect: the collision. According to importance splitting algorithm, simulations reaching a level are recorded and then used as a new start point for next simulations.

Once the levels are determined, importance splitting can be used. Table 2 presents statistics for simulations of 1 day with an error of type d on the application data. Confidence intervals are obtained using a normal distribution as suggested in Section 5.2 of [20]. The number of experiments and the number of simulations per experiment are chosen in order to have the same total number of simulations for Monte Carlo and importance splitting (1000 in that case). As we can see, even for a medium size station such as Braine l’Alleud where errors are rapidly detected with Monte Carlo, importance splitting can give similar results much faster for a same number of simulations.

| Statistics                                | Importance splitting | Monte Carlo |
|-------------------------------------------|----------------------|-------------|
| # experiments                             | 10                   | 1           |
| # simulations per experiment              | 100                  | 1000        |
| Average execution time (sec)              | 257                  | 1320        |
| Average arithmetic mean (%)               | 93.9                 | 93.94       |
| Standard deviation (%)                    | 1.21                 | 0.75        |
| 99.9%-confidence interval (%)            | [92.71, 96.12]       | [91.43, 96.45] |

VI. Conclusion

Automatic verification of an interlocking system is an active field of investigation in the railway domain. Up to now, most of the research dealing with this issue is based on model checking or, more recently, on a discrete event simulation approach. However, both of these approaches have drawbacks. On the one hand, model checking suffers from the state space explosion problem which complicates its utilisation for large stations and on the other hand, discrete event simulation does not provide a sufficient guarantee that the system is correct. In this paper, we proposed an intermediate approach based on statistical model checking that overcomes both issues. The key idea is to perform several simulations and to observe through hypothesis testing and other statistical tests whether the results obtained provide a statistical evidence that the system is correct. Safety and availability properties have been formulated, and experimental results have shown that our verification approach thoroughly detects violations of the properties with a confidence interval on the verdict. Furthermore, the importance splitting algorithm has been used in order to speed up the detection of some safety issues.

Up to now, the simulation performed only considers scenarios where the interlocking manages a perfect train traffic. Unexpected events, like a train failure or a faulty sensor, are not taken into account and can be considered as rare events of a simulation. As future work, we plan to extend the simulator to cover such scenarios and to apply importance splitting in
order to detect such rare events. Furthermore, the next step will be to apply our method on a larger station containing a more complex interlocking and to analyse how the verification and its performance are impacted.
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