Physics-informed neural networks for solving forward and inverse flow problems via the Boltzmann-BGK formulation
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Abstract

The Boltzmann equation with the Bhatnagar-Gross-Krook collision model (Boltzmann-BGK equation) has been widely employed to describe multiscale flows, i.e., from the hydrodynamic limit to free molecular flow. In this study, we employ physics-informed neural networks (PINNs) to solve forward and inverse problems via the Boltzmann-BGK formulation (PINN-BGK), enabling PINNs to model flows in both the continuum and rarefied regimes. In particular, the PINN-BGK is composed of three sub-networks, i.e., the first for approximating the equilibrium distribution function, the second for approximating the non-equilibrium distribution function, and the third one for encoding the Boltzmann-BGK equation as well as the corresponding boundary/initial conditions. By minimizing the residuals of the governing equations and the mismatch between the predicted and provided boundary/initial conditions, we can approximate the Boltzmann-BGK equation for both continuous and rarefied flows. For forward problems, the PINN-BGK is utilized to solve various benchmark flows given boundary/initial conditions, e.g., Kovasznay flow, Taylor-Green flow, cavity flow, and micro Couette flow for Knudsen number up to 5. For inverse problems, we focus on rarefied flows in which accurate boundary conditions are difficult to obtain. We employ the PINN-BGK to infer the flow field in the entire computational domain given a limited number of interior scattered measurements on the velocity without using the (unknown) boundary conditions. Results for the two-dimensional micro Couette and micro cavity flows with Knudsen numbers ranging
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from 0.1 to 10 indicate that the PINN-BGK can infer the velocity field in the entire domain with good accuracy. Finally, we also present some results on using transfer learning to accelerate the training process. Specifically, we can obtain a three-fold speedup compared to the standard training process (e.g., Adam plus L-BFGS-B) for the two-dimensional flow problems considered in our work.
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1. Introduction

Multiscale flows spanning the rarefied and continuum regimes are present in diverse applications, such as shale gas flow in porous media [1, 2], vacuum technology [3, 4], and microfluidics [5, 6, 7]. The Boltzmann equation with the Bhatnagar-Gross-Krook collision model (Boltzmann-BGK equation) [8] is a widely used model for descriptions of both rarefied and continuous flows [9, 10]. Several numerical methods have been developed to solve the Boltzmann-BGK equation in recent years since analytical solutions are difficult to obtain, such as finite difference based methods, e.g., lattice Boltzmann method (LBM) [11, 12, 13, 14, 15, 16], finite volume based methods, e.g., gas kinetic scheme (GKS) [17, 18], the discrete uniform gas kinetic scheme (DUGKS) [19, 20], and so on. Successful applications of the aforementioned approaches include multiscale heat transfer [21], reactive transport in porous media [22], and non-equilibrium flows [23], to name just a few.

In addition to the conventional numerical methods, deep learning algorithms have emerged recently as an alternative for solving partial differential equations (PDEs), especially in conjunction with sparse data [24, 25, 26, 27]. In particular, we focus on the physics-informed neural networks (PINNs) proposed in [27] due to their effectiveness in solving both forward and inverse PDE problems as well as the straightforward implementation. Different from the classical numerical methods in which the partial differential operators need to be discretized, PINNs compute all differential operators in a PDE by using automatic differentiation techniques involved in the backward propagation [27]. Consequently, no mesh is required for the PINN to solve the PDEs, which saves much effort in grid generation [28, 29]. Another attractive feature is that PINNs are capable of solving the inverse PDE problems effectively [27, 30] and with the same code that is used for forward problems. Specifically, PINNs can infer the unknown parameters in a PDE and reconstruct the solution given partial observations on the solution to the PDE. Successful examples of using PINNs for forward and inverse flow problems are: (1) modeling both laminar and turbulent channel flows [31], (2) learning the density, velocity, and pressure fields based on partial
observations on the density gradient in high-speed flows [32], and (3) inferring the velocity and pressure fields given measurements from spatio-temporal visualizations of a passive scalar, e.g., temperature or solute concentration [33].

Despite the great progress of PINNs for solving such flow problems, so far only flows in the continuum regime described by the Navier-Stokes or Euler equations have been considered, to the best of our knowledge. However, for flow problems in the rarefied or transitional regimes such as gas flow in shale nanopores [34, 35], no existing PINNs or their variants can be applied directly. In addition to PINNs, Han et al. proposed to solve the Boltzmann-BGK equation using the deep convolution neural networks [36], which works well for multiscale flows with a Knudsen number ranging from $10^{-3}$ to 10. However, only forward problems are considered in [36], i.e., solving the Boltzmann-BGK equation given boundary/initial conditions. In practical applications, accurate boundary conditions can be quite difficult to obtain, especially for (1) multiscale flows across different flow regimes [37, 38, 39, 40, 41], and (2) rarefied flows within complicated geometries, e.g., porous media [42, 43, 44, 45]. An interesting question arising here is: can we predict the velocity field when we only have access to a limited number of scattered interior measurements on the velocity rather than the boundary conditions? We refer to this problem as an “inverse problem” in the present study. To leverage the merits of PINNs for both forward and inverse problems, we propose herein to employ PINNs for solving both the forward and inverse problems via Boltzmann-BGK formulation (PINN-BGK), hence developing a new PINN capability in simulating seamlessly both the continuum and rarefied regimes.

The remainder of the paper is organized as follows. In Section 2, we describe the details of PINNs for solving the Boltzmann-BGK equation. In Section 3, we present the results for modeling some benchmark two-dimensional flows in both the continuum and rarefied regimes. In Section 4, we apply the PINN-BGK to inverse problems, i.e., inferring the flow filed in the entire computational domain given a limited number of scattered measurements on the velocity. A brief summary is then presented in Sec. 5.
2. Methodology

2.1. From Boltzmann-BGK equation to discrete velocity Boltzmann-BGK model

The Boltzmann equation with the simplified collision model, i.e., Bhatnagar-Gross-Krook (BGK) model [8], is considered here, which can be expressed as

\[ \frac{\partial f}{\partial t} + \xi \cdot \nabla f = \frac{1}{\tau} (f - f^{eq}) \]

\[ f_{neq} = (f - f^{eq}), \tag{1} \]

where \( f = f(\xi, x, t) \) is the particle distribution function moving with a velocity \( \xi \) at position \( x \) and time \( t \), \( \tau \) is the relaxation time related to the dynamic viscosity \( \mu \) and the fluid pressure \( p \) as \( \tau = \mu / p \), and \( f^{eq} \) is the equilibrium distribution function given by the Maxwellian equilibrium distribution function,

\[ f^{eq} = \frac{\rho}{(2\pi RT)^{D/2}} \exp \left( -\frac{|\xi - u|^2}{2RT} \right), \tag{2} \]

where \( R \) is the gas constant, \( T \) is the temperature, \( D \) is the spatial dimension, \( \rho \) is the density related to the fluid pressure as \( \rho = p/RT \), \( u \) is the fluid velocity; \( f^{neq} \) denotes the non-equilibrium part of the distribution function.

The particle velocity \( \xi \) is continuous, which makes it computationally inefficient to solve Eq. (1). To reduce the computational cost, the discrete velocity model is generally used while keeping the mass and momentum conserved [46, 47]. In particular, we can expand \( f \) in terms of the Hermite polynomials in the velocity space \( \xi \) [48]:

\[ f(x, \xi, t) = \omega(\xi) \sum_{n=0}^{\infty} \frac{1}{n!} a^n(x, t) \mathcal{H}^n(\xi), \tag{3} \]

where \( a^n \) reads as

\[ a^n(x, t) = \int f(x, \xi, t) \mathcal{H}^n(\xi) d\xi. \tag{4} \]

We can then truncate \( f \) to order \( N \), and rewrite the right hand side of Eq. (4) as

\[ f^N(x, \xi, t) \mathcal{H}^n(\xi) = \omega(\xi) p(x, \xi, t), \tag{5} \]

where \( p \) is a polynomial in \( \xi \) of a degree not greater than \( 2N \). By defining \( f_i(x, t) = \omega_i f(x, \xi, t) / \omega(\xi_i) \) for \( i = 0, 1, \ldots , Q - 1 \), the discrete velocity Boltzmann-BGK model (DVB) can be obtained as follows,

\[ \frac{\partial f_i}{\partial t} + \xi_i \cdot \nabla f_i = -\frac{1}{\tau} (f_i - f^{eq}_i), \tag{6} \]
where \( f_{eq} \) is defined as

\[
f_{eq}^i(x, t) = \omega_i \rho \left[1 + \frac{\xi_i \cdot u}{RT} + \frac{(\xi_i \cdot u)^2}{(2RT)^2} - \frac{u \cdot u}{2RT}\right],
\]

(7)
to satisfy the mass and momentum conservation laws:

\[
\rho = \sum_i f_i = \sum_i f_{eq}^i, \quad \rho u = \sum_i c_i f_i = \sum_i c_i f_{eq}^i.
\]

(8)

Note that different discrete velocity models should be used for flows with different Knudsen numbers. More details on this topic can be found in [48].

Figure 1: Schematic of PINNs for solving the discrete velocity Boltzmann-BGK equation (PINN-BGK). \( NN_{eq} \) and \( \mathcal{N} \mathcal{N}_{neq} \) are employed to approximate the equilibrium (\( f_{eq} \)) and non-equilibrium (\( f_{neq} \)) parts of the distribution functions, respectively. \( \sigma \) is the activation function, which is set as the hyperbolic tangent function in this work. \( R_i(x, t) = \partial_t f_i + \xi_i \cdot \nabla f_i + (f_i - f_{eq}^i) / \tau \) is the residual of the Boltzmann-BGK equation. IC/BCs represent the initial and boundary conditions.
2.2. Physics-informed neural networks for solving DVB model

In this section, we will extend PINNs for solving both forward and inverse problems via the Boltzmann-BGK formulation. As shown in Fig. 1, the PINN-BGK is composed of three sub-networks, i.e., one to approximate the equilibrium distribution function, a second one for the non-equilibrium distribution function, and the last one to encode the Boltzmann-BGK equation as well as the corresponding boundary/initial conditions.

Note that the distribution function \( f_i(x, t) \) is decomposed into an equilibrium part (i.e., \( f_i^{eq} \)) and a non-equilibrium part (i.e., \( f_i^{neq} \)), i.e., \( f_i(x, t) = f_i^{eq} + f_i^{neq} \), in the PINN-BGK. Generally, the magnitudes of \( f_i^{eq} \) and \( f_i^{neq} \) can be quite different.

For continuous flows, we can conduct the following multiscale analysis for Eq. (6) since the relaxation time \( \tau \) is a small parameter (e.g., \( \tau < 10^{-2} \)) \[15, 49\]. Specifically, we can expand \( f_i \) in terms of \( \tau \) as \[50\]

\[
\begin{align*}
  f_i &= f_i^{(0)} + \tau f_i^{(1)} + \tau^2 f_i^{(2)} + \ldots \\
  f_i^{(0)} &= f_i^{eq}, \\
  f_i^{(1)} &= -\left( \partial_t f_i^{(0)} + \xi_i \cdot \partial_x f_i^{(0)} \right).
\end{align*}
\]

As we truncate \( f_i \) to \( O(\tau^2) \), the following equation can then be obtained

\[
  f_i = f_i^{eq} + \tau f_i^{(1)} + O(\tau^2).
\]

With the aid of Eq. (11), we can rewrite Eq. (12) as

\[
  f_i \approx f_i^{eq} - \tau \left( \partial_t f_i^{eq} + \xi_i \cdot \partial_x f_i^{eq} \right),
\]

which can be further rewritten as

\[
  f_i^{neq} = f_i - f_i^{eq} \approx -\tau \left( \partial_t f_i^{eq} + \xi_i \cdot \partial_x f_i^{eq} \right),
\]

where \( f_i^{neq} \) is the same as in Fig. 1. As we can see in Eqs. (10) and (14), \( f_i^{eq} \) can be more than 100 times larger than the \( f_i^{neq} \) in continuous flows \[51, 52\]. If we approximate \( f_i \) with one deep neural network (DNN) directly, it is probable that \( f_i^{neq} \) will not be resolved accurately since \( f_i^{eq} \) dominates over \( f_i \). However, \( f_i^{neq} \) has a strong influence on the convergence of the governing equation in Eq. (6) due to
the fact that $\tau$ is also a small parameter, e.g., $\tau \sim O(10^{-4})$ in Sec. 3.1 (Numerical results for the effect of $f_{i}^{neq}$ on predictive accuracy are presented in Sec. 3.1). We therefore apply two DNNs to approximate $f_{i}^{eq}$ and $f_{i}^{neq}$, respectively.

In forward problems, we assume that both the initial/boundary conditions and the governing equations are known, and hence we can solve the Boltzmann-BGK equation by minimizing the following loss function,

$$L = L_{Eq} + L_{IC} + L_{BC},$$

$$L_{Eq} = \frac{1}{N_{e}} \sum_{i=0}^{Q-1} \sum_{j=1}^{N_{e}} |R_{i}(x_{j}, t_{j})|^2,$$

$$L_{IC} = L_{fIC} + L_{mIC},$$

$$L_{BC} = L_{fBC} + L_{mBC},$$

$$L_{fIC} = \frac{1}{N_{i}} \sum_{i=0}^{Q-1} \sum_{j=1}^{N_{i}} |f_{i}(x_{j}, 0) - f_{i}^{*}(x_{j}, 0)|^2,$$

$$L_{mIC} = \frac{1}{N_{i}} \sum_{i=0}^{Q-1} \sum_{j=1}^{N_{i}} |\phi(x_{j}, 0) - \phi^{*}(x_{j}, 0)|^2,$$

$$(15)$$

$$L_{fBC} = \frac{1}{N_{b}} \sum_{i=0}^{Q-1} \sum_{j=1}^{N_{b}} [|f_{i}(x_{b_{j}}, t) - f_{i}^{*}(x_{b_{j}}, t)|^2 +$$

$$+ |\sum_{i} f_{i}(x_{b_{j}}, t) - \rho^{*}(x_{b_{j}}, t)|^2 +$$

$$+ |\sum_{i} \xi_{i} f_{i}(x_{b_{j}}, t) - (\rho u)^{*}(x_{b_{j}}, t)|^2],$$

$$L_{mBC} = \frac{1}{N_{b}} \sum_{i=0}^{Q-1} \sum_{j=1}^{N_{b}} |\phi(x_{b_{j}}, t) - \phi^{*}(x_{b_{j}}, t)|^2,$$

where $R_{i}(x, t)$ is residual of the corresponding equation that is defined as

$$R_{i} := \frac{\partial f_{i}}{\partial t} + \xi_{i} \cdot \nabla f_{i} + \frac{1}{\tau} (f_{i} - f_{i}^{eq}).$$

$$(16)$$

In addition, $L_{Eq}$, $L_{fIC}$, $L_{mIC}$, $L_{fBC}$, and $L_{mBC}$ represent the loss function for the residual of the DVB equation, the initial condition of distribution function, the initial condition of the macroscopic variables (i.e., $\rho/u/v$), and the boundary condition of the distribution function, the boundary condition of the macroscopic variables (i.e.,...
$\rho/u/v$. $N_e$, $N_i$, and $N_b$ are the number of the training data for governing equations, initial condition, and boundary conditions, respectively; $\phi$ denotes the macroscopic variables, i.e., $\rho/u/v$; $x_b$ represents the locations on the boundary, while $f^*/\phi^*$ denote the exact solutions or measurements.

For inverse problems, we assume that we know the equations as well as a small set of interior measurements on the velocity, but the initial/boundary conditions are unknown. We then infer the velocity field by minimizing the following loss function:

$$L = L_{Eq} + L_u,$$

$$L_u = \frac{1}{N_u} \sum_{j=1}^{N_u} |u(x_{u_j}, t_{u_j}) - u^*(x_{u_j}, t_{u_j})|^2,$$  \hspace{1cm} (17)

where $L_{Eq}$ is the same as in Eq. (15), and $L_u$ denotes the mismatch between the predictions and the measurements, $(x_{u_j}, t_{u_j})$ are the locations of measurements, and $N_e$ and $N_u$ are the numbers of points for evaluating the residuals of the governing equation and measurements, respectively.

In general, the pressure or velocity at a boundary is provided for the boundary condition in a flow problem. To solve the discrete velocity Boltzmann-BGK equation, we need to specify appropriate boundary conditions for the discrete distribution functions based on the given pressure/velocity, i.e., kinetic boundary conditions. In the present study, two different kinetic boundary conditions, i.e., Eq. (14) and the diffuse-reflection boundary condition, are employed for the continuous and rarefied flows, respectively. Specifically, (1) in continuous flows, $f^e_i(\xi \cdot n > 0)$ can be obtained using the given velocity based on Eq. (7), and Eq. (14) can serve as the constraint for the non-equilibrium distribution function at the boundary; (2) For rarefied flows, the gas-surface interaction is implemented via the diffuse-reflection boundary condition [53],

$$f^{neq}_i(t, x_b) = \rho_w f^e_i(1, u_w) - f^e_i(\rho_w, u_w), \quad (\xi \cdot n > 0),$$  \hspace{1cm} (18)

where $u_w$ is the wall velocity, and $\rho_w$ is the density at the wall determined by

$$\rho_w = -\frac{\sum_{\xi \cdot n < 0}(\xi \cdot n) f_i(t, x_b)}{\sum_{\xi \cdot n > 0}(\xi \cdot n)}.$$  \hspace{1cm} (19)

In both the continuous and rarefied flows, Eq. (6) is enforced at the boundaries for components with $\xi_i \cdot n < 0$. For initial conditions, we can employ the following approximations: $f_i \approx f^e_i$, and $f^{neq}_i = 0$, which is the same as that used in the
lattice Boltzmann method [15, 19]. We would like to point out that various kinetic initial/boundary conditions have been developed during the past few decades, and interested readers can refer to [15, 14, 19, 50] for more details.

3. Forward problems

In this section, we will apply the PINN-BGK to model various two-dimensional flow problems given boundary/initial conditions, i.e., (1) continuous flows including time-independent/dependent cases, e.g., Kovasznay flow and Taylor-Green flow; and (2) rarefied flows, i.e., micro-Couette flows with Knudsen numbers ranging from 0.01 to 5.

3.1. Kovasznay flow

We first employ the PINN-BGK to simulate the two-dimensional steady incompressible Kovasznay flow in a two-dimensional rectangular domain with a length $-\frac{1}{2} \leq x \leq 2$ and height $-\frac{1}{2} \leq y \leq \frac{3}{2}$. The exact solutions for the flow considered here are [54]:

$$u(x, y) = u_0[1 - \exp(\lambda x)\cos(2\pi y)],$$
$$v(x, y) = u_0[\frac{\lambda}{2\pi}\exp(\lambda x)\sin(2\pi y)],$$
$$p(x, y) = p_0[1 - \frac{1}{2}\exp(2\lambda x)] + C,$$  \hspace{1cm} (20)

where $u_0$ and $p_0$ are reference velocity and reference pressure, respectively, $C$ is a constant, $L$ is half the height of the computational domain, $u = (u, v)$ represents the fluid velocity, $p$ is the fluid pressure, and

$$\lambda = \frac{Re}{2} - \sqrt{\frac{Re^2}{4} + 4\pi^2}, \quad Re = \frac{u_0L}{\nu},$$  \hspace{1cm} (21)

where $\nu$ is the kinematic viscosity. In addition, Dirichlet boundary conditions which can be derived from Eq. (20) are imposed on all boundaries.

Here we employ the two-dimensional nine-speed (D2Q9) model [55], which is widely used for continuous flows. Specifically, D2Q9 is defined as $\xi_i = ce_i$ in which

$$c = \sqrt{3RT}, \quad e_0 = (0, 0),$$
$$e_1 = -e_3 = (1, 0), \quad e_2 = -e_4 = (0, 1),$$
$$e_5 = -e_7 = (1, 1), \quad e_6 = -e_8 = (-1, 1).$$  \hspace{1cm} (22)
In our simulations, Re = 10, \( u_0 = 0.1581 \), \( p_0 = 0.05 \), \( RT = 100 \), \( C = RT \), and \( L = 1 \). The kinematic viscosity and the relaxation time can then be computed as \( \nu = Lu_0/Re = 0.0158 \) and \( \tau = \mu/p = \nu/RT = 1.58 \times 10^{-4} \). In addition, we randomly sample 17,000 points for the evaluation of residuals, and 300 points are used on each boundary to provide Dirichlet boundary conditions. As for the optimization, we first employ the Adam to train the PINN-BGK until the loss is less than \( 10^{-3} \), then we switch to the L-BFGS-B until convergence.

We note that \( \tau \sim O(10^{-4}) \) in the present case, leading to \( f_{\text{neq}} \sim O(10^{-4}) \) according to Eq. (14). Considering that the single-precision floating-point format is utilized in our code, such a small value of \( f_{\text{neq}} \) will make it difficult to be approximated by DNNs. We then scale the output of \( \mathcal{N}_{\text{neq}} \) as \( f_{\text{neq}}^{\text{NN}} = 10,000 \times f_{\text{neq}} \) to make it of the order \( O(1) \), where \( f_{\text{neq}}^{\text{NN},i} \) is the output of the \( \mathcal{N}_{\text{neq}} \), and \( f_{\text{neq}} \) is the predicted non-equilibrium distribution function used in Eq. (6).

To study the effect of scaling of \( f_{\text{neq}} \) on the predictive accuracy, we compare the results for two different cases, i.e., with and without scaling for \( f_{\text{neq}} \), in Fig. 2. In both cases, we employ 5 hidden layers with 40 neurons per layer for \( \mathcal{N}_{\text{eq}} \) and \( \mathcal{N}_{\text{neq}} \). We see that the training loss for the case with scaling (Case A) is about three orders smaller than that without scaling (Case B). Furthermore, we also present the predicted residuals on a uniform lattice, i.e., \( x \times y = 125 \times 100 \), for two representative equations, i.e., \( f_2 \) and \( f_5 \), in Figs. 2(b) and 2(c). We observe that the computed residuals for Case B are about two orders larger than those in Case A, which suggests that the scaling of \( f_{\text{neq}} \) can significantly improve the predictive accuracy.

![Figure 2](image-url)  
Figure 2: PINN-BGK for Kovasznay flows: (a) Time histories of the total loss function obtained by different cases. Case A: \( f_{\text{neq}}^{\text{NN},i} \approx 10000 f_{\text{neq}} \); Case B: \( f_{\text{neq}}^{\text{NN},i} \approx f_{\text{neq}} \). (b) Predicted residuals for \( f_2 \) and \( f_5 \) for Case A. (c) Predicted residuals for \( f_2 \) and \( f_5 \) for Case B.
Table 1: PINN-BGK for Kovasznay flows: Relative $L_2$ errors of velocity ($u, v$) and two representative non-equilibrium distribution functions. Case A: $f_{NN,i}^{neq} \approx 10,000 f_i^{neq}$; Case B: $f_{NN,i}^{neq} \approx f_i^{neq}$; Case C: $f_{NN,i}^{neq} \approx 10,000 f_i^{neq}$. $\rho, u, \text{ and } v$ are from the exact solutions.

|       | $err_u$ | $err_v$ | $err_f_2^{neq}$ | $err_f_5^{neq}$ |
|-------|---------|---------|-----------------|-----------------|
| Case A | 0.21%   | 0.60%   | 3.49%           | 4.56%           |
| Case B | 65.19%  | 58.66%  | 89.41%          | 82.14%          |
| Case C | -       | -       | 1.81%           | 2.23%           |

We further compare the relative $L_2$ errors ($err_{\psi}$) for $u, v$ and $f_i^{neq}$ for these two cases, where $err_{\psi}$ is defined as

$$err_{\psi} = \sqrt{\frac{\sum_{x,y} |\psi(x,y,t) - \psi_{e}(x,y,t)|^2}{\sum_{x,y} |\psi_{e}(x,y,t)|^2}}, \quad \psi = u, v, \text{ and } f_i, \quad (23)$$

and $\psi_{e}$ is the exact solution here. In particular, the exact solutions for $u$ and $v$ are in Eq. [20], and the reference solution for $f_i^{neq}$ is computed from Eq. [14]. For brevity, we only present the relative errors for $f_2^{neq}$ and $f_5^{neq}$ as representatives since the results for the remaining $f_i^{neq}$ are similar as these two. As displayed in Table 1, the predictions in Case A are all in good agreement with the exact solutions and much better than the results from Case B. These results again indicate that the scaling of $f_i^{neq}$ is able to substantially improve the predictive accuracy.

We note that the errors for $f_i^{neq}$ are about one order greater than those for $u/v$, which may be attributed to the roundoff in the computation of $f_i^{neq}$; i.e., $f_i^{neq} = f_{NN,i}^{neq}/10,000$. Another test case (Case C in Table 1) is then conducted here, i.e., we replace the $NN_{eq}$ with the exact solutions for $\rho/u/v$, and only train $NN_{neq}$ to satisfy the governing equation. Other parameters (e.g., size of $NN_{eq}$, scaling of $f_i^{neq}$, etc.) as well as the optimization method are all the same as in Case A. As shown, the errors for $f_i^{neq}$ in Case A are comparable to those in Case C, which validates the present assumption.

To accelerate the training process, we employ the transfer learning strategy, which has been widely used to enhance the convergence of training for diverse deep learning problems [56, 57]. In particular, we employ the PINN-BGK to model the flows for three different Reynolds numbers, i.e., Re = 20, 40, and 60. The weights/biases for each case are initialized with those for the case Re = 10 on its completion of training. Note that only the L-BFGS-B algorithm is used for optimizing the loss function in the transfer learning cases. Here, we also present the results for using the Adam plus L-BFGS-B as used in the previous case for comparison. As we can see,
comparable accuracy can be obtained by using the L-BFGS-B with transfer learning and the standard training process used in this work, i.e., first Adam and then L-BFGS-B. However, we can obtain up to a three-fold speedup with transfer learning as compared to the latter case.

It is worth mentioning that the L-BFGS-B algorithm is based on the Newton’s method, hence the computational accuracy strongly depends on the initial guess. In other words, it is easy for the L-BFGS-B to converge to a local optimal without good initialization of the weights/biases in DNNs. For demonstration, we then present the results for using the L-BFGS-B with random initialization for the DNNs (which is referred to as L-BFGS-B only in Table 2). As shown, the computational time for the L-BFGS-B (TL) and L-BFGS-B only is similar for all the three test cases. However, the L-BFGS-B with transfer learning can achieve much better accuracy than the L-BFGS-B with the random initialization. In particular, the predictive accuracy for the L-BFGS-B (TL) is about two orders better than the L-BFGS-B only for the vertical velocity in the last two cases, i.e., Re = 40, and 60.

Finally, we note that the multiscale analysis in Sec. 2.2 only holds for continuous flows in which $\tau$ is a small parameter. In the present study, we assume $f_{\text{neq}}^i$ has a similar magnitude as $O(\tau)$ in all test cases, and scale $f_{NN,i}^{\text{neq}}$ to $O(1)$ based on $\tau$ used in the corresponding case to improve the predictive accuracy.
3.2. Taylor-Green flow

We proceed to model a time-dependent flow problem, i.e., the Taylor-Green flow, using the PINN-BGK. The computational domain is defined as $x \in [\pi, \pi]$, $y \in [-\pi, \pi]$. The exact solution is set as follows

$$
\begin{align*}
    u(x, y, t) &= -\cos(x) \sin(y) e^{-2t \nu}, \\
    v(x, y, t) &= -\sin(x) \cos(y) e^{-2t \nu}, \\
    p(x, y, t) &= -\frac{1}{4} \cos(2x) + \cos(2y) e^{-4t \nu}, \\
\end{align*}
$$

(24)

where $u$, $v$ are the velocity components in the horizontal and vertical directions, respectively, and $p$ denotes the fluid pressure. Finally, all the initial and boundary conditions are derived from Eq. (24).

In simulations, we set $RT = 100$, $\nu = 0.01$, and $t \in [0, 10]$. As for the training data, 300 random points are employed on each boundary while 160,000 random points in the spatial-temporal domain are used to compute the residuals of Eq. (6). Both $\mathcal{N}_{eq}$ and $\mathcal{N}_{neq}$ contain 6 hidden layers with 80 neurons per layer. Similar as the first test case, two optimization algorithms, i.e., Adam and L-BFGS-B are used. Specifically, we first train the DNNs using the Adam optimizer until the loss is less than $1.0 \times 10^{-4}$ with an initial learning rate of $5 \times 10^{-4}$, and then we switch to the L-BFGS-B optimization until convergence.

Figure 3: PINN-BGK for Taylor Green flows: Predicted velocity profiles. (a) $u$ component for $x = 0$ at $t = 1$, 5, and 10. (b) $v$ component for for $y = 0$ at $t = 1$, 5, and 10.

The predicted velocity profiles at three representative times, i.e., $t = 1$, 5 and 10, are illustrated in Fig. 3. We see that the predicted velocities agree well with the exact
solutions. Furthermore, we present the relative $L_2$ errors for the predicted $u/v/p$ in more detail in Table 3, which demonstrates the good accuracy of the PINN-BGK for modeling unsteady flows.

Table 3: PINNs for Taylor Green flows: Relative $L_2$ errors of pressure ($p$) and velocity ($u,v$) at different times.

| Time  | $t = 0.0$ | $t = 2.0$ | $t = 4.0$ | $t = 6.0$ | $t = 8.0$ | $t = 10.0$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| $err_p$ | 0.00092% | 0.0011%  | 0.0012%  | 0.0015%  | 0.002%   | 0.0037%   |
| $err_u$ | 0.0058%  | 0.16%      | 0.24%      | 0.30%      | 0.35%      | 0.48%      |
| $err_v$ | 0.0051%  | 0.16%      | 0.26%      | 0.35%      | 0.44%      | 0.55%      |

3.3. Regularized Cavity flow

Here we model the cavity flow using the PINN-BGK. The computational domain is set as $x \in [0, 1]$, and $y \in [0, 1]$. The upper boundary is moving from the left to right with a velocity $u_w$ defined as

$$u_w = u_{\text{max}} \left( 1 - \frac{\cosh[r(x - L/2)]}{\cosh(rL/2)} \right),$$

where $r = 10$ is a constant, $u_{\text{max}} = 1.0$ is the maximum velocity at the top wall, and $L = 1$ is the characteristic length of the cavity. Note that the velocity is continuous at the two upper corners, which can alleviate the effect of singularity on the computational accuracy.

In simulations, $Re = Lu_{\text{max}}/\nu = 100$, where $\nu$ is the kinematic viscosity. We employ 4 hidden layers with 50 neurons per layer for $\mathcal{NN}_{\text{eq}}$, and 8 hidden layers with 60 neurons per layer for $\mathcal{NN}_{\text{neq}}$. As for the training data, 257 uniformly distributed points on each boundary are used to provide Dirichlet boundary conditions, and 45,000 random points are employed to compute the residuals of the equations. To accurately predict the boundary layers, we divide the whole computational domain into nine subdomains ($sd_0, sd_1, \cdots, sd_8$) as shown in Fig. 4(a), which is similar as the nonuniform meshes used in the conventional numerical methods [58, 59]. In each subdomain, 5000 random points are employed to evaluate the residuals of the governing equations. For the optimization, we first train the DNNs using the Adam optimization with an initial learning rate $1.0 \times 10^{-4}$ for 50,000 iterations, and then train the DNNs for 50,000 steps using Adam with a smaller learning rate $1.0 \times 10^{-5}$. Finally, we switch to the L-BFGS-B until convergence.
Figure 4: PINN-BGK for cavity flows: (a) Schematic of the subdomains for cavity flow. (b) Predicted \( u \) - and \( v \)-velocity profiles along \( y = 0.5 \) and \( x = 0.5 \), respectively.

The predicted velocity profiles along the central lines \((x = 0.5 \text{ and } y = 0.5)\) are illustrated in Fig. 4(b). In addition, the results from the lattice Boltzmann method (LBM) \([49]\) with \(256 \times 256\) uniform grid are also displayed in Fig. 4 as reference. As we can see, the predictions using the PINN-BGK agree well with the results from the LBM.

3.4. Micro Couette flow

The PINN-BGK is now applied to simulate the micro Couette flow between two parallel plates located at \( y = -0.5 \) and \( 0.5 \). The top and bottom walls move with a constant velocity \( u_w \) in an opposite direction. For rarefied flows, the Knudsen number \( Kn \) is defined as \( Kn = \lambda/L \), where \( \lambda \) is the mean free path, and \( L \) is the characteristic length of the system. Note that \( \lambda \) is related to the relaxation time \( \tau \) in the Boltzmann-BGK equation as \( \lambda = \sqrt{\pi RT}/2 \) \([19]\). Based on \( Kn \), gas flows can be divided into four regimes: the hydrodynamic regime \((Kn < 0.001)\), the slip regime \((0.001 < Kn < 0.1)\), the transition regime \((0.1 < Kn < 10)\), and the free molecular flow regime \((Kn > 10)\) \([10]\). Here, we employ the PINN-BGK to model the flows in two regimes, i.e., the slip regime \((0.001 < Kn < 0.1)\), and the transition regime \((0.1 < Kn < 10)\). In addition, the two-dimensional-sixteen-velocity (i.e., D2Q16) model is employed for the slip regime while a two-dimensional \(28 \times 28\) velocity model \((28 \times 28\text{-DVB})\) is used for the flows in transition regime. Interested readers can refer to \([48, 60]\) for more details on the two discrete velocity models.
We first apply the PINN-BGK to simulate the Couette flow in the slip regime. In particular, three different cases, i.e., $Kn = 0.01$, 0.05, and 0.09, are considered. For all the test cases, we set $u_w = 0.1$, $RT = 1.0$. In addition, both $\mathcal{NN}_{eq}$ and $\mathcal{NN}_{neq}$ have 6 hidden layers with 30 neurons per layer. In our simulations, 100 uniformly distributed points are used on each boundary to provide Dirichlet boundary conditions, and 10,000 random points are employed to compute the residuals of the equations. Similarly, both the Adam and L-BFGS-B are used for optimization as follows: the Adam optimizer with an initial learning rate $10^{-3}$ is first employed until the loss is less than $10^{-3}$, and then L-BFGS-B is applied until convergence.

The horizontal velocity profiles predicted by PINN-BGK are displayed in Fig. 5. In addition, the solutions to the linearized Boltzmann equation (61) are presented.
We observe velocity slip at the upper boundary in all test cases, which is well captured by the PINN-BGK. Specifically, the relative $L_2$ errors between the PINN-BGK and the reference solutions are 2.1%, 1.12%, and 1.32% for $Kn = 0.01$, 0.05, and 0.09, respectively, suggesting that the PINN-BGK is capable of providing accurate predictions for the flows in the slip regime.

We now simulate the Couette flow in the transition regime. Here two different cases, i.e., $Kn = 1$ and 5 are considered. In both cases, $\mathcal{NN}_{eq}$ has 2 hidden layers with 30 neurons per layer, and $\mathcal{NN}_{neq}$ has 2 hidden layers with 40 neurons per layer. Here the $28 \times 28$ discrete velocity model is employed, in which $RT$ is set to be $1/2$. Note that the model is more computationally expensive than the previous cases, so we utilize the minibatch approach with a batch size of 800 for both cases to accelerate the training. In addition, 100 uniformly distributed points on each boundary are employed to enforce the boundary condition. To accurately capture the slip boundary layers near the upper and bottom walls, we divide the computational domain into 3 subdomains as shown in Fig. 6(a). In $sd_0$ and $sd_2$, 800 uniformly distributed residual points are employed, while 1,600 uniformly distributed points are employed to compute the residuals of equations in $sd_1$. The Adam optimizer with an initial learning rate $10^{-3}$ is used for optimization. The predicted horizontal velocity profiles from the PINN-BGK for both cases are depicted in Fig. 6(b); we observe that they agree well with the reference solutions from the linearized Boltzmann equation in [61].

4. Inverse problems

In this section, we test the performance of the PINN-BGK for inverse problems. Specifically, we focus on rarefied flows with unknown velocity boundary conditions. We assume that we only have partial measurements on the velocity inside the computational domain. The objective is to infer the entire flow field based on a limited number of scattered observations on velocity with the aid of the Boltzmann-BGK equation.

4.1. Micro Couette flows

We first use the PINN-BGK to infer the velocity field for the micro Couette flow based on a small set of measurements on velocity inside the computational domain. The computational domain is set as $0 \leq x \leq 0.1$, $-0.5 \leq y \leq 0.5$. The top and bottom walls move with a constant velocity (i.e., $u_w = 0.1$) in an opposite direction, which is the same as the case in Section 3.4. Three different cases, i.e., $Kn = 1$, 5, and 10, are considered. We therefore employ the $28 \times 28$-discrete velocity model
as in Section 3.4. For all the test cases, $RT$ is set to be $1/2$. We then assume that we have 10 sensors for the velocity, which are randomly located inside the computational domain, as shown in Fig. 7(a). In addition, we utilize 4 hidden layers with 30 neurons per layer for both $\mathcal{NN}_eq$ and $\mathcal{NN}_neq$, and 5,000 ($N_e = 5,000$) residual points are randomly selected inside the computational domain. To train the NNs, the Adam optimizer with an initial learning rate $10^{-3}$ is first used until the loss is less than $10^{-4}$, and then the LBFGS-B optimizer is employed until convergence.

![Figure 7: PINN-BGK for inverse problems in micro Couette flow: (a) Locations of the sensors for velocity. (b) Predicted velocity profiles along the vertical central lines for different Knudsen numbers.](image)

The predicted velocity profiles using the PINN-BGK are displayed in Fig. 7(b), and the solutions from the linearized Boltzmann equation [61] are presented as reference. As shown, the predictions from the PINN-BGK agree well with the reference solutions for all cases. Furthermore, the relative $L_2$ errors between the PINN-BGK and the reference are 2.04%, 2.04%, and 1.44% for $Kn = 1$, 5, and $Kn = 10$, respectively, which demonstrates that the PINN-BGK is capable of inferring the velocity field based on partial interior scattered measurements on velocity without the explicit knowledge of boundary conditions.

In addition to estimate the velocity field based on partial interior observations on the velocity, we can also employ the PINN-BGK to predict the slip velocity at the boundary for different Knudsen numbers. Here, we use the PINN-BGK to infer the fluid velocity at the upper boundary for $Kn$ ranging from 0.01 to 10. As shown in Fig. 8, the predicted velocities are in good agreement with the reference solutions in [61], which clearly demonstrates the capability of the PINN-BGK for modeling...
multiscale flows. Also, we would like to point out that the predicted velocities at the boundary can serve as boundary conditions for other numerical methods, which need explicit boundary conditions to solve the Boltzmann-BGK equations, such as the discrete unified gas kinetic scheme [19], the unified gas kinetic scheme [62], etc.

Figure 8: PINN-BGK for inverse problems in micro Couette flow: normalized velocity at the upper boundary for different $Kn$.

4.2. Micro cavity flows

We now employ the PINN-BGK to infer the velocity field for the micro cavity flow based on partial interior measurements on velocity, in which the computational domain is set as $0 \leq x \leq 1$, $0 \leq y \leq 1$. The top wall of the cavity moves along the $x$ direction with the velocity defined in Eq. (25) in which $u_{\text{max}} = 0.15$ and $r = 10$ while the other walls are stationary. Again, we assume that only a few sensors for the fluid velocity inside the domain are available while the boundary conditions are unknown.

Here we test three different cases, i.e., $Kn = 0.1$, 1, and 10. In addition, the discrete unified gas kinetic scheme (DUGKS) [19], which is a finite-volume solver for the Boltzmann-BGK equation, is used to generate training data as well as provide reference solutions. In the DUGKS simulations, the computational domain is discretized into $60 \times 60$ uniform grids. Similar as in [19, 62], the Newton-Cotes quadrature is used to discrete the velocity space, and $81 \times 81$ nodes distributed uniformly in $[-4\sqrt{RT}, 4\sqrt{RT}] \times [-4\sqrt{RT}, 4\sqrt{RT}]$ are employed. $RT$ is set to be $1/2$, $\nu$ and $\tau$ can then be computed using $Kn$ and $RT$. In the PINN-BGK, we employ the same discrete velocity model as in DUGKS. In addition, we first assume that we have 100 sensors for the velocity, which are randomly distributed inside the computational domain, see Fig. 9(a). Two hidden layers with 30 neurons per layer are used for
\( \mathcal{N}_{eq} \) while six hidden layers with 30 neurons per layer are employed for \( \mathcal{N}_{neq} \). Also, 12,000 random points are employed to compute the residuals for the equation in the loss function. Similarly, the minibatch approach with a batch size of 128 is employed to accelerate the training.

The predicted velocity profiles from the PINN-BGK across the cavity center for different Knudsen numbers are presented in Figs. 9(b)-9(d). In addition, the results from DUGKS are also presented as reference solutions in Figs. 9(b)-9(d). We can see that the PINN-BGK predictions are in good agreement with the results from
Table 4: PINN-BGK for inverse problems in micro cavity flows with random training data: Relative $L_2$ relative errors for velocity $(u, v)$ at different Knudsen numbers. DNNs: results from regression without the constraint of PDEs. Reference solutions: DUGKS with $60 \times 60$ uniform grids.

| Kn | $err_u$ | | $err_v$ | |
|----|---------|---|---------|---|
|    | PINN-BGK | DNNs | PINN-BGK | DNNs |
| 0.1 | 3.36% | 18.68% | 4.27% | 19.65% |
| 1   | 3.39% | 16.02% | 3.36% | 15.71% |
| 10  | 3.66% | 15.13% | 2.99% | 18.81% |

the DUGKS at the three Knudsen numbers, demonstrating the capability of the PINN-BGK to model multiscale transitional flows with unknown velocity boundary conditions.

To further demonstrate the effectiveness of the PINN-BGK, we also present the results for regression (denoted as DNNs in Figs. 9(b)-9(d)), i.e., we employ $NN_{eq}$ to predict the velocity profiles based on the same measurements on velocity without the constraint of the governing equation. We observe that the predictions from the PINN-BGK are better than those from DNN regression, especially for areas near the boundaries. We further compute the relative $L_2$ errors for the PINN-BGK and regression, in which the results from the DUGKS are used as reference solutions. As shown in Table 4, the errors for the PINN-BGK are less than 5% in all cases, suggesting that the PINN-BGK can accurately reconstruct the velocity field even without the use of boundary conditions. In addition, the errors for regression are larger than 15% in all cases, which means that enforcing the constraint of the governing equations in the loss function helps greatly to improve the accuracy of the predictions.
Figure 10: PINN-BGK for inverse problems in micro cavity flows with uniform training data (Case I): (a) Locations of sensors for $u$. The 50 training samples are uniformly distributed along 5 lines. (b - d): Predicted velocity profiles across the cavity center for (b) $Kn = 0.1$, (c) $Kn = 1.0$, (d) $Kn = 10$. 
Figure 11: PINN-BGK for inverse problems in micro cavity flows with uniform training data (Case II): (a) Locations of sensors for $u$. The 100 training samples are uniformly distributed along 10 lines. (b - d): Predicted velocity profiles across the cavity center for (b) $K\nu = 0.1$, (c) $K\nu = 1.0$, (d) $K\nu = 10$. Due to the fact that the measurements at arbitrary locations may be difficult to obtain in practical applications, next we first test the case in which we assume that 50 measurements on $u$ are uniformly distributed along 5 lines (Fig. 10(a), Case I). In simulations of the present case, the parameters (e.g., the architectures of DNNs, optimizer, etc.) are kept the same as those in the previous one. The predicted velocity profiles for $K\nu = 0.1, 1, 10$ across the cavity center are presented in Fig. 10. As observed, the results predicted by the PINN-BGK here are not as accurate as those in Fig. 9, especially for areas near the boundaries. Specifically, the
Table 5: PINN-BGK for inverse problems in micro cavity flows with uniformly sampled training data: Relative $L^2$ errors for velocity ($u, v$) at different Knudsen numbers. DNNs: results from regression without the constraint of PDEs. Reference solutions: DUGKS with $60 \times 60$ uniform grids. Case I: 50 measurements on $u$ are uniformly distributed along 5 lines. Case II: 100 measurements on $u$ are uniformly distributed along 10 lines.

| Case  | $Kn$ | $err_u$ PINN-BGK | $err_u$ DNNs | $err_v$ PINN-BGK | $err_v$ DNNs |
|-------|------|-----------------|--------------|-----------------|--------------|
|       | 0.1  | 9.37%           | 25.45%       | 36.58%          | 21.52%       |
|       | 1    | 8.51%           | 35.29%       | 21.39%          | 23.07%       |
|       | 10   | 8.56%           | 31.87%       | 17.46%          | 20.62%       |
| Case II | 0.1  | 3.26%           | 20.22%       | 5.0%            | 19.47%       |
|       | 1    | 3.5%            | 17.99%       | 4.49%           | 15.99%       |
|       | 10   | 3.62%           | 29.10%       | 4.04%           | 21.69%       |

Relative $L^2$ errors for velocity (Case I in Table 5) are much larger than the results from PINN-BGK in Table 4. We then increase the number of training samples to 100, which are uniformly distributed along 10 lines (Fig. 11(a), Case II). Specifically, more measurements are added near the vortex zone in the present case. Similarly, we employ the same parameters (e.g., the architectures of DNNs, optimizer, etc.) here as in the previous cases. As displayed in Fig. 11, better accuracy is then achieved, which can also be seen in Table 5.

Based on the results in Figs. 9-11, we can further conclude that: (1) the predictive accuracy can be enhanced by increasing the number of training data as we compare the predictions in Figs. 9 and 11 with the results in Fig. 10, (2) the predictions of PINN-BGK are more accurate than those from regression, which again demonstrates the physics-informed constraint is able to improve the predictive accuracy, and (3) we can obtain better accuracy as we add more measurements near the vortex zone as well as the boundaries when comparing the results in Fig. 11 with those in Fig. 10.

5. Summary

The Boltzmann equation with the Bhatnagar-Gross-Krook collision model (Boltzmann-BGK equation) is a well known model for describing multiscale flows from the hydrodynamic limit to free molecular flows. The recently proposed physics-informed neural networks (PINNs) have shown expressive power for solving both forward and inverse PDE problems in fluid mechanics and beyond. By leveraging the merits of the Boltzmann-BGK equation and PINNs, we have solved forward and inverse problems
in multiscale flows via Boltzmann-BGK formulation using PINNs (PINN-BGK). In particular, the proposed PINN-BGK contains three sub-networks, i.e., one for the equilibrium distribution function, a second one to approximate the non-equilibrium distribution function, and a third one to encode the Boltzmann-BGK equation as well as the corresponding boundary/initial conditions. By minimizing the residuals of all governing equations and the mismatch between the predicted and provided boundary/initial conditions, we can then solve both forward and inverse problems in multiscale flows with the same formulation and the same code.

We first test the PINN-BGK for solving forward problems in multiscale flows. Specifically, the PINN-BGK is applied to model both continuous (e.g., Taylor-Green flows, cavity flows, etc.) and rarefied flows with Knudsen number ranging from 0.01 to 5. The results demonstrate that the PINN-BGK is capable of approximating accurately the solution to the Boltzmann-BGK equation given boundary/initial conditions. We then apply the PINN-BGK to solve inverse problems, i.e., inferring the velocity field based on a limited number of scattered interior observations on the velocity without any information on the boundary conditions. In particular, we test the performance of the PINN-BGK for micro Couette and cavity flows with a Knudsen number ranging from 0.01 to 10. Our results demonstrate that the PINN-BGK is capable of reconstructing the velocity field with good accuracy based on a small set of interior measurements on velocities. This is quite promising for multiscale flows within complicated geometries in which accurate boundary conditions are difficult to obtain, such as shale gas flow in pores at scales varying from nm to mm. Finally, we demonstrate that we can achieve three-fold speedup by using transfer learning as compared to the standard training, i.e., Adam optimizer plus L-BFGS-B, for the specific Kovasznay flow case we studied; we expect even greater speedup for three-dimensional time-dependent flows.
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