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Abstract

A randomized misfit approach is presented for the efficient solution of large-scale PDE-constrained inverse problems with high-dimensional data. The purpose of this paper is to offer a theory-based framework for random projections in this inverse problem setting. The stochastic approximation to the misfit is analyzed using random projection theory. By expanding beyond mean estimator convergence, a practical characterization of randomized misfit convergence can be achieved. The theoretical results developed hold with any valid random projection in the literature. The class of feasible distributions is broad yet simple to characterize compared to previous stochastic misfit methods. This class includes very sparse random projections which provide additional computational benefit. A different proof for a variant of the Johnson–Lindenstrauss lemma is also provided. This leads to a different intuition for the $O(\varepsilon^{-2})$ factor in bounds for Johnson–Lindenstrauss results. The main contribution of this paper is a theoretical result showing the method guarantees a valid solution for small reduced misfit dimensions. The interplay between Johnson–Lindenstrauss theory and Morozov’s discrepancy principle is shown to be essential to the result. The computational cost savings for large-scale PDE-constrained problems with high-dimensional data is discussed. Numerical verification of the developed theory is presented for model problems of estimating a distributed parameter in an elliptic partial differential equation. Results with different random projections are presented to demonstrate the viability and accuracy of the proposed approach.
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1. Introduction

An emerging grand challenge in computational science and engineering is the solution of large-scale statistical inverse problems governed by PDEs that involve large amounts of observational data. These are difficult problems that can be found in diverse areas of science, engineering, and medicine, ranging from inference of the basal friction field in continental ice-sheet modeling to estimation of contaminant plume concentration in groundwater models. They are often characterized by infinite-dimensional parameter fields (for example, a spatially-distributed quantity) which results in a parameter dimension in the thousands or millions when discretized. We seek the Bayesian solution, as it offers a range of estimates that are consistent with data while accounting for uncertainty in the data, model, and prior knowledge. Unfortunately, this amounts to exploring a posterior probability, a task that is notoriously intractable for the problems of interest.

The dominant cost in this setting is measured in number of PDE solves. Each PDE solve takes minutes or hours even on modern supercomputers (e.g. [1–3]). State-of-the-art methods require repeated evaluations of an objective functions and its derivative information, resulting in a total cost of hundreds, thousands, or millions of PDE solves for many realistic problems. Reducing the number of PDE solves is paramount. Relative to the cost of a model run, linear algebra is considered negligible.

In this paper, we present a randomized misfit approach to directly address the computational burden induced by high-dimensional data. Note that the idea of randomizing a misfit function is not new. Randomized approximations of misfit functions can be found in methods for seismic inversion [4–6], in stochastic optimization algorithms such as stochastic gradient descent (see e.g. [7, 8]), and in the sample average approach (SAA) [9–11].

What is novel here is the particular randomized misfit framework and the resulting analysis. Viewed as a Monte Carlo approximation, it is clear that the randomized objective function converges to the original objective function as the number of samples increases. It is less obvious that its minimizer should converge. A connection with random projection theory is the key to understanding why the method results in an acceptable solution for a surprisingly small randomized misfit dimension, not just in the limit. This analysis potentially could be applied to existing methods that use randomized objective functions.

Roughly speaking, random projections are ‘quasi-orthogonal’ transformations from high-dimensional spaces to much lower-dimensional spaces that, with high probability, preserve geometric properties such as Euclidean norms, distances, and angles. They are particularly appreciated for possessing such properties independent of the original data dimension. The geometric invariance properties are a consequence of the concentration of measure phenomenon in high dimensions. One can check that two high-dimensional random Gaussian vectors on the unit sphere are nearly orthonormal, and that this phenomenon becomes more pronounced as the dimension grows larger. We show that for a broad class of distributions, the probability that a sample average falls within a specified ball around its mean grows exponentially high with the sample size. This is the power of many independent random projections working together. Random projections provide probabilistic accuracy bounds that are
parameterized by the degree of approximation or the dimension of the reduced space. That is, given a tolerance of approximation, one can find the reduced space dimension that will preserve Euclidean norm and vice versa. To assist in the practical use and verification of the method, in our numerical examples we use random projections that are easy to implement.

An active area of research is developing optimization methods for when the data set does not even fit in memory. The data needs to be subsampled prior to input. We stress here that this is not the main target of the randomized misfit approach. In the approach here, the data vector is not subsampled, but rather the misfit between the model and the data is linearly transformed to a smaller dimension where its geometric properties are preserved. This is equivalent to summing random linear combinations of the misfit components. We are not cleaning the data, fusing data points, or choosing a random subset of data to represent the full data set. We use the entire data set. The motivation is that the dominant cost in our problem setting is the number of PDE solves. The misfit vector dimension, as we will show, is a hard upper bound on a factor of the dominant cost. Thus if we can transform the misfit to a smaller dimension, we can reduce the dominant cost of solving the inverse problem and guarantee the accuracy of the solution. Computational cost is discussed in detail in section 3.3.

The presentation here is purposefully general and does not assume any particular underlying structure of the observational data, aside from its relationship to parameter space via the parameter-to-observable map and the noise model. Again there is a large body of work in data sampling, compression and/or fusion that exploits known underlying structure of the observational data set, typically for specific inverse problems. These methods are not incompatible with the approach we outline. They could potentially be combined with the method here to provide maximum computational savings.

1.1. Current state-of-the-art and our contributions

To keep the discussion succinct and relevant to the problem of interest, where the dominant cost is PDE solves, the review is limited to existing work in randomized methods for PDE-constrained inverse problems. An active area of research is in applying random projections to linear regression problems. The dominant cost in these problems is generally measured in linear algebraic operations.

Since [12], many randomized methods to reduce the computational complexity of large-scale PDE-constrained inverse problems have focused on use of the randomized SVD algorithm of [13]. This algorithm has been used to generate truncated SVD approximations of the parameter-to-observable operator [14–18], the regularization operator [19, 20], or the prior-preconditioned Hessian of the objective function [2, 21–24]. The algorithm uses a random projection matrix to produce a low-rank operator. To our knowledge, only Gaussian distributions are used. The randomized operator is subsequently factored to generate an approximate SVD decomposition for the original operator \( A \). Theoretical results in [13] guarantee the spectral norm accuracy of this approximation is of order \( \sigma_{k+1}(A) \) with a very high user-defined probability. Here \( k \) is equal to the reduced dimension \( n \) plus a small number of oversampling vectors. Subsequently, results known about the accuracy of a deterministic inverse solution (e.g. proposition 1 in [25], theorem 1 in [17]) to a problem approximated with a randomized method are derived using this bound from [13]. The bounds assume knowledge of \( \sigma_{k+1}(A) \).

Random source encoding or simultaneous (random) source methods have been shown to be effective for parameter estimation in PDE-constrained inverse problems with multiple right-hand sides (sources) and corresponding data sets [6, 26–35]. This problem framework characterizes many inverse problems, including electromagnetic imaging (e.g. [36, 37]), seismic
waveform inversion (e.g. [34, 38–40]), the DC resistivity problem (e.g. [41]), and electromagnetic impedance tomography (e.g. [42] or section 6.3 in [43]). Simultaneous source methods take random linear combinations of \( s \) sources to produce \( \tilde{s} \) randomly combined sources, where \( \tilde{s} \ll s \). The result is a randomized misfit function that requires just \( \tilde{s} \) PDE solves to evaluate instead of \( s \) PDE solves. The work in [44] shows that source encoding in its stochastic reformulation (and as a stochastic trace estimator method [45]) is equivalent to an application of the random projection defined in [46]. Simultaneous source methods point out that numerical solutions are surprisingly better than the theory predicts with a small number of sources \( \tilde{s} \) (e.g. \( \tilde{s} \sim O(1) \)) [4, 26–30, 34, 35, 44].

This paper extends the above work in several directions. The approach outlined here allows for a stochastic reformulation of all PDE-constrained inverse problems recast in a constrained least-squares formulation, not just multi-source problems. Our analysis of computational efficiency is necessarily different and depends on how the large data dimension affects the optimization. The cost savings for this method is subtler than the cost savings in simultaneous source methods.

The main contribution of this paper is the first theoretical result to guarantee that the deterministic solution obtained with the randomized cost is valid for a fixed small reduced dimension. This provides an explanation for the surprising quality of solutions when using a randomized misfit function with a small reduced dimension. The efficacy of the randomized misfit approach is a result of the interplay between Morozov’s discrepancy principle and random projection theory. As will be shown, the data error and ill-posedness inherent in inverse problems is what allows random projections to be successful.

The key is the use of large deviation theory to arrive at a practical characterization of objective function convergence. Large deviation techniques form the basis of random projection theory and other effective randomized dimension reduction algorithms (e.g. randomized SVD). This approach exploits the concentration of measure phenomenon in high dimensions. We do not depend on the slow convergence of estimators to their exact mean. Instead it is shown that for a certain class of distributions, the tail probability of a sample average of misfit estimators decays exponentially, with a rate parameterized by the sample size. This statement is turned into a probabilistic bound on the randomized cost for a fixed sample size.

The class with sufficient large deviation decay rate turns out to be subgaussian random variables. This class contains many of the distributions used in the simultaneous source literature. Another novel aspect of the approach here is that it permits the use of any random projection in the literature. Many new random projections have appeared since the seminal work in [46]. Potentially useful random projections are those drawn from very sparse distributions, which we test in our examples.

Additionally, from the stochastic formulation of the misfit, a different version of the Johnson–Lindenstrauss embedding theorem [47–49] is shown. This leads to an insight into why the reduced misfit dimension \( n \) is \( O(\varepsilon^{-2}) \), where \( \varepsilon \) is the relative error of the randomized cost function.

The structure of the paper is as follows. Section 3 presents the theoretical analysis for the randomized misfit approach by deriving the large deviation bounds on the objective function error for a broad class of distributions. The reduced misfit dimension is shown to be independent of the original data dimension. This derivation leads to a different proof of a variant of the celebrated Johnson–Lindenstrauss embedding theorem. Using Morozov’s discrepancy principle, theorem 2 shows that the effective reduced misfit dimension is also bounded below by the noise in the problem. Therefore, the RMA solution is a guaranteed solution for the original problem with a high user-defined probability. The reduced computational cost in problems
with high-dimensional data is assessed in section 3.3. Section 4 summarizes numerical experiments on a model inverse heat conduction problem in one-, two-, and three spatial dimensions. We compare the RMA solution obtained with different distributions to the solution of the full problem. We also provide numerical support for theorem 2.

2. The randomized misfit approach for inverse problems

We assume an additive noise-corrupted pointwise observational model

\[ d_j = w(x_j; u) + \eta_j, \quad j = 1, \ldots, N, \]  

(1)

where the objective is to reconstruct the distributed parameter \( u \) given \( N \) data points \( d_j \), with \( N \) large. For a given \( u \), a set of states \( w(x_j; u) \) is obtained by evaluating an expensive-to-solve forward model governed by PDEs, and then applying a linear observation operator to match the data locations. The location of an observational data point in an open and bounded spatial domain \( \Omega \) is denoted by \( x_j \), and \( \eta_j \) is assumed to be Gaussian random noise with mean 0 and variance \( \sigma^2 \).

Concatenating the observations, we rewrite (1) as

\[ \mathbf{d} = \mathbf{F}(u) + \mathbf{\eta}, \]  

(2)

where \( \mathbf{F}(u) := [w(x_1; u), \ldots, w(x_N; u)]^\top \) is the parameter-to-observable map. Although the forward problem is usually well-posed, the inverse problem is ill-posed. An intuitive reason is that discrete observations can only contain limited information about an infinite-dimensional parameter. The more complete explanation is that the parameter-to-observable map exhibits rapid spectral decay. This can be numerically observed and is proven for many practical inverse problems [50–52]. By an application of Picard’s Theorem we may then show the inverse operator is unbounded and therefore the problem is ill-posed.

A standard deterministic Tikhonov approach resolves the ill-conditioning by adding a quadratic term to the cost function, so that the problem may now be formulated as

\[ \min_u J(u) := \frac{1}{2} \| \hat{\mathbf{d}} - \hat{\mathbf{F}}(u) \|^2 + \frac{1}{2} \| R^\dagger u \|^2, \]  

(3)

where \( \hat{\mathbf{d}} - \hat{\mathbf{F}}(u) := \frac{1}{\sigma} [\mathbf{d} - \mathbf{F}(u)] \) is the \textit{data misfit vector}, Euclidean norm in \( \mathbb{R}^N \) is denoted by \( \| \cdot \| \), and \( \| R^\dagger \cdot \| \) is a norm weighted by a regularization operator \( R \). This point estimate does not account for the uncertainty in the solution. Thus we recast the problem in the framework of Bayesian inference, where we seek a statistical description of all possible parameter fields that are consistent with the observations. The Bayesian solution is a probability distribution that accounts for the uncertainties in the observations, the forward model, and the prior knowledge. It requires specification of a likelihood model, which characterizes the probability that the parameter \( u \) could have produced the observed data \( \mathbf{d} \). It also requires a prior model, which is problem-dependent and represents a subjective belief regarding the distribution of \( u \). The prior model must ensure sufficient regularity of the parameter so that the problem is well-posed [21, 53, 54].

The additive-noise model (2) is used to construct the likelihood pdf which is expressed as

\[ \pi_{\text{like}}(\mathbf{d}|u) \propto \exp \left( \frac{1}{2} \| \hat{\mathbf{d}} - \hat{\mathbf{F}}(u) \|^2 \right). \]  

(4)

For concreteness of presentation, we postulate that the prior is a Gaussian random field with mean \( u_0 \) and a covariance operator \( \mathcal{C} \). We must stress here that the choice of a meaningful
prior in the infinite-dimensional setting is an active area of research \[53, 55–57\]. The Gaussian prior used here is chosen only to ensure well-posedness and be computationally amenable to general large-scale problems. We choose $C = \mathcal{A}^{-2}$, where $\mathcal{A}$ is a Laplacian-like operator with its domain of definition specified by an elliptic PDE, appropriately-chosen boundary conditions, and parameters than can encode spatial correlation and anisotropy information (for specific implementation details see \[14, 21\]). This choice avoids constructing and inverting a dense covariance matrix and exploits existing fast solvers for elliptic operators. It additionally provides a connection to the Matérn covariance functions used frequently in geostatistics \[22, 58, 59\] and therefore has a scientific justification. Note that directly specifying a covariance function and then factorizing the covariance matrix is common and reasonable for small- to medium-scale statistical inverse problems, but is intractable for large-scale problems \[3\].

We then discretize the prior, the forward equation, and the parameter $u$ (yielding a finite-dimensional vector $u \in \mathbb{R}^m$) through the finite element method (see \[21, 54\] for a comprehensive treatment) so that the finite-dimensional posterior probability of $u$ is given by Bayes formula as

$$
\pi(u|d) \propto \exp \left( \frac{1}{2} \| \hat{d} - \hat{F}(u) \|^2 + \frac{1}{2} \| u - u_0 \|^2_C \right)
$$

(5)

where $\| \cdot \|_C := \| \cdot \|_{L^2(\Omega)}$ denotes the weighted $L^2(\Omega)$ norm induced by the $L^2(\Omega)$ inner product $\langle \cdot, \cdot \rangle_{L^2(\Omega)}$. The maximum a posteriori (MAP) point of (5) is defined as

$$
u^* := \arg \min_u J(u, d) = \frac{1}{2} \| \hat{d} - \hat{F}(u) \|^2 + \frac{1}{2} \| u - u_0 \|^2_C.
$$

(6)

Note that the last term in (6) may be viewed as a Tikhonov regularization term, and subsequently the MAP point may be considered as a solution to the deterministic inverse problem with a regularization ‘inspired’ by the prior. Understanding the MAP point in a Bayesian framework allows one to account for the subjectivity of choosing a prior. Ultimately, the goal is to find the Bayesian solution which offers a statistical description of all solutions consistent with the data. For this paper, we restrict ourselves to MAP computation, a necessary starting point, in order to focus on methodology development in addressing the challenge of big data, i.e. large $N$. Scalability and efficiency of the method in the Bayesian setting is the focus of ongoing work.

The main idea of the randomized misfit approach is the following. Let $r \in \mathbb{R}^N$ be a random vector with mean zero and identity covariance, i.e. $\mathbb{E}_r \left[ rr^\top \right] = I$ (equivalently, let $r$ be the vector of $N$ i.i.d. random variables $\zeta$ with mean zero and variance 1).

Then the misfit term of (6) can be rewritten as:

$$
\| \hat{d} - \hat{F}(u) \|^2 = \left( \hat{d} - \hat{F}(u) \right)^\top \mathbb{E}_r \left[ rr^\top \right] \left( \hat{d} - \hat{F}(u) \right) = \mathbb{E}_r \left[ r^\top \left( \hat{d} - \hat{F}(u) \right) \right]^2,
$$

(7)

which allows us to write the objective functional in (6) as

$$
J(u) = \frac{1}{2} \mathbb{E}_r \left[ r^\top \left( \hat{d} - \hat{F}(u) \right) \right]^2 + \frac{1}{2} \| u - u_0 \|^2_C.
$$

(8)

We then approximate the expectation $\mathbb{E}_r \left[ \cdot \right]$ using a Monte Carlo approximation (also known as the sample average approximation (SAA) \[9, 10\]) with $n$ i.i.d. draws $\{r_j\}_{j=1}^n$. This leads to the randomized inverse problem
\[
\min_u J_n(u;\mathbf{r}) = \frac{1}{2n} \sum_{j=1}^n \left[ \mathbf{r}_j^\top \left( \mathbf{d} - \hat{\mathbf{F}}(u) \right) \right]^2 + \frac{1}{2} \| u - u_0 \|_C^2.
\]

where \( \mathbf{d} := \frac{1}{\sqrt{n}} [\mathbf{r}_1, \ldots, \mathbf{r}_n] \top \) and \( \hat{\mathbf{F}}(u) := \frac{1}{\sqrt{n}} [\mathbf{r}_1, \ldots, \mathbf{r}_n] \top \hat{\mathbf{F}}(u) \in \mathbb{R}^p \). We call \( \mathbf{d} - \hat{\mathbf{F}}(u) \) the reduced data misfit vector.

For a reduced misfit vector dimension \( n \ll N \), we call this randomization the randomized misfit approach (RMA). The new problem (9) with fixed i.i.d. realizations \( \{\mathbf{r}_i\}_{i=1}^n \) may be solved using any scalable robust optimization algorithm. For the numerical experiments in section 4, a globalized inexact Newton-CG implementation [60] is used. The use of a similar mesh-independent Newton-type method is assumed for the discussion of computational complexity in section 3.3.

We define the MAP point of (9) as

\[
u_n^* := \arg\min_u J_n(u),
\]

the optimal RMA cost as \( J_n^* := J_n(u_n^*) \), and the optimal true cost as \( J^* := J(u^*) \). We wish to characterize the errors \( |J_n^* - J^*| \) and \( \| u_n^* - u^* \| \) for a given reduced misfit dimension \( n \). This is the subject of section 3.

3. An analysis of the randomized misfit approach (RMA)

3.1. Validity of the RMA solution

For a given \( u \) in parameter space, it is clear that \( J_n(u;\mathbf{r}) \) in (9) is an unbiased estimator of \( J(u) \). It is also clear from the Law of Large Numbers that \( J_n(u) \) converges almost surely to its mean \( J(u) \). However, the efficacy of the randomized misfit approach lies in exploiting the concentration of measure phenomenon of high dimensions, and quantifying the convergence close to the mean. This requires characterizing the exponential decay of the objective function error, which is parameterized by the reduced misfit dimension \( n \).

We first show that errors larger than \( \delta / 2 \), for a given \( \delta > 0 \), decay with a rate at least as fast as the tail of a centered Gaussian. That is, for some distribution in (9) we have

\[
P\left( |J_n(u;\mathbf{r}) - J(u)| > \frac{\delta}{2} \right) \leq e^{-nI(\delta)},
\]

where

\[
I(\delta) \geq c \frac{\delta^2}{2 \theta^2}.
\]

for some \( c > 0 \) and some \( \theta \).

This rate is sufficient to guarantee the solution attained from the the randomized misfit approach is a discrepancy principle-satisfying solution for the original inverse problem as will be shown in theorem 2. Inequality (11) is equivalent to the statement that \( P\left[ |J_n(u;\mathbf{r}) - J(u)| > \frac{\delta}{2} \right] \) satisfies a large deviation principle with large deviation rate function \( I(\delta) \) [61].

The following proposition may be viewed as a special case of Cramér’s Theorem, which states that a sample mean of i.i.d. random variables \( X \) asymptotically obeys a large deviation
principle with rate $I(\delta) = \sup_k \{k\delta - \ln \mathbb{E}[e^{\delta X}]\}$ \[61\]. However we require the exact non-asymptotic bounds as derived here to show convergence of the RMA for $n = O(1)$. Recall that a real-valued random variable $X$ is $\theta$-subgaussian if there exists some $\theta > 0$ such that for all $t \in \mathbb{R}$, $\mathbb{E}[e^{tX}] \leq e^{\theta t^2/2}$.

**Proposition 1.** The RMA error $|J_n(u; r) - J(u)|$ has a tail probability that decays exponentially in $n$ with a nontrivial large deviation rate. Furthermore, if the RMA is constructed with $r$ such that $2|J_n(u; r) - J(u)|$ is the sample mean of i.i.d. $\theta$-subgaussian random variables, then its large deviation rate is bounded below by $c\delta^2/2$ for some $c > 0$.

**Proof.** Given $r$, define the random variable

$$T(r; u) := \left[ r^T (\hat{d} - \hat{F}(u)) \right]^2 - \| \hat{d} - \hat{F}(u) \|^2. \tag{13}$$

By a standard Chernoff bound (see, e.g. \[62\]), we have that the RMA tail error decays exponentially as

$$P \left[ n^{-1} \sum_{j=1}^{n} T(r_j; u) > \delta \right] \leq e^{-nI(\delta)}, \tag{14}$$

where $I(\delta) = \max_t \{t\delta - \ln \mathbb{E}[e^{tT(r; u)}]\}$ is the large deviation rate.

The second part of the proposition follows with $c = 1$ by bounding $\mathbb{E}[e^{T(r; u)}]$ in (14) and computing the maximum of $t\delta - \theta t^2/2$. \qed

A large number of distributions are subgaussian, notably the Gaussian and Rademacher (also referred to as Bernoulli) distributions, and in fact any bounded random variable is subgaussian. One class of subgaussian distributions that provides additional computational efficiency is the following.

**Definition 1 ($\ell$-percent sparse random variables \[48, 63\]).** Let $s = 1 - \ell$ where $\ell \in [0, 1)$ is the level of sparsity desired. Then

$$\zeta = \sqrt{s} \begin{cases} +1 & \text{with probability } \frac{1}{2s}, \\ 0 & \text{with probability } \ell = 1 - \frac{1}{s}, \\ -1 & \text{with probability } \frac{1}{2s} \end{cases} \tag{15}$$

is a $\ell$-percent sparse distribution.

Note that for $\ell = 0$, $\zeta$ corresponds to a Rademacher distribution, and that $\ell = 2/3$ corresponds to the Achlioptas distribution \[46\]. By inspection we have that $\mathbb{E}[\zeta] = 0$ and $\mathbb{E}[\zeta^2] = 1$, and thus draws from $\zeta$ can be used in the randomized misfit approach.

Distribution (15) is well-suited for the randomized misfit approach: it is easy to implement, and the computation of the randomized misfit vector amounts to only summations and subtractions, adding a further speedup to the method. Increasing from $s = 1$ to $s > 1$ results in a $s$-fold speedup as only $1/s$ of the data is included. Note the RMA cost can be seen as the sum of $n$ random combinations from the $N$-dimensional misfit vector. Since each random combination has a different sparsity pattern, we effectively do not exclude any data, yet each computation requires only $1/s$ of the data.
We note that for the distribution (15), $1 \leq s < \infty$, the random variable $\zeta$ distributed by (15) has

\[ \mathbb{E}[e^{\zeta}] \leq e^{\frac{2b^2}{\xi^2}} \]

with $b = \sqrt{s - 2 \ln s}$, $\forall \xi \in (0, 1)$. So, we may use it in the following theorem.

**Theorem 1.** Define $v := \hat{d} - \hat{F}(u) \in \mathbb{R}^N$. If $r$ in (13) has components that are $b$-sub-gaussian for some $b \geq 1/\sqrt{2}$, then the RMA error has a large deviation rate bounded below by $e^{\frac{2b^2}{\xi^2}}$ for $\theta = \|v\|^2 / \sqrt{2}$ and some $0 < c < \frac{1}{8\theta}$.

**Proof.** Let $r \in \mathbb{R}^N$ such that $r$ has i.i.d. $b$-sub-gaussian components $r_i$ with $b \geq 1/\sqrt{2}$, $\mathbb{E}[r_i] = 0$, and $\mathbb{E}[r_i^2] = 1$. Define $w = \sum \frac{r_i}{\|v\|}1$ and $X = r^T w$. Then

\[ E[e^{tX}] = e^{-t\|v\|^2} E[e^{\|v\|^2 X}] \quad \forall t \in \mathbb{R}. \]  

(17)

From [48, lemma 2.2], $E[X^2] = 1$ and $X$ is also $b$-sub-gaussian. Then, by [49, remark 5.1], for $0 \leq t \leq \frac{1}{4\theta}$,

\[ E[e^{tX^2}] \leq \sqrt{2}. \]  

(18)

For $0 < t \leq \frac{1}{4b\|v\|^2}$, we have

\[ E\left[e^{\|v\|^2 X^2}\right] \leq 1 + t \|v\|^2 + t^2 \|v\|^4 \mathbb{E}[X^4] + \frac{\infty}{\sum k=3} \left(\frac{1}{8\theta}\right)^k \left(4b^2t \|v\|^2 \right)^k \mathbb{E}[X^2]^k \]

\[ \leq 1 + t \|v\|^2 + t^2 \|v\|^4 \frac{\mathbb{E}[X^4]}{2} + \left(4b^2t \|v\|^2 \right)^3 \sum k=3 \left(\frac{1}{8\theta}\right)^k \mathbb{E}[X^2]^k \]

\[ \leq 1 + t \|v\|^2 + t^2 \|v\|^4 \frac{\mathbb{E}[X^4]}{2} + \left(4b^2t \|v\|^2 \right)^3 \mathbb{E}[e^{b^2X^2}] \]

\[ \leq 1 + t \|v\|^2 + t^2 \|v\|^4 \frac{\mathbb{E}[X^4]}{2} + 64\sqrt{2b^4t^3} \|v\|^6 \]

\[ \leq 1 + t \|v\|^2 + 8b^4t^2 \|v\|^4 + 64\sqrt{2b^4t^3} \|v\|^6 \]

\[ \leq e^{t\|v\|^2 + 8b^4t^2 \|v\|^4 + 64\sqrt{2b^4t^3} \|v\|^6}, \]

using (18) in the fourth inequality and [64, p 93] in the fifth inequality. Let $t_* = \frac{\delta}{4b\|v\|^2}$ where $q > 1$. Assuming $\|v\|^2 \gg \delta$, we have that

\[ E\left[e^{t_* X^2}\right] \leq e^{8b^4t_*^2 \|v\|^4 + 64\sqrt{2b^4t_*^3} \|v\|^6} = e^{8b^4t_*^2 \|v\|^4 + 64\sqrt{2b^4t_*^3} \|v\|^6}. \]

(15)

**Using the inequality (2k)! \geq 2^k k! and the Taylor expansion around 0, we have that for t \in (0, 1]**

\[ E[e^{t\|v\|^2}] = \sum_{k=0}^{\infty} \frac{(t\|v\|^2)^k}{(2k)!} \leq \sum_{k=0}^{\infty} \frac{(2t^2)^k}{2^{2k}k!} = \frac{1}{2} e^{t^2} = e^{-\ln s + \frac{t^2}{2}} \leq e^{-\ln s + \frac{t^2}{2}}. \]  

(16)
Then
\[ I(\delta) \geq \delta t_\star - \ln \mathbb{E} [e^{\delta T}] \geq \left( 1 - \frac{1}{q^3} \right) - \frac{\delta^2}{8 b^4 \|v\|^4 q} - \sqrt{2} \frac{\delta^3}{8 b^6 \|v\|^6 q^3} \geq c \frac{\delta}{\|v\|^4}, \]

where \(0 < c < \frac{1}{4b^2}\). Taking \(2\theta^2 = \|v\|^4\) concludes the proof.

A sharper result can be obtained for RMA constructed with \(b\)-subgaussian random variables where \(b \leq 1\). Note that this includes the distribution (15) with \(s = 1\) (Rademacher) and \(s = 3\) (Achlioptas) by the above theorem. Following [49, 7], let \(g\) be a standard Gaussian random variable, independent of all other random variables. Then, we have that for \(0 < t < 1\)
\[
\mathbb{E} [e^{t\|v\|^2}] \leq \mathbb{E}_g \left[ \prod_{i} e^{g_i \|v\|^2 w_i^2} \right] \leq \mathbb{E}_g \left[ e^{t\|v\|^2} \right] = \frac{1}{\sqrt{1 - 2t\|v\|^2}}. \tag{19}
\]

So from (17) we have that
\[
\mathbb{E} [e^{T(u, r)}] \leq e^{-t\|v\|^2} = e^{-t\|v\|^2 - \frac{1}{2} \ln (1 - 2t\|v\|^2)}.
\tag{20}
\]

Then
\[
t\delta - \ln (\mathbb{E}[T(u, r)]) \geq t\delta + t\|v\|^2 + \frac{1}{2} \ln (1 - 2t\|v\|^2) = f(t). \tag{21}
\]

Computing the derivative, we have that \(f(t)\) attains a maximum at
\[
t_{\max} = \frac{\delta}{2 (\|v\|^4 + \delta \|v\|^2)}. \tag{22}
\]

Thus, we have
\[
\max f(t) = \frac{\delta^2}{2 (\|v\|^4 + \delta \|v\|^2)} + \frac{\delta}{2 (\|v\|^2 + \delta)} + \frac{1}{2} \ln \left( 1 - \frac{\delta}{\|v\|^2 + \delta} \right)
= \frac{\delta^2}{2 (\|v\|^4 + \delta \|v\|^2)} - \frac{1}{4} \frac{\delta^2}{(\|v\|^2 + \delta)^2} - \frac{1}{6} \frac{\delta^3}{(\|v\|^2 + \delta)^3} - \cdots
= \frac{\delta^2}{4 (\|v\|^4 + \delta \|v\|^2)} + \frac{1}{4} \left\{ \frac{\delta^2}{(\|v\|^4 + \delta \|v\|^2)} - \frac{\delta^2}{(\|v\|^2 + \delta)^2} \right\}
= \frac{\delta^3}{6 (\|v\|^2 + \delta)^3} - \cdots \geq c \frac{\delta^2}{\|v\|^4},
\]

where we employed the Taylor expansion in the second equality, and in the last inequality \(c\) is some constant less than 1/4. Note that the last inequality holds for \(\delta \ll \|v\|^2\) and taking \(2\theta^2 = \|v\|^4\) concludes the proof.
The next theorem is our main result. It guarantees with high probability that the RMA solution will be a solution of the original problem under Morozov’s discrepancy principle, for relatively small $n$. We first need the following lemma.

**Lemma 1.** Let $v := \hat{d} - \hat{F}(u)$. Suppose that $r$ is distributed such that the large deviation rate of the RMA error is bounded below by $c\delta^2/\sqrt{2}$ for some $c > 0$ and $\theta = \|v\|^2/\sqrt{2}$. Given a cost distortion tolerance $\epsilon > 0$ and a failure rate $\beta > 0$, let

$$n \geq \frac{\beta}{\epsilon \theta^2}. \quad (23)$$

Then with probability at least $1 - e^{-\beta}$,

$$\left(1 - \epsilon\right) \|v\|^2 \leq \frac{1}{n} \sum_{j=1}^{n} (r_j^T v)^2 \leq \left(1 + \epsilon\right) \|v\|^2. \quad (24)$$

and hence,

$$\left(1 - \epsilon\right) J(u) \leq J_n(u; r) \leq \left(1 + \epsilon\right) J(u). \quad (25)$$

**Proof.** The proof follows from setting $\delta = \epsilon \|v\|^2$ in (11). \hfill \Box

This lemma demonstrates a remarkable fact that with $n$ i.i.d. draws one can reduce the data misfit dimension from $N$ to $n$ while bearing a relative error of $\epsilon = O(1/\sqrt{n})$ in the cost function, where the reduced dimension $n$ is independent of the dimension $N$ of the data. This idea is the basis for data-reduction techniques via variants of the Johnson–Lindenstrauss lemma in existing work with random projections (see e.g. [65–67]). With the connection through the randomized misfit approach, the ubiquitous $N$-independent Monte Carlo factor $\epsilon = O(1/\sqrt{n})$ in Johnson–Lindenstrauss literature can thus be understood by reframing the application of a random projection as a Monte Carlo method in the form of (24).

Unlike other applications of the Monte Carlo method, e.g. Markov chain Monte Carlo, in which $n$ must be large to be successful, $n$ can be moderate or small for inverse problems, depending on the noise $\eta$ in (2). In the following theorem we show this is possible via Morozov’s discrepancy principle [68]. To avoid over-fitting the noise, from (1) one seeks a MAP point $u^*$ such that $|d_j - w(x_j; u^*)| \approx \sigma$, i.e. $\|\hat{d} - \hat{F}(u^*)\|^2 \approx N$. We say that an inverse solution $u^*$ satisfies Morozov’s discrepancy principle with parameter $\tau$ if

$$\|\hat{d} - \hat{F}(u^*)\|^2 = \tau N \quad (26)$$

for some $\tau \approx 1$.

**Theorem 2 (Statistical Morozov’s discrepancy principle).** Suppose that the conditions of lemma 1 are met. If $u^*_n$ is a discrepancy principle-satisfying solution for the RMA cost, i.e.

$$J_n(u^*_n; r) := \frac{1}{n} \sum_{j=1}^{n} \left[r_j^T \left(\hat{d} - \hat{F}(u^*_n)\right)\right]^2 = \tau' N \quad (27)$$

for some $\tau' \approx 1$, then with probability at least $1 - e^{-\beta}$, $u^*_n$ is also a solution for the original problem that satisfies Morozov’s discrepancy principle with parameter $\tau$, i.e.
\[ \mathcal{J}(\mathbf{u}_n^*) := \left\| \mathbf{d} - \hat{\mathbf{F}}(\mathbf{u}_n^*) \right\|^2 = \tau N. \]  
(28)

for \( \tau \in \left[ \frac{c^3}{1 + \tau}, \frac{c^3}{1 - \tau} \right] \).

**Proof.** The claim is a direct consequence of (24).

### 3.2. Other theoretical results

We are now in the position to show a different proof of the Johnson–Lindenstrauss embedding theorem using a stochastic programming derivation of the RMA. Following [69], we define a map \( S \) from \( \mathbb{R}^m \) to \( \mathbb{R}^N \), where \( n \ll N \), to be a Johnson–Lindenstrauss transform (JLT) if

\[ (1 - \varepsilon) \| \mathbf{v} \|^2 \leq \| S \mathbf{v} \|^2 \leq (1 + \varepsilon) \| \mathbf{v} \|^2, \]

holds with some probability \( p = p(n, \varepsilon) \), where \( \varepsilon > 0 \).

**Theorem 3 (Johnson–Lindenstrauss embedding theorem [47–49]).** Suppose that \( \mathbf{r} \) is distributed such that the large deviation rate of the RMA error is bounded below by \( c e^2 \) for some \( c > 0 \) and some \( \theta \). Let \( 0 < \varepsilon < 1 \), \( \mathbf{v}_i, i = 1, \ldots, m \), and \( n = \mathcal{O}(e^{-2} \ln m) \). Then there exists a map \( \mathcal{F} : \mathbb{R}^N \rightarrow \mathbb{R}^n \) such that

\[ (1 - \varepsilon) \| \mathbf{v}_i - \mathbf{v}_j \|^2 \leq \| \mathcal{F}(\mathbf{v}_i) - \mathcal{F}(\mathbf{v}_j) \|^2 \leq (1 + \varepsilon) \| \mathbf{v}_i - \mathbf{v}_j \|^2 \quad \forall i, j. \]  
(30)

**Proof.** The conditions of lemma 1 hold, thus for a given \( \mathbf{v} \in \mathbb{R}^N \), note that (24) is equivalent to

\[ (1 - \varepsilon) \| \mathbf{v} \|^2 \leq \| \Sigma \mathbf{v} \|^2 \leq (1 + \varepsilon) \| \mathbf{v} \|^2, \]

where

\[ \Sigma := \frac{1}{\sqrt{n}} [\mathbf{r}_1, \ldots, \mathbf{r}_n]^T. \]  
(32)

Define \( \mathcal{F}(\mathbf{v}) := \Sigma \mathbf{v} \). Inequality (30) is then a direct consequence of (31) for a pair \( (\mathbf{v}_i, \mathbf{v}_j) \) with probability at least \( 1 - c^{-2} e^{-2} \). Using an union bound over all pairs, claim (30) holds for any pair with probability at least \( 1 - m^{-\alpha} \) if \( m \geq c^{(\theta + \alpha)} \ln m \).

As discussed above, \( J_n(\mathbf{u}; \mathbf{r}) \) is an unbiased estimator of \( J(\mathbf{u}) \). It is therefore reasonable to expect that \( J_n^* := \min_u J_n(\mathbf{u}; \mathbf{r}) \) converges to \( J^* := \min_u J(\mathbf{u}) \). The following result [10, propositions 5.2 and 5.6] states that under mild conditions \( J_n^* \) in fact converges to \( J^* \). It is not unbiased, but is however downward biased.

**Proposition 2.** Assume that \( J_n(\mathbf{u}; \mathbf{r}) \) converges to \( J(\mathbf{u}) \) with probability 1 uniformly in \( \mathbf{u} \), then \( J_n^* \) converges to \( J^* \) with probability 1. Furthermore, it holds that

\[ \mathbb{E}[J_n^*] \leq \mathbb{E}[J_{n+1}^*] \leq J^*, \]

that is, \( J_n^* \) is a downward-biased estimator of \( J^* \).

Stochastic programming theory gives a stronger characterization of this convergence. One can show that \( \mathbf{u}_n^* \) converges weakly to \( \mathbf{u}^* \) with an \( n^{-\frac{1}{4}} \) rate. If \( J(\mathbf{u}) \) is convex with finite value,
then \( \mathbf{u}^*_n = \mathbf{u}^* \) with probability exponentially converging to 1. See chapter 5 in [10] for details. For a linear forward map \( \mathbf{F}(\mathbf{u}) = \mathbf{Fu} \), that is, \( J(\mathbf{u}) \) is quadratic, we can derive a bound on the solution error using the spectral norm of \( \mathbf{F} \).

**Theorem 4.** Suppose the conditions of lemma 1 hold. Let \( m := \text{rank}(\hat{\mathbf{F}}) \). Then

(i) \( (1 - \varepsilon) J^* \leq J^*_n \leq (1 + \varepsilon) J^* \), and

(ii) if \( \mathbf{F} \) is linear, then with probability at least \( 1 - m^{-\alpha} \)

\[
\| \mathbf{u}^*_n - \mathbf{u}^* \| \leq \frac{\varepsilon}{\sigma_{\min}(\mathbf{G})} \left( \| \hat{\mathbf{F}} \| \| \mathbf{u}^* \| + \| \hat{\mathbf{d}} \| \right) \| \hat{\mathbf{F}} \| ,
\]

(34)

where \( \mathbf{G} := \left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right)^{1/2} \), and \( n = O\left(\varepsilon^{-2} (2 + \alpha) \ln m \right). \)

**Proof.** The first assertion follows from (25) and the definition of \( \mathbf{u}^*_n \) (10), indeed

\[
J^*_n = J_n (\mathbf{u}^*_n) \leq J(\mathbf{u}^*) \leq (1 + \varepsilon) J(\mathbf{u}^*) = (1 + \varepsilon) J^* ,
\]

(35)

and the other direction is similar. For the second assertion, note that \( \mathbf{u}^* \) and \( \mathbf{u}^*_n \) are solutions of the following first optimality conditions

\[
\left( \hat{\mathbf{F}}^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right) \mathbf{u}^* = \hat{\mathbf{F}}^\top \hat{\mathbf{d}} + \mathbf{C}^{-1} \mathbf{u}_0 ,
\]

(36a)

\[
\left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right) \mathbf{u}^*_n = \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{d}} + \mathbf{C}^{-1} \mathbf{u}_0 .
\]

(36b)

Define \( \Delta := \mathbf{u}^* - \mathbf{u}^*_n \). An algebraic manipulation of (36) gives

\[
\left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right) \Delta = \left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} - \hat{\mathbf{F}}^\top \hat{\mathbf{F}} \right) \mathbf{u}^* + \hat{\mathbf{F}}^\top \hat{\mathbf{d}} - \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{d}} .
\]

(37)

Taking the inner product of both sides with \( \Delta \) we have

\[
\left\langle \Delta , \left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right) \Delta \right\rangle = \left\langle \hat{\mathbf{F}} \Delta , \Sigma \Sigma^\top \hat{\mathbf{F}} \mathbf{u}^* - \hat{\mathbf{F}} \mathbf{u}^* \right\rangle + \left\langle \hat{\mathbf{F}} \Delta , \hat{\mathbf{d}} - \Sigma \Sigma^\top \hat{\mathbf{d}} \right\rangle .
\]

(38)

Then we can bound the left-hand side of (38):

\[
\left\langle \Delta , \left( \hat{\mathbf{F}}^\top \Sigma \Sigma^\top \hat{\mathbf{F}} + \mathbf{C}^{-1} \right) \Delta \right\rangle \geq \sigma_{\min}^2(\mathbf{G}) \Delta^2 .
\]

(39)

To bound terms on right hand side of (38), we need the following straightforward variant of (31), i.e. \( \forall \mathbf{v} \in \mathbb{R}^N \) and \( n = O\left(\varepsilon^{-2} \right) \):

\[
\| \Sigma \Sigma^\top \mathbf{v} - \mathbf{v} \| \leq \varepsilon \| \mathbf{v} \| .
\]

(40)

Using the Cauchy–Schwarz inequality we have

\[
\left\langle \hat{\mathbf{F}} \Delta , \Sigma \Sigma^\top \hat{\mathbf{F}} \mathbf{u}^* - \hat{\mathbf{F}} \mathbf{u}^* \right\rangle \leq \varepsilon \| \hat{\mathbf{F}} \|^2 \| \Delta \| \| \mathbf{u}^* \| ,
\]

(41a)

\[
\left\langle \hat{\mathbf{F}} \Delta , \hat{\mathbf{d}} - \Sigma \Sigma^\top \hat{\mathbf{d}} \right\rangle \leq \varepsilon \| \hat{\mathbf{F}} \| \| \Delta \| \| \hat{\mathbf{d}} \|. \]

(41b)
where we have used (40) and definition of matrix norm. Next, combining (41) and (39) ends the proof.

Note that for inequalities in (41) to be valid, it is sufficient to choose \( n, \alpha, \epsilon \) such that (40) is valid for \( m \) basis vectors spanning the column space of \( \hat{F} \), and hence \( n = O \left( \epsilon^{-2} (2 + \alpha) \ln m \right) \) by the union bound.

\[ \Box \]

Remark 1. The bound in (34) is not a unique estimation. One can first rewrite \( J(u) \) and \( J_n(u; r) \) as

\[
J(u) = \frac{1}{2} \left\| \left[ \begin{array}{c} \hat{d} \\ C^{-1/2}u_0 \end{array} \right] - \left[ \begin{array}{c} \hat{F} \\ C^{-1/2}u \end{array} \right] \right\|^2,
\]

\[
J_n(u; r) = \frac{1}{2} \left\| \left[ \begin{array}{c} \Sigma^T \\ 0 \\ 0 \\ I \end{array} \right] \left\{ \left[ \begin{array}{c} \hat{d} \\ C^{-1/2}u_0 \end{array} \right] - \left[ \begin{array}{c} \hat{F} \\ C^{-1/2} \end{array} \right] u \right\} \right\|^2.
\]

If \( \Sigma \) is a Johnson–Lindenstrauss transform, then \( S := \left[ \begin{array}{c} \Sigma^T \\ 0 \end{array} \right] \) is also a JLT with the same parameters:

\[
\left\| S \left[ \begin{array}{c} v \\ w \end{array} \right] \right\|^2 = \left\| \Sigma v \right\|^2 + \left\| w \right\|^2 \leq (1 + \epsilon) \left\| v \right\|^2 + \left\| w \right\|^2 \leq (1 + \epsilon) \left\| \left[ \begin{array}{c} v \\ w \end{array} \right] \right\|^2.
\]  

(42)

Applying [69, theorem 12], we conclude that with probability at least 1/3,

\[
\|u^*_n - u^*\| \leq \frac{\epsilon}{\lambda_{\min}} \sqrt{J^*}.
\]  

(43)

where \( \lambda_{\min} \) is the minimum nonzero singular value of \( \left[ \begin{array}{c} \hat{F}^T \\ C^{-1/2} \end{array} \right]^T \).

3.3. Data-scalability and cost complexity estimate

This section presents a qualitative discussion of the computational complexity and scalability of the randomized misfit approach. Numerical evidence of scalability to large data dimensions is presented in section 4.3. For concreteness and ease of comparison, a Newton-type optimization method is assumed. The theory in sections 3.1 and 3.2 is independent of the solver used.

The cost complexity of solving the randomized problem (9) is measured in number of PDE solves, i.e. solves of the forward or adjoint PDE and incremental variants. This characterization of complexity is agnostic to the specific governing forward PDE or PDE solver. For nontrivial forward problems, the total runtime of MAP point computation and uncertainty quantification is overwhelmingly dominated by the PDE solves; the cost of linear algebra is negligible in comparison [2, 14, 15, 21, 54].

In particular, with an inexact Newton-CG method, the cost of each Newton step is dominated by conjugate gradient (CG) iterations. Each CG iteration requires an application of the data misfit Hessian, which in turn requires a pair of incremental forward and adjoint PDE solves [2, 14, 15, 21, 70]. Thus the total work estimate is \( O(2rk_{\text{Newton}}) \) PDE solves. Here, \( k_{\text{Newton}} \) is the total number of Newton iterations and \( r \) is the numerical rank of the prior-preconditioned data misfit Hessian (or equivalently, the dimension of the likelihood-informed subspace (LIS) of parameter space [71]). Current state-of-the-art implementations demonstrate that, for a wide class of inverse problems, the number of outer Newton iterations \( k_{\text{Newton}} \) and
the numerical rank $r$ are both independent of the mesh-size [15, 21, 70]. Mesh-independence is essential for ensuring scalability of a method to very high parameter dimensions.

The challenge is that even though $r$ may be independent of the mesh, it still depends on the information content of the data. For many practical large-scale problems with high-dimensional data, $r$ is on the order of hundreds or thousands (e.g. $r = 5000$ in [15] and $r = 1500$ for a linear 3D convection diffusion problem in [70]). Consequently, even with the best methods and modern supercomputers, solving the inverse problem is still computationally expensive.

Recall that for a given inverse problem, $r$ is a fixed constant intrinsic to the misfit function, as it is the numerical rank of the prior-preconditioned Hessian of the misfit. A Newton-type method requires $2r$ PDE solves (i.e. $r$ inner iterations) at each outer iteration to sufficiently capture the $r$ dominant modes of the misfit Hessian. Arbitrarily taking a much smaller number of inner iterations than $r$ would result in more Newton iterations and degradation of the overall convergence. This constraint necessitates the use of a surrogate misfit function, with a Hessian that has numerical rank smaller than $r$, in order to bypass the impact of $r$ on the overall cost of solving the inverse problem.

Ideally, this surrogate would leverage a small loss in the ‘level of parameter information in data’ to obtain a large reduction in the overall computational cost of computing the inverse solution. In fact, this is what the randomized misfit approach can offer. The RMA cost is a surrogate cost that reduces the factor of $r$ in the work estimate to an $n \ll r$, while providing a guarantee of solution viability. Note that the reduced misfit vector dimension $n$ is a hard upper bound on the numerical rank of the misfit Hessian for the RMA cost $J_n$ (9). This is numerically demonstrated for an elliptic inverse problem in section 4.3.

Using the theory in section 3.1, we can explicitly quantify the substantial gains in computational efficiency that are achieved with a specified accuracy level and a specified confidence level. This occurs by reframing the deterministic solution as one that holds with a given high probability.

The overall work estimate for the randomized misfit approach therefore is $O(2nk_{\text{Newton}})$. This cost reduction analysis is markedly different from the analysis in the stochastic simultaneous source methods described in section 1.1. By combining a large number of input sources $s$ into a smaller number $\tilde{s}$, stochastic methods for multiple sources reduce the original problem from $O(2rk_{\text{Newton}s})$ to $O(2rk_{\text{Newton}}\tilde{s})$ where $\tilde{s} \ll s$. Note that the RMA can provide a reduced work estimate in the most general class of inverse problems where $s = 1$ and a guarantee of solution viability, whereas randomized simultaneous source methods cannot.

4. Numerical experiments

In this section we demonstrate the randomized misfit approach with different distributions for $r$ in (9). We also verify that the convergence is indeed $O(1/\sqrt{n})$ as guaranteed by theorem 3. Lastly we verify theorem 2, the statistical Morozov’s discrepancy principle.

The distributions that we test with the randomized misfit approach are:

- Gaussian
- Rademacher
- Achlioptas
- 95%-sparse ($s$-sparse (15) with $s = 20$)
- 99%-sparse ($s$-sparse (15) with $s = 100$)
- Uniform $U[-\sqrt{T/2}, \sqrt{T/2}]$

There are many other distributions suitable for RMA in the literature on Johnson–Lindenstrauss transforms that we do not consider, particularly the subsampled randomized
hadamard transform of [72, 73] and its subsequent fast and sparse variants. These will be tested in future work.

We remark that subsampling (random subset) matrices are not proper random projection matrices and thus are not suitable for use in the RMA (9). Random source encoding methods often test subsampling matrices to reduce the dimension of the misfit [29, 74]. For many inverse problems with identifiable structure in the data (e.g. 3D hydraulic tomography [75]), subsampling can be extremely effective for reducing the computational burden of large observational datasets. However, in the RMA, subsampling down to misfit dimension \( n \) is equivalent to choosing \( r_j \) from the canonical set \( \{ e_1, \ldots, e_N \} \) without replacement. Therefore the set \( \{ r_j \}_{j=1}^n \) is not an i.i.d set. Similar to [27, 29, 74], our numerical results (omitted here) are poorer with subsampling matrices compared to results with proper random projections. This is consistent with the idea discussed in section 1 that random projections are geometry preserving transformations, and can preserve the geometric relationship between any large observational data set and the parameter-to-observable map. Random subset matrices do not possess this property in general.

For our model problem we consider the estimation of a distributed coefficient in an elliptic partial differential equation. This Poisson-type problem arises in various inverse applications, such as the heat conductivity or groundwater problem, or in finding a membrane with a given spatially-varying stiffness.

For concreteness we consider the heat conduction problem on an open bounded domain \( \Omega \), governed by

\[
\begin{align*}
-\nabla \cdot ( e^u \nabla w) &= 0 & \text{in } \Omega, \\
-e^u \nabla w \cdot n &= Bi w & \text{on } \partial \Omega \setminus \Gamma_R, \\
-e^u \nabla w \cdot n &= -1 & \text{on } \Gamma_R,
\end{align*}
\]

(44)

where \( u \) is the logarithm of distributed thermal conductivity, \( w \) is the distributed forward state (temperature), \( n \) is the unit outward normal on \( \partial \Omega \), and \( Bi \) is the Biot number. Here, \( \Gamma_R \) is a portion of the boundary \( \partial \Omega \) on which the inflow heat flux is 1. The rest of the boundary is assumed to have Robin boundary condition. We are interested in reconstructing the distributed log conductivity \( u \), given noisy measurements of temperature \( w \) observed on \( \Omega \).

The standard \( H^1(\Omega) \) finite element method is used to discretize the misfit and the regularization operator. The synthetic truths that we seek to recover are a 1D sinusoidal curve, a 2D Gaussian on a thermal fin, and a cube with nonzero log conductivity values on a sphere in the center and semispheres in the opposing corners. Figure 1 shows representations of \( u_{\text{truth}} \) on a mesh for these cases.

The synthetic noisy temperature observations are then generated at all mesh points through the forward model (44). The misfit vector generated from figure 1(a) has data dimension \( N = 1025 \) (with 1% percent added noise), from figure 1(b) has data dimension \( N = 1333 \) (with 1% percent added noise), and from figure 1(c) has data dimension \( N = 2474 \) (with .2% percent added noise), respectively.

For the inversion results we use an implementation of the trust region inexact Newton conjugate gradient method, for which some of the main ideas can be found in [60, 76–78]. Unless otherwise noted, the stopping criteria is when the Newton step size, cost function value, or norm of the gradient falls below \( 10^{-6} \).

4.1. Convergence results

We first compare plots of the RMA cost \( J_n(u_0) \) to the original cost \( J(u_0) \) for a fixed distributed parameter \( u_0 \), using the model heat problem (44). We choose a random \( u_0 \) from
the prior distribution and construct the RMA cost $J_n(u_0)$ with the various random projections listed above. Since $u_0$ lives in high-dimensional space $\mathbb{R}^m$, where $m$ is the number of finite element nodal values, for the purpose of visualization figure 2 shows plots of the RMA cost $\hat{J}_n(\kappa) := J_n(u_0 + \kappa s)$ in a direction $s := \nabla J(u_0)$ for the 3D example. For each of the random projections tested we observe convergence of $\hat{J}_n(\kappa)$ to $\hat{J}(\kappa)$ as $n$ increases. More importantly, for all distributions, the minimizer of $\hat{J}(\kappa)$ is well-approximated by $\hat{J}_n(\kappa)$, even for $n$ small, as shown by theorem 2. That is, although $J_n$ for $n = O(1)$ is far from $J$, the local minimizers align. This is consistent with observed fidelity of randomized MAP points despite the slow convergence of the randomized cost, and similar phenomena seen in related methods. Plots with distributions other than Achlioptas and for the 1D and 2D examples are omitted when results are similar to the 3D Achlioptas experiments (see [link](https://gitlab.com/ellenble/shared/blob/master/omittedplots.pdf)).

Theorem 4 states that $\hat{u}^*_n$, the minimizer of $J_n$, and the minimum objective function value $J_n^*$ converge at the same rate, given by the distortion tolerance $\varepsilon$, but with different constants. Figure 2 illustrates how an RMA solution $\hat{u}^*_n$ may converge quickly to $\hat{u}^*$, although convergence of the minimum value $J_n(u_0)$ to $J(\hat{u})$ can be slow due to the different constant. To
test this hypothesis at the actual minimizer $u^\star_n$, we plot the error of the RMA MAP point $u^\star_n$ and its corresponding optimal value $J^\star_n$ in figure 3 for the 3D example and the Achlioptas random projection. Data shown is the average of five runs. Both the absolute errors $|J^\star_n - J^\star|$ and $\|u^\star_n - u^\star\|$ and normalized errors $|J^\star_n - J^\star|/|J^\star|$ and $\|u^\star_n - u^\star\|/\|u^\star\|$ are shown, and an $O(1/\sqrt{n})$ reference curve is plotted to show the $O(1/\sqrt{n})$ convergence rate for both $u^\star_n$ and $J^\star_n$ as given by theorem 4. (a) Absolute convergence. (b) Relative convergence.
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Figure 2. Contours of the RMA cost $J_n$ with different $n$ versus the original cost $J$, for the 3D example with the Achlioptas distribution. Contours are evaluated along a 1D direction $s$ parameterized by $\kappa$ and centered at a random parameter $u_0$ in the prior distribution. Red triangles indicate the minimum values of each contour.

Figure 3. Log-linear plots of absolute errors $|J^\star_n - J^\star|$ and $\|u^\star_n - u^\star\|$, relative errors $|J^\star_n - J^\star|/|J^\star|$ and $\|u^\star_n - u^\star\|/\|u^\star\|$, and $O(1/\sqrt{n})$ reference curves show the $O(1/\sqrt{n})$ convergence rate for both $u^\star_n$ and $J^\star_n$ as given by theorem 4. (a) Absolute convergence. (b) Relative convergence.
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Figure 3. Log-linear plots of absolute errors $|J^\star_n - J^\star|$ and $\|u^\star_n - u^\star\|$, relative errors $|J^\star_n - J^\star|/|J^\star|$ and $\|u^\star_n - u^\star\|/\|u^\star\|$, and $O(1/\sqrt{n})$ reference curves show the $O(1/\sqrt{n})$ convergence rate for both $u^\star_n$ and $J^\star_n$ as given by theorem 4. (a) Absolute convergence. (b) Relative convergence.
$J_n$ alone is not adequate for understanding the method efficacy in this range; the additional theory in section 3.1 is required to characterize solution accuracy for $n$ in the range of interest.

Inversion results from minimizing the RMA cost with different $n$ in the 1D, 2D, and 3D example are shown alongside the true MAP estimate $u^\star$ in figures 4–6. The figures shown are results with $r$ distributed by the Achlioptas distribution (66% sparse). We see that the original MAP point $u^\star$ is well-approximated by the RMA solution $u^\star_n$ in all cases with $50 \leq n \leq 100$.

In a different experiment, we consider a 3D example in which only surface observations are available. The parameters are the same as the problem represented by figure 1(c) but the data are now obtained from 901 observations on the surface of the cube (except the bottom surface), and the truth log conductivity is nonzero within the sphere of radius 0.5 centered at the origin as seen in figure 7. Figure 8(d) shows the original MAP estimate $u^\star$. Compared to the above example the recovery is poorer, but this is expected due to having less observational data. Our interest however is in reducing the computational burden caused by the large data dimension while recovering a reasonable MAP estimation. Subsequently, we compare the RMA MAP point $u^\star_n$ to the true MAP point $u^\star$ (a minimizer of $J$). The results in figure 8 show the RMA solutions $u^\star_n$ as $n$ increases. As can be seen, with $n = 150$, i.e. a 6-fold reduction in the data misfit dimension, the RMA approximation $u^\star_{50}$ is still a good approximation to the original MAP solution $u^\star$.

4.2. Verification of theorem 2

Table 1 presents results for solving the model problem for the 1D, 2D, and 3D examples with Morozov’s criterion, again using the Achlioptas random projection in the randomized misfit approach. We perform several numerical experiments and choose an $n$ for each example such that Morozov’s principle is met for $J_n (u^\star_n)$ with $\tau' \approx 1$. We then compute the corresponding
ranges for \( \tau \) that are guaranteed with probability at least \( p \geq 1 - e^{-\beta} \), after choosing an acceptable cost distortion tolerance of \( \varepsilon = 0.5 \) and \( \beta \) as large as possible from (23). As can be seen, evaluating \( J(\mathbf{u}^*_{\star n}) \) gives a \( \tau \) within the specified range, which satisfies Morozov’s criterion. That is, even for moderately small values of \( n \), if the discrepancy principle is satisfied for \( J_n(\mathbf{u}^*_{\star}) \), then the discrepancy principle is also satisfied for \( J(\mathbf{u}^*_{\star}) \). Thus \( \mathbf{u}^*_{\star n} \) is a discrepancy principle-satisfying solution for both the randomized reduced misfit dimension problem (9) and the original problem (6).

### 4.3. Scalability and performance

We study the effect of the RMA reduced misfit dimension \( n \) on the overall algorithmic scalability of solving large-scale PDE-constrained inverse problems with high observational data dimensions. Specifically, we wish to show that RMA convergence is independent of \( r \), the level of parameter information from the data (see section 3.3). Figure 9 compares singular values of the prior-preconditioned misfit Hessian \( \mathbf{H} \) corresponding to the original problem cost \( J \) to the singular values of the surrogate prior-preconditioned misfit Hessian \( \mathbf{\tilde{H}} \) corresponding to the surrogate RMA cost \( J_n \) for \( n = 30, 50, \) and \( 100 \). The Hessians are each

![Figure 5. 2D elliptic PDE example: convergence of \( \mathbf{u}^*_{\star n} \) to \( \mathbf{u}^* \) as \( n \) increases. The Achlioptas random projection (66\% sparse) is used for \( \Sigma \) and the original data dimension is \( N = 1333 \). (a) \( n = 30 \), (b) \( n = 50 \), (c) \( n = 100 \). (d) \( \mathbf{u}^* \).](image-url)
evaluated at the same random point chosen from the prior. Note that the RMA reduced misfit dimension $n$ is a hard upper bound on the numerical rank of $\tilde{H}$, where numerical rank is the number of singular values greater than some threshold $\epsilon \leq 1$. Note also the faster spectral decay of the singular values of $\tilde{H}$ compared to $H$. Faster decay demonstrates that the

**Figure 6.** 3D elliptic PDE example: convergence of $u^*_n$ to $u^*$ as $n$ increases. The Achlioptas random projection (66% sparse) is used for $\Sigma$ and the original data dimension is $N = 2474$. (a) $n = 50$. (b) $n = 100$. (c) $n = 150$. (d) $u^*$

**Figure 7.** Truth $u$ for 3D experiment with surface observations: the same number of mesh elements as in figure 1(a) is used but now the synthetic parameter is a single sphere, and observational data is obtained from $N = 901$ mesh points on the top and side surfaces of the cube.
action of \( \tilde{H} \) on a vector can be captured with fewer modes than the action of \( H \), resulting in decreased overall work complexity as detailed in section 3.3. Similar behavior is observed when the Hessians are evaluated at zero, at another random point, and at the full MAP point \( u^\star \), thus the plots are omitted.

Table 1. Verification of Morozov’s discrepancy principle for the RMA solution with \( \varepsilon = 0.5 \).

|   |   |   |   |   |   |
|---|---|---|---|---|---|
|   |   |   |   |   |   |
| 1D | 1025 | 100 | 1220 | 1.190 | \([0.793, 2.380]\) | 95.6% | 1074 | 1.048 |
| 2D | 1333 | 50  | 1240 | 0.930 | \([0.620, 1.860]\) | 79.0% | 1406 | 1.055 |
| 3D | 2474 | 75  | 2646 | 1.070 | \([0.713, 2.139]\) | 90.4% | 3928 | 1.588 |

action of \( \tilde{H} \) on a vector can be captured with fewer modes than the action of \( H \), resulting in decreased overall work complexity as detailed in section 3.3. Similar behavior is observed when the Hessians are evaluated at zero, at another random point, and at the full MAP point \( u^\star \), thus the plots are omitted.

Tables 2 and 3 respectively present algorithmic performance of the original 2D and 3D elliptic problem compared to ten trials of the RMA with various distributions. To investigate the effect of choosing the randomized misfit dimension \( n < r \leq N \) on work complexity, it is chosen to be 50 for the 2D example where \( N = 1333 \), and \( n = 300 \) for the 3D example where \( N = 2474 \). The Newton-CG solver is terminated when the gradient, cost, or step size falls below a tolerance of \( 10^{-6} \), or after 200 Newton iterations for the 2D example and 15 Newton
23

iterations for the 3D example. Each trial uses a different random number generator seed. We observe that on average, using the RMA with any distribution results in close to half as many PDE solves compared to solving the full deterministic problem in the 2D example, and 14 to 28 percent fewer PDE solves in the 3D example. There appears to be little demonstrable difference in the quality of the reconstruction as well; all experiments are successful in reconstructing the Gaussian blob of high conductivity. Further investigation on very large problems ($r = \mathcal{O}(1000)$ or larger) is needed.

Figure 9. Log-linear spectra of the prior-preconditioned misfit Hessian for the 2D elliptic example. Each spectrum is evaluated at the same random parameter $u$ drawn from the prior. Numerical rank is the number of singular values greater than some threshold $\epsilon \leq 1$. The misfit vector dimension ($N$ in the original cost or $n$ in the RMA cost) is a hard upper bound on the numerical rank of the prior-preconditioned misfit Hessian. The misfit dimension $N$ for the original problem is 1333.

Table 2. Comparison of cost complexity measured in total number of PDE solves needed to resolve the 2D elliptic problem with a Gauss-Newton solver. AVG is average over ten trials. Convergence tolerances for the cost, gradient, and step size are set to $10^{-6}$ and the maximum number of Newton iterations allowed is 200.

| #PDE SOLVES       | Trial 1 | Trial 2 | Trial 3 | Trial 4 | Trial 5 | Trial 6 | Trial 7 | Trial 8 | Trial 9 | Trial 10 | AVG   |
|-------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------|-------|
| Deterministic     | 2423    | 2423    | 2423    | 2423    | 2423    | 2423    | 2423    | 2423    | 2423    | 2423     | 2423.0 |
| Rademacher        | 1303    | 1298    | 1273    | 1225    | 1279    | 1252    | 1270    | 1267    | 1252    | 1274     | 1269.3 |
| Achlioptas        | 1149    | 1253    | 1293    | 1266    | 1253    | 1245    | 1267    | 1262    | 1231    | 1254     | 1247.3 |
| 95-percent sparse | 1287    | 1272    | 1230    | 1273    | 1235    | 1217    | 1252    | 1248    | 1293    | 1238     | 1254.5 |
| 99-percent sparse | 1212    | 1243    | 1245    | 1247    | 1250    | 1263    | 1268    | 1226    | 1218    | 1274     | 1244.6 |
| Gaussian          | 1237    | 1258    | 1224    | 1226    | 1240    | 1273    | 1278    | 1255    | 1247    | 1234     | 1247.2 |
| Uniform           | 1217    | 1244    | 1233    | 1242    | 1241    | 1264    | 1259    | 1262    | 1275    | 1248     | 1248.5 |

iterations for the 3D example. Each trial uses a different random number generator seed. We observe that on average, using the RMA with any distribution results in close to half as many PDE solves compared to solving the full deterministic problem in the 2D example, and 14 to 28 percent fewer PDE solves in the 3D example. There appears to be little demonstrable difference in the quality of the reconstruction as well; all experiments are successful in reconstructing the Gaussian blob of high conductivity. Further investigation on very large problems ($r = \mathcal{O}(1000)$ or larger) is needed.
5. Conclusions and future work

A randomized misfit approach is presented for reducing computational complexity induced by big data in general large-scale PDE-constrained inverse problems. The method permits a novel analysis of the stochastic cost function and its minimizer via probabilistic bounds from random projection theory. It is shown that a subgaussian distribution guarantees the solution obtained from the randomized misfit approach will satisfy Morozov’s discrepancy principle with a low failure rate (that decays exponentially with respect to the reduced dimension $n$).

It is shown that the stochastically derived method is equivalent to applying a random projection to the data misfit vector. This results in a stochastic programming-based proof (up to a constant) of a Johnson–Lindenstrauss lemma variant proved previously (see, e.g. [79, 80] for proofs based on combinatorics and communication theory, respectively). Our connection provides two main theoretical insights. The first is intuition into the surprising numerical accuracy with small reduced misfit dimension $n$. This phenomenon has been noted in related stochastic methods, particularly in random source encoding methods, without theoretical explanation. The second is an intuition into the ubiquitous $O(1/\sqrt{n})$ factor in Johnson–Lindenstrauss transforms (a rate shown to be tight by [79]) using a Monte Carlo framework.

The focus of this work is on the framework and resulting analysis of the method. We presented results for a medium size ($N = O(10^3)$) synthetic example in 1D, 2D, and 3D and different distributions for numerical justification of theoretical results and illustration of the method. Results presented here are valid for nonlinear inverse problems with the exception of part (ii) in theorem 4 (which only applies to linear forward models). We expect such a result is also true for nonlinear inverse problems, and this is under investigation.

Combining dimension reduction and uncertainty quantification is the broader focus of our ongoing work towards developing scalable methods for large-scale inverse problems in high-dimensional parameter space with big data. Our current research includes an application of the randomized misfit approach to larger problems with big data, e.g. time-dependent data governed by expensive-to-solve forward models, and an extension to the Bayesian solution. One project involves a large-scale multi-tracer test inverse problem governed by an expensive-to-solve reservoir simulation. Also in forthcoming tangential work we will compare different randomization frameworks for solving inverse problems.

| #PDE SOLVES | Trial 1 | Trial 2 | Trial 3 | Trial 4 | Trial 5 | Trial 6 | Trial 7 | Trial 8 | Trial 9 | Trial 10 | AVG |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|-----|
| Deterministic | 331     | 331     | 331     | 331     | 331     | 331     | 331     | 331     | 331     | 331     | 331.0 |
| Rademacher  | 249     | 287     | 263     | 283     | 285     | 303     | 235     | 217     | 253     | 271.4   |
| Achlioptas  | 259     | 307     | 283     | 285     | 235     | 235     | 259     | 223     | 255     | 260.8   |
| 95-percent sparse | 279 | 297 | 221 | 285 | 221 | 241 | 255 | 313 | 257 | 268.2 |
| 99-percent sparse | 277 | 321 | 271 | 295 | 395 | 273 | 223 | 281 | 279 | 284.8 |
| Gaussian    | 219     | 223     | 323     | 199     | 257     | 233     | 229     | 257     | 211     | 225     | 237.6 |
| Uniform     | 247     | 285     | 317     | 285     | 221     | 271     | 251     | 241     | 201     | 249     | 256.8 |

Table 3. Comparison of cost complexity measured in total number of PDE solves needed to resolve the 3D elliptic problem with a Gauss-Newton solver. AVG is average over ten trials. Convergence tolerances for the cost, gradient, and step size are set to $10^{-6}$ and the maximum number of Newton iterations allowed is 15.
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