Implementation of Cooperation for Recycling Vehicle Routing Optimization in Two-Echelon Reverse Logistics Networks
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Abstract: The formation of a cooperative alliance is an effective means of approaching the vehicle routing optimization in two-echelon reverse logistics networks. Cooperative mechanisms can contribute to avoiding the inefficient assignment of resources for the recycling logistics operations and reducing long distance transportation. With regard to the relatively low performance of waste collection, this paper proposes a three-phase methodology to properly address the corresponding vehicle routing problem on two echelons. First, a bi-objective programming model is established to minimize the total cost and the number of vehicles considering semitrailers and vehicles sharing. Furthermore, the Clarke–Wright (CW) savings method and the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) are combined to design a hybrid routing optimization heuristic, which is denoted CW_NSGA-II. Routes on the first and second echelons are obtained on the basis of sub-optimal solutions provided by CW algorithm. Compared to other intelligent algorithms, CW_NSGA-II reduces the complexity of the multi-objective solutions search and mostly converges to optimality. The profit generated by cooperation among retail stores and the recycling hub in the reverse logistics network is fairly and reasonably distributed to the participants by applying the Minimum Costs-Remaining Savings (MCRS) method. Finally, an empirical study in Chengdu City, China, reveals the superiority of CW_NSGA over the multi-objective particle swarm optimization and the multi objective genetic algorithms in terms of solutions quality and convergence. Meanwhile, the comparison of MCRS method with the Shapley value model, equal profit method and cost gap allocation proves that MCRS method is more conducive to the stability of the cooperative alliance. In general, the implementation of cooperation in the optimization of the reverse logistics network effectively leads to the sustainable development of urban and sub-urban areas. Through the reasonable reorganization of the entire network, recycling companies can provide more reliable services, contribute to the reduction of environmental pollution, and guarantee significant profits. Thus, this paper provides manufacturing companies, logistics operators and local governments with tools to protect the environment, while still making profits.
1. Introduction

Owing to the diversification of customer requirements, the majority of comprehensive logistics companies usually provide both distribution and collection services. The distribution or forward logistics mainly relates to the supply and delivery of products, whereas the reverse logistics refers to the reverse flow of end-of-use and end-of-life products from the customers to the initial point for disposal or remanufacturing purposes [1]. Generally, reverse logistics is undertaken to recycle used products when the company is concerned with imminent environmental problems, or to collect goods from customers for a new distribution cycle. Under circumstances where facilities of two different echelons are included in the collection system, the entire network can be referred to as a two-echelon network [2]. For instance, the Two-Echelon Reverse Logistics Network (TERLN) can be composed of the first echelon Recycling Hubs (RHs), second-echelon Retail Stores (RS), and recycle nodes (hereafter referred to as customers). RS collect recyclable products from customers using medium size vehicles and transport them to RHs with semitrailers. RHs are in charge of recovering the collected products, proceeding to the initial treatment of the usable ones, and ensuring the connection between retailers and their respective suppliers.

In the real-world, some products are recycled by the end-users and sold to suppliers, but in many cases, the collection is carried by third-party entities on their own. A typical example is the express industry in the world which is confronted to serious problems with paper and plastic packages recycling due to end-users’ disposing manners. In fact, packages are thrown away by end-users after withdrawing their contents, and third-party recycling companies usually take the initiative to collect these containers in order to reduce waste, pollution or for economic purposes. Further, retail stores are contacted to collect end-of-use and end-of-life products from these companies. Similar cases can also be found in the recycling system of milk bottles and PET containers [3]. In this paper, end-users are not part of the TERN, and third-party recycling companies are called customers. For operational reasons, a retail store may engage in partnership with a distant recycling hub despite the existence of a closer one, and customers may require services from a distant retailer prior to the establishment of a surrounding RS. Resulting products transportation over long distances imposes severe burdens on local governments and companies with regard to the complexity and environmental impacts the complex network. As a consequence, authorities through laws and advertisements strongly encourage companies to collaborate and implement more sustainable approaches to alleviate urban transportation complexity.

Cooperation mechanism is an effective strategy to achieve logistics network optimization in general, and solve TERN related problems in particular. The advantages of forming alliances rely in the possibility of vehicles sharing, information sharing, warehouse sharing, joint collection, etc. The implementation of the mechanism in reverse supply chain management can improve the efficiency of the recycling networks, reduce the level of pollution caused by waste products and promote the cleaner and environment-friendly development of the world’s cities. In practice, distance is a highly influential factor which impacts the recycling of products. By evaluating their position relatively to customers, some retailers find costly recycling operations. Consequently, the neglected wastes constitute sources of severe environmental problems, and to some extent disturb the population’s daily life. Considering the specificity of recycling operations, retailers’ collaboration can improve the entire network’s efficiency, and costs as well as pollution would both reduce. Members in the cooperative alliance can share customers and vehicles, and according to the location of the last customer on a recycling route, the nearest RH or RS can serve as final destination of vehicles. Indeed, cost savings will increase by requiring recycling vehicles to end their trips at the nearest recycling facility for unloading operations, instead of returning to the origin when the latter is distant. In summary, cooperation leads to the sustainable TERN optimization, and the total savings of the collaborative logistics network will offer consistent profits to participating recycling facilities. The specific profit allocation plan and its impact on the stability of the coalition should further be explored in detail to ensure a stable partnership.
The current state of related scientific articles shows that many researchers have done extensive work on multi-center vehicle routing problems, collaborative logistics and profit allocation problems. However, there are still research gaps addressing collaborative reverse logistics networks with vehicles sharing, and optimizing multiple-echelon reverse networks using cooperation mechanism. Besides, the integration of more dynamic profit allocation strategies constitutes one of existing literature shortcomings. Therefore, in this paper, a bi-objective programming model is proposed to optimize the TERLN. In order to highlight the multi-dimensional advantage of collaboration, the designed objective functions consist in the minimum cost and the minimum number of vehicles. The Non-Dominated Sorting Genetic Algorithm (NSGA-II) and Clarke–Wright (CW) savings algorithm are properly combined to search feasible and optimal routes. The proposed CW_NSGA-II hybrid algorithm uses CW for solutions initialization to ensure a good performance of the final solutions as well as their proximity to optimality. Finally, the reduced cost between the non-collaborative network and the collaborative one is assessed with the Minimum Cost Remaining Savings (MCRS) method for the profit distribution among facilities. Results of multiple allocation methods are further compared using a non-proportional compression method to find the most stable profit distribution approach conducive to achieve the coalition’s stability.

The structure of the paper is as follows. Existing research in interrelated fields is reviewed in Section 2. The description of the TERLN is presented in Section 3. The solution methodology is introduced in Section 4. In this section, we design a bi-objective mathematical model along with detailed notations and definitions, the proposed CW_NSGA-II routing optimization algorithm, and the MCRS method used to allocate generated profits. Practical experiments in Chengdu city, China are conducted in Section 5, and cooperative alliances are analyzed to find the best cooperation sequence. Section 6 concludes and suggests future research directions.

2. Literature Review

Both in theory and practice, reverse logistics networks are usually composed of several logistics facilities, and regarding the multitude of recycling nodes, the proposed TERLN optimization problem can be considered as a variant of the multi-echelon multi-depot vehicle routing problem [4]. The main difference between the multi-echelon reverse logistics vehicle routing problem and the Multiple-Echelon Multiple Depots Vehicle Routing Problem (ME-MDVRP) lies in the general concentration of the latter on the forward logistics. In the existing literature, the majority of the research on ME-MDVRP consisted in designing the best routing system for vehicles supplying intermediate facilities from the upstream ones as well vehicles used by intermediate facilities to serve customers. In other words, solving the ME-MDVRP is a combinatorial optimization task, and mainly searches optimal routes with the purpose of reaching corresponding objectives [5]. In practice, logistics companies’ goals vary, and while some prioritize costs, others concentrate on the minimization of travel duration [6,7]. Several researchers have conducted in-depth studies on MDVRP, considering time windows, loading and unloading costs in order to improve the relevance of the MDVRP’s solutions in real world [8–10]. Recently, with the enhancement of the public awareness of environmental problems, researchers have also focused on Green Vehicle Routing Problems (GVRP) for carbon emission and pollution reduction, as well as the improvement of social sustainability [11,12]. As an important strategy to reduce environmental problems, reverse logistics optimization has also become the subject of many research projects [13,14].

With regard to the importance of vehicle routing optimization as an efficient approach to solve GVRP and MDVRP in reverse logistics, different types of objective functions were designed by researchers to search for appropriate solutions. Molina et al. [15] designed a multi-objective model including cost, carbon emission and other air pollutant’s emission minimization. Based on the Clarke–Wright (CW) savings method, a heuristic algorithm was proposed to solve the vehicle routing problem. Integrating multiple trips in a single working day, Cattaruzza et al. [16] proposed an approach to meet time and capacity constraints while minimizing total travel time. Aiming at
maximum profit and minimum distance objectives, Vidović et al. [17] studied the location-routing problem in two-echelon recycling logistics networks to determine the location of intermediate stations and appropriate routes for the collection of non-hazardous materials. Yu et al. [18] emphasized on minimizing costs, and designed mixed integer linear models to solve open VRPs with a cross-dock and multiple customer nodes. More recently, Huang et al. [19] developed a model for the time-dependent vehicle routing problem considering path flexibility, and studied path transformation scenarios under deterministic and stochastic traffic conditions. Investigating vehicle routing problems with time windows (VRPTW), Wang et al. [20] evaluated the cost of carbon emission, transportation costs and other related operating costs. In summary, the optimization of delivery and recycling vehicles’ routing system can improve the relevance of logistics networks, and contribute to achieve sustainable development goals. However, with the expansion of networks scale, optimization models have become more complex, calling on better solution approaches.

In line with the increasing complexity of optimization models, the rapid development of computational resources has significantly increased the efficiency of optimization tools and conduced to easily address complicated problems [21]. While some researchers implement clustering approach for the effective segmentation and optimization of logistics networks [22], others apply complex exact and heuristic algorithms to search optimal solutions. Faulin et al. [23] developed an algorithm with environmental criteria on the basis of the Mole–Jameson insertion method in order to optimize the capacitated vehicle routing problem. Kumar et al. [24] proposed the fitness aggregated genetic algorithm to solve a bi-objective vehicle routing problem. Aggregate fitness values were used as selection criteria while routes with the best cost solution were considered for crossover operations. Qi et al. [25] designed a new selection operator to address MDVRP to alleviate difficulties of multi-objective evolutionary algorithms for decomposition in case of duplicated best solution. Lee et al. [13] proposed a combination of the multi-objective hybrid genetic algorithm and fuzzy logic controller to effectively optimize reverse logistics networks. García-Nájera et al. [26] adopted an evolutionary algorithm based on similarity to solve vehicle paths variation problems considering selective backhauls. Nevertheless, time windows were not modelled, thereby reducing the suitability of the problem in real world. Zhou and Lee [27] adopted the Lagrangian relaxation method to solve the GVRP by reducing carbon emission and verified its effectiveness through empirical experiments.

Despite the extensive research on logistics networks optimization, the increase in population and the amount of waste products have led logistics companies to encounter important challenges at optimizing their reverse logistics networks and obtaining significant profits. In some circumstances, companies adopt outsourcing contracts to properly control the entire market, but difficulties still appear on the selection of reliable partners [28]. Cooperation is regarded as a reliable measure for the long-term and sustainable development [29]. Cooperative alliances are established through the consultative coordination of Logistics Service Providers (LSPs) or government entities, and operations are optimized based on alliances configurations [30,31]. For instance, Zhou and Zhou [32] proposed a strategic collaboration mechanism to form reverse logistics alliances under the organization of a third party, and in order to reduce the total operating cost. Defryn and Sörensen [33] studied horizontal cooperation among facilities of the same echelon, and proved that in spite of the existing conflict of goals, joining a horizontal alliance is beneficial for every participant.

As a powerful driving force for sustainable development in a resource-conserving and environment-friendly society, cooperation efficiency can also be improved through the incorporation of resources sharing. For instance, in recent years, vehicle sharing has been theoretically and practically researched in passengers’ transportation domain, but there is still a considerable room for its development in logistics transportation, in general, and particularly in reverse logistics operations. Among exiting articles, He et al. [34] proposed a method to improve transport efficiency by sharing internal goods and vehicles between multiple container terminals. Ma et al. [35] developed the autonomous vehicle sharing strategy and demonstrated that sharing can significantly improve vehicle utilization. Directed towards environmental protection, Tinoco et al. [36] introduced a strategy to
reduce transportation costs and carbon dioxide emissions by sharing the same means of transportation. Fernández et al. [37] emphasized on customers sharing to minimize the overall operating cost of a cooperative network, and applied the branch-and-cut algorithm to solve the proposed vehicle routing problem. In brief, sharing strategy leads the cooperative alliance to more cost savings than the non-collaborative networks, but the fairness of profit allocation constitute an influential factor which define the reliability of the alliance [38].

Combined with cooperative mechanisms, the optimization of reverse logistics networks can benefit the entire network. However, the distribution of the generated profits greatly affects the stability of the alliance. Many scholars have proposed relatively equitable strategies for profit distribution and cost sharing. Özener and Ergun [39] developed a cost allocation mechanism to ensure the stability of the alliance applying the cooperative game theory. Based on the Shapley value method, Cruijssen et al. [40] followed the Shapley monotonic path to customize and distribute tariffs to participating shippers in a fair and sustainable manner. Lv et al. [41] studied a collaborative reverse logistics network, and proposed a vehicle sharing model used in case of pickup and delivery requests. Rosenthal [42] introduced the equivalent cost sharing solution method and proved that the cost allocation strategy has a non-empty core and is located at the core of the game. Wu et al. [43] designed a mathematical model for a fair distribution of profits, and concluded that the proposed method could contribute to both collective and personal profits.

Compared with previous studies, the contribution of this paper is: (1) Establishing a two-echelon cooperative reverse logistics network and taking into consideration semitrailers and vehicles sharing in the process of used products recycling; (2) Including cooperation mechanism while establishing a bi-objective programming model, and combining CW savings method with NSGA-II algorithm to solve both echelons recycling vehicle routing problems; (3) Exploring the economic and environmental importance of cooperation, as well as the influence of different profit allocation strategies on the stability of cooperative alliances; (4) Analyzing the stability of the different cooperation sequences, and finding the optimal cooperation sequence employing the strictly monotonic path selection principle and diagonal rule.

3. Problem Statement

Manufacturing or logistics companies usually have several customers spread all-over a city in need of products collection services, and vehicles daily travel long distances to visit remote customers. Obviously, traditional network optimization approaches can improve the network’s efficiency, but the process is required periodically to ensure long term reliability. Therefore, to achieve a sustainable development and conduct relevant collection operations, the reverse logistics network can be optimized through the cooperation of retail stores and the recycling hub. Retail stores can collect products from various customers by means of small or medium vehicle, and then use semitrailers to connect with the RH for treatment and wastes disposal. In this paper, the RH acts as a coordinator to achieve resource savings through the establishment of the cooperative alliance. The initial collection network and optimized network are shown in Figure 1. The thin solid lines represent the initial collection routes, and the dotted lines represent the collection routes after cooperation. The thick solid lines indicate the semitrailer collection route which consists in visiting every RS before returning to the RH.

The first column of the illustration, Figure 1a, shows the original collection network when there is no cooperative alliance. In the initial network, due to each facility’s independence, there is no connection among them, and each logistics facility is engaged with its own customers. During routing optimization, the total demand and the vehicle’s capacity generally constrain the assignment and dispatching of the transportation fleet [44]. Overload is generally forbidden and the vehicle should return to the origin after finishing services. In practice, the last visited customer can be very distant from the departure node, and returning can increase the total travelled distance. However, forming alliances among retailers and encouraging vehicle sharing can allow the collection vehicle to move to
the closest RH or RS after visiting the last customer. Therefore, long-distance transportation is avoided and costs are reduced.

![Logistics network with and without cooperation.](image)

**Figure 1.** Logistics network with and without cooperation.

The optimized collection network is represented in Figure 1b. First, we observe that the irrational customers’ assignments in the network are eliminated through customers’ reallocation. Second, the last arc on each vehicle’s routes is reviewed to reduce distance by connecting the last customer with the closest RH or RS. Note that the reorganization of vehicle routes is effective just among logistics facilities in the same alliance. Finally, the collected products remaining at each RS is recovered using semitrailers and transported to the recycling hub for dispatching, treatment, and disposal operations. With vehicles’ sharing and the establishment of cooperative alliance, companies can avoid the waste of resources and reduce expenses. These factors will certainly encourage them to properly collect used products from the market, and contribute to build cleaner and more environment-friendly cities around the world.

4. Methodology

Due to the increasing quantity of produced consumer goods and machines accessories, the necessity for sustainable logistics networks to recycle used products proves imminent. However, the expansion of cities has driven urban population to spread to remote areas, thereby imposing long distance transport to logistics companies. These requirements generally lead to significant expenses, and are sometimes the cause of poor management of wastes and used products within cities. In order to resolve these managerial problems, this paper introduces collaboration among retail stores and recycling hubs, not only to improve their coverage of the entire network, but also to yield profits from a more organized network.

The solution methodology is designed to address the vehicle routing problem on the two-echelon network formed by RH and RS. The general framework is illustrated in Figure 2. The first phase consists in the design of a multi-objective mixed-integer model to interpret the implementation of collaboration in real-world TERLN. Next, the model is used to evaluate feasible vehicle routing solutions which can effectively lead to the optimization of the network. CW savings algorithm and NSGA-II are integrated to iteratively explore the first and second echelons in order to further combine their results and obtain global solutions. In the third phase, the collaborative network’s cost value is withdrawn from that of the non-collaborative network, and the minimum cost remaining savings method is employed to allocate profit to each participant.
4.1. Model Assumption

Our proposed reverse logistics network includes a RH, multiple RS and a number of customers to be visited for used-products collection. To make the proposed TERLN more suitable for practical applications, some necessary assumptions are given as follows.

**Assumption 1.** Products are collected from customers by vehicles, and all the packages in the RS are transported by semitrailers to the RH for wastes processing and classification.

**Assumption 2.** The quantity of recycled products is known and function of previously delivered packages. In this paper, the delivery process is not addressed. Thus, the collection quantity is given.

**Assumption 3.** The TERLN is organized and coordinated by the RH. Before the collaborative network is established, logistics facilities operate independently.

**Assumption 4.** The transportation cost between facilities is a linear function of collection quantity and travelled distance, and the variable costs of RH and RS are only proportional to their capacity.

**Assumption 5.** Each logistics facility seeks the lowest cost, the small transportation fleet, and the most reasonable profit allocation.

4.2. Notation

In this section, we introduce the list of mathematical symbols and parameters used during the formulation of the proposed TERLN optimization model. The different sets, parameters and decision variables are presented in Table 1 along with their description.
Table 1. Symbols and descriptions.

| Set       | Description                                                                 |
|-----------|------------------------------------------------------------------------------|
| L         | Set of Recycling Hubs, \( l \in L \)                                          |
| I         | Set of Retail Stores, \( i \in I \)                                          |
| J         | Set of customers, \( j \in J \)                                              |
| V         | Set of vehicles undertaking collection tasks from customers, \( v \in V \)     |
| S         | Set of semitrailers transporting recycled products from each RS to RH, \( s \in S \) |

| Parameters | Description                                                                 |
|------------|------------------------------------------------------------------------------|
| \( D_{il} \) | Distance between RS \( i \) and RH \( l \)                                  |
| \( D_{ij} \) | Distance between RS \( i \) and customer \( j \)                            |
| \( f_{vr} \) | Freight rate of the vehicle (unit: dollar/t·km)                             |
| \( f_{tr} \) | Freight rate of the semitrailers (unit: dollar/t·km)                        |
| \( Q_j \)   | Collected products quantity from customer \( j \)                            |
| \( Q_i \)   | Total collected products quantity by RS \( i \)                              |
| \( Q_v \)   | Payload of vehicle \( v \)                                                  |
| \( Q_s \)   | Payload of semitrailer \( s \)                                               |
| \( Q_{ii}' \) | Total collected products quantity from customers which were initially assigned to RS \( i \), but reassigned to RS \( i' \) |
| \( M_v \)   | Annual maintenance cost of vehicle \( v \)                                   |
| \( M_s \)   | Annual maintenance cost of semitrailer \( s \)                               |
| \( T \)     | Number of working periods                                                    |
| \( W_l \)   | Storing capacity of RH \( l \)                                               |
| \( W_i \)   | Storing capacity of RS \( i \)                                               |
| \( \lambda_i \) | Variable cost coefficient of RS \( i \)                                      |
| \( \lambda_l \) | Variable cost coefficient of RH \( l \)                                      |
| \( F_i \)   | Fixed cost of RS \( i \) in each working period                             |
| \( F_l \)   | Fixed cost of RH \( l \) in each working period                             |

| Decision variables | Description                                                                 |
|--------------------|------------------------------------------------------------------------------|
| \( x_{ijv} \)         | \( x_{ijv} = 1 \) if vehicle \( v \) connects RH or RS \((i \in L \cup I)\) to customer \( j \), otherwise \( x_{ijv} = 0 \) |
| \( x_{lis} \)         | \( x_{lis} = 1 \) if semitrailer \( s \) connects RH \( l \) to RS \( i \), otherwise \( x_{lis} = 0 \) |
| \( Z_i \)             | Discount if RH or RS \((i \in L \cup I)\) participates in the alliance     |
| \( c_i \)             | \( c_i = 1 \) if RH or RS \((i \in L \cup I)\) participates in the alliance, otherwise \( c_i = 0 \) |

4.3. Model Formulation

To simultaneously evaluate the influence of collaboration on the reverse logistics operations costs and the number of vehicle used for services, the proposed TERLN optimization is based on a bi-objective mixed-integer linear mathematical model. The objective functions and the constraints are presented as below.

The first objective function \( TC \) is designed to minimize the total cost of the entire TERLN.

\[
\min TC = TC_1 + TC_2 + TC_3
\]  

The second objective function \( MNV \) aims to minimize the number of vehicles used at the second echelon of the network for collection purpose.

\[
\min MNV = \sum_{i \in L \cup I} c_i \left( \sum_{j \in J} x_{ij} \right) + \sum_{i \in L \cup I} \left( 1 - c_i \right) \left( \frac{\sum_{j \in J} x_{ij} \sum Q_j}{Q_v} \right)
\]
$TC_1$ represents the transportation cost and maintenance cost of the vehicles which collects from
different customers to RH or RS.

$$TC_1 = \sum_{i \in L} \sum_{l \in L} \sum_{s \in S} x_{ils} (Q_l \times f_{lv} \times D_{ij}) + \frac{\sum_{l \in L} Q_l}{Q_v} \times \frac{M_v}{T}$$  \hspace{1cm} (3)$$

$TC_2$ represents the transportation cost and maintenance cost of the semitrailers which serve for
collection operations from RS to the RH.

$$TC_2 = \sum_{i \in L} \sum_{l \in L} \sum_{s \in S} x_{ils} \times Q_l \times f_{lv} \times D_{il} + \frac{\sum_{l \in L} \sum_{s \in S} Q_{ls} + \sum_{l \in L} Q_i}{Q_s} \times \frac{M_s}{T}$$ \hspace{1cm} (4)$$

$TC_3$ represents the fixed costs, variable costs, and discounts offered by the cooperative alliance to RH
and RS.

$$TC_3 = \sum_{i \in I} (F_l + \lambda_i W_l) + \sum_{i \in I} (F_i + \lambda_i W_i) - \sum_{i \in L} Z_i c_i$$ \hspace{1cm} (5)$$

Subject to

$$\sum_{s \in S} x_{ils} = 1, \forall i \in I$$ \hspace{1cm} (6)$$

$$\sum_{i \in L} x_{ij} = 1, \forall j \in J$$ \hspace{1cm} (7)$$

$$\sum_{l \in L} x_{ils} \leq 1, \forall s \in S$$ \hspace{1cm} (8)$$

$$\sum_{i \in L} x_{ij} \leq 1, \forall v \in V$$ \hspace{1cm} (9)$$

$$\sum_{i \in L} x_{ils} - \sum_{i \in L} x_{ils} = 0, \forall i \in I, s \in S$$ \hspace{1cm} (10)$$

$$\sum_{i \in L} x_{ijv} - \sum_{i \in L} x_{ijv} = 0, \forall j \in J, v \in V$$ \hspace{1cm} (11)$$

$$\sum_{i \in L} x_{jiv} \leq Q_s, \forall l \in L, s \in S$$ \hspace{1cm} (12)$$

$$\sum_{j \in J} x_{jiv} \leq Q_v, \forall i \in L \cup I, v \in V$$ \hspace{1cm} (13)$$

$$u_i - u_m + Q_s x_{ims} \leq Q_s - Q_m, \forall i, m \in I; i \neq m$$ \hspace{1cm} (14)$$

$$u_j - u_c + Q_v x_{jcv} \leq Q_v - Q_c, \forall i, c \in J; j \neq c$$ \hspace{1cm} (15)$$

$$Q_i \leq u_i \leq Q_s, \forall i \in I$$ \hspace{1cm} (16)$$

$$Q_j \leq u_j \leq Q_v, \forall j \in J$$ \hspace{1cm} (17)$$

$$x_{ij} = \{0, 1\}, \forall i \in L \cup I, j \in J, v \in V$$ \hspace{1cm} (18)$$

$$x_{ils} = \{0, 1\}, \forall l \in L, i \in I, s \in S$$ \hspace{1cm} (19)$$

$$c_i = \{0, 1\}, \forall i \in L \cup I$$ \hspace{1cm} (20)$$

In the proposed model, Equation (1) presents the cost minimization objective function of the
TERLN, including transportation costs, vehicle and semitrailers truck maintenance costs, logistics
facilities’ fixed costs, variable costs and the discount after joining the alliance. Equation (2) is
the minimum number of vehicles objective function which combines both collaborative and
non-collaborative networks’ number of vehicles. This approach is used to introduce facilities’ vehicle
sharing advantages since customers of the same coalition’s recycling facilities can be served by any of them. Equations (3)–(5) express the different costs taken into account for the TERLN optimization. Constraints (6) and (7) respectively ensure that each customer is assigned to only one RH or RS and the latter is served by one RH. Constraints (8) and (9) assure that each vehicle visits a customer node not more than once. Constraints (10) and (11) are designed to indicate that after completing their assigned services, vehicles’ routes cannot terminate at a customer node, and a semitrailer cannot stay at a retail store after loading. Constraints (12) and (13) guarantee that the total amount of collected products does not exceed the capacity of the vehicle and semitrailer. Constraints (14)–(17) are enforced to eliminate sub-tours in the entire network. Constraints (18)–(20) express the binary variables used in the mathematical model of the investigated TERLN optimization problem.

4.4. Routing Optimization with the CW_NSGA-II Hybrid Algorithm

According to the problem statement, the proposed 2E-CRLN is a cooperative network where vehicles are not required to return to their origin as long as the latter collaborates with another facility closer to the last visited customer. Therefore, the optimal solution to the problem should consider the distance between the last customer on vehicle \( v \)’s route and the retail stores as well as the recycling hub in the same alliance.

Taking into account this possibility, a solution methodology for the multi-echelon vehicle routing optimization is developed by combining Clarke–Wright savings algorithm and NSGA-II algorithm into a hybrid heuristic algorithm called CW_NSGA-II. CW savings method is proposed by Clarke and Wright [45] to generate routes for a central depot to serve multiple customers and select those offering the maximum distance savings as best solutions. More recently, Segerstedt [46] proposed a variant of the CW method to particularly address vehicle routing problems. The non-dominated sorting algorithm-II (NSGA-II) proposed by Deb et al. [47] is an extension of the genetic algorithm. NSGA-II is a population based heuristic algorithm typically used to solve multi-objective problems, and well-known for its capability to offer high accuracy solution [48]. Therefore, the combination of these two algorithms can not only properly address our proposed bi-objective model, but can also enhance the accuracy of our routing solutions. In existing articles, CW had already been combined with other algorithms in order to obtain better results. For instance, Li et al. [5] implemented a modified version of the Clarke–Wright saving with a local search phase to study the roll-on-roll-off vehicle routing problem and confirmed the method’s relevance for waste materials logistics.

In line with studies on the usefulness of CW savings algorithm, CW_NSGA-II hybridizes these algorithms and employs CW for the generation of the initial population. As a result, the quality of initial solutions can be guaranteed and the offspring population can be generated based on good parents. The entire optimization process is design on the basic framework of the non-dominated sorting algorithm-II, and the Clarke–Wright savings algorithm is only integrated during initialization. The major steps of CW_NSGA-II are as below.

Step 1: Load the data file corresponding to the investigated network, and initialize parameters related to the algorithm such as: the population size (Ps), number of generations of the offspring population (NoG), number of objective functions (NoF), number of runs (NoR), crossover and mutation indexes (CI and MI).

Step 2: Conduct the collaborative network’s segmentation using k-means clustering algorithm. The clustering criterion consists in the Euclidean distance between customers. Therefore, the operation can be completed using k-means packages existing on MATLAB, SPSS, or any other computation software. After generated clusters are stable, distances between final clusters centers and logistics facilities are calculated. Customers are assigned to a facility when the latter is the closest to the corresponding cluster’s center.

Step 3: From this phase, the remaining part of CW_NSGA-II procedure is implemented for each run, and the highest ranked solutions are compared after NoR runs to maintain the best one. First,
initialize the chromosome population by applying CW, and randomly generate Ps-1 strings to form a population of size Ps by adding CW best solution.

Step 4: Evaluate each string in the population matrix with the proposed TERLN optimization’s objective functions. Since NSGA-II is a typical multi-objective optimization algorithm, there is no need to transform the model into a single objective formulation; therefore, for each string, CW_NSGA-II will output the corresponding cost and the number of vehicles.

Step 5: For each generation of the offspring population, proceed with Steps 5.1–5.3.

Step 5.1: Randomly select two parent strings and genetically operate on them to generate two offspring solutions. For this purpose, the partial mapped crossover and the swap mutation operators are used. Further combine the offspring and parent population in order to evaluate their suitability as solutions of the optimization model.

Step 5.2: Compare the objective functions values for each string and sort them in order of dominance. In other words, check the dominance of each string over its peers and position the non-dominated one on top.

Step 5.3: Set the first Ps strings as the non-dominated front and record their values as the best of the corresponding NoG value. Move to Step 4.1 to generate the new offspring.

Step 6: Output the highest ranked string as the best solution of the run, and move the next run.

The representation of optimization solutions and the procedure of the CW algorithm are introduced in the following sub-sections.

4.4.1. TERLN Optimization Solution Representation

The proposed TERLN optimization procedure consists in separately solving the problem at each echelon and finally combining them for the global solution’s fitness evaluation. The first echelon’s solutions are encoded with values corresponding to RH and RS, whereas second echelon’s solutions are composed of RH, RS and customers.

The NSGA-II is a heuristic algorithm designed for optimizations with different types of encoding strategies, and its original version can adapt to binary as well as real number encodings. This paper adopts a real integer-based encoding strategy. Suppose the coalition contains one recycling hub, three retail stores (denoted by P₁...P₃). A Real integer encoded route for one vehicle originating from P₂ to serve 5 customers (denoted by C₁...C₅) can be represented as below in Table 2.

| Nodes | RH | P₁ | P₂ | C₁ | C₃ | C₄ | C₅ | C₂ |
|-------|----|----|----|----|----|----|----|----|
| Representations | 2 3 0 1 3 4 5 2 |

The above illustration represents the state of the string before the evaluation of objective functions. In other words, the section preceding the origin node 0 is added right before the completion of Step 4 in CW_NSGA-II procedure. During the fitness evaluation, the total distance will be obtained by adding the minimum distance among those of arcs C₂-RH, C₂-P₁, C₂-P₃ and C₂-P₂ to the total distance on route and P₂-C₂. After yielding corresponding objective functions values, the original form will be recovered for the selection of parents in Step 5.1 of CW_NSGA-II.

4.4.2. Initialization with Clarke–Wright Savings Algorithm

Clarke–Wright (CW) savings algorithm is a heuristic algorithm proposed by Clarke and Wright [45], and usually used in the transportation engineering domain to solve shortest path problems. The solution approach is designed to assess NP problems and has as primary goal to search the shortest way to link an origin node to the destination while respecting vehicles payload constraints. CW is usually applied for its simplicity and its computational speed. Its integration in NSGA-II aims at using CW to propose a local sub-optimal routing solution, and in order to avoid the probabilistic failure of
randomly generated solutions. In fact, the original version of NSGA-II is based on randomly generated population, and obtaining good solutions can sometimes be lengthy in terms of time. Therefore, CW plays a significant role by providing a good solution as part of the initial solutions. The main steps in the algorithm’s implementation procedure are as follows:

Step 1: Initially consider a link between the retail store and one customer, and calculate the corresponding distance $d_{i1}$. For ease of computation, CW algorithm solutions are constrained to return to the origin. In consequence, distances should be multiplied by 2, and $D_{i1} = 2 \times d_{i1}$. Though the proposed mathematical model allows returning to any other facility in the coalition, this assumption would not impact the global solution’s accuracy since the solution constitutes just one string of the initial population.

Step 2: Introduce a new customer, and calculate its distance $D_{i2}$ to the retail store. As in Step 1, the corresponding distance has to be multiplied by 2.

Step 3: Compute the total saved travelled distance $S_d$ in this network with the two customers using formula $S_d = (D_{i1} + D_{i2}) - D_{12}$.

Step 4: Continue to insert new customers to the computation following step 1–3 until all the nodes in the network are considered.

After this procedure, the customer sequence which has yielded the maximum savings in term of total travelled distance will be maintained as sub-optimal solutions of the CW algorithm. Subsequently, the proposed vehicle routing optimization methodology can proceed to the random generation of a population of size $P_{s-1}$, and position them behind CW solution in the initial population matrix.

4.5. Minimum Cost-Remaining Savings Method and Monotonic Path Selection

Basic conditions for a logistics facility to participate in the alliance are the possibility to obtain cost savings or extra profits, and a reasonable profit allocation which matches its contribution. Otherwise, the alliance cannot exist or the configuration can be unstable. Therefore, the organizer needs to provide a fair profit allocation strategy. This paper adopts the minimum cost remaining savings method for its simplicity and accuracy.

4.5.1. Minimum Cost-Remaining Saving Method

The Minimum Cost-Remaining Savings (MCRS) is proposed by Tijs and Driessen [49] for quadratic assignment problems, and is often used to solve cost-sharing or profit-sharing problems in multi-agent cooperative games. This method is not only concise, but when compared to other allocation strategies, it yields results which are closer to the optimal allocation strategy. The allocated profit of each participant is calculated using Equation (21).

$$
\phi_j(N,v) = p_{j\min} + \frac{P_{j\max} - P_{j\min}}{\sum_{j \in N} (P_{j\max} - P_{j\min})} \times [p(N) - \sum_{j \in N} p_{j\min}]
$$

With

$$
P_{\min} = \{p_{1\min}, p_{2\min}, \cdots, p_{j\min}\}
$$

$$
P_{\max} = \{p_{1\max}, p_{2\max}, \cdots, p_{j\max}\}
$$

$$
P = P_{\min} + \theta \left( \sum_{N} P_{\max} - \sum_{N} P_{\min} \right)
$$

$$
\theta = \frac{P_{j\max} - P_{j\min}}{\sum_{j = 1}^{N} (P_{j\max} - P_{j\min})}
$$
\[ \sum_{j=1}^{n} p_j = v(N) \]  
\[ P_{\text{min}} \leq P \leq P_{\text{max}} \]  
\[ p_{\text{min}} = v(j) \]  
\[ p_{\text{max}} = v(N - \{j\}) \]  
\[ \sum_{j \in S} p_j \leq v(S) \]  
\[ v(S) = \sum_{j \in S} C_0(j) - C(N) \]  

Equations (22) and (23) determine the upper and lower bounds of the variables. Equation (24) shows the relation between these bounds and coefficient \( \theta \), which represents the difference proportion of participant \( j \) relatively to the sum of all the members. Equation (25) computes coefficient \( \theta \). Equation (26) indicates that the sum of each participant’s profit should be equal to the collective profit. Equations (27)–(29) constrain the allocated profit, and define the maximum and minimum value of participant \( j \)'s profit. The minimum value should be equal to the alliance’s profit with a single participant \( j \), whereas the maximum value should be the one after all members had joined the alliance. Equations (30) and (31) ensure that a grand cooperative alliance is attractive to all members.

In practice, the organization of a cooperative alliance requires progressive negotiations and the coordination of the third-party logistics service provider or a participant in the alliance. As reward, organizers can extract part of the extra profit of the alliance. Parameter \( \delta \), also called synergy requirement, refers to the ratio of the extracted amount. The profit that participants can distribute is as follows.

\[ v(N) = (1 - \delta) \left( \sum_{i \in N} C_0(j) - C(N) \right) \quad \text{if} \quad \sum_{i \in N} C_0(j) - C(N) \geq 0 \]  

In Equation (32), \( C_0(j) \) is the original cost of member \( j \) before joining the alliance, and \( C(N) \) represents the cost of the whole alliance. Note that the formation of an alliance is not possible unless the total cost of the alliance is less than the sum of participants’ costs before collaboration, i.e., when \( \sum_{i \in N} C_0(j) \leq C(N), v(N) = 0 \). Besides, with the increase of the value of \( \delta \), the organizer extracts greater from the extra profit. Thus, the formation of the alliance can also be impossible when \( \delta \) is too large. It is important to highlight that, under cases where a participant of the alliance acts as coordinator, the synergy requirement can be equal to zero because benefits are already obtained from the cooperative alliance; therefore, \( \delta = 0 \).

4.5.2. Core Area Calculation

Assuming M members form a cooperative alliance, the core area possesses a closed M-body. Based on the “snowball” theory [50], narrowing the core is conducive to obtain the optimal allocation strategy. Therefore, to get a more accurate plan, we compress each face of the M-body with an unequal proportion, which is defined on the basis of their marginal contribution. Finally, the center of the core is obtained, and can serve as comparison measure for the best allocation plan. The core distribution scheme is calculated using Equation (33).

\[ \sum_{k \in N, k \neq j} y_k + \beta_j \sigma = v(N - \{j\}) \]  
\[ \text{s.t.} \quad \beta_j = \frac{v(N) - v(N - \{j\})}{v(N)} \]
\[
\sum_{k \in N} y_k = v(N) \tag{35}
\]

In Equation (33), \(y_k\) is the allocated profit of participant \(k\), and \(\beta_j\), in Equation (34), is the compression coefficient \(\sigma\). Based on the marginal contribution of participant \(j\), \(\beta_j\) determines the different ratio of inward compression. As stipulated in Equation (35), the sum of the allocated values in the core allocation plan should be equal to the total profit.

### 4.5.3. Monotonic Path Selection Strategy

The monotonic path selection strategy is an effective method to evaluate the stability of the alliance based on the profit allocation strategy. There are \(|T|!\) different cooperative sequences in the grand alliance \(T\), and each sequence exhibits varying degrees of stability. \(\pi(i)\) represents the rank of participant \(i\) in the sequence \(\pi\).

\[
\eta(i, \pi, u) = \frac{\phi \left( \bigcup_{\pi(k) \leq u, k \in M} \mu_k \nu \right)}{C_0(i), \pi(i) \leq u} \tag{36}
\]

The cost reduction ratio \(\eta(i, \pi, u)\) of participant \(i\) in sequence \(\pi\) when member \(i\) joins the alliance as the \(u-th\) participant can be calculated by the Equation (36). The selection of the monotonic path strategy is based on the reduction percentage of each participant. The effective sequence to select should strictly increase. In other words, the best alliance formation sequence should obey the principle wherein the cost reduction rate of participant \(i\) should monotonically increase; such solution is called a Strictly Monotonic Path (SMP). In cases where multiple sequences satisfy the SMP principle, the process presented in Figure 3 can be followed to select the best.

---

**Figure 3.** The search process of optimal cooperation sequence.
5. Analysis and Implication

5.1. Data Source

A practical two-echelon reverse logistics network in Chengdu, China is used to evaluate the effectiveness of the designed TERLN optimization methodology. As an important city with developed logistics facilities in southwest China, Chengdu is an ideal target for this study due to its status of capital of the Sichuan province, the large number of inhabitants, and the increasing number of logistics companies. A Recycling Hub (RH) and four Retail Stores (RS) are the reverse logistics networks’ facilities, and the 100 customers (C1, C2, ..., C100) which are initially assigned to different logistics facilities are marked with different symbols. As shown in Figure 4 customers served by the same logistics facilities are marked with the same symbol. For instance, green bubbles with circle are assigned to RS2. Other logistics facilities and their customers are similarly represented.

Figure 4. Spatial distribution of the recycling hub, retail stores and customers.

The number of collected products from each customer is converted to standard tonnage for more concise and accurate calculations. The numbers of RH and RS’s customers as well as the corresponding collection quantity are given in Table 3.
Table 3. Characteristics of the recycling hub and four retail stores.

| Logistics Facilities | RH   | RS1  | RS2  | RS3  | RS4  |
|----------------------|------|------|------|------|------|
| Number of Customers  | 19   | 21   | 19   | 20   | 21   |
| Periodic storing capacity (Tons) | 11.753 | 11.661 | 11.638 | 11.822 | 12.190 |

5.2. Parameter Setting and Optimization Results

To ensure the stable operation of logistics facilities, both fixed and variable costs have been included in the mathematical model. For computations, some of the parameters’ values are collected from real world operation, whereas unknown ones are extracted from previous articles. Based on existing research [51–53], the values of relevant parameters used in this paper are given as follows: $Q_v = 6t; Q_s = 13t; f_{vr} = 0.3; f_{tr} = 0.5; T = 52; M_v = 4.800; M_s = 1.600; \lambda_1 = 1.9; \lambda_2 = 1.5; F_{RH} = 1455, F_{RS1} = 824; F_{RS2} = 747; F_{RS3} = 674; F_{RS4} = 956; Z_{RH} = 645; Z_{RS1} = 586; Z_{RS2} = 602; Z_{RS3} = 563; Z_{RS4} = 621$ (refer to Table 1 for their definitions). The storing capacity of each facility is given in Table 3. Besides, some variables are initialized for the optimization with the proposed algorithm: $P_s = 150; NoG = 500; NoF = 2; NoR = 10; CI = 0.82$ and $MI = 0.1$.

Based on the model and the parameters, the cost solutions and the numbers of vehicles before and after optimization with CW_NSGA-II are shown in Table 4.

Table 4. Comparison of cost and vehicle number before and after TERLN optimization.

| Alliances       | Initial | Optimized | Gap |
|-----------------|---------|-----------|-----|
|                 | Cost    | Vehicle   | Cost | Vehicle |
| [RH]            | 24,080  | 3         | 23,535 | 2 |
| [RS1]           | 18,587  | 3         | 18,168 | 2 |
| [RS2]           | 18,341  | 3         | 18,057 | 2 |
| [RS3]           | 18,542  | 3         | 18,267 | 2 |
| [RS4]           | 19,401  | 3         | 19,089 | 3 |
| [RH, RS1]       | 42,667  | 6         | 41,205 | 4 |
| [RH, RS2]       | 42,421  | 6         | 41,519 | 4 |
| [RH, RS3]       | 42,622  | 6         | 41,084 | 4 |
| [RH, RS4]       | 43,481  | 6         | 42,316 | 4 |
| [RH, RS1, RS2]  | 61,008  | 9         | 59,010 | 6 |
| [RH, RS1, RS3]  | 61,209  | 9         | 59,509 | 6 |
| [RH, RS1, RS4]  | 62,068  | 9         | 58,107 | 6 |
| [RH, RS2, RS3]  | 60,963  | 9         | 58,357 | 6 |
| [RH, RS2, RS4]  | 61,822  | 9         | 58,960 | 6 |
| [RH, RS3, RS4]  | 62,023  | 9         | 60,288 | 6 |
| [RH, RS1, RS2, RS3] | 79,550 | 12        | 76,131 | 8 |
| [RH, RS1, RS2, RS4] | 80,409 | 12        | 76,265 | 8 |
| [RH, RS1, RS3, RS4] | 80,610 | 12        | 76,270 | 8 |
| (RH, RS1, RS2, RS3, RS4) | 98,951 | 15        | 90,329 | 10 |

The results in Table 4 indicate that the cost and number of vehicles are effectively saved after TERLN optimization. Since cooperation has been achieved, vehicles no longer need to carry products from distant customers back to the original RS, thus saving transportation costs and improving the efficiency of resources management. Besides, due to vehicle sharing among different logistics facilities, the minimum number of vehicles in the TERLN is also reduced in every type of alliance. Nevertheless, Table 4 shows that the cost and vehicle reductions are more prominent in the grand alliance.

A clearer picture of the relationship between the cost and the number of vehicles before and after optimization is provided in Figure 5. The cost values are displayed on the left ordinates and the number of vehicles on the right ones. We can observe from the diagram that the optimization of both
cost and number of vehicles effectively leads to minimum solutions. In addition, with the increase in the number of alliance participants, the cost gaps between non-collaborative and collaborative networks progressively augment. In other words, the more a cooperative alliance covers the recycling network, the greater is the efficiency of its operations and more consistent are profits. The main reason for this improvement is the significant reorganization of the network. The reassignment of customers through clustering allows each retail store to only visit surrounding recycling nodes. We can notice that newly assigned customers can either be the corresponding store’s current customers or be reassigned from another facility in the same alliance. Considering for example RS3, in addition to some of its own customers, the established cooperation required vehicles departing from its store to visit customers of RS1, RS2, RS4 and RH which are located on their routes. Therefore, the system can reach a higher level of fluidity, increase the efficiency of recycling operations, reduce the number of vehicles, and certainly yield a lower rate of non-recovered used products.

![Figure 5](image_url)  
*Figure 5. Comparison of cost and vehicle number in before and after optimized TERLN.*

To test the performance of the proposed CW_NSGA-II heuristics, 15 tests are conducted on the result of the grand alliance [RH, RS1, RS2, RS3, RS4]. The Multi-Objective Genetic Algorithm (MOGA) and Multi-Objective Particle Swarm Optimization algorithm (MOPSO) are selected to address the grand alliance, and are compared with the CW_NSGA-II’s solution. The application of these two well-known algorithms is supported by their capabilities at performing local and global searches and the efficiency of their solutions. Therefore, the confirmation of the superiority of our designed hybrid algorithm can effectively enhance its relevance for the current case study as well as other vehicle routing problems. Results are compared on the basis of the best cost and number of vehicles solutions yielded by each method for every run. The average values of these objective functions are also used as performance measure. The best solutions of the 15 times computations are summarized in Table 5 along with the average values.
Table 5. Heuristic algorithms comparative results.

|       | CW_NSGA-II | MOGA  | MOPSO |
|-------|------------|-------|-------|
| Runs  | Cost       | Vehicles | Cost | Vehicles | Cost | Vehicles |
| 1     | 92,215     | 10     | 93,329 | 11     | 93,266 | 10     |
| 2     | 91,758     | 10     | 92,140 | 11     | 92,012 | 10     |
| 3     | 92,968     | 10     | 93,238 | 11     | 93,128 | 11     |
| 4     | 90,329     | 10     | 91,341 | 10     | 91,026 | 10     |
| 5     | 91,026     | 10     | 93,451 | 11     | 94,745 | 11     |
| 6     | 90,329     | 10     | 91,120 | 10     | 93,029 | 10     |
| 7     | 90,410     | 10     | 91,026 | 10     | 91,930 | 10     |
| 8     | 91,237     | 10     | 92,753 | 10     | 92,034 | 10     |
| 9     | 90,329     | 10     | 90,507 | 10     | 91,026 | 10     |
| 10    | 90,405     | 10     | 92,352 | 10     | 91,327 | 10     |
| 11    | 90,329     | 10     | 91,245 | 10     | 91,289 | 10     |
| 12    | 91,327     | 10     | 94,323 | 11     | 91,327 | 10     |
| 13    | 90,823     | 10     | 91,985 | 10     | 90,953 | 10     |
| 14    | 91,231     | 10     | 92,130 | 10     | 91,238 | 10     |
| 15    | 90,329     | 10     | 91,290 | 10     | 91,026 | 10     |
| Summary | 91,003 | 10 | 92,149 | 11 | 91,957 | 11 |

Comparisons show that the proposed CW_NSGA-II algorithm obtains the minimum average cost and number of vehicles, and its solutions for each run are the lowest compared with MOGA and MOPSO. In addition, 5 out the 15 times computations yielded the minimum cost and a significant number of runs obtained solutions close to $90,329. Therefore, CW_NSGA-II’s results converge toward optimality. Besides, despite the similar number of vehicles from all the algorithms out of many runs, the average value gives superiority to our algorithm due to its consistency in yielding the minimum number. In summary, compared to MOGA and MOPSO, CW_NSGA-II is more appropriate to investigate real-world reverse logistics’ recycling networks, and solve vehicle routing problems in both the collaborative and non-collaborative cases.

5.3. MCRS Model Application

Following the optimization of the TERLN, the collective profit generated by forming a cooperative alliance is reasonably allocated to the participants. As mentioned above, since the recycling hub is also a participant in the alliance and already benefits from the profit sharing among facilities, the synergy requirement parameter is defined as zero. Therefore, according to the MCRS model, the profit allocation plan for each alliance is shown in Table 6.

In addition to the cost gaps before and after optimization, Table 6 also presents participants’ allocated profit obtained by MCRS model. With the arrival of new participants, the cost savings increase, and the profit of each logistics facility shows a growing trend. Consequently, the design of the grand alliance yields a larger gap and each facility observes the maximization of its profit. As a result, after all members joined the alliance, the final profit distribution is described as $2112, $1520, $1526, $1627 and $1837 respectively for RH, RS1, RS2, RS3, and RS4. However, the allocated value can vary depending on the order of adhesion. In other words, some participants in the alliance can earn lesser when a new one joins. The geographic locations of customers, the storing capacity of recycling facilities are factors which define the contribution of a reverse logistics facility and can influence the collective profit once the latter joins an alliance. In order to find out the best profit allocation plan which ensures alliance stability and sustainable operations, the evaluation of every possible adhesion sequence proves necessary.
Table 6. Profit allocation in TERLN optimization (unit: USD).

| Alliances       | Initial Cost | Optimized Cost | c($)  | \((N, v)\)       |
|-----------------|--------------|----------------|-------|------------------|
| [RH]            | 24,080       | 23,535         | 545   | (545,0,0,0,0)    |
| [RS1]           | 18,587       | 18,168         | 419   | (0,419,0,0,0)    |
| [RS2]           | 18,341       | 18,057         | 284   | (0,0,284,0,0)    |
| [RS3]           | 18,542       | 18,267         | 275   | (0,0,0,275,0)    |
| [RS4]           | 19,401       | 19,089         | 312   | (0,0,0,0,312)    |
| [RH, RS1]       | 42,667       | 41,205         | 1462  | (794,668,0,0,0)  |
| [RH, RS2]       | 42,421       | 41,519         | 902   | (581,321,0,0,0)  |
| [RH, RS3]       | 42,622       | 41,084         | 1538  | (904,0,634,0,0)  |
| [RH, RS4]       | 43,481       | 42,316         | 1165  | (699,0,0,0,466)  |
| [RH, RS1, RS2]  | 61,008       | 59,010         | 1998  | (735,699,564,0,0)|
| [RH, RS1, RS3]  | 61,209       | 59,509         | 1700  | (655,525,0,520,0)|
| [RH, RS1, RS4]  | 62,068       | 58,107         | 3961  | (1347,1400,0,1214)|
| [RH, RS2, RS3]  | 60,963       | 58,357         | 2606  | (945,0,674,987,0)|
| [RH, RS2, RS4]  | 61,322       | 58,960         | 2862  | (962,0,886,0,1014)|
| [RH, RS3, RS4]  | 62,023       | 60,288         | 1735  | (718,0,527,490,0)|
| [RH, RS1, RS2, RS3] | 75,590     | 76,131         | 3419  | (818,650,991,960,0)|
| [RH, RS1, RS2, RS4] | 80,409     | 76,265         | 4144  | (1195,1215,690,0,1044)|
| [RH, RS1, RS3, RS4] | 80,364     | 76,052         | 4312  | (1236,1294,0,564,1246)|
| [RH, RS1, RS2, RS3, RS4] | 98,951     | 90,329         | 8622  | (2112,1520,1526,1627,1837)|

5.4. Sequential Alliance Selection

Different sequences have distinct influences on the profit allocation plan. Therefore, determining the optimal alliance sequence based on the cost reduction percentage is an essential task after computing collective profits. The strictly monotonic path selection principle, as introduced in Section 4.5.3, is employed to examine each sequence in order to find out cases where participants' profits monotonically increase. Figure 6 shows the trend of cost reduction percentages throughout the formation of the grand alliance.

![Figure 6. Cost reduction percentages evolution during alliance formation.](image-url)
The varying reduction percentages of each participant in the cooperative alliance are depicted in Figure 6. The solid lines indicate that existing facilities in the alliance can accept a new coming participant, and dotted lines indicate that the alliance may break up when a new facility joins. For example, in the first column, when retail store RS1 enters the alliance, it gains 2.25% of the cost savings. After joining RH, the cost savings of RS1 increases from 2.25% to 3.59%, while RH saves 3.30%. In view of that increase, RS1 can agree to join with RH. However, in the next stage, if RS2 joins the existing cooperative alliance, RH’s cost savings rate decreases from 3.30% to 3.05%. As a consequence, the adhesion of RS2 is not conducive to the stable operation of the alliance. Thus, such type of cooperation sequence is referred to as non-SMP based coalition. According to this analysis, we summarize in Table 7 all the sequences respecting the SMP principle.

Six cooperative sequences meet the SMP principle, and the participants in each case have achieved substantial cost savings. In Section 4.5.3, we introduced the use of the diagonal principle to handle problems with multiple feasible cooperative sequences. Subsequently with a corresponding cost reduction percentage, each facility in sequence \( \pi_2 \) yields the highest cost saving. Therefore, that sequence can be selected as the optimal solution. Figure 7 describes the change in the cost reduction of the optimal cooperation sequence \( \pi_2 = \{RH, RS4, RS3, RS1, RS2\} \). The optimality of the solution can also be supported by the fact that RH as the coordinator sends a positive signal to the remaining facilities in the two-echelon reverse logistics network by agreeing to join first the alliance. Therefore, retail stores RS4, RS3, RS1 and RS2 are encouraged to successively enter, and the logistics facilities in sequence \( \pi_2 \) can reduce their cost by 8.77%, 9.47%, 8.77%, 8.18% and 8.32%, respectively.

![Figure 7. Cost reduction percentage of the optimal alliance sequence.](image-url)
Table 7. Feasible cooperation sequence based on the strictly monotonic path principle

| π₁ = (RH, RS2, RS1, RS4, RS3)       | π₂ = (RH, RS4, RS3, RS1, RS2)       |
|-------------------------------------|-------------------------------------|
| **Player i** | RH | RS2 | RS1 | RS4 | RS3 | **Player i** | RH | RS4 | RS3 | RS1 | RS2 |
| **η(i, π₁, 1)** | 2.26% |     |     |     |     | **η(i, π₁, 1)** | 2.26% |     |     |     |     |
| **η(i, π₁, 2)** | 2.41% | 1.75% |     |     |     | **η(i, π₁, 2)** | 2.90% | 2.40% |     |     |     |
| **η(i, π₁, 3)** | 3.05% | 3.07% | 3.76% |     |     | **η(i, π₁, 3)** | 2.98% | 2.52% | 2.85% |     |     |
| **η(i, π₁, 4)** | 4.96% | 3.76% | 6.54% | 5.38% |     | **η(i, π₁, 4)** | 5.13% | 6.42% | 3.04% | 6.96% |     |
| **η(i, π₁, 5)** | 8.77% | 8.32% | 8.18% | 9.47% | 8.77% | **η(i, π₁, 5)** | 8.77% | 9.47% | 8.77% | 8.18% | 8.32% |

| π₃ = (RH, RS4, RS3, RS2, RS1)       | π₄ = (RS2, RH, RS1, RS4, RS3)       |
|-------------------------------------|-------------------------------------|
| **Player i** | RH | RS4 | RS3 | RS2 | RS1 | **Player i** | RS2 | RH | RS1 | RS4 | RS3 |
| **η(i, π₂, 1)** |     |     |     |     |     | **η(i, π₂, 1)** |     |     |     |     | 1.55% |
| **η(i, π₂, 2)** | 2.90% | 2.40% |     |     |     | **η(i, π₂, 2)** | 1.75% | 2.41% |     |     |     |
| **η(i, π₂, 3)** | 2.98% | 2.52% | 2.85% |     |     | **η(i, π₂, 3)** | 3.07% | 3.05% | 3.76% |     |     |
| **η(i, π₂, 4)** | 5.15% | 4.85% | 4.74% | 6.83% |     | **η(i, π₂, 4)** | 3.76% | 4.96% | 6.54% | 5.38% |     |
| **η(i, π₂, 5)** | 8.77% | 9.47% | 8.77% | 8.32% | 8.18% | **η(i, π₂, 5)** | 8.32% | 8.77% | 8.18% | 9.47% | 8.77% |

| π₅ = (RS4, RH, RS3, RS1, RS2)       | π₆ = (RS4, RH, RS3, RS2, RS1)       |
|-------------------------------------|-------------------------------------|
| **Player i** | RS4 | RH | RS3 | RS1 | RS2 | **Player i** | RS4 | RH | RS3 | RS2 | RS1 |
| **η(i, π₃, 1)** | 1.61% |     |     |     |     | **η(i, π₃, 1)** | 1.61% |     |     |     |     |
| **η(i, π₃, 2)** | 2.40% | 2.90% |     |     |     | **η(i, π₃, 2)** | 2.40% | 2.90% |     |     |     |
| **η(i, π₃, 3)** | 2.52% | 2.98% | 2.85% |     |     | **η(i, π₃, 3)** | 2.52% | 2.98% | 2.85% |     |     |
| **η(i, π₃, 4)** | 6.42% | 5.13% | 3.04% | 6.96% |     | **η(i, π₃, 4)** | 4.85% | 5.15% | 4.74% | 6.83% |     |
| **η(i, π₃, 5)** | 9.47% | 8.77% | 8.77% | 8.18% | 8.32% | **η(i, π₃, 5)** | 9.47% | 8.77% | 8.77% | 8.32% | 8.18% |
To verify the rationality of sequence \( \pi_2 \)'s profit allocation, four allocation methods are compared to explore the influence their respective strategy on the stability of the alliance. Shapley value model, Equal Profit Method (EPM), Minimum Costs-Remaining Savings (MCRS) and Cost Gap Allocation (CGA) [49,54,55] are selected to distribute profit among participants of the grand alliance. Results are presented in Table 8. With the snowball theory (Section 4.5.2), we calculate the core area, and the distances between the allocation methods and the core center are compared to find the most appropriate and stable strategy. The closest allocation strategy is indeed selected as the best one for the investigated reverse logistics network.

Table 8. Profit allocation based on Shapley, MCRS, EPM and CGA.

|          | Improved Shapley | MCRS      | EPM       | CGA       |
|----------|------------------|-----------|-----------|-----------|
| RH       | 2085.85          | 2111.95   | 2560.80   | 2595.31   |
| RS1      | 1655.02          | 1520.73   | 1968.70   | 1234.70   |
| RS2      | 1514.68          | 1525.68   | 1334.40   | 1233.75   |
| RS3      | 1489.60          | 1626.86   | 1292.10   | 1393.68   |
| RS4      | 1876.85          | 1836.78   | 1466.00   | 2164.56   |

Five participants have joined the cooperative alliance, and constrain the core to form a closed pentahedron. To conveniently describe the core, we represent the pentahedron by a pentagon as illustrated in Figure 8. The five sides represent the five reverse logistics facilities in the network. By compressing each side internally with a non-equal percentage and according to the logistics facilities’ marginal contributions, the core center is reached. Using Equations (33)–(35), and with the variable \( \sigma = -1035 \), we obtain as core solution: (2089.8, 1540.7, 1530.7, 1660.8, 1860.0).

![Figure 8](image-url)  
Figure 8. The core area of the different allocation.

Furthermore, the core center is compared with the final allocation strategies obtained by the Shapley value, EPM, MCRS and CGA methods. In Table 9, the solution provided by MCRS has the minimum distance (51.0) from the core, followed by Shapley value method with a relatively small distance (207.2). The distance between EPM or CGA and the core area, respectively 857.2 and 775.5, are very large. Therefore, selecting the proposed MCRS method is the best decision to ensure a stable and sustainable alliance.
Table 9. Core distances of Shapley value, MCRS, EPM and CGA.

| Profit Allocation Center | Distance |
|-------------------------|----------|
| Shapley (2085.85, 1655.02, 1514.68, 1489.60, 1876.85) | 207.2 |
| MCRS (2111.95, 1520.73, 1525.68, 1626.86, 1836.78) | 51.0 |
| EPM (2560.80, 1968.70, 1334.40, 1292.10, 1466.00) | 857.2 |
| CGA (2595.31, 1234.70, 1233.75, 1393.68, 2164.56) | 775.5 |

5.5. Analysis and Implications

5.5.1. Analysis

The TERLN optimization saves the total cost of the whole network, and the participants in the cooperative alliance gain additional benefits. From our studies, we observe that the entry of a new member always affects the reliability of the cooperation among logistics facilities, and these effects can either improve or undermine the stability of the alliance. For instance, the second and third columns in Figure 6 illustrate that retail store RS1 benefits from its partnership with the recycling hub, but the adhesion of RS2 disturbs the stability of their alliance by causing the decrease of the recycling hub’s cost reduction percentage. Therefore, for the long-term and sustainable development of the reverse network, decision makers need to first consider every possible sequential coalition. Meanwhile, the evaluation of each sequence satisfaction of the SMP principle is also important to ensure the efficiency of the cooperative mechanism. Based on the diagonal rule, an optimal sequence of cooperation is found: RH first joins the cooperation before RS4, RS3, RS1 and RS2 successively enter. Compared with other cooperation sequences, the optimal sequence can allow every member increase cost savings when they join the alliance in the first place. The consistency of the profits after cooperation can attract more retailers and manufacturing companies to invest in end-of-used and end-of-life products recycling, and thereby strengthen the sustainable and environment-friendly development of urban areas.

With an increase in the number of participants in the alliance, Figure 7 reveals that the percentage increase of the existing participants is different. When RH singly joins the cooperative alliance, it only gains 2.26% of the cost savings. Further, with the agreement of RS4 to participate, RH’s savings percentage increases from 2.26% to 2.90%; another augmentation is observed after the adhesion of RS3 and reaches 2.98%. Until then, the percentage increase is slight; but when the number of participants reaches four after RS1 adhesion, RH’s cost savings almost doubles (5.13%). The same situation can be verified with other participants.

In practice, retail stores can only optimize part of their covered network with a small number of partners, and part of the collection routes still counts long-distance trips to recycle products. Consequently, the minimum cost objective is not properly attained and profits are relatively lower. However, spreading the cooperative recycling network can drive to a more comprehensive assignment of customers and the overall travelled distance can reduce. Meanwhile, the retail store can fully use shared vehicles and semitrailers for its operations, and also reduce transportation resources’ maintenance costs.

5.5.2. Implications

The TERLN optimization based on semitrailers and vehicle sharing provides a good routing system by incorporating cooperation between retail stores and recycling hubs. Cooperation mechanism is conducive to improve the effectiveness and flexibility of the collection system. In brief, logistics companies and local governments can encourage the cooperation among recycling entities for the flexible improvement of the reverse logistics network. The managerial implications of the proposed TERLN optimization methodology can be summarized as following:

- The establishment of the cooperative alliance effectively avoids long-distance transportation in the process of products collection. Each participant can save transportation costs and gain additional benefits. Nevertheless, the reverse logistics network can also be subject to operational
uncertainties [56]. Therefore, the influence of cooperation on the system’s flexibility under uncertainty can also be addressed to improve the reliability of generated cooperative alliances.

- The proposed methodology provides reasons to manufacturing companies and local governments on the existence of sustainable ways to reduce atmospheric pollution. Through cooperation, a better recycling network is designed and every logistics facility engaged in collection activities can significantly contribute to environmental protection. Consequently, industrial waste resources management can be improved, and remanufacturing can be propelled.

- Vehicles and semitrailer trucks sharing are important cooperative strategies which help companies achieve the efficient use of their transportation resources and contribute to reduce recycling trips. In practice, cooperation between companies does not always integrate transportation means sharing. But, based on our findings, we strongly suggest the sharing of collection vehicles among logistics facilities in order to minimize costs.

- Vehicles sharing and semitrailer trucks sharing, to some extent, is also conducive to the sustainable development of cities. While saving the use of vehicles, logistics companies can reduce environmental pollution caused by vehicles’ trip for used products collection and decrease the complexity of the transportation system.

6. Conclusions

This paper proposes a three-phase method to address two echelons reverse logistics networks optimization problems. With regards to the numerous difficulties related to end-of-used and end-of-life products recycling operations, the proposed TERLN optimization strategy considers cooperation as well as vehicles and semitrailers sharing to enable companies recycle with less costs. A bi-objective programming model considering the existence of cooperative alliances is proposed to achieve cost savings. In addition, the number of vehicles is minimized to evaluate the importance of resources sharing as conditional clause of the cooperation contract. Moreover, collection vehicles are allowed to return to any logistics facility of the alliance as long as the latter is the closest to the last visited customer. Thereby, the minimized total distance improves the cost solution of collaborative networks, and the amount of carbon emission can decrease due to the elimination of long distance trips. This approach is conducive to the sustainable urban development as well as logistics facilities healthy economy.

The two-echelon vehicle routing optimization is achieved by reasonably integrating the Clarke–Wright savings algorithm and the non-dominated genetic algorithm-II. CW is applied during solutions initialization to obtain good quality sub-optimal solutions, and improve the results of the CW_NSGA-II. The proposed hybrid heuristics is later proven as the best approach compared to MOGA and MOPSO algorithms. Furthermore, the total cost savings from the formation of cooperative alliances is properly distributed among participating facilities. The equitable distribution of these profits is undertaken by using MCRS method. Based on the SMP principle and the diagonal rule, an optimal cooperation sequence is found to offer participants satisfactory profits. Key to the long-term stability of the alliance, the best possible allocation strategy is determined through comparisons of the solutions of four different methods: the Shapley value model, equal profit method, minimum costs-remaining savings and cost gap allocation. Finally, MCRS method is confirmed as the best allocation method because of its shortest distance to the core center. Therefore, our selected method entirely meets the requirements for a stable alliance.

From a practical aspect, this research encourages recycling hubs and retail stores to cooperate and increase the reliability of their services. As part of an alliance, these logistics facilities can easily and efficiently cover up the entire network, strengthen their influence on the market, and above all make more profits. Concerned with environmental problems, engaging in cooperative alliances can allow them to increase the amount of collected products. As a direct consequence, the size of uncovered products, source of environment pollution, is reduced. In addition, this article suggests the sharing of vehicles and semitrailer trucks as conditional clause of the cooperation’s agreement, not only to improve transportation resources management, but also reduce carbon dioxide emission.
Moreover, the proposed bi-objective mathematical model and hybrid algorithm can provide substantial support for further theoretical research and practical application. The model is established to simultaneously solve cost and vehicle number minimization objective functions, and reduce environmental impacts, whereas the algorithm is designed to enable decision makers to choose the most beneficial recycling vehicle routing solution for the sustainable development of urban and sub-urban areas. On the one hand, horizontal and vertical cooperation are fully reflected in the optimization of the TERLN, and managers can make the most favorable choice on the basis of the different profit allocation strategies. On the other hand, the savings generated by the implementation of cooperation mechanism displays the particularity of our solution methodology for environmental protection at lower costs, and can propel logistics companies waste recycling activities. Furthermore, the improvements in the network’s configuration after cooperation can serve as reference for governments’ policy makers to establish better development strategies.

Future research can be conducted from the following aspects: (1) Considering the stochasticity of the amount of collected products during each vehicle’s trip; (2) Investigating the potential relationship between vehicle sharing and alliance stability; (3) Considering the effects of real-time traffic condition on the stability of the cooperative alliance and transportation costs.
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