I. INTRODUCTION

The Jaynes-Cummings model (JCM), one of the paradigms of quantum electrodynamics, was introduced to describe interaction between light and a fictitious two-level atom. Recently it was suggested that the JCM Hamiltonian can be invoked to describe the motional states of electrons trapped on the surface of liquid helium and subjected to a constant uniform magnetic field tilted with respect to the surface [Yunusova et al. Phys. Rev. Lett. 122, 176802 (2019)]. In this case, the surface-bound (Rydberg) states of an electron are coupled to the electron cyclotron motion by the in-plane component of tilted field. Here we investigate, both theoretically and experimentally, the spectroscopic properties of surface electrons in a tilted magnetic field and demonstrate that such a system exhibits a variety of phenomena common to the light dressed states of atomic and molecular systems. This shows that electrons on helium realize a prototypical atomic system where interaction between components can be engineered and controlled by simple means and with high accuracy, and which therefore can be potentially used as a new flexible platform for quantum experiments. Our work introduces a pure condensed-matter system of electrons on helium into the context of atomic, molecular and optical physics.
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Under certain conditions, the JCM Hamiltonian of CQED can be realized in experiments, which presents the cold ion system as another attractive platform for fundamental tests and quantum information purposes [21].

Free electrons trapped on the surface of liquid helium present a unique, extremely clean condensed-matter system which shares some striking similarities with atomic systems studied in AMO physics. The surface bound states of an electron on liquid helium are formed due to, on the one hand, an attraction to a weak image charge inside the liquid and, on the other hand, a repulsion from helium atoms, which prevents an electron to enter the liquid. So called Rydberg states of confined motion of such an electron perpendicular to the liquid surface have the energy spectrum similar to that of an electron in the hydrogen atom and can be spectroscopically studied by using microwave light [22, 23]. At temperatures below 1 K, the dissipative decay rates for the excited Rydberg states are very low because they are limited only by the interaction of an electron with the capillary surface waves (ripples) [24, 25]. Surface electrons (SE) on liquid helium show interesting similarities with some well-known phenomena in Rydberg atoms, such as the Coulomb shift of the transition frequency due to dipolar interaction between neighboring electrons [27, 28] and the Lamb shift of the Rydberg transition frequency due to interaction of SE with the quantum field of ripples [29, 30].

The electron motion parallel to the surface of liquid is free. However, it can be confined to the quantized cyclotron orbits by applying a sufficiently strong magnetic field perpendicular to the surface [31]. Similar to an ion in a trap, the in-plane motion of an electron becomes harmonic, with an energy spectrum consisting of equidistant Landau levels tuned by the value of the applied magnetic field. Usually, the electron motions parallel and perpendicular to the surface are only weakly coupled via scattering of an electron from ripples.
a strong coupling can be induced by applying a magnetic field parallel to the surface. Physically, the coupling is via the Lorentz force acting on an electron due to its in-plane motion and the parallel magnetic field. Recently, it was shown that the Hamiltonian of a surface electron in a magnetic field tilted with respect to the surface is formally equivalent to the Hamiltonian of an atom coupled to the quantum field of electromagnetic radiation, with the coupling constant $g$ proportional to the magnitude of the in-plane component of the applied magnetic field. In such a case, the Rydberg orbital states serve as an atom, while the in-plane cyclotron motion represents a single mode of the electromagnetic field. The tunable mixing between the motional states of SE can be manifested by the shift in the transition frequency for the dressed Rydberg states, as indeed was observed in the experiment. As was seen in the past, ability to engineer and control states of a quantum system weakly coupled to the environment can provide new platforms for fundamental studies and applications. For this reason, electrons on helium in a tilted magnetic field can be a promising system to explore. In this paper, we theoretically and experimentally study the spectroscopic properties of such a system and show that it exhibits a variety of phenomena common to atomic and molecular systems interacting with a laser light, such as the eigenstate mixing, the light shift of energy levels, the Autler-Townes splitting, and the electromagnetically induced transparency. The predicted spectroscopic properties based on the JCM Hamiltonian contain no adjustable variables, while all the parameters which enter the theory can be readily controlled by simple means of constant electric and magnetic fields, which allows for a detail comparison with the experiment. We also show that the coherent dynamics of coupled motional states can dominate over the dissipative processes in the system. This presents electrons on helium as a new flexible platform for quantum experiments.

This paper is organized as follows. Section II introduces the Hamiltonian of an electron on liquid helium in a tilted magnetic field and analyzes its eigenenergy spectrum. For the sake of clarity, the analysis is done analytically using appropriate approximations, as well as by numerical calculations. Section III presents an experiment where the spectroscopic properties of SE in tilted magnetic fields are studied by the Stark spectroscopy method. Also, a detailed comparison of the experimental results with the calculations is given. The discussion of our results and their implications for the future experiments are given in Section IV.

II. BACKGROUND AND MODEL

Free electrons can be trapped near the surface of liquid helium due to, on the one hand, a weak attraction to the liquid due to polarizability of helium atoms and, on the other hand, a potential barrier at the vapor-liquid interface due to hard-core repulsion from the helium atoms arising from the Pauli exclusion principle. According to quantum mechanical principles, this allows such electrons to hover above the surface of liquid helium at a distance of about 10 nm, thus forming a two-dimensional (2D) electron system. The basic quantum-mechanical Hamiltonian for a single electron above liquid helium is given by

$$H = \frac{p^2}{2m_e} + V(R),$$

where $m_e$ is the bare electron mass. Assuming an infinitely extended flat surface of liquid, the potential energy of an electron can be written as

$$V(R) = V_0 \Theta(-z) - \frac{\Lambda}{z} \Theta(z).$$

Here $z$ is the electron coordinate in the direction perpendicular to the surface, $V_0 \sim 1 \, \text{eV}$ is the height of the repulsive potential barrier at the vapor-liquid interface located at $z=0$, and $\Theta(z)$ is the Heaviside (step) function. The last term in describes attraction of an electron to a weak image charge inside the liquid, where $\Lambda$ is determined by the dielectric constant of liquid helium $\varepsilon$ (for vapor we assume $\varepsilon = 1$) as

$$\Lambda = \frac{\varepsilon^2}{16 \pi \varepsilon_0} \left( \frac{\varepsilon - 1}{\varepsilon + 1} \right).$$

Here, $\varepsilon_0$ is the vacuum permittivity and $\varepsilon > 0$ is the elementary charge. The Hamiltonian can be separated into two parts corresponding to the orbital motion of an electron in the direction perpendicular to the surface ($H_z$) and parallel to the surface. In $z$-direction, the electron motion is quantized into the surface bound states which are the eigenstates of the Hamiltonian

$$H_z = \frac{p^2}{2m_e} + V_0 \Theta(-z) - \frac{\Lambda}{z} \Theta(z).$$

The energy spectrum of this motion can be easily found by making a reasonable assumption of a rigid-wall repulsive barrier, that is $V_0 \to +\infty$. In this case it coincides with the energy spectrum of an electron in the hydrogen atom $-R_e/n^2$, $n=1,2,\ldots$, where $R_e = m_e \Lambda^2/(2\hbar^2)$ is the effective Rydberg constant. This constant is about 63 meV (36 meV) for an electron above liquid $^4\text{He}$ ($^3\text{He}$). An electron in the ground Rydberg state localizes above the surface of liquid at an average distance $\langle z \rangle \sim r_B$, where $r_B = \hbar^2/(m_e \Lambda)$ is the effective Bohr radius. This radius is about 7.8 nm (10.3 nm) for an electron above liquid $^4\text{He}$ ($^3\text{He}$).

In experiments, there is always a static electric field $E_\perp$ applied perpendicular to the liquid surface. Such a field serves as an effective positive charge background needed to neutralize the Coulomb repulsion between electrons. In addition, the dc Stark shift induced by $E_\perp$ provides a very convenient way to tune energy difference between the Rydberg states for their spectroscopic studies, as will be described in Section III. Such an applied field adds an additional term $eE_\perp z$ to the Hamiltonian and changes its eigenenergy spectrum. For sufficiently small values of $E_\perp$, the energy shift for $n$-th Rydberg

$$E_n = E_n^{\text{bare}} + E_n^{\text{shift}},$$

where

$$E_n^{\text{shift}} = \frac{eE_\perp}{\hbar^2} \frac{R_e}{n^3}.$$
state is given by $eE_{\perp}z_{an}$, where $z_{an}$ is the mean value of the coordinate operator $z$ for this state. It is clear that the dc Stark shift is linear due to the inversion symmetry breaking in $z$ direction imposed by the repulsive barrier at the liquid surface. Already for moderate fields $E_{\perp} \sim 10$ V/cm the perturbation theory does not provide accurate estimates for the shifts, therefore one has to numerically solve the 1D eigenvalue problem with the Hamiltonian \(^{(4)}\).

The electron motion parallel to the surface is free with a continuous parabolic energy spectrum $p^2/(2m_e)$, where $p = p_x\mathbf{e}_x + p_y\mathbf{e}_y$ is the electron in-plane momentum and $\mathbf{e}_i$, $i = x, y, z$ is the unit vector in $i$ direction. When $SE$ are subject to a static magnetic field $\mathbf{B} = B_x\mathbf{e}_x$ applied perpendicular to the surface, the electron in-plane motion is quantized into the states with an equidistant energy spectrum $\hbar \omega_k(l + 1/2)$ (the Landau levels), where $\omega_k = eB_z/m_e$ is the cyclotron frequency and $l = 0, 1, \ldots$ is the quantum number. The vertical and in-plane motions of an electron are uncoupled, and the full Hamiltonian describing the electron’s orbital motion can be represented as

$$H_0 = H_z + \frac{(p_x + eA)^2}{2m_e} = H_z + \hbar \omega_k \left( a^\dagger a + \frac{1}{2} \right),$$

(5)

where $A$ is the vector potential. Choosing the Landau gauge $A = B_x\mathbf{e}_x$, for which the eigenvalue of the momentum operator $p_x$ is a good quantum number, we define the operator $a = (\sqrt{2}\hbar)^{-1}(p_x\mathbf{e}_y - \hbar i(x + x_0))$, where $x_0 = p_y/(eB_z)$ and $l_B = \sqrt{\hbar/eB_z}$. The operator $a$ satisfies the commutation relation $[a, a^\dagger] = 1$. Each electron eigenstate is the product of a Rydberg state $|n\rangle$ of vertical motion corresponding to the eigenenergy $E_n$ of the Hamiltonian $H_z$ and a state $|l\rangle$ of in-plane cyclotron motion, where $a^\dagger a |l\rangle = l |l\rangle$. Throughout this paper we disregard the spin state of electron because the spin–orbit interaction for SE on liquid helium is negligibly small \(^{(34)}\), so the spin degree of freedom is always uncoupled from the orbital motion.

When an additional component of static magnetic field is applied parallel to the liquid surface, in other words when the magnetic field $\mathbf{B}$ is tilted with respect to $z$ axis, the vertical and in-plane motions are coupled and the electron eigenstates are no longer the simple product states. For certainty, we consider the non-zero components of the field only in the $y$ and $z$ directions and use the Landau gauge for the corresponding vector potential $A = B_y\mathbf{e}_y + B_z\mathbf{e}_z$. The electron full Hamiltonian becomes

$$H = H_a + \hbar \omega_k \left( a^\dagger a + \frac{1}{2} \right) + \hbar \omega_k \left( \frac{1}{\sqrt{2}B} \right)^{a^\dagger a} + \frac{\hbar \omega_k}{\sqrt{2}B} (a^\dagger + a) z,$$

(6)

where we define $\omega_k = eB_z/m_e$. The Hamiltonian for the orbital motion in $z$ direction includes now an additional (diamagnetic) term due to the parallel component of the magnetic field, that is

$$H_a = H_z + \frac{m_e\omega_k^2z^2}{2} = \sum_{\alpha} \epsilon_{\alpha}(\alpha) |\alpha\rangle \langle \alpha|.$$

(7)

Here, $\alpha$ and $\epsilon_{\alpha}$, $\alpha = 1, 2, \ldots$, are the Rydberg states and corresponding eigenenergies of the vertical motion renormalized due to the diamagnetic term \(^{(33)}\). In what follows, it will be more convenient to work in the product basis $|n, l\rangle$ of the Hamiltonian $H_0$ given Eq. (5), with corresponding energy eigenvalues $E_n + \hbar \omega_k (l + 1/2)$, rather than using the renormalized product basis $|\alpha, l\rangle$.

The last term in the Hamiltonian \(^{(6)}\) presents the coupling (paramagnetic) term due to the parallel component of the magnetic field. It arises because of the interaction between the magnetic dipole moment of an electron due to the orbital angular momentum $p_z$ and the magnetic field $B_y$. The Hamiltonian \(^{(6)}\) is reminiscent of that of an atom which interacts with a quantum field $a^\dagger a$ of an electromagnetic mode via the electrical dipole moment $e_2$ of the atom \(^{(37)}\). Thus, our system can be thought of as an atom with the Rydberg states of the renormalized Hamiltonian \(^{(7)}\) coupled to the bosonic field of the electron cyclotron motion, and with the coupling rate $\Lambda$ tuned by the value of the in-plane field $B_y$ \(^{(33)}\). However, we note that the inversion symmetry breaking for $z$ direction in the SE system makes the situation somewhat different. In particular, the non-zero diagonal matrix elements $z_{nn}$ make contributions to the eigenvalues and eigenstates of the coupled system described by Eq. (6), while it is usually not the case for an atom-in-cavity system.

The eigenvalues and eigenstates of the Hamiltonian \(^{(6)}\) can be obtained numerically, for example by the diagonalization of the matrix representation of $H$ constructed on a sufficiently large Hilbert sub-space. As mentioned earlier, we prefer to use the product basis $|n, l\rangle$ of the eigenstates of the Hamiltonian \(^{(6)}\). Also, for the sake of comparison with experiment (Section III), where the energy spectrum of SE is probed by looking at the microwave-excited transitions between the lowest energy level and the higher energy levels, it is convenient to subtract the ground-state energy of the cyclotron motion $\hbar \omega_k / 2$ from the full Hamiltonian \(^{(6)}\). Figure 1 shows the energy eigenvalues of the Hamiltonian versus the perpendicular magnetic field $B_y$ for several values of $B_y$. The eigenvalues are obtained by the numerical diagonalization of the Hamiltonian matrix constructed in a subset of $|n, l\rangle$ with $1 \leq n \leq 6$ and $0 \leq l \leq 50$. For $B_y = 0$, that is when there is no coupling between the vertical and in-plane motion of SE, there is a manifold of energy levels $E_{n,l} = E_n + \hbar \omega_k l$ for each $n$-th Rydberg state, each shifting linearly with $B_y$ and having a slope proportional to $l$. For the sake of clarity, the lowest energy levels ($l = 0$) for each manifold are marked in Fig. 1 by the collective indexes $(n, 0)$. The largest effect of the non-zero $B_y$ can be seen at the crossings of energy levels of different manifolds. In particular, the coupling leads to the avoided crossing of energy levels, which implies the mixing between the corresponding product states. Fig. 2 shows a magnified fragment of Fig. 1 illustrating such an avoided crossing between energy levels $(3, 0)$ and $(2, 1)$ corresponding to the first ($l = 0$) Landau level of the third $(n = 3)$ Rydberg state manifold and the second ($l = 1$) Landau level of the second $(n = 2)$ Rydberg state manifold, respectively. In addition, there are significantly weaker anti-crossings between these levels and the energy levels of the $n = 1$ manifold indicated by $(1, l)$ for
FIG. 1: (color online) Energy eigenvalues (in GHz) of the Hamiltonian given by Eq. (6) (minus $\hbar\alpha/2$) for an electron on liquid $^3$He in a perpendicular electric field $E_\perp = 15$ V/cm versus the magnetic field $B_z$. Different colors correspond to the different values of the coupling field $B_y$ (black lines), 0.1 (red lines), 0.2 T (blue lines). The lowest ($l = 0$) energy levels for each $n$-th manifold are indicated by the collective indexes $(n,0)$.

Following our analogy with an atom in a cavity, we can talk about ‘dressed’ states of the electron orbital motion whose energies at the crossing point are separated by a gap proportional to the coupling strength. The dressed states are mixtures of the product states $|n,l\rangle$, thus in general are entangled states of the electron orbital motion perpendicular and parallel to the liquid surface. Of particular interest is the crossing between two levels for which the quantum numbers $l$ and $l'$ differ by 1. The region of $B_z$ near the crossing of such energy levels corresponds to the resonant regime of coupling in CQED. In this regime, we can obtain essential results in an analytical form by considering only a subspace of two nearly degenerate eigenstates $|n,l+1\rangle$ and $|n',l\rangle$ of the uncoupled system and perform Hamiltonian diagonalization in this subspace. The treatment is similar to the two-level atom coupled to a quantum electromagnetic mode, that is ICM [6]. It is convenient to introduce the coupling constant $g_{nn'}$ defined by the coupling matrix element of the interaction Hamiltonian $H_I$ given by he last term in [6]

$$\langle n,l|H_I|n',l'\rangle = g_{nn'}\sqrt{1+\delta_{l+1,l'}} + g_{nn'}\sqrt{1-\delta_{l-1,l'}},$$

where $\delta_{l,l'}$ is the Kronecker delta. Thus, we obtain

$$g_{nn'} = \frac{\hbar\omega_z z_{nn'}^2}{\sqrt{2}} l_B = \sqrt{\frac{\hbar m_e\omega_z^2}{2} z_{nn'}^2}.$$

Under the above assumptions, the eigenstates of the Hamiltonian are given by

$$|+,l\rangle = \cos(\theta_{l}/2)|n',l\rangle + \sin(\theta_{l}/2)|n,l+1\rangle,$$

$$|-,l\rangle = -\sin(\theta_{l}/2)|n',l\rangle + \cos(\theta_{l}/2)|n,l+1\rangle,$$

where the ‘mixing angle’ $\theta_{l}$ is given by

$$\theta_{l} = \tan^{-1}\left(\frac{g_{nn'}\sqrt{1-\delta_{l+1,l'}}}{2E_\Delta}\right),$$

and the corresponding energy eigenstates are given by

$$E_{\pm} = E_{\Sigma} \pm \sqrt{E_{\Delta}^2 + (l+1)|g_{nn'}|^2}.$$

Here, $E_{\Sigma} = \left(\tilde{E}_{n,l+1} \pm \tilde{E}_{n',l}\right)/2$, $\tilde{E}_{n,l} = E_{n,l} + m_e\omega_z(z_{nn'}^2)/2$, and $(z_{nn'})^2$ is the mean value of $z^2$ for the $n$-th Rydberg state. The energy splitting between the dressed states (10a) at the energy crossing for uncoupled states ($E_\Delta = 0$) is given by $2\sqrt{l+1}|g_{nn'}|$. Note that the scaling of this splitting with $l$ is similar to the scaling of the Rabi splitting in CQED, where it changes with the number of photons in the cavity $n_{ph}$ as $\sqrt{n_{ph}}$ [8]. In addition, the splitting increases linearly with the coupling field $B_y$ and the transition dipole moment $z_{nn'}$.

As can be seen in Fig. 2 for the crossings between two levels for which the quantum numbers $l$ and $l'$ differ by more than 1, there are significantly weaker anti-crossings. This effect
atomic transition frequency experienced by an atom in the de-excitation process due to the state mixing. This is analogous to the 'light shift' of the energy levels induced by non-resonant (dispersive) regime of coupling in CQED [6], where the interaction term \( \mathbf{B} \) of the electric field \( \mathbf{E} \) in the perpendicular basis \( n \) and perpendicular magnetic field \( B_z = 0.65 \, \text{T} \).

This shift is an analogue of the Lamb shift in an atom due to its interaction with the vacuum (\( n_{\text{ph}} = 0 \)) cavity field [11]. It is instructive to consider the case where the interaction term \( H_I \) can be treated as a perturbation. Also, we will assume sufficiently small values of \( B_z \) such that the diamagnetic term \( m_e \omega_c^2 z^2 / 2 \) can be treated as a perturbation as well. As before, it is convenient to choose the eigenstates \( |n, l \rangle \) of the Hamiltonian (5) as an unperturbed basis, therefore treat \( H_I = H_I = m_e \omega_c^2 z^2 / 2 \) as the perturbation. To the lowest order in \( B_z \), the shift of the unperturbed energy level \( E_{n,l} \) is the sum of the first-order correction \( \delta E_{n,l}^{(1)} \) due to the diamagnetic term and the second-order correction \( \delta E_{n,l}^{(2)} \) due to the interaction term

\[
\Delta E_{n,l} = \frac{m_e \omega_c^2 (z^2)_{nn}}{2} + \frac{\hbar^2 \omega_c^2}{2I_B} \sum_{n' \neq n} |z_{nn'}|^2 |l' \rangle \langle l' | + \frac{\hbar \omega_c (l + 1)}{E_{nn'} + \hbar \omega_c - E_{nn'}},
\]

where \( E_{nn'} = E_n - E_{n'} \). Interestingly, there is a strong cancellation between the first and the second terms in (13), which is reminiscent of the calculations of the Lamb shift in the Hydrogen atom [38] and the ripplon Lamb shift in electrons on helium [29]. This can be seen by using the Bethe-type approach, that is expanding the mean value \( \langle z^2 \rangle_{nn} \) in the first term in (13) using the completeness relation for the eigenstates \( |n \rangle \), that is \( \langle z^2 \rangle_{nn} = \sum_{n'} |z_{nn'}|^2 \).

Plugging this expansion in (13), it is clear that the leading term proportional to \( |z_{nn'}|^2 \) cancels out. The remaining shift reads

\[
\Delta E_{n,l} = \frac{m_e \omega_c^2}{2} \sum_{n' \neq n} |z_{nn'}|^2 \left( 1 + \frac{\hbar \omega_c}{E_{nn'} + \hbar \omega_c} + \frac{\hbar \omega_c (l + 1)}{E_{nn'} - \hbar \omega_c} \right).
\]

(14)

As a particular example, let us consider the frequency shift for the transition between the ground \( (n = 1) \) and the first-excited \( (n = 2) \) Rydberg states. For an electron occupying the \( l \)-th state of the cyclotron motion, the corresponding shift in the transition frequency is given by \( \Delta_l = (\Delta E_{2,l} - \Delta E_{1,l})/\hbar \).

In particular, for \( l = 0 \) we obtain

\[
\Delta_0 = \frac{m_e \omega_c^2}{2\hbar} \sum_{n' \neq n} |z_{nn'}|^2 \left( \frac{E_{n2} - E_{n1}}{E_{n2} + \hbar \omega_c} - \frac{|z_{n1}|^2}{E_{n1} + \hbar \omega_c} \right).
\]

(15)

This shift is an analogue of the Lamb shift in an atom due to its interaction with the vacuum (\( n_{\text{ph}} = 0 \)) cavity field [11]. In the experiment, the Lamb shift can be observed by exciting the Rydberg \( n = 1 \rightarrow 2 \) transition in SE occupying the lowest \( (l = 0) \) Landau level (Section III). Similar expressions can be obtained for the light shifts \( \Delta_l \) for SE occupying the higher Landau levels. Figure 3 shows the corresponding frequency shifts \( \Delta_0 \) and \( \Delta_1 \) (in GHz) obtained using the perturbation approach as described above (dashed lines). To illustrate validity of this perturbation approach, the corresponding shifts obtained from the diagonalization of the full Hamiltonian (6) are plotted by the solid lines. We note that both shifts were experimentally confirmed earlier [33].

To summarize this section, the calculated eigenstates and energy eigenvalues of SE in a tilted magnetic field allow us to make certain predictions regarding the spectroscopic properties of this system. In particular, we predict certain features arising from the mixing of the electron motional states, such as the off-resonance shifts and resonant avoided crossings in the energy spectrum of SE, which can be probed in an experiment which employs spectroscopic methods.

III. EXPERIMENTAL SETUP AND RESULTS

To check predictions of our calculations regarding the energy spectrum of SE, we performed an experiment with electrons on liquid \(^3\)He using the Stark spectroscopy method employed earlier [22, 30, 39]. The experiment is performed in a leak-tight cylindrical copper cell (see Fig. 4) cooled down to temperatures below 1 K in a dilution refrigerator. The cell is placed inside a superconducting vector magnet (not shown) which can produce a static magnetic field in both \( y \) (horizontal) and \( z \) (vertical) directions. The cell can be filled with the \(^3\)He gas through a thin capillary tube from a room temperature storage tank. The cell has two side windows located opposite to each other and fitted with home-made microwave (MW) waveguide flanges. The waveguide flanges serve as input and output ports for MW radiation which is used to excite transitions between energy eigenstates of SE. Both windows are
sealed with the MW-transparent Kapton film using the Stycast epoxy to prevent leakage of helium from the cell into the vacuum space of the refrigerator.

Inside the cell, there are two round metal discs of diameter $D = 30$ mm which form a parallel-plate capacitor with the distance between the disks $d = 2$ mm. This distance is determined by the height of four cylindrical quartz spacers (not shown in Fig. 4) placed between the disks. In addition, each disk is divided into three concentric electrodes by two circular gaps of diameters 18 and 24 mm, each having a width of about 0.2 mm. $^3$He gas, which is introduced into the cell, is condensed in the cooled cell until the surface of liquid helium covers the bottom disk and the liquid level is set approximately in the middle between the bottom and top disks. Free electrons are injected into the space above the surface of liquid from a tungsten filament by thermionic emission, while applying a positive voltage $V_B$ to the inner circular electrode of the bottom disk. As a result, the injected electrons are attracted towards the liquid surface and form a round pool with typical areal density $n_s$ of the order of $10^7 \text{ cm}^{-2}$ on the surface just above the positively biased bottom electrode. With a positive voltage applied, SE can be held on the surface of liquid helium indefinitely long. In addition, the middle electrodes of the top and bottom disks serve as guard rings. By applying a negative voltage $V_{Gu}$ to the guard rings, electrons can be stronger confined on the liquid surface to prevent their escape to the grounded walls of the experimental cell.

To excite transitions between the Rydberg states of SE, the MW radiation in the 100 GHz range is transmitted into the cell from a room-temperature source (not shown in Fig. 4) through a waveguide coupled to the input port of the cell. In the experiment, the frequency $\omega$ of the radiation is fixed, while the transition frequency of SE is tuned to match the MW frequency by sweeping the perpendicular electric field $E_\perp = V_B/d$ (dc Stark effect). The MW absorption due to resonant transitions induced in SE is measured as a change in the power of radiation transmitted through the cell. In order to measure the transmitted power, the output MW port of the cell is coupled to a cryogenic InSb bolometer (QMC Instruments Ltd.) operating at the temperature of the mixing chamber of the dilution refrigerator. The bolometer changes its resistance $R$ when it is heated by the incident radiation. To observe change in the bolometer resistance, therefore the incident MW power, we pass a dc current $I \approx 100 \mu A$ generated by a battery and measure the voltage drop $IR$ across the bolometer. To increase sensitivity of the method, we apply a small modulating ac voltage $V_{\text{ac}} = 40 \text{ mV}_{\text{rms}}$ at the frequency $f_m \approx 10$ kHz to the central electrode of the top disk of the parallel-plate capacitor. Due to the Stark shift, this modulates the detuning of the transition frequency of SE with respect to the MW frequency, therefore the MW power absorbed by SE and the MW power transmitted through the cell. The corresponding modulation of the voltage across the bolometer is then detected using the conventional lock-in amplifier operated at the modulation frequency $f_m$.

An example of the bolometer signal recorded by the lock-in amplifier for SE at $B_z = 0.7 \text{ T}, B_x = 1 \text{ T}$, and under presence of MW radiation at the frequency $\omega/2\pi = 90 \text{ GHz}$ is shown in Fig. 5. For this frequency, the observed signal corresponds to the transition from the ground ($n = 1$) state to the first excited ($n = 2$) Rydberg state of SE. By keeping the amplitude of the modulating voltage $V_{\text{ac}}$ to be much smaller than the width of the transition line, we record the derivative of the absorption line. Then, the absorption line can be obtained from the recorded bolometer signal by numerical integration (the red line in Fig. 5). All data presented here were taken at cell temperatures $T = 0.3-0.4 \text{ K}$, measured by a calibrated ruthenium-oxide chip attached to the cell’s top. The width of the line is mostly determined by the inhomogeneous broadening due to non-uniformity of $E_\perp$, which is much larger than the intrinsic linewidth of the transition line due to the scattering from ripplons [40]. Note that the power of MW excitation was kept very low in the experiment described here in order to avoid strong heating of SE and heating-related effects associated with electron-electron interaction [28].

To observe effect of the tilted magnetic field on the energy spectrum of SE, we recorded MW absorption measured by the above method either for a fixed value of $B_z$ and different values of $B_x$, or for a fixed value of $B_x$ and different values of $B_z$. The results are presented as 2D color maps of the integrated bolometer signal versus the varying component of $B$-field (horizontal axis) and $E_\perp$-field (vertical axis). The top panel of Fig. 6 shows an example of such a plot illustrating the Lamb shift of the transition line with increasing coupling between the vertical motion and in-plane cyclotron motion. Here, the integrated bolometer signal taken for SE under MW excitation at $\omega/2\pi = 90 \text{ GHz}$ and at a fixed value of the perpendicular magnetic field $B_z = 0.584 \text{ T}$ is plotted for different values of the coupling field $B_x$. At $B_x = 0$ (no coupling), the $n = 1 \rightarrow 2$ transition occurs at $E_\perp \approx 23 \text{ V/cm}$, which is in a
reasonable agreement with the expected transition frequency \( \omega_{21}/2\pi = (E_2 - E_1)/h = 90 \, \text{GHz} \) for the Stark-shifted energy levels of electrons on liquid \(^3\text{He} \) [40]. With increasing \( B_y \), the absorption line shifts towards lower values of \( E_\perp \). This means that in order to have the same transition frequency \( \omega_{21} \) between \( n = 1 \) and \( n = 2 \) Rydberg states, the energy levels must experience an additional shift in order to compensate for the reduction in the Stark shift due to \( E_\perp \). The corresponding shift in the transition frequency is plotted in the bottom panel of Fig. 6. To obtain conversion between the shift in \( E_\perp \) and the corresponding shift in \( \omega_{21} \), we used the numerical value of \( \kappa = 0.74 \, \text{GHz/cm/V} \) for the slope of \( \omega_{21} \) versus \( E_\perp \) dependence, which was obtained in the experiment by measuring the absorption line for different values of the excitation frequency \( \omega \). For the sake of comparison, the Lamb shift \( \Delta_0 \) and the light shift \( \Delta_1 \) due to the coupling of the Rydberg states to the in-plane motion, which were calculated as described in Section II, are plotted by the solid and dashed lines, respectively. It is clear that the observed shift in the transition frequency corresponds to the Lamb shift \( \Delta_0 \), which implies that SE mostly occupy the lowest \( (l = 0) \) Landau level. Indeed, at \( B_z = 0.584 \, \text{T} \) the energy splitting between the ground \( l = 0 \) state and the first excited \( l = 1 \) state of the cyclotron motion is about 0.78 K, which results in the thermal population of the ground state of about 92%. However, note that there is a barely visible splitting in the absorption line around \( B_z \sim 0.5 \) K. This splitting most likely appears due to transition of the small fraction of electrons occupying the first excited \( l = 1 \) state. These electrons experience the transition frequency shift \( \Delta_1 \) of an opposite sign to \( \Delta_0 \), see dashed line in Fig. 6. At \( B_z \sim 0.5 \) T, the difference between \( \Delta_0 \) and \( \Delta_1 \) becomes comparable to the linewidth of the absorption line, which results in its splitting. We note that this splitting was more clearly observed in Ref. [33], where significantly larger MW power was used in order to observe the transition line by a photo-assisted transport spectroscopy method.

We note that broadening of the transition line increases with the increasing in-plane magnetic field \( B_y \), as clearly seen in Fig. 6. This broadening is due to the many-electron effects and can be qualitatively understood using a simplified semiclassical argument. Due to the Coulomb interaction between electrons each electron experiences an instantaneous fluctuating electric field \( E_f(t) \), with the Gaussian distribution [42]. In such a field the electron moves with the in-plane drift velocity \( u = E_f/B_z \), which produces the Lorentz force \( euB_y \) acting on the electron in \( z \)-direction. The broadening of the transition line can be estimated as \( \sigma \sim E_f/B_z \), where \( \langle E_f \rangle \approx n_s^{1/4} \) is the rms Gaussian width of the fluctuating electric field [43]. Thus, the broadening is expected to increase with the in-plane magnetic field \( B_y \). A detailed quantum theory of the many-electron broadening in tilted magnetic fields is beyond the scope of this work and will be reported elsewhere.

FIG. 5: (color online) Bolometer signal recorded at \( T = 0.33 \, \text{K} \) for electron density \( n_s = 5 \times 10^6 \, \text{cm}^{-2} \) by sweeping the perpendicular electric field \( E_\perp \) to tune the \( n = 1 \rightarrow 2 \) transition between the Rydberg states of SE at \( B_z = 0.7 \, \text{T} \) and \( B_y = 1 \, \text{T} \) in resonance with MWs at frequency \( \omega/2\pi = 90 \, \text{GHz} \). The red line is an integrated signal which gives the inhomogeneously broadened absorption line for the \( n = 1 \rightarrow 2 \) transition.

FIG. 6: (color online) (top panel) Color map of the integrated bolometer signal versus the coupling magnetic field \( B_y \) for SE on liquid \(^3\text{He} \) at \( T = 0.33 \, \text{K} \) and for electron density \( n_s = 5 \times 10^6 \, \text{cm}^{-2} \). The component of magnetic field is fixed at \( B_z = 0.584 \, \text{T} \). (bottom panel) The same data replotted versus the detuning (in GHz) from the center of the absorption line at \( B_y = 0 \). For the sake of comparison, the theoretical results for the transition frequency shifts \( \Delta_0 \) and \( \Delta_1 \) (see Section II) obtained by the numerical diagonalization of the Hamiltonian [6] are shown by the white solid line and black dashed line, respectively.
the Hamiltonian (5) as an unperturbed basis, therefore treat a non-zero transition dipole moment for two arbitrary states of different manifolds. It is easy to see it by considering the situation far from the level crossing (the dispersive regime of CQED, see Section II) and apply first-order perturbation theory. As earlier, it is convenient to use the eigenstates of SE with ripplons which can lead to the second-order action of SE with ripplons which can lead to the second-order transitions which are accompanied by change of the quantum number $l_\perp$ from the absorption peak due to transitions which conserve the quantum number $l$ (solid arrows in Fig. 7). Figure 8 shows a color map of the measured absorption versus the perpendicular component of magnetic field $B_z$ taken for SE under MW excitation at the frequency $\omega/2\pi = 90 \text{ GHz}$ at $T = 0.37 \text{ K}$ and for electron density $n_e = 10^7 \text{ cm}^{-2}$. The in-plane component of magnetic field is fixed at $B_y = 0.2 \text{ T}$. Two sideband transition branches are marked by $\pm \omega_c$. The red dashed lines plot $\kappa^{-1}(\omega_{21} \pm \omega_c)$, where $\kappa = 0.74 \text{ (GHz-cm)/V}$ is the conversion factor between the transition frequency $\omega_{21}$ and $E_z$. The white solid line shows a slice of the color map taken at $B_z = 0.29 \text{ T}$.

So far, we described MW-induced transitions of SE for which the quantum number $l$ is conserved. These transitions (for $l = 0$ and 1) are showed by solid arrows in Fig. 7 which presents the schematic diagram of energy levels for three lowest Rydberg state manifolds of an electron in a perpendicular magnetic field. Without the in-plane component of magnetic field (no coupling between the vertical and in-plane motional states), resonant transitions between states which change $l$ are forbidden by the selection rules (we disregard the weak interaction of SE with ripplons which can lead to the second-order photon-assisted scattering processes). The coupling induced by a non-zero $B_z$ leads to mixing of different states, therefore a non-zero transition dipole moment for two arbitrary states of different manifolds. It is easy to see it by considering the situation far from the level crossing (the dispersive regime of CQED, see Section II) and apply first-order perturbation theory. As earlier, it is convenient to use the eigenstates $|n,l\rangle$ of the Hamiltonian (5) as an unperturbed basis, therefore treat $H_l = H_l + m_e \omega_c^2 z^2 / 2$ as the perturbation. To the lowest order in $B_z$, the admixed (dressed) state reads

$$|n,l\rangle_{ad} = |n,l\rangle + \frac{\hbar \omega_c}{\sqrt{2} B_z} \sum_{n'} \frac{\epsilon_{nm'}}{E_{nm'} + \hbar \omega_c} |n',l \pm 1\rangle.$$ (16)

It is clear that for SE occupying states $|1,l\rangle$ of the first Rydberg state manifold, there exists nonvanishing probability for transitions to states $|n,l \pm 1\rangle_{ad}$ of higher ($n > 1$) Rydberg state manifolds. Two such possible transitions are indicated in Fig. 7 by dotted arrows and marked as $\pm \omega_c$. In an experiment, these transitions should result in two sideband absorption peaks with their transition frequencies separated by $\pm \omega_c$ from the absorption peak due to transitions which conserve the quantum number $l$ (solid arrows in Fig. 7). Figure 8 shows a color map of the measured absorption versus the perpendicular component of magnetic field $B_z$ taken for SE under MW excitation at the frequency $\omega/2\pi = 90 \text{ GHz}$ and at a fixed value of the coupling field $B_y = 0.2 \text{ T}$. In addition to the strong absorption signal centered at $E_z^{(0)} \approx 23 \text{ V}$, which corresponds to the transition $|1,l\rangle \rightarrow |2,l\rangle$, there are two sideband absorption peaks located on the opposite sides from the main peak. We note that such sideband peaks has been also seeing in the early spectroscopic experiments by Zipfel et al. [41]. The dashed lines in Fig. 8 represent dependance $\kappa^{-1}(\omega_{21} \pm \omega_c)$, which confirm that the frequencies of two sideband absorption peaks are separated by $\pm \omega_c$ from the main peak. Note that in addition to the sideband transitions which are accompanied by change of the quantum number $l_\perp$.
number \( l \) by \( \pm 1 \), there should exist also much weaker higher-order sideband transitions which are accompanied by change of the quantum number \( l \) by \( \pm 2, \pm 3 \), etc.

We note that at sufficiently low values of \( B_z \lesssim 0.2 \, \text{T} \) the absorption line is smeared in the presence of non-zero \( B_y \), as clearly seen in Fig. 8. This effect has been observed earlier by Zipfel et al. for SE in the in-plane magnetic field \( (B_z = 0) \) and can be understood using the following simplified argument [22]. As an electron moves randomly along the surface of liquid helium with the thermal velocity \( \nu_x \) in \( x \)-direction, it experiences the Lorentz force \( ev_yB_y \) in \( z \)-direction due to the in-plane field \( B_y \). This leads to the fluctuating effective electric field in \( z \)-direction with rms amplitude \( \langle E_z \rangle = (k_B T/m_e)^{1/2}B_y \). This results in broadening of the transition line and strong reduction of the absorption near \( B_y = 0 \), in agreement with our data shown in Fig. 8. Application of a sufficiently large perpendicular magnetic field strongly affects the electron in-plane motion, as discussed earlier. The full account of \( B_y \)-field on the transition line broadening, including the many-electron effects, will be given elsewhere.

To conclude this section, we consider the effect of coupling between the states \( |n,l+1\rangle \) and \( |n',l\rangle \) near their energy level crossing. As discussed in Section II this corresponds to the resonant regime of coupling in CQED, the hallmark of which is an avoided level crossing for the dressed eigenstates. This effect is illustrated in Fig. 7 for \( n = 2 \) and \( n' = 3 \) (see also Fig. 2 in Section II). At \( B_y = 0 \), the Landau levels of \( n = 2 \) and \( n = 3 \) Rydberg state manifolds are aligned, so each energy value is twice degenerate. At \( B_y \neq 0 \), the coupling leads to a pair of hybridized states \( |\pm,l\rangle \) (with corresponding energies \( E_+ \neq E_- \)) for each \( l = 0,1,\ldots \). Thus, in a spectroscopic experiment one expects to observe the absorption doublets corresponding to the MW-induced transitions from the ground state \( |1,0\rangle \) to the pair of states \( |\pm,l\rangle \). An example of such a doublet is shown in Fig. 7 by two double arrows marked as \( \pm \). This is analogous to the Autler-Townes doublet observed in atomic and molecular systems, as well as in other quantum systems such as quantum dots, in a pump-probe experiment where a strong (pump) electromagnetic field induces repulsion between two dressed atomic levels (the Autler-Townes splitting), while another weaker field probes transitions between a third level and the dressed states [37, 44, 45]. The repulsion between dressed states and the Autler-Townes doublet are also observed in our experiment. Figure 9 shows an example of the measured absorption versus the perpendicular component of magnetic field \( B_z \) and tuning electric field \( E_z \) taken for SE under MW excitation at frequency \( \omega/2\pi = 120.5 \, \text{GHz} \) and at a fixed value of the coupling field \( B_y = 0.2 \, \text{T} \). The transition \( |1,0\rangle \rightarrow |3,0\rangle \) results in an absorption peak centered at \( E_z \approx 20 \, \text{V/cm} \). Its position is almost independent of \( B_y \). The position of the sideband transition \( |1,0\rangle \rightarrow |2,1\rangle \) changes linearly with \( B_z \). The corresponding transition frequencies cross at \( B_y = 1.18 \, \text{T} \), near which there is an avoided crossing between absorption peaks. To illustrate it further, Fig. 10 (top panel) shows a color map of the measured absorption taken at the level crossing field \( B_y = 1.18 \, \text{T} \) for different values of the coupling field \( B_y \). As \( B_y \) increases from zero, the absorption peak centered at \( E_z = 20 \, \text{V/cm} \) splits into two peaks. The top and bottom branches of this Autler-Townes doublet correspond to the transitions of SE from the ground state \( |1,0\rangle \) to the hybridized states \( |\pm,0\rangle \) and \( |\mp,0\rangle \), respectively (see Fig. 7). As discussed in Section II the energy splitting between two lines of the doublet is approximately given by \( 2g_{23} = \sqrt{2\hbar\omega_c}z_{23} \), which increases linearly with \( B_y \), although some deviations from this analytical expression come from the higher order mixing between eigenstates. For the sake of comparison, the position of transition lines obtained from the energy spectrum calculated by diagonalization of the Hamiltonian (6) are shown in the bottom panel of Fig. 10.

An interesting feature of the data presented in Figs. 9 and 10 is that two lines of the doublet show different values for the absorption rate. In particular, the upper branch of the doublet shows lower absorption, which also varies with the coupling field \( B_y \). Surprisingly, in a certain window of \( B_y \) values around 0.4 T the absorption disappears, that is the system becomes transparent for the microwave radiation. This effect appears due to quantum interference of the probability amplitudes of the dipole-allowed transitions. According to Fermi’s golden rule, the probability of transitions from the ground state \( |1,0\rangle \) to the excited dressed states \( |\pm,0\rangle \) are proportional to \( |z_\pm|^2 \), respectively, with the transition dipole moments \( z_\pm = \langle \pm,0|z|1,0\rangle \). As discussed in Section II in the two-level approximation the dressed states are \( |\pm,0\rangle = 2^{-1/2}(|2,1\rangle \pm |3,0\rangle) \). Beyond the two-level approximation,
the states \(|2, 1\rangle\) and \(|3, 0\rangle\) are also admixed with other states. In particular, according to \((16)\) up to the leading order in \(\hbar \omega_e / R_e\) the admixed states read

\(|2, 1\rangle_{ad} \approx |2, 1\rangle + \frac{z_{22}}{\sqrt{2} l_B} \left( \frac{B_y}{B_z} \right) |2, 0\rangle - \frac{z_{22}}{l_B} \left( \frac{B_y}{B_z} \right) |2, 3\rangle,

\(|3, 0\rangle_{ad} \approx |3, 0\rangle - \frac{z_{33}}{l_B} \left( \frac{B_y}{B_z} \right) |3, 1\rangle.

Thus, the transition dipole moments to the leading order are given by

\[ z_{\pm} = \frac{z_{22} z_{21}}{\sqrt{2} l_B} \left( \frac{B_y}{B_z} \right) \pm z_{31}. \]  

It is clear that there is either a cancellation or an enhancement of the above dipole moments, therefore the corresponding transition probabilities, depending on the relative sign between the matrix elements \(z_{21}\) and \(z_{31}\). Using numerical estimates \(|z_{31}/z_{21}| \approx 0.5\) and \(z_{22} \approx 3.9 l_B\) valid for the conditions of our experiment, the complete cancellation in \((18)\) occurs at \(B_y = 0.49\) T, which agrees reasonably well with Fig.10. The numerically calculated squares of the transition moments \(z_{\pm}\) for two branches are plotted in the bottom panel of Fig. 10 as the color tone for each line of the doublet. The darker tone corresponds to the larger value of \(|z_{\pm}|^2\). Comparison with the top panel of Fig. 10 shows that the variation of the measured absorption rate for two branches is in a very good agreement with the corresponding variation of the transition probability.

We note that this effect is reminiscent of the electromagnetically induced transparency (EIT) observed in the two-photon spectroscopy of three-level systems [46,47]. In such experiments, two energy levels are coupled by a resonant electromagnetic (control) field, while another weak (probe) field is tuned for the transition between one of this level and a third level. Similar to our case, significant suppression of the probe field absorption by the system in such experiments can be explained by the destructive interference of the dipole-allowed transitions between the third level and the dressed states of the two levels coupled by the control field [47].

**IV. DISCUSSION AND CONCLUSION**

We have shown that our straightforward calculations based on the numerical diagonalization of the full Hamiltonian \((6)\) are able to reproduce all features of the measured spectroscopic properties of SE very well. It is important to emphasize that the JCM Hamiltonian \((6)\) is completely controlled only by the values of dc electric (via the Stark effect) and magnetic (via the Landau quantization and tunable coupling between the motional states) fields used in the experiment, therefore the calculations contain no adjustable parameters. This allows us to conclude that the considered system of SE in a tilted magnetic field can serve as a convenient and robust platform complementary to atomic and molecular systems, such as trapped ions and Rydberg atoms in cavities, to realize JCM and study related quantum phenomena.

As a particular example, let us consider the regime of resonant coupling near the energy crossing for states \(|1, 1\rangle\) and
where $Q_q = \sqrt{h^2/(2S\rho\alpha q)}$, $S$ is the surface area, and Bose operators $b_q$ and $b_q^\dagger$ describe ripplons with the usual capillary wave dispersion $\alpha_q = \sqrt{\alpha q/\rho}$ (here $\alpha$ is the surface tension of liquid and $\rho$ is the liquid density). The second term in (2), which corresponds to the polarization attraction of an electron to helium atoms comprising the liquid, has an integral form which depends on $\xi$. Since the mean displacement of surface $\langle \xi \rangle \lesssim 1$ Å is much smaller than the mean distance $\langle z \rangle$ between an electron and the surface, it is conventional to expand the potential energy of electron in $\xi$ and apply the perturbation theory [35]. The term linear in $\xi$ is responsible for the one-ripplon scattering processes, which are almost elastic due to the softness of ripplon modes. The dissipative processes in SE are mostly due to two-ripplon scattering, in particular the spontaneous emission of couples of short-wavelength ripplons. These processes are usually accounted for by the term quadratic in $\xi$ in the first order of the perturbation theory. [38] The strongest contribution to this process comes from the presence of the large repulsive barrier $V_0$, with a corresponding term in the electron-ripplon interaction Hamiltonian given by

$$V_{\text{int}}^{(2)}(z,r) = \frac{1}{2} \frac{\partial V_0(\xi z)}{\partial z} \bigg|_{\xi = 0} \xi(\xi)_r^2. \tag{20}$$

According to Fermi’s golden rule, the rate of decay from a state $|n,l\rangle$ into a lower-energy state $|n',l'\rangle$ due to the two-ripplon emission is then given by

$$\Gamma_{n,n'} = \frac{\hbar}{h} \left( \frac{\partial V_0(\xi z)}{\partial z} \right)_{\xi = 0}^2 \sum_{q,q'} |Q_q^* Q_{q'}|^2 (N_q + 1)(N_{q'} + 1) \times |(\epsilon^{(q^* - q)r})_{n',l'}|^2 \delta(E_{n',l'} - E_{n,l} + \hbar\alpha_q + \hbar\alpha_q'), \tag{21}$$

where $N_q$ is the average ripplon occupation number. An important point regarding the two-ripplon emission process is that, because of the softness of ripplons modes, the conservation of energy and momentum requires the total momentum of two ripplons to be small, that is $q \approx -q$ [48]. This introduces significant simplifications for the estimation of the above expression for the decay rate. In addition, for practical purposes it is convenient to represent the matrix element of interaction appearing in (21) as

$$\left( \frac{\partial V_0(\xi z)}{\partial z} \right)_{n,n'} = \sqrt{\frac{2V_0h^2}{m_e}} \psi'_n(0) \psi'_n(0) \tag{22}$$

Here, $\psi_n(z)$ is the wavefunction for the motion perpendicular to the surface and $\psi(z) = -\Lambda/z + eE_{\perp}z$. Note that for the numerical estimation of the matrix elements in (22) it is sufficient to use the wavefunctions corresponding to the rigid-wall repulsive barrier.
Using the above simplifications, it is straightforward to perform summations in (21) and estimate the decay rate. In particular, the rates \( \Gamma_{21} \) and \( \Gamma_{11} \) for the decay of the excited states \( |2, 0\rangle \) and \( |1, 1\rangle \) (see Fig. 11), respectively, can be represented as \( \text{(25, 48)} \)

\[
\begin{align*}
\Gamma_{21} &= \frac{m_e V_0}{4 \pi^2 \hbar^2} \left( \frac{\partial^2 u}{\partial z^2} \right)_{11} \sum_{\text{q}} \left( \frac{\partial u}{\partial z} \right)_{22} \frac{\tilde{q}^3}{\omega_0^5} |\partial \omega_0 / \partial \tilde{q}|, \\
\Gamma_{11} &= \frac{m_e V_0}{4 \pi^2 \hbar^2} \left( \frac{\partial^2 u}{\partial z^2} \right)_{11} \sum_{\text{q}} \frac{\tilde{q}^3}{\omega_0^5} |\partial \omega_0 / \partial \tilde{q}|.
\end{align*}
\]

(23, 24)

Here, \( \tilde{q} \) is the ripplon wave number which satisfies the energy conservation relation \( \Delta \hbar \omega_0 = E_2 - E_1 \). For SE on liquid \(^3\)He in the perpendicular electric field 15 V/cm we have \( \tilde{q} \approx 3 \times 10^7 \text{ cm}^{-1} \). Then, numerical evaluation of the above expressions give \( \Gamma_{21} \approx 6 \times 10^3 \text{ s}^{-1} \) and \( \Gamma_{11} \approx 1.4 \times 10^6 \text{ s}^{-1} \), which corresponds to the lifetime of an excited state of the order 1 \( \mu \text{s} \). We now note that this estimate agrees very well with the experimentally observed relaxation time of the excited Rydberg states of SE in zero magnetic field [59].

The first-order elastic one-ripplon processes lead to the stronger scattering of SE between the degenerate states of each energy level. The rate of this process can be roughly estimated using the self-consistent Born approximation (SCBA) and the known rate of the elastic one-ripplon scattering \( V_0 \) in zero magnetic field. According to SCBA, the elastic scattering rate \( V_0 \) in zero-neglects zero magnetic field is enhanced by a factor of \( \hbar \omega_0 / \Delta_c \), where \( \Delta_c \) is the collision-broadened width of the Landau levels. This leads to a simple relation \( V_B = \sqrt{2 \omega_0 V_0 / \pi} \). The typical one-ripplon scattering rate at \( T = 0.1 \text{ K} \) is \( 10^8 \text{ s}^{-1} \), which gives \( V_B \approx 5 \times 10^8 \text{ s}^{-1} \). This process will lead to the dephasing. For a many-electron system, the electron-electron interaction can lead to a significant broadening of the Landau levels, therefore to reduction of the above elastic scattering rate \( V_B \). [51].

Thus, a single surface-bound electron on liquid helium in a tilted magnetic field realizes a quantum system with on-site interaction can be easily adjusted by the value of the applied magnetic field, while the inter-site interaction can be readily varied by changing the density of SE, presents a promising flexible platform to study such many-body models. In addition to the conventional absorption measurements described here, the image-charge detection method can provide a convenient way to measure the quantum state of SE [54]. As was shown, this method potentially can be scaled to detect excitation of a single lattice site.

Another interesting point about SE in a tilted magnetic field is that the coupling introduces a strong nonlinearity in the harmonic spectrum of the in-plane cyclotron motion, in particular when the Landau levels of two Rydberg manifolds align. Under this condition, the energy levels of the hybridized in-plane motion become strongly non-equidistant, and the resonant transition between the ground state \( |1, 0\rangle \) and one of the hybridized state, e.g. \( |−, 0\rangle \) (see Fig. 11), can be excited by the MW radiation with electric field polarized parallel to the surface. This presents an opportunity for anther interesting CQED-type experiment with a many-electron ensemble on liquid helium coupled to a single-mode cavity resonator. Recently, the strong coupling of such an ensemble to a high-quality single-mode Fabry-Perot resonator has been demonstrated [56]. In this experiment, the resonator geometry favors the polarization of the microwave electric field being parallel to the surface, therefore the cyclotron motion of SE in a perpendicular magnetic field was excited. However, the linearity of such a coupled system precludes to observe differences between purely classical behaviour and any predictions based on quantum mechanics [56]. By introducing the parallel component of magnetic field, the strong coupling between an ensemble of the highly nonlinear two-level systems and a single mode of a cavity field can be readily realized and studied.

In conclusion, we study the motional quantum states of the surface-bound electrons on liquid helium subjected to a tilted magnetic field and show that they are described by the JCM Hamiltonian. The predictions of theory regarding spectroscopic properties of such a system show complete agreement with the experimental results, without using any adjustable parameters. The system shows many similarities with the quantum systems interacting with light, in particular a number of phenomena related to the ac Stark effect in atomic and molecular systems. Also, we predict that for moderately low temperatures and values of the coupling magnetic field the coherent evolution of coupled states dominates over the dissipative processes in the system. Thus, this system potentially presents a new robust and flexible platform for quantum experiments.
Interestingly, our work introduces a pure condensed-matter system of electrons on helium into the context of atomic and optical physics, which might provide an opportunity to bridge different fields, for example many-body physics and quantum optics.

Acknowledgements The work was supported by an internal grant from Okinawa Institute of Science and Technology (OIST) Graduate University.

[1] S. Haroche and J.-M. Raimond, Exploring the quantum: Atoms, Cavities, and Photons (Oxford University Press, Oxford, 2006), Chap. 3.
[2] E. T. Jaynes and F. W. Cummings, Comparison between Quantum and Semiclassical Radiation Theories with Application to the Beam Maser, Trans. IEEE
[3] C. J. Hood, T. W. Lynn, A. C. Doherty, A. S. Parkins, and H. J. Kimble, The Atom-Cavity Microscope: Single Atoms Bound in Orbits by Single Photons, Science 287, 1447 (2000).
[4] P. W. H. Pinkse, T. Fischer, P. Maunz, and G. Rempe, Trapping an Atom with Single Photons, Nature 404, 365 (2000).
[5] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.-S. Huang, J. Majer, S. Kumar, S. M. Girvin, and R. J. Schoelkopf, Strong Coupling of a Single Photon to a Superconducting Qubit using Circuit Quantum Electrodynamics, Nature 431, 162 (2004).
[6] A. Blais, R.-S. Huang, A. Wallraff, S. M. Girvin, and R. J. Schoelkopf, Cavity Quantum Electrodynamics for Superconducting Electrical Circuits: An Architecture for Quantum Computation, Phys. Rev. A 69, 062320 (2004).
[7] T. Yoshie, A. Scherer, J. Hendrickson, G. Khirova, H. M. Gibbs, G. Rupper, C. Ell, O. B. Shchekin, and D. G. Deppe, Vacuum Rabi Splitting with a Single Quantum Dot in a Photonic Crystal Nanocavity, Nature 432, 200 (2004).
[8] G. Koolster, G. Yang, and D. I. Schuster, Coupling Single Electron on Superfluid Helium to a Superconducting Resonator, Nat. Commun. 10, 5323 (2019).
[9] H. Takahashi, E. Kassa, C. Christoforou, M. Keller, Strong Coupling of a Single Ion to an Optical Cavity, Phys. Rev. Lett. 124, 013602 (2020).
[10] G. Nogues, A. Rauschenbeutel, S. Osnaghi, M. Brune, J. M. Raimond, and S. Haroche, Seeing a Single Photon without Destroying It, Nature 400, 239 (1999).
[11] S. Gleyzer, S. Kuhl, C. Guerin, J. Bernu, S. Deleglise, U. B. Hoff, M. Brune, J.-M. Raimond, and S. Haroche, Quantum Jumps of Light recording the Birth and Death of a Photon in a Cavity, Nature 446, 297 (2007).
[12] M. Hofheinz, E. M. Weig, M. Ansmann, R. C. Bialczak, E. Lucero, M. Neeley, A. D. O’Connell, H. Wang, J. M. Martinis, and A. N. Cleland, Generation of Fock States in a Superconducting Quantum Circuit, Nature 454, 310 (2008).
[13] S. Deleglise, I. Dotsenko, C. Sayrin, J. Bernu, M. Brune, J.-M. Raimond, and S. Haroche, Reconstruction of Non-Classical Cavity Field States with Snapshots of their Decoherence, Nature 455, 510 (2008).
[14] A. Rauschenbeutel, G. Nogues, S. Osnaghi, P. Bertet, M. Brune, J.-M. Raimond, and S. Haroche, Step-by-Step Engineered Multiparticle Entanglement, Science 288, 2024 (2000).
[15] B. Julsgaard, A. Kozhekin, E. S. Polzik, Experimental Long-Lived Entanglement of Two Macroscopic Objects, Nature, 413, 400 (2001).
[16] I. D. Leroux, M. H. Schleier-Smith, and V. Vuletic, Implementation of Cavity Squeezing of a Collective Atomic Spin, Phys. Rev. Lett. 104, 073602 (2010).
[17] J. I. Cirac and P. Zoller, Quantum Computing with Cold Trapped Ions, Phys. Rev. Lett. 74, 4091 (1995).
[18] B. B. Blinov, D. Leibfried, C. Monroe, and D. J. Wineland, Quantum Computing with Trapped Ion Hyperfine Qubits, Quantum Inf. Process. 3, 45 (2004).
[19] D. M. Meekhof, C. Monroe, B. E. King, W. M. Itano, and D. J. Wineland, Generation of Nonclassical Motional States of a Trapped Atom, Phys. Rev. Lett. 76, 1796 (1996).
[20] C. J. Myatt, B. E. King, G. A. Turchette, C. A. Sackett, D. Kielpinski, W. M. Itano, C. Monroe, and D. J. Wineland, Decoherence of Quantum Superposition through Coupling to Engineered Reservoirs, Nature 403, 269 (2000).
[21] N. Friis, O. Marty, C. Maier, C. Hempel, M. Holzapfel, P. Jurcevic, M. B. Plenio, M. Huber, C. Roos, R. Blatt, and Ben Lanyon, Observation of Entangled States of a Fully Controlled 20-Qubit System, Phys. Rev. X 8, 021012 (2018).
[22] C. C. Grimes and T. R. Brown, Direct Spectroscopic Observation of Electrons in Image-Potential States Outside Liquid Helium, Phys. Rev. Lett. 32, 280 (1973).
[23] E. Collin, W. Bailey, P. Fozoorni, P. G. Frayne, P. Glasson, K. Harrabi, M. J. Lea, and G. Papageorgiou, Microwave saturation of the Rydberg States of Electrons on Helium, Phys. Rev. Lett. 89, 245301 (2002).
[24] M. I. Dykman, P. M. Platzman, and P. Seddighrad, Qubits with Electrons Floating on Liquid Helium, Phys. Rev. B 67, 155402 (2003).
[25] Yu. P. Monarkha and S. S. Sokolov, Decay Rate of the Excited States of Surface Electrons on Liquid Helium, J. Low Temp. Phys. 148, 157 (2007).
[26] E. Urban, T. A. Johnston, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker, and M. Saffman, Observation of Rydberg Blockade between Two Atoms, Nat. Phys. 5, 110 (2009).
[27] D. K. Lambert and P. L. Richards, Measurement of Local Disorder in a Two-Dimensional Electron Fluid, Phys. Rev. Lett. 44, 1427 (1980).
[28] D. Konstantinov, M. I. Dykman, M. J. Lea, Yu. Monarkha, and K. Kono, Resonance Correlation-Induced Optical Bistability in an Electron System on Liquid Helium, Phys. Rev. Lett. 103, 096801 (2009).
[29] M. I. Dykman, K. Kono, D. Konstantinov, and M. J. Lea, Ripplonic Lamb Shift for Electrons on Liquid Helium, Phys. Rev. Lett. 119, 256802 (2017).
[30] E. Collin, W. Bailey, P. Fozoorni, P. G. Frayne, P. Glasson, K. Harrabi, and M. J. Lea, Temperature-Dependent Energy Levels of Electrons on Liquid Helium, Phys. Rev. B 96, 235427 (2017).
[31] T. R. Brown and C. C. Grimes, Observation of Cyclotron Resonance in Surface-Bound Electrons on Liquid Helium, Phys. Rev. Lett. 29, 1233 (1972).
[32] C. L. Zipfel, T. R. Brown, and C. C. Grimes, Measurement of the Autocorrelation Time in a Two-Dimensional Electron Liquid, Phys. Rev. Lett. 37, 1760 (1976).
[33] K. M. Yunosova, D. Konstantinov, E. Bouchiat, and A. D. Chepelianskii, Coupling between Rydberg States and Landau Levels of Electrons Trapped on Liquid Helium, Phys. Rev. Lett. 122, 176802 (2019).
[34] Two-Dimensional Electron Systems on Helium and other Cryo-
genic Substrates, edited by E. Y. Andrei (Kluwer Academic Publishers, Dordrecht, 1997).

[35] Yu. P. Monarkha and K. Kono, Two-Dimensional Coulomb Liquids and Solids (Springer-Verlag, Berlin, 2004).

[36] S. Lyon, Spin-Based Quantum Computer Using Electrons on Liquid Helium, Phys. Rev. A 74, 052338 (2004).

[37] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Gryenberg, Atom-Photon Interaction (Wiley-VCH Verlag, Weinheim 2004).

[38] H. A. Bethe, The Electromagnetic Shift of Energy Levels, Phys. Rev. 72, 339 (1947).

[39] D. Konstantinov and K. Kono, First Study of Intersubband Absorption in Electrons on Helium under Quantizing Magnetic Fields, J. Phys. Soc. Jpn. 82, 043601 (2013).

[40] H. Isshiki, D. Konstantinov, H. Akimoto, K. Shirahama, K. Kono, Microwave Absorption of Surface-State Electrons on Liquid 3He, J. Phys. Soc. Jpn. 76, 094704 (2007).

[41] C. L. Zipfel, T. R. Brown, and C. C. Grimes, Spectroscopic Studies of Electrons Surface States on Liquid Helium, Surface Sci. 58, 283 (1976).

[42] M. I. Dykman and L. S. Khazan, Effect of the Interaction between Nondegenerate Electrons Localized in a Thin Surface Layer on the Cyclotron Resonance and on the Magnetoconductance, Sov. Phys. JETP 50, 747 (1979).

[43] C. Fang-Yen, M. I. Dykman and M. J. Lea, Internal Forces in Two-Dimensional Electron Systems, Phys. Rev. B 55, 16272 (1997).

[44] G. Wrigge, I. Gerhardt, J. Hwang, G. Zumofen, and V. Sandoghdar, Efficient Coupling of Photons to a Single Molecule and the Observation of its Resonant Fluorescence, Nat. Phys. 4, 60 (2007).

[45] X. Xu, B. Sun, P. R. Berman, D. G. Steel, A. S. Bracker, D. Gammon, and L. J. Sham, Coherent Optical Spectroscopy of a Strongly Driven Quantum Dot, Science 317, 929 (2007).

[46] M. Fleischhauer, A. Imamoglu, and J. P. Marangos, Electromagnetically Induced Transparency: Optics in Coherent Media, Rev. Mod. Phys. 77, 633 (2005).

[47] J. P. Marangos, Electromagnetically induced transparency, J. Mod. Opt. 45, 471 (1998).

[48] Y. P. Monarkha, Effect of Short-Wave Surface Excitations of Liquid Helium on Damping in Two-Dimensional Electron Gas, Fiz. Niz. Temp. 4, 1093 (1978).

[49] E. Kawakami, A. Elarabi, and D. Konstantinov, Relaxation of the Excited Rydberg States of Surface Electrons on Liquid Helium, arXive:2009.11502.

[50] T. Ando and Y. Uemura, Theory of Quantum Transport in a Two-Dimensional Electron System under Magnetic Fields. I. Characteristics of Level Broadening and Transport under Strong Fields, J. Phys. Soc. Jpn. 36, 959 (1974).

[51] Yu. P. Monarkha, Coulombic Effects on Magnetoconductivity Oscillations Induced by Microwave Excitation in Multisubband Two-Dimensional Electron System, Low Temp. Phys. 38, 579 (2012).

[52] D. Konstantinov, M. I. Dykman, M. L. Lea, Yu. P. Monarkha, and K. Kono, Bistability and Hysteresis of Intersubband Absorption in Strongly Interacting Electrons on Liquid Helium, Phys. Rev. B 85, 155416 (2012).

[53] M. J. Hartmann, F. G. S. L. Brandao, and M. B. Plenio, Quantum Many-Body Phenomena in Coupled Cavity Arrays, Laser Photon. Rev. 2, 527 (2008).

[54] E. Kawakami, A’ Elarabi, and D. Konstantinov, Image-Charge Detection of the Rydberg States of Surface Electrons on Liquid Helium, Phys. Rev. Lett. 123, 086801 (2019).

[55] K. M. Birnbaum, A. Boca, R. Miller, A. D. Boozer, T. E. Northup, and H. J. Kimble, Photon Blockade in an Optical Cavity with One Trapped Atom, Nature 436, 87 (2005).

[56] J. Chen, O. Zadorozhko, and D. Konstantinov, Strong Coupling of a Two-Dimensional Electron Ensemble to a Single-Mode Cavity Resonator, Phys. Rev. B 98, 235418 (2018).