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ABSTRACT

Recently, learning methods have been designed to create Multiplane Images (MPIs) for view synthesis. While MPIs are extremely powerful and facilitate high quality renderings, a great amount of memory is required, making them impractical for many applications. In this paper, we propose a learning method that optimizes the available memory to render compact and adaptive MPIs. Our MPIs avoid redundant information and take into account the scene geometry to determine the depth sampling.

Index Terms— View Synthesis, Multiplane Image

1. INTRODUCTION

The emergence of Light Fields and volumetric video has created a new opportunity to provide compelling immersive user experiences. In particular, the sense of depth and parallax in real scenes provides a high level of realism. It turns out that MPIs, a stack of semitransparent images, are a handy volumetric representation to synthesize new views. Indeed, MPIs excel at recovering challenging scenes with transparencies or reflective surfaces and complicated occlusions with thin objects. Furthermore, once the MPI is computed, rendering several virtual views can be done very efficiently with angular consistency and without flickering artifacts.

Lately, many works have focused on the learning of MPIs. In [1] the MPI from two views with narrow baseline to extrapolate novel images is computed. [2] proposes a two-stage method, in which the MPI is filtered in a second step recomputing color and alpha values of occluded voxels through optical flow estimation. [3] averages renderings obtained from MPIs of nearby viewpoints. [4] introduced a learned gradient descent scheme to iteratively refine the MPI. Network parameters are not shared per iteration and their approach is computationally expensive. This method is applied to multi-view videos in [5]. A lighter model is proposed in [6] taking iterative updates on the alpha channel, with shared weights per iteration. The MPI colors are extracted from the input Plane Sweep Volumes (PSVs) using visibility cues provided by the estimated alpha.

However, MPIs are bulky and their memory footprint make them prohibitive for many applications. In particular, the bottleneck of deep learning approaches to generate MPIs is the amount of required RAM for both training and inference. In this paper we present a novel view synthesis learning approach that computes compact and adaptive MPIs. This is, our MPIs (i) are as compact as possible and avoid redundant information, so they are easily compressible; and (ii) have a depth sampling adapted to the given scene, meaning that depth planes are placed at the scene objects depths. With our strategy we leverage the MPI representation while we break through the constraint of memory. Indeed, for a given available data volume, while other methods compute the fill-in values of the fixed MPI, our solution computes both the container and the content that better fits the scene. Besides, thanks to the compactness of our MPIs, we guarantee a great compression capability without losing image quality which is of foremost importance for volumetric data transmittance.

2. PROPOSED METHOD

An MPI is a set of $D$ fronto-parallel planes placed at different depths $d = d_1, \ldots, d_D$ (in back-to-front order), with respect to a reference camera. Each plane $d$ consists of an RGB$\alpha$ image that encodes color and a transparency/opacity value $\alpha_d(x)$, for each pixel $x = (x, y)$ in the image domain $\Omega$. Given an MPI, novel views can be rendered by warping each image plane and alpha compositing $[1]$. In this paper, we aim at computing an MPI given $K \geq 2$ input images $I_1, \ldots, I_K$, with its associated camera parameters. Since the operations to render novel views from an MPI are differentiable, a learning-based solution can be supervised with the final synthesized views and no MPI ground truth is required.

2.1. Learning compact MPIs

Inspired by [4][6], we compute the MPI iteratively

$$M_{n+1} = S(M_n + F(H_n, M_n)),$$  \hspace{1cm} (1)

where $S$ is a sigmoid function and $F$ is a CNN that outputs the RGB$\alpha$ residual from the input features $H_n$ and the previous iteration MPI $M_n$. In contrast to [4] and similar to [6], we share the weights of this network across iterations. In particular, $H_n = (\mu_n, \sigma_n^2, F_n)$ is a concatenation of visual cues [6] and deep features that enable our model to be applied to any number of input views arranged in any order. $F_n = \max_k \{G(P_k, M_n)\}$ are input deep features at iteration $n$, where $G$ is a CNN with shared weights between all
views and iterations and \( P_k \) is the PSV of view \( k \). Also, \( \bar{v}_n \) is the total visibility, that computes how many cameras see each voxel; \( \mu_n \) is the mean visible color, an across-views average of the PSVs of the input images weighted by the visibility; and \( \sigma^2_n \) is the visible color variance, that measures how the mean colors differ from the PSVs at visible voxels.

Regarding the initial MPI \( M_0 \), the RGBA planes are selected such that the color channels are equal to the focal stack, while the alpha component consists of a transparent volume with an opaque background plane. Note that we could only input \( P_k \) to \( \mathcal{G} \), but the concatenation with \( M_n \) is beneficial to identify relations between PSVs and the MPI.

**Networks architectures.** We use 3D convolutions in \( \mathcal{F} \) and \( \mathcal{G} \). This allows to compute MPIS with variable spatial and depth dimensions. Fig. [1] details the two architectures. Similar to [6], \( \mathcal{F} \) is a 3D UNet network [8] with a last 3D CNN layer.

**Training loss.** To supervise the rendering quality, we consider \( V \geq 1 \) views \( I_1, \ldots, I_v \), which are different from the \( K \) input images. The main term that guides the training is the feature distance used in [6] between ground truth views \( I_n \) and views \( \hat{I}_n \) rendered from the estimated MPI. We denote this perceptual loss \( L_p \) and could be the only term. However, with no other constraint, it tends to encode MPIS with many voxels with positive alpha values. This results in unnecessary information that is repeated in different planes. Generally, most of this data is not reflected in the rendered views since it ends up covered by foreground voxels after the over-compositing operation. Then, we seek to provide an optimal representation that does not encode redundant information while it produces high quality rendered views. We propose to promote a compact MPI by means of a sparsity loss term that limits the number of voxels with non-zero alphas. In particular, we minimize

\[
\hat{A} = \sum_{x \in \Omega} \max\{A(x) - \tau(x), 0\},
\]

where \( A(x) = \sum_{d=1}^{D} \alpha_d(x) \) is the image of accumulated alphas, an approximation of how many planes are activated for each pixel, and \( \tau(x) \) is the number of allowed activated planes per pixel. Note that when \( A(x) < \tau(x) \) the maximum is zero, meaning that we allow up to \( \tau(x) \) planes with zero cost in the loss. Now, \( \tau \) is automatically computed from the total visibility \( \bar{v}_n \). Indeed, for each \( x \), we inspect the values of the vector \( \bar{v}_n(x) \) along the depth dimension. If there is a voxel that is visible only by a subset of cameras (i.e., \( 1 < \bar{v}_n(x) < K \)), it means that it is a semi-occluded region, and the pixel should be encoded with more active depth planes in the MPI. In that case \( \tau(x) = 6 \) and \( \tau(x) = 3 \) otherwise.

With the term in Eq. (2) in the loss, the network produces compact MPIS. However, there are cases in which \( A \) does not reach a minimum value of 1 for some pixels. This mostly happens at disocclusion pixels when the MPI planes are warped to other views different than the reference one. To prevent this, we also enforce \( A \) to have a minimum value of one, for the reference camera and to the other input views after warping the alpha planes. If we denote \( A_{\text{min}} \) as the minimum of \( A \) over all reference and \( K \) input views, the sparsity loss term is

\[
L_s = \frac{1}{|\Omega|} \hat{A} + |\min\{A_{\text{min}} - 1, 0\}|
\]  

Then, we train our method with the loss \( L = L_p + \lambda L_s \), a combination of synthesis quality and MPI compactness, weighted by \( \lambda \) (experimentally set to 0.1).

**Training details.** Our model is implemented with TensorFlow and trained end-to-end with ADAM [9] (default parameters), Xavier initialization [10] and updated with a batch size of 1, on 92 x 92 patches with \( D = 60 \). We increase the number of MPI refinement steps with the training iterations (2 for 0-50k, 3 for 50k-100k and 4 for 100k-215k). The training lasts 8 days on a Titan RTX GPU.

2.2. Scene-adapted depth sampling

In the literature [1] 2] [3] [4] [6], the MPI planes are equally spaced according to inverse depth in a fixed depth range, which is globally selected to be coherent with the whole dataset. However, both the depth range and the regular sampling may not be optimal for every scene, so the resulting MPIS may have empty depth slices. These planes occupy memory while not being meaningful for the scene that is represented. Instead, we propose to adapt the depth sampling to the given scene by redistributing these empty slices and placing them at more relevant depths. Consequently, scene objects will be located at more accurate depths, leading to synthesized views with higher quality. Given the regular list of depths \( d \), an adaptive MPI is computed as follows:

1) **Localize and discard irrelevant depths.** We compute \( M_1 \) with depths \( d \) (one iteration of Eq. (1)), since it contains already the scene geometry, although refined in further iterations. Then, we remove the depths in \( d \) which corresponding \( \alpha \) channel does not reach a minimum threshold for any pixel (set in practice to 0.3).

2) **Assign weights to remaining depth intervals.** We assign to each depth plane a weight based on the spatial average of its corresponding \( \alpha \). The weight of each depth interval is the average of the weights of its endpoints.

3) **Distribute new depths.** We place as many depths as removed in 1) at intervals with higher weights. Depth within an interval is regularly sampled on the inverse.

4) **Compute the scene-adapted MPI.** We recompute the PSVs with the new depth sampling and apply our iterative method from the beginning.

Notice that this process is only applied at inference. Our experiments with this module at training show slower optimization with no significant improvements. Also, the identi-
Fig. 1. Networks $\mathcal{F}$ and $\mathcal{G}$. We use 3D CNNs with a ReLU activation and layer normalization (LN) [7], except the last layer in $\mathcal{F}$. We use kernel sizes of $3 \times 3 \times 3$ and zero-padding to keep spatial and depth dimensions. Layers in green include a stride of 2 pixels in the three dimensions. Layers in blue apply 2 × bilinear upsampling in spatial and depth dimensions.

$$H_n = F_n \quad \mathcal{G}(P_k) \quad \text{Reg. sampl.} \quad \text{Proposed}$$

$$\begin{array}{c|cccc}
\text{SSIM} \uparrow & 0.9289 & 0.9414 & 0.9391 & 0.9441 \\
\text{LPIPS} \downarrow & 0.0465 & 0.0346 & 0.0392 & 0.0334 \\
\end{array}$$

Table 1. Analysis of the inputs to networks $\mathcal{F}$ and $\mathcal{G}$, our approach with regular depth sampling, and our complete method with the proposed adaptive one. Metrics are averaged over the ID test set.

3. EXPERIMENTS

In this section, we assess the performance of our approach. Quantitative evaluation is in terms of SSIM [11] (higher is better) and LPIPS [12] (lower is better). We refer to our supplemental material for results on multi-view videos, in which we applied our method to each frame.

Datasets. We use the InterDigital (ID) [13] and the Spaces [4] datasets. We consider the same augmented ID dataset used in [6] made of 21 videos to train and 6 to test, captured with a $4 \times 4$ camera rig. During training, we select $K = 4$ random views of a random $3 \times 3$ subgrid, while the remaining $V = 5$ are used for supervision. We consider a higher spatial resolution than in [6], with $1024 \times 544$ pixels. The Spaces dataset consists of 90 training and 10 test scenes, captured with a 16-camera rig. We consider the small baseline configuration which resolution is $800 \times 480$, with fixed $K = 4$ and $V = 3$. When testing different configurations of our system, we use the ID data with resolution $512 \times 272$ and $D = 32$ instead of 60 for both train and test. In all cases, the MPI reference camera is computed from an average of the positions and orientations of input cameras [14].

Networks inputs. Table 1 reports the results obtained when only using as input to $\mathcal{F}$ the deep features $F_n$. Results significantly improve when $F_n$ is reinforced with the visual cues $\mu_n$, $\sigma^2_n$ and $\bar{v}_n$. Table 1 also compares the case of only feeding $\mathcal{G}$ with the PSV $P_k$. In this case, $\mathcal{G}$ requires less training parameters and it is no longer part of the iterative loop, leading to a reduction of the computational cost, but the inclusion of empty planes from the alpha channel works since our network outputs a compact MPI representation.

Fig. 2. MPI occupancy against SSIM when thresholding the alpha channel under different values in $[0, 0.95]$. A curve standing to the top left of another curve is preferred.
Fig. 3. With our proposed depth sampling we obtain sharper synthesized views compared to the use of a simple regular partition of the disparity. We refer to our supplementary material to better notice the differences.

| ID       | Soft3D | DeepView | RGSA  | Proposed |
|----------|--------|----------|-------|----------|
| SSIM ↑   | -      | -        | 0.8799| 0.9150   |
| LPIPS ↓  | -      | -        | 0.1748| 0.0651   |

Table 2. Comparison with the state of the art. Metrics are averaged over the evaluation views of each test set.

Fig. 4. Synthesized central views of two examples of the ID test set. Result provided by our approach (top) and crops comparing with the ground truth (GT) and RGSA [6] (bottom).

Increasing the number of MPI planes. Table 1 reports quantitative improvements of our proposed adaptive over regular sampling, while in Fig. 3 we visually compare two examples of the ID test set. All crops are sharper, and textures are better preserved with the adaptive sampling.

Comparison against the state of the art. Table 2 compares our method with Soft3D [15], DeepView [4] and RGSA [6]. Learning methods have been trained with the training data associated to the considered evaluation set. For RGSA, we used the authors code and trained the network using the same procedure as with our method. The codes of Soft3D and DeepView are not publicly available and we computed the metrics with the provided results on the Spaces dataset. At inference, DeepView uses 80 planes, instead of 60 for RGSA and our method (due to memory limitations). DeepView does not share parameters between refinement iterations and uses a larger model that processes per-view features at different stages of the network. While their approach provides accurate MPIs, it requires a lot of memory and is not practical to train. To lower complexity, RGSA and our method share the weights across iterations and reduce the features along the view dimension. Still, contrary to RGSA, our network includes the deep features $F_n$ as input and estimates all MPI channels. Our solution is slightly less accurate than DeepView, but better than Soft3D and RGSA. Fig. 4 shows the improvements of our model over RGSA on two examples of the ID test set. Apart from superior geometry predictions, our results are noticeably sharper. Finally, Fig. 5 shows that even using a lower number of planes our approach is visually comparable to DeepView, with a sharp synthesized view, while Soft3D and RGSA produce blurred results.

4. CONCLUSION

We have proposed a new method to produce compact and adaptive MPIs. Our strategy allows to render new views with high accuracy and limited memory footprint. Adapting the depths to the scene during inference we optimize the available memory and constraining the MPI to be compact we force the network to only keep the important information that should be compressed. We believe that our compact and adaptive MPIs are making a big step forward towards the deployment of volumetric technologies in the immersive realm.
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