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Abstract. We study variational principles for metric mean dimension. First we prove that in the variational principle of Lindenstrauss and Tsukamoto it suffices to take supremum over ergodic measures. Second we derive a variational principle for metric mean dimension involving growth rates of measure-theoretic entropy of partitions decreasing in diameter which holds in full generality and in particular does not necessitate the assumption of tame growth of covering numbers. The expressions involved are a dynamical version of Rényi information dimension. Third we derive a new expression for Geiger-Koch information dimension rate for ergodic shift-invariant measures. Finally we develop a lower bound for metric mean dimension in terms of Brin-Katok local entropy.

1. Introduction

1.1. General background. This paper contributes to the study of ergodic aspects of metric mean dimension - an invariant of dynamical systems introduced by Lindenstrauss and Weiss [LW00] and devised to quantify the complexity of infinite entropy systems. A link between ergodic theory and metric mean dimension was established recently by Lindenstrauss and Tsukamoto [LT18], who proved a variational principle expressing metric mean dimension as a supremum of certain rate-distortion functions over the set of invariant measures of the system. The goal of this note is to further study variational principle of [LT18] as well as its ramifications in terms of measure-theoretic entropy and Brin-Katok local entropy. Specifically in Section 2 we prove that in the Lindenstrauss-Tsukamoto variational principle it is enough to take supremum over ergodic measures. In Section 3 we derive a variational principle for metric mean dimension involving growth rates of measure-theoretic entropy of partitions decreasing in diameter. The expressions involved are a dynamical version of the Pesin’s definition of the so-called Rényi information dimension for measures in general metric spaces. The main ingredient of the proof is the local variational principle for the entropy of a fixed open cover. In Section 4 we introduce mean Rényi information dimension of an invariant measure and show that it equals Geiger-Koch information dimension rate in the context of stochastic processes. Finally in Section 5 we introduce mean Brin-Katok local entropy of a dynamical system and prove that it gives a lower bound for metric mean dimension.

1.2. Metric mean dimension. By a topological dynamical system we understand a triple $(\mathcal{X}, \rho, T)$ consisting of a compact metric space $(\mathcal{X}, \rho)$ and a homeomorphism $T: \mathcal{X} \to \mathcal{X}$.

Definition 1.1. Let $(\mathcal{X}, \rho)$ be a compact metric space. For $\varepsilon > 0$, the $\varepsilon$-covering number of a subset $A \subset \mathcal{X}$, denoted by $\#(A, \rho, \varepsilon)$, is the minimal cardinality $N$ of an open cover $\{U_1, \ldots, U_N\}$ of $A$ such that all $U_n$ have diameter at most $\varepsilon$.

Definition 1.2. Let $(\mathcal{X}, \rho)$ be a compact metric space and let $T: \mathcal{X} \to \mathcal{X}$ be a homeomorphism. For $n \in \mathbb{N}$ define a metric $\rho_n$ on $\mathcal{X}$ by $\rho_n(x, y) = \max_{0 \leq k < n} \rho(T^k x, T^k y)$. The upper and lower metric mean dimensions of the system $(\mathcal{X}, \rho, T)$ are defined as

$$\overline{\text{mdim}}_M(\mathcal{X}, \rho, T) = \limsup_{\varepsilon \to 0} \frac{S(\mathcal{X}, \rho, T, \varepsilon)}{\log \frac{1}{\varepsilon}}$$

\[\underline{\text{mdim}}_M(\mathcal{X}, \rho, T) = \liminf_{\varepsilon \to 0} \frac{S(\mathcal{X}, \rho, T, \varepsilon)}{\log \frac{1}{\varepsilon}}\]
and

$$\text{mdim}_M(\mathcal{X}, \rho, T) = \liminf_{\varepsilon \to 0} \frac{S(\mathcal{X}, \rho, T, \varepsilon)}{\log \frac{1}{\varepsilon}},$$

where

$$S(\mathcal{X}, \rho, T, \varepsilon) = \lim_{n \to \infty} \frac{1}{n} \log \#(\mathcal{X}, \rho_n, \varepsilon)$$

and \(#(\mathcal{X}, \rho_n, \varepsilon)\) is the \(\varepsilon\)-covering number of \(\mathcal{X}\) with respect to the metric \(\rho_n\) (see Definition 1.1).

The limit defining \(S(\mathcal{X}, \rho, T, \varepsilon)\) exists due to the subadditivity of the sequence \(n \mapsto \log \#(\mathcal{X}, \rho_n, \varepsilon)\). If the upper and lower limits coincide, then we call their common value the **metric mean dimension** of \((\mathcal{X}, \rho, T)\) and denote it by \(\text{mdim}_M(\mathcal{X}, \rho, T)\).

Metric mean dimension was initially introduced in [LW00] as an upper bound for topological mean dimension - a topological invariant of dynamical systems introduced by Gromov [Gro99] and studied by Lindenstrauss and Weiss [LW00] in connection with embedding problems in topological dynamics. Further connections between embedding properties and topological mean dimension were studied by several authors [LT14, GLT16, GQT19, GT20]. Metric mean dimension turned out to be a useful tool in calculating topological mean dimension of certain systems (see e.g. [Tsu18a] and [Tsu18b] for applications to dynamical systems arising from geometric analysis) as well as a meaningful quantity from the point of view of analog compression (see [GST19, GS20]).

### 1.3. The classical variational principle.

Let \(\mathcal{X}\) be a measurable space. Let \(\mu\) be a probability measure on \(\mathcal{X}\) and let \(P = \{A_1, ..., A_N\}\) be a measurable partition of \(\mathcal{X}\). The **entropy** \(H_\mu(P)\) of \(P\) with respect to the measure \(\mu\) is defined as

$$H_\mu(P) = - \sum_{A \in P} \mu(A) \log \mu(A)$$

(with the convention \(0 \cdot \infty = 0\)). For a topological dynamical system \((\mathcal{X}, \rho, T)\), we say that a Borel probability measure \(\mu\) on \(\mathcal{X}\) is \(T\)-invariant if \(\mu(A) = \mu(T^{-1}A)\) for all Borel sets \(A \subset \mathcal{X}\). Let \(P_T(\mathcal{X})\) denote the set of all such measures. For a given \(\mu \in P_T(\mathcal{X})\) and a finite Borel partition \(P\) of \(\mathcal{X}\), the (dynamical) entropy of \(P\) is defined as

$$h_\mu(P) = \lim_{n \to \infty} \frac{H_\mu(P \vee T^{-1}P \vee ... \vee T^{-(n-1)}P)}{n},$$

where \(P \vee Q = \{A \cap B : A \in P, B \in Q\}\) denotes the join of partitions \(P\) and \(Q\) and \(T^{-1}P = \{T^{-1}A : A \in P\}\) denotes the preimage of partition \(P\). The measure-theoretic (Kolmogorov-Sinai) entropy \(h_\mu(T)\) of \(\mu\) is defined as

$$h_\mu(T) = \sup \{h_\mu(P) : P\text{ is a finite Borel partition of } \mathcal{X}\}.$$  

The **topological entropy** \(h_{\text{top}}(\mathcal{X}, T)\) of the topological dynamical system \((\mathcal{X}, \rho, T)\) is defined as

$$h_{\text{top}}(\mathcal{X}, T) = \lim_{\varepsilon \to 0} S(\mathcal{X}, \rho, T, \varepsilon) = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{\log \#(\mathcal{X}, \rho_n, \varepsilon)}{n}$$

(with \(\rho_n\) as in Definition 1.2).

One of the basic results of ergodic theory is the variational principle, connecting topological entropy with measure-theoretic entropy, proved originally in [Goo71]:

**Theorem 1.3.** Let \((\mathcal{X}, \rho, T)\) be a topological dynamical system. Then

$$h_{\text{top}}(\mathcal{X}, T) = \sup \{h_\mu(T) : \mu \in P_T(\mathcal{X})\}.$$  

For more on entropy theory of dynamical systems see [Dow11]. The main goal of this paper is to study similar formulas expressing metric mean dimension in terms of measure-theoretic invariants of a system.
1.4. The Lindenstrauss-Tsukamoto variational principle. In [LT18], Lindenstrauss and Tsukamoto provided a variational principle for metric mean dimension in terms of the following rate-distortion function:

**Definition 1.4.** Let \((X, \rho, T)\) be a topological dynamical system and \(\mu \in \mathcal{P}_T(X)\). For \(p \in [1, \infty)\), \(n \in \mathbb{N}\) and \(\epsilon > 0\) define \(R_{\mu,p}(\epsilon, n)\) as the infimum of

\[
\frac{I(X;Y)}{n},
\]

where \(X\) and \(Y = (Y_0, \ldots, Y_{n-1})\) are random variables defined on some probability space \((\Omega, \mathbb{P})\) such that

- \(X\) takes values in \(X\), and its law is given by \(\mu\).
- Each \(Y_k\) takes values in \(X\), and \(Y\) approximates the process \((X, TX, \ldots, T^{n-1}X)\) in the sense that

\[
E \left( \frac{1}{n} \sum_{k=0}^{n-1} \rho(T^k x, Y_k)^p \right) < \epsilon^p.
\]

Here \(E(\cdot)\) is the expectation with respect to the probability measure \(\mathbb{P}\) and \(I(X;Y)\) is the mutual information of random vectors \(X\) and \(Y\) (see [Gra11] and [LT18]). As the sequence \(n \to \lim n R_{\mu,p}(\epsilon, n)\) is subadditive (which follows as in [Gal68, Theorem 9.6.1]), we can make the following definition:

\[
R_{\mu,p}(\epsilon) = \lim_{n \to \infty} R_{\mu,p}(\epsilon, n) = \inf_{n \in \mathbb{N}} R_{\mu,p}(\epsilon, n).
\]

The function \(\epsilon \to R_{\mu,p}(\epsilon)\) is called the \(L^p\) rate-distortion function of \(\mu\).

**Remark 1.5.** As pointed out in [LT18, Remark IV.3], in Definition 1.4 it is enough to consider random vectors \(Y\) taking finitely many values. As \(I(X;Y) \leq H(Y) \leq \infty\) for such \(Y\), we obtain also \(R_{\mu,p}(\epsilon) < \infty\) for every \(\epsilon > 0\).

Note that the condition (1.1) above is given in terms of the average distance \(\frac{1}{n} \sum_{k=0}^{n-1} \rho(T^k x, T^k y)^p\), while metric mean dimension is defined via the maximum metric \(\rho_n\). In order to compare these two notions, the following condition is introduced in [LT18]:

**Definition 1.6.** ([LT18, Condition II.3]) Let \((X, \rho)\) be a compact metric space. It is said to have the tame growth of covering numbers if for every \(\delta > 0\) we have

\[
\lim_{\epsilon \to 0} \epsilon^{\delta} \log \#(X, \rho, \epsilon) = 0.
\]

Lindenstrauss and Tsukamoto proved the following variational principle for metric mean dimension:

**Theorem 1.7.** ([LT18, Corollary III.6]) Let \((X, \rho)\) be a compact metric space having the tame growth of covering numbers and let \(T : X \to X\) be a homeomorphism. Then, for any \(p \in [1, \infty)\)

\[
\overline{\text{mdim}}_M(X, \rho, T) = \limsup_{\epsilon \to 0} \sup_{\mu \in \mathcal{P}_T(X)} \frac{R_{\mu,p}(\epsilon)}{\log \frac{1}{\epsilon}}
\]

and

\[
\underline{\text{mdim}}_M(X, \rho, T) = \liminf_{\epsilon \to 0} \sup_{\mu \in \mathcal{P}_T(X)} \frac{R_{\mu,p}(\epsilon)}{\log \frac{1}{\epsilon}}.
\]

Velozo and Velozo [VV17] provided an alternative formulation in terms of Katok’s entropy. For an extension of Theorem 1.7 to actions of countable discrete amenable groups see [CDZ17]. See [LT19] for a double (minimax) variational principle, expressing topological mean dimension as a supremum of rate-distortion dimensions of invariant measures, minimized over metrics compatible with the topology of the phase space. See also [Tsu20] for an extension of this result to systems with potential.
A measure \( \mu \in \mathcal{P}_T(\mathcal{X}) \) is called **ergodic** if every \( T \)-invariant set (i.e. set \( A \) satisfying \( T^{-1}A = A \)) is either of full or zero \( \mu \)-measure. Let \( \mathcal{E}_T(\mathcal{X}) \) denote the set of ergodic measures. It is known that in the variational principle for topological entropy (Theorem 1.3), it is enough to take supremum over ergodic measures (see e.g. [Dow11, Theorem 6.8.1]). Our first result states that this is also the case in the Lindenstrauss-Tsukamoto variational principle.

**Theorem 2.1.** Let \( (\mathcal{X}, \rho, T) \) be a topological dynamical system with \( (\mathcal{X}, \rho) \) having the same growth of covering numbers. Then for \( p \in [1, \infty) \)

\[
\overline{\text{mdim}}_A(\mathcal{X}, \rho, T) = \limsup_{\varepsilon \to 0} \sup_{\mu \in \mathcal{E}_T(\mathcal{X})} \frac{R_{\mu,p}(\varepsilon)}{\log \frac{1}{\varepsilon}},
\]

and

\[
\underline{\text{mdim}}_A(\mathcal{X}, \rho, T) = \liminf_{\varepsilon \to 0} \sup_{\mu \in \mathcal{E}_T(\mathcal{X})} \frac{R_{\mu,p}(\varepsilon)}{\log \frac{1}{\varepsilon}}.
\]

We decompose the proof of Theorem 2.1 into several lemmas. Our main tool will be Corollary 1 of [ECC91]. Since it is stated for stationary stochastic processes with values in a given alphabet space \( A \) (possibly uncountable), we will begin in the setting of shift-invariant measures. Let \( (A, d) \) be a compact metric space and let \( \sigma : A^\mathbb{Z} \to A^\mathbb{Z} \) be the shift transformation, i.e.

\[
\sigma((x_i)_{i \in \mathbb{Z}}) = (x_{i+1})_{i \in \mathbb{Z}}.
\]

Note that the set of distributions of stationary stochastic processes with values in \( A \) corresponds to the set \( \mathcal{P}_\sigma(A^\mathbb{Z}) \) of shift-invariant measures on \( A^\mathbb{Z} \). Let \( \pi_n : A^\mathbb{Z} \to A^n \) denote the projection \( \pi_n((x_i)_{i \in \mathbb{Z}}) = (x_0, \ldots, x_n) \). In this setting it is natural to consider a slight modification of the rate-distortion function from Definition 1.4, more commonly used in information theory (see e.g. [Gra11, Chapter 9]).

**Definition 2.2.** Let \( (A, d) \) be a compact metric space and let \( \mu \in \mathcal{P}_\sigma(A^\mathbb{Z}) \). For \( p \in [1, \infty) \), \( \varepsilon > 0 \) and \( n \in \mathbb{N} \) we define the \( L^p \) rate-distortion function \( \tilde{R}_{\mu,p}(n, \varepsilon) \) as the infimum of

\[
\frac{I(X;Y)}{n},
\]

where \( X = (X_0, \ldots, X_{n-1}) \) and \( Y = (Y_0, \ldots, Y_{n-1}) \) are random variables defined on some probability space \((\Omega, \mathcal{F}, P)\) such that

- \( X = (X_0, \ldots, X_{n-1}) \) takes values in \( A^n \), and its law is given by \( \pi_n \mu \).
- \( Y = (Y_0, \ldots, Y_{n-1}) \) takes values in \( A^n \) and approximates \( (X_0, X_1, \ldots, X_{n-1}) \) in the sense that

\[
\mathbb{E}\left(\frac{1}{n} \sum_{k=0}^{n-1} d(X_k, Y_k)^p \right) \leq \varepsilon^p.
\]

Again, the function \( n \mapsto n \tilde{R}_{\mu,p}(n, \varepsilon) \) is subadditive (as in [Gal68, Theorem 9.6.1]). Hence, we can define

\[
\tilde{R}_{\mu,p}(\varepsilon) = \lim_{n \to \infty} \tilde{R}_{\mu,p}(n, \varepsilon) = \inf_{n \in \mathbb{N}} \tilde{R}_{\mu,p}(n, \varepsilon).
\]

We set \( \tilde{R}_\mu(\varepsilon) := \tilde{R}_{\mu,1}(\varepsilon) \).

**Remark 2.3.** Similarly to [LT18, Remark IV.3], in Definition 2.2 it is enough to consider random vectors \( Y \) taking only finitely many values. As \( I(X;Y) \leq H(Y) < \infty \) for \( Y \) taking finitely many values, we obtain that \( \tilde{R}_{\mu,p}(\varepsilon) < \infty \) for every \( \varepsilon > 0 \) (see also Remark [Gra11]). Note that \( \tilde{R}_{\mu,1}(\varepsilon) \leq \tilde{R}_{\mu,p}(\varepsilon) \) for \( p \in [1, \infty) \) and \( \varepsilon \geq 0 \). The function \((0, \infty) \ni \varepsilon \mapsto \tilde{R}_{\mu,p}(\varepsilon)\) is nonnegative, nonincreasing, convex and continuous (see [Gra11, Lemma 9.5]). Moreover, \( \tilde{R}_{\mu,p}(\varepsilon) = 0 \) for \( \varepsilon \geq \text{diam}(A) \), since for such \( \varepsilon \) taking \( Y \equiv \text{const} \) yields a random vector satisfying (2.2) and such that \( I(X;Y) \leq H(Y) = 0 \). For more details on rate-distortion function see [Gra11].
Remark 2.4. Note that for the dynamical system $\mathcal{X} = A^Z$, $T = \sigma$, Definitions 1.4 and 2.2 are different, as the former requires a metric $\rho$ on the full shift space $A^Z$, while the latter makes use of a metric $d$ on the alphabet space $A$ itself. However, for the natural choice
\begin{equation}
\rho((x_i)_{i \in \mathbb{Z}}, (y_i)_{i \in \mathbb{Z}}) = \sum_{i \in \mathbb{Z}} \frac{d(x_i, y_i)}{2|i|},
\end{equation}
the functions $R_\mu(\varepsilon)$ (defined via $\rho$) and $\tilde{R}_\mu(\varepsilon)$ (defined via $d$) are comparable (see [GS20 Proposition C-B.1]), i.e. the inequality
\[ R_{\mu,p}(14\varepsilon) \leq \tilde{R}_{\mu,p}(\varepsilon) \leq R_{\mu,p}(\varepsilon) \]
holds.

Let us define now the distortion-rate function - the formal inverse of $\tilde{R}_\mu(\varepsilon)$.

Definition 2.5. [Gra11, Chapter 9] Let $(A, d)$ be a compact metric space and let $\mu \in \mathcal{P}_\sigma(A^Z)$. For $R > 0$, $N \in \mathbb{N}$ and $p \in [1, \infty)$ define the $L^p$ distortion-rate function $D_{\mu,p}(R, n)$ as the infimum of
\[ \left( \frac{1}{n} \mathbb{E} \sum_{i=0}^{n-1} d(X_i, Y_i)^p \right)^{\frac{1}{p}}, \]
where $X = (X_0, \ldots, X_{n-1})$ and $Y = (Y_0, \ldots, Y_{n-1})$ are random variables defined on some probability space $(\Omega, \mathbb{F})$ such that
\begin{itemize}
  \item $X = (X_0, \ldots, X_{n-1})$ takes values in $A^n$, and its law is given by $(\pi_n)_*\mu$.
  \item $Y = (Y_0, \ldots, Y_{n-1})$ takes values in $A^n$ and
  \[ \frac{1}{n} I(X; Y) \leq R. \]
\end{itemize}
Using the subadditivity of $n \mapsto nD_{\mu,p}(R, n)$ (see [Gra11 Lemma 9.2]), we define further
\[ D_{\mu,p}(R) = \lim_{n \to \infty} D_{\mu,p}(R, n) = \inf_{n \in \mathbb{N}} D_{\mu,p}(R, n). \]
Note that there always exists a pair of random vectors $X$ and $Y$ satisfying above conditions, as for $Y \equiv \text{const}$ it holds $\frac{1}{n} I(X; Y) \leq H(Y) = 0$.

The basic properties of $D_{\mu,p}(R, n)$ and $D_{\mu,p}(R)$ are given by the following lemma.

Lemma 2.6. Let $(A, d)$ be a compact metric space and let $\mu \in \mathcal{P}_\sigma(A^Z)$. The functions $(0, \infty) \ni R \mapsto D_{\mu,p}(R, n) \in [0, \infty)$ and $(0, \infty) \ni R \mapsto D_{\mu,p}(R) \in [0, \infty)$ are nonnegative, nonincreasing, convex, continuous and bounded by $\text{diam}(A)$. Moreover
\begin{equation}
\lim_{R \to \infty} D_{\mu,p}(R) = 0
\end{equation}
and $D_{\mu,p}(R)$ is strictly decreasing on the open set $\{ R > 0 : D_{\mu,p}(R) > 0 \}$. Its inverse on $\{ R > 0 : D_{\mu,p}(R) > 0 \}$ is the function $\tilde{R}_{\mu,p}$, i.e. for $D_0 > 0$, $R_0 > 0$ we have $D_{\mu,p}(R_0) = D_0$ if and only if $\tilde{R}_{\mu,p}(D_0) = R_0$.

Most of the properties stated in the above lemma follow from [Gra11 Lemma 9.1]. For the convenience of the reader, we include the proof of the remaining points.

Proof. Nonnegativity, convexity, continuity and nonincreasing follow from [Gra11 Lemma 9.1]. For the upper bound note that
\[ \frac{1}{n} \mathbb{E} \sum_{i=0}^{n-1} d(X_i, Y_i)^p \leq \text{diam}(A)^p. \]
For (2.4), fix $\varepsilon > 0$ and let $P$ be a finite Borel partition of $A$ with diameter smaller than $\varepsilon$. For each $B \in P$ choose a unique point $x_B \in B$ and let $f : A \to A$ be given by $f(x) = x_B$ if $x \in B$. Then for any $n \in \mathbb{N}$ and a random vector $X = (X_0, \ldots, X_{n-1})$ such that $X \sim (\pi_n)_*\mu$ and $Y = (Y_0, \ldots, Y_{n-1})$ given by $Y_i = f \circ X_i$, $i = 0, \ldots, n-1$ we have
\[ \frac{1}{n} \mathbb{E} \sum_{i=0}^{n-1} d(X_i, Y_i)^p \leq \varepsilon^p \text{ and } \frac{1}{n} I(X; Y) \leq \frac{1}{n} H(Y) < \infty, \]
hence for \( R \geq \frac{1}{n}H(Y) \) it holds \( D_{\mu,p}(R) \leq D_{\mu,p}(\frac{1}{n}H(Y)) \leq D_{\mu,p}(\frac{1}{n}H(Y),n) \leq \varepsilon \). As \( \varepsilon > 0 \) was arbitrary, \((2.4)\) is proved. Convexity of \( D_{\mu,p} \) together with \( \lim_{R \to \infty} D_{\mu,p}(R) = 0 \) imply that \( D_{\mu,p}(\cdot) \) is strictly decreasing on the open set \( \{ R > 0 : D_{\mu,p}(R) > 0 \} \). Let us show now that if for \( D_0 > 0, \ R_0 > 0 \) we have \( D_{\mu,p}(R_0) = D_0 \), then \( \tilde{R}_{\mu,p}(D_0) = R_0 \). First, we show the inequality \( \tilde{R}_{\mu,p}(D_0) \leq R_0 \). By the strict monotonicity of \( D_{\mu,p}(\cdot) \) we have \( D_{\mu,p}(R_0 + \eta) < D_0 \) for every \( \eta > 0 \). Consequently, for every \( \eta > 0 \) there exist \( \xi > 0, n \in \mathbb{N} \) and random vectors \( X = (X_0,\ldots,X_{n-1}), \ Y = (Y_0,\ldots,Y_{n-1}) \) such that

\[
X \sim (\pi_n)_*\mu, \ \frac{1}{n}I(X;Y) \leq R_0 - \eta \text{ and } \frac{1}{n}E \sum_{i=0}^{n-1} d(X_i,Y_i)^p \leq (D_0 - \xi)^p.
\]

Therefore \( \tilde{R}_{\mu,p}(D_0) \leq \tilde{R}_{\mu,p}(D_0 - \xi) \leq R_0 + \eta \). For the other direction assume that \( \tilde{R}_{\mu,p}(D_0) < R_0 \). Then there exists \( \eta > 0, n \in \mathbb{N} \) and random vectors \( X = (X_0,\ldots,X_{n-1}), \ Y = (Y_0,\ldots,Y_{n-1}) \) such that

\[
X \sim (\pi_n)_*\mu, \ \frac{1}{n}I(X;Y) \leq R_0 - \eta \text{ and } \frac{1}{n}E \sum_{i=0}^{n-1} d(X_i,Y_i)^p \leq D_0^p.
\]

Consequently \( D_{\mu,p}(R_0 - \eta) \leq D_0 \), what contradicts the strict monotonicity of \( D_{\mu,p}(\cdot) \). The opposite implication follows similarly (see Remark \[23\] for the properties of \( \tilde{R}_{\mu,p} \)).

**Lemma 2.7.** \[ECG94\] Corollary 1] Let \((A,d)\) be a compact metric space and let \( \mu \in \mathcal{P}_\sigma(A^\mathbb{Z}) \). Let \( \{\mu_x : x \in A^\mathbb{Z}\} \) be the ergodic decomposition of the measure \( \mu \). Then for \( R \geq 0 \)

\[
D_{\mu,p}(R) = \inf \left\{ \int_{A^\mathbb{Z}} D_{\mu_x,p}(S(x))d\mu(x) \mid S : A^\mathbb{Z} \to [0,\infty) \text{ is Borel measurable and } \int_{A^\mathbb{Z}} S(x)d\mu(x) \leq R \right\}.
\]

In particular

\[
D_{\mu,p}(R) \leq \int_{A^\mathbb{Z}} D_{\mu_x,p}(R)d\mu(x).
\]

**Proof.** The equality is the content of \[ECG94\] Corollary 1]. Applying it to the constant function \( S(x) \equiv R \), we obtain \( D_{\mu,p}(R) \leq \int_{A^\mathbb{Z}} D_{\mu_x,p}(R)d\mu(x) \). \(\Box\)

By a subshift we will understand a subset \( S \subset A^\mathbb{Z} \) which is closed in the product topology and shift-invariant. Note that \((S,\rho,\sigma)\) is itself a topological dynamical system with the metric \( \rho \) defined in \([23]\), which metrizes the product topology on \( A^\mathbb{Z} \).

**Lemma 2.8.** Let \((A,d)\) be a compact metric space, let \( S \subset A^\mathbb{Z} \) be a subshift and let \( \mu \in \mathcal{P}_\sigma(S) \). For every \( p \in [1,\infty) \) and \( D > 0 \) there exists an ergodic measure \( \nu \in \mathcal{E}_\sigma(S) \) such that \( \tilde{R}_{\mu,p}(D) \leq \tilde{R}_{\nu,p}(D) \).

**Proof.** Fix \( D > 0 \). Assume first that for each \( R > 0 \) we have \( D_{\mu,p}(R) < D \). By the definition of \( D_{\mu,p}(R) \), this means that for every \( R > 0 \) there exist \( n \in \mathbb{N} \) and random vectors \( X = (X_0,\ldots,X_{n-1}), \ Y = (Y_0,\ldots,Y_{n-1}) \) such that

\[
X \sim (\pi_n)_*\mu, \ \frac{1}{n}I(X;Y) \leq R \text{ and } \frac{1}{n}E \sum_{i=0}^{n-1} d(X_i,Y_i)^p \leq D^p.
\]

Therefore \( R_{\mu,p}(D) = 0 \) and there is nothing to prove. Assume now that there exists \( R_0 > 0 \) such that \( D_{\mu,p}(R_0) = D \). By Lemma \[2.6\] we have \( R_{\mu,p}(D) = R_0 \). By Lemma \[2.7\] we get

\[
D_{\mu,p}(R_0) \leq \int_X D_{\mu_x,p}(R_0)d\mu(x),
\]

where \( \{\mu_x : x \in S\} \) is the ergodic decomposition of \( \mu \). In particular, there exists \( x \in S \) such that \( D = D_{\mu,p}(R_0) \leq D_{\mu_x,p}(R_0) \). By continuity and monotonicity there exists \( \tilde{R} > 0 \) such that \( \tilde{R} \geq R_0 \) and \( D_{\mu_x,p}(\tilde{R}) = D \). Therefore \( R_{\mu,p}(D) = \tilde{R} \geq R_0 = R_{\mu,p}(D) \). Since \( \mu_x \) arises from the ergodic decomposition of \( \mu \), we can assume \( \text{supp}(\mu_x) \subset \text{supp}(\mu) \subset S \). \(\Box\)
Proof. (of Theorem 2.1). In order to prove the theorem, it suffices to show that for every \( \varepsilon > 0 \) and every \( \mu \in P_T(X) \) there exists \( \nu \in \mathcal{E}_T(X) \) such that \( R_{\mu,p}(\varepsilon) \leq R_{\nu,p}(\varepsilon) \). By Lemma 2.8 this is the case for subshifts \( S \subset A^\mathbb{Z} \) for the rate-distortion function \( \tilde{R}_{\nu,p} \) from Definition 2.2. We will extend this to the case of any topological dynamical system \( (X, \rho, T) \) for the rate-distortion function \( R_{\mu,p} \) from Definition 1.4.

Define the orbit map \( \Phi : X \to X^\mathbb{Z} \) as \( \Phi(x) = (T^n x)_{n\in\mathbb{Z}} \). It provides an equivariant homeomorphism between \( (X, T) \) and \( (\Phi(X), \sigma) \), where \( X^\mathbb{Z} \) is considered with the product topology. Fix an ergodic measure \( \mu \in \mathcal{E}_T(X) \). Then the push-forward measure \( \Phi_* \mu \) belongs to \( \mathcal{E}_\sigma(\Phi(X)) \). Moreover, we see from Definitions 1.4 and 2.2 that for \( \varepsilon > 0 \) we have

\[
R_{\mu,p}(\varepsilon) = \tilde{R}_{\Phi_* \mu,p}(\varepsilon),
\]

where for \( R_{\mu,p}(\varepsilon) \) we treat \( \rho \) as a metric on the phase space \( X \) and for \( \tilde{R}_{\Phi_* \mu,p}(\varepsilon) \) we treat \( \rho \) as a metric on the alphabet space \( X \) of the subshift \( \Phi(X) \subset X^\mathbb{Z} \). According to the Lemma 2.8 there exists a measure \( \tilde{\nu} \in \mathcal{E}_\sigma(\Phi(X)) \) with

\[
\tilde{R}_{\Phi_* \mu,p}(\varepsilon) \leq R_{\tilde{\nu},p}(\varepsilon).
\]

Since \( \text{supp}(\tilde{\nu}) \subset \Phi(X) \), we can consider its push-back \( \nu := (\Phi^{-1})_* \tilde{\nu} \), which satisfies

\[
R_{\mu,p}(\varepsilon) = \tilde{R}_{\nu,p}(\varepsilon) \leq \tilde{R}_{\Phi_* \mu,p}(\varepsilon) = R_{\mu,p}(\varepsilon).
\]

Observing that \( \nu \in \mathcal{E}_T(X) \) concludes the proof. \( \square \)

Theorem 2.1 was essentially proved in [VV17, Proof of Proposition 7], although not explicitly stated. Our approach is more direct, as it avoids the use of Katok’s entropy (yet it is similar in spirit).

Problem 1. Lindenstrauss and Tsukamoto proved a version of variational principle without the assumption of the tame growth of covering numbers, in terms of the \( L^\infty \) rate-distortion function. Is Theorem 2.1 true also in this case?

3. Rényi information dimension and metric mean dimension

Pesin defined the (upper) Rényi information dimension of a Borel measure on a metric space \( (X, \rho) \) as

\[
\mathcal{RID}(\mu) = \lim_{\varepsilon \to 0} \sup \frac{1}{\log \frac{1}{\varepsilon}} \inf \{ H_\mu(P) \mid \text{diam}(P) \leq \varepsilon \},
\]

where the infimum is taken over all Borel partitions of \( X \) of diameter at most \( \varepsilon \), see [Pes08, p. 186] (see also [Rém59] for the original definition in the context of random variables). Inspired by this definition and Theorem 1.7 we prove the following version of the variational principle for metric mean dimension, given directly in terms of measure-theoretic entropy. Note that the assumption of tame growth of covering numbers is not required.

Theorem 3.1. Let \( (X, \rho, T) \) be a topological dynamical system. Then

\[
\mathcal{mdim}_M(X, \rho, T) = \limsup_{\varepsilon \to 0} \frac{1}{\log \frac{1}{\varepsilon}} \sup_{\mu \in P_T(X)} \inf \{ h_\mu(P) \mid \text{diam}(P) \leq \varepsilon \}
\]

and

\[
\mathcal{mdim}_M(X, \rho, T) = \liminf_{\varepsilon \to 0} \frac{1}{\log \frac{1}{\varepsilon}} \sup_{\mu \in P_T(X)} \inf \{ h_\mu(P) \mid \text{diam}(P) \leq \varepsilon \},
\]

where the infima are taken over all Borel partitions \( P \) of \( X \) with diameter at most \( \varepsilon \).

The proof is based on the version of the local variational principle for the entropy of a fixed open cover, conjectured by Romagnoli in [Rom03] and proved by Glasner and Weiss in [GW06].

Definition 3.2. Let \( (X, \rho, T) \) be a topological dynamical system and let \( U \) be a finite open cover of \( X \). The topological entropy of \( U \) is

\[
h_{\text{top}}(U, T) = \lim_{n \to \infty} \frac{1}{n} \log N(U^n),
\]
where $U^n = U \vee T^{-1}U \vee \ldots \vee T^{-(n-1)}U$ and $N(V)$ denotes the minimal cardinality of a subcover of a cover $V$.

**Theorem 3.3.** [GW00, Theorem 7.11] Let $(X, \rho, T)$ be a topological dynamical system and let $U$ be a finite open cover of $X$. Then

$$\sup_{\mu \in P_T(X)} \inf_{P \supseteq U} h_\mu(P) = h_{\text{top}}(U, T),$$

where the infimum is taken over all finite Borel partitions $P$ of $X$ which refine $U$ (i.e. every $A \in P$ is contained in an element of $U$).

In order to connect the above local variational principle for open covers with the definitions of mean Rényi information dimension and metric mean dimension, which are given in terms of entropy and complexity in scale $\varepsilon$, we need the following two lemmas.

By $\text{diam}(U)$ we will denote the diameter of the cover $U$, i.e. the maximal diameter of an element of $U$. Recall that the Lebesgue number of an open cover $U$ of a metric space $(X, \rho)$ is the largest number $\varepsilon$ with the property that every open ball of radius $\varepsilon$ is contained in an element of $U$. We will denote the Lebesgue number of $U$ by $\text{Leb}(U)$. A set $A \subset X$ is called an $\varepsilon$-net if for every $y \in X$ there exists $x \in A$ such that $\rho(x, y) < \varepsilon$.

**Lemma 3.4.** Let $(X, \rho)$ be a compact metric space. Then for every $\varepsilon > 0$ there exists a finite open cover $U$ of $X$ such that $\text{diam}(U) \leq \varepsilon$ and $\text{Leb}(U) \geq \frac{\delta}{4}$.

**Proof.** Let $A \subset X$ be a finite $\frac{\delta}{8}$-net in $X$ (it exists due to the compactness of $X$). Let $U = \{B(x, \frac{\delta}{8}) : x \in A\}$, where $B(\cdot, \cdot)$ denotes an open ball in metric $\rho$. Then $U$ is an open cover of $X$ with $\text{diam}(U) \leq \varepsilon$. We shall prove that for every $y \in X$, the ball $B(y, \frac{\delta}{8})$ is contained in an element of $U$. For every $y \in X$ there exists $x \in A$ such that $\rho(x, y) < \frac{\delta}{8}$. Then $B(y, \frac{\delta}{8}) \subset B(x, \frac{\delta}{8})$ and $B(x, \frac{\delta}{8}) \in U$. \qed

**Lemma 3.5.** Let $(X, \rho, T)$ be a topological dynamical system and let $U$ be a finite open cover of $X$. Then

$$S(X, \rho, T, \text{diam}(U)) \leq h_{\text{top}}(U, T) \leq S(X, \rho, T, \text{Leb}(U)).$$

**Proof.** This follows from the following easy inequalities

$$\#(X, \rho_n, \varepsilon) \leq N(U^n) \quad \text{for} \quad \text{diam}(U) \leq \varepsilon$$

and

$$N(U^n) \leq \#(X, \rho_n, \varepsilon) \quad \text{for} \quad \varepsilon \leq \text{Leb}(U)$$

(which can be derived e.g. as in the proof of Theorem 6.1.8 in [Dow11]). \qed

**Proof.** (of Theorem 3.3) Fix $\varepsilon > 0$ and a finite open cover $U$ of $X$ such that $\text{diam}(U) \leq \varepsilon$ and $\text{Leb}(U) \geq \frac{\delta}{4}$ (it exists due to Lemma 3.4). As any Borel partition $P$ of $X$ which refines $U$ must be of diameter at most $\varepsilon$, applying Theorem 3.3 and Lemma 3.5 we obtain

$$\sup_{\mu \in P_T(X) \text{ diam}(P) \leq \varepsilon} \inf_{P \supseteq U} h_\mu(P) \leq \sup_{\mu \in P_T(X) \text{ P \supseteq U}} \inf_{\mu(P)} h_\mu(P) = h_{\text{top}}(U, T) \leq S(X, \rho, T, \text{Leb}(U)) \leq S(X, \rho, T, \frac{\varepsilon}{4}).$$

(3.4)

For the opposite inequality, note that if $P$ is any partition of $X$ with $\text{diam}(P) \leq \frac{\varepsilon}{4}$, then $P$ refines $U$ as $\text{Leb}(U) \geq \frac{\delta}{4}$. Therefore applying again Theorem 3.3 and Lemma 3.5 we get

$$S(X, \rho, T, \varepsilon) \leq S(X, \rho, T, \text{diam}(U)) \leq h_{\text{top}}(U, T) =$$

$$= \sup_{\mu \in P_T(X) \text{ P \supseteq U}} \inf_{\mu(P)} h_\mu(P) \leq \sup_{\mu \in P_T(X) \text{ diam}(P) \leq \varepsilon} \inf_{\mu(P)} h_\mu(P).$$

Dividing both sides of (3.4) and (3.5) by $\log \frac{1}{\varepsilon}$ and taking the limits yields the desired inequalities (note that $\lim_{\varepsilon \to 0} \frac{\log \frac{1}{\varepsilon}}{\log C} = 1$ for any $C > 0$). \qed

**Remark 3.6.** It follows from [HMRY04, Proposition 5] that in Theorem 3.3 it suffices to take supremum over the set $\mathcal{E}_T(X)$ of ergodic measures rather than $P_T(X)$. Consequently, the same is true for the variational principle of Theorem 3.4.
4. MEAN RÉNYI INFORMATION DIMENSION OF A MEASURE

Following [31], we introduce the upper and lower mean Rényi information dimensions of an invariant measure \( \mu \in \mathcal{P}_T(\mathcal{X}) \) as:

\[
\overline{\text{MRID}}(\mathcal{X}, T, \mu, d) = \lim_{\varepsilon \to 0} \sup_{\varepsilon} \frac{1}{\log \varepsilon} \inf_{\text{diam}(P) \leq \varepsilon} h_\mu(P)
\]

and

\[
\underline{\text{MRID}}(\mathcal{X}, T, \mu, d) = \lim_{\varepsilon \to 0} \inf_{\varepsilon} \frac{1}{\log \varepsilon} \inf_{\text{diam}(P) \leq \varepsilon} h_\mu(P),
\]

where the infimum is taken over all Borel partitions \( P \) of \( \mathcal{X} \) with diameter not greater than \( \varepsilon \).

Geiger and Koch proposed recently the following similar definition for stationary stochastic processes with values in \( \mathbb{R} \). Let \( \mathcal{P}_\sigma(\mathbb{R}^2) \) denote the set of shift-invariant Borel probability measures on \( \mathbb{R}^2 \).

**Definition 4.1.** For \( \mu \in \mathcal{P}_\sigma(\mathbb{R}^2) \), the lower and upper information dimension rates are defined as

\[
\underline{d}(\mu) = \lim_{m \to \infty} \sup_{n \to \infty} \frac{H_\mu(\bigvee_{i=0}^{n-1} \sigma^{-i}P_m)}{n \log m} = \lim_{m \to \infty} \frac{h_\mu(P_m)}{\log m},
\]

\[
\overline{d}(\mu) = \lim_{m \to \infty} \inf_{n \to \infty} \frac{H_\mu(\bigvee_{i=0}^{n-1} \sigma^{-i}P_m)}{n \log m} = \lim_{m \to \infty} \frac{h_\mu(P_m)}{\log m},
\]

where \( P_m := \pi_0^{-1} \left( \left\{ \left\lfloor \frac{i}{m}, \left\lceil \frac{i}{m} \right\rceil \right\} : m \in \mathbb{Z} \right\} \right) \).

Note that if \( H_\mu(P_1) = \infty \), then \( \underline{d}(\mu) = \underline{d}(\mu) = \infty \). Geiger and Koch proved ([GK17, Theorem 1] and [GK19, Theorem 18]) that

\[
(4.1) \quad \underline{d}(\mu) = \underline{\dim}_{R,2}(\mu) \quad \text{and} \quad \overline{d}(\mu) = \overline{\dim}_{R,2}(\mu) \quad \text{for} \quad \mu \in \mathcal{P}_\sigma([0, 1]^2),
\]

where \( \underline{\dim}_{R,2}(\mu) \) and \( \overline{\dim}_{R,2}(\mu) \) are the lower and upper rate-distortion dimensions given as

\[
(4.2) \quad \underline{\dim}_{R,2}(\mu) = \limsup_{n \to \infty} \sup_{\varepsilon \to 0} \frac{\overline{R}_{R,2}(n, \varepsilon)}{\log \varepsilon} = \limsup_{\varepsilon \to 0} \frac{\overline{R}_{R,2}(\varepsilon)}{\log \varepsilon},
\]

\[
\overline{\dim}_{R,2}(\mu) = \liminf_{n \to \infty} \inf_{\varepsilon \to 0} \frac{\underline{R}_{R,2}(n, \varepsilon)}{\log \varepsilon} = \liminf_{\varepsilon \to 0} \frac{\underline{R}_{R,2}(\varepsilon)}{\log \varepsilon}.
\]

This can be seen as a generalization of [KD94, Proposition 3.3] from the Bernoulli case to general stationary processes. The following proposition states that mean Rényi information dimension and information dimension rate coincide for ergodic shift-invariant measures corresponding to almost surely bounded processes.

**Proposition 4.2.** Let \( \mu \in \mathcal{E}_\sigma([0, 1]^2) \). Then

\[
\overline{\text{MRID}}([0, 1]^2, \sigma, \mu, \tau) = \overline{d}(\mu) \quad \text{and} \quad \underline{\text{MRID}}([0, 1]^2, \sigma, \mu, \tau) = \underline{d}(\mu).
\]

**Proof.** It is clear from the definitions that \( \overline{\text{MRID}}([0, 1]^2, \sigma, \mu, \tau) \leq \overline{d}(\mu) \) and \( \underline{\text{MRID}}([0, 1]^2, \sigma, \mu, \tau) \leq \underline{d}(\mu) \) for any \( \mu \in \mathcal{P}_\sigma([0, 1]^2) \). By [VV17, Proposition 2], if \( \text{diam}(P) < \varepsilon \) and \( \mu \) is ergodic then \( \overline{R}_{R,2}(\varepsilon) \leq h_\mu(P) \) ([VV17, Proposition 2]) is proved for \( L^1 \)-distortion function, however it is easy to see that it is valid also for \( L^p \), \( p \in [1, \infty) \). As \( \overline{R}_{R,p}(\varepsilon) \leq R_{R,p}(\varepsilon) \) (see Proposition [GS20, Proposition C-B.1]), the result follows from [41]. \( \square \)

**Problem 2.** Is Proposition 4.2 true for non-ergodic measures?

5. MEAN BRIN-KATOK LOCAL ENTROPY

The goal of this section is to derive a novel application in ergodic theory which follows from the techniques of the article. Let \((\mathcal{X}, \rho, T)\) be a topological dynamical system. Following [Dow05, Definition 6.7.1], for an ergodic measure \( \mu \in \mathcal{E}_T(\mathcal{X}) \) and a point \( x \in \mathcal{X} \) we define the Brin-Katok local entropy by:

\[
h_{\mu}^{BK}(\varepsilon, x) = \limsup_{n \to \infty} \frac{1}{n} \log \mu(B_n(x, \varepsilon)),
\]
where $B_n(x, \varepsilon) = \{ y \in X : \rho_n(x, y) < \varepsilon \}$. It is easy to see that by the ergodicity of $\mu$, the function $x \mapsto h^{BK}_\mu(\varepsilon, x)$ is $\mu$-almost surely constant and we denote this constant by $h^{BK}_\mu(\varepsilon)$. Let us define the mean Brin-Katok local entropy of $T$ by:

$$m_{BK}(X, \rho, T) = \limsup_{\varepsilon \to 0} \frac{1}{\log \frac{1}{\varepsilon}} \sup_{\mu \in \mathcal{E}_T(X)} h^{BK}_\mu(\varepsilon)$$

and

$$m_{BK}(X, \rho, T) = \liminf_{\varepsilon \to 0} \frac{1}{\log \frac{1}{\varepsilon}} \sup_{\mu \in \mathcal{E}_T(X)} h^{BK}_\mu(\varepsilon).$$

**Lemma 5.1.** Let $(X, \rho, T)$ be a topological dynamical system. For $\mu \in \mathcal{E}_T(X)$ and $\varepsilon > 0$ it holds that

$$h^{BK}_\mu(\varepsilon) \leq \inf_{\text{diam}(P) < \varepsilon} h_\mu(P),$$

where the infimum is taken over all finite Borel partitions of $X$ with diameter smaller than $\varepsilon$.

The proof of Lemma 5.1 uses Shannon-McMillan-Breiman theorem and can be essentially found in [BK83]. We include it for the convenience of the reader.

**Proof.** For a partition $P$ of $X$, denote by $P(x)$ the element of $P$ containing $x \in X$. If $\text{diam}(P) < \varepsilon$, then $(\bigvee_{i=0}^{n-1} T^{-i}P(x)) \subset B_n(x, \varepsilon)$, hence

$$-\log \mu(B_n(x, \varepsilon)) \leq -\log \mu((\bigvee_{i=0}^{n-1} T^{-i}P(x))).$$

By the Shannon-McMillan-Breiman theorem ([Shi96, Theorem I.5.1])

$$h^{BK}_\mu(\varepsilon, x) = \limsup_{n \to \infty} -\frac{1}{n} \log \mu(B_n(x, \varepsilon)) \leq \limsup_{n \to \infty} -\frac{1}{n} \log \mu((\bigvee_{i=0}^{n-1} T^{-i}P(x))) = h_\mu(P)$$

for $\mu$-a.e. $x \in X$, hence $h^{BK}_\mu(\varepsilon) \leq \inf_{\text{diam}(P) < \varepsilon} h_\mu(P)$. \qed

Applying Theorem 3.1 we obtain the following corollary:

**Corollary 5.2.** Let $(X, \rho, T)$ be a topological dynamical system. Then

$$m_{BK}(X, \rho, T) \leq \overline{\text{mdim}}_M(X, \rho, T)$$

and

$$m_{BK}(X, \rho, T) \leq \underline{\text{mdim}}_M(X, \rho, T).$$

**Problem 3.** Does equality hold in Corollary 5.2?

By Corollary 5.2 we have the following somewhat surprising proposition (note that $\varepsilon_0$ is chosen uniformly for $\mu \in \mathcal{E}_T(X)$).

**Proposition 5.3.** Let $(X, \rho, T)$ be a topological dynamical system with $\overline{\text{mdim}}_M(X, \rho, T) < \infty$. For every $\delta > 0$ there exists $\varepsilon_0 > 0$ such that for every $0 < \varepsilon < \varepsilon_0$ and every ergodic measure $\mu \in \mathcal{E}_T(X)$, for $\mu$-almost every point $x \in X$ there exists $n_0 \in \mathbb{N}$ such that for every $n \geq n_0$ the inequality

$$\mu(B_n(x, \varepsilon)) \geq \varepsilon^n(\overline{\text{mdim}}_M(X, \rho, T) + \delta)$$

holds.

\footnote{This question was recently answered affirmatively by Ruxi Shi in [Shi21].}
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