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Abstract

In this paper, we consider a nonlinear beam equation with the $p$-biharmonic operator, where $1 < p < \infty$. Using a change of variable, we transform the problem into a system of differential equations and prove the existence, uniqueness and regularity of the weak solution by applying the Lax-Milgram theorem and classical results of functional analysis. We investigate the discrete formulation for that system and, with the aid of the Brouwer theorem, we show that the problem has a discrete solution. The uniqueness and stability of the discrete solution are obtained through classical methods. After establishing the order of convergence, we apply the mixed finite element method to obtain an algebraic system of equations. Finally, we implement the computational codes in Matlab software and perform the comparison between theory and simulations.
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1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ ($N \geq 1$) with smooth boundary $\partial \Omega$. We consider the problem

$$
\begin{cases}
\Delta_p^2 u = f(x), & \text{in } \Omega, \\
u = 0, \Delta u = 0, & \text{on } \partial \Omega,
\end{cases}
$$

(1)

where $\Delta_p^2$ is the fourth-order operator, called the $p$-biharmonic operator, defined by

$$
\Delta_p^2 u = \Delta \left( |\Delta u|^{p-2} \Delta u \right),
$$

$p \in \mathbb{R}$ satisfies $1 < p < \infty$ and $f \in L^2(\Omega)$.

Nonlinear differential equations whose structure depends on the solution itself can arise in mathematical modeling of various real-life processes. Most of these models fall into the class of evolutionary equations with non-standard growth. Recently, differential equations and variational problems with non-standard growth conditions have attracted increasing attention (see, for example, [1] for a review). These problems arise in various branches of applied mathematics and physics, such as electro-rheological or thermo-rheological fluid flows [2], elastic mechanics [3] and digital image processing [4]. Solutions to these types of problems may exhibit interesting properties, such as finite time extinction, explosion, propagation of perturbations with finite velocity or waiting time phenomena, which are intrinsic to the solution of other nonlinear problems.

Fourth order PDEs have several applications, for example, in elastic beam deformations [5, 6], in thin plate theory [7, 8] and in image processing [9]. The $p$-biharmonic problems are at the intersection of these fields of study.

For $p = 2$, we refer the reader to [10], where Ciarlet and Raviart investigate the biharmonic problem

$$
\Delta^2 u = f.
$$

(2)

In particular, they explained the standard variational formulation for the continuous problem and demonstrated that the solution exists and is unique. They used a standard procedure in optimization theory to replace the problem with an unrestricted one, where it was necessary to find a Lagrange multiplier and the function $u$. Furthermore, they estimated the error and convergence order with $C^0$-finite-elements associated with polynomials of degree $r - 1$. 
Behrens and Guzmán [11] introduced a new mixed method for Problem (2), based on a formulation where the problem was rewritten as a system of four first-order equations. A hybrid form of the method was introduced, which permitted a reduction of the globally coupled degrees of freedom to only those associated with Lagrange multipliers which approximate the solution and its derivative at the faces of the triangulation.

Pryer [12] studied discontinuous Galerkin approximations of Problem (1) for $1 < p < \infty$ from a variational perspective. The author proposed a discrete variational formulation of the problem based on an appropriate definition of a finite element Hessian and studied the convergence of the method (without rates) using a semicontinuity argument.

In [13], Candito and Bisci’s approach was based mainly on critical point theory. They showed that there are multiple weak solutions for Problem (1), with $f = \lambda g(x, u)$ and $\lambda$ a positive parameter.

Lu and Fu [14] studied Problem (1) with $f = \lambda |u|^{p-2}u - |u|^{q-2}$. They proved that the problem has infinitely many solutions when $p < q < p^* = \frac{Np}{N-2p}$ and obtained a multiplicity existence result when $q = p^*$.

Chaharlang and Razani [15] considered Problem (1) with $f = \mu \frac{|u|^{p-2}u}{|x|^{2p}} + \lambda g(x, u)$, where $\mu$ and $\lambda$ are real parameters. Applying the Ricceri critical point principle, variational methods and the Rellich inequality, they established the existence of at least one weak solution in two different cases of the nonlinear term at the origin.

More recently, Katzourakis and Pryer [16] studied the problem

$$\Delta^2_p u = 0.$$  

For a fixed $p$, they proposed a method based on C^0-mixed finite elements. They rewrote the minimization problem in a mixed formulation and proved, with norms that depend on the mesh, that the method converges under the minimum regularity of the solution. Moreover, under additional regularity assumptions and using an inf-sup condition, they showed that the approximation converges with specific rates that depend on $p$. They proved the convergence of the numerical solution to the weak solution of $\infty$-bilaplacian problem. Finally, they provided numerical experiments to validate their theoretical results.

In the present paper, we generalize the results of Katzourakis and Pryer in [16], in the sense that we use classical norms that do not depend on the mesh. In addition, we prove the order of convergence, which is found to
be optimal for some values of $p$. The paper is organized as follows. In Section 2 we present some known results concerning Lebesgue and Sobolev spaces that shall be required. In Section 3 we prove the existence and uniqueness of the weak solution to Problem (1). In Section 4 we study the discretized problem using the finite element method. In particular, we prove the existence, uniqueness and regularity of the discrete solution and study the order of convergence. In Section 5 we present numerical simulations using Matlab software. The conclusions of the paper are presented in Section 6.

2. Preliminaries

In this work, we use the standard notation for the Lebesgue and Sobolev spaces, $L^p(\Omega)$ and $W^{m,p}(\Omega)$, respectively (see [17]). We denote the inner product in $L^2(\Omega)$ by $(\cdot, \cdot)$ and, throughout this work, constants which are independent of the parameters and the functions involved are denoted by $C$.

The closure of $C^\infty_0(\Omega)$ in $W^{m,p}(\Omega)$ is denoted by $W^{m,p}_0(\Omega)$. For case $p = 2$, we let $W^{m,2}(\Omega) = H^m(\Omega)$ and $W^{m,2}_0(\Omega) = H^m_0(\Omega)$. An equivalent norm of $H^1_0(\Omega)$ is given by $\|\nabla u\|_{L^2(\Omega)}$.

For the sake of clarity, we first recall some known results.

**Theorem 2.1.** [18]. Let $\Omega \subset \mathbb{R}^N$ be a bounded and open set with $\partial \Omega$ of class $C^2$. If $f \in L^2(\Omega)$ and $u \in H^1_0(\Omega)$ satisfies

$$
\int_{\Omega} \nabla u \nabla \varphi dx = \int_{\Omega} f \varphi dx, \forall \varphi \in H^1_0(\Omega),
$$

then $u \in H^2(\Omega)$ and

$$
\|u\|_{H^2(\Omega)} \leq C \|f\|_{L^2(\Omega)},
$$

where $C$ is a constant depending only on $\Omega$.

**Theorem 2.2.** [19]. Let $\overline{B}_g(0)$ be a closed ball with center at the origin and radius $g$. If $f : \overline{B}_g(0) \to \mathbb{R}^N$ is continuous and $(f(x), x) \geq 0$ for every $x \in \partial \overline{B}_g(0)$, then $f$ has a zero in $\overline{B}_g(0)$.

**Theorem 2.3.** Let $0 < \mu \leq 1$ and $\Omega \subset \mathbb{R}^N$. If $u \in L^2(\Omega)$, then $|u|^\mu \in L^1(\Omega)$ and

$$
\int_{\Omega} |u(x)|^\mu dx \leq C \|u\|^\mu_{L^2(\Omega)},
$$

where $C = |\Omega|^\frac{2-\mu}{2}$. 4
Proof. We have using the H"older inequality,

\[ \int_\Omega |u(x)|^p \, dx = \int_\Omega 1 |u(x)|^p \, dx \leq \|1\|_{L^q(\Omega)} \|u\|_{L^p(\Omega)}, \]

where \( p \) and \( q \) are conjugate exponents, that is, \( q = \frac{p}{p-1} \).

Since \( 2 \leq \frac{3}{\mu} < \infty \), we choose \( p = \frac{2}{\mu} \), which implies \( q = \frac{2}{2-\mu} \). Substituting these values of \( p \) and \( q \) in the inequality above, we obtain

\[ \int_\Omega |u(x)|^p \, dx \leq \|1\|_{L^{\frac{2}{2-\mu}}(\Omega)} \|u\|_{L^{\frac{2-\mu}{2}}(\Omega)}. \]

Noticing that

\[ \|1\|_{L^{\frac{2}{2-\mu}}(\Omega)} = \left( \int_\Omega \left| \frac{1}{2-\mu} \right| \, dx \right)^{\frac{2-\mu}{2}} = \left( \int_\Omega 1 \, dx \right)^{\frac{2-\mu}{2}} = |\Omega|^{\frac{2-\mu}{2}} = C \]

and

\[ \|u\|_{L^{\frac{2}{2-\mu}}(\Omega)} = \left( \int_\Omega |u(x)|^{\mu} \, dx \right)^{\frac{2}{2-\mu}} = \left( \left( \int_\Omega |u(x)|^2 \, dx \right)^{\frac{1}{2}} \right)^{\mu} = \|u\|_{L^2(\Omega)} \]

we have the required result. \( \square \)

We denote by \( \mathcal{T}_h \) a non-degenerate partition of the polygonal domain \( \Omega \subset \mathbb{R}^N \) in simplices with parameter \( h \), that is, the set \( \Omega \) is subdivided into a finite number of subsets \( T_k, k = 1, \ldots, n \), called finite elements, such that the following conditions are met:

i) \( \Omega = \bigcup_{k=1}^n T_k; \)

ii) \( \text{int}(T_k) \neq \emptyset, \forall \ T_k \in \mathcal{T}_h; \)

iii) \( \text{int}(T_i) \cap \text{int}(T_j) = \emptyset, \forall \ T_i, T_j \in \mathcal{T}_h \) with \( i \neq j; \)

iv) Each side of \( T_k \) either belongs to the boundary of the domain \( \Omega \) or is a side of another \( T_i \in \mathcal{T}_h; \)

v) Each \( T_k \) has a Lipschitz-continuous boundary.
We denote by \( V_h \) the space of continuous functions on the closure \( \overline{\Omega} \) of \( \Omega \), which are polynomials of degree \( r - 1 \), with \( r \geq 2 \), in each interval of \( T_h \) and vanish on \( \partial \Omega \), that is,

\[
V_h = \left\{ u \in C^0_0(\overline{\Omega}) : u|_{T_k} \text{ is a polynomial of degree } r - 1 \text{ for all } T_k \in T_h \right\}.
\]

**Theorem 2.4.** [20]. If \( V_h \subset H^1_0(\Omega) \) and \( I_h : H^r(\Omega) \cap H^1_0(\Omega) \rightarrow V_h \) is the interpolation operator, then

\[
\|u - I_h u\|_{L^2(\Omega)} + h \left\| \nabla (u - I_h u) \right\|_{L^2(\Omega)} \leq Ch^s \|u\|_{H^s(\Omega)}, \ 1 \leq s \leq r,
\]

where \( u \in H^s(\Omega) \cap H^1_0(\Omega) \) and \( C \) is a constant.

**Theorem 2.5.** [21]. If \( u \in W^{m,p}(\Omega) \), with \( 0 \leq m \leq r \) and \( 1 \leq p \leq \infty \), then

\[
\left( \sum_{k=1}^n \|I_h u\|_{W^{m,p}(T_k)}^p \right)^{\frac{1}{p}} \leq C \left( \sum_{|\alpha|=m} \|D^\alpha u\|_{L^p(\Omega)}^p \right)^{\frac{1}{p}}.
\]

In particular,

\[
\sum_{k=1}^n \|I_h u\|_{W^{m,p}(T_k)}^p \leq C \|u\|_{W^{m,p}(\Omega)}^p.
\]

**Theorem 2.6.** [22]. For all \( q > 1 \) and \( \delta \geq 0 \), there is positive constant \( C \) such that, for all \( \xi, \kappa \in \mathbb{R} \) with \( \xi \neq \kappa \),

\[
\left| |\xi|^{q-2} \xi - |\kappa|^{q-2} \kappa \right| \leq C \left| \xi - \kappa \right|^{1-\delta} (|\xi| + |\kappa|)^{q-2+\delta}.
\]

### 3. Existence and uniqueness of weak solution

In this section, we establish the existence and uniqueness of the weak solution to Problem (1).

Following Katzourakis and Pryer [16], we define the auxiliary variable

\[
v = |\Delta u|^{p-2} \Delta u,
\]

whence

\[
|v|^{q-2} v = \Delta u.
\]
Using Equations (3) and (4), we may rewrite Problem (1) as the following system of differential equations

\begin{align*}
\Delta v &= f, \quad \text{in } \Omega, \\
\Delta u &= |v|^{q-2} v, \quad \text{in } \Omega, \\
u &= 0, \quad v = 0, \quad \text{on } \partial \Omega.
\end{align*}

(5)

**Definition 3.1.** The pair \((u, v) \in H^1_0(\Omega) \times H^1_0(\Omega)\) is a weak solution to Problem (5) if, for all \((\psi, \eta) \in H^1_0(\Omega) \times H^1_0(\Omega)\), the following system is satisfied

\begin{align*}
\int_{\Omega} \nabla v \nabla \psi \, dx &= - \int_{\Omega} f \psi \, dx, \\
\int_{\Omega} \nabla u \nabla \eta \, dx &= - \int_{\Omega} |v|^{q-2} v \eta \, dx.
\end{align*}

(6)

The weak formulation (6) can be rewritten as

\begin{align*}
\begin{cases}
a(v, \psi) &= -(f, \psi), \quad \forall \psi \in H^1_0(\Omega), \\
a(u, \eta) &= -(|v|^{q-2} v, \eta), \quad \forall \eta \in H^1_0(\Omega),
\end{cases}
\end{align*}

(7)

where the bilinear form \(a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}\) is given by

\[a(u, v) = \int_{\Omega} \nabla u \nabla v \, dx, \quad \forall \ u, v \in H^1_0(\Omega).\]

(8)

Next, we use the Lax-Milgram theorem and the Sobolev embedding theorem with \(\Omega \subset \mathbb{R}^N\) to proof the existence and uniqueness of the weak solution. Due to the embeddings, we first consider \(N \leq 4\), and then \(N > 4\).

**Theorem 3.1.** Let \(\Omega \subset \mathbb{R}^N\), \(N \leq 4\), be a bounded and open set with \(\partial \Omega\) of class \(C^2\), \(f \in L^2(\Omega)\) and \(1 < p < \infty\). Then there is a unique pair \((u, v)\) that is the weak solution to Problem (5), in the sense of Definition 3.1, moreover \((u, v) \in H^2(\Omega) \times H^2(\Omega)\).

**Proof.** Suppose \(f \in L^2(\Omega) \subset H^{-1}(\Omega)\). Since the bilinear form \(a\) defined in (8) is continuous and coercive, we have, by the Lax-Milgram theorem, that there is a unique \(v \in H^1_0(\Omega)\) such that the first equation of System (7) is satisfied. According to Theorem 2.1, \(v \in H^2(\Omega)\).

Now, we investigate \(|v|^{q-2} v\), consider different cases.

If \(\Omega \subset \mathbb{R}^N\), with \(N < 4\) and \(1 < p < \infty\), then \(H^2(\Omega) \subset C(\overline{\Omega})\) (see [23], pp. 44)), whence \(|v|^{q-2} v \in L^\infty(\Omega) \subset L^2(\Omega)\).
If $\Omega \subset \mathbb{R}^4$ and $1 < p < 3$, then $1 < 2q - 2 < \infty$. Thus, $v \in H^2(\Omega) \subset L^{2q-2}(\Omega)$ (see [23, pp. 44]), which implies $|v|^{q-2} v \in L^2(\Omega)$. In fact,

$$
\int_{\Omega} ||v|^{q-2} v|^2 \, dx = \int_{\Omega} |v|^{2q-2} \, dx \leq C,
$$

(9)

where $C$ is a constant.

If $\Omega \subset \mathbb{R}^4$ and $3 \leq p < \infty$, then $0 < 2q - 2 \leq 1$. Since $v \in H^2(\Omega) \subset L^2(\Omega)$, it follows from Theorem 2.3 that

$$
\int_{\Omega} |v|^{2q-2} \, dx \leq C \|v\|_{L^2(\Omega)}^{2q-2},
$$

(10)

where $C$ is a constant. Thus, $|v|^{q-2} v \in L^2(\Omega)$.

Hence, we have $|v|^{q-2} v \in L^2(\Omega)$ for $\Omega \subset \mathbb{R}^4$, with $N \leq 4$, and $1 < p < \infty$. As $L^2(\Omega) \subset H^{-1}(\Omega)$, we may conclude from the Lax-Milgram theorem that, for all $|v|^{q-2} v \in L^2(\Omega)$, there is a unique $u \in H_0^1(\Omega)$ such that the second equation of System (7) is satisfied. Finally, using Theorem 2.1, it follows that $u \in H^2(\Omega)$, as desired.

**Theorem 3.2.** Let $\Omega \subset \mathbb{R}^N$, $N > 4$, be a bounded and open set with $\partial \Omega$ of class $C^2$, $f \in L^2(\Omega)$ and $\frac{2N-4}{N} < p < \infty$. Then there is a unique pair $(u,v)$ that is the weak solution to Problem (5), in the sense of Definition 3.1, moreover $(u,v) \in H^2(\Omega) \times H^2(\Omega)$.

**Proof.** The proof of the first equation is analogous to that of Theorem 3.1 and we have $v \in H^2(\Omega)$. Next, we investigate $|v|^{q-2} v$ considering different cases, as in Theorem 3.1.

If $\frac{2N-4}{N} < p < 3$, then $1 < 2q - 2 < \frac{2N}{N-4}$. Thus, $v \in H^2(\Omega) \subset L^{2q-2}(\Omega)$ (see [23, pp. 44]) and, following the proof of the inequality in (9), we have $|v|^{q-2} v \in L^2(\Omega)$.

If $3 \leq p < \infty$, then $0 < 2q - 2 \leq 1$. We have $v \in H^2(\Omega) \subset L^2(\Omega)$, so reasoning as in the proof of Inequality (10), we obtain $|v|^{q-2} v \in L^2(\Omega)$.

Thus, for $\frac{2N-4}{N} < p < \infty$, we obtain $|v|^{q-2} v \in L^2(\Omega)$. Now, arguing as in the proof of Theorem 3.1, we conclude that for the second equation of System (7) there is a unique $u \in H_0^1(\Omega) \cap H^2(\Omega)$.

**4. Discrete problem**

In this section, we study the discrete problem associated with Problem (5). For the sake of simplicity, we consider $\Omega \subset \mathbb{R}^N$ with $N = 1$. For dimensions $N > 1$, the proofs are similar, but rely on other Sobolev embeddings and require some restrictions on $p$. 
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4.1. Existence, uniqueness and regularity of discrete solution

We start by defining the concept of discrete solution to Problem (5). Let $\mathcal{T}_h$ be a non-degenerate partition of the domain $\Omega$ with parameter $h$, and $V_h \subset H^1_0(\Omega)$ be the finite element space associated with $\mathcal{T}_h$ and formed by polynomials of degree at most $r - 1$, with $r \geq 2$.

**Definition 4.1.** The pair $(u_h, v_h) \in V_h \times V_h$ is said to be a discrete solution to Problem (5) if, for every pair $(\psi_h, \eta_h) \in V_h \times V_h$, the following system is satisfied

\[
\begin{cases}
(\nabla v_h, \nabla \psi_h) = -(f, \psi_h), & \forall \psi_h \in V_h, \\
(\nabla u_h, \nabla \eta_h) = -(|v_h|^{q-2} v_h, \eta_h), & \forall \eta_h \in V_h.
\end{cases}
\]  

(11)

**Lemma 4.1.** If $v_h \in H^1_0(\Omega)$, then $|v_h|^{q-1} \in L^2(\Omega)$ for $q > 1$ and

\[
\left\| |v_h|^{q-1} \right\|_{L^2(\Omega)} \leq C \|v_h\|_{H^1_0(\Omega)}^{q-1}.
\]  

(12)

**Proof.** By hypothesis, $v_h \in H^1_0(\Omega)$ and we know that $H^1_0(\Omega) \subset L^\infty(\Omega) \subset L^2(\Omega)$. Thus

\[
\|v_h\|_{L^2(\Omega)} \leq C \|v_h\|_{L^\infty(\Omega)}.  
\]  

(13)

On the other hand,

\[
\left\| |v_h|^{q-1} \right\|_{L^2(\Omega)} = \left( \int_\Omega |v_h|^{q-1}^2 \, dx \right)^{\frac{1}{2}} = \left( \int_\Omega |v_h|^{2q-2} \, dx \right)^{\frac{1}{2}}.  
\]  

(14)

From (13) and (14),

\[
\left\| |v_h|^{q-1} \right\|_{L^2(\Omega)} \leq \left( \|v_h\|_{L^\infty(\Omega)}^{2q-2} \right)^{\frac{1}{2}} \left( \int_\Omega 1 \, dx \right)^{\frac{1}{2}} = C \|v_h\|_{L^\infty(\Omega)}^{q-1},
\]  

where $C = |\Omega|^{\frac{1}{2}}$. From the Sobolev embedding theorem, we now obtain (12).

Next, we show that Problem (5) has a discrete solution.

**Theorem 4.1.** If $f \in L^2(\Omega)$, then there is a discrete solution $(u_h, v_h) \in V_h \times V_h$ to Problem (5), in the sense of Definition 4.1.
Proof. We define a continuous linear map \( f_1 : V_h \rightarrow V_h \) by
\[
(f_1(v_h), \psi_h) = (\nabla v_h, \nabla \psi_h) + (f, \psi_h), \quad \forall \psi_h \in V_h.
\] (15)

Considering \( \psi_h = v_h \), Equation (15) becomes
\[
(f_1(v_h), v_h) = \|\nabla v_h\|_{L^2(\Omega)}^2 + (f, v_h).
\]

Using the Poincaré and Young inequalities,
\[
(f_1(v_h), v_h) \geq \left( \frac{1}{C} - \varepsilon \right) \|v_h\|_{L^2(\Omega)}^2 - C \varepsilon \|f\|_{L^2(\Omega)}^2,
\]
where \( C = \frac{1}{4 \varepsilon} \). In particular, to obtain \( (f_1(v_h), v_h) = 0 \), we require that
\[
\left( \frac{1}{C} - \varepsilon \right) \|v_h\|_{L^2(\Omega)}^2 = C \varepsilon \|f\|_{L^2(\Omega)}^2.
\]
Choosing \( \varepsilon \) such that \( \frac{1}{C} - \varepsilon > 0 \),
\[
\|v_h\|_{L^2(\Omega)} = \varrho_1 \|f\|_{L^2(\Omega)}^2,
\]
where \( \varrho_1 = \sqrt{\frac{C \varepsilon}{1 - \varepsilon C}} \).

We define the closed ball \( \overline{B}_{\varrho_2}(0) = \{ v_h \in V_h; \|v_h\|_{L^2(\Omega)} \leq \varrho_2 \} \), with \( \varrho_2 = \varrho_1 \|f\|_{L^2(\Omega)}^2 \). So, for all \( v_h \in \partial \overline{B}_{\varrho_2}(0) \), we have \( (f_1(v_h), v_h) \geq 0 \). Hence, by Theorem 2.2 there is \( v_h^* \in \overline{B}_{\varrho_2}(0) \) such that \( f_1(v_h^*) = 0 \). Therefore,
\[
(\nabla v_h^*, \nabla \psi_h) = - (f, \psi_h), \quad \forall \psi_h \in V_h,
\]
whence \( v_h^* \) is a solution of the first equation of Problem (11).

Analogously, we define a linear map \( f_2 : V_h \rightarrow V_h \) by
\[
(f_2(u_h), \eta_h) = (\nabla u_h, \nabla \eta_h) + \left( |v_h|^{q-2} v_h, \eta_h \right), \quad \forall \eta_h \in V_h,
\]
(16)
which is continuous. In fact, by the Minkowski inequality,
\[
|(f_2(u_h), \eta_h)| \leq |(\nabla u_h, \nabla \eta_h)| + \left( |v_h|^{q-2} v_h, \eta_h \right) .
\]
(17)
Using the Hölder inequality,

\[ |(\nabla u_h, \nabla \eta_h)| \leq \left( \int_{\Omega} |\nabla u_h|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} |\nabla \eta_h|^2 \, dx \right)^{\frac{1}{2}} \]

\[ = \|\nabla u_h\|_{L^2(\Omega)} \|\nabla \eta_h\|_{L^2(\Omega)} \leq C. \]  

(18)

By the embeddings \( H^1_0(\Omega) \subset L^\infty(\Omega) \subset L^2(\Omega) \) and Lemma 4.1,

\[ \left| (|v_h|^{q-2} v_h, \eta_h) \right| \leq \int_{\Omega} \left( |v_h|^{q-2} |v_h| \right) |\eta_h| \, dx \]

\[ = \int_{\Omega} |v_h|^{q-1} |\eta_h| \, dx \]

\[ \leq \|v_h\|^{q-1}_{L^2(\Omega)} \|\eta_h\|_{L^2(\Omega)} \leq C. \]  

(19)

Now, substituting (18) and (19) in (17), it follows that the linear map \( f_2 \) is continuous.

On the other hand, taking \( \eta_h = u_h \) in Equation (16),

\[ (f_2(u_h), u_h) = \|\nabla u_h\|_{L^2(\Omega)}^2 + (|v_h|^{q-2} v_h, u_h). \]

Using the Poincaré and Young inequalities,

\[ (f_2(u_h), u_h) \geq \left( \frac{1}{C} - \varepsilon \right) \|u_h\|_{L^2(\Omega)}^2 - C \varepsilon \|v_h\|^{q-1}_{L^2(\Omega)}^2, \]

where \( C = \frac{1}{4\varepsilon} \). In particular, we require that \( (f_2(v_h), u_h) = 0 \), which implies

\[ \left( \frac{1}{C} - \varepsilon \right) \|u_h\|_{L^2(\Omega)}^2 = C \varepsilon \|v_h\|^{q-1}_{L^2(\Omega)}^2. \]

If we choose \( \varepsilon \) such that \( \left( \frac{1}{C} - \varepsilon \right) > 0 \) and define \( \varrho_3 = \sqrt{\frac{C \varepsilon C}{1 - \varepsilon C}} \), then

\[ \|u_h\|_{L^2(\Omega)} = \varrho_3 \|v_h\|^{q-1}_{L^2(\Omega)}. \]

Let \( \overline{B}_{\varrho_3}(0) \) be the closed ball \( \overline{B}_{\varrho_4}(0) = \left\{ u_h \in V_h; \|u_h\|_{L^2(\Omega)} \leq \varrho_4 \right\} \), with \( \varrho_4 = \varrho_3 \|v_h\|^{q-1}_{L^2(\Omega)} \). Then, for all \( u_h \in \partial \overline{B}_{\varrho_4}(0) \), we obtain \( (f_2(u_h), u_h) \geq 0 \).

So, by Theorem 2.2, there is a solution \( u_h^* \in \overline{B}_{\varrho_4}(0) \) to the second equation of Problem (11).
In the next theorem, we prove that the discrete solution to Problem (5) is unique.

**Theorem 4.2.** If $f \in L^2(\Omega)$, then the discrete solution $(u_h, v_h) \in V_h \times V_h$ to Problem (5), in the sense of Definition 4.1, is unique.

**Proof.** Suppose $v_1, v_2 \in V_h$ are solutions to the first equation of Problem (11). Then

$$(\nabla v_1, \nabla \psi_h) = -(f, \psi_h), \ \forall \ \psi_h \in V_h$$

and

$$(\nabla v_2, \nabla \psi_h) = -(f, \psi_h), \ \forall \ \psi_h \in V_h.$$ 

Subtracting the previous equations and applying the inner product and gradient properties, we obtain

$$(\nabla (v_1 - v_2), \nabla \psi_h) = 0.$$ 

The above equation is satisfied for all $\psi_h \in V_h$, so we can assume $\psi_h = v_1 - v_2$. Then

$$\|\nabla (v_1 - v_2)\|_{L^2(\Omega)}^2 = 0.$$ 

Using the Poincaré inequality,

$$\|v_1 - v_2\|_{L^2(\Omega)} = 0.$$ 

Consequently, $v_1 = v_2$ in $H^1_0(\Omega)$ and so there is a unique solution to the first equation of Problem (11). 

Similarly, if $u_1, u_2 \in V_h$ are solutions to the second equation of Problem (11), then

$$(\nabla u_1, \nabla \eta_h) = -(|v_h|^{p-2} v_h, \eta_h), \ \forall \ \eta_h \in V_h$$

and

$$(\nabla u_2, \nabla \eta_h) = -(|v_h|^{p-2} v_h, \eta_h), \ \forall \ \eta_h \in V_h.$$ 

As before, if we subtract the previous equations and apply the properties of the inner product and gradient, then $(\nabla (u_1 - u_2), \nabla \eta_h) = 0$. Since the above equation must be satisfied for all $\eta_h \in V_h$, we assume that $\eta_h = u_1 - u_2$, which implies $\|\nabla (u_1 - u_2)\|_{L^2(\Omega)}^2 = 0$. Thus, proceeding in a similar way as before, we conclude that $u_1 = u_2$ in $H^1_0(\Omega)$. This means that there is a unique solution to the second equation of Problem (11). 

\[ \square \]
In the next theorem, we prove the stability of the discrete solution \((u_h, v_h)\) to Problem (5).

**Theorem 4.3.** Let \((u_h, v_h) \in V_h \times V_h\) be the discrete solution of Problem (5), in the sense of Definition 4.1. Then, for all \(f \in L^2(\Omega)\),
\[
\|v_h\|_{H^1_0(\Omega)} \leq C \|f\|_{L^2(\Omega)},
\]
(20)
\[
\|u_h\|_{H^1_0(\Omega)} \leq C \|f\|_{L^2(\Omega)}^{q-1}.
\]
(21)

**Proof.** From the first equation of Problem (11), with \(\psi_h = v_h\),
\[
(\nabla v_h, \nabla v_h) = - (f, v_h) \implies \|\nabla v_h\|_{L^2(\Omega)}^2 \leq |(f, v_h)|.
\]
Using the Young and Poincaré inequalities,
\[
\|\nabla v_h\|_{L^2(\Omega)}^2 \leq C_{\varepsilon} \|f\|_{L^2(\Omega)}^2 + C_{\varepsilon} \|\nabla v_h\|_{L^2(\Omega)}^2,
\]
where \(C_{\varepsilon} = \frac{1}{4\varepsilon}\). Choosing \(\varepsilon\) such that \(C_{\varepsilon} = \frac{1}{2}\) and again, using the Poincaré inequality, we obtain (20).

On the other hand, if \(\eta_h = u_h\), then, from the second equation of Problem (11),
\[
\|\nabla u_h\|_{L^2(\Omega)}^2 = - \left( |v_h|^{q-2} v_h, u_h \right),
\]
which implies
\[
\|\nabla u_h\|_{L^2(\Omega)}^2 \leq \left| \left( |v_h|^{q-2} v_h, u_h \right) \right| \leq \int_\Omega \|v_h|^{q-1}|u_h| \, dx.
\]
By the Young and Poincaré inequalities,
\[
\|\nabla u_h\|_{L^2(\Omega)}^2 \leq C_{\varepsilon} \|v_h|^{q-1}\|_{L^2(\Omega)}^2 + C_{\varepsilon} \|\nabla u_h\|_{L^2(\Omega)}^2,
\]
where \(C_{\varepsilon} = \frac{1}{4\varepsilon}\). Choosing \(\varepsilon\) such that \(C_{\varepsilon} = \frac{1}{2}\), using the embedding \(H^1_0(\Omega) \subset L^\infty(\Omega)\) and (20), we obtain (21).

4.2. Convergence order

We now investigate the order of convergence for Problem (11). To this end, we first consider \(1 < p \leq 2\), which implies \(2 \leq q < \infty\), and then we consider \(2 < p < \infty\), which corresponds to \(1 < q < 2\).
Theorem 4.4. Let $\Omega \subset \mathbb{R}^N$ be a bounded and open set with $\partial \Omega$ of class $C^2$ and $1 < p \leq 2$. Under these conditions, for Problem (11), we have

\[
\|\nabla (v - v_h)\|_{L^2(\Omega)} \leq C h^{s-1} \|v\|_{H^s(\Omega)},
\]

\[
\|v - v_h\|_{L^2(\Omega)} \leq C h^s \|v\|_{H^s(\Omega)},
\]

\[
\|\nabla (u - u_h)\|_{L^2(\Omega)} \leq C h^{s-1} \|u\|_{H^s(\Omega)} + Ch^s \|v\|_{H^s(\Omega)},
\]

\[
\|u - u_h\|_{L^2(\Omega)} \leq C h^s \|u\|_{H^s(\Omega)} + (h^s + h^{s+1}) \|v\|_{H^s(\Omega)},
\]

where $1 \leq s \leq r$ and $C$ is a constant.

Proof. For the first equation of Problem (11), the proof is the same as that of Thomée [20, Theorem 1.1, pp. 5], which gives (22) and (23).

Using the same tools, subtracting the second equation of System (7), with $\eta = \eta_h \in V_h$, from the second equation of System (11), we obtain

\[
(\nabla (u - u_h), \nabla \eta_h) = -(|v|^{q-2} v - |v_h|^{q-2} v_h, \eta_h).
\]

Let us now define

\[
\gamma = u - \tilde{u}_h,
\]

\[
\theta = \tilde{u}_h - u_h,
\]

where $\tilde{u}_h$ represents the interpolation of $u$ in the space $V_h$. Thus,

\[
(\nabla \theta, \nabla \eta_h) = -(\nabla \gamma, \nabla \eta_h) - (|v|^{q-2} v - |v_h|^{q-2} v_h, \eta_h).
\]

By definition, $\theta \in V_h$, so, considering $\eta_h = \theta$,

\[
\|\nabla \theta\|^2_{L^2(\Omega)} \leq \left| (\nabla \gamma, \nabla \eta) + (|v|^{q-2} v - |v_h|^{q-2} v_h, \eta) \right|.
\]

Using the Minkowski, Hölder and Young inequalities, we obtain

\[
\|\nabla \theta\|^2_{L^2(\Omega)} \leq C_{\varepsilon_1} \|\nabla \gamma\|^2_{L^2(\Omega)} + \varepsilon_1 \|\nabla \theta\|^2_{L^2(\Omega)} + C_{\varepsilon_2} \left( |v|^{q-2} v - |v_h|^{q-2} v_h \right)^2_{L^2(\Omega)} + \varepsilon_2 \|\theta\|^2_{L^2(\Omega)},
\]

where $C_{\varepsilon_1} = \frac{1}{4\varepsilon_1}$ and $C_{\varepsilon_2} = \frac{1}{4\varepsilon_2}$. Using Theorem 2.6 with $\delta = 0$, and the Hölder inequality, we obtain

\[
\left( |v|^{q-2} v - |v_h|^{q-2} v_h \right)^2_{L^2(\Omega)} \leq C \|v - v_h\|^2_{L^2(\Omega)} \left( |v| + |v_h| \right)^{q-2} \left( |v| + |v_h| \right)^{q-2}.
\]
Since \( v, v_h \in H^1_0(\Omega) \) and \( \Omega \subset \mathbb{R} \), we have \( H^1_0(\Omega) \subset L^\infty(\Omega) \). This implies \( |v| \) and \( |v_h| \) are bounded by a constant, whence

\[
\left\| |v|^{q-2}v - |v_h|^{q-2}v_h \right\|^2_{L^2(\Omega)} \leq C \left\| v - v_h \right\|^2_{L^2(\Omega)}. \tag{30}
\]

Substituting (30) in (29) gives

\[
\left\| \nabla \theta \right\|^2_{L^2(\Omega)} \leq C \varepsilon_1 \left\| \nabla \gamma \right\|^2_{L^2(\Omega)} + \varepsilon_1 \left\| \nabla \theta \right\|^2_{L^2(\Omega)} + C \left\| v - v_h \right\|^2_{L^2(\Omega)} + \varepsilon_2 \left\| \theta \right\|^2_{L^2(\Omega)}.
\]

Applying the Poincaré inequality, choosing \( \varepsilon_1 \) and \( \varepsilon_2 \) such that \( \varepsilon_1 + C\varepsilon_2 = \frac{1}{2} \), using Theorem 2.4 and Inequality (23), we obtain

\[
\left\| \nabla \theta \right\|_{L^2(\Omega)} \leq Ch^{s-1} \left\| u \right\|_{H^s(\Omega)} + Ch^s \left\| v \right\|_{H^s(\Omega)}. \tag{31}
\]

Noting that

\[
\left\| \nabla (u - u_h) \right\|_{L^2(\Omega)} = \left\| \nabla \gamma + \nabla \theta \right\|_{L^2(\Omega)} \leq \left\| \nabla \gamma \right\|_{L^2(\Omega)} + \left\| \nabla \theta \right\|_{L^2(\Omega)}
\]

and using Theorem 2.4 and (31), we conclude (24).

Finally, we determine the order of convergence for \( u \). To this end, let \( \varphi \in L^2(\Omega) \) and \( \psi \in H^2(\Omega) \cap H^1_0(\Omega) \) be the solution of \( -\Delta \psi = \varphi \). Then,

\[
(u - u_h, \varphi) = -(u - u_h, \Delta \psi).
\]

The next inequality follows from the Green formula, Equation (26) and from the Minkowski and Hölder inequalities.

\[
(u - u_h, \varphi) \leq \left\| \nabla (u - u_h) \right\|_{L^2(\Omega)} \left\| \nabla (\psi - \psi_h) \right\|_{L^2(\Omega)}
\]

\[
+ \left\| |v|^{q-2}v - |v_h|^{q-2}v_h \right\|^2_{L^2(\Omega)} \left\| \psi_h \right\|_{L^2(\Omega)}.
\]

By (24), (30) and (23),

\[
(u - u_h, \varphi) \leq \left( Ch^{s-1} \left\| u \right\|_{H^s(\Omega)} + Ch^s \left\| v \right\|_{H^s(\Omega)} \right) \left\| \nabla (\psi - \psi_h) \right\|_{L^2(\Omega)}
\]

\[
+ Ch^s \left\| v \right\|_{H^s(\Omega)} \left\| \psi_h \right\|_{L^2(\Omega)}. \tag{32}
\]

As \( \psi_h \in V_h \) is arbitrary, we can consider \( \psi_h \) as the interpolation of \( \psi \) in the space \( V_h \), that is, \( \psi_h = I_h \psi = \tilde{\psi}_h \). Using Theorem 2.4 and the fact that \( \psi \in H^2(\Omega) \), we obtain

\[
\left\| \nabla \left( \psi - \tilde{\psi}_h \right) \right\|_{L^2(\Omega)} \leq Ch \left\| \psi \right\|_{H^2(\Omega)}. \tag{33}
\]
Substituting (33) in (32),

\[
(u - u_h, \varphi) \leq \left( Ch^{s-1} \| u \|_{H^s(\Omega)} + Ch^s \| v \|_{H^s(\Omega)} \right) Ch \| \psi \|_{H^2(\Omega)}
+ Ch^s \| v \|_{H^s(\Omega)} \left\| \tilde{\psi}_h \right\|_{L^2(\Omega)}.
\] (34)

Since \( \psi \in H^2(\Omega) \), by Theorem 2.5,\[
\left\| \tilde{\psi}_h \right\|_{H^1(\Omega)} \leq C \| \psi \|_{H^2(\Omega)}.
\] Furthermore,\[
H^1(\Omega) \subset L^2(\Omega),\] so\[
\left\| \tilde{\psi}_h \right\|_{L^2(\Omega)} \leq C \| \psi \|_{H^2(\Omega)}.
\] (35)

Substituting (35) in (34), we obtain the inequality

\[
(u - u_h, \varphi) \leq \left( Ch^{s-1} \| u \|_{H^s(\Omega)} + Ch^s \| v \|_{H^s(\Omega)} \right) Ch \| \psi \|_{H^2(\Omega)}
+ Ch^s \| v \|_{H^s(\Omega)} C \| \psi \|_{H^2(\Omega)}.
\]

By Theorem 2.1,\[
\| \psi \|_{H^2(\Omega)} \leq C \| \varphi \|_{L^2(\Omega)}.
\] Consequently,\[
(u - u_h, \varphi) \leq C \| \varphi \|_{L^2(\Omega)} \left( h^{s} \| u \|_{H^s(\Omega)} + (h^{s} + h^{s+1}) \| v \|_{H^s(\Omega)} \right).
\]

Finally considering \( \varphi = u - u_h \), we arrive at the inequality (25). \( \square \)

We now consider \( 2 < p < \infty \), so its conjugate exponent satisfies \( 1 < q < 2 \).

**Theorem 4.5.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded and open set with \( \partial \Omega \) of class \( C^2 \) and \( 2 < p < \infty \). For Problem (11), we have

\[
\left\| \nabla (v - v_h) \right\|_{L^2(\Omega)} \leq Ch^{s-1} \| v \|_{H^s(\Omega)},
\] (36)

\[
\left\| v - v_h \right\|_{L^2(\Omega)} \leq Ch^s \| v \|_{H^s(\Omega)},
\] (37)

\[
\left\| \nabla (u - u_h) \right\|_{L^2(\Omega)} \leq Ch^{s-1} \| u \|_{H^s(\Omega)} + Ch^{\frac{s}{p-1}} \| v \|_{H^s(\Omega)}^{\frac{1}{p-1}},
\] (38)

\[
\| u - u_h \|_{L^2(\Omega)} \leq Ch^s \| u \|_{H^s(\Omega)} + C \left( h^{s \frac{p-1}{p-1}} + h^{s \frac{p-1}{p-1}} \right) \| v \|_{H^s(\Omega)}^{\frac{1}{p-1}},
\] (39)

where \( 1 \leq s \leq r \) and \( C \) is a constant.

**Proof.** The first equation of Problem (11) does not depend on \( p \) or \( q \), so the proof is the same as that of Thomée [20, Theorem 1.1, pp. 5]. Hence we have (36) and (37).
Now, we proceed in a manner analogous to Theorem 4.4, until we obtain
\[
\|\nabla \theta\|_{L^2(\Omega)}^2 \leq C \varepsilon_1 \|\nabla \gamma\|_{L^2(\Omega)}^2 + \varepsilon_1 \|\nabla \theta\|_{L^2(\Omega)}^2 + C \varepsilon_2 \|v\|_{H^2(\Omega)}^2 v_h \|v_h\|_{L^2(\Omega)}^2 + \varepsilon_2 \|\theta\|_{L^2(\Omega)}^2.
\] (40)

Then, applying Theorem 2.6 with \(\xi = v, \kappa = v_h, \delta = p - 2\) and \(p - 1 > 0\) and taking into account that \(|v|\) and \(|v_h|\) are bounded by a constant, we arrive at the inequality
\[
\left\| |v|^{q-2} v - |v_h|^{q-2} v_h \right\|_{L^2(\Omega)}^2 \leq C \left\| v - v_h \right\|_{L^2(\Omega)}^{1/2} \left\| v - v_h \right\|_{L^2(\Omega)}^{1/2}.
\] (41)

Using (41) in (40), and applying the Poincaré inequality, choosing \(\varepsilon_1\) and \(\varepsilon_2\) so that \(\varepsilon_1 + C \varepsilon_2 = \frac{1}{2}\), and taking into account Theorem 2.4, we deduce
\[
\frac{1}{2} \|\nabla \theta\|_{L^2(\Omega)}^2 \leq C h^{2(s-1)} \|u\|_{H^s(\Omega)}^2 + C \left\| v - v_h \right\|_{L^2(\Omega)}^{1/2} \left\| v - v_h \right\|_{L^2(\Omega)}^{1/2}.
\] (42)

Note that
\[
\left\| v - v_h \right\|_{L^2(\Omega)}^{1/2} = \int_{\Omega} \left| v - v_h \right|^{1/2} dx = \int_{\Omega} \left| v - v_h \right|^{1/2} dx.
\] (43)

In order to analyze an estimate for Equation (43), it is necessary to consider \(2 < p < 3\) and \(p \geq 3\).

If \(2 < p < 3\), then \(1 < \frac{2}{p-1} < 2\). Consequently, we can define a norm in \(L^{\frac{2}{p-1}}(\Omega)\) and Equation (43) becomes
\[
\left\| v - v_h \right\|_{L^2(\Omega)}^{\frac{2}{p-1}} = \left\| v - v_h \right\|_{L^{\frac{2}{p-1}}(\Omega)}^2.
\] (44)

Since \(\frac{2}{p-1} < 2\), we have \(L^2(\Omega) \subset L^{\frac{2}{p-1}}(\Omega)\). Hence, for every \(v - v_h\)
\[
\left\| v - v_h \right\|_{L^{\frac{2}{p-1}}(\Omega)}^{\frac{2}{p-1}} \leq C \left\| v - v_h \right\|_{L^2(\Omega)}^{\frac{2}{p-1}}.
\] (45)

By (44) and (45),
\[
\left\| v - v_h \right\|_{L^2(\Omega)}^{\frac{2}{p-1}} \leq C \left\| v - v_h \right\|_{L^2(\Omega)}^{\frac{2}{p-1}}.
\] (46)
If $p \geq 3$, then $0 < \frac{2}{p-1} \leq 1$. In this case, take $\mu = \frac{2}{p-1}$ in Theorem 2.3. Equation (43) then becomes

$$\left\| v - v_h \right\|^2_{L^2(\Omega)} \leq C \left\| v - v_h \right\|^\frac{2}{p-1}_{L^2(\Omega)}.$$  \hfill (47)

From (46) and (47), with $2 < p < \infty$, we have

$$\left\| v - v_h \right\|^2_{L^2(\Omega)} \leq C \left\| v - v_h \right\|^\frac{2}{p-1}_{L^2(\Omega)}.$$  \hfill (48)

Now, substituting (48) in (42) and using (37), we obtain the inequality

$$\left\| \nabla \theta \right\|_{L^2(\Omega)} \leq C h^{s-1} \left\| u \right\|_{H^s(\Omega)} + C h^{\frac{s-1}{p-1}} \left\| v \right\|_{L^2(\Omega)}.$$  \hfill (49)

On the other hand, using the definitions of $\gamma$ and $\theta$ in (27) and (28), respectively, and the Minkowski inequality, we get

$$\left\| \nabla (u - u_h) \right\|_{L^2(\Omega)} \leq \left\| \nabla \gamma \right\|_{L^2(\Omega)} + \left\| \nabla \theta \right\|_{L^2(\Omega)}.$$

From Theorem 2.4,

$$\left\| \nabla (u - u_h) \right\|_{L^2(\Omega)} \leq C h^{s-1} \left\| u \right\|_{H^s(\Omega)} + \left\| \nabla \theta \right\|_{L^2(\Omega)}.$$

Substituting (49) in the inequality above, leads to (38).

Assuming $\varphi \in L^2(\Omega)$ and $\psi \in H^2(\Omega) \cap H_0^1(\Omega)$ is the solution of $-\Delta \psi = \varphi$ and reasoning as in the proof of Theorem 4.4 we obtain (39) which completes the proof. \hfill \Box

4.3. Discretization by the finite element method

In this section, our aim is to transform Problem (11) into an algebraic system of equations. For this purpose, we consider the following basis for the finite element space

$$V_h = \langle \varphi_1, \varphi_2, \cdots, \varphi_n \rangle.$$

Then, we can represent

$$u_h = \sum_{i=1}^{n} u_i \varphi_i, \quad v_h = \sum_{i=1}^{n} v_i \varphi_i, \quad \eta_h = \sum_{i=1}^{n} \eta_i \varphi_i, \quad \psi_h = \sum_{i=1}^{n} \psi_i \varphi_i,$$  \hfill (50)
where \( u_i \) and \( v_i \), with \( 1 \leq i \leq n \), are the coefficients to be determined. Substituting (50) in Problem (11) and noting that \( \psi_i \) and \( \eta_i \) are arbitrary, we obtain the system

\[
\begin{cases}
\left( \nabla \sum_{i=1}^{n} v_i \phi_i, \nabla \phi_j \right) = -(f, \phi_j), & j = 1, \ldots, n, \\
\left( \nabla \sum_{i=1}^{n} u_i \phi_i, \nabla \phi_j \right) = -\left( \left| \sum_{i=1}^{n} v_i \phi_i \right| \sum_{i=1}^{n} v_i \phi_i, \phi_j \right), & j = 1, \ldots, n.
\end{cases}
\]

Since \( u_i \) and \( v_i \), \( 1 \leq i \leq n \), are constant coefficients, we have

\[
\begin{cases}
\sum_{i=1}^{n} v_i \left( \nabla \phi_i, \nabla \phi_j \right) = -(f, \phi_j), & j = 1, \ldots, n, \\
\sum_{i=1}^{n} u_i \left( \nabla \phi_i, \nabla \phi_j \right) = -\left( \left| \sum_{i=1}^{n} v_i \phi_i \right| \sum_{i=1}^{n} v_i \phi_i, \phi_j \right), & j = 1, \ldots, n.
\end{cases}
\]

Notice that

\[
\left( \left| \sum_{i=1}^{n} v_i \phi_i \right| \sum_{i=1}^{n} v_i \phi_i, \phi_j \right) = \sum_{i=1}^{n} v_i \int_{\Omega} \left| \sum_{k=1}^{n} v_k \phi_k \right|^{-2} \phi_i \phi_j dx.
\]

We denote the elements of vectors \( \vec{u} \in \mathbb{R}^{n \times 1} \) and \( \vec{v} \in \mathbb{R}^{n \times 1} \) by \( u_i \) and \( v_i \), respectively, while the elements of matrices \( M(\vec{v}) \in \mathbb{R}^{n \times n} \) and \( K \in \mathbb{R}^{n \times n} \) are denoted by

\[
M_{ij} = \int_{\Omega} \left| \sum_{k=1}^{n} v_k \phi_k \right|^{-2} \phi_i \phi_j dx, \\
K_{ij} = \left( \nabla \phi_i, \nabla \phi_j \right),
\]

respectively. The elements of vector \( \vec{f} \in \mathbb{R}^{n \times 1} \) are denoted by \( f_i = -(f, \phi_i) \). Thus, we obtain the following system associated with Problem (51)

\[
\begin{cases}
K \vec{v} = \vec{f}, \\
K \vec{u} = -M(\vec{v}) \vec{v}.
\end{cases}
\]
Theorems 4.1, 4.2 and 4.3 guarantee the existence, uniqueness and regularity of solutions \( \vec{u} \) and \( \vec{v} \) of System (52). In addition, since matrix \( K \) is formed by the inner product of \( \nabla \varphi_i \) and \( \nabla \varphi_j \), and the functions \( \varphi_i \) and \( \varphi_j \) form the finite element space \( V_h \), we have that \( K \) is tridiagonal, symmetric and positive definite. Therefore, (52) is a consistent and independent linear system.

5. Numerical results

In this section, we present the results of a Matlab implementation of the theory. First, we validate the code and analyze the order of convergence.

5.1. Example 1

Suppose that \( \Omega = [0, 1] \), the domain mesh is uniform, the finite element space is formed by linear basis functions, \( f(x) = 1 \) and \( p = 1 \). Then, the exact solutions are

\[
u(x) = \frac{x - x^4(2x^2 - 6x + 5)}{240}
\]

and

\[
v(x) = |\Delta u(x)|^{p-2} \Delta u(x) = \frac{x(x - 1)}{2}.
\]

Figures 1(a) and 1(b) show the approximate solutions \( u_h(x) \) and \( v_h(x) \) compared to the exact solutions \( u(x) \) and \( v(x) \), respectively. In this case, we use \( n = 10 \) finite elements.

In Figure 2 we show the graphs of the order of convergence for \( p = 1.5 \). We considered \( n = 10, 100, 1000, 10000 \) and, for each case, we calculated the error in the \( L^2(\Omega) \) norm.

We note that function \( v(x) \) is a polynomial of degree 2 and so, for \( r \geq 3 \), the approximate solution is identical to the exact solution. Hence the errors depend only on the method used for solving the system, which means that there is no order of convergence. Therefore, in Figure 2 the convergence order graph for \( v_h(x) \) is not displayed when using base functions with degree 2 and 3, respectively, \( r = 3 \) and \( r = 4 \).

Next, we still consider \( f = 1 \), but different values of \( p \). For each value of \( p \), we calculate the exact solution. At this stage, the approximate solutions \( u_h(x) \) and \( v_h(x) \) are very close to the exact solutions \( u(x) \) and \( v(x) \), so we
choose not to display the graphs that perform the comparison between the approximate and exact solutions.

We emphasize that, in Figures 2, 3(a) and 3(b), the convergence order graphs are in agreement with the results of Theorem 4.4 that is, the computer simulations are consistent with the analytical study. Furthermore, estimates (23) and (25) do not depend on $p$ and, for $\|u - u_h\|_{L^2(\Omega)}$ and $\|v - v_h\|_{L^2(\Omega)}$, the convergence order is $O(h^r)$ for polynomials of degree $r - 1$, with $r \geq 2$. 

(a) $u(x)$ and $u_h(x)$.  
(b) $v(x)$ and $v_h(x)$.

Figure 1: Exact solutions $u(x)$ and $v(x)$ and approximate solutions $u_h(x)$ and $v_h(x)$. 

\[\]
Figure 2: Convergence order with $r = 2, 3, 4$ and $p = 1.5$.

Figure 3: Convergence order with $r = 2, 3, 4$.

(a) $p = 1.1$.

(b) $p = 2$.

5.2. Example 2

In this example, suppose that $\Omega = [0, 1]$ and consider then the domain mesh is uniform, the finite element space is formed by linear basis functions,
\[ f(x) = -\frac{5x^4}{6} + \frac{2x^2}{3} - \frac{1}{18} \quad \text{and} \quad p = 3. \] In this case, the exact solutions are
\[ u(x) = \frac{x^5}{120} - \frac{x^3}{36} + \frac{7x}{360} \]
and
\[ v(x) = \frac{x^2(x^4 - 2x^2 + 1)}{36}. \]

Figures 4(a) and 4(b) compare the approximate solutions \( u_h(x) \) and \( v_h(x) \) to the exact solutions \( u(x) \) and \( v(x) \), respectively. In this case, \( n = 10 \) finite elements are also used.

In Figure 5, we show the graphs of the order of convergence for \( p = 3 \). Again, we considered \( n = 10, 100, 1000, 10000 \) and, for each one, we calculated the error in the \( L^2(\Omega) \) norm.

Now, we change the values of \( p \) and obtain the function \( f(x) \) given by
\[ f(x) = x(p-1) \left( \frac{x}{6} - \frac{x^3}{6} \right)^{p-2} - (p-1)(p-2) \left( \frac{x}{6} - \frac{x^3}{6} \right)^{p-3} \left( \frac{x^2}{2} - \frac{1}{6} \right)^2. \]

In this case, the approximate solutions are very close to the exact solutions, so we omit the graphs that compare the approximate and exact solutions.

Let us recall that, estimate (37) in Theorem 4.5 does not depend on \( p \), so in Figures 5, 6(a), 6(b), 7(b) and 8(b), we have that, for \( \| v - v_h \|_{L^2(\Omega)} \), the convergence order is \( O(h^r) \) for polynomials of degree \( r - 1 \), with \( r \geq 2 \).

In Figure 5, for \( \| u - u_h \|_{L^2(\Omega)} \), we obtain that the convergence order is \( O(h^r) \) when we use polynomials of degree \( r - 1 \), with \( r \geq 2 \). The analysis is identical for Figures 6(a) and 6(b), but, for \( r = 4 \), we note that the convergence order is less than \( O(h^4) \). For Figures 7(a) and 8(a) the convergence order exists but is low, because in Theorem 4.5 the estimate (39) depends on \( p \) and when \( p \to +\infty \) the order of convergence decreases.
Figure 4: Exact solutions $u(x)$ and $v(x)$ and approximate solutions $u_h(x)$ and $v_h(x)$.

Figure 5: Convergence order with $r = 2, 3, 4$ and $p = 3$. 
Figure 6: Convergence order with $r = 2, 3, 4$.

(a) $p = 4$.

(b) $p = 5$.

Figure 7: Convergence order with $r = 2, 3, 4$.

(a) $p = 10$.

(b) $p = 10$.
6. Conclusions

We study a nonlinear beam equation with the $p$-biharmonic operator. Rewriting Problem (1) as a system of adequate differential equations, we prove the existence, uniqueness and regularity of the solution. Moreover, we prove the existence, uniqueness and stability of the discrete solution. We established sufficient conditions on the data to obtain optimal convergence rates for $1 < p < 2$ and some finite element solutions with piecewise polynomial of arbitrary degree basis functions in space. Finally, we implement the method in Matlab software for $N = 1$ and perform some simulations that confirm the theory.

An interesting idea is to generalize Problem (1) by using the variable exponent $p(x)$. In this case, it will be necessary to use the definitions and properties of the Lebesgue and Sobolev spaces with variable exponents, so the study of the solution will not be trivial.
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