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Abstract. A modified theory of general relativity is proposed, where the gravitational constant is replaced by a dynamical variable in space-time. The dynamics of the gravitational coupling is described by a family of parametrized null geodesics, implying that the gravitational coupling at a space-time point is determined by solving transport equations along all null geodesics through this point.

General relativity with dynamical gravitational coupling (DGC) is introduced. We motivate DGC from general considerations and explain how it arises in the context of causal fermion systems. The underlying physical idea is that the gravitational coupling is determined by microscopic structures on the Planck scale which propagate with the speed of light.

In order to clarify the mathematical structure, we analyze the conformal behavior and prove local existence and uniqueness of the time evolution. The differences to Einstein’s theory are worked out in the examples of the Friedmann-Robertson-Walker model and the spherically symmetric collapse of a shell of matter. Potential implications for the problem of dark matter and for inflation are discussed. It is shown that the effects in the solar system are too small for being observable in present-day experiments.
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1. Introduction

Einstein’s theory of general relativity is the basis of modern astrophysics and cosmology. It was confirmed in various experiments (like the perihelion shift, the bending of light and the red-shift effect for atomic clocks; see for example [29]), and it led to spectacular predictions like black holes, the big bang and gravitational waves (see [19] [28] [25]). However, according to present cosmological models there are major discrepancies between observations and Einstein’s theory, usually associated to dark matter and dark energy (see for example [27] [21]). Instead of trying to fix this problem by introducing new and yet unobserved matter fields, one can also think about resolving it by modifying the Einstein equations. One idea, which goes back to Paul Dirac (see [7] and [8] Section 5) is that the gravitational constant should be replaced by a dynamical variable in space-time. This idea has been implemented in various modified theories of gravity, notably in the scalar-tensor theories [3] [2] and vector-tensor theories [30] [17]. In these theories, the dynamics of the gravitational coupling is described by additional fields. The disadvantage of this procedure is that these additional fields are introduced ad hoc, and that the description of the dynamics of these fields involves additional free parameters.

Here we propose a different type of modification of the Einstein equations in which the gravitational coupling becomes a dynamical variable. However, in contrast to the above-mentioned scalar-tensor and vector-tensor theories, our model of dynamical gravitational coupling (DGC) does not involve any free parameters. In particular, DGC is not a “deformation” of general relativity, but it is a different theory. It does not involve a parameter such that setting this parameter to zero gives back Einstein’s theory. Moreover, it is not formulated ad hoc, but instead it follows naturally from concepts behind the theory of causal fermion systems, being a recent proposal for a unified physical theory [10].

Generally speaking, the DGC model is based on the physical concept that on a microscopic length scale, space-time can no longer be described by a Lorentzian manifold, but has a different non-trivial structure. This microstructure should break the Lorentz invariance. Considering macroscopic systems, however, the microstructure should not be visible. Instead, it should be possible to describe the effective macroscopic behavior by physical equations (like the Einstein equations, the Dirac equation or the Maxwell equations) which are Lorentz invariant and are formulated geometrically on a Lorentzian manifold.

This physical picture is analogous to that of a crystal in solid state physics: On the atomic scale, the crystal is composed of atoms, which are in a regular configuration which distinguishes certain spatial directions. On scales much larger than the atomic distance, however, the crystal can often be modelled by a homogeneous and isotropic material, and it can be described effectively by macroscopic quantities like temperature, pressure, densities, etc.

The effective macroscopic physical equations should be thought of as arising by a suitable “averaging process” or “homogenization process” from the physical equations.
which hold on the microscopic scale (there is no consensus on how these microscopic physical equations should look like, and at this stage we do not need to be specific). In this averaging process, most information on the microscopic structure of space-time gets lost. However, for what follows, it is important to take the point of view that one parameter of the macroscopic theory should be a remnant of the microscopic theory: the gravitational coupling constant. The simplest way to take this point of view is to identify the Planck length with the length scale on which the microstructure becomes effective. More generally, one can think of the Planck length as a quantity encoded in the microstructure, but the length scale of the microstructure could for example be even much smaller than the Planck length.

The considerations so far were very general and are widely accepted in the physics community. A conclusion of these considerations is that, if the microscopic structure of space-time has a dynamical behavior, then the gravitational constant should also be dynamical. The crucial question is what the dynamics of the microstructure is and how the effective behavior of the gravitational coupling can be described. Here we make the assumption that the microstructure should have the same dynamics as an ultraviolet regularization to a distributional solution of a hyperbolic differential equation (like the wave or Dirac equation). Since the ultraviolet regularization modifies the solution only on a microscopic scale, its dynamics is governed by the high-frequency behavior of the hyperbolic equation and can thus be described by analyzing the propagation along characteristics. In simple and more physical terms, we assume that the microstructure propagates with the speed of light. As will be explained in more detail in Section 3.1, making this concept precise leads quite naturally to DGC.

We remark that the above assumption that the microstructure should have the dynamics of an ultraviolet regularization has a deeper justification in the theory of causal fermion systems. In this theory, all space-time structures are encoded in an ensemble of fermionic wave functions (the “physical wave functions”). The physical equations are formulated directly in terms of these wave functions via the so-called causal action principle. In a certain limiting case (the “continuum limit”), the Euler-Lagrange equations of the causal action give rise to the Einstein equations (see [10, Section 4.9]), where the gravitational coupling is related to ultraviolet properties of the physical wave functions. This will be explained in more detail in Section 3.2.

Since DGC should be of interest independent of the connection to causal fermion systems, we here argue physically and derive the structure of DGC from general considerations. This also has the benefit that the paper should be easily accessible to a broader readership. Only the specific form of our DGC model as derived in Section 3.2 relies on results from the theory of causal fermion systems. Consequently, since causal fermion systems are used only in Section 3.2, we decided not to give a general introduction to causal fermion systems and the causal action principle, but refer the interested reader to [10] or the survey papers [12, 14].

At present, the physical consequences and implications of DGC are difficult to estimate because the analysis of physically realistic scenarios will take considerable time and effort. Nevertheless, it is a main purpose of this paper to derive and discuss a few physical effects. Our findings are summarized as follows: In a Friedmann-Robertson-Walker space-time, the DGC function is proportional to the square of the scale function (see Section 5). Therefore, DGC suggests that in the early universe, the gravitational attraction should have been weaker than measured at present. This bears some resemblance to inflationary models which also reduce the strength of gravity in the early
universe. Moreover, our analysis of the spherically symmetric gravitational collapse (as studied in Section 6 for a shell of matter) suggests that for a heavy collapsing star, the gravitational coupling could in certain situations be larger than at present. In such situations, the star would generate a stronger gravitational field than in Einstein’s theory. If this effect were sufficiently large, it could resolve the problem of dark matter, because already the known matter would generate a sufficiently strong gravitational field to give agreement with physical observations. In the solar system, the effects of DGC seem too weak for being detectable in present-day experiments.

The paper is organized as follows. In Section 2, the DGC model is introduced, and it is explained how to describe a constant gravitational coupling in Minkowski space. Section 3 motivates the model from general considerations and then gives a derivation in the context of causal fermion systems. Section 4 is devoted to the mathematical structure of DGC. Namely, the connection between conservation laws and conformal Killing symmetries as well as the behavior under conformal transformations is worked out (Sections 4.1 and 4.2). Moreover, we prove that the Einstein equations with DGC coupled to usual matter fields (like a perfect fluid, Maxwell or Dirac field, etc.) have a well-defined local time evolution (Section 4.3). In Section 5, the effect of DGC is analyzed in a Friedmann-Robertson-Walker space-time. Section 6 is devoted to the analysis of DGC in the gravitational collapse of a star in the simplified model of a spherically symmetric shell of matter. In Section 7, linearized gravity and the Newtonian limit are worked out, and potential effects in the solar system are discussed. Finally, the appendices provide some additional background material: Appendix A derives formulas for the volume and curvature of a two-surface contained in the light cone. Appendix B introduces the so-called regularized Hadamard expansion which puts the physical arguments of Section 3 on a concise mathematical basis. Finally, in Appendix C the form of the so-called DGC tensor is derived.

2. General Relativity with Dynamical Gravitational Coupling

For conceptual clarity, we now define general relativity with dynamical coupling. The physical motivation, derivation and discussion will be given later in Section 3.

2.1. The Einstein Equations with Dynamical Gravitational Coupling.

Let $(\mathcal{M}, g)$ be a Lorentzian manifold. We also denote the Lorentzian metric at a point $p \in \mathcal{M}$ by $\langle u, v \rangle_p = g_p(u, v)$ (where $u, v \in T_p \mathcal{M}$). A parametrized geodesic is a smooth mapping $\gamma$ from an open interval $I \subset \mathbb{R}$ to $\mathcal{M}$ which satisfies the geodesic equation

$$\nabla_\tau \dot{\gamma}(\tau) = 0 \quad \text{for all } \tau \in I .$$

A parametrized geodesic is null if it satisfies the relations

$$\langle \dot{\gamma}(\tau), \dot{\gamma}(\tau) \rangle_{\gamma(\tau)} = 0 \quad \text{and} \quad \dot{\gamma}(\tau) \neq 0$$

(it suffices to assume that these relations are satisfied for some $\tau \in I$, because then the geodesic equation implies that they hold for all $\tau \in I$). A null geodesic can be reparametrized in several ways. One obvious freedom is to change the parameter by an additive constant,

$$\tilde{\gamma}(\tau) := \gamma(\tau + c) \quad \text{with} \quad \tau \in \tilde{I} := I - c .$$

Moreover, one can change the orientation of the geodesic, i.e.

$$\tilde{\gamma}(\tau) := \gamma(-\tau) \quad \text{with} \quad \tau \in \tilde{I} := -I .$$
Figure 1. The two-surface $D_p\mathcal{L} \subset T_p\mathcal{M}$.

If $(\mathcal{M},g)$ is time-orientable, one could distinguish an orientation and restrict attention for example to future-directed null geodesics. In order to keep our setting as general as possible, we prefer not to assume a time orientation at this point. Finally, one may reparametrize by a non-negative multiplicative constant $\lambda$, i.e.

$$\tilde{\gamma}(\tau) := \gamma(\lambda\tau) \quad \text{with} \quad \tau \in \tilde{I} := I/\lambda \text{ and } \lambda > 0.$$  \hfill (2.5)

This freedom scales the velocity vector by $\dot{\tilde{\gamma}}(\tau) = \lambda \dot{\gamma}(\lambda\tau)$, preserving both (2.1) and (2.2).

In order to describe the dynamical behavior of the gravitational constant, we want to distinguish the multiplicative reparametrization of all null geodesics. Clearly, it suffices to consider maximal geodesics (i.e. geodesics which are inextendable), because all other null geodesics can be obtained by restriction to a smaller parameter domain.

**Definition 2.1.** We introduce a set of parametrized null geodesics

$$\mathcal{L} = \{(\gamma, I) \mid \gamma : I \to \mathcal{M} \text{ is a parametrized maximal null geodesic} \}$$ \hfill (2.6)

with the following properties:

(a) For every $(\gamma, I) \in \mathcal{L}$, reparametrizing by an additive constant (2.3) or changing the orientation (2.4) again gives a geodesic in $\mathcal{L}$.

(b) For every maximal null geodesic $\gamma(\tau)$ in $\mathcal{M}$, there is exactly one $\lambda > 0$ such that the multiplicative reparametrization (2.5) gives a geodesic $(\tilde{\gamma}, \tilde{I}) \in \mathcal{L}$.

Next, for any space-time point $p \in \mathcal{M}$ we introduce the set

$$D_p\mathcal{L} = \{\dot{\gamma}(\tau) \mid (\gamma, I) \in \mathcal{L}, \tau \in I \text{ and } \gamma(\tau) = p \} \subset T_p\mathcal{M}.$$ \hfill (2.7)

Clearly, this set is a subset of the light cone centered at $p$, i.e.

$$D_p\mathcal{L} \subset \{u \in T_p\mathcal{M} \mid \langle u, u \rangle_p = 0 \}.$$ 

Moreover, for every non-zero null vector $u \in T_p\mathcal{M}$, the ray $\mathbb{R}u$ intersects $D_p\mathcal{L}$ in exactly two points $\pm \lambda u$ with $\lambda > 0$. Assuming that $\lambda$ depends smoothly on the null vector $u$, the set $D_p\mathcal{L}$ is a smooth two-dimensional surface consisting of two connected components, each of which is topologically a sphere (see Figure 1). The Lorentzian metric on $T_p\mathcal{M}$ induces a Riemannian metric on $D_p\mathcal{L}$ (for details see Appendix A). We denote the corresponding volume measure on $D_p\mathcal{L}$ by $d\mu_p$. Furthermore, the Gaussian curvature (being one half scalar curvature) of $D_p\mathcal{L}$ is denoted by $K_p \in C^\infty(D_p\mathcal{L}, \mathbb{R})$. 
We introduce the DGC function $\kappa(p)$ at the space-time point $p \in \mathcal{M}$ by
\[
\frac{1}{\kappa(p)} = 8\pi \frac{\mu_p(D_p L) \int_{D_p \mathcal{L}} K_p(x) \, d\mu_p(x)}{\mu_p(D_p \mathcal{L}) \int_{D_p \mathcal{L}} K_p(x) \, d\mu_p(x)} .
\]
(2.8)

The Einstein equations with dynamical gravitational coupling and cosmological constant $\Lambda$ are defined by
\[
\left( R_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} \right)(p) = \kappa(p) T_{jk}(p) + E_{jk}(p) ,
\]
(2.9)
where $R_{jk}$ is the Ricci tensor of $\mathcal{M}$, $R$ is scalar curvature, $\Lambda \in \mathbb{R}$ is the cosmological constant, and $T_{jk}$ is the usual energy-momentum tensor of matter. The tensor $E_{jk}$, referred to as the DGC tensor, is a correction term needed in order to get a mathematically consistent system of partial differential equations. In order not to distract from the main ideas, the detailed form of $E_{jk}$ will be stated and derived in Appendix C (see (C.4)). At this point, we prefer to make a few remarks. First, the DGC tensor is trace-free, so that taking the trace of (2.9) gives the equation
\[
-R(p) + 4\Lambda = \kappa(p) T(p) .
\]
(2.10)
Second, the DGC tensor is formed of integrals of expressions involving $T_{jk}$ and derivatives of $\kappa$ along null geodesics. In particular, if the energy-momentum tensor vanishes, then $E_{jk}$ is also zero. Therefore, in the vacuum, the above equations reduce to the usual vacuum Einstein equations $R_{jk} = 0$. However, if matter is present, the space-time dependence of the DGC function $\kappa(p)$ as described by the dynamics of the null geodesics in (2.8) comes into play and modifies how matter generates curvature.

In this paper, we will restrict attention to the situation that $\kappa(p)$ varies only on a large scale. Then the DGC tensor should be very small, implying that gravity with DGC should have all the properties of usual gravity, except that the strength of the gravitational coupling depends on the space-time point $p$. With this in mind, our main objective is to understand how $\kappa(p)$ depends on $p$.

2.2. A Simplified Model. Since the form of the dynamical coupling function (2.8) is rather involved from the computational point of view, we now propose a simpler model which is easier to analyze but still seems to capture the main features of (2.8) and (2.9).

In order to derive the simplified model, let us assume that the Gaussian curvature is a non-zero constant up to an error which only needs to be taken into account linearly, i.e.
\[
K_p(x) = C_p + e_p(x) \quad \text{with} \quad |e_p(x)| \ll C_p .
\]
(2.11)
Then, writing (2.8) as
\[
\frac{1}{\kappa(p)} = 8\pi \frac{\int_{D_p \mathcal{L}} K_p(x)^{-1} \, d\mu_p(x)}{\int_{D_p \mathcal{L}} d\mu_p(x)} ,
\]
we may insert any power of the Gaussian curvature into numerator and denominator without changing the values of the integral, i.e. for any $q \in \mathbb{R}$,
\[
\frac{1}{\kappa(p)} = 8\pi \frac{\int_{D_p \mathcal{L}} K_p^q(x) \, d\mu_p(x)}{\int_{D_p \mathcal{L}} K_p^q(x) \, d\mu_p(x)} + O(e_p^2) .
\]
(2.12)
Namely, substituting (2.11) and expanding, we obtain

\[
\int_{D_pL} K_p^{-1}(x) \, d\mu_p(x) = \frac{\int_{D_pL} C_p^{q-2} (C_p + (q-1) e_p(x)) \, d\mu_p(x)}{\int_{D_pL} C_p^{q-1} (C_p + q e_p(x)) \, d\mu_p(x)} + O(e_p^2) \\
= \frac{1}{C_p} - \frac{1}{C_p^2} \mu_p(D_pL) \int_{D_pL} e_p(x) \, d\mu_p(x) + O(e_p^2),
\]

which is obviously independent of \(q\). Choosing \(q = 1\), we may carry out the integral in the denominator in (2.12) using the Gauß-Bonnet theorem. Since \(D_pL\) is topologically the disjoint union of two spheres, we obtain

\[
\int_{D_pL} K_p(x) \, d\mu_p(x) = 8\pi.
\]

We conclude that

\[
\frac{1}{\kappa(p)} = \mu_p(D_pL) + O(e_p^2).
\]

This expression is much simpler than (2.8) because it becomes unnecessary to compute the Gaussian curvature. Thus for the simplified model we replace \(\kappa\) in (2.9) by the DGC function \(\kappa_{\text{vol}}\) defined by

\[
\frac{1}{\kappa_{\text{vol}}(p)} = \mu_p(D_pL)
\]

(2.13)

(clearly, we also replace \(\kappa(p)\) by \(\kappa_{\text{vol}}(p)\) in the formula for the DGC tensor (C.4)). Another advantage of this ansatz is that this expression is well-defined even if \(D_pL\) is not smooth; in fact it suffices that \(D_pL\) is locally an \(L^2\)-graph over the sphere (see Appendix A).

Using the Hölder inequality, one immediately sees that under general assumptions, the DGC function of the simplified model (2.13) is stronger than that of the full model (2.8):

**Lemma 2.2.** Assume that the Gaussian curvature \(K_p\) is everywhere non-negative on \(D_pL\). Then

\[
\kappa(p) \leq \kappa_{\text{vol}}(p).
\]

**Proof.** Assume that \(K_p \geq 0\). Then the Hölder inequality implies that

\[
\mu_p(D_pL) = \int_{D_pL} \frac{\sqrt{K_p(x)}}{\sqrt{K_p(x)}} \, d\mu_p(x)
\]

\[
\leq \left( \int_{D_pL} K_p(x) \, d\mu_p(x) \right)^{1/2} \left( \int_{D_pL} \frac{1}{K_p(x)} \, d\mu_p(x) \right)^{1/2}
\]

\[
= \sqrt{8\pi} \left( \int_{D_pL} \frac{1}{K_p(x)} \, d\mu_p(x) \right)^{1/2}.
\]

It follows that

\[
\int_{D_pL} \frac{1}{K_p(x)} \, d\mu_p(x) \geq \frac{1}{8\pi} \mu_p(D_pL)^2.
\]

Applying (2.8) and (2.13) gives the result. \(\square\)
2.3. Example: Minkowski Space. Let us illustrate the above definitions in a simple example. We let \((\mathcal{M}, g)\) be Minkowski space. Then the null geodesics are straight lines of the form
\[
\gamma(\tau) = \tau u + x \quad \text{with} \quad x, u \in \mathcal{M} \quad \text{and} \quad \langle u, u \rangle = 0.
\]
Clearly, there are many ways to choose \(\mathcal{L}\). A simple method is to impose that \(u^0 = \pm 1/\varepsilon\) for a given parameter \(\varepsilon > 0\). Thus we set
\[
\mathcal{L} = \left\{ (\gamma, \mathbb{R}) \left\vert \gamma(\tau) = \tau u + x \quad \text{with} \quad \langle u, u \rangle = 0 \quad \text{and} \quad |u^0| = \frac{1}{\varepsilon} \right\}. \quad (2.14)
\]
By direct computation, one finds that
\[
D_p\mathcal{L} = \left\{ \pm \frac{1}{\varepsilon} (1, \vec{n}) \quad \text{with} \quad \vec{n} \in \mathbb{R}^3, \quad |\vec{n}| = 1 \right\}.
\quad (2.15)
\]
This set consists of two 2-spheres of radius \(1/\varepsilon\). Hence the scalar curvature and the the volume of \(D_p\mathcal{L}\) are the constants
\[
K_p = \varepsilon^2 \quad \text{and} \quad \mu_p(D_p\mathcal{L}) = \frac{8\pi}{\varepsilon^2}.
\quad (2.16)
\]
Thus the dynamical coupling constant \((2.8)\) is also constant,
\[
\kappa(p) = \frac{\varepsilon^2}{8\pi}.
\quad (2.17)
\]
This shows that \(\varepsilon = 8\pi \ell_P\) should be identified with a multiple of the Planck length. The simplified model \((2.13)\) also gives \(\kappa_{\text{vol}}(p) = \varepsilon^2/(8\pi)\), giving agreement with \((2.17)\). As a consequence, the Einstein equations with DGC \((2.9)\) reduce to the usual Einstein equations with \(\kappa \sim \varepsilon^2\). Hence the parameter \(\varepsilon\), which can be thought of as the Planck length, introduces a length scale which determines the gravitational coupling constant. We point out that the choice of \(\mathcal{L}\) clearly breaks Lorentz invariance and distinguishes a specific reference frame. Nevertheless, the Einstein equations \((2.9)\) are Lorentz invariant (i.e. are tensor equations). In other words, the violation of the Lorentz invariance by \(\mathcal{L}\) is not visible in the equations of gravity.

By \((2.15)\), we realized the situation that the reference frame distinguished by the regularization coincides with the rest frame of the considered physical system. Later, we will also consider the situation that the rest frame of the physical system is moving with constant velocity relative to the reference frame distinguished by the regularization. In order to describe this situation, we let \(v\) be a future-directed timelike unit vector,
\[
\langle v, v \rangle = 1 \quad \text{and} \quad v^0 > 0.
\quad (2.18)
\]
We modify \((2.14)\) to
\[
\mathcal{L} = \left\{ (\gamma, \mathbb{R}) \left\vert \gamma(\tau) = \tau u + x \quad \text{with} \quad \langle u, u \rangle = 0 \quad \text{and} \quad \langle u, v \rangle = \pm \frac{1}{\varepsilon} \right\}. \quad (2.19)
\]
Consequently, \((2.15)\) becomes
\[
D_p\mathcal{L} = \left\{ u \in \mathcal{M} \left\vert \langle u, u \rangle = 0 \quad \text{and} \quad \langle u, v \rangle = \pm \frac{1}{\varepsilon} \right\}.
\quad (2.20)
\]
Choosing \(v = (1, \vec{0})\), we clearly get back \((2.14)\) and \((2.15)\). Moreover, by performing a Lorentz boost, it is obvious that the right equation in \((2.16)\) as well as \((2.17)\) remain valid for general \(v\).
3. Derivation of Dynamical Gravitational Coupling

We now explain how to come up with the Einstein equations with DGC. To this end, we begin with general considerations (Section 3.1) and then give a derivation in the context of causal fermion systems (Section 3.2).

3.1. General Considerations Leading to Dynamical Gravitational Coupling.

We always work in natural units $\hbar = c = 1$. Then the masses of the elementary particles give a length scale, the Compton scale (dividing by $c = 1$, we also have a corresponding time scale). As long as gravity does not come into play, the Compton scale determines the length scale in all physical processes. Since time measurements also involve physical processes (for example in an atomic clock), the Compton scale also enters the Lorentzian metric. With this in mind, it is obvious and inevitable that the masses of the elementary particles are constant in space-time (only mass ratios could change, but this will not be considered here). Also, when we talk of length or time scales, these are always to be understood relative to the Compton scale.

In the above units, the gravitational coupling has the dimension of length squared. The resulting length scale is the Planck length $\ell_P$,

$$\ell_P = \sqrt{G} \approx 1.6 \times 10^{-35} \text{ m}.$$  

(3.1)

It is generally believed that on length scales as tiny as the Planck length, the conventional laws of physics should no longer hold, and yet unknown physical effects should come into play. Many physicists believe that on the Planck scale, the concept of the usual space-time continuum breaks down, giving rise to yet unknown structures of a "quantum space-time" or "quantum geometry." This idea is also commonly used in quantum field theory, where the Planck length gives a natural length scale for the ultraviolet regularization, thereby preventing the ultraviolet divergences of quantum field theory. In what follows, we use these general concepts, but without specifying in detail what the microscopic structure of space-time on the Planck scale should be.

A general idea behind DGC is that the microscopic space-time structure should have a dynamical behavior, implying that the Planck length and consequently also the gravitational constant should depend on the space-time point. In order to describe the dynamics, we impose that the microstructure propagates with the speed of light. This assumption can be motivated from the above observation that the Planck length gives rise to an ultraviolet regularization and thus affects the high-frequency behavior of the quantum fields. The high-frequency component of a relativistic field, however, behaves typically like an ultrarelativistic wave and thus propagates with the speed of light. A more detailed justification for working with light speed propagation will be given in Section 3.2 using concepts which arise in the context of causal fermion systems.

The behavior of length scales propagating with the speed of light can be described most conveniently by families of null geodesics. In order to explain the method in the simplest possible setting, we consider a two-dimensional oriented and time-oriented space-time and let $p$ and $q$ be two space-time points which can be joined by a null geodesic $\gamma$ (see Figure 2). Assume that at the points $p$ and $q$, we have chosen local reference frames (i.e. Gaussian coordinate systems) denoted by $(t, x)$ and $(t', x')$. Next, we assume that at the point $p$, we have a distinguished time scale $\varepsilon_p$. This time scale can be described by choosing a curve $\bar{p}(s), s \in [0, 1)$, moving along the $t$-axis with velocity $p'(s)$ given by

$$\bar{p}(0) = p \quad \text{and} \quad \langle \bar{p}'(s), \bar{p}'(s) \rangle = \varepsilon_p^2.$$  

(3.1)
In order to obtain a corresponding scale at the point \( q \), we construct a family of null geodesics \( (\tilde{\gamma}_s)_{s \in [0,1]} \) starting at \( \tilde{p}(s) \), i.e.
\[
\tilde{\gamma}_s(0) = \tilde{p}(s) \quad \text{for all } s \in [0,1].
\]
Assume that the null geodesic \( \tilde{\gamma}_s \) intersects the \( t' \)-axis at a point which we denote by \( \tilde{q}(s) \). Then the resulting curve \( \tilde{q}(s) \) determines a time scale \( \varepsilon_q \) at \( q \), as in analogy to (3.1) it satisfies the relations
\[
\tilde{q}(0) = q \quad \text{and} \quad \langle \tilde{q}'(0), \tilde{q}'(0) \rangle = : \varepsilon_q^2.
\]
In this way, the dynamics of the time scale is described by analyzing the behavior of “neighboring null geodesics.” In the example of Figure 2 where neighboring null geodesics are moving further apart, the resulting time scale \( \varepsilon_q \) at \( q \) will be larger than the time scale \( \varepsilon_p \) at \( p \).

Before generalizing this concept to higher space-time dimensions, it is convenient to formulate the connection between \( \varepsilon_p \) and \( \varepsilon_q \) in terms of the geodesic distance function. To this end, we assume for simplicity that \( p \) and \( q \) are contained in a geodesically convex subset \( \Omega \) of space-time, meaning that any pair of points \( x, y \in \Omega \) can be joined by a unique geodesic in \( \Omega \) (see for example [1, Definition 1.3.2]). We let \( \Gamma(x,y) \) be the length of this geodesic squared, with the sign convention that \( \Gamma \) is positive in timelike directions and negative in spacelike directions. The fact that the points \( \tilde{p}(s) \) and \( \tilde{q}(s) \) both lie on the null geodesic \( \tilde{\gamma}_s \) implies that
\[
\Gamma(\tilde{p}(s), \tilde{q}(s)) = 0 \quad \text{for all } s \in [0,1].
\]
Differentiating at \( s = 0 \), we obtain
\[
0 = \tilde{p}'(0)^j \frac{\partial}{\partial p^j} \Gamma(p,q) + \tilde{q}'(0)^j \frac{\partial}{\partial q^j} \Gamma(p,q).
\]
In order to simplify this formula, it is convenient to parametrize the null geodesic \( \gamma \) such that
\[
\gamma(0) = p \quad \text{and} \quad \gamma(1) = q.
\]
Then the gradients of \( \Gamma(p,q) \) are multiples of the velocity vector of \( \gamma \), namely
\[
grad_p \Gamma(p,q) = -2\dot{\gamma}(0) \quad \text{and} \quad grad_q \Gamma(p,q) = 2\dot{\gamma}(1).
\]
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Using that the vector \( \tilde{p}'(0) \) points in the time direction of the reference frame \((t, x)\), and similarly that \( \tilde{q}'(0) \) points in the time direction of the reference frame \((t', x')\), we can compute the inner products in (3.3) with the help of (3.1) and (3.2). This gives

\[ \varepsilon_p \dot{\gamma}(0) = \varepsilon_q \dot{\gamma}(1) \]

(where the index zero denotes the time component in the respective reference frame).

In a general affine parametrization of \( \gamma \), this identity can be written as

\[ \varepsilon_{\gamma(\tau)} \dot{\gamma}(\tau) = \text{const} \]

(where the index zero now refers to the reference frame at \( \gamma(\tau) \)). For convenience, we parametrize the null geodesic such that the constant equals one, i.e.

\[ \varepsilon_{\gamma(\tau)} = \frac{1}{\dot{\gamma}(\tau)} \quad \text{for all } \tau . \]

We conclude that the regularization length changes like one over the time component of the velocity vector of the null geodesic \( \gamma \).

In Figure 2, we considered a null geodesic moving to the left. Clearly, one should also consider null geodesics moving to the right. Therefore, one should not think of \( \varepsilon_p \) as a scalar parameter, but as a function depending on the choice of the spatial direction. Likewise, adapting the above consideration to a time-oriented four-dimensional space-time \((\mathcal{M}, g)\), the time scale \( \varepsilon_p \) depends on the choice of a spatial direction, and its dynamics is described similar to (3.4) in terms of the velocity vector of a null geodesic. Taking into account all spatial directions systematically leads us to introducing a set of parametrized null geodesics \( L \) according to Definition 2.1. Then the time scale \( \varepsilon_p \) in a reference frame \((t, \vec{x})\) in a direction \( \vec{y} \neq 0 \) at the space-time point \( p \) is obtained as follows: We choose a future-directed null geodesic in \( L \) with \( \gamma(0) = p \) such that the spatial component of \( \dot{\gamma}(0) \) is a positive multiple of \( \vec{y} \). Then, following (3.4), the time scale \( \varepsilon_p \) is given by

\[ \varepsilon_p(\vec{y}) = \frac{1}{\dot{\gamma}(0)} . \]

So far, we considered time-oriented space-times. In order to get rid of this assumption, it is preferable to slightly modify the point of view. Namely, instead of associating \( \varepsilon_p \) to a spatial direction \( \vec{y} \), we shall work with a non-zero null vector \( u \in T_p \mathcal{M} \). Then, given such a null vector, we choose a null geodesic in \( L \) with \( \gamma(0) = p \) such that \( \dot{\gamma}(0) \) is a positive multiple of \( u \). In the time-oriented case, this procedure is equivalent to that explained before (3.5) because for every \( \vec{y} \) there is a unique time component \( t > 0 \) such that \( u = (t, \vec{y}) \). However, working with the null vector \( u \) has the advantage that it is no longer necessary to distinguish a time direction. Indeed, the invariance of \( L \) under changes of orientation (2.4) ensures that \( \varepsilon_p \) remains unchanged if the sign of \( u \) is flipped.

Since the gravitational coupling constant \( \kappa \) is a scalar quantity of dimension length squared, it must have the scaling \( \sim \varepsilon_p^2 \). Let us think how such a quantity can be obtained in our setting. Clearly, in order not to distinguish a preferred reference frame, \( \kappa \) should be formed geometrically out of the two-surface \( \mathcal{F} := D_p L \) in (2.7). On this surface, one has an induced Riemannian metric \( d\mu_g \) (for details see Appendix A). Moreover, it is shown in Appendix A that the only curvature quantity on \( \mathcal{F} \) is the Gaussian
curvature $K_p$ (see Lemma A.1). Rescaling the velocity of the null geodesics according to $\dot{\gamma} \to \lambda \dot{\gamma}$, the volume measure and the Gaussian curvature scales like $d\mu_{\mathcal{F}} \to \lambda^2 d\mu_{\mathcal{F}}$ and $K_p \to K_p/\lambda^2$. In view of (3.5), this means that the volume of $\mathcal{F}$ has the scaling dimension $\varepsilon^2$, whereas the Gaussian curvature has the scaling dimension $\varepsilon^{-2}$. This shows that in particular our formulas for the DGC functions (2.8) and (2.13) indeed have the correct scaling dimension (i.e. the correct dimension of length squared). But there are many other expressions with the correct scaling dimension. For example, one can form powers of integrals of powers of scalar curvature
\[
\left( \int_{\mathcal{F}} K_p(x)^q d\mu_{\mathcal{F}}(x) \right)^{\frac{2}{2q}} \quad \text{with } q \in \mathbb{R}.
\]
Using covariant derivatives of Gaussian curvature, one can also form expressions like
\[
\left( \int_{\mathcal{F}} |\nabla K_p(x)|^q d\mu_{\mathcal{F}}(x) \right)^{\frac{2}{2q}}, \quad \left( \int_{\mathcal{F}} |\Delta K_p(x)|^q d\mu_{\mathcal{F}}(x) \right)^{\frac{2}{2q}}, \quad \ldots.
\]
The most general expression with the correct length dimension is obtained by combining the above expressions by iteratively applying the operation $(x, y) \to x^\alpha y^{1-\alpha}$ with $\alpha \in \mathbb{R}$. In order to determine the form of dynamical coupling beyond such scaling arguments, we will now use the detailed structure of the causal action principle used in the theory of causal fermion systems.

### 3.2. Derivation in the Context of Causal Fermion Systems

The theory of causal fermion systems (see [10] and the references therein) provides concise mathematical structures which should describe physical space-time on all length scales. On the macroscopic scale, these space-time structures reduce to the structures of a Lorentzian manifold. However, on the Planck scale, causal fermion systems allow for non-trivial microstructures which may be discrete or continuous. The physical equations on a causal fermion systems are formulated via a novel variational principle, referred to as the causal action principle. For what follows, we only need a few key features of causal fermion systems, which we now introduce. One feature is that all space-time structures (causal relations, geometric structures, bosonic potentials, etc.) are encoded in an ensemble of quantum mechanical wave functions defined the space-time points. On the macroscopic scale, these wave functions are solutions of the Dirac equation. The non-trivial microstructure is described by modifying the wave functions on the microscopic scale, such that the Dirac equation no longer needs to hold. In more technical terms, this is achieved by introducing an ultraviolet (UV) regularization into the so-called kernel of the fermionic projector $P(x, y)$. Denoting the length scale of the regularization by a parameter $\varepsilon > 0$, the dynamical behavior of the resulting regularized kernel $P^\varepsilon(x, y)$ is described by the so-called regularized Hadamard expansion as worked out in Appendix B. This dynamics is consistent with the general considerations in the previous sections and makes these considerations precise in the context of the Dirac equation.

Another feature of causal fermion systems of importance here is that the Euler-Lagrange equations of the causal action give rise to the Einstein equations in the so-called continuum limit, an approximation based on the assumption that the length scale $\varepsilon$ of the regularization should be much smaller than the length scale $\ell_{\text{macro}}$ of macroscopic physics (where by “macroscopic physics” we mean the length scales accessible to experiments in high-energy physics). The gravitational coupling is described
by a length scale $\delta$, which must be in the range
\[ \varepsilon \lesssim \delta \ll \ell_{\text{macro}}. \]

We next make the following crucial assumption:

The dynamics on the scale $\delta$ is the same as that on the scale $\varepsilon$. (3.6)

This assumption is of course trivially satisfied if the length scales $\delta$ and $\varepsilon$ coincide. However, if $\delta$ defines another length scale which is much larger than $\varepsilon$, this assumption is questionable, as will be discussed in Remark 3.1 below. Making this assumption, the EL equations in the continuum limit give the equations (see [10, Section 4.9])
\[ C \varepsilon_p^2 \left( R_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} \right) = T_{jk}(p), \]

where $C$ is a dimensionless constant (which in the case $\delta \ll \varepsilon$ is much smaller than one), and $\varepsilon_p$ is the time scale in (3.5). Since this time scale depends on the null direction, the equation (3.7) is to be evaluated weakly, meaning that we must take “averages” over the null directions. The natural way of doing so is to integrate both sides over $D_p\mathcal{L}$. Moreover, rewriting the factor $1/\varepsilon_p^2$ geometrically gives a constant times $K_p^{-1}$. We thus obtain the equations
\[ C' \left( \int_{D_p\mathcal{L}} \frac{d\mu_p(x)}{\mu_p(x)} \right) \left( R_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} \right) = \mu_p(D_p\mathcal{L}) T_{jk}(p) \]

with a new constant $C'$. This procedure of bringing the equations into a geometrical form suffers from the shortcoming that the resulting equations are no longer consistent (this is obvious because dividing (3.8) by $\mu_p(D_p\mathcal{L})$ and taking the divergence, the left side of the equation is non-zero, but the right side vanishes). One method for obtaining consistent equations is to bring the equations in variational form. Thus one would have to find a Lagrangian which is diffeomorphism invariant such that the dominant terms of the resulting Euler-Lagrange equations coincide with (3.8). This procedure would give a systematic method of deriving all the correction terms needed to obtain consistent equations.

This variational approach also seems most convincing conceptually in view of the fact that the equations (3.8) are derived in [10] from a variational principle (the causal action principle), suggesting that the effective equations should again be of variational form (for more details see [10, Section 4.7]). Also, a variational form would be desirable in order to make Noether’s theorem applicable (the connection between symmetries and conservation laws was established for the causal action principle in [13]). However, bringing the Einstein equations with DGC in variational form seems to make it necessary to also consider the family of geodesics $\mathcal{L}$ as variable quantities by formulating an action for the set $\mathcal{L}$. This goes beyond the scope of the present paper. For this reason, we simply add correction terms to (3.8) which vanish if $\kappa$ is constant and ensure that the resulting system of partial differential equations is mathematically consistent (for details see Appendix C).

Clearly, the above derivation involved a few assumptions, which we now discuss in detail.

**Remark 3.1. (critical discussion of assumption (3.6))** The above derivation depends crucially on the assumption (3.6). Therefore, we now discuss this assumption in detail. The consideration of Figure 2 (and its higher-dimensional analog) shows
that the propagation along null geodesics describes the dynamics of a length scale. Since this consideration is purely geometric, this dynamics is universal and applies to all quantities which move along null geodesics. However, the consideration no longer applies to quantities which propagate slower than the speed of light. For example, mass parameters are constant in space-time, which is no contradiction to our consideration because the mass changes the propagation speed. The parameter $\delta$ arises in \cite{10} in order to describe two different regularization effects: general surface states and shear states. While the analogy between the curvature of the hypersurface describing the general surface states and the curvature of the mass hyperbola suggests that $\delta^{-1}$ should be regarded as a very large mass parameter, it is not clear whether it is really constant in space-time. On the contrary, it seems natural to assume that $\delta$ is of the same order of magnitude as $\varepsilon$, in which case they should also have the same dynamical behavior. For the shear states, there is no similarity to a mass, again suggesting a massless dynamics and propagation with the speed of light.

To summarize, the theory of causal fermion systems strongly suggests DGC. However, we would like to point out that DGC is not a compelling consequence of the causal action principle. Assuming a massless dynamics for all regularization effects is an interpolation which could only be justified by a more detailed knowledge or a better understanding of the microscopic structure of space-time.

\section*{Remark 3.2. (alternative forms of the Einstein equations with DGC)} Rewriting the EL equations of the causal action in the continuum limit \cite{3.8} involves some arbitrariness, as we now discuss:

\begin{enumerate}[(a)]
\item In order to keep the setting as simple as possible, we introduced $\mathcal{L}$ as a set of null geodesics. This description might be too simple, as we now explain. In the context of causal fermion systems, the dynamics of the microstructure arises by considering the high-frequency behavior of solutions of the Dirac equation. Considering Dirac particles with an electric charge, this high-frequency limit is described by the motion in the presence of the electromagnetic field,

$$\nabla_\tau \gamma^j = e F^j_k \dot{\gamma}^k.$$ \hfill (3.9)

This suggests that, if electromagnetic fields are present, the geodesic equation \cite{2.1} should be replaced by \cite{3.9}. This might have a relevant effect for example for a star in a strong magnetic field. Similarly, the geodesic equation should also be modified if other fields (like strong or weak gauge fields) are present.

The question if and how precisely the geodesic equation should be modified depends crucially on the question which elementary particles determine the gravitational coupling function. In \cite{10} Chapter 4 the gravitational constant is encoded in the neutrino sector, giving an indication that the high-frequency limit of the neutrino equation should be considered. Consequently, only the weak gauge fields should be taken into account.

\item Another potential modification is that also the cosmological constant $\Lambda$ might have a dynamical behavior. In the derivation in \cite{10}, the parameter $\Lambda$ in \cite{3.8} can be chosen arbitrarily at every space-time point. In the Einstein equations $\bar{R}_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} = 8\pi G T_{jk}$ without DGC, taking the divergence gives the equation $\partial_j \Lambda = 0$, implying that $\Lambda$ must be constant in space-time. But this argument no longer applies with DGC. Therefore, it is conceivable that one should replace $\Lambda$ in \cite{3.8} by a cosmological function $\Lambda(x)$ (clearly, this would also make it necessary to modify the DGC tensor).
\end{enumerate}
We remark that in principle, the dynamics of $\Lambda$ could be derived from the causal action by analyzing the corresponding EL equations to degree three on the light cone. But this analysis would involve extensive computations which have not yet been carried out.

(c) The critical reader may wonder why we evaluated (3.7) weakly by integrating over the null directions. Should (3.7) not be satisfied for all null directions? We took the point of view that (3.7) should be satisfied in the strongest possible sense. Therefore, if a pointwise evaluation in every null direction is impossible, we must take suitable “averages” over the null directions. However, it is conceivable that the EL equations (3.7) can indeed be satisfied pointwise in every null direction if additional perturbations of the fermionic projector are taken into account (this question could only be answered by a detailed and extensive analysis which has not yet been carried out). If these additional perturbations were not dynamical (similar to the microlocal chiral transformation in [10]), then this would have no effect on our results, except that possibly one might have to modify the “averaging procedure” in (3.8). However, if these additional perturbations were dynamical (i.e. if they came with additional hyperbolic field equations), this could change the picture completely. In this case, one could hope that gravity could be described by a modification or extension of the Einstein equations with DGC (2.9).

Despite these potential extensions and modifications, it is fair to say that the Einstein equations (2.9) with a DGC function according to (2.8) or (2.13) are a suitable starting point for exploring the effects of DGC.

4. The Mathematical Structure of Dynamical Gravitational Coupling

4.1. Conformal Killing Symmetries and Conservation Laws. In preparation, we recall the notion of a conformal Killing field and explain why this notion is useful for studying the dynamics of gravitational coupling. A vector field $K$ is a \textit{Killing field} if it satisfies the Killing equation

$$
\nabla (j K_k) = 0 ,
$$

where the brackets denote symmetrization, i.e. $\nabla (j K_k) \equiv \frac{1}{2} (\nabla j K_k + \nabla k K_j)$. A Killing field describes a continuous symmetry of space-time. According to Noether’s theorem, continuous symmetries give rise to conservation laws. For a geodesic $\gamma(\tau)$, the corresponding conserved quantity is simply the inner product $\langle K, \dot{\gamma} \rangle_{\gamma(\tau)}$, as is verified by the computation

$$
\frac{d}{d\tau} \langle K, \dot{\gamma}(\tau) \rangle_{\gamma(\tau)} = \nabla j K_k \dot{\gamma}^j \dot{\gamma}^k = \nabla (j K_k) \dot{\gamma}^j \dot{\gamma}^k = 0 .
$$

If $\gamma$ is a null geodesic, this conservation law can be generalized to a so-called \textit{conformal Killing field}, where (4.1) is weakened to the conformal Killing equation

$$
\nabla (j K_k)(x) = \lambda(x) g_{jk}(x) .
$$

Namely,

$$
\frac{d}{d\tau} \langle K, \dot{\gamma}(\tau) \rangle_{\gamma(\tau)} = \nabla (j K_k) \dot{\gamma}^j \dot{\gamma}^k = \lambda g_{jk} \dot{\gamma}^j \dot{\gamma}^k = 0 .
$$

Taking the trace of (4.3), one finds that $\text{div}(K) = 4\lambda$, implying that the conformal Killing equation can be written equivalently as

$$
\nabla (j K_k) = \frac{1}{4} g_{jk} \text{div} K .
$$
4.2. Behavior under Conformal Transformations. The DGC function has a simple behavior under conformal transformations, as we now explain. We consider a conformal transformation of the metric
\[ g \to \tilde{g} = hg \] (4.4)
with a strictly positive smooth function \( h \in C^\infty_0(\mathcal{M}) \). We assume that the conformal transformation is trivial outside a space-time region \( \Omega \subset \mathcal{M} \), i.e.
\[ h|_{\mathcal{M}\setminus\Omega} \equiv 1. \]
Null geodesics are invariant under conformal transformations, but the affine parameter changes. In order to see this in detail, let \( \gamma(\tau) \) be a null geodesic corresponding to the metric \( g \), i.e.
\[ 0 = \nabla_\tau \dot{\gamma}^j = \frac{d}{d\tau} \dot{\gamma}^j + \Gamma^j_{kl} \dot{\gamma}^k \dot{\gamma}^l . \]
Under the conformal change, the Christoffel symbols transform as follows,
\[
\tilde{\Gamma}^j_{kl} = \frac{1}{2} \tilde{g}^{ja} \left( \partial_k \tilde{g}_{la} + \partial_l \tilde{g}_{ka} - \partial_a \tilde{g}_{kl} \right) \\
= \Gamma^j_{kl} + \frac{1}{2h} g^{ja} \left( (\partial_k h) g_{la} + (\partial_l h) g_{ka} - (\partial_a h) g_{kl} \right) \\
= \Gamma^j_{kl} + \frac{1}{2} \left( (\partial_k \log h) \delta^j_l + (\partial_l \log h) \delta^j_k - g^{ja}(\partial_a \log h) g_{kl} \right). 
\]
Thus the equation for a null geodesic \( \tilde{\gamma}(\tau) \) becomes
\[
0 = \frac{d}{d\tilde{\tau}} \dot{\tilde{\gamma}}^j + \tilde{\Gamma}^j_{kl} \dot{\tilde{\gamma}}^k \dot{\tilde{\gamma}}^l \\
= \frac{d}{d\tau} \dot{\gamma}^j + \Gamma^j_{kl} \dot{\gamma}^k \dot{\gamma}^l + (\partial_k \log h) \dot{\gamma}^k \dot{\gamma}^j 
\]
(4.5)
(where in the last step we used that \( g_{kl} \dot{\gamma}^k \dot{\gamma}^l = 0 \)). Reparametrizing the original null geodesic by setting
\[ \dot{\tilde{\gamma}} = \dot{\gamma} \quad \text{with} \quad \frac{d\tilde{\tau}}{d\tau} = h(\gamma), \]
we find that
\[
\dot{\gamma}(\tilde{\tau}) = \frac{d}{d\tilde{\tau}} \dot{\gamma}(\tilde{\tau}) = \frac{d\tau}{d\tilde{\tau}} \dot{\gamma}(\tau) = \frac{1}{h(\gamma(\tau))} \dot{\gamma}(\tau) \\
\frac{d}{d\tilde{\tau}} \dot{\gamma}^j = \frac{1}{h(\gamma)} \frac{d\tau}{d\tilde{\tau}} \dot{\gamma}^j(\tau) = \frac{1}{h^2} \frac{d\tau}{d\tilde{\tau}} \dot{\gamma}^j(\tau) - \frac{1}{h^3} \left( \partial_k h(\gamma) \right) \dot{\gamma}^k(\tau) \dot{\gamma}^j(\tau) \\
= \frac{1}{h^2} \frac{d\tau}{d\tilde{\tau}} \dot{\gamma}^j - \frac{1}{h^3} (\partial_k \log h) \dot{\gamma}^k \dot{\gamma}^j \\
\Gamma^j_{kl} \dot{\gamma}^k \dot{\gamma}^l = \frac{1}{h^2} \frac{d\tau}{d\tilde{\tau}} \Gamma^j_{kl} \dot{\gamma}^k \dot{\gamma}^l \\
(\partial_k \log h) \dot{\gamma}^k \dot{\gamma}^j = \frac{1}{h^2} (\partial_k \log h) \dot{\gamma}^k \dot{\gamma}^j .
\]
Using these formulas, one sees that \( \tilde{\gamma} \) defined by (4.6) indeed satisfies (4.5) and is thus a null geodesic.
Using this transformation law for null geodesics under conformal transformations, one finds that

\[ \dot{\gamma} = \frac{1}{h} \dot{\gamma} \]  

(4.7)

\[ D_p \tilde{\mathcal{L}} = \left\{ \frac{u}{h(p)} \bigg| u \in D_p \mathcal{L} \right\} \]  

(4.8)

\[ \tilde{\mu}_p(D_p \tilde{\mathcal{L}}) = h(p) \mu_p(D_p \mathcal{L}) = \frac{1}{h(p)} \mu_p(D_p \mathcal{L}) \]  

(4.9)

\[ \tilde{\kappa}_{\text{vol}}(p) = h(p) \kappa_{\text{vol}}(p) \quad \text{and} \quad \tilde{\kappa}(p) = h(p) \kappa(p) . \]  

(4.10)

The last formula is what one would have expected from a naive scaling argument, keeping in mind that \( \kappa \) has the dimension of length squared.

4.3. **Local Existence and Uniqueness of the Time Evolution.** In this section, we prove local existence and uniqueness of the time evolution for the Einstein equations with DGC. Before beginning, we recall that without matter, the Einstein equations with DGC coincide with the usual vacuum Einstein equations \( R_{jk} = 0 \) (see the paragraph after (2.10)). This shows in particular that, starting with smooth initial data, singularities may form in finite time (see [5, 18]). This is why we restrict attention to local solutions to the Cauchy problem. In preparation for the Cauchy problem for the whole system, let us consider the Cauchy problem for our DGC models in a given space-time background. In order to pose the Cauchy problem, one must assume that the space-time is globally hyperbolic (for basic definitions see for example [1, 4, 22]). Let \( \mathcal{N} \) be a Cauchy surface. Then, by definition of global hyperbolicity, every maximal null geodesic intersects \( \mathcal{N} \) exactly once. Therefore, the set \( \mathcal{L}, \) \( (2.6), \) is characterized uniquely by looking at the vectors \( \dot{\gamma} \) on \( \mathcal{N}, \)

\[ D_{\mathcal{N}} \mathcal{L} := \bigcup_{p \in \mathcal{N}} D_p \mathcal{L} = \left\{ \dot{\gamma}(\tau) \bigg| (\gamma, I) \in \mathcal{L}, \tau \in I \text{ and } \gamma(\tau) \in \mathcal{N} \right\} . \]

Conversely, initial-data of this form gives rise to a unique family of null geodesics \( \mathcal{L}, \) as is made precise in the following proposition.

**Proposition 4.1.** Let \( \mathcal{G}_\mathcal{N} \) be a set of null vectors

\[ \mathcal{G}_\mathcal{N} = \bigcup_{p \in \mathcal{N}} \mathcal{G}_p \quad \text{with} \quad \mathcal{G}_p = \left\{ v_p \in T_p M \bigg| v_p \neq 0 \text{ and } (v_p, v_p)_p = 0 \right\} \]

with the following properties:

(a) If \( v_p \) is in \( \mathcal{G}_p, \) so is \( -v_p. \)

(b) For every \( p \in \mathcal{N} \) and for every non-zero null vectors \( u \in T_p M, \) there is a unique scalar \( \lambda > 0 \) such that \( \lambda u \in \mathcal{G}_\mathcal{N}. \)

Then there is a unique choice of parametrized null geodesics \( \mathcal{L} \) (compatible with Definition [2.7]) such that \( D_{\mathcal{N}} \mathcal{L} = \mathcal{G}. \)

If the sets \( \mathcal{G}_p \) are smooth surfaces for each \( p \in \mathcal{N} \) and depend smoothly on the base point \( p \in \mathcal{N}, \) then the sets \( D_p \mathcal{L} \) are smooth surfaces for all \( p \in \mathcal{M}. \)

**Proof.** In order to construct \( \mathcal{L}, \) one solves the geodesic equation with initial values on \( \mathcal{N}, \)

\[ \nabla_\tau \dot{\gamma}(\tau) = 0 , \quad \gamma(\tau) = p , \quad \dot{\gamma}(\tau_0) = \pm v_p . \]
Taking all the resulting maximal geodesics for all choices of $\tau_0 \in \mathbb{R}$ and all $v_p \in \mathcal{L}$ gives a family $\mathcal{L}$. The uniqueness of $\mathcal{L}$ follows immediately from the fact that every maximal null geodesic intersects $\mathcal{N}$, where the parametrization is determined by $\Sigma_{N}$.

The smoothness is an immediate consequence of the fact that the solutions of ordinary differential equations depend smoothly on parameters and on the initial data. □

We next consider the time evolution of the DGC tensor, in a given globally hyperbolic space-time with given $\mathcal{L}$. According to (C.4), it can be computed at a space-time point $p$ if for every future-directed $x \in D_p\mathcal{L}$ we know the tangent vector

$$J^l(p, x) := \int_{\tau_{\min}}^{0} d\tau \left( \Pi_{p, \exp_p(\tau x)} \right)^{la} \left( \ell^{-1}_{ab} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\exp_p(\tau x)}.$$  (4.11)

In words, this tangent vector is obtained by integrating along a null geodesic to the past. Since every null geodesic intersects the Cauchy surface $\mathcal{N}$, one can describe $J$ uniquely by prescribing it on the Cauchy surface as a mapping

$$J|_{\mathcal{N}} : D_{\mathcal{N}}\mathcal{L}^\vee \to T\mathcal{M} \quad \text{with} \quad J|_{\mathcal{N}}(p, x) \in T_p\mathcal{M} \quad \text{for all} \quad (p, x) \in D_{\mathcal{N}}\mathcal{L}^\vee,$$  (4.12)

where the $\mathcal{L}^\vee$ denotes the set of all future-directed null geodesics in $\mathcal{L}$. Then the time evolution of $J$ is obtained by solving the transport equation

$$\nabla_p J(p, x) = \ell^{-1}_{ab}(p) \left( \partial_c \kappa(p) \right) T^{bc}(p),$$  (4.13)

giving a mapping $J : D\mathcal{L}^\vee \to T\mathcal{M}$ (where $D\mathcal{L}^\vee = \bigcup_{p \in \mathcal{M}} D_p\mathcal{L}^\vee$ with the obvious fiber bundle structure). In principle, the mapping $J|_{\mathcal{N}}$ should be determined according to (4.11) and (C.4) by integrating along and over all null geodesics to the past. In situations in which this procedure is not feasible (for example if the past development of the Cauchy surface is not known), one should regard $J|_{\mathcal{N}}$ as part of the initial data, which should be chosen depending on the physical situation in mind. Whenever the effect of the DGC tensor is small, one may simply choose $J|_{\mathcal{N}} \equiv 0$.

We now turn our attention to the Cauchy problem for our DGC models. Assume that we are given a Cauchy surface $\mathcal{N}$. On $\mathcal{N}$ we are given a smooth Riemannian metric $g$ and a smooth second fundamental form $h$. Due to finite propagation speed, it suffices to solve the Cauchy problem in a small open subset of $\mathcal{N}$ (then the solution on $\mathcal{N}$ is obtained by “glueing together” the local solutions). With this in mind, we may work in a local chart and identify $\mathcal{N}$ with a subset of $\mathbb{R}^3$. Working in the wave gauge, the Ricci tensor is obtained from the metric by applying a quasilinear hyperbolic operator (for details see [15, 4]),

$$R_{jk} = -\frac{1}{2} g^{ab} \partial_{ab} g_{jk} + (\text{l.o.t.}) .$$

Moreover, the Riemannian metric and second fundamental form on $\mathcal{N}$ give rise to the Lorentzian metric in the wave gauge and its first time derivative (for details see [3]). Therefore, we may describe the initial data of the gravitational field by

$$g_{jk}|_{t=0} \quad \text{and} \quad \partial_t g_{jk}|_{t=0} .$$

The matter is described by additional fields on $\mathcal{N}$. We assume that the equations of matter are such that coupling the matter fields to the usual Einstein equations, one obtains a system of partial differential equations for which the Cauchy problem is well-posed (like for example a perfect fluid, Vlasov matter, the Maxwell field, the Yang-Mills field, a scalar field, the Dirac field or the Klein-Gordon field). We also assume that our initial data satisfies the Einstein constraint equations (see for example [22]).
This problem can be treated exactly as for the Einstein’s gravity. Particular solutions of the constraint equations are obtained by taking initial data of the usual Einstein equations and choosing DGC initial data with $\kappa_{|N} \equiv 8\pi G$ and $J_{|N} \equiv 0$. But clearly, choices with non-trivial DGC on $N$ are also possible.

Under these assumptions we prove the following result:

**Theorem 4.2.** The Cauchy problem for the Einstein-matter equations with DGC is well-posed.

The remainder of this section is devoted to the proof of this theorem. In more technical terms, our above assumptions on the matter fields can be restated by saying that the coupled Einstein-matter system can be rewritten as a quasilinear symmetric hyperbolic system (see [22]). In order to show that the Cauchy problem remains well-posed if DGC is taken into account, we need to settle the following issues:

(a) Given the gravitational coupling function $\kappa(x)$, the modified Einstein-matter equations can again be written as a quasilinear symmetric hyperbolic system.

(b) The dynamics of the DGC function $\kappa(x)$ (as defined by (2.8) or (2.13)) and of the DGC tensor $E_{jk}$ (as defined by (C.4) in Appendix C) can be described by a quasilinear symmetric hyperbolic system.

Once these points are proven, by combining the symmetric hyperbolic systems of the Einstein-matter system and of the dynamical equations for $\kappa(t,x)$ and $E_{jk}(t,x)$, one obtains a symmetric hyperbolic system for the coupled Einstein-matter equations with DGC.

The next consideration settles the above problem (a): The highest orders of the derivatives of the metric do not involve derivatives of $\kappa(x)$. Thus the resulting equations are of the form

$$R_{jk} - \frac{1}{2} R g_{jk} = \kappa(x) T_{jk} + (l.o.t).$$

Since the lower order terms only affect the zero order terms in the corresponding first order system, the system is again symmetric hyperbolic.

We next explain how to settle the above problem (b). Our task is to write the dynamics of $\kappa(x)$ and $E_{jk}(x)$ in terms of a quasilinear symmetric hyperbolic system. To this end, it is convenient to describe the initial data $\mathcal{J}_N$ in Proposition 4.1 by a smooth mapping $\sigma : N \times S^2 \to \mathbb{R}^+$. (4.14)

Given $\sigma$, we construct the set $D_p \mathcal{L}$ for any $p \in \mathcal{N}$ as follows. To any $u \in S^2 \subset \mathbb{R}^3$ we associate a null vector $n_p \in T_p N$ by

$$n_p = n^0 \frac{\partial}{\partial t}|_p \left| + \sum_{\alpha=1}^{3} u^\alpha \frac{\partial}{\partial x^\alpha}|_p \right.,$$

where the time component $n^0 > 0$ is determined uniquely by imposing that $\langle n_p, n_p \rangle_p = 0$. Now we set

$$D_p \mathcal{L} = \{ \sigma(p, u) n_p \ | \ n \in S^2 \}.$$

In order to describe the dynamics of the function $\sigma$, we follow the flow of the null geodesics. Thus given $(p, u) \in \mathcal{N} \times S^2$, we let $\gamma(\tau)$ be the null geodesic with initial
conditions
\[ \gamma(0) = p \quad \text{and} \quad \dot{\gamma}(0) = n_p \]
(and the dot again denotes the derivative with respect to \( \tau \)). Thus in components,
\[ \dot{\gamma}(0) = \sigma(p, u) \begin{pmatrix} n_0^0 \\ u \end{pmatrix} . \quad (4.15) \]
Using the geodesic equation
\[ \frac{d}{d\tau} \dot{\gamma}^j = -\Gamma^j_{kl} \dot{\gamma}^k \dot{\gamma}^l , \]
the position and the tangent vector of the geodesic have evolved to
\[ p^\alpha(\tau) = p^\alpha + \frac{\tau}{n^0} u^\alpha + O(t^2) \]
\[ \dot{\gamma}^\alpha(\tau) = \dot{\gamma}^\alpha(0) - t \Gamma^\alpha_{kl} \dot{\gamma}^k(0) \dot{\gamma}^l(0) + O(t^2) \]
\[ = \sigma(p, u) u^\alpha - t \Gamma^\alpha_{kl} \dot{\gamma}^k(0) \dot{\gamma}^l(0) + O(t^2) . \]
(here \( \alpha = 1, 2, 3 \) denotes a spatial tensor index). Decomposing the vector \( \Gamma^\alpha_{kl} \dot{\gamma}^k \dot{\gamma}^l \)
into the components which are parallel and orthogonal to \( u \), we write the last equation as
\[ \dot{\gamma}^\alpha(\tau) = \sigma(p, u) u^\alpha + t \left( v_{\perp}^\alpha + v_{\parallel}^\alpha \right) + O(t^2) , \]
where
\[ v_{\parallel} := -u \sum_{\alpha=1}^3 u^\alpha \Gamma^\alpha_{kl} \dot{\gamma}^k \dot{\gamma}^l \quad \text{and} \quad v_{\perp} := -\Gamma^\alpha_{kl} \dot{\gamma}^k \dot{\gamma}^l - v_{\parallel} . \quad (4.16) \]
We thus obtain
\[ \sigma \left( t, p + t \frac{v_{\perp}}{\sigma(p, u)} \right) = \sigma(p, u) + t \| v_{\parallel} \|_{\mathbb{R}^3} + O(t^2) \]
(note that the vector \( u + t v_{\perp} \) is again a unit vector up to errors of the order \( O(t^2) \)).
Dividing by \( t \) and taking the limit \( t \to 0 \), we obtain the differential equation
\[ \partial_t \sigma|_{(t,p,u)} + \frac{1}{n^0} D_2 \sigma|_{(t,p,u)} u + \frac{1}{\sigma(t,p,u)} D_3 \sigma|_{(t,p,u)} v_{\perp} = \| v_{\parallel} \|_{\mathbb{R}^3} \quad (4.17) \]
(here \( D_2 \) and \( D_3 \) denote the partial derivatives with respect to the second and and third
arguments, and applying the vector gives the corresponding directional derivative).
Since all the coefficients are real-valued and the coefficient of \( \partial_t \sigma \) is positive, this is
obviously a symmetric hyperbolic system. In order to determine the coefficients of this
system, one first defines \( \dot{\gamma}(t, p, u) \) similar to \( (4.15) \) by
\[ \dot{\gamma}(t, p, u) = \sigma(t, p, u) \begin{pmatrix} n_0^0(t, p, u) \\ u \end{pmatrix} \]
and computes \( n_0^0(t, p, u) \) as the unique solution of the algebraic equation
\[ g(t, p) jk \dot{\gamma}^j(t, p, u) \dot{\gamma}^l(t, p, u) = 0 . \]
The vectors \( v_{\parallel}(t, p, u) \) and \( v_{\perp}(t, p, u) \) are then defined by \( (4.16) \). In this way, the
coefficients are obtained by solving algebraic equations. This shows that the system is
indeed quasilinear and symmetric hyperbolic.
Since the DGC tensor can be obtained from the vector field \( J \) in \( (4.11) \) by integrating
over \( D_p \mathcal{L} \) (see \((C.4)\)), its dynamics is described completely by that of \( J \). The initial
data \((4.12)\) can be written in local coordinates similar to \((4.14)\) by a mapping \(J: \mathcal{N} \times S^2 \rightarrow \mathbb{R}^4\), where the vector in \(\mathbb{R}^4\) describes the components of the tangent space in the considered chart. Writing the transport equations \((4.13)\) in our chart gives a linear hyperbolic system.

This concludes the proof for the simplified model \((2.13)\). For the DGC function \((2.8)\), there is the complication that computing the Gaussian curvature \(K_p\) makes it necessary to compute the second derivatives of \(\sigma\) with respect to the variable \(u\). In order to treat these derivatives, one differentiates \((4.17)\) to obtain additional differential equations. For example

\[
\partial_t D_3 \sigma|_{(t,p,u)} + \frac{1}{n^0} D_2 D_3 \sigma|_{(t,p,u)} u + \frac{1}{\sigma(t,p,u)} \frac{D_3 D_3 \sigma|_{(t,p,u)}}{v_{\perp}} = D_3 \|v_{\parallel}\|_{\mathbb{R}^3} + (\text{lo.t}),
\]

and similar for the second derivatives. Including these additional differential equations to the symmetric hyperbolic system, we again obtain a quasilinear symmetric hyperbolic system. Note that, differentiating the initial data \(\sigma(p,u)\) with respect to \(u\), one also gets corresponding initial data for \(D_3 \sigma|_{(0,p,u)}\) and \(D_3 D_3 \sigma|_{(0,p,u)}\). This concludes the proof of Theorem \(4.2\).

5. Example: Modifications to the Friedmann-Robertson-Walker Model

As a concrete example, we now consider the metric of the Friedmann-Robertson-Walker (FRW) geometry

\[
ds^2 = dt^2 - R^2(t) d\sigma^2,
\]

where \(t\) is the time for a co-moving observer, \(R\) is the scale function, and \(d\sigma\) is the line element on the unit three-sphere, the flat \(\mathbb{R}^3\) or a three-dimensional hyperboloid. The line element \((5.1)\) is spatially homogeneous and isotropic. Therefore, it is natural to assume that the set of parametrized null geodesics \(L\) is also homogeneous and isotropic. This implies that the sets \(D_p L\) are of the form

\[
D_{(t,x)} L = \left\{ \pm \frac{1}{\varepsilon(t)} (1, \vec{n}) \text{ with } \sigma(\vec{n}, \vec{n}) = 1 \right\}.
\]

In this way, the DGC function is described by a single function \(\varepsilon(t)\). In order to compute this function, we introduce the new time function \(\tau\) by

\[
\frac{d\tau}{dt} = R.
\]

Then the line element takes the form

\[
ds^2 = R^2 (d\tau^2 - d\sigma^2).
\]

This metric is conformal to the static metric \(d\tau^2 - d\sigma^2\). For this static metric, the vector field \(K := \partial_\tau\) is a Killing field, implying that the inner product \((4.2)\) is conserved. As a consequence, the function \(\varepsilon(t) = \varepsilon\) is constant for the static metric. Comparing with the behavior under conformal transformations \((4.4)\) and \((4.7)\), we conclude that \(h(\tau) = R^2(\tau)\) and \(\varepsilon(\tau) \sim R(\tau)\). Using \((4.10)\), we conclude that

\[
\kappa(t) = R^2(t) \kappa
\]

with a constant \(\kappa\). Thus the effective gravitational constant grows quadratically in the scale function. We remark that this is quite similar to the behavior in Brans-Dicke theory as found in \([6]\). However, our result is different from Dirac’s proposal in \([8, \text{Section 5}]\), who conjectured that the gravitational constant should decrease in time.
Taking the FRW metric as a model for our universe, the above findings imply that in the early universe, the effective gravitational constant should have been smaller. The resulting effect seems similar to the expansion of the early universe as proposed by inflationary cosmological models. At present, it is unknown if and to what extend DGC can reproduce the results of inflation.

The FRW and inflationary models also lead to the following general method for prescribing $\mathcal{L}$: Since the early universe seems to have been in a highly homogeneous and isotropic configuration (corresponding to the symmetries of the FRW model), and keeping in mind that in the FRW model there is a canonical choice of $\mathcal{L}$, it seems natural to make the physical assumption that $\mathcal{L}$ should be chosen such that in the early universe it agrees with (5.2). This prescription involves only one free parameter $\epsilon$ (which determines the gravitational constant) and thus makes DGC to a model of our universe with predictive power. But clearly, this procedure involves the difficulty that in order to make predictions at present time, one must know the time evolution of $\mathcal{L}$ starting from the early universe. From the theoretical point of view, it seems interesting that this procedure distinguishes the future from the past, because $\mathcal{L}$ is determined by initial values right after the big bang. This point of view might even make it possible to define the arrow of time and notions like entropy via the “increasing disorder” of the null geodesics in $\mathcal{L}$ as time evolves.

6. Example: The Spherically Symmetric Collapse

In this section, we explore DGC in the gravitational collapse of a spherically symmetric star. In order to work in a clean and explicit example, we consider a spherically symmetric shell of matter, i.e. the situation that all the matter of the star is concentrated on its surface. Despite its simplicity, this model of a collapsing shell of matter captures all relevant effects of dynamical gravitational coupling. This is because our analysis as well as our results generalize in a straightforward way to models with several shells. By taking the number of shells sufficiently large, one can approximate a realistic spherically symmetric star with an arbitrary mass density.

The space-time $(\mathcal{M}, g)$ we have in mind is shown on the left of Figure 3, where the shell of matter is plotted as a function of a time and a radial variable (as usual, the angular variables $\theta$ and $\varphi$ are not shown, so that every point in the figure corresponds to a two-dimensional sphere). Since all the matter is concentrated on the shell, both in the exterior and interior space-time regions (denoted in the figure by I respectively II)
the vacuum Einstein equations hold. Due to Birkhoff’s theorem, these space-time regions are isometric to subsets of Schwarzschild space-time. Thus region I is isometric to a subset of Schwarzschild space-time of mass $M$, whereas region II is isometric to a subset of Minkowski space. For convenience, in region I we choose Schwarzschild coordinates $(t,r)$, i.e.

$$ds^2 = \left(1 - \frac{2M}{r}\right) dt^2 - \left(1 - \frac{2M}{r}\right)^{-1} dr^2 - r^2 \left(d\vartheta^2 + \cos^2 \vartheta \, d\varphi^2\right).$$

Likewise, in region II we choose polar coordinates $(\tilde{t},\tilde{r},\vartheta,\varphi)$, i.e.

$$ds^2 = d\tilde{t}^2 - d\tilde{r}^2 - \tilde{r}^2 \left(d\vartheta^2 + \cos^2 \vartheta \, d\varphi^2\right)$$

(see the middle and right plots in Figure 3). The space-time $(\mathcal{M},g)$ is obtained by “glueing together” these subsets of Schwarzschild and Minkowski space along their boundaries. Due to spherical symmetry, we may disregard the angular variables. Then the boundaries of these space-time regions can be described by timelike curves $c(\tau)$ and $\tilde{c}(\tau)$, which both have no angular components, i.e.

$$c(\tau) = (c^0(\tau), c^1(\tau), 0, 0) \quad \text{and} \quad \tilde{c}(\tau) = (\tilde{c}^0(\tau), \tilde{c}^1(\tau), 0, 0). \quad (6.1)$$

We next explain the glueing and specify the choice of the curves $c$ and $\tilde{c}$. For simplicity, we begin with the situation that the outer surface of shell is freely falling. Therefore, we choose $c(\tau)$ as a timelike geodesic, which we parametrize by arc length, i.e.

$$\nabla_{\tau} c(\tau) = 0 \quad \text{and} \quad \langle \dot{c}(\tau), \dot{c}(\tau) \rangle = 1 \quad \text{for all } \tau$$

(where $\langle ., . \rangle$ is the Schwarzschild metric of mass $M$). We want to choose the curve $\tilde{c}(\tau)$ in such a way that the “glueing” can be accomplished simply by identifying $c(\tau)$ with $\tilde{c}(\tau)$ for all $\tau$.

We must make sure that the Lorentzian metric is continuous across the glueing surface. It suffices to consider the tangential component of the metric, because the transversal components can be arranged to be continuous by choosing Fermi coordinates in a tubular neighborhood of the glueing surface. Since the angular components of the metric involve factors $r^2$ and $\tilde{r}^2$, respectively, one condition is that the glueing must be performed for the same radii, i.e.

$$c^1(\tau) = \tilde{c}^1(\tau) \quad \text{for all } \tau. \quad (6.2)$$

Moreover, the continuity of the metric along the curves $c$ and $\tilde{c}$ implies that also $\dot{c}$ must be parametrized by arc length, i.e.

$$\langle \dot{c}(\tau), \dot{c}(\tau) \rangle = 1 \quad \text{for all } \tau$$

(where $\langle ., . \rangle$ is the Minkowski metric). Solving this equation for the time component and using (6.2) gives

$$\dot{c}^0(\tau) = \sqrt{1 + (\dot{c}^1(\tau))^2} = \sqrt{1 + (\dot{c}^1(\tau))^2},$$

where in the last step we substituted the $\tau$-derivative of (6.2). Integration gives

$$\dot{c}^0(\tau) = \int^\tau \sqrt{1 + (\dot{c}^1(\tau'))^2} \, d\tau' + \text{const}. \quad (6.3)$$

With (6.2) and (6.3) we have computed the curve $\tilde{c}(\tau)$, which is unique up to irrelevant time translations. We thus obtain the desired space-time $(\mathcal{M},g)$. 

Our goal is to determine the strength of the gravitational coupling at a space-time point \( p \). In order to keep the computations as simple as possible, we restrict attention to the simplified model with the DGC function \( \kappa_{\text{vol}} \) introduced in (2.13) (in the last paragraph of this section, we remark how our results carry over to the DGC function (2.8)). In order to determine the affine parametrizations of all null geodesics through \( p \), we follow the geodesics to the past until they reach the asymptotic end (the reason why go to the past and not to the future corresponds to the general prescription for determining \( \mathcal{L} \) explained in the last paragraph of Section 5). In the asymptotic end, we then choose the parametrization as in the example of Minkowski space in Section 2.3. In order to work out the dependence on the velocity vector \( v \) in (2.18) and (2.19), we first consider the case \( v = (1, \vec{0}) \) where the star is at rest in the reference frame distinguished by the regularization. In this case, we can use (2.14) to determine the parametrization of a future-directed null geodesic \( \gamma(\tau) \) by the condition

\[
\lim_{\tau \to -\infty} \dot{\gamma}^0(\tau) = \frac{1}{\varepsilon}.
\]  

At the end of this section, we shall consider the case of general \( v \) and discuss how the picture changes if the star moves relative to the reference frame distinguished by the regularization.

In preparation, we analyze the angular dependence of a null geodesic \( \gamma(\tau) \). Using the spherical symmetry of the metric, we can assume without loss of generality that the point \( p \) has angular coordinates \( \vartheta = \frac{\pi}{2} \) and \( \varphi = 0 \). Moreover, by a rotation about the axis going through the center of the star and the point \( p \), we can arrange that the geodesic \( \gamma \) lies in the equatorial plane \( \{ \vartheta = \frac{\pi}{2} \} \). Next, we can make use of the fact that the vector field \( L := \partial_{\varphi} \) is a Killing field. According to (4.2), it gives rise to the conservation law \( \langle L, \dot{\gamma} \rangle = -\ell \), where \( \ell \) denotes the angular momentum of the geodesic. Thus the angular dependence is described by the equations

\[
\dot{\gamma}^2(\tau) = 0 \quad \text{and} \quad \dot{\gamma}^3(\tau) = \begin{cases} -\frac{\ell}{r(\tau)^2} & \text{in region I} \\ -\frac{\ell}{r(\tau)^2} & \text{in region II} \end{cases}.
\]  

We next consider the situation that the null geodesic does not enter the star (like the geodesic “a” on the right of Figure 4). Then, again using (4.2) for the Killing
field $K := \partial_t$, we obtain the conservation law
\[ \langle K, \dot{\gamma}(\tau) \rangle = e, \]
where $e$ is energy of the geodesic. In the asymptotic end, we can compare this relation with (6.4) to determine the energy to $e = 1/\varepsilon$. Hence
\[ \dot{\gamma}_0(\tau) = \langle K, \dot{\gamma}(\tau) \rangle = \frac{1}{\varepsilon}. \]
In order to clarify what this means, it is useful to choose a local reference frame at $p = \gamma(\tau)$. Then the time component in this local reference frame is given by $\langle T, \dot{\gamma} \rangle$, where $T$ is a unit vector proportional to $\partial_t$. A direct computation gives
\[ \langle T, \dot{\gamma}(\tau) \rangle = \left( 1 - \frac{2M}{r(\tau)} \right)^{-\frac{1}{2}} \dot{\gamma}_0(\tau) = \left( 1 - \frac{2M}{r(\tau)} \right)^{-\frac{1}{2}} \frac{1}{\varepsilon}. \quad (6.5) \]
When approaching the star, this inner product becomes larger, implying that the resulting length scale $\varepsilon_p$ (as defined in a local reference frame by (3.5)) becomes smaller. As a consequence, the gravitational coupling also becomes smaller. The radial dependence in (6.5) simply is the usual red shift effect. We thus conclude that the red shift effect makes the DGC function smaller.

The situation becomes more interesting if the null geodesic crosses the surface of the star. We first consider the situation that the point $p$ lies in the interior of the star (see the left plot in Figure 4). For computational purposes, it is most convenient to parametrize the null geodesic such that
\[ \tilde{\gamma}(0) = p \quad \text{and} \quad \tilde{\gamma}_0(0) = 1. \]
Following the geodesic in Minkowski space backwards in time, it crosses the shell of matter at a point $q \in \mathcal{M}$ (note that the fact that the curves in Figure 4 “turn around” near $r = 0$ is a consequence of the usual centrifugal potential). Transforming to a chart where the metric is continuous, the tangent vector $\tilde{\gamma}$ inside is uniquely matched to a corresponding tangent vector $\dot{\gamma}$ outside. Taking $q$ and $\dot{\gamma}$ as initial data, one can solve the geodesic equation in Schwarzschild to obtain $\gamma(\tau)$ for large negative $\tau$. By reparametrizing, one can then satisfy the condition (6.4).

The matching of the tangent vector can be understood as describing a refraction of the geodesic on the surface of the star. In order to explain the effect of this refraction, we now give a numerical example.\footnote{All our numerics was carried out using the ODE solver in Mathematica. The Mathematica files are included as ancillary files to the arXiv submission of this paper.} We consider a star of mass $M = 1$ and for simplicity a geodesic without angular momentum which moves radially outwards (the geodesics with angular momentum have the same qualitative behavior). In our example, the geodesic hits the surface of the star at a radius $r = \tilde{r} \approx 4.28$, where the velocity of the surface of the star is about 0.56 times the speed of light. In Figure 5 the quantities
\[ \tilde{\lambda} := \tilde{\gamma}_0 \quad \text{and} \quad \lambda := \langle T, \dot{\gamma} \rangle \]
are shown as functions of the radial variables $\tilde{r}$ and $r$, respectively, where $T$ is again the future-directed unit vector proportional to $\partial_t$. The behavior of $\lambda$ outside the star again corresponds to the red shift effect (6.5). One sees that the refraction partly compensates the red shift effect, because the function $\lambda$ is again smaller inside the star. A careful analysis of stars whose surface speed is very close to the speed of light shows that this effect occurs even in the ultrarelativistic scenario. As a consequence, inside
the star, the DGC function stays bounded away from zero even if the red shift effect on the surface of the star becomes arbitrarily large. However, it does not seem possible to arrange that inside the star $\lambda$ is smaller than $1/\varepsilon$. This implies that inside the star, the DGC function $\kappa_{\text{vol}}$ is necessarily smaller than at infinity.

We next consider the situation that $p$ is on the outer surface of the star (see the right plot in Figure 4). Now we must distinguish the geodesics which do not meet the star (like the geodesic “a” on the right of Figure 4) from those which enter and leave the star (like the geodesic “b” on the right of Figure 4). To this end, we denote the angle between the geodesic and the line $\{\phi = 0\}$ in the equatorial plane by $\alpha \in [0, \pi]$ (see Figure 6). Moreover, we let $\phi_{\text{in}} = \lim_{\tau \to -\infty} \phi(\tau)$ be the angle in the asymptotic end. Then there is an angle $\alpha = \alpha_{\text{min}}$ for which the null geodesic just touches the surface of the star. On the left of Figure 7, the function $\lambda$ at the point $p$ is plotted as a function of $\alpha$, for the same star as considered in Figure 5 (the speed of the surface of the star at $p$ is about 0.7 times the speed of light). Likewise, on the right of Figure 7, the angle $\phi_{\text{in}}$ is shown. Let us discuss these plots. If $\alpha < \alpha_{\text{min}}$, the geodesic does not meet the star. Therefore, $\lambda$ is described purely by the red shift effect described in (6.5). The reason why $\phi_{\text{in}} > \alpha$ (see the green dotted line on the right of Figure 7) is that the geodesics are bent by the gravitational attraction (as indicated in Figure 6). If $\alpha > \alpha_{\text{min}}$, the geodesic is refracted twice, once when it enters the star and again when it leaves. The effect of this twofold refraction is that at the space-time point $p$, the function $\lambda$ can indeed become smaller than $1/\varepsilon$. Thus the double reflection can overcompensate the red shift effect.
We now explain the effect on the DGC function at the point $p$. The volume $\mu_p(D_p\mathcal{L})$ is computed by (for details see Appendix A)

$$\mu_p(D_p\mathcal{L}) = 2 \int_{S^2} \lambda^2 d\mu_{S^2} = 4\pi \int_{-1}^{1} \lambda(\alpha)^2 \, d\cos \alpha.$$  \hfill (6.6)

In the region $\alpha < \alpha_{\text{min}}$, the integrand is large, giving a large contribution to the integral provided that $\alpha_{\text{min}}$ is not too small. This suggests that $\kappa_{\text{vol}}$ becomes small (see (2.13)), in agreement with the above discussion of the red shift effect. In the region $\alpha > \alpha_{\text{min}}$, on the other hand, the integrand becomes small, thus giving a small contribution to the integral. In the example shown in Figure 7, we find numerically that $\kappa_{\text{vol}} = 0.72 \times \varepsilon^2/(8\pi)$. It turns out that considering ultrarelativistic situations where the speed of surface of the star is very close to the speed of light, the integrand in (6.6) becomes very large near $\alpha = 0$ (again due to the red shift effect). But $\alpha_{\text{min}}$ becomes small in such a way that the integral (6.6) remains bounded. We conclude that, although the double reflection can overcompensate the red shift effect, it does not seem possible to arrange that $\kappa_{\text{vol}}(p)$ becomes larger than at infinity.

We next discuss the effect if the star moves relative to the reference frame distinguished by the regularization. Then the null geodesics should be parametrized in the asymptotic end according to (2.19). Therefore, the condition (6.4) for the future-directed null geodesics must be replaced by

$$\langle v, \dot{\gamma}(\infty) \rangle = 1/\varepsilon,$$  \hfill (6.7)

where $\dot{\gamma}(\infty) := \lim_{\tau \to -\infty} \dot{\gamma}(\tau)$ is a vector in Minkowski space, and $v$ is again the unit vector (2.18). Since the transformation from (6.4) to (6.7) is described by a linear reparametrization, the volume $\mu_p(D_p\mathcal{L})$ is obtained by inserting an additional factor into the integral in (6.6),

$$\mu_p(D_p\mathcal{L}) = 2 \int_{S^2} \frac{\lambda^2}{\varepsilon^2} \langle v, \dot{\gamma}(\infty) \rangle^2 \, d\mu_{S^2}.$$  

This additional factor has the effect that the main contribution to the integral comes when the inner product $\langle v, \dot{\gamma}(\infty) \rangle$ is small, which is the case if the vectors $\vec{v}$ and $\dot{\gamma}(\infty)$ are pointing in the same spatial direction. As a consequence, the effective gravitational coupling depends on the parameters

$$\beta := \angle(v, -\dot{\gamma}(\infty)) \in [0, \pi] \quad \text{and} \quad \gamma := v^0.$$  \hfill (6.8)
When computing the resulting integral over the sphere, by a rotation one can clearly arrange that the vector $\vec{v}$ lies in the equatorial plane. But then the vector $\dot{\vec{\gamma}}(-\infty)$ can no longer be arranged to also lie in the equatorial plane. However, the resulting integral over the angle to the equatorial plane can be computed explicitly to obtain an expression of the form

$$\mu_p(D_p\mathcal{L}) = 8\pi \int_{-1}^{1} \lambda(\alpha)^2 W(\phi_{\text{in}}(\alpha), \beta, \gamma) \, d\cos\alpha,$$

where

$$W(\phi_{\text{in}}, \beta, \gamma) = \frac{1}{2} \frac{\gamma - \sqrt{\gamma^2 - 1} \cos\beta \cos\phi_{\text{in}}}{\left(\gamma - \sqrt{\gamma^2 - 1} \cos\beta \cos\phi_{\text{in}}\right)^2 - (\gamma^2 - 1) \sin^2\beta \sin^2\phi_{\text{in}}}^{3/2}.$$

In Figure 8, the dynamical coupling $\kappa_{\text{vol}}$ is shown as a function of the parameters in (6.8). Thus $\kappa_{\text{vol}}$ is largest if $\gamma$ is large, and if the angle $\beta$ is small.

The limiting case $\gamma = \infty$ shown in Figure 8 is indeed a major technical simplification. The reason is that

$$\lim_{\gamma \to \infty} W(\phi_{\text{in}}, \beta, \gamma) = \frac{1}{\sin\phi_{\text{in}}} \delta(\phi_{\text{in}} - \beta)$$

(with convergence as a distribution). Even without going through the detailed computations, this result can be understood immediately as follows: In the limiting case, one only gets a contribution if $\vec{v}$ and $\dot{\vec{\gamma}}(-\infty)$ are parallel, implying that $\beta = \phi_{\text{in}}$. This gives rise to the $\delta$-distribution in (6.10). Moreover, in Minkowski space, we know that $\phi_{\text{in}}(\alpha) = \alpha$ (see Figure 6), and the invariance of $\mu_p(D_p\mathcal{L})$ under Lorentz boosts implies that

$$\int_{-1}^{1} W(\alpha, \beta, \gamma) \, d\cos\alpha = 1 \quad \text{for all } \beta, \gamma,$$

explaining the factor $1/\sin\phi_{\text{in}}$ in (6.10). Using (6.10) in (6.9), we obtain

$$\lim_{\gamma \to \infty} \mu_p(D_p\mathcal{L}) = 8\pi \int_{-1}^{1} \lambda(\alpha)^2 \frac{\delta(\phi_{\text{in}}(\alpha) - \beta)}{\sin\phi_{\text{in}}} \frac{\sin\alpha}{\sin\phi_{\text{in}}} \, d\alpha = 8\pi \frac{\lambda(\alpha)^2}{\phi_{\text{in}}'(\alpha)} \frac{\sin\alpha}{\sin\beta},$$

where

$$\phi_{\text{in}}'(\alpha) : = \frac{\sin\alpha}{\sin\phi_{\text{in}}}.$$
where the last expression is to be evaluated at $\alpha$ with $\phi_{\text{in}}(\alpha) = \beta$. Using (2.13), we obtain

$$\kappa_{\text{vol}} = \frac{1}{8\pi} \frac{\phi'_{\text{in}}(\alpha)}{\lambda(\alpha)^2} \sin \beta \left| \frac{\sin \alpha}{\alpha} \right|_{\alpha = \phi_{\text{in}}(\alpha) = \beta}.$$  \hspace{1cm} (6.11)

This function is much easier to compute numerically than the integral (6.9). It gives the plot for $\gamma = \infty$ in Figure 8. We note that this function has a discontinuity at the angle $\beta = \phi_{\text{in}}(\alpha_{\text{min}})$ (where $\alpha_{\text{min}}$ is the angle at which the null geodesic is tangential to the surface of the star). This comes about because the function $\phi_{\text{in}}(\alpha)$ is continuous but not differentiable at $\alpha_{\text{min}}$ (see the right plot in Figure 7), so that its derivative in (6.11) is not continuous.

The appearance of the function $\phi'_{\text{in}}(\alpha)$ in (6.11) teaches the general lesson that the DGC function also depends on the scattering of the null geodesics by the gravitational field (as shown in Figure 6). Thus the two relevant effects for understanding the collapse of a star are refraction and scattering of the null geodesics. Thinking of a realistic star, these effects do not need to originate from the star itself, but could also be caused by stars or matter in its surrounding. Analyzing these effect further goes beyond the scope of this paper.

We analyzed the DGC function (6.11) numerically for different shells of matter. In order to model non-gravitational forces acting on the star (like pressure, electromagnetic forces, etc.), we also considered the situation that the curve $c(\tau)$ in (6.1) describing the outer surface of the star is no longer a geodesic. An interesting point of our findings is that in generic situations, the DGC function $\kappa_{\text{vol}}$ becomes larger than at infinity. Indeed, it can even be arranged to become arbitrarily large. This is illustrated in Figure 9 for a star of mass $M = 2$ which is first static and then collapses with constant radial component of the velocity vector $\dot{c}^1(\tau)$, where the velocity of the surface at $p$ is $0.7$ times the speed of light. This means that DGC can lead to the effect that the gravitational field generated by a star is stronger than in Einstein’s theory. Therefore, looking at its gravitational field, the star appears to be heavier. This effect might give an explanation for dark matter. But clearly, a systematic study of the gravitational coupling for realistic collapsing stars goes beyond the scope of this paper.

In the previous analysis, for simplicity we restricted attention to the DGC function $\kappa_{\text{vol}}$. We finally remark how the results carry over to the function $\kappa(p)$ in (2.8):
First of all, the functions $\kappa(p)$ and $\kappa_{\text{vol}}(p)$ coincide for linearized gravity, so that the differences concern only the nonlinear effects in strong gravitational fields. Qualitatively speaking, the functions $\kappa(p)$ and $\kappa_{\text{vol}}(p)$ are approximately equal as long as the Gaussian curvature $K(p)$ is nearly constant. In particular, the results shown in Figure 8 remain valid for $\kappa(p)$, up to small corrections. Likewise, the results shown in Figure 9 remain qualitatively the same for $\kappa_{\text{vol}}(p)$, because the peak of $\kappa_{\text{vol}}$ is not caused by a fluctuation of $\lambda$, but by a “spike” of the factor $\phi'_m(\alpha)$ in (6.11). But clearly, the numerical values for $\kappa(p)$ are a little bit smaller than those for $\kappa_{\text{vol}}(p)$ (see Lemma 2.2).

7. Dynamical Gravitational Coupling in Weak Fields

7.1. Linearized Gravity with Dynamical Gravitational Coupling. We now consider linearized gravity. Thus we write the metric as

$$g_{jk} = \eta_{jk} + h_{jk}$$

and take into account the deviation from the Minkowski metric $h_{jk}$ only linearly.

Let $\gamma(\tau)$ be a parametrized null geodesic with $\gamma(0) = x$. In Minkowski space, this null geodesic can be written as

$$\gamma(\tau) = x + \tau u$$

with $\eta_{jk}u^j u^k = 0$.

Let us compute how this null geodesic is modified by the gravitational field. First, in order for the tangent vector $\dot{\gamma}(0)$ to be a null vector, we choose the initial values

$$\gamma(0) = x$$

and $\dot{\gamma}^j(0) = u^j - \frac{1}{2} h^{jk}(x) u_k$ (where we lower and raise indices with respect to the Minkowski metric). Namely, with this choice,

$$g_{jk}(x) \dot{\gamma}^j(0) \dot{\gamma}^k(0) = \eta_{jk} u^j u^k + h_{jk}(x) u^j u^k + 2\eta_{jk} u^j \left( -\frac{1}{2} h^{kl}(x) u_l \right) = 0.$$ 

The geodesic equation becomes

$$\ddot{\gamma}^j(\tau) = -\Gamma^j_{kl}(\gamma(\tau)) \dot{\gamma}^k(\tau) \dot{\gamma}^l(\tau).$$

Since the Christoffel symbols vanish in Minkowski space, the perturbation of the geodesic is described as follows,

$$\gamma(\tau) = x + \tau u + \delta \gamma(\tau)$$

$\delta \gamma(0) = 0$, \hspace{1em} $\delta \dot{\gamma}^j(0) = -\frac{1}{2} h^{jk}(x) u_k$ \hspace{1em} \hspace{1em} (7.2)

$$\delta \ddot{\gamma}^j(\tau) = -\Gamma^j_{kl}(x + \tau u) u^k u^l.$$ \hspace{1em} \hspace{1em} (7.3)

This differential equation can be solved immediately by integration,

$$\delta \dot{\gamma}^j(\tau) = -\frac{1}{2} h^{jk}(x) u_k - \int_0^\tau \Gamma^j_{kl}(x + \alpha u) u^k u^l d\alpha$$ \hspace{1em} \hspace{1em} (7.4)

$$\delta \gamma^j(\tau) = -\frac{\tau}{2} h^{jk}(x) u_k - \int_0^\tau d\beta \int_0^\beta d\alpha \Gamma^j_{kl}(x + \alpha u) u^k u^l$$

$$= -\frac{\tau}{2} h^{jk}(x) u_k - \int_0^\tau (\tau - \alpha) \Gamma^j_{kl}(x + \alpha u) u^k u^l d\alpha.$$ \hspace{1em} \hspace{1em} (7.5)
where in the last step we transformed the double integral by
\[ \int_0^\tau d\beta \int_0^\beta f(\alpha) \, d\alpha = \int_0^\tau d\beta \int_0^\tau d\alpha \Theta(\beta - \alpha) f(\alpha) \]
\[ = \int_0^\tau d\alpha \, f(\alpha) \int_0^\tau d\beta \Theta(\beta - \alpha) = \int_0^\tau (\tau - \alpha) f(\alpha) \, d\alpha . \]
Combining (7.1) with (7.4) and using the explicit form of the Christoffel symbols
\[ \Gamma^j_{kl} = \frac{1}{2} \eta^{jp} (\partial_k h_{lp} + \partial_l h_{kp} - \partial_p h_{kl}) , \]
we conclude that
\[ \dot{\gamma}^j(\tau) = u^j - \frac{1}{2} h^{jk}(x) u_k - \int_0^\tau \Gamma^j_{kl}(x + \alpha u) \, u^k u^l \, d\alpha \]
\[ = u^j - \frac{1}{2} h^{jk}(x) u_k - \int_0^\tau (u^k \partial_k h^j_i(x + \alpha u)) \, u^l \, d\alpha + \frac{1}{2} \int_0^\tau \partial^j h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha \]
\[ = u^j - \frac{1}{2} h^{jk}(x) u_k - \int_0^\tau \frac{d}{d\alpha} h^{jk}(x + \alpha u) \, u_k \, d\alpha + \frac{1}{2} \int_0^\tau \partial^j h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha \]
\[ = u^j + \frac{1}{2} h^{jk}(x) u_k - h^{jk}(x + \tau u) u_k + \frac{1}{2} \int_0^\tau \partial^j h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha . \]
It is instructive to verify the formula as follows:

\[ \dot{\gamma}(\tau) = \text{a null vector:} \]
\[ g_{ij}(\gamma(\tau)) \dot{\gamma}^j(\tau) \dot{\gamma}^i(\tau) = h_{ij}(x + \tau u) \, u^i u^j + 2 u_j \, \delta \dot{\gamma}^j(\tau) \]
\[ = h_{ij}(x + \tau u) \, u^i u^j + u_j h^{jk}(x) u_k - 2 u_j h^{jk}(x + \tau u) u_k \]
\[ + \int_0^\tau u_j \partial^j h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha \]
\[ = -h_{kl}(x + \tau u) \, u^k u^l + h_{kl}(x) \, u^k u^l + \int_0^\tau \frac{d}{d\alpha} h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha = 0 . \]

\[ \rightarrow \text{For a conformal transformation, we obtain} \]
\[ h_{jk} = h(x) \, \eta_{jk} \]
\[ \dot{\gamma}(\tau) = u + \frac{1}{2} h(x) u - h(x + \tau u) u = \left(1 - h(x + \tau u)\right) u + \frac{1}{2} h(x) u , \quad (7.7) \]
\[ \text{in agreement with the computations in Section 4.2} \]

We now consider the situation when the point \( x \) is fixed and \( \tau \to -\infty \), so that the point \( y := x + \tau u \) moves along the null geodesic to null infinity in the past. Furthermore, we assume that the gravitational field vanishes in the distant past. We then obtain
\[ \dot{\gamma}^j(-\infty) = u^j + \frac{1}{2} h^{jk}(x) u_k - \frac{1}{2} \int_{-\infty}^0 \partial^j h_{kl}(x + \alpha u) \, u^k u^l \, d\alpha \]
\[ = u^j + \frac{1}{2} \int_{-\infty}^0 \left( \partial_l h^{jk} - \partial^j h_{kl} \right)(x + \alpha u) \, u^k u^l \, d\alpha . \quad (7.8) \]
We now let \( \mathcal{L} \) be the set of all null geodesics which at infinity goes over to the family (2.19) considered in Minkowski space. We now compute the resulting set \( D_x \mathcal{L} \). It
is most convenient to work in a reference frame where \( g_{ij}(x) = \eta_{ij}(x) \). In this reference frame, we parametrize the set \( D_x \mathcal{L} \) as

\[
D_x \mathcal{L} = \left\{ \pm \lambda(\vec{n}) \left( \frac{1}{\vec{n}} \right) \text{ with } |\vec{n}| = 1 \right\},
\]

where \( \lambda : S^2 \to \mathbb{R}^+ \) is a non-negative function on the unit sphere. In order to determine \( \lambda \), for given \( \vec{n} \) we consider the null geodesic (7.8) with \( u = (1, \vec{n}) \). Reparametrizing the null geodesic such as to satisfy (2.19), we obtain

\[
\lambda = \frac{1}{\varepsilon \langle v, \dot{\gamma}(-\infty) \rangle} = \frac{1}{\varepsilon \langle v, u \rangle} - \frac{1}{2\varepsilon \langle v, u \rangle^2} \int_{-\infty}^{0} (\partial_l h_{jk} - \partial_j h_{kl})(x + \alpha u)^{\gamma^j u^k u^l} d\alpha.
\]

The volume \( \mu_x(D_x \mathcal{L}) \) is computed as follows (for details see Appendix A):

\[
\mu_x(D_x \mathcal{L}) = 2 \int_{S^2} \lambda^2 \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^3} = \frac{2}{\varepsilon^2} \int_{S^2} \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^3} \int_{-\infty}^{0} (\partial_l h_{jk} - \partial_j h_{kl})(x + \alpha u)^{\gamma^j u^k u^l} d\alpha
\]

\[
= \frac{8\pi}{\varepsilon^2} - \frac{2}{\varepsilon^2} \int_{S^2} \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^3} \int_{-\infty}^{0} (\partial_l h_{jk} - \partial_j h_{kl})(x + \alpha u)^{\gamma^j u^k u^l} d\alpha.
\]

Using (2.13) together with the fact that \( \kappa \) and \( \kappa_{\text{vol}} \) coincide for linearized gravity, we obtain the dynamical gravitational coupling

\[
\kappa = \kappa_{\text{vol}} = \frac{\varepsilon^2}{8\pi} \left( 1 + \frac{1}{4\pi} \int_{S^2} \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^3} \int_{-\infty}^{0} (\partial_l h_{jk} - \partial_j h_{kl})(x + \alpha u)^{\gamma^j u^k u^l} d\alpha \right). \tag{7.9}
\]

We remark that for a conformal transformation (7.6), the above formula simplifies to

\[
\kappa = \kappa_{\text{vol}} = \kappa_0 \left( 1 + \frac{1}{4\pi} \int_{S^2} \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^3} \int_{-\infty}^{0} d\alpha \left( u^l \partial_l h(x + \alpha u) \langle v, u \rangle \right) \right)
\]

\[
= \kappa_0 \left( 1 + \frac{1}{4\pi} \int_{S^2} \frac{d\mu_{S^2}(\vec{n})}{\langle v, u \rangle^2} h(x) \right) = \kappa_0 \left( 1 + h(x) \right),
\]

in agreement with the computations in Section 4.2.

Now the linearized Einstein equations with DGC can be formulated similar to the presentation [25, Section 5.1]. Choosing the Hilbert gauge

\[
\partial_t \gamma^{ij} = 0 \quad \text{where} \quad \gamma^{ij} := h^{ij} - \frac{1}{2} h n^{ij},
\]

the linearized Einstein equations without DGC are

\[
\Box \gamma_{jk} = -16\pi G T_{jk}.
\]

DGC is included by the replacement \( 8\pi G \to \kappa(x) \). Thus for the linearized Einstein equations with DGC we obtain

\[
\Box h_{jk}(x) = -2\kappa(x) \left( T_{jk}(x) - \frac{1}{2} T \eta_{jk}(x) \right). \tag{7.10}
\]
7.2. The Newtonian Limit. In order to describe the Newtonian limit, we assume that the only relevant component of the energy-momentum tensor is the 00 component, i.e.

\[ T_{jk} = \text{diag}(\rho, 0, 0, 0) \]

\[ T_{jk} - \frac{1}{2} T g_{jk} = \frac{\rho}{2} \text{diag}(1, 1, 1, 1) . \]

Moreover, we assume that the time derivatives in (7.10) can be neglected, so that

\[ -\Delta h_{jk} = -16\pi G \left( T_{jk} - \frac{1}{2} T \eta_{jk} \right) . \]

This gives the relations

\[ h_{jk} = 2\phi \text{diag}(1, 1, 1, 1) = 2\phi \left( 2\delta_{i0}\delta_{j0} - \eta_{jk} \right) , \]

where \( \phi \) is the Newtonian potential,

\[ \phi(t, \vec{x}) = - \frac{G}{\hat{R}} \rho(t, \vec{x}) \mid_{\vec{x} - \vec{y}} d^3 y . \]

Note that we follow the usual convention that the Newtonian potential is negative, because it describes an attractive force.

Using the above formulas in (7.9), we obtain

\[ \frac{\kappa(x)}{\kappa_0} = \frac{\kappa_{\text{vol}}(x)}{\kappa_0} = 1 + \frac{1}{2\pi} \int_{S^2} d\mu_{S^2}(\vec{n}) \left( 2u^j v^0 - u^j \langle v, u \rangle - 2u^j \right) \int_{-\infty}^{0} \partial_j \phi(x + \alpha u) \, d\alpha , \]

where again \( u = (1, \vec{n}) \). In the special case \( v = (1, \vec{0}) \), where the gravitational system is at rest in the reference frame distinguished by the regularization, this formula simplifies to

\[ \frac{\kappa(x)}{\kappa_0} = \frac{\kappa_{\text{vol}}(x)}{\kappa_0} = 1 + \frac{2\phi(x)}{2\pi} \int_{-\infty}^{0} \partial \phi(x + \alpha u) \, d\alpha , \]

where in the last line we integrated by parts. The second summand \( 2\phi(x) \) is a local contribution. The last summand, however, increases the effective gravitational constant in a collapsing scenario where \( \partial \phi \) and \( \phi \) have the same signs.

7.3. Effects in the Solar System. We now briefly discuss the effects in the solar system and estimate their order of magnitude. We first consider the situation that the Sun is at rest in the reference frame distinguished by the regularization. Then the DGC function is described by (7.11). Moreover, as the gravitational field of the Sun is static, the term \( \partial \phi \) vanishes, so that

\[ \frac{\kappa(x)}{\kappa_0} = \frac{\kappa_{\text{vol}}(x)}{\kappa_0} = 1 + 2\phi(x) . \]

This corresponds precisely to the red shift effect as described after (6.5). Since the Schwarzschild radius of the Sun is \( r_{\text{sch}} \approx 2952 \) m, whereas the radius of the Sun is \( r_{\text{sun}} \approx 696 \) km, on the surface of the Sun we obtain the red shift

\[ 2\phi(r_{\text{sun}}) = \frac{2M}{r_{\text{sun}}} \approx \frac{r_{\text{sch}}}{r_{\text{sun}}} \approx 4.23 \times 10^{-6} . \]

(7.12)
The red shift effect due to the gravitational field of the Sun as observed on the Earth is even much smaller. Namely, denoting the distance from the Earth to the Sun by \( d_{es} \approx 149 \times 10^6 \) km, we obtain
\[
2\phi(d_{es}) \approx 1.97 \times 10^{-8}.
\]

The red shift effect on the Earth generated by its own gravitational field is even smaller. Namely, the Schwarzschild radius of the Earth is \( r_{sch} \approx 0.009 \) m, and since the radius of the Earth is \( r_{earth} \approx 6371 \) km, we obtain
\[
\frac{r_{sch}}{r_{earth}} \approx 1.41 \times 10^{-9}.
\]

For clarity, we point out that these deviations cannot be measured by an Eötvös-type experiment, because general relativity with DGC satisfies the equivalence principle, so that inertial and gravitational mass coincide. Instead, one must measure the value of the gravitational constant with high accuracy using a Cavendish-type experiment. Current experiments measure the gravitational constant with a “relative uncertainty of 150 parts per million” [23]. Therefore, even if one could perform such an experiment on the surface of the Sun, the effect (7.12) would be by a factor \( 1/35 \) smaller than the accuracy of the experiment. We conclude that measuring the red shift effect of DGC seems out of reach of present-day technology.

Keeping in mind that the Sun moves relative to the center of our galaxy, and that our galaxy moves relative to its galaxy cluster, etc., it seems physically reasonable that in the reference frame distinguished by the regularization, the Sun is moving with a constant velocity. In order to estimate the effect, let us consider the limiting case \( \gamma = \infty \) where this velocity approaches the speed of light. Then, according to (6.11), the DGC function depends on the position on the surface of the Sun. Apart from the red shift effect, also the bending of null geodesics becomes important (see Figure 6). But again, the order of magnitude of the effects is governed by the quotient in (7.12), being out of reach of present experiments.

Appendix A. The Geometry of Surfaces on the Light Cone

Let \( \mathcal{F} \subset \mathbb{R}^{1,3} \) be a smooth two-dimensional surface lying on the future light cone of Minkowski space (i.e. \( \langle x, x \rangle_{\mathbb{R}^{1,3}} = 0 \) and \( x^0 > 0 \) for all \( x \in \mathcal{F} \)). Assume that we can represent \( \mathcal{F} \) as the graph over the unit sphere, i.e. that there is a diffeomorphism \( \Phi \) of the form
\[
\Lambda : S^2 \subset \mathbb{R}^3 \to \mathcal{F} \subset \mathbb{R}^{1,3}, \quad \Lambda(\vec{x}) = \lambda(\vec{x}) \left( \frac{1}{\vec{x}} \right)^3
\]
with a smooth function \( \lambda \in C^\infty(S^2, \mathbb{R}^+) \). Next, we let \( \Phi : \Omega \subset \mathbb{R}^2 \to S^2 \) be a parametrization of the unit sphere. For example, choosing spherical coordinates \( (\theta, \varphi) \), the mapping \( \Phi \) is given by
\[
\Phi : (0, \pi) \times (0, 2\pi) \to S^2, \quad \Phi(\theta, \varphi) = \begin{pmatrix} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{pmatrix},
\]
but of course any other parametrization can be used just as well. We thus obtain a parametrization of \( \mathcal{F} \),
\[
\Xi := \Lambda \circ \Phi : \Omega \subset \mathbb{R}^2 \to \mathcal{F} \subset \mathbb{R}^{1,3}, \quad \Xi(x) = \lambda(\Phi(x)) \left( \frac{1}{\Phi(x)} \right)^3.
\]
It follows that for any $\alpha, \beta = 1, 2$, the vectors
\[
\partial_\alpha \Xi(x) = \partial_\alpha (\lambda \circ \Phi)(x) \left( \frac{1}{\Phi(x)} \right) + (\lambda \circ \Phi)(x) \left( \frac{0}{\partial_\alpha \Phi(x)} \right)
\]  
(A.1)
are tangential to $S$. Taking the Minkowski inner product of these tangent vectors, one can make use of the fact that the first summand in (A.1) is a null vector. Moreover, the first summand is orthogonal to the second summand because the vector $\partial_\alpha \Phi(x)$ is tangential to the unit sphere, whereas the vector $\Phi(x)$ is normal. We thus obtain
\[
\langle \partial_\alpha \Xi(x), \partial_\beta \Xi(x) \rangle_{\mathbb{R}^{1,3}} = (\lambda \circ \Phi)(x) \langle \partial_\alpha \Phi(x), \partial_\beta \Phi(x) \rangle_{\mathbb{R}^{3}}.
\]
Therefore, the induced metric on $S$ is conformal to the metric on the sphere,
\[
ds^2 = \lambda(x)^2 g_{S^2}(x).
\]  
(A.2)
Thus the volume measure of $S$ is given
\[
d\mu_S = \lambda(x)^2 d\mu_{S^2}(x).
\]  
(A.3)
It is worth noting that the induced metric (A.2) involves no derivatives of $\lambda$. The reason is that the terms involving first derivatives in (A.1) drop out when taking the Minkowski inner products. The fact that (A.3) involves no derivatives of $\lambda$ makes it possible to define the volume even in cases when the surface $S$ is not smooth. In fact, it suffices to assume that $S$ is an $L^2$-graph over $S^2$. Thus the volume is well-defined for generalized two-dimensional surfaces of the form
\[
S = \{ \lambda(x) \mid x \in S^2 \subset \mathbb{R}^3 \text{ and } \lambda \in L^2(S^2, \mathbb{R}^+) \}.
\]
We next compute the curvature of $S$. There are two notions of curvature: intrinsic and extrinsic curvature. The intrinsic curvature is the Gaussian curvature $K$. It is computed by
\[
K = \frac{1}{\lambda^2} \left( 1 - \Delta_{S^2} \log \lambda \right),
\]  
(A.4)
where $\Delta_{S^2}$ is the Laplacian on $S^2$ (see for example [9, page 237]). In order to describe the extrinsic curvature, one must choose normal vector fields to $S$ in $\mathbb{R}^{1,3}$. As $S$ is two-dimensional and Riemannian, we can choose one time-like normal $\nu_0$ and one space-like normal $\nu_1$, for convenience pseudo-orthonormalized, i.e.
\[
\langle \nu_0, \nu_0 \rangle_{\mathbb{R}^{1,3}} = 1, \quad \langle \nu_0, \nu_1 \rangle_{\mathbb{R}^{1,3}} = 0, \quad \langle \nu_1, \nu_1 \rangle_{\mathbb{R}^{1,3}} = -1.
\]
Then in a local parametrization $\Xi$, the second fundamental form can be introduced as a Minkowski vector by
\[
H_{\alpha\beta} = v_0 \langle v_0, \partial_\alpha e_\beta \rangle_{\mathbb{R}^{1,3}} - v_1 \langle v_1, \partial_\alpha e_\beta \rangle_{\mathbb{R}^{1,3}}
\]  
(A.5)
(\text{where } e_\alpha = \partial_\alpha \Xi \text{ are the tangent vectors}). The mean curvature vector $H$ is defined by
\[
H = g^{\alpha\beta} H_{\alpha\beta}.
\]  
(A.6)
The next lemma shows the only scalar quantity which can be formed of the second fundamental form is the Gaussian curvature.

---

\[\text{We remark that the structure of this equation can be understood directly from the Gauß-Bonnet theorem. Namely, combining (A.4) with (A.3), we obtain}
\]
\[
\int_S K \, d\mu_S = \int_{S^2} (1 - \Delta_{S^2} \log \lambda) \, d\mu_{S^2} = 4\pi - \int_{S^2} \Delta_{S^2} \log \lambda \, d\mu_{S^2} = 4\pi,
\]
\text{where in the last step we applied the Gauß divergence theorem.}
Lemma A.1. The square of the second fundamental form and the Minkowski length of the mean curvature vector are related to the Gaussian curvature by

\[ \langle H, H \rangle_{\mathbb{R}^{1,3}} = -4K \quad \text{and} \quad \langle H_{\alpha\beta}, H^{\alpha\beta} \rangle_{\mathbb{R}^{1,3}} = -2K. \quad (A.7) \]

Proof. It is most convenient to work in the local parametrizations \( \Phi : (1,1)^2 \to S^2 \) and \( \Xi : (1,1)^2 \to S \) given by

\[
\Phi(x, y) = \lambda(x, y) \left( \frac{x}{\sqrt{1 - x^2 - y^2}}, \frac{y}{\sqrt{1 - x^2 - y^2}} \right), \quad \Xi(x, y) = \lambda(x, y) \left( 1, \Phi(x, y) \right).
\]

Clearly, it suffices to derive the identities (A.7) at the point \( p = \Xi(0, 0) \). A short calculation shows that

\[ g_{\alpha\beta}(p) = \lambda(0, 0)^2 \delta_{\alpha\beta}. \]

We next introduce the Minkowski vector

\[
L = g^{\alpha\beta}(p) \partial_{\alpha\beta} \Xi(0, 0) = \frac{1}{\lambda(0, 0)^2} (\partial_{xx} + \partial_{yy}) \Xi(0, 0)
\]

\[
= \frac{1}{\lambda^2(0, 0)} \begin{pmatrix}
\partial_{xx} \lambda + \partial_{yy} \lambda \\
2 \partial_{x} \lambda \\
2 \partial_{y} \lambda \\
-2 \lambda + \partial_{xx} \lambda + \partial_{yy} \lambda
\end{pmatrix} \bigg|_{(0,0)}.
\]

By direct computation, one verifies that \( L \) is orthogonal to \( T_p S \), i.e.

\[ \langle L, \partial_x \Phi \rangle_{\mathbb{R}^{1,3}} = \langle L, \partial_y \Phi \rangle_{\mathbb{R}^{1,3}} = 0. \]

Hence \( T \) is a linear combination of the normals \( \nu_0 \) and \( \nu_1 \). Using this fact in (A.5) and (A.6), one finds that \( H = L \). Computing the Minkowski inner product gives

\[ \langle H, H \rangle = -\frac{4}{\lambda(0, 0)^2} \left( 1 - \partial_{xx} \log \lambda - \partial_{yy} \log \lambda \right) \bigg|_{(0,0)}. \quad (A.8) \]

Next, a short computation shows that the parametrization \( \Phi \) gives a Gaussian coordinate system around \( \Phi(0,0) \). Therefore, the second derivatives in (A.8) can be rewritten as \( \Delta_{S^2} \log \lambda \). Comparing with (A.4), we obtain the first equation in (A.7).

The second equation in (A.7) can be derived similarly by a straightforward computation. \( \square \)

Appendix B. The Regularized Hadamard Expansion

We consider the setting in [\ref{11}] and also use the same notation. Thus let \( (\mathcal{M}, g) \) be a globally hyperbolic space-time. We choose a global time function \( t \). Let \( \Omega \subset \mathcal{M} \) be a geodesically convex subset (see [\ref{1}, Definition 1.3.2]). Then for any \( x, y \in \Omega \), there is a unique (unparametrized) geodesic \( \gamma \) in \( \Omega \) joining \( y \) and \( x \). We denote the spinorial Levi-Civita parallel transport along \( \gamma \) by

\[ \Pi^\gamma_y : S_y \mathcal{M} \to S_x \mathcal{M}. \]

Moreover, we denote the squared length of this geodesic by

\[
\Gamma(x, y) = \pm \left( \int \sqrt{\langle \dot{\gamma}(\tau), \dot{\gamma}(\tau) \rangle_{\gamma(\tau)}} \, d\tau \right)^2.
\]
DYNAMICAL GRAVITATIONAL COUPLING

(where $\tau$ is any parametrization), where we choose the plus sign in timelike directions and the minus sign in spacelike directions. In the next lemma we collect a few elementary properties of $\Pi$ and $\Gamma$.

**Lemma B.1.** Let $\gamma$ be the geodesic joining $x$ and $y$, parametrized such that $\gamma(0) = y$ and $\gamma(1) = x$. Then

$$\nabla^x \Gamma(x, y) = 2\dot{\gamma}(1) \quad \text{and} \quad \nabla^y \Gamma(x, y) = -2\dot{\gamma}(0). \quad (B.1)$$

Moreover, the following identities hold:

$$\langle \nabla^x \Gamma, \nabla^x \Gamma(x, y) \rangle_x = 4\Gamma(x, y) \quad (B.2)$$

$$g^{jk} \frac{\partial \Gamma(x, y)}{\partial x^j} \nabla^x \Pi^y_x = 0. \quad (B.3)$$

**Proof.** We denote the velocity vector of $\gamma$ at $y$ by $u := \dot{\gamma}(0) \in T_y M$. The geodesic equation implies that the inner product $\langle \dot{\gamma}(\tau), \dot{\gamma}(\tau) \rangle_{\gamma(\tau)}$ is a constant. This makes it possible to write (2.6) as

$$\Gamma(x, y) = \langle u, u \rangle_y. \quad (B.4)$$

Next, we let $\exp_y : T_y M \to M$ be the exponential map. Then clearly $\exp_y u = x$. Moreover, (B.4) can be written as

$$\Gamma(x, y) = \langle \exp^{-1}_y(x), \exp^{-1}_y(x) \rangle_y. \quad (B.5)$$

Since $\Omega$ is totally geodesic, the inverse of this mapping exists on $\Omega$,

$$\exp^{-1}_y : \Omega \to T_y M.$$ Differentiating the identity $\exp^{-1}_y \circ \exp_y = 1_{T_y M}$ at $u$, we obtain

$$D\exp^{-1}_y|_u = (D\exp_y|_u)^{-1}.$$ Hence, differentiating (B.5) we obtain for any $v \in T_x M$

$$D_x \Gamma(x, y) \cdot v = 2 \langle u, D\exp^{-1}_y|_u v \rangle_y = 2 \langle u, (D\exp_y|_u)^{-1} v \rangle_y.$$ In order to simplify this relation, we make use of the Gauss lemma, stating that (see for example [9, Lemma 3.5])

$$\langle \dot{\gamma}(1), D\exp_y|_u w \rangle_x = \langle u, w \rangle_y \quad \text{for all } w \in T_y M.$$ Applying this lemma for $w = (D\exp_y|_u)^{-1} v$, we obtain

$$D_x \Gamma(x, y) \cdot v = 2 \langle \dot{\gamma}(1), v \rangle_x,$$

proving the first equation in (B.1). The second follows immediately by interchanging the roles of $x$ and $y$ and reparametrizing $\gamma$.

The first equation in (B.1) implies that

$$\langle \nabla^x \Gamma(x, y), \nabla^x \Gamma(x, y) \rangle_x = 4 \langle \dot{\gamma}(1), \dot{\gamma}(1) \rangle_x = 4 \langle \dot{\gamma}(0), \dot{\gamma}(0) \rangle_y = 4 \langle u, u \rangle_y,$$

and applying (B.4) gives (B.2).

The relation (B.3) follows by substituting (B.1) and using the fact that the tangential covariant derivative of the parallel transport along the curve $\gamma$ is zero. □
Moreover, parametrizing the geodesic $\gamma$ such that $\gamma(0) = y$ and $\gamma(\tau) = x$, we have
\[
\text{grad}_x \Gamma(x, y) = 2\tau \frac{d}{d\tau} \gamma(\tau) .
\] (B.6)

In order to prescribe the behavior of the singularities on the light cone, we set
\[
\Gamma_\epsilon(x, y) = \Gamma(x, y) + i\epsilon(t(x) - t(y))
\]
and introduce the short notation
\[
\frac{1}{\Gamma} = \lim_{\epsilon \searrow 0} \frac{1}{(\Gamma_\epsilon)^\epsilon} \quad \text{and} \quad \log \Gamma = \lim_{\epsilon \searrow 0} \log \Gamma_\epsilon = \log |\Gamma| - i\pi \epsilon(t(x) - t(y))
\]
(where $\epsilon$ denotes the step function $\epsilon(x) = 1$ if $x > 1$ and $\epsilon(x) = -1$ otherwise), with convergence in the distributional sense. Here the logarithm is cut along the positive real axis, with the convention
\[
\lim_{\epsilon \searrow 0} \log(1 + i\epsilon) = -i\pi.
\]

Moreover, we let $\mathcal{V}(x, y)$ be the square root of the van Vleck-Morette determinant (see for example [20]). In normal coordinates around $y$, it is given by
\[
\mathcal{V}(x, y) = |\det(g(x))|^{-\frac{1}{2}}.
\]
Then the unregularized fermionic projector has a singularity on the light cone of the form (see [11, Corollary 5.7])
\[
P(x, y) = \frac{1}{8\pi^3} \frac{i}{\Gamma(x, y)^\frac{3}{2}} \left( \text{grad}_x \Gamma(x, y) \right) \cdot \Pi_x^y + O\left(\frac{1}{\Gamma}\right)
\]
\[
= -\frac{1}{8\pi^3} D_x \left( \frac{\mathcal{V}(x, y)}{\Gamma(x, y)} \Pi_x^y \right) + O\left(\frac{1}{\Gamma}\right).
\]

In order to describe the lower orders on the light cone systematically, it is useful to make the ansatz (see [24] or [16, page 156])
\[
P_\epsilon(x, y) = D_x \left( \frac{U(x, y)}{\Gamma(x, y)} + V(x, y) \log \Gamma(x, y) + W(x, y) \right)(1 + O(\epsilon^2\Gamma_\epsilon(x, y))),
\]
where $U$, $V$ and $W$ are smooth functions on $\mathcal{M} \times \mathcal{M}$ taking values in the $4 \times 4$-matrices acting on the spinors. Expanding these functions about the light cone
\[
U(x, y) = \sum_{n=0}^{\infty} U_n(x, y) \Gamma(x, y)^n
\]
(and similarly for $V(x, y)$ and $W(x, y)$, one sees that
\[
U_0(x, y) = -\frac{1}{8\pi^3} \mathcal{V}(x, y) \Pi_x^y .
\]
For the regularized fermionic projector we set
\[
\Gamma_\epsilon(x, y) = \Gamma(x, y) + i\epsilon f(x, y)
\]
with a smooth function $f(x, y)$. We make the ansatz
\[
P_\epsilon(x, y) = D_x \left( \frac{U(x, y)}{\Gamma_\epsilon(x, y)} + V(x, y) \log \Gamma_\epsilon(x, y) + W(x, y) \right) \left(1 + O\left(\frac{\epsilon^2}{\Gamma_\epsilon(x, y)}\right)\right).
\]
Thus the leading singularity is of the form
\[ P^\varepsilon(x, y) = -\frac{1}{8\pi^2} D_x \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \Pi^y_x \right) \left( 1 + \mathcal{O} \left( \frac{\varepsilon^2}{\Gamma_\varepsilon} \right) \right) + \mathcal{O}(\Gamma_\varepsilon^{-1}) . \]

Applying the Dirac operator to the leading term gives
\[
-\mathcal{D}_x^2 \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \Pi^y_x \right) = \Delta_x S \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \Pi^y_x \right) + \mathcal{O}(\Gamma_\varepsilon^{-1})
\]
\[
= \Delta_x \left( \mathcal{V} \Pi^y_x + 2g^{jk} \frac{\partial}{\partial x^j} \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \right) \nabla_{x^k} \Pi^y_x + \mathcal{O}(\Gamma_\varepsilon^{-1}) , \right)
\]
where we applied the Bochner-Lichnerowicz-Weitzenböck formula (and \( \Delta_x \) is the Laplacian on the spinor bundle). Next, using the convention that all derivatives are carried out with respect to the variable \( x \),
\[
\partial_j \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \right) = \frac{\partial_j \mathcal{V}}{\Gamma_\varepsilon} - \frac{\mathcal{V}}{\Gamma_\varepsilon^2} \left( \partial_j \Gamma + i\varepsilon \partial_j f \right)
\]
\[
\Delta \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \right) = \frac{\Delta \mathcal{V}}{\Gamma_\varepsilon} + \frac{2\mathcal{V}}{\Gamma_\varepsilon^3} \left( \partial_j \Gamma + i\varepsilon \partial_j f \right) \left( \partial^i \mathcal{V} + i\varepsilon \partial^i f \right) - \frac{\mathcal{V}}{\Gamma_\varepsilon^2} \left( \Delta \Gamma + i\varepsilon \Delta f \right) - \frac{\partial^i \mathcal{V}}{\Gamma_\varepsilon^2} \left( \partial_j \Gamma + i\varepsilon \partial_j f \right)
\]
\[
= \frac{4\mathcal{V}}{\Gamma_\varepsilon^3} i\varepsilon \left( -2f + (\partial^i \Gamma)(\partial_j f) \right) \tag{B.7}
\]
\[
- \frac{1}{\Gamma_\varepsilon^2} i\varepsilon \left( \mathcal{V} \Delta f + (\partial^i \mathcal{V})(\partial_j f) \right) \tag{B.8}
\]
\[
+ \frac{1}{\Gamma_\varepsilon^2} \left( 8\mathcal{V} - (\partial^i \Gamma)(\partial_j \mathcal{V}) - \mathcal{V} \Delta \Gamma \right) \tag{B.9}
\]
\[
+ \frac{\Delta \mathcal{V}}{\Gamma_\varepsilon^2} - \frac{2\mathcal{V}}{\Gamma_\varepsilon^2} \frac{\varepsilon^2}{\Gamma_\varepsilon} \left( \partial_j f \right)(\partial^i f) \tag{B.10}
\]
\[
2g^{jk} \frac{\partial}{\partial x^j} \left( \frac{\mathcal{V}}{\Gamma_\varepsilon} \right) \nabla_{x^k} \Pi^y_x = -\frac{2}{\Gamma_\varepsilon^2} \partial^j (\Gamma(x, y) + i\varepsilon f(x, y)) \nabla_{x^k} \Pi^y_x
\]
\[
= -\frac{2}{\Gamma_\varepsilon^2} \left( (\partial^j \Gamma) \nabla_{x^k} \Pi^y_x + i\varepsilon (\partial^j f) \nabla_{x^k} \Pi^y_x \right) - \frac{2i\varepsilon}{\Gamma_\varepsilon^2} \left( \partial^j f \right) \nabla_{x^k} \Pi^y_x . \tag{B.11}
\]
Here we wrote the real and imaginary parts separately. For the imaginary part, the term \( \text{[B.7]} \) is the leading singularity, whereas the contributions \( \text{[B.8]} \) and \( \text{[B.11]} \) are of higher order in \( \Gamma_\varepsilon \). For the real part, the leading singularity is given by \( \text{[B.9]} \), whereas the terms in \( \text{[B.10]} \) are error terms. Namely, the first summand in \( \text{[B.10]} \) is of higher order in \( \Gamma_\varepsilon \), and the second summand is of higher order in \( \varepsilon^2/\Gamma_\varepsilon \). We thus obtain the equations for \( \mathcal{V} \) and \( f \)
\[
(\partial_j \Gamma)(\partial^i \mathcal{V}) = 8\mathcal{V} - \mathcal{V} \Delta \Gamma \tag{B.12}
\]
\[
(\partial^i \Gamma)(\partial_j f) = 2f . \tag{B.13}
\]
The equation (B.12) is the usual transport equation for the van Vleck-Morette determinant. The novel feature of the regularized Hadamard expansion is the transport equation for $f$. In order to solve this transport equation, we consider a geodesic $\gamma$ with $\gamma(0) = y$ and use (B.6) to obtain
\[
\tau \dot{\gamma}^j(\tau) \partial_j f(\gamma(\tau)) = f(\gamma(\tau))
\]
and thus
\[
\tau \frac{d}{d\tau} f(\gamma(\tau)) = f(\gamma(\tau)).
\]
Setting $h(\tau) = h(\gamma(\tau))$, we obtain the ordinary differential equation
\[
\tau \frac{d}{d\tau} h(\tau) = h(\tau),
\]
having the general solution $h(\tau) = c\tau$ with a free real parameter $c$. We conclude that $f$ has the general form
\[
f(\gamma(\tau)) = c\tau.
\]
Hence along a geodesic through $y$, the function $f(., y)$ simply is an affine parameter along this geodesic with $f(y, y) = 0$.

**APPENDIX C. THE DGC TENSOR**

Taking the divergence of the Einstein equations with DGC (2.9) but without the DGC tensor $E_{jk}$ gives
\[
\nabla^j \left( R_{jk} - \frac{1}{2} R g_{jk} + \Lambda g_{jk} - \kappa(p) T_{jk} \right) = -\left( \partial^j \kappa \right) T_{jk}.
\]
Therefore, our task is to construct a tensor field $E_{jk}$ such that
\[
\nabla^j E_{jk} = -\left( \partial^j \kappa \right) T_{jk}.
\] (C.1)

In preparation, we introduce some notation. We let $\ell_{jk}$ be the symmetric tensor
\[
\ell_{jk}(p) = \int_{D_p \mathcal{M}} x_j x_k \, d\mu_{D_p \mathcal{M}}(x).
\]
This tensor is trace-free, because
\[
g^{jk}(p) \ell_{jk}(p) = \int_{D_p \mathcal{M}} \langle x, x \rangle_p \, d\mu_{D_p \mathcal{M}}(x) = 0. \tag{C.2}
\]
In the example (2.14) in Minkowski space, one obtains $(\ell_{jk}) = 8\pi^2/(3\varepsilon^2) \text{diag}(3, 1, 1, 1)$. Therefore, it seems reasonable to assume that $\ell_{jk}$ is invertible, meaning that there is a tensor $\ell^{-1}_{jk}$ with
\[
\ell^{ij} \ell_{jk}^{-1} = \delta^i_k.
\]

The DGC tensor $E_{jk}$ will involve integrals over null geodesics. Using the exponential map, the parametrized geodesic $\gamma(\tau)$ with $\gamma(0) = p$ and $\dot{\gamma}(0) = x$ can be written conveniently as
\[
\gamma(\tau) = \exp_p(\tau x). \tag{C.3}
\]
The integrals over the null geodesics can go either to the past or the future. Since we are mainly interested in the Cauchy problem, we assume that $\mathcal{M}$ is time-orientable and integrate along the null geodesics to the past (integrating instead to the future is a special case of the freedom in modifying the DGC tensor as discussed in Remark C.2 below). We denote all future-directed vectors in $D_p \mathcal{M}$ by $D_p \mathcal{M}^\vee$. 

We now introduce the DGC tensor $E_{jk}$ by

$$E_{jk}(p) = - \int_{\mathcal{D}_p \mathcal{L}} \mu d\mu \mathcal{D}_p \mathcal{L}(x) x_j x_k x_l$$

$$\times \int_{\tau_{\min}}^0 d\tau \left( \Pi_{p, \exp_p(\tau x)} \right)^{la} \left( \ell_{ab}^{-1} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\exp_p(\tau x)}$$

where $\Pi_{p, \exp_p(\tau x)}$ is the Levi-Civita parallel transport along the geodesic from $\exp_p(\tau x)$ to $p$, and $\tau_{\min} \in [-\infty, 0]$ is the minimal $\tau$ for which the exponential map is defined (thus $\tau_{\min} = -\infty$ if the null geodesic exists for all negative values of the affine parameter, but it is finite for example if the geodesic hits the big bang singularity).

**Proposition C.1.** The DGC tensor (C.4) is trace-free and satisfies the divergence equation (C.1).

**Proof.** Exactly as explained in (C.2), one sees immediately that the DGC tensor is trace-free. In order to compute its divergence, it is most convenient to choose a Gaussian reference frame at $p$. Representing $D_p \mathcal{L}$ as in Appendix A by a graph, we can write (C.4) as (cf. (A.3))

$$E_{jk}(p) = - \int_{S^2} \lambda^2 d\mu_{S^2} (\vec{n}) \lambda^3 u_j u_k u_l$$

$$\times \int_{\tau_{\min}}^0 d\tau \left( \Pi_{p, \exp_p(\tau x)} \right)^{la} \left( \ell_{ab}^{-1} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\exp_p(\tau x)}$$

where we used (A.3) and set $u(\vec{n}) = (1, -\vec{n})/\varepsilon$. We now take the covariant divergence $\nabla^j E_{jk}(p)$. Clearly, the factors $\lambda$ depend on $\vec{n}$ and $p$. Differentiating them with respect to $p$ gives combinations $u^i \partial_p \lambda$. However, as the vector $x = \lambda u$ is parallel along the geodesic and the derivative of $u$ at $p$ vanishes in our Gaussian coordinate system, we conclude that $u^i \partial_p \lambda = 0$. Thus it remains to differentiate the integral. Since the resulting derivative is tangential to the light cone, it can be rewritten as a derivative with respect to $\tau$. We thus obtain

$$\lambda u^i \frac{\partial}{\partial p^j} \int_{\tau_{\min}}^0 \left( \Pi_{p, \exp_p(\tau x)} \right)^{la} \left( \ell_{ab}^{-1} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\exp_p(\tau x)} \frac{d\tau}{\gamma(\tau+s)}$$

$$= \frac{d}{ds} \int_{\tau_{\min}}^0 \left( \Pi_{p, \gamma(\tau+s)} \right)^{la} \left( \ell_{ab}^{-1} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\gamma(\tau+s)} \frac{d\tau}{s=0}$$

$$= \frac{d}{ds} \int_{\tau_{\min}}^\tau \left( \Pi_{p, \gamma(s)} \right)^{la} \left( \ell_{ab}^{-1} \left( \partial_c \kappa \right) T^{bc} \right) \bigg|_{\gamma(s)} \frac{d\tau}{s=0}$$

$$= g^{la}(p) \ell_{ab}^{-1}(p) \left( \partial_c \kappa(p) \right) T^{bc}(p).$$

It follows that

$$\nabla^j E_{jk}(p) = - \int_{S^2} \lambda^2 d\mu_{S^2} (\vec{n}) \lambda^3 u_k \ell_{ab}^{-1}(p) \left( \partial_c \kappa(p) \right) T^{bc}(p)$$

$$= - \ell_{ab}^{-1}(p) \left( \partial_c \kappa(p) \right) T^{bc}(p) \int_{\mathcal{D}_p \mathcal{L}^\nu} x_k x^a d\mu_{\mathcal{D}_p \mathcal{L}^\nu}(x)$$

$$= - \ell_{ab}^{-1}(p) \left( \partial_c \kappa(p) \right) T^{bc}(p) \ell_k^a = - \left( \partial_c \kappa(p) \right) T_c^a(p),$$

concluding the proof. □
Remark C.2. We finally comment on the freedom in choosing the DGC tensor. The formula for the DGC tensor given in (C.4) follows naturally by solving the divergence equation (C.1) for an expression formed of integrals along geodesics and integrals over $D_p L$. The expression in (C.4) does not involve free parameters, and the authors do not see how this expression could be modified. The only obvious freedom is that every line integral in (C.4) comes with an integration constant. In (C.4), this integration constant was determined by demanding that the line integral should vanish at $\tau_{\text{min}}$. But clearly, this was an arbitrary choice, motivated by the wish to have simple initial data in the early universe. The freedom in choosing the integration constants can be described systematically by adding to $E_{jk}$ the tensor

$$
\int_{D_p L} d\mu_{D_p L}(x) \ x_j x_k f(p, x)
$$

with a function $f : D L \to \mathbb{R}$ which is constant along null geodesics, i.e.

$$
x^j \frac{\partial}{\partial p^j} f(p, x) = 0.
$$

For example, one could choose $f$ such that the DGC tensor vanishes in the present universe, but then it would be non-zero at the big bang singularity.
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