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ABSTRACT

We examine the capacity to identify binary systems from astrometric deviations alone. We apply our analysis to the Gaia eDR3 and DR2 data, specifically the Gaia Catalogue of Nearby Stars. We show we must renormalize (R)UWE over the local volume to avoid biasing local observations, giving a Local Unit Weight Error (LUWE). We use the simple criterion of LUWE >2, along with a handful of quality cuts to remove likely contaminants, to identify unresolved binary candidates. We identify 22,699 binary candidates within 100 pc of the Sun (just under 10% of sources in this volume). We find an astrometric binary candidate fraction of around 20% for giant stars, 10% on the Main Sequence and lower than 1% for White Dwarfs. We also look for Variability Induced Movers, by computing the correlation between photometric variability and astrometric noise - and show that VIMs may dominate the binary population of sub-Solar mass MS stars. We discuss the possibility and limitations of identifying non-luminous massive companions from astrometry alone, but find that our method is insensitive to these. Finally, we compare the astrometric deviations of MS binaries to the simulated sample from paper I, which show excellent agreement, and compute the astrometric candidate binary fraction as a function of absolute magnitude.

Key words: astrometry, parallaxes, proper motions, binaries: general

1 INTRODUCTION

Precise astrometric information allows us to build accurate models of the motion of astronomical bodies, constraining distant stars as well as our own planet and Solar System. Imprecise astrometric information can be almost as informative, specifically if we believe the source of noise to be a physical effect.

In Penoyre et al. (2020) and Belokurov et al. (2020) (B+20) we have shown that the precision of the Gaia surveys’ astrometric measurement is sufficient to resolve the motion of many binary systems. Though we do not have the full astrometric time series data yet we can use the single-body astrometric solution and specifically its error to separate single stars and binary candidates. The extra motion caused by a binary with a period comparable to that of the survey can bias the apparent position and motion of a star, and introduce a significant extra noise contribution.

The Gaia survey (Gaia Collaboration et al. 2016, 2018, 2021a) provides astrometric measurements at very high precision for just under 2 billion stars. We focus specifically on the reduced-chi-squared value from the single-body fit, denoted in the Gaia literature as a unit weight error (UWE). Values close to unity suggest a reasonable agreement between the model and observations, whilst significantly larger values will be seen if there is an extra unmodelled component of the motion, most ubiquitously a binary or higher multiple.

In paper I of this two-part series (Penoyre et al. 2021, P+21 hereafter) we showed that main sequence (MS) binary systems within 100 pc can be expected to be detected reliably if the period is between ~1 month and ~30 years. We can use the simple but powerful estimation of the distribution of known binary periods from Raghavan et al. (2010) (log(P) = 2.47 ± 2.28 where P is the period in years) to estimate the expected fraction of all binaries which may be detected astrometrically. 27% of binaries fall within the above period range, suggesting that if ~20-30% of observed systems show evidence of being astrometric binaries then this is consistent with approximately all of them being binaries. Whilst we don’t expect this to be true in general it is feasible for some populations, specifically more massive stars (Duchêne & Kraus 2013; Offner et al. 2022) and some regions of parameter space only attainable by the blending of two sources.

The aim of this series is to provide simple and robust
criteria for selecting likely astrometric binary candidates. Thus, in this paper, we aim to set out and justify minimal criteria to separate likely binary systems from both single stars and spurious astrometric solutions. In Section 2, we introduce the Gaia Catalogue of Nearby Stars (GCNS) (Gaia Collaboration et al. 2021b) and show how and why we renormalise the UWE to this local sample. In section 3 we show the astrometric behaviour of all GCNS stars which pass our quality cuts. Then in section 4 we identify a large number of candidate binaries, and we try to quantify the degree of contamination of the sample. We also examine the degree to which astrometric noise may be caused by variability of a longer period binary system, and explore the possibility of detecting dark companions in this local sample.

2 DATA

The Gaia catalogue of Nearby Stars (GCNS, Gaia Collaboration et al. 2021b) contains over 300,000 stars which reside within 100 pc from our solar system, selected from the full Gaia eDR3 sample (Lindegren et al. 2021). The selection criteria uses a random forest classifier, which assigns a likelihood to each source of it being a valid target within 100 pc based on the full set of astrometric parameters reported in eDR3. The random forest is trained to identify sources to be removed from the sample using a set of sources with clearly spurious astrometric solutions ($\varpi < -8$ mas).

The major contaminant in a distance limited sample is a significant number of distant stars with a spurious parallax, due to a poorly converged or otherwise pathological astrometric fit – and this classifier is effective at removing these sources. Good evidence for this is provided by the fact that the sources deemed to be good are almost isotropic on the sky (as we’d expect for such a nearby sample) whilst the sources deemed spurious clearly map out the Galactic disk and even the Large and Small Magellanic Clouds (i.e. the distant Galaxy).

This sample is an excellent test set for exploring binary classification because it is

- clean - having most contaminating and nonsensical sources removed already by the random forest leaves a catalogue for which any clear trends or behaviours can be assumed to be astrophysical
- close - these are the nearest sources to our Sun, and includes some of the most observed and best classified objects in the sky. They are of a relatively uniform and well known composition, many of which share a broadly similar history to that of our Sun
- concise - the sheer number of stars in the full Gaia catalogue, whilst both scientifically useful and a huge technological achievement, can be overwhelming and unwieldy to work with. A much reduced catalogue such as this still covers a broad and representative range of sources

2.1 Preparing the data

In Figure 1, we show the Hertzsprung-Russell (HR) diagram for all stars in GCNS. We compute the absolute magnitude via

$$M_G = m_G + 5 \log_{10}(\varpi) - 10$$

where $m_G$ is the observed apparent magnitude and $\varpi$ is the parallax (in milli-arcseconds - mas). We split the space into 6 classes of source based on the observed colour ($BP - RP$) and absolute magnitude ($M_G$):

- Main Sequence (MS) - the most populated region filled with stars up to ~the mass of our Sun which have not yet exhausted their supply of Hydrogen, with $3.8 < M_G < 13.4$ and $M_G - 3.2BP < 3.8$
- Young Main Sequence (YMS) - a mixture of massive young stars still able to fuse Hydrogen and various evolved but hot (and thus blue) sub-populations, with $M_G < 3.8$ and $BP < 0.9$
- Giants - evolved stars which have greatly expanded outer envelopes, becoming both much brighter and significantly cooler (redder), with $M_G < 3.8$ and $BP > 0.9$
- White Dwarfs (WDs) - compact remnants of evolved stars whose outer envelope has been completely stripped leaving just a small hot degenerate core, with $M_G - 3BP > 9.5$ and $BP < 1.8$
- Lower-Main Sequence (LMS) - a mixture of low mass MS stars and lower mass objects which may be unable to fuse hydrogen even at their core, whose luminosity mostly comes from gravitational contraction, with $BP > 1.8$, $M_G > 13.4$ and $M_G + \frac{1}{2}BP > 17.4$
- Sub-Main Sequence (SMS) - a sparsely populated region

A more thorough approach might account for the fact that the modal parallax does not correspond to the modal distance ($d = \frac{1}{\varpi}$) as discussed in for example Bailer-Jones et al. (2021).
between the MS and WDs, consisting of a mixture of MS+WD binaries and (as we will argue in this section) a high fraction of spurious sources with incorrect parallax measurements. Occupying the region between LMS, MS and YMS stars and WDs.

These boundaries have been chosen with reference to the HR diagram of GCNS, and are intended to be very simplistic. Many sub-populations, especially of evolved/bright stars are grouped together, and some (such as the Horizontal branch) even split between categories.

The LMS group (and dim red sources in general) also suffers from low signal levels with measurements of $BP$ (and for studies of this region it is suggested that $(G –RP)$ is a more representative colour metric [Riello et al. 2021; Fabricius et al. 2021]) hence we will mostly exclude them from further analysis. This is the reason they appear to be bending towards the WDs and not a clean continuation of the MS.

For the MS and WD regions, we also calculate a median absolute magnitude as a function of colour, for the population, $\langle M_G \rangle (BP-\text{RP})$. This allows us to find the offset between any given MS or WD source from their respective main sequences:

$$\hat{\delta} M_G = M_G - \langle M_G \rangle (BP-\text{RP}) \tag{2}$$

which will be negative if sources are brighter than the median.

The sample of stars we are examining here is relatively complete, due to the small distance cut of 100 pc. Thus, the giant branch is much less apparent than samples of more distant regions (such as globular clusters) or samples without any distance cut - where in both cases the low mass stars are suppressed by their low apparent magnitude.

For each source in the data, we find the associated source in the DR2 catalogue, and apply 6 quality cuts to remove sources which are poorly resolved, lacking data or otherwise suspect (the largest contributor being sources in crowded regions). We explore this process in detail in Appendix A. These cuts remove just over 20% of the sample, leaving us with 260,164 sources.

2.1.1 Renormalising the UWE/ RUWE

The calculation of Unit Weight Error (UWE) requires normalising the residuals between observations and a single source model using the astrometric error, $\sigma_{\text{ast}}$. This is not a known quantity, depending at the very least on the colour and apparent magnitude ($m_G$) of the source, which affects the performance of the telescopes’ CCDs. Incorrectly estimating $\sigma_{\text{ast}}$ will cause the peak in $UWE$ of a population dominated by single stars to stray from the expected value of 1.

Phrased another way, the modal UWE of a population of well behaved sources of a particular magnitude and colour can be used to infer the true astrometric error, showing us (if we could identify a truly well-behaved population) how to rescale whatever error was previously assumed.

A simple formulation of the expected magnitude dependence of $\sigma_{\text{ast}}$ is used when calculating $UWE$. This fails to capture all the complexity of the instruments sensitivities, some regions (most notably $13 > m_G > 11$) have $UWE$ significantly greater than 1.

This is why the renormalization step must be performed, as detailed in Lindegren (2018), shifting the UWEs of all stars of a given colour and apparent magnitude by an empirically derived factor, to give renormalised values (RUWE). This is done by rescaling the whole sample, as a function of colour ($BP-\text{RP}$) and apparent magnitude, such that the 41st percentile of $RUWE \rightarrow 1$. The choice of the 41st percentile represents the fact that we should expect the median single star to have $RUWE \sim 1$ but that any sample will also contain contamination by binary systems and other sources of noise (which in general increase noise) such that the median of the whole sample should have $RUWE > 1$. The fixed percentile is a pragmatic approximation presented in Lindegren (2018) which we’re adopting here also.

Examining the distribution of $RUWE$, as shown in the middle column in Figure 2, we see that there are some parts of the HR diagram where the GCNS sample of sources is biased to high RUWEs, with distributions peaking above 1. Main sequence stars with $15 \geq m_G \geq 11$ are particularly badly affected. A high fraction of sources with $RUWE > 1$ might be seen as evidence for a large binary fraction. However, this should be correlated with a high fraction of sources with $RUWE > 1.25$ (the most extreme values that could be expected from stochastic scatter of single stars). Examining the righthand panels of Figure 2, it is clear that in some regions this is not the case - $RUWE$ is high not because of companions but due to imperfect renormalization for this sample.

We believe the reason that the renormalization of the sample, which performs well for the total catalogue, fails for this small local subset is that any such statistic calculated across apparent magnitude and colour space is dominated by stars at distances well-beyond our sample. These stars, which must be intrinsically brighter, may have a different $\sigma_{\text{ast}}$, because of their different characteristics such as variations in their spectra, amount of extinction, binary fraction (for a fixed apparent magnitude), or because of an unmodelled scaling of $\sigma_{\text{ast}}$ with distance.

Regardless of the reason, it is relatively simple to correct for this effect - by rescaling the RUWEs over the GCNS sample, in an equivalent manner as the original rescaling of UWEs to produce RUWEs. To do this, we calculate the 41st percentile of $RUWE$ on a uniform $100 \times 100$ grid spanning $2 < m_G < 22$ & $-1 < BP-\text{RP} < 5.5$ and then linearly interpolate to find the correction factor based on the apparent magnitude and colour of each source. Where there is insufficient data (less than 3 sources in a given bin), we assume a median $RUWE$ of 1.

We do this for all eDR3 sources in GCNS, and their equivalent in DR2, producing a new statistic which we’ll call the Local Unit Weight Error (LUWE) as can be seen in Figure 3. Here we see that the UWE clearly has large deviations from the expected median value of 1, and whilst they are much reduced some of this effect is still visible in $RUWE$.

Note that this process is broadly equivalent to rescaling the $UWE$ directly, we work in $RUWE$ only because it is the more readily accessible Gaia data product.

Calculated via $\chi^2 = \text{ASTROMETRIC\_CHI2\_AL}$, $N_p = \text{ASTROMETRIC\_N\_GOOD\_OBS\_AL}$ and $N_p$ is the number of
**Figure 2.** Left - the distribution of $RUWE$ is shown for populations based on their position on the HR diagram. Each histogram shows the $RUWE$ distribution for every source contained in that box. Boxes with 3 or less sources are excluded, and the opacity of histograms increases with number of sources contained (up to 1000). $RUWE$s of 1, 1.25 and 2 are shown as dashed, dotted and solid vertical lines. The colour of each plot is set by the fraction of sources with $RUWE > 1$ (using the same colouring as the top right panel), a measure of the degree of systematic overestimation of $RUWE$. The inset panels show the distribution for Sun-like stars (upper) and M-type stars (lower). Top right - The fraction of sources with $RUWE > 1$, normalised such that a well behaved population of single stars should have a value of 0, and populations dominated by sources with high $UWE$ tend to 1. Bottom right - The fraction of sources with $RUWE > 1.25$. The boundaries between classifications of source and the density of sources throughout the whole sample are repeated from Figure 1.

$LUWE$ shows much more uniform and expected behaviour, struggling only in regions with very few sources.

Figure 4 shows the equivalent of Figure 2 using $LUWE$. The improvement is clear – now the whole main-sequence has $LUWE$ peaking at 1, deviating only for extremely bright sources which we expect to be dominated by photometric binaries. There is now a much cleaner correlation between $F(LUWE > 1)$ & $F(LUWE > 1.25)$. There still seems to be an offset for the lowest luminosity sources but this is a sample we will not explore in detail in this work as Gaia struggles to reliably measure these very dim objects.

It is interesting to note that the correction is performed in terms of apparent magnitude (ignoring extinction), but here we are showing the success in absolute magnitude. This is due to the fact that the error itself depends primarily on apparent magnitude, and once the correction is performed it translates into $M_G$.

Examining the histograms, we can get a feel for the parameters used in the solution (usually 5 or 6, recorded by `ASTROMETRIC_PARAMS_SOLVED`), as $UWE = \frac{X^2}{N_p}$. number and character of possible unresolved binary systems. Throughout the main sequence there is a significant continuum of high $LUWE$ sources. They increase in number as we trace along the MS towards more massive stars, and across it towards particularly bright stars of a given colour. At the extremes of the colour-magnitude diagram, the high $LUWE$ component can dominate over the peak consistent with single sources (which is also why we cannot perform the normalisation in $M_G$ space, as these would be erroneously shifted back to 1). In comparison, the high $LUWE$ sources amongst the white dwarfs are much rarer, too few to form a continuum, but again more prevalent for brighter sources of a fixed colour.

We anticipate that for larger subsamples the difference between $RUWE$ and a calculated $LUWE$ will decrease - but may be important even at significantly larger distances. We might also expect the correction factor to vary over a given sample, especially if it contains sources at distances differing by orders of magnitude. Thus, in some cases, it may have to be performed as a function of distance as well. Given our local sample, and the relatively small number of sources
Figure 3. Coloured panels: The distribution of the 41st percentile of Unit Weight Error (UWE, left), Renormalised Unit Weight Error (RUWE, middle) and Local Unit Weight Error (LUWE, right) as a function of position on the HR diagram. Thin black lines are contours showing the underlying density distribution (see Figure 1 for more details). Grey-scale panels: distribution of each error as a function of apparent magnitude ($m_G$, upper), colour ($BP - RP$, middle) and absolute magnitude ($M_G$, lower) coloured by number density (on a log-scale). The 41st percentile error is shown by a white line, and lines representing errors of 1, 1.25 and 2 are shown as dashed, dotted and solid black lines respectively.

(3) ASTROMETRIC DEVIATIONS

In Figure 5, we show various astrometric and photometric properties as a function of position on the HR diagram. As observed in B+20 we can see, in the LUWE, a clear multiple star main sequence (above the median MS brightness) with high LUWE, as well as an excess of LUWE for the brightest YMS and Giant stars. These populations also have large positive $\Delta LUWE$, which follows from arguments in P+21 that these are highly correlated, especially for binaries with periods close to the length of the observing window. Given that we are still probing a range of periods here and we expect longer period ($\gtrsim 3$ years) binaries to be more common (Raghavan et al. 2010), it is not surprising that this effect is so apparent.

As discussed in P+21, $\Delta LUWE$ is also very instructive as to the nature of the SMS population – which often have smaller LUWE in eDR3 than DR2, suggesting that a significant fraction of these sources are spurious solutions. These may be caused by a few erroneous astrometric measurements, whose impacts are reduced by a longer observing period. Not all sources in this region have $\Delta LUWE < 0$, suggesting there is a population of accurately measured systems present here, likely corresponding to MS+WD binaries (see for example Ren et al. 2018; Rebassa-Mansergas et al. 2021 for a much fuller analysis of these objects). It is in this region that cleaning the sample with cuts on $\Delta LUWE$ is thus particularly important for identifying true systems of interest.

Parallax anomaly,

$$\Delta \varpi = \varpi_{eDR3} - \varpi_{DR2},$$

(3)
is small, rarely more than 10% (P+21, remember that we have cut sources with $\varpi/\sigma_\varpi < 10$ and this will effectively limit observable parallax shifts as well). It is significant for the LMS, but also shows some signs of being increased for populations associated with other astrometric error (the bright binary MS) and the brightest evolved stars. As argued in
Figure 4. The equivalent of Figure 2 but now using our Local Unit Weight Error (LUWE) instead of RUWE.

P+21 we expect some systems to have both large astrometric errors and parallax shifts due to binarity. In general the latter will be rarer than the former, as it is only significant for a very specific part of parameter space (periods harmonic with 1 year, low eccentricity and particular orientations).

We also see significant proper motion anomaly, 

\[ \Delta \mu = \mu_{\text{eDR3}} - \mu_{\text{DR2}} \] 

for the systems thought to be binaries. We show the relative change in proper motion, and the significance of the change, calculated via

\[ \sigma_{\Delta \mu} = \frac{\sqrt{\Delta \mu^2 + \sigma_{\mu_{\alpha}}^2 + \sigma_{\mu_{\delta}}^2 + \Delta \mu^2 + \sigma_{\mu_{\alpha}}^2 + \sigma_{\mu_{\delta}}^2}}{|\Delta \mu|} \] 

where \( \alpha^* \) and \( \delta \) denote the east and north directions respectively. The behaviour of these measurements mostly replicates the distribution of LUWE. Large \( |\Delta \sigma| \) and \( |\Delta \mu| \) are also seen for some of the brightest and dimmest sources, suggesting that these extreme magnitude sources may be suffering from some systematic effect.

Figure 6 shows the distribution of LUWE split between the different classes of object as determined from the HR diagram.

We can gauge the natural spread of LUWEs from the distribution of sources with LUWE < 1: Bright stars (YMS and Giants) and SMS stars have a much broader spread, while MS stars, WDs and LMS stars are much tighter. Moving to higher LUWE, we see the distribution of WDs and LMS stars drops off quickly, suggesting only a small fraction of these sources are binary systems within the range of visible periods.

There seem to be many more binaries among more massive stars, 10% of MS stars have LUWE > 2, and that number rises to \( \sim 20\% \) for YMS, Giant SMS sources. In comparison, around 1% of LMS stars have high LUWE, and only 0.5% of WDs.

4 A CATALOGUE OF NEARBY UNRESOLVED BINARIES

We can produce a list of nearby sources which are likely to host at least one companion. We use a simple criteria for a likely unresolved binary candidate of

- \( LUWE_{\text{eDR3}} > 2 \)
- \( \Delta LUWE > -LUWE \)

\( (\Delta LUWE = LUWE_{\text{eDR3}} - LUWE_{\text{DR2}}) \) on sources already meeting our other general quality cuts.

We find 22,699 systems within the GCNS sample, a small subsample of which can be seen in table 1. These sources are shown on the HR diagram in Figure 7. We see that the whole HR diagram is spanned by candidate binary systems, with a high number especially in the MS, YMS and Giant regions.
Figure 5. Hertzsprung Russell diagram for sources passing our quality cuts in the Gaia catalogue of Nearby Stars (within 100 pc), similar to Figure 1. As well as the number density (top left) we also show the variation with LUWE (top right), change in LUWE (middle left), change in parallax (middle right) and magnitude of proper motion anomaly normalised by both the observed proper motion (bottom right) and the inferred error (bottom left), all between Gaia DR2 and eDR3.
The criterion of $LUWE > 2$ is stronger than the cutoff of 1.25 suggested in P+21. Real data, with the extra sources of noise such as blending and other unmodeled noise, can be expected to have a wider spread than the idealised simulations presented there, and in Figure 6 we can see that this is particularly true for giant stars. Choosing a larger $LUWE$ cutoff does not significantly reduce the number of binary candidates, as can be seen by the shallow slopes in the cumulative distributions (with the partial exception of LMS stars) and gives us more confidence that the contamination by single sources is small. In general we would advise choosing cutoff criteria for binaries/single stars by direct reference to the distribution of $LUWE$ for stars in your sample, rather than using a particular literature value.

Though there are relatively few WD candidates, it is interesting to note that the majority sit at or above a magnitude approximately 0.75 above the median for all white dwarfs. This is the offset expected from two sources of identical luminosity, suggesting that WD binaries may have a predisposition to being similar in mass and magnitude (though sufficiently different that the center of light is still offset from the center of mass).

The full catalogue of candidates can be accessed at https://zenodo.org/record/6053827.

4.1 Binary candidate fraction

In Figure 8, we show the fraction of systems selected by the above criteria as a function of colour and absolute magnitude. The fraction is low along the median track for the Main Sequence. The fraction increases rapidly for brighter systems, which we expect to be dominated by photometric binaries and higher multiplicity systems. It also increases for particularly dim/blue MS sources, potentially caused by binaries containing a MS star and a WD, causing a significantly bluer system without being significantly brighter.

There is also a clear variation in binary fraction along the MS – which we can ascribe to a combination of two effects, one physical and the other observational. We do expect more massive stars (for which absolute magnitude is a close proxy) to have a higher binary fraction (Duchêne & Kraus 2013; Ofner et al. 2022) and the trend along the MS agrees with this. However, there is a second effect based on our ability to resolve significant astrometric deviations: only systems with periods $\lesssim 10$ years will have significant $LUWE$. As we move to lower mass dimmer systems, this requires the orbit to be smaller, and thus the astrometric signal becomes more dominated by noise.

Sources on the YMS have a higher fraction generally, again showing a gradient of increasing binarity moving from dimmer sources to the brightest. The Giants are too few in number to infer any particular trend, but also show a higher apparent binary fraction. For both of these populations, particularly the Giants, there is a possibility that the high $LUWE$ may be caused not by a companion but by variations in the brightness across the surface (and thus the position of the photocentre) resolvable on sufficiently large and close stars (Pasquato et al. 2011).

Again we see some evidence of a binary WD population, significantly brighter than the main population of WDs and with a higher candidate fraction.

We can also estimate the degree of contamination by spurious high $LUWE$ sources, by looking at systems which pass all of our other criteria but have large negative $\Delta LUWE$, which cannot be reconciled with binary motion (as discussed in detail in P+21). There is a small amount of contamination in regions with high binary fractions, but much less than binary fraction itself. The only exception is the SMS, where the spurious fraction is of similar magnitude to the binary fraction, suggesting that the a significant number of sources in this region may have high $LUWE$ caused by some other property than binarity. It is worth noting that this region is the most affected by cutting out sources in dense environments, and is where we would expect distant objects with erroneously high parallaxes to reside. This doesn’t mean that all SMS binary candidates are invalid, but that we should employ the highest degree of scepticism for this population.

Given the sensitivity of astrometric measurements and the expected distribution of binary periods (Raghavan et al. 2010) we would expect a sample composed of entirely binaries to have an astrometric binary candidate fraction of $\sim 20 - 30\%$. This is what we see, for example, for YMS and

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{The distribution of LUWEs separated by classification from the HR diagram. The dashed, dotted and solid black vertical lines show LUWEs of 1, 1.25 and 2 respectively. In the top panel we show the histogram of all sources (with an arbitrary normalization) and in the bottom panel the fraction of sources of each type with a LUWE greater than a given value.}
\end{figure}
Giant sources. However there are some regions of the HR diagram where the observed fraction significantly exceeds this nominal upper limit, most notably at the bright end of the MS. We suggest two possible explanations for this quandry, both of which would produce the observed effect but are hard to unpick from each other (and both may be contributing):

- Multiple stars - Systems with 3 or more bodies must, in order to be approximately stable over long periods, contain orbits with significantly different periods. Thus the chance of any one pair in the multiple having an orbital period relevant for astrometry is increased. Similarly the presence of more luminous sources leads to a higher magnitude, in good agreement with where these are observed on the HR diagram.

- Biased parallaxes - If these systems contain binaries we can expect the parallax to be biased to some degree. Especially for binaries with periods close to 1 year this shift can be significant, if $\Delta \sigma$ is negative this will lead to an overestimate of the inferred luminosity of the source. Any binary with a significant parallax shift will also likely have a high $LUWE$ and thus a population of astrometric candidates will be dispersed above and below the binary main sequence (with those falling below being an insignificant contribution to this relatively dense region of the HR diagram).

4.1.1 Variability

If the light from a source is spread over a large angular diameter (compared to the astrometric error), as is the case for binaries and some giant stars, then variability can cause the centre of light to shift. These systems are often called Variability Induced Movers (VIMs, Wielen 1996).

Perhaps the easiest system in which to picture this is a long period (unresolved) binary system, with a varying light ratio $l$, perhaps due to starspots or a transit. This will cause the position of the centre of light, relative to the centre of mass, to vary over time without requiring any binary motion. Single giant stars can also show this effect, if the star itself is enlarged sufficiently and the surface brightness is anisotropic and time-varying.

VIM is another potential cause of high astrometric error – in most cases still associated with a binary. We can gauge this effect in the Gaia data by comparing the level of variability of stars to some measure of astrometric noise.

Gaia records the mean and standard deviation of the flux measurements it takes from each source. We will use the G band measurements to find a flux variability

$$v_G = \frac{\sqrt{N_{\text{obs}} G \sigma F_G}}{F_G},$$

(the reciprocal of Gaia’s PHOT_G_MEAN_FLUX_OVER_ERROR multiplied by the square root of Gaia’s PHOT_G_N_OBS) and
normalise based on the median relative error, \( \langle \nu_G \rangle / \langle m_G \rangle \) for sources of similar magnitude giving a relative flux variability (RFV) calculated as

\[
RFV = \frac{\nu_G}{\langle \nu_G / \langle m_G \rangle \rangle}.
\]  

(7)

Much like the \( UWE \) this is expected to peak at one, and particularly variable sources should have \( RFV > 1 \).

In Figure 9, we show the distribution of RFV and how it relates to the LUWE distribution and our subset of binary candidates. 35% of our candidates have \( RFV > 2 \) whilst only 21% of all GCNS stars do, suggesting either that some of our candidates may show evidence of being VIMs or that variable stars form a (minor) contamination of our sample.

In Figure 10, we show the variation of \( RFV \) across the HR diagram. We calculate the Pearson correlation coefficient between RFV and LUWE - which will tend to 1 if flux variability and astrometric noise are positively correlated, and 0 for no correlation. The sources with the highest intrinsic flux variability are the YMS and the photometric binary MS (above the median MS). Across much of the HR diagram flux variability is highly correlated with astrometric noise. The only region with clearly no correlation is the bright MS photometric binaries, some of the sources for which purely astrometric motion is easiest to resolve. The high correlation amongst dimmer MS stars may be evidence that there are significant numbers of VIMs in this region (in binaries that would otherwise be undetectable astrometrically, for example if the period was too long for the survey).

Given that variability induced motion is most visible in binaries of longer periods (with wider but still unresolved separations), closer to the peak of the expected binary period distribution, it seems plausible that these comprise a significant fraction of the astrometric deviations for this sample.

Another cause of both variability and astrometric uncertainty is a partially resolved binary which is registered as a combined single source when scanned at some angles and two separate (or just the brighter) at other angles. These partially resolved binaries, and their indicators in \( Gaia \), are discussed in more detail in Appendix B.

Equally, this could be a tell-tale that there is another spurious population in our catalogue where high variability and high LUWE are both signs of a poorly described source. These sources are the minority of binary candidates, and thus we do not exclude them here, but do include RFV in our catalogue such that it’s easy to separate them in future.

4.2 Behaviour of MS sources

For the final part of this paper, we examine the Main Sequence sources and unresolved binary candidates in more detail.

In Figure 11 we zoom in on, and flatten, the MS as shown in Figure 5. Again we see significant \( LUWE \) for star brighter (negative \( \delta M_G \)) than the median, where we expect MS binaries to reside. This is particularly pronounced for brighter stars.

For stars dimmer than \( \sim 10^5 \) magnitude we see the highest \( LUWE \)es (and binary fraction) at some intermediate \( \delta M_G \). We know that identical stars in a binary should have no offset between the centre of light and the centre of mass and that may be why these systems have smaller \( LUWE \)s. That this behaviour is not seen at higher magnitudes is likely due to contamination, either by triples or binaries with highly biased parallaxes, as discussed in section 4.1.

Much like in Figure 8, we can ask how the unresolved binary fraction varies for MS stars, but now as a function of absolute magnitude - a reasonable proxy for stellar mass. This is shown in Figure 12, splitting the sources into bins of different distances. Starting with the sample as a whole, we
see a binary fraction approaching zero for dim stars, increasing to a little over 20% for bright stars. As discussed in the introduction this fraction is consistent with approximately all of these sources being binaries when accounting for the limited period range astrometry is sensitive to.

The spurious fraction is low ($\lesssim 2\%$) throughout, peaking at $M_G \sim 7$. The small number of particularly bright sources introduces significant noise, there may be an uptick for the largest MS stars or it may remain approximately flat.

Looking at the behaviour as a function of distance we see the impact of two selection effects:

- unresolved binary motion - for less massive dimmer stars, the requirement that we observe a significant fraction of an orbital period to have a significant $LUWE$ limits the maximum semi-major axis of an orbit, and thus the significance of the binary astrometry. Thus we are more sensitive to these low mass binaries when they are closer, as seen at high magnitudes.

- resolved binaries - if the two stars are sufficiently separated, it becomes possible for Gaia to partially or fully resolve the two sources. This may lead to an extended image and a compromised fit and at larger separations there will be two entries (with low $LUWE$) in the catalogue and thus the binary will not appear in this analysis. This may explain the dearth of particularly nearby binaries, particularly for $4 \lesssim M_G \lesssim 8$.

The behaviour of partially resolved sources and their astrometric indicators in Gaia (particularly $\text{IPD}_\text{GOF}_\text{HARMONIC_AMPLITUDE}$ and $\text{IPD}_\text{FRAC}_\text{MULTI}_{\text{PEAK}}$) are discussed in more detail in Appendix B.

In Figure 13, we show the real data equivalents of Figures 12, 13 and 14 of P+21. The agreement between the synthetic binary systems presented in paper I and actual observations is excellent. We see the same major features for example, the wing in $\Delta LUWE$ vs $LUWE$ corresponding to systems with periods close to the eDR3 observing window. Even more strikingly, we see the distinct sequence, following a very close to linear relationship, of multiple systems in $\Delta LUWE$ vs $|\delta \mu|$ — with a clear dichotomy between systems which show minimal astrometric deviations and a population with distinct binary characteristics.

The only major deviation is in $|\delta \mu|$ vs $LUWE$ where we again see a wing-like overdensity for high $LUWE$ sources. However, unlike in the simulated data where this wing has a sharp upper envelope the distribution of observed sources is much broader, suggesting significantly more spread in real values of $|\delta \mu|$ than our simulated sample.

We see a particularly clear behaviour with number of visibility periods. The single source population has a clear gradient toward larger astrometric deviations for less well sampled sources. There is still some variation with parallax, suggesting again that the $LUWE$ correction factor may have an unmodelled distance dependence. Systems consistent with being binaries also tend to be brighter (negative $\delta M_G$) as we would expect for a second luminous companion.

That our candidates behave similarly to our synthetic binaries is a promising sign that our simple metrics for identifying binaries are relatively robust. Though the properties of the simulated systems in paper I are chosen very simplistically, the promising agreement here suggests that in future we may be able to fit more complex parameterised distributions by comparing simulated and observed distributions of astrometric deviations.

### 4.2.1 Searching for dark companions

Astrometric measurements have the capacity to detect motion caused by a luminous source orbiting a massive dark companion, such as a neutron star or black hole. We can look for systems which might host dark companions by looking for large astrometric signals ($LUWE$ and $|\delta \mu|$) in systems which show no excess brightness (i.e. small $|\delta M_G|$).

In Figure 14, we show the distribution of $\delta M_G$, compared to $LUWE$ and $\delta a$ where

$$\delta a = \frac{\delta \theta}{\sigma}$$

(8)

is the time averaged projected separation in physical units (au) and

$$\delta \theta = \sigma_{\text{aut}} \sqrt{LUWE^2 - 1}$$

(9)

is the time averaged angular separation.

We would expect a $\delta M_G$ to be $-0.752$ for two identically bright stars ($l = 1$) and $0$ for a completely dark companion ($l = 0$). Positive values, which cannot be sensibly converted to a value of $l$, are possible because of our rudimentary method for calculating $\delta M_G$ (comparing to the median magnitude for a given colour) and the inherent uncertainty on both apparent magnitude and parallax. Examining the Figure, we see what appears to be a distribution with a maximum value of $\delta M_G = 0$ for single stars, a slight brightness excess for binary candidates and a decline beyond a value of $\sim -0.75$. There may be a very slight change in behaviour around $\delta M_G \sim -1.2$, corresponding to three stars of equal luminosity, but the number of sources is low enough here for noise to begin to dominate.

Whilst we expect $\delta M_G = 0$ for dark companions, it could also be a sign of two stars with very different brightnesses (MS stars of very different masses, or a MS+Giant binary) or equally could be contamination by single sources. The fact that the strongest peak at $\delta M_G = 0$ is seen in the lowest $LUWE$ systems would fit with either of the other explanations. At higher $LUWE$, and across all $\Delta LUWE$, the spread of $\delta M_G$ is broad enough that it would be hard to separate a peak at 0 from the rest of the distribution.

True dark companions probably have, as we showed with the simulated systems in P+21, particularly large $\delta a$ values. Looking at the distribution of $\delta M_G$ with $\delta a$, we again see that it’s the smaller inferred orbits which have an excess consistent with $l = 0$ and for larger orbits the peak is sufficiently broad that picking out an excess at $l = 0$ becomes impossible.

The largest takeaway from this exercise is that Gaia eDR3’s precision (in $m_G$ and $\sigma$) is not sufficient for these systems to separate sources with different $l$ values, at least not based upon this rudimentary analysis. However, with more careful source selection, data from other telescopes, or a longer observing time (as will be provided in future data releases), identifying sources consistent with a massive dark companion may soon be possible. This is a particularly promising way to start to build a census of the population of low and intermediate mass black holes that we might expect to see in the local Milky Way (Andrews et al. 2019; Chawla...
et al. 2021). Though the population of large orbit low l binaries cannot be picked out cleanly here, we anticipate being able to resolve these sources soon.

5 CONCLUSIONS

In this paper, we explore how deviations from single object astrometry allow us to infer the presence of an unresolved binary companion. Specifically, we look at our ability to identify individual binary systems, based on datasets spanning the Gaia DR2 and eDR3 epochs. We use this to pick out candidate binary systems from the Gaia Catalogue of Nearby Stars, a near complete list of astronomical point sources within 100 pc. We find, after some quality cuts, 22,699 candidate binaries, just under 10% of the sources within this volume.

We use only Gaia data, examining the DR2 and eDR3 results for stars in the GCNS (Gaia Collaboration et al. 2021b). This sample of just over 300,000 stars within 100 pc has been significantly pruned to remove sources with spurious parallaxes using a random forest.

The Renormalised Unit Weight Error (RUWE) is the Gaia data product which corresponds to the UWE (the reduced chi-squared of the best fitting 5-parameter single-body astrometric solution). The renormalisation step is performed to account for our limited knowledge about the astrometric error (as a function of colour and magnitude). We show that this renormalisation step, which is applied to the whole Gaia sample, disproportionately re-weights nearby stars (which are dominated in number by distant bright stars of a similar colour). Thus we renormalise the RUWE across just the GCNS sample to give the Local Unit Weight Error (LUWE) with a distribution that peaks at unity. Even after this there is a trend of lower RUWE for nearer sources, suggesting that more careful analysis (especially of larger samples) may require renormalisation to be performed in a series of distance bins.

We remove crowded sources, those for which we cannot identify a corresponding DR2 source, or which do not have a 5 parameter solution in DR2, as well as those with low parallax significance and a high number of bad observations. This leaves around 80% of the initial GCNS sample.

As in B+20, we show that regions dominated by multiple stars (e.g. above the Main Sequence, MS) stand out clearly when we colour the HR diagram by LUWE, and that most of these show an average increase in LUWE from DR2 to eDR3. There is one region for which the change in LUWE is more often negative, the Sub-Main Sequence (SMS, directly below the MS), which suggests that some of these are not truly multiples but there is another source of astrometric contamination. The regions with high LUWE also show significant proper motion anomaly and parallax shift, consistent with binary systems.

We separate our sources into basic classifications based on colour and absolute magnitude. We then use the very simple classification of \( \text{LUWE} > 2 \) and \( \text{ΔLUWE} > -\text{LUWE}/3 \) to select binary candidates in our remaining sample, giving 22,699 sources, whose properties are included in the supplementary data.

By number, these are dominated by MS sources, but include many examples of each class. These are on average brighter than the median behaviour of the whole sample, with the WD binary candidates in particular seeming to group around 0.75 magnitudes brighter than the median WD behaviour, the increment consistent with two sources of similar luminosity.

We show that Giants and Young Main Sequence (YMS) have the largest fraction of high LUWEs (∼20% above 2), followed by MS stars (10%) whilst LMS stars (the dimmest end of the MS) and White Dwarfs (WDs) have the lowest fraction (1 and 0.5% respectively).

It is expected that Gaia observations of a population composed of entirely binaries following the period distribution of Raghavan et al. (2010) should detect significant astrometric deviations in ∼20 – 30% of systems. Thus our observations are consistent with the majority (or even all) massive stars having companions, agreeing with previous results (e.g. Duchêne & Kraus 2013; Offner et al. 2022 and references therein).

The very low candidate fraction for dim sources is not necessarily representative of the true multiplicity fraction of these populations. Most Giant binaries will evolve to become WD binaries so we might expect similar true binary fractions. Instead this low candidate fraction is due to the high astrometric error for dim sources. \( \sigma_{\text{err}} \) is a strong function of apparent magnitude for sources with \( m_G \geq 8 \) and thus the contribution of the binary is washed out in any dim population such as WDs and low mass MS stars.

We are able to use this classification to estimate the unresolved binary fraction across the HR diagram. This is lowest close to the middle of the main sequence, highest for particularly bright systems similar to the Sun, and generally high for Giant and YMS sources. Given that binaries can bias parallax measurement, some of the scatter may come from erroneous distances (which then translates to a shift in absolute magnitude). We certainly expect, and appear to see, over-bright photometric binaries sitting above the MS. We also see potential MS+WD binaries which would logically sit at the bluest fringe of the MS. Reversing the condition excluding strongly negative \( \Delta \text{LUWE} \), we can see where likely spurious high \( \text{LUWE} \) sources dominate - most notably the SMS.

We also examine the possibility that the high \( \text{LUWE} \) is caused not by orbital motion of the binary. One such cause is variation in the brightness in one or both sources in an unresolved binary, causing the centre of light to shift over time - often termed Variability-Induced Movers (VIMs, Witten 1996). Comparing the relative variation in the flux from each source to the \( \text{LUWE} \), as a function of position on the HR diagram, we see that many sources are strongly correlated. This suggests binary VIMs may be partially or totally responsible for around 20% of high \( \text{LUWE} \) systems. Equally, this may be a sign that these systems are poorly characterised and there may be other sources of their high \( \text{LUWE} \).

We end by focusing just on the MS, where we can calculate the binary fraction as a function of absolute magnitude (a rough proxy for mass). This tends to zero for the dimmest sources, increases to around 25% above \( M_G \sim 7 \) and is roughly flat above this. There is some variation with distance, which we can identify with two selection effects. Firstly a dearth of nearby massive binaries (where some fraction of the time we can independently resolve the two sources). Secondly an excess of nearby low-mass binaries.
(where the small orbit required to have a short enough period for us to see an \( \text{UWE} \) can only be significantly resolved for close systems).

Finally, we compare the distribution of \( \Delta \text{LUWE} \), \( |\Delta \mu| \) for GCNS MS sources, which shows excellent agreement with the equivalent distributions of simulated sources. Particularly, we see a clear separation between single sources and binary candidates in \( |\Delta \text{LUWE}| \) and \( |\Delta \mu| \), and a tendency for sources with high astrometric error to be brighter throughout.

As far as possible we tried to keep our criteria for classification simple and thus we do expect that a significant fraction (though a minority) of our candidates may not prove to be true multiple systems. Radial velocity observations, and in some cases direct imaging or transits, may be able to confirm many of the systems. A detailed comparison between known binary systems and Gaia observations is beyond the scope of this work, though the binary fits provided by the full \textit{Gaia} DR3 results will provide an excellent test of the accuracy of our classification.

5.1 Beyond GCNS

By limiting our sample to GCNS (and hence to the local neighbourhood), we have likely excluded the majority of binary candidates in \textit{Gaia}. There is no reason why a similar analysis cannot be extended out to larger distances in future.

When extending a similar analysis to larger distances the astrometric precision will be reduced by two factors. The first is the linear dependence on parallax of the angular deviation caused by the binary. The second is the increasing astrometric error for dim sources (for \( m_G \gtrsim 13 \)). At larger distances we may expect only binaries containing brighter stars to have sufficiently large signals and high enough precision to be detected.

At larger galactic distances there is also a higher probability of crowding, especially in structures like streams and globular clusters. A more nuanced cut on dense neighbourhoods may be needed, especially as we would expect bright sources in dim fields to be more differentiable than similar brightness sources at the same source density.

5.2 Beyond eDR3

The full third \textit{Gaia} data release is planned for June 2022, supplementing the already released astrometric catalog with updated astrophysical parameters, spectroscopic measurements, and many other new or expanded catalogues of data products. Of particular relevance to this work will be a catalog of a few hundred thousand non-single sources, including eclipsing, spectroscopic and astrometric (fitted to the full epoch astrometry) binaries. These will provide an excellent test of the candidates identified in this work as there should be a significant crossover between the two catalogues. This can further inform us about spurious sources and contaminants to our sample. Only the clearest astrometric binaries will be included, and thus we expect only a slim minority of candidates selected by astrometric error to have published fits, meaning that the analysis presented here will remain relevant to the majority of the catalogue.

In Data Release Four the full epoch astrometry will be released. Even here astrometric error will likely be the first indicator of multiplicity, followed up by direct fits for systems with clean and significant binary contributions. In this and future data releases the longer time baseline, larger number of observations, and minor systematic corrections to the pipeline will also increase the number and diversity of detectable systems. As shown in P+21 there is a notable increase in the number of binaries with significant astrometric contributions moving from DR2 to eDR3, especially for longer period systems, and that trend should continue the longer the baseline of the survey.

We hope this work provides a basic framework for such an analysis and is a step to building a much fuller census of binary and higher multiple systems in the Milky Way.
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Figure 9. In the top panel we show the distribution of flux variability (equation 6), showing the number density of sources and the median, as a function of magnitude as a thick white line. The middle panel shows the distribution of Relative Flux Variability (RFV), equal to the variability of each source normalised by the median for sources of the same magnitude. In the middle plot we also a dashed vertical line at $RFV = 2$, the suggested boundary between high and low variability stars. In the bottom panel we show the distribution of $LUWE$ as separated by $RFV$ for single stars and binary candidates.
Figure 10. Median Relative Flux Variability (RFV) as a function of position on the HR diagram (top) and the correlation coefficient between RVF and LUWE in each hexagonal bin (bottom).

Figure 11. The variation in magnitude of Main sequence stars from the median (as a function of colour) against absolute magnitude. Shaded regions are those for which the selection criteria for MS stars (as shown in Figure 1) cuts off some bright/dim sources and the median is likely to be biased. We also show as horizontal solid, dashed and dotted lines a magnitude shift of $0$, $-\frac{1}{2}\log_{10}(2)$ and $-\frac{1}{2}\log_{10}(3)$ respectively. These represent the largest possible shifts for 1, 2 and 3 stars respectively (for which $\delta M_G = -\frac{1}{2}\log_{10}(N)$ for N identical luminosity stars).
Figure 12. The fraction of candidate unresolved binaries and spurious sources along the Main Sequence (including the Young Main Sequence) as a function of distance ranging from nearby sources (blue) to most distant in the dataset (red). The average across the whole population is shown as a black dashed line. Sources are included in GCNS if they are plausibly within 100 pc, allowing some sources with $\varpi < 10$ (often with large $\sigma_\varpi$) - which are included in these plots but denoted with a dotted line to show that they’re a disparate and perhaps unreliable population. The vertical line shows the transition from our MS to YMS classes.
Figure 13. Comparing the change in $LUWE$ between Gaia eDR3 and DR2 for MS sources, as a function of $LUWE$ and proper motion anomaly. We show the overall population density (left) and a selection of properties inferred from observation: the DR2 $LUWE$, the number of visibility periods (observations spaced by more than 4 days), the parallax and the shift relative to the median MS magnitude as a function of colour. This figure is the analogue of Figures 12, 13 and 14 of P+21, where we showed simulated binary systems.
Figure 14. Histograms of the magnitude shift ($\delta M_G$, equation 2) of MS stars relative to the median (as a function of colour). Top - distribution of all MS binary candidates (red) compared to all other stars which pass our quality cuts (dashed blue). Middle - histograms of candidates in a specific range of $LUWE$, and bottom - of specific $\delta a$, all with the same (linear) y-scaling and colour denoting the number of sources in that $LUWE/\delta a$ bin. Vertical lines show the expected magnitude shift for one, two or three identical stars, as detailed in Figure 11.
| sampleid | sourced | ra       | dec      | parallax | pmra     | pmdec    | ruwe     | hwe     |
|----------|---------|----------|----------|----------|----------|----------|----------|---------|
| 2906532  | 2568704 | 44.44810 | 15.97977 | 0.791786 | 8.87687  | 3.48752  | 6.23261  | 4.05019 |
| 5907685  | 139702  | 46.34700  | 22.75954  | 1.717129 | 30.75194  | 4.76407  | 3.96635  | 2.80314 |
| 7743747  | 260151  | 46.75510  | 09.23727  | 2.134919 | 35.85312  | 3.26714  | 5.48792  | 4.99876 |
| 1151384  | 1625015  | 46.58415  | 21.25101  | 3.06845  | 24.55336  | 5.12125  | 2.56737  | 2.97537 |
| 1834102  | 1692521  | 45.13011  | 16.91790  | 2.58818  | 40.70578  | 2.03672  | 1.71177  | 1.65365 |
| 1425830  | 3582768  | 42.72359  | 14.76307  | 0.20165  | 45.44730  | 1.45706  | 3.80814  | 3.53630 |
| 1553606  | 3252664  | 43.40507  | 39.66668  | 1.21471  | 50.07468  | 4.27329  | 3.53630  | 3.53630 |
| 1847324  | 2552352  | 45.75957  | 31.91774  | 3.28657  | 65.11630  | 4.00935  | 3.80814  | 3.80814 |
| 1900777  | 2804208  | 42.12754  | 09.27286  | 1.11461  | 39.07935  | 2.46087  | 3.53630  | 3.53630 |
| 2103930  | 0397396  | 41.26469  | 35.57778  | 4.09886  | 28.78273  | 3.31250  | 3.53630  | 3.53630 |
| 2314471  | 7884615  | 43.37815  | 18.61154  | 0.11756  | 37.76874  | 4.46346  | 2.80314  | 2.80314 |
| 2512300  | 3828112  | 40.70341  | 59.87086  | 3.82011  | 44.11565  | 2.16960  | 3.53630  | 3.53630 |
| 3067731  | 3549951  | 44.29516  | 12.15152  | 1.05549  | 29.08786  | 3.79652  | 4.99876  | 4.99876 |
| 3682019  | 2367660  | 45.16192  | 52.24245  | 4.84397  | 77.27712  | 6.48260  | 3.80814  | 3.80814 |

**Table 1.** The first 15 entries in the `binarydata.asc` (ordered by sourced). All parameters refer to their eDR3 value, though DR2 values can be inferred for many quantities when combined with the change in the parameter from DR2 to eDR3: `delta`. The `ra`, `dec`, and their variation between data batches are shown. All other astrometric parameters are given in mas or mas yr$^{-1}$. The `sourcetype` denotes the type of star (as chosen by their position on the HR diagram): MS-1, YMS-2, Giant-3, WD-4, LMS-5, SMS-6. The final three categories are `delta`. The `dtheta` and `da` are calculated using the following equations:

$\Delta \theta = \arctan \left( \frac{\Delta \text{pmra}}{\Delta \text{pmdec}} \right)$

$\Delta a = \frac{\text{pmra} \cdot \text{pmdec} - \text{pmra} \cdot \text{pmdec}}{\text{pmra}^2 + \text{pmdec}^2}$
APPENDIX A: QUALITY CUTS ON GCNS DATA

Before we can investigate the properties of the sample in detail we want to remove sources which are likely to be contaminated or otherwise inaccurately measured. In the interests of understandability of our results we’ll apply only a small number of cuts and detail the effects of making each in this section.

The Gaia catalogue of Nearby Stars is constructed such as to remove erroneous samples, using a random forest algorithm classifying using the astrometric and photometric Gaia eDR3 data, and trained on sources with negative parallax. Thus it should contain relatively few bad sources, however there are some potential flags of unreliable sources it doesn’t have access to (such as crowding of nearby sources) and others upon which we may want to make more stringent cuts (like the signal to noise ratio of the parallax).

A1 Matching between DR2 and eDR3

As we’re interested in the change between the astrometric properties of a source over time one of the first steps we must perform is matching sources between the Gaia DR2 and eDR3 catalogues. The basic tool to perform this matching is provided by the Gaia collaboration in the form of the \textit{dr2\_neighbourhood} auxiliary table. Here the DR2 data is searched for sources within 1 arcsecond of the expected position based on eDR3 data - where proper motion data exists for the eDR3 source (a condition we’ll apply later) this is used to propagate the motion back to the previous epoch.

However it is possible for multiple sources to reside arbitrarily close to the expected position based on the eDR3 data, and whilst this is generally rare there are many cases where we must choose the best matching candidate.

To do this we turn to the change in apparent magnitude \( \Delta m_G = m_G(eDR3) - m_G(eDR3) \) and angular separation \( \Delta \theta \). Both quantities are recorded in the \textit{dr2\_neighbourhood} table and for a good match we’d expect both to be close to zero.

In Figure A1 we show the effects of selecting matches based upon the criterion of either minimising angular or magnitude differences. As we might expect an angular selection performs best, with most selections also corresponding to small magnitude differences, thus this is what we use to match our catalogues throughout the rest of this work. In comparison selecting on low \( |\Delta m_G| \) selects many sources with large \( \Delta \theta \) which are unlikely to be a true match.

A matching entry between the two catalogues is not guaranteed, and we see there is a significant number of sources which don’t seem to be valid matches, even for sources with only one possible match. Thus we will also apply a later quality cut of \( \Delta \theta < 100 \) and \( |\Delta m_G| < 1 \) as indicated by the dotted lines in the figure.

A2 Removing sources

We apply 6 quality cuts to the GCNS sources to try and eliminate most sources of spurious observations. Especially when preparing a sample to search for multiple star systems we do not want to be over-zealous here, as many of the indicators of a poor quality source can be caused by (and serve as evidence for) a binary system. Equally we don’t wish to eliminate too large a fraction of the sample. Thus we apply these cuts which eliminate a total of 71,148 sources (21\%) of the sample.

- \( N_{\text{cuts}} < 1 \) - only a single Gaia source within a 4 arcsecond window (58,262 sources removed)
- \( \text{BAD}\_\text{WRMAG} \) exists - requires a 5 parameter astrometric solution in DR2 (11,170 sources removed)
- \( \frac{|\Delta \text{m}}{|\text{m}_\text{obs}}| > 10 \) - reasonable signal to noise ratio for the parallax (6,478 sources removed)
- \( N_{\text{cuts,DR2}} > 0.95 \) - few astrometric observations are excluded from the fit (5,779 sources removed)
- Valid photometric measurements - we specify that there must be values for \( m_G, m_B, \text{ and } m_B \) in both DR2 and eDR3 catalogue (10,625 and 7,005 sources removed respectively)
- \( \Delta \theta < 100 \) and \( |\Delta m_G| < 1 \) - a plausible match between the DR2 and eDR3 catalogues, see previous section for more details (616 sources removed)

Many of these cuts will have significant overlaps and thus the total number of sources removed is less than the sum of the contribution from each.

Figure A2 shows the properties of the sources removed by each cut, so that we can glean some understanding of which sources we’ve excluded and the effect that will have on the remaining sample.

The largest cut is on the number of neighbours within 4 arcseconds (calculated from the full eDR3 catalogue) - removing sources from across the HR diagram. Many of these will be valid solutions, but crowded regions allow the possibility of multiple measurements of a second source being wrongly included in the astrometric solution. Though the AGIS pipeline generally downweights these spurious measurements some can still be included and drastically alter the astrometric solution. One region particularly effected is the sub main sequence (SMS, between the stellar and WD main sequences) where stellar main sequence stars with erroneously high parallaxes appear in absolute magnitude to be much dimmer than they truly are. Making this selection also excludes all but the most resolvable binaries, an interesting sample to study but beyond the scope of this work (see for example El-Badry et al. 2021).

Sources without valid measurements in DR2 (representing by (b) in the figure but also including (e)) make up the next largest excluded category. Because of the absent data it would be impossible for us to analyse these further, but their distribution is interesting. We can separate them into two main categorises: dim sources, which likely just have insufficient number of detections, and very high LUWE sources, which are mostly brighter and span the main sequence and SMS. Some of the latter may also have few observations, whilst other reside in crowded regions - and some may be true multiples excluded from DR2 because of the complications caused by their extra motion and variation. The remaining two cuts (significance of parallax and few observations excluded) fit neatly into the two types of sources excluded by cut (b), most likely for similar reasons. One small exception is the population of giant stars cut out by (d) - perhaps because of a high level of variability.

The only regions of the HR diagram significantly depleted by these cuts is the LMS, the dimmest sources in the sample stretching the capacity of Gaia to make reliable observations, and the SMS. Whilst we believe there are valid sources in this region we also stipulate that this is the population most affected, and perhaps dominated, by spurious sources. Namely brighter and bluer main sequence stars with erroneously high parallaxes (remembering that more distant sources dominate by number for this local sample) scattered down into this intermediate region.

In Figure A3 we also show which sources are removed by successively more stringent cuts on the number of nearby neighbours. More than half of the sources in GCNS have another Gaia source within 16 arcseconds, and the resulting density and LUWE distribution well mimics the whole population. As shown in B-20 there is a significant excess in astrometric noise for sources with neighbours with 2 arcseconds. We use a cut of 4 arcseconds here, which may be a little over-zealous, but still excludes a minority of sources.
APPENDIX B: IMAGE PARAMETER DETERMINATION (IPD) BINARY INDICATORS

The Image Parameter Determination (IPD) is an earlier step in the processing of Gaia’s CCD data. During this phase a point spread function (PSF, or in the case of 1D scans a line spread function, LSF) is used to determine the location of each imaged point-source (Gaia Collaboration et al. 2021a; Lindegren et al. 2021). Much like astrometric error, deviations recorded in this stage may be caused by binarity or other astrophysical contamination, as well as some degree of random noise.

In particular we will focus on two measures, \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \) and \( \text{IPD}_G \text{OF}_\text{FRAC}_\text{MULTI}_\text{PEAK} \). Both measures are calculated only for scans which pass the Gaia quality cuts and for which astrometric data is recorded. \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \) records whether the PSF fitting performance has a dependence on scanning angle, which would suggest the source is extended linearly along some particular orientation, as would be the case for a semi-resolved binary. There is an associated angle recorded, \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{PHASE} \), but here we’re only interested in the detecting the presence of a binary and not its properties so we won’t concern ourselves with this parameter. \( \text{IPD}_G \text{OF}_\text{FRAC}_\text{MULTI}_\text{PEAK} \) records the fraction of scans in which two distinguishable peaks are visible in the image. Even for a binary where we may expect detectably detached sources there may be some scanning angles (e.g. perpendicular to the binary separation) where only one peak is observed. This measure is sensitive to slightly larger separation pairs than the previous.

They are also relatively sensitive to other extended sources, such as background galaxies, especially the \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \). However these should have minimal parallax and are excluded from our sample already. There is also no easy way to tell apart true companions from on-sky neighbours at significantly different distances.

These parameters provide a valuable second vantage point on Gaia binaries. We have excluded them from the main body of the analysis, such as to focus on truly unresolved binaries in more detail, but here we will show a similar analysis based on these parameters and their intersection with identifying binaries from astrometric error.

In Figure B1 we show \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \) for different subsets of our data. There is a notable excess for \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \geq 0.1 \) which we attribute to binary sources, although these do not separate from the continuum in the same way as we see for \( LUWE \). Our sub-sample of sources which pass our selection criteria (see Appendix A) show a much smaller excess, but it is clearly present for our binary candidates as well, appearing to verify our stipulation. Around 5% of all GCNS sources have values greater than 0.1, which drops to 2% for selected sources and rises again to 10% for binary candidates. Given that we expect this metric to detect larger separation (and likely higher period) systems the moderate degree of crossover here seems reasonable.

Moving to the HR diagram in Figure B2 we see that certain regions have notably increased \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \), most notably the SMA, further confirming that this region may have a significant (perhaps even dominant) population of sources with erroneously high parallax. The excess of sources with high \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \) is still visible in our selected sample, but now the number is significantly reduced. This is interesting and heartening; we might have expected these sources to be a significant contaminant but our quality cuts (most likely removing sources with nearby neighbours) has been very effective at cutting out these suspected spurious observations. It is not certain whether that is because Gaia has two entries for each component of these binaries, or because they are in generally dense regions excluded by our cut on neighbours. It would seem reasonable to make a cut directly on \( \text{IPD}_G \text{OF}_\text{HARMONIC}_\text{AMPLITUDE} \) but this would exclude some legitimate binaries and the high end of the spread of single star values.

Now we turn to the distribution of \( \text{IPD}_G \text{OF}_\text{FRAC}_\text{MULTI}_\text{PEAK} \) in
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Figure A2. The properties of sources removed by our quality cuts shown on the eDR3 HR diagram (see Figure 5 for more details). Only classifications (a) through (d) are shown, as sources failing criterion (e) cannot be plotted in this space and the number of sources cut out by (f) is minimal.

Figure A3. Sources with more than one neighbour within $n$ arcseconds ($N_n$) showing the effect of removing sources susceptible to bad astrometric measurements due to blending. Unlike in other plots in this paper bins with at least 1, 2, 4 and 8 sources are shown for neighbours within 1, 2, 4, and 16 arcseconds respectively.
Figure B1. The distribution of $\log_{10}(\text{IPD}_\text{GOF}_\text{HARMONIC}_\text{AMPLITUDE})$ for sources in GCNS. We show the probability distribution function (top) and the survival function (bottom, the fraction of sources above a given value of the parameter) and give the distribution from all sources, those which are remain after our quality cuts, and those which we suggest as candidate astrometric binary systems. Also shown to guide the eye is an approximate fit with a Student’s t-distribution with 8 degrees of freedom, a mean of -1.75 (dashed solid line) and a width of 0.33. A significant excess is seen above -1 (vertical solid line) which we attribute to the binary population. We also show a survival fraction of 0.5 (horizontal dotted line) on the bottom plot.

$\text{IPD}_\text{FRAC}_\text{MULTI}_\text{AMPLITUDE}>1\%$, i.e those which show at least fleeting signs of being two sources, the correlation is even stronger. This seems to confirm that to some extent both of these measures are detecting binarity.

We also show the relationship for sources classified as spurious candidates (with high $\text{LUWE}$ but a marked decrease between DR2 and eDR3 incompatible with the behaviour of a binary). These have a much higher $\text{IPD}_\text{GOF}_\text{HARMONIC}_\text{AMPLITUDE}$ and no discernible trend, further suggesting that these sources are indeed not binary in nature but are likely some form of blended source or even extended objects with overestimated parallaxes.

Figure B2. The behaviour of $\text{IPD}_\text{GOF}_\text{HARMONIC}_\text{AMPLITUDE}$ as a function of position on the HR diagram, shown for all sources and those which pass our quality cuts. Unlike most of the rest of this work we show here the mean (rather than median) value of all sources in each bin.
Figure B3. Similar to figure B1 but now showing IPD_FRAC_MULTI_PEAK. Reported values are integer percentages (between 0 and 100) hence the steplike nature of the c.d.f.

Figure B4. The equivalent of figure B2 showing the mean behaviour of IPD_FRAC_MULTI_PEAK
Figure B5. The distribution of $\text{IPD\_GOF\_HARMONIC\_AMPLITUDE}$ as a function of $LUWE_{eDR3}$ is shown for astrometric binary candidates with $\text{IPD\_FRAC\_MULTI\_PEAK} \geq 1$. The median $\text{IPD\_GOF\_HARMONIC\_AMPLITUDE}$, as a function of $LUWE_{eDR3}$ is shown as a dotted blue line, and the equivalent without a cut on $\text{IPD\_FRAC\_MULTI\_PEAK}$ is shown as a solid blue line. We also show the same relationships for our spurious candidate systems in red.