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Abstract

A bialgebra is a structure which is simultaneously an algebra and a coalgebra, such that the algebraic and coalgebraic parts are compatible. Bialgebras are usually studied over a commutative ring. In this paper, we apply the defining diagrams of algebras, coalgebras, and bialgebras to categories of semimodules and semimodule homomorphisms over a commutative semiring. We then treat automata as certain representation objects of algebras and formal languages as elements of dual algebras of coalgebras. Using this perspective, we demonstrate many analogies between the two theories. Finally, we show that there is an adjunction between the category of “algebraic” automata and the category of deterministic automata. Using this adjunction, we show that $K$-linear automaton morphisms can be used as the sole rule of inference in a complete proof system for automaton equivalence.

1. Introduction

Automata and formal languages are fundamental objects of study in theoretical computer science. Classically, they have been studied from an algebraic perspective, focusing on transition matrices of automata, algebraic operations defined on formal power series, etc., as in the Kleene-Schützenberger theorem. More recently, automata have been studied from a coalgebraic perspective, focusing on the co-operations of transition and observation, and the coalgebraic notion of bisimulation. See, for example, [15].

In this paper, we treat automata and formal languages from a bialgebraic perspective: one that includes both algebraic and coalgebraic structures, with appropriate interactions between the two. This provides a rich framework to study automata and formal languages; using bialgebras, we can succinctly express operations on automata, operations on languages, maps between automata, language homomorphisms, and the interactions among them. We then show that automata as representation objects of algebras are related to the standard notion of a deterministic automaton via an adjunction.
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A note on terminology: there are two uses of the word “coalgebra” in the literature we reference. In an algebra course, one would define “coalgebra” as a variety containing a counit map and the binary operations of addition and comultiplication; i.e., the formal dual of an algebra (in the “vector space with multiplication” sense). In computer science literature, the word “coalgebra” can refer to arbitrary $F$-coalgebras for a given endofunctor $F$ of $\textbf{Set}$: so-called “universal coalgebra” [16]. Except for Section 9 below, our coalgebras are the more specific “algebra course” kind.

While bialgebras are usually studied over a commutative ring $R$, it is desirable to work over semirings when studying automata and formal languages. Hence we must define a tensor product for semimodules over a semiring; we show that a tensor product with the correct universal property exists when the semiring in question is commutative. Semimodules over a semiring are in general not as well-behaved as vector spaces (neither are modules over a ring). However, free semimodules exist, and have all the useful properties that freeness entails. We remark that we treat input words as elements of free semimodules, and that the standard definition of a weighted automaton employs a free semimodule on a finite set of states.

We then proceed by defining a bialgebra $B$ on the set of all finite words over an alphabet $\Sigma$. The algebraic operation of multiplication describes how to “put words together”; it is essentially concatenation. The coalgebraic operation of comultiplication, a map $B \rightarrow B \otimes B$, describes how to “split words apart”; there are several comultiplications of interest.

Given an algebra $A$, we are interested in the structures on which $A$ acts, i.e., its representation objects. We can encode an automaton as a representation object of an algebra $A$ equipped with a start state and an observation function. These automata compute elements of the dual module of $A$, which we view as formal languages. Automaton morphisms, i.e., linear maps between automata which preserve the language accepted, are shown to be instances of linear intertwiners. Given a coalgebra $C$, the dual module of $C$ also corresponds to a set of languages. A standard result is that a comultiplication on a coalgebra defines a multiplication on the dual module. For appropriate bialgebras, these two views of formal languages interact nicely, and we can use a bialgebra construction to “run two automata in parallel.”

Finally, we show that determinizing an automaton is essentially forgetting the semimodule structure on its states. This idea is made precise with functors between categories of algebraic automata and categories of deterministic automata. Each category has its own advantages: algebraic automata can be combined in useful ways, and can be nondeterministic, while deterministic automata have unique minimizations. An adjunction between these two categories allows us to prove that a proof system for algebraic automata equivalence is complete; the rules of inference are automaton morphisms. This generalizes the proof system treated explicitly in [18] and implicitly in [11] to arbitrary semirings.

Other authors have explored the role of bialgebras in the theory of automata and formal languages. In [8] and [9], Grossman and Larson study the question of
which elements of the dual of a bialgebra can be represented by the action of the bialgebra on a finite object and prove the Myhill-Nerode theorem using notions from the theory of algebras. Our definition of an automaton is a straightforward generalization of theirs. In [4] and [5], Duchamp et al. examine rationality-preserving operations of languages defined using various comultiplications on the algebra of input words, and construct the corresponding automata. They also apply these ideas to problems in combinatorial physics.

This paper is organized as follows. In Section 2, we define algebras, coalgebras, and bialgebras over a commutative ring \( R \). In Section 3, we give the definitions of semirings and semimodules, and recall some useful facts and constructions. Section 4 contains the construction of the tensor product of two semimodules over a commutative semiring. Using this definition, in Section 5 we apply the defining diagrams of algebras, coalgebras, and bialgebras to categories of semimodules and semimodule homomorphisms. We treat automata as representation objects of algebras in Section 6, and then treat languages as elements of the dual algebra of a coalgebra in Section 7. In Section 8, we combine the algebraic and coalgebraic viewpoints, and show how to run automata in parallel if they are representation objects of a bialgebra. We give the adjunction between deterministic automata and algebraic automata in Section 9, and the proof system in Section 10.

2. Algebras, Coalgebras, and Bialgebras

We now define algebras, coalgebras, and bialgebras over a commutative ring \( R \). This material is completely standard; see [14] or [17] (note that Hopf algebras and quantum groups are special cases of bialgebras).

2.1. Algebras

**Definition 2.1.** Let \( R \) be a commutative ring. An \( R \)-algebra \((A, \cdot, \eta)\) is a ring \( A \) together with a ring homomorphism \( \eta : R \rightarrow A \) such that \( \eta(R) \) is contained in the center of \( A \) and \( \eta(1_R) = 1_A \).

**Remark.** The function \( \eta \) is called the *unit map* and defines an action of \( R \) on \( A \) via \( ra = \eta(r)a \), so \( A \) is also an \( R \)-module.

To define an \( R \)-algebra diagrammatically, consider \( A \) as an \( R \)-module. Multiplication in \( A \) is an \( R \)-bilinear map \( A \times A \rightarrow A \), by distributivity and the fact that \( \eta(R) \) is contained in the center of \( A \). By the universal property of the tensor product, multiplication defines a unique \( R \)-linear map \( \mu : A \otimes A \rightarrow A \) (all tensor products in this section are over \( R \)). Associativity of multiplication implies that
The following diagram commutes:

\[
\begin{array}{c}
A \otimes A \\
\downarrow \mu \otimes 1_A \\
A \otimes A \\
\downarrow \mu \\
A.
\end{array}
\]

The properties of the unit map can be expressed by the following commutative diagram (Recall that \( A \otimes R \cong A \cong R \otimes A \)):

\[
\begin{array}{c}
A \\
\eta \otimes 1_A \\
A \otimes A \\
\mu \\
A.
\end{array}
\]

Hence the diagrammatic definition of an \( R \)-algebra is an \( R \)-module \( A \) together with \( R \)-module homomorphisms \( \mu : A \otimes A \rightarrow A \) and \( \eta : R \rightarrow A \) such that the above diagrams commute.

**Example 2.1.** Let \( R \) be a commutative ring and \( P \) be the set of polynomials over noncommuting variables \( x, y \) with coefficients in \( R \). Addition and multiplication of polynomials make \( P \) into a ring. To make \( P \) into an \( R \)-algebra, define \( \eta(r) = p(x,y) = r \) for \( r \in R \).

Structure-preserving maps between algebras are called *algebra maps*.

**Definition 2.2.** Let \( A \) and \( B \) be \( R \)-algebras. An algebra map is an \( R \)-linear map \( f : A \rightarrow B \) such that \( f(a_1a_2) = f(a_1)f(a_2) \) for all \( a_1, a_2 \in A \), and \( f(1_A) = 1_B \). Equivalently, an \( R \)-linear map \( f \) such that the following diagrams commute:

\[
\begin{array}{c}
A \otimes A \\
\downarrow \mu_A \\
A \\
\downarrow f \\
B \\
\downarrow \mu_B \\
B.
\end{array}
\]

Given two \( R \)-algebras \( A \) and \( B \), \( A \otimes B \) becomes an \( R \)-algebra with multiplication

\[
(a \otimes b) \cdot (a' \otimes b') = aa' \otimes bb'.
\]

Diagrammatically, this multiplication can be expressed as a morphism

\[
(A \otimes B) \otimes (A \otimes B) \xrightarrow{\cong} (A \otimes A) \otimes (B \otimes B) \xrightarrow{\mu_A \otimes \mu_B} A \otimes B.
\]

Here \( \sigma : A \otimes B \rightarrow B \otimes A \); \( \sigma(a \otimes b) = (b \otimes a) \) is the usual transposition map. The unit of \( A \otimes B \) is given by

\[
R \xrightarrow{\cong} R \otimes R \xrightarrow{\eta_A \otimes \eta_B} A \otimes B.
\]
2.2. Coalgebras

**Definition 2.3.** Let $R$ be a commutative ring. An $R$-coalgebra $(C, \Delta, \epsilon)$ is an $R$-module $C$ together with an $R$-linear coassociative function $\Delta : C \to C \otimes C$, called *comultiplication*, and an $R$-linear *counit* map $\epsilon : C \to R$, which satisfy the diagrams below.

Coassociativity of $\Delta$ means that the following diagram commutes:

![Diagram of coassociativity]

Diagrammatically, the axioms of the counit map are given by:

![Diagram of counit axioms]

When performing calculations involving comultiplication, we sometimes use the expression $$\Delta(c) = \sum_i c^{(1)} \otimes c^{(2)}$$ to express how $c$ is “split” into elements of $C \otimes C$.

**Example 2.2.** Let $P$ the set of polynomials over noncommuting variables $x, y$ with coefficients in $R$ from Example 2.1. The map $\Delta : P \to P \otimes P$, defined on monomials $w$ by $\Delta(w) = w \otimes w$ and extended linearly to all of $P$, is coassociative. Defining the counit map $\epsilon : P \to R$ to be evaluation at $(1,1)$ makes $(P, \Delta, \epsilon)$ into an $R$-coalgebra.

Coalgebras also have structure-preserving maps.

**Definition 2.4.** Let $C, D$ be $R$-coalgebras. A *coalgebra map* is an $R$-module homomorphism $g : C \to D$ such that the following diagrams commute:

![Diagram of coalgebra map]

Given $R$-coalgebras $C$ and $D$, there is a natural $R$-coalgebra structure on $C \otimes D$. Comultiplication and counit are defined by

$$C \otimes D \xrightarrow{\Delta_C \otimes \Delta_D} (C \otimes C) \otimes (D \otimes D) \xrightarrow{\otimes} (C \otimes D) \otimes (C \otimes D).$$

$$C \otimes D \xrightarrow{\epsilon_C \otimes \epsilon_D} R \otimes R \cong R.$$
2.3. Bialgebras

**Definition 2.5.** Let $R$ be a commutative ring. An $R$-bialgebra $(B, \mu, \eta, \Delta, \epsilon)$ is an $R$-module $B$ which is a both an $R$-algebra and an $R$-coalgebra, which also satisfies:

\[ \Delta(ab) = \Delta(a)\Delta(b), \quad \Delta(1) = 1 \otimes 1, \quad \epsilon(ab) = \epsilon(a)\epsilon(b), \quad \epsilon(1) = 1. \]

Note that the product $\Delta(a)\Delta(b)$ takes place in the algebra structure on $B \otimes B$. The defining diagrams for a bialgebra are as follows:

\[
\begin{align*}
B \otimes B & \xrightarrow{\mu} B \\
\Delta \circ \Delta & \xrightarrow{\Delta \otimes \Delta} B \otimes B \\
B \otimes B & \xrightarrow{1_B \otimes \sigma \otimes 1_B} B \otimes B \otimes B \otimes B \\
\end{align*}
\]

\[
\begin{align*}
B \otimes B & \xrightarrow{\epsilon \otimes \epsilon} R \otimes R \\
\Delta & \xrightarrow{\eta \otimes \eta} B \otimes B \\
B & \xrightarrow{\epsilon} R \\
\end{align*}
\]

**Remark.** The following are equivalent:

1. $B$ is a bialgebra,
2. $\mu : B \otimes B \to B$ and $\eta : R \to B$ are $R$-coalgebra maps,
3. $\Delta : B \to B \otimes B$ and $\epsilon : B \to R$ are $R$-algebra maps.

Note the “self-duality” of the defining diagrams of a bialgebra: swapping $\Delta$ for $\mu$, $\epsilon$ for $\eta$, and reversing the direction of all arrows yields the same diagrams.

**Example 2.3.** The set of polynomials $P$ with the $R$-algebra structure of Example 2.1 and $R$-coalgebra structure of Example 2.2 is an $R$-bialgebra.

**Example 2.4.** More generally, let $M$ be a monoid and $R$ a commutative ring. Let $R(M)$ be the free $R$-module on $M$. Define multiplication in $R(M)$ by extending multiplication in $M$ linearly. Then $R(M)$ is an $R$-algebra with unit map $\eta(r) = r1_M$. There is an $R$-coalgebra structure on $R(M)$; define

\[ \Delta(m) = m \otimes m, \quad \epsilon(m) = 1 \]

for $m \in M$ and extend linearly to $R(M)$. A straightforward calculation shows that $R(M)$ is an $R$-bialgebra.

Finally, we give the definition of a bialgebra map.

**Definition 2.6.** Let $B, B'$ be bialgebras. An $R$-linear map $f : B \to B'$ is a bialgebra map if $f$ is both an algebra map and a coalgebra map.
3. Semirings and Semimodules

When studying automata and formal languages, it is natural to work over semirings, which are “rings without subtraction”.

**Definition 3.1.** A semiring is a structure \((K, +, \cdot, 0, 1)\) such that \((K, +, 0)\) is a commutative monoid, \((K, \cdot, 1)\) is a monoid, and the following laws hold:

\[
\begin{align*}
j(k + l) &= jk + jl \\
(k + l)j &= kj + lj \\
0k &= k0 = 0
\end{align*}
\]

for all \(j, k, l \in K\). If \((K, \cdot, 1)\) is a commutative monoid, then \(K\) is said to be a commutative semiring. If \((K, +, 0)\) is an idempotent monoid, then \(K\) is said to be an idempotent semiring.

The representation objects of semirings are known as semimodules.

**Definition 3.2.** Let \(K\) be a semiring. A left \(K\)-semimodule is a commutative monoid \((M, +, 0)\) along with a left action of \(K\) on \(M\). The action satisfies the following axioms:

\[
\begin{align*}
(j + k)m &= jm + km \\
j(m + n) &= jm + jn \\
(jk)m &= j(km) \\
1_Km &= m \\
k0_M &= 0_M = 0_Km
\end{align*}
\]

for all \(j, k \in K\) and \(m, n \in M\). If addition in \(M\) is idempotent, \(M\) is said to be an idempotent left \(K\)-semimodule.

Right \(K\)-semimodules are defined analogously; in the sequel we give only “one side” of a definition. If \(K\) is commutative, then every left \(K\)-semimodule can be regarded as a right \(K\)-semimodule, and vice versa. In this case, we omit the words “left” and “right”.

**Example 3.1.** Let \(K\) be a semiring and \(m, n\) be positive integers. The set of \(m \times n\) matrices over \(K\) is a left \(K\)-semimodule, and the set of \(m \times m\) matrices over \(K\) is a semiring, using the standard definitions of matrix addition, multiplication, and left scalar multiplication.

Semimodules can be combined using the operations of direct sum and direct product.

**Definition 3.3.** Let \(K\) be a semiring and \(\{M_i | i \in I\}\) be a collection of left \(K\)-semimodules for some index set \(I\). Let \(M\) be the cartesian product of the underlying sets of the \(M_i\)’s. The direct product of the \(M_i\)’s, denoted \(\prod M_i\), is the set \(M\) endowed with pointwise addition and scalar multiplication. The direct sum of the \(M_i\)’s, denoted \(\bigoplus M_i\), is the subsemimodule of \(\prod M_i\) in which all but finitely many of the coordinates are 0.
Remark. As usual, direct products and direct sums coincide when $I$ is finite.

Homomorphisms, congruence relations, and factor semimodules are all defined standardly.

Definition 3.4. Let $K$ be a semiring and $M, N$ be left $K$-semimodules. A function $\phi: M \to N$ is a left $K$-semimodule homomorphism if

$$
\phi(m + m') = \phi(m) + \phi(m') \text{ for all } m, m' \in M \\
\phi(km) = k\phi(m) \text{ for all } m \in M, k \in K.
$$

Such $\phi$ are also called $K$-linear maps.

Definition 3.5. For a given semiring $K$, let $K\text{-Mod}$ be the category of left $K$-semimodules and $K$-linear maps.

Definition 3.6. Let $K$ be a semiring, $M$ a left $K$-semimodule, and $\equiv$ an equivalence relation on $M$. Then $\equiv$ is a congruence relation if and only if

$$
m \equiv m' \text{ and } n \equiv n' \text{ implies } m + n \equiv m' + n' \\
m \equiv m' \text{ implies } km \equiv km'
$$

for all $k \in K, m, m', n, n' \in M$.

Definition 3.7. Let $K$ be a semiring, $M$ a left $K$-semimodule, and $\equiv$ a congruence relation on $M$. For each $m \in M$, let $[m]$ be the equivalence class of $m$ with respect to $\equiv$. Let $M/\equiv$ be the set of all such equivalence classes. Then $M/\equiv$ is a left $K$-semimodule with the following operations:

$$
[m] + [n] = [m + n] \\
k[m] = [km]
$$

for all $m, n \in M, k \in K$. This semimodule is known as the factor semimodule of $M$ by $\equiv$.

Definition 3.8. Let $K$ be a semiring and $X$ a nonempty set. The free left $K$-semimodule on $X$ is the set of all finite formal sums of the form

$$
k_1x_1 + k_2x_2 + \cdots + k_nx_n
$$

with $k_i \in K$ and $x_i \in X$, i.e., the set of all $f \in K^X$ with finite support. Addition and the action of $K$ are defined pointwise.

Equivalently, one can define a left $K$-semimodule $M$ to be free if and only if $M$ has a basis $\{x_i\}$.
Definition 3.9. Let $M$ be a left $K$-semimodule and $X$ a nonempty subset of $M$. Then there is a $K$-linear map $\phi$ from the left $K$-semimodule of all functions $f \in K^X$ with finite support to $M$ given by

$$\phi(f) = \sum_{x \in X} f(x)x.$$ 

If $\phi$ is surjective, then $X$ is said to be a set of generators of $M$. If $\phi$ is injective, then $X$ is said to be linearly independent. If $\phi$ is a bijection, then $X$ is said to be a basis of $M$.

Remark. If $M$ is a left $K$-semimodule with a basis of size $m \in \mathbb{N}$, and $N$ is a left $K$-semimodule with a basis of size $n \in \mathbb{N}$, then a $K$-linear map from $M$ to $N$ can be represented by an $n \times m$ matrix over $K$.

In the sequel, we use elementary facts about factor semimodules, free semimodules, congruence relations, and homomorphisms without comment. See [7] for proofs.

Definition 3.10. Let $K$ be a commutative semiring and $M$ a $K$-semimodule. The set of all $K$-linear maps $M \to K$ is denoted $\text{Hom}(M,K)$.

Remark. In the sequel, the notation $\text{Hom}(X,Y)$ always refers to the set of $K$-linear maps between $X$ and $Y$, considered as $K$-semimodules, even if $X$ and $Y$ have additional structure.

We end this section with two useful lemmas concerning dual semimodules. The proofs are simple generalizations of the standard proofs for the case when $K$ is a ring.

Lemma 3.1. Let $K$ be a commutative semiring and $M$ a $K$-semimodule. The set $\text{Hom}(M,K)$ can be endowed with a $K$-semimodule structure.

Proof. $\text{Hom}(M,K)$ is a commutative monoid under pointwise addition. Let $f \in \text{Hom}(M,K)$. The action of $K$ on $\text{Hom}(M,K)$, denoted $\cdot$, is defined by $k \cdot (f(m)) = kf(m)$. Commutativity of $K$ is needed to show that the resulting functions are $K$-linear. Since $f$ is $K$-linear, $k \cdot f(k'x) = k \cdot k'f(x) = kk'f(x)$. In order for $k \cdot f$ to be $K$-linear, we must have $k \cdot f(k'x) = k'k \cdot f(x) = k'kf(x)$. This means the equation $kk'f(x) = k'kf(x)$ must hold, which is the case if $K$ is commutative.

Lemma 3.2. Let $K$ be a commutative semiring, $X$ be a finite nonempty set, and $F$ the free $K$-semimodule on $X$. Then $\text{Hom}(F,K)$ is also a free $K$-semimodule on a set of size $|X|$.

Proof. Let $x_1, x_2, \ldots, x_n$ be a basis of $F$ and $f_i \in \text{Hom}(F,K)$ be such that $f_i(x_j) = 1$ if $i = j$ and 0 otherwise. We claim that the $f_i$’s are a basis of
Hom(F, K). Let \( g \in \text{Hom}(F, K) \) and \( a_i = g(x_i) \). The \( f_i \)'s form a generating set because
\[
g(k_1 x_1 + k_2 x_2 + \cdots + k_n x_n) = k_1 g(x_1) + k_2 g(x_2) + \cdots + k_n g(x_n),
\]
and so \( g = a_1 f_1 + a_2 f_2 + \cdots + a_n f_n \). Moreover, the \( f_i \)'s are linearly independent; if
\[
j_1 f_1 + j_2 f_2 + \cdots + j_n f_n = j'_1 f_1 + j'_2 f_2 + \cdots + j'_n f_n,
\]
then evaluating each side on \( x_i \) yields \( j_i = j'_i \).

4. Tensor Products over Commutative Semirings

We wish to apply the defining diagrams of algebras, coalgebras, and bialgebras to categories of \( K \)-semimodules and \( K \)-linear maps. To do this, we need a notion of the tensor product of \( K \)-semimodules. Unfortunately, the literature contains multiple inequivalent definitions of the tensor product of \( K \)-semimodules: the tensor product as defined in [7] is not the same as the tensor product defined in [13] or [10]. In fact, the tensor product defined in [7] is the trivial \( K \)-semimodule when applied to idempotent \( K \)-semimodules.

We proceed by assuming that \( K \) is commutative and mimicking the construction of the tensor product of modules over a commutative ring in [12]. This is essentially the construction used in [13] and [10]. The point is to work in the appropriate category and construct an object with the appropriate universal property.

We recall the universal property of the tensor product over a commutative ring \( R \). Let \( M_1, M_2, \ldots, M_n \) be \( R \)-modules. Let \( \mathcal{C} \) be the category whose objects are \( n \)-multilinear maps
\[
f : M_1 \times M_2 \times \cdots \times M_n \to F
\]
where \( F \) ranges over all \( R \)-modules. To define the morphisms of \( \mathcal{C} \), let
\[
f : M_1 \times M_2 \times \cdots \times M_n \to F \quad \text{and} \quad g : M_1 \times M_2 \times \cdots \times M_n \to G
\]
be objects of \( \mathcal{C} \). A morphism \( f \to g \) is an \( R \)-linear map \( h : F \to G \) such that \( h \circ f = g \). A tensor product of \( M_1, M_2, \ldots, M_n \), denoted \( M_1 \otimes_R M_2 \otimes_R \cdots \otimes_R M_n \), is an initial object in this category. When it is clear from context, we omit the subscript on the \( \otimes \) symbol. By a standard argument, the tensor product is unique up to isomorphism.

We now construct the tensor product of semimodules over a commutative semiring. Let \( K \) be a commutative semiring and \( M_1, M_2, \ldots, M_n \) be \( K \)-semimodules. Let \( T \) be the free \( K \)-semimodule on the (underlying) set \( M_1 \times M_2 \times \cdots \times M_n \). Let \( \equiv \) be the congruence relation on \( T \) generated by the equivalences
\[
(m_1, \ldots, m_i + m'_i, \ldots, m_n) \equiv (m_1, \ldots, m_i, \ldots, m_n) + T (m_1, \ldots, m'_i, \ldots, m_n)
\]
\[(m_1, \ldots, km_i, \ldots, m_n) \equiv k(m_1, \ldots, m_i, \ldots, m_n)\]

for all \(k \in K, m_i, m_i' \in M_i, 1 \leq i \leq n.\)

Let \(i : M_1 \times M_2 \times \cdots \times M_n \to T\) be the canonical injection of \(M_1 \times M_2 \times \cdots \times M_n\) into \(T.\) Let \(\phi\) be the composition of \(i\) and the quotient map \(q : T \to T/\equiv.\)

**Lemma 4.1.** The map \(\phi\) is multilinear and is a tensor product of \(M_1, M_2, \ldots, M_n.\)

**Proof.** Multilinearity of \(\phi\) is obvious from its definition. Let \(G\) be a \(K\)-semimodule and \(g : M_1 \times M_2 \times \cdots \times M_n \to G\)

be a \(K\)-multilinear map. By freeness of \(T,\) there is an induced \(K\)-linear map \(\gamma : T \to G\) such that the following diagram commutes:

\[
\begin{array}{ccc}
T & \xrightarrow{i} & M_1 \times M_2 \times \cdots \times M_n \\
\downarrow & & \downarrow \gamma \\
G & \xleftarrow{g} & 
\end{array}
\]

The homomorphism \(\gamma\) defines a congruence relation, denoted \(\equiv_{\gamma},\) on \(T\) via

\[t \equiv_{\gamma} t'\text{ if and only if } \gamma(t) = \gamma(t')\]

for all \(t, t' \in T.\) Since \(g\) is \(K\)-multilinear, we have \(\equiv \subseteq \equiv_{\gamma},\) where \(\equiv\) is the congruence relation used in the definition of the tensor product. Therefore \(\gamma\) can be factored through \(T/\equiv,\) and there is a \(K\)-linear map

\[g_* : T/\equiv \to G\]

making the following diagram commute:

\[
\begin{array}{ccc}
T/\equiv & \xrightarrow{\phi} & M_1 \times M_2 \times \cdots \times M_n \\
\downarrow & & \downarrow g_* \\
G & \xleftarrow{g} & 
\end{array}
\]

The image of \(\phi\) generates \(T/\equiv,\) so \(g_*\) is uniquely determined.

For \(x_i \in M_i,\) we denote \(\phi(x_1, x_2, \ldots, x_n)\) by \(x_1 \otimes x_2 \otimes \cdots \otimes x_n.\) Tensor products enjoy many useful properties.
Lemma 4.2. Let $K$ be a commutative semiring and $N, M_1, M_2, ..., M_n$ be $K$-semimodules. Then:

1. There is a unique isomorphism

$$(M_1 \otimes M_2) \otimes M_3 \rightarrow M_1 \otimes (M_2 \otimes M_3)$$

such that $(m_1 \otimes m_2) \otimes m_3 \mapsto m_1 \otimes (m_2 \otimes m_3)$ for all $m_i \in M_i$.

2. There is a unique isomorphism $M_1 \otimes M_2 \rightarrow M_2 \otimes M_1$ such that

$m_1 \otimes m_2 \mapsto m_2 \otimes m_1$ for all $m_i \in M_i$.

3. $K \otimes M_1 \cong M_1$

4. Let $\phi : M_1 \rightarrow M_3$ and $\psi : M_2 \rightarrow M_4$ be $K$-linear maps. There is a unique

$K$-linear map $\phi \otimes \psi : M_1 \otimes M_2 \rightarrow M_3 \otimes M_4$ such that

$(\phi \otimes \psi)(m_1 \otimes m_3) = \phi(m_1) \otimes \psi(m_3)$ for all $m_1 \in M_1, m_2 \in M_2$.

5. $N \otimes \bigoplus I \cong M_i \otimes T \otimes M_i$ for any index set $I$.

6. Let $M, N$ be free $K$-semimodules, with bases $\{m_i\}_{i \in I}$ and $\{n_j\}_{j \in J}$, respectively. Then $M \otimes N$ is a free $K$-semimodule with basis $\{m_i \otimes n_j\}$.

PROOF. In [12], these properties are proven for tensor products over commutative rings. The proofs rely on the universal property of the tensor product and are also valid in this case.

5. $K$-algebras, $K$-coalgebras, and $K$-bialgebras

Let $K$ be a commutative semiring. We define $K$-algebras, $K$-coalgebras, $K$-bialgebras, and their respective maps by applying the relevant diagrams from Section 2 to the category of $K$-semimodules and $K$-linear maps. To avoid clumsy terminology, we do not use the terms “semi-algebra”, “semi-coalgebra”, or “semi-bialgebra”.

Example 5.1. Let $\Sigma = \{x, y\}$ be a set of noncommuting variables. Let $P$ be the set of polynomials over $\Sigma$ with coefficients from the two-element idempotent semiring $K$. Multiplication of polynomials is readily seen to be a $K$-bilinear function $P \times P \rightarrow P$, and therefore corresponds to a $K$-linear map $P \otimes_K P \rightarrow P$. Moreover, this map satisfies the associativity diagram. The underlying $K$-semimodule of $P$ is the free $K$-semimodule on the set of all words $w$ over $\{x, y\}$, so $P \otimes P$ is the free $K$-semimodule with basis $\{w \otimes w'\}$ by Lemma 4.2.6. The $K$-linear map $\eta : K \rightarrow P$ such that $\eta(k) \mapsto \lambda x.y.k$ satisfies the defining diagram of the unit map, and so $P$ together with these maps forms a $K$-algebra.

The $K$-linear map $\Delta$ defined on monomials as $\Delta(w) = w \otimes w$ and extended linearly to all of $P$ is easily seen to be coassociative. Defining $\epsilon(p(x, y)) = p(1, 1)$ makes $P$ into a $K$-coalgebra. Furthermore, these maps satisfy the compatibility condition of a $K$-bialgebra, so $P$ is a $K$-bialgebra.

We refer to constructions involving $P$ as “the classical case” throughout the sequel.
Example 5.2. Given any set $X$ and commutative semiring $K$, it follows from general considerations that there is a free $K$-algebra on $X$, which we denote $KX^*$, and furthermore that there is an adjunction between the category of $K$-algebras and $K$-algebra maps and Set.

One can associate two $K$-algebras to any $K$-semimodule $M$.

Lemma 5.1. Let $M$ be a $K$-semimodule over a commutative semiring $K$. The set of left endomorphisms of $M$, denoted $\text{End}^l(M)$, is the set of all $K$-linear maps $M \to M$ endowed with the following operations. Addition and scalar multiplication are defined pointwise. Let $f, g$ be $K$-linear maps $M \to M$. Define

$$fg(a) = f(g(a)).$$

Similarly, let $\text{End}^r(M)$ be the set of all $K$-linear maps $M \to M$ endowed with pointwise addition and scalar multiplication, and define multiplication by

$$(a)f g = ((a)f)g.$$

Then $\text{End}^l(M)$ and $\text{End}^r(M)$ are $K$-algebras.

Proof. Calculation.

Remark. The distinction between $\text{End}^l(M)$ and $\text{End}^r(M)$ allows us to define automata which read input words from right to left, and automata which read input words from left to right.

6. $K$-algebras and Automata

In Example 5.1, we defined a $K$-algebra on the set of polynomials over the noncommuting variables $\{x, y\}$. We can also think of elements of this algebra as finite sums of words over the alphabet $\{x, y\}$. In this section, we generalize this idea and use the actions of $K$-algebras on $K$-semimodules to define transitions of automata, and list several analogs between algebraic constructions and constructions on automata.

Definition 6.1. Let $A$ be a $K$-algebra and $M$ be a $K$-semimodule. A left action of $A$ on $M$ is a $K$-linear map $A \otimes M \to M$, denoted $\triangleright$, satisfying

$$(aa') \triangleright m = a \triangleright (a' \triangleright m)$$

$$1 \triangleright m = m$$

for all $a, a' \in A, m \in M$.

Right actions are defined analogously as $K$-linear maps $\triangleleft : M \otimes A \to M$. To define an automaton, we also need a start state and an observation function.

Definition 6.2. A left $K$-linear automaton $\mathcal{A} = (M, A, s, \triangleright, \Omega)$ consists of the following:
1. A \( K \)-algebra \( A \), a \( K \)-semimodule \( M \), and a left action \( \triangleright \) of \( A \) on \( M \),
2. An element \( s \in M \), called the start vector,
3. A \( K \)-linear map \( \Omega : M \to K \), called the observation function.

Remark. Equivalently, we could have defined a \( K \)-linear start function

\[ \alpha : K \to M \]

and set \( s = \alpha(1) \). This is useful in Section 9 below, but can add unnecessary symbols to proofs. We use both variants, depending on the situation.

Automata are “pointed observable representation objects” of a \( K \)-algebra \( A \). Right automata are defined similarly using a right action \( \triangleleft \). In the sequel, we give only “one side” of a theorem or definition involving automata; the other follows mutatis mutandis. Intuitively, right automata read inputs from left to right, and left automata read inputs from right to left (see Example 6.2 below).

Example 6.1. Consider the following classical automaton:

We provide a translation of this automaton into the framework of \( K \)-algebra representations.

Let \( K \) be the two-element idempotent semiring. Let \( M \) be the free \( K \)-semimodule on the set \( \{s_1, s_2\} \), and let \( P \) be defined as in Example 5.1. Define a right action of the generators of \( P \) (as a \( K \)-algebra) on \( M \) as follows:

\[
\begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \triangleleft x = \begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \begin{bmatrix}
  1 & 1 \\
  0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \triangleleft y = \begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \begin{bmatrix}
  0 & 0 \\
  1 & 0 \\
\end{bmatrix}
\]

and extend algebraically to an action of \( P \) on \( M \). The start vector is

\[
\begin{bmatrix}
  1 \\
  0 \\
\end{bmatrix}
\]

and the observation function is

\[
\Omega \left( \begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \right) = \begin{bmatrix}
  k_1 & k_2 \\
\end{bmatrix} \begin{bmatrix}
  0 \\
  1 \\
\end{bmatrix}.
\]

Automata determine elements of \( \text{Hom}(A, K) \), as in [8].

Definition 6.3. Let \( A = (M, A, s, \triangleright, \Omega) \) be a left \( K \)-linear automaton. The language accepted by \( A \) is the function \( \rho_A : A \to K \) such that

\[ \rho_A(a) = \Omega(a \triangleright s). \]
Lemma 6.1. The function \( \rho_A \) is an element of \( \text{Hom}(A, K) \).

Proof. Immediate since \( \triangleright \) and \( \Omega \) are \( K \)-linear maps.

Definition 6.4. Let \( A \) and \( B \) be left \( K \)-linear automata. If \( \rho_A = \rho_B \), then \( A \) and \( B \) are said to be equivalent.

Functions between automata which preserve the language accepted are central to the theory of automata; such functions have \( K \)-algebraic analogs.

Definition 6.5. Let \( A = (M, A, s_A, \triangleright_A, \Omega_A) \) and \( B = (N, A, s_B, \triangleright_B, \Omega_B) \) be left \( K \)-linear automata. An \( K \)-linear automaton morphism from \( A \) to \( B \) is a map \( \phi : M \to N \) such that

\[
\begin{align*}
\phi(s_A) &= s_B \quad (1) \\
\phi(a \triangleright_A m) &= a \triangleright_B \phi(m) \quad (2) \\
\Omega_A(m) &= \Omega_B(\phi(m)) \quad (3)
\end{align*}
\]

for all \( m \in M \) and \( a \in A \).

Remark. Let \( V \) and \( W \) be \( R \)-modules. In the theory of \( R \)-algebras, an \( R \)-linear map \( f : V \to W \) which satisfies (2) is known as a linear intertwiner.

Remark. In the theory of automata, functions formally similar to automaton morphisms have been called linear sequential morphisms \([1]\), relational simulations \([2]\), boolean bisimulations \([6]\), and disimulations \([18]\). Disimulations are based on the bisimulation lemma of Kleene algebra \([11]\).

The following theorem, or a minor variant, is proven in most of the references mentioned in the above remark.

Theorem 6.1. Let \( A = (M, A, s_A, \triangleright_A, \Omega_A) \) and \( B = (N, A, s_B, \triangleright_B, \Omega_B) \) be left \( K \)-linear automata, and let \( \phi : A \to B \) be a \( K \)-linear automaton morphism. Then \( A \) and \( B \) are equivalent.

Proof. For any \( a \in A \),

\[
\begin{align*}
\Omega_A(a \triangleright_A s_A) &= \Omega_B(\phi(a \triangleright_A s_A)) \\
&= \Omega_B(a \triangleright_B \phi(s_A)) \\
&= \Omega_B(a \triangleright_B s_B).
\end{align*}
\]

A simple calculation proves the following lemma.

Lemma 6.2. Let \( A, B, C \) be left \( K \)-linear automata and \( \phi : A \to B \), \( \phi' : B \to C \) be automaton morphisms. Then \( \phi' \circ \phi : A \to C \) is an automaton morphism.

Furthermore, for a left \( K \)-linear automaton \( A \), the identity map of the underlying \( K \)-semimodule of \( A \) is an automaton morphism. We therefore have the following.
**Lemma 6.3.** For a given commutative semiring $K$, the collection of $K$-linear automata and automaton morphisms forms a category.

Let $A$ be a $K$-algebra. Elements of $\text{Hom}(A,K)$ can be added and scaled by $K$, since $\text{Hom}(A,K)$ is a $K$-semimodule by Lemma 3.1. Given automata $A$ and $B$, there is an automaton accepting $\rho_A + \rho_B$, and given $k \in K$, there is an automaton accepting $k\rho_A$.

**Definition 6.6.** Let $A = (M, A, s_A, \vartriangleright_A, \Omega_A)$ and $B = (N, A, s_B, \vartriangleright_B, \Omega_B)$ be left $K$-linear automata. The *direct sum* of $A$ and $B$ is the left $K$-linear automaton $A \oplus B = (M \oplus N, A, (s_A, s_B), \vartriangleright_{A \oplus B}, \Omega_A \oplus \Omega_B)$, where

$$\vartriangleright_{A \oplus B} : A \otimes (M \oplus N) \to M \oplus N,$$

$$\vartriangleright_{A \oplus B}(a \otimes (m, n)) = ((a \vartriangleright_A m), (a \vartriangleright_B n))$$

and

$$\Omega_{A \oplus B} : M \oplus N \to K,$$

$$\Omega_{A \oplus B}(m, n) = \Omega_A(m) + \Omega_B(n).$$

The verification that $\vartriangleright_{A \oplus B}$ is an action of $A$ on $M \oplus N$ is straightforward.

**Theorem 6.2.** Let $A = (M, A, s_A, \vartriangleright_A, \Omega_A)$ and $B = (N, A, s_B, \vartriangleright_B, \Omega_B)$ be left $K$-linear automata. Then $\rho_{A \oplus B}(a) = \rho_A(a) + \rho_B(a)$ for all $a \in A$.

**Proof.** For any $a \in A$,

$$\rho_{A \oplus B}(a) = \Omega_{A \oplus B}(a \vartriangleright_{A \oplus B} (s_A, s_B))$$

$$= \Omega_{A \oplus B}(a \vartriangleright_A s_A, a \vartriangleright_B s_B)$$

$$= \Omega_A(a \vartriangleright_A (s_A)) + \Omega_B(a \vartriangleright_B (s_B))$$

$$= \rho_A(a) + \rho_B(a).$$

**Theorem 6.3.** Let $A = (M, A, s, \vartriangleright)$ be a left $K$-linear automaton, and let $k \in K$. Then $k\rho_A = \rho_{A'}$, where $A' = (M, A, ks, \vartriangleright, \Omega)$.

**Proof.** For any $a \in A$, $\rho_{A'}(a) = \Omega(a \vartriangleright ks) = k\Omega(a \vartriangleright s) = k\rho_A$ by linearity.

Algebra maps can be used to translate the input of an automaton.

**Definition 6.7.** Let $A, A'$ be $K$-algebras and $f : A \to A'$ a $K$-algebra map. Suppose $A'$ acts on a $K$-semimodule $M$. Then $A$ also acts on $M$ according to the formula

$$a \vartriangleright m = f(a) \vartriangleright m$$

for $a \in A, m \in M$. This is known as the pullback of the action of $A'$.

Automata theorists will recognize pullbacks as the main ingredient in the proof that regular languages are closed under inverse homomorphisms.

Finally, we provide an example in which we reverse certain $K$-linear automata using dual $K$-semimodules.
Example 6.2. Let \( A = (M, A, s, \triangleleft, \Omega) \) be a right \( K \)-linear automaton, and suppose that \( M \) is a free \( K \)-semimodule on a finite set \( X \) and \( A \) is the free \( K \)-algebra on a finite \( \Sigma \). Then the left \( K \)-linear automaton \( B = (\text{Hom}(M, K), A, \Omega, \triangleright, \alpha^*) \), where 
\[
a \triangleright f(m) = f(m \triangleleft a)
\]
and 
\[
\alpha^*(m) = m \cdot s^T
\]
satisfies 
\[
\rho_A(w) = \rho_B(w_R)
\]
for all \( w \in \Sigma^* \), where \( w_R \) is the reverse of a word \( w \). That \( A \triangleright \text{Hom}(M, K) \) is an action is an application of the standard fact that actions on (semi)modules “change sides” when the modules are dualized. See, for example, [2].

To prove the claim, let \( w = x_1 x_2 \cdots x_n \) with \( x_i \in \Sigma \). For some \( k \in K \), \( \rho_A(w) = k \). Since \( M \) is a free \( K \)-module, the action of each \( x \in \Sigma \) on \( M \) is given by right multiplication by a \( |X| \times |X| \) matrix \( M_x \) over \( K \), and \( \Omega(m) = m \cdot v \) for some \( |X| \times 1 \) matrix \( v \). By definition,
\[
\Omega(s \triangleright x_1 x_2 \cdots x_n) = s \cdot M_{x_1} M_{x_2} \cdots M_{x_n} \cdot v = k.
\]
Taking the transpose of both sides of this equation yields \( \rho_B(w_R) = k^T = k \), with the slight abuse of notation \( v^T = \Omega \). Note that the familiar transpose law from linear algebra, \( (AB)^T = B^T A^T \), is valid for matrices over a commutative semiring.

7. \( K \)-coalgebras and Formal Languages

Let \( C \) be a \( K \)-coalgebra. By Lemma 3.1, \( \text{Hom}(C, K) \) is a \( K \)-semimodule under the operations of pointwise addition and scalar multiplication. It is a standard fact that the coalgebra structure of \( C \) defines an algebra structure on \( \text{Hom}(C, K) \).

Definition 7.1. Let \( (C, \Delta, \epsilon) \) be a \( K \)-coalgebra and \( f, g \in \text{Hom}(C, K) \). The convolution product of \( f \) and \( g \), denoted \( f \ast g \), is the element of \( \text{Hom}(C, K) \) defined by 
\[
f \ast g = \mu_K \circ (f \otimes g) \circ \Delta.
\]
Here \( \mu_K \) denotes multiplication in \( K \).

Lemma 7.1. Let \( (C, \Delta, \epsilon) \) be a \( K \)-coalgebra. There is a \( K \)-algebra structure on \( \text{Hom}(C, K) \) with multiplication given by the convolution product and unit 
\[
\eta : K \to C
\]
\[
\eta(k) = k \epsilon.
\]
In particular, the multiplicative identity is \( \epsilon \).
Proof. The operation $\ast$ is associative because $\Delta$ is coassociative:

\[
f \ast (g \ast h) = \mu_K(f \otimes (\mu_K(g \otimes h))) \circ ((1 \otimes \Delta) \circ \Delta)
\]
\[
(f \ast g) \ast h = \mu_K((\mu_K(f \otimes g)) \otimes h) \circ ((\Delta \otimes 1) \circ \Delta)
\]
and coassociativity of $\Delta$ is exactly $((1 \otimes \Delta) \circ \Delta) = ((\Delta \otimes 1) \circ \Delta)$. The rest of the $K$-algebra requirements follow immediately from the definitions.

The relation between $K$-coalgebras and formal languages is as follows. Let $P$ be as in Example 5.1. Note that an element of $\text{Hom}(P, K)$ is completely determined by its values on monomials, which we view as words over $\{x, y\}$. Thus there is a one-to-one correspondence between subsets of $\{x, y\}^*$ and elements of $\text{Hom}(P, K)$.

Consider the following comultiplications on $P$, defined on monomials and extended linearly:

\[
\Delta_1(w) = w \otimes w
\]
\[
\Delta_2(w) = \sum_{w_1w_2 = w} w_1 \otimes w_2.
\]
Also consider the comultiplication defined as

\[
\Delta_3(x) = 1 \otimes x + x \otimes 1
\]
\[
\Delta_3(y) = 1 \otimes y + y \otimes 1
\]
extended as an algebra map to all of $P$. Moreover, we have two $K$-linear maps given by:

\[
\epsilon_1(p) = p(1, 1)
\]
\[
\epsilon_2(p) = p(0, 0)
\]
for all $p \in P$. Then $(P, \Delta_1, \epsilon_1)$ is a $K$-coalgebra (cf. Example 2.2) as are $(P, \Delta_2, \epsilon_2)$ and $(P, \Delta_3, \epsilon_2)$.

A simple verification shows that the $K$-algebra on $\text{Hom}(P, K)$ determined by the $K$-coalgebra $(P, \Delta_1, \epsilon_1)$ corresponds to language intersection, with the multiplicative identity corresponding to the language denoted by $(x + y)^*$. The $K$-coalgebra $(P, \Delta_2, \epsilon_2)$ corresponds to language concatenation with identity $\{\lambda\}$, where $\lambda$ is the empty word. Finally, the $K$-coalgebra $(P, \Delta_3, \epsilon_2)$ corresponds to the shuffle product of languages, again with identity $\{\lambda\}$ (see [4] and also [14], Proposition 5.1.4). In each case, addition in the $K$-algebra on $\text{Hom}(P, K)$ corresponds to the union of two languages.

We conclude this section with an example calculation. Let $f \in \text{Hom}(P, K)$ correspond to the language denoted by $x^*$, and let $g \in \text{Hom}(P, K)$ correspond to the language denoted by $y^*$. The following shows that $yx \in f \ast g$, where the
comultiplication is $\Delta_3$:

\[
\mu_k \circ f \otimes g \circ \Delta_3(xy) = \mu_k \circ f \otimes g(1 \otimes xy + y \otimes x + x \otimes y + xy \otimes 1)
\]

\[
= \mu_k(f(1) \otimes g(xy) + f(y) \otimes g(x) + f(x) \otimes g(y) + f(xy) \otimes g(1))
\]

\[
= \mu_k(1 \otimes 0 + 0 \otimes 0 + 1 \otimes 1 + 0 \otimes 1)
\]

\[
= 0 + 0 + 1 + 0
\]

\[
= 1.
\]

8. Automata, Languages, and $K$-bialgebras

A $K$-algebra $A$ allows us to define automata which take elements of $A$ as input. These automata compute elements of Hom($A, K$). Moreover, a $K$-coalgebra structure on $A$ defines a multiplication on Hom($A, K$). We now discuss the relation between these products on Hom($A, K$) and automata.

We first treat the case in which $A$ is both a $K$-algebra and a $K$-coalgebra, without assuming that $A$ is a $K$-bialgebra. Let $A = (M, A, s_A, \triangledown_A, \Omega_A)$ and $B = (N, A, s_B, \triangledown_B, \Omega_B)$ be $K$-linear automata. Applying the convolution product to $\rho_A$ and $\rho_B$ yields

\[
\rho_A \ast \rho_B(a) = \mu_K \circ \left( \sum_i \rho_A(a(1) \triangledown s_A) \otimes \rho_B(a(2) \triangledown s_B) \right).
\]

In words, the convolution product determines a formula with comultiplication as a parameter. Different choices of comultiplication yield different products of languages, as discussed in Section 7. When the languages are given by automata, we can use this formula to obtain a succinct expression for the product of the two languages.

Of course, it would be even better if we could get an automaton accepting the product of the two languages. For a $K$-bialgebra, there is an easy way to construct such an automaton, which relies on a construction from the theory of bialgebras.

We emphasize that a bialgebra structure is not necessary for an automaton accepting $\rho_A \ast \rho_B$ to exist. Consider $\Delta_2$ and $\Delta_3$ as defined in Section 7. They agree on $x$ and $y$, which generate $P$ as an algebra, so at most one of them can be an algebra map; $\Delta_3$ is an algebra map by definition. Therefore $\Delta_2$ is not part of a bialgebra, and so we cannot use the construction to get an automaton accepting the concatenation of two languages. Such an automaton exists, of course, but it is not given by this construction.

Suppose $B$ is a $K$-bialgebra. The first step is to define an action of $B$ on $M \otimes N$ from actions $B \triangledown_M M$ and $B \triangledown_N N$ (by an action of $B$ on $M$, we mean an action of the underlying algebra of $B$ on $M$).

**Lemma 8.1.** Let $B$ be a $K$-bialgebra which acts on $K$-semimodules $M$ and $N$. Then $B$ acts on $M \otimes N$ according to the diagram

\[
\begin{array}{ccc}
B \otimes M \otimes N & \xrightarrow{\Delta \otimes 1} & B \otimes B \otimes M \otimes N \\
& \xrightarrow{1 \otimes \sigma \otimes 1} & B \otimes B \otimes B \otimes N \\
& \xrightarrow{\triangledown_M \triangledown_N} & M \otimes N.
\end{array}
\]
Proof. It is easy to see that the action of $B$ on $M \otimes N$ is a $K$-linear map such that $1 \triangleright m \otimes n = m \otimes n$. To see that $ab \triangleright m \otimes n = a \triangleright (b \triangleright m \otimes n)$, note that the equational definition of the action is

$$b \triangleright_{M \otimes N} (m \otimes n) = \sum_i b(1) \triangleright_M m \otimes b(2) \triangleright_N n.$$ 

We have

$$ab \triangleright m \otimes n = \sum_i ab(1) \triangleright_M m \otimes ab(2) \triangleright_N n$$

$$= \sum_i a(1)b(1) \triangleright_M m \otimes a(2)b(2) \triangleright_N n$$

$$= a \triangleright (b \triangleright m \otimes n).$$

Definition 8.1. Let $A = (M, B, s_A, \triangleright_A, \Omega_A)$ and $B = (N, B, s_B, \triangleright_B, \Omega_B)$ be left $K$-linear automata. The tensor product of $A$ and $B$, denoted $A \otimes B$, is the automaton $(M \otimes N, B, s_A \otimes s_B, \triangleright_{M \otimes N}, \Omega_A \otimes \Omega_B)$.

Remark. Note that since $K \otimes K \cong K$, $\Omega_M \otimes \Omega_N : M \otimes N \to K$.

Theorem 8.1. Let $A = (M, B, s_A, \triangleright_A, \Omega_A)$ and $B = (N, B, s_B, \triangleright_B, \Omega_B)$ be left $K$-linear automata. Then $\rho_{A \otimes B} = \rho_A * \rho_B$.

Proof. For any $b \in B$,

$$\rho_{A \otimes B}(b) = \Omega_{A \otimes B}(b \triangleright_{A \otimes B} (s_A \otimes s_B))$$

$$= \Omega_{A \otimes B}(\sum_i b(1) \triangleright_A s_A \otimes b(2) \triangleright_B s_B)$$

$$= \sum_i \Omega_A(b(1) \triangleright_A s_A)\Omega_B(b(2) \triangleright_B s_B)$$

$$= \rho_A * \rho_B(b).$$

In the classical case, this corresponds to “running two automata in parallel”.

Example 8.1. Consider the following automata:

They accept the languages denoted by $(xx)^*$ and $(yy)^*$, respectively. We provide the tensor product of the $K$-algebraic encodings of these automata, using the comultiplication $\Delta_3$. We assume that both automata have input algebra $K\{x, y\}$; the action of $y$ on the $K$-semimodule of the first automaton is given by the $2 \times 2$ matrix of 0’s, as is the action of $x$ on the $K$-semimodule of the second.
The $K$-semimodule of the tensor product is the free $K$-semimodule on the set \{ $s_1 \otimes t_1, s_1 \otimes t_2, s_2 \otimes t_1, s_2 \otimes t_2$ \}, by Lemma 4.2.6. The start vector is
\[
\begin{bmatrix}
1 & 0 & 0 & 0
\end{bmatrix},
\]
the right $x,y$ actions are given by
\[
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{bmatrix},
\]
respectively, and the observation function is given by
\[
\begin{bmatrix}
k_1 & k_2 & k_3 & k_4
\end{bmatrix}
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}.
\]

9. $K$-linear Automata and Deterministic Automata

We now define deterministic automata and relate deterministic automata to $K$-linear automata. We treat only right automata; the left automata case is similar.

9.1. Deterministic Automata

Let the symbol $1$ denote a canonical one-element set.

**Definition 9.1.** A right deterministic automaton $D = (S, \Sigma, \alpha, \delta, \Omega, O)$ consists of:

1. A set $S$ of states,
2. An input alphabet $\Sigma,$
3. A start function $\alpha : 1 \to S,$
4. A transition function $\delta : \Sigma \to (S \to S),$
5. A set $O$ of outputs and an output function $\Omega : S \to O.$

We use “rightness” to extend the domain of $\delta$ from $\Sigma$ to $\Sigma^*$. Let $\text{End}^r(S)$ be the monoid consisting of all functions $S \to S$ with composition defined on the right. By freeness of $\Sigma^*$, $\delta$ can be uniquely extended to a monoid homomorphism
\[
\delta_w : \Sigma^* \to \text{End}^r(S).
\]

Using $\delta_w$, we define the language accepted by $D$.

**Definition 9.2.** Let $D$ be a deterministic automaton. The language accepted by $D$ is the function
\[
\rho : \Sigma^* \to O
\]
\[
\rho(w) = \Omega(\delta_w(\alpha(1))).
\]
Of special importance are maps between automata which preserve the language accepted.

**Definition 9.3.** Let $D = (S, \Sigma, \alpha_D, \delta_D, \Omega_D, O)$ and $E = (T, \Sigma, \alpha_E, \delta_E, \Omega_E, O)$ be deterministic automata. A **deterministic automaton morphism** is a map $f : S \to T$ such that the following diagrams commute:

\[
\begin{array}{ccc}
1 \xrightarrow{\alpha_D} S & \xrightarrow{\delta_D} S & \xrightarrow{\Omega_D} O \\
\downarrow{\alpha_E} & \downarrow{\delta_E} & \downarrow{\Omega_E} \\
T & T & T \\
\end{array}
\]

If such a map exists, then $\rho_D(w) = \rho_E(w)$ for all $w \in \Sigma^*$; the proof is essentially the same as the proof of Theorem 6.1. As with $K$-linear automata, deterministic automata and deterministic automaton morphisms form a category.

Given an automaton $D$, we can remove states that don’t contribute to $\rho_D$.

**Definition 9.4.** Let $D = (S, \Sigma, \alpha, \delta, \Omega, O)$ be a deterministic automaton. A state $s \in S$ is **accessible** if there exists a $w \in \Sigma^*$ such that $\delta_w(\alpha(1)) = s$.

**Definition 9.5.** Let $D = (S, \Sigma, \alpha, \delta, \Omega, O)$ be a deterministic automaton. Let $S'$ be the set of accessible states of $D$ and let $i$ be the inclusion $S' \to S$. The **accessible subautomaton** of $D$ is the automaton $D' = (S', \Sigma, \alpha \circ i, \delta \circ i, \Omega \circ i, O)$.

**Lemma 9.1.** Let $D = (S, \Sigma, \alpha, \delta, \Omega, O)$ be a deterministic automaton and let $D'$ be its accessible subautomaton. Then $\rho_D = \rho_{D'}$.

**Proof.** The inclusion $S' \to S$ is a deterministic automaton morphism.

A useful property of deterministic automata is that they can be minimized. This is a consequence of a certain category having a final object; we must first tweak a definition.

**Definition 9.6.** A **deterministic labelled transition system** (dlts) $D = (S, \Sigma, \delta, \Omega, O)$ is a deterministic automaton without a specified start state. A **deterministic labelled transition system morphism** is defined as a deterministic automaton morphism without the condition on the start state.

**Definition 9.7.** Let $D = (S, \Sigma, \delta, \Omega, O)$ be a dlts, and let $s \in S$. The **language accepted** by $s$ is the function $L_s : \Sigma^* \to O$

\[
L_s(w) = \Omega(\delta_w(s)).
\]
Theorem 9.1. Let $\Sigma$ be an alphabet and $O$ be a set of outputs. Let $\mathcal{C}$ be the category of dlts’s with input alphabet $\Sigma$ and output set $O$, and morphisms thereof. Then $F = (S, \Sigma, \delta, \Omega, O)$ is a final object of $\mathcal{C}$, where

1. $S = O^{\Sigma^*}$,
2. $\delta(\psi)(w) = \psi(xw)$ for $\psi \in O^{\Sigma^*}, x \in \Sigma, w \in \Sigma^*$,
3. $\Omega(\psi) = \psi(\lambda)$, for $\psi \in O^{\Sigma^*}$.

Proof. See Section 10 of [16] (also the references contained therein). Given a dlts $D$, the unique morphism $D \to F$ is $s \mapsto L_s$ for $s \in S_D$. In the classical case, $F$ is the dlts with a state for each formal language $L \subseteq \Sigma^*$ and transitions given by Brzozowski derivatives.

Definition 9.8. Let $D = (S, \Sigma, \alpha, \delta, \Omega, O)$ be a deterministic automaton with all states accessible. The minimization of $D$, denoted $M(D)$, is the deterministic automaton obtained by the following procedure:

1. Construct the underlying dlts $D'$ by ignoring the start function $\alpha$.
2. Map $D'$ to $F$ via the unique morphism $f : s \mapsto L_s$.
3. $M(D) = f(D')$ endowed with start state $f(\alpha_D(1))$. The dlts morphism $f$ enriched with start state information is the unique deterministic automaton morphism $D \to M(D)$.

This definition is justified in [15]. The morphism $D \to M(D)$ is, in particular, a function from the state set $S_D$ to the state set $S_{M(D)}$. Any $D, D'$ which accept the same language map to the same $M(D)$ by definition, so $|S_{M(D)}| \leq |S_D|$ (this is true even if the automata involved have infinitely many states).

9.2. $K$-linear Automata to Deterministic Automata

Let $A = (M, A, \alpha, \triangleright, \Omega)$ be a $K$-linear automaton. We wish to construct a deterministic automaton $D$ which is in some sense equivalent to $A$. This is possible using the notion of an adjunction between categories. There are many equivalent definitions of adjunctions used in practice, we recall the one most useful for our purposes.

Definition 9.9. Let $\mathfrak{A}$ and $\mathfrak{D}$ be categories, $F$ a functor from $\mathfrak{D}$ to $\mathfrak{A}$, and $U$ a functor from $\mathfrak{A}$ to $\mathfrak{D}$. An adjunction from $\mathfrak{D}$ to $\mathfrak{A}$ is a bijection $\psi$ which assigns to each arrow $f : F(D) \to A$ of $\mathfrak{A}$ an arrow $\psi f : D \to U(A)$ of $\mathfrak{D}$ such that

$\psi(f \circ Fh) = (\psi f) \circ h$,

$\psi(k \circ f) = Uk \circ (\psi f)$

holds for all $f$ and all arrows $h : D' \to D$ and $k : A \to A'$. Equivalently, for every arrow $g : D \to U(A)$,

$\psi^{-1}(gh) = \psi^{-1}g \circ (Fh)$,

$\psi^{-1}(Uk \circ g) = k \circ (\psi^{-1}g)$

(omitting unnecessary parentheses).
Example 9.1. Note that we use the notation of this example throughout the sequel. Let \( U' \) be the forgetful functor from \( K\text{-Mod} \) to \( \text{Set} \) and \( F' \) the corresponding free functor. The adjunction \( \theta \) from \( \text{Set} \) to \( K\text{-Mod} \) takes as input a \( K \)-linear map \( \phi : F'(X) \to M \) and returns the set map \( X \to U'(M) \) obtained by restricting \( \phi \) to \( X \).

Our goal is to construct a "determinizing" functor from a category of \( K \)-linear automata to a category of deterministic automata, and a "free \( K \)-linear" functor in the opposite direction, and then to show that these two functors are related by an adjunction. In order for this to work nicely, we make the following assumptions.

1. The input \( K \)-algebra of the \( K \)-linear automata is the free \( K \)-algebra on a finite set \( \Sigma \).
2. The input alphabet of the deterministic automata is \( \Sigma \), and the output set of the deterministic automata is the underlying set of \( K \).

When considering start functions, we treat \( K \) as \( F'(1) \).

Let \( \mathfrak{A} \) be a category of \( K \)-linear automata and \( K \)-linear automaton morphisms, satisfying assumption 1 above, and let \( \mathfrak{D} \) be a category of deterministic automata and deterministic automaton morphisms, satisfying assumption 2. We define a functor \( U \) from \( \mathfrak{A} \) to \( \mathfrak{D} \) which in the classical case corresponds to determinization via the subset construction.

On \( K \)-linear automata, \( U \) behaves as follows. Given a \( K \)-linear automaton \( \mathcal{A} = (M, K\Sigma^*, \alpha, \triangleleft, \Omega) \),

\[
U(\mathcal{A}) = (U'(M), \Sigma, \theta(\alpha), \delta, U'(\Omega), U'(K)),
\]

where \( \delta \) is defined as follows. The action \( M \triangleleft K\Sigma^* \) is equivalent to a \( K \)-algebra map \( K\Sigma^* \to \text{End}^r(M) \).

Restricting this action to the generators of \( K\Sigma^* \) yields a map \( t \) from \( \Sigma \) to the right endomorphism monoid of \( M \); define \( \delta(x) = U'(t(x)) \).

We now define \( U \) on arrows of \( \mathfrak{A} \). Let \( \mathcal{A} = (M, K\Sigma^*, \alpha_A, \triangleleft_A, \Omega_A) \) and \( \mathcal{B} = (N, K\Sigma^*, \alpha_B, \triangleleft_B, \Omega_B) \) be \( K \)-linear automata. A \( K \)-linear automaton morphism \( \phi : \mathcal{A} \to \mathcal{B} \) is, in particular, a \( K \)-linear map \( M \to N \). Define \( U(\phi) \) to be the underlying set map \( U'(\phi) \). To show that \( U \) takes morphisms of \( \mathfrak{A} \) to morphisms of \( \mathfrak{D} \), we must show that the commutativity of

\[
\begin{array}{ccc}
F'(1) & \xrightarrow{\alpha_A} & M \\
\mid \downarrow \phi & & \mid \downarrow \phi \\
\alpha_B & & \phi \\
\downarrow & & \downarrow \\
N & \xrightarrow{\triangleleft_B} & M \\
\end{array}
\quad
\begin{array}{ccc}
M & \xrightarrow{\triangleleft_A} & M \\
\mid \downarrow \phi & & \mid \downarrow \phi \\
\Omega_A & & \Omega_B \\
\downarrow & & \downarrow \\
N & \xrightarrow{\triangleleft_B} & N \\
\end{array}
\quad
\begin{array}{ccc}
M & \xrightarrow{\Omega_A} & K \\
\mid \downarrow \phi & & \mid \downarrow \phi \\
\Omega_B & & \Omega_B \\
\downarrow & & \downarrow \\
N & \xrightarrow{\triangleleft_B} & N \\
\end{array}
\]
implies the commutativity of

\[
\begin{array}{ccc}
1 & \xrightarrow{\theta(\alpha_A)} & U'(M) \\
\theta(\alpha_B) & & \downarrow \\
U'(N) & \xrightarrow{\theta(\phi)} & U'(N)
\end{array}
\]

\[
\begin{array}{ccc}
U'(M) & \xrightarrow{\delta} & U'(M) \\
\downarrow & & \downarrow \\
U'(N) & \xrightarrow{\theta(\phi)} & U'(N)
\end{array}
\]

\[
\begin{array}{ccc}
U'(M) & \xrightarrow{U'(\Omega_A)} & U'(M) \\
\downarrow & & \downarrow \\
U'(N) & \xrightarrow{U'(\Omega_B)} & U'(N)
\end{array}
\]

The transition and output diagrams commute because the functor \(U'\) takes commutative diagrams to commutative diagrams. To show that the start function diagram commutes, note that

\[\theta(\phi \circ \alpha_A) = U'(\phi) \circ \theta(\alpha_A)\]

since \(\theta\) is an adjunction. Since \(\alpha_B = \phi \circ \alpha_A\), we have \(\theta(\alpha_B) = U'(\phi) \circ \theta(\alpha_A)\).

**Theorem 9.2.** The function \(U\) is a functor from \(A\) to \(D\).

**Proof.** We have given the action of \(U\) on objects and morphisms of \(A\). It remains to show that

\[U(1_A) = 1_{U(A)},\]

\[U(\phi' \circ \phi) = U(\phi') \circ U(\phi).\]

This is the case because \(U\) is the restriction of the functor \(U'\) to \(K\)-linear maps which are also \(K\)-linear automaton morphisms.

The following theorem follows easily from the definitions.

**Theorem 9.3.** Let \(A\) be a \(K\)-linear automaton. Then \(\theta(\rho_A) = \rho_{U(A)}\).

**Remark.** Depending on \(K\), it is possible for \(U\) to take a \(K\)-linear automaton whose underlying \(K\)-semimodule is the free \(K\)-semimodule on a finite set \(X\) and return a deterministic automaton with infinitely many states. This is not surprising; if the range of the language accepted by a deterministic automaton \(D\) is infinite, then \(D\) must have infinitely many states. Furthermore, even in the classical case, it is well-known that there are nondeterministic automata with \(n\) states such that any equivalent deterministic automaton requires a number of states exponential in \(n\). In other words, a \(K\)-semimodule structure can be a significant asset to computation.

**9.3. Deterministic Automata to \(K\)-linear Automata**

We now define a functor \(F : D \to \mathfrak{A}\). In the classical case, this functor is used implicitly when encoding a deterministic automaton using matrices.

Given a deterministic automaton \(D = (S, \Sigma, \alpha, \delta, \Omega, U'(K))\), the free \(K\)-linear automaton \(F(D)\) is

\[(F'(S), K\Sigma^*, F'(\alpha), \circ, \theta^{-1}(\Omega))\]
where $\triangleleft$ is defined as follows. Apply $F'$ to $\delta(x)$ for each $x \in \Sigma$. This yields a map from $\Sigma$ to $\text{End}'(F'(S))$, which has a unique extension to an algebra map $K\Sigma^* \rightarrow \text{End}'(F'(S))$.

Let $D = (S, \Sigma, \alpha_D, \delta_D, \Omega_D, U'(K))$ and $E = (T, \Sigma, \alpha_E, \delta_E, \Omega_E, U'(K))$ be deterministic automata, and $f$ a morphism $D \rightarrow E$. Define $F(f) = F'(f)$; we must show that $F'(f) : F'(S) \rightarrow F'(T)$ is a $K$-linear automaton morphism $F(D) \rightarrow F(E)$. Dual to the determining case, it is easy to see that $F'(f)$ behaves well on the transition and input functions. We must show that

$$\theta^{-1}(\Omega_D) = \theta^{-1}(\Omega_E) \circ F'(f).$$

This follows from the equations $\theta^{-1}(\Omega_E \circ f) = \theta^{-1}(\Omega_E) \circ F'(f)$ and $\Omega_E \circ f = \Omega_D$.

**Theorem 9.4.** The function $F$ defined above is a functor from $\mathcal{D}$ to $\mathfrak{A}$.

**Proof.** Similar to the proof of Theorem 9.2.

### 9.4. Adjointness Between Categories of Automata

We now show that the functors $F$ and $U$ defined above are related by an adjunction. Let $D = (S, \Sigma, \alpha_D, \delta, \Omega_D, U'(K))$ be a deterministic automaton and $\mathcal{A} = (M, K\Sigma^*, \alpha_A, \delta, \Omega_A)$ a $K$-linear automaton. We must find a bijection

$$\psi : \mathcal{A}(F(D), A) \rightarrow \mathcal{D}(D, U(A))$$

such that the conditions of an adjunction are satisfied. We claim that the desired $\phi$ is a restriction of the adjunction between $K\text{-Mod}$ and $\text{Set}$.

**Lemma 9.2.** Let $D = (S, \Sigma, \alpha_D, \delta, \Omega_D, U'(K))$ be a deterministic automaton, $\mathcal{A} = (M, K\Sigma^*, \alpha_A, \delta, \Omega_A)$ a $K$-linear automaton, and $\phi$ a $K$-linear automaton morphism $F(D) \rightarrow \mathcal{A}$. Then

$$\psi(\phi) = \phi|_{S} : D \rightarrow U(A)$$

is a deterministic automaton morphism $D \rightarrow U(A)$.

**Proof.** By definition of $F$ and $U$, and the fact that $\phi$ is a $K$-linear automaton morphism, the following diagrams commute:

$$\begin{array}{ccc}
F'(1) & \xrightarrow{F'(\alpha_D)} & F'(S) \\
\downarrow \alpha_A & & \downarrow \phi \\
M & \xrightarrow{\phi} & M
\end{array} \quad \begin{array}{ccc}
F'(S) & \xrightarrow{\delta} & F'(S) \\
\downarrow \phi & & \downarrow \phi \\
M & \xrightarrow{\alpha_A} & M
\end{array} \quad \begin{array}{ccc}
F'(S) & \xrightarrow{\theta^{-1}(\Omega_D)} & K \\
\downarrow \phi & & \downarrow \Omega_A \\
M & \xrightarrow{\alpha_A} & M
\end{array}$$

To show that $\psi(f)$ is a deterministic automaton morphism, we must show the commutativity of:

$$\begin{array}{ccc}
1 & \xrightarrow{\alpha_D} & S \\
\downarrow \theta(\alpha_A) & & \downarrow \psi(\phi) \\
U'(M) & & U'(M)
\end{array} \quad \begin{array}{ccc}
S & \xrightarrow{\delta_D} & S \\
\downarrow \psi(\phi) & & \downarrow \psi(\phi) \\
U'(M) & \xrightarrow{\delta} & U'(M)
\end{array} \quad \begin{array}{ccc}
S & \xrightarrow{\Omega_D} & U'(K) \\
\downarrow \psi(\phi) & & \downarrow \psi(\phi) \\
U'(M) & \xrightarrow{U'(\Omega_A)} & U'(M)
\end{array}$$
This can easily be shown by diagram chasing.

Note that $\psi(\phi) = \theta(\phi)$, when $\phi$ is considered as a $K$-linear map.

**Lemma 9.3.** Let $D = (S, \Sigma, \alpha_D, \delta, \Omega_D, U'(K))$ be a deterministic automaton, $A = (M, K\Sigma^*, \alpha_A, \cdot, \Omega_A)$ a $K$-linear automaton, and $f$ a deterministic automaton morphism $D \to U(A)$. Then

$$\psi^{-1}(f) = F(D) \to A,$$

the $K$-linear extension of $f$, is a $K$-linear automaton morphism $F(D) \to A$.

**Proof.** Let $\phi = \psi^{-1}(f)$. As in the proof of Lemma 9.2; it is easy to see that the commutativity of

![Diagram](image)

implies the commutativity of

![Diagram](image)

**Theorem 9.5.** The function $\psi$ is an adjunction from $D$ to $\mathfrak{A}$.

**Proof.** Lemmas 9.2 and 9.3 imply that $\psi$ is a bijection between $\mathfrak{A}(F(D), A)$ and $D(D, U(A))$. Furthermore, $\psi$ is the restriction of the adjunction between $K$-$\textbf{Mod}$ and $\textbf{Set}$ to $K$-linear maps which are also automaton morphisms. For all arrows $k : A \to A'$ in $\mathfrak{A}$ and $h : D' \to D$ in $D$, we have $Uk = U'k$ and $Fh = F'h$. Therefore

$$\psi(\phi \circ Fh) = \psi \phi \circ h,$$

$$\psi(k \circ \phi) = Uk \circ \psi \phi$$

for all arrows $\phi : F(D) \to A$.

10. Automaton Morphisms as Equivalence Proofs

By Theorem 6.1, $K$-linear automaton morphisms preserve the language accepted by an automaton. This can be thought of as a soundness proof for a proof system for $K$-linear automaton equivalence in which a proof consists of a sequence of $K$-linear automata and morphisms between them. We now show that given any two equivalent $K$-linear automata $A$ and $B$, we can find a sequence of $K$-linear automata and morphisms from $A$ to $B$; i.e., that the aforementioned proof system is complete.
**Theorem 10.1.** Let $\mathcal{A}$ be a $K$-linear automaton. We have the following sequence of $K$-linear automata and morphisms:

$$
\mathcal{A} \xleftarrow{\epsilon} F(U(A)) \xrightarrow{F(i)} F(U(A)') \xrightarrow{F(m)} F(M(U(A)'))
$$

**Proof.** The morphism from $F(U(A))$ is the counit of the adjunction $\psi$ between $\mathfrak{A}$ and $\mathcal{D}$. The deterministic automaton $U(A)'$ is the accessible subautomaton of $U(A)$ and $i$ is the inclusion of $U(A)'$ into $U(A)$. The deterministic automaton morphism $m$ is the morphism from $U(A)'$ to $M(U(A)')$, the minimization of $U(A)'$.

**Remark.** The above sequence can be shortened since $\epsilon \circ F(i)$ is a morphism from $F(U(A)')$ to $\mathcal{A}$.

**Corollary 1.** Let $A$ and $B$ be equivalent right $K$-linear automata. There is a sequence of $K$-linear automata and morphisms which witness the equivalence.

**Proof.** By Theorem 9.3, $U(A)$ and $U(B)$ are equivalent deterministic automata, and therefore have the same minimization. Applying Theorem 10.1 to $A$ and $B$ yields sequences with the same endpoint; paste them together.

**Remark.** Theorem 10.1 also holds for $K$-linear automata over arbitrary semirings, with some slight modifications. In this case, we do not have an algebra $K\Sigma^*$, but we can adjust the definition of a $K$-linear automaton to compute a map $\Sigma^* \rightarrow K$.

If the above sequence can be represented finitely, then one can ask questions about the complexity of the proof system. In [18], it is shown that such a sequence can be produced by a $PSPACE$ transducer for classical finite nondeterministic automata. The morphisms can be represented by $|\Sigma|$ many matrices; if the linear intertwining condition holds for the generators of the algebra, it holds for the entire $K$-algebra.
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