Abstract:
Drell–Yan-like W-boson and Z-boson production in the resonance region allows for high-precision measurements that are crucial to carry experimental tests of the Standard Model to the extremes, such as the determination of the W-boson mass and the effective weak mixing angle. In this article, we establish a framework for the calculation of the mixed QCD–electroweak $\mathcal{O}(\alpha_s\alpha)$ corrections to Drell–Yan processes in the resonance region, which are one of the main remaining theoretical uncertainties. We describe how the Standard Model prediction can be successfully performed in terms of a consistent expansion about the resonance poles, which classifies the corrections in terms of factorizable and non-factorizable contributions. The former can be attributed to the W/Z production and decay subprocesses individually, while the latter link production and decay by soft-photon exchange. At next-to-leading order we compare the full electroweak corrections with the pole-expanded approximations, confirming the validity of the approximation. At $\mathcal{O}(\alpha_s\alpha)$, we describe the concept of the expansion and explicitly give results on the non-factorizable contributions, which turn out to be phenomenologically negligible. Our results, thus, demonstrate that for phenomenological purposes the $\mathcal{O}(\alpha_s\alpha)$ corrections can be factorized into terms associated with initial-state and/or final-state corrections. Moreover, we argue that the factorization properties of the non-factorizable corrections at $\mathcal{O}(\alpha_s\alpha)$ from lower-order $\mathcal{O}(\alpha_s)$ graphs generalize to any order in $\mathcal{O}(\alpha_s^2\alpha)$.
1 Introduction

Drell–Yan-like W- or Z-boson production is among the most important classes of standard-candle processes at the LHC (see, e.g. Refs. [1,2]). Apart from delivering important information on parton distributions and allowing for the search for new gauge bosons in the high-mass range, these processes allow for high-precision measurements in the resonance regions. The weak mixing angle might be extracted from data with LEP precision [3], and the W-boson mass $M_W$, whose world average is dominated by measurements via Drell–Yan-like W-boson production at the Tevatron [4], might be measured with a sensitivity of about 7 MeV [5].

In the past two decades, great effort was made in the theory community to deliver precise predictions matching the required accuracy. QCD corrections are known up to next-to-next-to-leading order [6–13], electroweak (EW) corrections up to next-to-leading order (NLO) [14–25]. Both on the QCD and on the EW sides, there are further refinements such as leading higher-order effects [24,25,27–33] and generalizations to the supersymmetric extension of the Standard Model [24, 25]. The treatment of small transverse momenta requires a resummation of large logarithms through matched parton showers [34–36] or dedicated calculations supplemented with fits to non-perturbative functions [37,38] that are available at next-to-next-to-leading logarithmic accuracy [39–41]. First approaches to the combination of QCD and EW corrections can be found in Refs. [42–47]. In view of fixed-order calculations, the largest missing piece seems to be the mixed QCD–EW corrections of $\mathcal{O}(\alpha_s\alpha)$. Knowing the contribution of this order will also answer the question how to properly combine QCD and EW corrections in predictions. In Ref. [48] this issue is quantitatively discussed with special emphasis on observables that are relevant for the $M_W$ determination, revealing percent corrections of $\mathcal{O}(\alpha_s\alpha)$ that should be calculated. First steps towards this direction have been taken by calculating two-loop contributions [49–51], the full $\mathcal{O}(\alpha_s\alpha)$ corrections to the W and Z decay widths [52,53], the $\mathcal{O}(\alpha)$ EW corrections to W/Z + jet production [54–59], and the $\mathcal{O}(\alpha_s)$ QCD corrections to W/Z + $\gamma$ production [56,60–66].

In this article, we report on the calculation of the $\mathcal{O}(\alpha_s\alpha)$ corrections to Drell–Yan processes in the resonance region via the so-called pole approximation (PA), which is based on a systematic expansion about the resonance pole. Specifically, we describe the concept of the approximation in detail, define all ingredients in an explicit manner, and discuss all its contributions and its success at NLO. It turns out that at $\mathcal{O}(\alpha)$, the corrections near the resonance are almost entirely due to factorizable corrections to the W/Z decay subprocesses, which show the well-known enhancements due to photonic final-state radiation off charged leptons, while the factorizable corrections to the production process are suppressed below the percent level. The non-factorizable corrections, which are due to soft-photon exchange between production, decay, and intermediate nearly resonant gauge bosons (for W production), are also suppressed way below the percent level. In summary, the NLO $\mathcal{O}(\alpha)$ PA works up to fractions of 1% near the resonance. Motivated and guided by the successful construction of the PA at $\mathcal{O}(\alpha)$, we describe its concept at $\mathcal{O}(\alpha_s\alpha)$ and present results on the non-factorizable contributions at this order, which comprise the most delicate contribution to the PA. When the invariant mass of the resonance is integrated over, their contribution vanishes at NLO, i.e. they only tend to distort the resonance without changing the normalization of the cross section [68,70]. Our results will extend this statement, which was formulated for pairs of resonances at NLO, to single-resonance processes at NNLO $\mathcal{O}(\alpha_s\alpha)$.

This article is organized as follows: In Sect. 2 we describe the concept of the pole expansion at NLO, give explicit results for the electroweak and QCD corrections that will be used as
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1 A recent update with QED-corrected PDFs has been presented in Ref. [26].
building blocks in our $\mathcal{O}(\alpha_s\alpha)$ calculation, and establish the numerical accuracy of the PA by comparing it to the full NLO electroweak results. We also briefly review the effective-field-theory (EFT) inspired approach to the pole expansion introduced in Refs. [71, 72]. In Sect. 3 we develop the pole expansion for the NNLO $\mathcal{O}(\alpha_s\alpha)$ corrections and describe the different contributions to the factorizable and non-factorizable corrections. We then compute the non-factorizable $\mathcal{O}(\alpha_s\alpha)$ corrections explicitly, encountering non-trivial gauge cancellations that allow to write the corrections in terms of one-loop EW and QCD results. This result is obtained using a gauge-invariance argument, as well as by two independent analytical calculations. We describe our treatment of the infrared (IR) singularities in detail and give a final formula for the non-factorizable corrections that is suitable for numerical evaluation. In Sect. 4 we present our numerical results for the non-factorizable corrections. They turn out to be very small, below the 0.1% level, and therefore phenomenologically negligible. This shows that the numerically relevant part of the NNLO $\mathcal{O}(\alpha_s\alpha)$ corrections in the resonance region factorizes into contributions from gauge boson production and decay. Based on our NLO results we expect that the dominant effect is given by the combination of initial-state QCD and final-state EW corrections, which we will compute in a future publication. Some details in our computation of the NNLO non-factorizable corrections and explicit expressions for IR-regularized contributions to the cross sections are relegated to the appendix.

2 Pole expansion of the NLO $\mathcal{O}(\alpha)$ corrections to Drell–Yan processes

In this section we discuss the computation of the NLO EW corrections to the processes

$$\bar{q}_a(p_a) + q_b(p_b) \rightarrow \ell_1(k_1) + \bar{\ell}_2(k_2) + X$$

in the vicinity of an intermediate vector-boson resonance, $(k_1 + k_2)^2 \approx M_V^2$ (see Fig. 1 for the leading-order diagram). We consider the charged-current process with $\ell_1\bar{\ell}_2 = u e^+ / \bar{\nu}_e \mu^-$ and intermediate vector boson $V = W^+$, its charge conjugate with $\ell_1\bar{\ell}_2 = e^- \bar{\nu}_e / \mu^-$, and $V = W^-$, as well as the neutral-current process with $\ell_1\bar{\ell}_2 = e^- e^+ / \mu^- \bar{\nu}_\mu$ and $V = Z$. Quarks are consistently taken as massless ($p_a^2 = p_b^2 = 0$), and small lepton masses are only employed to regularize mass singularities in collinear final-state radiation, otherwise $k_1^2 = k_2^2 = 0$. We classify and calculate the corrections to the cross section that are enhanced by resonance factors

$$\left[ p_V^2 - M_V^2 + i M_V \Gamma_V \right]^{-1} \sim \mathcal{O}\left( \frac{1}{M_V \Gamma_V} \right),$$

where $p_V = k_1 + k_2$ and $\Gamma_V$ is the decay width of the vector-boson resonance. The exact NLO EW corrections to the processes (2.1) are known [14–25], but we discuss the pole expansion in some detail in order to introduce the concept employed in the computation of the $\mathcal{O}(\alpha_s\alpha)$ corrections in Sect. 3 and in order to establish the numerical accuracy of the PA. This PA is based on the leading term in the expansion of all cross-section contributions about the vector-boson resonance. In Sect. 2.1 we describe the concept of the pole expansion directly based

![Figure 1: Leading-order diagram to the Drell–Yan process at the LHC.](image-url)
on a Feynman-diagrammatic approach and, as an alternative for the virtual corrections, also following an EFT approach. Section 2.2 briefly reviews the calculation and results for the NLO QCD corrections, which are needed as building block at $\mathcal{O}(\alpha_s\alpha)$ later. In Sect. 2.3 we compare the numerical results of the PA to the full NLO result, revealing agreement at the level of fractions of 1% in the resonance regions. We, therefore, can expect an approximation of the full $\mathcal{O}(\alpha_s\alpha)$ corrections by the PA at the level of $\sim 0.1\%$, which is more than sufficient for phenomenology.

2.1 Definition of factorizable and non-factorizable corrections

2.1.1 Concept of the pole expansion

The general idea \[73, 74\] of a PA for any Feynman diagram with a single resonance is the systematic isolation of all parts that are enhanced by a resonance factor (2.2). For $W$ production different variants of PAs have been suggested and discussed at NLO already in Refs. \[17, 75, 76\]. For the virtual corrections we follow the PA approach of Ref. \[17\]. In that reference the real-emission corrections were evaluated on the basis of the full amplitudes without further approximations. After a proper cancellation of IR singularities between the real and virtual corrections, the PA was then applied only to the finite remainder of the virtual corrections. In order to be able to calculate and discuss the different contributions of factorizable (production and decay) and non-factorizable corrections separately, a consistent application of the PA also in the real corrections is required. Here, we will follow Ref. \[70\] for the pole expansion for the real corrections in order to prepare for the extension to the mixed QCD–EW corrections. We do not apply the PA to the LO cross section, which is kept without approximation.

Schematically, each transition amplitude for the processes (2.1) has the form

$$M = W(p_{V}^2) - M_{V}^2 + \Sigma(p_{V}^2) + N(p_{V}^2), \quad (2.3)$$

with functions $W$ and $N$ describing resonant and non-resonant parts, respectively, and $\Sigma$ denoting the self-energy of $V$. The resonant contributions of $M$ are isolated in a gauge-invariant way as follows,

$$M = \frac{W(\mu_{V}^2)}{p_{V}^2 - \mu_{V}^2} + \left[ \frac{W(p_{V}^2)}{p_{V}^2 - M_{V}^2 + \Sigma(p_{V}^2)} - \frac{W(\mu_{V}^2)}{\mu_{V}^2 - M_{V}^2} \right] + N(p_{V}^2), \quad (2.4)$$

where

$$\mu_{V}^2 = M_{V}^2 - iM_{V}\Gamma_{V} \quad (2.5)$$

is the gauge-invariant \[77, 79\] location of the propagator pole in the complex $p_{V}^2$ plane. Equation (2.4) can serve as a basis for the gauge-invariant introduction of the finite decay width in the resonance propagator, thereby defining the so-called pole scheme. In this scheme the term in square brackets is perturbatively expanded in the coupling $\alpha$ including terms up to $\mathcal{O}(\alpha)$, while the full $p_{V}^2$ dependence is kept. An application of this scheme to $Z$-boson production is, e.g., described in Ref. \[25\] in detail.

The PA for the amplitude results from the r.h.s. of Eq. (2.4) upon neglecting the last, non-resonant term and asymptotically expanding the term in square brackets in $p_{V}^2$ about the point $p_{V}^2 = \mu_{V}^2$, where only the leading, resonant term of the expansion is kept. The first term on the r.h.s. of (2.4) defines the so-called factorizable corrections in which on-shell production and decay amplitudes for $V$ are linked by the off-shell propagator; these contributions are illustrated by diagrams (a) and (b) of Fig. 2. The term on the r.h.s. of Eq. (2.4) in square brackets contains the so-called non-factorizable corrections which receive resonant contributions from all diagrams
Figure 2: Generic diagrams for the EW virtual NLO factorizable corrections to production (a) and decay (b), as well as for virtual non-factorizable corrections (c), where the empty blobs stand for all relevant tree structures and the ones with “α” inside for one-loop corrections of $O(\alpha)$.

Figure 3: Generic diagrams for the real photonic NLO factorizable corrections to production (a) and decay (b), as well as for real non-factorizable corrections (c), where the blobs stand for all relevant tree structures.

where the limit $p_{V}^{2} \to \mu_{V}^{2}$ in $W(p_{V}^{2})$ or $\Sigma'(p_{V}^{2})$ would lead to (infrared) singularities. At NLO, this happens if a soft photon of energy $E_{\gamma} \lesssim \Gamma_{V}$ is exchanged between the production process, the decay part, and the intermediate $V$ bosons; a generic loop diagram is shown in Fig. 2(c). Figure 3 shows the real-photon emission counterparts of the one-loop corrections displayed in Fig. 2.

2.1.2 Virtual corrections

We now consider the PA for the virtual EW NLO corrections in more detail. The factorizable virtual corrections are defined as the product of the on-shell matrix elements of $V$-boson production and decay times the off-shell $V$-boson propagator, as illustrated in Figs. 2(a),(b),

$$\delta M_{\bar{q}_{a}q_{b}\rightarrow\ell_{1}\bar{\ell}_{2}}^{\text{fact}} = \sum_{\lambda} \frac{\delta M_{\bar{q}_{a}q_{b}\rightarrow V}^{\ell_{1}\bar{\ell}_{2}}(\lambda) M_{0}^{V\rightarrow\ell_{1}\bar{\ell}_{2}}(\lambda) + M_{0}^{\bar{q}_{a}q_{b}\rightarrow V}(\lambda) \delta M_{V\rightarrow\ell_{1}\bar{\ell}_{2}}^{\text{fact}}(\lambda)}{p_{V}^{2} - \mu_{V}^{2}}, \quad (2.6)$$

where the sum over the physical polarization states $\lambda$ of the vector boson $V$ encodes the proper spin correlation. Here $M_{0}$ and $\delta M_{V\text{ew}}$ denote tree-level and EW one-loop amplitudes, respectively. The expressions for the virtual corrections to vector-boson production and decay can be found, e.g., in Refs. [17, 25]. Care has to be taken that the subamplitudes appearing on either side of the $V$ resonance are evaluated for on-shell $V$ bosons, otherwise gauge invariance cannot be guaranteed. For the $O(\alpha)$ approximation, the use of the problematic complex value $p_{V}^{2} = \mu_{V}^{2}$ in the on-shell condition of the subamplitudes is not necessary, so that we have set $p_{V}^{2} = M_{\text{V}}^{2}$ in the numerator of the first term of Eq. (2.4) in order to obtain Eq. (2.6). Similarly, the conventional on-shell renormalization scheme (see, e.g., Ref. [80]) can be used where the real part of the residue of the propagator is normalized to one at $p_{V}^{2} = M_{V}^{2}$. Furthermore, the gauge-boson width $\Gamma_{V}$ can be set to zero in the self-energy in the $O(\alpha)$ approximation, so that the residue correction $(1 + \Sigma')^{-1}$ in Eq. (2.4) reduces to one in the on-shell renormalization scheme and does
Figure 4: Example diagrams illustrating the manifestly non-factorizable corrections (a), and contributions that contain both, factorizable and non-factorizable corrections (b).

not appear in Eq. (2.6). The on-shell projection \( p_V^2 \rightarrow M_V^2 \) of the subamplitudes \( \mathcal{M}_0 \) and \( \delta \mathcal{M}_{\text{ew}} \) in Eq. (2.6) has to be defined carefully and is not unique, because the phase space is parametrized by more than one variable. Different variants may lead to results that differ within the intrinsic uncertainty of the PA, which is of \( \mathcal{O}(\alpha/\pi \times \Gamma_V/M_V) \) in the resonance region when applied to \( \mathcal{O}(\alpha) \) corrections. Despite this freedom in the choice of the specific on-shell projection, care has to be taken that virtual and real corrections still match properly in the (soft and collinear) infrared limits in order to guarantee the cancellation of the corresponding singularities. Note that in case of the neutral-current process the exchange of an off-shell photon is disregarded, as it does not lead to a resonant contribution.

The non-factorizable corrections involve contributions for which the production and decay do not proceed independently. This is illustrated in Fig. 2(c) for the case of virtual corrections. The manifestly non-factorizable corrections, for instance the diagram in Fig. 4(a), do not contain an explicit propagator factor \((p_V^2 - \mu_V^2)^{-1}\) before the loop integration. As shown in Ref. [70] by power-counting arguments, a resonant contribution of such diagrams is connected to the soft-photon exchange between the production and decay subprocesses and involves IR singularities, while the exchange of massive particles (such as Z bosons) or highly-energetic photons between production and decay leads to non-resonant corrections only. Diagrams with photons coupled to the intermediate vector boson \( V \) contribute to both the factorizable and non-factorizable corrections. The factorizable part of those diagrams is obtained upon setting the vector-boson momentum \( p_V \) on its mass shell in the loop containing the photon. This attributes this contribution either to on-shell production or on-shell decay of the \( V \) boson, and these initial- or final-state factorizable corrections become gauge invariant. The difference between the full amplitude of diagrams like Fig. 4(b) and its factorizable part (2.6) defines their non-factorizable contributions, which result from the fact that setting \( p_V \) on shell in the loop creates artificial soft singularities,

\[
\delta \mathcal{M}_{\text{ew, mf}}^{q_a q_b \rightarrow \ell_1 \ell_2} = \left\{ \delta \mathcal{M}_{\text{ew, fact}}^{q_a q_b \rightarrow \ell_1 \ell_2} - \delta \mathcal{M}_{\text{ew, fact}}^{q_a q_b \rightarrow \ell_1 \ell_2} \right\} p_V^2 \rightarrow M_V^2. \tag{2.7}
\]

In fact the whole non-factorizable part receives only resonant contributions from soft-photon exchange and entirely results from the non-commutativity of the on-shell and soft-photon limits. The explicit evaluation of the non-factorizable corrections proceeds by applying the so-called “extended soft-photon approximation” (ESPA). It differs from the usual soft-photon approximation.
by keeping the exact dependence on the photon momentum \( q \) in propagators intact where \( q \to 0 \) would lead to further singularities, but setting \( q = 0 \) in all other regular factors. The complex mass \( \mu_V \) is used in the gauge-boson propagators throughout, but the limits \( p_V^2, \mu_V^2 \to M_V^2 \) are taken whenever they do not lead to divergences. In particular, the soft photon momentum cannot be neglected in the resonant gauge-boson propagators since the scalar product \( (p_V \cdot q) \) is of the same order as the virtuality \( (p_V^2 - \mu_V^2) \sim M_V \Gamma_V \). In the numerators, all photon momenta are negligible, reducing the occurrence of loop integrals to scalar integrals only. The non-factorizable corrections factorize from the lower-order amplitude, as a direct consequence of the property of the corrections in the soft limit,

\[
\delta \mathcal{M}_{V_{\text{ew,nf}}}^{q_0 q_0 \to \ell_1 \ell_2} = \delta \mathcal{M}_{V_{\text{ew,nf}}}^{q_0 q_0 \to \ell_1 \ell_2} \mathcal{M}_{0,\text{PA}}^{q_0 q_0 \to \ell_1 \ell_2}.
\]

(2.8)

Here the subscript PA on the lower-order matrix element indicates that the non-resonant photon-exchange diagrams are not included in case of the neutral-current Drell-Yan process. Employing regularization in \( D = 4 - 2\epsilon \) dimensions, the relative correction factor is given by

\[
\delta \mathcal{M}_{V_{\text{ew,nf}}}^{q_0 q_0 \to \ell_1 \ell_2} = -\frac{\alpha}{2\pi} \sum_{i=a,b} \sum_{f=1,2} \eta_i \eta_f Q_i Q_f \left( 2 + \text{Li}_2 \left( 1 + \frac{M_V^2}{t_{if}} \right) \right)
\]

\[
\left[ \frac{c_{\epsilon}}{\epsilon} - 2\ln \left( \frac{M_V^2 - s_{12}}{\mu M_V} \right) \right] \left[ 1 - \ln \left( \frac{M_V^2}{-t_{if}} \right) \right],
\]

(2.9)

where \( c_{\epsilon} = (4\pi)^\epsilon \Gamma(1+\epsilon) \), \( s_{12} = (k_1 + k_2)^2 \), \( t_{if} = (p_i - k_f)^2 \), and \( \eta_i = 1 \) for incoming particles and outgoing antiparticles and \( \eta_i = -1 \) for incoming antiparticles and outgoing particles. For W production this result was already given in Ref. [17]. Note that all collinear singularities cancel in the non-factorizable corrections and only a soft singularity remains. In case of neutral-current processes, all terms in Eq. (2.9) that do not depend on the indices \( i \) or \( f \) vanish due to charge conservation,

\[
Q_{V=Z} = \sum_{i=a,b} \eta_i Q_i = -\sum_{f=1,2} \eta_f Q_f = 0.
\]

(2.10)

2.1.3 Real corrections

In the previous section we have already encountered the subtlety in the separation of the factorizable from the non-factorizable virtual corrections in the case where the virtual photon is attached to the internal \( V \) propagator. The real corrections involve the additional complication that photon emission off a \( V \) propagator leads to two \( V \)-boson resonances in phase space which overlap if the photon is not very hard, i.e. for \( E_\gamma = k^0 / \lesssim \Gamma_V \). To disentangle the two adjacent resonance factors, the following identity can be used,

\[
\frac{1}{(p_V + k)^2 - \mu_V^2} \cdot \frac{1}{p_V^2 - \mu_V^2} = \frac{1}{2p_V \cdot k} \left[ \frac{1}{p_V^2 - \mu_V^2} - \frac{1}{(p_V + k)^2 - \mu_V^2} \right],
\]

(2.11)

Note that the factor \( 2p_V \cdot k \) resembles a propagator denominator for an on-shell \( V \) boson, e.g. \( 2p_V \cdot k = (p_V + k)^2 - \mu_V^2 \) for \( p_V^2 = \mu_V^2 \) and \( k^2 = 0 \). The double slash on a propagator line indicates
Figure 5: Real-emission diagrams divided into initial-state and final-state contributions, where the compact diagrammatic notation defined in Eq. (2.12) is used. Double lines on the $V$ propagator indicate on-shellness.

which momentum is set on its mass shell in the rest of the diagram (but not on the slashed line itself). Similar to the virtual corrections, the use of the real on-shell conditions $p_V^2 = M_V^2$ and $(p_V + k)^2 = M_V^2$ in the $O(\alpha)$ corrections is possible in $O(\alpha)$ precision. We will employ this in the following to avoid the unnecessary complication by complex momenta.

Figure 5 illustrates the decomposition that is obtained by applying identity (2.11) to the real-emission diagrams. Here we have introduced a compact diagrammatic notation, where a particle attached to a circle represents all diagrams where the particle is attached in all possible ways to the encircled subdiagram. Furthermore, the double-line at the $V$ propagator inside the circle indicates that the $V$ boson should be considered on shell inside the blob,

\[
\bar{q}_a \rightarrow \gamma \rightarrow V = \quad \quad + \quad + \quad , \tag{2.12}
\]

where the last diagram corresponds to the contribution coming from the first term on the r.h.s. of Eq. (2.11).

The factorizable real corrections consist of the two separately gauge-invariant parts induced by photon emission during the $V$ production and $V$ decay. The respective squared amplitudes $|\mathcal{M}_{\text{Rew, fact, prod}}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2 \gamma}|^2$ and $|\mathcal{M}_{\text{Rew, fact, dec}}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2 \gamma}|^2$ are derived from the on-shell matrix elements for vector-boson production with an additional photon emitted from the initial or final state,

\[
\mathcal{M}_{\text{Rew, fact, prod}}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2 \gamma} = \sum_{\lambda} \mathcal{M}_{\text{Rew}}^{\bar{q}_a q_b \rightarrow V \gamma}(\lambda) \mathcal{M}_{0}^{V \rightarrow \ell_1 \bar{\ell}_2}(\lambda) \frac{p_V^2 - \mu_V^2}{p_V^2 - \mu_V^2}, \tag{2.13}
\]

\[
\mathcal{M}_{\text{Rew, fact, dec}}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2 \gamma} = \sum_{\lambda} \mathcal{M}_{0}^{\bar{q}_a q_b \rightarrow V}(\lambda) \mathcal{M}_{\text{Rew}}^{V \rightarrow \ell_1 \bar{\ell}_2 \gamma}(\lambda) \frac{(p_V + k)^2 - \mu_V^2}{(p_V + k)^2 - \mu_V^2}, \tag{2.14}
\]

as illustrated in Figs. 6(a),(b). Similarly to the virtual case, a projection of the kinematics onto the on-shell phase space is necessary to render the subamplitudes gauge invariant. Note that for the real corrections, however, two different projections of the $V$ momentum $p_V = k_1 + k_2$ are required, with $p_V^2 \rightarrow M_V^2$ and $(p_V + k)^2 \rightarrow M_V^2$, for the corrections to the decay and the production subprocesses, respectively. In the actual numerical evaluation of the initial- and final-state radiation effects we employ the dipole subtraction approach for photon radiation to separate soft and collinear singularities. To this end, we had to adapt this formalism to cover decay kinematics, a subject that will be discussed in another publication.
The emission of the photon is described by the following modified eikonal currents \[70\], with propagators of the interference term shown in Fig. 6(c). The real non-factorizable corrections then can be written as a correction to the Born cross section, through the difference of the full squared matrix element and the factorizable corrections. For hard-photon emission the two \(V\) propagators of the interference term shown in Fig. 6(c) are widely separated and do not overlap, so that no resonant contribution results. Thus, only the soft-photon region \(k^0 \lesssim \Gamma_V\) is relevant for resonant corrections, where the ESPA can be applied. The non-factorizable corrections then can be written as a correction to the Born cross section,

\[
|\mathcal{M}_{\text{Rew}}^{q_aq_b\rightarrow\ell_1\ell_2\gamma}|^2_{\text{nf}} = \delta_{\text{Rew,nf}}^{q_aq_b\rightarrow\ell_1\ell_2\gamma} \left|\mathcal{M}_{\text{0,PA}}^{q_aq_b\rightarrow\ell_1\ell_2}\right|^2
\]

(2.15)

with

\[
\delta_{\text{Rew,nf}}^{q_aq_b\rightarrow\ell_1\ell_2\gamma} = -2 \text{Re} \left\{ J_{\text{prod}}^{\mu}(p_a, p_b, p_a + p_b) \left( J_{\text{dec}}^{\mu}(k_1, k_2) \right)^* \right\}.
\]

(2.16)

The emission of the photon is described by the following modified eikonal currents \[70\].

\[
J_{\text{prod}}^{\mu}(p_a, p_b, p_V) = e \left[ Q_a \frac{p_a^\mu}{p_a \cdot k} - Q_b \frac{p_b^\mu}{p_b \cdot k} - (Q_a - Q_b) \frac{p_V^\mu}{p_V \cdot k} \right],
\]

(2.17a)

\[
J_{\text{dec}}^{\mu}(k_1, k_2) = e \left[ Q_1 \frac{k_1^\mu}{k_1 \cdot k} - Q_2 \frac{k_2^\mu}{k_2 \cdot k} - (Q_1 - Q_2) \frac{k_1^\mu + k_2^\mu}{(k_1 + k_2) \cdot k} \right] \frac{(k_1 + k_2)^2 - \mu_V^2}{(k_1 + k_2 + k)^2 - \mu_V^2},
\]

(2.17b)

where the ratio of propagators in Eq. (2.17b) is required to restore the correct momenta in the \(V\) propagators of the interference term shown in Fig. 6(c).

The actual phase-space integration of \(|\mathcal{M}_{\text{Rew}}^{q_aq_b\rightarrow\ell_1\ell_2\gamma}|^2_{\text{nf}}\) in Eq. (2.15) can be performed in two different ways, which are equally good in PA accuracy. One possibility, of course, is to evaluate the phase-space integral

\[
\int d\Phi_{\ell_1\ell_2\gamma} = \int \frac{d^3k_1}{2k_1^0(2\pi)^3} \int \frac{d^3k_2}{2k_2^0(2\pi)^3} \int \frac{d^3k}{2k^0(2\pi)^3} (2\pi)^4 \delta(p_a + p_b - k_1 - k_2 - k) \left|k^0 = |k_1|, k_1^0 = |k_1|ight|
\]

(2.18)
without any approximation. Within the PA, however, the photon momentum \( k \) can be neglected in the \( \delta \) function, i.e. the phase space can be factorized according to

\[
\int d\Phi_{t_1t_2\gamma} \rightarrow \int d\Phi_{t_1t_2\gamma} = \int d\Phi_{t_1t_2} \int \frac{d^3k}{2k^0(2\pi)^3} \left|_{k^0=|k|} \right.,
\]

\[
\left. \int d\Phi_{t_1t_2} = \int \frac{d^3k_1}{2k_1^0(2\pi)^3} \int \frac{d^3k_2}{2k_2^0(2\pi)^3} (2\pi)^4 \delta(p_a + p_b - k_1 - k_2) \right|_{k^0=|k|},
\]

leading to some technical simplifications. Note that the upper limit of \( k^0_{\text{max}} \) of the photon energy \( k^0 \) is not fixed by the process kinematics anymore. Reasonable values for \( k^0_{\text{max}} \) cover the whole range of photons with \( k^0 \lesssim \Gamma_V \), without introducing artificially large scales. Although the introduction of \( k^0_{\text{max}} \) even cuts off an artificially created UV singularity at \( k^0 \rightarrow \infty \), it only enters suppressed non-resonant terms that are beyond PA accuracy. In practice, we set \( k^0_{\text{max}} \) to some value within \((10 - 20) \times \Gamma_V\). We have checked that both variants of integrating the non-factorizable corrections yield identical results with an accuracy below the 0.1% level.

Similarly to the virtual non-factorizable correction, collinear singularities cancel when the non-factorizable corrections are integrated over the photon phase space, while a soft singularity remains. Here we regularize this singularity using soft slicing. The integral over the photon momentum is split into two contributions according to \( E_\gamma < \Delta E \) and \( E_\gamma > \Delta E \), where \( E_\gamma = k^0 \) denotes the energy of the photon in the partonic centre-of-mass frame. The cutoff has to be chosen much smaller than any relevant scale of the process, i.e. \( \Delta E \ll \Gamma_V \). The cross section with NLO non-factorizable corrections can then be written in the form

\[
\hat{\sigma}_{\text{NLO}}^{\text{ew}} = \iint_{2+\gamma} d\sigma_{\text{nf}}^{\text{ew}} + \iint_{2+\gamma} d\sigma_{\text{ew}}^{\text{ew}} = \iint_{E_\gamma > \Delta E} d\sigma_{\text{nf}}^{\text{ew}} + \iint_{E_\gamma < \Delta E} d\sigma_{\text{rf}}^{\text{ew}} + \iint_{E_\gamma < \Delta E} d\sigma_{\text{ew}}^{\text{ew}}.
\]

Here the symbol \( \int_m \) denotes the integration over the \( m \)-particle phase space. Below the cutoff \((E_\gamma < \Delta E)\), the photon momentum can be also neglected in the resonant \( V \) propagators, so that the ratio of propagators in the decay current \((2.17b)\) cancels and the ESPA reduces to the usual eikonal approximation. The resulting integrals can be performed analytically using results from Refs. [80,83,84],

\[
\delta_{\text{sof}}^{q_iq_j\rightarrow \ell_1 \ell_2}(\Delta E) = -\mu^{2\epsilon} \int_{|k|<\Delta E} \frac{d^{D-1}k}{(2\pi)^{D-1}2k^0} 2 \Re \left\{ \mathcal{J}_{\text{prod, } \mu} \left( \mathcal{J}^{\mu}_{\text{dec, } \ell_1 \ell_2} \right)^* \right\} \left|_{k^0=|k|} \right.
\]

\[
= \frac{\alpha}{\pi} \sum_{i=a,b} \eta_i Q_i \eta_f Q_f \left\{ 2 + \text{Li}_2 \left( 1 + \frac{M^2}{t_{ij}} \right) \right. \\
+ \left. \left[ \frac{c_6}{\epsilon} - 2 \ln \left( \frac{2\Delta E}{\mu} \right) \right] \left[ 1 - \ln \left( \frac{M^2}{t_{ij}} \right) \right] \right\}.
\]

We then obtain our final form for the non-factorizable corrections to the cross section

\[
\hat{\sigma}_{\text{nf}}^{\text{NLO}} = \iint_{2+\gamma} d\sigma_{\text{PA}}^{\text{ew}} + \iint_{2+\gamma} d\sigma_{\text{PF}}^{\text{ew}} + \iint_{2+\gamma} d\sigma_{\text{ew}}^{\text{ew}} + \iint_{2+\gamma} d\sigma_{\text{ew}}^{\text{ew}}(\Delta E),
\]
where the subscript PA in the leading-order cross section indicates the omission of non-resonant diagrams. The poles in \( \epsilon \) cancel between the virtual non-factorizable corrections and the integrated soft slicing terms. The remaining integral over the real-photon phase space with the cutoff \( E_\gamma > \Delta E \) is performed numerically.

The photon-induced processes \( \gamma q \rightarrow \ell_1 \bar{\ell}_2 q_a, \gamma \bar{q} \rightarrow \ell_1 \bar{\ell}_2 \bar{q} \), which appear in \( \mathcal{O}(\alpha) \) as well, and the process \( \gamma \gamma \rightarrow \ell_1 \bar{\ell}_2 \), which appears for the neutral-current process already at LO, were not considered here. As discussed in Refs. \[22,24,25\] they deliver only small corrections at \( \mathcal{O}(\alpha) \). Therefore their contributions in \( \mathcal{O}(\alpha_s \alpha) \) can be safely neglected. However, applying a PA would not lead to any simplification here. Note that the photon-induced processes do not contribute to the non-factorizable corrections.

2.1.4 Effective-field-theory inspired approach

Alternatively to the method discussed in Sect. 2.1.2 we also employ an approach that is inspired by the construction of an EFT for unstable particle production \[71,72\], which can be viewed as an application of the method of regions \[85\]. We discuss this method here for the computation of the virtual corrections, whereas the factorizable and non-factorizable real corrections will be defined in the same way as in Sect. 2.1.3. In the EFT approach, loop integrals contributing to the process (2.1) near resonance are split into contributions from different momentum regions. The regions contributing in the case at hand are characterized by hard, soft, or collinear photon momenta. The corresponding momentum scalings in the centre-of-mass frame are:

\[
\begin{align*}
\text{hard (h)} & : \quad q^0 \sim |q| \sim M_V, \\
\text{soft (s)} & : \quad q^0 \sim |q| \sim \Gamma_V, \\
\text{n-collinear (c)} & : \quad q_- \sim M_V, q_+ \sim \Gamma_V, q_\perp \sim \sqrt{\Gamma V M_V}, \\
\text{\bar{n}-collinear (\bar{c})} & : \quad q_+ \sim M_V, q_- \sim \Gamma_V, q_\perp \sim \sqrt{\Gamma V M_V}.
\end{align*}
\]

For the collinear momenta the light-cone decomposition

\[
q^\mu = \frac{q_-}{2} n^\mu + \frac{q_+}{2} \bar{n}^\mu + q_\perp^\mu
\]

with two light-like vectors \( n \) and \( \bar{n} \) satisfying \( n \cdot \bar{n} = 2 \) and \( q_\perp \cdot n = q_\perp \cdot \bar{n} = 0 \) have been introduced. We align the light-like vectors in the decomposition (2.25) with the momenta of the incoming partons, \( p_a^\mu = \sqrt{s} n^\mu / 2 \) and \( p_b^\mu = \sqrt{s} \bar{n}^\mu / 2 \). For the decay products of the \( V \) boson two analogous collinear regions have to be introduced which we have not explicitly written down.

In the full-fledged EFT treatment \[71,72\], an effective Lagrangian is constructed for the resonant \( V \) particle, the collinear modes, and the soft photons. Particles with hard momenta (highly-energetic photons, non-resonant \( V \) bosons, other massive particles) are integrated out and do not represent dynamical degrees of freedom in the EFT. Their effect is included through the Wilson coefficients of the operators describing \( V \) production and decay. Here we will not make use of an effective Lagrangian, but rather compute the contributions of the different momentum regions in Eq. (2.24) to loop integrals directly using the expansion by regions. In this method, the integrands of the loop integrals are expanded up to the desired order in the ratio \( \Gamma V / M_V \) assuming the loop momentum is in the hard, soft, or collinear region. The expansion of the full loop integral is obtained by adding the contributions from the different regions, integrated over

\[\text{See also Ref. \[86\] for a similar application of the EFT approach to the non-factorizable corrections to top-quark production at hadron colliders.}\]
Figure 7: Sample one-loop scalar integral leading to hard and soft contributions in the EFT approach. The momentum $p_V$ is slightly off shell with virtuality $|p_V^2 - \mu_V^2| \sim M_V \Gamma_V$.

the whole range of the loop momentum in dimensional regularization. This procedure creates artificial IR and UV divergences in the integrals over the different regions, which cancel in the sum. The EFT method is closely related to the PA and, in fact, the leading contributions from the hard (soft) region reproduce the factorizable (non-factorizable) corrections defined in Sect. 2.1 while the collinear regions do not contribute at NLO. As an example consider the following scalar vertex integral (see Fig. 7),

\[
I = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \int d^D q \frac{1}{(q^2 + i0) \left[ (p_V - q)^2 - \mu_V^2 \right] \left[ (p_a - q)^2 + i0 \right]}. \tag{2.26}
\]

(i) Hard region

In the hard region, the virtuality of the vector boson is much smaller than the loop momentum, $|p_V^2 - \mu_V^2| \ll |q^2|, |p_V \cdot q|$. The expansion in the hard region therefore induces a Taylor expansion of the vector-boson propagator,

\[
\frac{1}{(p_V - q)^2 - \mu_V^2} = \frac{1}{(q^2 - 2p_V \cdot q)} - \frac{(p_V^2 - \mu_V^2)}{(q^2 - 2p_V \cdot q)^2} + \ldots, \tag{2.27}
\]

while no simplification can be made in the other propagators. The leading term in the hard region is therefore given by the integral evaluated for an on-shell vector boson:

\[
I_{\text{hard}} = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \int d^D q \frac{1}{(q^2 + i0) \left( q^2 - 2p_V \cdot q \right) \left[ (p_V - q)^2 + i0 \right] \big|_{p_V^2 = M_V^2}}. \tag{2.28}
\]

As for the factorizable corrections in the pole decomposition \[2.4\], gauge invariance demands that “on-shell” is defined with respect to the complex pole $p_V^2 = \mu_V^2$. However, in the hard region the decay width can be treated perturbatively so that at NLO accuracy the complex pole location has been replaced by its real part, $\mu_V^2 \rightarrow M_V^2$. Therefore the result for the leading term of the expansion of the integral in the hard region precisely coincides with the factorizable contribution in the terminology of Sect. 2.1.2. The subleading terms in the expansion in Eq. (2.27) contribute to the non-resonant terms $N(p_V^2)$ in the pole decomposition (2.4), which we do not consider in this work.

(ii) Soft region

In the soft region, the components of the loop momentum are of the same order as the virtuality of the vector boson, $q^0 \sim |q| \sim (p_V^2 - M_V^2)/M_V$. Expanding the integral to leading order in the soft region yields the result

\[
I_{\text{soft}} = \frac{(2\pi\mu)^{4-D}}{i\pi^2} \int d^D q \frac{1}{(q^2 + i0) \left[ -2(p_V \cdot q) + (p_V^2 - \mu_V^2) \right] \left[ -2(p_a \cdot q) + i0 \right]}. \tag{2.29}
\]
In the soft region it is mandatory to resum the decay width in the propagator, since it is of the same order as the soft loop momentum. Applying the soft expansion to the full diagrams including the numerator structure, the usual soft-photon manipulations show that the soft contributions factorize from the lower-order diagrams and are given by the same expressions as in the ESPA described in Sect. 2.1.2.

In the computation of the resulting loop integrals it is useful to combine the eikonal propagators \( i/(p_i \cdot q) \) with the remaining propagators by successively employing a modified Feynman parametrization,

\[
\frac{1}{a_1^{m_1} a_2^{m_2}} = \frac{\Gamma(m_1 + m_2)}{\Gamma(m_1) \Gamma(m_2)} \int_0^\infty dx \frac{x^{m_2 - 1}}{(a_1 + a_2 x)^{m_1 + m_2}}. \tag{2.30}
\]

The resulting integrals can then be performed using standard methods. In the above example one obtains

\[
I_{\text{soft}} = \frac{(2\pi \mu)^{1-D}}{2i\pi^2} \int_0^\infty dx \int_0^\infty dy \int d^D q \left[ q^2 - 2yq \cdot (p_a + px V) + yx (p_V^2 - \mu^2_\perp)^2 \right]^{\frac{y}{2}} \tag{2.31}
\]

All the integrals appearing in the calculation of the soft corrections to the Drell–Yan type processes can be found, e.g., in Appendix D of Ref. [87]. The sum of all virtual soft-photon corrections then leads to the same result as for the non-factorizable corrections given in Eq. (2.9).

The split of the diagram in Fig. 7 into hard and soft contributions therefore corresponds to the decomposition of not manifestly non-factorizable diagrams into factorizable and non-factorizable contributions, as illustrated in Fig. 4(b).

(iii) Collinear regions

Expanding the integrand to leading order in a \( n \)-collinear loop momentum results in the integral

\[
I_c = \frac{(2\pi \mu)^{4-D}}{2i\pi^2} \int \frac{dq_+ \ dq_- \ d^{D-2}q_\perp}{(q^-_+ + q^2_+ + i0) (-p_v q_- + i0) \left[ (q_- - p_{a-}) q_+ + q^2_\perp + i0 \right]} \tag{2.32}
\]

This integral vanishes, as can be seen as follows. Both poles in \( q_+ \) lie in the same half-plane unless \( 0 < q_- < p_{a-} \). In this case, closing the integral contour in the lower half of the complex \( q_+ \) plane picks up the pole at \( q_+ = \frac{-q^2_+ + i0}{q_-} \). In the resulting expression the \( q^2_\perp \) integral is scaleless so that the contribution from the \( n \)-collinear region vanishes.

Expanding the integral in the \( \bar{n} \)-collinear region leads to the expression

\[
I_{\bar{c}} = \frac{(2\pi \mu)^{4-D}}{2i\pi^2} \int \frac{dq_+ \ dq_- \ d^{D-2}q_\perp}{(q^2 + i0) (-p_v q_- + i0) (p_{a-} q_+ + i0)}. \tag{2.33}
\]

Again the integral is scaleless and vanishes in dimensional regularization. The same is true for all other collinear diagrams for external on-shell massless particles \(^3\) Since only the soft and hard regions give non-vanishing contributions, the soft corrections agree with the non-factorizable corrections in the definition of Sect. 2.1.2 as difference of the full integral and the factorizable (hard) corrections. In the computation of the two-loop \( \mathcal{O}(\alpha_s \alpha) \) corrections and the one-loop

\(^3\)Note that the introduction of light-fermion masses would introduce further momentum regions instead of modifying the collinear integrals, see e.g. Ref. [88].
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QCD corrections to the process with real-photon emission we will obtain non-vanishing collinear contributions from individual diagrams which, however, cancel after summing all diagrams (see Paragraph (iii) in Sect. 3.2.2).

2.2 QCD corrections

Since the NLO QCD corrections to process (2.1) will also appear as building blocks in the calculation of non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections below, we here review their calculation and recite the well-known results. The virtual QCD corrections to vector-boson production cross sections are given by

$$d\sigma_{V}^{NLO} = 2 \text{Re} \left\{ d\sigma_{V}^{\text{virtual}}(s_{ab}) \right\} \frac{d\sigma^{0}_{\gamma_{a}\gamma_{b}}}{d\sigma_{\gamma_{a}\gamma_{b}}},$$

with the correction factor
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and $P$ emerge from the collinear counterterm and the integrated dipoles. More details and the explicit expressions for these insertion operators can be found in Ref. [89]. Using this formalism, the contributions of the virtual corrections, Eq. (2.34), and the real-correction subprocesses in Eq. (2.36) to the partonic NLO QCD cross section read

$$
\hat{\sigma}_{\text{NLO}}^{\mu\nu}(p_a, p_b) = \int \left[ d\sigma_{\text{R}}^{\mu
u}(p_a, p_b) - d\sigma_{\text{qg}}^{0}(p_a, p_b, \Phi_{2, (gq)q}) \otimes dV_{dip}^{q\bar{q}} - d\sigma_{\text{qg}}^{0}(p_a, p_b, \Phi_{2, (gq)q}) \otimes dV_{dip}^{\bar{q}q} \right] 
+ \int \left[ d\sigma_{\text{V}}^{\mu
u}(p_a, p_b) + d\sigma_{\text{qg}}^{0}(p_a, p_b) \otimes \mathcal{I} \right] 
+ \int_0^1 dx \int_2 d\sigma_{\text{qg}}^0(xp_a, p_b) \otimes (K + P)^{q\bar{q}},
$$

(2.39a)

$$
\hat{\sigma}_{\text{NLO}}^{g\gamma}(p_g, p_b) = \int \left[ d\sigma_{\text{R}}^{g\gamma}(p_g, p_b) - d\sigma_{\text{qg}}^{0}(p_a, p_b, \Phi_{2, (gq)q}) \otimes dV_{dip}^{q\bar{q}} \right] 
+ \int_0^1 dx \int_2 d\sigma_{\text{qg}}^0(xp_g, p_b) \otimes (K + P)^{\bar{q}q},
$$

(2.39b)

and an analogous expression for the gluon–antiquark induced channel. The dipole phase space $\Phi_{n,(ai)b}(p_{ai}, p_b; k_1, k_2)$ is constructed from the real-emission phase space $\Phi_{n+1}(p_a, p_b; k_1, k_2)$ as follows,

$$
\tilde{p}_{ai}^\mu = x_{i,ab} \ p_{ai}^\mu, \quad x_{i,ab} = \frac{p_a \cdot p_b - k_i \cdot p_a - k_i \cdot p_b}{p_a \cdot p_b},
$$

(2.40a)

$$
\tilde{p}_b^\mu = p_b^\mu, \quad \tilde{k}_j^\mu = \Lambda_\mu^\nu \ k_j^\nu \ (j = 1, 2),
$$

(2.40b)

where $k_i$ is the momentum of the additional gluon or (anti)quark in the final state. The explicit Lorentz transformation matrix $\Lambda_\mu^\nu$ for the final-state momenta can be found in Ref. [89]. Note that the dipole kinematics corresponds to a collinear splitting of an initial-state parton $ai(p_a) \rightarrow a(x_{i,ab}p_a) + i(1 - x_{i,ab})p_a$ with $i = g, q, \bar{q}$ and that its partonic rest frame for the momentum $\tilde{p}_{ai} + \tilde{p}_b$ is Lorentz boosted along the beam axis with respect to the rest frame of the real-emission kinematics with the momentum $p_a + p_b$.

### 2.3 Numerical results at NLO

In this section we present the numerical results for the NLO corrections to the Drell–Yan process at the LHC for a centre-of-mass energy of $\sqrt{s} = 14$ TeV, where we restrict ourselves to the discussion of the two specific processes

$$
p + p \rightarrow W^+ \rightarrow \nu + \mu^+, \quad (2.41)$$

$$
p + p \rightarrow Z \ (\gamma^*) \rightarrow \mu^- + \mu^+, \quad (2.42)
$$

with muons in the final state. We compare the results obtained by the full NLO EW calculation with those obtained by applying the PA as described in the previous section.
2.3.1 Input parameters and setup

For the numerical evaluation we use the following set of input parameters

\[
G_\mu = 1.1663787 \times 10^{-5} \text{ GeV}^{-2}, \quad \alpha_s(M_Z) = 0.119, \\
M_W^{OS} = 80.385 \text{ GeV}, \quad \Gamma_W^{OS} = 2.085 \text{ GeV}, \\
M_Z^{OS} = 91.1876 \text{ GeV}, \quad \Gamma_Z^{OS} = 2.4952 \text{ GeV}, \\
M_H = 125.9 \text{ GeV}, \quad m_t = 173.07 \text{ GeV},
\]

which essentially follow Ref. [90]. We employ the $G_\mu$ scheme, where the electroweak coupling constant is derived from the Fermi constant via the relation

\[
\alpha_{G_\mu} = \frac{\sqrt{2}}{\pi} G_\mu M_W^2 \left( 1 - \frac{M_W^2}{M_Z^2} \right),
\]

which avoids large logarithms of the light fermion masses induced by the running of the coupling constant $\alpha(Q^2)$ from the Thomson limit ($Q^2 = 0$) to the electroweak scale ($Q^2 \sim M_Z^2$). The masses of the light quark flavours (u, d, c, s, b) and of the leptons are neglected throughout, with the only exception in case of non-collinear-safe observables, where the final-state collinear singularity is regularized by the finite physical mass of the muon

\[
m_\mu = 105.658369 \text{ MeV}.
\]

The on-shell masses and widths of the gauge bosons in Eq. (2.43) are converted to the corresponding pole masses and widths via the following relation [77,91,92],

\[
M_V = \frac{M_V^{OS}}{c_V}, \quad \Gamma_V = \frac{\Gamma_V^{OS}}{c_V}, \quad c_V = \sqrt{1 + \left( \frac{\Gamma_V^{OS}}{M_V^{OS}} \right)^2}.
\]

The CKM matrix is chosen diagonal in the third generation and the mixing between the first two generations is parametrized by the following values for the entries of the quark-mixing matrix,

\[
|V_{ud}| = |V_{cs}| = 0.974, \quad |V_{cd}| = |V_{us}| = 0.227.
\]

For the PDFs we consistently use the NNPDF2.3 sets [93], where the NLO corrections are evaluated using the NNPDF2.3QED NLO set [94], which also includes $O(\alpha)$ corrections. The value of the strong coupling $\alpha_s(M_Z)$ quoted in Eq. (2.43) is dictated by the choice of these PDF sets. The renormalization $\mu_R$ and factorization scales are set equal, with a fixed value given by the respective gauge-boson mass,

\[
\mu_R = \mu_F \equiv \mu = M_V,
\]

of the process under consideration.

2.3.2 Phase-space cuts and event selection

For the experimental identification of the Drell–Yan process we impose the following cuts on the charged leptons

\[
p_{T,\ell^\pm} > 25 \text{ GeV}, \quad |\eta_{\ell^\pm}| < 2.5,
\]

4Note that we take the experimental values of the W- and Z-boson widths as input parameters instead of calculating the decay widths in the respective order.
and additionally
\[ E_T^{\text{miss}} > 25 \text{ GeV}, \] (2.50)
which is only relevant in case of the charged-current process. For the neutral-current process we further require the cut on the invariant mass of the lepton pair
\[ M_{\ell\ell} > 50 \text{ GeV}, \] (2.51)
in order to avoid the photon pole at \( M_{\ell\ell} \to 0 \).

The event selection described so far is not collinear safe with respect to the emission of photons from the charged leptons and will in general lead to corrections that involve large logarithms of the small lepton mass. While the experimental isolation of a collinear lepton–photon configuration is feasible in case of muons (“bare muons”), for electrons such collinear configurations need to be treated inclusively, as can be achieved by so-called photon recombination. In this paper we show only results on bare muons, but our results hold for the case of photon recombination in an analogous way.

### 2.3.3 Results

To illustrate the structure and quality of the PA applied to the EW corrections, we study two crucial observables for \( W^+ \) production at the LHC: the transverse-mass \( M_{T,\nu\ell} \) and the transverse-lepton-momentum \( p_{T,\ell} \) distribution, which are shown in Fig. 8. The transverse mass is defined as
\[ M_{T,\nu\ell} = \sqrt{2 p_{T,\ell} E_T^{\text{miss}} (1 - \cos \phi_{\nu\ell})}, \] where \( \phi_{\nu\ell} \) denotes the angle between the lepton and the missing momentum in the transverse plane. The distributions in the upper panels of Fig. 8 exhibit the well-known Jacobian peaks at \( M_{T,\nu\ell} \approx M_W \) and \( p_{T,\ell} \approx M_W/2 \), respectively, which play a central role in the measurement of the W-boson mass \( M_W \) at hadron colliders. In addition to the LO result, these plots include the NLO QCD and the full NLO EW predictions (without photon-induced processes) based on results of Refs. [17,24,25], where we have naively multiplied the two latter corrections in the curve labelled as \( \text{QCD} \times \text{EW} \). The middle plots of Fig. 8 show the relative corrections with respect to the LO prediction for the NLO QCD and the full EW corrections. It can be seen that the EW corrections significantly distort the distributions and shift the peak position. While the QCD corrections are moderate for the \( M_{T,\nu\ell} \) distribution, they become extremely large above the threshold in the \( p_{T,\ell} \) distribution. This effect is induced by the recoil of the W boson against the hard jet in the QCD real-emission corrections.

In order to assess the quality of the PA, in the lower panels of Fig. 8 we perform a comparison of the results obtained using the PA against the full NLO EW corrections. We also break down the result of the PA further into factorizable corrections to the initial/final state and into the non-factorizable contributions. The accuracy of the PA near the resonance is excellent, of the order of some 0.1%. Above the Jacobian peaks, the difference to the full EW correction grows to the percent level. The PA remains accurate below the peaks where the distributions are still dominated by resonant W-production. Turning to the relative importance of the different contributions in the PA, it is seen that the impact of the non-factorizable corrections is suppressed to the 0.1% level and, thus, phenomenologically negligible. The factorizable initial-state corrections are also very small for the case of the \( M_{T,\nu\ell} \) spectrum and for the \( p_{T,\ell} \) distribution below the peaks. In the latter case, the relative correction with respect to the LO prediction becomes more sizeable above threshold, however, it should be taken into account that the EW corrections to the \( p_{T,\ell} \) distribution are overwhelmed by the QCD corrections in this region. Thus, the relevant part of the NLO EW corrections near the threshold almost entirely results from the factorizable
Figure 8: Distributions in the transverse-mass (left) and transverse-lepton-momentum (right) for \( W^+ \) production at the LHC, with the upper plot showing the absolute distributions, the middle plots the full relative NLO QCD and EW corrections, and the lower plots the relative NLO EW corrections in PA broken up into their factorizable and non-factorizable parts.
Figure 9: Distributions in the invariant-mass (left) and transverse-lepton-momentum (right) for Z production at the LHC, with the upper plot showing the absolute distributions, the middle plots the full relative NLO QCD and EW corrections, and the lower plots the relative NLO EW corrections in PA broken up into their factorizable and non-factorizable parts.
final-state corrections, where the bulk originates from collinear final-state radiation from the charged leptons.

Figure 9 shows the respective results for the lepton-invariant-mass \((M_{\ell\ell})\) and transverse-lepton-momentum \((p_{T,\ell})\) distributions in case of the neutral-current Drell–Yan process. The invariant-mass spectrum shows much larger EW corrections than the other distributions, which is a well known effect of photonic final-state corrections that shift the peak location to lower values. The PA works well for the invariant-mass range considered in the plot and is again completely dominated by the final-state factorizable corrections. Due to the additional charged lepton in the final-state, the EW corrections to the neutral-current Drell–Yan process are larger compared to the corrections for the charged-current case.

3 Pole expansion for mixed QCD–electroweak corrections

In this section we set up the pole expansion for the NNLO \(\mathcal{O}(\alpha_s\alpha)\) corrections to the Drell–Yan process (2.1). In this work we focus on the non-factorizable corrections which we calculate explicitly, leaving the calculation of the factorizable corrections to future work. In Sect. 3.1 we outline the structure of the pole expansion and describe the various ingredients of the non-factorizable corrections. The computation of the different contributions to the non-factorizable corrections is performed in Sect. 3.2. In Sect. 3.3 we combine these building blocks into a master formula suitable for numerical evaluation and discuss our treatment of IR singularities.

3.1 Concept and classification of contributions

As in the NLO EW corrections discussed in Sect. 2 our aim is to calculate the leading corrections in the PA, i.e. the expansion around the resonance pole \(p_{V}^2 \approx M_V^2\). The full NNLO \(\mathcal{O}(\alpha_s\alpha)\) corrections to the processes (2.1) consist of four types of contributions:

(a) Double-virtual corrections: The virtual \(\mathcal{O}(\alpha_s\alpha)\) corrections are given by two-loop corrections to the amplitude of the hard process (2.1) and interferences of one-loop amplitudes of \(\mathcal{O}(\alpha_s)\) and \(\mathcal{O}(\alpha)\). In the PA, these corrections consist of factorizable and non-factorizable parts. The factorizable part is obtained from the factorizable virtual \(\mathcal{O}(\alpha)\) corrections in Eq. (2.6) by adding a QCD loop to the production and decay matrix elements. The result consists of the two-loop \(\mathcal{O}(\alpha_s\alpha)\) corrections to on-shell \(V\)-boson production shown in Fig. 10(a), the \(\mathcal{O}(\alpha_s)\) corrections to production multiplied by the \(\mathcal{O}(\alpha)\) corrections to the decay, as shown in Fig. 10(b), and the \(\mathcal{O}(\alpha_s\alpha)\) corrections to the decay shown in Fig. 10(c). The latter are given only by a pure counterterm contribution involving the QCD corrections to the \(V\)-boson self-energies in the renormalization constants of the electroweak couplings. As in the NLO corrections, the residue of the \(V\)-boson propagator is normalized to one so that no propagator corrections arise. A generic diagram for the non-factorizable two-loop corrections is shown in Fig. 10(d). In analogy to Eq. (2.7), they are defined by the limit \(p_{V}^2 \rightarrow M_V^2\) of the difference of the full two-loop matrix element to the process (2.1) and its factorizable part. The result involves a gluon loop correction to the initial quark–antiquark pair and soft photons connecting the initial state, the intermediate vector boson, and the final-state leptons. Explicit interference diagrams for double-virtual non-factorizable corrections to the cross section that also include the interference of one-loop \(\mathcal{O}(\alpha_s)\) and non-factorizable \(\mathcal{O}(\alpha)\) corrections are shown in Fig. 11(a). These corrections are calculated in Sect. 3.2.2.

(b) Real QCD × virtual EW corrections: This type of corrections involves the virtual \(\mathcal{O}(\alpha)\) corrections to the dilepton plus jet production channels which we have considered previously for the real \(\mathcal{O}(\alpha_s)\) QCD corrections in Eq. (2.36). The graphs for the factorizable corrections
Figure 10: The four types of corrections that contribute to the mixed QCD–EW corrections in the PA illustrated in terms of generic two-loop amplitudes.

can be obtained from the diagrams of Figs. 10(a),(b) upon replacing the “αs” in the blob by an external gluon and interfering all those diagrams with the LO amplitude for gluon emission (or its crossed variants). Graphs of the type shown in Fig. 10(c), which consist of counterterm contributions only, do not have counterparts with real gluons. Finally, the non-factorizable corrections of (real QCD)×(virtual EW) type stem from diagrams generically shown in Fig. 11(b). These corrections will be discussed in Sect. 3.2.3 in detail.

(c) Virtual QCD × real photonic corrections: These corrections mainly consist of virtual \( \mathcal{O}(\alpha_s) \) corrections to dilepton plus photon production,

\[
\bar{q}_a(p_a) + q_b(p_b) \rightarrow \ell_1(k_1) + \ell_2(k_2) + \gamma(k). \tag{3.1}
\]

Of course, there are also contributions from the crossed channels with photons in the initial state, but owing to their smallness already at NLO (i.e. without QCD corrections) their impact is certainly negligible at \( \mathcal{O}(\alpha_s \alpha) \).

In order to work out a PA for the photonic bremsstrahlung correction (3.1), we proceed exactly as described for the pure \( \mathcal{O}(\alpha) \) case in Sect. 2.1.3. Factorizable and non-factorizable contributions are constructed as described there, with the only difference that each contribution to squared matrix elements now contains a QCD loop of \( \mathcal{O}(\alpha_s) \). The non-factorizable parts will be calculated in Sect. 3.2.4, the corresponding generic diagrams are shown in Fig. 11(c).

(d) Double-real corrections: The double-real \( \mathcal{O}(\alpha_s \alpha) \) corrections consist of the tree-level contributions to dilepton production in association with a photon and a jet, which receive contributions from the following partonic channels:

\[
\begin{align*}
\bar{q}_a(p_a) + q_b(p_b) &\rightarrow \ell_1(k_1) + \ell_2(k_2) + g(k_g) + \gamma(k), \tag{3.2a} \\
g(p_g) + q_b(p_b) &\rightarrow \ell_1(k_1) + \ell_2(k_2) + q_a(k_a) + \gamma(k), \tag{3.2b} \\
g(p_g) + \bar{q}_a(p_a) &\rightarrow \ell_1(k_1) + \ell_2(k_2) + \bar{q}_b(k_b) + \gamma(k). \tag{3.2c}
\end{align*}
\]

As in the (virtual QCD)×(real photonic) corrections, we neglect contributions from crossed channels with photons in the initial state. The PA for the double-real corrections (3.2) is
Figure 11: Interference diagrams for the various contributions to the non-factorizable corrections of $\mathcal{O}(\alpha_s \alpha)$, with blobs representing all relevant tree structures. The encircled QCD loop diagrams with a photon attached stand for all possibilities to couple the photon to the quark line and the gauge boson $V$, see Eq. (2.12).
again constructed as in the pure $\mathcal{O}(\alpha)$ case discussed in Sect. 2.1.3. The additional feature is the presence of an additional final-state parton whose kinematics will be treated exactly. These double-real non-factorizable corrections will be discussed in Sect. 3.2.5 in detail; the corresponding generic graphs are shown in Fig. 11(d).

### 3.2 Calculation of the non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections

In this section we calculate the various contributions to the non-factorizable corrections of $\mathcal{O}(\alpha_s \alpha)$, which are diagrammatically characterized in Fig. 11. The calculation makes use of factorization properties of the virtual and real photonic parts of the non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections, which result from the soft nature of the effect. Extending the arguments given in the classic paper [95] of Yennie, Frautschi and Suura (YFS), we show in Sect. 3.2.1 that this factorization of the photonic factors even holds to any order in the strong coupling $\alpha_s$. In the remainder of this section we use this insight to show that both the virtual and real-photonic corrections can be written as correction factors to squared matrix elements containing gluon loops or external gluons, i.e. the necessary building blocks are obtained from tree-level and one-loop calculations. We have verified this statement diagrammatically and, for the corrections involving a gluon loop, also with EFT techniques, as discussed in Sect. 3.2.2 and Appendix B for the example of the double-virtual corrections.

#### 3.2.1 Soft-photon radiation off a quark line—the YFS approach

Before entering the calculation of the non-factorizable corrections of $\mathcal{O}(\alpha_s \alpha)$, it is useful to discuss the general pattern of soft-photon radiation off a quark line with arbitrary gluon emission or exchange. In this investigation we closely follow the appendix of Ref. [95], where the analogous situation is considered in pure QED.

We consider the matrix element $T_0$ for a hard scattering process, which contains an incoming quark line with an arbitrary number of gluon attachments with momenta $q_i$ (treated as incoming by convention) and dressed by gluon and quark loops,

$$T_0(p + Q) \equiv \frac{i}{p+Q} \tilde{\Gamma}_{q q g \ldots g}(-p - Q, p) u(p).$$  \hspace{1cm} (3.3)

Here $Q = \sum_i q_i$ is the sum of the gluon momenta incident on the quark line, which can be hard or soft. The $T$-blob in Eq. (3.3) represents the hard scattering subprocess. In the application to the Drell–Yan process, it is defined such that the quark line with momentum $p + Q$ is directly connected to an irreducible vertex function for the vector boson $V$. The truncated Green function $\tilde{\Gamma}$ is given by a chain of $N$ vertex functions for a quark–antiquark pair and incoming gluons, at arbitrary order in $\alpha_s$, linked by tree-like quark propagators, i.e.,

$$\tilde{\Gamma}_{q q g \ldots g}(-p - Q, p) \equiv \frac{i}{p+Q} \tilde{\Gamma}(-p - Q, p) u(p).$$
\[
\begin{align*}
&= \sum_{\text{gluon assignments}} \Gamma^{qq\ldots\bar{g}}(-p - Q, p_{N-1}) \frac{i}{p_{N-1}} \Gamma^{qq\ldots\bar{g}}(-p_{N-1}, p_{N-2}) \ldots \frac{i}{p_{1}} \Gamma^{qq\ldots\bar{g}}(-p_1, p) \\
&\equiv \sum_{\text{gluon assignments}}
\begin{array}{c}
\text{\includegraphics[width=0.8\textwidth]{diagram.png}}
\end{array}
\end{align*}
\]

Note that Lorentz and colour indices are suppressed in the notation. The vertex functions \( \Gamma \) are one-particle-irreducible with respect to the quark line (called “quark-irreducible” in the following), but not necessarily with respect to gluon lines. Fields and momenta in the arguments of Green functions are always taken to be incoming in this paper. The sum over “gluon assignments” takes care of the fact that all distributions of gluons to quark-irreducible building blocks \( \Gamma \) have to be taken into account; in particular this sum includes also summation over the number \( N \). Note, however, that by definition the outermost \( \Gamma \) insertion must involve at least one gluon attached to it, because the whole amplitude \( T_0 \) results from a truncated Green function (external self-energies amputated). For simplicity of the argument we assume (without any restriction) that all external self-energy corrections are exactly cancelled by (on-shell) wave-function renormalization. In the diagram, \( p_i = p + Q_i \) is the quark momentum after the \( i \)th insertion of \( \Gamma^{qq\ldots\bar{g}} \) and \( Q_i - Q_{i-1} \) is the sum of the gluon momenta incident at the \( i \)th vertex function \( \Gamma^{qq\ldots\bar{g}} \).

Note that the situation sketched in Eqs. (3.3) and (3.4) covers all possible ways of gluon emission or virtual exchange if we interpret the gluon attached to the \( \bar{\Gamma} \) vertices either as external or as virtual lines going into the \( T \)-blob.

We also consider the quark-reducible truncated Green function \( \Gamma^{qq\ldots\bar{g}}(q, \bar{p}, p) \) with an additional photon attachment, obtained by inserting the photon into all the quark-irreducible vertex functions and quark propagators in Eq. (3.4); see Eq. (A.2) in the appendix for more details. Since the gluons carry no electric charge, the truncated Green functions \( \bar{\Gamma} \) satisfy the QED Ward identity
\[
q^\mu \bar{\Gamma}^{qq\ldots\bar{g}}(q, \bar{p}, p) = e Q_q \left[ \bar{\Gamma}^{qq\ldots\bar{g}}(\bar{p} + q, p) - \bar{\Gamma}^{qq\ldots\bar{g}}(\bar{p}, p + q) \right],
\]
which results from contracting the photon leg with its own momentum \( q \). We prove this identity in Appendix A.

We now consider the attachment of the photon with momentum \( q \) to the quark line, which can take place either at a reducible quark line or at the truncated Green function \( \bar{\Gamma} \) (see first line in Fig. 12),
\[
\begin{align*}
T_\nu^{(a)} &= T(p + Q + q) \frac{i}{\bar{p} + Q + \bar{g}} \bar{\Gamma}^{qq\ldots\bar{g}}(-p - Q, q, p + q) \frac{i}{\bar{p} + \bar{g}} (-ieQ_q) \gamma_\nu u(p), \\
T_\nu^{(b)} &= T(p + Q + q) \frac{i}{\bar{p} + Q + \bar{g}} \bar{\Gamma}^{qq\ldots\bar{g}}(q, -p - Q - q, p) u(p), \\
T_\nu^{(c)} &= T(p + Q + q) \frac{i}{\bar{p} + Q + \bar{g}} (-ieQ_q) \gamma_\nu \frac{i}{\bar{p} + \bar{g}} \bar{\Gamma}^{qq\ldots\bar{g}}(-p - Q, p) u(p).
\end{align*}
\]
In \( T_\nu^{(a)} \) the photon is attached at the external end of the quark line, in \( T_\nu^{(b)} \) it is attached to all possible points inside \( \bar{\Gamma}^{qq\ldots\bar{g}} \), and in \( T_\nu^{(c)} \) the photon sits on the quark line between \( \bar{\Gamma}^{qq\ldots\bar{g}} \) and the remaining hard scattering described by \( T(p + Q + q) \). The main result that will be extensively
employed in the following sections is the statement that the soft-photon limit of the sum of the three contributions in Eq. (3.6) simplifies as follows:

\[
T^{(a)} + T^{(b)} + T^{(c)} \xrightarrow{q \to 0} eQq \frac{2p\nu + q\nu}{2(p \cdot q) + q^2} T_0(p + Q).
\]  

(3.7)

Figure 12 diagrammatically illustrates this identity, which holds to all orders in QCD. The soft-photon factor multiplying the lower-order matrix element \(T_0\) is represented by the vertex labelled “eik”, where it is understood that the quark momentum remains on-shell after interaction with the soft photon. Note that \(T_0\) is independent of the soft photon momentum \(q\), which is a non-trivial statement on overlapping IR divergences that does not hold for individual diagrams. By definition of the hard subprocess, the soft photon momentum can be set to zero in the hard matrix element, \(T(p + Q + q) \xrightarrow{q \to 0} T(p + Q)\), without encountering IR singularities. Note, however, that when this argument is applied to our calculation of the non-factorizable corrections, the photon momentum \(q\) must not be neglected in the resonant \(V\) propagator, which distinguishes the ESPA from the usual SPA. The result in Eq. (3.7) holds for arbitrary gluon momenta \(q_i\) in \(Q = \sum_i q_i\), i.e. gluons can be hard or soft. The proof of Eq. (3.7) follows the one of the analogous result in QED [95], which is essentially based on the Ward identity of Eq. (3.5), and is spelled out in some detail in Appendix A. Note that it has not been specified whether the soft photon with momentum \(q\) is a real or virtual photon, so that Eq. (3.7) can also be applied to subdiagrams appearing inside a larger loop diagram. When the soft-photon line is closed to a loop by connecting to a charged-particle line entering the \(T\)-blob in (3.3), the identity (3.7) or its analogue in QED can be applied as well, so the soft photon always couples via the eikonal vertex introduced in Fig. 12.

\footnote{Note that for a soft-gluon insertion into a one-loop QCD amplitude an extra contribution appears in addition to the eikonal factor [96]. This term is a non-abelian effect proportional to the structure constants of the gauge group, i.e. our result for a photon insertion (3.7) is consistent with Ref. [96].}
3.2.2 Double-virtual corrections

The double-virtual non-factorizable corrections consist of two different contributions, which are illustrated in Fig. 11(a) by interference diagrams: First, the $O(\alpha_s \alpha)$ corrections to the $\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2$ amplitude, which interfere with the Born diagram (the left diagram in Fig. 11(a)), and second, the interference between two one-loop-corrected amplitudes with corrections of $O(\alpha_s)$ and $O(\alpha)$, respectively,

$$|\mathcal{M}_{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}|^2 = 2 \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a \otimes V_{ew,nf}} \left( \mathcal{M}_{0,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2} \right)^* \right\} + 2 \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a,PA} \left( \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a} \right)^* \right\}. \quad (3.8)$$

The latter correction is shown in the right-hand diagram in Fig. 11(a). It can be directly obtained from the results of Sect. 2 and reads

$$\text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_{ew,nf}} \left( \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a,PA} \right)^* \right\} = \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_{ew,nf}} \left( \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a} \right)^* \right\} |\mathcal{M}_{0,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}|^2. \quad (3.9)$$

The expressions for $\delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_{ew,nf}}$ and $\delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a}$ are given in Eqs. (2.9) and (2.35), respectively.

The non-factorizable part of the two-loop correction $\delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a \otimes V_{ew,nf}}$ in Eq. (3.8) is defined in analogy to the NLO case discussed in Sect. 2.1.2. The contributing two-loop diagrams can be obtained from the NLO diagrams of Fig. 4 by attaching a virtual gluon in all possible ways to the quark line. For the example of the initial–final state interference diagram of Fig. 4(a), the analogy to the NLO case discussed in Sect. 2.1.2. The contributing two-loop diagrams can be obtained from the NLO diagrams of Fig. 4 by attaching a virtual gluon in all possible ways to the quark line. For the example of the initial–final state interference diagram of Fig. 4(a), the resulting diagrams are displayed in Fig. 13. As at NLO, there are diagrams containing only non-factorizable contributions as well as diagrams possessing both factorizable and non-factorizable parts. For the latter type of diagrams the non-factorizable part is defined via the generalization of Eq. (2.7).

$$\delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a \otimes V_{ew,nf}} = \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a \otimes V_{ew,nf}} - \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a,\text{fact}} \right\} \rho_{\ell_1,\bar{\ell}_2}^{V_a \otimes V_{ew,nf}}. \quad (3.10)$$

A complication compared to the NLO calculation originates from the possibility of overlapping QCD and soft-photon corrections, as in the first and third diagram of Fig. 13. After non-trivial cancellations, which are discussed in detail below, the two-loop corrections factorize from the Born amplitude,

$$\delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a \otimes V_{ew,nf}} = \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a} \delta \mathcal{M}_{0,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}, \quad (3.11)$$

with identical correction factors as in Eq. (3.9) above. The final result of the double-virtual corrections to the cross section then reads

$$d\sigma_{\bar{q}_a q_b,nf}^{V_a \otimes V_{ew,nf}} = 2 \left[ \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a} \left( \delta \mathcal{M}_{0,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2} \right)^* \right\} + \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a,PA} \delta \mathcal{M}_{\bar{q}_a q_b,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2} \right\} \right] d\sigma_{\bar{q}_a q_b,PA} \quad (3.12)$$

$$= 4 \text{Re} \left\{ \delta \mathcal{M}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2}_{V_a} \right\} \text{Re} \left\{ \delta \mathcal{M}_{\bar{q}_a q_b,PA}^{\bar{q}_a q_b \rightarrow \ell_1 \bar{\ell}_2} \right\} d\sigma_{\bar{q}_a q_b,PA}. \quad (3.12)$$
We still have to fill the gap of proving Eq. (3.11), a task that we have attacked in three different ways: (i) using the results from the YFS approach of Sect. 3.2.1 (ii) evaluating the non-factorizable parts of the two-loop diagrams directly using the Mellin–Barnes technique, and (iii) using the EFT inspired expansion of the loop integrals in momentum regions.

(i) YFS argument

In order to prove the factorization of the two-loop corrections into a product of one-loop factors in Eq. (3.11) we deduce two results from Eq. (3.7). Firstly, we consider the situation in which the \( \bar{\Gamma} \) blocks in Eqs. (3.6) and (3.7) (see also Fig. 12) do not involve external gluons, but only one internal QCD loop, i.e. the \( \bar{\Gamma} \)'s are proportional to \( \alpha_s \), counting powers of \( \alpha_s \) only. Owing to our on-shell wave-function renormalization of the external quark field the \( T(c) \) part is absent, i.e. \( T(c) = 0 \), and likewise the whole r.h.s. of Eq. (3.7). The parts \( T(a) \) and \( T(b) \), however, are non-vanishing and, thus, cancel in the sum as shown in Fig. 14. The respective \( \bar{\Gamma} \) functions of \( T(a) \) and \( T(b) \) are given by the one-loop quark self-energy factor \( i\Sigma_q \) and by the quark–photon vertex function \( \Gamma_{\bar{a}q\nu} \), so that Eq. (3.7) turns into the identity

\[
T(p + Q + q) \left\{ \frac{i}{p + q} \left\{ i\Sigma_q(p + q) + \frac{i}{p + g} (\text{ie}Q_q\gamma_\nu + \Gamma_{\bar{a}q\nu}^\text{off}(q, p)) \right\} + u(p) \right\} = 0. \tag{3.13}
\]

Furthermore, since the identity is also valid for the case where the soft photon is virtual, the photon can as well be connected to one of the other charged-particle lines entering the hard function \( T \). Applied to the non-factorizable double-virtual corrections, this leads to the cancellation of all diagrams involving a QCD correction to the quark–photonic vertex against diagrams with a QCD self-energy correction to an internal quark line. In the example diagrams from Fig. 13 this leads to the cancellation of the two diagrams shown in Fig. 15.

As the second application of Eq. (3.7), we take the truncated Green function \( \bar{\Gamma} \) to be the tree-level quark–gluon vertex. In this case the term \( T(b) \) in Eq. (3.7) vanishes since there is no tree-level gluon–photon–antiquark–quark vertex. As discussed above, the emitted gluon can be connected to the hard subprocess by a loop so that we obtain the identity shown in Fig. 16. In the application to the double-virtual non-factorizable corrections, the resulting identity shows that the sum of the diagrams involving a QCD correction to the (off-shell) \( V \)-boson–antiquark–quark vertex and box-type diagrams simplifies to diagrams with a one-loop QCD vertex with on-shell
quarks and antiquarks inserted into the one-loop non-factorizable corrections. This simplification is illustrated in Fig. 17.

The remaining non-factorizable double-virtual corrections can be obtained from the example diagrams in Fig. 13 by moving the photon from the lepton line to the antilepton or $V$-boson lines, and by attaching it to the incoming quark instead of the antiquark line. In all diagrams, the two identities in Figs. 14 and 16 can be applied in an analogous way. As a result, the sum of all diagrams where the $V$ boson is attached directly to the QCD loop is represented in PA by the NLO diagrams for the non-factorizable corrections without gluon exchange times the QCD correction factor (2.35) for the on-shell $V\bar{q}_aq_b$ vertex, while all other diagrams where $V$ is not attached to the QCD loop cancel each other. This establishes the identity in Eq. (3.11).

(ii) Mellin–Barnes calculation

In this calculation of the non-factorizable contributions, the resonance-enhanced terms are extracted from the double-virtual corrections on a diagram-by-diagram basis by means of the Mellin–Barnes technique [97]. For manifestly non-factorizable diagrams, following an analogous power-counting argument as presented in Ref. [70], a one-to-one correspondence can be established between the resonant non-factorizable contributions and the terms that diverge linearly for soft photon momenta in the on-shell limit ($p_V^2 = M_V^2$). In the case where the virtual photon is attached to the intermediate gauge-boson propagator, i.e. diagrams that contain both factorizable and non-factorizable parts, Eq. (3.10) defines the gauge-invariant prescription to extract the non-factorizable contributions. Here, all terms that are not IR singular in the on-shell limit with respect to the photon momentum cancel in the difference. In summary, the non-factorizable corrections receive contributions only from the soft-photon region of the loop integrals. In order to identify all terms that exhibit this leading IR-singular behaviour, tensor reduction into scalar integrals is performed for the internal “QCD sub-loop”. Then, by simple power counting in the photon momentum, terms with a sub-leading singular behaviour can be singled out and omitted before proceeding with the evaluation of the two-loop integrals. In particular, terms involving additional factors of the photon momentum in the numerator do not lead to resonant contributions and can be already neglected at this stage. As a consequence, only scalar two-loop integrals appear in the final result of the non-factorizable corrections. They are evaluated using the Mellin–Barnes method, which can be employed to perform a systematic
expansion in powers of $\frac{\mu^2}{M_V^2}$, where only the leading contribution is needed for the resonance-enhanced non-factorizable corrections. The explicit calculation of the two diagrams shown in Fig. 15 and their cancellation is presented in Appendix B.1.

(iii) Effective-field-theory inspired calculation

In the application of the EFT approach to the double-virtual $\mathcal{O}(\alpha_s \alpha)$ corrections, the contributing two-loop integrals are expanded in the hard, soft, and collinear momentum regions. In the EFT language, hard loop momenta contribute to a renormalization of Wilson coefficients of $V$-boson production and decay operators. These contributions can be identified with the factorizable corrections in the conventional language. In contrast, soft and collinear loop momenta correspond to loop corrections within the EFT. Since only soft loops can connect production and decay stages without throwing the vector boson off shell, initial–final collinear or hard loops do not contribute at leading power in the resonance expansion. Furthermore, soft gluons can only be exchanged between the initial-state quark legs which leads to scaleless integrals. Therefore, soft QCD corrections do not contribute.

We will first show that the hard QCD/soft EW corrections are given by the non-factorizable $\mathcal{O}(\alpha)$ corrections with an insertion of the $\mathcal{O}(\alpha_s)$ corrections to the on-shell production vertex. For illustration, consider the diagrams in Fig. 13. Note that diagrams where the soft photon is emitted from an internal hard line (such as the first and third diagram of Fig. 13 in case the virtual gluon is hard) are suppressed by one power of $\Gamma_V/M_V$ and, therefore, do not contribute to the resonant corrections in the pole expansion. In the EFT language these contributions correspond to higher-dimensional production operators. The hard contribution of the second diagram involves the on-shell quark self-energy which vanishes for massless quarks in dimensional regularization. Therefore only the fourth diagram has a non-vanishing hard QCD/soft EW contribution. In the expansion by regions, the soft photon momentum is neglected compared to the hard gluon momentum, so that the QCD vertex correction is independent of the photon momentum. Since the soft-photon couplings to the quarks and the $V$ boson are given by the same standard eikonal factor and modified $V$-boson propagators as in the ESPA, this contribution is of the same form as the final diagram in Fig. 17 and lead to the factorized result of Eq. (3.11).

In order for all non-factorizable corrections to be of the form (3.11), it remains to be shown that the contributions from collinear gluon momenta cancel. In contrast to the NLO case, individual collinear loop diagrams can be non-vanishing at the two-loop level, as pointed out in Ref. [72]. In fact, the first three diagrams in Fig. 13 only receive non-vanishing contributions from collinear gluon momenta, while the last diagram receives contributions both from collinear and hard gluon momenta. The collinear sub-integrals can be evaluated by expanding the integrands using the scaling (2.24) or, equivalently, applying the soft–collinear effective theory (SCET) Feynman rules of Ref. [98], and subsequently integrating over the collinear loop momentum using the method discussed in Sect. 2.1.4. After this step, one observes a pairwise cancellation of the diagrams in agreement with the pattern established in Paragraph (i). For the example of the two diagrams in Fig. 15 this is demonstrated explicitly in Appendix B.2. Therefore, all contributions from collinear gluon momentum regions cancel and only the hard QCD/soft EW region gives a non-vanishing contribution to the non-factorizable corrections. As discussed above, this contribution leads to the result (3.11).

3.2.3 Real QCD × virtual EW corrections

The (real QCD)×(virtual EW) corrections are given by the virtual $\mathcal{O}(\alpha)$ corrections to dilepton plus jet production, with the three production channels of Eq. (2.36). The diagrams
Figure 18: Application of Eq. (3.7) to gluon-emission diagrams.

Figure 19: Example diagrams for the (real QCD)×(virtual EW) non-factorizable initial–final corrections. The application of the identity of Fig. [18] shows that the resonance expansion of the sum of the diagrams is equal to the one-loop non-factorizable initial–final soft correction to the process $\bar{q}_aq_b \rightarrow \ell_1 \bar{\ell}_2 g$ as indicated by the last diagram.

contribution to the non-factorizable part of these corrections are the same as those for the virtual non-factorizable corrections to $V$-boson production and decay in association with a jet. Two generic interference diagrams are shown in Fig. [11] for the quark–antiquark induced (left-hand diagram) and gluon–quark induced (right-hand diagram) channels. The calculation proceeds in an analogous manner as presented in Sect. 2.1.2 for the case of $V$ production, but becomes more involved due to the additional external particle. Furthermore, a new feature comes into play for the gluon-induced processes, where the photon exchange between two final-state particles enters the calculation. Considering for example the $\bar{q}q$ initial state, the non-factorizable corrections are defined in analogy to Eq. (2.7) by the difference of the full diagrams and the factorizable contributions in the limit where the vector boson is on shell,

$$\delta M_{Vew, nf}^{\bar{q}_aq_b \rightarrow \ell_1 \bar{\ell}_2 g} = \{\delta M_{Vew}^{\bar{q}_aq_b \rightarrow \ell_1 \bar{\ell}_2 g} - \delta M_{Vew, fact}^{\bar{q}_aq_b \rightarrow \ell_1 \bar{\ell}_2 g}\}_{p_V^2 \rightarrow M_V^2}.$$  

(3.14)

Note that we will make no assumption on the momentum $k_g$ of the real gluon, in particular it is not assumed to be soft. Therefore in the (real QCD)×(virtual EW) case the resonance expansion is performed for

$$p_V^2 = (k_1 + k_2)^2 = s_{ab} - 2(p_a + p_b) \cdot k_g \approx M_V^2,$$

(3.15)

with $s_{ab} = (p_a + p_b)^2$. The definition of the non-factorizable corrections for the $gq$- and $g\bar{q}$-initiated channels is analogous. As in the NLO case, only soft-photon exchange delivers resonant contributions, so that the YFS arguments of Sect. 3.2.1 apply. Since these arguments work equally well for real and virtual gluons, the same reasoning made explicit in the double-virtual case of the previous section implies that the virtual non-factorizable photonic corrections factorize from the real QCD amplitude. As an example, the analogue of the identity from Fig. [10] for real-gluon emission is shown in Fig. [18] and the application to the non-factorizable corrections is illustrated in Fig. [19] for a set of example diagrams.
We obtain the final result

\[
\begin{align*}
\frac{d\sigma^{R_q\otimes V_{ew}}}{d\theta_{q,\mu}} &= 2 \text{Re} \left\{ \delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}} \right\} \frac{d\sigma^{R_q}}{d\theta_{q,\mu}}, \\
\frac{d\sigma^{R_g\otimes V_{ew}}}{d\theta_{g,\mu}} &= 2 \text{Re} \left\{ \delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 a}_{V_{ew,\mu}} \right\} \frac{d\sigma^{R_g}}{d\theta_{g,\mu}}, \\
\frac{d\sigma^{R_g\otimes V_{ew}}}{d\theta_{\ell,\mu}} &= 2 \text{Re} \left\{ \delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}} \right\} \frac{d\sigma^{R_g}}{d\theta_{\ell,\mu}},
\end{align*}
\]

(3.16a, 3.16b, 3.16c)

where the tree-level cross sections \(\frac{d\sigma^{R_q}}{d\theta_{q,\mu}}\) result from the real NLO QCD corrections in Eqs. (2.38) and (2.39) upon neglecting non-resonant contributions. The virtual correction factors have been computed both by directly evaluating the difference of the one-loop integrals in Eq. (3.14) and alternatively using the EFT inspired method. The explicit results for each channel are given by

\[
\begin{align*}
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}} &= -\frac{\alpha}{2\pi} \sum_{i'=-ab,ba} \eta_i Q_i \eta_f Q_f \left\{ 2 + \text{Li}_2 \left( 1 + \frac{M_V^2 - t_{gV}}{t_{if}} \right) \right. \\
&\quad + \left[ \frac{c_\epsilon}{\epsilon} - 2 \ln \left( \frac{\mu_V^2 - s_{12}}{\mu M_V} \right) \right] \left[ 1 - \ln \left( \frac{M_V^2 - t_{gV}}{t_{if}} \right) \right], \\
\delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 a}_{V_{ew,\mu}} &= \frac{\alpha}{2\pi} \sum_{f=1,2} \eta_f Q_f \left\{ \left[ \frac{c_\epsilon}{\epsilon} - 2 \ln \left( \frac{\mu_V^2 - s_{12}}{\mu M_V} \right) \right] \\
&\quad \times \left( Q_b - Q_a \right) - Q_b \ln \left( \frac{M_V^2 - t_{ga}}{M_V^2 - t_{if}} \right) - Q_a \text{Li}_2 \left( 1 + \frac{M_V^2 - t_{ga}}{t_{bf}} \right) \\
&\quad + 2 \left( Q_b - Q_a \right) + Q_b \text{Li}_2 \left( 1 + \frac{M_V^2 - t_{ga}}{t_{bf}} \right) - Q_a \text{Li}_2 \left( 1 - \frac{sfg - M_V^2}{saf} \right) \right\}, \\
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}} &= -\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 a}_{V_{ew,\mu}} \bigg|_{a \rightarrow b}.
\end{align*}
\]

(3.17a, 3.17b, 3.17c)

In the limits of soft and/or collinear gluons, these correction factors can be related to the one in Eq. (2.9) for the hard process without the additional QCD radiation,

\[
\begin{align*}
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_a, p_b, k_1, k_2, k_g) &\rightarrow k_g \text{ soft} \quad \delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_a, p_b, k_1, k_2), \\
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 a}_{V_{ew,\mu}}(p_a, p_b, k_1, k_2, k_g) &\rightarrow k_g \rightarrow (1-x)p_a \quad \delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 a}_{V_{ew,\mu}}(x p_a, p_b, k_1, k_2), \\
\delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_a, p_b, k_1, k_2, k_g) &\rightarrow k_g \rightarrow (1-x)p_b \quad \delta^{g_0 g_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_a, x p_b, k_1, k_2), \\
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_g, p_a, k_1, k_2, k_a) &\rightarrow k_a \rightarrow (1-x)p_g \quad \delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(x p_g, p_a, k_1, k_2), \\
\delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_g, p_a, k_1, k_2, k_b) &\rightarrow k_b \rightarrow (1-x)p_g \quad \delta^{g_0 q_0 \rightarrow \ell_1 \ell_2 g}_{V_{ew,\mu}}(p_a, x p_g, k_1, k_2).
\end{align*}
\]

(3.18a, 3.18b, 3.18c, 3.18d, 3.18e)

These properties are crucial in the cancellation of IR singularities, as will be discussed in more detail in Sect. 3.3.

### 3.2.4 Virtual QCD × real photonic corrections

The non-factorizable (virtual QCD)×(real photonic) corrections are constructed from the one-loop QCD amplitude for dilepton plus photon production \((3.1)\) by an extension of the method used at NLO in Sect. 2.1.3. We split photon emission from the V-boson line into initial- and
Figure 20: Simplifications of the \((\text{virtual QCD}) \times (\text{real photonic initial-state})\) corrections appearing in the left-hand diagram of Fig. 11(c) as a result of the YFS identities of Figs. 14 and 16.

final-state radiation parts via the partial fractioning (2.11). The non-factorizable corrections arise from the interference of diagrams with initial-state radiation with those with final-state radiation. The contributing diagrams are obtained by attaching a virtual gluon in all possible ways to the quark line in the NLO real non-factorizable corrections in Fig. 6(c). The two possible contributions are illustrated in Fig. 11(c) in terms of interference diagrams. Again, a resonance enhancement only occurs if the momentum of the real photon is soft. The contributions of the form of the right-hand diagram are already factorized into the virtual QCD corrections to \(V\)-boson production and the final–initial real-photonic corrections. In contrast, the contributions shown in the left-hand diagram involve the virtual QCD corrections to \(V\)-boson plus photon production. The contributing diagrams are obtained from those for the double-virtual corrections (c.f. Fig. 13) by turning the virtual photon into a real photon by detaching it from the final-state lepton line.

The fastest way to calculate the latter contributions is again to make use of the YFS arguments described in Sect. 3.2.1 where we did not specify whether the soft photon with momentum \(q\) is virtual or real. This is true, in particular, for the identities shown in Figs. 14 and 16 used in the derivation (i) of Sect. 3.2.2 for the double-virtual case. In the same way as for the double-virtual corrections, these simplifications imply that the \((\text{virtual QCD}) \times (\text{real photonic})\) initial-state corrections to the matrix element factorize into the QCD on-shell vertex corrections \(\delta_{\bar{q}a qb \to \ell_1 \ell_2}\) of Eq. (2.35) and the eikonal current \(J_{\text{prod}}\) of Eq. (2.16). This result is illustrated diagrammatically in Fig. 20. The same result is obtained using the two other methods of Sect. 3.2.2 since the cancellations of the diagrams in Figs. 14 and 16 can be observed already after performing the integral over the gluon loop momentum and holds both for real or virtual soft photons.

The result for the complete \((\text{virtual QCD}) \times (\text{real photonic})\) non-factorizable corrections, thus, is

\[
\frac{d\sigma_{V_s \otimes R}}{dq_{\bar{q}a qb, nf}} = \delta_{\bar{q}a qb \to \ell_1 \ell_2 \gamma} d\sigma_{V_s, PA} = \delta_{R_{\text{rew}, nf}} \delta_{\bar{q}a qb, PA} = \delta_{R_{\text{rew}, nf}} \delta_{\ell_1 \ell_2 \gamma} 2 \text{Re} \left\{ \delta_{\bar{q}a qb \to \ell_1 \ell_2} \right\} d\sigma_{\bar{q}a qb, PA},
\]

(3.19)

with the real-photon correction factor (2.16). The soft-photon factor required for the regularization of the soft singularities using the slicing method is identical to the one at NLO and given in Eq. (2.22).

3.2.5 Double-real corrections

The non-factorizable double-real corrections are calculated by applying the construction of Sect. 2.1.3 to the three partonic channels (3.2) for dilepton production in association with a jet and a photon. As for the \((\text{real QCD}) \times (\text{virtual EW})\) corrections the kinematics of the extra final-state QCD parton will be treated exactly so that the resonance condition is given by Eq. (3.15) for the case of the subprocess \(q_0 q_b \to \ell_1 \ell_2 \gamma g\), and analogous expressions for the other two subprocesses. The non-factorizable contributions are again given by the interference of diagrams with soft-photon emission from the production and decay stages of the vector boson. Diagrams
for the quark–antiquark and quark–gluon initial states are shown in Fig. 11(d). Note that for the channels with an initial-state gluon, photon radiation from the production subprocess is not limited to initial-state radiation because of photon emission off the final-state quark or antiquark.

The YFS arguments of Sect. 3.2.1 prove that the non-factorizable real photonic corrections, which are induced by soft photons with \( E_\gamma \lesssim \Gamma_V \) only, factorize from the respective squared amplitudes of the processes (2.36) with external (hard or soft) partons. The squared matrix elements for the double-real corrections,

\[
|\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma g}|^2_{\text{nf}} = |\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma g}|^2_{\text{nf}},
\]

(3.20a)

\[
|\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma \ell_\ell_q a}|^2_{\text{nf}} = |\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma \ell_\ell_q a}|^2_{\text{nf}},
\]

(3.20b)

\[
|\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma \ell_\ell_q b}|^2_{\text{nf}} = |\mathcal{M}_{\text{Rg} \otimes \text{Rg}}^{\ell_1 \ell_2 \gamma \ell_\ell_q b}|^2_{\text{nf}},
\]

(3.20c)

are, thus, given by the ones for the tree matrix elements with an additional final-state parton, multiplied by the correction factors

\[
\delta_{\text{Rw,nf}}^{\ell_1 \ell_2 \gamma g} = -2 \text{Re} \left\{ J_{\text{prod}}^\mu (p_a, p_b, p_a + p_b - k_g) \left( J_{\text{dec,} \mu} (k_1, k_2) \right)^* \right\},
\]

(3.21a)

\[
\delta_{\text{Rw,nf}}^{\ell_1 \ell_2 \gamma \ell_\ell_q a} = -2 \text{Re} \left\{ J_{\text{prod}}^\mu (-k_a, p_b, p_g + p_b - k_a) \left( J_{\text{dec,} \mu} (k_1, k_2) \right)^* \right\},
\]

(3.21b)

\[
\delta_{\text{Rw,nf}}^{\ell_1 \ell_2 \gamma \ell_\ell_q b} = -2 \text{Re} \left\{ J_{\text{prod}}^\mu (p_a, -k_b, p_g + p_a - k_b) \left( J_{\text{dec,} \mu} (k_1, k_2) \right)^* \right\},
\]

(3.21c)

for the non-factorizable real photonic corrections, which are derived from the modified eikonal currents (2.17). The difference between the three versions of \( J_{\text{prod}}^\mu \) lies only in the momentum insertions; the first two arguments of \( J_{\text{prod}}^\mu \) refer to the momenta of the photon-radiating (anti)quark legs, the third to the resonant internal \( V \) boson which takes care of the momentum loss induced by parton emission before the resonance. Note that the gluon momentum (but not the soft photon momentum) now enters momentum conservation, i.e. \( p_a + p_b = k_1 + k_2 + k_g \) for process (3.2a), etc., in the evaluation of \( \delta_{\text{Rw,nf}} \) via Eq. (3.21).

As already done at NLO, we regularize the soft-photon singularity by applying a slicing cut \( \Delta E \ll \Gamma_V \) on the photon energy. Soft photons obeying \( \Delta E < E_\gamma \lesssim \Gamma_V \ll M_V \) are included in the integration of \( \delta_{\text{Rw,nf}} \) in Eq. (3.21), and extremely soft photons with \( E_\gamma < \Delta E \) are included via eikonal integrals based on the usual soft-photon asymptotics as given in Eq. (2.22) for the NLO case. Here we have to generalize this result to take into account the hard-gluon kinematics and the possibility to have gluons in the initial state. The soft factors explicitly read

\[
\delta_{\text{soft}}^{\ell_1 \ell_2 \gamma g} = \frac{\alpha}{\pi} \sum_{ii' = ab, ba \atop ff'=12,21} \eta_i Q_i \eta_f Q_f \left\{ \left[ \frac{c_\gamma}{\epsilon} - 2 \ln \left( \frac{2 \Delta E}{\mu} \right) \right] - 1 - \ln \left( \frac{M_V^2 - t_{i'j}}{M_V^2} \right) \right\},
\]

(3.22a)

\[
\delta_{\text{soft}}^{\ell_1 \ell_2 \gamma \ell_\ell_q a} = \frac{\alpha}{\pi} \sum_{ff'=12,21} \eta_f Q_f \left\{ \left[ \frac{c_\gamma}{\epsilon} - 2 \ln \left( \frac{2 \Delta E}{\mu} \right) \right] \right\} \times \left[ Q_a - Q_b - Q_b \ln \left( \frac{M_V^2 - t_{ga}}{-t_{bf}} \right) + Q_a \ln \left( \frac{s_{gb} - M_V^2}{s_{af}} \right) \right],
\]

(3.22b)
The generic factor \( \delta_{3.3} \)

Complete result for the non-factorizable corrections

For the proper cancellation of the overlapping (QCD) beam axis slicing factors becomes apparent, and we obtain

\[
\delta_{\text{soft}} [Q_a - Q_b] \left[ \frac{s_{gb} + M_V^2}{s_{gb} - M_V^2} \ln \left( \frac{s_{gb}}{M_V^2} \right) - \text{Li}_2 \left( \frac{s_{af}}{s_{gb}} \right) - \text{Li}_2 \left( \frac{s_{af'}}{s_{gb}} \right) \right] + Q_b \left[ \text{Li}_2 \left( \frac{s_{gb}}{s_{gb} + t_{ba}} \right) - \text{Li}_2 \left( \frac{-t_{ga}}{M_V^2 - t_{ga}} \right) - \frac{1}{2} \ln^2 \left( \frac{s_{gb}}{M_V^2} \right) \right] - Q_a \left[ \text{Li}_2 \left( \frac{-M_V^2}{s_{gb}} \frac{s_{af'}}{s_{af}} \right) + \text{Li}_2 \left( 1 - \frac{s_{gb}}{M_V^2} \right) \right],
\]

(3.22b)

where \( s_{ii'} = (p_i + p_{i'})^2 \) and \( t_{ij} = (p_i - k_j)^2 \). In the soft-gluon limit, the correction factors reduce to the respective case without the gluon emission from Sect. 2.1.3.

\[
\delta_{\text{soft}}^{gq \to \ell_1 \ell_2 q_b} = - \delta_{\text{soft}}^{gq \to \ell_1 \ell_2 q_a} \bigg|_{a \to b},
\]

(3.22c)

In the limits of collinear quark–gluon splittings in the initial states, the frame dependence of the slicing factors becomes apparent, and we obtain

\[
\delta_{\text{soft}}^{gq \to \ell_1 \ell_2 q_b} (p_a, p_b, k_1, k_2, k_g) \xrightarrow{\text{k_g soft}} \delta_{\text{soft}}^{gq \to \ell_1 \ell_2 q_a} (p_a, p_b, k_1, k_2).
\]

(3.23a)

The generic factor \( \delta_{\text{soft}, \Lambda_z(z_a,z_b)}^{gq \to \ell_1 \ell_2} (p_a, p_b, k_1, k_2) \) is the slicing factor obtained for the process \( gq \to \ell_1 \ell_2 \), evaluated not in the partonic centre-of-mass frame (given by the rest frame of the momentum \( p_a + p_b \)), but in the rest frame of the momentum \( \frac{p_a}{z_a} + \frac{p_b}{z_b} \), which is Lorentz boosted along the beam axis

\[
\delta_{\text{soft}, \Lambda_z(z_a,z_b)}^{gq \to \ell_1 \ell_2} (p_a, p_b, k_1, k_2) = \frac{\alpha}{\pi} \sum_{i' = ab, ba} \eta_i Q_i \eta_{f'} Q_{f'} \left\{ \frac{c_\ell}{\epsilon} - 2 \ln \left( \frac{2 \Delta E}{\mu} \right) \right\} \left[ 1 - \ln \left( \frac{M_V^2}{-t_{if'}} \right) \right]
\]

\[
+ \frac{z_a + z_b}{z_a - z_b} \ln \left( \frac{z_a}{z_b} \right) + \text{Li}_2 \left( -\frac{z_i}{z_{i'}} t_{if} \right) + \text{Li}_2 \left( 1 - \frac{z_{i'}}{z_i} \right)
\]

\[
- \text{Li}_2 \left( 1 - \frac{z_{i'}}{z_i} \right) - \text{Li}_2 \left( 1 - \frac{z_i}{z_{i'}} \right) \frac{-t_{if}}{M_V^2} \right\}.
\]

(3.24)

For the proper cancellation of the overlapping (QCD) \times (photonic) IR singularities, these correction factors are employed in the context of the dipole subtraction formalism.

### 3.3 Complete result for the non-factorizable corrections

The non-factorizable corrections to the cross section are obtained by integrating the different contributions calculated in Sect. 3.2 over the respective phase spaces,

\[
\delta_{\text{nf}}^{\text{NNLO}_{\ell \ell \ell}} = \int_2 \text{d} \sigma_{\text{nf}}^{V_{\ell \ell \ell}} + \int_3 \text{d} \sigma_{\text{nf}}^{R_{\ell \ell \ell}} + \int_2 \text{d} \sigma_{\text{nf}}^{C_{\ell \ell \ell}}
\]
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tions are constructed as follows, and a proper cancellation of divergences is ensured.

\[ \frac{d \sigma_{\text{soft,QCD}}}{d \Phi_{\text{soft}}} = \int_2 d \Phi_{\text{soft}} \sum_{\text{dipoles}} \delta^{2-2+\gamma}_{\text{soft,QCD}}. \] (3.26)

Here \( \delta^{2-2+\gamma}_{\text{soft,QCD}} \) is a shorthand for the virtual NLO non-factorizable corrections \([2.9]\), while the factor \( \delta^{2-3+\gamma}_{\text{soft,QCD}} \) is a generic expression for the virtual non-factorizable corrections to the various real-QCD correction channels given in Eq. \([3.16]\). Similar abbreviations have been introduced for the real non-factorizable corrections. In the first line of Eq. \([3.25]\) a collinear counterterm \( d \sigma_{\text{nf}}^{\text{coll}} \) has been added to subtract collinear singularities remaining in the sum of the double-virtual and the \((\text{real QCD}) \times (\text{virtual EW})\) corrections that are absorbed into the PDFs. The term \( d \sigma_{\text{nf}}^{\text{coll}} \) plays the same role for the sum of the \((\text{virtual QCD}) \times (\text{real EW})\) and the double-real corrections in the second line. Since the non-factorizable EW corrections contain only soft singularities, all collinear singularities are purely of QCD origin. The collinear subtraction term exploits factorization properties in the collinear limits and is therefore universal in the sense that it is constructed as a convolution of the Altarelli–Parisi splitting kernels with the lower-order (in \( \alpha_s \)) cross section. Therefore, the results of Sect. \([2.1]\) for the non-factorizable EW corrections can be used to write these collinear counterterms schematically as a product of \( d \sigma_{\text{PA}}^{\text{coll}} \), which is obtained from the collinear counterterm appearing in the NLO QCD corrections in Eq. \([2.37]\) upon neglecting non-resonant contributions, and the photonic correction factors \( \delta^{2-2+\gamma}_{\text{photonic}} \) and \( \delta^{2-3+\gamma}_{\text{photonic}} \), respectively. Each of the six integrals in Eq. \([3.25]\) are separately IR divergent, however, all divergences cancel in the sum. As described for the NLO calculation in Sect. \([2]\), IR singularities from QCD emission are rearranged using the dipole subtraction formalism, while the soft singularities from photon emission are regularized by the slicing method.

We first apply the dipole subtraction formalism to Eq. \([3.25]\) in order to cancel the IR singularities associated with the QCD corrections. For the double-real contribution, we construct the dipole terms in the following way,

\[ \int \int \left\{ d \sigma_{\text{PA}}^{\text{coll}} \delta^{2-3+\gamma}_{\text{soft,QCD}}(\Phi_{3+\gamma}) \right\} - \sum_{\text{dipoles}} d \sigma_{\text{PA}}^{\text{coll}} \delta^{2-2+\gamma}_{\text{soft,QCD}}(\Phi_{2+\gamma}) \otimes d \Phi_{\text{dipole}} \right\}, \] (3.26)

where the relative correction factors \( \delta^{2-2+\gamma}_{\text{soft,QCD}} \) of the non-factorizable photonic corrections match the differential cross sections they are multiplied with. In particular, the correction factor to the dipole \( d \Phi_{\text{dipole}} \) is consistently evaluated on the respective dipole phase space. In the singular regions, where the additional QCD emission tends towards a soft and/or collinear configuration, the correction factors coincide

\[ \delta^{2-3+\gamma}_{\text{soft,QCD}} \xrightarrow{\text{soft and/or collinear}} \delta^{2-2+\gamma}_{\text{soft,QCD}} \] (3.27)

and a proper cancellation of divergences is ensured.

Similarly to the double-real case, the dipole terms for the \((\text{real QCD}) \times (\text{virtual EW})\) corrections are constructed as follows,

\[ \int \left\{ d \sigma_{\text{PA}}^{\text{coll}} 2 \text{Re} \left\{ \delta^{2-3+\gamma}_{\text{soft,QCD}}(\Phi_3) \right\} \right\} - \sum_{\text{dipoles}} d \sigma_{\text{PA}}^{\text{coll}} 2 \text{Re} \left\{ \delta^{2-2+\gamma}_{\text{soft,QCD}}(\Phi_2) \right\} \otimes d \Phi_{\text{dipole}} \right\}. \] (3.28)
The relation between the correction factors $\delta_{V_{\gamma},nf}^{2+3}$ and $\delta_{V_{\gamma},nf}^{2} \gamma$ in the soft and/or collinear limits given in Eq. (3.18) ensures that the cancellation in the singular regions remains unaffected although different correction factors are introduced for the real cross-section and subtraction terms.

As in the NLO QCD case described in Sect. 2.2, the subtraction functions are integrated over the one-parton phase space containing the soft and collinear QCD singularities, leading to the $I$, $K$, and $P$ terms. This integration is essentially unchanged in the $O(\alpha_s)$ non-factorizable corrections, since the additional $O(\alpha)$ factors $\delta_{R_{\gamma},nf}^{2+3} \gamma$ and $\delta_{V_{\gamma},nf}^{2} \gamma$ multiplying the dipoles $dV_{\gamma}$ in Eqs. (3.26) and (3.28), respectively, do not depend on the singular parton kinematics, but merely appear as constant factors in the singular integrals. Introducing the insertion operators of the dipole subtraction formalism, as described in Sect. 2.2, we obtain

$$
\hat{\sigma}_{nf}^{\text{NNLO} \otimes \text{ew}} = \int_2 \left\{ \frac{d\sigma_{\gamma}^V}{\alpha \beta} + \frac{d\sigma_{\gamma}^0}{\alpha \beta} \otimes I \right\} 2 \text{ Re} \left\{ \delta_{V_{\gamma},nf}^{2+3} \gamma \right\} \nonumber 
+ \int_3 \left\{ \frac{d\sigma_{\gamma}^R}{\alpha \beta} \text{ Re} \left\{ \delta_{V_{\gamma},nf}^{2-2+3+} \right\} - \sum \text{ dipoles} \right\} \frac{d\sigma_{\gamma}^0}{\alpha \beta} 2 \text{ Re} \left\{ \delta_{V_{\gamma},nf}^{2} \gamma \right\} \otimes dV_{\gamma} \nonumber 
+ \int_0^1 \frac{dx}{2} \int_2 \frac{d\sigma_{\gamma}^0}{\alpha \beta} \left[ 2 \text{ Re} \left\{ \delta_{V_{\gamma},nf}^{2-2+3+} \right\} \otimes K + P \right] \nonumber 
+ \int_3 \left\{ \frac{d\sigma_{\gamma}^R}{\alpha \beta} \delta_{R_{\gamma},nf}^{2+3+} \gamma - \sum \text{ dipoles} \right\} \frac{d\sigma_{\gamma}^0}{\alpha \beta} \delta_{R_{\gamma},nf}^{2} \gamma \otimes dV_{\gamma} \right\} \nonumber 
+ \int_0^1 \frac{dx}{2} \int\frac{d\sigma_{\gamma}^0}{\alpha \beta} \delta_{R_{\gamma},nf}^{2+3+} \gamma \otimes (K + P), \right.$$  

(3.29)

where we have suppressed the dependence on the phase-space kinematics for the sake of transparency. It is implicitly assumed that all correction factors are evaluated with the same kinematics as the differential cross sections $d\sigma$ in front of them.

All lines of Eq. (3.29) are now individually free of QCD singularities, however, the integrals over the photon phase space in the last three lines still gives rise to soft singularities that cancel against the IR singularities in the virtual photonic corrections in the first three lines. These soft singularities are dealt with using the slicing method as described in Sect. 2.1.2 for the NLO EW case. As a result we are able to arrange the six contributions in Eq. (3.29) into a form where all IR divergences are cancelled in the integrands explicitly,

$$
\hat{\sigma}_{nf}^{\text{NNLO} \otimes \text{ew}} = \hat{\sigma}_{nf}^{V_{\gamma} \otimes \text{ew}} + \hat{\sigma}_{nf}^{V_{\gamma} \otimes \text{Re}_\gamma} + \hat{\sigma}_{nf}^{R_{\gamma} \otimes \text{ew}} + \hat{\sigma}_{nf}^{R_{\gamma} \otimes \text{Re}_\gamma} + \hat{\sigma}_{nf}^{C_{\gamma} \otimes \text{ew}} + \hat{\sigma}_{nf}^{C_{\gamma} \otimes \text{Re}_\gamma}, \right.$$  

(3.30)

where each term is an IR-finite object and its phase-space integration can be performed numerically in four dimensions. However, individual terms depend on an artificial energy-slicing parameter $\Delta E$ that cancels in the sum. Equation (3.30) will be our master formula for the numerical evaluation discussed in Sect. 4. In the following we describe the construction of the individual ingredients. In order to discuss some subtle points in the implementation that are not obvious in the compact notation used here, we give the explicit expressions for all contributions for the quark–antiquark and quark–gluon induced channels in Appendix C.

The first two terms in Eq. (3.30) arise from the sum of the double-virtual and the (virtual QCD)$\times$(real photonic) corrections, including the insertion operators from the dipole formalism.
Analogously to the NLO case discussed in the end of Sect. 2.1.3, the integral over the photon momentum with \( E_\gamma < \Delta E \) in the real photonic corrections is computed analytically and added to the double-virtual corrections,

\[
\tilde{\sigma}_{nf}^{V \otimes V_{ew}} = \int_2 \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \otimes I \right\} \left[ 2 \text{Re} \left\{ \delta_{\text{Vew,nf}}^{2-3} \right\} + \delta_{\text{soft}}^{2-2}(\Delta E) \right],
\]

\[
\tilde{\sigma}_{nf}^{V \otimes R_{ew}} = \int_2 \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \otimes I \right\} \delta_{R_{ew, nf}}^{2-2+\gamma},
\]

where the integrated soft-photon factor \( \delta_{\text{soft}}^{2-2} \) is the same as at NLO, see Eq. \( \text{(2.22)} \).

For the contributions involving real QCD corrections, special care must be taken since the slicing cut on the photon energy in \( \tilde{\sigma}_{nf}^{R_{ew}} \) is applied in the partonic centre-of-mass frame of the \( 2 \to 3 + \gamma \) process for both the double-real cross section and the dipole terms. This results in the following expressions for the IR-finite real-gluon contributions to the cross section,

\[
\tilde{\sigma}_{nf}^{R_{ew}} = \int_2 \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \right\} \left\{ 2 \text{Re} \left\{ \delta_{\text{Vew,nf}}^{2-3} \right\} + \delta_{\text{soft}}^{2-3}(\Delta E) \right\},
\]

\[
\tilde{\sigma}_{nf}^{R_{ew}} = \int_2 \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \right\} \delta_{R_{ew, nf}}^{2-3+\gamma} - \sum_{\text{dipoles}} \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \delta_{\text{R_{ew, nf}}}^{2-2+\gamma} \otimes d\text{dipol},
\]

using a generic notation \( \Lambda(z(x_{\text{dip}})) \) for the boost in the soft-photon factor of Eq. \( \text{(3.24)} \). Note that the dipole kinematics in Eq. \( \text{(3.34)} \) is boosted along the beam axis, c.f. Eq. \( \text{(2.40)} \). Therefore, the analytical integration over the soft-photon phase space results in the boosted slicing factor \( \delta_{\text{soft,}\Lambda(z)}^{2-2} \), given in Eq. \( \text{(3.24)} \), for the integrated dipole terms appearing in Eq. \( \text{(3.33)} \). Inspecting the limiting behaviour of \( \delta_{\text{soft}}^{2-3} \) and \( \delta_{\text{soft,}\Lambda(z)}^{2-2} \) in the singular limits, as given in Eq. \( \text{(3.23)} \), one can easily verify that expression \( \text{(3.33)} \) is IR finite.

Finally, we consider the convolution terms with additional virtual or real EW corrections in the third and sixth line of Eq. \( \text{(3.29)} \). The cut on the photon energy \( E_\gamma > \Delta E \) in the bremsstrahlung contribution is applied in the rest frame of the incoming momenta \( b \) the collinear splittings, i.e. the rest frame of the momenta \( p_a = x + p_b \) or \( p_a + p_b = x \), where \( p_a \) and \( p_b \) denote the momenta entering the hard scattering cross section \( \sigma_{PA}^0 \). This choice is consistent with the cut prescription chosen in the the double-real corrections in Eq. \( \text{(3.34)} \). For the resulting IR-finite contributions to the cross section we obtain

\[
\tilde{\sigma}_{nf}^{C_4 \otimes V_{ew}} = \int_0^1 dx \int_2 \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \right\} \left\{ 2 \text{Re} \left\{ \delta_{\text{Vew,nf}}^{2-2} \right\} + \delta_{\text{soft,}\Lambda(z)}^{2-2}(\Delta E) \right\} \otimes (K + P),
\]

\[
\tilde{\sigma}_{nf}^{C_4 \otimes R_{ew}} = \int_0^1 dx \int_{E_\gamma > \Delta E} \left\{ \frac{d\sigma_{PA}^0}{d\sigma_{PA}^0} \right\} \delta_{R_{ew, nf}}^{2-2+\gamma} \otimes (K + P).
\]
4 Numerical results for non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections

The results presented in this section are evaluated using the identical setup as in the NLO calculation, which is described in Sect. 2.3.

Figure 21 shows our numerical results for the $\mathcal{O}(\alpha_s \alpha)$ non-factorizable corrections to the $M_{T,\nu\ell}$ and $p_{T,\ell}$ distributions for $W^+$ production at the LHC in terms of relative corrections factors ($\delta$) to the LO prediction. The respective absolute distributions and the results of the NLO calculation are shown in Fig. 8. The contributions induced by virtual photons, indicated by $\alpha_{\text{virt}}$, are IR regularized upon adding the real soft-photon counterpart which accounts for the emission of photons of energy $E_\gamma < \Delta E \ll \Gamma_V$. Correspondingly, the real photonic contributions denoted by $\alpha_{\text{real}}$ only consider the emission of photons with $E_\gamma > \Delta E$. Therefore, both contributions, $\alpha_{\text{virt}}$ and $\alpha_{\text{real}}$, depend on the unphysical slicing parameter $\Delta E$ which cancels in their sum. Note that the photon-energy cut $\Delta E$, which we numerically set to $\Delta E = 10^{-4} \times \sqrt{s}/2$, is much smaller than the width $\Gamma_V$ of the resonating gauge boson. Our results are further broken down into the quark–antiquark and the gluon-induced channels, denoted by $q\bar{q}$ and $qg$, receptively. The individual contributions from virtual and real photons roughly reach the 0.5% level in case of the $M_{T,\nu\ell}$ distribution and even grow to a several percent in the $p_{T,\ell}$ distribution. The relatively large corrections observed in the transverse-momentum distributions above the threshold are induced by the recoil of the $W$ boson against a hard jet in the real QCD corrections which was also observed for the NLO QCD corrections as shown in the middle plots of Fig. 8. However, in the $\Delta E$-independent sum of all non-factorizable corrections, these contributions cancel almost perfectly leading to a net correction that is way below the 0.1% level and, thus, phenomenologically negligible.

The numerical results of the non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections to the neutral-current process are shown in Fig. 22 which comprise the relative correction factors to the $M_{\ell\ell}$ and $p_{T,\ell}$ distribution. The respective absolute distributions and results of the NLO calculation are shown in Fig. 9. These corrections turn out to be even smaller than in the charged-current case, the individual virtual and real photon contributions staying below the 0.02% and 0.5% level for the invariant-mass and the transverse-momentum distribution, respectively. The smallness of these corrections can be understood by inspecting the behaviour of the non-factorizable corrections under the interchange of the momenta of the two leptons. For the neutral-current process, the correction factors $\delta_{\text{nf}}$ are antisymmetric under such an interchange ($k_1 \leftrightarrow k_2$), which can be directly seen from the respective formulas by using $Q_1 = Q_2$ and $\eta_1 = -\eta_2$. This property of $\delta_{\text{nf}}$ effectively projects out the antisymmetric part of the cross section that they multiply, which is highly suppressed compared to the symmetric part that enters the LO prediction in the normalization. Similar suppression effects were observed in the literature in the comparison of non-factorizable corrections between $ZZ$ [99] and $WW$ [69, 70, 100] production. Apart from the overall size, the corrections show a similar behaviour as in the case of $W$ production discussed above, leading to the same conclusion that the mixed QCD–electroweak non-factorizable corrections are phenomenologically negligible.

Of course, one could have speculated on this suppression, since the impact of non-factorizable photonic corrections is already at the level of some 0.1% at NLO. However, the $\mathcal{O}(\alpha_s \alpha)$ corrections mix EW and QCD effects, so that small photonic corrections might have been enhanced by the strong jet recoil effect observed in the $p_{T,\ell}$ distribution (c.f. Sect. 2.3.3). This enhancement is seen in the virtual and real corrections separately, but not in their sum. Furthermore, the existence of gluon-induced ($qg$) channels implies a new feature in the non-factorizable corrections. In the

---

6 The antiquark–gluon induced contributions are included in the contributions labelled $qg$ in the figures.
Figure 21: Relative non-factorizable corrections of $\mathcal{O}(\alpha_s\alpha)$ to the distributions in the transverse mass (left) and transverse lepton momentum (right) for $W^+$ production at the LHC, broken up into contributions of partonic $q\bar{q}/qg$ initial states and virtual/real photonic contributions.

Figure 22: Relative non-factorizable corrections of $\mathcal{O}(\alpha_s\alpha)$ to the distributions in the invariant mass (left) and transverse lepton momentum (right) for $Z$ production at the LHC, broken up into contributions of partonic $q\bar{q}/qg$ initial states and virtual/real photonic contributions.
$q\bar{q}$ channels, and thus in the full NLO part of the non-factorizable corrections, the soft-photon exchange proceeds between initial- and final-state particles, whereas in the gg channels at $\mathcal{O}(\alpha_s \alpha)$ the photon is also exchanged between final-state particles. The known suppression mechanisms in non-factorizable corrections work somewhat differently in those cases \[68\].

5 Conclusions

Single-$W$- and single-$Z$-boson production via the Drell–Yan mechanism do not only represent important reference processes for detector calibration, parton-distribution fits, etc., at hadron colliders, such as the LHC, their investigation can also contribute to searches for new physics and strengthen tests of the Standard Model. In the high-energy tails of distributions, these processes extend the reach in energy in the searches for new gauge bosons $W'$ and $Z'$, and in the resonance regions they allow for precision measurements of the $W$-boson mass and the effective weak mixing angle. In particular, the latter task of high-precision physics requires a further increase in accuracy to the highest possible level. On the QCD side, corrections are known up to the next-to-next-to-leading order with improvements from resummations or parton showers beyond fixed order, and on the electroweak side next-to-leading-order corrections as well as universal higher-order corrections from renormalization, collinear final-state radiation, and Sudakov-type high-energy logarithms are available. This leaves the largest unknown component of radiative corrections in the sector of mixed QCD–electroweak contributions of $\mathcal{O}(\alpha_s \alpha)$.

In this paper, we have described how the missing $\mathcal{O}(\alpha_s \alpha)$ corrections can be systematically calculated in the resonance region in terms of a pole approximation, which simplifies the actual calculation in comparison to a full treatment of the $2 \rightarrow 2$ scattering process at the two-loop level and which poses further advantages. This pole approximation is based on the leading terms of a consistent expansion of the cross section about the resonance pole, which classifies the corrections in terms of factorizable and non-factorizable contributions. The factorizable corrections can be attributed to the $W/Z$ production and decay subprocesses individually, while the non-factorizable contributions link production and decay by soft-photon exchange.

In order to describe the concept and to validate the pole approximation, we have applied it to the electroweak next-to-leading-order corrections of $\mathcal{O}(\alpha)$ and compared it to the full next-to-leading-order result. In the resonance region the approximation reproduces the full result within fractions of 1%, i.e. at a phenomenologically satisfactory level. In detail, the factorizable contributions to the $W/Z$ production subprocess turn out to be mostly suppressed to this level, apart from off-shell tails in transverse-momentum distributions where recoil effects in the QCD corrections are overwhelming. Non-factorizable contributions are generally suppressed to the 0.1% level. The bulk of corrections are, thus, factorizable corrections to the decay subprocesses, with the most important contribution resulting from collinear final-state radiation. This fact is, of course, known. Here we have quantified the size of the individual components and find that the pole approximation nicely isolates the by far dominant corrections in $\mathcal{O}(\alpha)$.

At $\mathcal{O}(\alpha_s \alpha)$, we have classified the individual contributions to the pole approximation:

1. Factorizable corrections of the type “initial–initial”, i.e. two-loop $\mathcal{O}(\alpha_s \alpha)$ corrections to $W/Z$ production and corresponding real-emission parts. From the analysis of the corresponding $\mathcal{O}(\alpha)$ contributions we do not expect very significant corrections from this part. Note also that this contribution involves some extra uncertainty, since no fully adapted set of parton distributions including $\mathcal{O}(\alpha_s \alpha)$ corrections is available (and might never be). All the more it is important to consistently isolate this contribution—as the pole approximation does—from the rest of the corrections, in order to properly assess its uncertainty.
2. Factorizable corrections of the type “final–final”, i.e. two-loop $\mathcal{O}(\alpha_s \alpha)$ corrections to the leptonic W/Z decays. Such corrections are entirely furnished by virtual contributions from two-loop counterterms. They will be small in size and will not have any visible effect on the shape of distributions, and thus are expected to be phenomenologically insignificant.

3. Factorizable corrections of the type “initial–final”, i.e. $\mathcal{O}(\alpha_s)$ corrections to W/Z production in combination with $\mathcal{O}(\alpha)$ corrections to the leptonic W/Z decays. They comprise reducible contributions of the type (one-loop)×(one-loop) on the virtual side, mixed virtual/real contributions induced by one-loop graphs with single real photon or gluon emission, and double-real contributions with photon and gluon emission. The largest effect at the $\mathcal{O}(\alpha_s \alpha)$ is to be expected from this contribution, because these reducible contributions combine large QCD corrections to the production with large electroweak corrections to the W/Z decay. The leading part of collinear final-state photon radiation is known to factorize from the QCD-corrected cross section, but only a proper evaluation of these initial–final corrections can reveal to which accuracy simplified factorization approaches hold.

4. Non-factorizable corrections with QCD corrections to the production and soft-photon exchange between production and decay. We have worked out this contribution in this paper in very detail, first proving that the corresponding matrix elements all show factorization of the soft-photonic part, where “soft” means that the photon energy can be of the order of the W/Z decay widths. The proof of this fact, which even holds to any power in $\alpha_s$, is based on arguments taken over from the classic 1961 paper [95] of Yennie, Frautschi, and Suura. For the purely virtual corrections, we have checked this statement in some explicit diagrammatical calculations and by an analysis in the framework of an effective field theory for unstable particles. Our numerical results show that the sum of all non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections has a negligible impact on differential cross sections. This result is plausible in view of the strong suppression of those effects already in $\mathcal{O}(\alpha)$, but could not be safely predicted in advance because of a conceivable enhancement due to QCD recoil effects.

As a byproduct, our results generalize the proof [67] that non-factorizable corrections vanish after integration over the resonance (as e.g. in the total cross section) to the case of QCD-corrected cross sections.

In summary, we have worked out a concept for evaluating $\mathcal{O}(\alpha_s \alpha)$ corrections to Drell–Yan processes in a pole approximation near the resonances and have explicitly shown that the corresponding non-factorizable contributions are phenomenologically negligible, i.e. that corrections factorize in the resonance region in this sense. The most important $\mathcal{O}(\alpha_s \alpha)$ contribution will be given by initial–final QCD×electroweak corrections, whose evaluation is in progress and will be discussed in a forthcoming paper.
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Appendix

A Soft-photon radiation off a quark line—the proof of factorization

In this appendix we prove identity [3.7] used in the calculation of the non-factorizable $\mathcal{O}(\alpha_s \alpha)$ corrections in Sect. 3.2. To this end, we show how the arguments given in Ref. 95 to derive
the corresponding identity in pure QED extend to the case of QCD⊗QED. In pure QED, the
cancellations leading to Eq. (3.5) are a result of the well-known Ward identity for the one-
particle irreducible photon–antifermion–fermion vertex function, where the photon polarization
vector is replaced by the photon momentum. Since the gluons are electrically neutral, this Ward
identity generalizes to photon–antifermion–fermion vertex functions with an arbitrary numbers
of additional gluons,

\[ q^\mu \Gamma_\mu^{\text{Aqqg...g}}(q, \bar{p}, p) = eQ_p \left[ \Gamma^{\text{qqg...g}}(\bar{p} + q, p) - \Gamma^{\text{qqg...g}}(\bar{p}, p + q) \right], \tag{A.1} \]

where we have suppressed the Lorentz and colour indices associated with the gluons. The fact
that the \( \Gamma \) vertex functions used here are only one-particle irreducible with respect to the quark
line does not spoil this identity.

The function \( \Gamma_\mu^{\text{Aqqg...g}} \) appears in the truncated Green function for the quark line with a soft-
photon insertion that is obtained from (3.4) by inserting a photon in all possible ways into one
of the \( N \) vertex functions or directly into one of the \((N-1)\) internal quark lines,

\[
\tilde{\Gamma}_\mu^{\text{Aqqg...g}}(q, \bar{p}, p) = \sum_{\text{gluon assignments}} \left\{ \sum_{k=1}^{N} \Gamma^{\text{qqg...g}}(\bar{p}, p_{N-1} + q) \frac{i}{p_{N-1} + \gamma} \right. \\
\left. \cdots \frac{i}{p_{k} + \gamma} \Gamma_\mu^{\text{Aqqg...g}}(q, -p_k - q, p_{k-1}) \frac{i}{p_{k-1}} \right. \\
\left. \cdots \frac{i}{p_{1} + \gamma} \Gamma^{\text{qqg...g}}(-p_1, p) \right\}. \tag{A.2}
\]

The truncated Green function (A.2) satisfies the Ward identity (3.5), as can be derived using
Eq. (A.1) and the partial-fractioning identity

\[
\frac{i}{p + \gamma} (-ieQ_p \gamma) \frac{i}{\bar{p}} = eQ_p \left[ \frac{i}{p} - \frac{i}{\bar{p} + \gamma} \right]. \tag{A.3}
\]

In order to derive our main identity (3.7), consider the difference of \( T^{(a)} \) as defined in
Eq. (3.6a) and the right-hand side of Eq. (3.7). In the soft-photon limit, it can be simplified to

\[
T^{(a)}_\nu \sim T(p + Q) \left\{ \frac{i}{\bar{p} + Q + \gamma} \tilde{\Gamma}^{\text{qqg...g}}(-p - Q - q + p) - \frac{i}{\bar{p} + Q} \tilde{\Gamma}^{\text{qqg...g}}(-p - Q, p) \right\} \\
\times eQ_p \frac{2p_\nu + q_\nu}{2(p \cdot q) + q^2} \left[ \Gamma^{\text{qqg...g}}(q, -p - Q - q, p) \right] \\
+ eQ_p \left[ \frac{i}{\bar{p} + Q + \gamma} - \frac{i}{\bar{p} + Q} \right] \tilde{\Gamma}^{\text{qqg...g}}(-p - Q, p) \frac{2p_\nu + q_\nu}{2(p \cdot q) + q^2} \left[ \frac{i}{\bar{p} + Q + \gamma} - \frac{i}{\bar{p} + Q} \right]. \tag{A.4}
\]

In the first step the soft photon momentum has been neglected in the hard part \( T \), while in the
second step the Ward identity (3.5) has been applied. The first term in the curly braces involves
the same vertex function $\Gamma^A_{\mu q g g \ldots g}$ as the expression $T^{(b)}$ defined in Eq. (3.6b), while the terms in the last line of Eq. (A.4) can be brought to a form similar to $T^{(c)}$ defined in Eq. (3.6c) using the partial-fractioning identity (A.3). Using Eq. (A.4), we obtain the following result for the soft limit of the l.h.s. of Eq. (3.5),

$$\left[ T^{(a)}_\nu + T^{(b)}_\nu + T^{(c)}_\nu \right] \rightarrow_{q \to 0} eQ_q \frac{2p_\nu + q_\nu}{2(p \cdot q) + q^2} T_0(p + Q) + T^{(\text{int})}_\nu,$$

where we have introduced the expression

$$T^{(\text{int})}_\nu = T(p + Q) \left\{ \frac{i}{p + Q + g} \Gamma^A_{\mu q g g \ldots g}(q, -p - Q - q, p) + \frac{i}{p + Q + g} (-ieQ_q \gamma_\mu) \frac{i}{p + Q} \Gamma^A_{q g g g \ldots g}(p - Q, p) \right\} u(p) G^\mu_\nu,$$

with

$$G^\mu_\nu = \delta^\mu_\nu - q^\mu \frac{2p_\nu + q_\nu}{2(p \cdot q) + q^2}.$$  \hfill (A.7)

As in the pure QED case [95] we obtain the result that soft-photon emission from external lines is described by an eikonal factor times the lower-order matrix element, while soft-photon emission from internal lines is described by the replacement $\gamma_\nu \to \gamma_\mu G^\mu_\nu$ in the photon–antifermion–fermion vertices.

The result (A.5) leads to the desired identity (3.7) if it can be shown that the term $T^{(\text{int})}$ is subleading compared to the eikonal term (describing emission from external lines) in the soft-photon limit $q \to 0$. This has to be true independently of the gluon momenta $q_i$ flowing into the quark line which can be hard or soft. In order to show this, first consider all diagrams where the photon with momentum $q$ couples directly to the quark line, i.e. the term in the last line of Eq. (A.6) and those diagrams in the truncated Green function $\Gamma^A_{\mu q g g \ldots g}$ where the photon is not attached to an internal closed quark loop. The attachment of the photon to the quark chain after the momentum flow $Q_k$ is described by the replacement

$$\frac{1}{p + Q_k} \rightarrow \frac{1}{p + Q_k} \gamma_\mu G^\mu_\nu \frac{1}{p + Q_k},$$

in the lower-order matrix element $T_0$ and the appropriate momentum shift $Q_l \to Q_l + q$ in the propagators with $l > k$. We observe that in the case where $q$ and $Q_k$ become simultaneously soft, this substitution amounts to the replacement of one small denominator by two, potentially worsening the IR divergence behaviour compared to that of $T_0$. Hard momenta $Q_k$, on the other hand, do not lead to singularities and constitute subleading contributions that need not be considered further. The case of a soft gluon momentum and a hard photon momentum is not relevant for us since only soft photons lead to a resonance enhancement and contribute to the non-factorizable corrections.

In order to study the potentially problematic case where $q$ and $Q_k$ in Eq. (A.8) become simultaneously soft, we first rewrite the r.h.s. of Eq. (A.8) as follows,

$$\frac{p + Q_k + g}{q^2 + 2q \cdot (p + Q_k) + 2p \cdot Q_k + Q_k^2} \gamma_\mu G^\mu_\nu \frac{p + Q_k}{2p \cdot Q_k + Q_k^2} = \frac{1}{q^2 + 2q \cdot (p + Q_k) + 2p \cdot Q_k + Q_k^2} \left[ \{p, \gamma_\mu G^\mu_\nu\} (p + Q_k) - \gamma_\mu G^\mu_\nu p Q_k \right] \frac{1}{2p \cdot Q_k + Q_k^2} + \ldots,$$

\hfill (A.9)
where the on-shell condition $p^2 = 0$ for massless quarks was used. The anticommutator can be seen to vanish in the soft-photon limit,

$$\{ p, \gamma_\mu G^\mu \nu \} = 2 p_\mu G^\mu \nu = -q_\nu + q^2 \frac{2 p_\nu + q_\nu}{2(p \cdot q) + q^2} = -q_\mu G^\mu \nu \xrightarrow{q \to 0} 0. \quad \text{(A.10)}$$

Inspecting the double-soft limit $q \to \lambda q, Q_k \to \lambda Q_k$ of Eq. (A.9), we observe that the scaling behaviour of the right-hand side of Eq. (A.8) is not $\lambda^{-2}$ as naively estimated, but rather only $\lambda^{-1}$, which is of the same order as the $Q_k \sim 0$ limit of the matrix element $T_0$ without soft-photon insertion. Therefore, the term $T^{(\text{int})}$ in (A.5) is suppressed by one power of $\lambda$ compared to the first term on the right-hand side which establishes our main formula (3.5).

The arguments presented up to this point are sufficient to prove the factorization (3.7) at $O(\alpha_s)$. In order to extend the reasoning to any order in $\alpha_s$, however, we still have to lift two assumptions made in our line of arguments:

1. Above we ignored the possibility that the soft photon may be attached to a closed quark line implicitly contained in one of the $\Gamma$ vertex functions. We, thus, have to show that the attachment of a soft photon to a closed quark loop in the Green function $\tilde{\Gamma}_{Aq}^{qqq'...g}$ does not lead to an IR enhancement. To this end, we consider a diagram with a closed quark loop and an arbitrary number of external or internal gluon lines attached to it. Following the pure QED case discussed in Ref. [95], we observe that taking the derivative with respect to the loop momentum running along the fermion loop yields the set of diagrams obtained by attaching a photon with zero momentum to the original quark loop in all possible ways. Therefore, the attachment of a soft photon to a quark loop vanishes since it leads to an integral of a total derivative.

2. We finally have to admit the case where the $\tilde{\Gamma}$ and $\Gamma$ vertex functions involve additional external quark lines. By definition of $\tilde{\Gamma}$ and $\Gamma$, an external quark field $q'$ will always appear in $q'q'$ pairs in the field arguments, i.e. as $\tilde{\Gamma}_{A}^{qqq'q'...g}$, $\Gamma_{A}^{qqq'q'...g}$, etc. In the following we analyze the situation of one additional $q'$ line flowing through $\tilde{\Gamma}$, etc.; the generalization to more external and/or identical quarks is obvious. The first step in the argument is to establish Ward identities for $\tilde{\Gamma}_{A}^{qqq'q'...g}$ and $\Gamma_{A}^{qqq'q'...g}$ analogous to Eqs. (A.1) and (A.5). Obviously the analogue to Eq. (A.1) reads

$$q^\mu \Gamma_{\mu}^{Aq}q'q'...g(q, \bar{p}, p, \bar{p}', p') = eQ_q \left[ \Gamma^{qq'q'...g}(\bar{p} + q, p, \bar{p}', p') - \Gamma^{qq'q'...g}(\bar{p}, p + q, \bar{p}', p') \right] + eQ_{q'} \left[ \Gamma^{qq'q'...g}(\bar{p}, p + q, \bar{p}', p') - \Gamma^{qq'q'...g}(\bar{p}, p, \bar{p}', p' + q) \right], \quad \text{(A.11)}$$

with $Q_{q'}$ denoting the relative electric charge of quark $q'$. This identity can be split into two separate equations by making use of the fact that the quark charges $Q_q$ and $Q_{q'}$ are independent. The identity concerning the $Q_q$ part reads

$$q^\mu \Gamma_{\mu}^{Aq}q'q'...g(q, \bar{p}, p, \bar{p}', p') = eQ_q \left[ \Gamma^{qq'q'...g}(\bar{p} + q, p, \bar{p}', p') - \Gamma^{qq'q'...g}(\bar{p}, p + q, \bar{p}', p') \right], \quad \text{(A.12)}$$

where the $A_q$ field argument of $\Gamma_{\mu}^{Aq}q'q'...g$ indicates that the photon is attached to the $q$-line in all possible ways, but nowhere else. The identity for the $q'$-line looks analogous. Ward identity (3.5) generalizes in a similar fashion to

$$q^\mu \tilde{\Gamma}_{\mu}^{Aqq'q...g}(q, \bar{p}, p, \bar{p}', p') = eQ_q \left[ \tilde{\Gamma}^{qq'q...g}(\bar{p} + q, p, \bar{p}', p') - \tilde{\Gamma}^{qq'q...g}(\bar{p}, p + q, \bar{p}', p') \right]. \quad \text{(A.13)}$$
and analogously for the \( q' \)-line.

For photons attached to the \( q \)-line obviously the proof of Eq. (3.7) now proceeds as before, but photons attached to the \( q' \)-line require further inspection. If the external \( q' \) or \( q' \) carries a hard momentum, then external \( q'/\bar{q}' \)-lines can be treated like the \( q \)-line in the above reasoning, leading to an analogue of Eq. (3.7) with \( q \) replaced by \( q'/\bar{q}' \). The remaining case that \( q' \) is soft can be obtained from the case of hard \( q' \) as limiting case \( p' \to 0 \) (analogously for soft \( \bar{q}' \)), since the limit \( p' \to 0 \) does not increase the singular behaviour of the eikonal factor \( \propto (2(p' + q_\nu)/(2(p' - q) + q^2) \) in the soft-photon region, neither for virtual \( (q^2 \neq 0) \) nor for real \( (q^2 = 0) \) photons of momentum \( q \). A breakdown of the factorization (3.7) would require an increase in the degree of the soft-photon singularity in the phase-space region of soft \( p' \), because the soft-\( p' \) region itself implies a phase-space suppression which takes the form of a factor of \( \mathcal{O}(\Gamma_V) \) in our case.

Suppose the prediction (including only QCD corrections) for some observable involves a phase-space integration over the \( q' \)-momentum \( p' \), leading to a finite, well-defined result (possibly after summing different IR-divergent contributions). In the region of hard quark momenta \( p' \), the \( \mathcal{O}(\alpha) \) correction involves the integration over the soft photon momentum \( q \) which produces the usual logarithmic soft singularities for virtual and real photons, with a finite result for their sum. As argued above, the phase-space integration over the \( q' \)-momentum \( p' \) (based on the eikonal approximation for the photon momentum \( q \)) can be extended to the soft-\( p' \) region without problems, since the eikonal factor does not imply new singularities for \( p' \to 0 \). Note also that we silently already used this kind of reasoning in the integration of the non-factorizable \( \mathcal{O}(\alpha_s \alpha) \) corrections over the phase space of the outgoing quark or antiquark in the \( qg \) and \( \bar{q}g \) channels, where the outgoing quark or antiquark can become soft.

**B Explicit calculation of two-loop non-factorizable diagrams**

In Sect. 3.2 we have used arguments based on gauge invariance to show that the non-factorizable two-loop \( \mathcal{O}(\alpha_s \alpha) \) corrections can be written as a simple product of the QCD vertex correction and the \( \mathcal{O}(\alpha) \) non-factorizable corrections. This property, for instance, relies on the cancellation of diagrams with overlapping QCD and EW singularities as displayed in Figs. 14 and 15. In this appendix we demonstrate this cancellation explicitly for the example of the two diagrams in Fig. 15 using the two methods sketched in Sects. 3.2.2(ii) and (iii), i.e. a direct calculation using the Mellin–Barnes method and the EFT approach. We denote the contributions of the two diagrams to the two-loop matrix element by

\[
\mathcal{M}^{(a)} \equiv \begin{array}{c}
\begin{array}{c}
\bar{q}_a \rightarrow p_a \\
q \rightarrow k_1 \\
\gamma \rightarrow \ell_1 \\
\end{array}
\end{array} \quad , \quad \mathcal{M}^{(b)} \equiv \begin{array}{c}
\begin{array}{c}
\bar{q}_a \rightarrow p_a \\
q \rightarrow k_1 \\
\gamma \rightarrow \ell_1 \\
\end{array}
\end{array}
\]  

(B.1)

The resonant contributions of the two-loop diagrams arise from a soft photon momentum \( q \). As discussed below in the two approaches, in the soft-photon limit the diagrams factorize into the LO matrix element \( \mathcal{M}_0 \) and a scalar two-loop integral according to

\[
\mathcal{M}^{(i)} \sim \frac{C_F \alpha_s}{4\pi} \frac{Q_\alpha}{2\pi} \mathcal{M}_0 (1 - \epsilon) (-t_{a1}) (\mu_V^2 - s_{12}^2) I^{(i)}(s_{12}, t_{a1}).
\]  

(B.2)
Using the two methods we will show by explicit calculation that the diagrams cancel, i.e.

\[ I^{(a)}(s_{12}, t_{a1}) + I^{(b)}(s_{12}, t_{a1}) = 0. \]  \hspace{1cm} (B.3)

These cancellations can already be seen after performing the integral over the gluon momentum, i.e. before integrating over the photon momentum, so that the result directly extends to diagrams where the soft photon is attached to the intermediate V boson or the \( \ell_2 \) final-state lepton, and to real soft-photon emission. We have also explicitly verified the identity shown in Fig. 17 using the two methods which involves the same soft-photon loop integral after integrating out the gluon sub-loop. Therefore we will not give the details of this calculation here.

### B.1 Mellin–Barnes method

In this section we discuss the cancellation of the two diagrams defined in Eq. (B.1) by explicitly computing each diagram separately and employing the Mellin–Barnes method to extract the contributions enhanced by resonant factors.

In Sect. 3.2.2 (ii) we have established the correspondence between the non-factorizable corrections and the leading linear IR singularity in the photon momentum at the on-shell point \( p_V^2 = M_V^2 \). This allows for the extraction of the relevant resonant contribution before evaluating the two-loop integrals. To this end, we perform the standard tensor reduction of the internal “QCD sub-loop” and by a simple power-counting argument identify all terms that do not contribute to the linear IR singularity and, therefore, can be omitted in the calculation of the non-factorizable corrections. Applying this procedure leads to scalar master integrals only, since all terms involving additional factors of the photon momentum in the numerator are less singular and can be neglected. Only retaining these leading singular terms, i.e. applying the ESPA, the second two-loop diagram in Eq. (B.1) reduces to a correction factor multiplying the Born matrix element, as anticipated in Eq. (B.2), where the scalar two-loop integral is given by

\[
I^{(b)}(s_{12}, t_{a1}) = \frac{1}{16\pi^2} \int \frac{d^D q}{q^2 (q + p_a)^2 \left( (q + p_a + p_b)^2 - \mu_V^2 \right)} \frac{d^D q'}{q'^2 (q' + q + p_a)^2} \times \prod_{i=1}^{4} x_i \delta \left[ \sum_{i=1}^{4} x_i \right] \left[ x_1 x_3 (-t_{a1}) + x_2 x_4 (\mu_V^2 - s_{12}) + (1 - x_2)x_4 M_{V}^2 \right]^{-2-2\epsilon},
\]

and all external momenta \( p_i, k_i \) correspond to on-shell massless particles \( p_i^2 = k_i^2 = 0 \). In the last step the integration over the two-loop momenta \( q \) and \( q' \) was performed after introducing
the Feynman parameters $x_i$ and the term $(\mu_V^2 - s_{12})$ was extracted in the anticipation of the expansion we apply in the next step.

The integration over the four Feynman parameters $x_i$ can be performed at the expense of introducing two Mellin–Barnes integrals,

\[
I^{(b)}(s_{12}, t_{a1}) = \frac{1}{M_V^4} \left( \frac{4\pi\mu^2}{M_V^2} \right)^{2\epsilon} \frac{\Gamma(1-\epsilon)\Gamma(-3\epsilon)}{\Gamma(1+\epsilon)\Gamma(2-2\epsilon)\Gamma(-3\epsilon)} \frac{1}{(2\pi i)^2} \int_{-i\infty}^{+i\infty} dz \left( \frac{\mu_V^2 - s_{12}}{M_V^2} \right) \left( \frac{-t_{a1}}{M_V^2} \right)^z \Gamma(2+2\epsilon+z_1) \Gamma(1+z_1) \Gamma(-1-3\epsilon-z_1) \Gamma(-z_1) \Gamma(1+z_2) \Gamma(1+\epsilon+z_2) \Gamma(-1-2\epsilon-z_2) \Gamma(-z_2),
\]

where the integration contour of the complex variable $z_i$ is taken to the right of the “left poles” $\Gamma(\ldots+z_1)$ and left of the “right poles” $\Gamma(\ldots-z_1)$. Closing the integration contour of $z_1$ to the right and collecting the residues of the poles in $z_1$ allows us to perform a systematic expansion in powers of $\frac{\mu_V^2 - s_{12}}{M_V^2}$. The leading term emerges from the residue at $z_1 = (-1-3\epsilon)$, whereas all further contributions are not enhanced by resonant propagator factors and can therefore be neglected in the PA,

\[
I^{(b)}(s_{12}, t_{a1}) \sim \frac{1}{M_V^4} \left( \frac{4\pi\mu^2}{M_V^2} \right)^{2\epsilon} \frac{\Gamma(1-\epsilon)\Gamma(1-3\epsilon)}{\Gamma(1+\epsilon)\Gamma(2-2\epsilon)\Gamma(-3\epsilon)} \frac{1}{(2\pi i)^2} \int_{-i\infty}^{+i\infty} dz \left( \frac{-t_{a1}}{M_V^2} \right)^z \Gamma(1+\epsilon+z) \Gamma(1+z) \Gamma(-1-2\epsilon-z) \Gamma(-z).
\]

The second Mellin–Barnes integral can be performed in the usual manner by first extracting the divergent terms in $\epsilon$, which correspond to the residues of the poles that pinch the integration contour in the limit $\epsilon \to 0$, and then performing an expansion in $\epsilon$ for the finite remainder. The final result for the scalar two-loop integral reads

\[
I^{(b)}(s_{12}, t_{a1}) = \frac{\Gamma(1+\epsilon)^2}{(\mu_V^2 - s_{12})(-t_{a1})} \left( \frac{\mu_V^2 - s_{12}}{M_V^2} \right)^{-3\epsilon} \left( \frac{4\pi\mu^2}{-t_{a1}} \right)^{2\epsilon} \left\{ \frac{1}{2\epsilon^3} + \frac{1}{\epsilon^2} \right\}
+ \frac{1}{\epsilon} \left[ 2 + \frac{5\pi^2}{12} + \ln^2 \left( 1 + \frac{t_{a1}}{M_V^2} \right) \right] + 2\ln \left( \frac{-t_{a1}}{M_V^2} \right) \ln \left( 1 + \frac{t_{a1}}{M_V^2} \right)
- 2\ln \left( \frac{-t_{a1}}{M_V^2} \right) \left[ \frac{\pi^2}{6} - \ln^2 \left( 1 + \frac{t_{a1}}{M_V^2} \right) \right] + \ln^2 \left( \frac{-t_{a1}}{M_V^2} \right) \ln \left( 1 + \frac{t_{a1}}{M_V^2} \right)
- 6\zeta(3) + \frac{5\pi^2}{6} + 2\ln \left( 1 + \frac{t_{a1}}{M_V^2} \right) + 4 + \mathcal{O}(\epsilon) + \mathcal{O}(s_{12} - \mu_V^2),
\]

The calculation of the other two-loop amplitude $\mathcal{M}^{(a)}$ in Eq. (B.1) containing the quark self-energy insertion proceeds along the same lines as discussed above. Applying the tensor reduction to the internal QCD sub-loop generates a term $(q + \not{p}_a)$ in the numerator which cancels one of the internal quark propagators. The resulting loop structure of the denominators corresponds to the two-loop master integral (B.4). Keeping only the leading singular parts in the photon momentum, i.e. neglecting all photon momenta $q$ in the numerators, we again obtain an expression of the form (B.2), where the correction factor multiplying the Born amplitude involves the same scalar master integral as in the case $\mathcal{M}^{(b)}$ and, furthermore, only differs by a global sign. Thus the non-factorizable contributions of the two diagrams of Eq. (B.1) cancel exactly, which was to be shown.
### B.2 Effective-field-theory inspired method

We now calculate the two diagrams of Eq. (B.1) using the expansion in momentum regions discussed in Sect. 2.1.4. As discussed in Sect. 3.2.2 (iii), only the soft photon momenta and collinear gluon momenta can contribute at leading power in the resonance expansion.

Consider first the vertex–box diagram $\mathcal{M}^{(b)}$ of Eq. (B.1). For a soft photon momentum $q$ and a $n$-collinear-gluon momentum $q'$ it is evaluated by expanding the propagator denominators according to

\[
(p_a + q')^2 = (q'_- + p_{a-})q'_+ + q'_2 \sim \Gamma_V M_V, \\
(p_a + q + q')^2 \approx (q'_- + p_{a-})(q'_+ + q_+) + q'_2 \sim \Gamma_V M_V,
\]

and simplifying the numerator Dirac structure using the Dirac equation for the collinear momentum, $\bar{\gamma}(p_{a+n}) \delta = 0$, and the identity $\{\gamma, q'_\perp\} = 0$,

\[
\bar{\nu}(p_a) \gamma^\mu \left(\bar{p}_{a-} + \bar{q}'_2 + \bar{q}'_\perp\right) \gamma^\rho \left(\bar{p}_{a-} - \bar{q}'_\perp\right) = (D - 2) (2p_a^\rho) \bar{\nu}(p_a) q'_2 \cdots. \tag{B.9}
\]

The same result is obtained by applying the SCET Feynman rules given in Ref. [98], see also Ref. [101]. Using also the standard eikonal approximation for the soft photon, the two-loop integral factorizes from the LO diagram according to Eq. (B.2), with the two-loop integral given by

\[
I^{(b)}_{\text{EFT}} = \left\{ \frac{(2\pi \mu)^2}{i\pi^2} \right\}^2 \int d^D q \frac{1}{q^2 [2(p_V \cdot q) + p_V^2 - \mu_V^2]} \frac{1}{(2k_1 \cdot q)(2p_a \cdot q)}
\]

\[
\times \int d^D q' \left( q'_- q'_+ + q'_2 + i0 \right) \left\{ (q'_- + p_{a-})q'_+ + q'_2 + i0 \right\} \left\{ (q'_- + p_{a-})(q'_+ + q_+) + q'_2 + i0 \right\}, \tag{B.10}
\]

where $p_V = k_1 + k_2$. As in the one-loop example in Sect. 2.1.4, the integral over $q'_+ \cdots$ can be performed with the theorem of residues, noting that the integral vanishes for $q'_+ > 0$ ($q'_+ < -q_-)$, since all poles in $q'_+$ lie in the lower (upper) half-plane. For $-p_- < q'_+ < 0$ the integral can be performed by picking up the pole $q'_+ = -\frac{q_2 + i\epsilon}{q_-}$ in the upper half-plane. The integrals over the remaining components of the collinear loop momentum are then standard and lead to the result

\[
I^{(b)}_{\text{EFT}} = -\frac{(4\pi \mu^2)^2}{2 \Gamma(2 - 2\epsilon)} \frac{\Gamma(1 - \epsilon)^2 (2\pi \mu)^2}{2 \Gamma(2 - 2\epsilon)} \frac{d^D q}{q^2 [2(p_V \cdot q) + p_V^2 - \mu_V^2]} \frac{d^D q}{(2k_1 \cdot q)(2p_a \cdot q)^{1+\epsilon}}. \tag{B.11}
\]

The integral over the soft photon momentum is identical to that arising in the initial–final-state NLO soft corrections up to the shift of the power of the propagator $(p_a \cdot q) \rightarrow (p_a \cdot q)^{1+\epsilon}$.

\[\text{As in the one-loop example in Eq. (2.33), the } \bar{n}\text{-collinear region leads to a scaleless integral over the gluon loop momentum and does not contribute.}\]
Using the methods outlined in Sect. 2.1.4, the integral can be performed to all orders in the dimensional-regularization parameter $\epsilon$,

\[
I_{\text{EFT}}^{(b)}(s_{12}, t_{a1}) = \frac{\Gamma(\epsilon) \Gamma(-\epsilon) \Gamma(1 - \epsilon) \Gamma(1 + 3\epsilon)}{\Gamma(2 - 2\epsilon) t_{a1}(\mu^2 - s_{12})} \frac{1}{\epsilon^3} \left[ \frac{4\pi \mu^2}{M^2_V} \right]^{2\epsilon} \left[ \frac{\Gamma^2(-\epsilon)}{\Gamma(-2\epsilon)} \left( -\frac{M^2_V}{t_{a1}} \right)^2 + \frac{1}{\epsilon^2} 2F_1 \left( 1, -2\epsilon, 1 - \epsilon, -\frac{M^2_V}{t_{a1}} \right) \right].
\]

The expansion of the hypergeometric function in $\epsilon$ can be obtained with the help of Refs. [102, 103],

\[
2F_1(1, -2\epsilon, 1 - \epsilon, x) = 1 + 2\epsilon \ln(1 - x) + \epsilon^2 \left[ 2 \text{Li}_3(1 - x) - 2 \text{Li}_3(x) + \ln(1 - x) \left( \frac{1}{3} \ln^2(1 - x) + \ln(1 - x) \ln(x) - \frac{\pi^2}{3} \right) - 2\zeta(3) \right] + O(\epsilon^4).
\]

Using this result to expand Eq. (B.12) in $\epsilon$, this expression can be seen to be equivalent to the result of the Mellin–Barnes calculation (B.7) after the use of some functional identities of the dilogarithm and trigonometric functions.

Next, consider the left-hand diagram $M^{(a)}$ of Eq. (B.1), which is given by the one-loop initial–final diagram with an insertion of the quark self-energy

\[
i\Sigma^q(p) = \frac{\alpha_s}{4\pi} C_F (1 - \epsilon) (\frac{\mu^2}{p^2 + i0})^{\epsilon} \frac{\Gamma(\epsilon) \Gamma(1 - \epsilon) \Gamma(1 + 3\epsilon)}{\Gamma(2 - 2\epsilon)} \left( -\frac{4\pi \mu^2}{p^2 + i0} \right)^{2\epsilon}.
\]

Therefore the contribution of this diagram to the two-loop matrix element factors from the LO diagram according to Eq. (B.2) with the loop integral given by

\[
I_{\text{EFT}}^{(a)} = \frac{(4\pi \mu^2)^{2\epsilon}}{2\Gamma(2 - 2\epsilon)} \frac{\Gamma(\epsilon) \Gamma(1 - \epsilon) \Gamma(1 + 3\epsilon)}{i\pi^2} \int \frac{d^Dq}{2} \frac{d^Dp}{2} \frac{d^D\phi}{2} \frac{d^D\psi}{2} \left( \frac{p_a + \phi}{-2(p_a \cdot q)^{-\epsilon}} \right) \left( \frac{q_a + \psi}{-2(q_a \cdot \psi)^{-\epsilon}} \right) \left( \frac{2k_1 \cdot q}{2k_1 \cdot q} \right) \left( 2p_a \cdot q \right) \left( 2q_a \cdot \psi \right) \left( 2k_1 \cdot \phi \right) \left( 2k_1 \cdot \psi \right).
\]

Obviously $I_{\text{EFT}}^{(a)} + I_{\text{EFT}}^{(b)} = 0$, i.e. the two diagrams in Eq. (B.1) cancel, as was to be shown.

C Explicit form of the IR-safe contributions to the non-factorizable corrections

In this appendix we provide the explicit expressions for each of the contributions to the non-factorizable corrections in our master formula (3.30) for the quark–antiquark and the quark–gluon channels, similarly to the NLO QCD corrections in Eq. (2.39). The respective expressions for the gluon–antiquark channel follow analogously.

The double-virtual corrections (3.31) and the (virtual QCD) $\times$ (real photonic) corrections (3.32) are obtained by dressing the virtual part of the NLO QCD corrections in Eq. (2.39a) with the appropriate non-factorizable EW correction factors, i.e. with the sum of the virtual corrections (2.9).

\[\text{[The quark self-energy in SCET is given entirely by the collinear contribution which is identical to the full self-energy in QCD [98].]}
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and the integrated soft-slicing factor (2.22) and with the real-correction factor (2.16), respectively,

\[ \tilde{\sigma}_{q_a q_b, n f}^{V_s \otimes V_w} = \frac{1}{2} \left\{ \delta_{R_{q_a q_b, n f}}^{\gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0} \right\} \left[ 2 \Re \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0} \right\} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0} (\Delta E) \right\] \]

(C.1a)

\[ \tilde{\sigma}_{q_a q_b, n f}^{R_{q_a q_b, n f}} = \int \int \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} \right\} \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} (\Delta E) \] \]

(C.1b)

As in the NLO QCD corrections, only the quark–antiquark induced channel yields a non-vanishing contribution.

The IR-regularized (real QCD) × (virtual EW) corrections (3.33) and the double-real corrections (3.34) are obtained from the real-emission part of the NLO QCD cross sections (2.29) by multiplying with the appropriate EW correction factors, i.e., the sum of the virtual corrections and the integrated slicing factors given in Eqs. (3.22) and (3.17), and the real corrections (3.21), respectively. For the quark–antiquark channel, the explicit expressions are

\[ \tilde{\sigma}_{q_a q_b, n f}^{R_{q_a q_b, n f}} = \int \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} \right\} \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} (\Delta E) \] \]

(C.2a)

\[ \tilde{\sigma}_{q_a q_b, n f}^{R_{q_a q_b, n f}} = \int \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} \right\} \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} (\Delta E) \] \]

(C.2b)

Note that it is implied that the correction factors are evaluated on the same phase space as the differential cross section they multiply. In particular, the two correction factors that appear as the second and third terms inside the curly braces in Eq. (C.2a) are not identical, as they are evaluated for different kinematics that correspond to the two possible initial-state splittings of the incoming quarks. The integrated slicing factors of the subtraction terms correspond to the boosted variants given in Eq. (3.24), where the boost along the beam axis is determined by the dipole-variable \( x_{\gamma, \gamma} \) defined in Eq. (2.40a). The corresponding expressions for the quark–gluon initiated subprocesses read

\[ \tilde{\sigma}_{g_b q_b, n f}^{R_{g_b q_b, n f}} = \int \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} \right\} \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} (\Delta E) \] \]

(C.3a)

\[ \tilde{\sigma}_{g_b q_b, n f}^{R_{g_b q_b, n f}} = \int \left\{ \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} + \delta_{\text{soft}}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} \right\} \delta_{\gamma_0, \gamma_0, \gamma_0, \gamma_0}^{\gamma_0, \gamma_0, \gamma_0, \gamma_0} (\Delta E) \] \]

(C.3b)
The collinear counterterms with additional virtual EW \([3.35]\) and real photonic \([3.36]\) corrections are constructed from the corresponding term in Eq. \((2.39)\) by dressing it with the respective non-factorizable correction factors,

\[
\tilde{\sigma}_{C\otimes V_{ew}}^{C_{af}} = \int_0^1 dx \int_0^1 dp_a dp_b g q_\alpha q_\beta, p A \left( x p_a, p_b \right) \left[ 2 \text{Re} \left\{ \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \right\} \right] \otimes (K + P)^{q_\alpha q_\beta} + \int_0^1 dx \int_0^1 dp_a dp_b g q_\alpha q_\beta, p A \left( x p_a, p_b \right) \left[ 2 \text{Re} \left\{ \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \right\} \right] \otimes (K + P)^{q_\alpha q_\beta},
\]

As discussed in Sect. \(3.3\), the boosted variants of the soft-slicing factor in Eq. \((C.4a)\) arise from the choice of the frame of reference, in which the photon-energy cut \(E_\gamma > \Delta E\) in Eq. \((C.4b)\) is applied. The corresponding formulas for the gluon–quark channel read

\[
\tilde{\sigma}_{C\otimes V_{ew}}^{C_{af}} = \int_0^1 dx \int_0^1 dp_a dp_b g q_\alpha q_\beta, p A \left( x p_a, p_b \right) \left[ 2 \text{Re} \left\{ \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \delta^{q_\alpha q_\beta \rightarrow \ell_1 \ell_2} \right\} \right] \otimes (K + P)^{s}\bar{q}_a,
\]
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