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Abstract: Numerous reviews are posted every day on travel information sharing platforms and sites. Hotels want to develop a customer recommender system to quickly and effectively identify potential target customers. TripAdvisor, the travel website that provided the data used in this study, allows customers to rate the hotel based on six criteria: Value, Service, Location, Room, Cleanliness, and Sleep Quality. Existing studies classify reviews into positive, negative, and neutral by extracting sentiment terms through simple sentiment analysis. However, this method has limitations in that it does not consider various aspects of hotels well. Therefore, this study performs fine-tuning the BERT (Bidirectional Encoder Representations from Transformers) model using review data with rating labels on the TripAdvisor site. This study suggests a multi-criteria recommender system to recommend a suitable target customers for the hotel. As the rating values of six criteria of TripAdvisor are insufficient, the proposed recommender system uses fine-tuned BERT to predict six criteria ratings. Based on this predicted ratings, a multi-criteria recommender system recommends personalized Top-N customers for each hotel. The performance of the multi-criteria recommender system suggested in this study is better than that of the benchmark system, a single-criteria recommender system using overall ratings.
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1. Introduction

The tourism industry has brought about many changes due to the development of information technology and the Internet. Today, all categories of hotels employ online travel agents (OTAs) or booking platforms to diversify their sales channels and reach out to more potential customers [1]. Online travel agencies have numerous hotels registered, and numerous reviews are posted every day, resulting in information overload, which puts pressure on customers to make a choice. To solve these problems and provide customers with better services, hotel recommender systems have been introduced by major travel agencies, thereby reducing the user’s decision-making time and efforts [2].

To enhance personalization capabilities, recommender systems are widely applied in many multimedia platforms targeting media products to specific customers [3]. Due to the recent overflow of recommender systems, many customers treat non-detailed, non-personalized recommendation services like old spam emails. Therefore, from the point of view of the hotel, it is necessary to accurately identify and promote to the customers who may visit the hotel. From the customer’s point of view, rather than receiving promotions from numerous hotels, they want to be recommended only from hotels that are appropriate for the customer. Therefore, through personalized recommendation, it is possible to effectively promote the hotel through the recommendation of available customers at the hotel, as well as to increase the customer’s order rate and to help increase the recognition and credibility of the hotel.
Most shopping sites encourage users to write review text for products they purchase. Such review information is very useful for understanding users’ preferences and items’ characteristics and enhances the personalized recommendation ability of a website [4]. Likewise, user-generated content, especially online hotel reviews, is a potentially rich source of customer information regarding opinions and sentiment [5]. From the decision-making perspective, the display of user-generated reviews improves both the awareness of the hotel and the attitudes towards the hotel when forming an opinion [6,7]. And the use of review text has been shown to improve the accuracy of rating prediction for users and items, especially when there are few ratings [8–10]. Therefore, when the rating is insufficient, the cold start problem can be alleviated by using the users’ preference in the review and the characteristics of the item, and it is possible to provide an explanatory recommendation result to the users [11].

Accordingly, more and more studies are being conducted to apply review text analysis to the recommender system field. Text analysis is an important area in the field of natural language processing (NLP). In order to overcome various limitations of natural language processing, the recently announced BERT [12] or T5 [13] is a pre-trained transformer for language modeling [14]. These pre-trained language models have shown very strong performance in NLP as well as information retrieval, recommender systems, dialogue systems and other fields [14]. BERT, a pre-trained language model in Deep Learning Algorithms, has been widely studied and applied, and has achieved state-of-the-art performance in many NLP tasks [12,15,16].

Recently, many recommender systems are using review data for recommendation [17]. However, although there are many studies on Opinion Mining, which extracts more accurate opinions or emotions from reviews, there are not many studies on how to predict more accurate ratings using reviews in collaborative filtering (CF) [18]. In addition, many existing review-based recommender systems simply classify reviews into positive, negative, and neutral through sentimental analysis, and recommend based on this. This is regarded as a recommender system using a single criteria using text. The recommender system based on such a single criteria reflects the user’s overall evaluation of the product, but does not reflect the preference for the detailed aspect of each product. That is, the sensibility of each attribute expressed by the users in the review or the specific characteristics of the product are ignored.

Since online reviews generally contain multiple opinions on multiple aspects, some recent studies have begun to predict detailed attribute ratings instead of one overall rating [19]. Moreover, more and more sites now allow users to rate products in multiple dimensions, so it becomes necessary to develop recommender systems which utilize this type of additional rating information to potentially improve the accuracy of recommendations. Multi-criteria based CF can provide accurate recommendations by considering users’ preferences in various aspects, which can be a more appropriate choice for users [20]. The multi-criteria recommender system can ensure a more sophisticated understanding of the user’s preferences by considering the knowledge of fundamental properties that induce the users to select a specific item [21]. Therefore, additional information about each user’s preference can help to accurately model the user’s preference, which can lead to more accurate recommendations [22].

As shown in Figure 1, on TripAdvisor. Available online: https://www.tripadvisor.ca/ (accessed on 1 November 2020), the one of the largest world’s best travel website, customers can rate a hotel based on six criteria: Value, Service, Location, Rooms, Cleanliness, and Sleep Quality. Therefore, in the case of TripAdvisor, the use of additional information including these customers preferences can help to accurately model customers preferences and lead to more accurate recommendations [22].
Our observations on TripAdvisor show that most customers have written an overall rating and review of a hotel, but either rate only a few of the six aspect ratings or none of the six attributes. Due to this, a cold start problem may occur due to insufficient customers’ attribute rating data, and accurate recommendations cannot be made. Therefore, a model that can predict an overall rating or six aspect ratings is needed.

The research purpose of this study is twofold. The first is to develop a model that can predict an overall rating or six aspect ratings based on review data and solve the problem of insufficient attribute rating data. The second is to develop a multi-criteria recommender system for hotels based on the predicted multi aspect ratings, not only to improve the recommendation performance, but also to increase the hotel’s promotional efficiency.

This study performs fine-tuning the BERT model using review data with rating labels on the TripAdvisor site. We use this model to predict the overall rating and six attribute ratings from reviews. Top-N customers with the highest rating are recommended to the hotel through multi-criteria collaborative filtering (CF) using the rating predicted by the BERT model. The experimental results showed that there is insignificant difference between the performance of the single criteria recommender system using the overall rating value estimated by suggested BERT model and the performance of the recommender system using the overall rating value input by users. In addition, the performance of the proposed multi-criteria recommender system is better than that of the single-criteria recommender system. The hit ratio of the multi-criteria recommender system is improved to 6.19%, and NDCG improves to 7.08% compared to single criteria benchmark system.

2. Related Work

2.1. Multi-Criteria Recommender Systems

Recommender systems assist customers to find information or products they need among an overwhelming number of possibilities [23–26]. Collaborative filtering (CF) is one of the most successful methods in the recommender system and uses the past preferences of a group of users to recommend products or predict the preferences of other users [27]. In [28], proposed an item-based collaborative filtering (Item-base CF) recommendation algorithm, which identifies relationships between different items by analyzing a user-item matrix.

In addition, consumer reviews of products, namely reviews, opinions and shared experiences, are powerful sources of information about consumer preferences and can be used in recommender systems [29]. Therefore CF-based recommender systems in recent years has resulted in a paradigm shift, moving away from systems that are solely based on the ratings’ matrix to systems that incorporate user generated free-text reviews in
the recommendation process as well [30]. However, most existing methods focus on the word or phrase level in the review, extract emotional terms or emotional phrases through simple sentiment analysis, and classify the reviews as positive, negative or neutral. These methods often fail to capture the whole context of the reviews, and cannot fully understand what the reviewer wants to express. Therefore, many recommender systems use context-independent embeddings methods when analyzing reviews, such as Word2Vec, Paragraph Vectors, etc.

Baek & Chung [31] proposed the multimedia recommendation method using Word2Vec-based social relationship mining. This is to analyze users with a similar tendency on the basis of the keywords related to multimedia content and sentiment words of comments, to build a trust relationship, and to recommend multimedia. Alexandridis et al. [32] proposes a recommender system named ParVecMF, namely a paragraph vector-based matrix factorization recommender system. The paragraph vector model [33] used in this study is an extension of the Word2Vec model, which presents a distributed representation of words in vector space [34]. The use of the Paragraph Vectors model permits the discovery of similarity in context of documents that use different words [32]. In this study, a novel approach of combining user reviews, in the form of neural embeddings, and ratings in probabilistic matrix factorization has been presented. Alexandridis et al. [30] present a new technique of incorporating reviews into collaborative filtering matrix factorization algorithms. The important contribution of this study is among the first to effectively account for word order & context, as well as document context at the same time, through the combination of paragraph vectors and CF matrix factorization in a unified learning approach.

In the respect of recommendation process, multi-attribute ratings can provide more information about users’ preferences and products in various aspects than overall ratings, which represents the user’s opinion on the entire item [35]. The multi-criteria recommender system based on multi-attribute ratings can ensure a more sophisticated understanding of the user’s preferences by considering the knowledge of the fundamental properties that induce the users to select a specific item [21].

The rating function in the multi-criteria recommender system is defined as follows.

\[ Users \times Items \rightarrow R_0 \times R_1 \times \ldots \times R_k, \]

where \( R_0 \) is the overall rating and \( R_i \) is the rating for each attribute criteria \( i (i = 1, \ldots, k) \) [36].

A lot of research has been done on multi-criteria recommender systems so far. In [36], two new recommendation techniques are proposed for multi-criteria rating systems, a similarity-based approach and aggregation-function-based approach. In similarity-based method, it can be divided into a method of counting the traditional similarity from a single criteria and a method of calculating the similarity using Multidimensional Distance Metrics. The accuracy of this multi-criteria recommendation method is at least comparable to or better than that of the single-criteria recommender system [36]. Therefore, in this study, a multi-criteria recommender system is used in the recommendation process based on the similarity-based method in [36]. Nie et al. [37] proposes a method to automatically predict the weights of various aspects when constructing the overall rating using the Tensor Factorization method, and the main idea is to use Constrained Optimization to predict users, items and aspects. Wang et al. [18] uses the movie domain as a case study to capture users’ opinions on various attributes in the review text, and propose a framework that can use that information to increase the effectiveness of CF. Their recommendation process is carried out by predicting ratings through opinion mining, that is, extracting attribute terms and opinions.

Most of these multi-criteria recommender system studies focus on improving the recommendation accuracy through multi-criteria recommendation based on the ratings evaluated by users. A limitation of these existing studies is known that recommendations cannot be made if the ratings are insufficient. For TripAdvisor, these methods are not applicable because six attribute rating data is sparse, so it is necessary to predict six
attribute ratings to provide good recommendation. Another limitation is that simply extracting the attribute term from the review text using the opinion mining method is not helpful for recommendation. The opinion mining method does not consider context and cannot accurately understand user preferences, and thus may reduce the accuracy of rating prediction. Therefore, unlike previous studies, this study focuses on improving the recommendation accuracy through BERT-based predicting the multi-criteria rating values by analyzing the context in the review text well, and multi-criteria recommender system which accurately understand the user’s preference.

2.2. BERT

Natural language processing methods include various tasks such as machine translation [38], question answering [39], and sentiment analysis [40]. In recent years, pre-trained models such as ELMo [41], BERT [12], and GPT-3 [42] perform fine-tuning after a large amount of text pre-training and NLP performance greatly improves.

BERT (Bidirectional Encoder Representations from Transformers) is an NLP model, designed to perform fine-tuning using labeled text for various NLP tasks after pre-training deep bidirectional representation from unlabeled text [12]. BERT is pre-trained in a large corpus. For the pre-training corpus, BERT model use the BooksCorpus (800 M words) [43], and English Wikipedia (2500 M words) [12]. The success of BERT on NLP tasks lies mainly in the English language domain, as the main BERT models is trained on English [12]. The BERT model is one of the most popular models in the recent NLP field. The BERT model is mainly divided into two stages: pre-training and fine-tuning [12]. Pre-training mainly consists of two unsupervised tasks: Masked language model (MLM) and Next sentence prediction (NSP). In fine tuning, Transformer’s Self-Attention mechanism allows BERT to model multiple downstream tasks by replacing appropriate inputs and outputs. When fine-tuning, we first initialize the BERT model with pre-trained parameters, and then use all parameters for end-to-end fine-tuning. Fine-tuned BERT can be used in downstream operations such as summary and relation extraction.

In this study, we decided to choose New York City as a research area. This is one of the most international destinations in the world. Thus, there is high probability that reviews posted on TripAdvisor include those which are delivered in English by native speakers, in English by non-native speakers, and in other languages. Detection of sentiments in multilingual environment is extremely complex. Even using one language like English by both of mentioned groups (native speakers, and non-native speakers) in analysis is complicated. Therefore, this study uses the BERT model because this is an NLP model that is known to achieve the most advanced performance [12]. In addition, the BERT model is helpful to better analyze the context of the review text and predict more accurate attribute ratings after analyzing user preferences. The BERT model has been pre-trained in a large number of corpora, so we have reason to believe that the BERT model can solve the emotion detection problem in a multilingual environment.

3. A Multi-Criteria Customers Recommender System

This study suggests a multi-criteria customer recommender system with fine tuned BERT, which predicts the six-criteria ratings (Value Rating, Service Rating, Location Rating, Room Rating, Cleanliness Rating, and Sleep Quality), and overall rating from the review data in travel website.

The proposed model consists of three stages: ‘data collection’, ‘BERT fine tuning’, and ‘multi-criteria recommendation’, as shown in Figure 2.
3.1. Data Collection

In order to build the multi-criteria recommender system, reviews of 4-star and 5-star hotels within 3 km of Central Park in New York City, USA were manually collected on TripAdvisor website. TripAdvisor is the world’s largest travel site, and it provides overall ratings, and 6 attribute ratings (Value, Service, Location, Room, Cleanliness, and Sleep Quality) per each hotel. The overall rating and the six attribute ratings consist of a five-point scale. The collected data set is summarized on the following Table 1.

Table 1. Data set summary.

| Data              | Sum     |
|-------------------|---------|
| Review            | 132,744 |
| User              | 103,075 |
| Hotel             | 63      |
| Overall rating    | 132,744 |
| Value rating      | 66,238  |
| Location rating   | 65,124  |
| Service rating    | 90,485  |
| Rooms rating      | 65,367  |
| Cleanliness rating| 66,450  |
| Sleep quality rating | 60,553 |

The collected data set is divided into two parts. When fine-tuning the BERT model, we need labeled data, so we use review data including one or more attribute ratings out of six attribute ratings. Review data that does not include any of the remaining six attribute ratings is used for recommendations with the predicted rating value of fine-tuned BERT model.

3.2. Fine Tuning BERT Model

In order to apply the BERT model to the rating prediction task, fine tuning is performed by introducing a fully connected layer in the final hidden state corresponding to the [CLS] input token according to the method in [12]. Regression is performed in 7 dimensions at the same time on the input reviews to calculate the final predicted ratings P1 to P7. That
is, it predicts the overall rating and six attribute ratings such as Value, Service, Location, Rooms, Cleanliness, and Sleep Quality.

After performing the preprocessing procedure, the data is split and transmitted to the BERT model to train the model. The data input to the BERT model are Token, Mask, and Rating. Here, the token is a review after encoding, and the length of the token does not exceed 512. The mask is divided into 0 and 1, where 1 is the unmasked token, i.e., the original review token, and 0 is the masked token, i.e., less than 512 tokens are [PAD] filled tokens. The rating is a label, namely the six attribute ratings and the overall rating.

The fine-tuning process consists of three parts as shown in Figure 3. The first part is the Embedding Layer. In this layer, the review is encoded using a pre-trained ‘bert-base-uncased’ model, and the outputs are the Final Hidden State and the Pooler Output. The second part is the Rectified Linear Unit (ReLU), where the ReLU is an activation function commonly used in artificial neural networks. The output from the embedding layer is passed to the ReLU. The third part is the fully connected layer. In order to predict the rating, the output of the ReLU layer is transmitted to the fully connected layer, and finally 7 ratings such as P1 to P7 are output.

Finally, the loss value of the model is calculated using the MSE (Mean Square Error) loss function.

3.3. Multi-Criteria Recommendation Process

The customer recommendation process is divided into five steps as shown in Figure 4. The method proposed in this study is called MC-CF (BERT). Here, MC means Multi-Criteria, and CF means that the entire process is based on the CF method. And the six aspect ratings and the overall rating are all predicted by the fine-tuned BERT.
The first step is to collect review data and pre-process it. In the collected review data, users often do not give ratings for six attributes. Therefore, we predict six attribute ratings and overall rating using a fine-tuned BERT model.

The second step is to select a target hotel for customer promotion. In this study, in order to evaluate the proposed system and benchmark system, all 62 hotels are selected as target hotels in turn.

The third step is to find similar neighbor hotels for each target hotel. The method of finding neighbor hotels is to calculate the similarity between the target hotel and the rest of the hotels, and then select k hotels with the highest similarity as neighbor hotels. In this study, cosine similarity as shown in Equation (2) below is calculated using six attribute ratings and overall rating. Since data were collected from a total of 62 hotels in this study, experiments are performed to measure the accuracy of recommendation while changing k, the number of neighbor hotels from 2 to 10 in order.

\[
sim(i, j) = \cos(\vec{i}, \vec{j}) = \frac{\vec{i} \cdot \vec{j}}{\|\vec{i}\|_2 \|\vec{j}\|_2}, \quad (2)
\]

Here, ‘\(\cdot\)’ indicates vector dot-product operation. And \(i\) is the target hotel, and \(j\) is the other hotel. The range of cosine similarity values is between \(-1\) and 1. The closer the value is to 1, the more similar the two hotels are, and the closer the value is to \(-1\), the less similar the two hotels are.

The fourth step is to calculate the likelihood of customers in neighbor hotels to visit the target hotel. The visiting likelihood score is calculated as shown in Equation (3)

\[
vls(h, i) = \frac{\sum_{j \in N_h} p_{hj} \text{Sim}(h, j)}{\sum_{j \in N_h} \text{Sim}(h, j)}, \quad (3)
\]

Here, \(vls(h, i)\) means the visiting likelihood score of customer \(h\) for target hotel \(i\), \(j\) means neighbor hotel, and \(N_h\) means is the hotel \(h\)'s neighbor hotel set. \(p_{hj}\) is 1 if customer \(h\) has visited neighbor hotel \(j\), otherwise it is 0.
In the fifth step, Top-N customers are recommended for the target hotel, where N is set from 5 to 15 in our experiments. That is, the Top-N customers with the highest visiting likelihood score for each target hotel are recommended.

And SC_CF(BERT) and SC_CF were proposed in this study as benchmark systems for comparison with the proposed methodology. For SC_CF(BERT), the rest of the process is the same, except that only the overall rating value predicted by BERT is used. The reason for introducing SC_CF (BERT) as a benchmark system is to compare the performance of multi-criteria recommendation process and that of single criteria recommendation process. SC_CF was introduced as another benchmark system, which uses the hotel overall rating entered by the customer directly, and the rest of the process are the same as MC_CF(BERT). Since item-based CF was used in this study, SC_CF corresponds to a general CF benchmark system.

4. Experiments and Results
4.1. BERT Fine-tuning

The BERT model is fine-tuned using labeled data, that is, a total of 90,950 review data containing one or more attribute ratings out of six attribute ratings. The review data set is divided into a training set, a test set and a development set at a ratio of 8:1:1.

The preprocessing is divided into 5 steps. First, because there are many missing values among the six attribute ratings, the missing values are indicated as \(-1\). Second, all reviews are separated into sentences based on the period. Third, all reviews are encoded using the encoder included in the BERT model. Fourth, a [CLS] tag is inserted before each sentence, and a [SEP] tag is inserted after each sentence. Finally, the input token length is set to 512. BERT accepts only up to 512 tokens as input and outputs a sequence representation [44]. Therefore, according to the method of truncating the text in [44], only the preceding 512 tokens (including [CLS] and [SEP] tokens) are reserved, and when there are less than 512 tokens, it is filled with [PAD] tokens, that is, Padding Tokens.

In our experiments, we use Python’s Pytorch framework and the case-insensitive ‘bert-base-uncased’ model. The number of epochs is 5, the Adam optimizer is used, the learning rate is 2e-5, the model is trained using the mini-batch method, and the batch size is set to 16. The hidden size is 768, the maximum token embedding is 512, the number of attention heads is 12, and the number of hidden layers is 12.

BERT fine tuning results are as shown in Figure 5. At Epoch 1, the Train Loss and Test Loss is 0.324324, and 0.363528 respectively. At Epoch 5, Train Loss and Test Loss is 0.186292, and 0.342638 respectively. At Epoch 6, the loss values drops to 0.171123, but the Test Loss is increased to 0.346432, that is, overfitting problem occurs, so fine tuning is stopped at epoch 5.

![Figure 5. BERT Fine Tuning Loss Value.](image-url)
Tables 2 and 3 are examples of ratings predicted by the BERT model. The score in the table is the actual rating evaluated by the customers, and the Predicted Score is the rating predicted by BERT. −1 means a missing value. From Tables 2 and 3, you can see that the rating value predicted by fine-tuned BERT based on the review data is quite accurate.

**Table 2.** Example 1 of rating predicted by BERT model.

| Value | Service | Location | Room | Cleanliness | Sleep Quality | Overall Rating |
|-------|---------|----------|------|-------------|---------------|----------------|
| Score | −1      | −1       | 5    | −1          | 5             | 5              |
| Predicted Score | 4.7221 | 4.9681 | 4.8926 | 4.9356 | 4.9586 | 4.9460 | 4.9188 |

Actual Review Example

[CLS] I have stayed in a number of new york hotels in recent years [SEP] the london was a new discovery, and definitely the best [SEP] it is excellent value, particularly for a stay of a week or more [SEP] lovely large quiet rooms and really helpful service [SEP] the location is outstanding too [SEP]

**Table 3.** Example 2 of rating predicted by BERT model.

| Value | Service | Location | Room | Cleanliness | Sleep Quality | Overall Rating |
|-------|---------|----------|------|-------------|---------------|----------------|
| Score | 3       | 4        | 3    | 2           | 2             | 2              |
| Predicted Score | 2.9435 | 4.0990 | 3.3371 | 2.3204 | 3.1560 | 1.9090 | 2.2416 |

Actual Review Example

[CLS] had to change rooms due to a ceiling leak [SEP] bed was drenched [SEP] moved me at midnight to a low floor and heard every noise nyc has to offer [SEP] price is good for the location [SEP] get a high floor and don _ _ expect compensation if you have a problem [SEP]

4.2. Experimental Design

The collected data set used for recommendation contains user names, hotel names, and user reviews. It contains 41,794 reviews, 35,410 users, and 63 hotels. In order to improve the accuracy of recommendations, users and hotels with fewer than 5 reviews were deleted. The final data set contains 2279 reviews, 340 users, and 62 hotels. In order to evaluate the performance of the proposed model, three experiments are conducted as shown in Figure 6.

**Experiment 1.** Experiment 1 compares the recommendation accuracy of a single criterion CF (SC_CF) using the overall ratings actually evaluated by the customers, and a single criterion CF using the overall ratings predicted by the BERT model proposed in this paper (SC_CF(BERT)). The purpose of Experiment 1 is to measure how the actual rating value evaluated by customers and the rating value predicted by the fine-tuning BERT model presented in this paper affect the recommendation accuracy. If the difference is insignificant, it shows that there is no difference in the accuracy of the recommendation service and the predicted rating value by the BERT model replace the actual rating value.

**Experiment 2.** Experiment 2 compares the recommendation accuracy of the multi-criteria CF(MC_CF(BERT)) and single criteria CF(SC_CF(BERT)) using ratings predicted by the BERT model proposed in this paper. The purpose of experiment 2 is to compare the recommendation accuracy when using the overall rating value and the recommendation accuracy when using the overall rating value plus the 6-criteria rating values.

**Experiment 3.** Experiment 3 compares the recommendation accuracy of SC_CF and MC_CF(BERT). The purpose of experiment 3 is to compare the performance of the recommender system proposed in this study (MC_CF(BERT)) with that of a general CF benchmark system (SC_CF).

To evaluate the performance of the proposed recommender system, we use the leave-one-out method widely used in [45–48] to create a cross-validation data set, where the test set is the target hotel and the training set is the remaining hotels other than the target hotel.
4.3. Evaluation Metrics

In this paper, the accuracy of Top-N recommendation list is evaluated using two metrics: Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) measure. HR @ N checks whether the test set is in the Top-N list, and NDCG @ N places more weight on high-ranked users than other users on the Top-N list [48]. If a test users appears in the recommended user list, it is considered a hit. The calculation method of the hit ratio is the same as Equation (4) [49].

\[
HR@N = \frac{Number \ of \ Hits@N}{|GT|},
\]

where, \(|GT|\) is Top-N, that is, the number of recommended users, and \(Number \ of \ Hits@N\) is the number of users belonging to the test set in the Top-N recommendation list of each hotel, that is, the number of users who have already visited the target hotel among users recommended to the hotel.

Because HR is an evaluation index based on recall, it cannot reflect the accuracy of accurately obtaining the highest ranking, which is very important in many practical applications [48]. In order to solve this problem, the NDCG is used to give higher importance to the higher ranking results, and the marginal score utility is used to score the lower rankings in turn. The calculation method is the same as Equation (5).

\[
NDCG@N = \sum_{i=1}^{N} \frac{2^r_i - 1}{\log_2(i + 1)},
\]

where \(N\) is the number of recommendations, and \(r_i\) is the hierarchical relevance of the user at position \(i\) [48]. The experiment uses a simple binary correlation, if the user is in the test set, \(r_i = 1\), otherwise it is 0 [48].

In three experiments, two evaluation metrics are calculated for each test set, that is, each target hotel, and the average score is reported.

4.4. Experimental Results

Table 4 shows the summary of Hit Ratio results of SC_CF, SC_CF(BERT), and MC_CF(BERT). To determine the optimal number of neighbors, we performed several experiments setting \(k\) the number of neighbors from 2 to 10. The size of recommendation list is set from 5 to 15 and the Hit Ratio results of Top-5, Top10, and Top15 are shown in the table. The largest value among hit ratios in each method is indicated in bold. MC_CF
showed a higher hit ratio than SC_C and SC_C(BERT), but it can be seen that there is little difference between SC_C and SC_C(BERT).

Table 4. Hit Ratio Results (Top-N = 5, 10, 15).

| Metric | Methods | k = 2 | k = 3 | k = 4 | k = 5 | k = 6 | k = 7 | k = 8 | k = 9 | k = 10 |
|--------|---------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| HR@5   | SC_CF   | 0.255 | 0.276 | 0.281 | 0.279 | 0.277 | 0.28  | 0.278 | 0.273 | 0.284  |
|        | SC_CF(BERT) | 0.281 | 0.269 | 0.279 | 0.257 | 0.254 | 0.281 | 0.278 | 0.27 | 0.264  |
|        | MC_CF(BERT) | 0.3  | 0.325 | 0.333 | 0.3  | 0.303 | 0.297 | 0.31  | 0.28  | 0.289  |
| HR@10  | SC_CF   | 0.163 | 0.18  | 0.187 | 0.189 | 0.191 | 0.191 | 0.174 | 0.166 | 0.168  |
|        | SC_CF(BERT) | 0.19  | 0.183 | 0.171 | 0.195 | 0.18  | 0.189 | 0.183 | 0.167 | 0.172  |
|        | MC_CF(BERT) | 0.221 | 0.234 | 0.25  | 0.239 | 0.233 | 0.235 | 0.228 | 0.21  | 0.208  |
| HR@15  | SC_CF   | 0.154 | 0.157 | 0.163 | 0.155 | 0.153 | 0.154 | 0.147 | 0.141 | 0.14   |
|        | SC_CF(BERT) | 0.176 | 0.167 | 0.149 | 0.162 | 0.153 | 0.163 | 0.159 | 0.161 | 0.165  |
|        | MC_CF(BERT) | 0.183 | 0.181 | 0.198 | 0.194 | 0.208 | 0.217 | 0.197 | 0.19  | 0.183  |

The largest value among hit ratios in each method is indicated in bold.

Table 5 shows the NDCG results of MC_CF(BERT), SC_C and SC_C(BERT) proposed in this study. Regardless of the number of recommended customers, the accuracy of MC_CF(BERT) is higher than that of SC_CF and SC_C(BERT). It can be seen that the NDCG value of SC_CF is slightly higher than the value of SC_C(BERT), but the difference is insignificant. However, in the Hit Ratio value, it can be seen that SC_C(BERT) is slightly higher than SC_CF, but the difference is below the significance level.

Table 5. NDCG Results (Top-N = 5, 10, 15).

| Metric | Methods | k = 2 | k = 3 | k = 4 | k = 5 | k = 6 | k = 7 | k = 8 | k = 9 | k = 10 |
|--------|---------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| NDCG @5 | SC_CF   | 0.641 | 0.671 | 0.68  | 0.663 | 0.68  | 0.644 | 0.655 | 0.679 | 0.688  |
|        | SC_C(BERT) | 0.601 | 0.638 | 0.626 | 0.621 | 0.59  | 0.577 | 0.653 | 0.656 | 0.653  |
|        | MC_C(BERT) | 0.694 | 0.665 | 0.656 | 0.632 | 0.635 | 0.66  | 0.654 | 0.634 | 0.63   |
| NDCG @10 | SC_CF   | 0.54  | 0.567 | 0.57  | 0.578 | 0.583 | 0.572 | 0.545 | 0.559 | 0.533  |
|        | SC_C(BERT) | 0.498 | 0.532 | 0.503 | 0.499 | 0.474 | 0.505 | 0.523 | 0.527 | 0.537  |
|        | MC_C(BERT) | 0.606 | 0.587 | 0.579 | 0.573 | 0.549 | 0.572 | 0.56  | 0.555 | 0.543  |
| NDCG @15 | SC_CF   | 0.502 | 0.522 | 0.519 | 0.517 | 0.517 | 0.52  | 0.508 | 0.5  | 0.486  |
|        | SC_C(BERT) | 0.484 | 0.504 | 0.48  | 0.49  | 0.467 | 0.482 | 0.487 | 0.488 | 0.514  |
|        | MC_C(BERT) | 0.538 | 0.554 | 0.559 | 0.549 | 0.54  | 0.569 | 0.55  | 0.536 | 0.523  |

The largest value among hit ratios in each method is indicated in bold.

Figure 7 shows the hit ratio results of MC_C(BERT), SC_C, and SC_C(BERT). MC_C(BERT), the recommender system proposed in this paper, showed the highest accuracy in most cases, and the accuracy tends to decrease as the number of recommendations increases. At HR@5, MC_C(BERT) reached the highest accuracy of 0.3333. At HR@13, MC_C(BERT) improved the most to 6.01% in accuracy than SC_C. At least at HR@7, MC_C(BERT) improved the accuracy by 2.95% compared to SC_C.

Figure 8 shows the NDCG results of MC_C(BERT), SC_C, and SC_C(BERT). MC_C(BERT) showed the highest accuracy in most cases, and the accuracy tends to decrease as the number of recommendations increases. At NDCG@5, MC_C(BERT) reached the highest accuracy of 0.6935. At NDCG@15, MC_C(BERT) improved the most to 4.69% in accuracy than SC_C.
In order to verify the experimental results, ANOVA analysis was performed on the final results. Table 6 shows the ANOVA result for the Hit Ratio value, and Table 7 shows the Multiple Comparison result for the Hit Ratio value. According to ANOVA results, the explainable variation in the total variation (0.065) was 0.019, the variation due to sampling error was 0.046, and the variances were 0.01 and 0.002, respectively. F value is 6.218, and p value is 0.006, which is less than 0.05, rejecting the null hypothesis. Therefore, in the case of Hit Ratio metric, the three methods have significant differences.

Multiple comparison test was performed to more specifically analyze the difference between SC_CF, SC_CF (BERT) and MC_CF (BERT). Scheffe is used to perform multiple means comparison tests because there is no significant difference in equal variances, i.e., overall variance, over the course of the Test for homogeneity of variance analysis. Looking at the Table 7, in the case of Experiment 1, the p value between SC_CF and SC_CF (BERT) is 1, which is much greater than 0.05, so there is no difference between the two methods in the 0.05 significance probability level. In the case of Experiment 2, the p value between MC_CF (BERT) and SC_CF (BERT) is 0.017 and less than 0.05, so there is a difference between the two methods. In the case of Experiment 3, the p value between MC_CF (BERT) and SC_CF
is 0.018 and less than 0.05, so there is a difference between the two methods. Therefore, in the case of hit ratio, the multi-criteria recommender system proposed in this paper shows higher accuracy than the single criteria CF. And there is insignificant difference in the accuracy of the recommendation service, so the predicted rating value by the BERT model can replace the actual rating value.

Table 7. Multiple Comparison result (Hit Ratio).

| Models     | Mean Difference (I-J) | SE  | p-Value |
|------------|-----------------------|-----|---------|
| SC_CF      | SC_CF(BERT)           | 0.0003 | 0.0167 | 1.000   |
|            | MC_CF(BERT)           | -0.0508691 * | 0.0167 | 0.018 * |
| SC_CF(BERT)| SC_CF                 | -0.0003 | 0.0167 | 1.000   |
|            | MC_CF(BERT)           | -0.0512113 * | 0.0167 | 0.017 * |
| MC_CF(BERT)| SC_CF                 | 0.0508691 * | 0.0167 | 0.018 * |
|            | SC_CF(BERT)           | 0.0512113 * | 0.0167 | 0.017 * |

* The mean difference is significant at the 0.05 level.

To summarize the experimental results again, in the case of hit ratio, the accuracy of the multi-criteria recommender system proposed in this paper is improved to a maximum of 6.01% compared to the single-criteria item-based CF. In the case of NDCG, the accuracy of the multi-criteria recommender system proposed in this paper is improved by up to 4.69% compared to the single-criteria item-based CF. Through these results, it can be said that the multi-criteria recommender system proposed in this study achieves the purpose of improving the recommendation accuracy. The reason is that the multi-criteria recommender system derives a rating by analyzing the customer’s preference from six attributes through customer reviews, and when calculating the similarity between hotels, the attribute rating and the overall rating given by joint customers between hotels to the two hotels are calculated. In this way, by considering more detailed preferences, it is possible to find the most similar neighbor hotels, and to more accurately predict the customer’s rating for the hotel, thereby the recommendation accuracy is improved.

5. Discussion

Most developed recommender system recommends hotels suitable for customers to support personalized service to customers, but in this study, a recommender system is developed that recommends customers to hotels, that is, helps the hotel’s customer promotion campaign. Campaign management is the planning, execution, tracking, and analysis of a marketing initiative; sometimes centered on a new product launch or an event. Marketing shows its importance in every kind of tourist and hotel industry, since it presents itself as a tool that contributes to better management of hotel operations also help in defining appropriate strategies for their development [50]. Lambin (2000) feels that marketing and promotion are sufficiently important for the hotel, so it is necessary to develop techniques and strategies for promoting products and hotel services that could reach the market. Hotel’s campaigns normally involve multiple pushes to potential buyers through email, social media, surveys, etc. The use of email marketing creates the opportunity to offer any potential interested guest to arrive at the right time at the minimum cost [51]. The main advantage of e-mail marketing is in its personalization—the message is made for a specific user, and if that person finds the offer interesting, it often results in the purchase without having to compare it with other competitors. Therefore, in the process of advertising push, a recommender system is needed to recommend customers with the largest intention to visit the hotel, so as to help the hotel improve the efficiency of campaign management.

A long time ago, merchants did not need to operate activities, but only needed to produce good products or service, and customers would come to buy them. But now, in addition to the need for high-quality products or service, we also need to manage
customers carefully to make more customers become loyal customers. In the past, many hotels have used discounts to attract more customers in their marketing activities, but now the competition among hotels is fierce. Deepening competition among hotels, hotel industry leads to the fact that the object of the competition is not only on accommodation rates, but also new kinds of proposals to stimulate and motivate consumers, quality, variety of programs to encourage repeat customers’ discounts, bonuses, etc. [52]. In modern conditions of hotel complexes and the scope of their activities run into fierce competition, which allow them to seek out and apply for new ways, methods and techniques for the implementation of its services on the market.

Companies usually target customers who have purchased their own products, while insurance companies need to manage activities for target customers who have purchase intentions. The same is true for hotels. They need to manage activities for customers who are interested in visiting, and they need to decide to whom to push activity information when doing promotional activities. People nowadays receive a lot of invalid advertisements every day, which cause trouble to their lives, so most people ignore these advertisements. Therefore, it is necessary for the hotel to select customers who will frequently visit the hotel in the future, recommend to them, provide information, and manage them. Therefore, the customers selected in this study who have the greatest intention to visit the hotel, whether they are customers who have visited or who have not visited, will continue to manage and allow them to visit the hotel again and become frequent customers.

In order to help hotels with campaign management, this study uses deep learning methods, that is, using the BERT model and developed recommender system to recommend target customers for the hotel’s promotion management. For hotels, this is a “starting study” of selecting and recommending customers who are most likely to visit their hotel. Many previous studies used natural language processing model to analyze customer review data through sentiment analysis, but they could not well identify the context of customers in the evaluation, so they could not correctly understand customer comments, and it was difficult to quantify them. BERT is one of the best-performing natural language processing models in recent years. Although there are many studies that use the BERT model for downstream tasks, this research uses BERT model to analyze customer reviews and predict the overall rating and six aspect ratings, and recommend customers for the hotel, which is of great significance in the field of recommender system studies. Therefore, this study will be helpful as a reference for future studies that seek to manage customers or promote company promotion through analysis of existing customer review data, even when customers are reluctant to directly input evaluation values or do not have evaluation values.

6. Conclusions

In this research, we proposed a multi-criteria recommender system, which recommends appropriate target customers for hotels using fine-tuned BERT model. To fit the recommendations in the hotel domain, we collected hotel reviews, overall ratings, and aspect ratings (Value, Service, Location, Room, Cleanliness, Sleep Quality) data from TripAdvisor, which is the world’s largest travel website. Multi-criteria evaluation allows more accurate evaluation of user preference, but since TripAdvisor users write reviews but do not write rating values for six aspects, a lack of evaluation values for 6 aspects occurs. To overcome the insufficient aspect rating values, this study uses fine-tuned BERT to analyze the review data to predict overall rating and six aspect ratings. Then, using the predicted rating values, Top-N customers list with the highest visiting likelihood score is recommended to the hotels through the proposed multi-criteria recommender system. The recommendation performance of the proposed model is verified using Hit Ratio and NDCG as evaluation metrics. The results of the experiments showed that the recommendation performance of the proposed multi-criteria recommender system, MC_CF(BERT) is better than that of the single criteria CF, namely SC_CF and SC_CF (BERT). And, there is no difference in performance between SC_CF(BERT) and SC_CF at the 5% significance level,
so it can be seen that there is no difference in performance even using the rating value estimated using fine-tuned BERT.

From the hotel’s point of view, the multi-criteria recommender system selects a promotion target customers more effectively by predicting the ratings based on the reviews proposed in this study. From the customer’s point of view, a hotel that matches the customer’s preference is recommended through a personalized recommendation, which may increase interest in the hotel and increase the intention to order.

There are three major contributions of this study. The first is to analyze customers preferences from the point of view of the hotel, and to recommend the most suitable target customers for the hotel, which helps to increase the efficiency of the hotel’s promotional activities and the accommodation order rate. Second, we propose a BERT-based model that can predict ratings through reviews suitable for the hotel area and solve the problem of insufficient overall ratings and attribute ratings. Finally, we propose a multi-criteria recommender system that recommends customers to hotels and improve recommendation performance and accuracy.

The limitation and further research area of this study are summarized as follows. Since the recommendation system proposed in this study is based on item-based CF, all reviews with less than 5 reviews were removed and experiments are carried out. Therefore, the problem of not being able to recommend a customer who has not written a review or a customer who has written less than 5 reviews, that is, the cold start problem, remains. A traditional solution to this is to run promotional campaigns for customers who visit the hotel a lot. Regarding this problem, in the process of pre-processing the collected data, the data was greatly reduced. Therefore, how to use the BERT model to solve the cold start problem and this data shortage problem remains a subject for future research.

Second, the rating prediction model is based on hotel domain and English review data, so it is difficult to apply or use it for other domains and languages. Therefore, it is necessary to propose a model that can be used more broadly with more domain data and languages in future work.

Finally, the same weight is given to all attribute ratings when predicting the overall rating in the recommendation process of this study. However, each user has different preferences for each attribute, so there are not many cases in which different attributes are treated the same. Therefore, when predicting the overall rating in future work, it is necessary to make predictions considering the user’s preference for different attribute ratings.
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