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ABSTRACT

Metaphoric glyphs enhance the readability and learnability of abstract glyphs used for the visualization of quantitative multidimensional data by building upon graphical entities that are intuitively related to the underlying problem domain. Their construction is, however, a predominantly manual process. In this paper, we introduce the Glyph-from-Icon (GfI) approach that allows the automated generation of metaphoric glyphs from user specified icons. Our approach modifies the icon’s visual appearance using up to seven quantifiable visual variables, three of which manipulate its geometry while four affect its color. Depending on the visualization goal, specific combinations of these visual variables define the glyph’s variables used for data encoding. Technically, we propose a diffusion-curve based parametric icon representation, which comprises the degrees-of-freedom related to the geometric and color-based visual variables. Moreover, we extend our GfI approach to achieve scalability of the generated glyphs. Based on a user study we evaluate the perception of the glyph’s main variables, i.e., amplitude and frequency of geometric and color modulation, as function of the stimuli and deduce functional relations as well as quantization levels to achieve perceptual monotonicity and readability. Finally, we propose a robustly perceivable combination of visual variables, which we apply to the visualization of COVID-19 data.

1 Introduction

In visualization, (data) glyphs, developed from the 1950s onward, are used to represent and visualize multidimensional data by assigning data values to visual variables, such as size, color hue, luminance (or color value), grain, orientation, and shape [2], of a pre-defined graphical entity [17]. The primary goals of mapping data values to visual variables in glyph design are perceptual monotonicity, i.e. increases in data values result in corresponding perceptually increasing visual variables, accurate readability, that is the ability to read data values from the displayed visual variables, and perceptual independence, i.e. the variation in one visual variable does not interfere with the readability of another one [43]. The majority of glyphs in information visualization are abstract, i.e. they make use or are composed of basic geometric primitives such as lines, boxes or circular segments to encode quantitative multidimensional data. Abstract glyphs can, for instance, comprise several polygons with varying color, height, density, and regularity [21], or more complex geometries such as stick figures or star glyphs [34]. Contrary to abstract glyphs, metaphoric glyphs enable the readability of multidimensional data by using familiar and well-understood visuo-spatial phenomena that often relate to the underlying problem domain [36]. Chernoff faces [9] are a very famous example, which are well suited for the recognition of human related information [23]. Metaphoric glyphs have also been used, for instance, to visualize the health state of corn cobs [32] and environmental data related, e.g., to forest fires [18]. The main advantages of metaphoric glyphs relate to their potential of increased readability in case of realistic glyphs [15], improved data understanding [17], e.g., by mapping data to corresponding glyph parts [41].
Figure 1: The *Glyph-from-Icon (GfI)* concept. The seven visual variables (dark purple box, left) are represented using extended parametric diffusion curve images that allow the automatically modification of an original icon (blue box, center). The final glyph can use several of the visual variables in parallel, and may combine them to enhance the readability of the quantitative values. The example in the golden box on the right shows a “3D” glyph comprising three variables, i.e. the combined geometric and color amplitude, the combined geometric and color frequency and the inner color.

However, there is comparably little research work regarding the (semi-)automated generation of metaphoric glyphs and the evaluation of the limits of their perceptual monotonicity, accurate readability and perceptual independence. One line of research strives for data driven and interactive methods for generating metaphoric glyphs, such as the automatic generation of emoji-like metaphoric glyphs [12], which mainly focus on the variation of visual variables without evaluating quantitative monotonicity, readability and independence. A second line of research circumvents the problem of generating readable metaphoric icons by coupling metaphoric and abstract glyph components in a loose fashion, that is by putting them side-by-side [27, 10]. In this paper, we introduce the Glyph-from-Icon (GfI) approach, a novel technique that allows the automated generation of metaphoric glyphs from icons in a tight fashion by directly modifying their shape and color appearance. We utilize diffusion curves [33] as parametric representation of a user given icon, which we reparameterize to add new degrees of freedom (DOF) in an arc-length encoded manner. Using these DOFs allows us to modify the shape and color appearance in a visual consistent way. That is, we aim at retaining the icon’s overall shape and hue, as they are related to the application domain. The GfI concept presented in this paper comprises seven visual variables: wave-like geometric modification of the icon contours (shape, amplitude and frequency), periodic modification of the contour luminance (amplitude, frequency, contour region width) and inner color. We perform a user study to calibrate the mapping between stimuli and perceived visual variables to achieve optimal perceptual monotonicity, accurate readability and perceptual independence. In summary, our paper comprises the following contributions.

- **Diffusion-curve based Glyph-from-Icon (GfI),** a new technique to automatically generate glyphs as modifications of icons. The modification process comprises
  - the reparameterization of the icon contours as diffusion curves using B-splines and the methodology to insert the DOFs in an arc-length encoded manner required to encode the visual variables,
  - the wave-like modification of the curves, preventing self-intersection using distance transforms, and
  - the modification of the icon contours’ color parameters in a periodic fashion in combination with the automated subdivision of the icon into a contour and an inner regions.
- The quantitative survey of GfIs to achieve perceptual monotonicity and independence, and to derive proper quantization to achieve accurate readability.
- We present several application examples of GfIs.
2 Prior Work

We briefly discuss prior work conceptually related to our curve-based Glyph-from-Icon (GfI) concept, i.e., metaphorical glyphs, contour-based approaches to quantitative (uncertainty) visualization, and diffusion curves.

**Metaphoric Glyphs.** Metaphoric glyphs form a specific sub-group of glyphs that try to enhance the underlying communication process by additionally utilizing visual analogies from the related application domain, and ultimately strive for "the picture becomes the thing it represents" [36]. Several works underline their potential to improve readability [17]. Example studies are the comparison between abstract face glyphs and metaphorical car glyphs for car-related data using, e.g., horsepower to the size of a car’s hood [41], and between metaphorical RoseShape glyphs [7] and abstract regular n-sided polygonal glyphs for multidimensional educational data [28]. For a general overview of glyph design and application, we refer the reader to the surveys from Ward [42], Borgo et al. [6] and Fuchs et al. [17].

Various task specific designs for metaphorical glyphs have been presented in the past. Nocke et al. [32] propose a design method for metaphorical glyphs using a mosaic paradigm that decomposes the icon into tiles, alters the tiles in size, shape or color according to the data values, and recombines them to achieve the glyph. Fuchs et al. [18] propose a manual design of leave-shaped glyphs to utilize the humans ability to visually discriminate natural shapes by modifying, e.g., the leaf’s morphology, venation, and boundary shape for visualizing multidimensional data related to environmental events such as forest fires. Based on the loose combination of metaphorical icons and abstract glyph components by Legg et al. [27], Chung et al. [10] propose wave-like shape deformations and color modifications to a circle to encode a sportsman’s performance, which surrounding the icon that describes the specific sports event to be assessed. Cunha et al. [12] present a data-driven strategy for the automatic generation of emoji-like metaphorical glyphs that uses the structured emojinating database [11]. Their system suggests glyphs as variations of the database emojis for a specific theme. Recently, Ying et al. [45] presented GlyphCreator, a tool for deep learning based decomposition of circle-like abstract glyphs into several visual elements, which are then manually bound to the input data attributes.

**Summary.** Existing approaches to metaphorical glyph are largely dominated by manual design processes or structured databases. Furthermore, to our knowledge, while few works conduct expert interviews, e.g. [45], quantitative user studies have not been conducted for any of the (semi-)automated techniques for generating metaphorical glyphs.

**Contour-based Methods.** Even though abstract glyphs are frequently used in visualization, we mainly focus on contour-based uncertainty visualization methods [5], as these approaches relate to the general question of how to modify icons in a controllable fashion.

Various contour-based approaches have been applied to encode uncertainty in the underlying data. This includes varying the contour lines’ width [1], using sets of contours in regions with high uncertainty in segmentation [35], or modifying graph nodes and radial color gradients to encode the relation uncertainties in graphs. Görtlter et al. [19] propose bubble treemaps as an extension of circular treemaps that encode uncertainty using wave-like modifications and blur-effects applied to the circular-arc spline contours during the treemap generation process. Holliman et al. [22] use abstract circle-shaped glyphs for uncertainty visualization with wave-like modified contours, manually modeled in blender. Both techniques are conceptually related to our Glyph-from-Icon concept in using wave-like contour modifications.

**Summary.** There exist several concepts to use shape and appearance modification in uncertainty visualization. In all approaches, the modifications are directly integrated in the construction process of pre-defined shapes or abstract glyphs. Only recently, Holliman et al. [22] perceptually evaluated some aspects regarding the effectiveness and readability of this visualization concepts.

**Diffusion Curves** While approaches in contour-based (uncertainty) visualization rely on pre-defined shapes (see above), vector-based representations allow a more flexible handling of arbitrary shapes. Based on early work from Elder and Goldberg [14], diffusion curves images (DCI) have been proposed by Orzan et al. [33]. DCIs are a widely used vector graphics representation, for which various functionalities and improvements have been developed over the years. The main focus lies on the conversion of raster images to DCI [30], enhanced DCI representation [44], DCI editing [26, 24, 29], and efficient rendering of DCIs [25, 40]. The editing and manipulation approaches proposed so-far for DCI are all based on manual intervention. Examples include the methods of Jeschke and colleagues [24, 26], who propose a click-and-drag metaphor for manipulating diffusion curve properties, and Lu et al. [29], who present a combination of global and local deformations for manipulating coarse and fine image content, respectively.

**Summary.** While there exists a rich tool set for utilizing DCI, there is no adequate approach to control the diffusion curves appearance as required for glyph-like functionalities.
3 The Overall Icon-to-Glyph Concept

The main motivation of our Glyph-from-Icon (GfI) approach is to combine the intuitiveness of icon-based visualization with the ability of glyphs to provide quantitative, multidimensional visualization. The underlying concept for an automated generation of glyphs comprises the following stages (see Fig. 1 for an illustration).

1. **Definition of the visual variables.** In general, visual variables can be defined by variation of geometric, color and texture properties. Even though our approach works for arbitrary colored icons, we assume to have “simple” mono-colored icons as starting point for generating quantifiable visual variables by modifying the icon’s geometry and color.
   
   (a) Modifying the geometry refers to the variation of the icon’s contours using periodic modulations. This relates to three visual variables, namely the shape of the modulation, e.g. sinusoidal, the geometry modulation frequency and geometry modulation amplitude, whereby the latter two are quantifiable.
   
   (b) Modification of the color is applied to two regions, the contour region (or margin) and the inner region of the icon. Similar to the contour geometry, we use periodic modification of the icon’s color in the contour region. The resulting visual variables are the color modulation frequency and the color modulation amplitude, as well as margin width and, finally, the icon’s color in the inner region. All color visual variables are quantifiable.

2. **Representation of the visual variables.** Technically, we modify the visual variables by converting the given icon into a diffusion curve image (DCI) representation, adding new DOFs, which provide a parametric control over the icons geometric and color properties, enhanced by functionalities for prevention of interferences, such as self-intersections of contours. The separation between the icon’s contour and inner region is achieved by inserting diffusion barriers.

   All visual variables are automatically generated by algorithmically inserting and modifying DC parameters as discussed in Sec. 4.

3. **Definition of the final glyph variables.** When setting up a visual data encoding for the glyph, the following issues have to be taken into account. On the one hand, the visual variables are not completely independent from each other, e.g., the amplitude is visually “undefined” for a frequency of zero. On the other hand, the relation between the stimulus values and the perceived magnitudes is not linear, which also requires the investigation of an adequate step-size, similar to a just-noticeable-difference (JND). We performed a user study to determine these relations and step-sizes and, furthermore, derived rules for adaptation of the glyph variables and step-sizes for scaled glyphs. Moreover, it might be advisable to combine several visual variables to gain more robustness in the visual readability of the glyph variable values.

   Obviously, there are also limits in terms of the initial icon’s geometric and/or coloration complexity, i.e., generating glyphs for too complex icons can impair the perception of the visual variables used for encoding.

4 The Icon-to-Glyph Pipeline

This section describes the construction of Glyph-from-Icon (GfIs) by augmenting a given icon with geometric and color visual variables (see Sec. 3 and Fig. 1). The core of this process is a controllable and automatic application of visual variables facilitated by a parametric representation of icons. The GfI parametrization is based on DCIs [33], which represent an image as a set of cubic Bézier splines in conjunction with color and blur attributes, which are tied to a parametric position \( u \) along the respective spline (our current GfI approach omits the blur parameter due to its visual dependency to color attributes). The relevant DCI parameters are Bézier control points \( \{ P_i = (x, y) \}_{i=0}^K \) for geometry and color control points \( \{ C_i^r = (r, g, b, u) \}_{i=0}^L \), \( \{ C_i^r = (r, g, b, u) \}_{i=0}^M \) for color on the left and right curve side, respectively (see also Fig. 3:2a-b). Proceeding from this data structure, GfI replaces the cubic Bézier splines with cubic B-spline curves and adjusts the parametric positions of the respective color attributes accordingly.
The GfI pipeline with infinite contour width: The input raster image (1) is converted into a DCI, comprising Bézier control points for geometry (2a) and color control points (2b). Afterwards, the geometry is converted into B-splines and a $C^1$ approximation is applied (3a) w/o changing the color control points (3b). In the next step, DOFs are added according to the target geometry and color frequency, resulting in an arc-length reparametrization (4a) and new color points at the virtual borders of color intervals (4b: red crosses), respectively. The final shape modification transforms subgroups of knot points (5a: orange points are moved to green points; blue crosses remain unchanged). The color modification changes the color points of each second interval (5b: gray circles) at the icon’s inside, while the outer color is masked out and remains. The final glyph is obtained by re-conversion into standard DCI and rendering (6a, b; 7).

The GfI parameters are de Boor points $\{D_i = (x, y)\}_{i=0}^N$ and a corresponding knot vector $\{t_i\}_{i=0}^{N+4}$ for geometry and $\{C'_i = (r, g, b, u')\}_{i=0}^L$, $\{C''_i = (r, g, b, u')\}_{i=0}^M$ for color (see also Fig. 3:3a-b).

The overall GfI constructing process is depicted in Fig. 2 and consists of the following steps.

**Input and Pre-Processing:** Given an input icon (Fig. 3:1), we first transform it into a DCI (Fig. 3:2a-b) and subsequently into a GfI (Fig. 3:3a-b) with a resulting set of control parameters as described above (see also Sec. 4.1).

**Visual Variables:** Having the GfI parameters, we vary them to apply visual variables. For geometry, the knot vectors are modified according to the target shape and frequency, comprising the arc-length parametrization and altering the knot multiplicity (Fig. 3:4a), and the positions of the de Boor points according to the target amplitude (Fig. 3:5a). We control the icon geometry by modifying the curve’s knot points, i.e. the curve points at knot parameters $u = t_i$, and implicitly adapt the de Boor points using energy minimization (see Sec. 4.2.1). For color, the parametric positions of color attributes are set according to the target color frequency (Fig. 3:4b) and the respective RGB values are modified according to the target color amplitude (Fig. 3:5b). The width of the contour region is set by adding another diffusion curve, i.e. a diffusion barrier (see [3]), which is defined as an isoline of the given distance from the icon’s contour (see Sec. 4.2.2).

**Post-Processing:** The modified GfI representation is back-transformed into an equivalent DCI, which includes a transformation of B-splines into Bézier splines and a corresponding re-mapping of the parametric positions of color attributes (see Sec. 4.3).

### 4.1 Input and Pre-Processing

We use the diffusion curves drawing tool from Orzan et al. [33] to convert the given raster icon into a DCI. As our contour modification requires as high continuity as possible to prevent unwanted cracks, we convert the cubic Bézier splines from DCIs into cubic B-spline curves, whereby the $C^0$ transitions between Bézier spline segments are approximated by $C^1$-transitions, in the cases where the first derivatives on both sides have (approximately) the same direction and differ only in length, as this can be corrected by an appropriate interval scaling. Thus, the multiplicity of the respective 3-folded knots can be reduced to 2 (see Fig. 3:3a).
Algorithm 1 Conversion of a Bézier spline into a B-spline curve.

```
D ← P^0
T ← [0, 0, 0, 0, 1, 1, 1]
∆ ← 1
for i ← 0 to N − 2 do
    ∆ ← ∆ + |(b^i+1)’(t_{i+1})| / |(b^i)’(t_{i+1})|
    t_{next} ← T.last() + ∆
    if ∠(b^i)’(t_{i+1}), (b^{i+1})’(t_{i+1}) < α then
        T.append([t_{next}, t_{next}, t_{next}])
        D.pop()
    else
        T.append([t_{next}, t_{next}, t_{next}])
    end if
D.append(P^i+1)
end for
T.append(T.last())
```

Technically, the conversion into B-splines proceeds as follows (see Alg. 1). Given a Bézier spline with \( N \) segments \( b^i(u), \) \( i = 0, \ldots, N-1 \) with control points \( P^i = \{P_{ui}, \ldots, P_{ui+3}\} \). We simply convert the \( l \)-th Bézier spline segment by adapting the parameter interval to fit the tangent length of the end point of the prior segment. In case the directional deviation is below the threshold \( α \) (we used \( α = 3.5^\circ \)), the transition is assumed to be \( C^1 \), and we append a double knot to the knot-vector \( T \) and drop the last de Boor point from the control point list \( D \). Subsequently, the parametric positions of color attributes are transformed by mapping them onto the new knot vector \( T \).

4.2 Applying Visual Variables

Initially, let us consider the construction of glyphs from icons by modifying its geometry and color without an inner region, i.e. the margin width is infinite. Both modifications can be applied independently (Fig. 3:6a-6b) or in combination (Fig. 3:7).

4.2.1 Geometry

The wave-like modification of the curve geometry is performed by a periodic translation of the knot points, i.e. the curve points for knot parameters, along the curve’s normals in alternating directions as follows.

**Frequency** is controlled via the period length of the wave, i.e. \( 1/frequency \). Depending on the requested shape, we add two knot points (see, e.g., de Boor [13]) to each period that will be translated orthogonal to the curve’s tangent (‘wave peaks’). This requires an appropriate knot vector of the B-spline, such that their corresponding knot points are placed equidistant on the curve. We, therefore, numerically calculate the arc length of the curve and store it in a lookup table. In general, the B-splines created in the pre-processing step (see Sec. 4.1) have not enough DOFs to interpolate the translated curve points, therefore we insert further knots using Boehm’s algorithm [4]. After the new knot vector has been defined, the respective de Boor points are adjusted by means of the least-squares progressive iterative approximation algorithm with energy term (ELSPIA) [20], which minimizes the least-square distance to the original curve taking into account a stretching term. The result is a cubic B-spline with single knots, whose knot points are approximately equidistant along the curve (Fig. 3:4a), and which approximates the original curve sufficiently accurate. Depending on the required shape, additional knots may be added as described below.

The entire arc-length parametrization process of a B-spline with initial knot vector \( T \) and de Boor points \( D \) for a given frequency can be summarized as follows:

1. Compute the new knot vector \( T’ \) as parameters corresponding to the equidistant positions along the curve according to the given period length.
2. Using the original B-spline, expand the knot vector \( T \) to \( T'^{imp} \), \( |T'^{imp}| = |T'| \), by means of Boehm’s algorithm (details of this expansion see below). The resulting intermediate B-spline with de Boor points \( D'^{imp} \) and knot vector \( T'^{imp} \) has the identical geometry as \( (T, D) \).
3. Construct the new B-spline \( (T', D') \) from the approximated curve \( (T', D'^{imp}) \) using ELSPIA.

Both, the final approximation precision and the optimization speed in step 3 depend on the difference between the input curve \( (T', D'^{imp}) \) and the reference curve \( (T, D) = (T'^{imp}, D'^{imp}) \). Therefore, we minimize the distance between...
both curves by inserting those knots $t' \in T'$ into $T'^{imp}$, whose corresponding knot points have as large distances to the knot points of $T$ as possible, so that the necessary shift to be applied to the de Boor points $D'^{imp}$ to get $D'$ after exchanging $T'^{imp}$ by $T'$ is as small as possible.

**Amplitude** is controlled by length of the translation vector applied to knot points that correspond to the intended shape (Figs. 3:5a, 4, right), which are used to constraint the modified B-spline $(T', D')$. We compute the de Boor point offset vector $\Delta D$ according to Fowler and Bartels [16]:

$$\Delta D^T = B'^T (BB'^T)^{-1} \Delta Q^T,$$

(1)

where $\Delta Q$ is the offset vector to the translated knot points and $B$ is the B-spline basis matrix.

Depending on the geometry of the original icon, the translation can lead to self-intersections that have to be prevented by locally reducing the amplitude, i.e. the length of the translation vector.

The intersections prevention uses a subpixel precision Distance Transform (DT) of the original curves [31] to check if a translated knot point $K + a \cdot \hat{n}^K$ is closer to another curve point $N$ than to original knot point $K$ itself. In this case, we locally reconstruct a skeleton point $S = K + a' \cdot \hat{n}^B$ along the translation vector that is equidistant to the $K$ and $N$, whose amplitude $a'$ is given as the length of a leg in the isosceles triangle with base $N - K$, i.e. $a' = \frac{0.5 \|N - K\|^2}{\|\hat{n}^K, (N - K)\|}$ (see Fig. 4, left). The final amplitude is $a' - \epsilon$, to preserve a free space between the curves. This procedure is applied recursively, as several intersections may occur.

We perform this intersection test for the translated knot points, i.e. the sin peaks or the sawtooth and rectangle corners, and additionally for the midpoints of the rectangular shape, which represent the most protruding parts of the modified curves. While our strategy successfully prevents intersections in almost all cases we observed, extreme cases, e.g., highly curved icons, which are less suited for GfIs, may require manually increasing the skeleton pixel offset $\epsilon$.

**Shape** is controlled by means of additional knots and by shifting the translated positions along the curve (see Fig. 4, right). In the case of a sinusoidal wave, we place four knots per period: two ‘peak knot points’ (orange circles and green diamonds in Fig. 3:5a) and two intermediate knot points (blue crosses in Fig. 3:5a), which do not function as curve modification constraints. This procedure restricts the influence of the control points to one period and guarantees a smooth shape. For sawtooth-like shape of a B-Spline $k(u)$, each next but one knot point $k(t_i + 1)$ is translated along the corresponding curve normal, while the same shift in the opposite direction yields the new position of the respective next neighbor knot point $k(t_{i+1})$ (see Fig. 4, right). For rectangular shape, for each existent knot $t_i$ and its respective curve position $k(t_i)$, we insert a new knot $t'_i$ that corresponds to the same curve position plus a small offset. Then these pairs of knot points are translated in the opposite directions, i.e. along the normal and the negative normal vector (see Fig. 4, right). For the sawtooth-like and rectangular shape, the knot multiplicity is increased to 3 to achieve the $C^3$-continuity and thus to produce sharp corners. After a curve modification, each third control point, starting with the first one, is
located in a corner, while we place the inner two control points on the lines between the corners to get straight line strips.

4.2.2 Color

We apply color modifications to the icon’s contour region in a similar fashion as for the geometry. We create a periodic color modification along the icon contours by alternating equidistant intervals of the original and a modified luminance. While, in general, various color alteration methods are possible, we select an approach that produces a broken line like pattern, as moderate color variations are hard to distinguish. The contour region is defined by a margin width. We also modify the color of the complementary region, i.e. the inner region of the icon by applying a user-defined color map.

**Color frequency (contour region)** is controlled by arc length of the color intervals. It is determined by the positions of the color attributes that serve as start and end color of the respective interval. To construct the corresponding color points, we initially compute virtual interval boundaries as equidistant arc length positions along the curve, according to the target frequency. This is done analogously to the knot vector calculation for arc-length parametrization (see Sec. 4.2.1). Afterwards, we place two new color point locations for each interval boundary with a small arc length offset to the left and right side along the curve to get a hard transition between the original and the modified color. (see Fig. 3:4b). The color of each second color point pair is modified to the color amplitude (see below), while the other pair stays unchanged (see Fig. 3:5b).

**Color amplitude (contour region)** is controlled by increasing or decreasing the luminance of the original icon color, depending on whether the original luminance is below or above 50%, respectively. Increasing the amplitude will gradually increase or decrease the icon color luminance until a maximum or minimum luminance is reached. For example, in the bi-chrome icon in Fig. 3:5b, the light gray circles represent the modified luminance values, while the outer color is masked out and remains white.

**The margin width** defines the segmentation of the icon’s contour and inner regions. We add diffusion barriers to the GfI representation inside the icon with the offset of the given margin width from the original contour curves. The diffusion barriers are defined as isolines of the distance field inside the icon for the given distance. We extended the DCI renderer of Jeschke [25] by adding a barrier flag, which blocks the contribution of the corresponding DC to the diffusion process. Generally, we insert one-side barriers, which limit the margin color modification to the contour region.

**Inner Color** is modified using a perceptually uniform sequential colormap, where we commonly select a colormap that relates the icons original color. The color is applied uniformly to the inner region of the icon without any further modification using, e.g., textures.

4.3 Post-Processing

After a GfI has been constructed by generating the corresponding visual variables, the glyph’s representation is back-converted into a DCI. The modified B-splines’ de Boor points are transformed to Bézier control points using a basis transformation matrix [8]. Accordingly, the parametric positions of the color attributes are remapped onto the intervals of the resulting Bézier splines. For rendering the DCIs as raster images, we use an extended rendering tool of Jeschke [25] as described above.

5 Perceptual Model

To allow a quantitative visualization with GfIs, we evaluate the following perceptual aspects using an online survey:

**Quantization** of visual variables, i.e. definition of clearly distinguishable and perceptually equidistant magnitude levels.

**Stimulus-to-perception transformation function**, i.e. transformation between stimulus magnitudes and perceived values, which is often non-linear [39].

**Shape-dependency** for geometric amplitude and frequency. It is to assume that the shape of a geometric modification influences the perception of the geometric amplitude and frequency. Thus, taken the sinusoidal shape as reference, the stimulus magnitudes for other shapes that produce the same sensation need to be acquired.

Moreover, we propose a transfer approach to assign the magnitude quantization levels to glyphs with different sizes.
5.1 Design of the Experiment

For estimation of a perceptual model, we conducted an online survey. The survey is based on glyphs generated with our GfI concept and comprises two main categories of experiments: magnitude estimation and shape-dependent calibration.

Magnitude estimation. For each visual variable to be estimated, the available magnitude range was presented to participants as the minimum and the maximum reference GfI, captioned with the corresponding stimulus values, and a test GfI, for which they had to assign the perceived magnitude.

Shape-dependent calibration. To reduce the number of questions, all magnitude estimation experiments for geometric visual variables are done with the sinusoidal shape, and the “calibration” function that maps the stimulus amplitude and frequency of a rectangular and sawtooth-like shape against the respective parameters of a sinusoidal shape was assessed separately. In this additional experiment, the participants had to select one out of five glyphs with the perceptually most similar magnitude to a presented sinusoidal reference.

73 participants conducted the online survey and each participant provided 90 assessments of the relationship between stimulus and perception, giving a total of 6,570 data points. Tab. 1 gives the metric values for our experiments with the glyph’s size $50 \times 50$ mm.

5.2 Survey Evaluation and Results

Modeling the stimulus-to-perception transformation function. Following Stevens [39], we assume that the stimulus-to-perception transformation has the form of a power function $g(x) = a \cdot x^b + c$. Thus, having the perceived magnitudes as data points $g(x)$, as stated by the participants, and the stimulus magnitudes $x$ as the independent parameter, $a$, $b$ and $c$ are estimated using non-linear least-square fitting. The modeled functions are presented in Fig. 5, top. For both, geometry and color, we observe a rather linear and positive power dependency of the perceived magnitudes from the stimulus magnitudes for amplitude and frequency, respectively.

Quantization. The aim is to find a quantization step such that all resulting magnitude levels do not overlap with neighboring confidence intervals for a given confidence level. This is analogous to the principle applied by estimation of just noticeable difference (jnd), which is defined regarding the probability of correct assignments, usually 50%, which we also apply in our experiment. Tab. 2 gives an overview of the quantization steps and the resulting number of discrete levels for each visual variable. Further statistics of the quantization process and details of the computation method are given in the supplementary material.

Shape-dependent calibration. The shape calibration is modeled as a linear function $h(x) = k \cdot x + l$, with $x$ being the reference sinusoidal magnitudes from the calibration experiments (see Sec. 5.1) and the perceived magnitudes regarding the rectangular or sawtooth-like shape as data points. The fitting of $h$ is done with a least-square method. Fig. 5, bottom, shows the resulting functions per shape and stimulus. These results demonstrate that the influence of a specific shape on the perception of amplitude and frequency magnitudes is rather marginal.

5.3 Transfer to Different Glyph Sizes

From the survey and the evaluation in Sec. 5.2, we derived the levels of visual variables for the geometry and the color for a fixed glyph size $50 \times 50$ mm. More precisely, for a perceived visual variable $v$ we initially fixed the minimum and the maximum stimulus values $s_{\text{min}}$, $s_{\text{max}}$ (in mm) and deduced the quantization size $\Delta v$ (in arbitrary digital units, adu) applied to the range $v_{\text{min}}$, $v_{\text{max}}$ (in adu) from the user experiment, which corresponds to $s_{\text{min}}$ and $s_{\text{max}}$ (see Sec. 5.2). Note, that $\Delta v$ corresponds to $\Delta s(v)$ (in mm), which is in general not constant (see Fig. 5).

| Visual variable          | min [mm] | max [mm] | step [mm] |
|-------------------------|----------|----------|-----------|
| Geom. amplitude         | 0.1 [1]  | 1.2 [12] | 0.1       |
| Geom. period length     | 0.8 [12] | 5.1 [1]  | 0.4       |
| Color. period length    | 5.9 [5]  | 12.1 [1] | 1.6       |
|                         | min [lum.] | max [lum.] | step [lum.] |
| Color amplitude         | 0.425 [1] | 0.85 [5]  | 0.10625   |

Table 1: Metric values for the GfI experiment with the glyph’s size $50 \times 50$ mm. The numbers in {}-brackets are the corresponding visual variable values (adu) used for communication in the experiment. Note, that the frequency is proportional to the inverse period length. The color amplitude values are given as luminance values in $[0, 1]$. 


Figure 5: Top: Modeling stimulus-to-perception transformation for geometric amplitude (5a), geometric frequency (5b), color amplitude (5c), and color frequency (5d) including the fitted transformation functions (blue) and perceptual means (orange).

Bottom: Calibration of rectangular and sawtooth-like shape against sinusoidal shape for geometric amplitude of rectangular (5e) and sawtooth-like shape (5f), and frequency of rectangular (5g) and sawtooth-like shape (5h).

Table 2: Quantization results and scaling parameters: Quantization step-sizes and number of levels derived from the user experiment with the glyph’s size 50 × 50 mm, the number of levels after transferring to the glyph size 16 × 16 mm, and corresponding scaling parameters.

| Vis. Variable       | Geometry | Color |
|---------------------|----------|-------|
|                     | Ampl.    | Freq. | Ampl.    | Freq.   |
| Quant. step Δν (adu)| 2.91     | 2.01  | 1.23     | 1.14    |
| # levels (50 mm)    | 4        | 5     | 4        | 4       |
| # levels (16 mm)    | 3        | 3     | 4        | 3       |
| ω_min/ω_max Fig.6a,6b,6d | 0.558/0.66 | 0.558/0.43 | n.a. | 0.558/0.43 |
| ω_min/ω_max Fig.6c | 0.728/0.69 | 0.728/0.45 | n.a. | 0.728/0.45 |

To transfer this information to an icon of different size with a relative scale ω > 0 to the original glyph of 50 × 50 mm, we apply the following rules (we assume 0 < ω < 1 in the following, since glyphs are commonly used at smaller scales):

- Color amplitude should not be scaled, as luminance is independent of size.
- The “perceptual” stepsize Δν (and the corresponding stimulus stepsizes Δs(v)) should not be reduced to preserve the absolute variation (in mm) and thus the visual distinguishability.
- The minimum and the maximum stimulus and visual variable values s_min, s_max and v_min, v_max, respectively, are scaled according to the following rules:
  - The minimum values s_min and v_min can only be scaled moderately, i.e. reduced using ω_min > ω, maybe even ω_min = 1, to prevent, for example, visually vanishing amplitudes.


Table 3: Visual encoding of COVID-19 data.

- The maximum values $s_{\text{max}}$ and $v_{\text{max}}$ should be scaled by $\omega_{\text{max}} = \omega$, to prevent, for example, extreme distortions for small icons.

Consequently, the number of levels gets potentially reduced for $\omega < 1$ as the “usable” range $[\omega_{\text{min}} \cdot s_{\text{min}}, \omega_{\text{max}} \cdot s_{\text{max}}]$ gets smaller while the stepsize $\Delta s(u)$ remains unchanged. To counteract on this problem, we reduce the scaling effect for the maximum values $\omega_{\text{max}} = \omega + \epsilon \leq 1$ with a user-defined parameter $\epsilon$ that also depends on the icon’s geometric complexity.

6 Application Examples

The starting point for a practical usage of our GfIs is the selection of a representative icon, the proper scale (see Sec. 5.3), and the mapping of the application data to the up to seven glyph variables. While our user study, presented in Sec. 5.1 and 5.2, evaluated one or two variables at once, the parallel use of the more visual variables further reduces the distinguishability and readability of the individual variable values. We, therefore, propose to combine variables to enhance the readability in multidimensional settings.

In the following we give four examples to visualize COVID-19 related data from the end of Nov. 2021 for the central and southern part of Germany; see Fig. 6. Two of the examples use visual variables directly and two use combined variables. All presented glyphs are generated for a size of $16 \times 16$ mm. The scaling factors are presented in Tab. 2. The corresponding mapping of the COVID-19 data to the visual variables and the visual legends are given Tab. 3.

Figs. 6a and 6b visualize a data set from a COVID-19 Daily Situation Report by the RKI [38] for Nov. 30, 2021. Fig. 6a depicts the 7-days cases incidence value and the 7-days hospitalization value as frequency and amplitude of a sinusoidal contour shape, respectively, using a virus-shaped icon as base geometry, which is also used in Fig. 1. Fig. 6b uses the same icon, but applies combined visual variables, i.e. geometric and color frequency jointly represent 7-days cases incidence value, while geometric and color amplitude and the width of the contour region encode the 7-days hospitalization. Additionally, the inner color represents the deaths per 100K population.

Fig. 6c visualizes the intensive care bed occupancy in Germany at Nov. 30, 2021 [37] using a hospital-shaped icon. Here, the relative number of free intensive care beds and the relative number of COVID-19 patients per intensive care beds are encoded as sinusoidal frequency and amplitude, respectively. The example in Fig. 6d visualizes the relative number of COVID-19 patients per intensive care beds as combined visual variable using luminance amplitude and and inner color, and the percentage of ventilated COVID-19 patients relative to the total number of COVID-19 patients as color frequency, using a lunge icon as the base geometry.

Further examples including colored icons are given in the supplementary material.
Figure 6: COVID-19 situation in central and southern Germany. Fig. 6a encodes last 7 days cases / 100K pop. as frequency, last 7 days hospitalizations / 100K pop. as amplitude. Fig. 6b encoding: last 7 days cases / 100K pop. as frequency, last 7 days hospitalizations / 100K pop. as amplitude, deaths / 100K pop. as color amplitude. Fig. 6c encoding: free intensive care beds / total intensive care beds as frequency, COVID-19 patients / intensive care beds as amplitude. Fig. 6d encoding: COVID-19 patients / intensive care beds as color amplitude, COVID-19 patients ventilated / COVID-19 patients total as color frequency. Map courtesy by OpenStreetMap, Germany.

7 Discussion & Conclusion

This paper introduces the Glyph-from-Icon (GfI) concept for automated generation of metaphoric glyphs from arbitrary icons by modifying seven visual variables, namely geometric shape, amplitude and frequency as well as color amplitude and frequency, contour region width and inner color of the icon. Our approach transforms icons into an extended version of diffusion-curve using B-splines, which allows us to add the required degrees-of-freedom for the periodic, wave-like modifications. We performed a user study to evaluate the perception of the visual variables of the generated glyphs,
and to estimate the relation between perception and stimuli values and the quantization levels that ensure perceptual monotonicity and readability of the GfI. Moreover, we present rules for applying the generation method to icons with different size.

**Limitations.** As discussed in Sec. 5.1, we did not evaluate the independence between the geometric and the color variables, as this would have overloaded the survey due to the combinatorial explosion. Conceptually, the GfI concept can not be applied to highly detailed icons or icons dominated by thin geometries or short diffusion curve strokes, i.e. in cases where applying GfI modifications results in a destruction of the basic shape and color appearance of the provided icon. Moreover, compared to more specialized approaches to metaphoric glyphs, such as RoseShapes [7], the number of readable quantitative values is limited.

**Potentials.** The presented approach can be extended in various ways, e.g. by applying the visual variables in a local instead of a global way to emphasize certain (semantic) regions in the icon, or by generating animated glyphs using our parameterized approach.
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In this supplementary material we provide some additional details regarding the design of the experiment and the evaluation of the survey results, complementing the figures of the main paper. Furthermore, we show more examples of glyphs constructed from different icons.

1 Online Survey and Perceptual Model

To allow a quantitative visualization with GfIs, we evaluate the following perceptual aspects:

**Quantization** of visual variables, i.e. definition of clearly distinguishable and perceptually equidistant magnitude levels.

**Stimulus-to-perception transformation function**, i.e. transformation between stimulus magnitudes and perceived values, which is often non-linear [2].

**Shape-dependency** for geometric amplitude and frequency. It is to assume that the shape of a geometric modification influences the perception of the geometric amplitude and frequency. Thus, taken the sinusoidal shape as reference, the stimulus magnitudes for other shapes that produce the same sensation need to be acquired.

1.1 Design of the Experiment

![Four base icons used for GfI generation in the experiments.](image-url)
Figure 2: Examples of different geometric experiment types. Figs. 2a and 2b are samples for direct estimation of shape amplitude (with fixed frequency) and frequency magnitude (with fixed amplitude), respectively. Fig.2c is a sample for sawtooth amplitude calibration against a sinusoidal reference.

Figure 3: Examples of different color experiment types. Figs. 3a and 3b show samples for direct estimation of color amplitude magnitude (with fixed color frequency) and color frequency magnitude (with fixed color amplitude), respectively.

The user survey is based on glyphs generated with our GfI concept. We use four generic monochrome images with white background and black foreground (see Fig. 1). The icons as well as the generated glyphs have size 512 × 512 px and are displayed at size 50 × 50 mm. Tab. 1 summarizes the metric values used to generate the stimuli and give the mapping to the stimulus parameter values used for communication in the experiment (see also Figs. 2a and 2b).

In each question, the base icon of the test GfIs was selected randomly. The survey comprises two main categories of experiments.

**Magnitude estimation.** According to the application scope of our glyph generation approach, i.e. the direct reading of data values from a glyph, we performed several magnitude estimation experiments [2] to determine a proper quantization of the visual variables as well as the transformation function between the stimuli and perception parameters.

For each visual variable to estimate, the participants got displayed the available magnitude range by presenting a minimum and maximum reference GfI with the corresponding stimulus parameter values (see Figs. 2a and 2b for geometry and Figs. 3a and 3b for color). The test GfIs with randomly selected magnitude were hidden by default and

| Visual variable     | min [mm] | max [mm] | step [mm] |
|---------------------|----------|----------|-----------|
| Geom. amplitude     | 0.1 {1}  | 1.2 {12} | 0.1       |
| Geom. period length | 0.8 {12} | 5.1 {1}  | 0.4       |
| Color. period length| 5.9 {5}  | 12.1 {1} | 1.6       |
|                     | min [lum.] | max [lum.] | step [lum.] |
| Color amplitude     | 0.425 {1} | 0.85 {5}  | 0.10625   |

Table 1: Metric values for the GfI experiment with the glyph’s size 50 mm. The number in {}-brackets are the corresponding visual variable values (adu) used for communication in the experiment. Note, that the frequency is proportional to the inverse period length. The color amplitude values are given as luminance values in [0, 1].
was uncovered for eight seconds by clicking the corresponding button, and the participants had to assign the perceived magnitude from a drop-down list. The stepsize for generating the visual stimuli for the test glyphs (see Tab. 1) was selected to be well below the just noticeable distance to be able to derive a suitable quantization from a statistical evaluation.

There are two subtypes of the magnitude estimation experiments in our survey (see Tab. 2):

1. Fixed second stimulus, e.g. shape amplitude estimation with a fixed shape frequency, and
2. Randomly selected second stimulus.

The experiments with fixed second stimulus have been placed at the beginning of the specific experiment section to make the participants acquainted with the experimental setting, as the experiments with randomly selected second stimulus are more challenging.

Shape-dependent calibration has been performed by selecting the glyphs with the closest magnitude. To reduce the number of questions, all magnitude estimation experiments for geometric visual variables are done with the sinusoidal shape. To estimate a shape calibration function, the participants had to select one out of five glyphs with the perceptually most similar magnitude to a presented sinusoidal reference (see Fig. 2c). The GfIs offered for selection were created with the magnitude levels \( l \in [l_{\text{ref}} - 2 \, .. \, l_{\text{ref}} + 2] \), where \( l_{\text{ref}} \) is the visual variable values (adu) we defined for the reference glyph, and have been arranged randomly. These experiments are done separately for each shape, i.e. rectangular or sawtooth-like, and for each visual variable (see Tab. 2).

We, additionally, performed one experiment to verify the visual distinguishability between the three shape type, sinusoidal, rectangular and sawtooth-like for combinations of low frequencies / low amplitudes and high frequencies / high amplitudes not listed in Tab. 2. The recognition rates were approx. 92%, 99% and 99% for sinusoidal, rectangular and sawtooth-like, respectively.

The design of the experiment assumed to have “cooperative” participants, i.e. participants that won’t “cheap their way through” the experiment, and that the time limit for the ability to concentrate is at most 20-25 min. Tab. 2 states the number of experiments taken per experiment type. Each participant was asked to go through 90 experiments in total. We did not perform an evaluation of the dependency between the geometric and color visual variables, as this would have required a significantly larger amount of participants, beyond the pool of “cooperative” participants we have access to.

### 1.2 Survey Evaluation

We invited students and researchers mainly from our university from the fields of computer scientists and sociology to participate in our online survey, and an anonymous group of 73 persons participated. The average time to take the survey was \( \approx 26 \) min.
1.2.1 Procedure

Given the raw results from the survey experiments conducted by the participants, we determined the required stimulus-to-perception transformation, quantization and calibration parameters after having applied an outlier removal.

**Outlier removal.** First, the “senseless” answers are filtered out, i.e. answers which deviate from the expected value to an extend not explainable by the subjective character of perception alone. These outliers are mainly caused, e.g. by a misunderstanding of the respective experimental setting or by an external distraction of the participant while conducting the experiment. We apply the two-step Chebyshev outlier detection method of Amidan et al. [1], with the filtering parameters $p_1 = 0.375$ and $p_2 = 0.175$ for all visual variables.

**Modeling the stimulus-to-perception transformation function.** Following Stevens [2], we assume that the stimulus-to-perception transformation has the form of a power function, i.e. $g(x) = a \cdot x^b + c$. Thus, having the perceived magnitudes, as stated by the participants, as data points $g(x)$ and the stimulus magnitudes $x$ as the independent parameter, $a$, $b$ and $c$ are estimated using non-linear least-square fitting.

**Quantization.** The aim is to find a quantization step such that all resulting magnitude levels do not overlap with neighboring confidence intervals for a given confidence level. This is analogous to the principle applied by estimation of just noticeable difference (jnd), which is also defined regarding the probability of correct assignments, usually 50%, which we also apply in our experiment. Tab. 4 gives an overview of the quantization steps and the resulting number of discrete levels for each visual variable.

More precisely, the quantization step is calculated as follows:

1. For each discrete stimulus magnitude level, observe and model the distribution of perceived magnitudes,
2. Compute the 50% confidence interval, symmetrically placed about the respective mean.
3. Use the largest confidence interval as quantization step.

**Shape-dependent calibration.** We aim to define a function that calibrates the stimulus amplitude and frequency of a rectangular or sawtooth-like shape against the respective parameters of a sinusoidal shape. This calibration is modeled as a linear function $h(x) = k \cdot x + l$, with $x$ being the reference sinusoidal magnitudes from the calibration experiments (see Sec. 1.1) and the perceived magnitudes regarding the rectangular or sawtooth-like shape as data points. The fitting of $h$ is done with a least-square method.

1.2.2 Results

**Outlier removal.** Tab. 3 gives an overview for all visual variables. The overall amount of removed outlier is 4.8%. The detailed statistics of the outlier removal are represented in Fig. 4.

**Stimulus-to-perception transformation function.** The modeled functions for transformation of stimuli into perceived magnitudes are presented in Fig. 6. For both, geometry and color, we observe a rather linear and positive power dependency of the perceived magnitudes from the stimulus magnitudes for amplitude and frequency, respectively.

**Quantization** The distributions of the perceived magnitudes reveal a mono-modal Gaussian nature for most magnitude levels and a bi-modal Gaussian behavior for the shape amplitude and shape frequency for medium amplitude and frequency values. The latter can be explained by a larger distance to the min. and max. references, which can be seen as a design-related phenomenon. Fig. 5 shows the distribution of the perceived magnitudes with the respective 50% confidence intervals for each visual variable. We compute the 50% confidence for a bi-modal Gaussian distribution by identifying the 25% and 75% limits of the cumulative distribution of the superposition of both Gaussians.

Tab. 4 gives an overview of the quantization steps and the resulting number of discrete levels for each visual variables.

---

### Table 3: Outlier removal results.

| Vis. Variable | Shape Ampl. | Shape Freq. | Col. Ampl. | Col Freq. |
|---------------|-------------|-------------|------------|-----------|
| # data        | 1796        | 1787        | 648        | 646       |
| # outliers    | 102         | 111         | 9          | 11        |
Figure 4: Results of the two-step Chebyshev Outlier Detection: outliers are in red; the point size encodes the number of occurrences.

| Vis. Variable | Shape Ampl. | Shape Freq. | Col. Ampl. | Col Freq. |
|---------------|-------------|-------------|------------|-----------|
| Quant. step $\Delta v$ (adu) | $\approx 2.91$ | $\approx 2.01$ | $\approx 1.23$ | $\approx 1.14$ |
| # levels (50 mm) | 4 | 5 | 4 | 4 |

Table 4: Quantization results: derived from the user experiment with the glyph’s size $50 \times 50$ mm.

Shape calibration Fig. 7 shows the modeled linear functions for magnitude calibration against a sinusoidal reference, per shape and stimulus. The data demonstrate that the influence of a specific shape on the perception of amplitude and frequency magnitudes is rather marginal.

2 GfI Examples

This section presents some examples of GfIs. Fig. 8 show seven glyphs with varying visual variables, constructed from a heart icon. Fig. 9 demonstrates the results of our approach having a more complex pepper image as input with none-homogeneous color distribution. The visual variables with their respective levels, applied in the corresponding glyphs, are indicated in the figure descriptions as follows: $s$ for shape, $f$ for frequency, $a$ for amplitude, $cf$ for color frequency and $ca$ for color amplitude.
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Figure 5: Perceived magnitudes as normal distributions. Red: simple Gaussian; green: two-component Gaussian mixture; cyan: borders of 50% confidence intervals.
Figure 6: Modeling stimulus-to-perception transformation: blue: fitted transformation functions; orange: lines connecting perceptual means.

Figure 7: Calibration of rectangular and sawtooth-like shape against sinusoidal shape.
Figure 8: Heart glyphs. Fig. 8a shows the original icon. Figs. 8b-8d and Figs. 8e-8g present variations of geometric and color parameters, respectively. Fig. 8h shows a combination of geometric and color visual variables. The left top part of the heart is not modified by the lowest frequency, i.e. in Fig. 8b, because the corresponding curve is too short, having at the same time a relatively large number of control points, so that arc-length parametrization for the target frequency would require a knot deletion.

Figure 9: Pepper glyphs. Fig. 9a shows the original image. Figs. 9b-9d demonstrate construction of different shapes. Figs. 9d-9f show variations of geometric frequency and amplitude and Figs. 9g-9h represent color modifications with varying color frequency.