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Abstract
We consider the random wavelet series built from Gibbs measures, and study the Hausdorff dimension of the graph and range of these functions restricted to their iso-Hölder sets. To obtain the Hausdorff dimension of these sets, we apply the potential theoretic method to families of Gibbs measures defined on a sequence of topologically transitive subshift of finite type whose Hausdorff distance to the set of zeros of the mother wavelet tends to 0.
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1. Introduction

1.1. The graph and range singularity spectra

In the study of geometric properties of a non-smooth function, there are two main points of view. The first one consists in computing the Hausdorff dimension of the graph and range of the function restricted to certain subset of its domain, where given a function \( f : [0, 1] \to \mathbb{R} \) and a subset \( E \subset [0, 1] \), the graph and range of \( f \) restricted to \( E \) are defined as

\[
G_f(E) = \{(x, f(x)) : x \in E\} \quad \text{and} \quad R_f(E) = \{f(x) : x \in E\}.
\]

It is classical in probability and geometric measure theories to study this problem for non-smooth functions. The first work on this subject could be traced back to Lévy [36] and Taylor [50], regarding the Hausdorff dimension and Hausdorff measure of the range of Brownian motion. Since then, much progress has been made in the cases of fractional Brownian motions, stable Lévy processes and many other processes and functions [6–9, 13, 15, 22–24, 34, 35, 38, 40, 42, 43, 46, 51, 52]. As a typical example, Kahane [34] studied this problem...
for fractional Brownian motion \((X(t))_{t \in \mathbb{R}_+}\) of Hurst parameter \(\beta \in (0, 1)\). He shows that for any compact set \(E \subset \mathbb{R}_+\), almost surely (here \(\dim_H\) stands for Hausdorff dimension)

\[
\dim_H G_X(E) = \frac{\dim_H E}{\beta} \land (\dim_H E + 1 - \beta) \quad \text{and} \quad \dim_H R_X(E) = \frac{\dim_H E}{\beta} \land 1.
\]

The second point of view is that of the multifractal analysis, which consists in computing the Hausdorff dimension of the iso-Hölder sets

\[E_f(h) := \{x \in [0, 1] : h_f(x) = h\}, \quad h \geq 0,\]

where at \(x_0 \in [0, 1]\), the pointwise Hölder exponent \(h_f(x_0)\) is given by

\[h_f(x_0) = \sup\{h > 0 : \exists P \in \mathbb{R}[x], |f(x) - P(x)| = O(|x - x_0|^h), x \to x_0\}.
\]

The function

\[d_f : h \geq 0 \mapsto \dim_H E_f(h)\]

is called the singularity spectrum of \(f\). The singularity spectrum was first introduced by physicists [17, 19, 20] to study the intermittent phenomenon in fully developed turbulence, and it has been computed rigorously by mathematicians for Riemann’s nowhere differentiable function, Lévy processes, Lévy processes in multifractal time, wavelet series, self-similar functions and generic functions in certain Besov or Sobolev spaces, as well as indefinite integrals of positive measures [1, 3–5, 11, 12, 16, 21, 25–31, 41, 44, 49]. As a typical example, when \((X(t))_{t \in \mathbb{R}_+}\) is a Lévy process having no Brownian component and of upper index \(\beta \in (0, 2)\), Jaffard [29] shows that almost surely

\[d_X(h) = \begin{cases} \beta h & \text{if } h \in [0, 1/\beta], \\ -\infty & \text{otherwise.} \end{cases}\]

In this paper, we will consider these two general problems simultaneously, by studying the Hausdorff dimension of the graph and range of the function restricted to its iso-Hölder sets:

\[G_f(h) := G_f(E_f(h)) \quad \text{and} \quad R_f(h) := R_f(E_f(h)), \quad h \geq 0.
\]

We call the functions

\[d_f^G : h \geq 0 \mapsto \dim_H G_f(h) \quad \text{and} \quad d_f^R : h \geq 0 \mapsto \dim_H R_f(h)\]

the graph and range singularity spectra of \(f\). It is of interest to study these singularity spectra for non-smooth functions, and such a study can be considered as a new type of multifractal analysis. In fact, when \(f\) is a stochastic process, with respect to the pointwise Hölder exponent, the set \(E_f(h)\) is a collection of times, and the sets \(G_f(h)\) and \(R_f(h)\) are collections of points on the sample path and range.

Normally it is difficult to calculate the Hausdorff dimension of non-trivial subsets on the graph and range of non-smooth functions. The problem would be easier if we consider random functions. In [33] we studied the graph and range singularity spectra for a class of random multifractal functions, namely the \(b\)-adic independent cascade functions, which is a generalization to functions of the Mandelbrot measures introduced in [37]. In this paper we will study these singularity spectra for another large class of random multifractal functions constructed in [4]: the random wavelet series built from Gibbs measures. Before stating our main result, let us first give some background and notation on the wavelet series and multifractal analysis.
1.2. Orthogonal wavelet basis and multifractal analysis

Let $\psi$ be an $r_0$-smooth mother wavelet on $\mathbb{R}$, with $r_0 \in \mathbb{N}^*$, so that the functions $\{\psi_{j,k} = \psi(2^j \cdot -k)\}_{(j,k) \in \mathbb{Z}^2}$ form an orthogonal wavelet basis of $L^2(\mathbb{R})$ (see [39] for instance for definition and construction). Each function $f \in L^2(\mathbb{R})$ can be written as

$$f(x) = \sum_{(j,k) \in \mathbb{Z}^2} d_{j,k} \cdot \psi_{j,k}(x),$$

where the wavelet coefficient $d_{j,k}$ is given by

$$d_{j,k} = 2^j \int_{\mathbb{R}} f(t) \cdot \psi_{j,k}(t) \, dt.$$

It is known that the asymptotic behaviour of the wavelet coefficients provides fine information on the Hölder regularity of the function. For example, due to proposition 4 in [31], if there exist constants $C_0 > 0$, $\epsilon_0 \in (0, 1)$ such that $|d_{j,k}| \leq C_0 2^{-\epsilon_0 j}$ holds for each $j \geq 0$ and $k \in \mathbb{Z}$, then $f$ is $\epsilon_0$-Hölder continuous. Moreover, once $f$ is $\epsilon_0$-Hölder continuous for some $\epsilon_0 > 0$, one can also obtain the pointwise Hölder exponent of $f$ from its wavelet leaders. For each $(j, k) \in \mathbb{Z}^2$ we denote by $I_{j,k}$ the dyadic interval $[k2^{-j}, (k+1)2^{-j})$; the wavelet leader is then given by

$$L_{j,k} = \sup\{|d_{j',k'}| : (j', k') \in \mathbb{Z}^2, I_{j',k'} \subset I_{j,k}\}.$$

For any $x_0 \in \mathbb{R}$ and $j \geq 0$ let

$$L_j(x_0) = \sup\{L_{j,k} : k \in \mathbb{Z}, 3I_{j,k} = [(k-1)2^{-j}, (k+2)2^{-j}] \ni x_0\}.$$

Due to corollary 1 in [31] one has if $|h_f(x_0)| \leq r_0$, then

$$h_f(x_0) = \liminf_{j \to +\infty} -j^{-1} \log_2 L_j(x_0). \quad (1)$$

Equality (1) shows that wavelet is an effective tool to study the local regularity of a Hölder continuous function. It is also connected to the singularity spectrum as follows: define the scaling function of $f$ as

$$\xi_f(q) = \liminf_{j \to +\infty} -j^{-1} \log_2 \sum_{k \in \mathbb{Z} : I_{j,k} \subset [0, 1]} 1_{\{L_{j,k} \neq 0\}} |L_{j,k}|^q, \quad q \in \mathbb{R}. \quad (2)$$

If $r_0$ is large enough so that $h_f(x) \leq r_0$ holds for all $x \in [0, 1]$, then one has (see [31, 32])

$$d_f(h) \leq \xi_f^*(h) := \inf_{q \in \mathbb{R}} q \cdot h - \xi_f(q), \quad \forall \ h > 0, \quad (3)$$

where a negative dimension means that the set is empty. One can say that the restriction of $f$ to $[0, 1]$ fulfils the multifractal formalism at $h > 0$ if (3) is an equality.

1.3. Random wavelet series built from multifractal measure

In general, it is difficult to precisely control the wavelet coefficients of a non-smooth function. Thus, to construct good examples of wavelet series whose singularity spectrum can be calculated, it is convenient to directly prescribe the wavelet coefficients. In [4], Barral and Seuret construct a class of multifractal wavelet series whose wavelet coefficients are directly built from a given positive Borel measure, thus the singularity spectrum of the wavelet series is transferred to the singularity spectrum of the measure. To be more precise, let $\mu$ be a positive Borel measure carried by $[0, 1]$, fix two positive numbers $s_0$, $p_0 > 0$ such that $s_0 - 1/p_0 > 0$, then the sequence of wavelet coefficients built from $\mu$ is defined as

$$|d_{j,k}| : j \geq 0, \ 0 \leq k \leq 2^j - 1, \ |d_{j,k}| \equiv 2^{-j(s_0-1/p_0)} \mu(I_{j,k})^{1/p_0},$$

where $I_{j,k}$ is the dyadic interval $[k2^{-j}, (k+1)2^{-j})$. If $h_f(x_0)$ is $\epsilon_0$-Hölder continuous for some $\epsilon_0 > 0$, one can also obtain the pointwise Hölder exponent of $f$ from its wavelet leaders. For each $(j, k) \in \mathbb{Z}^2$ we denote by $I_{j,k}$ the dyadic interval $[k2^{-j}, (k+1)2^{-j})$; the wavelet leader is then given by

$$L_{j,k} = \sup\{|d_{j',k'}| : (j', k') \in \mathbb{Z}^2, I_{j',k'} \subset I_{j,k}\}.$$

For any $x_0 \in \mathbb{R}$ and $j \geq 0$ let

$$L_j(x_0) = \sup\{L_{j,k} : k \in \mathbb{Z}, 3I_{j,k} = [(k-1)2^{-j}, (k+2)2^{-j}] \ni x_0\}.$$
and the corresponding wavelet series is given by
\[ F_\mu(x) = \sum_{j \geq 0} \sum_{k=0}^{2^j-1} d_{j,k} \cdot \psi_{j,k}(x). \]

Due to (2), one has
\[ \xi_{F_\mu}(q) = (s_0 - 1/p_0) \cdot q + \tau_\mu(q/p_0), \quad q \in \mathbb{R}, \] (4)
where \( \tau_\mu \) is the \( L^q \) spectrum of \( \mu \) and it is defined as
\[ \tau_\mu(q) = \liminf_{n \to \infty} -j^{-1} \log \sum_{k=0}^{2^j-1} \mathbf{1}_{[\mu(I_{j,k}) \neq 0]} \cdot \mu(I_{j,k})^q, \quad q \in \mathbb{R}. \] (5)

By construction, \( F_\mu \) is \((s_0 - 1/p_0)\)-Hölder continuous and belongs to the Besov space \( B_{s_0,\infty}^{p_0}(\mathbb{R}) \) if \( s_0 < r_0 \). Moreover, it is shown in [4] that if \( \mu \) fulfills the multifractal formalism for measures at \( \alpha \geq 0 \) (in the sense of [11]), then the restriction of \( F_\mu \) to \([0, 1]\) fulfills the multifractal formalism at \( h = s_0 - 1/p_0 + \alpha/p_0 \) when \( |h| \leq r_0 \).

Typical examples of measures which fulfill the multifractal formalism are the random measures obtained as the limit of multiplicative chaos (such as Mandelbrot measure) and quasi-Bernoulli measure (such as Gibbs measure). There is also a general condition on \( \mu \) which ensures the validity of the multifractal formalism of \( F_\mu \), see [4] for details.

In [4], Barral and Seuret also considered the random perturbation of \( F_\mu \): let \( (\Omega_1, \mathcal{A}, \mathbb{P}) \) be the probability space and take a sequence of independent random variables \( \{\pi_{j,k} : j \geq 0, k = 0, 1, \ldots, 2^j - 1\} \).

The random perturbation of the wavelet coefficients with respect to \( \{\pi_{j,k}\} \) is defined as
\[ d_{j,k}^{\text{pert}} = \pi_{j,k} \cdot d_{j,k}, \quad j \geq 0, k = 0, 1, \ldots, 2^j - 1, \]
and the corresponding random perturbation of the wavelet series is given by
\[ F_{\mu}^{\text{pert}}(x) = \sum_{j=0}^{\infty} \sum_{k=0}^{2^j-1} d_{j,k}^{\text{pert}} \cdot \psi_{j,k}(x). \]

Under certain conditions on the moments of \( \pi_{j,k} \), for example,
A1 For any \( q \in \mathbb{R} \) we have \( \sup_{j \geq 0} \sup_{k=0,1,\ldots,2^j-1} \mathbb{E}(|\pi_{j,k}|^q) < \infty \),
they show that almost surely
\[ \xi_{F_{\mu}^{\text{pert}}}(q) = \xi_{F_\mu}(q) \quad \text{for all } q \in \mathbb{R} \quad \text{and} \quad h_{F_{\mu}^{\text{pert}}}(x) = h_{F_\mu}(x) \quad \text{for all } x \in [0, 1]. \]

As a direct consequence, if \( F_\mu \) (restricted to \([0, 1]\)) fulfills the multifractal formalism, then so does \( \mathbb{P}\)-almost every \( F_{\mu}^{\text{pert}} \), i.e. almost surely for all \( h > 0 \) such that \( \xi_{F_{\mu}^{\text{pert}}}(h) > 0 \),
\[ \dim_H E_{F_{\mu}^{\text{pert}}}(h) = \xi_{F_{\mu}^{\text{pert}}}(h) = \xi_{F_\mu}(h). \]

1.4. Main result

In this paper we calculate the graph and range singularity spectra of random wavelet series \( F_{\mu}^{\text{pert}} \) built from \( \mu \), where \( \mu \) is the canonical image on \([0, 1]\) of the Gibbs measure \( \mu_\varphi \) associated with a Hölder potential \( \varphi \) on the dyadic symbolic space \( \Sigma \) (see sections 2 and 3.1 for precise definitions). We expect to obtain a similar result when \( \mu \) is a random cascade measure.
in a further work. Such a result requires a technique different from the 'subshift of finite type' used in this paper to avoid the set of zeros of $\psi$.

The random perturbation of $F_\mu$ is essential to our approach based on the potential theoretic method (see chapter 4 in [14]). The efficiency of the combination between randomness and the potential theoretic method has been used to compute the Hausdorff dimension of the whole graph of classical processes [14], random Weierstrass function [24] and random wavelet series [46] (see also [28, 45] for questions related to the dimensions of the whole graph of wavelet series).

In addition to A1, we shall assume the following:

A2 The mother wavelet $\psi$ has only finitely many zeros on $[0, 1]$.

A3 Each random variable $\pi_{j,k}$ has a bounded density function $f_{j,k}$ and for any $\epsilon > 0$ we have

$$\sum_{j \geq 0} (\sup_{k=0, \ldots, 2^{j-1}} \| f_{j,k} \|_\infty) \cdot 2^{-j\epsilon} < \infty.$$ 

Under these assumptions, we prove the following result:

**Theorem 1.1.** Almost surely for all $h \in (0, 1)$ such that $\xi_{F_\mu}^+(h) > 0$,

$$d_{G_{F_\mu}}^+(h) \equiv \frac{\xi_{F_\mu}^+(h)}{h} \land (\xi_{F_\mu}^+(h) + 1 - h),$$

$$d_{R_{F_\mu}}^+(h) = \frac{\xi_{F_\mu}^+(h)}{h} \land 1.$$

**Remark 1.1.** Notice that our result is uniform: it is valid almost surely for all $h \in (0, 1)$ such that $\xi_{F_\mu}^+(h) > 0$, not for each $h \in (0, 1)$ almost surely. Since it is a general fact that $\dim_H G_{F_\mu}^-(h) = \dim_H E_{F_\mu}^-(h)$ when $h \geq 1$, when $r_0$ is large enough so that $h_{F_\mu}(x) \leq r_0$ holds for all $x \in [0, 1]$, theorem 1.1 actually provides us with a complete graph singularity spectrum almost surely:

$$d_{G_{F_\mu}}^-(h) = \left( \frac{\xi_{F_\mu}^-(h)}{h} \land (\xi_{F_\mu}^-(h) + 1 - h) \right) \lor \xi_{F_\mu}^-(h), \quad \forall h > 0.$$ 

But we have no results for the range singularity spectrum when $h \geq 1$.

Let us roughly explain our strategy to prove theorem 1.1. The upper bound is easy to deduce, we just need to find good coverings of $G_{F_\mu}^+(h)$ and $R_{F_\mu}^+(h)$ with respect to the coverings of $E_{F_\mu}^+(h)$ and the H"older exponent $h$. For the lower bound, we apply the potential theoretic method to families of images of Gibbs measures on the graph and range of $F_{F_\mu}$. We consider the restrictions of the potentials $(q\varphi)_{q \in \mathbb{R}}$ on a sequence $\{X_k\}_{k \geq 1}$ of subshifts of finite type whose canonical projection $\tilde{X}_k$ in $[0, 1]$ has a positive Hausdorff distance to the set of zeros of $\psi$, and the distance tends to 0 as $k \to \infty$. We also need to consider the canonical projections on $[0, 1]$ of the equilibrium states of these restricted potentials, which we denote by $\{ (\mu^{(k)}_q)_{q \in \mathbb{R}} \}_{k \geq 1}$. Then for $k$ large enough, there exists an interval $J_k$ such that for each $q \in J_k$, there exist an exponent $h^{(k)}_q \in (0, 1)$, a subset $E_{F_\mu}^{(k)}(h^{(k)}_q) \subset E_{F_\mu}^-(h^{(k)}_q) \cap \tilde{X}_k$ such that $\mu^{(k)}_q(E_{F_\mu}^{(k)}(h^{(k)}_q)) > 0$ and two numbers $r_{q,G}^{(k)}$, $r_{q,R}^{(k)} > 0$ such that for any $\delta > 0$ small enough, almost surely for all $q \in J_k$,

$$\int \int_{E_{F_\mu}^{(k)}} \frac{d\mu^{(k)}_q(s) d\mu^{(k)}_q(t)}{|F_{F_\mu}^+(s) - F_{F_\mu}^+(t)|^2 + |s - t|^{2 \gamma_{\mu,s} - \delta/2}} < \infty.$$
for proving the finiteness of the above integrals, we have to control from below the increment
be a sequence of real-valued random variables whose laws are absolutely continuous with
this, together with A3 and the definition of
T

for details). The reason why we consider subshift of finite type that avoids zeros of

and by letting \( k \) tend to \( \infty \) we can get the sharp lower bound in theorem 1.1 (see section 3.4
for details). The reason why we consider subshift of finite type that avoids zeros of \( \psi \) is that
for proving the finiteness of the above integrals, we have to control from below the increment
of potential,

here \( \psi (s) - \psi (t) \) when \( s \in E^{(k)}_q \) and \( t \) is far away from \( s \). This is possible only if \( s \) is never too

close to the zeros of \( \psi \).

Here we must mention the result of Roueff in [46] which deals with the Hausdorff
dimension of whole graph of random wavelet series. Briefly speaking, let \( \{ c_{j,k} \}_{j \geq 0, k = 0, \ldots, 2^{-1}} \)
be a sequence of real-valued random variables whose laws are absolutely continuous with
respect to Lebesgue measure. Let \( T(c_{j,k}) \) stand for the \( L^\infty \) norm of the density of \( c_{j,k} \). Roueff
proves that (theorem 1 in [46]) if \( \psi \) has finitely many zeros on \( [0, 1] \), then the Hausdorff
dimension of the graph of the random wavelet series

\[
F(x) = \sum_{j \geq 0} \sum_{k = 0}^{2^{j-1}} c_{j,k} \cdot \psi_{j,k}(x)
\]

restricted to \([0, 1]\) is almost surely larger than or equal to

\[
\lim_{j \to \infty} \lim_{j \to \infty} \frac{\log \min_{i=1}^{2j-1} \left[ \sum_{k=0}^{2^{j}-1} \min\{1, T(c_{i,k}) \cdot 2^{-j} \cdot v(I_{j,k})^2\} \right]}{-j \log 2},
\]

where \( v \) can be chosen as any probability measure on \([0, 1]\) being independent of
\( \{c_{j,k}\}_{j \geq 0, k = 0, \ldots, 2^{j-1}} \) such that there exist constants \( C \) and \( s \) such that for any Borel sets
\( A \subset [0, 1]\) and \( B \subset A \) such that \( v(A) > 0 \), one has \( v(B)/v(A) \leq C |B|/|A|^s \), where \( |B|, |A| \)
stand for the diameters of \( A \) and \( B \). Due to the scaling properties of the equilibrium state
\( \mu_q \) of potential \( q \psi \), it is natural to try using Roueff’s approach to our problem: for \( j \geq 0 \) and
\( k = 0, \ldots, 2^j - 1 \) we take

\[
c_{j,k} = \pi_{j,k} \cdot d_{j,k},
\]

where \( |d_{j,k}| = 2^{-j(h_{j,k} - 1/p_0)} \mu(I_{j,k})^{1/p_0} \),

this, together with A3 and the definition of \( T(c_{j,k}) \), gives us

\[
T(c_{j,k}) = \| f_{j,k} \| \cdot |d_{j,k}|^{-1}.
\]

For \( q \in \mathbb{R} \) and \( \epsilon > 0 \) we define the subset

\[
E_q(q, \epsilon) = \left\{ x \in [0, 1] : \forall j \geq n, \left[ |d_{j,k_{j,n}}| \in [2^{-j(h_{j,n} + \epsilon)}, 2^{-j(h_{j,n} - \epsilon)}], \right. \left. (\mu_q(I_{j,k_{j,n}}) \in [2^{-j(\xi^{q}_p(h_q) + \epsilon)), 2^{-j(\xi^{q}_p(h_q) - \epsilon)})] \right\},
\]

where \( \mu_q \) is the canonical projection of \( \mu_{qq} \) on \([0, 1]\), \( k_{j,n} \) is the unique integer \( k \) such that
\( x \in I_{j,k} \) and \( h_q = s_0 - 1/p_0 + \xi^{q}_p(q)/p_0 \). Due to sections 2.3 and 3.1 we have for
each \( \epsilon > 0 \), \( \mu_q(\lim_{n \to \infty} E_q(q, \epsilon)) = 1 \). Thus by continuity we can find an integer \( N_q, \epsilon \) \( \mu_q(\lim_{n \to \infty} E_{N_q}(q, \epsilon)) = 1 \). Now we define \( v \) by \( v(B) = \mu_q(B \cap E_{N_q}) \) for each Borel subset of
\([0, 1]\) (here \( v(B)/v(A) \leq C |B|/|A|^s \) holds with some constant \( C, s = \xi^{q}_p(h_q) - \epsilon \), and \( A \),
B dyadic intervals. Then for \( j > N_{q, \epsilon} \), we have
\[
\sum_{k=0}^{2^j - 1} \min\{1, T(e_j, k) \cdot 2^{-j}\} \cdot v(I_{e_j, k})^2
\]
\[
= \sum_{k=0}^{2^j - 1} \min\{1, f_{e_j, k} \sup\{1, 2^{-j(1-h_q-\epsilon)}\} \cdot 2^{-2js} \cdot 1_{\{\mu_q(I_{e_j, k}) \geq 2^{-j(\epsilon+2\epsilon)}\}} \}
\]
\[
\leq \sum_{k=0}^{2^j - 1} \min\{1, f_{e_j, k} \sup\{1, 2^{-j(1-h_q-\epsilon)}\} \cdot 2^{-2js} \cdot 2^{j(s+2\epsilon)} \cdot \mu_q(I_{e_j, k}) \}
\]
\[
\leq \min\{2^{j(1-h_q-\epsilon)}, \sup_{k=0, \ldots, 2^j - 1} f_{e_j, k} \sup\{1, 2^{-j(s+1-h_q-4\epsilon)}\} \sum_{k=0}^{2^j - 1} \mu_q(I_{e_j, k}) \}
\]
\[
\leq (\sup_{k=0, \ldots, 2^j - 1} f_{e_j, k} \sup\{1, 2^{-j(s+1-h_q-4\epsilon)}\})^2.
\]
Then under assumptions A1-3, due to the fact that \( \mu_q \) is carried by the set \( E_{p, \rho}(h_q) \) almost surely, Roueff’s result implies that if \( \xi_{p, \rho}(h_q) + 1 - h_q - 4\epsilon > 1 \) (this is essential in his proof), then almost surely
\[
d_{G_{p, \rho}}(h_q) \geq \xi_{p, \rho}(h_q) + 1 - h_q - 4\epsilon.
\]
By taking a sequence of \( \epsilon \) tending to 0, we get the sharp lower bound for \( d_{G_{p, \rho}}(h_q) \) given by theorem 1.1 when \( d_{G_{p, \rho}}(h_q) > 1 \). But this result holds only ‘for each \( q \in \mathbb{R} \) almost surely’, so it is not uniform, and it seems that Roueff’s method cannot yield a uniform result, nor the value of \( d_{G_{p, \rho}}(h_q) \) when \( d_{G_{p, \rho}}(h_q) \leq 1 \) and \( h_q < 1 \).

The rest of the paper is organized as follows: in section 2 we give some definitions and notation on the subshift of finite type, Gibbs measure and its multifractal analysis. In section 3 we prove theorem 1.1 thanks to an intermediate result, theorem 3.1, whose proof is postponed to section 4 and the proof is divided into three parts: in section 4.1 we give the main proof of theorem 3.1 with the help of the essential tool of this paper, proposition 4.1; in section 4.2 we prove proposition 4.1 by using two technical lemmas; and finally in section 4.3 we give the proofs of these two technical lemmas.

2. Subshift of finite type, Gibbs measure and multifractal analysis

2.1. Subshift of finite type

Let \( \Sigma = \{0, 1\}^\infty \) and \( \Sigma_n = \bigcup_{n \geq 0} \Sigma_n \), where \( \Sigma_0 = \{\varnothing\} \) and \( \Sigma_n = \{0, 1\}^n \) for \( n \geq 1 \).

Denote the length of \( w \) by \(|w| = n \) if \( w \in \Sigma_n \), \( n \geq 0 \) and \(|w| = \infty \) if \( w \in \Sigma \).

For \( w \in \Sigma_n \) and \( t \in \Sigma_n \bigcup \Sigma \), the concatenation of \( w \) and \( t \) is denoted by \( w \cdot t \) or \( w t \).

For \( w \in \Sigma_\infty \), the cylinder with root \( w \), i.e. \( \{w \cdot u : u \in \Sigma\} \) is denoted by \([w]\).

The set \( \Sigma \) is endowed with the standard metric distance
\[
\rho(s, t) = \inf\{2^{-n} : n \geq 0, \exists w \in \Sigma_n \text{ such that } s, t \in [w]\}.
\]
Then \((\Sigma, \rho)\) is a compact metric space. Denote by \( \mathcal{B} \) the Borel \( \sigma \)-algebra with respect to \( \rho \). Clearly \( \mathcal{B} \) can be generated by the cylinders \( \{[w] : w \in \Sigma_\infty\} \).
If $n \geq 1$ and $w = w_1 \cdots w_n \in \Sigma_n$, then for any $0 \leq i \leq n$ we write $w_i = w_1 \ldots w_i$, with the convention $w_0 = \emptyset$. Also, for any infinite word $t = t_1 t_2 \cdots \in \Sigma$ and $i \geq 0$, we write $t_i = t_i \ldots t_i$, with the convention $t_0 = \emptyset$.

The left-side shift mapping $\sigma$ on $\Sigma$ is defined as

$$\sigma : t = t_1 t_2 \cdots \in \Sigma \mapsto \sigma(t) = t_2 t_3 \cdots \in \Sigma.$$ 

A subshift is a $\sigma$-invariant compact set $X \subset \Sigma$, that is $\sigma(X) \subset X$.

A subshift $X$ is said to be of finite type if there is a subset $A \subset \Sigma_1^n$ for some $n \geq 2$ such that

$$X = \{ t \in \Sigma : \sigma^m(t)|_n \in A, \forall m \geq 0 \}.$$ 

The set $A$ is usually called an admissible set and it induces a transition matrix $B : \Sigma_1^{n-1} \times \Sigma_1^{n-1} \mapsto \{0, 1\}$ with $B(a_1 \cdots a_{n-1}, a_2 \cdots a_n) = 1$ if $a_1 a_2 \cdots a_n \in A$, and $B(i, j) = 0$ otherwise. With respect to the transition matrix $B$, $X$ can be redefined as

$$X = \{ t \in \Sigma : B(\sigma^m(t)|_{n-1}, \sigma^{m+1}(t)|_{n-1}) = 1, \forall m \geq 0 \}.$$ 

The dynamical system $(X, \sigma)$ is called topologically transitive (respectively mixing) if $B$ is irreducible, that is for any $i, j \in \Sigma_1^{n-1}$ there is a $k \geq 1$ such that $B^k(i, j) > 0$ (respectively if $B$ is primitive, that is there is a $k \geq 1$ such that $B^k(i, j) > 0$ for all $i, j \in \Sigma_1^{n-1}$).

2.2. Gibbs measure on topologically transitive subshift of finite type

Let $\psi$ be a Hölder continuous function defined on $\Sigma$, which will be mentioned as a Hölder potential in the following.

Let $(X, \sigma)$ be a topologically transitive subshift of finite type.

For $n \geq 1$ the $n$th-order Birkhoff sum of $\psi$ over $\sigma$ is defined as

$$S_n\psi(t) = \sum_{i=0}^{n-1} \psi \circ \sigma^i(t), \quad t \in \Sigma.$$ 

The topological pressure of $\psi$ on $X$ is given by

$$P_X(\psi) = \lim_{n \to \infty} \frac{1}{n} \log \sum_{w \in \Sigma_1^n : w \cap X \neq \emptyset} \exp \left( \max_{t \in [w]} S_n \psi(t) \right),$$

where the existence of the limit is ensured by the sub-additive property of the logarithm on the right-hand side.

It follows from the thermodynamic formalism developed by Sinai, Ruelle, Bowen and Walters [10, 47] that there exists a constant $C(\psi)$ (independent of $X$), as well as a unique ergodic measure $\mu_\psi$ on $(X, \sigma)$, namely the equilibrium state or Gibbs measure of $\psi$ restricted to $X$, such that for any $t \in X$, $n \geq 0$ and $t' \in [t|_n]$,

$$C(\psi)^{-1} \leq \frac{\mu_\psi([t|_n])}{\exp(S_n \psi(t') - n P_X(\psi))} \leq C(\psi),$$

and $\mu_\psi$ possesses the quasi-Bernoulli property:

$$C(\psi)^{-1} \mu_\psi([w]) \mu_\psi([u]) \leq \mu_\psi([wu]) \leq C(\psi) \mu_\psi([w]) \mu_\psi([u])$$

holds for all $w, u \in \Sigma_*$ such that $[wu] \cap X \neq \emptyset$. 

2.3. Multifractal analysis of Gibbs measure

Here we follow [2, 44]. Consider a topologically transitive subshift $X$ of finite type and a Hölder potential $\varphi$ on $X$. Denote by $\mu_\varphi$ the equilibrium state on $(X, \sigma)$ with potential $\varphi$. Recall that the $L^q$ spectrum of $\mu_\varphi$ is defined as

$$\tau_{\mu_\varphi}(q) = \liminf_{n \to \infty} -\frac{1}{n} \log_2 \sum_{w \in \Sigma_n \mu_\varphi([w]) \neq 0} \mu_\varphi([w])^q, \quad q \in \mathbb{R}. \quad (9)$$

It is easy to deduce from (6) and (7) that the above limit inferior is in fact a limit, and it is equal to

$$\tau_{\mu_\varphi}(q) = (\log 2)^{-1} \cdot (P_X(\varphi) \cdot q - P_X(q\varphi)). \quad (10)$$

Due to corollary 5.27 in [47], if $(X, \sigma)$ is topologically transitive, then $q \mapsto P_X(q\varphi)$ is a convex analytic function on $\mathbb{R}$, thus $\tau_{\mu_\varphi}$ is a concave analytic function on $\mathbb{R}$ and

$$\tau'_{\mu_\varphi}(q) = (\log 2)^{-1} \cdot \left( P_X(\varphi) - \frac{d}{dq} P_X(q\varphi) \right). \quad (11)$$

Denote by $\tau^*_{\mu_\varphi} : \alpha \in \mathbb{R} \mapsto \inf_{\varphi \in \mathcal{X}} \alpha - \tau_{\mu_\varphi}(q)$ the Legendre transform of $\tau_{\mu_\varphi}$. Since $\tau_{\mu_\varphi}$ is concave and analytic over $\mathbb{R}$, we have for any $q \in \mathbb{R}$,

$$\tau^*_{\mu_\varphi}(\tau_{\mu_\varphi}(q)) = q \tau_{\mu_\varphi}(q) - \tau_{\mu_\varphi}(q) = -q \frac{d}{dq} P_X(q\varphi) + P_X(q\varphi). \quad (12)$$

For $\alpha \in \{\tau^*_{\mu_\varphi}(q) : q \in \mathbb{R}\}$ define the set

$$E_{\mu_\varphi}(\alpha) = \left\{ t \in X : \lim_{n \to \infty} \frac{\log \mu_\varphi([t|n])}{\log 2^{-n}} = \alpha \right\}$$

and

$$\tilde{E}_{\mu_\varphi}(\alpha) = \left\{ t \in X : \lim_{n \to \infty} \frac{\log \mu_\varphi([t|n])}{\log 2^{-n}} = \lim_{n \to \infty} \frac{\log \max_{w \in X([t|n])} \mu_\varphi([w])}{\log 2^{-n}} = \alpha \right\},$$

where for any $w \in \Sigma_n$ define the set of neighbour words of $w$ by

$$\mathcal{N}(w) = \left\{ u \in \Sigma_{|w|} : \sum_{i=1}^{|w|} (u_i - w_i) \cdot 2^{-i} \leq 2^{-|w|} \right\}. \quad (13)$$

By using (9), it is standard to check that for $\alpha \in \{\tau^*_{\mu_\varphi}(q) : q \in \mathbb{R}\}$ one has

$$\dim_H \tilde{E}_{\mu_\varphi}(\alpha) \leq \dim_H E_{\mu_\varphi}(\alpha) \leq \tau^*_{\mu_\varphi}(\alpha).$$

Moreover, one can prove that this is actually an equality: for $q \in \mathbb{R}$ denote by $\mu_{q\varphi}$ the equilibrium state of $q\varphi$ restricted to $X$. Then applying (7) to $\mu_\varphi$ and $\mu_{q\varphi}$, together with (10), we can easily get for any $t \in X$ and $n \geq 1$,

$$(C(\varphi)\varphi(C(q\varphi))^{-1} \mu_\varphi([t|n])^q e^{-n\tau_{\mu_\varphi}(q)} \leq \mu_{q\varphi}([t|n]) \leq C(\varphi)^q C(q\varphi) \mu_\varphi([t|n])^q e^{-n\tau_{\mu_\varphi}(q)}.$$

Then due to [2] and the fact that $\mu_\varphi$ is quasi-Bernoulli, we get for $q\varphi$-almost every $t \in X$,

$$\lim_{n \to \infty} \frac{\log \mu_\varphi([t|n])}{\log 2^{-n}} = \lim_{n \to \infty} \frac{\log \max_{w \in X([t|n])} \mu_\varphi([w])}{\log 2^{-n}} = \tau_{\mu_\varphi}(q)$$

and

$$\lim_{n \to \infty} \frac{\log \mu_{q\varphi}([t|n])}{\log 2^{-n}} = \tau^*_{\mu_\varphi}(\tau_{\mu_\varphi}(q)).$$

Due to the mass distribution principle, this implies that for any $q \in \mathbb{R}$,

$$\dim_H \tilde{E}_{\mu_\varphi}(\tau_{\mu_\varphi}(q)) \geq \dim_H (\mu_{q\varphi}) \geq \tau^*_{\mu_\varphi}(\tau_{\mu_\varphi}(q)). \quad (14)$$

where for any positive Borel measure $\mu$ defined on a compact metric space, the lower Hausdorff dimension of $\mu$ is given by $\dim_H(\mu) = \inf \{ \dim_H E : \mu(E) > 0 \}$. 
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3. Proof of theorem 1.1

From now on we fix a Hölder potential \( \varphi \) on the \( \Sigma \) and denote by \( \mu \) the Gibbs measure on \( (\Sigma, \sigma) \) with potential \( \varphi \). We avoid the trivial case that \( \varphi \) is a constant function.

3.1. The multifractal analysis of \( F_\mu \) and \( F_\mu^{pert} \)

Denote the canonical mapping by

\[
\lambda : w \in \Sigma^* \cup \Sigma ^* \mapsto \lambda (w) = \sum_{i=1}^{[w]} w_i \cdot 2^{-i} \in [0, 1].
\]

For \( w \in \Sigma_w \) let \( T_w : x \in \mathbb{R} \mapsto 2^{-[w]} \cdot x + \lambda (w) \) and \( \psi_w = \psi \circ T_w^{-1} \). Consider the wavelet series

\[
F_\mu(x) = \sum_{w \in \Sigma^*} d_w \cdot \psi_w(x), \quad \text{where } |d_w| = 2^{-[w](s_0-1/p_0)} \mu([w])^{1/p_0}. \quad (15)
\]

Up to the formal replacement of dyadic intervals by the cylinders of \( \Sigma \), this is the wavelet series built from the image measure \( \mu \circ \lambda^{-1} \) in section 1.3. Recall (see (4)) that

\[
\xi_{F_\mu}(q) = q (s_0 - 1/p_0) + \tau_\mu(q/p_0), \quad q \in \mathbb{R}.
\]

So for \( \alpha \geq 0 \) and \( h = s_0 - 1/p_0 + \alpha/p_0 \) such that \( h \leq r_0 \), we have

\[
d_{F_\mu}(h) \leq \xi_{F_\mu}^+(h) = \tau_\mu^+(\alpha). \quad (16)
\]

For \( q \in \mathbb{R} \) denote by \( \mu_q \) the equilibrium state of the potential \( q \varphi \) on \( (\Sigma, \sigma) \). Applying the results in section 2.3 we have for any \( q \in \mathbb{R} \), for \( \mu_q \)-almost every \( t \in \Sigma \),

\[
\lim_{n \to \infty} \frac{\log \mu([t_{[a]}])}{\log 2^{-n}} = \lim_{n \to \infty} \frac{\log \max_{w \in N([t_{[a]}])} \mu([w])}{\log 2^{-n}} = \tau_\mu^+(q).
\]

Together with theorem 1 of [4], this implies that \( \mu_q \) is carried by the iso-Hölder set \( E_{F_\mu}(s_0 - 1/p_0 + \tau_\mu^+(q)/p_0) \). Then due to (16) and (14), we get that \( F_\mu \) obeys the multifractal formalism at each \( h = s_0 - 1/p_0 + \alpha/p_0 \) such that \( \alpha \in \{\tau_\mu^+(q) : q \in \mathbb{R}\} \) and \( h \leq r_0 \):

\[
d_{F_\mu}(h) = \xi_{F_\mu}^+(h) = \tau_\mu^+(\alpha). \quad (17)
\]

The random perturbation \( F_\mu^{pert} \) is obtained from \( F_\mu \) and a sequence of independent random variables \( \{\pi_w : w \in \Sigma_w\} \) as

\[
F_\mu^{pert}(x) = \sum_{w \in \Sigma_w} \pi_w \cdot d_w \cdot \psi_w(x),
\]

and our assumption A1 is for any \( q \in \mathbb{R} \) we have \( \sup_{w \in \Sigma_w} E(|\pi_w|^q) < \infty \). We have seen in section 1.3 that this implies that almost surely

\[
\xi_{F_\mu^{pert}}(q) = \xi_{F_\mu}(q) \quad \text{for all } q \in \mathbb{R} \quad \text{and} \quad h_{F_\mu^{pert}}(x) = h_{F_\mu}(x) \quad \text{for all } x \in [0, 1]. \quad (18)
\]

Thus, almost surely \( F_\mu^{pert} \) fulfils the multifractal formalism at each \( h = s_0 - 1/p_0 + \alpha/p_0 \) such that \( \alpha \in \{\tau_\mu^+(q) : q \in \mathbb{R}\} \) and \( h \leq r_0 \).
3.2. Upper bound estimation

For \( x \in [0, 1] \) we define the pointwise oscillation exponent of \( F_{\mu}^\ast \) at \( x \) by

\[
O_{F_{\mu}^\ast}(x) = \liminf_{r \to 0^+} \frac{1}{\log r} \log \left( \sup_{s,t \in [x-r,x+r)} \left| F_{\mu}(s) - F_{\mu}(t) \right| \right).
\]

By definition one has \( O_{F_{\mu}^\ast}(x) \leq h_{F_{\mu}^\ast}(x) \) for any \( x \in [0, 1] \), and they are equal when neither of them is an integer. Due to (18), this implies that almost surely for all \( h \in (0, 1) \)

\[
\{ x \in [0, 1] : O_{F_{\mu}^\ast}(x) = h \} = E_{F_{\mu}^\ast}(h) = E_{F_{\mu}}(h).
\]  

(19)

Recall in [33] that we have proved the following theorem.

**Theorem A.** Let \( f : [0, 1] \to \mathbb{R} \) be a real-valued function and let \( E \) be any subset of \([0, 1]\]. Suppose that \( \inf_{x \in E} O_f(x) = h > 0 \). Then

\[
\dim_h G_f(E) \leq \left( \frac{\dim_h E}{h} \wedge (\dim_h E + 1 - h) \right) \vee \dim_h E,
\]

\[
\dim_h R_f(E) \leq \frac{\dim_h E}{h} \wedge 1.
\]

Together with (17) and (19), theorem A implies that almost surely for all \( h \in (0, 1) \)

\[
d^G_{F_{\mu}^\ast}(h) \leq \frac{\xi^\ast_{F_{\mu}^\ast}(h)}{h} \wedge \left( \frac{\xi^\ast_{F_{\mu}^\ast}(h)}{h} + 1 - h \right)
\]

and \( d^R_{F_{\mu}^\ast}(h) \leq \frac{\xi^\ast_{F_{\mu}^\ast}(h)}{h} \wedge 1 \).

3.3. Topologically transitive subshifts of finite type avoiding the set of zeros of \( \psi \)

Let \( \mathcal{Z} = \psi^{-1}(\{0\}) \cap [0, 1] \). We have assumed in A.2 that \( \mathcal{Z} \) is finite.

For \( k \geq 0 \) and \( x \in [0, 1] \), let \( x_k \) be the unique word \( w \in \Sigma_k \) such that

\[
\lambda(w) \leq x < \lambda(w) + 2^{-k},
\]

as well as \( 1_k = 1 \cdots 1 \) for \( k \geq 1 \). For \( k \geq 2 \), the set of forbidden words with respect to \( \mathcal{Z} \) is given by \( \mathcal{F}_k = \bigcup_{z \in \mathcal{Z}} \mathcal{F}_k(z) \), where

\[
\mathcal{F}_k(z) = \begin{cases} \{x_k\}, & \text{if } x \notin \lambda(\Sigma_k), \\ \{w \in \Sigma_k : 0 \leq \lambda(x_k) - \lambda(w) \leq 2^{-k}\}, & \text{otherwise}. 
\end{cases}
\]

The subshift of finite type \( X_k \) with the set of forbidden words \( \mathcal{F}_k \) is defined as

\[
X_k = \{ t \in \Sigma : a^m(t)|_k \notin \mathcal{F}_k, \ \forall \ m \geq 0 \}.
\]

Clearly for small \( k \), \( X_k \) might be an empty set. But, since \( \mathcal{Z} \) is a finite set, it is easy to see that \( X_k \) is not empty for \( k \) large enough. In fact, denote by \( \delta = \min\{|x-y| : x, y \in \mathcal{Z}, x \neq y\} > 0 \) and \( k_0 = \lceil -\log_2 \delta \rceil + 3 \). Then for any \( x, y \in \mathcal{Z} \) with \( x < y \), there exists at least one word \( w \in \Sigma_{k_0-1} \) such that \( x < \lambda(w) < y \), thus \( \lambda(x|_{k_0-1}) < \lambda(w) < \lambda(y|_{k_0-1}) \), since \( y - x \geq \delta \geq 2^{-(k_0-2)} \).

This ensures that for \( k \geq k_0 \), for all \( w \in \mathcal{F}_k \), his brother \( w' \) (the unique \( w' \in \Sigma_k \) such that \( w'|_{k-1} = w|_{k-1} \), \( w' \neq w \)) is allowed. Thus for any \( u \in \Sigma_{k-1} \), at least one of \( u0, u1 \) is allowed in \( X_k \), which also implies that for each \( u \in \Sigma_{k-1} \), there exists an infinite word \( t \in X_k \) such that \( t|_{k-1} = u0 \) or \( t|_{k-1} = u1 \). So for \( k \geq k_0 \), the Hausdorff distance between \( X_k \) and \( \Sigma \) is not greater than \( 2^{-k} \), that is

\[
\text{dist}_H(X_k, \Sigma) := \max \left\{ \sup_{s \in X_k} \inf_{t \in \Sigma} \rho(s, t), \sup_{s \in \Sigma} \inf_{t \in X_k} \rho(s, t) \right\} \leq 2^{-k},
\]

(20)

thus it converges to 0 when \( k \to \infty \).
Since $X_k$ is an increasing sequence (it is easy to see that $\Sigma \setminus X_k \supset \Sigma \setminus X_{k+1}$), $\dim B X_k$ increases and converges to 1 as $k \to \infty$. Otherwise we will get $\dim B \bigcup_k X_k < 1$, thus $\bigcup_k X_k$ is not dense in $\Sigma$, which is in contradiction with (20). Here $\dim B$ is the upper box-counting dimension (see [14] for definition and properties).

It is known that any subshift of finite type can be decomposed into several disjoint closed sets $X_{k,1}, \ldots, X_{k,m}, m \geq 1$, and each of them is a topologically transitive subshift of finite type. This can be deduced from the non-negative matrix analysis that one can always decompose a reducible matrix into several irreducible pieces.

The finite stability of $\dim B$ (see section 3.2 in [14]) implies
\[
\dim B X_k = \max_{i=1, \ldots, m} \dim B X_{k,i},
\]
so we can choose one of the $X_{k,i}$ such that $\dim B X_{k,i} = \dim B X_k$ and also denote it as $X_k$. Then we obtain a sequence of topologically transitive subshift of finite type $(X_k)_{k \geq 1}$ such that the upper box-counting dimension $\dim B X_k$ converges to 1. We prove that this sequence converge to $\Sigma$ in the Hausdorff distance:

Suppose that it is not the case, then there exist an $\epsilon > 0$ and a subsequence $(X_{k_j})_{j \geq 1}$ such that $\text{dist}_H(X_{k_j}, \Sigma) \geq \epsilon$ for $j \geq 1$. Fix an integer $N > -\log_2 \epsilon + 1$. Then $\text{dist}_H(X_{k_j}, \Sigma) \geq \epsilon$ implies that there exists a $w_j \in \Sigma_N$ such that $X_{k_j} \cap \{w_j\} = \emptyset$. Since $\#\Sigma_N = 2^N$ is finite, then there exist $w_s \in \Sigma_N$ and a subsequence $(X_{k_j})_{j \geq 1}$ of $(X_{k_j})_{j \geq 1}$ such that $X_{k_j} \cap \{w_s\} = \emptyset$ for $j \geq 1$.

Since $X_{k_j}$ is a subshift of finite type, $X_{k_j} \cap \{w_s\} = \emptyset$ implies that
\[
\lambda_{k_j} < X_s := \{ t \in \Sigma : \sigma^m(t) \neq w_s, \forall m \geq 0 \}.
\]
Denote by $B_s$ the transition matrix of $X_s$ and $\lambda_s$ the maximal eigenvalue of $B_s$. Due to the standard Perron–Frobenius theory ( [48], theorem 1.1), $\lambda_s$ is strictly less than the maximal eigenvalue of the transition matrix of the full shift, which is equal to 2. This yields that $\dim B X_s = \log \lambda_s / \log 2 < 1$, which is in contradiction with the fact that $\dim B X_k \geq \lim_{j \to \infty} \dim B X_{k_j} = 1$.

To end this section, since $\psi$ is $r_0$-smooth, for each $k \geq k_0$ we can easily find a constant $c_{\psi,k} > 0$ such that for each $t \in X_k$,
\[
|\psi(\lambda(\sigma^m(t)))| \leq c_{\psi,k}, \quad \forall m \geq 0, \quad n \geq k.
\]
This is the main property required in our proof, which clearly would not hold if we considered any $t \in \Sigma$.

### 3.4. Lower bound estimation

For $k \geq k_0$ and $q \in \mathbb{R}$, denote by $\mu^{(k)} q$ the Gibbs measure on $(X_k, \sigma)$ with potential $q \varphi$. Apply (7) to $\mu^{(k)} q$ and $\mu$, together with (10) we have for any $t \in X_k$ and $n \geq 1$,
\[
(C(\varphi)^{q} C(q\varphi))^{-1} \mu([I_{\varphi}])^q e^{-n \tau(q) \varphi} e^{-n \log 2^{-1}(P_{X_k}(q\varphi) - P_{X_k}(\varphi))} \leq \mu^{(k)} q(I_{\varphi})^q \mu([I_{\varphi}])^q e^{-n \tau(q) \varphi} e^{-n \log 2^{-1}(P_{X_k}(q\varphi) - P_{X_k}(\varphi))}.
\]
By using the large deviation method as in [2], it is standard to prove that for $\mu^{(k)} q$-almost every $t \in X_k$,
\[
\lim_{n \to \infty} \log \mu([I_{\varphi}]) / \log 2^{-n} = \lim_{n \to \infty} \log \max_{u \in N(I_{\varphi})} \mu([u]) / \log 2^{-n} = \tau'_q(q) + (\log 2)^{-1} \frac{d}{dq} (P_{X_k}(q\varphi) - P_{X_k}(\varphi)) := a^{(k)} q,
\]
\[\tag{23}\]
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Theorem 3.1. With probability 1 for all \( q \in \mathbb{R} \) with \( 0 < h_q^{(k)} < 1 \), we have

\[
\dim_H(\mu_{q,G}^{(k)}) \geq \gamma_{q,G}^{(k)} := \frac{D_q^{(k)}}{h_q^{(k)}} \wedge \left( 1 - h_q^{(k)} + D_q^{(k)} \right),
\]

\[
\dim_H(\mu_{q,R}^{(k)}) \geq \gamma_{q,R}^{(k)} := \frac{D_q^{(k)}}{h_q^{(k)}} \wedge 1.
\]

Let us show how it makes it possible to conclude. For \( k \geq k_0 \) let \( I^{(k)} = \{ h_q^{(k)} : q \in \mathbb{R} \} \cap (0, 1) \) and \( J^{(k)} = \bigcap_{\beta > k} J^{(\beta)} \).

For \( S \in [G, R] \) define the function \( f_S^{(k)} : h_q^{(k)} \in I^{(k)} \mapsto \gamma_{q,S}^{(k)}. \) Due to (19) and (25), \( \mu_{q,S}^{(k)} \) is carried by \( S_{F_{\mu}^{\text{pen}}}(h_q^{(k)}) \). Thus theorem 3.1 implies that, for each \( k \geq k_0 \), with probability 1 for all \( h \in J^{(k)}, \)

\[
d_{F_{\mu}^{\text{pen}}}(h) \geq f_S^{(p)}(h), \quad \forall p \geq k.
\]

Then to end the proof of theorem 1.1, it only remains to show that for each \( q \in \mathbb{R}, \)

\[
h_q^{(k)} \to h_q = s_0 - 1/p_0 + \tau_p^{(q)}(q)/p_0 \quad \text{and} \quad D_q^{(k)} \to D_q = \tau_p^{(q)}(q), \quad \text{as} \ k \to \infty,
\]

which implies that \( \bigcup_{k \geq k_0} J^{(k)} = \{ s_0 - 1/p_0 + \tau_p^{(q)}(q)/p_0 : q \in \mathbb{R} \} \cap (0, 1) \) and for any compact subset \( I \subset \bigcup_{k \geq k_0} J^{(k)} \), the functions \( f_S^{(k)}, S \in [G, R] \) restricted to \( I \) converge uniformly to \( f_S : h_q \in I \mapsto \gamma_{q,S} \), where

\[
\gamma_{q,G} := \frac{D_q}{h_q} \wedge (1 - h_q + D_q) \quad \text{and} \quad \gamma_{q,R} := \frac{D_q}{h_q} \wedge 1.
\]

This implies that almost surely for all \( h \in I \) and \( \alpha = hp_0 + 1 - so p_0, \)

\[
d_{F_{\mu}^{\text{pen}}}(h) \geq \frac{\tau_p^{(\alpha)}}{h} \wedge (1 - h + \tau_p^{(\alpha)}) \quad \text{and} \quad d_{F_{\mu}^{\text{pen}}}(h) \geq \frac{\tau_p^{(\alpha)}}{h} \wedge 1.
\]
Together with section 3.2, we get the conclusion by taking a sequence of $I$ converging to $\{s_0 - 1/p_0 + t_0^{(q)}/p_0 : q \in \mathbb{R} \} \cap (0, 1)$.

Now we prove (26). This can be done due to (23), (24) and the following lemma.

**Lemma 3.1.** Given $q \in \mathbb{R}$, we have $\lim_{k \to \infty} P_{X_k}(q \varphi) = P_{\mathcal{C}}(q \varphi)$. Consequently, since these functions are convex and analytic, $P_{X_k}(q \varphi)$ and $\lim_{k \to \infty} P_{X_k}(q \varphi)$ converge uniformly on any compact interval to $P_{\mathcal{C}}(q \varphi)$ and $\lim_{k \to \infty} P_{X_k}(q \varphi)$, respectively.

**Proof.** The idea is borrowed from the proof of proposition 2 in [18].

Assume that this is not the case for some $q \in \mathbb{R}$. Since $P_{X_k}(q \varphi) \leq P_{\mathcal{C}}(q \varphi)$, let $P_{\varphi}(q \varphi) = \liminf_{k \to \infty} P_{X_k}(q \varphi)$ and $\delta = P_{\mathcal{C}}(q \varphi) - P_{\varphi}(q \varphi) > 0$.

Take a subsequence $\{\mu_q^{(k)}\}_{k \geq 1}$ converging to some probability measure $\mu^*_q$ in the weak*-topology. From section 2.2, for any $t \in \Sigma$ and $n \geq 1$ we have

$$(C(q \varphi)|C(q \varphi))^{-1} \leq \frac{\mu_q(|I|_n)}{\text{exp}(S_n q \varphi(t) - n P_{\mathcal{C}}(q \varphi))} \leq (C(q \varphi)|C(q \varphi)).$$

Since $X_k$ converges to $\Sigma$ in sense of Hausdorff distance, then for all $k$ large enough, we have $X_k \cap |I|_n \neq \emptyset$, thus

$$\mu_q(|I|_n) \leq (C(q \varphi)|C(q \varphi))^{-(C(q \varphi)|C(q \varphi))} \cdot e^{-n\delta/2}.$$

Taking $n$ large enough so that $(C(q \varphi)|C(q \varphi))^{-(C(q \varphi)|C(q \varphi))} \cdot e^{-n\delta/2} < 1$, this is in contradiction with the fact that both $\mu_q$ and $\mu^*_q$ are probability measures.

4. Proof of theorem 3.1

4.1. Main proof

**Proof.** From now on we fix a $k \geq k_0$, so that $X_k \neq \emptyset$. Recall that the set of neighbour words of $w \in \Sigma$, is given by

$$\mathcal{N}(w) = \left\{ u \in \Sigma_{|w|} : |\lambda(u) - \lambda(w)| \leq 2^{-|w|} \right\}.$$ 

For $p \geq 1$ let $\mathcal{P}_p$ be the subset of pairs of elements of $\Sigma_{p+1}$ defined as

$$\mathcal{P}_p = \{(u, v) \in \Sigma_{p+1} \times \Sigma_{p+1} : v \in \mathcal{N}(u | p), v \notin \mathcal{N}(u)\}.$$ (27)

Then for any $s, t \in \Sigma$ with $|s - t| > 0$, there exists a unique $p \geq 1$ such that $I_p(s, t) = 1$, where the indicator function is defined by

$$I_p(s, t) = \begin{cases} 1, & \text{if } (s | p+1, t | p+1) \in \mathcal{P}_p, \\ 0, & \text{otherwise}. \end{cases}$$

By construction we know that if $I_p(s, t) = 1$, then

$$\inf_{x' \in |r|_{p+1}, r \in |t|_{p+1}} |x' - t'| \geq 2^{-p-1} \quad \text{and} \quad \sup_{x' \in |s|_{p+1}, r \in |t|_{p+1}} |x' - t'| \leq 2^{-p+1}.$$ 

Recall for any $w \in \Sigma$, the mapping

$$T_w : x \in \mathbb{R} \mapsto 2^{-|w|} \cdot x + \lambda(w).$$
Then for any \( s,t \in \Sigma \) with \( I_p(s,t) = 1 \), and for any \( m \geq 1 \), we have
\[
T_{|p|+m}^{-1}(\lambda(s)) \in [0,1] \text{ and } \left| T_{|p|+m}^{-1}(\lambda(s)) - T_{|p|+m}^{-1}(\lambda(t)) \right| \geq 2^m.
\]
Since \( \psi \) decays at infinity, due to (21), there exists a large enough \( N_{\psi,k} \) such that for any \( s,t \in X_k \) with \( I_p(s,t) = 1 \), for any \( m \geq 1 \) and \( n \geq k \)
\[
\left| \gamma(s,t) \right|^n \geq \frac{c_{\psi,k}}{2}.
\]
Recall (23) and \( h_q = s_0 - 1/p_0 + a_q^k / p_0 \). Let \( I_k = \{ q \in \mathbb{R} : 0 < h_q < 1 \} \).
For any \( q \in I_k \), \( \epsilon > 0 \) and \( w \in \Sigma_k \), define the following three indicator functions:
\[
I_k^{(a)}(q,\epsilon) = 1 \left\{ \left| \left| \lambda(s) \right| - \left| \lambda(t) \right| \right| < 2^{-1/2 - \epsilon} \right\},
\]
\[
I_k^{(b)}(q,\epsilon) = 1 \left\{ \left| \left| \lambda(s) \right| - \left| \lambda(t) \right| \right| < 2^{-1/2} \right\},
\]
\[
I_k^{(c)}(q,\epsilon) = 1 \left\{ \left| \left| \lambda(s) \right| - \left| \lambda(t) \right| \right| < 2^{-1/2 - \epsilon} \right\}.
\]
For \( n \geq 1 \) define
\[
\Sigma_k^n(q,\epsilon) = \{ w \in \Sigma_k : [w] \cap X_k \neq \emptyset \text{ and } I_k^{(a)}(q,\epsilon) \cdot I_k^{(b)}(q,\epsilon) \cdot I_k^{(c)}(q,\epsilon) = 1 \}.
\]
(In fact, \( I_k^{(b)}(q,\epsilon) = 1 \) implies \( [w] \cap X_k \neq \emptyset \).) Then let
\[
E_k^n(q,\epsilon) = \bigcap_{p \geq 1} \bigcup_{n \in \Sigma_k^n(q,\epsilon)} [w] \quad \text{and} \quad E_k(q) = \lim_{\epsilon \to 0^+} \lim_{n \to \infty} E_k^n(q,\epsilon).
\]
Due to (18), (23) and (24), we have almost surely for all \( q \in I_k \),
\[
\lambda(E_k(q)) \subset \lambda(X_k) \cap E_{1} = (h_q^k) \quad \text{and} \quad \mu_q^k(E_k(q)) = 1.
\]
For \( \gamma > 0 \) define the Riesz-like kernel: for \( s,t \in \Sigma_k \cup \Sigma \),
\[
K_k^\gamma(s,t) = \begin{cases} \left| \lambda(s) - \lambda(t) \right|^\gamma \wedge 1, & \text{if } \gamma \geq 1, \\ \left| \lambda(s) - \lambda(t) \right|^\gamma \vee 1, & \text{if } \gamma < 1. \end{cases}
\]
For \( q \in I_k \) recall that
\[
\gamma_{q,k}^{(k)}(D_q^k) = \frac{D_q^k}{h_q^k} \wedge \left( D_q^k + 1 - h_q^k \right) \quad \text{and} \quad \gamma_{q,k}^{(k)} = \frac{D_q^k}{h_q^k} \wedge 1.
\]
For \( q \in I_k \), \( \delta > 0 \) and \( \epsilon > 0 \) we define the \( n \)th energy for \( n \geq 1 \) and \( S \in \{ G, R \} \):
\[
I_{n,\delta}(q,\epsilon) = \int_{t \in E_{n}^{G}(q,\epsilon), s \notin q} K_{\gamma_{q,k}^{(k)}}^{(k)}(s,t) \, d\mu_{q,k}^{(k)}(s) \, d\mu_{q,k}^{(k)}(t).
\]
Let \( K \) be any compact subinterval of \( J_k \). We assume for a while that we have proved that for any \( \delta \) small enough, there exists \( \epsilon_0 > 0 \) such that for any \( n \geq 1 \), \( \epsilon \in (0,\epsilon_0) \) and \( S \in \{ G, R \} \),
\[
\mathbb{E} \left( \sup_{q \in K} I_{n,\delta}(q,\epsilon) \right) < \infty.
\]
The following lemma is a slight modification of theorem 4.13 in [14] regarding the Hausdorff dimension estimate through the potential theoretic method.
Lemma 4.1. Let \( \nu \) be a Borel measure on \( \mathbb{R}^d \) and let \( E \subset \mathbb{R}^d \) be a Borel set such that \( \nu(E) > 0 \). For any \( \gamma > 0 \), if

\[
\int \int_{x,y \in E, x \neq y} |x - y|^{-\gamma} \vee 1 \, d\nu(x)d\nu(y) < \infty,
\]

then

\[
\nu \left( \left\{ x \in E : \dim_{\text{loc}} \nu(x) = \liminf_{r \to 0^+} \frac{\log \nu(B(x,r))}{\log r} > \gamma \right\} \right) = 0.
\]

Then, it easily follows from (35) and lemma 4.1 that, almost surely for all \( q \in K \):

- For \( \mu^{(k)}_{q,G} \)-almost every \( x \in \left\{ \lambda(t), F^{\text{pert}}_\mu(\lambda(t)) : t \in E^{(k)}(q) \right\} \),

\[
\dim_{\text{loc}} \mu^{(k)}_{q,G}(x) \geq \gamma_{q,G}^{(k)} - \delta.
\]

- For \( \mu^{(k)}_{q,R} \)-almost every \( y \in \left\{ F^{\text{pert}}_\mu(\lambda(t)) : t \in E^{(k)}(q) \right\} \),

\[
\dim_{\text{loc}} \mu^{(k)}_{q,R}(y) \geq \gamma_{q,R}^{(k)} - \delta.
\]

Since \( \delta \) can be taken arbitrarily small, we get the conclusion by taking a countable sequence of compact subintervals \( K_j \subset J_k \) such that \( \bigcup K_j = J_k \).

Now we prove (35).

For any \( \bar{q} \in K \) and \( \epsilon > 0 \) we define the neighbourhood of \( \bar{q} \) in \( K \):

\[
U_\epsilon(\bar{q}) = \left\{ q \in K : \max \left\{ |q - \bar{q}|, |a^{(k)}_{q} - a^{(k)}_{\bar{q}}|, |b^{(k)}_{q} - b^{(k)}_{\bar{q}}|, |D^{(k)}_{q} - D^{(k)}_{\bar{q}}|, |\gamma^{(k)}_{q,G} - \gamma^{(k)}_{\bar{q},G}|, |\gamma^{(k)}_{q,R} - \gamma^{(k)}_{\bar{q},R}| \right\} < \epsilon \right\}.
\]  

(36)

By continuity of these functions, the set \( U_\epsilon(\bar{q}) \) is open in \( K \).

Note that for \( q \in K, \delta > 0 \) and \( S \in \{ G, R \} \) the Riesz-like kernels \( K_{\gamma^{(k)}_{q,S},\delta - \delta} \) are positive functions and, moreover, by the continuity of \( F^{\text{pert}}_\mu \) we have for any \( s, t \in \Sigma \),

\[
\lim_{m \to \infty} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(s_{m}, t_{m}) = K_{\gamma^{(k)}_{q,S},\delta}(s, t).
\]

Then by applying Fatou’s lemma we get for any \( q \in U_\epsilon(\bar{q}) \),

\[
I_{n,\delta}^{(k)}(q, \epsilon) = \int \int_{s,t \in E^{(k)}(q, \epsilon)} \lim_{m \to \infty} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(s_{m}, t_{m}) \, d\mu^{(k)}_{q}(s) \, d\mu^{(k)}_{q}(t)
\]

\[
= \sum_{p \geq 1} \sum_{s,t \in E^{(k)}(q, \epsilon)} \lim_{m \to \infty} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(s_{m}, t_{m}) \, d\mu^{(k)}_{q}(s) \, d\mu^{(k)}_{q}(t)
\]

\[
\leq \sum_{p \geq 1} \liminf_{m \to \infty} \int \int_{s,t \in E^{(k)}(q, \epsilon)} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(s_{m}, t_{m}) \, d\mu^{(k)}_{q}(s) \, d\mu^{(k)}_{q}(t)
\]

\[
= \sum_{p \geq 1} \liminf_{m \to \infty} \sum_{u,v \in E^{(k)}(q, \epsilon)} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(u, v) \cdot \mu^{(k)}_{q}(u \cap E^{(k)}_{n}(q, \epsilon)) \mu^{(k)}_{q}(v \cap E^{(k)}_{n}(q, \epsilon))
\]

\[
\leq \sum_{p \geq 1} \liminf_{m \to \infty} \sum_{u,v \in E^{(k)}(q, \epsilon)} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(u, v) \cdot \mu^{(k)}_{q}(u \cap E^{(k)}_{n}(q, \epsilon)) \mu^{(k)}_{q}(v \cap E^{(k)}_{n}(q, \epsilon))
\]

\[
\leq \sum_{p \geq 1} \liminf_{m \to \infty} \sum_{u,v \in E^{(k)}(q, \epsilon)} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(u, v) \cdot \mu^{(k)}_{q}(u \cap E^{(k)}_{n}(q, \epsilon)) \mu^{(k)}_{q}(v \cap E^{(k)}_{n}(q, \epsilon))
\]

\[
\leq \sum_{p \geq 1} \liminf_{m \to \infty} \sum_{u,v \in E^{(k)}(q, \epsilon)} K_{\gamma^{(k)}_{q,S},\delta}^{(k)}(u, v) \cdot \mu^{(k)}_{q}(u \cap E^{(k)}_{n}(q, \epsilon)) \mu^{(k)}_{q}(v \cap E^{(k)}_{n}(q, \epsilon)),
\]
where the last inequality comes from the fact that due to (33) and (36), for any \( \bar{q} \in K, \epsilon > 0 \) and \( u, v \in \Sigma_s \), we have \( \forall \bar{q} \in U_\epsilon(q) \), \( \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(u, v) \leq \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(u, v) \). Let

\[
A_{p,m} = \sum_{\bar{q} \in U_\epsilon(q)} \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(u, v) \cdot \mu_q(k) ([u] \cap E_n^k(q, \epsilon)) \mu_q(k) ([v] \cap E_n^k(q, \epsilon)).
\]

Then,

\[
\sup_{q \in U_\epsilon(q)} J^S_{n,q}(q, \epsilon) \leq \sup_{q \in U_\epsilon(q)} \sum_{p \geq 1} \liminf_{m \to \infty} A_{p,m} \\
\leq \sup_{q \in U_\epsilon(q)} \left( \sum_{p \geq 1} \left( A_{p,m_p} + \sum_{m \geq m_p} |A_{p,m+1} - A_{p,m}| \right) \right) \\
\leq \sum_{p \geq 1} \left( \sup_{q \in U_\epsilon(q)} A_{p,m_p} + \sum_{m \geq m_p} \sup_{q \in U_\epsilon(q)} |A_{p,m+1} - A_{p,m}| \right),
\]

(37)

where for \( p \geq 1 \), we can choose \( m_p \geq 2 \) to be any integer. We have

\[
\sup_{q \in U_\epsilon(q)} A_{p,m} \leq B_{p,m} \quad \text{and} \quad \sup_{q \in U_\epsilon(q)} |A_{p,m+1} - A_{p,m}| \leq \Delta B_{p,m},
\]

(38)

where

\[
B_{p,m} = \sum_{\bar{q} \in U_\epsilon(q)} \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(u, v) \sup_{q \in U_\epsilon(q)} \mu_q(k) ([u] \cap E_n^k(q, \epsilon)) \mu_q(k) ([v] \cap E_n^k(q, \epsilon)),
\]

\[
\Delta B_{p,m} = \sum_{\bar{q} \in U_\epsilon(q)} \left| \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(uu', vv') - \mathcal{K}_{\bar{q},s,q}^{\alpha,\beta}(u, v) \right| \\
\cdot \sup_{q \in U_\epsilon(q)} \mu_q(k) ([uu'] \cap E_n^k(q, \epsilon)) \mu_q(k) ([vv'] \cap E_n^k(q, \epsilon)),
\]

and we have used the equality \( \mu_q(k) ([u] \cap E_n^k(q, \epsilon)) = \sum_{u' \in [0,1]} \mu_q(k) ([uu'] \cap E_n^k(q, \epsilon)) \) to get the second inequality.

**Remark 4.1.** For technical reasons, we need to divide \( J_k \) into two parts, in which \( K \) will be chosen:

\[
J'_k = \{ q \in J_k : \gamma_{q,G}^{(k)} \geq 1 \} \quad \text{and} \quad J''_k = \{ q \in J_k : \gamma_{q,G}^{(k)} \leq 1 \}.
\]

Then, due to (34), we have

\[
\gamma_{q,G}^{(k)} = \begin{cases} D_q^{(k)} + 1 & \text{if } q \in J'_k, \\
D_q^{(k)}/h_q^{(k)} & \text{if } q \in J''_k, \end{cases} \quad \text{and} \quad \gamma_{q,R}^{(k)} = \begin{cases} 1 & \text{if } q \in J'_k, \\
D_q^{(k)}/h_q^{(k)} & \text{if } q \in J''_k. \end{cases}
\]

For any compact subinterval \( K \) of \( J_k \) there exists \( c_K > 0 \) such that for any \( \epsilon < c_K \) and \( q \in K, \gamma_{q,G}^{(k)} - \epsilon > 0 \) if \( K \subset J'_k \) and \( \gamma_{q,R}^{(k)} - \epsilon > 0 \) if \( K \subset J''_k \).

Let \( \delta_k = \epsilon_k = c_k/2 \). We have the following key proposition.

**Proposition 4.1.** Let \( S \in [G, R] \). Suppose that \( K \) is a compact subinterval of \( J'_k \) or \( J''_k \). For any \( 0 < \delta < \delta_k \) we can find constants \( c_1, c_2 > 0, k_1, k_2, \eta_1, \eta_2 > 0 \) and \( \epsilon_0 > 0 \) such that for any \( \bar{q} \in K, 0 < \epsilon < \epsilon_0, n \geq 1, p \geq 1 \) and \( m \geq (p \lor n) + 1 + N_{q,k} + k \),

\[
\mathbb{E} \left( B_{p,m} \right) \leq c_1 \cdot C_{p,n} \cdot 2^n \cdot 2^{\gamma_{q,G}^{(k)}} - p \cdot 2^{-n_1} - \eta_1 - k, \\
\mathbb{E} \left( \Delta B_{p,m} \right) \leq c_1 \cdot C_{p,n} \cdot 2^n \cdot 2^{\gamma_{q,R}^{(k)}} - p \cdot 2^{-n_1} - \eta_1 - m,
\]

where \( C_{p,n} = \sup_{q \in \Sigma_{p+n+1,k}} ||f_q||_\infty \); here \( f_q \) is just the formal replacement of the bounded density function \( f_{j,k} \) given in A3.
Now fix any \( n \geq 1 \), and choose \( m_p = \frac{\epsilon_2 + \frac{1}{2} \delta_1}{\eta_2} \cdot (p \lor n) \) (by slightly modifying \( \eta_2 \) we can always assume that \( \frac{\epsilon_2 + \frac{1}{2} \delta_1}{\eta_2} \cdot (p \lor n) > (p \lor n) + 1 + N_{\varphi,k} + k \) and \( \epsilon_2 = \epsilon_2 \wedge \frac{1}{2} \delta_1 \)). Then by using Proposition 4.1 and (37), (38), for any \( \delta < \delta_1 \), \( \bar{q} \in K \), \( \epsilon < \epsilon_2 \) and \( S \in \{G, R\} \) we have

\[
E \left( \sup_{q \in U_i(q)} T_{n,q}^S(q, \epsilon) \right) \\
\leq \sum_{p \geq 1} \left( E \left( B_{p,m} \right) + \sum_{m \geq m_p} E \left( \Delta B_{p,m} \right) \right) \\
\leq \sum_{p \geq 1} c_1 \cdot C_{p,n} \cdot 2^{c_2 \cdot \left( (p \lor n) - p \right)} \cdot \left( 2^n \cdot 2^{-\eta_1 \delta_p \epsilon \cdot \epsilon_1 m_p} \sum_{m \geq m_p} 2^{c_2 \cdot p - \eta_2 m_p} \right) \\
= c_1 \cdot \sum_{p \geq 1} C_{p,n} \cdot 2^{c_2 \cdot \left( (p \lor n) - p \right)} \cdot 2^n \cdot 2^{-\eta_1 \delta_p \epsilon \cdot \epsilon_1 m_p} + 2^{c_2 \cdot p - \eta_2 m_p} \cdot \frac{1}{1 - 2^{-\eta_2}} \\
\leq \frac{c_1}{1 - 2^{-\eta_2}} \sum_{p \geq 1} C_{p,n} \cdot 2^{c_2 \cdot \left( (p \lor n) - p \right)} \cdot 2^n \cdot 2^{-\frac{1}{2} \eta_1 \delta_p \epsilon_1 m_p} \\
= \frac{2^{n+1} c_1}{1 - 2^{-\eta_2}} \left( \left( \sup_{u \in \Sigma_{\varphi,w} \eta_2} \| f_u \|_{\infty} \right) \cdot \sum_{p=1}^{n} 2^{c_2 \cdot \frac{1}{\eta_2} \delta_p \epsilon_1 (n-p)} \cdot 2^{-\frac{1}{2} \eta_1 \delta_p \epsilon_1 m_p} \right) \\
+ 2^{\frac{1}{2} \eta_1 \delta_1 (4+n_{\varphi,k})} \cdot \sum_{p=n+1}^{\infty} \left( \sup_{u \in \Sigma_{\varphi,w} \eta_2} \| f_u \|_{\infty} \right) \cdot 2^{-\frac{1}{2} \eta_1 \delta_p \epsilon_1 (p+4+n_{\varphi,k})} \right) < \infty,
\]

where the finiteness is ensured by assumption A3. Since for any \( 0 < \epsilon < \epsilon_2 \), the family \( \{U_i(q)\}_{q \in K} \) forms an open covering of \( K \), there exist \( q_1, \ldots, q_N \) such that \( \{U_i(q_i)\}_{1 \leq i \leq N} \) also covers \( K \). This gives us the conclusion.

4.2. Proof of Proposition 4.1

**Proof.** Due to (36) we always have \( \bigcup_{q \in U_i(q)} E_n^{(k)}(q, \epsilon) \subset E_n^{(k)}(\bar{q}, 2\epsilon) \). Then due to (30) we get

\[
\sup_{q \in U_i(q)} \mu_q^{(k)}(\{u \mid E_n^{(k)}(q, \epsilon)\}) \cdot \mu_q^{(k)}(\{v \mid E_n^{(k)}(q, \epsilon)\}) \\
\leq \sup_{q \in U_i(q)} \left[ \mu_q^{(k)}(\{u \mid E_n^{(k)}(q, \epsilon)\}) \cdot \mu_q^{(k)}(\{v \mid E_n^{(k)}(q, \epsilon)\}) \right] \\
\leq 1 \left[ \mu_q^{(k)}(\{u \mid E_n^{(k)}(\bar{q}, 2\epsilon)\}) \cdot \mu_q^{(k)}(\{v \mid E_n^{(k)}(\bar{q}, 2\epsilon)\}) \right] \cdot 2^{-(\frac{m(D_u^{(k)}))}{\lambda} - 2\epsilon}. \\
\]

This gives us

\[
B_{p,m} \leq 2^{-2m(D_u^{(k)}))} \cdot \sum_{\mu \in \Sigma_{\varphi,w} \eta_2} K_{\eta_2}^{(k)}(\mu) \cdot 1_{\{u \mid E_n^{(k)}(\bar{q}, 2\epsilon)\}} \cdot 1_{\{v \mid E_n^{(k)}(\bar{q}, 2\epsilon)\}}. 
\]
\[
\Delta B_{p,m} \leq 2^{-2(m+1)D_{p}^{*} - 2\epsilon},
\]
\[
\sum_{u,v \in \Sigma_{n}, u'v' \in [0,1], 1_p(u,v) = 1} \left| K_{\gamma,\delta_k^{-\delta - \epsilon}}(uu', vv') - K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \right|
\cdot \mathbf{1}_{\left\{ uu' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \mathbf{1}_{\left\{ vv' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}}.
\] (40)

Now we deal with each term of the above sums individually.

Fix \( p \) and \( n \) in \( \mathbb{N}^* \), let \( r = p \lor n \), and fix \( m \geq r + 1 + N_{\gamma, \delta_k} + k \).

Fix a pair \( u, v \in \Sigma_{m} \) with \( 1_p(u,v) = 1 \), so \( (u|_{p+1}, v|_{p+1}) \in P_{p} \).

Let
\[
\begin{align*}
V :&= K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}_{\left\{ uu' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \mathbf{1}_{\left\{ vv' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} , \\
\Delta V :&= K_{\gamma,\delta_k^{-\delta - \epsilon}}(uu', vv') - K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}_{\left\{ uu' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \mathbf{1}_{\left\{ vv' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}}.
\end{align*}
\]

Due to (29), (30) and (31), if \([ u'] \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \), then for \( l = r, \ldots , m \) we have
\[
\mathbf{1}^{(a)}_{u|_{l}}(\tilde{q},2\epsilon) \cdot \mathbf{1}^{(b)}_{u|_{l}}(\tilde{q},2\epsilon) \cdot \mathbf{1}^{(c)}_{u|_{l}}(\tilde{q},2\epsilon) = 1.
\]

Define
\[
\begin{align*}
\mathbf{1}^{\text{ran}}_{u, v}(\tilde{q}, \epsilon) &= \mathbf{1}^{(a)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(c)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(c)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(c)}_{u|_{l}}(\tilde{q}, 2\epsilon), \\
\mathbf{1}^{\text{det}}_{u, v}(\tilde{q}, \epsilon) &= \mathbf{1}^{(a)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(b)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(b)}_{u|_{l}}(\tilde{q}, 2\epsilon) \cdot \mathbf{1}^{(b)}_{u|_{l}}(\tilde{q}, 2\epsilon),
\end{align*}
\] (41)

where ‘ran’ stands for random and ‘det’ stands for deterministic.

Since \([ u'] \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \) implies \([ u'] \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \), we have
\[
\begin{align*}
\mathbf{1}_{\left\{ uu' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \mathbf{1}_{\left\{ vv' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} &\leq \mathbf{1}_{\left\{ uu' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \mathbf{1}_{\left\{ vv' \cap E_{\mu}^{(\delta_k)}(\tilde{q},2\epsilon) \neq \emptyset \right\}} \leq \mathbf{1}^{\text{ran}}_{u, v}(\tilde{q}, \epsilon) \cdot \mathbf{1}^{\text{det}}_{u, v}(\tilde{q}, \epsilon).
\end{align*}
\]

This implies
\[
\begin{align*}
V \leq K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}^{\text{det}}_{u|_{l}}(\tilde{q}, \epsilon) \quad \text{and} \quad \Delta V \leq \Delta K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}^{\text{det}}_{u|_{l}}(\tilde{q}, \epsilon),
\end{align*}
\]

where
\[
\begin{align*}
K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) &= K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}^{\text{ran}}_{u|_{l}}(\tilde{q}, \epsilon), \\
\Delta K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) &= K_{\gamma,\delta_k^{-\delta - \epsilon}}(uu', vv') - K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \cdot \mathbf{1}^{\text{ran}}_{u|_{l}}(\tilde{q}, \epsilon).
\end{align*}
\] (43)

Since \( \mathbf{1}^{\text{det}}_{u|_{l}}(\tilde{q}, \epsilon) \) is deterministic, we have
\[
\mathbb{E}(V) \leq \mathbb{E}\left( K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \right) \cdot \mathbf{1}^{\text{det}}_{u|_{l}}(\tilde{q}, \epsilon) \quad \text{and} \quad \mathbb{E}(\Delta V) \leq \mathbb{E}\left( \Delta K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) \right) \cdot \mathbf{1}^{\text{det}}_{u|_{l}}(\tilde{q}, \epsilon).
\]

Recall that in remark 4.1 we distinguished the cases \( K \subset J_{\mu}^{r} \) and \( K \subset J_{\mu}^{d} \) according to whether or not the corresponding power on the kernel is greater than 1. Then, due to (33), once we have taken \( \delta < \delta_k \) and \( \epsilon < \epsilon_k \), only two situations are left:
\[
K_{\gamma,\delta_k^{-\delta - \epsilon}}(u,v) = \begin{cases} 
\left( \lvert F^{\text{pert}}_{\mu}(\lambda(u)) - F^{\text{pert}}_{\mu}(\lambda(v)) \rvert \right)^2 + \lvert \lambda(u) - \lambda(v) \rvert^2 \lor 1, & \text{if } \gamma > 1, \\
\lvert F^{\text{pert}}_{\mu}(\lambda(u)) - F^{\text{pert}}_{\mu}(\lambda(v)) \rvert^2 \lor 1, & \text{if } \gamma < 1,
\end{cases}
\]

where \( \gamma = \gamma_{\delta_k}^{-\delta - \delta - \epsilon} \). Note that when we take \( K \) a compact subinterval of \( J_{\mu}^{r} \) or \( J_{\mu}^{d} \), \( \gamma \) could never be equal to 1.
Recall that \( C_r = \sup_{w \in \Sigma_{u,v,N}} \| f_w \|_\infty \), where \( f_w \) is the bounded density function of \( \pi_w \) given in A3. We have the following two lemmas.

**Lemma 4.2.** There exists a constant \( c_\gamma > 0 \) such that

\[
\mathbb{E}(\mathcal{L}_\gamma(u, v)) \leq c_\gamma \cdot C_r \cdot \begin{cases} 
2^{r(h_q^{(1)}+2\varepsilon)-p(1-\gamma)}, & \text{if } \gamma > 1, \\
2^n, & \text{if } \gamma < 1,
\end{cases}
\]

\[
\mathbb{E}(\Delta \mathcal{L}_\gamma(u, v)) \leq c_\gamma \cdot C_r \cdot \begin{cases} 
2^{p(3-m)(h_q^{(1)}-2\varepsilon)}, & \text{if } \gamma > 1, \\
2^{2-m}(h_q^{(1)}-2\varepsilon), & \text{if } \gamma < 1.
\end{cases}
\]

**Lemma 4.3.** One has

\[
\sum_{u,v \in \Sigma_{u,v}} 1_{p(u,v)} \cdot 1_{\det(N\psi,k)}(\tilde{q}, \epsilon) \leq 3^{t-p+1} \cdot 2^{2m(D_q^{(1)}+2\varepsilon)-r(D_q^{(1)}-2\varepsilon)}.
\]

Now, due to remark 4.1, we have the following three expressions of \( \gamma \):

\[
\begin{align*}
\gamma &= D_q^{(1)} + 1 - h_q^{(k)} - \delta - \epsilon > 1, & h_q^{(k)} < D_q^{(1)}, & \text{case(i)}, \\
\gamma &= D_q^{(1)} / h_q^{(k)} - \delta - \epsilon < 1, & h_q^{(k)} > D_q^{(1)}, & \text{case(ii)}, \\
\gamma &= 1 - \delta - \epsilon < 1, & h_q^{(k)} < D_q^{(1)}, & \text{case(iii)}.
\end{align*}
\]

Then, due to (39), (40), lemma 4.2 and Lemma 4.3, we have

\[
\mathbb{E}(B_{p,m}) \leq c_\gamma \cdot C_r \cdot 3^{t-p+1} \cdot \begin{cases} 
2^{2(r(h_q^{(1)}+2\varepsilon))-p(h_q^{(1)}-D_q^{(1)}+6\epsilon+6)}, & \text{if} \\
2^n, & \text{if} \\
2^{2(r(h_q^{(1)}-h_q^{(k)}(\delta+\epsilon)+4\epsilon)+4\epsilon)}, & \text{if} \\
2^n, & \text{if} \\
2^{2(r(h_q^{(1)}-h_q^{(k)}(\delta+\epsilon)+4\epsilon)+4\epsilon)}, & \text{if} \\
2^n, & \text{if} \\
2^{2(r(h_q^{(1)}-h_q^{(k)}(\delta+\epsilon)+4\epsilon)+4\epsilon)}, & \text{if} \\
2^n, & \text{if} \\
2^{2(r(h_q^{(1)}-h_q^{(k)}(\delta+\epsilon)+4\epsilon)+4\epsilon)}, & \text{if}
\end{cases}
\]

\[
\leq c_\gamma \cdot C_r \cdot 3 \cdot 2^{r-p(\log_2 3+2)} \cdot 2^n \cdot \begin{cases} 
2^{2(r-h_q^{(1)}-3\epsilon)+8\epsilon m}, & \text{if} \\
2^{2(r-h_q^{(1)}-3\epsilon)+8\epsilon m}, & \text{if} \\
2^{2(r-h_q^{(1)}-3\epsilon)+8\epsilon m}, & \text{if}
\end{cases}
\]

The upper bound of \( \mathbb{E}(\Delta B_{p,m}) \) is simpler, in all cases we have

\[
\mathbb{E}(\Delta B_{p,m}) \leq c_\gamma \cdot C_r \cdot 3^{t-p+1} \cdot 4 \cdot 2^{2m(D_q^{(1)}+2\varepsilon)-r(D_q^{(1)}-2\varepsilon)} 
\begin{cases} 
2^{2(r-p)+3-m(h_q^{(1)}-2\varepsilon)}, & \text{if} \\
2^{2(r-p)+3-m(h_q^{(1)}-2\varepsilon)}, & \text{if}
\end{cases}
\]

\[
\leq c_\gamma \cdot C_r \cdot 3 \cdot 2^{r-p(\log_2 3+3)} \cdot 2^{2p-3-m(h_q^{(1)}-10\epsilon)}.
\]

Note that by construction we always have \( h_q^{(k)} \geq s_0 - 1/p_0 > 0 \), then the existences of the parameters \( c_1, c_2 > 0, \kappa_1, \kappa_2, \eta_1, \eta_2 > 0 \) and \( \epsilon_* > 0 \) are direct consequences of what we have obtained.
4.3. Proofs of lemmas 4.2 and 4.3

4.3.1. Proof of lemma 4.2.

Proof. Let \( l = r + 1 + N_{\psi,k} \). Due to (15), we have
\[
F^\text{pert}_\mu(\lambda(u)) - F^\text{pert}_\mu(\lambda(v)) = \sum_{w \in \Sigma_u} \pi_w \cdot d_w \cdot (\psi_w(\lambda(u)) - \psi_w(\lambda(v)))
\]
where
\[
A = d_{a_{\psi}} \cdot (\psi_{a_{\psi}}(\lambda(u)) - \psi_{a_{\psi}}(\lambda(v))).
\]
\[
B = \sum_{w \in \Sigma_u - \{a_{\psi}\}} \pi_w \cdot d_w \cdot (\psi_w(\lambda(u)) - \psi_w(\lambda(v))).
\]

By construction \( A \) is deterministic, and \( \pi_{a_{\psi}} \) and \( B \) are independent.

Since when \( \mathbf{1}^{(b)}(q, 2\epsilon) = 1 \) we have \( \mu(k)(\{u\}) \neq 0 \), then (28) and the fact that \( |u| = m \geq l + k \) yield
\[
\left| \psi_{a_{\psi}}(\lambda(u)) - \psi_{a_{\psi}}(\lambda(v)) \right| \geq \frac{c_{\psi,k}}{2}. \tag{46}
\]

For \( u', v' \in [0, 1) \) we can write
\[
F^\text{pert}_\mu(\lambda(uu')) - F^\text{pert}_\mu(\lambda(vv')) \]
\[
= \eta \cdot \left( F^\text{pert}_\mu(\lambda(u)) - F^\text{pert}_\mu(\lambda(v)) \right) + D = \eta \cdot (\pi_{a_{\psi}} \cdot A + B) + D, \tag{47}
\]
where
\[
\eta = \psi_{a_{\psi}}(\lambda(uu')) - \psi_{a_{\psi}}(\lambda(vv')) \]
\[
D = \sum_{w \in \Sigma_u - \{a_{\psi}\}} \pi_w \cdot d_w \cdot \left( \psi_w(\lambda(uu')) - \psi_w(\lambda(vv')) - \eta \cdot (\psi_w(\lambda(u)) - \psi_w(\lambda(v))) \right).
\]

We have that \( \eta \) is deterministic, and \( \pi_{a_{\psi}} \) and \( D \) are independent. Moreover, since \( \psi \) is \( r_0 \)-smooth, there exists a constant \( C_{\psi} \) such that for any \( x, y \in \mathbb{R} \) we have \( |\psi(x) - \psi(y)| \leq C_{\psi}|x - y| \). Due to (46), this implies
\[
|\eta - 1| = \left| \frac{\psi_{a_{\psi}}(\lambda(uu')) - \psi_{a_{\psi}}(\lambda(u)) + \psi_{a_{\psi}}(\lambda(v)) - \psi_{a_{\psi}}(\lambda(vv'))}{\psi_{a_{\psi}}(\lambda(u)) - \psi_{a_{\psi}}(\lambda(v))} \right| \]
\[
\leq \frac{2C_{\psi}}{c_{\psi,k}} \left( \left| T_{a_{\psi}}^{-1}(\lambda(uu')) - T_{a_{\psi}}^{-1}(\lambda(u)) \right| + \left| T_{a_{\psi}}^{-1}(\lambda(v)) - T_{a_{\psi}}^{-1}(\lambda(vv')) \right| \right) \]
\[
\leq \frac{2C_{\psi}}{c_{\psi,k}} \cdot 2^l \cdot 2^{-m}, \tag{48}
\]
where we have used \( |\lambda(u) - \lambda(uu')| \lor |\lambda(v) - \lambda(vv')| \leq 2^{-m} \).

For \( w \in \Sigma_u \) define the \( \sigma \)-algebra \( \mathcal{A}_w = \sigma(\pi_u : u \in \Sigma_u \setminus \{w\}) \).

By construction, \( B \) and \( D \) are \( \mathcal{A}_{a_{\psi}} \)-measurable, thus are constant given \( \mathcal{A}_{a_{\psi}} \).

From assumption A3 we know \( \pi_{a_{\psi}} \) has a bounded density function \( f_{a_{\psi}} \).

From (29), (45) and (46), we have
\[
\mathbf{1}^{(b)}(q, 2\epsilon) \cdot |A|^{-1} \leq \frac{2}{c_{\psi,k}} \cdot 2^{l(\log_2 + 2\epsilon)} \tag{49}
\]

When \( u, v \in \Sigma_u \) and \( \mathbf{1}_p(u, v) = 1 \), we have
\[
|\lambda(u) - \lambda(v)| \lor |\lambda(uu') - \lambda(vv')| \leq 2 \cdot 2^{-m}
\]
\[
|\lambda(u) - \lambda(v)| \lor |\lambda(uu') - \lambda(vv')| \geq 2^{-p-1}. \tag{50}
\]
Since $1_p(u, v) = 1$ implies $v|_p \in \mathcal{N}(u|_p)$, by (31) we have

$$1_u^{(c)}(\widehat{q}, 2\epsilon) \cdot \sup_{s, t \in U_{\mathcal{X} \times \mathcal{Y} | \mathcal{W}}} |F_{\mu}^{\text{pert}}(\lambda(s)) - F_{\mu}^{\text{pert}}(\lambda(t))| \leq 2^{-p(h^{(i)}_{\widehat{q}} - 2\epsilon)}.$$

This implies, when $1_u^{(c)}(\widehat{q}, 2\epsilon) = 1$,

$$\left( |F_{\mu}^{\text{pert}}(\lambda(u)) - F_{\mu}^{\text{pert}}(\lambda(v))| \vee |F_{\mu}^{\text{pert}}(\lambda(uu')) - F_{\mu}^{\text{pert}}(\lambda(vv'))| \right) \wedge 1 \leq 2^{-1_{\|\lambda\|_{\infty} > r(h^{(i)}_{\widehat{q}} - 2\epsilon)}} := \alpha. \quad (51)$$

Also, for the same reason, when $1_u^{(c)}(\widehat{q}, 2\epsilon) \cdot 1_v^{(c)}(\widehat{q}, 2\epsilon) = 1$,

$$\left( |F_{\mu}^{\text{pert}}(\lambda(u)) - F_{\mu}^{\text{pert}}(\lambda(uu'))| \vee |F_{\mu}^{\text{pert}}(t_u) - F_{\mu}^{\text{pert}}(\lambda(vv'))| \right) \leq 2^{-m(h^{(i)}_{\widehat{q}} - 2\epsilon)} := \beta. \quad (52)$$

These two inequalities with (42), (47) and (48) imply that when $1_u^{(c)}(\widehat{q}, \epsilon) = 1$,

$$|D| \leq |F_{\mu}^{\text{pert}}(\lambda(uu')) - F_{\mu}^{\text{pert}}(t_u) + F_{\mu}^{\text{pert}}(t_v) - F_{\mu}^{\text{pert}}(\lambda(vv'))| + |\eta| - 1 \cdot |F_{\mu}^{\text{pert}}(t_u) - F_{\mu}^{\text{pert}}(t_v)|$$

$$\leq 2\beta + 2\frac{C\psi_r^{(c)}}{c_{\psi, k}} \cdot 2^l \cdot 2^{-m} \cdot \alpha$$

$$= 2 \cdot 2^{-m(h^{(i)}_{\widehat{q}} - 2\epsilon)} + 2\frac{C\psi_r^{(c)}}{c_{\psi, k}} \cdot 2^l \cdot 2^{-m} \cdot 2^{-1_{\|\lambda\|_{\infty} > r(h^{(i)}_{\widehat{q}} - 2\epsilon)}}$$

$$\leq 2\left(2\frac{C\psi_r^{(c)}}{c_{\psi, k}} \cdot 2^{l+N_{\psi, \lambda}}\right) \cdot 2^{-m(h^{(i)}_{\widehat{q}} - 2\epsilon)} + 2^{-1_{\|\lambda\|_{\infty} > (h^{(i)}_{\widehat{q}} - 2\epsilon)}}$$

$$\leq C_D \cdot 2^{-m(h^{(i)}_{\widehat{q}} - 2\epsilon)}r, \quad (53)$$

where $C_D = 2\left(2\frac{C\psi_r^{(c)}}{c_{\psi, k}} \cdot 2^{l+N_{\psi, \lambda}}\right)$ and we have used $h^{(i)}_{\widehat{q}} - 2\epsilon \in (0, 1)$.

Recall that $l = r + 1 + N_{\psi, \lambda}$. Now we have the following:

(I) When $\gamma > 1$ (also $\gamma \leq 2$), due to (43), (33), (49) and (50),

$$\mathbb{E}\left(\mathcal{T}_\nu(u, v) | A_{u|v}\right)$$

$$\leq \int_{\mathbb{R}} 1_{\mathcal{T}_\nu(u, v) = 1} \cdot f_{u|v}(x) \ dx + \int_{\mathbb{R}} \frac{1^{\text{nom}}_{u, \nu}^{(c)}(\widehat{q}, \epsilon) \cdot f_{u|v}(x)}{|A : x + B|^2 + |\lambda(u) - \lambda(v)|^2} \ dx$$

$$\leq 1 + \int_{\mathbb{R}} 1^{\text{nom}}_{u, \nu}^{(c)}(\widehat{q}, \epsilon) \cdot |A|^{-1} |\lambda(u) - \lambda(v)|^{1 - \gamma} \cdot \frac{f_{u|v}(x)}{|(\|z\|^2 + 1)^{\gamma/2}} \ dz$$

$$\leq 1 + \int_{\mathbb{R}} \frac{2^{l+N_{\psi, \lambda}} \cdot 2^{(l+N_{\psi, \lambda})h^{(i)}_{\widehat{q}} - 2\epsilon} \cdot \|f_{u|v}\|_{\infty} \cdot \int_{\mathbb{R}} \frac{1}{(\|z\|^2 + 1)^{\gamma/2}} \ dz}{2 \cdot c_{\psi, k}} \cdot \|f_{u|v}\|_{\infty} \cdot 2^{(l+N_{\psi, \lambda})h^{(i)}_{\widehat{q}} - 2\epsilon} \cdot \|f_{u|v}\|_{\infty} \cdot 2^{-p(h^{(i)}_{\widehat{q}} - 2\epsilon) - (1 - \gamma)}$$

$$\leq 2\left(\int_{\mathbb{R}} \frac{d\nu}{(\|z\|^2 + 1)^{\gamma/2}} \cdot \frac{2^{(l+N_{\psi, \lambda})h^{(i)}_{\widehat{q}} - 2\epsilon} \cdot \|f_{u|v}\|_{\infty} \cdot 2^{-p(h^{(i)}_{\widehat{q}} - 2\epsilon) - (1 - \gamma)}}{c_{\psi, k}} \right) \cdot C_r \cdot 2^{(l+N_{\psi, \lambda})h^{(i)}_{\widehat{q}} - 2\epsilon} - (1 - \gamma),$$

where we recall that $C_r = \sup_{u \in \mathcal{X}} \|f_{u|v}\|_{\infty}$.
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(II) When $\gamma > 1$, let

$$\phi_\gamma(x, y) = \left( \frac{F_{\text{per}}^\gamma(\lambda(u)) - F_{\text{per}}^\gamma(\lambda(v)) + x}{\partial_x \phi_\gamma(x)} + \frac{\lambda(u) - \lambda(v) + y}{\partial_y \phi_\gamma(x)} \right)^{-\gamma/2}.$$  

Then due to (43), (33), (52) and (50), we have

$$\Delta K_\gamma(u, v) \leq \int_{|y| \leq 2^{-n}} \left| \frac{\partial}{\partial y} \phi_\gamma(0, y) \right| \, dy + \int_{|x| \leq \beta} \sup_{|y| \leq 2^{-n}} \left| \frac{\partial}{\partial x} \phi_\gamma(x, y) \right| \, dx,$$

where we have used that $|a + 1 - b + 1| \leq |a - b|$ for any $a, b \geq 0$. It is not difficult to check that

$$\left| \frac{\partial}{\partial y} \phi_\gamma(0, y) \right| \vee \left| \frac{\partial}{\partial x} \phi_\gamma(x, y) \right| \leq \gamma \cdot |\lambda(u) - \lambda(v)| + y^{-\gamma - 1}.$$

In fact, we have

$$\left| \frac{\partial}{\partial y} \phi_\gamma(0, y) \right| \leq \gamma \cdot \left( \frac{\lambda(u) - \lambda(v) + y}{\partial_x \phi_\gamma(x)} + \frac{\lambda(u) - \lambda(v) + y}{\partial_y \phi_\gamma(x)} \right)^{1/\gamma}$$

and

$$\left| \frac{\partial}{\partial x} \phi_\gamma(x, y) \right| \leq \gamma \cdot \left( \frac{\lambda(u) - \lambda(v) + x}{\partial_x \phi_\gamma(x)} + \frac{\lambda(u) - \lambda(v) + y}{\partial_y \phi_\gamma(x)} \right) \cdot \frac{1}{2|\lambda(u) - \lambda(v)| + y} \leq \gamma \cdot \left( \frac{\lambda(u) - \lambda(v) + y}{\partial_x \phi_\gamma(x)} + \frac{\lambda(u) - \lambda(v) + y}{\partial_y \phi_\gamma(x)} \right) \cdot \frac{1}{2|\lambda(u) - \lambda(v)| + y} \leq \gamma \cdot |\lambda(u) - \lambda(v)| + y^{-1 - \gamma},$$

where we have used that $\frac{a}{\partial_x \phi_\gamma(x)} \leq \frac{b}{\partial_y \phi_\gamma(x)}$ for any $a, b \geq 0$. This together with $|\lambda(u) - \lambda(v)| \geq 1 - p - 1$, $m > p + 1$ and $\gamma \leq 2$ yields

$$\Delta K_\gamma(u, v) \leq \gamma \cdot \left( 2^{-p - 1} - 2 \cdot 2^{-m} \right)^{-\gamma - 1} \cdot \left( 2 \cdot 2^{-m} + 2\gamma \right)$$

$$\leq \gamma \cdot 2^{(p + 2)(\gamma + 1)} \cdot \left( 2 \cdot 2^{-m} + 2 \cdot 2^{-m(h_\mu^{(0)} - 2a)}) \right)$$

$$\leq \gamma \cdot 2^{(p + 2)(\gamma + 1)} \cdot \left( 4 \cdot 2^{-m(h_\mu^{(0)} - 2a)} \right) \quad \text{(since } h_\mu^{(k)} - 2a < 1)$$

$$\leq (4\gamma 2^{2(\gamma + 1)} \cdot C_\rho \cdot 2^{p+3-m(h_\mu^{(0)} - 2a)}.$$
(III) When \( \gamma < 1 \), due to (43), (33), (49) and (51),
\[
\mathbb{E}(\mathcal{K}_\gamma(u, v) | A_{u,v}) \\
\leq \int_{|A + B| \leq \alpha} 1_{\mathcal{K}_\gamma(u, v) = 1} \cdot f_{u,v}(x) \, dx + \int_{|A + B| \leq \alpha} 1_{\mathcal{K}_\gamma(u, v) > 1} \cdot f_{u,v}(x) \, dx \\
\leq 1 + \int_{|z| \leq \alpha} 1_{\mathcal{K}_\gamma(u, v) > 1} \cdot |A|^{-1} \cdot \frac{f_{u,v}(\frac{z - B}{A})}{|z|^\gamma} \, dz \\
\leq 1 + \frac{2}{c_{\psi,k}} \cdot 2^{(h_{\psi,k}^0 + 2\epsilon)} \cdot \|f_{u,v}\|_{\infty} \cdot \int_{|z| \leq \alpha} \frac{1}{|z|^\gamma} \, dz \\
= 1 + \frac{2}{c_{\psi,k}} \cdot 2^{(h_{\psi,k}^0 + 2\epsilon)} \cdot \|f_{u,v}\|_{\infty} \cdot 2^{\alpha(1 - \gamma)} \\
\leq 2 \left( 2^{1+ N_{\psi,k} h_{\psi,k}^0 + 2\epsilon} \right) \cdot \|f_{u,v}\|_{\infty} \cdot 2^{t(h_{\psi,k}^0 + \gamma + 2\epsilon)} \\
\leq 2 \left( 2^{1+ N_{\psi,k} h_{\psi,k}^0 + 2\epsilon} \right) \cdot C_v \cdot 2^n \cdot 2^{r(h_{\psi,k}^0 + \gamma + 4\epsilon)}.
\]

(IV) When \( \gamma < 1 \), due to (43), (33), (49) and (51), by using again \( |a \lor 1 - b \lor 1| \leq |a - b| \) for any \( a, b \geq 0 \), we have
\[
\mathbb{E}(\Delta \mathcal{K}_\gamma(u, v) | A_{u,v}) \\
\leq \int_{\mathbb{R}} 1_{\mathcal{K}_\gamma(u, v) > 1} \cdot \left| \frac{1}{|\eta(A \cdot x + B) + D|^\gamma} - \frac{1}{|A \cdot x + B|^\gamma} \right| f_{u,v}(x) \, dx \\
= \int_{\mathbb{R}} 1_{\mathcal{K}_\gamma(u, v) > 1} \cdot |A|^{-1} \cdot |D|^{1 - \gamma} \cdot \left| \frac{1}{|\eta \cdot z + 1|^\gamma} - \frac{1}{|z|^\gamma} \right| f_{u,v}(D \cdot z - B) \, dz \\
\leq \frac{2}{c_{\psi,k}} \cdot 2^{(h_{\psi,k}^0 + 2\epsilon)} \cdot (C_v \cdot 2^{-m(h_{\psi,k}^0 - 2\epsilon)} + 1 - \gamma) \cdot \|f_{u,v}\|_{\infty} \\
\cdot \int_{\mathbb{R}} \left| \frac{1}{|\eta \cdot z + 1|^\gamma} - \frac{1}{|z|^\gamma} \right| \, dz \\
= \left( \frac{2^{1+ (1 + N_{\psi,k} h_{\psi,k}^0 + 2\epsilon)} C_v}{c_{\psi,k}} \right) \int_{\mathbb{R}} \left| \frac{1}{|\eta \cdot z + 1|^\gamma} - \frac{1}{|z|^\gamma} \right| \, dz \\
\cdot \|f_{u,v}\|_{\infty} \cdot 2^{t(h_{\psi,k}^0 + \gamma + 2\epsilon - m(h_{\psi,k}^0 - 2\epsilon)(1 - \gamma))} \\
\leq \left( \frac{2^{1+ (1 + N_{\psi,k} h_{\psi,k}^0 + 2\epsilon)} C_v}{c_{\psi,k}} \right) \int_{\mathbb{R}} \left| \frac{1}{|\eta \cdot z + 1|^\gamma} - \frac{1}{|z|^\gamma} \right| \, dz \cdot C_v \cdot 2^{r(3 - m(h_{\psi,k}^0 - 2\epsilon)).}
\]

Now, since
\[
\int_{\mathbb{R}} \frac{dz}{(|z|^2 + 1)^{\gamma/2}} (\gamma > 1) \quad \text{and} \quad \int_{\mathbb{R}} \left| \frac{1}{|\eta \cdot z + 1|^\gamma} - \frac{1}{|z|^\gamma} \right| \, dz (\gamma < 1)
\]
are both finite (note that \( \eta \) is bounded away from 0 and infinity uniformly), and \( h^{(k)}_\psi \) are chosen between \( s_0 - 1/p_0 \) and 1, we can easily find a constant \( c_\gamma \) such that

\[
\max \left\{ \frac{2}{(4\gamma 2^{2(p+1)})}, \left( \frac{2}{c_{\psi,k}} \right)^{1-\gamma}, \left( \frac{2}{c_{\psi,k}} \right)^{1-\gamma} \right\} \leq c_\gamma.
\]

This gives us the conclusion.

**4.3.2. Proof of lemma 4.3.**

**Proof.** Recall (see (42)) that

\[
I_{u,v}^{\psi}(\bar{\gamma}, \epsilon) = I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon).
\]

Let

\[
S_{p,m} = \sum_{u, v \in \Sigma_m} I_p(u, v) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon).
\]

Recall that \( r = p \lor n \). For any \( u \in \Sigma_m \) we write \( u = u_{|r} \cdot u' \) with \( u' \in \Sigma_{m-r} \). Since \( I_p(u, v) \) only depends on \( u_{|r}, v_{|r} \), we can write

\[
S_{p,m} = \sum_{u, v \in \Sigma_r} I_p(u, v) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot \sum_{u', v' \in \Sigma_{m-r}} I_{u', v'}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u', v'}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon).
\]

Recall (see (30)) that

\[
I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) = \frac{1}{|\bar{\gamma}|} \left( \frac{1}{|\bar{\gamma}|^{2|\gamma|}} \right).
\]

Thus

\[
I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \leq 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \mu^{(k)}_{\bar{\gamma}}(|u_{|r} \cdot u'|).
\]

This implies that

\[
\sum_{u', v' \in \Sigma_{m-r}} I_{u', v'}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u', v'}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \leq 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \mu^{(k)}_{\bar{\gamma}}(|u_{|r} \cdot u'|) \cdot \mu^{(k)}_{\bar{\gamma}}(|v_{|r} \cdot v'|)
\]

\[
= 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \mu^{(k)}_{\bar{\gamma}}(|u_{|r}|) \cdot \mu^{(k)}_{\bar{\gamma}}(|v_{|r}|).
\]

Thus by the fact that given \( u_{|r} \) in \( \Sigma_r \), there are at most \( 3^{r-p+1} \) many \( v_{|r} \) in \( \Sigma_r \) such that \( I_p(u_{|r}, v_{|r}) = 1 \), we have

\[
S_{p,m} \leq 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \sum_{u_{|r}, v_{|r} \in \Sigma_r} I_p(u_{|r}, v_{|r}) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon) \cdot I_{u,v}^{(\Sigma_1)}(\bar{\gamma}, 2\epsilon)
\]

\[
\leq 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \sum_{u_{|r}, v_{|r} \in \Sigma_r} I_p(u_{|r}, v_{|r}) \cdot \mu^{(k)}_{\bar{\gamma}}(|u_{|r}|)
\]

\[
\leq 2^{m(D_\psi^{(\Sigma_1)}+2\epsilon)} \cdot \sum_{u_{|r} \in \Sigma_r} \mu^{(k)}_{\bar{\gamma}}(|u_{|r}|) \cdot 3^{r-p+1}.
\]
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