Opposing macrophage polarization programs show extensive epigenomic and transcriptional cross-talk
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Stimulation of macrophages with interferon-γ (IFN-γ) and interleukin 4 (IL-4) triggers distinct and opposing activation programs. During mixed infections or cancer, macrophages are often exposed to both cytokines, but how these two programs influence each other remains unclear. We found that IFN-γ and IL-4 mutually inhibited the epigenomic and transcriptional changes induced by each cytokine alone. Computational and functional analyses revealed the genomic bases for gene-specific cross-repression. For instance, while binding motifs for the transcription factors STAT1 and IRF1 were associated with robust and IL-4-resistant responses to IFN-γ, their coexistence with binding sites for auxiliary transcription factors such as AP-1 generated vulnerability to IL-4-mediated inhibition. These data provide a core mechanistic framework for the integration of signals that control macrophage activation in complex environmental conditions.

When exposed to micro-environmental stimuli, macrophages acquire new functional properties in a dynamic and reversible fashion. The M1 program and M2 program, instigated by exposure to interferon-γ (IFN-γ) and interleukin 4 (IL-4), respectively, represent two extreme poles of a broad spectrum of macrophage-activation states and were named after the cytokines specifically produced by lymphocytes of the Th1 and Th2 subsets of helper T cells. M2 macrophages are linked to resistance to helminths and tissue repair. Although characterization of these two functional extremes has contributed greatly to advancement of the understanding of macrophage biology, several elements of complexity must be taken into consideration. First, macrophage-activation states are in principle as diverse as the variety of stimuli these cells can be exposed to. Second, such activation states, although associated with some forms of cellular memory, do not drive terminal and irreversible differentiation programs, which indicates the possibility of inter-conversion between macrophage states when micro-environmental conditions change. Third, macrophages are exposed to multiple and often conflicting micro-environmental stimuli that might affect their biology in a complex fashion.

The co-existence of antagonistic signals that affect macrophage function is frequently observed in vivo. Upon co-infection with pathogens that elicit type 1 immunity and type 2 immunity (such as viruses and helminths, respectively), the pathways that lead to the release of IFN-γ and IL-4 are concomitantly activated, and the interaction between these conflicting programs has important biological consequences. The activation of an IL-4-dependent type 2 immune response to helminths results in a broad spectrum of immunoregulatory and immunosuppressive effects that also depend on myeloid cells. In keeping with those findings, epidemiological data indicate that helminths interfere with the ability of the immune system to control co-infection by microbial pathogens and that macrophages activated by IL-4 favor Mycobacterium tuberculosis replication. Similar events are observed in conditions in which a single pathogen, such as Leishmania major, concomitantly triggers M1 responses and M2 responses. Furthermore, both in tumors and during the resolution phase of inflammation, macrophages are co-exposed to pro-inflammatory signals and anti-inflammatory signals that drive concomitant and frequently co-existing M1 and M2 profiles. Collectively, these observations highlight the need to delineate the relationships between multiple environmental signals to understand their effect on macrophage biology.

Here we set out to address some critical and basic aspects of macrophage polarization: whether the M1- and M2-polarization programs are mutually exclusive; whether one of the two programs is dominant over the other; and, finally, the mechanisms underlying the cross-talk between M1-polarizing stimuli and M2-polarizing stimuli. Transcriptional and epigenomic profiling of macrophages treated with IL-4 or IFN-γ or a combination of these showed that each cytokine exerted inhibitory effects on the opposite activation program. These effects were of broad amplitude but in most cases of limited magnitude, indicative of a lack of mutual exclusivity of the M1 and M2 programs and a high degree of macrophage plasticity. However, the...
induction of selected genes encoding products with critical biological roles, as well as hundreds of enhancers characteristic of either program, was strongly suppressed upon co-stimulation. While binding of the transcription factors STAT1 and IRF1 was associated with the resistance of IFN-γ-responsive enhancers to IL-4-mediated inhibition, the involvement of auxiliary transcription factors, such as AP-1 and C/EBPβ, generated vulnerability to the inhibitory effects of IL-4. In the context of IL-4-dependent macrophage activation, induction of the transcription factor Myc was instead needed to trigger a component of the response that was resistant to IFN-γ-mediated inhibition. These data provide a mechanistic framework for the interpretation of cross-regulatory effects of stimuli that drive opposing macrophage-activation programs.

RESULTS

Cross-regulation of macrophage-polarization programs

We used a high-throughput RNA-based sequencing approach (RNA-seq) in mouse bone-marrow-derived macrophages (BMDMs) to determine the effects of the co-stimulation with IL-4 and IFN-γ on the gene-expression programs induced by cytokines administered individually. In pilot studies, we determined the optimal stimulus concentrations: the minimal dose required for IL-4 and IFN-γ to stimulate phosphorylation of the transcription factors STAT6 and STAT1, respectively, and for maximal induction of canonical M2 genes and M1 genes such as Arg1 and Nos2, respectively (Supplementary Fig. 1a).

Flow cytometry and immunofluorescence analysis (Supplementary Fig. 2) with antibodies that recognize the phosphorylated forms of the transcription factors STAT1 (phosphorylated at Tyr701) and STAT6 (phosphorylated at Tyr641) showed that these critical mediators of the IFN-γ-induced program and the IL-4-induced program, respectively, were activated within the same cells in the analyzed population. BMDMs were stimulated for 2 h or 4 h and poly-adenylated RNA was extracted and sequenced at high depth (biological triplicates; Supplementary Table 1). The overall correlation among samples was very high (R² range, 0.974–0.990) (Supplementary Fig. 1b). We first analyzed the effects of the co-stimulation on the genes induced at 2 h or 4 h by IFN-γ (454 or 827, respectively) or IL-4 (209 or 332, respectively). For both IFN-γ-induced genes and IL-4-induced genes, co-administration of the other cytokine caused transcriptional cross-inhibition of the respective program that was both broad in amplitude and overall limited in magnitude, at both 2 h (Fig. 1a) and 4 h (Fig. 1b) after stimulation. Downregulation of IFN-γ-induced genes by co-stimulation with IL-4 became more evident at 4 h (Fig. 1b), which suggested that genes induced by IFN-γ with slower kinetics were more sensitive to inhibition by IL-4. A relatively small fraction of the IFN-γ- and IL-4-induced genes were especially sensitive to co-stimulation and showed almost complete inhibition by the antagonistic stimulus (Fig. 1b and Supplementary Table 2). Notably, genes encoding canonical markers of M1 or M2 polarization were included in this category. For example, induction of Nos2 (which encodes inducible nitric-oxide synthase) and Ccl5 (which encodes the chemokine CCL5) were strongly inhibited by IL-4 at the level of mRNA (Fig. 1c) and protein (Supplementary Fig. 1c). Similarly, the M2-signature genes Arg1 (which encodes arginase 1) and Retnla (which encodes the adipokine Relm-α) were induced by IL-4 and repressed by co-stimulation with IFN-γ (Fig. 1c, Supplementary Fig. 1d and Supplementary Table 2). The transcriptional antagonism between IFN-γ and IL-4 at the genes analyzed persisted over longer times of co-stimulation (Fig. 1d) and occurred through a broad range of concentrations, being in some cases influenced by the dose of cytokine (Supplementary Fig. 1d). Moreover, consistent with the increased susceptibility to co-stimulation of genes induced late by IFN-γ, transcription of Nos2 and Ccl5 by IFN-γ, which peaked at over 4 h after stimulation, was inhibited by the addition of IL-4 even after stimulation with IFN-γ (Supplementary Fig. 1e). In some cases, as for Ccl24, co-stimulation increased gene expression above the levels obtained with individual stimuli (Fig. 1a,b), but this occurrence was uncommon. Finally, IL-4-mediated inhibition of IFN-γ-induced gene expression was abolished in Stat6−/− BMDMs (Supplementary Fig. 3), which suggested it required STAT6. Overall, these data indicated that IFN-γ and IL-4 exerted mutual transcriptional antagonism in BMDMs.

Lack of mutual antagonism at the signaling level pathways

We next investigated the mechanistic bases of the interaction between IFN-γ and IL-4 in BMDMs. IFN-γ-induced phosphorylation of STAT1 and of the kinases ERK1/2 and AKT was unaffected by co- or pre-administration of IL-4, and induction of STAT6 phosphorylation occurred normally in the presence of IFN-γ (Supplementary Fig. 4a). Moreover, conditioned supernatants of IL-4-treated BMDMs, in which IL-4 was inactivated with a neutralizing antibody, were unable to inhibit the IFN-γ-stimulated induction of Nos2 and Ccl5 (Supplementary Fig. 4b); this indicated that the inhibitory effects of the co-stimulation were not mediated by the autocrine activities of soluble molecules released into the culture medium. Because macrophages might be exposed to different cytokines in sequential or temporally distinct waves in vivo, we determined whether the inhibition mediated by IL-4 persisted after its removal from the cell-culture medium. BMDMs were conditioned with IL-4 for 4 h, then were washed and stimulated with IFN-γ for 24 h after the addition of fresh medium. In all cases assessed, transient pre-conditioning with IL-4 reduced the expression of IFN-γ-induced genes (Supplementary Fig. 4c), which indicated a short-term memory effect of the conditioning of macrophages by IL-4. Collectively, these data indicated a cell-intrinsic regulatory mechanism that controlled the IL-4–IFN-γ cross-talk downstream of cytokine-induced signaling pathways.

Mutual repression of cytokine-induced histone acetylation

Because individual genes showed differential sensitivity to the inhibitory effects of the co-stimulation, we investigated whether the cis-regulatory elements (enhancers and promoters) controlling the transcription of co-stimulation-sensitive genes had a composition and organization different from that of those controlling co-stimulation-resistant genes. We used chromatin immunoprecipitation coupled to next-generation sequencing (ChIP-seq) to map genome-wide changes in histone acetylation (H3K27ac) in BMDMs stimulated for 2 h or 4 h with IFN-γ or IL-4 or a combination of these. Histone acetylation is associated with active cis-regulatory elements and is dynamically regulated in response to acute stimulation, reflecting changes in the binding or activity of sequence-specific transcription factors. We focused on the inducible histone-acetylation events at 2 h and 4 h that were selectively activated by either IFN-γ or IL-4 (Fig. 2a and Supplementary Table 3). The following main trends were evident. First, co-administration of IFN-γ and IL-4 caused a global decrease in inducible H3K27ac in BMDMs stimulated for 2 h or 4 h with IFN-γ or IL-4 or a combination of these. Histone acetylation was associated with active cis-regulatory elements and is dynamically regulated in response to acute stimulation, reflecting changes in the binding or activity of sequence-specific transcription factors. We focused on the inducible histone-acetylation events at 2 h and 4 h that were selectively activated by either IFN-γ or IL-4 (Fig. 2a and Supplementary Table 3). The following main trends were evident. First, co-administration of IFN-γ and IL-4 caused a global decrease in inducible H3K27ac triggered by either IFN-γ or IL-4 alone (Fig. 2b). Second, the repressive effects of IFN-γ on the IL-4 program were of greater magnitude than those exerted by IL-4 on the IFN-γ program, particularly at 2 h (Fig. 2c), which suggested a dominance of IFN-γ over IL-4. Third, IFN-γ and IL-4 seemed to repress the deposition of H3K27ac by the antagonistic stimulus in a temporally different manner (Fig. 2b,c). While repression of IL-4-induced histone acetylation by IFN-γ was already maximal at 2 h after stimulation, IL-4-dependent
repression of IFN-γ responses was detectable at 4 h only (Fig. 2b,c), which suggested the involvement of transcription factors that acted late in the response, such as those whose expression was induced by IFN-γ. As representative examples, the histone acetylation of several enhancers upstream of Nos2 was induced by IFN-γ and suppressed by co-stimulation with IL-4, while the histone acetylation induced by IFN-γ in the Gbp3 locus was not substantially affected by IL-4 (Fig. 2d and Supplementary Table 3).

The transcription-factor-binding sites associated with regions showing inducible histone acetylation in response to IFN-γ partially differed at 2 h and 4 h (Fig. 2e and Supplementary Table 4). At 2 h, the most over-represented binding motif was the canonical STAT1-binding site GAS (‘γ-activated sequence’), which enables direct binding of STAT1 homodimers, followed by an IRF motif to which STAT1 is recruited via complexes with an IRF protein that provides DNA-binding specificity (Fig. 2e). At 4 h, the most over-represented transcription-factor-binding sites in regions acetylated in response to IFN-γ were variants of canonical IRF-binding sites, while STAT1 motifs were not retrieved anymore (Fig. 2e). To determine the molecular bases of those findings, we generated ChIP-Seq data sets for STAT1 in BMDMs that were either left untreated or stimulated for 2 h and 4 h with IFN-γ. Consistent with the motif-discovery analysis, binding of STAT1 was increased genome wide at 2 h after stimulation and returned to baseline at 4 h, along with a reduction in the abundance of phosphorylated STAT1 (Supplementary Fig. 5a–c). At the genomic regions at which H3K27ac was induced by stimulation with IL-4, a canonical STAT6-binding site was the most over-represented motif at both time points (Fig. 2f).

To obtain additional insight into the cross-regulation between IFN-γ and IL-4, we analyzed the genomic distribution of STAT1...
and STAT6 in BMDMs. 14,576 STAT1 peaks were detected 2 h after stimulation with IFN-γ (Fig. 3a), and co-stimulation with IL-4 had a marginal impact on this (Fig. 3b and Supplementary Table 5), which indicated that the antagonistic effect of IL-4 on IFN-γ-induced histone acetylation could not be ascribed to diminished association of STAT1 with its genomic targets. Consistent with that, STAT1-binding events and STAT6-binding events were similarly frequent in the proximity of IL-4-resistant genes and IL-4-sensitive genes, and they were unaffected by co-stimulation (Fig. 3a). 23,306 STAT6 peaks were detected above the threshold in IL-4-stimulated BMDMs (Fig. 3a). Co-treatment with IFN-γ caused a trend toward a reduction in the association of STAT6 with chromatin, although IL-4-induced binding was maintained, in general (Fig. 3c,d). As examples of this, the decrease in IFN-γ-induced histone acetylation caused by co-stimulation with IL-4 at the Ccl5 and the Rsad2-Cmpk2 locus (which encodes viperin and the kinase TDK1) was not associated with detectable changes in occupancy by STAT1 (Fig. 3e). The Arg1 locus showed slight but detectable attenuation in the recruitment of STAT6 upon co-stimulation with IFN-γ (Fig. 3e). The DNA sequences that were significantly over-represented in the STAT1 peaks included both GAS motifs and IRF-binding motifs (data not shown), which suggested that the recruitment of STAT1 occurred via both direct DNA binding and IRF-mediated DNA binding; however, the DNA sequences associated with STAT6 peaks included canonical STAT6-binding motifs and IRF- and/or PU.1-like motifs (data not shown). Overall, these data indicated that at the level of both the transcriptome and the epigenome, co-stimulation induced a continuum of inhibitory effects over the changes caused by IFN-γ or IL-4 administered individually.

**DNA-sequence features of inducibly acetylated genomic regions**

To delineate the genomic bases of the different sensitivities of cis-regulatory elements to the inhibitory effects of the opposing cytokine, we defined discrete sub-groups of enhancers with clearly different responses to co-stimulation and compared those with each other. We first focused on IFN-γ-activated elements. At one extreme, we identified 773 genomic regions whose histone acetylation was induced by IFN-γ...
and was highly sensitive to the inhibitory effects of co-stimulation (Fig. 4a,b). At the other end, we identified 736 IFN-γ-inducible cis-regulatory elements that were completely resistant to co-stimulation (Fig. 4a,b and Supplementary Table 6). We next used motif-enrichment analysis to identify significantly over-represented transcription-factor-binding motifs in the group of IL-4-sensitive enhancers and the group of IL-4 resistant enhancers. Both the IL-4-sensitive subset and the IL-4-resistant subset of IFN-γ-inducible enhancers showed similarly significant over-representation of STAT- and IRF-binding motifs relative to the abundance of such motifs in the FANTOM5 collection of active enhancers (Fig. 4c and Supplementary Table 7). Therefore, the molecular bases for the responsiveness of both classes of elements to IFN-γ-stimulation seemed to be similar and seemed to be linked to the activation of STAT1–IRF1 (ref. 24). However, in a direct comparison of IL-4-sensitive enhancers versus IL-4-resistant enhancers, we noted over-representation of binding sites for the transcription factors AP-1, ATF, C/EBP and NF-κB in the IL-4-sensitive group (Fig. 4c and Supplementary Table 8). IL-4-resistant elements did not show any highly significant enrichment for transcription-factor binding motifs relative to the abundance of such motifs in the IL-4-sensitive elements (Fig. 4c and Supplementary Table 8). Overall, the main difference between IL-4-resistant elements activated by IFN-γ and their IL-4-sensitive counterparts seemed to be the presence, in the IL-4-sensitive group, of motifs recognized by transcription factors other than STAT1 and IRF1.

Transcription factors that mediate the inhibitory effects of IL-4

The data reported above led us to investigate whether a genomic response mediated exclusively by STAT1 and IRF1 might by default be resistant to the inhibitory effects of IL-4 and, conversely, whether the dependence of a cis-regulatory element on additional transcription factors other than STAT1–IRF1 (such as members of the AP-1 and C/EBP families) determined its vulnerability to IL-4. First, we analyzed in BMDMs the genomic distribution of IRF1, whose mRNA was induced by IFN-γ in a sustained and IL-4-resistant manner (Fig. 4d and Supplementary Fig. 4a) and found that, similar to STAT1, it was largely unaffected by co-stimulation with IL-4 (Supplementary Fig. 6). We next analyzed the expression or activity, in BMDMs stimulated with IFN-γ without or with IL-4, of auxiliary transcription factors whose consensus DNA-binding sites were over-represented in IL-4-sensitive enhancers. Among those, Cebpb (which encodes C/EBPβ) and Junb (which encodes the transcription factor JUNB) were induced by IFN-γ and were repressed by co-stimulation with IL-4 (Fig. 4d and Supplementary Table 7). Moreover, the Junb and Cebpb loci were bound by both STAT1 and STAT6 in response to co-stimulation (Fig. 4e), suggestive of direct cross-regulation.

Those observations prompted us to determine the roles of C/EBPβ and JUNB as mediators of the transcriptional program induced by IFN-γ and of its cross-talk with IL-4. We used ChIP-Seq to analyze the genomic distribution of C/EBPβ and JUNB in BMDMs stimulated
for 4 h with IFN-γ in the presence or absence of IL-4 and found that the binding of both transcription factors to DNA was significantly lower in co-stimulated BMDMs than in those stimulated with IFN-γ alone (Fig. 5a,b). We next analyzed the IFN-γ-induced histone acetylation and gene expression of BMDMs depleted of Junb or Cebpb through lentivirus-mediated delivery of interfering short hairpin RNA (shRNA) (Supplementary Fig. 7). We sorted the IFN-γ-inducible JUNB and C/EBPβ ChiP-seq peaks into discrete subgroups—those most inhibited by IL-4 and those least affected by IL-4 (Fig. 5a–d)—then analyzed the effects of depletion of Junb or Cebpb on the abundance of H3K27ac in response to IFN-γ at the two groups of regions. Knockdown of Junb resulted in a significant, albeit moderate reduction in the abundance of H3K27ac at genomic regions at which the binding of JUNB was strongly inhibited by IL-4 but not at those regions at which the binding of JUNB was resistant to IL-4 (Fig. 5c), which indicated that binding of JUNB contributed to the deposition of H3K27ac in response to IFN-γ and that its depletion was a partial phenocopy of the inhibition by co-stimulation with IL-4. In contrast, knockdown of Cebpb had no clear effect on IFN-γ-induced histone acetylation at sites of IL-4-sensitive or IL-4-resistant occupancy by C/EBPβ (Fig. 5d). JUNB peaks and, to a lesser extent, C/EBPβ peaks were more commonly found in the proximity of IL-4-sensitive genes than in the proximity of their IL-4-resistant counterparts (Fig. 5e,f and Supplementary Table 9). Notably, depletion of Junb and Cebpb ‘preferentially’ impaired the activation of IFN-γ-inducible genes that were sensitive to inhibition by IL-4 (Fig. 5e,f and Supplementary Table 10). As an example, Ifnb1 (which encodes a regulator of the NF-kB family of transcription factors) and Cds1 (which encodes the C-type lectin CD69) were dependent on JUNB for their inducibility by IFN-γ, while Acsl1 (which encodes an isozyme of the long-chain fatty-acid-coenzyme A ligase family) and I227 (which encodes the cytokine IL-27) were dependent on CEBPβ and, to a lesser extent, on JUNB (Fig. 5g). Together these data indicated that IFN-γ-inducible genes whose activation required auxiliary transcription factors (such as JUNB and C/EBPβ) in addition to STAT1 and IRFs were vulnerable to the inhibitory effects of IL-4.
Figure 5: Analysis of the roles of JUNB and C/EBPβ in the IFN-γ response and IL-4-mediated antagonism. (a,b) ChIP-seq analysis of JUNB (a) and C/EBPβ (b) in macrophages stimulated for 4 h with IFN-γ in the presence or absence of IL-4. Data are shown as FDR (−log10 values) for IFN-γ-treated cells versus untreated cells (vertical axes) plotted against log2 values of the fold change in transcription factor binding in co-stimulated cells relative to that in cells stimulated with IFN-γ alone (horizontal axes). Regions highly sensitive (red) or relatively resistant (light blue) to inhibition by IL-4 are indicated. All other regions are indicated as black dots. (c,d) Binding of JUNB (c) or C/EBPβ (d) in cells treated with the indicated combinations of IFN-γ and IL-4, shown separately at IL-4-sensitive and IL-4-resistant regions. Histone acetylation (c,d) is shown at the same regions in untreated or IFN-γ-treated cells with JUNB-specific shRNA (+) (b) or C/EBPβ-specific shRNA (+) (d) or control shRNA with scrambled sequence (−). (e,f) JUNB peaks (e) and C/EBPβ peaks (f) in proximity to IFN-γ-inducible genes that were sensitive or resistant (key) to IL-4-mediated inhibition (left). Right: frequency (presented as empiric cumulative distribution functions) of IL-4-sensitive genes and IL-4-resistant genes (key) with various changes in expression (horizontal axes) in cells transduced with JUNB-specific or C/EBPβ-specific shRNA (e) or C/EBPβ-specific shRNA (f) relative to their expression in cells transduced with control shRNA. (g) ChIP-seq snapshots of the binding of JUNB and C/EBPβ to Nkfbiz, C6d9, Acs11 and Il27 in cells stimulated with various combinations of IL-4 and IFN-γ. Bottom panels show RNA-seq data of the same genes in untreated or IFN-γ-resistant cells transfected with JUNB-specific or C/EBPβ-specific shRNA or control shRNA. Results are presented as reads per million. Data are representative of two independent experiments.

Genomic roles of Myc in the IL-4–IFN-γ interaction
We next analyzed over-represented transcription-factor-binding motifs in the sets of IL-4-activated cis-regulatory regions whose histone acetylation was most or least sensitive to IFN-γ-mediated inhibition (Fig. 6a,b). Because of the strong inhibitory effect of IFN-γ on the genomic response induced by IL-4, we were able to analyze only a small set of 317 acetylated regions resistant to cross-inhibition by IFN-γ. The IFN-γ-sensitive group showed considerable enrichment for the STAT6-binding motif relative to the abundance of this motif in the FANTOM5 collection of active enhancers (Fig. 6c and Supplementary Table 1), consistent with the genome-wide attenuation of STAT6 binding in BMDMs co-stimulated with IFN-γ. In a direct comparison, the IFN-γ-sensitive enhancers showed enrichment for consensus DNA-binding sites for the transcription factor MAF...
relative to the abundance of such motifs in the set of IFN-γ-resistant regulatory elements (Fig. 6c); this might have been related to the inhibitory effect of IFN-γ on IL-4-mediated induction of MafB (which encodes the transcription factor MAFB) (Supplementary Table 2). Conversely, the motif for which the IFN-γ-resistant enhancers showed the greatest enrichment (relative to its abundance in the FANTOM5 collection) was the canonical E-box recognized by Myc (Fig. 6c), which is transcriptionally induced by IL-4 (ref. 26). The STAT6-binding site was also over-represented in this subset of genomic regions, but its enrichment was less significant than that of Myc (Supplementary Table 11). Consistent with that, E-boxes were also over-represented in IFN-γ-resistant elements relative to their abundance in IFN-γ-sensitive elements, together with motifs with an abundance of guanine-cytosine, which relates to the high frequency of E-boxes in CpG dinucleotide islands (Fig. 6c and Supplementary Table 12). The expression of Myc mRNA and protein was induced by IL-4 (Fig. 6d,e), probably via direct binding of STAT6 to the Myc promoter (Fig. 6d), and this response was largely preserved in BMDMs co-stimulated with IFN-γ (Fig. 6d,e). These data suggested that Myc, a transcription factor associated mainly with the control of proliferation, might participate in the IL-4 response downstream of STAT6 and that the Myc-dependent genomic regulation of IL-4-activated enhancers might confer robustness to antagonistic signals.

To directly address those possibilities, we analyzed the genomic distribution of Myc in BMDMs left untreated or treated for 2 h or 4 h with IL-4. While Myc bound to a limited number of sites (433 peaks over background) in unstimulated BMDMs, it generated 11,357 peaks at 2 h and 8,747 peaks at 4 h after stimulation (Fig. 7a and Supplementary Table 13). The intensity of Myc’s binding decreased over time (Fig. 7b), along with a slight decrease in the level of protein (Fig. 6e). Myc bound in the vicinity of not only genes encoding products associated with housekeeping functions, such as mRNA metabolism and the cell cycle, but also genes encoding products linked to immune-system-related gene-ontology terms, such as ‘immune response’ and ‘interferon signaling’ (Fig. 7c). Clustering analysis showed that Myc-bound regions could be separated into a small cluster associated with substantial recruitment of STAT6, abundant H3K27ac, the STAT6 motif and the E-box motif (cluster 1; 11.6% of peaks) and two larger groups with limited or negligible binding of STAT6, high acetylation (cluster 2) or low acetylation (cluster 3), and a strong over-representation of the E-box motif (clusters 2 and 3) (Fig. 7d and Supplementary Table 14). Cluster 1 showed selective enrichment for gene-ontology terms associated with immune responses, while clusters 2 and 3 both showed enrichment for canonical Myc-associated gene-ontology terms, such as ‘RNA metabolism’ and ‘cell cycle’ (Fig. 7d and Supplementary Table 15). BMDMs co-stimulated with IL-4 and
IFN-γ showed less genomic occupancy by Myc than that of IL-4-stimulated BMDMs (Fig. 7c), consistent with the partial reduction in the level of its mRNA and protein upon co-stimulation.

To directly address the role of Myc in the IL-4 response, we depleted BMDMs of Myc via lentivirus-mediated delivery of shRNA (Fig. 7f). We then used RNA-seq to analyze the response of BMDMs depleted of Myc to IL-4 at 2 h and 4 h, compared with that of BMDMs treated with control shRNA. We assigned the IL-4-induced genes to four quartiles on the basis of their sensitivity to the inhibitory effects of IFN-γ (determined in the experiments described above); the first quartile included the genes inhibited most by IFN-γ, and the fourth quartile included the genes inhibited least by IFN-γ. Although knockdown of Myc showed broad effects of low magnitude, it had a greater effect in the IL-4-induced genes most resistant to IFN-γ (Fig. 7g). Overall, depletion of Myc reduced the expression of 54 IL-4-inducible genes, which included mainly IFN-γ-resistant genes, such as Ch25h, Cda274, Ccl2, Ccl7, Ccl12, Flt1 and Serpina3f (Supplementary Table 16).

**DISCUSSION**

In this study, we identified key principles that govern the interaction between stimuli that drive macrophage function toward contrasting programs. This framework may provide the basis for a more systematic mechanistic analysis of the interaction among macrophage activators in physiology and disease.

The IL-4- and IFN-γ-driven polarization states entailed distinct and non-overlapping gene-expression changes that reflected the dynamic evolution of the transcriptional regulatory circuits activated by polarizing cytokines. In co-stimulated cells, IFN-γ and IL-4 were still able to induce their specific gene-expression programs and the associated epigenomic changes. However, co-stimulation with IL-4 and IFN-γ extensively, yet only partially, attenuated the responses elicited by each stimulus alone. Overall, the IFN-γ and the IL-4-induced programs were able to co-exist to a large extent, but in conditions of co-stimulation with IL-4 and IFN-γ, macrophages were ‘stretched’ between two opposite functional poles, which resulted in the reciprocal attenuation of both. In a sense, co-delivery of the two polarizing cytokines showed
the remarkable extent and, at the same time, the maxima to which macrophage plasticity can be driven.

Neither the transcriptional effects nor the epigenomic effects of co-stimulation were homogeneous; instead, they were more evident at subsets of genes and cis-regulatory elements. Specifically, the induction of a small number of M1 signature genes or M2 signature genes, such as Nos2 and Arg1, respectively, was almost completely abolished in the presence of the antagonistic cytokine, while the induction of many others, such as typical interferon-stimulated genes encoding antiviral products, was unaffected. Robustness of the IFN-γ-elicited program is essential for preventing an extreme increase in susceptibility to infections when type 2 immunity is concomitantly activated. At the same time, the inhibitory activity of IL-4 on the IFN-γ-activated program and the suppression of some genes encoding products involved in microbial killing, such as Nos2, might explain the negative effect of type 2 immunity on resistance to some infections.

Although the cross-inhibition between IL-4 and IFN-γ probably entails multiple regulatory circuits, we identified some basic mechanistic principles. Simple cis-regulatory elements containing only the minimal motifs responsive to IFN-γ (GAS and IRF sites) were resistant to the antagonistic effects of IL-4. Conversely, susceptibility to inhibition by IL-4 was limited to complex cis-elements containing, in addition to GAS and IRF sites, motifs for auxiliary transcription factors such as JUNB, whose expression was induced by IFN-γ and antagonized by co-stimulation with IL-4. Such different genomic organization of cis-regulatory elements that control IFN-γ-activated genes reflects an optimal solution to two opposing needs that become evident when macrophages are exposed to multiple stimuli: maintaining the robustness of IFN-γ-stimulated responses critical for survival to infections while at the same time enabling the plasticity needed to modulate macrophage properties in response to complex inputs.

The antagonistic regulation of IL-4-induced gene-expression and chromatin changes by IFN-γ followed different rules, as the binding of STAT6 to cognate sites was globally attenuated by IFN-γ. While that finding is consistent with an overall dominance of the IFN-γ-induced program over the IL-4-induced program, the mechanisms underlying this effect are still unclear. Our data also demonstrated involvement of Myc, a hub in the control of cell proliferation, in the IFN-γ-resistant component of the IL-4 response. Myc was induced by IL-4, was bound to a set of genomic regions largely distinct from those occupied by STAT6 and contributed to the activation of a large panel of IL-4-inducible genes. Because IL-4 is required for macrophage proliferation during parasitic infections, it is likely that Myc contributes to this response. However, the requirement for Myc in the IL-4-induced activation of genes encoding many immune-response molecules, such as chemokines of the CCL family, hints at a broader role for Myc in the IL-4 response.

An additional aspect is the possibility that STAT1 and STAT6 might exert a direct mutual control on each other’s activity at a large number of genomic regulatory elements. In response to IFN-γ, STAT1 also bound many regulatory elements associated with IL-4-inducible genes. Analogously, IL-4-activated STAT6 bound a sizeable fraction of the regulatory elements of IFN-γ-activated genes. Overall, a large fraction of STAT1- and STAT6-binding events occurred at overlapping or nearby genomic regions. These data hint at a genomic organization that enables mutual inhibitory interactions between STAT1 and STAT6. Whether different combinations of signals with pro- and anti-inflammatory functions produce similar outcomes will require additional investigation. In this context, IFN-γ-and lipopolysaccharide have been shown to act synergistically to enhance the induction of cytokine production in macrophages through a process dependent on chromatin priming.

The interplay between IFN-γ and IL-4 has important biological implications, since these cytokines frequently coexist in vivo. The cross-talk between these cytokines might be involved in the transition from pro-inflammatory programs to anti-inflammatory programs during resolution of inflammation; it might underlie some of the pathogenic effects observed during co-infections with pathogens that elicit type 1 or type 2 immune responses; and it might explain complex and diverging phenotypes of macrophages associated with different tumors.

METHODS
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper.

Note: Any Supplementary Information and Source Data files are available in the online version of the paper.
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