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Abstract

We study the problem of out-of-distribution (o.o.d.) generalization where spurious correlations of attributes vary across training and test domains. This is known as the problem of correlation shift and has posed concerns on the reliability of machine learning. In this work, we introduce the concepts of direct and indirect effects from causal inference to the domain generalization problem. We argue that models that learn direct effects minimize the worst-case risk across correlation-shifted domains. To eliminate the indirect effects, our algorithm consists of two stages: in the first stage, we learn an indirect-effect representation by minimizing the prediction error of domain labels using the representation and the class labels; in the second stage, we remove the indirect effects learned in the first stage by matching each data with another data of similar indirect-effect representation but of different class labels in the training and validation phase. Our approach is shown to be compatible with existing methods and improve the generalization performance of them on correlation-shifted datasets. Experiments on 5 correlation-shifted datasets and the DomainBed benchmark verify the effectiveness of our approach. Our code is available at https://github.com/Liyuhui-12/DRMforDG.

1. Introduction

Machine learning has achieved huge success in many fields, yet they mostly rely on the independent and identically distributed (i.i.d.) assumption. When it comes to an out-of-distribution (o.o.d.) test domain, machine learning models usually suffer from a sharp performance drop [8][10][51]. The o.o.d. data typically come in the form of correlation shift, where spurious correlations of attributes vary between training and test domains, or diversity shift, where the shifted test distribution keeps the semantic content of the data unchanged while altering the data style [22]. The focus of this work is on the former setting known as correlation shift. That is, given stable causality and spurious correlations between attributes, how to disentangle the stable causality and the spurious correlations from the training data. Figure 1 shows the performance gain of our method on the correlation shift datasets.

Much effort has been devoted to learning representations that are invariant across training environments, where many works have introduced the tools from causality to address the o.o.d. generalization problems. When the data are of high dimension and multiple attributes are entangled, it is...
challenging to identify invariant causality across domains. Many methods have been designed to resolve the issue. Representative methods include incorporating invariance constraints by designing new loss functions \[ \text{[6][1][3][2]} \], learning latent semantic features in causal graphs by VAE \[ \text{[4][4][5]} \], and eliminating selection bias by matching \[ \text{[4][7][8]} \]. However, these methods, despite their theoretical guarantees, fail to show empirical improvement over Empirical Risk Minimization (ERM) as verified by the DomainBed benchmark \[ \text{[2][8][0]} \].

This paper is the first attempt to use the tool of direct and indirect effects from causal inference to analyze the correlation shift problem. We argue that under certain conditions, models that learn direct effects minimize the worst-case risk across domain-shifted domains. To learn the direct effects, we propose a two-stage approach: in the first stage, we use an extractor to infer the indirect-effect representation \(Z\) from the data \(X\) such that \(Z\) can predict the domain label \(E\) through a discriminator head (see the blue box in Figure 2). In the second stage, we construct a balanced batch by augmenting the original training batch and validation set with data of the same indirect-effect representation \(Z\) but of a different class label \(Y\). We demonstrate that our validation balancing approach can overcome the inconsistency of the validation distribution with the test distribution, which was shown to be an important reason for the performance degradation of many existing approaches under the DomainBed protocol. We test our approach on the DomainBed benchmark. On the correlation shift dataset Colored MNIST, our model obtains an average accuracy of 71.2% over three domain generalization problems. While the information-theoretic best accuracy on the Colored MNIST dataset is 75%, our method achieves an accuracy as high as 69.7% in the most difficult \(\sim 90%\) environment. Moreover, we provide evidence that the foundation models can alleviate the diversity shift problem but cannot solve the correlation shift problem well, demonstrating that our approach closes the gap between foundation models and domain generalization to some extent. Our method can be combined with existing domain generalization methods to significantly improve their performance on correlation shift datasets. Our main contributions are as follows:

- We present a framework to analyze the correlation shift problem based on direct/indirect causal effects.
- We propose a new approach to improve o.o.d. generalization. We recover the indirect-effect representation and eliminate the indirect effect during training and validation. We also show that our model selection method can largely overcome the model selection problem caused by the inconsistency between the validation and the test distribution. Our approach can be easily compatible with other algorithms and substantially improve their performances.
- Our method outperforms baselines by a large margin on the correlation-shifted datasets. For example, our approach achieves up to 15% absolute improvement on the Colored MNIST dataset and up to 11% absolute improvement on the CelebA datasets over the state-of-the-art in terms of average accuracy over three domains.

2. Preliminaries

Notations. In this paper, we will use capital letters such as \(X, Y, Z\) to represent random variables, lower-case letters such as \(x, y, z\) to represent realization of random variables, and letters with hat such as \(\hat{Z}\) to represent inferred variables by the model. We use the calligraphic capital letter \(\mathcal{E}\) to represent the set of environments and by lower-case letter \(e\) the domain label. \(X \perp Y\) means that random variables \(X\) and \(Y\) are independent. We use \(\mathcal{D}\) and \(\mathcal{P}\) to denote the distribution and the corresponding probability density function (PDF) in environment \(e\), respectively. We add the superscript \(e\) to a variable such as \(x^e\) to indicate
that the variable is sampled from the distribution of the environment \( e \), and \((x_e^i, y_e^i, e)\) refers to an instance sampled from \( \mathcal{D}^e \). We denote by \( \mathcal{H} \) the hypothesis class of models and by \( h : \mathcal{X} \to \mathcal{Y} \) the predictor. \( R_e^e(h) \) refers to the risk of predictor \( h \) in the environment \( e \). Environment and domain are of the same concept, and we use them interchangeably throughout the paper.

### 2.1. Correlation shift

We consider the correlation shift problem in this paper. In a supervised learning setting, the goal is to learn the labeling function \( f : \mathcal{X} \to \mathcal{Y} \), which is consistent in all environments. However, there often exists a variable set \( Z \) such that there are spurious correlations between \( Z \in \mathcal{Z} \) and the label \( Y \). When the spurious correlation changes with the environment, the model that utilizes the spurious correlation may face a performance breakdown in the new test environment. Spurious correlations may originate from the data generation process or selection bias, which is very common in reality.

Consider a binary classification problem of cows and camels (see Figure 3). We assume that the animal category and background are the two attributes that contribute to the generation of an image. Our goal is to predict the animal category from image generation. Spurious correlation shifts and the DAG are general in nature and consistent with other recent works like [85].

**Definition 1 (Correlation shift)** Assume that we have a training environment \( e_S \in \mathcal{E}_{\text{train}} \) and a test environment \( e_T \in \mathcal{E}_{\text{test}} \), whose probability density functions are \( \mathbb{P}^{e_S} \) and \( \mathbb{P}^{e_T} \), respectively. Assume that \( \mathbb{P}^{e_S}(y) = \mathbb{P}^{e_T}(y) \) for every \( y \in \mathcal{Y} \), and that \( e_S \) and \( e_T \) share the same labeling function. Then there exists correlation shift between \( e_S \) and \( e_T \) if there exists a set \( Z \) such that

\[
\sum_{y \in \mathcal{Y}} \int_Z |\mathbb{P}^{e_S}(z|y) - \mathbb{P}^{e_T}(z|y)|dz \neq 0,
\]

where \( \mathbb{P}^{e_S}(z) \times \mathbb{P}^{e_T}(z) \neq 0 \).

By definition, we consider a direct acyclic graph (DAG) describing the data generation process (see Figure 3), where the pathways from \( Y \) to \( X \) are composed of two parts: \( Y \to X \) and \( Y \to Z \to X \). In causal inference, the former is referred to as the direct effect of \( Y \) on \( X \), while the latter is referred to as the indirect effect. \( Z \) is a child of the environment \( E \), which leads to the indirect effects varying with the environment. In a supervised learning setting, models are trained to learn the reversed process of the data generation process, i.e., \( X \to Y \) or \( X \to Z \to Y \). To obtain models that can generalize across different domains under correlation shift, we need to cut off the indirect effect pathway (\( Y \to Z \to X \)) and force the model to learn the reversed mapping of the robust direct effects (\( Y \to X \)).

It is worth noting that in fact there is often only a correlation between the label \( Y \) and the mediator \( Z \). For example, the presence of a cow does not lead to the presence of grass. For the model, however, it is reasonable to interpret this correlation as an indirect causal effect in the absence of human knowledge. Under this interpretation, all confounders between \( Y \) and \( X \) can be included by \( Z \), thus there are no unblocked backdoor pathways [57] between \( Y \) and \( X \). Our description of the data generation process under correlation shifts and the DAG are general in nature and consistent with other recent works like [85].

### 2.2. Problem Setting

We consider a standard domain generalization setting, where the data come from different environments \( e \in \mathcal{E}_{\text{all}} \). Assume that we have the training data collected from a finite subset of training environments \( \mathcal{E}_{\text{train}} \subseteq \mathcal{E}_{\text{all}} \). For every environment \( e \in \mathcal{E}_{\text{train}} \), the training dataset \( \{(x_{e,i}^T, y_{e,i}^T, e)\}_{i=1}^{N_e} \) is sampled from the distribution \( \mathbb{D}^e \). The PDF of the distribution is \( \mathbb{P}^e(X^e, Y^e) = \mathbb{P}(X,Y | E = e) \), where \( X \) is the instance (e.g., an image), \( Y \) is the class label, \( E \) is the domain label, and \( N_e \) is the number of training data in environment \( e \). The goal of domain generalization is to train a model with data from training environments \( \mathcal{E}_{\text{train}} \) that generalizes well to all environments \( e \in \mathcal{E}_{\text{all}} \). Our goal is to find a predictor \( h^* : \mathcal{X} \to \mathcal{Y} \) in the hypothesis class \( \mathcal{H} \) such that the worst-case risk is minimized:

\[
h^* = \arg\min_{h \in \mathcal{H}} \max_{e \in \mathcal{E}_{\text{all}}} R_e^e(h),
\]
where $R^e(h)$ is the risk of predictor $h$ in environment $e$.
We argue that the model learning the stable direct effects is robust when the environment changes, which satisfies equation[1]. To enable the model to learn the direct effects in the data, it is desirable to cut off the pathway between $Z$ and $Y$ so that they are independent. To this end, we designed a novel framework with improved training process and model selection.

### 3. Method

#### 3.1. Recovering Indirect Effects

Since the variable $Z$ on the indirect-effect pathway is often not observable, we design an extractor to recover the representation $Z$ of the indirect effect from $X$ by learning a discriminator head in the first stage. From Figure [3], we observe that the indirect-effect representation $Z$ and the class label $Y$ form a Markov blanket for the domain label $E$, which means that $E$ is independent of other variables given $Y$ and $Z$. Hence the discriminator head needs $Z$ and $Y$ to predict $E$. If we take the output of the extractor and $Y$ as the input of the discriminator head, the discriminator head will force the extractor to recover $Z$ from $X$. Specifically, assume that the dataset is sampled from $N_s$ training domains. We set up an extractor $G(\cdot; \Theta_G) : \mathcal{X} \rightarrow \mathcal{Z}$ and a discriminator head $D(\cdot, \cdot; \Theta_D) : \mathcal{Z} \times \mathcal{Y} \rightarrow [0, 1]^{N_s}$ that outputs the probability that a sample belongs to each training domain, and update the parameters of both models by minimizing the prediction error of domain label $e$:

$$\Theta_G^*, \Theta_D^* := \arg\min_{\Theta_G, \Theta_D} \mathbb{E}_{x, y, e} \mathbb{C} \left( D(G(x; \Theta_G), y; \Theta_D), e \right),$$

where $\mathbb{C}$ is the Cross Entropy loss, $\Theta_G$ and $\Theta_D$ stand for the parameters of the extractor $G$ and the discriminator head $D$, respectively, and $(x, y, e)$ is a training sample. We use the learned extractor to obtain the representation $\hat{z}_i = G(x_i^e; \Theta_G^*)$ for every instance $(x_i^e, y_i^e, e)$.

Many methods learned domain discriminators by a minimax problem [4][24][37]. These methods extracted features that could maximize the domain discriminator error. In our approach, on the other hand, the representation vector $Z$ is obtained by minimizing the domain discrimination error. This makes our model easier to optimize and more stable than a minimax game.

#### 3.2. Eliminating Indirect Effects in Training (TB)

In the model training stage, we remove the indirect effects from the data by creating balanced batches based on the representation $\hat{Z}$, which is referred to as TB in the following. We start by defining the balanced batch.

**Definition 2 (Balanced Batch)** For any sample in a balanced batch, denoted by $(x_i^e, y_i^e, e, \hat{z}_i)$, there exists a corresponding sample $(x_j^e, y_j^e, e, \hat{z}_j)$ with probability $P$, such that $\hat{z}_i = \hat{z}_j$, $y_i^e \neq y_j^e$, and $P_{\text{Batch}}(Y) = P_{\text{D}}(Y)$, where $P_{\text{Batch}}(Y)$ and $P_{\text{D}}(Y)$ are marginal probability density functions of $Y$ in the batch and the training set, respectively.

Ideally, for each sample $x_i$, we can find a corresponding sample $x_j$ with the same indirect-effect representation $\hat{z}_i = \hat{z}_j$. However, we cannot always find exactly equal $\hat{z}$ as in the ideal case. To resolve this problem, for each sample $(x_i^e, y_i^e, e, \hat{z}_i)$, we search for another sample $(x_j^e, y_j^e, e, \hat{z}_j)$ such that $\hat{z}_j$ is the nearest neighbor of $\hat{z}_i$. To ensure that the marginal distribution of label $Y$ does not change, we include the matched sample into the batch with a probability that depends on the proportion of each class of samples in the training set.

Taking the cow and camel classification problem in Figure 3 as an example, we search for a camel image with the same background for each cow image in the batch, e.g., a camel standing on grass for a cow standing on grass, as well as a cow image with the same background for each camel image. Thus our training batches consist of pairs of images. We train the model on balanced batches constructed as described above.

#### 3.3. Model Selection (VB)

According to DomainBed [26], whether to follow the protocol of random hyperparameter search can drastically affect the performance of a method, especially for correlation-shifted datasets. DomainBed recommended that researchers should disclaim any oracle-selection results as such and specify policies to limit access to the test domain. Unlike the i.i.d. task, the distributions of the training and testing domains are significantly different in a domain generalization problem, and there is a large performance gap between selecting a model on the test domain distribution and the training domain distribution. For example, as shown in Figure [4], while using the method of training-domain validation, the validation and test accuracy rates are often inconsistent. Checkpoints with high accuracy on the validation set do not perform well on the test set. DomainBed searches for hyperparameters randomly to ensure no access to the test domain, thus the results of many existing methods reported by DomainBed may be lower. We believe that one of the very significant reasons for this decline in performance is that the spurious correlation in the validation set misleads the model selection. Models that utilize spurious correlation are able to perform well on validation sets where spurious correlation exists, while they cannot generalize to unseen test domains with reversed correlation.

Considering this inconsistency, our DRM framework also includes a novel approach to model selection based on
Algorithm 1 Direct-Effect Risk Minimization (DRM)

Input: Training set $D$; validation set $V$; initial predictor $f_{\theta_{e}}$; training steps $T$; checkpoint frequency $C$; learning rate $\epsilon$;

Output: Predictor $f_{\theta_{e}}$;

1: Update $\Theta_{G}, \Theta_{D}$ by the equation (2) and get $\Theta_{G}^{*}, \Theta_{D}^{*}$;
2: $V_{b} \leftarrow \emptyset$;
3: for $(x^{e}, y^{e})$ in $V$ do
4: \[ \hat{z}^{e} \leftarrow G(x^{e}; \Theta_{G}^{*}); \]
5: Search $V$ for $(x_{b}^{e}, y_{b}^{e})$ with the closest $\hat{z}_{b}^{e}$ to $\hat{z}^{e}$, and $y^{e} \neq y_{b}^{e}$;
6: Add $(x^{e}, y^{e})$, $(x_{b}^{e}, y_{b}^{e})$ to $V_{b}$;
7: end for
8: $t \leftarrow 0$;
9: while $t \leq T$ do
10: Sample a batch $B = \{(x_{i}^{e}, y_{i}^{e})\}_{i=1}^{\text{batchsize}}$ from $D$;
11: for $(x^{e}, y^{e})$ in batch do
12: \[ \hat{z}^{e} \leftarrow G(x^{e}; \Theta_{G}^{*}); \]
13: Search $D$ for $(x_{b}^{e}, y_{b}^{e})$ with the closest $\hat{z}_{b}^{e}$ to $\hat{z}^{e}$, and $y^{e} \neq y_{b}^{e}$;
14: Add $(x_{b}^{e}, y_{b}^{e})$ to $B$;
15: end for
16: Run ERM or other algorithms on $B$ and update $f_{\theta_{e}}$;
17: if $C|t$ then
18: Evaluate model on balanced validation set $V_{b}$;
19: end if
20: $t \leftarrow t + 1$;
21: end while

Figure 4. The inconsistency of validation set accuracy and test set accuracy during the training process. (a) is for IRM, (b) is for VREx, and (c) is for CORAL.

the above-mentioned balancing approach, which is referred to as VB in the following sections. Specifically, we create balanced validation sets in the same way as in Section 3.1 and Section 3.2 on which we evaluate the models. The validation data are all divided from the training domains, which is consistent with the training-domain validation protocol in DomainBed and ensures that the model has no access to the test set.

For the main results of our paper (Table 1), we run ERM on balanced batches and evaluate the models on balanced validation sets (ERM+VB+TB). However, it is worth mentioning that our VB and TB methods can also be combined with many existing methods and substantially improve their performances. We show these results in Table 2. All of our experiments followed the DomainBed protocol, and to be fair, we only compared DRM with methods that follow the same protocol and have no access to test domains.

The pseudo-code description of the whole DRM framework is shown in Algorithm 1.

4. Experiments

We compare DRM with 14 baseline methods, including: ERM [79], IRM [8], GroupDRO [70], Mixup [86, 88, 89, 90], MLDG [35], CORAL [76], MMD [38], DANN [24], CDANN [40], MTL [13], SagNet [52], ARM [98], VREx [33] and RSC [29], which appeared in the DomainBed benchmark [25]. We evaluate the performance of our approach on datasets classified as correlation-shifted datasets by [87, 92], in which there are spurious correlations between the class label and the features such as the color or the background of the images. Learning the test environment is difficult since there might be a spurious-correlation flip between the training and test environments. We show that the performance of i.i.d. algorithms such as ERM will significantly drop in this case, while our approach achieves improved performance in these difficult environments. We strictly follow the protocol of DomainBed by conducting random searches for all hyperparameters in all stages. For comparison, we use the codes provided by DomainBed to run the above-mentioned 14 methods. We defer the details of the experiment setting and results to Appendix B.

4.1. Datasets

We evaluate our approach on MNIST dataset, 3DShapes dataset, DSprites dataset, and CelebA dataset, which are common correlation shift datasets used to evaluate domain generalization methods [70, 87, 92].

Colored MNIST [8, 34] creates a spurious correlation between colors and digits by artificially coloring the digits red or green. The correlations between colors and labels in three environments are +90%, +80%, and −90%, respectively. For example, in the “+90%” environment, 90% images with label 1 are dyed red, while 90% images with label 0 are dyed green. In addition, the dataset randomly flips 25% of the class labels, which results in 75% correlation between shapes and digital labels, lower than that between colors and labels. Thus, an i.i.d. learning approach like ERM prefers to learn correlations between colors and labels. To test the validity of our method in a broader and more realistic context, we also introduced four correlation shift datasets, which are 3DShapes [15], DSprites [43], CelebA-HB, and CelebA-NS [44]. The stable and spurious features for these datasets are “floor hue” and “orientation”, “Position X” and “Position Y”, “No Beard” and “Wearing
Hat”, “Smiling” and “Wearing Necktie”, respectively. We defer the specific details about the dataset to Appendix B.2.

While focusing on the correlation shift problem, we also conduct experiments on the diversity-shifted dataset contained in DomainBed such as PACS and VLCS to show that DRM will not hurt the model performance on such datasets. We defer the results to the appendix. Diversity shift is considered as a different domain generalization problem with correlation shift in our paper, which is consistent with [92]. An example of diversity shift is that the images in the training domain are art paintings and cartoons, while they are photos in the test domain. We show in Section 4.3 that ERM suffers from more severe performance degradation on the correlation-shifted datasets than on the diversity-shifted datasets in the o.o.d. case, and they may require different solutions. It is to the former that our paper proposes an effective solution.

We would also like to emphasize that the type of domain shift is independent of whether a dataset is real-world or not. Both CelebA-NS and CelebA-HB datasets in our paper are real-world datasets with correlation shifts. The correlation shift is more likely to arise from the selection bias in real-world scenarios, as simulated by the CelebA datasets. However, since the datasets used in research are often shuffled, researchers tend to ignore the presence of selection bias (correlation shift), even though this is an important factor.

4.2. Results.

Table 1 shows the performance of our approach under correlation shift. Under the DomainBed protocol, both ERM and the domain generalization algorithms officially reported by DomainBed do not perform well for correlation shift because they all suffer from a sharp performance drop when the test environment has reversed correlation with the training environment. Their accuracy rates are all very close, which is consistent with the results of CMNIST reported in DomainBed [26]. For Colored MNIST, on which the information-theoretic best accuracy is 75% due to the 25% noise, the accuracy of ERM and other domain generalization algorithms are no more than 10.5% in the most difficult “−90%” environment, which is far lower than random guess. In contrast, our DRM approach achieves 69.7% accuracy, almost 60% higher than the other algorithms. At the same time, our approach does not hurt performance on the “+90%” and “+80%” domains. On average, our approach outperforms ERM by 20% and outperforms the best previous approach by 15%. For the other datasets, the results show the same pattern. Our approach is substantially ahead of the other methods by about 50% on the most difficult domain and brings significant performance improvement of more than 15% for the correlation shift problems.

Results interpretation. We attribute the significant performance improvement of DRM to its ability to reduce the spurious correlations in the training and validation set to a large extent, even on more realistic datasets, as shown in Figure 5. We show eight examples of balanced CMNIST image pairs in Figure 6. The label-1 image with a red background is matched with the label-0 image with a red background, and the label-0 image with a green background is matched with the label-1 image with a green background, thus the correlation between the background color and the label is reduced. Models trained with balanced data are less susceptible to misleading correlations and so have better o.o.d. generalization capabilities.

![Figure 5. The spurious correlation before and after balancing.](image)

![Figure 6. Eight examples of balanced CMNIST image pairs.](image)

Ablation study. Our approach is based only on an improvement of the sampling phase, so both training set balancing (TB) and validation set balancing (VB) can be easily combined with other algorithms. In this section, we analyze the contribution of VB and TB in our approach, respectively. Results are shown in Table 2. Both training set balancing and validation set balancing can improve the o.o.d. performance of the original model significantly, showing that both of them are effective and important components of our approach and can be used as a general framework to mitigate the correlation shift problem. VB demonstrates the ability to exploit the potential of existing methods such as IRM, as they can significantly outperform ERM simply by adding VB. When both VB and TB are used, the performances of existing methods achieve further improvements. ERM performs well in this case because VB and TB have largely eliminated spurious correlations.

Accuracy curves analysis. Many mainstream domain generalization methods design new loss functions by incorporating invariant constraints, such as IRM and VREx, which leads to a very unstable training process. In contrast, as shown in Figure 7, the fluctuation of the accuracy curve...
and Avg are the minimum value and the average accuracy for all test environments, respectively.

| Algorithm | CMNIST | DSprites | CelebA-HB | CelebA-NS |
|-----------|--------|----------|-----------|-----------|
| Min       | Avg    | Min      | Avg       | Min       | Avg       | Min       | Avg       |
| ERM       | 10.0 ± 0.1 | 51.5 ± 0.1 | 10.1 ± 0.1 | 53.3 ± 0.1 | 13.8 ± 0.5 | 54.0 ± 0.1 | 16.8 ± 1.2 | 52.0 ± 0.5 | 21.1 ± 0.4 | 52.7 ± 0.5 |
| I RM      | 10.2 ± 0.3 | 52.0 ± 0.1 | 10.0 ± 0.0 | 53.2 ± 0.1 | 14.5 ± 0.3 | 54.0 ± 0.1 | 20.4 ± 2.1 | 52.1 ± 0.7 | 21.5 ± 0.9 | 53.2 ± 0.4 |
| GroupDRO  | 10.0 ± 0.2 | 52.1 ± 0.0 | 10.5 ± 0.4 | 53.4 ± 0.1 | 15.0 ± 0.4 | 54.4 ± 0.2 | 18.3 ± 1.5 | 52.8 ± 0.9 | 21.2 ± 0.2 | 53.3 ± 0.2 |
| Mixup     | 10.1 ± 0.1 | 52.1 ± 0.2 | 10.2 ± 0.1 | 53.4 ± 0.2 | 14.0 ± 0.3 | 53.9 ± 0.0 | 17.9 ± 3.4 | 52.4 ± 1.1 | 22.2 ± 1.5 | 53.7 ± 0.7 |
| MLDG      | 9.8 ± 0.1  | 51.5 ± 0.1 | 10.1 ± 0.1 | 53.5 ± 0.1 | 14.3 ± 0.3 | 54.2 ± 0.1 | 20.0 ± 2.1 | 53.0 ± 0.7 | 22.7 ± 1.7 | 53.7 ± 0.6 |
| CORAL     | 9.9 ± 0.1  | 51.5 ± 0.1 | 10.0 ± 0.0 | 53.3 ± 0.1 | 13.8 ± 0.2 | 53.9 ± 0.0 | 17.7 ± 1.6 | 52.4 ± 0.6 | 22.1 ± 1.1 | 53.4 ± 0.4 |
| MMD       | 9.9 ± 0.3  | 51.5 ± 0.1 | 10.0 ± 0.1 | 53.2 ± 0.1 | 14.4 ± 0.0 | 51.4 ± 2.1 | 17.4 ± 1.8 | 50.7 ± 0.5 | 22.6 ± 0.6 | 53.3 ± 0.1 |
| DANN      | 10.0 ± 0.0 | 51.5 ± 0.3 | 10.0 ± 0.0 | 53.3 ± 0.0 | 14.7 ± 0.3 | 54.1 ± 0.3 | 16.9 ± 1.7 | 51.7 ± 0.3 | 21.8 ± 1.5 | 53.7 ± 0.8 |
| CDANN     | 10.2 ± 0.1 | 51.7 ± 0.1 | 10.0 ± 0.0 | 53.3 ± 0.1 | 14.4 ± 0.2 | 54.0 ± 0.1 | 18.6 ± 2.6 | 52.5 ± 0.6 | 22.5 ± 1.2 | 53.9 ± 0.4 |
| MTL       | 10.5 ± 0.1 | 51.4 ± 0.1 | 10.1 ± 0.0 | 53.4 ± 0.1 | 14.8 ± 0.5 | 54.3 ± 0.1 | 23.5 ± 1.4 | 53.7 ± 0.6 | 27.6 ± 1.2 | 54.9 ± 0.3 |
| SagNet    | 10.3 ± 0.1 | 51.7 ± 0.0 | 10.1 ± 0.1 | 53.4 ± 0.1 | 13.6 ± 0.1 | 54.0 ± 0.0 | 14.9 ± 0.9 | 50.4 ± 0.3 | 22.0 ± 0.6 | 53.1 ± 0.2 |
| ARM       | 10.2 ± 0.0 | 52.0 ± 0.0 | 10.0 ± 0.0 | 55.2 ± 0.3 | 14.5 ± 0.6 | 59.7 ± 0.4 | 22.8 ± 2.3 | 54.1 ± 0.6 | 21.1 ± 1.4 | 53.0 ± 0.5 |
| VREx      | 10.2 ± 0.3 | 52.0 ± 0.1 | 10.8 ± 0.3 | 53.5 ± 0.1 | 13.8 ± 0.3 | 53.9 ± 0.1 | 19.2 ± 1.9 | 52.5 ± 0.7 | 20.3 ± 0.4 | 53.2 ± 0.3 |
| RSC       | 10.0 ± 0.2 | 51.7 ± 0.2 | 10.1 ± 0.0 | 53.2 ± 0.1 | 13.3 ± 0.2 | 53.8 ± 0.1 | 18.9 ± 1.1 | 52.5 ± 0.5 | 23.7 ± 0.8 | 54.3 ± 0.5 |
| DR M (ours) | 69.7 ± 1.5 | 71.2 ± 0.6 | 74.5 ± 0.2 | 74.8 ± 0.1 | 73.3 ± 0.5 | 73.8 ± 0.2 | 61.0 ± 4.9 | 66.1 ± 0.6 | 59.9 ± 2.6 | 65.4 ± 1.2 |

Table 2. Ablation study for CMNIST, DSprites, and CelebA-HB. VB stands for balancing during validation, while TB stands for balancing during training.

Table 1. Experimental results on the correlation-shifted datasets, where the experiments are run by following the DomainBed setting. Min and Avg are the minimum value and the average accuracy for all test environments, respectively.

Table 3. Experimental results on the correlation-shifted datasets, where the experiments are run by following the DomainBed setting. Min and Avg are the minimum value and the average accuracy for all test environments, respectively.
respective. For CelebA-NS, the indirect effect is the pathway between “Wearing Necktie” and “Smiling”.

Analysis of indirect effect representation. Our DRM approach recovers the indirect effect in the first stage. Thus the quality of indirect effect representation $\hat{Z}$ is important. We use t-SNE [78] to reduce the dimension of $\hat{Z}$ extracted in the first stage to 2 and show the results in Figure 8. We can observe that data points with the same spurious feature show a clustering effect, which means that $\hat{Z}$ is an appropriate representation of the spurious feature.

Attention map. In Figure 9 we present the attention maps of the last convolution layer for ERM (the first row) and DRM (the second row). The model trained by ERM focuses on the spurious feature “Wearing Hat” and “Wearing Necktie”, while the model trained by DRM focuses on the stable feature “No Beard” and “Smiling”.

5. Related Works

Domain generalization with causality. A large body of works has introduced tools from causality inference to the domain generalization problem. Causality has been shown to be robust across domains [59], and some works discussed which causal factors can be extracted [71][72] and the connection between causality and generalization [19][56] gave a definition of natural direct effects. Although the concept has been introduced in early works [28][61][97], no work analyzed domain generalization using this framework.

Matching based methods. Matching is a common approach that aims to eliminate selection bias in causal inference by matching comparable instances [67][47] proposed an unsupervised matching algorithm and [85] introduced the propensity score matching method to balance the mini-batch. Our method also uses a mini-batch balancing approach in the second stage. However, we extract the indirect-effect representation in the first stage by learning a domain discriminator and propose a balancing-based model selection method, which are different from above approaches and help our approach to achieve better performance.

6. Conclusion

In this paper, we introduce the concept of direct and indirect effects from causal inference to the domain generalization. We propose a domain generalization method to extract the indirect-effect representation and remove the indirect effects during training. We also propose a new approach to do model selection in the o.o.d. setting. Both our domain generalization approach and model selection approach can be combined with other existing algorithms and improve their
performance significantly. Experimental results show that our approach achieves the state-of-the-art performance.
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A. Other Related Works

**Learning invariant features.** To enable classifiers to generalize across domains, a very intuitive idea is to force the model to learn a representation with cross-domain invariance [49,33], which is usually implemented by adding a regularization term to the loss [39,66,84,99,100]. Representative methods include using maximum mean discrepancy as a divergence measure [50], seeking a data representation such that the predictors using the representation are invariant (IRM) [8], encouraging the training risks in different domains to be similar [33], or using a correlation matrix to construct a new loss function [46]. Some works studied the conditions under which invariance can guarantee domain generalization from a theoretical point of view [91], while other works quantified transferability of feature embeddings learned by domain generalization models [95]. [3] analyzed different finite sample and asymptotic behavior of ERM and IRM, and [2] expanded IRM from a game theory perspective. However, existing works have demonstrated that it is difficult to achieve good generalization performance by relying only on the constraint of cross-domain invariance [14,47], and some other works claimed that many of these approaches still fail to capture the invariance [31,68]. Empirical work has also questioned the effectiveness of these methods [26]. On average, ERM outperforms the other methods [80].

**Data augmentation.** Data augmentation is a kind of valid methods to improve the generalization ability of models. Domain Randomization bridge the simulated environment and the real world by generating rich enough data, which can benefit the o.o.d. generalization [77]. Some works performed domain adversarial training to generate data across environments [74,32]. Generative models and transformation models such as CycleGAN [103] are also used to perform data augmentation [62,93,101].

**Other approaches.** In addition to the above approaches, many works have been done to enhance the performance of o.o.d. generalization in a variety of different ways. A great deal of work has been done to improve generalization performance by analyzing and designing new neural network structures [36,69,94]. Meta-learning is another helpful direction, and many approaches based on it have emerged [9,21,35,41]. In addition, [90] proposed an approach of Adversarial Teacher-Student Representation Learning to derive generalizable representations; [102] proposed an approach based on feature statistics mixing across source domains; [60] joint learned common components and domain-specific components by modifying the last classification layer; [16] combined supervised with self-supervised learning to improve the generalization performance of the model by solving the Jigsaw puzzles.

B. Experimental Details

B.1. Hyperparameter search

We search hyperparameters with the same distribution as DomainBed. On DomainBed benchmark, some distribution of hyperparameters are related to image size. To avoid human intervention, we resize images of CelebA-HB and CelebA-NS to $224 \times 224$, which is the standard size on DomainBed benchmark. To save computing resource and time, we reduce the number of search to eight for all diversity shift datasets and small-image (smaller than $224 \times 224$) correlation shift datasets. DRM will augment the batch, so we reduce the batchsize for big-image datasets to avoid GPU memory overflow. The two stages of DRM use the same model: Resnet-50 [27] for big-image datasets and MNIST-CNN for small-image datasets, which is consistent with DomainBed. And hyperparameters distribution of two stages are the same, which is also consistent with DomainBed. In stage 1, we divide the data from train environments into the training set and the validation set in a ratio of 8:2. We choose the model which perform best on the validation set.

B.2. Datasets

**3DShapes [15].** To demonstrate that our approach can eliminate spurious correlations between attributes, we run our algorithm on the 3DShapes dataset. The 3DShapes is a dataset with six attributes, among which we choose the “floor hue” and “orientation” to form the spurious correlation. Specifically, we divide the orientation of the graph into two categories. Our goal is to predict which category the orientation belongs to. We use the same construction as Colored MNIST to build three environments and add label noise.

**DSprites [48].** We also evaluate our DRM algorithm on the DSprites dataset, which has six attributes. In this paper, “Position X” and “Position Y” are chosen to form spurious correlations in the DSprites. We argue that these two attributes are similar, and thus it is challenging to identify the invariant features across all environments.

**CelebA-HB and CelebA-NS [44].** We introduce the CelebA dataset to test the performance of our approach. CelebA is a large-scale face attribute dataset with 40 attribute annotations, e.g., eyeglasses, wearing hat and bangs. Any two attributes can form a correlation shift dataset, one of which acts as the label to be predicted and the other is used to create spurious correlations. In this paper, for CelebA-HB, “No Beard” is the label and there exists spurious correlation between the attribute “No Beard” and the attribute “Wearing Hat”. For CelebA-NS, “Smiling” is the label and the correlation between “Wearing Necktie” and “Smiling” is unstable. Unlike above mentioned datasets, correlation shift on CelebA comes from non-random sampling, which is called selection bias in causal inference.
B.3. Full results

We conducted experiments on different test domains. Below are the experimental results for each domain on different datasets. We use accuracy as metrics.

For the diversity shift datasets, the support sets of data on different environments have no overlap, and the test distribution keeps the semantic content of the data unchanged while altering the data style. For instance, in the PACS dataset, the training environment and the test environment can be photos and cartoons, respectively. We test our approach on the diversity shift datasets. Following DomainBed, we present results on RotatedMNIST [25], VLCS [22], PACS [36], Office-Home [81], Terra Incognita [10] and DomainNet [58]. In addition to the 14 methods we mentioned above, we also report the results of other recent methods, including: Fish [75], Fishr [65], AND-mask [55], SAND-mask [73], SelfReg [52], CauseRL [18], mDSDI [14], SWAD [17], and T3A [30]. We report the experimental results in Table 5. It shows that DRM does not hurt model performance for diversity shift. We observe that performance of ERM and other domain generalization algorithms are similar. The performance of our DRM approach is comparable with others on the diversity shift datasets, and improves by $\sim 2\%$ on average concerning the DomainBed benchmark.

### Table 4. The result for CMNIST

| Algorithm   | +90% | +80% | -90% | Avg  |
|-------------|------|------|------|------|
| ERM         | 71.7 | 72.9 | 10.0 | 51.5 |
| IRM         | 72.5 | 73.3 | 10.2 | 52.0 |
| GroupDRO    | 73.1 | 73.2 | 10.0 | 52.1 |
| Mixup       | 72.7 | 73.4 | 10.1 | 52.1 |
| MLDG        | 71.5 | 73.1 | 9.8  | 51.5 |
| CORAL       | 71.6 | 73.1 | 9.9  | 51.5 |
| MMD         | 71.4 | 73.1 | 9.9  | 51.5 |
| DANN        | 71.4 | 73.1 | 10.0 | 51.5 |
| CDANN       | 72.0 | 73.0 | 10.2 | 51.7 |
| MTL         | 70.9 | 72.8 | 10.5 | 51.4 |
| SagNet      | 71.8 | 73.0 | 10.3 | 51.7 |
| ARM         | 82.0 | 76.5 | 10.2 | 56.2 |
| VREx        | 72.4 | 72.9 | 10.2 | 51.8 |
| RSC         | 71.9 | 73.1 | 10.0 | 52.1 |
| DRM (ours)  | 71.4 | 72.4 | 69.7 | 71.2 |

### Table 5. The results for 3DShapes

| Algorithm   | +90% | +80% | -90% | Avg  |
|-------------|------|------|------|------|
| ERM         | 73.4 | 75.5 | 10.1 | 53.3 |
| IRM         | 74.2 | 75.4 | 10.0 | 53.2 |
| GroupDRO    | 74.6 | 75.1 | 10.5 | 53.4 |
| Mixup       | 74.6 | 75.4 | 10.2 | 53.4 |
| MLDG        | 75.0 | 75.4 | 10.1 | 53.1 |
| CORAL       | 74.6 | 75.2 | 10.0 | 53.3 |
| MMD         | 74.6 | 75.2 | 10.0 | 53.2 |
| DANN        | 74.6 | 75.2 | 10.0 | 53.3 |
| CDANN       | 74.7 | 75.4 | 10.1 | 53.4 |
| MTL         | 74.7 | 75.4 | 10.0 | 53.4 |
| SagNet      | 74.9 | 75.1 | 10.1 | 53.4 |
| ARM         | 81.8 | 73.9 | 10.0 | 55.2 |
| VREx        | 74.6 | 75.2 | 10.8 | 53.5 |
| RSC         | 74.4 | 75.1 | 10.1 | 53.2 |
| DRM (ours)  | 74.5 | 75.1 | 74.8 | 74.8 |

### Table 6. The results for DSprites

| Algorithm   | +90% | +80% | -90% | Avg  |
|-------------|------|------|------|------|
| ERM         | 73.5 | 74.8 | 13.8 | 54.0 |
| IRM         | 73.5 | 74.2 | 14.5 | 54.0 |
| GroupDRO    | 73.8 | 74.4 | 15.0 | 54.4 |
| Mixup       | 73.4 | 74.3 | 14.0 | 53.9 |
| MLDG        | 73.9 | 74.4 | 14.3 | 53.4 |
| CORAL       | 73.4 | 74.5 | 13.8 | 53.9 |
| MTL         | 65.8 | 74.2 | 14.0 | 53.4 |
| SagNet      | 73.7 | 73.9 | 14.7 | 53.1 |
| ARM         | 86.9 | 77.6 | 14.5 | 59.7 |
| VREx        | 73.4 | 74.6 | 13.8 | 53.9 |
| RSC         | 73.7 | 74.5 | 13.3 | 53.8 |
| DRM (ours)  | 73.7 | 74.4 | 73.3 | 73.8 |

### Table 7. The results for CelebA-HB

| Algorithm   | +90% | +80% | -90% | Avg  |
|-------------|------|------|------|------|
| ERM         | 67.3 | 71.8 | 16.8 | 52.0 |
| IRM         | 65.9 | 70.0 | 20.4 | 52.1 |
| GroupDRO    | 68.3 | 71.9 | 18.3 | 52.8 |
| Mixup       | 68.4 | 70.8 | 17.9 | 52.4 |
| MLDG        | 68.3 | 70.6 | 20.0 | 53.0 |
| CORAL       | 68.3 | 71.2 | 17.7 | 52.4 |
| MMD         | 64.5 | 70.1 | 17.4 | 50.7 |
| DANN        | 67.0 | 71.2 | 16.9 | 51.7 |
| CDANN       | 66.8 | 72.1 | 18.6 | 52.5 |
| MTL         | 65.9 | 71.6 | 23.5 | 53.7 |
| SagNet      | 64.6 | 71.6 | 14.9 | 50.4 |
| ARM         | 66.7 | 72.8 | 22.8 | 54.1 |
| VREx        | 66.9 | 71.4 | 19.2 | 52.5 |
| RSC         | 67.4 | 71.1 | 18.9 | 52.5 |
| DRM (ours)  | 68.1 | 69.3 | 61.0 | 66.1 |
Table 8. The results for CelebA-NS

| Algorithm | +90% ± | +80% ± | -90% ± | Avg  |
|-----------|--------|--------|--------|------|
| ERM       | 67.8 ± 1.0 | 69.1 ± 0.6 | 21.1 ± 0.4 | 52.7 |
| IRM       | 68.2 ± 0.3 | 69.8 ± 0.1 | 21.5 ± 0.9 | 53.2 |
| GroupDRO  | 68.0 ± 0.4 | 70.6 ± 0.3 | 21.2 ± 0.2 | 53.3 |
| Mixup     | 67.7 ± 0.6 | 70.2 ± 0.7 | 22.2 ± 1.5 | 53.7 |
| MLDG      | 67.7 ± 0.3 | 70.8 ± 0.1 | 22.7 ± 1.7 | 53.7 |
| CORAL     | 68.2 ± 0.5 | 70.8 ± 0.1 | 22.7 ± 1.7 | 53.4 |
| MMD       | 67.6 ± 0.4 | 69.4 ± 0.4 | 22.5 ± 0.6 | 53.3 |
| DANN      | 69.3 ± 0.6 | 70.9 ± 0.6 | 21.8 ± 1.5 | 53.7 |
| CDANN     | 68.0 ± 0.5 | 71.1 ± 0.4 | 22.5 ± 1.2 | 53.9 |

Table 9. Experimental results on the DomainBed benchmark. We use accuracy as metrics.

| DomainBed | Algorithm | CMNIST | RMNIST | VLCS | PACS | OfficeHome | TerraInc | DomainNet |
|-----------|----------|--------|--------|------|------|------------|----------|-----------|
| ERM       | 51.5 ± 0.1 | 98.0 ± 0.0 | 77.5 ± 0.4 | 85.5 ± 0.2 | 66.5 ± 0.3 | 46.1 ± 1.8 | 40.9 ± 0.1 | 66.6 |
| IRM       | 52.0 ± 0.1 | 97.7 ± 0.1 | 78.5 ± 0.5 | 83.5 ± 0.8 | 64.3 ± 2.2 | 47.6 ± 0.8 | 33.9 ± 2.8 | 65.4 |
| GroupDRO  | 52.1 ± 0.0 | 98.0 ± 0.0 | 76.7 ± 0.6 | 84.4 ± 0.8 | 66.0 ± 0.7 | 43.2 ± 1.1 | 33.3 ± 0.2 | 64.8 |
| Mixup     | 52.1 ± 0.2 | 98.0 ± 0.1 | 77.4 ± 0.6 | 84.6 ± 0.6 | 68.1 ± 0.3 | 47.9 ± 0.8 | 39.2 ± 0.1 | 66.7 |
| MLDG      | 51.5 ± 0.1 | 97.9 ± 0.0 | 77.2 ± 0.4 | 84.9 ± 1.0 | 66.8 ± 0.6 | 47.7 ± 0.9 | 41.2 ± 0.1 | 66.7 |
| CORAL     | 51.5 ± 0.1 | 98.0 ± 0.1 | 78.8 ± 0.6 | 86.2 ± 0.3 | 68.7 ± 0.3 | 47.6 ± 1.0 | 41.5 ± 0.1 | 67.5 |
| MMD       | 51.5 ± 0.2 | 97.9 ± 0.0 | 77.5 ± 0.9 | 84.6 ± 0.5 | 66.3 ± 0.1 | 42.2 ± 1.6 | 23.4 ± 9.5 | 63.3 |
| DANN      | 51.5 ± 0.3 | 97.8 ± 0.1 | 78.6 ± 0.4 | 83.6 ± 0.4 | 65.9 ± 0.6 | 46.7 ± 0.5 | 38.3 ± 0.1 | 66.1 |
| CDANN     | 51.7 ± 0.1 | 97.9 ± 0.1 | 77.5 ± 0.1 | 82.6 ± 0.9 | 65.8 ± 1.3 | 45.8 ± 1.6 | 38.3 ± 0.3 | 65.6 |
| MTL       | 51.4 ± 0.1 | 97.9 ± 0.0 | 77.2 ± 0.4 | 84.6 ± 0.5 | 66.4 ± 0.5 | 45.6 ± 1.2 | 40.6 ± 0.1 | 66.2 |
| SagNet    | 51.7 ± 0.0 | 98.0 ± 0.0 | 77.8 ± 0.5 | 86.3 ± 0.2 | 68.1 ± 0.1 | 48.6 ± 1.0 | 40.3 ± 0.1 | 67.2 |
| ARM       | 56.2 ± 0.2 | 98.2 ± 0.1 | 77.6 ± 0.3 | 85.1 ± 0.4 | 64.8 ± 0.3 | 45.5 ± 0.3 | 35.5 ± 0.2 | 66.1 |
| VREx      | 51.8 ± 0.1 | 97.9 ± 0.1 | 78.3 ± 0.2 | 84.9 ± 0.6 | 66.4 ± 0.6 | 46.4 ± 0.6 | 33.6 ± 2.9 | 65.6 |
| RSC       | 51.7 ± 0.2 | 97.6 ± 0.1 | 77.1 ± 0.5 | 85.2 ± 0.9 | 65.5 ± 0.9 | 46.6 ± 1.0 | 38.9 ± 0.5 | 66.1 |

Official report

| DomainBed | Algorithm | CMNIST | RMNIST | VLCS | PACS | OfficeHome | TerraInc | DomainNet |
|-----------|----------|--------|--------|------|------|------------|----------|-----------|
| Fish      | 51.6 ± 0.1 | 98.0 ± 0.0 | 77.8 ± 0.3 | 85.5 ± 0.3 | 68.6 ± 0.4 | 45.1 ± 1.3 | 42.7 ± 0.2 | 67.1 |
| Fishr     | 52.0 ± 0.2 | 97.8 ± 0.0 | 77.8 ± 0.1 | 85.5 ± 0.4 | 67.8 ± 0.1 | 47.4 ± 1.6 | 41.7 ± 0.0 | 67.1 |
| ANDmask   | 51.3 ± 0.2 | 97.6 ± 0.1 | 78.1 ± 0.9 | 84.4 ± 0.9 | 65.6 ± 0.4 | 44.6 ± 0.3 | 37.2 ± 0.6 | 65.5 |
| SANDmask  | 51.8 ± 0.2 | 97.4 ± 0.1 | 77.4 ± 0.2 | 84.6 ± 0.9 | 65.8 ± 0.4 | 42.9 ± 1.7 | 32.1 ± 0.6 | 64.6 |
| SelfReg   | 52.1 ± 0.2 | 98.0 ± 0.1 | 77.8 ± 0.9 | 85.6 ± 0.4 | 67.9 ± 0.7 | 47.0 ± 0.3 | 42.8 ± 0.0 | 67.3 |
| CausIRL_CORAL | 51.7 ± 0.1 | 97.9 ± 0.1 | 77.5 ± 0.6 | 85.8 ± 0.1 | 68.6 ± 0.3 | 47.3 ± 0.8 | 41.9 ± 0.1 | 67.3 |
| CausIRL_MMD | 51.6 ± 0.1 | 97.9 ± 0.0 | 77.6 ± 0.4 | 84.0 ± 0.8 | 65.7 ± 0.6 | 46.3 ± 0.9 | 40.3 ± 0.2 | 66.2 |

Codes by authors

| DomainBed | Algorithm | CMNIST | RMNIST | VLCS | PACS | OfficeHome | TerraInc | DomainNet |
|-----------|----------|--------|--------|------|------|------------|----------|-----------|
| mDSI      | 52.2 ± 0.2 | 98.0 ± 0.1 | 79.0 ± 0.3 | 86.2 ± 0.2 | 69.2 ± 0.4 | 48.1 ± 1.4 | 42.8 ± 0.1 | 67.9 |
| SWAD      | -        | -      | 79.1 ± 0.1 | 88.1 ± 0.1 | 70.6 ± 0.2 | 50.0 ± 0.3 | 46.5 ± 0.1 | - |
| T3A       | -        | -      | 80.0 ± 0.2 | 85.3 ± 0.6 | 68.3 ± 0.1 | 47.0 ± 0.6 | -          | - |

Reported by authors

| DomainBed | Algorithm | CMNIST | RMNIST | VLCS | PACS | OfficeHome | TerraInc | DomainNet |
|-----------|----------|--------|--------|------|------|------------|----------|-----------|
| DRM (ours) | 71.2 ± 0.6 | 97.6 ± 0.1 | 77.9 ± 0.5 | 84.8 ± 0.5 | 65.7 ± 0.6 | 48.2 ± 0.2 | 41.0 ± 0.2 | 69.5 |
### Table 10. The result for RMNIST

| Algorithm | 0     | 15    | 30    | 45    | 60    | 75    | Avg  |
|-----------|-------|-------|-------|-------|-------|-------|------|
| ERM       | 95.9 ± 0.1 | 98.9 ± 0.0 | 98.8 ± 0.0 | 98.9 ± 0.0 | 98.9 ± 0.0 | 96.4 ± 0.0 | 98.0 |
| IRM       | 95.5 ± 0.1 | 98.8 ± 0.2 | 98.7 ± 0.1 | 98.6 ± 0.1 | 98.7 ± 0.0 | 95.9 ± 0.2 | 97.7 |
| GroupDRO  | 95.6 ± 0.1 | 98.9 ± 0.1 | 98.9 ± 0.1 | 99.0 ± 0.0 | 98.9 ± 0.0 | 96.5 ± 0.2 | 98.0 |
| Mixup     | 95.8 ± 0.3 | 98.9 ± 0.0 | 98.9 ± 0.0 | 98.8 ± 0.1 | 98.8 ± 0.1 | 96.5 ± 0.3 | 98.0 |
| MLDG      | 95.8 ± 0.1 | 98.9 ± 0.1 | 99.0 ± 0.0 | 98.9 ± 0.1 | 99.0 ± 0.0 | 95.8 ± 0.3 | 97.9 |
| CORAL     | 95.8 ± 0.3 | 98.8 ± 0.0 | 98.9 ± 0.0 | 99.0 ± 0.0 | 98.9 ± 0.1 | 96.4 ± 0.2 | 98.0 |
| MMD       | 95.6 ± 0.1 | 98.9 ± 0.1 | 99.0 ± 0.0 | 99.0 ± 0.1 | 98.9 ± 0.0 | 96.0 ± 0.2 | 97.9 |
| DANN      | 95.0 ± 0.5 | 98.9 ± 0.1 | 99.0 ± 0.0 | 90.0 ± 0.1 | 98.9 ± 0.0 | 96.3 ± 0.2 | 97.8 |
| CDANN     | 95.7 ± 0.2 | 98.8 ± 0.0 | 98.9 ± 0.1 | 98.9 ± 0.1 | 99.0 ± 0.1 | 95.8 ± 0.2 | 97.9 |
| SagNet    | 95.9 ± 0.3 | 98.9 ± 0.1 | 99.0 ± 0.1 | 99.0 ± 0.1 | 99.0 ± 0.1 | 96.3 ± 0.1 | 98.0 |
| ARM       | 96.7 ± 0.2 | 99.1 ± 0.0 | 99.0 ± 0.0 | 99.0 ± 0.1 | 99.1 ± 0.1 | 96.5 ± 0.4 | 98.2 |
| VREx      | 95.9 ± 0.2 | 99.0 ± 0.1 | 98.9 ± 0.1 | 98.9 ± 0.1 | 98.7 ± 0.1 | 96.2 ± 0.2 | 97.9 |
| RSC       | 94.8 ± 0.5 | 98.7 ± 0.1 | 98.8 ± 0.1 | 98.8 ± 0.0 | 98.9 ± 0.1 | 95.9 ± 0.2 | 97.6 |

DRM (ours): 94.5 ± 0.6 | 98.6 ± 0.1 | 98.8 ± 0.1 | 99.1 ± 0.0 | 98.9 ± 0.0 | 96.0 ± 0.3 | 97.6 |

### Table 11. The result for VLCS

| Algorithm | C     | L     | S     | V     | Avg  |
|-----------|-------|-------|-------|-------|------|
| ERM       | 97.7 ± 0.4 | 64.3 ± 0.9 | 73.4 ± 0.5 | 74.6 ± 1.3 | 77.5 |
| IRM       | 98.6 ± 0.1 | 64.9 ± 0.9 | 73.4 ± 0.6 | 77.3 ± 0.9 | 78.5 |
| GroupDRO  | 97.3 ± 0.3 | 63.4 ± 0.9 | 69.5 ± 0.8 | 76.7 ± 0.7 | 76.7 |
| Mixup     | 98.3 ± 0.6 | 64.8 ± 1.0 | 72.1 ± 0.5 | 74.3 ± 0.8 | 77.4 |
| MLDG      | 97.4 ± 0.2 | 65.2 ± 0.7 | 71.0 ± 1.4 | 75.3 ± 1.0 | 77.2 |
| CORAL     | 98.3 ± 0.1 | 66.1 ± 1.2 | 73.4 ± 0.3 | 77.5 ± 1.2 | 78.8 |
| MMD       | 97.7 ± 0.1 | 64.0 ± 1.1 | 72.8 ± 0.2 | 75.3 ± 3.3 | 77.5 |
| DANN      | 99.0 ± 0.3 | 65.1 ± 1.4 | 73.1 ± 0.3 | 77.2 ± 0.6 | 78.6 |
| CDANN     | 97.1 ± 0.3 | 65.1 ± 1.2 | 70.7 ± 0.8 | 77.1 ± 1.5 | 77.5 |
| MTL       | 97.8 ± 0.4 | 64.3 ± 0.3 | 71.5 ± 0.7 | 75.3 ± 1.7 | 77.2 |
| SagNet    | 97.9 ± 0.4 | 64.5 ± 0.5 | 71.4 ± 1.3 | 77.5 ± 0.5 | 77.8 |
| ARM       | 98.7 ± 0.2 | 63.6 ± 0.7 | 71.3 ± 1.2 | 76.7 ± 0.6 | 77.6 |
| VREx      | 98.4 ± 0.3 | 64.4 ± 1.4 | 74.1 ± 0.4 | 76.2 ± 1.3 | 78.3 |
| RSC       | 97.9 ± 0.2 | 64.4 ± 1.4 | 74.1 ± 0.4 | 76.2 ± 1.3 | 77.1 |

DRM (ours): 97.9 ± 0.2 | 65.1 ± 0.7 | 71.5 ± 0.9 | 77.1 ± 1.7 | 77.9 |

### Table 12. The result for PACS

| Algorithm | A     | C     | P     | S     | Avg  |
|-----------|-------|-------|-------|-------|------|
| ERM       | 84.7 ± 0.4 | 80.8 ± 0.6 | 97.2 ± 0.3 | 79.3 ± 1.0 | 85.5 |
| IRM       | 84.8 ± 1.3 | 76.4 ± 1.1 | 96.7 ± 0.6 | 76.1 ± 1.0 | 83.5 |
| GroupDRO  | 83.5 ± 0.9 | 79.1 ± 0.6 | 96.7 ± 0.3 | 78.3 ± 2.0 | 84.4 |
| Mixup     | 86.1 ± 0.5 | 78.9 ± 0.8 | 97.6 ± 0.1 | 75.8 ± 1.8 | 84.6 |
| MLDG      | 85.5 ± 1.4 | 80.1 ± 1.7 | 97.4 ± 0.3 | 76.6 ± 1.1 | 84.9 |
| CORAL     | 88.3 ± 0.2 | 80.5 ± 0.5 | 97.5 ± 0.3 | 78.8 ± 1.3 | 86.2 |
| MMD       | 86.1 ± 1.4 | 79.4 ± 0.9 | 96.6 ± 0.2 | 76.5 ± 0.5 | 84.6 |
| DANN      | 86.4 ± 0.8 | 77.4 ± 0.8 | 97.3 ± 0.4 | 73.5 ± 2.3 | 83.6 |
| CDANN     | 84.6 ± 1.8 | 75.5 ± 0.9 | 96.8 ± 0.3 | 73.5 ± 0.6 | 82.6 |
| MTL       | 87.5 ± 0.8 | 77.1 ± 0.5 | 96.4 ± 0.8 | 77.3 ± 1.8 | 84.6 |
| SagNet    | 87.4 ± 1.0 | 80.7 ± 0.6 | 97.1 ± 0.1 | 80.0 ± 0.4 | 86.3 |
| ARM       | 86.8 ± 0.6 | 76.8 ± 0.5 | 97.4 ± 0.3 | 79.3 ± 1.2 | 85.1 |
| VREx      | 86 ± 1.6 | 79.1 ± 0.6 | 96.9 ± 0.5 | 77.7 ± 1.7 | 84.9 |
| RSC       | 85.4 ± 0.8 | 79.7 ± 1.8 | 97.6 ± 0.3 | 78.2 ± 1.2 | 85.2 |

DRM (ours): 85.0 ± 0.9 | 80.0 ± 0.5 | 96.7 ± 0.6 | 77.5 ± 1.2 | 84.8 |
Table 13. The result for OFFICEHOME

| Algorithm  | A    | C    | P    | R    | Avg |
|------------|------|------|------|------|-----|
| ERM        | 61.3 | 52.4 | 75.8 | 76.6 | 66.5|
| ERM        | 58.9 | 52.2 | 72.1 | 74.0 | 65.3|
| GroupDRO   | 60.4 | 52.7 | 75.0 | 76.0 | 66.0|
| Mixup      | 62.4 | 54.8 | 76.9 | 78.3 | 68.1|
| MLDG       | 61.5 | 53.2 | 75.0 | 77.5 | 66.8|
| CORAL      | 65.3 | 54.4 | 76.5 | 78.4 | 68.7|
| MMD        | 60.4 | 53.3 | 74.3 | 77.4 | 66.3|
| DANN       | 59.9 | 53.0 | 73.6 | 76.9 | 65.9|
| CDANN      | 61.5 | 50.4 | 74.4 | 76.6 | 65.8|
| MTL        | 61.5 | 52.4 | 74.9 | 76.8 | 66.4|
| SagNet     | 63.4 | 54.8 | 75.8 | 78.3 | 68.1|
| ARM        | 58.9 | 51.0 | 74.1 | 75.2 | 64.8|
| VREx       | 60.7 | 53.0 | 75.3 | 76.6 | 66.4|
| RSC        | 60.7 | 51.4 | 74.8 | 75.1 | 65.5|
| DRM (ours) | 60.4 | 52.5 | 74.2 | 75.5 | 65.7|

Table 14. The result for TERRAINCOGNITA

| Algorithm  | L100  | L38   | L43   | L46   | Avg |
|------------|-------|-------|-------|-------|-----|
| ERM        | 49.8  | 42.1  | 56.9  | 35.7  | 46.1|
| IRM        | 54.6  | 39.8  | 56.2  | 39.6  | 47.6|
| GroupDRO   | 41.2  | 38.6  | 56.7  | 36.4  | 43.2|
| Mixup      | 59.6  | 42.2  | 55.9  | 33.9  | 47.9|
| MLDG       | 54.2  | 44.3  | 55.6  | 36.9  | 47.7|
| CORAL      | 51.6  | 42.2  | 57.0  | 39.8  | 47.6|
| MMD        | 41.9  | 34.8  | 57.0  | 35.2  | 42.2|
| DANN       | 51.1  | 40.6  | 57.4  | 37.7  | 46.7|
| CDANN      | 47.0  | 41.3  | 54.9  | 39.8  | 45.8|
| MTL        | 49.3  | 39.6  | 55.6  | 37.8  | 45.6|
| SagNet     | 53.0  | 43.0  | 57.9  | 40.4  | 48.6|
| ARM        | 49.3  | 38.3  | 55.8  | 38.7  | 45.5|
| VREx       | 48.2  | 41.7  | 56.8  | 38.7  | 46.4|
| RSC        | 50.2  | 39.2  | 56.3  | 40.8  | 46.6|
| DRM (ours) | 52.8  | 42.7  | 56.3  | 41.1  | 48.2|

Table 15. The result for DOMAINEET

| Algorithm  | clip  | info  | paint | quick | real  | sketch | Avg  |
|------------|-------|-------|-------|-------|-------|--------|------|
| ERM        | 58.1  | 18.8  | 16.7  | 12.2  | 59.6  | 49.8   | 40.9 |
| IRM        | 48.5  | 15.0  | 38.3  | 10.9  | 48.2  | 42.3   | 33.9 |
| GroupDRO   | 47.2  | 17.5  | 33.8  | 9.3   | 51.6  | 40.1   | 33.3 |
| Mixup      | 55.7  | 18.5  | 44.3  | 12.5  | 55.8  | 48.2   | 39.2 |
| MLDG       | 59.1  | 19.1  | 45.8  | 13.4  | 59.6  | 50.2   | 41.2 |
| CORAL      | 59.2  | 19.7  | 46.6  | 13.4  | 59.8  | 50.1   | 41.5 |
| MMD        | 32.1  | 11.0  | 26.8  | 8.7   | 32.7  | 28.9   | 23.4 |
| DANN       | 53.1  | 18.3  | 44.2  | 11.8  | 55.5  | 46.8   | 38.3 |
| CDANN      | 54.6  | 17.3  | 43.7  | 12.1  | 56.2  | 45.9   | 38.3 |
| MTL        | 57.9  | 18.5  | 46.0  | 12.5  | 59.5  | 49.2   | 40.6 |
| SagNet     | 57.7  | 19.0  | 45.3  | 12.7  | 58.1  | 48.8   | 40.3 |
| ARM        | 49.7  | 16.3  | 40.9  | 9.4   | 53.4  | 43.5   | 35.5 |
| VREx       | 47.3  | 16.0  | 35.8  | 10.9  | 49.6  | 42.0   | 33.6 |
| RSC        | 55.0  | 18.3  | 44.4  | 12.2  | 55.7  | 47.8   | 38.9 |
| DRM (ours) | 58.5  | 19.5  | 45.4  | 13.8  | 59.0  | 49.9   | 41.0 |