Quantum remote sensing with asymmetric information gain
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Typically, the aim of quantum metrology is to sense target fields with high precision utilizing quantum properties. Unlike the typical aim, in this paper, we use quantum properties for adding a new functionality to quantum sensors. More concretely, we propose a delegated quantum sensor (a client-server model) with security inbuilt. Suppose that a client wants to measure some target fields with high precision, but he/she does not have any high-precision sensor. This leads the client to delegate the sensing to a remote server who possesses a high-precision sensor. The client gives the server instructions about how to control the sensor. The server lets the sensor interact with the target fields in accordance with the instructions, and then sends the sensing measurement results to the client. In this case, since the server knows the control process and readout results of the sensor, the information of the target fields is available not only for the client but also for the server. We show that, by using an entanglement between the client and the server, an asymmetric information gain is possible so that only the client can obtain the sufficient information of the target fields. In our scheme, the server generates the entanglement between a solid state system (that can interact with the target fields) and a photon, and sends the photon to the client. On the other hand, the client is required to possess linear optics elements only including wave plates, polarizing beam splitters, and single-photon detectors. Our scheme is feasible with the current technology, and our results pave the way for a novel application of quantum metrology.

I. INTRODUCTION

Quantum properties such as superposition and entanglement are considered to be useful resources for several information processing tasks [1–4]. For example, a quantum computer efficiently solves some problems that seem to be hard for classical computers [1–4]. Quantum cryptography such as quantum key distribution enables two remote parties to communicate in an information-theoretic secure way [5–7]. Furthermore, recently, by combining these two concepts, blind quantum computing (BQC) protocols have also been proposed [8–12]. BQC enables a client with computationally weak devices to delegate universal quantum computing to a remote server who has a universal quantum computer while the client’s privacy (input, output, and algorithm) is information-theoretically protected.

Quantum metrology is also one of such practical applications of quantum properties [15–24]. By using the superposition property of a qubit [15], we can improve the sensitivity to measure target fields such as magnetic fields, electric fields, and temperature [16–22]. When the frequency of the qubit can be shifted by the target fields, a superposition state of the qubit will acquire a phase shift on the non-diagonal terms during the interaction with the target fields. Therefore, the readout of the phase provides us with the information of the target fields. Further, the use of entanglement resources enhances the measurable sensitivity, and an entanglement sensor can beat the standard quantum limit that the sensitivity of any classical sensor is bounded by [21–24].

Just as interdisciplinary approaches between quantum computing and quantum cryptography have lead to propose BQC, interdisciplinary approaches between quantum metrology, quantum computing, and quantum cryptography have lead to propose practical quantum sensing protocols [25–37]. For example, while quantum error correction [38] is a concept that has been discussed in the field of quantum computation for the mitigation of errors during the computation, it has been found that the quantum error correction is also useful to improve the sensitivity of quantum sensors [25–30]. A phase estimation algorithm [39] for quantum computation has been used to increase the dynamic range of quantum sensors [31,32]. Combination of a quantum computer and a quantum sensor provides us with a way to implement a projective measurement of energy on target systems [33,34]. Besides them, although a quantum network is an important concept in quantum cryptography [40,41], a network of quantum sensors is also becoming an attractive topic in quantum metrology [35,36]. This is because a quantum sensing network can enhance the estimation precision under certain conditions [37]. Also, there are researches that combine the quantum cryptography and quantum metrology [42–48]. In the setup of these researches, a few nodes exist, and there are noisy channels between them. The aim of these researches is to share the sensing results (mea-
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FIG. 1: A schematic diagram to illustrate client-server based quantum sensing. We consider the cases during and after the delegation of the sensing. (a) During the delegation, the client sends a sample to the server who holds a high-precision quantum sensor. The client gives the server instructions about how to control the quantum sensor for the measurement of the sample, and the server obeys the instructions. The server sends the measurement results to the client, and the server returns the sample to the client. (b) After the delegation, the server can try to estimate the information of the sample from the classical data remaining in the server’s quantum sensor. Interestingly, our protocol described in this paper prevents the server from obtaining the information of the sample from the remaining data while the client can recover the information of the sample, which we call asymmetric information gain.

In this paper, we also take an interdisciplinary approach to add novel functionality to quantum sensors. Our protocol is based on an idea to combine the BQC and quantum metrology. More concretely, we discuss a situation that a client who does not have any quantum sensor tries to have an access of a remote quantum sensor that belongs to a server at a remote site. This situation is given as Fig. 1. First, the client sends a sample to be measured to the server, and then gives the server instructions about how to use the sensor for the measurement of the sample. Second, according to the instructions, the server lets the sensor interact with the target field (the sample). Finally, the server sends the sensing measurement results and returns the sample to the client. We assume here that the server obeys the client’s instructions during the delegation of quantum sensing. This assumption seems to be reasonable as if the sample is a macroscopic object, it is hard to encrypt the sample. In fact, if we allow the server’s deviation from the instructions during the delegation, the server can easily obtain the information about the sample without being noticed by the client. This is a large difference between the situation of our paper and that of BQC, since the input of BQC is typically an input of a mathematical problem. Even under this assumption, since the classical information about the control process and readout results of the sensor remains at the server’s place after the delegation, the information of the target field should be available not only for the client but also for the server as shown in Fig. 1.(b). This is problematic when the client does not want to reveal the information of the sample.

Then, we will consider the following question: even if the classical information about the control process and readout results of the sensor remain in the server’s quantum sensor after the delegation, can we construct a protocol such that the client obtains the sufficient information of the target field while the server cannot do it? We will show that such an asymmetric information gain between the client and server from the quantum sensor is possible by using entanglement and a reasonably realistic experimental setup.

Standard quantum teleportation [49, 51] can be a way to realize the asymmetric information gain, which, however, may have a technical problem in terms of feasibility as we will discuss. A superposition state of a qubit for the sensing can acquire a relative phase due to the target fields, and this state can be teleported to the site of the client by the quantum teleportation if an ideal Bell pair is available between the client’s site and the server’s site. In this case, only the client knows the value of the qubit phase where the information of target fields is encoded. However, in this method, the client needs to keep one half of the Bell pair until the outcome of the Bell measurement is sent from the server. This means that the client should have a quantum memory [52]. Although a long-lived quantum memory is possible in the state of art technology [53], it would be more feasible if the asymmetric information gain can be realized with less demanding conditions. Furthermore, since it is difficult to share the ideal Bell pairs, the client has to certify how well the server prepares the Bell pair. Therefore, in this paper, we will propose a more feasible scheme that can estimate the fidelity between an actual state and the ideal Bell pair, and does not require any quantum memory for the client’s site.

We explain the basic ideas of our scheme. As shown in Fig. 2, the standard quantum metrology consists of three steps such as the state preparation (the preparation of \(|+\rangle \equiv (|0\rangle + |1\rangle)/\sqrt{2}\)), the interaction with target fields, and the readout of the qubit (for details, see Sec. III). In order to propose our remote sensing protocol, we divide the state preparation step into two steps, i.e. the Bell pair generation and the client’s subsequent measurement. First, in the Bell pair generation, the client estimates the fidelity between the actual two-qubit state \(\rho\) prepared by the server and the ideal Bell pair. If \(\rho\) is close to the ideal Bell pair, the client accepts it. Otherwise, the client rejects. Thanks to this step, we can remove the necessity of the ideal Bell pair from our protocol. Note that in general, errors in a channel between the client and the server vary depending on the time. Therefore, we cannot use the quantum state tomography [54, 56] and the process tomography [57, 58] for our purpose. After the client accepts \(\rho\), by measuring one half of \(\rho\), the client prepares a single-qubit state at the server’s side. Finally, the server performs the standard quantum metrology using the single-qubit state instead of \(|+\rangle\), and sends the measurement result to the client. The key idea of our protocol is that the state of the single qubit is known for the client because the client knows the measurement outcome while the server cannot know the state. This difference results in the asymmetric information gain where the client obtain the sufficient information of the sample while the server does not.
obtain it. Although some readers may think that the server can also obtain the sufficient information by performing the standard quantum metrology with initial state $|+\rangle$ in parallel, this deviation is prohibited by our assumption mentioned above.

From an experimental point of view, our protocol would correspond to a situation that, after the server generates a Bell pair between a solid-state qubit and a flying qubit such as a photon, the photon is sent to the client and is measured by the client immediately after the photon arrives at the client’s side. Therefore, the client does not need any quantum memory, and the only requirement for the client is an ability to measure the flying qubits (photons), which can be implemented by just basic linear optics elements such as a wave plate, a polarizing beam splitter, and single-photon detectors.

The rest of this paper is organized as follows: In Secs. II and III as preliminaries, we review the standard quantum metrology and a random sampling test, which is a fidelity estimation protocol for Bell pairs. In Sec. IV by combining the standard quantum metrology and the random sampling test, we propose the quantum remote sensing protocol. In Sec. IV A, we give a procedure of our protocol. In Sec. IV B we derive the upper bound of the uncertainty obtained by the client. In Sec. IV C we derive the lower bound of the uncertainty obtained by the server. In Sec. IV D from these bounds of uncertainties, we show that our protocol achieves the asymmetric information gain. In Sec. V we discuss possible experimental implementations of our protocol. In Sec. VI we conclude our discussion.

II. QUANTUM METROLOGY

Let us review the standard quantum metrology by using a single-qubit state. A Hamiltonian of the qubit is given as

$$\hat{H} = \frac{\hbar \omega}{2} \hat{\sigma}_z,$$

where $\omega$ denotes the angular frequency of the qubit. Suppose that we can linearly shift the resonant frequency by external fields such as $\omega \propto B$, where $B$ denotes the amplitude of the target field. By estimating the resonant frequency, we can determine the amplitude of the target field. For such an estimation, a typical Ramsey-type measurement can be used. The procedure is as follows:

1. Prepare an initial state $|+\rangle$.
2. Let the state $|+\rangle$ evolve by the Hamiltonian in Eq. (1) for a time $t$.
3. Measure the state by a projection operator of $\hat{P} = (\mathbb{1} + \hat{\sigma}_y)/2$.
4. Repeat steps 1-3 within a given total time $T$.

The number of repetitions is described by $M = T/(t_p + t + t_r)$ where $t_p$ ($t_r$) denotes the required time for the preparation (readout) of the state. From these repetitions, we obtain $M$ measurement results $\{m_1, m_2, \ldots, m_M\}$, where $m_j \in \{0, 1\}$ ($1 \leq j \leq M$). By using the average value $S_M = (\sum_{j=1}^{M} m_j)/M$, we can estimate the target parameter $\omega$. The above procedure is shown by a quantum circuit in Fig. 2.

The uncertainty $\delta \omega$ of the resonant frequency can be calculated as follows: we have the probability $P \equiv Tr[\hat{P} e^{-i\omega t} |+\rangle \langle +| e^{i\omega t} \hat{\sigma}_z] = 1 + \sin \omega t)/2 \simeq (1 + \omega t)/2$, where we assume $|\omega t| \ll 1$ because we are interested in detecting a small amplitude of the target field. Throughout of this paper, we assume the same condition. From the average value $S_M$, one can define an estimated value of $\omega$ such as $\omega_M^{(\text{est})} = (2S_M - 1)/t$. We have

$$\delta^2 P = M (\langle S_M - P \rangle^2) \simeq M^2 4/\langle (\omega_M^{(\text{est})} - \omega)^2 \rangle$$

where $\langle \cdot \rangle$ denotes the statistical average and $\delta^2 P = P(1 - P)$ denotes the variance. So we obtain

$$\delta \omega \simeq \frac{1}{t \sqrt{M}}$$

where $\delta \omega \equiv \sqrt{\langle (\omega_M^{(\text{est})} - \omega)^2 \rangle}$ denotes the uncertainty of the estimation.

III. RANDOM SAMPLING TEST FOR BELL PAIRS

In our quantum remote sensing protocol, it is important to share the Bell pair between the client and the server. However, there are usually many possible error sources in a channel between the client and the server, and they decrease the
fidelity with the Bell pair. Since the infidelity with the Bell pair will affect the performance of our protocol to obtain the asymmetric information gain (as we will describe later), it is important to estimate a lower bound of the fidelity between an actual two-qubit state \( \rho \) prepared by the remote server and the ideal Bell pair \( |\Phi^+\rangle \equiv (|00\rangle + i|11\rangle)/\sqrt{2} \). More precisely, in order to derive the uncertainty of the delegated quantum sensing, we have to guarantee that the two-qubit state \( \rho \) satisfies \( \langle \Phi^+ | \rho | \Phi^+ \rangle \geq 1 - \epsilon \) with probability at least \( 1 - \delta \) \( (0 < \epsilon, \delta \leq 1) \). Since errors in the channel may vary depending on the time, we cannot assume any independent and identically distributed (i.i.d.) property. This means that the quantum state tomography \( S_{\text{q}} \) and the process tomography \( S_{\text{p}} \) are not appropriate for our purpose. In order to estimate the fidelity without assuming any i.i.d. property, we use a destructive random sampling test \( S_{\text{R}} \). For the completeness of the paper, we review the random sampling test for the Bell pair.

The test runs as follows:

1. A client sets three parameters \( \epsilon, \delta, \) and \( \Delta \). Here, \( \Delta \) determines the error-robustness of the random sampling test, and \( 0 \leq \Delta < \epsilon/3 \). The client tells these three values to the remote server.

2. The server sends an \( 8k \)-qubit state \( \rho_S \) to the client, where
   \[
   k = \left\lceil \frac{75}{8(\epsilon - 3\Delta)^2 \log \frac{2}{\delta}} \right\rceil
   \tag{2}
   \]
   with \( \left\lceil \cdot \right\rceil \) being the ceiling function. Without loss of generality, we can assume that the state \( \rho_S \) consists of \( 4k \) registers, and each register stores two qubits.

3. The client chooses \( k \) registers from \( 4k \) registers independently and uniformly at random, and then the client measures each of them in the \( \hat{\sigma}_x \otimes \hat{\sigma}_z \) basis, which is called the \( X \) test. If two outcomes on two qubits in the same register are the same, we say the register passes the \( X \) test. Otherwise, it fails the \( X \) test.

4. The client chooses \( k \) registers from the remaining \( 3k \) registers independently and uniformly at random, and then the client measures each of them in the \( \hat{\sigma}_z \otimes \hat{\sigma}_z \) basis, which we call the \( Z \) test. If two outcomes on two qubits in the same register are the same, we say the register passes the \( Z \) test. Otherwise, it fails the \( Z \) test.

5. The client chooses one register, which we call the target register, from the remaining \( 2k \) registers uniformly at random. Other remaining registers are discarded.

6. The client counts the number \( N_{\text{fail}} \) of registers that fail the \( X \) test or the \( Z \) test. If \( N_{\text{fail}} \leq 2k\Delta \), the client keeps the target register. Otherwise, the client discards it.

Note that in the random sampling test, we do not assume any i.i.d. property of the \( 4k \) registers. Therefore, this test works for any channel noise. This test also works for a certain error in the server’s apparatus if it can be treated as a channel noise. This is why we do not have to assume that all of the server’s operations are perfect.

In step 5, \( 2k - 1 \) registers are discarded. Although this may seem to be a huge waste, this discarding is necessary to show Theorem \( \ref{thm:completeness} \) which is given later. Fidelity estimation protocols that do not discard any register have already been proposed \([61, 62]\), but they have no error tolerance, i.e., \( \Delta = 0 \). An effective use of discarded registers has also been discussed in Ref. \([60]\).

In order to show that the random sampling test works correctly as a fidelity estimation protocol, we show two properties, so called the completeness and the soundness. Intuitively, if the client can accept the ideal Bell pair \( |\Phi^+\rangle \) with high probability, we say that the random sampling test has the completeness. Thanks to the completeness, the client does not mistakenly reject \( |\Phi^+\rangle \). On the other hand, if the random sampling test guarantees that an accepted quantum state is close to \( |\Phi^+\rangle \) with high probability, we say that it has the soundness. Thanks to the soundness, the client does not mistakenly accept a quantum state that is far from \( |\Phi^+\rangle \). More rigorously, the following two theorems hold:

**Theorem 1 (Completeness)** When \( \rho_S = (|\Phi^+\rangle \langle \Phi^+|)^{\otimes 4k} \), the client does not discard the target register in step 6 (i.e., the random sampling test succeeds) with unit probability.

**Proof.** The Bell pair \( |\Phi^+\rangle \) is stabilized by \( \hat{\sigma}_x \otimes \hat{\sigma}_x \) and \( \hat{\sigma}_z \otimes \hat{\sigma}_z \). In other words, the Bell pair satisfies
   \[
   \hat{\sigma}_x \otimes \hat{\sigma}_x |\Phi^+\rangle = \hat{\sigma}_z \otimes \hat{\sigma}_z |\Phi^+\rangle = |\Phi^+\rangle.
   \]
   Accordingly, \( |\Phi^+\rangle \) always passes the \( X \) test and the \( Z \) test. Since the number \( N_{\text{fail}} \) of registers that fail the \( X \) test or the \( Z \) test is 0, the client does not discard the target register in step 6 with unit probability. (Remember that the client does not discard the target register in step 6 when \( N_{\text{fail}} \leq 2k\Delta \), and \( \Delta \geq 0 \).)

**Theorem 2 (Soundness)** In step 5, the state \( \rho_{\text{tgt}} \) of the target register, which is a single register chosen in step 5, satisfies
   \[
   \langle \Phi^+ | \rho_{\text{tgt}} | \Phi^+ \rangle \geq 1 - \epsilon + 3\Delta - \frac{3N_{\text{fail}}}{2k}
   \tag{3}
   \]
   with probability at least \( 1 - \delta \).
IV. QUANTUM REMOTE SENSING

In this section, as a main result, we propose a quantum remote sensing protocol. Simply speaking, our protocol runs as follows: first, the client and the server try to share a Bell pair. In this step, since the Bell pair is disturbed by channel noises, they estimate the fidelity between the actual shared two-qubit state \( \rho \) and the ideal Bell pair \( |\Phi^+\rangle \) using the random sampling test. Second, if \( \rho \) is sufficiently close to \( |\Phi^+\rangle \), the client measures his/her half of \( \rho \) to prepare a single-qubit state at the server’s side. Finally, the server performs the standard quantum metrology protocol using the single-qubit state, and then sends the readout result to the client. Since the server cannot know which state is prepared by the client, our protocol achieves the asymmetric information gain.

A. Protocol

By combining the standard quantum metrology protocol given in Sec. III and the random sampling test given in Sec. III, we now propose the quantum remote sensing protocol. In order to fit the random sampling test to our quantum remote sensing protocol, we slightly modify the random sampling test. In the random sampling test given in Sec. III, the 8k-qubit state \( \rho_S \) is sent simultaneously in step 2. In this case, a quantum memory is needed for the client. In order to remove the necessity of the quantum memory from the client, the server sends each qubit one by one to the client, and the client randomly chooses his/her action from the \( X \) test, \( Z \) test, discarding, and the \( \sigma_z \)-basis measurement on the one half of the target register. The \( \sigma_x \)-basis measurement is necessary to prepare a single-qubit state at the server’s side, which is used to perform the standard quantum metrology protocol. Furthermore, we partition the \( X \) test and the \( Z \) test, which are performed by the client in Sec. III, into the client’s and the server’s measurements.

Our quantum remote sensing protocol runs as follows:

1. The client sets three parameters \( \epsilon, \delta, \) and \( \Delta \), where \( 0 \leq \Delta < \epsilon/3 \). The client tells these three values to a remote server.

2. The server prepares an 8k-qubit state \( \rho_S \), where

   \[
   k = \left\lceil \frac{75}{8(\epsilon - 3\Delta)^2} \log \frac{2}{\delta} \right\rceil
   \]

   with \( \lceil \cdot \rceil \) being the ceiling function. The state \( \rho_S \) consists of \( 4k \) registers, and each registers store two qubits.

3. The client chooses \( k \) registers, which we call the \( X \) set, from \( 4k \) registers independently and uniformly at random. Then, the client tells the server which registers are selected as the \( X \) set.

4. The client chooses \( k \) registers, which we call the \( Z \) set, from the remaining \( 3k \) registers independently and uniformly at random. Then, the client tells the server which registers are selected as the \( Z \) set.

5. The client chooses one register, which we call the target register, from the remaining \( 2k \) registers independently and uniformly at random. Then, the client tells the server which register is selected as the target register.

6. The server sends one half of each register to the client one by one. (In total, the server sends \( 4k \) qubits to the client.)

7. The client and the server perform one of following four steps for each register:

   (a) If a register is in the \( X \) set, the client and the server measure it in the \( \sigma_x^{(C)} \otimes \sigma_x^{(S)} \) basis, where the superscripts \( C \) and \( S \) represent an operator applied on the client’s site and the server’s site, respectively. If the client’s and the server’s outcomes are the same, we say the register passes the \( X \) test. Otherwise, it fails the \( X \) test. Note that they can check whether or not their outcomes are the same by classical communication.

   (b) If a register is in the \( Z \) set, the client and the server measure it in the \( \sigma_z^{(C)} \otimes \sigma_z^{(S)} \) basis. If the client’s and the server’s outcomes are the same, we say the register passes the \( Z \) test. Otherwise, it fails the \( Z \) test.
(c) If a register is the target register, the client measures the one half of the target register in the $\hat{\sigma}_z^{(\text{C})}$ basis to prepare a single-qubit state $\rho_{\text{QRS}}$ at the server’s site. Let $s \in \{0, 1\}$ be the measurement outcome. Then, the server stores $\rho_{\text{QRS}}$ in his/her quantum memory.

(d) Otherwise, the client and the server discard the register.

8. The client counts the number $N_{\text{fail}}$ of registers that fail the $X$ test or the $Z$ test. If $N_{\text{fail}} \leq 2k\Delta$, the random sampling test succeeds, and the client proceeds to the next step. Otherwise, the test fails, and the client aborts the protocol.

9. The server performs the standard quantum metrology given in Sec. III where the initial state is replaced with the quantum state $\rho_{\text{QRS}}$. More specifically, the single-qubit state $\rho_{\text{QRS}}$ is evolved by the Hamiltonian in Eq. (1) and then measured in the $\hat{\sigma}_y$ basis. The server sends the measurement outcome $o \in \{0, 1\}$ to the client.

10. The client calculates $s \oplus o$ and accepts it as the result of the sensing.

11. The client and the server repeat steps 1-10 $M$ times to obtain sufficiently high precision.

We will show that our quantum remote sensing protocol achieves the asymmetric information gain. In other words, the uncertainty of the estimation of the client becomes much smaller than that of the server. Since the small uncertainty implies the success of the metrology, this asymmetric property means that the client can obtain more accurate information of the sensing results than the server. This asymmetry comes from the fact that the measurement outcome $s$ in step 7 (c) is known only for the client. To quantify such the asymmetric information gain between the client and server, we calculate the averaged uncertainty over the outcome $s$ from each point of view. We assume here that each repetition is independent from the others, which means that the probability of the measurement at step 9 in a repetition has no correlation with that in the other repetitions. This assumption is needed to calculate the uncertainty. Also, due to this, we can decrease the uncertainty of the estimation by increasing the repetition number $M$. On the other hand, in the steps from 1 to 10 inside a single repetition, we do not assume any i.i.d. property about the quantum states. These assumptions seem to be reasonable especially when the state preparation time $t_0$ is much shorter than the interaction time $t$. More concretely, since the $8k$-qubit state $\rho_s$ is generated in a short time, $8k$ qubits may be correlated each other. On the other hand, since the interaction time is long, i.e. the time interval between each repetition is long, the $8k$-qubit state $\rho_s$ prepared in the $i$th $\ldots$ repetition should not correlate with that prepared in the $(i + 1)$th repetition.

### B. Uncertainty of the client

Let us first calculate the averaged uncertainty of the client. Hereafter, for simplicity, we only consider the situation where $N_{\text{fail}} \leq 2k\Delta$ holds with unit probability. To this end, we derive the initial state $\rho_{\text{QRS}}$ of the standard quantum metrology protocol. We give a quantum circuit corresponding to our quantum remote sensing protocol. In Fig. 5 (a), by transforming the quantum circuit in Fig. 5 (a), we obtain the quantum circuit in Fig. 5 (b). Since these two quantum circuits output $s \oplus o$ with the same probability, the uncertainties calculated from these two quantum circuits are also the same. Let $p_s$ and $\rho^{(s)}$ be the probability of the client obtaining the measurement outcome $s$ and the single-qubit state prepared when the measurement outcome is $s$, respectively. In Fig. 5 (b), $\sum_{s=0}^1 p_s \hat{\sigma}_z^s \rho^{(s)} \hat{\sigma}_z^s$ is used as the initial state of the standard quantum metrology protocol. Therefore, we can assume that $\rho_{\text{QRS}} = \sum_{s=0}^1 p_s \hat{\sigma}_z^s \rho^{(s)} \hat{\sigma}_z^s$. Note that the quantum circuit in Fig. 5 (b) does not achieve the asymmetric information gain because the value of $s \oplus o$ is revealed also for the server. However, our present aim is to calculate the uncertainty. Therefore, we can replace the quantum circuit in Fig. 5 (a) with that in Fig. 5 (b).

From Theorem 2 the target register satisfies $\langle \Phi^+ | \rho_{\text{QRS}} | \Phi^+ \rangle \geq 1 - \epsilon$ with probability at least $1 - \delta$. Therefore, for the virtual initial state $\sum_{s=0}^1 p_s \hat{\sigma}_z^s \rho^{(s)} \hat{\sigma}_z^s$, the following corollary holds:

**Corollary 1** $\langle + | \sum_{s=0}^1 p_s \hat{\sigma}_z^s \rho^{(s)} \hat{\sigma}_z^s | + \rangle \geq 1 - \epsilon$ with a probability at least $1 - \delta$.

**Proof.** We use the monotonicity of the fidelity, i.e. a property that the fidelity is not decreased by any trace-preserving (TP) map. First, we consider the non-demolition $\hat{\sigma}_z$-basis measurements on the first qubits of $| \Phi^+ \rangle$ and $\rho_{\text{QRS}}$. Note that these non-demolition measurements are not performed in...
probability \( P' = \text{Tr}[\hat{P} e^{-i\hat{H}/\hbar}]\sum_{s=0,1} p_s \hat{\sigma}_z^s \rho(s) \hat{\sigma}_z^s e^{i\hat{H}\tau/\hbar}] \) is not known for the client due to the possible errors in the channel between the client and server. This lack of the knowledge of the exact form of the probability induces a residual error that is not reduced by increasing the number \( M \) of the repetitions. We plot the uncertainty \( \delta\omega_C^{(U)} \) against \( M \) in Fig. 8 and this actually shows that the uncertainty is bounded by the residual error even when \( M \) is large. As we decrease \( \epsilon \), \( \delta\omega_C^{(U)} \) approaches to \( \delta\omega \).

C. Uncertainty of the server

Next, we calculate the uncertainty of the server. The server cannot know the value of \( s \). Therefore, from the viewpoint of the server, \( \rho_{\text{QRS}} = \text{Tr}_C[\rho_{\text{gst}}] \), where \( \text{Tr}_C[\cdot] \) is the partial trace over the qubit possessed by the client. Since \( \text{Tr}_C[|\Phi^+\rangle\langle\Phi^+|] = 1/2 \), from Theorem 2 the fidelity between the completely mixed state \( 1/2 \) and \( \rho_{\text{QRS}} \) is at least \( 1 - \epsilon \) with probability at least \( 1 - \delta \).

From this fact, we show the following theorem:

**Theorem 4** Let \( \delta\omega_S \) be the uncertainty of the server. Then, in the limit of small \( \omega \),

\[
\delta\omega_S \geq \frac{1}{2t} \left( \frac{1 - 4(\epsilon - \epsilon^2)}{M(\epsilon - \epsilon^2)} \right) = \delta\omega_S^{(L)}
\]

with a probability at least \( (1 - \delta)^M \).

A proof of Theorem 4 is given in Appendix C.

Here, in order to decrease the server’s uncertainty \( \delta\omega_S^{(L)} \) as much as possible, we assume that the server knows the actual form of the probability \( P' \) unlike the client. In this case, the uncertainty \( \delta\omega_S^{(L)} \) of the estimation decreases as we increase the repetition number \( M \).

D. Comparison of the uncertainties between the client and the server

Using Theorems 3 and 4 we compare the uncertainty of the client and that of the server. In our protocol, we use \( 8k = 8 \left[ 75 \log (2/\delta) / \left[ 8(\epsilon - 3\Delta)^2 \right] \right] \) qubits to generate the single-qubit state \( \rho_{\text{QRS}} \). This means that we have \( \epsilon \simeq 3\Delta + \sqrt{75 \log (2/\delta)/8k} \). From this relationship, we can plot the ratio \( \delta\omega_S^{(L)} / \delta\omega_C^{(U)} \) against \( N = 8k \) (the number of the qubits to extract a single high-fidelity Bell pair) as shown in Fig. 7. Importantly, as we increase \( N \) that corresponds to decrease \( \epsilon \), we can increase the ratio \( \delta\omega_S^{(L)} / \delta\omega_C^{(U)} \), and so the information gain becomes more asymmetric. Also, we plot the ratio \( \delta\omega_S^{(L)} / \delta\omega_C^{(U)} \) against \( M \) in Fig. 8. As we increase the number \( M \) of repetitions, the uncertainty of the client becomes closer to that of the server. This comes from the fact that the server does not know the precise form of the probability \( P' \). However, Fig. 8 shows that, by taking \( M \leq 1000 \), we can realize a
large asymmetric information gain such as \( \delta \omega_S^{(L)} / \delta \omega_C^{(U)} \geq 5 \) when \( \Delta = 0, \delta = 10^{-6}, \) and \( 8k = 8 \times 10^8 \).

In the quantum metrology, it is common to use the standard deviation as the measure of the uncertainty. However, it is not the only way to compare the uncertainties between the client and the server. In Appendix D, we investigate the asymmetric information gain more deeply, discussing another method to evaluate the uncertainties and obtain the similar asymmetric information gain.

V. POSSIBLE EXPERIMENTAL REALIZATION

We discuss possible experimental realizations of our protocol. To implement our protocol, we need a solid state system that has a strong coupling with the target fields. Also, a quantum transducer from the solid state system to photons is required to generate a Bell pair between the client and the server. There are several systems that satisfy these requirements.

Nitrogen vacancy (NV) center in diamond is one of the candidates to realize our protocol [17–18, 63–66]. NV centers provide us with a spin triplet, and we can use this system as an effective two level system by using frequency selectivity. Microwave pulses allow us to implement single-qubit gate operations of the NV centers [67]. We can readout the state of the NV centers through photoluminescence detection [68]. On top of these properties, the NV centers have a coupling with magnetic fields, and so the NV centers can be used to measure magnetic fields with a high sensitivity [17,18,63]. Moreover, the NV centers are considered as a candidate to realize a distributed quantum computer and a quantum repeater [69,72]. Actually, an entanglement between the NV center and a flying photon can be generated with the current technology [73]. These properties are prerequisite for the possible realization of our protocol.

A superconducting flux qubit (FQ) coupled with electron spins would be another candidate to realize our protocol [74–78]. High fidelity gate operations of the FQ are available with the current technology [79], and it is possible to implement quantum non-demolition measurements on the FQ [80]. Moreover, the FQ can be a sensitive magnetic-field sensor due to the large persistent current of the FQ [61]. It is worth mentioning that the FQ itself does not have a direct coupling with the optical photons. However, the quantum state of the FQ can be transferred to the electron spins [82], and some of the electron spins such as NV centers or rare-earth doped crystals have a coupling with the photons. By using these properties, it is in principle possible to convert the quantum information encoded in the FQ into the form of the photons [83–85]. Although such a quantum transducer from the superconducting qubits to the photons is not experimentally demonstrated yet, such a hybrid approach can also be a candidate to realize our remote sensing protocol in the future.

VI. CONCLUSION

We have proposed a delegated quantum sensing protocol. We have considered a situation where the client asks the server to measure the target sample when the client does not have a quantum sensor but the server does. The client provides a sample to be measured with the server, and sends the server the instructions about how to use the quantum sensor to measure the sample. The server obeys the client’s instructions during the measurement of the sample, and will return the sample to the client after the measurement. Importantly, if the standard quantum sensing scheme is naively implemented, not only the client but also the server can obtain the information of the client’s sample even after returning the sample, because of the server’s knowledge of the measurement results. We show that, by using an entanglement between the client and the server, it is possible to realize an asymmetric information gain where only the client can obtain the sufficient information of the sample while the server cannot do it. Our protocol does not require any quantum memory for the client, and so our protocol would be feasible even in the current technology.
However, the resource cost of our protocol is higher than that of the standard quantum sensing protocol, because we need approximately $10^9$ qubits in our parameter regime as shown in Fig. 3. As a future work, it is interesting to propose a more resource-efficient quantum remote sensing protocol.
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APPENDIX A: PROOF OF THEOREM 2

In this Appendix, we give a proof of Theorem 2.

Proof. The proof is similar to that of Ref. [60]. In order to show this theorem, we use the following inequality:

Lemma 1 (Serfling’s bound [86, 87]). Consider a set of binary random variables $Y = \{Y_1, Y_2, \ldots, Y_T\}$ with $Y_j$ ($1 \leq j \leq T$) taking values in $\{0, 1\}$ and $T = N + K$. Then, for any $0 < \nu < 1$,

$$\Pr \left[ \sum_{j \in \Pi} Y_j \geq \frac{N}{K} \sum_{j \in \Pi} Y_j + N\nu \right] \leq \exp \left[ -\frac{2\nu^2NK^2}{(N+K)(K+1)} \right],$$

where $\Pi$ is a set of $K$ samples chosen independently and uniformly at random from $Y$ without replacement. $\bar{\Pi}$ is the complementary set of $\Pi$.

Note that the sampling without replacement means that once a sample is selected, it is removed from the population in all subsequent selections.

Let $\Pi^X$ and $\Pi^Z$ be the sets of $k$ registers used for the $X$ test and the $Z$ test, respectively. In step 3 of the random sampling test, the client measures $k$ registers of the set $\Pi^X$ in the $\hat{\sigma}_x \otimes \hat{\sigma}_x$ basis. If the $j$th ($1 \leq j \leq k$) register passes the $X$ test, we set $Y_j = 0$. Otherwise, $Y_j = 1$. Therefore, by setting $K = k$ and $T = 4k$ in Lemma 1, the number $\sum_{j \in \Pi^X} Y_j$ of registers that are not stabilized by $\hat{\sigma}_x \otimes \hat{\sigma}_x$, where $\Pi^X$ is the complementary set of $\Pi^X$, is upper bounded by

$$3k\nu + 3 \sum_{j \in \Pi^X} Y_j$$

with probability at least

$$1 - \exp \left[ -\frac{6\nu^2k^3}{4k(k+1)} \right] \equiv q_X.$$  \hspace{1cm} (6)

Next, in step 4 of the random sampling test, the client measures $k$ registers of the set $\Pi^Z$ in the $\hat{\sigma}_z \otimes \hat{\sigma}_z$ basis. Note that since the registers used for the $Z$ test are selected from registers that are not used for the $X$ test, $\Pi^X \supset \Pi^Z$. By setting $Y_j$ in the similar manner to the case of the $X$ test, and setting $K = k$ and $T = 3k$ in Lemma 1, the number $\sum_{j \in \Pi^Z} Y_j$ of registers that are not stabilized by $\hat{\sigma}_z \otimes \hat{\sigma}_z$, where $\Pi^Z$ is the set of remaining $2k$ registers, is upper bounded by

$$2k\nu + 3 \sum_{j \in \Pi^Z} Y_j$$

with probability at least

$$1 - \exp \left[ -\frac{6\nu^2k^3}{4k(k+1)} \right] \equiv q_Z.$$  \hspace{1cm} (7)

We set $\nu = 2(\epsilon - 3\Delta)/5$. From Eqs. (6), (7), and (8), we can guarantee that among the remaining $2k$ registers, at least

$$(4k - 2k) - \left(3k\nu + 3 \sum_{j \in \Pi^X} Y_j \right) - \left(2k\nu + 3 \sum_{j \in \Pi^Z} Y_j \right) = 2k - 5k\nu - 3 \sum_{j \in \Pi^X} Y_j - 2 \sum_{j \in \Pi^Z} Y_j \geq 2k - 5k\nu - 3N_{\text{fail}} \geq 2k - 2k(\epsilon - 3\Delta) - 3N_{\text{fail}} = 2k \left(1 - \epsilon + 3\Delta - \frac{3N_{\text{fail}}}{2k}\right)$$

registers always pass the $X$ test and the $Z$ test simultaneously with probability at least

$$q_X q_Z = \left[ 1 - \exp \left( -\frac{3}{2} \nu^2 k \frac{1}{1 + 1/k} \right) \right] \times \left[ 1 - \exp \left( -\frac{4}{3} \nu^2 k \frac{1}{1 + 1/k} \right) \right] \geq \left[ 1 - \exp \left( -\frac{3}{4} \nu^2 k \right) \right] \left[ 1 - \exp \left( -\frac{2}{3} \nu^2 k \right) \right] \geq 1 - 2\exp \left( -\frac{2}{3} \nu^2 k \right) \geq 1 - 2\exp \left( -\log \frac{2}{\delta} \right) = 1 - \delta,$$  \hspace{1cm} (10)

where we have used $k > 1$ and Eq. (2) to derive Eqs. (11) and (12), respectively. Only the ideal Bell pair $|\Phi^+\rangle$ can always pass both of the $X$ test and the $Z$ test. Therefore, from Eq. (10), the ratio of the number of the ideal Bell pairs to that of non-ideal two-qubit quantum states in the remaining $2k$ registers is at least

$$2k \left[ 1 - \epsilon + 3\Delta - \frac{N_{\text{fail}}}{2k} \right] = 1 - \epsilon + 3\Delta - \frac{N_{\text{fail}}}{2k},$$  \hspace{1cm} (14)
Let
\[
\{ |\beta_{ij}\rangle \equiv (\hat{\sigma}_z^i \otimes \mathbb{1})(\hat{\sigma}_x^j \otimes \mathbb{1})|00\rangle + |11\rangle \over \sqrt{2} |, i, j \in \{0, 1\}
\]
be the Bell basis. The uniform random selection in step 5 is equivalent to selecting the first register of the remaining 2k registers after the random permutation. Therefore, Eqs. (13)
and (14) mean that when the state \(\rho_{tgt}\) is expanded by the Bell basis:
\[
\rho_{tgt} = \sum_{i,j} q_{ij} |\beta_{ij}\rangle \langle \beta_{ij}|,
\]
where \(\sum_{i,j} q_{ij} = 1\), the coefficient \(q_{0000}\) is at least \(1 - \epsilon + 3\Delta + N_{fail}/(2k)\) with probability at least \(1 - \delta\). Accordingly, from \(|\beta_{00}\rangle = |\Phi^+\rangle\) and \(\langle \beta_{ij}|\Phi^+\rangle = 0\) for any \((i, j) \neq (0, 0)\),
\[
\langle \Phi^+ |\rho_{tgt} |\Phi^+\rangle \geq 1 - \epsilon + 3\Delta - \frac{N_{fail}}{2k}
\]
with probability at least \(1 - \delta\).

**APPENDIX B: PROOF OF THEOREM 3**

In this Appendix, we give a proof of Theorem 3.

**Proof.** First, let us describe a general theory about how to derive the uncertainty of the estimation. Suppose that a state \(\rho_{\omega}\), which is the \(|+\rangle\) state in the standard quantum metrology, is given, and this state is measured by a projective measurement. We here assume that the probability has a linear dependence on \(\omega\). Therefore, we have
\[
P = \text{Tr} [\hat{P} \rho_{\omega}] = x + y \omega.
\]
If \(M\) copies of the state \(\rho_{\omega}\) are given, one can measure the state \(M\) times and obtain \(M\) measurement results \(\{m_j\}_{j=1}^M\), where \(m_j \in \{0, 1\}\). From the average value \(S_M = (\sum_{j=1}^M m_j)/M\), one can estimate the value of \(\omega\) such as \(\hat{\omega}_{M}(\text{est}) = (S_M - x)/y\). However, if an unknown error occurs, the actual given state might be \(\rho'_{\omega}\) that is different from \(\rho_{\omega}\), and we consider this case. Suppose that the probability for this state is described as
\[
P' = \text{Tr} [\hat{P} \rho'_{\omega}] = x' + y' \omega,
\]
and this is the actual probability in this case. Furthermore, the average value becomes \(S'_M = (\sum_{j=1}^M m'_j)/M\), where \(m'_j \in \{0, 1\}\) is the measurement result obtained from the \(j\)th copy of \(\rho'_{\omega}\). Let \(\omega'_{M}(\text{est}) = (S'_M - x)/y\). From the difference between \(P\) and \(P'\), we have
\[
\delta^2 P' = M ((S'_M - P')^2) = M((x + y\omega'_{M}(\text{est}) - x' - y'\omega)^2) = M \left\{ (x - x') + y(\omega'_{M}(\text{est}) - \omega) + (y - y')\omega \right\}^2.
\]
So we obtain
\[
\delta\omega_{\text{C}} = \sqrt{((\omega'_{M}(\text{est}) - \omega)^2)} = \sqrt{\frac{\delta^2 P'}{M} + (x - x')^2 + (y - y')^2 \omega^2 + 2(x - x')(y - y')\omega y^2}.
\]
where we have used \((\omega'_{M}(\text{est}) = (S'_M - x)/y = (x' + y'\omega - x)/y\). By considering small \(\omega\), we obtain
\[
\delta\omega_{\text{C}} \simeq \frac{1}{y} \sqrt{\frac{\delta^2 P'}{M} + (x - x')^2}.
\]

Next, we adopt the above general theory to calculate the uncertainty of the client in our protocol. We define \(\rho_0 = \sum_{s=0,1} \rho_s \sigma_z^s \sigma_x^s \sigma_y^s\), and we obtain \(F = \langle (+|\rho_0|+) \rangle \geq 1 - \epsilon\) with probability at least \(1 - \delta\) from Corollary 1. Since any single-qubit state can be written by a sum of Pauli matrices, we obtain
\[
\rho_0 = \mathbb{1} + r_x \sigma_x + r_y \sigma_y + r_z \sigma_z,
\]
where \(r_x, r_y, \text{ and } r_z\) are real values such that \(r_x^2 + r_y^2 + r_z^2 \leq 1\). We can derive the upper bound \(\delta\omega_{\text{C}}(U)\) of the client’s uncertainty by optimizing the values of \(r_x, r_y,\) and \(r_z\) under the condition that \(F \geq 1 - \epsilon\). From
\[
F = \langle (+|\rho_0|+) \rangle = \frac{1}{2} + \frac{r_x}{2} \geq 1 - \epsilon,
\]
we obtain \(r_x \geq 1 - 2\epsilon\) and \(r_y^2 \leq 1 - r_x^2 - r_z^2 \leq 1 - r_x^2 \leq 1 - (1 - 2\epsilon)^2 = 4\epsilon - 4\epsilon^2\). We here assume that \(\epsilon < 1/2\). On the other hand, from Eq. (11), the time evolution is described by
\[
\rho(t) \simeq \rho_0 - \frac{\omega t}{2} [\sigma_z, \rho_0]
\]
where we consider a small \(\omega\). Therefore, we have
\[
\text{Tr} [\rho(t) \sigma_y] \simeq r_y + \omega tr_x.
\]
So we obtain
\[
P' = \text{Tr} [\hat{P} \rho'_0] = x' + y' \omega.
\]
Since \(\delta^2 P' = P'(1 - P')\), from Eqs. (15) and (16),
\[
\delta^2 \omega_{\text{C}} = \frac{1}{y^2} \left[ \frac{\delta^2 P'}{M} + (x - x')^2 \right] \leq \frac{1}{M} \left[ 1 + 4(\epsilon - \epsilon^2) \right],
\]
where we have used \(x = 1/2, y = 1/2, x' = (1 + r_y)/2, \text{ and } |r_y| \leq 2\sqrt{\epsilon - \epsilon^2}\). So we obtain
\[
\delta\omega_{\text{C}}(U) = \frac{1}{y} \sqrt{\frac{1}{M} + 4(\epsilon - \epsilon^2)}
\]
as the upper bound on the estimation error for the client. The above argument is true if \(\lambda = 1 - \epsilon > \delta\) holds for all \(M\) repetitions. Since this holds with probability at least \(1 - \delta\) for each repetition, and each repetition is assumed to be independent from the other repetitions, the above argument is true with probability at least \((1 - \delta)^M\).
APPENDIX C: PROOF OF THEOREM

In this Appendix, we give a proof of Theorem.

Proof. We can describe the single-qubit state \( \rho_{\text{QRS}} \) of the server as follows:

\[
\rho_{\text{QRS}} = \frac{1}{2} + \frac{1}{2} R_x \sigma_x + R_y \sigma_y + R_z \sigma_z.
\]

Let \( F(\mathbb{I}/2, \rho_{\text{QRS}}) \) be the fidelity between \( \mathbb{I}/2 \) and \( \rho_{\text{QRS}} \). We derive the lower bound \( \delta \omega_{\text{S}}^{(L)} \) of the server’s uncertainty by optimizing the values of \( R_x, R_y, \) and \( R_z \) under the condition that \( F(\mathbb{I}/2, \rho_{\text{QRS}}) \geq 1 - \epsilon \). From Eq. (1), we have

\[
P = \mathrm{Tr}\left[e^{-i\eta t/\hbar} \rho_{\text{QRS}} e^{i\eta t/\hbar} \mathbb{I}/2 + \delta \eta\right] = \frac{1 + R_y \cos \omega t + R_x \sin \omega t}{2} \approx \frac{1 + R_y + R_x \omega t}{2} \tag{17}
\]

for a small \( \omega \). In the polar coordinate, we consider \( R_x = R \sin \theta \cos \phi, R_y = R \sin \theta \sin \phi, \) and \( R_z = R \cos \theta \), where \( R \equiv \sqrt{R_x^2 + R_y^2 + R_z^2}, 0 \leq \theta \leq \pi, \) and \( 0 \leq \phi < 2\pi \). On the other hand, we obtain

\[
F(\mathbb{I}/2, \rho_{\text{QRS}}) = \frac{1}{2} + \frac{1}{2} \sqrt{1 - R^2} \geq 1 - \epsilon
\]

and so we have \( 2\sqrt{\epsilon - \epsilon^2} \geq R \geq R_x \) and \( 2\sqrt{\epsilon - \epsilon^2} \geq R_y \). We assume that the server knows the form of the density matrix \( \rho_{\text{QRS}} \), and so the server can estimate the value of \( \omega \) from the actual form of the probability \( P \) unlike the client. From Eqs. (15) and (17),

\[
\delta^2 \omega_S \approx \frac{1}{y^2} \frac{\delta^2 P}{M} \approx \frac{1 - R_y^2}{t^2 R_x^2 M} \geq \frac{1 - 4(\epsilon - \epsilon^2)}{4t^2 M(\epsilon - \epsilon^2)},
\]

where we have used \( y = t R_x/2, R_x \leq 2\sqrt{\epsilon - \epsilon^2} \), and \( R_y \leq 2\sqrt{\epsilon - \epsilon^2} \). So we obtain

\[
\delta \omega_{\text{S}}^{(L)} = \frac{1}{2t} \sqrt{\frac{1 - 4(\epsilon - \epsilon^2)}{M(\epsilon - \epsilon^2)}}
\]

as the lower bound on the uncertainty for the server. The above argument is true if \( F(\mathbb{I}/2, \rho_{\text{QRS}}) \geq 1 - \epsilon \) holds for all \( M \) repetitions. Since this holds with probability at least \( 1 - \delta \) for each repetition, and each repetition is assumed to be independent from the other repetitions, the above argument is true with probability at least \( (1 - \delta)^M \).

APPENDIX D: ANOTHER WAY TO EVALUATE THE UNCERTAINTY OF THE ESTIMATION

In the quantum metrology, it is common to use the variance (or the standard deviation) for the estimation of the accuracy of the sensing protocol. This is the reason why we have adopted this measure to evaluate the asymmetric information gain between the client and server about the sensing results in the main text. However, in some other communities, the variance is not the standard measure but people typically use a statistical inequality.

In this Appendix, we evaluate the uncertainty of the estimation using Hoeffding’s inequality (for details, see Lemma). Although such the estimation is not common in the field of the quantum metrology, we include these results especially for the readers who are familiar with statistics.

A. The standard quantum metrology

First, let us consider the simple protocol to measure the target field using a single qubit. The setup is the same as that described in Sec. [11]. We evaluate a confidence interval for estimation results of quantum metrology as analyzed in Ref. [88]. We use Hoeffding’s inequality for simplicity, although an empirical Hoeffding inequality was used in Ref. [88]. We also limit the parameter region into a range that the linearization explained in Appendix B is valid. The uncertainty in the approach is defined as

\[
\Delta \omega \equiv |\omega_{\text{est}} - \omega| = \frac{2}{t} |S_M - P|.
\]

To evaluate this uncertainty, we will use the following inequality:

**Lemma 2 (Hoeffding’s inequality [89])** Consider a set of independent random variables \( X = (X_1, X_2, \ldots, X_M) \) with \( X_j \) \((1 \leq j \leq M)\) taking values in the interval \([0, 1]\). Then, for any \( \mu \geq 0 \),

\[
\Pr \left[ \left| \frac{1}{M} \sum_{j=1}^{M} X_j - \left( \frac{1}{M} \sum_{j=1}^{M} X_j \right) \right| \geq \mu \right] \leq 2e^{-2\mu^2 M}
\]

where \( \langle \cdot \rangle \) denotes the expectation value.

From Lemma with \( \mu = \hat{s}/\sqrt{M} \), for any positive \( \hat{s} \) satisfying \( e^{-2s^2} \leq 1/2 \),

\[
\Delta \omega \leq \frac{2\hat{s}}{t\sqrt{M}}
\]

holds with a probability at least \( 1 - 2e^{-2s^2} \).

B. Uncertainty of the client

We will explain how to derive the uncertainty of the client using Hoeffding’s inequality. The setup is the same as that described in Sec. [11]. First, let us consider a general case. While one estimates the value of \( \omega \) based on the ideal probability

\[
P = \mathrm{Tr}[\hat{P} \rho_{\omega}] = x + y \omega,
\]

...
FIG. 9: Plot of $\Delta \omega_S^{(L)}/\Delta \omega_C^{(U)}$ against the number $N = 8k$ of qubits required to extract a single two-qubit state that is close to the Bell pair by the random sampling test where we set $\delta = 10^{-6}$, $\Delta = 0$, and $\tilde{s} = 2$. Although the horizontal axis represents discrete values, we use continuous lines for plots as guides for the eyes.

the actual probability (that may be deviated from the ideal one due to unknown errors) is described as

$$P' = \text{Tr}[\hat{P}_\omega] = x' + y' \omega.$$ 

We can calculate the uncertainty as follows:

$$\Delta \omega \equiv |\omega_{M}^{(\text{est})} - \omega| = \frac{|S'_M - x - P' - x'|}{y y'} + x' y |y y'|$$

$$\leq \frac{|y - y'| |S'_M| + |y||S'_M - P'| + |y||x' - x| + |x||y - y'|}{|y y'|} \tag{18}$$

Next, we adopt the above general theory to calculate the uncertainty $\Delta \omega_C$ of the client. We have $x = 1/2$, $y = t/2$, $x' = (1 + r_y)/2$, $y' = t r_x/2$, $r_x \geq 1 - 2\epsilon$, $|r_y| \leq 2\sqrt{\epsilon - \epsilon^2}$, $|y - y'| \leq t|\epsilon|$, and $|x - x'| \leq \sqrt{\epsilon - \epsilon^2}$. By substituting these into Eq. (18), we obtain

$$\Delta \omega_C \leq \frac{2 \epsilon |S'_M| + |y||S'_M - P'| + \sqrt{\epsilon - \epsilon^2}}{t \sqrt{\epsilon - \epsilon^2}} \tag{19}$$

The above argument is true with probability at least $(1 - \delta)^M$ from the same reason as Appendix B.

FIG. 10: Plot of $\Delta \omega_S^{(L)}/\Delta \omega_C^{(U)}$ against the number $M$ of repetitions where we set $\delta = 10^{-6}$, $\Delta = 0$, and $\tilde{s} = 2$. Although the horizontal axis represents discrete values, we use continuous lines for plots as guides for the eyes.

We will use the inequality described in Lemma 2 with Eq. (19), and we obtain, for any positive $\tilde{s}$ satisfying $e^{-2\tilde{s}^2} \leq 1/2$,

$$\Delta \omega_C \leq \frac{2}{t(1 - 2\epsilon)} \left(3\epsilon + \tilde{s} \sqrt{M} + \sqrt{\epsilon - \epsilon^2}\right) \equiv \Delta \omega_C^{(U)}$$

with a probability at least $(1 - 2e^{-2\tilde{s}^2})(1 - \delta)^M$, where we choose $\mu = \tilde{s}/\sqrt{M}$.

As we explained above, the actual probability $P'$ is not known for the client, and this lack of the knowledge induces a residual error that is not reduced by increasing the number $M$ of the repetitions.

C. Uncertainty of the server

From Eqs. (17) and (18), we obtain $\Delta \omega_S \equiv |\omega_M^{(\text{est})} - \omega| = 2|S_M - P|/(t R_x t)$. Since we consider the worst case where the server obtains the largest amount of the information, it is natural to choose the parameter $R_x$ that minimizes the uncertainty $\Delta \omega_S$ of the server. As a result, we have

$$\min \Delta \omega_S = \frac{|S_M - P|}{t \sqrt{\epsilon - \epsilon^2}} \tag{20}$$

where we have used $R_x \leq 2\sqrt{\epsilon - \epsilon^2}$. This argument is true with probability at least $(1 - \delta)^M$ from the same reason as Appendix C.

When the server tries to estimate the value of $\omega$ with the optimal state, the server obtains the uncertainty described in Eq. (20). Then, the server needs to choose a statistical inequality to evaluate $|S_M - P|$. Although there are many choices, we consider a case of Hoeffing’s inequality. By using Lemma 2, we obtain, for any positive $\tilde{s}$ satisfying $e^{-2\tilde{s}^2} \leq 1/2$,

$$\min \Delta \omega_S \leq \frac{\tilde{s}}{t \sqrt{M} \sqrt{\epsilon - \epsilon^2}} \equiv \Delta \omega_S^{(L)} \tag{21}$$

with a probability $(1 - 2e^{-2\tilde{s}^2})(1 - \delta)^M$. It is worth mentioning that, if the server could use another inequality, the server...
might achieve a better value than that described in Eq. (21). However, finding the best inequality for the server is beyond the scope of this paper, and so we leave this point as a future work.

D. Comparison between the client and server

We compare the uncertainty of the client and that of the server. We plot the ratio $\Delta \omega_S^{(L)} / \Delta \omega_C^{(U)}$ against $N = 8k$ in Fig. 9. As we increase $N$, we can increase the ratio $\Delta \omega_S^{(L)} / \Delta \omega_C^{(U)}$, and so the information gain becomes more asymmetric. Also, we plot the ratio $\Delta \omega_S^{(L)} / \Delta \omega_C^{(U)}$ against $M$ in Fig. 10. As we increase the number $M$ of repetitions, the uncertainty of the client becomes closer to that of the server, because the client does not know the precise form of the probability $P'$. These results qualitatively agree with the results shown in Figs. 7 and 8 where we use the standard deviation for the evaluation.
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