SUM-PRODUCT ESTIMATES IN FINITE FIELDS VIA KLOOSTERMAN SUMS

DERRICK HART, ALEX IOSEVICH, AND JOZSEF SOLYMOSI

Abstract. We establish improved sum-product bounds in finite fields using incidence theorems based on bounds for classical Kloosterman and related sums.
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1. Introduction

Let $A \subset \mathbb{R}$. If $A$ is an arithmetic progression, then

$|A + A| = 2|A| - 1,$

and

$|A \cdot A| \geq c|A|^{2-\epsilon},$

where

$A + A = \{a + a' : a, a' \in A\},$

$A \cdot A = \{a \cdot a' : a, a' \in A\},$

and given a finite set $S$, $|S|$ denotes the number of its elements.

Similarly, if $B$ is an arithmetic progression and $A = \{2^n : n \in B\}$, then

$|A \cdot A| = 2|A| - 1,$

and

$|A + A| \approx |A|^2.$

Erdős and Szemerédi [10] proved the inequality

1991 Mathematics Subject Classification. 42B10;81S30;94A12.
Key words and phrases. sums-products, Kloosterman sums, incidence theorems.
Research partially financed by NSERC and the National Science Foundation.
\[
\max(|A + A|, |A \cdot A|) \geq c|A|^{1+\varepsilon}
\]
for a small but positive \(\varepsilon\), where \(A\) is a subset of integers. They conjectured that
\[
\max(|A + A|, |A \cdot A|) \geq c|A|^{2-\delta}
\]
for any positive \(\delta\).

After improvements in [18], [17], and [19] Elekes [15] showed that \(\varepsilon \geq 1/4\) if \(A\) is a set of real numbers. His result was extended to complex numbers in [19] and [14]. For real and complex numbers the best known bound ([10]) says that
\[
\max\{|A + A|, |A \cdot A|\} \geq c|A|^{1+\delta / 3 - \varepsilon}.
\]

See also, [9], [3] and [5] for the discussion of the case when \(|A + A|\) or \(|A \cdot A|\) is small.

In the finite field setting the situation appears to be more complicated due to the fact that the Szemerédi-Trotter incidence theorem, the main tool in Euclidean setting, does not hold in the same generality and is, in general, much less well understood. It is known, however, via groundbreaking work in [11] and [2] that if \(A \subset \mathbb{Z}_q\), \(q\) a prime, than if \(|A| \leq Cq^{1/2 - \varepsilon}\), for some \(\varepsilon > 0\), then there exists \(\delta > 0\) such that
\[
\max\{|A + A|, |A \cdot A|\} \geq c|A|^{1+\delta / 3}.
\]

This bound does not yield a precise relationship between \(\delta\) and \(\varepsilon\). The purpose of this paper is to establish a concrete value of \(\delta\), in certain ranges of \(|A|\), by using Kloosterman sums, and to explore connections between this problem and that of incidences between points and circles in vector spaces over finite fields. We obtain reasonably good estimates when \(|A| >> q^2\), and especially good ones when \(|A| \approx q^{7/10}\). It would be great to obtain such estimates in the range \(|A| \approx \sqrt{q}\), but this is out of our reach for the moment. See [12] for a description of related results and applications to problems of additive combinatorics. Such estimates require assumptions on the existence of non-trivial subfields. We note that in the range of exponents where the results of this paper are non-trivial, additional arithmetic assumptions are not required and it would be interesting to determine the precise parameters where this principle continues to hold.

Our main results are the following.

**Theorem 1.1.** Let \(A \subset \mathbb{F}_q\), a finite field with \(q\) elements. Suppose that
\[
|A + A| = m_1, \quad |A \cdot A| = m_2.
\]

Then
\[
|A|^3 \leq C(q^{-1}m_1^2m_2|A| + q^{3/2}m_1m_2).
\]

In particular, if
\[
q^{1/2} \lesssim |A| \lesssim q^{3/7},
\]
then
\[
\max\{|A + A|, |A \cdot A|\} \geq c\frac{|A|^{3/2}}{q^{1/2}}.
\]
Note that the best gain is achieved at the upper end of the range, when $|A| \approx q^{\frac{\alpha}{2}}$. In this case
\[
\max\{|A + A|, |A \cdot A|\} \geq c|A|^\frac{\theta}{2}.
\]
Observe that when $|A| \approx q^{\frac{\alpha}{2}}$, and the sumset is small, $|A + A| \leq C|A|$, then the product set is large, $|A \cdot A| \geq c|A|^\frac{\eta}{2}$.

**Theorem 1.2.** Let $A \subset \mathbb{F}_q$, a finite field with $q$ elements. Let $A^d = A \cdot A \cdots A$, $d$ times. Suppose that
\[
|A + A| = m_1 \text{ and } |A^d| = m_2.
\]
Then
\[
|A|^{2d} \leq C(q^{-1}|A|^d m_1^d m_2 + q^{d-1}|A|^{\frac{d}{2}} m_1^d m_2).
\]
In particular, if $d = 3$ and
\[
q^{\frac{1}{2}} \lesssim |A| \lesssim q^{\frac{3\alpha}{2}},
\]
then
\[
\max\{|A + A|, |A \cdot A \cdot A|\} \geq c|A|^\frac{\theta}{q^{\frac{\alpha}{2}}}.
\]

Note that the best gain is achieved at the upper end of the range, when $|A| \approx q^{\frac{3\alpha}{2}}$. In that case
\[
\max\{|A + A|, |A \cdot A \cdot A|\} \geq c|A|^\frac{\theta}{q^{\frac{\alpha}{2}}}.
\]

This is a better exponent than the one given by Theorem 1.1 in the context of triple products. Unfortunately, an application of the method of proof of Theorem 1.2 to products of higher degree does not yield reasonable results. We hope to address this problem in a subsequent paper.

In analogy with our observation after the statement of Theorem 1.1 above, we note the following consequence of Theorem 1.2.

**Corollary 1.3.** Suppose that
\[
|A| \geq Cq^{\frac{\alpha}{2} + \frac{\eta}{d}}
\]
and
\[
|A + A| \leq C'|A|.
\]
Then
\[
|A^d| \geq cq.
\]

Our method also yields the following, related result.

**Theorem 1.4.** Let $A \subset \mathbb{F}_q$, a finite field with $q$ elements. Suppose that $|A| \geq Cq^{\frac{\alpha}{2} + \frac{\theta}{d}}$ with a sufficiently large absolute constant $C$. Then
\[
(A - A) \cdot (A - A) \cdots (A - A) = \mathbb{F}_q,
\]
where the product is taken $d$ times.

It is reasonable to conjecture that if $|A| \gtrsim q^{\frac{\alpha}{2} + \epsilon}$, for some $\epsilon > 0$, then $(A - A) \cdot (A - A) = \mathbb{F}_q$, but such a result is outside the realm of methods of this paper.

Moreover, it is easy to modify the proof of Theorem 1.4 so that $(A - A) \cdots (A - A)$ may be replaced by $(A \pm A) \cdots (A \pm A)$. We also recover the following corollary.
Corollary 1.5. Let $H$ be a multiplicative subgroup of $\mathbb{F}_q^*$ such that $|H| \geq Cq^{\frac{3}{2}+\epsilon}$, for some $\epsilon > 0$. Then

$$\pm kH = \mathbb{F}_q^*$$

for $k \leq 2^{\lceil \frac{1}{2}t \rceil}$, where $\lceil t \rceil$ denotes the smallest integer greater than $t$ and

$$\pm kH = H \pm H \pm \cdots \pm H,$$

$k$ times, with arbitrary choices of signs.

The main tool used in the proof of Theorem 1.1 are properties of hyperbolas in vectors spaces over finite fields and incidence theorems (see Theorem 1.6 below) based on Kloosterman sums bounds. Theorem 1.2 and Theorem 1.4 are based on higher dimensional incidence bounds given in Theorem 1.8 below. Both are based on bounds for multi-dimensional Kloosterman sums obtained by Deligne.

Theorem 1.6. Let $E, F \subset \mathbb{F}_q^2$, the two dimensional vector space over a finite field with $q$ elements. Let $j \in \mathbb{F}_q^*$, the multiplicative group of $\mathbb{F}_q$. Then

$$|\{(x, y) \in E \times F : (x_1 - y_1)(x_2 - y_2) = j\}| \leq C \left( q^{-1}|E||F| + \sqrt{q} \cdot \sqrt{|E||F|} \right).$$

The proof of analogous incidence theorems are contained in [8] and [7] in the context of the Erdős distance problem in the vector spaces over finite fields. We shall give the argument below in the form required for the main result of this paper. The proof of the incidence bound is based on the following classical Kloosterman sum bound due to Andre Weil ([13]).

Theorem 1.7. Let $\mathbb{F}_q^*$ be as above and define

$$K(a) = \sum_{t \in \mathbb{F}_q^*} \chi(at + t^{-1}),$$

where $\chi$ is a non-trivial additive character on $\mathbb{F}_q$. Then if $a \neq 0$,

$$|K(a)| \leq 2\sqrt{q}.

(3)$$

Moreover, the same estimate holds if the Kloosterman sum is "twisted" by a non-trivial multiplicative character. More precisely, if $K$ is replaced by

$$K_\psi(a) = \sum_{t \in \mathbb{F}_q^*} \chi(at + t^{-1})\psi(t),$$

where $\psi$ is a non-trivial multiplicative character on $\mathbb{F}_q^*$.

Theorem 1.8. Let $E, F \subset \mathbb{F}_q^d$. Then

$$|\{(x, y) \in E \times F : (x_1 - y_1)(x_2 - y_2)\ldots(x_d - y_d) = j\}|$$

$$\leq C \left( |E||F|q^{-1} + q^{d+1} \sqrt{|E||F|} \right),$$

and if $j \neq 0$ and $|E||F| \geq Cq^{d+1}$ with a sufficiently large constant $C$, then

$$|\{(x, y) \in E \times F : (x_1 - y_1)(x_2 - y_2)\ldots(x_d - y_d) = j\}| > 0.$$

The main estimate in the proof of Theorem 1.8 is the following result due to Pierre Deligne ([4]).
Theorem 1.9. Let \( n \geq 1 \), \( \chi \) a non-trivial additive character, and define

\[
K_n(a) = \sum_{x \in (\mathbb{F}_q^n)^*} \chi(x \cdot a + (x_1 x_2 \ldots x_n)^{-1}).
\]

Then if \( a \neq (0, \ldots, 0) \),

\[
|K_n(a)| \leq C q^n.
\]

2. Proof of Theorem 1.1

Let \( A \subset \mathbb{F}_q \) and suppose that

\[
|A + A| = m_1, |A \cdot A| = m_2 \ll |A|^2 = k.
\]

By the pigeon-hole principle, there exists a large hyperbola in \( A^2 = A \times A \). More precisely, there exists \( c \in \mathbb{F}_q^* \) such that

\[
|H_c| \geq \frac{k}{m_2},
\]

where, without loss of generality, we may assume that \( \frac{k}{m_2} \geq 5 \), and

\[
H_c = \{(a, b) \in A^2 : ab = c\}
\]

which is a hyperbola.

Lemma 2.1. If \(|H_c| \geq 5\) then for any \((a_1, a_2) \in A \times A\), \((a_1, a_2) + H_c\) defines a unique hyperbola in \( \mathbb{F}_q^2 \).

To see this, suppose, for the sake of contradiction, that there exist \((a_1, a_2)\) and \((a'_1, a'_2)\), both in \( A \times A \) such that \((a_1, a_2) + H_c\) and \((a'_1, a'_2) + H_c\) are both subsets of the same hyperbola \( M \). Then for any \( t \in M \), \((a_1 - a'_1, a_2 - a'_2) + t\) is a subset of \( M \) as well as \((a_1 - a'_1, a_2 - a'_2) + it\) for any \( i \in \mathbb{F}_q^* \). So, the hyperbola contains a line which is not possible.

Since \(|A + A| = m_1\) it follows that we have \( k \) hyperbolas containing at least \( \frac{k}{m_2} \) points each on at most \( m_1 \) points. We are now ready to apply Theorem 1.6 with \( E = A \times A \) and \( F = (A + A) \times (A + A) \). For every element \( x \in E \) there are at least \( \frac{k}{m_2} \) elements \( y \in F \) such that \((x_1 - y_1)(x_2 - y_2) = c\). It follows that

\[
|E| \frac{k}{m_2} \leq C \left( q^{-1}|E|m_1^2 + \sqrt{q}|E| \frac{k}{m_1} \right),
\]

and (1) follows. This completes the proof of Theorem 1.1.

3. Proof of Theorem 1.2

By the pigeon-hole principle, there exists a large hyperbola in the \( d \)-fold product \( A^d \). More precisely, there exists \( c \in \mathbb{F}_q^* \) such that

\[
|H_c| \geq \frac{k}{m_2},
\]

where, without loss of generality, we may assume that \( \frac{k}{m_2} \geq d + 3 \), and

\[
H_c = \{(a_1, a_2, \ldots, a_d) \in A^d : a_1 a_2 \ldots a_d = c\}.
\]
Lemma 3.1. If $|H_c| \geq d + 3$ then for any $x \in A \times A \times \cdots \times A$, $x + H_c$ defines a unique hyperbola in $\mathbb{F}_q^d$.

To see this, suppose, for the sake of contradiction, that there exist $(a_1, a_2, \ldots, a_d)$ and $(a'_1, a'_2, \ldots, a'_d)$, both in $A \times A \times \cdots \times A$ such that $(a_1, a_2, \ldots, a_d) + H_c$ and $(a'_1, a'_2, \ldots, a'_d) + H_c$ are both subsets of the same hyperbola $M$. Then for any $m \in M$, $(a_1 - a'_1, a_2 - a'_2, \ldots, a_d - a'_d) + m$ is a subset of $M$ as well as $(a_1 - a'_1, a_2 - a'_2, \ldots, a_d - a'_d) + im$ for any $i \in \mathbb{F}_q^*$. So, the hyperbola contains a line which is not possible.

Since $|A + A| = m_1$ it follows that we have $k$ hyperbolas containing at least $\frac{k}{m_2}$ points each on at most $m_1^d$ points. We are now ready to apply Theorem 1.3 with $E = A^d$ and $F = (A + A) \times (A + A) \times \cdots \times (A + A)$. For every element $x \in E$ there are at least $\frac{k}{m_2}$ elements $y \in F$ such that $(x_1 - y_1)(x_2 - y_2) \cdots (x_d - y_d) = c$. It follows that

$$|E| \frac{k}{m_2} \leq C \left( q^{-1}|E|m_1^d + q^{d-1}|E|^\frac{d}{2}m_1^\frac{d}{2} \right),$$

and (2) follows. This completes the proof of Theorem 1.2.

4. Proof of Theorem 1.6

We have

$$|\{(x, y) \in E \times F : (x_1 - y_1)(x_2 - y_2) = j\}|$$

(4)

$$= \sum_{x,y \in \mathbb{F}_q^2} E(x)F(y)S_j(x - y),$$

where $E$ and $F$ are characteristic functions of $E$ and $F$ respectively and $S_j$ is the characteristic function of the set

$$\{x \in \mathbb{F}_q^2 : x_1x_2 = j\}.$$

Recall (see e.g. [6]) that if $f$ is a function from $\mathbb{F}_q^2$ to the complex numbers, then

$$\hat{f}(m) = q^{-2} \sum_{x \in \mathbb{F}_q^2} \chi(-x \cdot m)f(x),$$

the Fourier transform of $f$, where $\chi$ is a non-trivial additive character on $\mathbb{F}_q$. Also recall that

$$f(x) = \sum_{m \in \mathbb{F}_q^2} \chi(x \cdot m)\hat{f}(m),$$

and

$$\sum_{m \in \mathbb{F}_q^2} |\hat{f}(m)|^2 = q^{-2} \sum_{x \in \mathbb{F}_q^2} |f(x)|^2.$$

It follows that the expression in (4) equals

$$\sum_{x,y,m \in \mathbb{F}_q^2} \chi((x - y) \cdot m)E(x)F(y)S_j(m)$$

$$= q^4 \sum_{m \in \mathbb{F}_q^2} \hat{E}(m) \cdot \hat{F}(m) \cdot \hat{S}_j(m)$$
Proof of Lemma 4.1. and the proof of Theorem 1.6 is complete up to the proof of Lemma 4.1.

We shall need the following result which we prove at the end of the section.

**Lemma 4.1.** Suppose that \( j \neq 0 \). With the notation above,
\[
|S_j| = q + O(\sqrt{q}),
\]
and
\[
|\hat{S}_j(m)| \leq Cq^{-\frac{\delta}{2}}
\]
provided that \( m \neq (0,0) \).

We have
\[
I \leq C|E||F|q^{-1},
\]
whereas the application of Cauchy-Schwartz shows that
\[
II \leq q^4 \left( \sum_{m \in \mathbb{F}_q^2} |\hat{E}(m)|^2 \right)^{\frac{1}{2}} \cdot \left( \sum_{m \in \mathbb{F}_q^2} |\hat{F}(m)|^2 \right)^{\frac{1}{2}} \cdot \sup_{m \neq (0,0)} |\hat{S}_j(m)|.
\]

Applying (5) to the first two terms in (7) and using (6) of Lemma 4.1 to estimate the third term, we see that
\[
II \leq Cq^4 \cdot q^{-2} \cdot \sqrt{|E||F|} \cdot q^{-\frac{\delta}{2}} = Cq^{\frac{\delta}{2}} \cdot |E|^{\frac{1}{2}} \cdot |F|^{\frac{1}{2}},
\]
and the proof of Theorem 1.6 is complete up to the proof of Lemma 4.1.

**4.1. Proof of Lemma 4.1.** We have
\[
|S_j| = \sum_{x \in \mathbb{F}_q} S_j(x) = \sum_{x \in \mathbb{F}_q} q^{-1} \sum_{t \in \mathbb{F}_q} \chi(t(x_1 x_2 - j)) = q + q^{-1} \sum_{t \neq 0} \chi(-tj) \sum_{x \in \mathbb{F}_q^2} \chi(t(x_1 x_2)) = q + D(q).
\]

Let \( x_1 = \frac{y_1 + y_2}{2} \) and \( x_2 = \frac{y_1 - y_2}{2} \). We then see that
\[
\sum_{x \in \mathbb{F}_q^2} \chi(t(x_1 x_2)) = \sum_{y \in \mathbb{F}_q^2} \chi(t(y_1^2 - y_2^2)) = q \cdot \psi_q(t),
\]
where \( \psi_q \) is a non-trivial multiplicative character of \( \mathbb{F}_q^* \). See, for example, (6).

It follows that
\[
|D(q)| \leq \left| \sum_{t \neq 0} \chi(-tj)\psi_q(t) \right| \leq C\sqrt{q},
\]
by a classical theorem on Fourier transforms of non-trivial multiplicative characters. See e.g. (6). This completes the proof of the first part of Lemma 4.1.

To prove (6) we write
\[
\hat{S}_j(m) = q^{-2} \sum_{x \in \mathbb{F}_q^2} q^{-1} \sum_{t \in \mathbb{F}_q} \chi(-x \cdot m)\chi(t(x_1 x_2 - j))
\]
\begin{equation}
(8) \quad = q^{-3} \sum_{x \in \mathbb{F}^2_q} \sum_{t \neq 0} \chi(-x \cdot m) \chi(t(x_1 x_2 - j)).
\end{equation}

Changing variables as above and completing the square, we see, as before, that

\[
\sum_{x \in \mathbb{F}^2_q} \chi(-x \cdot m) \chi(t(x_1 x_2)) = q \chi \left( \frac{m_1^2 - m_2^2}{4t} \right) \psi_q(t).
\]

Plugging this into (8) we get

\[
q^{-2} \sum_{t \neq 0} \chi \left( \frac{m_1^2 - m_2^2}{4t} + tj \right) \psi_q(t),
\]

and the conclusion follows from Theorem 1.8 provided that \(m_1^2 - m_2^2 \neq 0\). If \(m_1^2 - m_2^2 = 0\), the desired estimate follows from the aforementioned result on Fourier transforms of non-trivial multiplicative characters. The proof of Lemma 4.1 is complete.

5. Proof of Theorem 1.4

Suppose for a moment that Theorem 1.8 holds. Let \(E = A^d\). It then follows immediately that for any \(j \in \mathbb{F}_q^*\), there exists \(x, y \in A^d\) such that

\[(x_1 - y_1)(x_2 - y_2) \cdots (x_d - y_d) = j,\]

which means that

\[(A - A) \cdot (A - A) \cdots (A - A) = \mathbb{F}_q,\]

as desired.

This matters are reduced to proving Theorem 1.8 which is where we now turn our attention. Let

\[M_j = \{ x \in \mathbb{F}_q^d : x_1 x_2 \cdots x_d = j \}.\]

We have, following the proof of Theorem 1.6

\[| \{(x, y) \in E \times F : (x_1 - y_1) \cdots (x_d - y_d) = j \}| = \sum_{x, y \in \mathbb{F}_q^d} E(x)F(y)M_j(x - y) = q^{-d}\|F\| \cdot |M_j| + q^{2d} \sum_{m \neq (0, \ldots, 0)} \hat{E}(m)\hat{F}(m)\hat{M}_j(m) = I + II.\]

Lemma 5.1. With the notation above,

\[|M_j| = q^{d-1} + O(q^{d-2}),\]

and if \(m \neq (0, \ldots, 0),\)

\[|\hat{M}_j(m)| \leq Cq^{-\frac{d-1}{2}}.\]
We postpone the proof of the lemma for a moment and complete the proof of Theorem 1.8. Using (9) we see that
\[ C_1 q^{-1} |E||F| \leq I \leq C_2 q^{-1} |E||F|. \]

Using (10) and Cauchy-Schwartz we see that
\[ |II| \leq C_3 q^{2d} \cdot q^{-d} \cdot \sqrt{|E||F|} \cdot q^{-d+1} = q^{d-1} \cdot \sqrt{|E||F|}. \]

This establishes the first part of Theorem 1.8. Since we have a lower bound on \( I \) and an upper bound on \( II \), we conclude that if \( |E| \geq C q^{d+1} \) with \( C \) sufficiently large, then \( I + II > 0 \) and the second part of Theorem 1.8 follows.

5.1. Proof of Lemma 5.1. Let \( \chi \) be a non-trivial additive character. We have
\[
|M_j| = \sum_{x_1 \ldots x_d = j} 1 = \sum_{x_1 \ldots x_d \in \mathbb{F}_q^d} \chi(t(x_1 \ldots x_d - j)) = q^{d-1} + q^{-1} \sum_{t \neq 0} \chi(-tj) \sum_{x_1 \ldots x_d \in \mathbb{F}_q^d} \chi(tx_1 \ldots x_d) = q^{d-1} + O(q^{d-2})
\]
thus establishing (9).

We now prove (10). We have
\[
\hat{M}_j(m) = q^{-d} \sum_{x_1 \ldots x_d = j} \chi(-x \cdot m)
= q^{-d} \sum_{x_1, x_2, \ldots, x_{d-1}} \chi(-x_1 m_1 - \cdots - x_{d-1} m_{d-1} - m_d (x_1 \ldots x_{d-1})^{-1}),
\]
and the conclusion follows from Theorem 1.9. This completes the proof of Lemma 5.1.
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