Scaling theory for the 1/f noise
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We show that in a broad class of processes that show a 1/f\textsuperscript{α} spectrum, the power also explicitly depends on the characteristic time scale. Despite an enormous amount of work, this generic behavior remains so far overlooked and poorly understood. An intriguing example is how the power spectrum of a simple random walk on a ring with \( L \) sites shows \( 1/f^{3/2} \) not \( 1/f^2 \) behavior in the frequency range \( 1/L^2 \ll f \ll 1/2 \). We address the fundamental issue by a scaling method and discuss a class of solvable processes covering physically relevant applications.

The spectral content of a noisy process unveils the temporal correlation, a fundamental characteristic of dynamical systems. As a result, the spectral properties have been investigated at length, both experimentally and theoretically. In particular, the scale-free power spectrum – 1/f\textsuperscript{α} form with the exponent \( \alpha \) lying between 1 and 2 – is termed 1/f\textsuperscript{α} noise [1–17]. Such a noise shows the existence of long time-correlation, a sign of complexity observed in nature, and one can find the exemplary instances in diverse contexts. In electronics, the examples include current or voltage fluctuations in vacuum tubes [18] and other devices. In life sciences, these range from neuronal activity, even at single neuron level [19–21], to DNA sequence [22, 23]. Other instances span from price fluctuations in economics [24] to online social activity [25]. In dynamical systems, the 1/f\textsuperscript{α} spectra emerge in intermittent chaotic systems [26–28] and energy spectra in quantum chaotic systems [29, 30].

Given the wide occurrence, the existence of a simple and general explanation might be suggestive. However, continued efforts to understand the noise have uncovered a few common explanations. (i) The most widely applicable proposal is treating the process as a superposition of several independent exponentially relaxing events, with a power-law relaxation time distribution. (ii) The hypothesis of self-organized criticality (SOC) [31–38] explains scale-invariant features, both in space and time, for a class of non-equilibrium systems. (iii) A class of nonlinear stochastic differential equations with multiplicative noise can also generate the 1/f\textsuperscript{α} noise [39–43]. (iv) A memoryless nonlinear response (MNR) serves as an alternative mechanism. A noisy stimulus, instantaneously processed through nonlinear transformation, results in a response that may show the 1/f\textsuperscript{α} noise [44, 45].

Although much is generally agreed and understood, the 1/f\textsuperscript{α} noise continues to be reasonably active because of its enigmatic nature. In recent years, the focus has been on various aspects. One pertinent aspect is the “aging” feature. The power spectrum also depends on the finite observation time of the process [see Fig. 1 (a) to (c)]. Firstly, it is theoretically suggested for non-stationary processes [46], which later experimentally observed in blinking quantum dots [47–49], current fluctuations in nanoscale electrodes [50], and interface fluctuations in liquid-crystal turbulence [51].

In this paper, we show a generic feature for a broad class of the 1/f\textsuperscript{α} noise: The power also explicitly depends on the characteristic time scale [see Fig. 1 (e) and (f)]. One can note the behavior in sandpile [34] and a class of 1/f\textsuperscript{α} processes found within the MNR framework [45]. Despite much research, the unusual behavior remains so far overlooked and poorly understood from the aspect of origin and physical implications it can have. We take the first step to address the fundamental problem by a scaling theory to describe this dependence on the characteristic time scales or the length of the time series of observation, for processes that are not stationary in time. The scaling method is crucial in the critical phenomena and to the systems displaying scale-invariant properties [52–56]. We explain below the simplest non-trivial example and then suggest a general framework with striking instances.

Consider the following scenario. A noisy sequence \( x(t) \),
taking values 1 or -1 with equal probability, represents white noise with the power spectrum $\sim 1/f^0$. A linear operation such as integration of white noise generates Brownian noise $\sim 1/f^2$, typically modeled as a simple random walk (SRW) on a line: $\xi(t) = \sum_{i=1}^{n} x(i)$. The unbounded process is non-stationary, and the power spectrum does not show explicit dependence on the finite observation time $T^*$. If we impose a reflecting boundary conditions at $\xi = \pm L$, this introduces a characteristic time scale $T \sim L^2$. The power spectrum remains unchanged, except showing $T$ dependence similar to Fig. 1 (d). Note that the bounded normal diffusion results in a time scale $T \sim L^2$. As the $T$ increases, the total power of the signal increases linearly. Thus, the power spectrum scales as $1/f^2$ for $1/L^2 \ll f \ll 1/2$.

We can now present the simplest non-trivial example of the $1/f$ noise with explicit aging as a function of characteristic time. If we impose a periodic boundary to the SRW, then the walker runs on a ring of size $L$ with $\xi \in [0, L - 1]$ such that $T = L^2$. Such a boundary condition produces a nonlinear effect that results in explicit characteristic time dependence, and eventually, a non-trivial behavior emerges for the power spectrum as $\sim 1/f^{3/2}$ for $1/T \ll f \ll 1/2$ [see Fig. 2]. It is easy to note that the total power remains $T$. The typical magnitude of the process $L \sim \sqrt{t}$ appears in the picture. Noting the probability to find the walker at $\xi$ that is $P(\xi, T) = 1/L = 1/\sqrt{T}$ for $0 \leq \xi \leq L - 1$, we find the total power $P_\xi(T) = \langle \xi^2 \rangle = \int_0^{\sqrt{T}} \xi^2 d\xi / \sqrt{T} \sim T$. One may naively expect $1/f^2$ type behavior that is contrary to the actual behavior. While a Ref. [57] suggests $1/f^{3/2}$ feature for cyclical random walk, it does not discuss the explicit characteristic time dependent feature. We show that the scaling methods can offer a simple explanation for this non-trivial observation.

The power at a fixed frequency increases with the characteristic time over the entire range of frequencies, but the rate differs in the two frequency regimes. From the numerical results shown in Fig. 2, one can readily write an expression for the power spectrum

$$S_\xi(f, T) = \begin{cases} AT^2, & \text{for } f \ll \frac{1}{T} \\ A\frac{T}{f^2}, & \text{for } \frac{1}{T} \ll f \ll \frac{1}{2}. \end{cases}$$

The form does not capture the exact behavior around the frequency $1/T$. Since the power spectrum $S_\xi(f, T)$ is a homogeneous function of its arguments, this can be re-expressed as

$$S_\xi(f, T) = A\frac{1}{f^2} G(fT).$$

The scaling function is $G(fT) \sim (fT)^2$ for $f \ll 1/T$ and $G(fT) \sim \sqrt{fT}$ for $1/T \ll f \ll 1/2$. Clearly, the scaling function behaves as

$$G(u) \sim \begin{cases} u^2, & \text{for } u \ll 1 \\ \sqrt{u}, & \text{for } u \gg 1, \end{cases}$$

where $u = fT$. The total power content of the signal is

$$P_\xi(T) = \int_0^{\infty} S_\xi(f, T) df = AT \int_0^{\infty} \frac{du}{u^2} G(u) \sim T.$$

In the example, the boundary constraint is the attribute responsible for the origin of the $1/f$ noise with explicit $T$ dependence. Note that MNR is an alternative mechanism that can explain such explicit aging and the subsequent emergence of the $1/f$ noise.

We point out an interesting example where the process arises naturally. The noisy process $\xi(t)$, a trajectory of the SRW on a ring, appears in a directed Abelian sandpile model that displays SOC [33, 38]. The process $\xi$ denotes the evolution of the configuration of a sandpile. Since the sandpile model is important for our discussion, we here briefly describe this. Consider a $2 \times n$ lattice, where $n$ is the linear extent. The number of allowed configurations are $3^n$, since each column $2 \times i$ can take one of the possible recurrent states $\zeta_i \in \{(2,0), (1), (0)\}$. The system
is driven by adding one particle at the top or bottom site at one end, and the particles can leave the system from the other end. The driving may cause an unstable configuration, having sites with 2 or more particles, and the system relaxes by a simple toppling rule. An unstable top or bottom site transfers one particle each to the right and bottom or top sites. Taking \( \zeta_i \in \{-1, 0, 1\} \) as a bit in ternary-base, one can relate each stable configuration, having sites with 2 or more particles, and from the other end. The driving may cause an unstable top or bottom site transfers one particle each to the right and bottom or top sites. Taking \( \zeta_i \in \{-1, 0, 1\} \) as a bit in ternary-base, one can relate each stable configuration to an integer. In turn, the complicated dynamics reduce to a simple random walk on a ring with 3\( ^n \) sites. Counting zeros in the ternary base for \( \xi \), one can determine the total mass of the system \( \eta \) that shows 1/f noise. Mathematically, \( \eta = n + \sum_i q_i \), where \( q_i = 1 \) if \( \zeta_i = 0 \) and \( q_i = 0 \) if \( \zeta_i \neq 0 \). Note that the indicator function \( q_i \) captures the local mass fluctuations, which we discuss later.

**General Formalism.** We can recast the analysis of the above example in a more general manner. We begin with processes, where the power spectrum shows aging as a function of characteristic time scale. Mathematically, the typical power spectrum reads

\[
S(f, T) = \begin{cases} 
AT^{\alpha'+\beta'}, & \text{for } f \ll 1/T \\
AT^\beta \frac{1}{f^\nu}, & \text{for } 1/T \ll f \ll 1/2,
\end{cases} \tag{4}
\]

where \( \alpha' \) and \( \beta' \) are spectral and aging exponents, respectively. The characteristic time scale \( T \) is a system-specific property, and it may appear because of finite system size. The aging feature generally appears in two forms. (i) The power spectrum exhibits time-dependent behavior only in the regime \( f \ll 1/T \) if \( \beta' = 0 \). (ii) If \( \beta' \neq 0 \), the power spectrum depends on \( T \) even in the non-trivial regime \( f \gg 1/T \). We call this case “explicit aging”.

However, in some experimental studies, no characteristic time scale has been observed [47]. Note that the total power for 1/f noise would be infinite if there were no characteristic time scale. Interestingly, the spectral content shows aging as a function of the finite observation time \( T^* \). Examples include single file diffusion and Brownian motion in logarithmic potential [49]; see Ref. [58] for more instances. It is a class of non-stationary 1/f processes, where the regime \( f \ll 1/T^* \) does not exist. Also, the finite observation time dependence for 1/f noise remains well recognized. In this work, we mainly focus on 1/f processes showing explicit characteristic time scale dependence.

We consider a noisy time series \( \xi(t) \), with a temporarily scale-invariant feature. A relevant quantity is the total power \( P = \langle \xi^2 \rangle \), where the angular bracket \( \langle \cdot \rangle \) denotes ensemble average. Typically, the total power diverges as a function of the characteristic time scale \( T \). We focus on a class of processes for which \( P(T) \sim T^\gamma \), with \( 0 \leq \gamma \leq 1 \). Note that Parseval’s theorem relates the total power of the process with the power spectrum \( P(T) = \int S(f, T) df \). Recognizing scaled frequency \( u = fT \), the frequency dependency of the power spectrum can be determined

\[
S(f) \sim \left| \frac{dP(T|f)}{df} \right| \sim \frac{1}{f^\alpha}, \quad \text{for } \frac{1}{T} \ll f \ll \frac{1}{2},
\]

with \( \alpha = 1 + \gamma \). In general \( \alpha \neq \alpha' \).

Recall that the power spectrum shows aging, \( T \)-dependent feature. It implies that the power spectrum is a function of both variables \( f \) and \( T \). The scaling feature suggests that the power spectrum \( S(f, T) \) is a homogenous function of its arguments. Then, the power spectrum can be easily expressed as

\[
S(f, T) = S(f)G(fT) = \frac{1}{f^{-\alpha}}G(u) = T^\alpha H(u), \tag{5}
\]

where \( u = fT \). Asymptotically, the scaling function varies as

\[
G(u) = \begin{cases} 
G_<(u) \sim u^{\nu'}, & \text{for } u \ll 1, \\
G_>(u) \sim u^{\nu}, & \text{for } u \gg 1. \tag{6}
\end{cases}
\]

Similarly, \( H_<(u) \sim \text{constant} \) and \( H_>(u) \sim 1/u^{\nu'} \). Moreover, if the power spectrum is frequency independent \( S(f, T) = S(f = 1/T) \) for \( f \ll 1/T \), then \( \nu' = \alpha = 1 + \gamma \). Since \( \langle \xi^2 \rangle \sim T^\nu \), the typical magnitude of the process is \( L \sim \sqrt{T^\nu} \). In many cases, the typical aging is found to be directly or inversely proportional to \( L \) in the regime \( f \gg 1/T \). Then, \( \nu = \pm \gamma/2 \).

What do we directly learn from the scaling function, numerically obtained as data collapse of the power spectra? First, we can estimate the exponent of the total power from the scaling function exponent in the regime \( u \ll 1 \), as \( \gamma = \nu' - 1 \). Second, the scaling exponent quantifies the aging \( \beta' = \nu \) for \( u \gg 1 \). If \( \nu \neq 0 \), the explicit aging occurs. The sign of the exponent \( \beta' \) is \( \pm \) if the power spectrum is directly or inversely related to \( T \). Eventually, the two exponents alone suffices to estimate spectral characteristic exponents: \( \alpha' = \nu' - \nu, \beta' = \nu, \gamma = \nu' - 1, \) and \( \alpha = \nu' \). Thus, the scaling function can especially offer useful insight where theoretical progress remains challenging.

**Effect of nonlinearity.** To examine the extent of the scaling theory, we present examples of analytically tractable processes. Nonlinear response to noisy stimuli can model many processes. One example is the total mass fluctuations in the sandpile model, exhibiting the 1/f spectrum. The nonlinear response \( \eta \) is the count of zeros in binary or ternary base for \( \xi \) [38]. In the second example, we consider the response of a sensory system to a noisy stimulus. Here, the response function varies in a sub-linear manner. From psychophysics, we well know two phenomenological instances: Weber-Fechner law (\( \eta \sim \log \xi \)) and Stevens’ law (\( \eta \sim \xi^a \)) [59, 60]. Assuming the nonlinear response to be memoryless, we explore spectral characteristics for these physically relevant
\[ G_q(u) \sim u, \quad \text{and} \quad G_o(u) \sim \frac{1}{\sqrt{u}}. \] (8b)

It is easy to note that the \(1/f\) power spectrum of the total mass in the sandpile is equal to the sum of local \(1/f\) power spectra [see Eqs. (7a) and (8a)] since the local fluctuations are uncorrelated in space.

Within the memoryless nonlinear response framework, consider a sublinearly varying transfer function \(\eta = \text{sgn}(\xi)|\xi|^a\) with \(0 < a \leq 1/2\). In this case, the spectral properties have been recently computed, analytically, with two classes of noisy input, namely, Brownian and Gaussian process with spectral feature varying as \(1/f^{1+b}\) \([44, 45]\). To gain a better understanding of the \(T\) dependent spectral behavior, we re-examine focusing on the scaling function.

- When we model the input as a SRW with reflecting boundary at \(\xi = \pm L\), the power spectrum of the output varies for the frequency \(f \gg 1/T\) as
  \[ S_\eta(f, T) = A_\eta \frac{1}{f^{1+a}} \frac{1}{\sqrt{fT}} = A_\eta \frac{1}{f^{1+a}} G_o(fT), \] (9a)
  where
  \[ G_<(u) \sim u^{1+a}, \quad \text{and} \quad G_>(u) \sim \frac{1}{\sqrt{u}}. \] (9b)

Here, the total power is \(P_\eta \sim T^a\).

- If the input is a Gaussian process displaying a power spectrum of \(1/f^{1+b}\) type for \(f \gg 1/T\) with \(0 \leq b \leq 1\), the power spectrum of the output process behaves as
  \[ S_\eta(f, T) = A_\eta \frac{1}{f^{1+ab}} \frac{1}{\sqrt{(fT)^b}} = A_\eta \frac{1}{f^{1+ab}} G_o(fT), \] (10a)
  where
  \[ G_<(u) \sim u^{1+ab}, \quad \text{and} \quad G_>(u) \sim \frac{1}{\sqrt{u^b}}. \] (10b)

In this case, the total power varies as \(P_\eta \sim T^{ab}\).

Numerical results shown in Fig. 5 provide a validation for theoretically predicted behavior described by Eqs. (9b) and (10b). An excellent agreement is seen with the theory within statistical error. We briefly outline implemented numerical methods. We generate the input processes using the Monte Carlo method. See the Ref. [45] for the Gaussian process with spectral property \(1/f^{1+b}\) for \(f \gg 1/T\). The output is easy to compute by applying instantaneous nonlinear transformation upon the input. We implement the fast Fourier transform algorithm to compute the power spectrum of the response. Since the power spectrum of a single realization shows a
highly fluctuating behavior, we employ ensemble averaging to get a smooth curve. Only the frequency regime \( f \ll 1/2 \) is of interest. As our primary focus is on data collapse, this is easy to compute as \( G(u) = f^\alpha S(f,T) \) with \( u = fT \). To numerically get the data collapse, the exponent \( \alpha \) and the time scale \( T \) need to be determined. A theoretical estimate of the total power can provide the exponent \( \alpha \).

A few observations are in order. Beyond the spectral exponents, the scaling function reveals the unique nature of the underlying process. As the different spectral exponents correspond to a distinct universality class, the data collapse offers an alternative to estimating spectral exponents. The non-trivial spectral exponent also arises by altering the boundary constraint, and the explicit time dependency of the power spectrum may appear or disappear because of nonlinearity. For the 1/\( f \) noise with \( \alpha = 1 \), no explicit aging occurs; the implication is consistent with a similar remark noted in the Ref. [61]. Our framework is also consistent with well-recognized 1/\( f \) processes showing explicit finite observation time dependence.

In summary, we have introduced a scaling theory for the 1/\( f \) noise, explaining the associated aging feature and its consequences. In particular, we offer an adequate insight for the 1/\( f \) noise with an explicit characteristic time-dependent feature. We consistently apply the theory to a class of spatially extended dynamical systems and recognize the explicit aging for 1/\( f \) noise [62]. It is easy to analyze experimentally collected noisy signals. The scaling approach for the 1/\( f \) noise is simple and of broad relevance due to its general applicability.
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FIG. 5. The scaling function for a response function \( \eta = \text{sgn}(\xi)\xi^\alpha \) with different noisy inputs. (a) The input is modelled as SRW on line with a reflecting boundary at \( \xi = \pm L \). Here, \( \alpha = 0.1 \) and \( T = (2L - 1)^2 \), with \( L = 2^4 \times 2^3 \) and \( 2^6 \). (b) The input is a Gaussian process with \( \sim 1/f^{1+b} \) for \( b = 1 \) and \( T = 2^{10}, 2^{12}, 2^{14} \), and \( 2^{16} \).
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