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Abstract

A classical model of gravity theory with several dilatonic scalar fields and differential forms admitting an interpretation in terms of intersecting p-branes is studied in (pseudo)-Riemannian space-time manifold \( M = \mathbb{R}_+ \times S^{d_0} \times \mathbb{R}_t \times M^{d_2}_2 \times \cdots \times M^{d_n}_n \), \((n \geq 2)\) of dimension \( D \). The equations of motion of the model are reduced to the Euler-Lagrange equations for the so-called pseudo-Euclidean Toda-like system. We suppose that the characteristic vectors related to the configuration of p-branes and their couplings to the dilatonic scalar fields may be interpreted as the root vectors of a Lie algebra of the types \( A_r \), \( B_r \), \( C_r \). In this case the model is reducible to one of the open Toda chain’s algebraic generalization and is completely integrable by the known methods. The corresponding general solutions are presented in explicit form. The particular exact solution describing a class of nonextremal black holes is obtained and analyzed.
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1 Introduction

There has been much interest in black hole solutions in p-brane theory \([1]-[25]\) because of the possible resolution of various puzzles associated with quantum gravity\([14]\). A growth of interest in classical p-brane solutions of supergravities of various dimensions is inspired by a conjecture that \( D = 11 \) supergravity is a low-energy effective field theory of eleven-dimensional fundamental M-theory, which (together with so called F-theory) is a candidate for unification of five known ten-dimensional superstring models. Classical p-brane solutions may be considered as an instrument for investigation of interlinks between superstrings and M-theory.

In this paper we consider generalized bosonic sector (without Chern-Simons terms) of supergravity theories \([26]\) in the form of a multidimensional gravitational model with several dilatonic scalar fields and differential forms of various ranks admitting an interpretation in terms of intersecting p-branes. As was shown in \([17]\), for cosmological and static spherically symmetric space-times the equations of motion of such a model are reduced to the Euler-Lagrange equations for the so-called pseudo-Euclidean Toda-like Lagrange system. We reproduce this result in Sec. 2. Methods for integrating of pseudo-Euclidean Toda-like systems (see, \([27]\) and references therein) are based on a Minkowski-like geometry for the characteristic vectors determining the potential of the pseudo-Euclidean Toda-like system. If the characteristic vectors form an orthogonal set, then the pseudo-Euclidean Toda-like system is integrable. The corresponding
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p-brane models have been studied in [15], [19], [20], [23]. Here we apply these methods for integrating the p-brane model reducible to the algebraic generalizations of an open Toda chain. The characteristic vectors of such models may be interpreted as root vectors of the semi-simple Lie algebra. We consider the Lie algebras of the Cartan types $A_r$, $B_r$, $C_r$. Using the technique suggested by Anderson [29] for solving the Toda chain’s equations of motion, in Sec. 3, 4 we integrate the p-brane models. In the last section of the paper we examine the metric obtained for some particular exact solution appearing for a quite wide class of p-brane models. This solution describes the nonextremal black hole under some condition. The corresponding ADM-mass and the Hawking temperature of a black hole are calculated.

2 The general model

Following the papers [15], [17], [23] we consider here a classical model of gravity theory with several dilatonic scalar fields $\varphi^\alpha$ and differential $n_a$-forms $F_{M_1...M_{n_a}}^a$ in (pseudo)-Riemannian space-time manifold $M$ of dimension $D$. The action of the model reads

$$S = \int_M d^Dz \sqrt{|g|} \left( R[g] - \sum_{\alpha,\beta=1}^\omega h_{\alpha\beta} g^{MN} \partial_M \varphi^\alpha \partial_N \varphi^\beta - \sum_{a \in \Delta} \frac{e^{2\lambda_a(\varphi)}}{n_a!} (F^a)^2 \right),$$  \hspace{1cm} (2.1)

where $ds^2 = g_{MN} dz^M dz^N$ is the metric with Lorentzian signature on the manifold $M (M, N = 0, 1, \ldots, D - 1)$, $|g| = |\text{det}(g_{MN})|$. $(h_{\alpha\beta})$ is a symmetrical positively definite $\omega \times \omega$ matrix, $\lambda_a(\varphi)$ is a linear combination of the scalar fields, i.e.

$$\lambda_a(\varphi) = \sum_{\alpha=1}^\omega \lambda_{a,\alpha} \varphi^\alpha,$$  \hspace{1cm} (2.2)

where $\lambda_{a,\alpha}$ are the coupling constants. Furthermore

$$F^a = \frac{1}{n_a!} F_{M_1...M_{n_a}}^a dz^{M_1} \wedge \ldots \wedge dz^{M_{n_a}} = dA^a,$$  \hspace{1cm} (2.3)

$$A^a = \frac{1}{(n_a - 1)!} A_{M_1...M_{n_a-1}}^a dz^{M_1} \wedge \ldots \wedge dz^{M_{n_a-1}},$$  \hspace{1cm} (2.4)

$$(F^a)^2 = F_{M_1...M_{n_a}}^a F_{N_1...N_{n_a}}^a g^{M_1 N_1} \ldots g^{M_{n_a} N_{n_a}}.$$  \hspace{1cm} (2.5)

The field $A_{M_1...M_{n_a-1}}^a$ may be called a gauge potential corresponding to the field strength $F_{M_1...M_{n_a}}^a$. By $\Delta$ we denote some finite set.

The action (2.1) leads to the following equations of motion

$$R_{MN} - \frac{1}{2} g_{MN} R = T_{MN},$$  \hspace{1cm} (2.6)

$$\triangle [g] \varphi^\alpha = \sum_{a \in \Delta} \frac{1}{n_a!} \lambda_a e^{2\lambda_a(\varphi)} (F^a)^2, \hspace{1cm} \alpha = 1, \ldots, \omega,$$  \hspace{1cm} (2.7)

$$\nabla_{M_1} [g] (e^{2\lambda_a(\varphi)} F^a_{M_1...M_{n_a}}) = 0, \hspace{1cm} a \in \Delta.$$  \hspace{1cm} (2.8)

The right side of the Einstein equations (2.6) looks as follows

$$T_{MN} = T_{MN}[\varphi] + T_{MN}[F],$$  \hspace{1cm} (2.9)
Clearly, the canonical projection \( \hat{u} \) is the radial coordinate.

In (2.7), (2.8) we denoted the Laplace-Beltrami operator and covariant derivative with respect to the metric \( g_{MN} \) by \( \Delta [g] \) and \( \nabla_M [g] \), respectively. The constants \( \lambda_a \) in (2.7) are introduced by

\[
\lambda_a = \sum_{a, \beta=1}^{\omega} h^{\alpha \beta} \lambda_{a, \beta}, \tag{2.12}
\]

where \( (h^{\alpha \beta}) \) is the inverse matrix to \( (h_{\alpha \beta}) \).

Consider the model introduced under the following assumptions. Let the \( D \)-dimensional space-time \( M \) be decomposed into the direct product of \( \mathbb{R}_+ \) (corresponding to a radial coordinate \( u \)), \( d_0 \)-dimensional sphere \( S^{d_0} \) (\( d_0 \geq 2 \)), time axis \( \mathbb{R}_t \) and \((n-1)\) factor spaces \( M_2, \ldots, M_n \), i.e.

\[
M = \mathbb{R}_+ \times S^{d_0} \times \mathbb{R}_t \times M^2_2 \ldots \times M^n_n, \quad n \geq 2. \tag{2.13}
\]

The metric on \( M \) is assumed correspondingly to be

\[
ds^2 = e^{2\gamma (u)} du^2 + e^{2\varphi (u)} d\Omega^2_{d_0} - e^{2\varphi (u)} dt^2 + \sum_{i=1}^{n} e^{2\lambda_i (u)} ds_i^2, \tag{2.14}
\]

where \( u \) is the radial coordinate, \( d\Omega^2_{d_0} = g^{0n_0} (y_0) dy_0^{m_0} dy_0^{n_0} \) is the line element on \( d_0 \)-dimensional unit sphere, \( t \) is the time coordinate, \( ds_i^2 = g^{i} m_i (y_i) dy_i^{m_i} dy_i^{n_i} \) is the positively definite metric on the \( d_i \)-dimensional factor space \( M_i \), \( \gamma (u), \varphi (u), \ldots, \varphi (u) \) are scalar functions of the radial coordinate \( u \). Herein, for reasons of simplicity, only Ricci-flat spaces \( M_2, \ldots, M_n \) are assumed (i.e. the components of the Ricci tensor for the metrics \( g^{i} m_i \) are zero).

It is useful to consider \( S^{d_0} \) and \( \mathbb{R}_t \) as factor spaces \( M_0 \) and \( M_1 \), respectively. So we put

\[
M_0 \equiv S^{d_0}, \tag{2.15}
M_1 \equiv \mathbb{R}_t, \quad d_1 = 1. \tag{2.16}
\]

We split the coordinates on \( M \) into the following ranges:

\[
(z^0, z^1, \ldots, z^{d_0}, z^{d_0+1}, \ldots, z^{D-d_0}, \ldots, z^{D-1}) = (u, y_0^1, \ldots, y_0^{d_0}, t, \ldots, y_n^1, \ldots, y_n^{d_n}). \tag{2.17}
\]

We introduce the following \( d_i \)-forms on \( M \)

\[
\tau_1 = dt, \quad \tau_i = \sqrt{\det (g^{i} m_i)} dy_i^1 \wedge \ldots \wedge dy_i^{d_i}, \quad i = 0, 2, \ldots, n. \tag{2.18}
\]

Clearly, the canonical projection \( \hat{p}_i : M \to M_i \) of \( \tau_i \) provides with the volume form of \( M_i \).

In order to construct the \( p \)-brane worldvolumes we introduce submanifolds of the following type

\[
M_I = M_{i_1} \times \ldots \times M_{i_r}, \tag{2.19}
\]

where

\[
I = \{i_1, \ldots, i_r\}, \quad i_1 < \ldots < i_r, \tag{2.20}
\]
is any ordered non-empty subset of natural numbers $2, \ldots, n$. Let $\Omega_0$ be the set of all such elements including the empty set, i.e.

$$
\Omega_0 = \{\emptyset, \{2\}, \{3\}, \ldots, \{n\}, \{2,3\}, \ldots, \{2,3,\ldots, n\}\}.
$$

(2.21)

By definition, put

$$
\bar{I} \equiv \{2, \ldots, n\} \setminus I.
$$

(2.22)

In this paper we consider electrically charged $p$-branes with the following worldvolumes

$$
M^{(e)}_I = \mathbb{R}_t \times M_I, \ I = \{i_1, \ldots, i_r\} \in \Omega_0.
$$

(2.23)

For empty $I = \emptyset$ we put $M^{(e)}_I = \mathbb{R}_t$. The dimension of $M^{(e)}_I$ is given by

$$
d(I) \equiv \dim M^{(e)}_I = 1 + d_{i_1} + \ldots + d_{i_r}.
$$

(2.24)

$(d(I) = 1$ for $I = \emptyset)$. The canonical projection $\hat{p}_I : M \to M^{(e)}_I$ of the following $d(I)$-form

$$
\tau(I) = dt \wedge \tau_{i_1} \wedge \ldots \wedge \tau_{i_r}
$$

(2.25)

is the volume form of $M^{(e)}_I$. We put $\tau(I) = dt$ for $I = \emptyset$.

In accordance with the terminology of $p$-brane theory [4] an $(n_a - 1)$-form potential

$$
A^{(a,e,I)} = \Phi^{(a,e,I)}(u)\tau(I), \ \text{rank} A^{(a,e,I)} \equiv n_a - 1 = d(I), \ a \in \Delta,
$$

(2.26)

where $\Phi^{(a,e,I)}(u)$ is a scalar function, describes an electrically charged $p$-brane ($p = n_a - 2$) with the worldvolume $M^{(e)}_I$. Moreover, the submanifold $\mathbb{R}_+ \times S^{d_0} \times \bar{M}_J$ ($\mathbb{R}_+ \times S^{d_0}$ for $I = \{2, \ldots, n\}$) is the so-called transverse space for this $p$-brane. The $n_a$-form field strength corresponding to $A^{(a,e,I)}$ was defined by [3] and may be written as

$$
F^{(a,e,I)} = d\Phi^{(a,e,I)}(u) \wedge \tau(I) = \dot{\Phi}^{(a,e,I)}(u) du \wedge \tau(I).
$$

(2.27)

The overdot means a derivative with respect to the radial coordinate $u$.

An $n_b$-form field strength

$$
F^{(b,m,J)} = e^{-2\lambda_b(\cdot)} \ast \left(\frac{d\Phi^{(b,m,J)}(u) \wedge \tau(J)}{du}\right), \ J \in \Omega_0, \ b \in \Delta,
$$

(2.28)

describes a $p$-brane ($p = n_b - 1 = D - d(J) - 2$) with a magnetic-type charge. The submanifold

$$
M^{(m)}_J = S^{d_0} \times \bar{M}_J
$$

(2.29)

is a worldvolume of this $p$-brane. Clearly, $M^{(m)}_J = S^{d_0}$ for $J = \{2, \ldots, n\}$. By $\ast$ we denoted the Hodge operator on the manifold $(M,g)$, i.e.

$$
(\ast F)_{M_1 \ldots M_{D-r}} = \frac{\sqrt{|g|}}{r!} \epsilon_{N_1 \ldots N_r M_1 \ldots M_{D-r}} F^{N_1 \ldots N_r}.
$$

(2.30)

In this paper we consider the so-called composite $p$-branes [3], i.e., by definition we put

$$
F^a = \sum_{I \in \Omega_{a,e}} F^{(a,e,I)} + \sum_{J \in \Omega_{a,m}} F^{(a,m,J)},
$$

(2.31)
where \( \Omega_{a,e} \subset \Omega_0 \) is a subset (which may be empty) of all \( I \in \Omega_0 \) such that \( d(I) + 1 = n_a \equiv \text{rank} F^{(a,e,I)} \). Moreover, \( \Omega_{a,m} \subset \Omega_0 \) is a subset (which may be empty) of all \( J \in \Omega_0 \) such that \( D - d(J) - 1 = \dim M_{J}^{(m)} = n_a \equiv \text{rank} F^{(a,m,J)} \). Evidently, \( \Omega_{a,m} = \emptyset \) for \( n_a = D - 1, D \).

We obtain the following non-zero components of the Ricci tensor for the metric (2.14)

\[
R_{0}^{0} = -e^{-2\gamma} \left( \sum_{k=0}^{n} d_{k}(x^{k})^{2} + \dot{\gamma}_{0} - \dot{\gamma} \right),
\]

\[
R_{m}^{n} = \left\{ \delta_{0}^{k}(d_{0} - 1)e^{-2x^{k}} - [x^{k} + \dot{\gamma}(\gamma_{0} - \dot{\gamma})]e^{-2\gamma} \right\} \delta_{n}^{m},
\]

where we denoted

\[
\gamma_{0} = \sum_{k=0}^{n} d_{k}x^{k}.
\]

Indices \( m,k \) and \( n,k \) in (2.33) for \( k = 0, \ldots, n \) run over from \( (D - \sum_{l=k}^{n} d_{l}) \) to \( (D - \sum_{l=k}^{n} d_{l} + d_{k} - 1) \). We recall that \( D = 1 + \sum_{k=0}^{n} d_{k} = \dim M \).

Under the above assumptions related to the \( F^{a} \)-fields and the metric (2.14) the Maxwell-like equations (2.8) and the Bianchi identities \( dF^{a} = 0 \) have the following form, correspondingly

\[
\frac{d}{dt} \left[ e^{\gamma - 2\sigma(I) + 2\lambda_{a}(\phi)} \Phi^{(a,e,I)}(u) \right] = 0, \ I \in \Omega_{a,e}, \ a \in \Delta
\]

(2.35)

\[
\frac{d}{dt} \left[ e^{\gamma - 2\sigma(J) - 2\lambda_{a}(\phi)} \Phi^{(a,m,J)}(u) \right] = 0, \ J \in \Omega_{a,m}, \ a \in \Delta
\]

(2.36)

where

\[
\sigma(I) = d_{1}x_{1} + \sum_{i \in I} d_{i}x_{i}.
\]

(2.37)

For empty \( I = \emptyset \) we put \( \sigma(I) = d_{1}x_{1} \).

To denote \( F^{a} \)-fields and their potentials, it is useful the following collective index

\[
s = (a,v,I), \ I \in \Omega_{a,v}, \ v = e,m, \ a \in \Delta.
\]

(2.38)

By \( S \) we denote the set of all elements \( s \), i.e.

\[
S = \bigcup_{v = e,m} \bigcup_{a \in \Delta} \left\{ \{a\} \times \{v\} \times \Omega_{a,v} \right\}.
\]

(2.39)

Integrating (2.35) and (2.36), we get

\[
\Phi^{s}(u) = Q_{s} \exp \left[ \gamma - \gamma_{0} + 2\sigma(I_{s}) - 2\chi_{s}\lambda_{a_{s}}(\phi) \right], \ s = (a_{s},v_{s},I_{s}) \in S,
\]

(2.40)

where

\[
\chi_{s} = +1, \ v_{s} = e,
\]

(2.41)

\[
\chi_{s} = -1, \ v_{s} = m.
\]

(2.42)

\( Q_{s} \) are arbitrary constants.

Let \( S_{s} \subset S \) be a subset of all \( s \in S \) such that \( Q_{s} \neq 0 \).

To obtain the tensors \( T^{[F^{a}]_{N}}_{M} \) in a block-diagonal form, we put the following restriction: there are no elements \( (a,v,I), (a,v,J) \in S_{s} \) such that

\[
I = (I \cap J) \cup \{i\}, \ J = (I \cap J) \cup \{j\}, \ i \neq j, \ d_{i} = d_{j} = 1,
\]

(2.43)
where \(i, j = 2, \ldots, n\). Here the intersection \(I \cap J\) may be empty. The total energy-momentum tensor of \(F^a\)-fields has a block-diagonal form whenever the restriction (2.43) is valid. Using (2.40), we present its non-zero components in the form

\[
T[F^a]_{\mu \nu} = \frac{1}{2} e^{-2\gamma_0} \sum_{s \in S_s} Q_s^2 \exp \left[ 2\sigma(I_s) - 2\chi_s \lambda_a_s(\phi) \right],
\]

(2.44)

\[
T[F^a]_{\mu \nu}^{m_k} = -\frac{1}{2} e^{-2\gamma_0} \left( \sum_{s \in S_s} (2\delta_{ks} - 1)Q_s^2 \exp \left[ 2\sigma(I_s) - 2\chi_s \lambda_a_s(\phi) \right] \right) \delta_{ik}^m,
\]

(2.45)

where

\[
\delta_{kl} = \sum_{i \in I} \delta_{ki} + \delta_{k1}, \quad I \in \Omega_0, \quad k = 0, 1, \ldots, n.
\]

(2.46)

We put \(\delta_{kI} = \delta_{k1}\) for \(I = \emptyset\). Evidently, \(\delta_{0I} = 0\) and \(\delta_{1I} = 1\) for any \(I \in \Omega_0\).

We assume that the dilatonic scalar fields \(\varphi^a\) depend only on the radial coordinate \(u\). Under this assumption the total energy-momentum tensor of the dilatonic scalar fields reads

\[
\left( T[\varphi]^M_N \right) = \frac{1}{2} e^{-2\gamma} \left( \sum_{\alpha, \beta = 1}^{\omega} h_{\alpha \beta} \varphi^\alpha \varphi^\beta \right) \text{diag}(1, 1, \ldots, 1, -1, 1, \ldots, 1).
\]

(2.47)

The Einstein equations (2.6) can be written as \(R^M_N = T^M_N - \delta^M_N/(D - 2)\). Further we employ the equations \(R^0_0 - R/2 = T^0_0\) and \(R^m_k - T^m_k - \delta^m_k/(D - 2)\). Using (2.32), (2.33), (2.44), (2.45), (2.47), we obtain these equations in the form

\[
\frac{1}{2} \left( \sum_{k, l = 0}^{n} G_{kl} \dot{x}^k \dot{x}^l + \sum_{\alpha, \beta = 1}^{\omega} h_{\alpha \beta} \dot{\varphi}^\alpha \dot{\varphi}^\beta \right) + V = 0,
\]

(2.48)

\[
\ddot{x}^k + (\gamma_0 - \dot{\gamma}) \dot{x}^k = e^{2\gamma} \left\{ \delta_{0}^k (d_0 - 1) e^{-2x^k} \right. \right.
\]

\[
+ e^{-2\gamma_0} \sum_{s \in S_s} \chi_s \left( \delta_{ks} - \frac{d(I_s)}{D - 2} \right) Q_s^2 \exp \left[ 2\sigma(I_s) - 2\chi_s \lambda_a_s(\phi) \right] \bigg\}.
\]

(2.49)

where we denoted

\[
G_{kl} = d_k \delta_{kl} - d_k d_l, \quad k, l = 0, 1, \ldots, n,
\]

(2.50)

\[
V = \frac{1}{2} e^{2\gamma} \left\{ (d_0 - 1) d_0 e^{-2x^0} - e^{-2\gamma_0} \sum_{s \in S_s} Q_s^2 \exp \left[ 2\sigma(I_s) - 2\chi_s \lambda_a_s(\phi) \right] \right\}.
\]

(2.51)

Under the above assumptions equations (2.7) have the form

\[
\ddot{\varphi}^\alpha + (\gamma_0 - \dot{\gamma}) \dot{\varphi}^\alpha = e^{2\gamma - 2\gamma_0} \sum_{s \in S_s} \chi_s \lambda_a_s Q_s^2 \exp \left[ 2\sigma(I_s) - 2\chi_s \lambda_a_s(\phi) \right].
\]

(2.52)

It is not difficult to verify that equations (2.48), (2.49), (2.53) may be presented as the Euler-Lagrange equations obtained from the Lagrangian

\[
L = e^{\gamma_0 - \gamma} \left[ \left( \sum_{k, l = 0}^{n} G_{kl} \dot{x}^k \dot{x}^l + \sum_{\alpha, \beta = 1}^{\omega} h_{\alpha \beta} \dot{\varphi}^\alpha \dot{\varphi}^\beta \right) - V \right]
\]

(2.53)
viewed as a function of the generalized coordinates $\gamma, x^k, \varphi^\alpha$. The equation $\partial L/\partial \gamma = d(\partial L/\partial \dot{\gamma})/du$ leads to the zero-energy constraint (2.48). After the gauge fixing: $\gamma = F(x^k, \varphi^\alpha)$ the equations (2.49), (2.52) may be considered as the Euler-Lagrange equations obtained from the Lagrangian (2.53) under the constraint (2.48). Further, we use the so-called harmonic gauge

$$\gamma \equiv \gamma_0 = \sum_{k=0}^{n} d_k x^k.$$  

(2.54)

It is easy to check that the radial coordinate $u$ is a harmonic function in this gauge, i.e. $\Delta [g] u = 0$.

Let us introduce an $(n + \omega + 1)$-dimensional real vector space $\mathbb{R}^{n+\omega+1}$. Denote by $e_A, A = 0, 1, \ldots, n + \omega$, the canonical basis in $\mathbb{R}^{n+\omega+1}$ ($e_1 = (1, 0, \ldots, 0)$ etc.). Define the following vectors:

1. The vector whose coordinates are to be found

$$x(u) = \sum_{A=0}^{n+\omega} x^A(u) e_A, \quad (x^A(u)) = (x^0(u), \ldots, x^n(u), \varphi^1(u), \ldots, \varphi^\omega(u)).$$  

(2.55)

2. The vector corresponding to the factor-space $M_0 \equiv S^{d_0}$ with a non-zero Ricci tensor. Hereafter, we call it by the vector induced by the curvature of $M_0$

$$V_0 = \sum_{A=0}^{n+\omega} V_0^A e_A = -\frac{2}{d_0} e_0, \quad (V_0^A) = -2 \left( \frac{1}{d_0}, 0, \ldots, 0 \right).$$  

(2.56)

3. The vector induced by a $p$-brane

$$U_s = \sum_{A=0}^{n+\omega} U_s^A e_A, \quad (U_s^A) = 2 \left( \delta_{kl} - d(I_s)/(D-2), I_s, -\chi_s \lambda_s^\alpha \right).$$  

(2.57)

A set of the vectors $U_s$ characterizes the space-time $M$, the configuration of $p$-branes and their couplings to dilatonic scalar fields. Further these vectors are called characteristic.

Let $<.,.>$ be a symmetrical bilinear form on $\mathbb{R}^{n+\omega+1}$ such that

$$<e_A, e_B> = \tilde{G}_{AB},$$  

(2.58)

where we put by definition

$$(\tilde{G}_{AB}) = \begin{pmatrix} G_{kl} & 0 \\ 0 & h_{\alpha\beta} \end{pmatrix}.$$  

(2.59)

The form is nondegenerate, the inverse matrix to $(G_{AB})$ reads

$$(G^{AB}) = \begin{pmatrix} \delta^{kl} + \frac{1}{d} & 0 \\ \frac{1}{d} & h^{\alpha\beta} \end{pmatrix}.$$  

(2.60)

The form $<.,.>$ endows the space $\mathbb{R}^{n+\omega+1}$ with the metric, whose signature is $(-, +, \ldots, +)$ [13]. By the usual way we may introduce the covariant components of vectors. For the vectors
$V_0, U_s$ the covariant components have the form

$$V_{0,A} = 2\left(d_k - \delta_{0k}, 0, \ldots, 0\right), \quad (2.61)$$

$$U_{s,A} = 2\left(d_k \delta_{kI}, -\chi_s \lambda_{a_s, a}\right), \quad (2.62)$$

The values of the bilinear form $<.,.>$ for $V_0, U_s$ look as follows

$$<V_0, V_0> = -4\frac{d_0 - 1}{d_0}, \quad (2.63)$$

$$<V_0, U_s> = 0, \quad \forall s \in S, \quad (2.64)$$

$$<U_s, U_{s'}> = 4\left[d(I_s \cap I_{s'}) - \frac{d(I_s)d(I_{s'})}{D - 2} + \chi_s \chi_{s'} \sum_{\alpha, \beta = 1}^\omega h_{\alpha\beta} \lambda_{a_s}^\alpha \lambda_{a_{s'}}^\beta\right], \quad (2.65)$$

where $s = (a_s, v_s, I_s), s' = (a_{s'}, v_{s'}, I_{s'}) \in S$.

A vector $y \in \mathbb{R}^{n+\omega+1}$ is called time-like, space-like or isotropic, if $<y, y>$ has negative, positive or null values respectively. Vectors $y$ and $z$ are called orthogonal if $<y, z> = 0$. It should be noted that the curvature induced vector $V_0$ is always time-like, while the $p$-brane induced vector $U_s$ admits any value of $<U_s, U_s>$. We mention that $V_0$ and $U_s$ are always orthogonal.

Using the notation $<.,.>$ and the vectors (2.55)-(2.57), we represent the Lagrangian (2.53) and the zero-energy constraint (2.48) with respect to a harmonc time gauge in the form

$$L = \frac{1}{2} <\dot{x}, \dot{x} > - V, \quad (2.66)$$

$$E = \frac{1}{2} <\dot{x}, \dot{x} > + V \equiv 0, \quad (2.67)$$

where the potential $V$ reads

$$V = a^{(0)} e^{<V_0, x>} + \sum_{s \in S} a^{(s)} e^{<U_s, x>}. \quad (2.68)$$

The following notation is used

$$a^{(0)} = \frac{d_0(d_0 - 1)}{2}, \quad a^{(s)} = -\frac{1}{2} Q_s^2, \quad s \in S_s. \quad (2.69)$$

From the mathematical viewpoint the obtaining of exact solutions in the $p$-brane model under consideration is reduced to integration of equations of motion for a system with $(n+\omega+1)$ degrees of freedom described by the Lagrangian of the form

$$L = \frac{1}{2} <\dot{x}, \dot{x} > - \sum_{\mu=1}^r a^{(\mu)} e^{<b_\mu, x>}, \quad (2.70)$$

where $x, b_\mu \in \mathbb{R}^{n+\omega+1}$. It should be noted that the kinetic term $<\dot{x}, \dot{x}>$ is not a positively definite quadratic form as there usually takes place in classical mechanics. Due to the pseudo-Euclidean signature $(-, +, \ldots, +)$ of the form $<.,.>$ such systems may be called the pseudo-Euclidean Toda-like systems as the potential like that given in (2.70) defines the algebraic generalizations of the Toda chain [28], well-known in classical mechanics.
3 Integration of the $p$-brane model with linearly independent characteristic vectors

We recall that $S_s \subset S$ is the subset of all $s \in S$ such that $Q_s \neq 0$. Define a bijection $f : S_s \mapsto \{1, 2, \ldots, r\}$, where we denote by $r$ the cardinal number of $S_s$, i.e.

$$r = |S_s|. \quad (3.1)$$

Denote the natural number $f(s)$ corresponding to $s \in S_s$ by the same letter $s$.

The problem consists in integrating the equations of motion obtained from the Lagrangian (2.66) under the zero-energy constraint (2.67). Suppose the characteristic vectors $U_s \in \mathbb{R}^{n+\omega+1}$, induced by $p$-branes are linearly independent. Then $r \leq n + \omega$. We introduce a basis $\{f_A\}$ in $\mathbb{R}^{n+\omega+1}$ in the following manner

$$f_0 = \frac{V_0}{<V_0,V_0>}, \quad f_s = \frac{2U_s}{<U_s,U_s>}, \quad s = 1, \ldots, r, \quad (3.2)$$
$$<f_A,f_p> = \delta_{Ap}, \quad A = 0, \ldots, n + \omega, p = r + 1, \ldots, n + \omega. \quad (3.3)$$

Notice that if $r \equiv |S_s| = n + \omega$ then the basis $\{f_A\}$ does not contain the vectors $f_p$ with $p \geq r + 1$. We also mention that due to the relation (2.64) we get $<f_0,f_s> = 0$ for $s = 1, \ldots, r$. It is not difficult to prove that the vectors $f_1, \ldots, f_r, f_{r+1}, \ldots, f_{n+\omega}$ must be space-like.

Using the decomposition

$$x(u) = q^0(u)f_0 + \sum_{s=1}^r [q^s(u) - \ln C^s]f_s + \sum_{p=r+1}^{n+\omega} q^p(u)f_p, \quad (3.4)$$

we present the Lagrangian (2.66) and the constraint (2.67) in the form

$$L = L_0 + L_T + L_P, \quad (3.5)$$
$$E = E_0 + E_T + E_P \equiv 0, \quad (3.6)$$

where

$$L_0 = \frac{(q^0)^2}{2 <V_0,V_0>} - \frac{d_0(d_0 - 1)}{2} e^{q^0}, \quad (3.7)$$
$$E_0 = \frac{(q^0)^2}{2 <V_0,V_0>} + \frac{d_0(d_0 - 1)}{2} e^{q^0}, \quad (3.8)$$
$$L_T = \sum_{s,s'=1}^r \frac{C_{ss'}^s q^s q^{s'}}{<U_s,U_s>} + \sum_{s=1}^r \frac{2}{<U_s,U_s>} \exp \left[ \sum_{s'=1}^r C_{ss'}^s q^{s'} \right], \quad (3.9)$$
$$E_T = \sum_{s,s'=1}^r \frac{C_{ss'}^s q^s q^{s'}}{<U_s,U_s>} - \sum_{s=1}^r \frac{2}{<U_s,U_s>} \exp \left[ \sum_{s'=1}^r C_{ss'}^s q^{s'} \right], \quad (3.10)$$
$$L_P = E_P = \frac{1}{2} \sum_{p=r+1}^{n+\omega} (q^p)^2. \quad (3.11)$$

We introduced, in (3.9),(3.10), the nondegenerate Cartan-type matrix $(C_{ss'})$ by the following manner

$$C_{ss'} = \frac{2 <U_s,U_{s'}>}{<U_{s'},U_{s'}>}, \quad s, s' = 1, \ldots, r. \quad (3.12)$$
The constants $C^s$ in the decomposition (3.4) are defined by

$$C^s = \prod_{s'=1}^{r} \left[ \frac{<U_{s'}, U_{s'}> Q^2_s}{4} \right]^{C_{ss'}}, \quad s = 1, \ldots, r, \quad (3.13)$$

where $(C_{ss'})$ is the inverse matrix to $(C_{ss'})$.

The Euler-Lagrange equations for $q^{r+1}(u), \ldots, q^{n+\omega}(u)$ read

$$\ddot{q}^p(u) = a^p u + b^p, \quad p = r + 1, \ldots, n + \omega, \quad (3.14)$$

$$E_P = \frac{1}{2} \sum_{p=r+1}^{n+\omega} (a^p)^2 \geq 0, \quad (3.15)$$

where the constants $a^p, b^p$ are arbitrary.

For $q^0(u)$ we get the Liouville equation. The result of its integration reads

$$e^{-q^0(u)/2} = F_0(u - u_0), \quad (3.16)$$

where $u_0$ is an arbitrary constant. The function $F_0$ is defined by

$$F_0(u) = \sin \left[ \frac{\sqrt{2E_0}}{d_0(d_0-1)}(d_0 - 1)u \right] \sqrt{\frac{2E_0}{d_0(d_0-1)}}, \quad (3.17)$$

This representation implies

$$F_0(u) = (d_0 - 1)u, \quad E_0 = 0, \quad (3.18)$$

$$F_0(u) = \sin \left[ \frac{\sqrt{2|E_0|}}{d_0(d_0-1)}(d_0 - 1)u \right] \sqrt{\frac{2|E_0|}{d_0(d_0-1)}}, \quad E_0 > 0 \quad (3.19)$$

$$F_0(u) = \sinh \left[ \frac{\sqrt{2|E_0|}}{d_0(d_0-1)}(d_0 - 1)u \right] \sqrt{\frac{2|E_0|}{d_0(d_0-1)}}, \quad E_0 < 0 \quad (3.20)$$

The equations of motion for $q^{1}(u), \ldots, q^{r}(u)$ look as follows

$$\ddot{q}^s = \exp \left[ \sum_{s'=1}^{r} C_{ss'} q^{s'} \right], \quad s, = 1, \ldots, r. \quad (3.21)$$

Using the transformation

$$F_s(u) = e^{-q^s(u)}, \quad (3.22)$$

we present the set of equations (3.21) in the form

$$\ddot{F}_s - F_s \dot{F}_s = F_s^{2} \prod_{s'=1}^{r} (F_{s'})^{-C_{ss'}}. \quad (3.23)$$

The set of equations (3.21) proved to be completely integrable if $(C_{ss'})$ is the Cartan matrix of a simple complex Lie algebra. The general solutions for some algebras as well as some particular
solution of the set (3.21) for quite a wide class of matrices \((C_{ss'})\) will be considered in the next sections. Here we suppose that the functions are known and the corresponding integral of motion (3.10) is calculated.

Combining (3.2), (3.14), (3.16), (3.23), we present the decomposition (3.4) in the following form

\[
x(u) = -\ln[F_0(u - u_0)] \frac{2V_0}{< V_0, V_0 >} - \sum_{s=1}^{r} \ln[C^s F_s(u)] \frac{2U_s}{< U_s, U_s >} + uQ + P,
\]

where vectors \(Q, P \in \mathbb{R}^{n+\omega+1}\) are defined by

\[
Q = \sum_{p=r+1}^{n+\omega} a^p f_p \equiv \sum_{A=0}^{n+\omega} Q^A e_A, \quad P = \sum_{p=r+1}^{n+\omega} b^p f_p \equiv \sum_{A=0}^{n+\omega} P^A e_A,
\]

Due to the assumptions (3.3) their coordinates \(Q^A, P^A\) w.r.t. the canonical basis \(\{e_A\}\) satisfy the constraints

\[
\begin{align*}
< Q, V_0 > &= 2 \sum_{k=0}^{n} Q^k (d_k - \delta k_0) = 0, \quad < P, V_0 > = 2 \sum_{k=0}^{n} P^k (d_k - \delta k_0) = 0. \quad (3.26) \\
< Q, U_s > &= \sum_{A=0}^{n+\omega} Q^A U_{s,A} = 0, \quad < P, U_s > = \sum_{A=0}^{n+\omega} P^A U_{s,A} = 0, \quad s = 1, \ldots, r. \quad (3.27)
\end{align*}
\]

Finally, the exact solution can be summarized as follows.

1. The metric (2.14) in the harmonic time gauge (2.54) reads

\[
d s^2 = \prod_{s=1}^{r} \left[ C^s F_s(u) \right]^{\frac{8d(I_s)}{2d < U_s, U_s >}} \left\{ \left[ F_0(u - u_0) \right]^{\frac{2}{d_0}} e^{2Q_0 u + 2P_0} \left[ F^{-2}(u - u_0) du^2 + d\Omega_d^2 \right] + \sum_{s=1}^{r} \prod_{s'=1}^{s} \left[ C^{s'} F_{s'}(u) \right]^{\frac{8 d(I_{s'})}{2d < U_{s}, U_{s} >}} e^{2Q^s u + 2P^s} ds^2 \right\}. \quad (3.28)
\]

2. The dilatonic scalar fields are the following

\[
\varphi^0(u) = \sum_{s=1}^{r} \frac{4 X_s \lambda^0_s}{< U_s, U_s >} \ln[C^s F_s(u)] + uQ^{n+\alpha} + P^{n+\alpha}, \quad \alpha = 1, \ldots, \omega. \quad (3.29)
\]

3. For scalar functions \(\hat{\Phi}^s(u)\) we get

\[
\hat{\Phi}^s(u) = Q_s e^{< U_s, x >} = Q_s \prod_{s'=1}^{\infty} C_{s's'} F_{s'}(u)^{-C_{s's'}}, \quad s = 1, \ldots, r. \quad (3.30)
\]

The corresponding \(F^s\)-field forms look as follows

\[
F^{(a_s, e_s, l_s)} = \hat{\Phi}^{(a_s, e_s, l_s)} du \wedge \tau(I_s)
\]

for the electrically charged \(p\)-brane and

\[
P^{(a_s, m_s, l_s)} = Q_s \tau_0 \wedge \tau_{i_1} \wedge \ldots \wedge \tau_{i_c}, \quad \{i_1, \ldots, i_c\} = I_s, \quad c = n_{a_s} - d_0
\]

for the \(p\)-brane with magnetic-type charge. We put \(P^{(a_s, m_s, l_s)} = Q_s \tau_0\) if \(I_s = \emptyset\). We stress that if \(r \equiv |S_s| = n + \omega\), then one must put \(Q^A = P^A = 0, \quad A = 0, \ldots, n + \omega\) in this solution.
4 General solutions for models associated with Lie algebras

Now we list general solutions to the set of equations (3.23) for some special matrices \((C_{ss'})\).

1. \((C_{ss'}) = \text{diag}(2, \ldots, 2)\) is the Cartan matrix of the semi-simple Lie algebra \(A_1 \oplus \cdots \oplus A_1\) of rank \(r\). In this case the set of the characteristic vectors \(U_s\) is orthogonal.

\[
F_s(u) \equiv e^{-q^s(u)} = \frac{\sin[w_s(u - u_{01})]}{w_s}, \quad s = 1, \ldots, r, \tag{4.1}
\]

\[
E_T = \sum_{s=1}^{r} \frac{2w_s^2}{U_s, U_s}, \tag{4.2}
\]

where \(w_s\) are arbitrary constants, which may be real (including zero) or imaginary.

2. \((C_{ss'}) = (2\delta_{ss'} - \delta_{s,s'+1} - \delta_{s,s'-1})\) is the Cartan matrix of the simple Lie algebra \(A_r \equiv \mathfrak{sl}(r+1, C)\). In this case all characteristic vectors \(U_s\) are space-like with coinciding lengths, i.e.

\[
<U_s, U_s> \equiv U^2, \quad s = 1, \ldots, r. \tag{4.3}
\]

By the transformation

\[
q^s \mapsto q^s - \frac{\pi i}{2} m_s, \tag{4.4}
\]

where

\[
m_s = 2 \sum_{s'=1}^{r} C_{ss'} = s(r + 1 - s), \tag{4.5}
\]

we put the set of equations (3.23) into the form

\[
\ddot{q}^s = -\exp \left[ \sum_{s'=1}^{r} C_{ss'} q^{s'} \right], \quad s = 1, \ldots, r. \tag{4.6}
\]

These are precisely the \(A_r\) Toda equations [28]. Using the general solutions to these equations presented by Anderson [29], we obtain the following result

\[
F_s(u) = t^{s(r+1-s)} \sum_{\mu_1 < \ldots < \mu_s} v_{\mu_1} \cdots v_{\mu_s} \Delta^2(\mu_1, \ldots, \mu_s) e^{(w_{\mu_1} + \ldots + w_{\mu_s})u}, \tag{4.7}
\]

\[
E_T = \frac{1}{2} \sum_{\mu=1}^{r+1} w_{\mu}^2. \tag{4.8}
\]

where \(\Delta^2(\mu_1, \ldots, \mu_s)\) denotes the square of the Vandermonde determinant

\[
\Delta^2(\mu_1, \ldots, \mu_s) = \prod_{\mu_i < \mu_j} \left( w_{\mu_i} - w_{\mu_j} \right)^2, \quad \Delta^2(\mu_1) \equiv 1. \tag{4.9}
\]

The constants \(v_\mu\) and \(w_\mu, \mu = 1, \ldots, r+1\), have to satisfy the following constraints:

\[
\prod_{\mu=1}^{r+1} v_\mu = \Delta^{-2}(1, \ldots, r+1), \quad \sum_{\mu=1}^{r+1} w_\mu = 0. \tag{4.10}
\]

The constants \(v_\mu, w_\mu\) are in general complex. There are additional constraints on them if one requires the functions \(F_s(u)\) and the integral of motion (4.8) to be real. In (4.7) we used \(m_s = s(r + 1 - s)\) for \(A_r\).
3. \((C_{s,s'})\) is the following matrix

\[
C_{ss'} = \begin{cases} 
2\delta_{ss'} - \delta_{s,s'+1} - \delta_{s,s'-1} & \text{for } s = 1, \ldots, r, s' = 1, \ldots, r - 1, \\
\delta_{ss'} - \delta_{s,s'-1} & \text{for } s = 1, \ldots, r, s' = r.
\end{cases}
\] (4.11)

The Cartan matrix of the simple Lie algebra \(B_r \equiv so(2r + 1)\) may be obtained from that given in (1.11) by multiplying the last column of \((C_{sr})\) by 2. In this case the general solution to the set of equations (3.21) may be obtained from the previous formulae (1.7), (1.8) as in [30]. Notice that the equations (3.21) are symmetric under the following permutations \(q^s \leftrightarrow q^{r+1-s}\) for \(s = 1, \ldots, r\) if \((C_{s,s'})\) if the Cartan matrix of \(A_r\). This implies that there are solutions (4.7) with \(q^s \equiv q^{r+1-s}\) for \(s = 1, \ldots, r\). Moreover, this identification for \(r = 4, 6, 8, \ldots\) leads to the \((r/2)\) equations of the form (3.21) with the matrix (4.11). Consequently the general solution of the equations (3.21) with the matrix (4.11) for \(r = r_0\) may be obtained form (1.7) for \(r = 2r_0\) by putting additional constraints on the constants \(v_\mu, w_\mu\) providing with the identities \(F_s(u) \equiv F_{2r_0-1-s}(u)\), \(s = 1, \ldots, 2r_0\).

4. \((C_{s,s'})\) is the Cartan matrix of the simple Lie algebra \(C_r \equiv sp(r, C)\), i.e.

\[
C_{ss'} = \begin{cases} 
2\delta_{ss'} - \delta_{s-1,s'} - \delta_{s-1,s'} & \text{for } s = 1, \ldots, r - 1, s' = 1, \ldots, r, \\
\delta_{ss'} - \delta_{s,s'-1} & \text{for } s = r, s' = 1, \ldots, r.
\end{cases}
\] (4.12)

In this case the general solution to the set of equations (3.21), with \(r = r_0\) may be obtained from (4.7) with \(r = 2r_0 - 1\) by putting additional constraints on the constants \(v_\mu, w_\mu\) providing with identities \(F_s(u) \equiv F_{2r_0-s}(u), s = 1, \ldots, 2r_0 - 1\). It stems ffrom the following property of the set (3.21): the identification \(q^s \equiv q^{2r_0-s}\) for \(s = 1, \ldots, 2r_0 - 1\) reduces the set (3.21) with the Cartan matrix of \(A_{2r_0-1}\) to the set (3.21) with the Cartan matrix of \(C_{r_0}\) \((r_0 \geq 2)\).

5 The particular solution describing black holes

Suppose the nondegenerate Cartan-type matrix \((C_{ss'})\) satisfies the conditions

\[
m_s = 2 \sum_{s'=1}^{r} C^{ss'} > 0, \ s = 1, \ldots, r.
\] (5.1)

The conditions are valid for extremely large class of the \(p\)-brane models. For instance, the parameters \(m_s\) are natural numbers if \((C_{ss'})\) is the Cartan matrix of a semi-simple Lie algebra \(G\) [29]. For \(G = A_r = sl(r + 1, C)\) the parameters \(m_s\) are given by (1.5).

Under the conditions (5.1) the set of equations (3.21) admits the following particular solution

\[
F_s(u) = a_s \left( \frac{\sinh[\mu(u - u_{01})]}{\mu} \right)^{m_s}, \ s = 1, \ldots, r,
\] (5.2)

where the constants \(a_s\) are defined by

\[
a_s = \prod_{s'=1}^{r} (m_{s'})^{-C^{ss'}}
\] (5.3)

and the constants \(\mu, u_{01}\) are arbitrary. The corresponding to (5.2) integral of motion (3.10) has the form

\[
E_T = \sum_{s,s'=1}^{r} \frac{C_{ss'}}{<U_s, U_s>} \frac{\dot{F}_s \dot{F}_{s'}}{F_s F_{s'}} - \sum_{s=1}^{r} \frac{2}{<U_s, U_s>} \prod_{s'=1}^{r} (F_{s'})^{-C_{ss'}} = 2\mu^2 \sum_{s=1}^{r} \frac{m_s}{<U_s, U_s>}.
\] (5.4)
For $\overline{\mu} = 0$ the formulas (5.2), (5.4) read

$$F_s(u) = a_s(u - u_0)^{m_s}, \; s = 1, \ldots, r,$$

(5.5)

$$E_T = 0.$$  

(5.6)

It is evident that (5.5) represents the polynomials in the radial coordinate $u$ if the parameters $m_s$ are natural numbers. As we have already mentioned, $m_s$ are natural numbers if, for instance, $(C_{ss'})$ is the Cartan matrix of a semi-simple Lie algebra. The formula (5.5) does not exhaust all possible polynomial solutions to the set (3.23). As far as we know, an explicit general form of the polynomial solution, which appears for the set of equations (3.23) with arbitrary natural numbers $m_s$ and vanishing integral of motion (5.4), is not found. There are only few examples in the literature. For instance, in [4] all possible polynomial solutions were obtained for the matrix $(C_{ss'})$ supposed to be the Cartan matrix of the Lie algebras $A_r \equiv sl(r + 1, C)$ with $r = 1, 2, 3$. It is easy to check that an arbitrary polynomial solution to (3.23) under the condition $E_T = 0$ may be obtained from (5.5) by adding some polynomial of lower degree to the leading term $a_s u^{m_s}$.

Now we use the particular solution (5.2) with $\overline{\mu} > 0$ and its special form (5.5) corresponding to $\overline{\mu} = 0$ for constructing non-extremal and extremal black holes, respectively. Consider the general form of exact solution (3.28)-(3.31) under the following additional assumptions

1. We put

$$Q^A = \overline{\mu} \left( \frac{2V_0^A}{\langle V_0, V_0 \rangle} + \sum_{s=1}^{r} \frac{2m_s U^A_s}{\langle U_s, U_s \rangle} - \delta_1^A \right), \; A = 0, \ldots, n + \omega.$$  

(5.7)

One may verify that the conditions $\langle Q, V_0 \rangle = 0$, $\langle Q, U_s \rangle = 0$, $s = 1, \ldots, r$ are valid. Using the zero-energy constraint (5.6) and (5.4), we find the constant $E_0$

$$E_0 = -\frac{1}{2} < Q, Q > = -\frac{1}{2} d_0 \overline{d}_0 \mu^2,$$

(5.8)

where we denoted

$$\mu = \overline{\mu}/\overline{d}_0, \; \overline{d}_0 = d_0 - 1.$$  

(5.9)

2. We take the parameters $P^A$ in the form

$$P^A = \sum_{s=1}^{r} \ln[C^s F_s(u_0)] \frac{2(U_s^A)}{\langle U_s, U_s \rangle} - u_0 (Q^A) + \ln \varepsilon_0 (1, 0, -R^2, \ldots, R^n, 0, \ldots, 0),$$

(5.10)

where $\varepsilon_0$ is an arbitrary positive constant. The conditions $\langle P, V_0 \rangle = 0$ lead to the following constraint on parameters $R^2, \ldots, R^n$

$$\sum_{i=2}^{n} R^i d_i = \overline{d}_0.$$  

(5.11)

Combining the conditions $\langle P, U_s \rangle = 0$, $s = 1, \ldots, r$ and (3.13), we get

$$Q_s^2 = \frac{\langle U_s, U_s \rangle}{4} \varepsilon_0^{-2} \sum_{i=2}^{n} d_i \delta_{i, s} R^i \prod_{s' = 1}^{r} [F_{s'}(u_0)]^{-C_{ss'}} , \; s = 1, \ldots, r.$$  

(5.12)
3. Now we consider the solution for \( u \in (u_0, +\infty) \) and introduce the following new radial coordinate

\[
R = \frac{R_0}{1 - \exp[-2\bar{\mu}(u - u_0)]} = \varepsilon_0 \left( \frac{2\mu}{1 - \exp[-2\bar{\mu}(u - u_0)]} \right)^{1/d_0}, \quad R > R_0. \tag{5.13}
\]

The constant \( R_0 \) is defined by

\[
R_0 = \varepsilon_0 (2\mu)^{1/d_0}. \tag{5.14}
\]

Here we take the constant \( u_{01} \) in (5.2) such that \( (u_0 - u_{01}) > 0 \). Moreover we introduce the constant

\[
R_s = R \big|_{u=2u_0-u_{01}} = \varepsilon_0 \left( \frac{2\mu}{1 - \exp[-2\bar{\mu}(u_0 - u_{01})]} \right)^{1/d_0} > R_0. \tag{5.15}
\]

Finally, we obtain the metric

\[
ds^2 = \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right] \sum_{s=1}^{r} \frac{s_{m_0} d f_s}{(s_{m_{0}} d f_s)^{d_0}} \left\{ \frac{dR^2}{1 - (R_0/R)^{d_0}} + R^2 d\Omega^2_{d_0} \right\} - \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right] \sum_{s=1}^{r} \frac{s_{m_0} d f_s}{(s_{m_{0}} d f_s)^{d_0}} \left( 1 - \left( \frac{R_0}{R} \right)^{d_0} \right) dt^2 + \sum_{i=2}^{n} \varepsilon_0^{-2R_i} \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right] \sum_{s=1}^{r} \frac{s_{m_0} d f_s}{(s_{m_{0}} d f_s)^{d_0}} ds_i^2 \right\}, \tag{5.16}
\]

the dilatonic scalar fields

\[
\varphi^s = \sum_{s=1}^{r} 4 m_s \chi_s \Lambda^0_s < U_s, U_s > \ln \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right], \quad \alpha = 1, \ldots, \omega, \tag{5.17}
\]

and the potential derivatives

\[
\frac{d\Phi^s}{dR} = - \text{sgn}(Q_s) 2\bar{d}_0 \left[ \frac{m_s}{< U_s, U_s >} \left( 1 - \left( \frac{R_0}{R_s} \right)^{d_0} \right) \right] \times \varepsilon_0^{-2} \sum_{i=2}^{n} \frac{1}{d_i} \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right]^{-2}. \tag{5.18}
\]

The corresponding \( F^a \)-field forms may be obtained by (3.31), (3.32), where

\[
|Q_s| = 2\bar{d}_0 \left[ \frac{m_s}{< U_s, U_s >} \left( 1 - \left( \frac{R_0}{R_s} \right)^{d_0} \right) \right] \varepsilon_0^{-2} \sum_{i=2}^{n} \frac{1}{d_i} \left[ 1 + \left( \frac{R_s}{R} \right)^{d_0} - \left( \frac{R_0}{R} \right)^{d_0} \right]^{-2}. \tag{5.19}
\]

Then constants \( \bar{\mu}, \varepsilon_0, (u_0 - u_{01}) \) are independent. The constants \( \mu, \bar{d}_0, R_0, R_s \) are defined by (5.3), (5.14), (5.15). The parameters \( R^2, \ldots, R^n \) obey the relation (5.11).

Now we analyze the particular solution (5.16)-(5.18). The metric (5.16) is asymptotically flat, i.e.

\[
\lim_{R \to +\infty} ds^2 = dR^2 + R^2 d\Omega^2_{d_0} - dt^2 + \sum_{i=2}^{n} \varepsilon_0^{-2R_i} ds_i^2. \tag{5.20}
\]
According to \((5.11)\) all parameters \(R^2, \ldots, R^n\) may be positive. Then, the constant scale factors \(\varepsilon_i^{-2R_i}\) of internal spaces \(M_2, \ldots, M_n\) are arbitrary small if \(\varepsilon_0\) is large enough.

If \(\bar{\mu} > 0\) the particular solution describes a non-extremal black hole with the horizon at \(R = R_0\). The active gravitational mass \(M_g\) and the Hawking temperature \(T_H\) of this black hole read

\[
2G_NM_g = R_0^{d_0} \left[ \left( 1 - \left( \frac{R_0}{R_*} \right)^{d_0} \right) \sum_{s=1}^{r} \frac{4m_s U_s^1}{< U_s, U_s>} + \left( \frac{R_0}{R_*} \right)^{d_0} \right], \quad (5.21)
\]

\[
T_H = \frac{\bar{d}_0}{4\pi k_B R_*} \left( \frac{R_0}{R_*} \right)^{\sum_{s=1}^{r} \frac{4m_s < U_s, U_s>}{< U_s, U_s>}} \quad , \quad (5.22)
\]

where \(G_N\) and \(k_B\) are Newton’s gravitational constant and Boltzmann’s constant, respectively.

The solution \((5.16)-(5.18)\) may be considered in the so-called extreme case, when \(\bar{\mu} = 0\) \((R_0 = 0)\). It follows from general statements proved in \([17]\) that the point \(R = 0\) is a curvature singularity of the metric \((5.16)\) with \(R_0 = 0\) if \(T_H \to +\infty\) as \(R_0 \to +0\). Then, the particular solution admits an extremal black hole only if

\[
\sum_{s=1}^{r} \frac{4m_s}{< U_s, U_s>} \geq 1. \quad (5.23)
\]
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