Quantum embedding theories are promising approaches to investigate strongly-correlated electronic states of active regions of large-scale molecular or condensed systems. Notable examples are spin defects in semiconductors and insulators. We present a detailed derivation of a quantum embedding theory recently introduced, which is based on the definition of effective Hamiltonians. The effect of the environment on a chosen active space is accounted for through screened Coulomb interactions evaluated using density functional theory. Importantly, the random phase approximation is not required and the evaluation of virtual electronic orbitals is circumvented with algorithms previously developed in the context of calculations based on many-body perturbation theory. In addition, we generalize the quantum embedding theory to active spaces composed of orbitals that are not eigenstates of Kohn-Sham Hamiltonians. Finally, we report results for spin defects in semiconductors.
1 Introduction

Atomistic, quantum mechanical simulations are playing an increasingly important role in designing functional materials. In the past three decades, density functional theory (DFT) has become a standard method for quantum mechanical simulations of molecules and condensed systems. While DFT has been successfully applied to predict structural and electronic properties of a variety of systems at zero and finite temperature, DFT calculations do not accurately describe strongly-correlated electronic states, i.e. states that cannot be represented by a single determinant of one-electron orbitals. Prominent examples of strongly-correlated systems include transition metal oxides with localized \(d\) or \(f\) bands, deep centers in semiconductors, and reactions centers in enzymes. Developing efficient and accurate methods to simulate strongly-correlated electronic states is a long-standing challenge for the electronic structure community.

In principle, any electronic state, whether strongly or weakly correlated, can be described by performing full configuration-interaction (FCI) calculations, which exactly solve the many-body Schrödinger equation of electrons subject to the potential of the surrounding nuclei. However, the computational cost of FCI calculations grows exponentially as the system size increases (the curse of dimensionality). Sophisticated methods have been developed to approximately solve the many-body Schrödinger equation and to provide insight into strongly-correlated electronic states, such as dynamical mean-field theory, quantum Monte-Carlo and various multi-reference quantum chemistry methods. These approaches are in general much more computationally demanding than DFT.

Quantum embedding theories are promising approaches to study strongly-correlated states in materials because they enable the use of high-level theories for selected degrees of freedom of the system (defined by a chosen active space) while treating the rest of the system (environment) within mean-field theories. Various embedding schemes have been proposed based on different fundamental quantities, such as the electron density, density matrix and Green’s function. In this work, we focus on a quantum embedding
theory based on the screened Coulomb interactions, with the goal of developing an approach scalable to large systems, with hundreds of atoms. The method is inspired by the constrained random phase approximation (cRPA),\(^\text{25}\) which has been used to construct effective Hamiltonians acting on selected energy bands (active space) in complex materials, such as oxides,\(^\text{33–36}\) 2D materials,\(^\text{37}\) and spin-defects in wide-gap semiconductors.\(^\text{4}\) Two approximations are usually adopted to evaluate the dielectric screening in cRPA calculations: (i) the random phase approximation (RPA), which neglects the exchange-correlation interaction between electrons in evaluating the dielectric screening,\(^\text{38}\) thus affecting the accuracy of the calculation; (ii) the Adler-Wiser formalism\(^\text{39,40}\) that involves explicit summations over empty states, thus affecting the efficiency of calculations. Recently, we developed a quantum embedding theory that overcomes both approximations:\(^\text{41}\) the dielectric screening is computed beyond the RPA by including exchange-correlation effects evaluated using a finite-field algorithm,\(^\text{42,43}\) and the summation over empty states is circumvented by using a compact basis obtained through the spectral decomposition of density response functions.\(^\text{44–47}\) We applied the embedding theory to study several spin-defects in semiconductors relevant for quantum information technologies,\(^\text{41,48}\) and we demonstrated that the theory can accurately predict the excitation energies for strongly-correlated excited states.

In this work, we present a detailed derivation of the quantum embedding theory introduced in Ref. \(^\text{41}\) and we discuss the accuracy of several strategies to compute the dielectric screening of the environment beyond the random phase approximation (RPA). Using spin-defects as examples, we show that the most accurate results are obtained by properly including in the calculation the exchange-correlation effects of the environment without double counting exchange-correlation effects in the active space. We further extend the quantum embedding formalism to cases where the embedding is achieved by using projection operators that do not commute with the Kohn-Sham Hamiltonian. The generalized formulation is thus not restricted to the use of Kohn-Sham orbitals to define active spaces, but allows as well for the use of localized orbitals, e.g. maximally localized Wannier functions (MLWFs).\(^\text{49}\) We
report proof-of-principles calculations of spin-defects and of a transition metal oxide, SrTiO$_3$ using active spaces defined with MLWFs.

The rest of the paper is organized as follows. In Sec. 2 we describe the formalism of the quantum embedding theory within and beyond the RPA description of dielectric screening, and we discuss how quantum embedding calculations can be performed without explicit summation over empty states. In Sec. 3 we present benchmark calculations on spin-defects and SrTiO$_3$. Sec. 4 contains our summary and conclusions.

## 2 Methods

In the following discussion, we will focus on systems represented by large periodic cells for which only the $\Gamma$ point is required to sample the Brillouin zone.

### 2.1 Effective Hamiltonian and cRPA embedding

Under the Born-Oppenheimer and nonrelativisitic approximations, the many-body Hamiltonian of a system of interacting electrons is

$$H = \sum_{ij} t_{ij} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} v_{ijkl} a_i^\dagger a_j^\dagger a_l a_k$$  \hspace{1cm} (1)

where $a^\dagger$ and $a$ are creation and annihilation operators acting on single-electron states $i, j, k, l$; the one-electron term $t$ includes the kinetic energy and the electron-nuclei interaction; the two-electron term $v$ represents the bare Coulomb interaction between electrons. The exact diagonalization of $H$ can only be carried out for small systems due to the high computational cost.

If electronic excitations of interest occur within a small subspace (denoted as the active space $A$) of the full Hilbert space, then a quantum embedding scheme may be used to
construct an effective Hamiltonian, $H^{\text{eff}}$, that acts only on the active space:

$$H^{\text{eff}} = \sum_{ij} t_{ij}^{\text{eff}} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} v_{ijkl}^{\text{eff}} a_i^\dagger a_j^\dagger a_l a_k$$

(2)

where $t^{\text{eff}}$ and $v^{\text{eff}}$ are renormalized one-electron and two-electron terms that take into account the interactions between the active space and the environment. The parameters of the effective Hamiltonian may be determined by fitting experimental results or may be derived from first-principles calculations. In this work we determine the parameters of the effective Hamiltonian using DFT calculations. We note again that the form of the effective Hamiltonian is general and may reduce to that of the Hubbard model if certain terms are excluded from the summations entering Eq. 2, indicating that first-principles calculations of $v_{ijkl}^{\text{eff}}$ may be used to obtain Hubbard parameters (e.g., $U^{25}$ for DFT+U calculations$^{31,20}$, as discussed later in the paper.

Within DFT, a mean-field description of the full system is obtained by solving self-consistently the Kohn-Sham equations

$$H_{\text{KS}}\psi_m(\mathbf{x}) = \varepsilon_m \psi_m(\mathbf{x}),$$

(3)

where the Kohn-Sham Hamiltonian $H_{\text{KS}} = T + V_{\text{SCF}} = T + V_{\text{ion}} + V_{\text{H}} + V_{\text{xc}}$; $T$ is the kinetic energy operator; $V_{\text{SCF}}$ is the KS potential that includes the ionic $V_{\text{ion}}$, the Hartree $V_{\text{H}}$ and the exchange-correlation potential $V_{\text{xc}}$; $m$ is the index for Kohn-Sham (spin-)orbitals $\psi_m(\mathbf{x})$. $\mathbf{x} = (\mathbf{r}, \sigma)$ where $\mathbf{r}$ and $\sigma$ are electron coordinate and spin, respectively. Within linear response, we define the Kohn-Sham polarizability $\chi_0(\mathbf{x}_1, \mathbf{x}_2, \omega)$ that represents the response of the electronic density at $\mathbf{x}_1$ caused by a monochromatic perturbative potential exerted at
\( \chi_0(\mathbf{x}_1, \mathbf{x}_2, \omega) = \sum_{i} \sum_{j} \psi_i(\mathbf{x}_1) \psi_j(\mathbf{x}_1) \psi_j(\mathbf{x}_2) \psi_i(\mathbf{x}_2) \left\{ \frac{1}{\omega - (\varepsilon_j - \varepsilon_i) + i\eta} - \frac{1}{\omega + (\varepsilon_j - \varepsilon_i) - i\eta} \right\} \)  

(4)

where “occ” and “emp” denote summation over occupied and empty (virtual) Kohn-Sham orbitals, respectively; \( \eta \) is a infinitesimal positive value. Similar to the derivation of the GW method within many-body perturbation theory, one can use the polarizability to define the screened Coulomb interaction \( W \) of the system. Within the RPA, \( W \) can be computed through a Dyson equation:

\[
W_{\text{rpa}} = v + v\chi_0 W_{\text{rpa}}
\]

(5)

where \( v \) is the bare Coulomb interaction.

In the cRPA approach, the two-body term of the effective Hamiltonian, \( v_{\text{eff}} \), is computed as a partially screened Coulomb interaction

\[
W_{\text{rpa}}^E = v + v\chi_0^E W_{\text{rpa}}^E
\]

(6)

where \( E \) denotes the environment and \( \chi_0^E = \chi_0 - \chi_0^A \). \( \chi_0^A \) is the Kohn-Sham polarizability projected onto an active space

\[
\chi_0^A(\mathbf{x}_1, \mathbf{x}_2, \omega) = \sum_{i} \sum_{j} (O^A \psi_i)(\mathbf{x}_1)(O^A \psi_j)(\mathbf{x}_1) \psi_j(\mathbf{x}_2) \psi_i(\mathbf{x}_2) \left\{ \frac{1}{\omega - (\varepsilon_j - \varepsilon_i) + i\eta} - \frac{1}{\omega + (\varepsilon_j - \varepsilon_i) - i\eta} \right\}
\]

(7)

where we defined the projector into the active space as \( O^A = \sum_i |\zeta_i\rangle \langle \zeta_i| \), and \( \zeta_i \) are orthogonal orbitals spanning the active space.

If the active space is spanned by a set of Kohn-Sham orbitals, \( \chi_0^A \) can be evaluated using a similar summation-over-state expression as Eq. 4 with summations limited to Kohn-Sham
or orbitals in the active space $A$ only:

$$
\chi^A_0(x_1, x_2, \omega) = \sum_{i \in A} \sum_{j \in A} \psi_i(x_1) \psi_j(x_1) \psi_j(x_2) \psi_i(x_2) \left\{ \frac{1}{\omega - (\varepsilon_j - \varepsilon_i) + i\eta} - \frac{1}{\omega + (\varepsilon_j - \varepsilon_i) - i\eta} \right\}
$$

(8)

We note that $W_{rpa}^E$ represents the effective interaction between electrons considering only the screening of the environment, characterized by $\chi^E_0$; the full $W_{rpa}$ may be recovered by adding to $W_{rpa}^E$ the screening of the active space

$$
W_{rpa} = W_{rpa}^E + W_{rpa}^E \chi^A_0 W_{rpa}
$$

(9)

The two-body term $v^{\text{eff}}$ in the effective Hamiltonian (Eq. 2) may be computed as

$$
v^{\text{eff}}_{ijkl} = \int d\mathbf{x} d\mathbf{x}' \zeta_i(\mathbf{x}) \zeta_k(\mathbf{x}) W_{rpa}^E(\mathbf{x}, \mathbf{x}') \zeta_j(\mathbf{x}') \zeta_l(\mathbf{x}')
$$

(10)

As we discuss in Sec. 2.2, $v^{\text{eff}}$ may be evaluated beyond the RPA, and calculations may be performed with general definitions of active spaces, without explicit summations over empty states (see Sec. 2.3).

Once $v^{\text{eff}}$ is obtained, the one-body term $t^{\text{eff}}$ entering Eq. 2 may be computed by subtracting from the Kohn-Sham Hamiltonian a term that accounts for electrostatic and exchange-correlation interactions in the active space

$$
t^{\text{eff}}_{ij} = H_{ij}^{KS} - \left( \sum_{kl} v^{\text{eff}}_{ijkl} \rho_{kl} - \sum_{kl} v^{\text{eff}}_{ijkl} \rho_{kl} \right)
$$

(11)

where $\rho_{ij} = \sum_m^{\text{occ}} \langle \zeta_i | \psi_m \rangle \langle \psi_m | \zeta_j \rangle$ is the one-electron reduced density matrix. We remark that the strategy used in Eq. 11 to remove double counting is similar to the fully-localized limit (FLL) scheme that is widely used in DFT+U calculations for treating double counting of interaction energies within $d$ or $f$ shells.
2.2 Screened Coulomb interaction beyond the RPA

In this section we consider several definitions of partially screened Coulomb interaction $W^E$ beyond the RPA. Within many-body perturbation theory, two common expressions\cite{55} of the screened Coulomb interaction beyond RPA are defined, depending on whether the interacting charges are excluded from or included in the self-consistent solution of the Kohn-Sham system. The two definitions are called test-charge $W(W_{tc})$ and test-electron $W(W_{el})$, respectively:\cite{54,58}

$$W_{tc} = v + vPW_{tc} \quad (12)$$

$$W_{el} = f_{Hxc} + f_{Hxc}\chi_0 W_{el} \quad (13)$$

where the irreducible polarizability $P$ is defined as the derivative of the electron density with respect to the classical electrostatic potential $V_{cl}$ (the sum of Hartree and external potential):

$$P = \frac{\delta n}{\delta V_{cl}} = \chi_0 + \chi_0 f_{xc}P;$$

the Hartree-exchange-correlation kernel $f_{Hxc}$ is defined as $f_{Hxc} = v + f_{xc}$, where the exchange-correlation kernel $f_{xc}$ is the functional derivative of $V_{xc}$ with respect to the density $f_{xc} = \frac{\delta V_{xc}}{\delta n}$. $W_{tc}$ and $W_{el}$ are adopted in many-body perturbation theory calculations of quasiparticle energies and electron-phonon coupling beyond the RPA.\cite{42,57,59,62} $W_{tc}$ and $W_{el}$ both reduce to $W_{rpa}$ when the RPA is invoked, i.e. when $f_{xc} = 0$.

Inspired by the cRPA formalism, we define partially screened test-charge and test-electron Coulomb interactions ($W^E_{tc}$ and $W^E_{el}$, respectively). To this end, we partition the irreducible polarizability $P = P^A + P^E$ and the Kohn-Sham polarizability $\chi_0 = \chi_0^A + \chi_0^E$ into contributions from the active space and the environment, where $\chi_0^A$ is defined in Eq. 7. We define $P^A$ as $P^A = \chi_0^A + \chi_0^A f_{xc}P^A$, and $W^E_{tc}$ and $W^E_{el}$ as:

$$W^E_{tc} = v + vPW^E_{tc} \quad (14)$$

$$W^E_{el} = f_{Hxc} + f_{Hxc}\chi_0^E W^E_{el} \quad (15)$$

The quantities $W^E_{tc}$ and $W^E_{el}$ defined above have the property that the corresponding full
$W$ can be obtained by further screening $W^E$ with $\chi_A^0$ or $P^A$, similar to the cRPA formulation (Eq. 9):

$$W_{tc} = W^E_{tc} + W^E_{tc} P^A W_{tc}$$

$$W_{el} = W^E_{el} + W^E_{el} \chi_A^0 W_{el}$$

We note that neither $W^E_{tc}$ nor $W^E_{el}$ shall be used as the effective electron interactions $v^{\text{eff}}$ beyond the RPA in the definition of the effective Hamiltonian. If $v^{\text{eff}} = W^E_{tc}$, then electrons in the active space interact with electrons in the environment through the bare Coulomb interaction, and the exchange-correlation effects between electrons in the active space and the environment are not correctly included. If $v^{\text{eff}} = W^E_{el}$, then the exchange-correlation effects are double-counted when diagonalizing the effective Hamiltonian, since the exchange-correlation effects between electrons in the active space are already accounted for through the $f_{xc}$ term entering the bare part of $W^E_{el}$. Hence, based on physical considerations, we propose to use $v^{\text{eff}} = W_{\text{vel}}$, where we define $W_{\text{vel}}$ as the sum of the bare Coulomb interaction $v$ and the polarization part (second term in r.h.s. of Eq. 15) of $W_{el}$:

$$W^E_{\text{vel}} = v + f_{\text{Hxc}} \chi_A^E W^E_{el}$$

$W^E_{\text{vel}}$ includes exchange-correlation effects in the environment while avoiding the double counting of exchange-correlation effects in the active space (see also the Supporting Information (SI) of Ref. 41). In Sec. 3.2 we perform quantum embedding calculations of spin-defects in semiconductors with effective interactions defined as $W^E_{\text{rpa}}$, $W^E_{\text{tc}}$, $W^E_{\text{el}}$ and $W^E_{\text{vel}}$, and we demonstrate that effective Hamiltonians constructed from $W^E_{\text{vel}}$ indeed lead to accurate predictions of excitation energies of spin-defects. To summarize the formalism described in this section, in Fig. 1 we present a comparison of quantum embedding calculation workflows within and beyond the RPA using $W^E_{\text{rpa}}$ and $W^E_{\text{vel}}$, respectively.
2.3 Evaluation of $W^E$ without empty states

In this section, we discuss how to evaluate $W^E$ without explicitly computing virtual electronic states, by representing $\chi_0$ on a compact basis. The formalism discussed in this subsection is general and is applicable regardless of whether the active space is defined using eigenstates of the Kohn-Sham Hamiltonian.

We consider the spin-unresolved $\chi_0(r, r')$, where the spin index is already summed over. We use a so-called projected-dielectric eigendecomposition (PDEP) basis,\textsuperscript{44-47} obtained by the spectral decomposition of the symmetrized Kohn-Sham polarizability $\tilde{\chi}_0 = v_c^2 \chi_0 v_c^2$ at zero frequency. To obtain the PDEP basis, we use the Davidson algorithm to compute $N_{\text{PDEP}}$ eigenvectors of $\tilde{\chi}_0(\omega = 0)$ with the most negative eigenvalues:

$$\tilde{\chi}_0(\omega = 0) \approx \sum_{i}^{N_{\text{PDEP}}} \lambda_i |\varphi_i\rangle \langle \varphi_i|$$

The accuracy of response functions and screened Coulomb interactions are thus determined.
by the parameter $N_{\text{PDEP}}$ used in Eq. 19 and in the SI we show, as examples, the rapid convergence of excitation energies of spin-defects and Hubbard parameters of SrTiO$_3$ as functions of $N_{\text{PDEP}}$.

We use a finite-field algorithm\textsuperscript{42,43} to evaluate the matrix elements of the symmetrized static reducible polarizability $\tilde{\chi} = \tilde{\chi}_0 + \tilde{\chi}_0 \tilde{f}_{\text{Hxc}} \tilde{\chi}$ on the PDEP basis, where $\tilde{f}_{\text{Hxc}} = v_c^{-\frac{1}{2}} f_{\text{Hxc}} v_c^{-\frac{1}{2}}$. In the finite-field algorithm, one evaluates the charge density $\rho_i^\pm$ of the Kohn-Sham system subject to the perturbation $\tilde{\varphi}_i = v_c^\frac{1}{2} \varphi_i$ by solving the Kohn-Sham equations with $H_{\text{KS}} \pm \tilde{\varphi}_i$. Then one can compute the linear variation of the electronic density using central finite differences, i.e., $\Delta \rho_i = \frac{\rho_i^+ - \rho_i^-}{2}$. The matrix elements of $\tilde{\chi}$ in the PDEP basis are therefore given by:

$$\tilde{\chi}_{ij} = \langle \tilde{\varphi}_i | \Delta \rho_j \rangle$$  \hspace{1cm} (20)

We note that all potential terms within the Kohn-Sham Hamiltonian are updated during the self-consistent iterations.\textsuperscript{42,43} We then compute the matrix elements of $\tilde{f}_{\text{xc}}$ using the following matrix identity:

$$\tilde{f}_{\text{xc}} = \tilde{\chi}_0^{-1} - \tilde{\chi}^{-1} - 1.$$  \hspace{1cm} (21)

The matrix inversion operations entering Eq. 21 is efficiently carried out using the PDEP compact basis set, where $N_{\text{PDEP}} \ll N_{\text{PW}}$ (the number of plane-wave basis functions).

At arbitrary frequency, the matrix elements of $\tilde{\chi}_0$ on the PDEP basis can be computed as\textsuperscript{47}

$$\tilde{\chi}_{0ij}(\omega) = \sum_{n}^{\text{occ}} \langle \xi_n^i | O^c \left[ (\varepsilon_n - H_{\text{KS}} - \omega + i\eta)^{-1} + (\varepsilon_n - H_{\text{KS}} + \omega + i\eta)^{-1} \right] O^c | \xi_n^j \rangle$$  \hspace{1cm} (22)

where $i, j$ are indices for PDEP basis functions, and $\xi_n^i(r) = \tilde{\varphi}_i(r) \psi_n(r)$, where $\psi_n(r)$ denotes the spatial part of the Kohn-Sham orbital $\psi_n(x)$. The summation over empty states in Eq. 4 is formally replaced by the projection operator $O^c$ onto virtual manifold. In practical calculations, $O^c$ is replaced with $1 - O^v$, where $O^v$ is the projection onto the occupied
manifold. Thus Eq. 22 can be evaluated without explicitly summing over empty states. Furthermore, the frequency dependence of $\chi_0$ can be efficiently included through the use of the Lanczos algorithm,\textsuperscript{47} although in this work we only consider zero frequency response functions and we do not further investigate their frequency dependence.

Similar to Eq. 22, $\tilde{\chi}_A^0$ can be written as

$$\tilde{\chi}_{0ij}^A(\omega) = \sum_n \langle \xi_{Ai}^n | O^A O^c \left[ (\varepsilon_n - H_{KS} - \omega + i\eta)^{-1} + (\varepsilon_n - H_{KS} + \omega + i\eta)^{-1} \right] O^c | \xi_{j}^n \rangle$$  (23)

where $\xi_{Ai}^n(r) = \tilde{\varphi}_i(r)(O^A \psi_n^c(r))$. Therefore, $\tilde{\chi}_0^A$ at zero or finite frequency can be evaluated in a similar manner as $\tilde{\chi}_0$, i.e., without explicit summation over empty states. We note that Eq. 23 does not assume that the active space is defined through a set of Kohn-Sham orbitals (i.e. we do not assume that $O^A$ commutes with $H_{KS}$).

Once $\tilde{\chi}_0^A$ is evaluated, we can compute a set of partial reducible polarizabilities

$$\tilde{\chi}_{\text{rpa}}^E = \chi_0^E + \tilde{\chi}_0^E \chi_{\text{rpa}}$$  (24)

$$\tilde{\chi}_{\text{tc}}^E = \tilde{\chi}_0^E + \tilde{\chi}_0^E \tilde{\chi}_{\text{tc}}$$  (25)

$$\tilde{\chi}_{\text{el}}^E = \chi_0^E + \chi_0^E f_{\text{Hxc}} \tilde{\chi}_{\text{el}}$$  (26)

that we use to define $W^E$ (note that $\chi = v_c^{-\frac{1}{2}} \tilde{\chi} v_c^{-\frac{1}{2}}$, where $\chi$ and $\tilde{\chi}$ are unsymmetrized and symmetrized response functions):

$$W_{\text{rpa}}^E = v_c + v_c \chi_{\text{rpa}} v_c$$  (27)

$$W_{\text{tc}}^E = v_c + v_c \chi_{\text{tc}} v_c$$  (28)

$$W_{\text{el}}^E = f_{\text{Hxc}} + f_{\text{Hxc}} \chi_{\text{el}} f_{\text{Hxc}}$$  (29)

$$W_{\text{vel}}^E = v_c + f_{\text{Hxc}} \chi_{\text{el}} f_{\text{Hxc}}$$  (30)
To construct effective Hamiltonians beyond the RPA, one simply evaluates matrix elements of $W^E$ defined in Eq. 28 - 30 on the active space, similar to Eq. 18. The evaluation of matrix elements of the bare Coulomb interaction is straightforward and can be performed using the standard Gygi-Baldereschi scheme. The polarization component can be computed with a resolution-of-identity (RI) technique using the PDEP basis. We provide the detailed expression of the RI calculation in the SI, and we note again that the numerical accuracy of the matrix elements is controlled by the size of the PDEP basis $N_{PDEP}$.

3 Results

3.1 Computational setup

The calculations of effective Hamiltonians were carried out with the WEST code. For calculations beyond the RPA, the exchange-correlation kernel $f_{xc}$ was evaluated using a finite-field algorithm by coupling the WEST code with the Qbox code in client-server mode. We used $N_{PDEP} = 512$ for the evaluation of the density response functions (Eq. 19), and convergence tests are presented in the SI. Kohn-Sham DFT orbitals were obtained with the Quantum Espresso code and MLWFs with the Wannier90 code. FCI calculations using effective Hamiltonians were performed with the PySCF code.

In our calculations we used plane-wave basis sets with a kinetic energy cutoff of 50/70 Ry in the calculations of spin-defects/SrTiO$_3$. The electron-ion interactions were represented by norm-conserving pseudopotentials from the SG15 library. Spin-defects in diamond/4H-SiC were modeled with 216-atom/200-atom supercells. The SrTiO$_3$ solid was modeled with a 135-atom supercell. All calculations were performed with Γ-point sampling of the Brillouin zone, except the calculation of MLWFs for SrTiO$_3$, which was performed starting from non-self-consistent DFT calculations using a $4 \times 4 \times 4$ k-point mesh.
3.2 Calculation of environment dielectric screening beyond the RPA

We turn to discuss calculations of the environmental screened Coulomb interaction $W^E$ beyond the RPA, using the different expressions presented in Sec. 2.2 to compute the excitation energies of several spin-defects in wide-gap semiconductors: the negatively charged nitrogen-vacancy (NV) center and the neutral silicon-vacancy (SiV) center in diamond, and the neutral divacancy (VV) and Cr impurity in 4H-SiC. These spin-defects are promising platforms for realizing solid-state quantum bits for quantum information processing, and they possess spin-triplet ground state and exhibit strongly-correlated electronic states that are critical for the initialization and read-out of their spin states. For instance, it has been shown that the majority of low-lying many-body electronic states of the NV center are strongly-correlated. We note that VV and Cr can exist in different configurations in the 4H-SiC lattice, and here we consider the hexagonal configurations. The atomistic structures of spin-defects are shown in Fig. 2.

To compute the excitation energies of spin-defects using the quantum embedding theory, we first carried out ground state spin-unrestricted DFT calculations using the PBE functional to optimize the structure of these defects. Then we performed spin-restricted DFT calculations using the PBE and a dielectric dependent hybrid (DDH) functional to obtain mean-field descriptions of the electronic states, providing starting points for the construction of effective Hamiltonians. The fraction of exact exchange used in DDH calculations is taken as the inverse of the high-frequency dielectric constants $\epsilon_\infty$, which is self-consistently determined to be 5.61/6.57 for diamond/silicon carbide; for comparison the experimental values for $\epsilon_\infty$ 5.70/6.52. The spin restriction ensures that both spin channels are treated on an equal footing and the eigenstates of the resulting effective Hamiltonians are eigenstates of $S^2$. In Fig. 3 we show the position of single-particle defect levels of spin-defects and the active spaces used to define the effective Hamiltonians. The active spaces are chosen to be sufficiently large to yield converged excitation energies of the spin-defects (see convergence
tests reported in Ref. 41,48). Using the effective Hamiltonians constructed with the quantum embedding theory, we performed FCI calculations\textsuperscript{35} to compute the low-energy eigenstates and vertical excitation energies of spin-defects.

![Figure 2: Structures and spin densities of the negatively-charged nitrogen-vacancy (NV) center in diamond (a), the neutral silicon-vacancy (SiV) center (b) in diamond, the neutral divacancy (VV) ($hh$ configuration) in 4H-SiC (c) and the chromium (4+) impurity ($h$ configuration) in 4H-SiC (d).](image)

In Table 1 we present vertical excitation energies obtained from FCI calculations on effective Hamiltonians constructed using different expression of $W^E$ ($W^E_{\text{rpa}}$, $W^E_{\text{tc}}$, $W^E_{\text{el}}$, $W^E_{\text{vel}}$) and with different DFT starting point (PBE, DDH). The $W^E_{\text{rpa}}$ and $W^E_{\text{vel}}$ results for NV and SiV were also reported in Ref. 41 and Ref. 48. As expected, excitation energies obtained using DDH starting points are significantly larger than those obtained using PBE, and DDH results are in better agreement with available reference values.\textsuperscript{48} This comparison of DDH and PBE results is consistent with previous reports of $\Delta$-SCF calculations of triplet excited states of NV and VV.\textsuperscript{71}

Using calculations starting from Kohn-Sham eigenvalues and orbitals obtained with DDH functional, we obtain different results using different definitions of $W^E$. Compared to the results of cRPA calculations, calculations using $W^E_{\text{tc}}$ and $W^E_{\text{el}}$ lead to lower excitation energies while calculations using $W^E_{\text{vel}}$ lead to higher excitation energies. These differences can
Figure 3: Defect levels obtained from spin-restricted DFT calculations using DDH functional for the negatively-charge nitrogen-vacancy (NV) center in diamond (a), the neutral silicon-vacancy (SiV) center (b) in diamond, the neutral divacancy (VV) in 4H-SiC (c) and the chromium (4+) impurity in 4H-SiC (d). Note that due to spin restriction, exchange splittings of defect levels in their spin triplet ground state are not reflected in these diagrams. The choice of active spaces for the NV and SiV centers is consistent with Ref. 41.

be understood by noticing that the exchange-correlation kernel $f_{xc}$ tends to cancel out a small portion of the bare Coulomb interaction $v$. By inspecting Eq. 27-30, one can see that compared to the cRPA case, the cancellation of the bare Coulomb interaction and the exchange-correlation kernel leads to a smaller effective interaction $W_{E}^{tE}$ in the case of $W_{E}^{tE}$ and $W_{E}^{el}$ and a larger effective interaction in the case of $W_{E}^{vel}$.

By comparing the calculated excitation energies obtained with the DDH functional with experimental values, we find that using $W_{E}^{vel}$ leads to best overall agreement. As an example, we discuss in detail the excitation energies between $^{1}A_{1}$ and $^{1}E$ states of the NV center. Based on molecular orbital theory analysis, the $^{1}E \rightarrow ^{1}A_{1}$ excitation is a spin-flip transition of electrons in the $e$ defect orbitals, and its excitation energy is approximately equal to twice the exchange integral $\langle e_{x}e_{x}|W_{E}^{E}|e_{y}e_{y} \rangle$, where $e_{x}$ and $e_{y}$ are the two degenerate $e$ orbitals. Comparing the embedding theory results for excitation energies with the experimental zero phonon line (ZPL) value of 1.190 eV (which is a lower bound to the vertical excitation energy), we observe that embedding calculations using $W_{E}^{rpa}$ (cRPA calculations) leads to an underestimation of the excitation energy (0.900 eV). Going beyond the RPA by
using $W_{tc}^E$ and $W_{el}^E$ leads to even more severe underestimations (0.471 eV and 0.824 eV). Instead, by properly accounting for the exchange-correlation effects between active space and environment, the excitation energy obtained with $W_{vel}^E$ (1.198 eV) significantly reduces the underestimation of the cRPA result and leads to the best agreement with experiment. Similar trends are observed in the comparison of other calculated excitation energies with experiment, as summarized in Table 1.

Table 1: Vertical excitation energies (eV) of the negatively charged nitrogen vacancy (NV) center and neutral silicon vacancy (SiV) center in diamond, and the neutral divacancy (VV) and Cr impurity (4+) in 4H-SiC. DFT calculations were performed using the PBE and the DDH functional. Quantum embedding calculations were performed with different definitions of $W^E$ (see text). Experimental measurements of zero phonon line (ZPL) energies are shown in brackets in the last column. Reference vertical excitation energies are computed from experimental ZPL when Stokes energies are available.

| System | Excitation | PBE $W_{rpa}^E$ | PBE $W_{tc}^E$ | PBE $W_{el}^E$ | PBE $W_{vel}^E$ | DDH $W_{rpa}^E$ | DDH $W_{tc}^E$ | DDH $W_{el}^E$ | DDH $W_{vel}^E$ | Previous works |
|--------|------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| NV     | $3E \leftrightarrow 3A_2$ | 1.395$^a$ | 1.282 | 1.377 | 1.458$^a$ | 1.921$^b$ | 1.775 | 1.890 | 2.001$^b$ | 2.180$^c$ (1.945$^c$) |
|        | $1A_1 \leftrightarrow 3A_2$ | 1.211$^a$ | 0.832 | 1.162 | 1.437$^a$ | 1.376$^b$ | 0.788 | 1.274 | 1.759$^b$ |
|        | $E \leftrightarrow 3A_2$ | 0.396$^a$ | 0.305 | 0.384 | 0.444$^a$ | 0.476$^b$ | 0.317 | 0.450 | 0.561$^b$ |
|        | $A_1 \leftrightarrow 1E$ | 0.815$^a$ | 0.527 | 0.778 | 0.993$^a$ | 0.900$^b$ | 0.471 | 0.824 | 1.198$^b$ |
|        | $3E \leftrightarrow 1A_1$ | 0.184$^a$ | 0.449 | 0.215 | 0.020$^a$ | 0.545$^b$ | 0.987 | 0.616 | 0.243$^b$ | (0.344-0.430$^e$) |
| SiV    | $3E_u \leftrightarrow 3A_{2g}$ | 1.247$^a$ | 1.263 | 1.244 | 1.258$^a$ | 1.590$^b$ | 1.623 | 1.586 | 1.594$^b$ | 1.568$^f$ (1.31$^g$) |
|        | $1E_g \leftrightarrow 3A_{2g}$ | 0.232$^a$ | 0.202 | 0.223 | 0.281$^a$ | 0.261$^b$ | 0.471 | 0.215 | 0.343$^b$ |
|        | $A_{1g} \leftrightarrow 3A_{2g}$ | 0.404$^a$ | 0.358 | 0.391 | 0.478$^a$ | 0.466$^b$ | 0.393 | 0.440 | 0.583$^b$ |
|        | $A_{1u} \leftrightarrow 3A_{2g}$ | 1.262$^a$ | 1.265 | 1.258 | 1.277$^a$ | 1.608$^b$ | 1.617 | 1.602 | 1.623$^b$ |
| VV     | $3E \leftrightarrow 3A_2$ | 0.962 | 0.881 | 0.957 | 0.985 | 1.231 | 1.109 | 1.220 | 1.270$^b$ | 1.240$^b$ (1.094$^i$) |
|        | $1A_1 \leftrightarrow 3A_2$ | 0.776 | 0.483 | 0.756 | 0.908 | 0.921 | 0.429 | 0.875 | 1.156 |
|        | $E \leftrightarrow 3A_2$ | 0.246 | 0.176 | 0.242 | 0.274 | 0.299 | 0.169 | 0.288 | 0.348 |
|        | $A_1 \leftrightarrow 1E$ | 0.530 | 0.308 | 0.515 | 0.634 | 0.622 | 0.260 | 0.587 | 0.808 |
|        | $3E \leftrightarrow 1A_1$ | 0.186 | 0.398 | 0.201 | 0.077 | 0.310 | 0.680 | 0.345 | 0.114 |
| Cr     | $3E \leftrightarrow 3A_2$ | 0.931 | 0.984 | 0.931 | 0.890 | 1.468 | 1.587 | 1.534 | 1.343 |
|        | $A_1 \leftrightarrow 3A_2$ | 1.002 | 1.072 | 1.011 | 0.956 | 1.527 | 1.664 | 1.602 | 1.394 |
|        | $3E \leftrightarrow 3A_2$ | 1.134 | 1.122 | 1.073 | 1.189 | 1.769 | 1.760 | 1.705 | 1.744 |
|        | $3A_1 \leftrightarrow 3A_2$ | 1.177 | 1.153 | 1.106 | 1.237 | 1.805 | 1.794 | 1.731 | 1.783 |
|        | $1E \leftrightarrow 3A_2$ | 0.902 | 0.854 | 0.828 | 1.017 | 1.097 | 1.075 | 1.073 | 1.130 (1.190$^j$) |
|        | $A_1 \leftrightarrow 3A_2$ | 1.467 | 1.366 | 1.374 | 1.566 | 1.992 | 1.873 | 1.819 | 2.013 |

$^a$Ref 48. $^b$Ref 41. $^c$Ref 87. $^d$Ref 88. $^e$Estimated by Ref 89 using a model for intersystem crossing. $^f$Computed using Stokes energy from Ref 40. $^g$Ref 91. $^h$Computed using Stokes energy from Ref 41. $^i$Ref 92. $^j$Ref 93.
3.3 Calculation of environment dielectric screening with general active spaces

We now present two proof-of-principles examples of quantum embedding calculations using general active spaces.

In the first example, we compute the vertical excitation energies of the NV center in diamond using a minimum active space composed of 4 Kohn-Sham orbitals \( a_{1}', a_1, e_x, \) and \( e_y \). We performed quantum embedding calculations both by directly using the 4 Kohn-Sham orbitals and by using 4 MLWFs computed from the Kohn-Sham orbitals. The resulting excitation energies for the many-body \(^1E^1A_1/^3E\) states are 0.485/1.364/1.977 eV at the cRPA level if evaluated using Kohn-Sham orbitals and 0.485/1.364/1.976 eV if evaluated using MLWFs (beyond-RPA results show similar agreement). The excellent agreement between results obtained using the two different active spaces serves as a validation of the formalism and implementation.

In the second example, we apply the quantum embedding theory to compute the Hubbard U and J parameters entering DFT+U calculations. Hubbard parameters can be computed as the average values of certain matrix elements in the effective Hamiltonian, and the cRPA approach has been extensively used for first-principles predictions of these parameters for solids containing transition metal ions. Here we apply the quantum embedding theory to compute the Hubbard-U and Hubbard-J parameters for the Ti \( t_{2g} \) orbitals of SrTiO\(_3\). We first perform ground state DFT calculations of SrTiO\(_3\) using the PBE functional to obtain the eigenstates of the Kohn-Sham Hamiltonian. Then we construct effective Hamiltonians where the active space is composed of the three MLWFs that correspond to the \( t_{2g} \) orbitals of Ti (see SI). This choice of active space corresponds to the \( t_{2g} - t_{2g} \) model of SrTiO\(_3\) often considered in literature. The Hubbard parameters can then be computed as \( U = \frac{1}{3} \sum_{i=1}^{3} W_{iii}^E \) and \( J = \frac{1}{6} \sum_{i,j=1, i \neq j}^{3} W_{ijji}^E \).

Quantum embedding calculations at the RPA level predict the Hubbard U/J parameters to be 3.90/0.58 eV, in good agreement with previous cRPA calculations (3.76/0.46 eV for...
The small differences are attributed to different choices of the pseudopotentials and Brillouin zone sampling. The Hubbard-J parameters are found to be rather insensitive to the choice of $W^E$ (0.58/0.58/0.58/0.59 eV for $W_{\text{rpa}}^E/W_{\text{tc}}^E/W_{\text{el}}^E/W_{\text{vel}}^E$), as opposed to the Hubbard-U parameters (3.90/3.58/3.87/4.37 eV for $W_{\text{rpa}}^E/W_{\text{tc}}^E/W_{\text{el}}^E/W_{\text{vel}}^E$). We note that calculations using $W_{\text{tc}}^E$ and $W_{\text{el}}^E$ yield smaller values of $U$ (3.58 eV and 3.87 eV), while calculations using $W_{\text{vel}}^E$ a larger value (4.37 eV), consistent with the trend observed for the excitation energies of spin-defects as discussed in Sec. 3.2.

In order to assess the impact of the Hubbard parameters predicted by the embedding theory on the electronic structure of SrTiO$_3$, we performed DFT+U calculations to obtain the band gap of SrTiO$_3$. The experimental (indirect) band gap is 3.25 eV and the PBE prediction is 1.93 eV. The DFT+U calculations using Hubbard-U parameters with $W_{\text{rpa}}^E/W_{\text{tc}}^E/W_{\text{el}}^E/W_{\text{vel}}^E$ lead to band gaps of 2.25/2.22/2.25/2.30 eV, i.e. to values rather similar to each other. Although DFT+U calculations do not yield band gaps in quantitative agreement with experimental band gap due to covalent effects, using $W_{\text{vel}}^E$ as the effective electron-electron interaction leads to slight improvement in the predicted gap value.

4 Conclusions

In summary, in this work we presented a detailed derivation of the quantum embedding theory recently introduced in Ref. 41, and we generalized the formulation to active spaces defined using orbitals that are not eigenstates of the Kohn-Sham Hamiltonian. In addition, we discussed different approaches to compute the dielectric screening beyond the random phase approximation, which we applied to spin defects in semiconductors. In particular, we presented a physically motivated choice of the definition of screened Coulomb interaction, which turns out to yield the best agreement with experiments for excitation energies. Finally, using NV center in diamond and the SrTiO$_3$ solid as examples, we demonstrate how quantum embedding calculations may be performed using general active spaces composed of localized
orbitals.

We note that one of the possible advantages of using MLWFs instead of eigenstates is the ability to define active spaces associated to specific regions of the material, which can then be treated at different levels of theory. For example consider a nanocomposite (e.g. a nanoparticle in a matrix or in a solvent) or solvated ions or molecules in water. We may associate MLWFs to the nanoparticle or to the solute and its solvation shell, in order to define an active space and consider electronic excitations within that active space. The embedding theory is then used to properly take into account matrix or solvation effects.

Our work paves the way to the application of the quantum embedding theory to challenging chemical and materials science problems, which may be solved using effective Hamiltonians on classical and near-term quantum computers.
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