A new simple technique for improving the random properties of chaos-based cryptosystems
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A new technique for improving the security of chaos-based stream ciphers has been proposed and tested experimentally. This technique manages to improve the randomness properties of the generated keystream by preventing the system to fall into short period cycles due to digitation. In order to test this technique, a stream cipher based on a Skew Tent Map algorithm has been implemented on a Virtex 7 FPGA. The randomness of the keystream generated by this system has been compared to the randomness of the keystream generated by the same system with the proposed randomness-enhancement technique. By subjecting both keystreams to the National Institute of Standards and Technology (NIST) tests, we have proved that our method can considerably improve the randomness of the generated keystreams. In order to incorporate our randomness-enhancement technique, only 41 extra slices have been needed, proving that, apart from effective, this method is also efficient in terms of area and hardware resources. © 2018 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5017015

I. INTRODUCTION

The design and implementation of new encryption systems that are secure and capable of ciphering binary sequences with a high throughput is currently an important field of research. Typically, digital ciphers can be divided in asymmetric ciphers and symmetric ciphers. In asymmetric ciphers, a public key is used to cipher the plaintext and a private (secret) key is used to decrypt the ciphertext while, in symmetric ciphers, there is only a secret key shared by both the transmitter and the receiver and it is used to encrypt and decrypt the messages. At the same time, symmetric ciphers can be divided in block ciphers, where the plaintext is divided by blocks and each block is encrypted individually (e.g. AES) and stream ciphers, which encrypt each bit individually. The main advantage of the stream ciphers is that they do not have to save blocks of data so they can save memory resources. Furthermore, they do not need to add extra bits in case that some blocks are not full (padding). Therefore, stream ciphers are, in general, more suitable for high speed communications.

In these cryptosystems, a key (seed) and a certain algorithm are used to generate binary sequence (keystream) that is then used to encrypt the message (Fig. 1). Some of the algorithms that have arisen much interest in the last years are based on chaotic maps. Chaotic systems present some intrinsic properties such as ergodicity, high sensitivity to the initial conditions and random-like behavior that are strongly related with the properties of confusion and diffusion that were identified by Shannon as the key properties of a secure cipher. Therefore, many chaos-based stream ciphers have been recently proposed as an alternative to conventional encryption and, some of them, have proven to be suitable for applications that require high speed encryption such as real-time video transmission.
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On the other hand, most of the chaos-based cryptosystems proposed so far can present some issues that make them unideal for secure applications. Some of those issues are the absence of a defined key space and the poor randomness of the generated sequences as a consequence of the digitization of the algorithm.

In this work, we propose a new technique to improve the security of chaos-based stream ciphers at a small cost of implementation resources. As an example, this technique has been applied to a particular algorithm based on a Skew Tent Map and has been implemented on a Virtex 7 FPGA.

The paper is organized as follows: Section II presents an overview of the chaos-based stream ciphers and explains some of the problems that arise when they are implemented in hardware; Section III proposes new techniques to improve the security of these chaotic ciphers; Section IV presents the implementation and results of some proposed cryptosystems that use the previous techniques; finally, preliminary conclusions are drawn in Section V.

II. IMPLEMENTATION OF CHAOTIC STREAM-CIPHERS

A. General scheme of a chaos-based stream cipher

A stream cipher is a cryptosystem that starting from some initial parameters (seed or key) and using a certain algorithm generates a binary sequence (keystream). This keystream is XORed with the plaintext in order to generate the ciphertext. In order to decrypt the message, the receiver must use the same key and the same algorithm in order to generate an identical keystream. By XORing this keystream with the ciphertext, the original message is recovered.

A simple way of implementing a chaos-based stream cipher consists on using a chaotic map of the form:

\[ x_{i+1} = f(x_i, \gamma) \] (1)

where \( \gamma \) is a chaotic parameter that is constant for the whole sequence and \( x_i \) are the elements of the generated sequence.

Therefore, starting from an initial value of \( x_0 \) and a chaotic parameter \( \gamma \), a sequence of randomly distributed elements \( \{x_i\} \) is obtained. In this case, the key would be given by the values of \( x_0 \) and \( \gamma \). In order to use this system as a stream cipher, the bits that compose each \( x_i \) can be used to build the keystream. However, typically there is a strong correlation between the bits of a given \( x_i \). Furthermore, when all the bits of each \( x_i \) are used to encrypt the message, the receiver could obtain a lot of information about the values of \( \{x_i\} \) and could use (1) to find the key of the system. Therefore, only a few bits of each \( x_i \) (preferably the least significant bits) are usually used to conform the keystream.

The security of these cryptosystems relies, among others, on the randomness of the generated sequences. Therefore, it is crucial to assure that the stream ciphers are capable of generating sequences with good random properties.

B. Effects of the digitization in the chaotic behaviour of the system

The main property of the chaotic system is its high sensitivity to the initial conditions. Therefore, two systems that use the same algorithm and the same initial parameters \((x_0, \gamma)\) but different bit precision (number of bits for representing each \( x_i \)) will generate different orbits that will separate from each other very fast. Consequently, in order to encrypt and decrypt a message properly, both the transmitter and the receiver should use the same bit precision.
The second problem that arises when one of these systems is digitized is the fact that the orbits become periodic. If \( x_i \) is represented using \( n \) bits, there will only be \( 2^n \) possible values for each \( x_i \). Therefore, since each \( x_i \) determines the next value of the sequence, \( x_{i+1} \), once a value of \( x_i \) is repeated, the rest of the sequence will also be repeated. Therefore, the maximum period of each sequence will be \( P_M = 2^n \). In practice, however, the mean period of the sequences, \( \bar{P} \), is usually much shorter than the maximum possible period:

\[
\bar{P} \approx \frac{1}{4} \sqrt{2\pi 2^n}
\]

It must be noticed that, by increasing the precision in 2 bits, although the maximum period is increased by a factor of 4, the mean period is only increased by a factor of two. Typical precisions used such as 32 or 64 bits causes that the generated sequences have short average periods which results in most of the sequences failing the randomness tests regardless of the algorithm used. As an example, Fig. 2(a) shows in a matrix of white and black pixels the bits obtained from a particular sequence generated by a Logistic Map using a 32-bit precision. Its corresponding histogram is shown in Fig. 2(b). As it can be seen, the sequence is far from random.

More complex maps (i.e. multidimensional maps), with many parameters involved would have longer maximum and mean period lengths. However, although this approach has been used in the literature, these cryptosystem usually present a poor performance in terms of encryption speed per area. Therefore, in this work we have focused on increasing the period length of “simple maps”.

The first approach to minimize the digitization consists on using a precision of more bits. For example, Ref. 11 uses a precision of 500 bits. This strategy, however, supposes to increase the complexity of the system considerably in order to obtain long average periods. Therefore, it is not an optimum strategy, especially for applications that require encrypting sequences at high speed using a small amount of hardware resources.

Another approach consists on perturbing the orbits by adding some noise to each \( x_i \) before each iteration. For example, in Refs. 12 and 13 the least significant bit of each \( x_i \) is XORed with a bit generated by a Linear Feedback Shift Register (LFSR). This way, it is possible to prevent the system to stay in a stable orbit and, using the correct pseudorandom sequence, the period can be guaranteed to be bigger than a given number. A possible drawback of this system is that it could be considered that the randomness improvement comes from the LFSR and not from the chaotic system itself. Furthermore, it is well-known that, while LFSRs are good at generating random sequences, they are not secure systems.

In this work, a different approach is used in order to improve the random properties provided by a chaos-based pseudorandom number generator.

### III. RANDOMNESS IMPROVEMENT PROPOSAL

Let’s consider that we have a stream cipher that, in order to generate the keystream, uses a chaotic map of the form (1). We propose to use, instead of a single value of \( \gamma \), a set of \( m \) different
values of $\gamma$: $\gamma_1, \gamma_2, \ldots, \gamma_m$. In order to generate the sequence $\{x_i\}$, the value of $\gamma$ used is continuously changing in a circular way, according to a predefined sequence partition $\{k_i\}$. This way, the first $k_1$ elements of the sequence are generated as $x_i = f(x_{i-1}, \gamma_1)$, the next $k_2$ elements are obtained as $x_i = f(x_{i-1}, \gamma_2)$ and so on. When all $\gamma_i$ have been used, and a total of $\sum_{i=1}^{m} k_i$ elements have been generated, the first value of $\gamma$, $\gamma_1$ is used again and the process keeps going in a circular fashion.

In the following subsections, we propose and analyze different approaches of choosing the values of $m$ and $\{k_i\}$ in order to optimize the performance of the system.

A. Fixed value of sequence partition $k$

The first approach consists on generating the same number of elements using each $\gamma_i$, i.e. $k_1 = k_2 = \cdots = k_m = k$. In the previous case, $m=1$, we had that, for each value of $x_i$ we always ended up in one of the $2^n$ possible values of $x_{i+1}$. In this case, however, we can end up in $m$ different values of $x_{i+1}$ (one for each $\gamma_i$). This way, the theoretical maximum period of the generated sequences using this method is increased by a factor of $m$, $P_m = m2^n$. Along this increment, it can be found experimentally that there is a considerable increment in the mean period length.

The main problem of this approach is that, by using always a fixed value of $k$ and $m$, there is always a possibility that the sequences stay in a stable short period orbit. In order to avoid this problem, a possible alternative consists on changing constantly the values of $k_i$, as will be explained in the next subsection.

B. Dynamically changed value of sequence partition $k$

In this case, a variable number of $k_i$ is generated within a range $k_i \pm \Delta k_i$ and is used to encrypt the message. When all the values of $\gamma_i$ have been used, a new value of $k_1$ is generated. This way, the sequences will conserve the characteristic properties of the chaotic map (ergodicity, high sensitivity to the initial conditions), but they will not stay at a stable orbit.

Since the important thing of this method is to introduce small variable values of $k_i$, it is not necessary to use a perfect random number generator. Therefore, any random number generator, or even a simple algorithm that uses some parts of the plaintext or other parameters of the traffic could be used. For example in a packed stream, the interframe gap or the packet size could be used.

IV. EXPERIMENTAL RESULTS

A. Skew tent map algorithm

In order to test the proposed randomness enhancement technique, a cryptosystem based on a Skew Tent Map (STM)\(^7\) has been implemented on a Virtex 7 FPGA.

The STM is defined by:

$$ f(x_i) = x_{i+1} = \begin{cases} x_i / \gamma, & x_i \in [0, \gamma] \\ (1 - x_i) / (1 - \gamma), & x_i \in (\gamma, 1] \end{cases} $$

(3)

where $\gamma$, $x_0 \in (0, 1)$.

This map has been chosen because it is a simple system that presents a chaotic behavior for any initial value of $x_0$ and $\gamma$ (i.e., it does not present periodic windows) and it can produce values of $x_i$ that are uniformly distributed in the interval $(0, 1)$.\(^{14}\) Therefore, after implementing this system on the FPGA, most of the problems of the generated sequences will be caused by the digitization of the system and not by the intrinsic properties of the chaotic map. Therefore, by proving that our method is capable of improving the randomness of the sequences generated by a STM-based algorithm, it is possible to extrapolate the results to other chaotic cryptosystems. Preliminary results of this work has been accepted for presentation in Ref. 15.

The STM has been implemented using a fixed-point 32-bit precision and only the least significant bit of each $x_i$ has been used to generate the bitstream. In order to test our proposed method, we have generated the sequences using different values of $m$ (number of $\gamma_i$) and $k_i$ (number of bits encrypted with each $\gamma_i$). Since the divisions can be costly to implement in an FPGA, we have pre-calculated
and saved the values of $1/\alpha$ and $1/(1-\gamma_i)$ and used multiplications instead. A block diagram of the STM generator is shown in Fig. 3 while, a scheme of the complete implementation of the enhanced stream cipher that uses our randomness improvement technique and the STM generator is shown in Fig. 4.

B. Results for fixed value of $k$

First, we have started using fixed values of $k_i$ ($k_1 = k_2 = \ldots = k$). In order to test the randomness of the sequences generated for each case, 100 sequences have been generated and have been subjected to the National Institute of Standards and Technology (NIST) randomness test\(^{16}\) with a significance level of 0.01. The NIST test suite provides a list of all the tests, indicating how many sequences have passed each of them. To easily compare the results among different systems, the passing rates for each test (fraction of sequences that have passed each test) have been calculated and, after that, we have calculated the average of all of them. Results are shown in Table I.

As it can be seen, increasing $m$ improves the randomness of the generated sequences. This can be explained by the fact that, by increasing the value of $m$, the maximum and the mean period of the sequences increases. This effect is especially noticeable for small values of $m$, since the effect of the increment of the period lengths of the sequences in the randomness test performance is bigger for small periods. On the other hand, by increasing the value of $k$, the randomness of the sequences also improves. This could be explained by the fact that, when a small value of $k$ is used, groups of bits generated using the same value of $\gamma$ are separated by a small distance inside the keystream.

Therefore, the NIST tests, might find some correlations among them. However, for bigger values of $k$, bits generated using the same $\gamma$ are more separated so it becomes harder to find those correlations.

It can be noticed that, although, the randomness improvement is significant, with the significance level of 0.01, 99% of the sequences should pass the randomness tests. Therefore, the sequences generated using this method are far from random. Although the results could be improved using bigger values of $m$ and $k$, it would involve an increment of the hardware resources used.
FIG. 4. Scheme of the proposed enhanced stream cipher. The values of $\gamma_i$ are stored in a FIFO that works as a circular buffer. The control module performs the gamma change every time an amount of bits equal to the configured packet size plus a percentage is transmitted. This bit number limit is set thanks to the LIMIT value, which corresponds to the sum of the packet size value configured in FRAME CFG REG plus a pseudorandom value generated by the PRBS module.

| TABLE I. Nist Test Results for fixed values of K. |
|---|---|---|---|
| $k$ | 10 | 100 | 1,000 |
| $m$ | | | |
| 1 (32-bit) | 0.317 | 0.317 | 0.317 |
| 2 | 0.512 | 0.659 | 0.750 |
| 4 | 0.552 | 0.720 | 0.845 |
| 8 | 0.568 | 0.777 | 0.856 |
| 16 | 0.581 | 0.786 | 0.869 |

C. Results for variable k

Finally, the $k$ variable case has been tested. We have used the same values of $\gamma_i$ as before but each $k_i$ is a random integer generated within a certain range. Table II shows the results for different

| TABLE II. Nist Test Results for Variable values of K. |
|---|---|---|
| $k$ | 9-11 | 90-110 | 900-1100 |
| $m$ | | | |
| 1 (64-bit) | 0.989 | 0.989 | 0.989 |
| 2 | 0.938 | 0.935 | 0.857 |
| 4 | 0.971 | 0.932 | 0.910 |
| 8 | 0.964 | 0.944 | 0.929 |
| 16 | 0.955 | 0.937 | 0.901 |
FIG. 5. (a) Binary sequence generated by a 32-bit Skew Tent Map from randomly chosen initial parameters $\gamma, x_0$ with its corresponding histogram. Due to its short period, 3048, the sequence presents poor random properties. (b) Binary sequence generated by a Skew Tent Map with our randomness enhancement technique with its corresponding histogram. Its period has not been calculated because it was bigger than the number of bits generated used in this figure, 65536.

ranges. For comparison purposes, the table also includes the results obtained by a system using only one value of $\gamma (m = 1)$ but 64-bit (double) precision.

As it can be seen, the randomness tests results are much better than for the fixed-k case since, as it has been mentioned before, this method helps the system to avoid stable orbits. To visualize the improvement provided by this technique, Fig. 5 represents in a binary matrix and in a histogram a keystream generated by a Skew Tent Map and keystream generated by a Skew Tent Map with our randomness enhancement technique.

In the best case, for $m = 4$ and $k=9-11$, the randomness improvement is very similar to the improvement obtained by using a 64-bit precision. However, implementing the STM using a 64-bit precision requires far more hardware than implementing the 32-bit precision STM with the proposed randomness enhancement technique (Table III).

It must be noticed that the amount of extra slices needed to implement our technique does not depend on the algorithm used. In this case, since we used one of the simplest chaotic maps, the increment in the number of slices is considerable compared to the number of slices required to implement the Skew Tent Map algorithm ($\sim 40\%$). However, if a more complex chaotic map had been used, the increment in the number of slices could be negligible. However, the number of extra

| Configuration      | 32-bit STM | 64-bit STM | Enhanced STM |
|--------------------|------------|------------|--------------|
| LUTs               | 369        | 805        | 440          |
| Registers          | 39         | 70         | 113          |
| Slices             | 98         | 210        | 139          |
| Total DSPs         | 11         | 16         | 11           |
| RAM blocks         | 0          | 0          | 0            |
| NIST passing rate  | 0.317      | 0.989      | 0.971        |

*aThe number of slices has been estimated from the number of registers and LUTS assuming unrelated logic.*
slices needed to implement a chaotic map with a higher precision increases with the complexity of the algorithm. Therefore, we can conclude that our strategy is a much better approach.

D. Other security aspects

Although this method has been proposed to improve the randomness properties of the generated sequences, it can also improve other aspects related to the security.

First, to prevent brute-force attacks, the key space size of the system should be big enough. In the case of the Skew Tent Map based cryptosystem, implemented using a single value of γ and a 32-bit precision, the key space size, \( \kappa_{\text{STM}} \), is given by all possible initial values of \( x_0 \), \( \gamma \):

\[
\kappa_{\text{STM}} = 2^{32+32} = 2^{64}
\] (4)

According to some guidelines, to be secure, the key space size of a cryptosystem should be at least \( \kappa = 2^{112} \).\(^{17,18} \) Therefore, this system would not be secure from this point of view.

However, with our proposed technique the key space size would be given by all the possible values for the initial element of the sequence, \( x_0 \), all possible values of the chaotic parameters \( \gamma_1, \gamma_2, \ldots, \gamma_m \) and, finally, all the possible sequence partitions, \( n_{\{k_i\}} \). We do not provide a concrete value for \( n_{\{k_i\}} \) since it may vary depending on the implementation. Therefore, the key space in this case, \( \kappa_{\text{Enhanced-STM}} \), would be given by:

\[
\kappa_{\text{Enhanced-STM}} = n_{\{k_i\}} \times 2^{32(m+1)}
\] (5)

Therefore, as it can be seen, the key space size is considerably increased. Indeed, by using a value of \( m > 4 \), we guarantee that \( \kappa > 2^{112} \) and, therefore, the system is secure against brute-force attacks.

On the other hand, some chaotic maps can present a periodic (non-chaotic) behavior for certain values of their chaotic parameters \( \gamma \). The set of parameters that leads to a chaotic behavior is not usually within a continuous region and it is often unknown.\(^5 \)

As an example, a bifurcation diagram of the Logistic Map, which represents several consecutive values of the sequences \( x_i \) as a function of the chaotic parameter \( \gamma \), is shown in Fig. 6. Although most values of \( \gamma > 3.57 \) present chaotic behavior, there are some white regions where the system exhibits a periodic behavior. Moreover, even in the chaotic regions, there exist an infinite number of initial conditions that lead to periodic cycles.\(^{19} \) Several methods have been capable to find some of the periodic windows,\(^{20,21} \) but the whole set of parameters that produces periodic windows remains unknown. Therefore, even by using an infinite precision, the system could fall into a periodic orbit if an unsuitable value of \( \gamma \) was used.

Let’s call \( P_c \) the probability that a value of \( \gamma \) randomly chosen is “good” (i.e. an orbit generated by that \( \gamma \) exhibits a chaotic behavior) and \( P_p = 1 - P_c \) the probability that the value of \( \gamma \) is “bad” (i.e. an orbit generated by that \( \gamma \) exhibits a periodic behavior). Usually, the probability of choosing an unsuitable value of \( \gamma \) will be very small (i.e., \( P_p \ll P_c \)). However, when this happens, the behavior of the cryptosystem will be very poor. Using our technique, since we are using \( m \) different values of \( \gamma \),

![FIG. 6. Bifurcation map of a Logistic Map.](image-url)
the probability of having \( l \) unsuitable values of \( \gamma \) among them will be:

\[
P(m, l) = \binom{m}{l} P_p \left( 1 - P_p \right)^{m-l} \approx \binom{m}{l} P_p \left( 1 + (l - m) P_p \right)
\]  

(6)

In this case, the probability of having at least one “bad” value of \( \gamma \) will be higher than before:

\[
\sum_{l=1}^{m} P(m, l) = 1 - P(m, 0) = 1 - \left( 1 - P_p \right)^m > P_p
\]

(7)

However, the probability of having \( l \) “bad” values of \( \gamma \) decreases very fast when increasing \( l \). Therefore, even if one or some of the chosen values of \( \gamma \) are “bad”, most of them will probably be good. Therefore, the overall behavior of the system will most likely not be as bad as in the previous case.

In conclusion, using our technique, the probability of generating a non-ideal keystream (i.e. with at least one “bad” value of \( \gamma \)) would be higher, but the probability of generating a very poor keystream (i.e. with most of the chosen values of \( \gamma \) “bad”) would be lower.

V. CONCLUSIONS

In this work, a new technique for improving the randomness of the binary sequences generated by chaos-based stream ciphers has been proposed. In order to test the system, a stream cipher based on a Skew Tent Map has been implemented on an FPGA. The results show that, by using several different values of the chaotic parameter \( \gamma \), the quality of the sequences can be considerably improved. This effect is especially notable when the number of bits \( k_i \) generated with each \( \gamma_i \) is constantly changing over time.

The amount of extra resources needed to implement this technique is quite small compared to other proposed techniques and can be negligible if a high complexity chaotic map is chosen.

Finally, a comparison of our system with a system using a single value of \( \gamma \) but a higher precision has been presented. The results show that our algorithm can produce similar results but using much less hardware resources. It must be remarked that, although a Skew Tent Map has been used for testing purposes, the proposed technique could be applied to other similar chaotic maps.
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