Enhancement of tunneling density of states at a Y junction of spin-1/2 Tomonaga Luttinger liquid wires
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We calculate the tunneling density of states (TDOS) in a three wire junction of interacting spin-1/2 electrons, and find an anomalous enhancement of the TDOS in the zero bias limit, even for repulsive interactions for several bosonic fixed points. This enhancement is physically related to the reflection of holes from the junction for incident electrons, and it occurs only in the vicinity of the junction \(x < v_{\text{min}}/2\omega\) where \(v_{\text{min}}\) is the minimum of the velocity of charge or spin excitations and \(\omega\) is the bias frequency), crossing over to the bulk value which is always suppressed, at larger distances. The TDOS exponent can be directly probed in a STM experiment by measuring the differential tunneling conductance as a function of either the bias voltage or temperature as done in Nature Physics 7, 776 (2011).
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I. INTRODUCTION

One dimensional (1D) quantum wires with strong electron-electron (e-e) interactions are described by the Tomonaga-Luttinger liquid (TLL) theory [1–6], in which the low energy excitations are collective density oscillations. These density oscillations or plasmon modes, are fundamentally different from their 2D and 3D counterpart, i.e., Landau’s quasi-particle excitations, which are described very successfully by the Fermi liquid theory [7]. This leads to unique physics in 1D, such as the spin-charge separation [8 and 9], the phenomena of charge fractionalization [10–13], power law behaviour of the differential tunneling conductance (with bias voltage or temperature) in quantum hall edge states [14], carbon nanotubes [15], tailored quantum wires in semiconductor heterostructures [16] etc. TLL behaviour has also been observed in self-aligned Au atomic chains of single-atom width on germanium surface using scanning tunneling spectroscopy and photoemission [17].

In this article we explore the local single particle tunneling density of states (TDOS) at a junction of three spin full TLL wires, which can be experimentally probed in a scanning tunneling microscope (STM) experiment [18]. Such Y-junctions have already been realized experimentally in crossed single-walled carbon nanotubes [19 and 20], and have been explored very actively in the literature [21–38]. The differential tunneling conductance of a STM tip maintained at a finite bias voltage with respect to the wire [see Fig. 1] is a direct probe of the locally available electronic states in the TLL, assuming the density of states in the STM tip to be a constant. In a TLL wire the STM current have been shown to vary as a power of the bias voltage: \(dI/dV \propto \rho(\omega) \propto \omega^{\Delta - 1}\), with the TDOS exponent \(\Delta\) depending on the strength of the e-e interaction strength [39]. The TDOS exponent in a spinless two wire junction tuned to the connected (or a single wire without impurity) [5 and 40] and disconnected fixed points (single wire with impurity) [5, 41–43], are known to be \(\Delta = (g + g^{-1})/2\) and \(\Delta = 1/2\) respectively, where \(g\) denotes the TLL interaction parameter.

Earlier theoretical studies of Y-junctions have used the fermionic language and the weak interaction renormalization group (RG) approach [22], or the bosonic and conformal field theory language [24 and 26], or other numerical methods such as the functional RG [25], and were primarily focused on the stability analysis of various fixed points of the junction and the associated DC conductivity. A detailed analysis of the fixed points of a three wire junction formed from spinless interacting electrons was done in Ref. [24] which was later extended to include spin-1/2 electrons giving a much richer phase diagram in the parameter space of spin and charge interactions [29].

The tunneling density of states in a three wire Y-junction of spinless electrons was explored in Ref. [31], where the authors highlighted an anomalous enhancement of the TDOS in the vicinity of the junction for several bosonic fixed points. Here we consider a more realistic case of a three wire junction formed from spin-1/2 interacting electrons, and obtain analytic expression for the TDOS in the vicinity of the Y-junction. This article is organized as follows: In Sec. II we describe the details of the spin-1/2 TLL Y-junction and show that both the e-e interactions in the wire and the current partitioning boundary conditions at the junction, can be treated using bosonization with delayed evaluation of the boundary conditions [24] taking advantage of the spin charge separation in 1D. In Sec. III, we calculate the TDOS of the spin-1/2 TLL Y-junction which shows an anomalous enhancement for several fixed points even for repulsive interactions (see Figs. 2 and 3). Finally we summarize our findings in Sec. IV.

II. MODEL AND BOSONIZATION

In this section we review the TLL description of interacting 1D wires with spin-1/2 electrons which gives rise
to spin charge separation in the bulk of the wires. The dissipation-less junction is then described by means of additional tunneling between the wires, which leads to spin and charge current partitioning boundary condition at the junction. The system of three spin-1/2 TLL wires with the junction (Y-junction) is then explored using the delayed evaluation of boundary conditions first developed in Ref. [24].

A. Bosonization of the wires

Let us consider the Y-junction to be made of three identical, semi-infinite ($x > 0$) TLL wires with spin-1/2 electrons, with the junction being located at the origin. For simplicity we consider all the wires to have the same short ranged e-e interaction strength, and same Fermi velocity for both up-spin and down-spin electrons in all the wires. In each wire, the physical fermionic field for each spin species $\sigma$ can be expressed in terms of slowly varying incoming (left movers) and outgoing (right movers) chiral fields as $\psi_\sigma(x) = e^{ik_F x}\psi_\sigma^I + e^{-ik_F x}\psi_\sigma^O$. The Fermionic field of an outgoing (right-movers) and incoming (left-movers) electron with spin $\sigma$ can be bosonized as,

$$\psi_\sigma^a(x) = \frac{1}{\sqrt{2\pi\alpha}}F_{a\sigma}e^{\pm 2\pi N_{a\sigma}(x-\alpha t)/L}e^{-ai\phi_\sigma^a(x)},$$

where $\alpha = O/I (= \pm$ when not used as a subscript or superscript) specifies the propagation direction of the bosonic field, and $\phi_\sigma^a(x,t)$ represents the collective density excitations in 1D. In Eq. (1) $F_{a\sigma}$ denotes the Klein factor (or ladder operators) which increase and decrease the corresponding fermion number and satisfy anti-commutation relations among themselves, $\alpha$ is the inverse ultraviolet (short-distance) cut off and $N_{a\sigma}$ counts the number of incoming or outgoing chiral particles of spin $\sigma$ with respect to the filled Fermi sea. The bosonic field operators can be expressed in terms of bosonic creation and annihilation operators as,

$$\varphi_\sigma^a = \sum_{q > 0} \frac{1}{\sqrt{n_q}}(b_{q\sigma}^ae^{aiq\pi} + b_{q\sigma}^ae^{-aiq\pi})e^{-\alpha|q|/2},$$

and the bosonic fields satisfy the following equal time commutation relations in a non-interacting theory, $[\varphi_\sigma^a(x),\varphi_\sigma^b(x')] = ai\pi\Theta(x-x')\delta_{\sigma\sigma'}\delta_{aa'}$, where $a = +1$ ($-1$) for outgoing (incoming) modes in each wire, and $\Theta(x)$ is the Heaviside step function.

The corresponding incoming and outgoing charge density and the current fields in each wire are given by

$$\rho_\sigma^O = \frac{\partial_x\varphi_\sigma^O}{2\pi}, \quad j_\sigma^O = -\frac{\partial_t\varphi_\sigma^O}{2\pi},$$

$$\rho_\sigma^J = -\frac{\partial_x\varphi_\sigma^J}{2\pi}, \quad j_\sigma^J = \frac{\partial_t\varphi_\sigma^J}{2\pi}.$$  

Anticipating spin-charge separation (decoupling) in 1D, we define the independent charge and spin fluctuation fields in each wire which commute with each other:

$$\varphi_\sigma^c = \frac{1}{\sqrt{2}}[\varphi_\sigma^I + \varphi_\sigma^O], \quad \varphi_\sigma^s = \frac{1}{\sqrt{2}}[\varphi_\sigma^I - \varphi_\sigma^O].$$

Using the notation, $\nu = e/s$ to represent either charge or spin degrees of freedom, these can in turn be used to form the pair of canonically conjugate phase fields in each wire

$$\phi_\nu = \frac{1}{\sqrt{2}}[\varphi_\nu^I + \varphi_\nu^O], \quad \theta_\nu = \frac{1}{\sqrt{2}}[\varphi_\nu^I - \varphi_\nu^O],$$

which, in a non-interacting theory satisfies the commutation relation $[\phi_{\nu,i}(x),\theta_{\nu,i}(x')] = -i\pi\Theta(x-x')$. The Hamiltonian for each wire, including the effect of short ranged e-e interaction is now expressed in terms of these fields as

$$H = \int_0^L dx \sum_{\nu = e,s} \frac{v_\nu}{4\pi}\left[g_\nu(\nabla\phi_\nu)^2 + \frac{1}{g_\nu}(\nabla\theta_\nu)^2\right],$$

where $v_\nu$ and $v_\nu$ denote the charge and spin velocities and $g_c$ and $g_s$ are two interaction parameters for charge and spin sector respectively [6] which we assume to be the same in all the wires. Note that $g_{e,s} = 1$ corresponds to the noninteracting case, $0 < g_c < 1$ to repulsive e-e interactions, and $g_s \neq 1$ to a broken spin SU(2) symmetry. In the absence of an external magnetic field, or spin-dependent interactions, $g_s = 1$ due to the underlaying SU(2) symmetry in the spin space. In Eq. (6), $L$ denotes the length of the wires, which is assumed to be much larger than the width of the low-energy wave packets, $Lk_F \gg 1$, which allows us to use a continuum description. Furthermore we have completely ignored phonons and disorder in the TLL wires.

The Hamiltonian in Eq. (6), which includes e-e interactions, can be diagonalized in terms of free bosonic fields in each wire, which satisfy the equal time canonical commutation relation: $[\phi_\sigma^c(x),\phi_{\sigma'}^c(x')] = ai\pi\Theta(x-x')\delta_{\sigma\sigma'}\delta_{aa'}$. 

---

**FIG. 1.** Schematic of a Y junction of three spin-1/2 TLL wires, and a STM tip for measuring the TDOS. The red and green lines indicate the charge and spin sectors respectively, and the inter-wire tunneling region is represented by the circular region.
This is achieved by scaling the interacting fields in Eq. (6) as
\[ \phi_\nu = \tilde{\phi}_\nu / \sqrt{g_\nu}, \quad \text{and} \quad \theta_\nu = \sqrt{g_\nu} \tilde{\theta}_\nu. \] (7)

The incoming and outgoing interacting fields in each wire, can now be expressed in terms of the scaled free fields through the usual Bogoliubov transformation, given by
\[ \varphi_\sigma^a = \frac{1}{2\sqrt{2g_c}} \left[ (1 + g_c)\tilde{\varphi}_c^a + (1 - g_c)\tilde{\varphi}_s^a \right] + \sigma \frac{1}{2\sqrt{2g_s}} \left[ (1 + g_s)\tilde{\varphi}_s^a + (1 - g_s)\tilde{\varphi}_c^a \right]. \] (8)

In the above equation \( a = I \) then \( \tilde{a} = O \) and vice versa and \( \sigma = \pm 1 \) for up-spin and down-spin electrons respectively (when not used as a subscript).

### B. Bosonization of the junction

In addition to the Hamiltonian in Eq. (6) which describes each of the three disconnected spin-1/2 interacting wires, to describe the junction we need to impose additional boundary condition on the fields in each wire at the junction. As a consequence of the spin-charge separation in a spin-1/2 TLL wire, the charge and the spin sectors satisfy independent boundary conditions. Following standard procedure [24, 26, 29, and 31], we consider a current splitting matrix \( M \), which relates the incoming charge and spin currents to the outgoing spin and charge currents (in the noninteracting theory), and consequently the incoming and outgoing bosonic fields, i.e., \( \delta_{\nu,i} = \sum_j (M_\nu)_{ij} \delta_{t,j} \), which leads to \( \phi_{\nu,i} = \sum_{j} (M_\nu)_{ij} \phi_{t,j} \) (where \( \nu = c/s \) denotes the charge or the spin sector). Here we have neglected an integration constant which plays no physical role in the computation of TDOS exponent or in the scaling dimensions of various operators. To enforce the condition that the boundary condition specified by the matrix \( M \) represents a fixed point of the theory, the incoming and outgoing fields must satisfy the usual bosonic commutation relations. This restricts the matrix \( M \) to be orthogonal and the orthogonality condition of \( M \) also implies that there is no dissipation at the junction [32]. Furthermore, the conservation of charge and spin current at the junction, ensure that the row of the matrix \( M \) add up to unity.

For a junction of two or more TLL spin-1/2 wires, one has to impose independent boundary conditions on the charge and spin sectors, and thus all fixed points will be represented by a product of two matrices: \( M_1M_2 \), with the first matrix specifying the boundary for the charge sector, and the second matrix specifying the boundary condition for the spin sector. For the case of two-wire junction, there are only two possibilities for the \( M \) matrices which are given by,
\[ R_N = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad R_D = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \] (9)

with \( R_N \) representing the disconnected or reflecting fixed point (the subscript \( N \) denotes Neumann boundary condition) and \( R_D \) representing the connected or transmitting fixed point (the subscript \( D \) stands for Dirichlet boundary condition), with both of them preserving time reversal symmetry (TRS). Now all possible fixed point or boundary conditions for a two wire junction of spin-1/2 electrons are given by \( R_NR_N \) (both charge and spin sectors disconnected), \( R_NR_D \) (charge sector disconnected and spin sector connected), \( R_DR_D \) (both charge and spin sectors connected) and finally \( R_DR_N \) (charge sector connected and spin sector disconnected).

For a three wire charge and spin conserving Y junction, all current splitting orthogonal matrices \( M \) can be parametrized by a single continuous parameter \( \theta \) as in the case of spin-less electron wires [26 and 31]. For spin-1/2 wires there are two such continuous parameters \( \theta_c \) and \( \theta_s \), specifying the boundary condition (or fixed point) corresponding to the charge and spin degree of freedom respectively. The 3 x 3 matrices \( M \) specifying the boundary condition for each sector, preserve time reversal symmetry (TRS), only if they are symmetric, and based on this they can be divided into two classes: \( \det(M_{1\nu}) = 1 \) and \( \det(M_{2\nu}) = -1 \). These two classes have a form explicitly given by
\[ M_{1\nu} = \begin{pmatrix} a & b & c \\ c & a & b \\ b & c & a \end{pmatrix}_\nu, \quad M_{2\nu} = \begin{pmatrix} b & a & c \\ a & c & b \\ c & b & a \end{pmatrix}_\nu, \] (10)

where \( a = (1 + 2 \cos \theta_c)/3, b = (1 - \cos \theta_s + \sqrt{3} \sin \theta_s)/3 \) and \( c = (1 - \cos \theta_c - \sqrt{3} \sin \theta_c)/3 \). This implies four families of fixed points for a Y-junction of interacting spin-1/2 wires: \( M_{11}, M_{1s}, M_{1c}, M_{2s}, M_{2c}, M_{21} \), and finally \( M_{22}, M_{2s}, M_{2c} \). Of these only the \( M_{11}, M_{1s} \) corresponds to a \( Z_3 \) symmetric (in the wire indices) class of fixed points, while the other three specify an asymmetric class of fixed points (with broken \( Z_3 \) symmetry in the wire indices).

The matrix \( M \) connects the incoming and outgoing field in a non-interacting theory. In presence of e-e interactions in the wire, it also has to undergo a Bogoliubov transformation: \( \tilde{M} \rightarrow \overline{M} \) so that it connects the incoming and outgoing effective ‘free’ fields at the junction via the relation, \( \tilde{\phi}_{\nu,i}(0,t) = \sum_j (M_{\nu})_{ij} \phi_{t,j}(0,t) \). The Bogoliubov transformed matrix is given by [26 and 31],
\[ \overline{M}_{\nu} = [(1 + g_c)\mathbb{I} - (1 - g_c)M_{\nu}]^{-1}[(1 + g_s)\mathbb{I} - (1 - g_s)M_{\nu}] \] (11)

The \( M_{2\nu} \) class of matrices have an interesting property: \( (M_{2\nu})^2 = \mathbb{I} \). As a consequence \( \overline{M}_{2\nu} = M_{2\nu} \), which implies that at the junction both interacting and free fields have identical properties. For \( M_{1\nu} \), the matrix \( \overline{M}_{1\nu} \) still has the same form as \( M_{1\nu} \), but with the corresponding matrix elements given by \( \tilde{a} = (3g_c^2 - 1 + (3g_s^2 + 1) \cos \theta_c)/\delta \).
The case of tor, DD or attractive basin are specified as DN for points belonging to the

\[ \chi = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \]

For the \( M_{11,14} \) class of fixed points, \( \theta_{c/s} = \pi \) or \( [a,b,c] = [-1/3,2/3,2/3] \), represents the so-called DD (Dirichlet-Dirichlet) fixed point for charge/spin sector, \( \theta_{c/s} = 0 \) or \( [a,b,c] = [1,0,0] \) indicates the NN (Neumann-Neumann) or disconnected fixed point in which there is no tunneling between any pair of wires. The case of \( \theta_{c/s} = \pm \pi/3 \) and \( [a,b,c] = [0,1,0] \) for \( \theta_{c/s} = \pm 2\pi/3 \) \( [a,b,c] = [0,0,1] \) corresponds to the chiral \( \chi^- \chi^- \) and \( \chi^+ \chi^+ \) fixed points, respectively. Other important fixed points belonging to the \( M_{11,14} \) class with a unique attractive basin are specified as DN for \( \theta_{c} = \pi \) and \( \theta_{s} = 0 \) and ND for \( \theta_{c} = 0 \) and \( \theta_{s} = \pi \).

For the \( M_{22,23} \) class of fixed points, \( \theta_{c/s} = 0 \), or 2\( \pi/3 \) or 4\( \pi/3 \) represents the asymmetric set of fixed points called \( D\bar{A}D\bar{A} \), where two of the three wires are connected in both the charge and spin sectors while one of the wires is completely disconnected. All the three cases are identical and we will discuss the case of \( \theta_{c} = \theta_{s} = 0 \), where wires 1 and 2 are connected in both the charge and spin sectors and wire 3 is completely disconnected. Note that even though the \( D\bar{A}D\bar{A} \) fixed point is asymmetric in the wire indices, it preserves TRS since only two of the wires are connected. There are several other interesting fixed points as well, however only the ones discussed here have a unique basin of attraction in the \( g_{c} \) and \( g_{s} \) plane. Along the SU(2) invariant line, \( g_{s} = 1 \), the NN fixed point is stable for \( g_{c} < 1 \), the chiral fixed point is stable for \( 1 < g_{c} < 3 \), and the DN stable fixed point is stable for \( g_{c} > 3 \).

Finally we note that the matrices \( M_{\nu,\mu} \) specifying the boundary condition for the charge and spin degrees of freedom at the junction are also associated with the charge and spin conductance tensors associated with each fixed point. The outgoing charge and spin current in wire \( j \) is given by \( I_{j}^{\nu} = G_{j}^{\nu} V_{k}^{\nu} \chi_{j}^{\nu} \), where the superscript \( \nu = c/s \), and \( V_{k}^{\nu} \) is the voltage applied on wire \( k \), and \( V_{k}^{\nu} = \mu_{v}^{k} - \mu_{c}^{k} \) is the chemical potential difference between the up and down spin electrons in wire \( k \). If the TLL wires are connected to Fermi-liquid leads, then the charge and spin conductance tensor is

\[ G_{\nu}^{\nu} = \frac{e^{2}}{\ell h} (I_{\nu} - M_{\nu}) \]

If there are no Fermi liquid leads, and the TLL wires extend to infinity, then the charge and spin conductance tensor is given by

\[ G_{\nu}^{\nu} = \frac{2g_{\nu}e^{2}}{h} (I - \tilde{M}_{\nu}) \]

Having described the various fixed points at the junction and the associated conductance for both the Fermi liquid and TLL leads, we now proceed to calculate the TDOS of the spin-1/2 Y-junction.

### III. TUNNELING DENSITY OF STATES

In this section we compute the TDOS of a spin-1/2 Y-junction for adding an electron with energy \( \hbar \omega \) in one of the wires. The expression of the total TDOS in the \( \nu^{\text{th}} \) wire is given by the sum of the spin resolved TDOS \( \rho_{i}(\omega) = \rho_{i}^{\uparrow}(\omega) + \rho_{i}^{\downarrow}(\omega) \), where

\[ \rho_{i}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega t} \left\langle \psi_{i\uparrow}(x,t) , \psi_{i\downarrow}^{\dagger}(x,0) \right\rangle dt \]

The spin resolved Green’s function in the \( \nu^{\text{th}} \) wire is \( G_{\nu} = \left\langle \psi_{i\nu}(x,t) , \psi_{i\nu}^{\dagger}(x,0) \right\rangle \). For a system with long wires, i.e., in the \( L \to \infty \) the Green’s function can be written as \( G_{L} = G_{t} + G_{O} = \left\langle \psi_{i\nu}(x,t) , \psi_{i\nu}^{\dagger}(x,0) \right\rangle + \left\langle \psi_{i\nu}^{\dagger}(x,t) , \psi_{i\nu}(x,0) \right\rangle \), where we have neglected two oscillatory terms, somewhat similar to the Friedel oscillation terms, which vanish as \( L \to \infty \). The non oscillatory terms in the spin resolved Green’s function are explicitly given by

\[ \left\langle \psi_{i\nu}^{\dagger}(x,t) , \psi_{i\nu}^{\dagger}(x,0) \right\rangle = \left\langle \psi_{i\nu}^{\dagger}(x,t) , \psi_{i\nu}^{\dagger}(x,0) \right\rangle \]

where we have defined \( \beta_{\nu} \equiv (1 + g_{\nu}^{2})/(4g_{\nu}) \), \( \gamma_{\nu} \equiv (1 - g_{\nu}^{2})/(8g_{\nu}) \) and \( \delta_{\nu} \) denotes the \( \nu^{\text{th}} \) diagonal elements of the corresponding \( M_{\nu} \) matrix representing the boundary condition at the junction and \( \nu = c/s \). For fixed points belonging to the \( M_{11,14} \) class of fixed points \( \delta_{\nu} = \tilde{\delta}_{\nu} \) and for fixed points belonging to the \( M_{22,23} \) class of fixed points, \( \delta_{\nu} = \tilde{\delta}_{\nu} \) for wires one, two and three respectively. Note that far away from the junction, in the \( x \to \infty \) limit, the last two terms in Eq. (15) become unity and do not contribute to the TDOS, while in the \( x \to 0 \) limit, they contribute to the TDOS making the TDOS exponent different at the junction [39].

Inserting Eq. (15) in Eq. (14) and performing the integration we obtain analytical expressions for the TDOS for the limiting cases of \( x \to 0 \) (in vicinity of the junction) and \( x \to \infty \) (far away from the junction). In both
cases, the TDOS for \( \omega > 0 \) has the same analytical form and is given by

\[
\rho_{\sigma i}(\omega) = \frac{1}{\pi \hbar \Gamma(\Delta_i)} e^{\Delta_i} \omega^{\Delta_i - 1} e^{-\omega \tau_c},
\]

where \( \Gamma(x) \) represents the gamma function, \( \tau_c = \alpha/\nu \) is an effective short time (inverse high frequency) cutoff, and \( \omega = eV/\hbar \), where \( V \) is the bias voltage between the STM tip and the \( i \)th wire [see Fig. 1]. In Eq. (16), \( \Delta_i \) is the spin independent TDOS exponent which can be expressed as a combination of two terms: \( \Delta_i = \Delta_{ci} + \Delta_{si} \), where \( \Delta_{ci} (\Delta_{si}) \) is only a function of \( g_c (g_s) \) and \( \theta_c (\theta_s) \) which specifies the boundary condition of the charge (spin) sector at the junction.

### A. TDOS exponent far away from the junction

Far away from the junction, i.e., in the \( x \to \infty \) limit, for all possible classes of fixed points we find that

\[
\Delta_\infty = \frac{1}{4} \left( g_c + \frac{1}{g_c} \right) + \frac{1}{4} \left( g_s + \frac{1}{g_s} \right),
\]

independent of the boundary condition \( \theta_{c/s} \) at the junction, as expected. Equation (17) also specifies the TDOS exponent for a single infinite wire made of spin-1/2 TLL and is well known in the literature [39, 40, and 44]. We emphasize that even for the case of \( g_s \neq 1 \) where the SU2 symmetry is broken in the wires, the TDOS exponent is identical for the up-spin and down-spin electron tunneling since the Hamiltonian for each wire in Eq. (6), and the boundary conditions at the junction are invariant under the interchange of spins, i.e., \( \uparrow \)-spin \( \to \downarrow \)-spin and vice versa. Note that the result for the spinless case can be reproduced by substituting \( g_c \to g \) and \( g_s \to g \) in Eq. (17).

### B. TDOS exponent in vicinity of the junction

In the vicinity of the junction, \( x \to 0 \), \( \Delta_i \) depends on the boundary condition of both the charge (\( \theta_c \)) and spin (\( \theta_s \)) sectors in general. For boundary conditions where both the charge and the spin sectors belong to the \( M_{1c} M_{1s} \) class, the \( Y \)-junction has \( Z_2 \) symmetry in wire indices and the TDOS exponent is identical in all the wires. It is given by \( \Delta_0 = \Delta_{0c} + \Delta_{0s} \), where

\[
\Delta_{0\nu} = \frac{1}{g_{\nu}} \frac{1 + 5g_{\nu}^2 + (g_{\nu}^2 - 1) \cos \theta_{\nu}}{1 + g_{\nu}^2 + (g_{\nu}^2 - 1) \cos \theta_{\nu}},
\]

where \( \nu = c/s \). As a consistency check we note that as \( g_s \to g \) and \( \theta_s \to \theta \), the TDOS exponents for the spin-1/2 TLL \( Y \)-junction become identical to the case of spinless three wire junction, reported in Ref. [31].

For the case of broken \( Z_3 \) symmetry, i.e., where both or either of the charge and spin sector boundary conditions at the junction are specified by the \( M_2 \) class of matrices, the TDOS exponent, in vicinity of the junction, explicitly depends on the wire index \( i \). Particularly for the \( M_2, M_{1c} \) class of fixed points, the exponent is given by \( \Delta_i = \Delta_{ic} + \Delta_{is} \), where the spin and charge part of the exponent for wire 1 are explicitly given by

\[
\Delta_{1\nu} = \frac{4 + 2g_{\nu}^2 + (\cos \theta_{\nu} - \sqrt{3} \sin \theta_{\nu})(g_{\nu}^2 - 1)}{12g_{\nu}},
\]

For the other two wires, \( \Delta_{2\nu} \) and \( \Delta_{3\nu} \) are simply obtained by shifting \( \theta_{\nu} \to \theta_{\nu} \mp 2\pi/3 \) respectively, in the corresponding expressions for \( \Delta_{1\nu} \) in Eq. (19). For the \( M_{1c} M_{1c} \) class of fixed points, the TDOS exponent is given by \( \Delta_i = \Delta_{0c} + \Delta_{is} \), and for the \( M_{2s} M_{1c} \) class of fixed points, it is given by \( \Delta_i = \Delta_{ic} + \Delta_{0s} \), where \( \Delta_{0\nu} \) is given in Eq. (18), and \( \Delta_{1\nu} \) is specified by Eq. (19).

For the particular case of the SU(2) symmetric line \( g_s = 1 \), the spin part of the TDOS exponent in both Eq. (18) and Eq. (19) becomes \( \Delta_{0s} = 1/2 \), independent of \( \theta_s \), where \( j = 0, 1, 2 \) or 3. We plot the TDOS exponent for this particular case, in the \( \theta_c - g_c \) plane in Fig. 2. In all the four panels, the dome shaped regions lying to the left of the \( g_c = 1 \) vertical line in all four panels show anomalous enhancement of the TDOS, even for repulsive interactions.

To gain more insight into the behaviour of the fixed points corresponding to the TDOS enhancement in the weekly interacting region \( (g_c \approx 1) \) for the \( g_s = 1 \) line, we expand the TDOS exponents to lowest order in the small
FIG. 3. The TDOS exponent in the $g_s-g_c$ plane for various fixed points. Panels a), b), c), d), and e) display $\Delta_0$ for various fixed points of $M_{1c}M_{1s}$ type, i.e., NN ($\theta_c = \theta_s = 0$), DD ($\theta_c = \theta_s = \pi$), DN ($\theta_c = \pi, \theta_s = 0$), ND ($\theta_c = 0, \theta_s = \pi$), and $\chi^+\chi^+$ ($\theta_c = \theta_s = 2\pi/3$) respectively. Panel f) denotes TDOS exponent $\Delta_1$ for the $D_A D_A$ fixed point of the $M_{2c} M_{2s}$ type. The region bounded by $\Delta_1 < 1$, in all the panels signifies TDOS enhancement in the zero bias limit and we clearly see enhancement in the TDOS even for repulsive e-e interactions ($g_c < 1$) in several cases.

parameter $(1 - g_c)$ and obtain, $\Delta_j = 1 + (1 - g_c)d_{jc}/2$, where $d_{jc} = a_c b_c c_c$ or $a_c$ for $j = 0, 1, 2$ or 3, and it simply denotes the diagonal elements of the corresponding $M_{1c}$ matrix which relates the non-interacting incoming and outgoing charge fields at the junction. Thus for weekly repulsive interactions, $g_c < 1$, we find that $\Delta_j$ is less than one (or TDOS enhancement occurs) wherever $d_{jc} < 1$, which physically corresponds to a hole current being reflected from the junction for an incident electron current. This is consistent with the previously reported enhancement of the TDOS for a TLL wire connected at one end to a superconductor [45], where a proximity effect induced Andreev process leads to the reflection of a hole for an incident electron.

Let us now consider some specific fixed points for the three wire junction of spin-$1/2$ electrons, which have a unique basin of stability in the $g_s - g_c$ plane [29], starting with the fixed points belonging to the $M_{1c} M_{1s}$ class. For the NN fixed point $\Delta_0 = 1/(2 g_c) + 1/(2 g_s)$, and for $g_s = 1$ the range of $g_c$ where $\Delta_0 < 1$, or TDOS enhancement occurs, is given by $g_c > 1$. Since the NN fixed point represents three disconnected wires, this result is consistent with earlier results for both spin-$1/2$ [39] and the spinless disconnected wires [5, 41–43] where the TDOS enhancement at the ends of a single TLL wire can only occur for attractive interactions ($g_c$ or $g > 1$). For the DD fixed point ($\theta_c = \pi$), $\Delta_0 = (1 + 2 g_c^2)/(4 g_c) + (1 + 2 g_s^2)/(4 g_s)$, which implies that for $g_s = 1$ the TDOS enhancement occurs for $1/2 < g_c < 1$, i.e., even for repulsive interactions. For the DN fixed point ($\theta_c = \pi$ and $\theta_s = 0$) $\Delta_0 = (1 + 2 g_c^2)/(4 g_c) + 1/(2 g_s)$, and like the DD fixed point, the TDOS enhancement for the SU(2) symmetric line $g_s = 1$ occurs for $1/2 < g_c < 1$. In case of the ND fixed point ($\theta_c = 0$ and $\theta_s = \pi$), the TDOS exponent is $\Delta_0 = 1/(2 g_c) + 1/(2 g_s)$, and for $g_s = 1$ TDOS enhancement only occurs for attractive interactions as in the NN case, i.e. for $g_c > 1$. For the chiral fixed points, $\chi^+\chi^+$ and $\chi^-\chi^-$, $\Delta_0 = (1 + 3 g_c^2)/(2 g_c^2 + 6 g_s^2) + (1 + 3 g_s^2)/(2 g_s^2 + 6 g_s)$, and the TDOS enhancement again occurs only for $g_c > 1$ for $g_s = 1$.

Another fixed point with a unique basin of stability is the $D_A D_A$ fixed point, which belongs to the $M_{2c} M_{2s}$ class and is $Z_3$ asymmetric in the wire indices. Let us specifically consider the case of $\theta_c = \theta_s = 0$, in which wires 1 and 2 are fully connected in both the charge and spin sectors and wire 3 is completely disconnected. For this case $\Delta_1 = \Delta_2 = \Delta_0 = (1 + g_c^2)/(4 g_c^2 + (1 + g_s^2)/(4 g_s))$, as expected in the bulk of an infinite TLL wire, and $\Delta_3 = 1/(2 g_c) + 1/(2 g_s)$ as expected, consistent with TDOS enhancement near the ends of a TLL wire in Ref. [17 and 39]. However in this case, there is no anomalous TDOS enhancement either in wires 1 and 2 for any value of $g_c$, or in wire 3 for repulsive interactions, along the $g_s = 1$ line. In Fig. 3, we plot the spin independent TDOS exponent in wire 1 ($\Delta_1$) in the $g_s-g_c$ plane for several fixed points (NN, DD, DN, ND, $\chi^+\chi^+$ and $D_A D_A$) and clearly see regions where the TDOS is enhanced ($\Delta_1 < 1$) in the zero bias limit, even for repulsive e-e interactions.

Note that the $D_A D_A$ fixed point considered above also describes the two wire junction $R_D R_D$ where both charge and spin sectors are connected (wires 1 and 2), and the $R_N R_N$ case where both the charge and spin sectors are disconnected (wire 3). The case of $R_D R_N$ fixed point where the charge sector is connected and the spin sector is disconnected can be constructed by considering wires 1 and 2 in the $M_{2c} M_{1s}$ class with $\theta_c = \theta_s = 0$ (also called the $D_A N$ fixed point in the three wire context) and the TDOS exponent in this case is given by $\Delta_1 = \Delta_2 = (1 + g_c^2)/(4 g_c) + 1/(2 g_s)$, which for $g_s = 1$ can never have TDOS enhancement for any value of $g_c$. Finally the case of $R_N R_D$ fixed point with spin sector connected while charge sector is disconnected, is equivalent to considering wires 1 and 2 in the $N_D$ fixed point (of $M_{1c} M_{2s}$ class) with $\theta_c = \theta_s = 0$, and in this case $\Delta_1 = \Delta_2 = 1/(2 g_c) + (1 + g_s^2)/(4 g_s)$, which for $g_s = 1$ can have TDOS enhancement only with attractive inter-
actions \((g_c > 1)\).

C. TDOS crossover from boundary to bulk at finite distance from the junction

At finite distance from the junction, \(x \neq 0\), TDOS can be obtained from Eq. (14) after substituting Eq. (15), and performing the integration over \(t\) in the upper half complex plane, along the five branch cuts running parallel to the imaginary axis with branching points \(\pm i\alpha\), \(\pm i\alpha\pm 2x/v_c\) and \(\pm i\alpha\pm 2x/v_s\). A similar approach is described in Appendix A of Ref. [46] where the authors studied TDOS in a spiral TLL wire in proximity to a superconductor. For small distances away from the junction \(\text{at the junction [see Eqs. (18) and (19)\]. For small distances away from the junction \(\rho\) oscillations and the TDOS goes over to the bulk value, condition at the junction and the strength of e-e interaction for the TDOS exponent in terms of the boundary SU(2) symmetric line.

The integral in Eq. (14) becomes equivalent to the sum of five contour integrals around each of the branch cuts. The integral in Eq. (14) becomes equivalent to the sum of five contour integrals around each of the branch cuts. The first term in Eq. (14) contributes, and the TDOS integral in Eq. (14) becomes equivalent to the sum of five contour integrals around each of the branch cuts. The TDOS asymptote at finite \(x > v_{min}/(2\omega)\) is obtained to be \(\rho_{\sigma}\)(\(x, \omega\)) \(\approx \rho_\infty + \rho_{\sigma}(c) + \rho_{\sigma}(s)\), where \(\rho_\infty\) does not depend on the spatial coordinate and it is given by Eqs. (16) and (17). For \(x > v_{min}/(2\omega)\), the other two terms display an oscillatory power law behaviour on the spatial coordinate and are explicitly given by

\[
\rho_{\sigma}\(_{\nu}\)(x, \omega) = \frac{1 - \Delta_{\nu}}{\pi v_c \Gamma(\gamma_{\nu\sigma} \delta_{\nu\sigma})v_{\nu}^{\alpha_{\nu\sigma}}(v_{\nu} - v_{\delta})^{\gamma_{\nu\sigma} \delta_{\nu\sigma}}(\omega \beta_{\nu\sigma})^{\gamma_{\nu\sigma} \delta_{\nu\sigma}}} {v_{\nu}^{\alpha_{\nu\sigma}}(v_{\nu} - v_{\delta})^{\gamma_{\nu\sigma} \delta_{\nu\sigma}}(\omega \beta_{\nu\sigma})^{\gamma_{\nu\sigma} \delta_{\nu\sigma}}}
\]

\[
\times \left( \frac{2x}{v_c^2} - \delta_{\nu\sigma} \right),
\]

where \(\delta_{\nu\sigma} = \text{Arg}(\(i\Delta_{\nu\sigma} + \gamma_{\nu\sigma} \delta_{\nu\sigma}\)), \((\nu, \bar{\nu}) = (c, s)\) or \((s, c)\), and \(\beta_{\nu\sigma}, \gamma_{\nu\sigma}\) and \(\delta_{\nu\sigma}\) are defined below Eq. (15). Along the SU(2) symmetric line, \(g_s = 1, \gamma_s = 0\) and the \(\gamma_s\) dependent term in Eq. (16) drops out of the TDOS integral, and the spatial dependence of the TDOS arises only from the charge term: \(\rho_{\sigma}\(_{\nu}\)(c) \propto \cos(2x/v_c - \delta_{\nu\sigma})x^{\gamma_{\nu\sigma} \delta_{\nu\sigma} - \beta_{\nu\sigma} - 1/2}\) with a slowly oscillating contribution that drops off as a power law. Note that in the vicinity of the junction \([x \ll v_{min}/(2\omega)\]), the TDOS has a power law behaviour: \(\rho_{\nu\sigma} \propto \omega^{\Delta_{\nu\sigma} - 1}\) where \(\Delta_{\nu\sigma}\) depend on the boundary conditions at the junction [see Eqs. (18) and (19)] . For small distances away from the junction \([x \approx v_{min}/(2\omega)\]), TDOS shows oscillatory behaviour with bias frequency and for large distances away from the junction \([x \gg v_{min}/(2\omega)\]), the power law behaviour in \(x\) [see Eq. (20)] suppresses the oscillations and the TDOS goes over to the bulk value, \(\rho_{\nu\sigma} \propto \omega^{\Delta_{\nu\sigma} - 1}\).

IV. CONCLUSION

To summarize, in this article we explicitly calculate the local tunneling density of states in the vicinity of a spin-1/2 TLL Y-junction, and present analytic express for the TDOS exponent in terms of the boundary condition at the junction and the strength of e-e interaction. We find that there are several fixed points which in the vicinity of the junction give an anomalous TDOS enhancement in the zero bias limit, even for repulsive interactions. Physically all such instances of TDOS enhancing fixed points are such that holes are reflected from the junction for incident electrons. This makes the TLL junction physically similar to the case of a TLL connected to a superconductor where the TDOS enhancement was attributed to proximity induced Andreev processes [45], even though the three wire junction considered by us has no superconductor.

It should be noted that TDOS expression in the vicinity of the junction, given by Eq. (16), is valid only for \(x \approx v_{min}/(2\omega)\), where \(v_{min} = \min\{v_c, v_s\}\). For a realistic system, \(v_{min} \approx 10^2\) m/s, and for STM tip voltage of 1mV, the crossover length scale is \(x_c \approx 33\) nm, which is within current experimental reach. For \(x \approx x_c\), the TDOS displays an oscillatory behaviour which is again suppressed at large distances, \(x > x_c\), and the TDOS reverts back to its bulk value. One limitation of our calculations is that they are valid only for the regime of bias frequencies which do not breach the linearization regime of each TLL wire, i.e., \(\omega < v_{min}/\alpha\).

Experimentally, spin-1/2 TLL wire junctions can be realised by means of carefully patterned 1D wires in a 2DEG, or via crossed single-walled nanotubes [19] and tuned to various fixed points by means of nano-gates applied near the junction. Another feasible possibility is an island like set-up of quantum hall edge states, proposed in Ref. [26], in which the tunneling operators can be controlled via gate voltage operated constrictions in the central region of the island. Once the junction is tuned to an appropriate fixed point, the power law exponent of the TDOS can be experimentally extracted by measuring the differential tunneling conductance as a function of the STM tip voltage (for fixed temperature), or as a function of temperature (for fixed voltage) as was done in Ref. [17].
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Appendix A: Scaling dimensions of the fixed points at the junction

In this appendix, we present the scaling dimensions of all the spin-preserving single particle and pair tunneling operators, for all possible fixed points. For any boundary operator \(\hat{O}_B\) the scaling dimension \(\delta_0\) can be calculated by the two point correlation function

\[
\langle \hat{O}_B(t)\hat{O}_B(t') \rangle \sim |t - t'|^{-\delta_0},
\]

(A1)
TABLE I. Scaling dimension of various single particle tunneling operators: $\delta_{\nu \nu} = \delta_{k \ell} + \delta_{l \kappa}$, where $k, l = 1$ or 2 and the boundary condition at the junction is specified by $M_{k \ell} M_{l \kappa}$.

| Operator | $\delta_{\nu \nu}$ |
|----------|-------------------|
| $\psi_{1, \sigma}^{O \dagger} \psi_{1, \sigma}$ | $\frac{1}{2} g_{\nu}(2 - 2 \cos \theta_{\nu})$ |
| $\psi_{2, \sigma}^{O \dagger} \psi_{2, \sigma}$ | $\frac{1}{2} g_{\nu}(2 + \cos \theta_{\nu} + \sqrt{3} \sin \theta_{\nu})$ |
| $\psi_{1, \sigma}^{O \dagger} \psi_{2, \sigma}$ | $\frac{1}{2} g_{\nu}(2 + \cos \theta_{\nu} - \sqrt{3} \sin \theta_{\nu})$ |
| $\psi_{1, \sigma}^{O \dagger} \psi_{3, \sigma}$ | $\frac{1}{24g_{\nu}} \left( \frac{4 + 2g_{\nu}^2 - 2g_{\nu}^2 \cos \theta_{\nu}}{\sqrt{3}} \right)$ |
| $\psi_{2, \sigma}^{O \dagger} \psi_{3, \sigma}$ | $\frac{1}{24g_{\nu}} \left( \frac{4g_{\nu}^2 - 2g_{\nu}^2 \cos \theta_{\nu}}{\sqrt{3}} \right)$ |
| $\psi_{3, \sigma}^{O \dagger} \psi_{1, \sigma}$ | $\frac{1}{24g_{\nu}} \left( \frac{4g_{\nu}^2 - 2g_{\nu}^2 \cos \theta_{\nu}}{\sqrt{3}} \right)$ |

and it depends on the strength of the e-e interactions ($g_{\nu}$), and the boundary condition at the junction ($\theta_{\nu}$). The stable boundary condition or fixed points are those for which the scaling dimension of all boundary operators is either $\delta_{0} = 0$ or $\delta = 1$ for a given e-e interaction strength. For a fixed point specified by $M_{k \ell} M_{l \kappa}$, where $k, l = 1$ or 2, the scaling dimension of all single particle and pair tunneling operators can be expressed as a sum of the charge and spin components: $\delta = \delta_{c} + \delta_{l}$. For the single particle tunneling operators, $\delta_{\nu \nu}$ explicitly given in the upper half of table I, and $\delta_{2 \nu}$, is tabulated in lower half of table I. The scaling dimensions of all possible pair tunneling operators, is tabulated in table II. Finally we note that ideally we need to know the scaling dimensions of all possible multi particle tunneling operators to determine the stability of a fixed point, however more particle process tend to be less relevant, and based on conformal field theory argument it has been explicitly shown in Ref. [29] that single and two particle tunneling operators completely determine the stability of all the fixed points which have a unique basin of attraction for a spin-1/2 Y-junction.
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