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Abstract. Class imbalance is among the most persistent complications which may confront the traditional supervised learning task in real-world applications. Among the different kind of classification problems that have been studied in the literature, the imbalanced ones, particularly those that represents real-world problems, have attracted the interest of many researchers in recent years. In order to face this problems, different approaches have been used or proposed in the literature, between then, soft computing and ensemble techniques. In this work, ensembles and fuzzy techniques have been applied to real-world traffic datasets in order to study their performance in imbalanced real-world scenarios. KEEL platform is used to carried out this study. The results show that different ensemble techniques obtain the best results in the proposed datasets.
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1 Introduction

Class imbalance is among the most persistent complications which may confront the traditional supervised learning task in real-world applications [26]. The problem appears when the number of instances in one of the classes significantly outnumber the number of instances in the other ones. This situation is a handicap when trying to identify the minority class, as the learning algorithms are not usually adapted to such characteristics. Without the loss of generality, it can be assumed that the class of interest is the minority class, while the other ones are the majority ones. Various applications demonstrate this characteristic of high class imbalance, such as bioinformatics, e-business, information security, and national security.

Among the different kind of classification problems that have been studied in the literature, the imbalanced ones, particularly those that represents real-world problems, have attracted the interest of many researchers in recent years...
In particular, in traffic environments, the apparition of a particularly complicated state of the road (i.e. traffic congestion) will represent a minority class for prediction algorithms, while its proper detection in advance is a topic of interest for administrations and users.

One of the most problematic issues in the development of actual cities is road traffic. This problem is actually one of the most important study focuses of the Intelligent Transportation Systems (ITS) field. In the last decades, intelligent techniques such as those mentioned before have been applied to solve this problem. In particular fuzzy systems are used in [25] to infer the future state of the road by combining several systems in a hierarchical way. In addition different metaheuristics have been used in order to optimize systems, such as Support Vector Machines [16] (SVM); Genetic Algorithms (GA) are used in [6], while Particle Swarm Optimization (PSO) is implemented in [39], among others.

Recently, ensemble learning is a popular and significant research in data mining and machine learning area. Ensemble classifiers have received considerable attention in applied statistics and machine learning for over a decade [4]. Several studies demonstrate that the practice of combining several models into a aggregated one leads to significant gains in performance over its constituent members [10].

In this work, ensembles and fuzzy techniques have been applied to real-world traffic datasets. As principal aim, the objective is to study their performance in imbalanced real-world scenarios, comparing different and recent approaches. As other objectives, we can highlight the introduction of real-traffic datasets and its use for research purposes. Data used in this work come from two sources. The first one comes from cameras in the city of Helmond (The Netherlands) collected by TASS International company \(^1\) and took part of the developing of different models for traffic systems in Horizon 2020 TIMON project \(^2\) (Enhanced real time services for optimized multimodal mobility relying on cooperative networks and open data). Another data source used for the development of this work is the data obtained in Lisbon (Portugal) A5 highway, and used in the European Project ICSI (Intelligent Cooperative Sensing for Improved Traffic Efficiency).

The rest of the paper is structured as follow. Section 2 contains the state of the art of the two kind of techniques applied in this work: ensembles and metaheuristics. Section 3 is dedicated to the descriptions of the different methods used for this comparative study. In Section 4 information about the datasets used and its comparative is shown. Finally, in Section 5 the conclusions obtained for this study are collected.

## 2 Background

In this section, a brief study of the state of the art is presented in order to show the contributions of the community to the imbalance data problem using

\(^1\)https://www.tassinternational.com/

\(^2\)https://www.timon-project.eu/
ensembles (Section 2.1), in specially boosting and bagging algorithms, and meta-heuristics (Section 2.2).

2.1 Ensembles

Ensemble learning is defined as the use of multiple learning algorithms to obtain better predictive performance that could be obtained from any of these algorithms alone [33]. Over the last decade, this kind of approach has been used in different themes such as optimization [28], medicine [41], or ITS [30]. Focusing in imbalance classification problems, these algorithms can be found in many articles. For example, in [24], Lim et al. propose a evolutionary cluster-based oversampling ensemble framework. This method is based on contemporary ideas of identifying oversampling regions using clusters. The evolutionary part of the ensemble is used to optimize the parameters of the data generation method and to reduce the overall computational cost. The proposal is applied to a set of 40 imbalance datasets.

Among the different ensemble techniques, two of them can be frequently found in the literature applied to several themes: bagging and boosting techniques [22]. While in bagging several models are created using different subsets of the training set [5], in boosting, a set of weak learning algorithms create a single strong learner and produce only one model [13]. Both kind of methods have been used in imbalance classification.

Authors in [10] analyze different corrective and total corrective boosting algorithms in order to present its own boosting algorithm adding a strong classifier to the linear constraints of LPBoost. Besides, in [8], an Adaboost algorithm to learn fuzzy-rule-based classifiers is proposed. Adaboost approach is applied to approximate and descriptive fuzzy-rule bases, and the performance of the proposed methods are compared with other classification schemes applied on a set of benchmark classification tasks.

Other example can be found in [23]. This article presents a research about the Roughly Balanced Bagging and its basic properties that can influence its classification performance. Variables such as the number of component classifiers, their diversity, and ability to deal with difficult types of the minority examples are studied. The experiments are carried out using synthetic and real life data.

The number of articles related with this theme is wide extended in the literature, which means that it is an active issue. In this section, some interesting examples have been exposed, but, in order to give more information and related articles about the problem we are dealing with, interested reader are referred to [20], [27], and [38] for different surveys about this issue.

2.2 Soft Computing techniques applied to imbalance datasets

Soft Computing techniques have been widely used since its presentation in 90’s by Zadeh [40]. Machine Learning, Fuzzy Logic, and Evolutionary Computation methods are inside the vast group of Soft Computing techniques. Techniques such as GAs, SVM, Fuzzy Rule Based Systems, PSO and so on, have been developed
and applied to different themes along the years, showing their good performance and the huge range of possibilities that they offer.

Regarding Fuzzy Logic techniques, fuzzy logic methods have been used in imbalance cases of study along the years. For example, in [3], a fuzzy technique is developed to predict heart diseases. The technique is divided in three phases: first, a fuzzy c-means clustering algorithm is used. Then, rules are generated from the rough set theory, and those rules are used for prediction with the fuzzy classifier.

Another case can be found in [17], where linguistic Fuzzy Rule Based Systems have been applied to imbalance datasets to deal with the overlapping problems between the concepts to be learned. This problem is more severe in imbalance datasets due to the most of the techniques try to correctly classify the majority class and, in cases of imbalance distribution of the data, it is the minority class where the most important data can be found. Datasets used are extracted from KEEL dataset repository.

Finally, authors of this study are aware of the huge amount of related papers that can be found in the literature. In this work, we have mentioned some of the most interesting research papers, in order to give an idea of the activity that is being carried out in the community. For further information, we recommend the reading of any of the review papers that can be found in the literature, such as [21], or [32]. In this work, fuzzy methods will be used to study their performance in a real imbalance scenario.

3 Techniques used for the comparative study

As mentioned in previous sections, one of the aims of this work is to study the performance of ensembles and fuzzy meta-heuristic techniques when they are applied to imbalanced problems. A total of 10 techniques are chosen, divided in two principal groups: six ensemble techniques, and four fuzzy ones. Due to the limited space, only the name of the techniques as well as a brief description of them are listed below:

- Ensemble techniques
  1. AdaBoost (I) [12] is an adaptation of general Adaboost for imbalance datasets.
  2. MSSMOTE Bagging [14] oversamples minority class instances using MSMOTE preprocessing algorithm. In this method both classes contribute to each bag with $N$ instances.
  3. MSSMOTE Boosting [19] introduces synthetic instances in each iteration of AdaBoost technique, using the MSMOTE data preprocessing algorithm.
  4. RUSBoost [36] removes instances from the majority class by random undersampling the data-set in each iteration.
  5. SMOTE Bagging [37] oversamples minority class instances using SMOTE preprocessing algorithm.
6. SMOTE Boosting [7] introduces synthetic instances in each iteration of AdaBoost technique, using the SMOTE data preprocessing algorithm. All ensemble techniques used in this work have C4.5 algorithm as base classifier.

- **Fuzzy Classification techniques**
  1. AdaBoost (C) [9] is a boosting algorithm, which repeatedly invokes a learning algorithm to successively generate a committee of simple, low-quality classifiers.
  2. LogitBoost [29] is a backfitting algorithm, which repeatedly invokes a learning algorithm to successively generate a committee of simple, low-quality classifiers.
  3. FARCHD-C [1] mines fuzzy association rules limiting the order of the associations in order to obtain a reduced set of candidate rules with less attributes in the antecedent.
  4. C4.5 [31] is a decision tree generating algorithm that it induces classification rules in the form of decision trees from a set of given examples. C4.5 is based on ID3 algorithm.

It is important to remark that the different between $AdaBoost(C)$ and $AdaBoost(I)$ is the base classifier. While the first one counts with fuzzy classifiers, the second one uses a C4.5 algorithm as base classifier.

### 4 Experimentation

This section compiles the experimentation carried out in this work. Datasets used in this work as well as the information related to them are exposed in Section 4.1 while the results, and statistic methods applied are summarized in Section 4.2.

#### 4.1 Datasets and preprocessing

Datasets used in this work contains real data from traffic cameras in the city of Helmond (The Netherlands). This data is provided by TASS international \(^1\) and used in the Horizon 2020 project TIMON project\(^2\) (Enhanced real time services for optimized multimodal mobility relying on cooperative networks and open data). Congestion in the road is used as class variable. In the raw data, this variable can take four different values: Normal, Increasing, Dense and Congestion. In order to simplify and make the problem equal to the techniques mentioned in the previous section, the classes have been reduced by two: Normal (majority class) and Congestion value (minority class), which includes Increasing, Dense and Congestion instances. Each dataset counts with a total of 22 variables, which includes not only information about the speed, the number of vehicles or the occupancy of the road, but the weather when data was taken. Data used in this

\(^1\)https://www.tassinternational.com/

\(^2\)https://www.timon-project.eu/
work are collected during two months by four cameras, and divided in four dif-
ferent horizons of time (15, 30, 45 and 60 minutes respectively), which makes a
total of 16 datasets.

Besides, data collected from Lisbon highway A5 used in EU project ICSI
have been also used. This highway is a 25 km long motorway in Portugal
that connects Lisbon to Cascais. Data used in this work was collected from
seven sensors displayed in the road and transformed into datasets. As well as
in Helmond datasets, congestion in the road is taken as class variable. In this-
case, this class contains a value of congestion that appear in the next hour at a
certain point and can take as values LOW, if the number of vehicles are below
the percentile 15; MED (Medium), if the it is between percentiles 15 and 30;
and HIGH otherwise. Following the same logic applied to previous datasets,
LOW and MED instances have been labeled as Normal (majority class) while
HIGH instances have been changed to Congestion label (minority class). Data
was collected during a month. The three first weeks are used as training data
while the last week of the month is used to validate the solutions. These datasets
are called BRISA datasets along the rest of the work.

Information about Imbalance Ratio (IR) and number of instances in each
dataset are shown in Table 1

| Name of Dataset | N. Instances | IR    |
|-----------------|--------------|-------|
| TASS datasets   |              |       |
| C1              | 5333         | 8.1   |
| C2              | 5338         | 8.2   |
| C28             | 5348         | 8.16  |
| C47             | 5449         | 7     |
| CL1000          | 721          | 2.04  |
| CL1980          | 1441         | 2.26  |
| CL4000          | 1441         | 2.57  |
| CL8050          | 721          | 2.25  |
| CL9400          | 721          | 2.53  |

Table 1. Information about the datasets used in this work

4.2 Results

KEEL software [2] has been used to carry out the experiments. In the case we are
dealing with, the module for imbalanced techniques are used. The experimen-
tations have been executed in a Intel Xeon E5 2.30 GHz with a RAM memory of
32 GB. Related with the configuration of the techniques used in the experiment-
tion, the default configuration given by KEEL has been retained. The Area
Under the Curve (AUC) has been used as error metric. To show TASS dataset

1http://www.ict-icsi.eu
results, datasets are divided by id of the camera and horizon of time. Those results are shown in Table 2. Bold values represent the two best results obtained in each dataset.

| Techniques       | C1       | C2       | C28      | C47      |
|------------------|----------|----------|----------|----------|
|                  | 15 | 30 | 45 | 60 | 15 | 30 | 45 | 60 | 15 | 30 | 45 | 60 | 15 | 30 | 45 | 60 |
| C4.5             | 0.968 | 0.958 | 0.956 | 0.963 | 0.970 | 0.954 | 0.955 | 0.955 | 0.963 | 0.949 | 0.958 | 0.956 | 0.958 | 0.964 | 0.940 |
| FARCHD           | 0.905 | 0.777 | 0.642 | 0.623 | 0.788 | 0.729 | 0.612 | 0.575 | 0.808 | 0.723 | 0.667 | 0.560 | 0.560 | 0.534 | 0.517 |
| AdaBoost(C)      | 0.549 | 0.563 | 0.508 | 0.500 | 0.564 | 0.614 | 0.507 | 0.501 | 0.560 | 0.540 | 0.510 | 0.500 | 0.566 | 0.541 | 0.512 | 0.501 |
| LogitBoost       | 0.611 | 0.668 | 0.582 | 0.537 | 0.703 | 0.678 | 0.594 | 0.548 | 0.659 | 0.657 | 0.567 | 0.531 | 0.685 | 0.662 | 0.604 | 0.560 |
| AdaBoost(I)      | 0.939 | 0.950 | 0.957 | 0.941 | 0.951 | 0.940 | 0.950 | 0.953 | 0.952 | 0.952 | 0.938 | 0.941 | 0.952 | 0.952 | 0.952 | 0.952 |
| MSMOTEBagging    | 0.872 | 0.942 | 0.943 | 0.941 | 0.886 | 0.939 | 0.932 | 0.929 | 0.903 | 0.945 | 0.947 | 0.906 | 0.912 | 0.937 | 0.926 | 0.927 |
| RUSBoost         | 0.916 | 0.938 | 0.932 | 0.932 | 0.936 | 0.939 | 0.925 | 0.918 | 0.939 | 0.942 | 0.930 | 0.934 | 0.935 | 0.952 | 0.954 | 0.930 |
| SMOTEBoost       | 0.916 | 0.953 | 0.936 | 0.938 | 0.936 | 0.941 | 0.931 | 0.923 | 0.937 | 0.947 | 0.943 | 0.932 | 0.893 | 0.945 | 0.926 | 0.937 |
| SMOTEBagging     | 0.956 | 0.963 | 0.960 | 0.954 | 0.946 | 0.954 | 0.954 | 0.946 | 0.946 | 0.981 | 0.959 | 0.955 | 0.952 | 0.960 | 0.958 | 0.955 |

Table 2. AUC values obtained for each technique in each dataset and horizon of time for TASS datasets

As it can be seen, three techniques stand out from the rest: RUSBoost, SMOTEBoost, and C4.5. In case of RUSBoost, it obtains one of the two best results in every dataset used, being the first one in each one of them. For SMOTEBoost, it gets one of the two best AUC values in 7 out of 16 datasets. Finally, for C4.5, it achieves a value between the best two in 10 out of 16 datasets, especially in C2 dataset. About the rest of the techniques, in general, ensemble techniques obtain better results than fuzzy ones. Focusing in the fuzzy techniques, though FARCHD and C4.5 achieves good performance in this problem without changing anything in its execution, AdaBoost(C) and LogitBoost do not obtain a considerable performance. In fact, AdaBoost(C) obtain the lowest AUC values in every dataset in comparison with the rest of techniques. If both AdaBoost techniques presented in this experimentation are compared, ensemble version of AdaBoost (AdaBoost(I)) outperforms the fuzzy one. On the other hand, taking into account ensemble techniques, RUSBoost outperforms the rest of them, followed by SMOTEBoost. However, all the techniques obtain a good performance in every dataset and horizon of time, which always achieve an AUC value higher than 0.9. About the horizon of time, the increasing of this value does not seem to affect to the performance of the techniques significantly. Only AdaBoost(C) and LogitBoost notice the change of this value. The rest of the techniques obtains almost the same performance when the horizon of time is 15 minutes than when it takes the value 60 minutes. Some of them (SMOTEBagging, C1 dataset) even improve its performance between these two horizons.

Table 2 contains the results obtained by each one of the techniques for each BRISA dataset. As in the previous results, the two best values are highlighted in bold.

The results show that MSMOTEBagging is the best technique so far in these datasets, obtaining 4 out of 7 best values, following by RUSBoost and SMOTE-
### Table 3. AUC values obtained for each technique in each Lisbon dataset

| Technique          | CL650 | CL1380 | CL3660 | CL4900 | CL6800 | CL8520 | CL9400 |
|--------------------|-------|--------|--------|--------|--------|--------|--------|
| C4.5               | .893  | .919   | .898   | .945   | .872   | .940   | .875   |
| FARCHD             | .830  | .955   | .906   | .928   | .893   | .951   | .954   |
| AdaBoost (C)       | .882  | .938   | .808   | .938   | .864   | .948   | .979   |
| LogitBoost         | .853  | .951   | .891   | .945   | .884   | .945   | .975   |
| AdaBoost(I)        | .886  | .954   | .859   | .941   | .852   | .957   | .892   |
| MSMOTE-Bagging     | **.924** | **.961** | .928 | .941 | **.909** | **.962** | .867 |
| MSMOTE-Boost       | .884  | .957   | .899   | .954   | .881   | .965   | .871   |
| RUSBoost           | .902  | .955   | **.919** | **.955** | **.909** | .951   | .896   |
| SMOTEBagging       | .914  | .958   | .935   | **.958** | .901   | .954   | .875   |
| SMOTEBoost         | **.928** | .934   | .915   | .941   | .897   | .940   | .921   |

Bagging, which both obtain 3 out of 7 best results. For the rest of the techniques, about fuzzy techniques used, only AdaBoost (C) and LogitBoost obtain bold values. Although their performance is not far from those obtained by the best techniques, they do not reach the high AUC value obtained by the rest of the techniques. AdaBoost (C) and LogitBoost obtain one bold value, in dataset CL9400, being the two best techniques in the mentioned dataset. Comparing the results obtained in the previous datasets, in this case, bagging techniques over-pass boosting techniques, being RUSBoost the only one that can be compared with the results obtained by them.

In order to assess if the differences in performance among the techniques studied here are significantly different we employed non-parametric tests following the guidelines given by Garcia et al. in [15]. The procedure carried out is described next. We first apply Friedman’s non-parametric test for multiple comparison at a significance level $\alpha \leq 0.05$ to assess if we can reject the null hypothesis of similar performance among all algorithms. If so, then we evaluate if the performance of the best algorithm according to Friedman’s averaged ranking versus the other classifiers is significantly better. To this end, we apply Holm’s [18] and Finner’s [11] post-hoc tests at a significance level $\alpha \leq 0.05$ using the best method as control algorithm. Following this procedure, we analyse the performance of the algorithms globally over the two datasets.

We do the exercise of evaluating the performance of the methods over all datasets. According to Friedman’s tests there exists significant differences among algorithms. The averaged ranking displayed in Table 4 confirm that RUSBoost is the most robust classifier followed by SMOTEBoost. On the contrary, the three fuzzy algorithms are clearly the ones that show a worse performance, whereas the result of the rest of algorithms is very similar. Using RUSBoost as control algorithm for the Holm’s and Finner’s post-hoc tests, we observe in Table 5 that, taking into account all datasets, it obtains significantly better AUC values that the other studied methods, excepting SMOTEBoost, although even in this case the significance level is quite near to the threshold, being equal to 0.07.
5 Conclusions

In this work, ensemble and fuzzy rules techniques have been applied to imbalance real traffic datasets in order to classify correctly the state of the road in a real scenario. In this case, data collected from cameras in the city of Helmond (The Netherlands), and from A5 Highway in Lisbon are used. Data from cameras was collected by TASS international and used in H2020 TIMON project. In case of A5 highway, this data was used in ICSI project. The aim of this article is to compare the performance of ensemble and fuzzy techniques in imbalance real scenarios.

As results, in Helmond datasets, ensemble techniques outperform those fuzzy techniques used in the experimentation, with two techniques between the best ones. Three techniques stand out the rest: RUSBoost, SMOTEBagging, and C4.5. Among all, RUSBoost obtained at least one of the two best values in every dataset used. For SMOTEBagging and C4.5, they obtained 7 out of 16 and 10 out of 16 best values respectively. Regarding Lisbon datasets, ensemble techniques again, specially Bagging techniques and RUSBoost, obtain better performance than fuzzy techniques. All these results are checked using different statistical tests.

As future works, other techniques for both groups can be used. Besides, the experimentation could be applied to more datasets and other horizons of time. Regarding this, one future work to take into account is to adapt ensemble techniques to work with multiclass classification. This will increase the difficulty of the problem as well as the IR of each dataset, making the data a good real benchmark to use in comparatives like the presented in this paper.
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