Cross-lingual Dysarthria Severity Classification for English, Korean, and Tamil
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Abstract—Data scarcity hinders research on dysarthria severity classification due to the limited size of datasets. While the cross-lingual approach has been applied to alleviate the problem, the roles of language-specific features have been underestimated. This paper proposes a cross-lingual classification method for English, Korean, and Tamil, which employs both language-independent features and language-unique features. First, we extract thirty-nine features from diverse speech dimensions such as voice quality, pronunciation, and prosody. Second, feature selections are applied to identify the optimal feature set for each language. A set of shared features and a set of distinctive features are distinguished by comparing the feature selection results of the three languages. Lastly, automatic severity classification is performed, utilizing the two feature sets. Notably, the proposed method removes different features by languages to prevent the negative effect of unique features for other languages. Accordingly, eXtreme Gradient Boosting (XGBoost) algorithm is employed for classification, due to its strength in imputing missing data. In order to validate the effectiveness of our proposed method, two baseline experiments are conducted: experiments using the intersection set of mono-lingual feature sets (Intersection) and experiments using the union set of mono-lingual feature sets (Union). According to the experimental results, our method achieves better performances than mono-lingual classifications for all three languages, achieving 67.14% F1 score, compared to 64.52% for the Intersection experiment and 66.74% for the Union experiment. Further, the proposed method attains better performances than mono-lingual classifications for all three languages, achieving 17.67%, 2.28%, 7.79% relative percentage increases for English, Korean, and Tamil, respectively. The result specifies that commonly shared features and language-specific features must be considered separately for cross-language dysarthria severity classification.

I. INTRODUCTION

Dysarthria is a group of motor speech disorders resulting from a neuromuscular control disturbance, affecting multiple speech dimensions such as respiration, phonation, articulation, resonance, and prosody [1]. This results in degraded speech intelligibility, repeated communication failures, and ultimately poor quality of life. Consequently, accurate and reliable intelligibility assessment is essential in tracking patients’ conditions and treatments’ effectiveness. Perceptual evaluation of intelligibility is often conducted by speech pathologists, which is often immensely labor- and time-consuming. Hence, the automatic classification that highly correlates with the experts will have great potential for aiding clinicians in diagnosis and speech therapy [2][3].

There are two main approaches for the automatic assessment of dysarthria. The first approach is to propose a novel neural network that takes raw speech signals as input [4][5][6][7]. However, dysarthria speech datasets are often too small, prohibiting the use of large neural networks that are often highly sample-inefficient. Further, its black-box nature fundamentally obstructs its interpretability, which clinicians often crave.

Earlier studies have explored the efficacy of various features on dysarthria severity classification, albeit most are monolingual. Cross-lingual approach is beneficial in terms of increasing the number of training samples. Further, the approach has the advantage of using natural speech compared to other data augmentation methods, such as speech synthesis [8], a transformation of healthy speech to dysarthric speech [9][10], perturbations on both healthy and dysarthric speech [11], and multi-resolution feature extraction [12].

Cross-lingual studies have generally focused on identifying features that can discriminate severity levels of dysarthria, while independent of the native language. Experiments on Korean and American English pointed out smaller vowel space for dysarthric speakers compared to healthy controls [13]. Experiments on Castilian Spanish, Colombian Spanish, and Czech found plosives, vowels, and fricatives to be relevant acoustic segments for dysarthria detection [14]. Research on dysarthria detection argued that the number of inter-word pauses per minute and median Harmonics to Noise Ratio play significant roles for both Czech and American English [15][16].

Nonetheless, the previous literature claimed the intelligibility of dysarthria to be significantly sensitive to native languages. First, despite the findings of compressed vowel space in dysarthric speakers for both Korean and American English, multiple regression models of speech intelligibility displayed different results, even with the same predictor variables and...
Speakers matched on speech intelligibility [13]. Experiment using GMM-UBM classifiers reached accuracy between 85% and 94% for within-language experiments, but accuracy between 75% and 82% were achieved for experiments with combined corpora [14]. Dysarthria detection attained 73% and 72% classification accuracy for each Czech and US English datasets, but the performance dropped to 67% when the datasets were combined [16][16]. The results imply that even with seemingly common characteristics, naive cross-lingual training will yield suboptimal performances, requiring careful design of the feature set. Previous findings further suggest that features should be distinguished into language-independent and language-sensitive features, and both information must be considered for cross-lingual classification. Hence, we aim to present an effective consolidation of the two feature sets.

This paper proposes a cross-lingual dysarthria severity classification method that separately employs shared and distinctive features of languages. Especially, the proposed method removes different features by languages, in order to prevent the intervening effect of unique features of other languages. Accordingly, eXtreme Gradient Boosting (XGBoost) algorithm is utilized for classification, due to its strength in imputing missing data. We conduct cross-lingual experiments on languages with different prosodic systems, such as English, Korean, and Tamil. Three languages are chosen to demonstrate the effectiveness of our method, robust to diverse languages with different characteristics. First, features from diverse speech dimensions, including voice quality, pronunciation (phoneme correctness, vowel distortion), and prosody (speech rate, pitch, loudness, rhythm), are extracted. Second, feature selections are applied to find the optimal feature set for each language. Then, language-independent and language-unique features are distinguished by comparing the feature selection results. Lastly, automatic severity classifications that separately utilize the two feature sets are conducted.

The rest of the paper is organized as follows: Section II introduces the proposed method, and Section III describes acoustic features used for classification. Section IV presents three datasets: TORGO for English, QoLT database for Korean, and SSNCE database for Tamil. Finally, Section V describes the experimental settings and reports classification results, which is followed by a conclusion in Section VI.

II. METHODS

Section II introduces the proposed cross-lingual classification method consisting of three steps: feature extraction, feature selection, and classification1. We utilize eXtreme Gradient Boosting (XGBoost) algorithm [17], which has been applied to various medical data and reported robust performances [18][19][20][21]. XGBoost is a distributed gradient-boosted decision tree (GBDT) machine learning library. GBDT is a decision tree ensemble learning algorithm, which is similar to random forest, but different in terms of the strategies for combining the trees: while the bagging technique is used to minimize the variance and overfitting for random forests, boosting helps minimize the bias and underfitting for GBDT. Here, boosting refers to improving a single weak model by ensembling the number of other weak models. Further, error residuals are used for the iterative generation of weak models and training ensembles of the trees [22]. XGBoost is recognized not only for its ability to capture non-linear interactions between the features and the target variable but handling the missing values. For the missing values, the algorithm assigns the default direction, by computing loss for both directions and selecting the best of the two [23].

A. Feature extraction

A total of 39 acoustic features from diverse speech dimensions are extracted. Feature list is designed to reflect common perceptual characteristics from various speech dimensions: voice quality, pronunciation (phoneme correctness, vowel distortion), and prosody (speech rate, pitch, loudness, rhythm). MFCCs are additionally extracted for baseline experiments, to check the efficacy of the 39 acoustic features in severity classification. Further explanations on the features are introduced in Section III and Table IV.

B. Feature selection

To efficiently select the optimal feature sets for each language, feature selection is applied to each language feature set, by using XGBoost algorithm. A set of language-specific features and a set of language-independent features are determined by comparing the feature selection results of the three languages. MFCCs, as baseline feature set, are excluded from feature selection.

C. Classification

Automatic severity classification is conducted with XGBoost algorithm, which employs both language-independent features and language-specific features. As described in Table I, the proposed model utilizes shared features across languages while language-specific features are used only for the corresponding target language. In detail, feature A is shared between all three languages: English, Korean, and Tamil. Feature B is shared between Korean and Tamil, while feature C is a unique feature for Tamil. Accordingly, unselected feature values, such as feature B from English, and feature C from English and Korean are dropped for cross-lingual classification. This way, the method benefits from the increased number of training samples from the shared features and exploits language-unique features without interference by unrelated features from other languages.

| Language | A | B | C |
|----------|---|---|---|
| English  | O | N/A | N/A |
| Korean   | O | O | N/A |
| Tamil    | O | O | O  |

1https://github.com/eunjung31/crossLingual-XGBoost.git
To validate the effectiveness of our proposed method, we test different combinations of language-independent and language-specific feature set: Intersection and Union. **Intersection** experiment exploits language-independent features only, which is determined as commonly selected features by all three languages. **Union** experiment, on the other hand, uses all features that are selected from other languages. Table II demonstrates the tabular for intersection and union experiments. Descriptions of the experiments are described below.

For a language \( l \) and all the feature set \( U \), let language-specific feature set \( F_i \subset U \) and language-specific dataset with selected features \( F \) be \( D'_F \).

1) (intersection) \( \bigcap \bigcup_{i \in \{en, ko, ta\}} D_{F_{i \cap F_{n \cap F_{t-s}}} } \)
2) (union) \( \bigcup \bigcup_{i \in \{en, ko, ta\}} D_{F_{i \cup F_{n \cup F_{t-s}}} } \)
3) (proposed) \( \bigcup \bigcup_{i \in \{ko, en, ta\}} D_{F_{i \cup F_{n \cup F_{t-s}}} } \)

### TABLE II: Tabular for Intersection and Union experiments

| Language | A | B | C |
|----------|---|---|---|
| English  | O | N/A | N/A |
| Korean   | O | N/A | N/A |
| Tamil    | O | N/A | N/A |

| Language | A | B | C |
|----------|---|---|---|
| English  | O | O | O |
| Korean   | O | O | O |
| Tamil    | O | O | O |

### III. ACoustical FEATURES

#### A. MFCCs

MFCCs describe the overall spectral envelope shape. Mean and standard deviation of 12-dim MFCCs and log energy set are extracted using librosa [24].

#### B. Voice quality

For voice quality features, seven acoustic features are extracted: jitter, shimmer, Harmanics to Noise Ratio (HNR), Period Perturbation Quotient (PPQ), Amplitude Perturbation quotient (APQ), number of voice breaks, and degree of voice breaks. All features are commonly used for the diagnosis of phonation quality. Dysarthric speakers are commonly reported to have higher values for all features except HNR, compared to healthy speakers [25][26].

Jitter and shimmer each measures the variations of fundamental frequency (F0) and amplitude, respectively. Equation (1) and Equation (2) each presents the absolute jitter and absolute shimmer. PPQ and APQ are the proposed values to exclude the natural change of F0 over time from jitter and shimmer [27]. Equation (3) and Equation (4) are the equations for absolute PPQ and APQ. \( T_i \) is the duration of the \( i \)th interval, \( A_i \) the amplitude of \( i \)th interval, and \( N \) the number of intervals. For normalization, this study utilizes relative values, where absolute jitter and PPQ are divided by the average duration of intervals, and absolute shimmer and APQ are divided by the average amplitude of intervals. Lastly, as shown in Equation (5), HNR represents the energy of the periodic portion \( (E_p) \) divided by the energy of the noise energy \( (E_n) \).

$$
\text{absJitter} = \frac{1}{N-1} \sum_{i=2}^{N} |T_i - T_{i-1}|
$$

$$
\text{absShimmer} = \frac{1}{N-1} \sum_{i=2}^{N} |A_i - A_{i-1}|
$$

$$
\text{absPPQ} = \frac{\sum_{i=3}^{N-2} |T_i - \frac{T_{i-2} + T_{i-1} + T_{i+1} + T_{i+2}}{5}|}{N - 4}
$$

$$
\text{absAPQ} = \frac{\sum_{i=3}^{N-2} |A_i - \frac{A_{i-2} + A_{i-1} + A_{i+1} + A_{i+2}}{5}|}{N - 4}
$$

$$
\text{HNR} \text{ (db)} = 10 \log \left( \frac{E_p}{E_n} \right)
$$

Voice breaks are defined as inter-pulse intervals longer than 17.86ms, calculated by the distance of successive glottal pulses of 1.25 divided by the pitch floor of 70 Hz. The degree of voice breaks refers the total duration of voice breaks divided by the total duration. Features are extracted with the voice report function from Praat [28].

### C. Pronunciation - Phoneme correctness

As for phoneme correctness features, Percentage of Correct Consonants (PCC), Percentage of Correct Vowels (PCV), and Percentage of Total correct Phonemes (PCT) are extracted. PCC, PCV, and PCT are each refer to the number of correctly pronounced consonants, vowels, and phonemes (consonants and vowels) divided by the number of target consonants, vowels, and phonemes in an utterance. With limitations in movements of the articulators, dysarthric speakers generally have poor pronunciation accuracy, hence lower phoneme correctness [29]. Features are extracted by using publicly released XLSR-53 wav2vec models fine-tuned with each language [30][31][32]. The decoded and canonical phoneme sequences are aligned, as described in Table III. In detail, the example sentence consists of five consonants (HH, L, R, L) and eight vowels (IY, W, IH, AH, AW, AH, EH, AY). Two consonants (L, L) and five vowels (IY, W, AH, AW, AY) match with the canonical phoneme sequence. Consequently PCC results in \( 2/5 \times 100 = 40.00\% \), PCV \( 5/8 \times 100 = 62.50\% \), and PCT \( 7/15 \times 100 = 53.85\% \).

### TABLE III: Alignment for phoneme correctness extraction

| Canonical phoneme sequence | Decoded phoneme sequence |
|----------------------------|--------------------------|
| HH IY W IH L AH L AW AH * R EH L AY | SH IY W AO L AH L AW AE N L IY * AY |

### D. Pronunciation - Vowel space features

Five features related to vowel space are extracted: Vowel Space Area (triangular VSA, quadrilateral VSA), Formant Centralized Ratio (FCR), Vowel Articulatory Index (VAI), and F2-ratio. VSA refers to the area of the F1-F2 vowel diagram, determined by the first and second formants of the corner.
TABLE IV: Acoustic features

| Category       | Features                                                                                       |
|----------------|-----------------------------------------------------------------------------------------------|
| Vowel distortion | triangular VSA, quadrilateral VSA, FCR, VAI, F2-Ratio                                           |
| 2° Pronunciation | Phonomere correctness: jitter, shimmer, PPQ, APQ, HNR, number of voice breaks, degree of voice breaks |
|                 | PCC, PCV, PCP                                                                                |
| 5° Prosody      | Speech rate: speaking rate, articulation rate, number of pauses, pause duration, phone ratio   |
|                 | Pitch: mean, std, min, max, range of F0                                                       |
|                 | Loudness: mean, std, min, max, range of energy                                                 |
|                 | Rhythm: %V, deltaV/C, VarcoV/C, rPVIs/C, nPVIs/C                                              |

vowels. FCR and VAI are the features that are proposed to be more sensitive to intelligibility classification than VSA. Lastly, F2-ratio is the ratio of the second formants between the representative front vowel and the back vowel. Because people with dysarthria have restricted motor controls, their vowel space gets small as dysarthria severity level gets worse [33]. For extraction, we first create Textgrids in phoneme alignments. While Montreal Forced Aligner [34] is utilized for English and Korean, time-aligned phonetic transcription provided by the database is converted into Textgrids for Tamil. Secondly, formants are extracted from the center of the vowels by using Praat. Lastly, extracted formants are fed into the equations stated from Equation (6) to Equation (10). For materials that do not contain the required corner vowels, we interpolate the formants with the average formant values of each speaker.

\[
\text{VSA} \triangle = \frac{1}{2} \left| F_1 (F_2^2 - F_a^2) + F_1 (F_a^2 - F_2^2) + F_1 (F_2^2 - F_2^2) \right| 
\]

\[
\text{VSA} \square = \frac{1}{2} \left| (F_2, F_1, F_2^2, F_2^2, F_1^2, F_2^2) \right| 
\]

\[
\text{FCR} = \frac{F_2^2 + F_2^2 + F_1^2 + F_1^2}{F_2^2 + F_1^2} 
\]

\[
\text{VAI} = \frac{F_2^2 + F_2^2 + F_1^2}{F_2^2 + F_1^2} 
\]

\[
\text{F2-Ratio} = \frac{F_2^2}{F_2^2} 
\]

E. Prosody - Speech rate features

For speech rate features, we include speaking rate, articulation rate, number of pauses, pause duration, and phone ratio. Speaking rate is defined as the number of produced syllables divided by the utterance length. Similarly, articulation rate is the number of syllables produced in utterance length excluding pauses. As for pauses-related features, intervals longer than 0.1 ms of silence are considered as pauses. Phone ratio is computed by dividing the total length of the non-silent intervals by total duration. All speech rate features are extracted by using Parselmouth [35].

F. Prosody - Pitch and Loudness features

Mean, standard deviation, minimum, maximum, and range of the F0 and energy each stands for pitch and loudness features, respectively. Extraction is employed using Parselmouth, with intervals of 0 Hz or 0 dB excluded.

G. Prosody - Rhythm features

%V, deltas, Varcos, rPVIs, nPVIs are used as rhythm features [36][26]. %V refers to the proportion of vocalic interval duration, while deltas are standard deviations of vocalic or consonantal interval duration. As presented in Equation (11) and Equation (12), VarcoV and VarcoC are the normalized values, where delta values are divided by the average duration of the intervals. Equation (13) demonstrates the equations for rPVIs, which are calculated as the average of the duration differences between successive intervals. Further, nPVIs are the normalized values of rPVIS, as stated in Equation (14). The normalized values are expected to reduce the influence of the speech rate on raw values [37]. Rhythm features are extracted with Correlatore, a rhythmic metric analyzer [38].

\[
\text{VarcoV} = \frac{\Delta V \ast 100}{\text{meanV}} 
\]

\[
\text{VarcoC} = \frac{\Delta C \ast 100}{\text{meanC}} 
\]

\[
\text{rPVIs} = \frac{1}{m - 1} \sum_{k=1}^{m-1} |d_k - d_{k+1}| 
\]

\[
\text{nPVIs} = \frac{100}{m - 1} \sum_{k=1}^{m-1} |d_k - d_{k+1}| \frac{d_k + d_{k+1}}{2} 
\]

IV. Speech datasets

Datasets from three languages, TORGO for English, QoLT for Korean, and SSNCE for Tamil, are utilized in this study. As we focus on classifying severity levels of dysarthria, we exclude healthy speakers for classification experiments. Refer to Table V for the number of speakers and utterances by languages and severity levels of dysarthria.

A. TORGO dataset

Two database are commonly used for English dysarthric speech research: the UA-Speech database[39] and the TORGO database [40]. While the former database contains a larger
number of speakers, it only has isolated words as materials. TORGO database, on the contrary, comprises isolated words and sentences. While isolated words may give useful information in terms of intelligibility classification, sentence stimuli have abundant acoustic information, especially related to prosody. Since this study aims to inspect acoustic measurements from different speech dimensions, we limit our analysis to the TORGO database.

TORGO dataset contains 8 dysarthria speakers (5 males, 3 females). The Frenchay assessment [41], a standardized assessment for dysarthria severity classification, was performed by a speech pathologist. Consequently, the dataset contains 2 mild speakers, 1 mild-to-moderate speaker, 1 moderate-to-severe speaker, and 4 severe speakers. As mild-to-moderate and moderate-to-severe severity classes consist of a single speaker, two speakers are grouped into one moderate category. Although the TORGO dataset consists of non-words, words, restricted sentences, and spontaneous speech, we limit our experiments to sentences. A total of 413 utterances are managed in this paper.

B. QoLT dataset

Quality of Life Technology (QoLT) dataset [42] is a Korean dysarthric speech corpus. The corpus collected speech from 70 dysarthric speakers (45 males, 25 females). Five speech pathologists carried out intelligibility assessments on a 5-point Likert scale. With mild-to-moderate and moderate-to-severe classes combined to moderate class for multilingual classification experiments, the dataset includes 23 mild, 40 moderate, 7 severe speakers. QoLT dataset embodies isolated words and restricted sentences, but we only use sentences. Speakers recorded five phonetically balanced sentences which are repeated twice. Consequently, a total of 700 utterances are used for the experiment.

C. SSNCE dataset

SSNCE dataset [43] is a Tamil dysarthric speech corpus, publicly available by request. The dataset has 20 dysarthric speakers (13 males, 7 females). Two speech pathologists marked speech intelligibility scores for dysarthric speakers on a 7-point Likert scale. With a score of 0 considered healthy, score 1 and 2 are grouped as mild, score 3 and 4 as moderate, and score 5 and 6 as severe. Correspondingly, we used 7 mild speakers, 10 moderate speakers, and 3 severe speakers for the experiment. While the SSNCE dataset has word and sentence materials, only sentences are considered in this paper. A total of 260 unique sentences, a combination of common and uncommon Tamil phrases, were spoken by each speaker. Hence 5200 sentences are handled in this paper.

V. EXPERIMENTS

A. Experimental Settings

1) Feature selection: In XGBoost, the feature relative importance can be calculated by several metrics, including weight, gain, and cover. Since we aim to determine the optimal feature set for each language, a gain-based importance score is utilized for feature selection. Gain measures the decrease in node impurity, meaning the improvement in performance brought by a new feature to the classifier. Therefore, the gain-based importance score is considered as the most relevant score to interpret the relative importance of features [44].

To find the best feature set for each language, classification accuracy is sequentailly measured by dropping the least-important feature. Figure 1 illustrates the classification accuracy by the number of features for the Korean dataset. Starting from using all 39 acoustic features, we continue to exclude the least important feature from the feature set. As Figure 1 presents, using too large or small number of features impedes classification performances. Further information on feature importance scores by languages is summarized in Figure 2, where a vertical red line displays the criteria of the optimal feature set.

Table VI demonstrates the optimal feature sets, which are determined as the feature set with the highest classification accuracy: (English) HNR, PCT, min/max energy, deltaV and deltaC; (Korean) PCT, phone ratio, pause duration, max F0, and standard deviation energy; (Tamil) APQ, shimmer, degree of voice breaks, PCC, PCT, quadrilateral VSA, VAI, F2-ratio, mean/min/max/std F0, mean/min/max/std energy, VarcoV, and nPVIV. Bold indicates language-independent features across three languages, while underline refers to shared features between two languages. Accordingly, the language-independent feature set consists of PCT only. Table VII presents the part of the tabular used for our proposed method. PCT, a language-independent feature, is used for all English, Korean, and Tamil speakers. For Max F0, which is selected by Korean and Tamil, we remove max F0 values from English speakers. Lastly, as for APQ, values from English and Korean speakers are treated as missing, since it is chosen by Tamil only.
TABLE VI: Optimal feature sets

| 2-category | English | Korean | Tamil |
|------------|---------|--------|-------|
| voice quality | HNR | - | APQ, shimmer, degree of voice breaks |
| phoneme correctness | PCT | PCT | PCC, PCT |
| vowel distortion | - | pause duration, phone ratio | - |
| pitch | max F0 | mean/min/max/std F0 |
| loudness | min/max energy | std energy | mean/min/max/std energy |
| rhythm | deltaV, deltaC | - | VarcoV, nPVIV |

Monolingual classifications using the optimal feature set are further conducted, to verify the efficacy of the selected feature set. Table VIII presents the F1 scores of monolingual classifications by languages. Experimental results indicate that 39 acoustic features are beneficial for dysarthria severity classifications. While English, Korean, and Tamil each achieved 36.96%, 62.71%, and 40.36% F1-score with MFCCs, the performance enhanced to 48.07%, 72.64%, and 46.91%, respectively, when all 39 acoustic features are included. Additionally, further performance enhancements are attained with feature selection, to the F1-score of 59.03%, 76.40%, and 46.91% for English, Korean, and Tamil, respectively. The results prove the effectiveness of the optimal feature set for each language.

TABLE VII: Tabular for the proposed method

| Language | PCT | max F0 | APQ |
|----------|-----|--------|-----|
| English  | O   | N/A    | N/A |
| Korean   | O   | O      | N/A |
| Tamil    | O   | O      | O   |

![Fig. 2: Gain-based importance scores](image)

2) Classification: Classification is conducted by using XGBoost algorithm. Each classifier is optimized via grid search. Because we use large enough number of boost rounds/estimators (100 to 1000), max depth is fixed to 3, while default settings are used for other hyper-parameters. Lastly, Leave-One-Subject-Out Cross Validation (LOSO CV) approach is utilized, for better generalizability of the results with imbalanced dataset.

Overfitting to the largest dataset, the Tamil dataset, can worsen the classification performances of other smaller English and Korean datasets. Experiments using different sizes of Tamil dataset are implemented to alleviate this problem. Utterances are randomly selected among 260 unique sentences - 208 sentences for 80%, 156 sentences for 60%, 104 sentences for 40%, and 52 sentences for 20%. Figure 3 exhibits the average F1-score of the three languages by using different sizes of Tamil dataset. Compared to cross-lingual classification

![Fig. 3: Average F1-score with different sizes of Tamil dataset](image)

TABLE VIII: Monolingual classification (F1-score)

| Features | English | Korean | Tamil | Average |
|----------|---------|--------|-------|---------|
| MFCCs    | 36.96   | 62.71  | 40.36 | 46.68   |
| MFCCs + All | 48.07 | 72.64  | 46.52 | 55.74   |
| Selected (gain) | 59.03 | 76.40  | 46.91 | 60.78   |
using MFCCs and all 39 acoustic features, experiments using the selected feature set generally show better performances. Furthermore, when the performances of the intersection, the union, and the proposed method are compared, overall performance of experiments using the intersection feature set is the lowest. Moreover, while the union experiment achieves higher F1 scores with large datasets, the proposed experiment exceeds union experiment as the dataset gets smaller. This implies that although XGBoost classifiers can make proper decisions on feature selection with large enough dataset, explicit selection for language-sensitive features is required with smaller dataset. The best average F1 score is achieved when using 40% of the Tamil dataset. Accordingly, further experiments are conducted using this setting.

B. Experimental results

1) Cross-lingual classification: Table IX demonstrates the F1-score of multilingual classification experiments, with the best performances indicated in bold. The proposed method performs best in terms of the average value of the three languages, attaining 67.14% F1-score. Union experiment comes after the proposed method with 66.74%, followed by MFCCs+ALL experiment of 65.07%. The intersection experiment shows worse performances than using all features, with 64.52% F1-score. Experimental results imply that our proposed method shows robust performances across languages with different prosodic systems. The result also indicates that different types of features should be considered for cross-lingual classifications.

| Experiment       | English | Korean | Tamil | Average |
|-------------------|---------|--------|-------|---------|
| MFCCs             | 60.66   | 59.64  | 38.78 | 53.03   |
| MFCCs + All       | 66.99   | 72.47  | 55.75 | 65.07   |
| Intersection      | 69.14   | 73.56  | 50.85 | 64.52   |
| Union             | 71.96   | 72.76  | 55.48 | 66.74   |
| Proposed          | 69.46   | 78.13  | 53.84 | 67.14   |

For English datasets, the union experiment shows the highest F1-score for severity classification with 71.96%, with the intersection of 69.14% and the proposed method of 69.46%. As for Korean, the proposed method attains the highest F1-score of 78.13%, contrasted to 73.56% for intersection and 72.76% for the union experiment. On the other hand, Tamil shows the best performance when using all features from all three languages achieving 55.75% F1-score, compared to 50.85% for intersection, 55.48% for union, and 53.84% for the proposed method. This result aligns with the results from Figure 3, where the classifier can make proper decisions without explicit feature selection, with large enough datasets. Figure 4 presents the confusion matrix for MFCC+ALL, intersection, union, and proposed experiments. Score 0, 1, 2 each refers to mild, moderate, and severe class. With analysis of classification...
results by severity levels, the proposed model achieves better performances especially in discriminating mild and moderate speakers. However, the capability of distinguishing moderate and severe speakers is lower than other approaches, for English and Tamil. We plan to mitigate these weaknesses in future studies.

C. Comparisons with Mono-lingual classifier

Table X presents the relative percentage increase from monolingual classifiers to the proposed method. The proposed method shows a relative percentage increase of 17.67%, 2.28%, and 7.79% for English, Korean, and Tamil, respectively, in contrast to monolingual classifiers. This validates the efficacy of our proposed method, which aims to benefit from augmented data by combining the three datasets from different languages.

| Language | Mono-lingual | Proposed | Relative Increase |
|----------|-------------|----------|-------------------|
| English  | 59.03       | 69.46    | 17.67             |
| Korean   | 76.39       | 78.13    | 2.28              |
| Tamil    | 49.95       | 53.84    | 7.79              |
| Average  | 61.79       | 67.74    | 8.66              |

VI. CONCLUSION

This paper specifies that commonly shared features and language-specific features must be considered for cross-language dysarthria severity classification. We propose a method of cross-lingual dysarthria severity classification utilizing both shared and unique feature sets. Especially, different language-sensitive features are removed and treated as missing values depending on the target language. According to the experimental results, the proposed method achieves the best average performance of the three languages- English, Korean, and Tamil, compared to baseline experiments using the intersection set or the union set of the three optimal feature sets. The result indicates that the proposed method shows robust performances even with languages with different prosodic systems. Further, our proposed method exceeded mono-lingual classifiers for all three languages, benefiting from larger data for training. To conclude, the proposed method benefits from not only the augmented data by shared features across languages but additional language-unique features, designed to prevent interference of unhelpful features from other languages.

A limitation of this study lies in the potential problem that XGBoost takes the default direction for the missing values. While our proposed method assures the best possible result with former choices, it does not guarantee that those previous choices, which may contain a default direction, are the best ones on the whole [23]. This implies that the more missing values, the higher the probability that the model may make wrong choices. Hence, with our proposed model using different numbers of features, English, which drops the most number of features among the three languages, may have suffered from such problems. Our future research aims to mitigate such problems. The future study also includes using different datasets and languages to validate the generalizability of our proposed model. Employing deep neural networks which are designed to exploit both language-independent and language-sensitive features can be another solution for cross-lingual classification to be discovered. Lastly, while this study could not consider dystrophic types due to limited access to data, considerations of dysarthric types are also necessary.
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