Multi-sensor fusion of data for monitoring of Huangtupo landslide in the three Gorges Reservoir (China)
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ABSTRACT
There hides a certain relationship among various monitoring data in a landslide, and the mining of this relationship is of significance to landslide research. In this paper, we first collect multiple monitoring data of riverside 1\# slump-mass of Huangtupo landslide, the Three Gorges Reservoir Region, China, including Global Positioning System (GPS) monitoring data, inclinometer data, reservoir water level, rainfall, water content, crack width, groundwater level and temperature data, etc. By adopting the combination of quantitative statistics and qualitative simulation method for multi-sensor fusion monitoring data analysis, we overcome the one-sidedness of using a single method or single data type. The result of fusion analysis has indicated that in time periods with low rainfall or when the rainfall is not the major factor, main factors affecting landslide movement are crack development, water content of the landslide and water level of the Three Gorges Reservoir. Compared with the actual monitoring data, the fusion analysis results has a maximum error of 1.9\%, which shows a good effect.

1. Introduction
Since the publication of Big Data: A Revolution That Will Transform How We Live, Work, and Think by Viktor and Kenneth in 2013, Big Data analysis and processing has drawn a great deal of attention from the scholars around the world. Wu et al. (2014) proposed HACE theorem and conducted in-depth studies on data mining (DM) of Big Data. Vitolo et al. (2015) expounded the data processing, simulation and forecast for large heterogeneous datasets. Recently, the Big Data analysis has provided a new way of handling problems – there hides a certain relationship among data, and the mining of this relationship is very meaningful for a comprehensive understanding of things.
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Landslide is a kind of common geological disasters, and many factors are involved in its preparation, development and occurrence, which certainly have an implicit relationship. The searching of the hidden relationship is helpful for landslide forecasting. As early as in 1960s, Saito (1969) proposed the Saito model for landslide forecasting to determine the landslide failure time; Lan et al. (2002) built the multiple regression model of slope stability analysis based on Geographical Information System (GIS); in combination with some factors such as rainfall, groundwater level, etc., Baum et al. (2005) made evaluations on regional landslide disasters through GIS; Guzzetti et al. (2006) assessed the landslide susceptibility models according to the discriminant analysis of various topography factors; Herrera et al. (2009) constructed the landslide forecasting model by combining traditional displacement measurement (total station, inclinometers and differential Global Positioning System (GPS)) and ground-based synthetic aperture radar (SAR) data; based on discriminant analysis and regression analysis of various topographic factors, Rossi et al. (2010) investigated the susceptibility zonation of regional landslides; Doglioni et al. (2012) adopted the multiple regression analysis method to forecast the landslide; using some monitoring instruments such as thermometer, rain gauge and ground-based interferometric radar, Intrieri et al. (2012) constructed a landslide early-warning system; on the basis of artificial immune system and evolutionary algorithms and combined with limit equilibrium analysis, Gao (2014) proposed a forecasting method of landslide disasters; Lombardo et al. (2015) compared the binary logistic regression with stochastic gradient tree boost on landslide susceptibility research; Segoni et al. (2015) performed the early-warning research on the landslide by integrating rainfall thresholds and susceptibility maps; Lian et al. (2015) made the prediction of the displacement in a landslide through neural network; Melillo et al. (2016) conducted an exploration of the effects of rainfall on the sliding of a landslide in detail.

With the combination of the current Big Data analysis method, this paper takes a specific single landslide in the Three Gorges Reservoir Region of central China as an example. By integrating the quantitative analysis of mathematical statistics and the trend simulation of the neural network, we study on multi-sensor monitoring data fusion, and attempt to find the hidden relationship of time and space among various monitoring data.

2. Monitoring data and data pre-processing

The monitoring data of riverside 1# slump-mass of Huangtupo landslide (in the Three Gorges Reservoir Region, China) are used in this study. Figure 1 shows the layout of the monitoring points, in which the upper part denotes the Three Gorges Reservoir, LJ1# denotes riverside 1# slump-mass of Huangtupo Landslide, GPS1 and GPS2 are two surface GPS monitoring points, CX denotes the drilling inclinometer and underground water level monitoring point, HSL denotes water content monitoring point which was installed in the sliding body, LXJ denotes crack width monitoring point which was installed in the crack position of the test hole, and WDJ denotes temperature measuring point which was installed in the sliding body.
The used 11 types of data were collected from June 6, 2014 to September 30, 2014, including the following:

1. the Three Gorges Reservoir water level (reservoir water level);
2. rainfall;
3. rainfall in the past 48 h;
4. crack width;
5. temperature;
6. groundwater level;
7. water content;
8. GPS1 displacement;
9. GPS2 displacement;
10. the distance between GPS1 and GPS2 monitoring point;
11. inclinometer data (Table 1).

The basic requirements of data pre-processing are described as below. These 11 types of data except the monitoring time should be distributed uniformly on the time scale, and a unified coordinate system was built on the space scale so that a set of data was included in every unit of time in this coordinate system. In the present study, one value was selected for each type of data each day, as shown in Table 1. To be specific, if more than one value was collected actually in a day, we should use the average of the measured value; if only a value was collected actually in several days, we should make the following calculation: the used value in the present study = \( \frac{\text{the previous value} + (\text{the latter value} - \text{the previous value})}{\text{(the number of days)}} \).
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**Table 1.** The data used (part of the data).

| Date     | Reservoir water level (m) | Rainfall (mm) | Rainfall in the past 48 h (mm) | Crack width (cm) | Temperature (°C) |
|----------|---------------------------|---------------|-------------------------------|------------------|-----------------|
| 2014.6.6 | 153.9                     | 6             | 6                            | 4.10             | 19.1            |
| 2014.6.7 | 153.6                     | 0             | 6                            | 4.11             | 19.1            |
| 2014.6.8 | 153.4                     | 0             | 0                            | 4.11             | 19.1            |
| 2014.6.9 | 153.1                     | 0             | 0                            | 4.12             | 19.1            |
| 2014.6.10 | 152.9                    | 0             | 0                            | 4.13             | 19.2            |

(1) the Three Gorges Reservoir water level (reservoir water level); (2) rainfall; (3) rainfall in the past 48 h; (4) crack width; (5) temperature; (6) groundwater level; (7) water content; (8) GPS1 displacement; (9) GPS2 displacement; (10) the distance between GPS1 and GPS2 monitoring point; (11) inclinometer data (Table 1).
Besides, for the inclinometer data and the GPS data, the components along the main sliding direction were used to substitute for the measured data.

3. Methods

As stated above, the present study was conducted based on the Big Data analysis method. In other words, the collected 11 types of monitoring data were used as the main basis for analysis. The inclinometer data in the landslide were adopted as the sign for the overall displacement of the landslide (since the inclinometer data were less affected than GPS data), and the hidden relationships between the inclinometer data and the other data were then determined by means of variance calculation, correlation analysis, cluster analysis, regression analysis and back propagation (BP) neural network as shown in Figure 2.

The specific implementation procedure is described as follows:

1. Collect the 11 types of data of 1# slump-mass, and select one value for each type of data each day for further calculations and simulations;
2. Eliminate the singular data point in each type of data (i.e. the data point with great deviations) based on the variation calculation results;
3. Conduct correlation analysis on the data and determine the correlation coefficients among these 11 types of data;
4. Based on correlation coefficients, conduct cluster analysis and classify the factors according to the effects on the landslide displacement; the main aim of correlation analysis and cluster analysis is to determine the variables that would be involved in further analyses.
5. Conduct regression analysis on the selected variables (if there are many variables exhibiting great effects, the set of the variables with the greatest effects is selected for analysis; if there are few variables exhibiting great effects, the variables with large or moderate effects are selected), and obtain the regression coefficient and the fitting effect of the regression analysis;
6. Conduct BP neural network simulation on the variables that are involved in regression analysis, in which two-thirds of the data are adopted as training data,
and one-third of the data is adopted as verification (it should be noted that the actual ratio can be adjusted in accordance with the data volume), and acquire the optimal iteration model and the evaluation data for the expected fitting degree;

7. Adjust the number of the variables involved in analysis (e.g. the variables with great effects are selected first, and then the variables with great and moderate effects are selected, and then all of the variables are selected), return to (5) and (6); repeat this process for several times until the regression coefficient with the highest fitting degree (i.e. the minimum error with the BP neural network simulation result) is found;

8. Obtain the multi-sensor fusion analysis results.

Among various monitoring data of landslide, there inevitably exists certain objective relationship, but this relationship is not clear at present. Compared with other related research, this method has several features:

1. To classify and filter all kinds of data through correlation analysis and cluster analysis, provided classification data for regression analysis and neural network analysis. The selection of sample data is very important for BP neural network analysis;
2. Through circular process of different data assembly, and mutual authentication between regression analysis and BP neural network analysis (the above steps 5–7), we get the optimized results;
3. This method combined mathematical statistics-based quantitative analysis and BP neural network-based trend analysis, and fused a variety of monitoring data, thereby overcoming the one-sidedness using a single method or a few data.

4. Results and discussion

Using the method described above, the 11 types of data are analysed and the following conclusions can be drawn.

1) Through correlation analysis on the 11 types of data, it can be found that the inclinometer data are significantly correlated with two GPS displacements, the distance between two GPS monitoring points, reservoir water level, water content, crack width, groundwater level and temperature at the level of 0.01.

2) Based on the correlation coefficients among various data, cluster analysis is conducted on the other variables through inclinometer data and GPS data, and the factors (or variables) that affect the landslide’s sliding can be classified as four types – the factors with the greatest effect (I-type), reservoir water level, groundwater level, water content and crack width; the factor with the relatively large effect (II-type), temperature; the factor with the moderate effect (III-type), the distances between two GPS monitoring points; the factors with the smallest effect (IV-type), rainfall and rainfall in the past 48 h (Table 2; Figure 3).

Since the inclinometer data and GPS data are direct factors that can reflect whether a landslide slides or not, the cluster analysis was performed based on the inclination data and GPS data. Also, the measured inclination data are stable and the
slippage of the inclination data along the main sliding direction is used for the final landslide forecasting. Therefore, two GPS displacements are regarded as the factors that impose relatively large effect on the landslide’s sliding.

According to the correlation analysis and cluster analysis results, rainfall and rainfall in the past 48 h impose little effect on the landslide’s sliding during the period from June 6, 2014 to September 30, 2014, even the influence extent is smaller than that of the distance between two GPS measuring points. The distance between the two GPS points is meaningless to a certain extent, so these two factors would be ignored in further analyses.

(3) Conduct regression analysis on inclinometer data, GPS1 displacement, GPS2 displacement, the distance between GPS1 and GPS2 monitoring points, the Three Gorges Reservoir water level, crack width, temperature, groundwater level and water content. The results are shown in Tables 3–5.

From Tables 3 and 4, we can see that independent variables (GPS1 displacement, GPS2 displacement, the distance between GPS1 and GPS2 monitoring point, the Three Gorges Reservoir water level, crack width, temperature, groundwater level and water content) can accurately predict dependent variable (the inclination data), with the coefficient of determination of 0.997, that is, the predictive fitting results are favourable. Table 5 lists the regression coefficients.
By comparing the inclination data calculated by the regression coefficient with the measured data, the maximum error of regression analysis is 1.9%.

(4) Conduct BP neural network simulation on inclinometer data, GPS1 displacement, GPS2 displacement, the distance between GPS1 and GPS2 monitoring point, the Three Gorges Reservoir water level, crack width, temperature, groundwater level and water content. A set of data is selected from every five sets of data as the verification data, and other data are selected as the training data.

The simulation results demonstrate that when 16 neurons are used in the hidden layer, the simulation could obtain the optimal results. The optimal model exhibits favourable fitting performances, with the maximum error of 0.51% (Table 6; Figure 4).

The BP neural network simulation results can further verify the regression analysis results. Since both two fitting results are desirable (with the maximum error below 2%), the hidden relationship among various monitoring data of LJ1# landslide can be written as follows:

The inclination displacement \(=0.492 \times \text{crack width} + 0.278 \times \text{water content} + 0.248 \times \text{the Three Gorges Reservoir water level} + 0.102 \times \text{groundwater level} - 0.072 \times \text{GPS1 displacement} + 0.070 \times \text{the distance between two GPS monitoring points} - 0.026 \times \text{temperature} + 0.003 \times \text{GPS2 displacement}\)

where the inclination displacement denotes the component of inclination along the main sliding direction, and the GPS displacement denotes the component of GPS displacement along the main sliding direction.

Based on the whole fusion analysis process and its results, in time periods with low rainfall, crack width has the greatest impact on the inclination displacement of 1# slump-mass of Huangtupo landslide, which needs to be monitored specially. Among all the monitoring data, landslide water content, reservoir water level and groundwater level have positive correlation with inclination displacement, and this correlation is consistent with the general knowledge of landslide stability. And landslide water content has the greatest impact among the three. GPS surface displacements have very small impact on the inclination displacement due to external interference factors, such as farming, construction and other human activities. In addition, from the data analysis, the impact of temperature on the displacement is also very small.

| Table 3. F test. Sum of squares | DOF  | MS     | Significance |
|-------------------------------|------|--------|--------------|
| Regression                    | 178.849 | 8 | 22.356 | 0.000* |
| Residual                      | 0.498 | 108 | 0.005 |
| Total                         | 179.347 | 116 |

| Table 4. Summary sheet. | Table Layout. |
|------------------------|----------------|
| \(R\) | \(R^2\) | Adjusted \(R^2\) | Error of estimation |
| 0.999 | 0.997 | 0.997 | 0.0679 |

*Forecasting variable (inclination): (constant), GPS1 displacement, GPS2 displacement, the distance between two GPS monitoring points, temperature, crack width, water content, groundwater level, reservoir water level.
The fusion analysis results are in good agreement with the measured data, with a maximum error within 2%, and the results are close to the results of neural network simulation as well. This indicates that the multi-sensor data fusion method combining multiple methods is reliable to some extent. The fusion results show that when rainfall is not the major factor, main factors affecting landslide movement are crack development, landslide water content and reservoir water level, and crack development is most relevant to the movement.

This paper adopted the Big Data analysis and explored the hidden relationship among various data mainly based on data analysis. The error of fusion analysis results is within 2%, that is, the fusion analysis is favourable. Some further discussions are described as follows.

5. The problem of rainfall

In common sense, rainfall is one of the major factors affecting landslide. However, in this paper, rainfall has little impact which can even be neglected. The reasons are as follows:

1. In the research period, the rainfall in the area is relatively small. There are only three times of heavy rain greater than 35 mm that lasted for 1 day. About two-thirds of the time, there is no rain, and only small rain ranging 3–10 mm occurred in other periods.
2. The landslide studied in this paper is creep landslide and under development, so this kind of rainfall frequency and intensity has little impact on landslide movement.

3. The rainfall factor is integrated into the landslide water content factor to some extent.

6. Multi-sensor data fusion problem

The data collected by monitoring sensors are continuous on time but not continuous on space. The data obtained by each sensor only reflect the local feature of a single measure point at a particular aspect, so the monitoring data from multi-sensor are not consistent, and even can be contradictory. Multi-sensor data fusion can remove its one-sidedness and inconsistency to some extent.

This paper describes a method of combining mathematical statistics and BP neural network to solve data fusion of multi-sensor. The quantitative influence coefficient of multiple monitoring data on the measured oblique displacement is obtained, which achieves the objective of multi-sensor data fusion.

At the same time, the selection of sample data types can greatly affect the result of neural network simulation. Through the method shown in Figure 2, the quantitative mathematical statistics can be effectively combined with the tendency simulation of BP neural network to achieve a better result.

7. Verification using new data and dynamic updating

The result of data fusion discussed in this paper can be updated dynamically with updating data. If there is updated data, then cycle analysis can be performed again based on previous analysis to update the result.

8. Advantages and disadvantages of Big Data analysis

As a recognized resource, data and information have been showing explosive growth over the years. Based on the partial sample data, and the study of many models, the certainty of traditional research results is affected in the face of data with low value density and rapid growth. Big Data studies are based on large amounts of data rather than partial sample data, based on actual data rather than some certain model, based on large volume of data with low value density rather than a set of selected data with high value density. It can quickly extract valuable information from a large number of data with low value density and evaluate some of the trends or probabilities that may arise. Big Data analysis is characterized by the fact that the data set ‘is not a random sample, but the whole data’, the allowable data quality ‘is not accuracy, but the hybrid’, the revealed meaning of the data ‘is not causality, but correlation’ (Viktor and Kenneth 2013). This characteristics can significantly help solve the problem of random sampling and small sample space, the lack of reliable mechanism of action, causality and dynamic model, the limitation of making determination and prediction only based on a small amount of observation data and some of the inherent models.
This method depends heavily on data. For better results, more data should be collected and are needed to be dynamically updated.

9. Conclusion

Landslide is a kind of geological disaster that has frequently occurred around the world. In recent 5 years, over 10,000 landslides occurred in China each year, causing serious life and property loss.

This paper proposes a multi-sensor monitoring data fusion method based on Big Data: using the various monitoring data as the main bases, and integrating multiple methods to determine the hidden relationship in various monitoring data. Moreover, this method combines mathematical statistics-based quantitative analysis and BP neural network-based trend analysis, that is, determine the data types involved in fusion analysis based on mathematical statistics results, so as to adjust the data types involved in fusion analysis and minimize the errors. The integration of multiple methods can overcome the one-sidedness using a single method to a certain extent and then provide reliable results.

The fusion analysis results of Huangtupo landslide in the Three Gorges Reservoir show that in areas or time periods with relatively low rainfall, three main factors affecting landslide movements are crack development, landslide water content and reservoir water level, which need to be monitored specially. Crack width is most relevant to the landslide movement.
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