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Abstract

Consider a family of modular forms of weight 2, all of whose residual (mod \( p \)) Galois representations are isomorphic. It is well known that their corresponding Iwasawa \( \lambda \)-invariants may vary. In this paper, we study this variation from a quantitative perspective, providing lower bounds on the frequency with which these \( \lambda \)-invariants grow or remain stable.
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1 Introduction

Fix an odd prime \( p \) and an algebraic closure \( \overline{\mathbb{Q}} \) of \( \mathbb{Q} \). Suppose

\[
\overline{\rho} : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\mathbb{F}_p)
\]

is an absolutely irreducible, modular Galois representation of weight 2 and conductor \( N \), where \( p \nmid N \). Then by definition, there is some modular newform \( g \), also of weight 2 and level \( N \), giving rise to \( \overline{\rho} \) in the sense of Sect. 2.1. That is, Deligne’s associated Galois representation \( \rho_g \) has a reduction mod \( p \) which is isomorphic to \( \overline{\rho} \). In fact, \( N \) is the optimal level of \( \overline{\rho} \), meaning that its level is minimal among all of the many other modular forms which also give rise to \( \overline{\rho} \). Denote by \( \mathcal{H}(g) \) the set of all weight 2 newforms \( f \) of level prime to \( p \) such that \( \overline{\rho_f} \simeq \overline{\rho} \). To emphasize that \( g \) is a modular form of optimal level in this family, we write \( \mathcal{H}(g) \) rather than \( \mathcal{H}(\overline{\rho}) \). For every \( f \in \mathcal{H}(g) \), the level of \( f \) is well-understood; see the description in Sect. 2.2.

An important observation, originally pointed out by R. Greenberg and V. Vatsal for elliptic curves with good ordinary reduction at \( p \) in [13] and later generalized by M. Emerton, R. Pollack, and T. Weston in [8] to Hida families of \( p \)-ordinary modular forms, is that if \( \mu(g) = 0 \), then \( \mu(f) = 0 \) for every \( f \in \mathcal{H}(g) \). However, it is not necessarily the case that \( \lambda(g) = \lambda(f) \). Rather, \( \lambda(f) \) can be calculated from the knowledge of \( \lambda(g) \) and some local information about \( \rho_g \) and \( \rho_f \) (see Sect. 5).

The results of [13] have been extended to the case when \( p \) is a prime of supersingular reduction and \( a_p = 0 \) in [18,19]. Here, we write \( a_p \) to denote the \( p \)-th Fourier coefficient of the modular form (associated with the elliptic curve). In [15], the results of [8] have been extended to the non-ordinary setting, i.e., when \( p \mid a_p \). In view of these more recent
results, we will not assume that \( g \) is ordinary at \( p \). In the non-ordinary setting, we have to consider \emph{pairs} of Iwasawa invariants, but we will suppress this in the notation; see Sect. 2.4.

**Remark 1.1** The variation of \( \lambda \)-invariants in \( \mathcal{H}(g) \) is not an abstract possibility; rather, there are examples in the literature of families \( \mathcal{H}(g) \) with unbounded \( \lambda \)-invariants. This was first studied by Greenberg for elliptic curves with good ordinary reduction at \( p \) in [11, Corollary 5.6]. For some recent examples of papers studying this phenomenon, see for example [18,25,27].

The goal of this paper is to quantitatively study the variation of \( \lambda \)-invariants in \( \mathcal{H}(g) \). Starting with a modular form \( g \) of weight 2 and optimal level \( N \), we consider the set of positive integers
\[
\mathcal{M} := \{ \text{level}(f) \mid f \in \mathcal{H}(g) \}.
\]
This is an infinite set and has been studied extensively by H. Carayol in [3] and by F. Diamond–R. Taylor in [6]. Our results have a different flavor: we are interested in quantifying how often subsets of \( \mathcal{M} \) satisfy additional arithmetic properties. In particular, we prove the following results:

- There exists a positive density of \( M \in \mathcal{M} \) such that there is an \( f \) in \( \mathcal{H}(g) \) with \( \text{level}(f) = M \) and \( \lambda(f) = \lambda(g) \) (see Theorem 5.9).
- There exists a positive density of \( M \in \mathcal{M} \) such that there is an \( f \) in \( \mathcal{H}(g) \) with \( \text{level}(f) = M \) and \( \lambda(f) > \lambda(g) \) (see Theorem 5.12).

Moreover, our results are explicit, in the sense that we can compute a formula, depending only on \( p \), for the lower bounds for these densities.

**Future directions**

In this paper, we make the following assumptions to facilitate the methods employed in Sect. 3:

- \( \rho \) takes values in \( \text{GL}_2(F_p) \) rather than in \( \text{GL}_2(F_{p^m}) \) for some \( m \geq 1 \);
- \( \rho \) is of weight 2; and
- \( \det(\rho) \) is exactly the \( p \)-cyclotomic character.

The growth of local factors which contribute to \( \lambda \)-invariants in more general Hida families of modular forms is briefly studied in [8, Section 5.2]. It would be interesting to remove the assumptions listed above and extend our results to a more general setting.

As discussed in Remark 5.5, it is a difficult open problem to determine, for each \( M \in \mathcal{M} \), \emph{how many} newforms of level \( M \) belong to \( \mathcal{H}(g) \). Progress toward this problem, which is interesting and important on its own, would also sharpen the results of the present paper.

We provide lower bounds for the densities under consideration, and it would be very interesting to determine upper bounds as well.

**Organization**

Including this introduction, the article has five sections. Section 2 is preliminary in nature, where we introduce the basic notation and definitions pertaining to Galois representations and Iwasawa theory. In Sect. 3 we study the distribution of Fourier coefficients of modular
forms using linear algebra. In Sect. 4, we use the results and techniques introduced in the previous section to quantify a result of Carayol which is central to our paper. Finally, in Sect. 5 we prove our main results via a careful study of the variation-of-$\lambda$-invariant formulas proven in [8] and [15]. We illustrate our main results with concrete examples.

2 Preliminaries

2.1 Galois representations

In this section, we recall some standard facts which will be required for our discussion; for details we refer the reader to [5]. Fix a prime $p \geq 3$. Let $f = \sum_{n \geq 0} a_n(f) q^n \in S_2(\Gamma_0(M), \omega)$ be a modular form of weight 2 and level $M$, where $p \nmid M$. Denote by $K$ the number field generated by its Fourier coefficients $\{a_n(f)\}$. Let $p \mid p$ be a prime of $K$ above $p$, and denote by $k_p$ its residue field. We will assume that $k_p$ is isomorphic to $\mathbb{F}_p$.

By the work of P. Deligne [4], associated with the modular form $f$ is a Galois representation

$$\rho_f : G_\mathbb{Q} \rightarrow \text{GL}_2(k_p).$$

This representation is unramified outside of $Mp$, and for each prime $\ell \nmid Mp$ we have

- $\text{tr} \rho_f(\text{Frob}_\ell) = a_\ell(f)$
- $\det \rho_E(\text{Frob}_\ell) = \ell \omega(\ell)$.

More generally, $\det \rho_f = \chi_p \omega$, where $\chi_p$ is the $p$-cyclotomic character and $\omega$ is the nebentypus character of $f$.

One may choose an integral model for $\rho_f$, and then taking composition with the reduction mod $p$ map yields a residual representation

$$\overline{\rho}_f : G_\mathbb{Q} \rightarrow \text{GL}_2(k_p).$$

The semi-simple reduction of $\overline{\rho}_f$ is well-defined up to conjugation, i.e., independent of the choice of integral model. Throughout this paper, we will assume our representations are irreducible.

More precisely, we assume that there is a surjective Galois representation

$$\overline{\rho} : G_\mathbb{Q} \rightarrow \text{GL}_2(\mathbb{F}_p)$$

realized by a modular form $g \in S_2(\Gamma(0(N)))$ of optimal level. We require that this optimal-level newform $g$ satisfies the following two hypotheses:

(i) (Hyp large-image) : $\overline{\rho}_g$ is surjective. 

(ii) (Hyp det) : $\det \overline{\rho}_g = \chi_p$.

The large image hypothesis is satisfied for all but finitely many $p$ (cf [23, Theorem 2.2.2]). If $f \in \mathcal{H}(g)$, then $f$ also satisfies (Hyp optimal).

2.2 The theorems of Carayol and Diamond–Taylor

Let $g$ and $f$ be newforms of weight 2 and levels $N$ and $M$, respectively. Suppose that $\overline{\rho}_g$ is irreducible and that $\overline{\rho}_g \simeq \overline{\rho}_f$. The following theorem by Carayol (see [3]) imposes necessary conditions on the level $M$. By a theorem of Diamond and Taylor, these conditions are also sufficient, see [6, Theorem A]. We note that the latter result was refined in [7] to include the case $p = 3$. 
Carayol’s Theorem. Suppose $g$ and $f$ are as described above, and $\overline{\rho}_g$ is irreducible. If $\overline{\rho}_g \simeq \overline{\rho}_f$, then

$$M = N \prod_\ell \ell^{\alpha(\ell)},$$

and for each $\ell$ with $\alpha(\ell) > 0$, one of the following holds:

1. $\ell \nmid N$, $\ell (\text{tr} \overline{\rho}_g (\text{Frob}_\ell))^2 = (1 + \ell)^2 \det \overline{\rho}_g (\text{Frob}_\ell)$ in $\mathbb{F}_p$, and $\alpha(\ell) = 1$;
2. $\ell \equiv -1 \pmod{p}$ and one of the following holds:
   a. $\ell \nmid N$, $\text{tr} \overline{\rho}_g (\text{Frob}_\ell) \equiv 0$ in $\mathbb{F}_p$, and $\alpha(\ell) = 2$;
   b. $\ell \mid N$, $\det \overline{\rho}_g$ is unramified at $\ell$, and $\alpha(\ell) = 1$;
3. $\ell \equiv 1 \pmod{p}$ and one of the following holds:
   a. $\ell \nmid N$ and $\alpha(\ell) = 2$;
   b. $\ell \mid N$ and $\alpha(\ell) = 1$ or $\ell \nmid N$ and $\alpha(\ell) = 1$

We make a careful study of the conditions listed above in Sect. 4.

2.3 Iwasawa theory
Fix a prime $p > 3$ and an embedding $i_p : \mathbb{Q} \hookrightarrow \mathbb{Q}_p$. Let $\mathbb{Q}_{\text{cyc}}/\mathbb{Q}$ denote the cyclotomic $\mathbb{Z}_p$-extension of $\mathbb{Q}$ and $\mathbb{Q}_{(\omega)}$ denote the unique subextension of degree $p^n$ over $\mathbb{Q}$ in $\mathbb{Q}_{\text{cyc}}$.

2.3.1 $p$-adic Selmer groups
Let $f = \sum_{n \geq 0} a_n(f) q^n$ be a modular cusp form of weight 2, nebentypus $\omega$, and level $N$ such that $p \nmid N$. For the moment, we assume that $f$ is $p$-ordinary. Denote by $K$ the number field generated by the Fourier coefficients $\{a_n(f)\}$. Let $p \mid p$ be a prime in $K$ and write $\mathcal{O}_p$ for the ring of integers of $K_p$ with uniformizer $\pi$.

Let $V$ be a 2-dimensional vector space over $K_p$ with $G_K$-action via $\rho_f$. Fix a $G_K$-stable $\mathcal{O}_p$-lattice $T$ in $V$ and set $A = V/T$. Since $p$ is an ordinary prime, there is a $G_{\mathbb{Q}_p}$-stable line $V_p \subseteq V$ such that the action of $G_{\mathbb{Q}_p}$ on $V_p$ is given by the product of $\chi_p \omega$ and an unramified character, and the action of $G_{\mathbb{Q}_p}$ on $V/V_p$ is unramified. Next, we can define

$$A_p = \text{Im} \left( V_p \rightarrow A \right)$$

such that the $G_{\mathbb{Q}_p}$-action on $A/A_p$ is unramified. Let $\nu$ (resp. $\eta$) denote the unique prime above $p$ (resp. a prime not above $p$) in $\mathbb{Q}_{\text{cyc}}$ and write $I_\nu$ (resp. $I_\eta$) to denote the inertia subgroup of $G_{\mathbb{Q}_{\text{cyc}}}$ (resp. $G_{\mathbb{Q}_{\text{cyc}^{\eta}}}$). Define

$$H^1_{\text{ord}}(\mathbb{Q}_{\text{cyc}}, A) = \ker \left( H^1(\mathbb{Q}_{\text{cyc}}, A) \rightarrow H^1(I_\nu A/A_p) \right)$$

and

$$H^1_{\text{ur}}(\mathbb{Q}_{\text{cyc}}, A) = \ker \left( H^1(\mathbb{Q}_{\text{cyc}}, A) \rightarrow H^1(I_\eta A) \right).$$

The Selmer group for $f$ over $\mathbb{Q}_{\text{cyc}}$ is defined as the kernel of a global-to-local restriction map, i.e.,

$$\text{Sel}(\mathbb{Q}_{\text{cyc}}, A) = \ker \left( H^1(\mathbb{Q}_{\text{cyc}}, A) \rightarrow \prod_{\nu \mid p} H^1(\mathbb{Q}_{\text{cyc}}, A) \times \prod_{\nu \mid p} H^1(\mathbb{Q}_{\text{cyc}}, A) \right).$$
2.3.2 Iwasawa invariants

Let \( \Gamma := \text{Gal}(\mathbb{Q}_{\text{cyc}}/\mathbb{Q}) \) be topologically isomorphic to \( \mathbb{Z}_p \) and write \( \mathcal{O} \) for the ring of integers in a finite extension \( \mathcal{F}/\mathbb{Q}_p \). Write \( \Lambda = \mathcal{O}[[\Gamma]] \) for the completed group ring of \( \Gamma \) with coefficients in \( \mathcal{O} \). The Pontryagin dual of a compact or discrete \( \Lambda \)-module \( M \) is defined as

\[
M^\vee = \text{Hom}_{\text{cont}}(M, \mathcal{F}/\mathcal{O}).
\]

We now recall the structure theorem for finitely generated \( \Lambda \)-modules. If \( M \) is a finitely generated \( \Lambda \)-module, then there is a pseudo-isomorphism (i.e., a \( \Lambda \)-module homomorphism with finite kernel and cokernel)

\[
M \longrightarrow \Lambda^r \oplus \bigoplus_{i=1}^{t} \Lambda/\pi^{m_i} \oplus \bigoplus_{j=1}^{s} \Lambda/p_j^{n_j},
\]

where \( r, s, t \geq 0 \) (with the convention that if one of these is zero, the summand does not appear), \( m_i \) and \( n_j \) are positive integers, and \( p_j \) are (not necessarily distinct) height one prime ideals of \( \Lambda \). The integer \( r \) is called the \( \Lambda \)-rank of \( M \). We define the Iwasawa invariants as follows:

\[
\mu(M) = \sum_{i=1}^{t} m_i \quad \text{and} \quad \lambda(M) = \sum_{j=1}^{s} \text{rank}_{\mathcal{O}} \left( \Lambda/p_j^{n_j} \right).
\]

For the discrete module \( M^\vee \), set \( \text{cokernel}_{\Lambda}(M^\vee) = \text{rank}_{\Lambda}(M), \mu(M^\vee) = \mu(M) \) and \( \lambda(M^\vee) = \lambda(M) \). We say that \( M \) (resp. \( M^\vee \)) is \( \Lambda \)-torsion (resp. \( \Lambda \)-cotor-sion) if \( r = 0 \).

2.3.3 Iwasawa theory of Selmer groups

The absolute Galois group \( G_{\mathbb{Q}} \) acts via conjugation on the \( \mathcal{O} \)-submodule \( H^1(\mathbb{Q}_{\text{cyc}}, A) \) with \( G_{\mathbb{Q}_{\text{cyc}}} \) acting trivially. This action allows us to view the global cohomology group as a discrete \( \Lambda \)-module. The Selmer group \( \text{Sel}(\mathbb{Q}_{\text{cyc}}, A) \) defined in Sect. 2.3.1 is a \( G_{\mathbb{Q}} \)-stable \( \mathcal{O} \)-submodule of \( H^1(\mathbb{Q}_{\text{cyc}}, A) \) and is a discrete \( \Lambda \)-module, as well.

Let \( S \) be a finite set of primes containing the archimedean primes, the prime \( p \), and the primes where \( A \) is ramified. Denote by \( \mathbb{Q}_S \) the maximal \( S \)-ramified extension of \( \mathbb{Q} \). Then, there is another way to define the Selmer group, which is as follows:

\[
\text{Sel}(\mathbb{Q}_{\text{cyc}}, A) = \ker \left( H^1(\mathbb{Q}_S/\mathbb{Q}_{\text{cyc}}, A) \longrightarrow \prod_{\eta \mid q} H^1(\mathbb{Q}_{\text{cyc}, \eta}, A) \times \prod_{\nu \mid p} H^1(\mathbb{Q}_{\text{cyc}, \nu}, A) \right)
\]

[10, Proposition 3] asserts that \( \text{Sel}(\mathbb{Q}_{\text{cyc}}, A) \) is a cofinitely generated \( \Lambda \)-module. Hence, its Iwasawa \( \mu \) and \( \lambda \) invariants are well-defined. For ease of notation, we will henceforth write \( \mu(f) \) and \( \lambda(f) \) for the Iwasawa invariants of \( \text{Sel}(\mathbb{Q}_{\text{cyc}}, A) \).

2.4 Non-ordinary case

Now let us suppose that our modular form \( f \) is non-ordinary at \( p \), so that \( p \mid a_p(f) \). In this setting, it is appropriate to define a pair of (signed) Selmer groups \( \text{Sel}^\pm(\mathbb{Q}_{\text{cyc}}, A) \). In the case when \( f \) corresponds to an elliptic curve \( E/Q \) and \( p \) is a prime of supersingular reduction, it follows from the Hasse–Weil bound that \( a_p(f) = 0 \) whenever \( p > 3 \). These signed Selmer groups were first defined by S. Kobayashi in [20]. When \( a_p(f) \neq 0 \), the corresponding Selmer groups were studied by F. Sprung in [29].
To review the construction for more general modular forms, we refer the reader to [15, § 2]. In all of these cases, the construction is similar to that described in the previous subsections, but with modified local conditions at the primes above \( p \).

Just as before, one can attach Iwasawa invariants \( \mu(\ell) \) and \( \lambda(\ell) \) via the structure theorem for the cofinitely generated \( \Lambda \)-modules \( \text{Sel}^{\pm}(\mathbb{Q}_\text{cyc}, A) \).

**Remark 2.1** Apart from whether we must consider an ordinary Iwasawa invariant (i.e., \( \lambda(f) \)) or one of two signed invariants (i.e., \( \lambda^+(f) \) or \( \lambda^-(f) \)), the arguments in the rest of the paper have no dependence on whether \( f \) is \( p \)-ordinary or whether \( f \) is non-ordinary. Hence, for notational clarity, in the latter case we suppress the \( \pm \) notation entirely.

### 2.5 Cotorsion hypothesis

For the entirety of this article, and without further mention, we make the following assumption which is crucially required to apply the results of [8] (when \( f \) is \( p \)-ordinary) and [15] (when \( f \) is non-ordinary):

\[ \text{Sel}(\mathbb{Q}_\text{cyc}, A) \text{ is cotorsion over } \Lambda. \]  

(\text{Hyp cot})

When \( f \) has good ordinary reduction at \( p \), this hypothesis follows from the work of K. Kato [17]. In the non-ordinary case, this is known in many cases, e.g., [20, Theorem 7.3] for elliptic curves with \( a_p(E) = 0 \), [29, Theorem 1.2] for elliptic curves with \( a_p(E) \neq 0 \), and [22, Theorem 6.4] for modular forms when \( a_p(f) = 0 \). Note that we have already begun to suppress the \( \pm \) notation when necessary.

**Remark 2.2** It would be possible to remove assumption (\text{Hyp cot}) using [16, Corollary 3.4] if one could obtain a more explicit description of the terms called \( c(A) \) and \( c(B) \) in loc. cit.

### 3 Distribution of Fourier coefficients

In this section, we want to understand the distribution of Fourier coefficients of non-CM modular forms. Let \( f \in S_2(\Gamma_0(N)) \) and let \( p \nmid N \) be a fixed prime such that \( \overline{\rho}_f \) is surjective. (We want to clarify that the \( N \) here is not the optimal one but rather a general notation for the discussion in this section.) Denote the \( \ell \)-th Fourier coefficient of \( f \) by \( a_\ell(f) \) and let \( a \) be any fixed integer. Then, the primary goal of this section will be to understand the following limits.

\[
\lim_{x \to \infty} \frac{\#\{\ell \text{ is a prime } < x : a_\ell(f) \equiv a \pmod{p}\}}{\pi(x)} \tag{3.1}
\]

\[
\lim_{x \to \infty} \frac{\#\{\ell \text{ is a prime } < x : a_\ell(f) \equiv \pm(\ell + 1) \pmod{p}\}}{\pi(x)} \tag{3.2}
\]

Here, we use the standard notation \( \pi(x) \) to denote the number of primes up to \( x \).

First, we define subsets of invertible matrices with \( \mathbb{F}_p \) coefficients.

**Definition 3.1** Let \( m, n \) be two integers considered \( \pmod{p} \). Define

\[
C_{m,n} = \{ \gamma \in \text{GL}_2(\mathbb{F}_p) : \det(\gamma) = m \text{ and } \text{tr}(\gamma) = n \}.
\]

The following notion of density will be important for our purposes.
Definition 3.2 A set \( S \) of prime numbers is called a Chebotarev set if there is a Galois extension \( K/Q \) and a conjugacy-stable set \( C \subseteq \text{Gal}(K/Q) \) such that \( S \) agrees with the set \( \{ p : \text{Frob}_p \in C \} \) up to a finite set. Finite unions, finite intersections, and complements of Chebotarev sets are again Chebotarev.

The Chebotarev density theorem states that if \( S \) arises from \( K \) and \( C \) as above, then the limit
\[
\lim_{x \to \infty} \frac{\#S \cap [1, x]}{\pi(x)}
\]
equals \#\( C/\left[ K : Q \right] \). The quantity \( d(S) \) is called the density of \( S \).

We remind the reader that the residual Galois representation
\[
\rho_f : \text{Gal}(\mathbb{Q}(\mathfrak{p}))/\mathbb{Q}) \to GL_2(\mathbb{F}_p)
\]
satisfies the following two properties for \( \ell \nmid N \):

- \( \det (\rho_f(\text{Frob}_\ell)) \equiv \ell \pmod{p} \) and
- \( \text{tr} (\rho_f(\text{Frob}_\ell)) \equiv a_\ell(f) \pmod{p} \).

Upon restricting the domain to the finite Galois extension \( \mathbb{Q}(\mathfrak{p})/\mathbb{Q} \) cut out by \( \mathfrak{p} \), our surjectivity hypothesis implies \( \rho_f \) is an isomorphism.

Recollections from linear algebra
Recall that matrices in the same conjugacy class have the same characteristic polynomial, i.e., they have the same determinant and the same trace. The group \( GL_2(\mathbb{F}_p) \) can be divided into the following conjugacy classes:

- Let \( D_{a,b} \) be the set of diagonalizable matrices with eigenvalues \( a, b \in \mathbb{F}_p^\times \) with \( a \neq b \). There are \( (p - 1)(p - 2)/2 \) choices for \( D_{a,b} \) and for each choice, \( \#D_{a,b} = p(p + 1) \).
- Let \( N_a \) be the set of non-diagonal matrices with one single eigenvalue \( a \in \mathbb{F}_p^\times \). There are \( (p - 1) \) choices for \( N_a \) and for each choice, \( \#N_a = p^2 - 1 \).
- Let \( D_a = \left\{ \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix} \right\}, a \in \mathbb{F}_p^\times \). Then, there are \( (p - 1) \) choices for \( a \) and for each choice \( \#D_a = 1 \).
- Let \( E_{\lambda} \) be the set of matrices whose eigenvalues are \( \lambda \) and \( \lambda' \), where \( \lambda \in \mathbb{F}_p^\times \setminus \mathbb{F}_p \) and \( \lambda' \) is the conjugate of \( \lambda \). There are \( p(p - 1)/2 \) choices for \( \lambda \) and for each choice of \( \lambda \), \( \#E_{\lambda} = p^2 - p \).

3.1 Understanding (3.1).

Definition 3.3 Let \( p > 2 \) and let \( f \in S_2(\Gamma_0(N)) \) be a modular form such that \( \mathfrak{p} \) is surjective. Fix two integers \( i, a \pmod{p} \). Define \( Q_{i,a}(f, p, x) \) to be the set of primes \( \ell < x \) satisfying the following two conditions:

- \( \ell \equiv i \pmod{p} \)
- \( a_\ell(f) \equiv a \pmod{p} \)

Next, define
\[
Q_a (f, p, x) := \bigcup_{i=1}^{p-1} Q_{i,a}(f, p, x) = \left\{ \ell \text{ is a prime < } x : a_\ell(f) \equiv a \pmod{p} \right\}.
\]
Since each \( Q_{i,a}(f, p, x) \) is disjoint, it is clear that
\[
\# \{ \ell \text{ is a prime } < x : a_i(f) \equiv a \pmod{p} \} = \sum_{i=1}^{p-1} \# Q_{i,a}(f, p, x).
\]

The sets \( Q_{i,a}(f, p) = \lim_{x \to \infty} Q_{i,a}(f, p, x) \) are Chebotarev sets. More precisely,
\[
Q_{i,a}(f, p) = \left\{ \ell : \ell \nmid N \text{ and } \rho_f(\text{Frob}_{\ell}) \in C_{i,a} \right\}. \tag{3.3}
\]
Thus, to study the density arising in (3.1) it suffices to obtain information on the density of \( C_{i,a} \) for all \( 1 \leq i \leq p - 1 \).

3.1.1 When \( a = 0 \)

The main goal of this section is to prove the following lemma

**Lemma 3.4** With notation introduced above,
\[
\frac{\sum_{i=1}^{p-1} \# C_{i,0}}{\# \text{GL}_2(\mathbb{F}_p)} = \frac{p}{p^2 - 1}.
\]

**Proof** It is easy to see that \( \# \text{GL}_2(\mathbb{F}_p) = p(p - 1)^2(p + 1) \). Therefore, we only need to count the numerator, i.e., we need to count matrices \( \gamma \in \text{GL}_2(\mathbb{F}_p) \) with \( \det \gamma = i \) and \( \text{tr} \gamma = 0 \). The characteristic polynomial of each such matrix therefore is of the form
\[
X^2 + i \equiv 0 \pmod{p}.
\]

For obtaining the count, we proceed by calculating the eigenvalues of these matrices. Note that
\[
X^2 + i \equiv 0 \pmod{p}
\]
has a solution precisely when \( -i \) is a quadratic residue \( \pmod{p} \). This happens for \( \frac{p-1}{2} \) of the residue classes. On the other hand, this equation does not have a solution when \( -i \) is not a quadratic residue \( \pmod{p} \), which also happens for \( \frac{p-1}{2} \) of the residue classes.

Suppose that \( -i \) is a quadratic residue \( \pmod{p} \). Then, the two eigenvalues must be different. Such a matrix lies in the conjugacy class \( D_{a,-a} \). For each residue class, the contribution is \( p(p+1) \). Therefore, the total contribution is
\[
\frac{(p - 1)p(p + 1)}{2}.
\]

On the other hand, next suppose that \( -i \) is not a quadratic residue \( \pmod{p} \). Then, the characteristic polynomial does not have a solution \( \pmod{p} \). Such a matrix lies in the conjugacy class \( D_{a} \). For each residue class, the contribution is \( p^2 - p \). Therefore, the total contribution is
\[
\frac{(p - 1)^2p}{2}.
\]

We can now compute the density
\[
\frac{\sum_{i=1}^{p-1} \# C_{i,0}}{\# \text{GL}_2(\mathbb{F}_p)} = \frac{(p - 1)p(p + 1) + (p - 1)^2p}{2p(p - 1)^2(p + 1)} = \frac{p}{(p - 1)(p + 1)} = \frac{p}{p^2 - 1}.
\]
This completes the proof of the lemma. \( \square \)
The next result is now immediate from the above discussion.

**Proposition 3.5** Let \( p \) be an odd prime and let \( f \in S_2(\Gamma_0(N)) \) be a modular form such that \( \bar{\rho}_f : \text{Gal}(\bar{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\bar{\mathbb{F}}_p) \) is surjective. Then,

\[
\lim_{x \to \infty} \frac{\# \{ \ell \text{ is a prime } < x : a_\ell(f) \equiv 0 \pmod{p} \}}{\pi(x)} = \frac{p}{p^2 - 1}.
\]

### 3.1.2 When \( a \neq 0 \)

The main goal of this section is to prove that when \( a \neq 0 \),

\[
\sum_{i=1}^{p-1} \frac{\# C_i, a}{\# \text{GL}_2(\bar{\mathbb{F}}_p)} = \frac{p^2 - p - 1}{(p - 1)^2(p + 1)}.
\]

For the sake of clarity of exposition, we carry out the calculation in the special case that \( a = \pm 1 \). As will be clear to the reader, the same proof goes through in the general case, as well.

**Lemma 3.6** With notation introduced above,

\[
\sum_{i=1}^{p-1} \frac{\# C_i, \pm 1}{\# \text{GL}_2(\bar{\mathbb{F}}_p)} = \frac{p^2 - p - 1}{(p - 1)^2(p + 1)}.
\]

**Proof** This time we are counting matrices \( \gamma \in \text{GL}_2(\mathbb{F}_p) \) with \( \det \gamma = i \) and \( \text{tr} \gamma = \pm 1 \). The characteristic polynomial of each such matrix therefore is of the form

\[ X^2 \equiv X + i \pmod{p}. \]

For obtaining the count, we proceed by calculating the eigenvalues of these matrices. As before, we are interested in the solutions of

\[ X^2 \equiv X + i \equiv 0 \pmod{p}. \]

Since \( p \) is an odd prime, this is the same as the solutions of the following equation which we obtain by completing the squares

\[ (2X \equiv 1)^2 \equiv 1 - 4i \pmod{p}. \]

Writing \( Y = 2X \equiv 1 \), the above equation has a solution precisely when \( 1 - 4i \) is a quadratic residue \pmod{p}. This happens for \( \frac{p-1}{2} \) of the residue classes. On the other hand, this equation does not have a solution when \( 1 - 4i \) is not a quadratic residue \pmod{p}, which also happens for \( \frac{p-1}{2} \) of the residue classes.

Suppose that the \( 1 - 4i \) is a quadratic residue \pmod{p}. Note that if \( 4i \equiv 1 \pmod{p} \), then (3.4) has a solution. Moreover, the eigenvalues must repeat in this case. The matrices lie in the conjugacy class \( \mathcal{N}_1 \) or \( \mathcal{D}_1 \). The contribution from this conjugacy class is

\[ p^2 - 1 + 1 = p^2. \]

In the remaining \( \frac{p-1}{2} - 1 = \frac{p-3}{2} \) conjugacy classes, the two eigenvalues must be different. Such a matrix lies in the conjugacy class \( \mathcal{D}_{a,b} \). For each residue class, the contribution is \( p(p + 1) \). Therefore, the total contribution of matrices is

\[ \frac{(p - 3)p(p + 1)}{2}. \]

When the \( 1 - 4i \) is not a quadratic residue \pmod{p}, we have mentioned before that the characteristic polynomial does not have a solution \pmod{p}. Such a matrix lies in the
conjugacy class $E_\lambda$. For each residue class, the contribution is $p^2 - p$. Therefore, the total contribution is

$$\frac{(p - 1)^2 p}{2}.$$ 

We can now compute the density

$$\frac{\sum_{i=1}^{p-1} \# C_{i+1}}{\# \text{GL}_2(F_p)} = \frac{2p^2 + (p - 3)p(p + 1) + (p - 1)^2 p}{2p(p - 1)^2(p + 1)} = \frac{2p + (p - 3)(p + 1) + (p^2 - 2p + 1)}{2(p - 1)^2(p + 1)} = \frac{2(p^2 - p - 1)}{2(p - 1)^2(p + 1)} = \frac{p^2 - p - 1}{(p - 1)^2(p + 1)}. $$

This completes the proof of the lemma. \qed

The next result is now immediate from the above discussion.

**Proposition 3.7** Let $p$ be an odd prime and let $f \in S_2(\Gamma_0(N))$ be a modular form such that $\overline{\rho}_f: G_Q \rightarrow \text{GL}_2(F_p)$ is surjective. Suppose that $a \not\equiv 0 \pmod{p}$. Then,

$$\lim_{x \to \infty} \frac{\# \{\ell \text{ is a prime } < x : a_\ell(f) \equiv a \pmod{p}\}}{\pi(x)} = \frac{p^2 - p - 1}{(p - 1)^2(p + 1)}. $$

**Remark 3.8** Adding up the proportions, we obtain

$$\frac{p}{p^2 - 1} + (p - 1)\frac{p^2 - p - 1}{(p - 1)^2(p + 1)} = \frac{p^2 - 1}{p^2 - 1} = 1,$$

as desired.

### 3.2 Understanding (3.2).

**Definition 3.9** Let $p > 2$ and let $f \in S_2(\Gamma_0(N))$ be a modular form such that $\overline{\rho}_f: G_Q \rightarrow \text{GL}_2(F_p)$ is surjective. Define $\mathcal{P}_i(f, p, x)$ to be the set of primes $\ell < x$ satisfying the following two conditions:

(i) $\ell \equiv i \pmod{p}$ and
(ii) $a_\ell \equiv (i + 1) \pmod{p}$.

Then

$$\{\ell \text{ is a prime } < x : a_\ell(f) \equiv (\ell + 1) \pmod{p}\} = \bigcup_{i=1}^{p-1} \mathcal{P}_i(f, p, x).$$

Since each $\mathcal{P}_i(f, p, x)$ is disjoint, it is clear that

$$\# \{\ell \text{ is a prime } < x : a_\ell(f) \equiv (\ell + 1) \pmod{p}\} = \sum_{i=1}^{p-1} \# \mathcal{P}_i(f, p, x).$$

In our situation, the sets $\mathcal{P}_i(f, p) = \lim_{x \to \infty} \mathcal{P}_i(f, p, x)$ are Chebotarev sets. More precisely,

$$\mathcal{P}_i(f, p) = \{\ell : \ell \nmid N \text{ and } \overline{\rho}_f(\text{Frob}_\ell) \in C_{\ell+1}\}. \quad (3.5)$$
We note for future reference that, upon replacing the condition $a_\ell \equiv (i + 1) \pmod{p}$ with $a_\ell \equiv -(i + 1) \pmod{p}$, one also obtains Chebotarev sets

$$\mathcal{P}_i^-(f, p) = \{ \ell : \ell \nmid N \text{ and } \text{Frob}_\ell \in C_{\ell-(i+1)} \}.$$ 

Hence, to study the density arising in (3.2) it suffices to obtain information on the density of $C_{\ell,i}$ for all $1 \leq i \leq p - 1$. Every element $\gamma$ in $C_{\ell,i}$ satisfies the following two equations:

$$\det(\gamma) \equiv i \pmod{p}$$
$$\text{tr}(\gamma) \equiv i + 1 \pmod{p}.$$ 

The characteristic polynomial of interest is therefore

$$X^2 - \text{tr}(\gamma)X + \det(\gamma)I_2 = 0.$$ 

Suppose that the eigenvalues are $\lambda_1, \lambda_2$. Then an invertible matrix $\gamma$ is in the set $C_{\ell,i}$ precisely when

$$\det(\gamma) = \lambda_1\lambda_2 \equiv i \pmod{p}$$
$$\text{tr}(\gamma) = -(\lambda_1 + \lambda_2) \equiv i + 1 \pmod{p}.$$ 

It is easy to check that the eigenvalues are $\equiv -1$ or $\equiv -i \pmod{p}$. This tells us that $\lambda_1, \lambda_2 \in \mathbb{F}_p^\times$ and we only need to focus on the first three conjugacy classes. When $i = 1$, the element $\gamma$ belongs to the conjugacy class $\mathcal{N}_1$ or $\mathcal{D}_1$ because both the eigenvalues are equal. Therefore,

$$#C_{1,2} = #\mathcal{N}_1 + #\mathcal{D}_1 = (p^2 - 1) + 1 = p^2.$$ 

(3.6)

On the other hand, when $i \neq 1$, the element $\gamma$ lies in the conjugacy class $\mathcal{D}_{1,i}$. Therefore,

$$#C_{\ell,i+1} = p(p + 1).$$ 

(3.7)

It follows that

$$\sum_{i=1}^{p-1} \frac{#C_{\ell,i+1}}{#GL_2(\mathbb{F}_p)} = \frac{p^2 + (p - 2)p(p + 1)}{p(p - 1)^2(p + 1)} = \frac{p^2 - 2}{(p - 1)^2(p + 1)}.$$ 

By repeating the calculations done above, we also obtain that

$$#C_{\ell-(i+1)} = p(p + 1).$$ 

(3.8)

We have therefore proven the following result:

**Lemma 3.10** With notation as above,

$$\sum_{i=1}^{p-1} \frac{#C_{\ell-(i+1)}}{#GL_2(\mathbb{F}_p)} = \frac{p^2 - 2}{(p - 1)^2(p + 1)}.$$ 

4 Quantifying Carayol’s Theorem

4.1 Simplifying the problem

We fix a non-CM modular form $g \in S_2(\Gamma_0(N))$ satisfying (Hyp optimal) and (Hyp cot), fix a large $x$, and vary $\ell$ over all primes less than $x$. Our first goal is to count how many $M$ may possibly arise from Carayol’s theorem.

We make the following observations which will simplify our counting problem:

1. Since we are only interested in asymptotics and $N$ is divisible by finitely many $\ell$, we can (and will) ignore the behavior of $\ell \mid N$ in Carayol’s theorem.
The condition \( \ell (\text{tr} \rho_g(\text{Frob}_\ell))^2 = (1 + \ell)^2 \text{det} \rho_g(\text{Frob}_\ell) \) in Carayol’s theorem can be simplified in our situation due to our assumptions that \( g \) has trivial nebentypus and \( \rho_g \) takes values in \( \text{GL}_2(\mathbb{F}_p) \). In particular, as noted in Sect. 2, we have

\[
\text{tr} \rho_g(\text{Frob}_\ell) \equiv a_\ell(g) \pmod{p} \\
\text{det} \rho_g(\text{Frob}_\ell) \equiv \ell \pmod{p}
\]

where the quantities above belong to \( \mathbb{F}_p \), and so the aforementioned condition from Carayol’s theorem becomes

\[
a_\ell \equiv \pm (1 + \ell) \pmod{p}.
\]

Similarly, since \( \text{det} \rho_g \) is the \( p \)-cyclotomic character, the condition in Carayol’s theorem that \( \text{det} \rho_g \) is unramified at \( \ell \) is vacuous.

For the rest of this section, we simplify the notation by omitting \( g \), writing, e.g., \( a_\ell \) instead of \( a_\ell(g) \).

The primes that do not divide \( N \) can be divided into the following disjoint sets:

- Set 1: \( \ell \nmid N, \ell \not\equiv \pm 1 \pmod{p} \), and \( a_\ell \equiv \pm (1 + \ell) \pmod{p} \).
- Set 1’: \( \ell \nmid N, \ell \not\equiv \pm 1 \pmod{p} \), and \( a_\ell \not\equiv \pm (1 + \ell) \pmod{p} \).
- Set 2: \( \ell \nmid N, \ell \equiv -1 \pmod{p} \), and \( a_\ell \equiv 0 \pmod{p} \).
- Set 2’: \( \ell \nmid N, \ell \equiv -1 \pmod{p} \), and \( a_\ell \not\equiv 0 \pmod{p} \).
- Set 3: \( \ell \nmid N \) and \( \ell \equiv 1 \pmod{p} \).

We introduce the following piece of notation which will be used in the remainder of the paper.

**Notation** For a set of primes \( S \), we write \( S(x) := S \cap [1, x) \).

We make the following key observations for counting:

1. Denote Set 1 by \( \mathcal{S}_1 \); and set \( s_1(x) = \#\mathcal{S}_1 \cap [1, x) \). For each prime in this set, there are two options: we can either pick it (in which case \( \alpha(\ell) = 1 \)) or not pick it (in which case \( \alpha(\ell) = 0 \)). In short, there are \( 2^{s_1(x)} \) many ways of making a choice from this set.

2. Denote Set 2 by \( \mathcal{S}_2 \); and set \( s_2(x) = \#\mathcal{S}_2 \cap [1, x) \). For each prime in this set, there are again three options: we can either pick it (in which case \( \alpha(\ell) = 1 \) or 2) or not pick it (in which case \( \alpha(\ell) = 0 \)). So there are \( 3^{s_2(x)} \) ways of picking primes from this set.

3. Denote Set 3 by \( \mathcal{S}_3 \); and set \( s_3(x) = \#\mathcal{S}_3 \cap [1, x) \). For each prime in this set there are 3 options. We may not pick the prime (in which case \( \alpha(\ell) = 0 \)) or pick it once (in which case \( \alpha(\ell) = 1 \)) or pick it twice (in which case \( \alpha(\ell) = 2 \)). So there are \( 3^{s_3(x)} \) ways of picking primes from this set.

4. Any prime in Set 1’ or Set 2’ does not arise in Carayol’s theorem. These primes always have \( \alpha(\ell) = 0 \). For the remainder of this section, we will call them *discard sets*.

Thus, the total number of possibilities of an integer \( M \) in Carayol’s theorem is precisely the number of ways to pick a collection of primes up to \( x \) from one of the sets above. This
number is
\[ 2^{s_1(x)} \times 3^{s_2(x)+s_3(x)}. \tag{4.1} \]

But, there is one case when we did not pick any primes \( \ell \) from any of the sets. In this case, \( M = N \) and we ignore it. For each of the other cases, \([6, \text{Theorem A}]\) (applied iteratively) asserts that there is \textit{at least one} honest modular form attached to the \( M \) from Carayol’s theorem. Our objective for the rest of this section is to describe the asymptotic behavior of the functions \( s_i(x) \).

4.2 Studying the density of each set
We now apply the results of Sect. 3 to the study of the functions \( s_i(x) \).

\textbf{Determining the density of the primes in Set 1}

\textbf{Lemma 4.1} Write \( \pi(x) \) to denote the number of primes up to \( x \). Then
\[
\lim_{x \to \infty} \frac{s_1(x)}{\pi(x)} = \frac{2(p-3)}{(p-1)^3}.
\]

\textit{Proof} Recall that the primes counted by \( s_1(x) \) are those for which all of the following conditions hold:

(i) \( \ell \nmid N \);
(ii) \( \ell \not\equiv \pm 1 \pmod{p} \);
(iii) \( a_\ell \equiv \pm (\ell+1) \pmod{p} \).

Then the results of Sect. 3.2 yield
\[
\lim_{x \to \infty} \frac{s_1(x)}{\pi(x)} = \vartheta(\mathcal{S}_1)
= \sum_{\ell=2}^{p-2} \left( \vartheta(P_\ell(f,p)) + \vartheta(P_\ell^{-1}(f,p)) \right)
= (p-3) \left( \frac{\#C_\ell,+1}{\# \text{GL}_2(\mathbb{F}_p)} + \frac{\#C_\ell,-(\ell+1)}{\# \text{GL}_2(\mathbb{F}_p)} \right)
= \frac{2p(p-3)(p+1)}{p(p-1)^2(p+1)}
= \frac{2(p-3)}{(p-1)^2}
\]
as claimed. \( \square \)

\textbf{Determining the density of the primes in Set 2}

\textbf{Lemma 4.2} Write \( \pi(x) \) to denote the number of primes up to \( x \). Then
\[
\lim_{x \to \infty} \frac{s_2(x)}{\pi(x)} = \frac{1}{(p-1)^2}.
\]

\textit{Proof} Recall that the primes counted by \( s_2(x) \) are those for which all of the following conditions hold:

(i) \( \ell \nmid N \);
(ii) \( \ell \equiv -1 \pmod{p} \);
(iii) \( a_\ell \equiv 0 \pmod{p} \).

We are thus computing the density \( d(S_2) \), for which we will rely on the calculations done in Sect. 3.1.1. Since condition (ii) is equivalent to saying that \(-\ell \equiv 1 \pmod{p}\) and 1 is always a quadratic residue \( \pmod{p} \), it follows from the counting argument used in the proof of Lemma 3.4 that the desired density is given by

\[
\left( \frac{\# C_{p-1,0}}{\# \text{GL}_2(\mathbb{F}_p)} \right) = \frac{p(p+1)}{p(p-1)^2(p+1)} = \frac{1}{(p-1)^2}.
\]

(Here, we only have to keep track of the count in one residue class.) \( \square \)

**Determining the density of the primes in Set 3**

For this set the counting is considerably simpler.

**Lemma 4.3** Write \( \pi(x) \) to denote the number of primes up to \( x \). Then,

\[
\lim_{x \to \infty} \frac{s_3(x)}{\pi(x)} = \frac{1}{p-1}.
\]

**Proof** We need to count the number of primes satisfying the following two conditions:

(i) \( \ell \nmid N \);

(ii) \( \ell \equiv 1 \pmod{p} \).

By Dirichlet's theorem on primes in arithmetic progressions, the density of such primes is exactly

\[
\frac{1}{p-1}.
\]

\( \square \)

5 **Local factors and the growth of \( \lambda \)-invariants**

5.1 **Local factors**

Retain the notation from Sect. 2. We have non-CM modular forms \( g \) and \( f \) of weight 2 and levels \( N \) and \( M \), respectively, whose residual Galois representations are isomorphic.

**Remark 5.1**

(1) Despite our assumption that \( \bar{\rho}_f \) takes values in \( \text{GL}_2(\mathbb{F}_p) \), \( f \) need not correspond to an elliptic curve. Recall the notation from \( \blacklozenge \ 2.3.1 \). In general, associated to a weight 2 modular form \( f \) is an abelian variety over \( \mathbb{Q} \) of degree \([K : \mathbb{Q}]\). Thus, if \( f \in \mathcal{H}(g) \), then there exists some prime \( p \mid p \) with inertia degree 1.

We explain this via an explicit example: let \( g \) be the modular form corresponding to the elliptic curve \( X_0(11) \). Let \( f \in S_2(\Gamma_0(143)) \) be the modular form with LMDFB label 143.2.a.b. This modular form has coefficients in the number field generated by the polynomial \( x^4 - 4x^2 - x + 1 \). Let \( \alpha \) denote a root of this polynomial. The prime \( p = (\alpha^3 - 4\alpha) \) lies above 3 and has residue field isomorphic to \( \mathbb{F}_3 \). Using the command \texttt{Reductions}(f, 3) in Magma [2] and Sturm’s Bound [30], one may compare the mod 3 and mod \( p \) \( q \)-expansions of \( g \) and \( f \), respectively, to verify that \( f \in \mathcal{H}(g) \).

(2) In a similar vein to the previous remark, recall that \( f \in S_2(\Gamma_0(M), \omega) \). By [6, Theorem A], it is possible that \( f \) has non-trivial nebentypus even though \( g \in S_2(\Gamma_0(N)) \).
However, writing \( \bar{\omega} \) for the \((\mod p)\) reduction of \( \omega \), we see that since \( \bar{\rho}_f \simeq \bar{\rho}_g \), we must have that

\[
\det \bar{\rho}_f \simeq \chi_p \bar{\omega} \simeq \chi_p.
\]

Thus \( \bar{\omega} \) is trivial and will not play a role in the constant term of \( P_\ell(X) \).

Recall that we assume \( \bar{\rho}_g \) is irreducible; in this case, it is conjectured that \( \mu(g) = 0 \) (e.g., when \( g \) corresponds to an elliptic curve, this is Greenberg’s conjecture [11, Conjecture 1.11]). In light of this well-known conjecture, we will henceforth assume,\(^1\) the following

The \( \mu \)-invariant associated with the Selmer group of \( g \) is 0. \(\text{(Hyp \mu)}\)

Then by [8, Theorem 2 and Theorem 4.3.3] (in the ordinary case) or [15, Corollary 2.10 and Theorem 4.6] (in the non-ordinary case) we have that \( \mu(f) = 0 \) and

\[
\lambda(g) + \sum_{\ell \mid M} \delta(g, \ell) = \lambda(f) + \sum_{\ell \mid M} \delta(f, \ell),
\]

where the local factors \( \delta \) are given by the size of some local Galois cohomology groups, as described in [13, Proposition 2.4]. More precisely, \( \delta(\cdot, \ell) = s_\ell d_\ell \) where \( s_\ell \) is the largest power of \( p \) dividing \( \frac{p^{s_\ell} - 1}{p - 1} \) (equivalently, it is the number of primes \( \ell \) lying above \( \ell \) in \( \mathbb{Q}_{cyc} \)) and \( d_\ell \) is described below. In particular, the value of \( s_\ell \) is the same for both \( g \) and \( f \).

To describe the value of \( d_\ell \), we use the explanation given in [13, Proposition 2.4] (see also [8, § 5.2] and [15, § 5]). We have translated their result to be consistent with the normalization of Frobenius characteristic polynomials that we are using in the rest of the paper.

Let \( P_\ell(X) \) denote the reduction \((\mod p)\) of the characteristic polynomial of \( \text{Frob}_\ell \) on \((V_f)_{\ell} \). Then \( d_\ell \) is the multiplicity of \( 1 \) as a root of \( P_\ell(X) \) \((\mod p)\). In particular, \( \delta(\cdot, \ell) > 0 \) precisely when \( P_\ell(1) = 0 \).

When \( \ell \mid M \), the corresponding characteristic polynomial is

\[
P_\ell(X) = \ell - a_\ell(f)X.
\]

Thus \( \delta(f, \ell) > 0 \) if and only if \( a_\ell(f) \equiv \ell \mod p \). Note that in this case, \( 1 \) is necessarily a simple root, so \( d_\ell(f) = 1 \). We thus have the following simple description: for \( \ell \mid M \), we have

\[
\delta(f, \ell) > 0 \iff d_\ell = 1
\]

\[
\iff \delta(f, \ell) = s_\ell
\]

\[
\iff a_\ell(f) \equiv \ell \pmod{p}.
\]

(5.2)

Remark 5.2 We point out that, by the Local Langlands correspondence (see, e.g., [24, Proposition 2.8(2)]), the matrix-counting methods of Sect. 3 still apply for these ramified primes.

Now we consider the local factors for \( g \). If \( \ell \mid N \), then the analysis is identical to the above. Otherwise, \( \ell \nmid N \) and the characteristic polynomial is

\[
P_\ell(X) = \ell - a_\ell(g)X + X^2.
\]

This implies that

\[^1\text{We remark that by [21, Theorem 3.7] this is the generic case when } g \text{ corresponds to an elliptic curve } E_{/\mathbb{Q}}.\]

• 1 is a root if and only if \(1 + \ell \equiv a_\ell(g) \pmod{p}\), and
• 1 is a simple root if and only if \(1 + \ell \equiv a_\ell(g) \pmod{p}\) and \(\ell \not\equiv 1 \pmod{p}\).

Thus, rewriting (5.1) gives
\[
\lambda(g) = \lambda(f) + \sum_{\ell \mid M} [\delta(f, \ell) - \delta(g, \ell)].
\]
(5.3)

Since \(g\) is fixed, both sides of the above equation are constant as we vary \(f\). In particular,
\[
\lambda(f) > \lambda(g) \iff \sum_{\ell \mid M} \delta(g, \ell) > \sum_{\ell \mid M} \delta(f, \ell).
\]
(5.4)

### 5.2 How often is \(\lambda(f) = \lambda(g)\)?

The main goal of this section is to study the stability of the \(\lambda\)-invariant among the modular forms in \(\mathcal{H}(g)\) using the explicit description of their levels provided by Carayol’s theorem and [6, Theorem A]. For the sake of simplicity, we make the following assumption.

\[
\lambda(g) \text{ is minimal among all } \lambda(f) \text{ for } f \in \mathcal{H}(g).
\]

(Hyp min)

**Remark 5.3** This condition is satisfied for example when \(\lambda(g) = 0\), which is the generic case when \(g\) corresponds to an elliptic curve \(E/\mathbb{Q}\) with Mordell–Weil rank equal to 0 (cf [21, Theorem 3.7]). It is also satisfied when \(g\) is \(p\)-ordinary by [8, Corollary 2].

**Lemma 5.4** Let \(g \in S_2(\Gamma_0(N))\) be a newform satisfying (Hyp optimal) and that \(\mu(g) = 0\). Let \(M\) be an integer arising from Carayol’s theorem and \(f \in \mathcal{H}(g)\) be an associated modular form. If \(\delta(g, \ell) = 0\) for every \(\ell \mid M\), then \(\lambda(f) \leq \lambda(g)\). Further, if \(g\) satisfies (Hyp min), then \(\lambda(f) = \lambda(g)\).

**Proof** The first statement follows from (5.3) since the terms involved on both sides of the equation are non-negative. The second assertion follows from the minimality hypothesis which can be rephrased as \(\lambda(f) \geq \lambda(g)\).

□

**Remark 5.5** The above lemma implies that if we count how often \(\sum \delta(g, \ell) = 0\), we can obtain a lower bound on the frequency that \(\lambda(f) \leq \lambda(g)\). Further, if (Hyp min) holds, then it ensures that we can obtain a lower bound on the frequency that \(\lambda(f) = \lambda(g)\). To get a better lower bound, one would be tempted to count how frequently \(\delta(g, \ell) = \delta(f, \ell)\) for all \(\ell \mid M\). However, this appears to be a hard question for the following two reasons:

Suppose that we are in the simplest setting that \(\lambda(g) = 0\). In the calculations that follow, we will show how to count the number of primes for which \(\delta(g, \ell) = 0\). Let \(\ell\) be a prime number that can arise as a divisor of an integer \(M\) in Carayol’s theorem and suppose that \(\delta(g, \ell) = 0\). Now, [6, Theorem A] asserts that corresponding to each \(M\) in Carayol’s theorem there is at least one newform \(f\) such that \(f \in \mathcal{H}(g)\). However, as per the knowledge of the authors, it is currently not known how many \(f\) such correspond to each \(M\). Therefore, it appears to be impossible to count the number of modular forms \(f\) for which \(\delta(f, \ell) = 0\). For results related to this question, see [12, Proposition 5.1] and the introduction to [26].

As a consolation, one might want to satisfy themselves by counting the number of levels \(M\) in Carayol’s theorem so that there is at least one modular form \(f\) satisfying the required property. The difficulty here is that knowing the precise value of \(\delta(f, \ell)\) (or \(d_\ell(f)\)) requires
us to know congruence relations satisfied by \( a_\ell(f) \pmod{p} \). This is generally done via some matrix calculations. The calculations we performed in Sect. 3 allowed us count the number of primes \( \ell \) with desired properties for a fixed \( f \), but it does not seem to be possible to count the number of \( f \) satisfying the required properties for fixed \( \ell \).

A prime \( \ell \) which divides the level of a modular form \( f \) arising from Carayol’s theorem is of two kinds: either it divides \( N \) or it does not. We need to treat these primes separately, as we do below.

**Case I: When \( \ell \mid N \)**

From the discussion above, we know that
\[
\delta(g, \ell) = 0 \text{ if and only if } a_\ell(g) \not\equiv \ell \pmod{p}
\]

For the remainder of this section, we make the following assumption at the finitely many primes which divide \( N \).
\[
d_\ell(g) = 0 \text{ for all primes } \ell \mid N. \quad (\text{Hyp bad})
\]

This condition can be understood easily from our discussion in Sect. 5.1, as we now recall.

**Lemma 5.6** Let \( g \in S_2(\Gamma_0(N)) \) and let \( \ell \) be a prime such that \( \ell \mid N \). Then \( d_\ell(g) = 1 \) if and only if either of the following two conditions holds:

(i) \( a_\ell(g) = 1 \) and \( \ell \equiv 1 \pmod{p} \).
(ii) \( a_\ell(g) = -1 \) and \( \ell \equiv -1 \pmod{p} \).

**Proof** This follows immediately from (5.2). \( \square \)

**Remark 5.7** When \( g \) corresponds to an elliptic curve, this condition can be restated in terms of the reduction type at a prime \( \ell \mid N \). In this case, \( d_\ell(g) = 1 \) if and only if either of the following two conditions holds:

(i) \( \ell \) is a prime of split multiplicative reduction and \( \ell \equiv 1 \pmod{p} \).
(ii) \( \ell \) is a prime of non-split multiplicative reduction and \( \ell \equiv -1 \pmod{p} \).

**Case II: When \( \ell \nmid N \)**

In this case, we know from the discussion above that \( \delta(g, \ell) = 0 \) if and only if \( a_\ell(g) \neq \ell + 1 \pmod{p} \). We can divide this into two cases:

(1) If \( \ell \equiv -1 \pmod{p} \), then \( \delta(g, \ell) = 0 \) provided \( a_\ell(g) \neq 0 \pmod{p} \). But these are precisely the primes in Set \( 2' \), which is a discard set, so these primes do not arise in our count.

(2) If \( \ell \neq -1 \pmod{p} \), then we must count the primes from \( \mathcal{S}_1 \) for which \( a_\ell(g) \equiv - (\ell + 1) \pmod{p} \) as well as the primes from \( \mathcal{S}_3 \) for which \( a_\ell(g) \neq 2 \pmod{p} \).

Let \( \mathcal{S}_{1, \delta=0} \) denote the subset of primes in \( \mathcal{S}_1 \) satisfying the additional property that \( \delta(g, \ell) = 0 \).
**Lemma 5.8** With notation introduced above, the primes in $\mathcal{S}_{1,\delta=0}$ have density
\[
\eta(\mathcal{S}_{1,\delta=0}) = \frac{(p - 3)}{(p - 1)^2}.
\]
Moreover, if $p > 3$ then
\[
\eta_1 := \frac{\eta(\mathcal{S}_{1,\delta=0})}{\eta(\mathcal{S}_1)} = \frac{1}{2}.
\]

**Proof** To first assertion follows from the above discussion and repeating the same argument used to establish Lemma 4.1. In particular,
\[
\eta(\mathcal{S}_{1,\delta=0}) = \frac{p - 3}{(p - 1)(p - 1)^2} = \frac{p - 3}{(p - 1)^2}.
\]
The second assertion is immediate. \[\Box\]

The above calculation can be summarized as follows: let $\ell$ be a prime in $\mathcal{S}_{1,\delta=0}$; this is a positive density subset of $\mathcal{S}_1$ (when $p > 3$). By Carayol’s theorem and [6, Theorem A], the prime $\ell$ divides (infinitely many) integers $M$, each of which is the level of at least one modular form $f$ belonging to $H(g)$. However, this prime $\ell$ does not contribute to the $\lambda$-invariant growth of $f$ (relative to the $\lambda$-invariant of $g$). Now we compute the density of primes from $\mathcal{S}_3$ for which $\delta(g, \ell) = 0$. Denote this set by $\mathcal{S}_{3,\delta=0}$. For this, we must consider the primes $\ell \leq x$ such that $\ell \equiv 1 \pmod{p}$ and $a_\ell(g) \not\equiv 2 \pmod{p}$. By [9, Proposition 4.6] this density is given by
\[
\eta(\mathcal{S}_{3,\delta=0}) = \frac{(p^2 - p - 1)}{(p - 1)(p - 1)^2}.
\]

Thus, analogous to what we have seen above, there is a subset of $\mathcal{S}_3$ with density $\eta_3 = \frac{p^2 - p - 1}{(p - 1)^2}$ such that any prime $\ell$ in this subset provides no local contribution to the (relative) $\lambda$-invariant growth of a modular form $f \in H(g)$.

By Lemma 5.8 and (5.5), we find that the density of primes $\ell$ appearing in Carayol’s theorem for which $\delta(g, \ell) = 0$ is given by
\[
\frac{(p - 3)}{(p - 1)^2} + \frac{(p^2 - p - 1)}{(p - 1)(p - 1)^2} = \frac{(2p^2 - 3p - 4)}{(p - 1)^2(p + 1)}.
\]

We can now state and prove the main theorem of this section.

**Theorem 5.9** Let $g \in S_2(\Gamma_0(N))$ be a newform satisfying (Hyp optimal). Suppose that $\mu(g) = 0$ and that assumptions (Hyp min) and (Hyp bad) are satisfied. Then, there exist a set of prime numbers $\mathcal{R}_1$ of density $\frac{(p - 3)}{(p - 1)^2}$ and another set of prime numbers $\mathcal{R}_2$ of density $\frac{p^2 - p - 1}{(p - 1)^2}$ such that for every integer $M$ of the form
\[
M = N \prod_{\ell_1 \in \mathcal{R}_1} \ell_1^{\alpha(\ell_1)} \prod_{\ell_2 \in \mathcal{R}_2} \ell_2^{\alpha(\ell_2)} \text{ where } 0 \leq \alpha(\ell_1) \leq 1 \text{ and } 0 \leq \alpha(\ell_2) \leq 2,
\]

there exists a modular form $f \in H(g)$ of level $M$ with $\lambda(g) = \lambda(f)$.

**Proof** Since we assume that (Hyp bad) holds, for every prime $\ell \mid N$ we have that $\delta(g, \ell) = 0$. 
Choose \( \mathcal{R}_1 \) (resp. \( \mathcal{R}_2 \)) to be the set of primes \( \mathcal{S}_{1,0} \) (resp. \( \mathcal{S}_{3,0} \)) described above. Our calculations above show that

\[
\vartheta(\mathcal{R}_1) = \vartheta(\mathcal{S}_{1,0}) = \frac{p - 3}{(p - 1)^2},
\]

\[
\vartheta(\mathcal{R}_2) = \vartheta(\mathcal{S}_{3,0}) = \frac{p^2 - p - 1}{(p - 1)(p^2 - 1)}.
\]

Since the chosen set \( \mathcal{R}_1 \) (resp. \( \mathcal{R}_2 \)) is a subset of \( \mathcal{S}_1 \) (resp. \( \mathcal{S}_3 \)), we know from the discussion in Sect. 4.1 combined with [6, Theorem A] that every integer of form (5.6) arises as the level of a modular form \( f \in \mathcal{H}(g) \). By construction, each \( \ell \) which is a divisor of \( \frac{M}{N} \) satisfies the condition that \( \delta(g, \ell) = 0 \). The result follows from Lemma 5.4.

We will now illustrate the above result with a concrete example.

**Example 5.10** Consider the modular form \( g_{E} \) associated to the elliptic curve \( E = 11a1 \) (Cremona label). We know that \( E \) has Mordell-Weil rank 0. [21, Theorem 3.7] asserts that for 100% of primes \( p \), the corresponding Iwasawa invariants, namely \( \lambda(g_{E}) = \mu(g_{E}) = 0 \). So, \( \text{(Hyp min)} \) is satisfied for 100% of the primes \( p \).

Note that \( E \) has conductor \( N = 11 \) and \( \ell = 11 \) is a prime of split multiplicative reduction. By Lemma 5.6, for all \( p > 11 \) we have that \( d_{\ell}(g_{E}) = 0 \). In particular, \( \text{(Hyp bad)} \) holds for all \( p > 11 \). In fact, the only primes for which \( \text{(Hyp bad)} \) does not hold are \( p = 2 \) and \( 5 \); furthermore, when \( p = 2 \), \( E \) has good supersingular reduction, and when \( p = 5 \) it is known that \( \mu(g_{E}) = 1 \).

Thus, Theorem 5.9 holds for 100% of primes \( p \).

### 5.3 How often is \( \lambda(f) > \lambda(g) \)?

In this section, we use (5.4) to study the frequency with which the \( \lambda \)-invariant is guaranteed to increase for \( f \in \mathcal{H}(g) \). Thus, contrary to our strategy in Sect. 5.2, we instead seek to maximize the local factors \( \delta(g, \ell) \).

We begin by recording a useful lemma.

**Lemma 5.11** Let \( g \in S_{2}(\Gamma_{0}(N)) \) be a newform satisfying \( \text{(Hyp optimal)} \). Let \( M \) be an integer arising from Carayol’s theorem and \( f \in \mathcal{H}(g) \) a modular form of level \( M \). If \( \delta(g, \ell) = 1 \) for every \( \ell \mid N \) and \( \delta(g, \ell) = 2 \) for every \( \ell \mid \frac{M}{N} \), then \( \lambda(f) > \lambda(g) \).

**Proof** If \( \delta(g, \ell) = 1 \) for every \( \ell \mid N \) and \( \delta(g, \ell) = 2 \) for every \( \ell \mid \frac{M}{N} \), then

\[
\sum_{\ell \mid M} \delta(g, \ell) > \sum_{\ell \mid M} \delta(f, \ell).
\]

The lemma is immediate from (5.4).

For the remainder of this section, we consider modular forms \( g \in S_{2}(\Gamma_{0}(N)) \) satisfying the following condition:

\[ d_{\ell}(g) = 1 \text{ for all primes } \ell \mid N. \quad \text{(Hyp bad')} \]

Next, we focus on the primes \( \ell \nmid N \). We know from the discussion about simple roots in Sect. 5.1 that \( d_{\ell}(g) = 2 \) precisely when both of the following two conditions hold:
In Lemma 4.3, we computed the density of primes in the set $\mathcal{S}_S$, i.e., primes $\ell$ such that $\ell \equiv 1 \pmod{p}$. This is given by

$$d(\mathcal{S}_S) = \frac{\pi(x)}{p-1}.$$  

Let us denote the subset of primes in $\mathcal{S}_S$ for which $a_\ell \equiv 2 \pmod{p}$ by $\mathcal{S}_{S,d=2}(x)$. The set $\mathcal{S}_S$ can be split into two disjoint subsets; namely one where $a_\ell \not\equiv 2 \pmod{2}$ and one where $a_\ell \equiv 2 \pmod{2}$. It follows from (5.5) that

$$d(\mathcal{S}_{S,d=2}) := d(\mathcal{S}_S) - d(\mathcal{S}_{S,\delta=0}) = \frac{1}{p-1} - \frac{(p^2 - p - 1)}{(p-1)(p^2 - 1)} = \frac{p}{(p-1)(p^2 - 1)}.$$  

It is easy to see from the above discussion that there is a subset of $\mathcal{S}_S$ with density $d_{S}^* = \frac{p}{p^2 - 1}$ such that any prime $\ell$ in this subset provides positive local contribution to the (relative) $\lambda$-invariant growth of a modular form $f \in \mathcal{H}(g)$.

We now state the main result of this section. Since the proof is analogous to that of Theorem 5.9 we only provide a brief sketch of the proof.

**Theorem 5.12** Let $g \in S_2(\Gamma_0(N))$ be a newform satisfying (Hyp optimal) and (Hyp bad'). Assume that $\mu(g) = 0$. There exists a set of primes $R$ of density $\frac{p}{(p-1)(p^2 - 1)}$ such that for every integer $M$ of the form $M = N \prod_{\ell \in R} \ell^{\alpha(\ell)}$ where $0 \leq \alpha(\ell) \leq 2$,

there exists a modular form $f \in \mathcal{H}(g)$ of level $M$ with $\lambda(f) > \lambda(g)$.

**Proof** (Hyp bad') implies that for every prime $\ell \mid N$, we have $\delta(g, \ell) = 1$.

Next, we choose $R$ to be the set of primes $\mathcal{S}_{S,d=2}$ satisfying

$$d(\mathcal{S}_{S,d=2}) = \frac{p}{(p-1)(p^2 - 1)}.$$  

By [6, Theorem A], every integer of the form (5.7) is the level of a modular form $f \in \mathcal{H}(g)$. Each $\ell \mid \frac{M}{N}$ satisfies the additional condition that $\delta(g, \ell) = 2$. The result follows from Lemma 5.11.  

We now illustrate our results with concrete examples

**Example 5.13** Let $g_4$ be the modular form associated with the elliptic curve $E$ with Cremona label 43a1. Fix $p = 11$; this is a prime of good ordinary reduction of $E$ with $\mu(g_4) = 0$. We have that $g$ satisfies (Hyp optimal), and since 43 is prime, $g$ is of optimal level in $\mathcal{H}(g)$.

The prime $\ell = 43$ is a prime of non-split multiplicative reduction for $E$, so $a_{43}(g) = -1$. Since $43 \equiv -1 \pmod{11}$, it follows from Lemma 5.6 that $d_{43}(E) = 1$.

Hence Theorem 5.12 holds in this case, and the density of $R$ is $\frac{11}{1200} \approx 0.00917$.

**Example 5.14** The results of this paper can be combined with recent results regarding analytic rank parity; see, e.g., [1,14,15,28]. We illustrate this with a concrete example.
Let \( g_E \) be the modular form associated with the elliptic curve \( E \) with Cremona label 53a1. The analytic rank of \( g_E \) is 1. Let \( p = 3 \); then \( E \) has good supersingular reduction at \( p \), and one checks that (Hyp optimal) and (Hyp bad') hold. The LMFDB tells us \( \mu(E) = 0 \). Hence Theorem 5.12 holds in this case, and the density of \( R \) is \( \frac{3}{16} = 0.1875 \). We will now apply [15, Corollary 5.8]. Let \( f \in \mathcal{H}(g) \) have level \( M \), where \( M \) is formed entirely from the set of primes guaranteed by Theorem 5.12. Denote by \( m \) the number of primes \( \ell \) such that \( \ell \mid \frac{M}{N} \). Note that \( \delta(f, 53) \) is either 0 or 1, depending on the value of \( a_{53}(f) \).

In the notation of [15, Corollary 5.8], we then have \( r_{\text{an}}(g) = 1 \) and \( |S_g| = 1 \), while \( |S_f| = m + \delta(f, 53) \). So by [15, Corollary 5.8], we see that the analytic rank of \( f \) has the same parity as the quantity \( m + \delta(f, 53) \).

**Remark 5.15** We make one final remark regarding the modular forms \( f \) which are under study in this paper. By definition, the modular forms in \( \mathcal{H}(g) \) are of weight 2, and we can determine their levels using Carayol's theorem.

However, there also exist modular forms \( f \) of higher weight \( k \equiv 2 \mod (p - 1) \) which satisfy \( \rho_f \cong \hat{\rho}_g \). If \( g \) is \( p \)-ordinary, then the same is true for \( f \), and in fact \( f \) lives in a Hida family of modular forms with residual representations isomorphic to \( \hat{\rho}_g \); by [8, Corollary 2], all of these modular forms have the same \( \lambda \)-invariant (assuming (Hyp \( \mu \))). In particular, this branch of the Hida family contains a weight 2 modular form which belongs to \( \mathcal{H}(g) \), and since its \( \lambda \)-invariant is the same as \( f \), we may propagate our results to higher-weight modular forms in this way.
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