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Abstract: Rotating machinery is essential to modern life, from power generation to transportation and a host of other industrial applications. Since such equipment generally operates under challenging working conditions, which can lead to untimely failures, accurate remaining useful life (RUL) prediction is essential for maintenance planning and to prevent catastrophic failures. In this work, we address current challenges in data-driven RUL prediction for rotating machinery. The challenges revolve around the accuracy and uncertainty quantification of the prediction, and the non-stationarity of the system degradation and RUL estimation given sensor data. We devise a novel architecture and RUL prediction model with uncertainty quantification, termed VisPro, which integrates time-frequency analysis, deep learning image recognition, and nonstationary Gaussian process regression. We analyze and benchmark the results obtained with our model against those of other advanced data-driven RUL prediction models for rotating machinery using the PHM12 bearing vibration dataset. The computational experiments show that (1) the VisPro predictions are highly accurate and provide significant improvements over existing prediction models (three times more accurate than the second-best model), and (2) the RUL uncertainty bounds are valid and informative. We identify and discuss the architectural and modeling choices made that explain this excellent predictive performance of VisPro.
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1. Introduction

The concept of remaining useful life (RUL) refers to the expected remaining lifespan of a component or equipment. Its prediction is used to inform maintenance decisions and to minimize the risk of catastrophic failures during operation [1]. Accurate RUL prediction is critical for prognostic and health management (PHM) and maintenance planning. Preventive maintenance actions are scheduled based on RUL predictions and equipment’s health condition to prevent unexpected failures and reduce total maintenance costs [2-4].

This work develops and validates a novel computational architecture and prognostic model for highly accurate RUL prediction of rotating machinery. Rotating machinery is essential to modern life. For example, power generation, transportation, and a host of other industrial applications are fundamentally dependent on rotating parts [5]. Rotating machinery generally operates under challenging working conditions, which can lead to untimely failures. As a result, failure prediction and timely maintenance are critical for the reliability of such equipment [6]. With the significant advances in sensor technologies and data acquisition in the last decade, data-driven methods for RUL prediction have become increasingly popular [7-13], and different machine learning RUL models have been proposed and applied to rotating machinery [14-22]. For example, Zhang et al [20] developed deep learning (DL) and health indicator based RUL prediction method and reported a high level of prediction accuracy. Wang et. al [19] developed a hybrid prognostic model with relevant vector machine (RVM) and health indicator for the RUL prediction of rolling element bearings, and they reported better prediction accuracy compared with traditional methods.
Despite the recent progress in this area, several challenges remain in data-driven RUL prediction for rotating machinery. The first challenge is related to the time-dependence of the system degradation and RUL prediction given vibration data. Current prognostic models make RUL predictions based on the present sensor measurements without accounting for the history of operation of the system. Sensor measurements, however, rarely if ever capture the entirety of the state vector of a system, and as a result, two similar measurements from the suite of sensors, for example, arrived at through different trajectories or degradation paths, do not necessarily reflect the same underlying health condition of the system. Making RUL predictions that do not account for time-dependence in sensor measurements can be inaccurate and misinform maintenance decisions, which in turn can fail to prevent run-to-failures. The second challenge is how to tease out more hidden information in the vibration raw data to improve the model prediction accuracy. This challenge includes two aspects. The first aspect relates to the form of the input data and the preprocessing of the original signal. Traditional models use the variance and magnitude of the machine vibration signal to construct a health index (HI) and perform the RUL prediction. However, the variance is not informative enough for accurate RUL prediction, and it is blind to information in the frequency domain. To address this drawback, some recent works [19, 20] combined information in the time and frequency domain as the input of their prognostic model. For example, Zhang et al [20] combined information in the time and frequency domains to form a 100 × 100 dimension input at each time step as the input of their prognostic model. The second aspect of this challenge relates to the model design and training to extract more useful information for accurate RUL prediction from the input data. Different types of models, such as CNN [18] and RVR [19], are used in the rotating machinery prognostic. Problems of the model design and training, such as model overfitting and underfitting [23-25], can degrade the accuracy of the
These two aspects of this challenge are co-dependent. For example, the design and selection of a prognostic model should depend on the form of the input raw data to avoid overfitting and underfitting [23-25]. A more complex model is designed to extract more hidden information from the high dimensional and more informative input data.

This is a vigorous research area and several approaches have been proposed to tackle these challenges. We provide next a cursory overview of this literature. There is a broader context within which research on RUL prediction is situated. It is related to advances in Machine Learning (ML) in general, in Deep Learning (DL) and Gaussian Processes in particular for reliability and safety applications. We recently provided a review of this broad analytical landscape, and we include here a short excerpt for the convenience of the reader. More details can be found in [26]. Among the various ML technologies, deep learning (DL) is a key enabler of applications and analysis. It uses deep multi-layered neural architecture, such as fully connected and convolutional layers, to fulfill complex regression, classification, and some unsupervised functions. DL can improve model accuracy and tease out more latent information from the raw data compared with shallow ML methods. DL is increasingly used in the analysis of system degradation and RUL prediction in large part because of its superior ability to handle high-dimensional data. For example, Peng et al. [27] developed a deep learning model with fully connected and convolutional layers to predict the RUL of the ball bearing machines and reported higher accuracy compared with traditional models and shallow machine learning models. Fink et al. [28] devised multilayer feedforward DL models for RUL and reliability prediction of complex systems and reported high-level accuracy in their validation tests using railway data. Another important tool that is used for RUL prediction is Gaussian process regression (GPR). GPR is a nonparametric, statistical, and Bayesian approach to
model the evolution of the time streaming data with an uncertainty quantification over time. For example, Lederer et al. [29] developed a real-time GPR model for online RUL prediction and reported better accuracy compared with other models. A more extensive review of different ML approaches for RUL prediction can be found in [26]. While highly promising, these approaches do not fully address the two challenges noted previously, and consequently large inaccuracies in RUL prediction remain.

The main contribution of the present work is the development and validation of a novel computational architecture for a highly accurate RUL prediction model with uncertainty quantification. Our method adopts the advantages of DL neural network and non-stationary GPR to jointly address current challenges in the RUL prediction of rotating machinery. Our RUL prediction is tested and benchmarked using PHM12 real-word experimental dataset developed by the PROGNOSTIA platform [30], and results show significantly higher accuracy compared with other best-in-class alternatives in recent literature.

The remainder of the article is organized as follows. Our RUL prediction model and its technical details are introduced in Section 2. The datasets and computational experiments used to test and benchmark the performance of our RUL prediction model are presented in Section 3. The computational results are discussed in Section 4. Section 5 concludes this work.

2. Prognostic and remaining useful life prediction model

In this section, we first provide an overview of our prognostic and RUL prediction model. We refer to the model with the acronym VisPro: the “Vis” prefix is used to reflect the fact that the
model uses DL image classification technology with the help of Time-Frequency Analysis (TFA) to visualize and examine the characteristics of the vibration signal over time and in the frequency domain.

2.1. Overview of the VisPro model

We begin with a high-level overview of the RUL model and leave the details to the following subsections. The general architecture of the model is shown in Fig. 1.

This VisPro model for RUL prediction consists of two phases, a first DL modeling phase, and a second nonstationary GPR prediction phase. In Phase I, we first conduct time-frequency analysis (TFA, more details in Section 2.2) on the input training data, which consists of a group of run-to-
failure trajectories from the vibration data (i.e., up to the time to failure \(t_f\)). The run-to-failure enables the calculation of complete RUL trajectories up to \(t_f\) in the training dataset (details in Section 3). The purpose of the TFA step is to expand the dimension of the original vibration signal to a 2D space of time-frequency domain to tease out more hidden information of the dataset. We then use the training data in the time-frequency domain to train the prognostic SqueezeNet (Pro-SQN) for the RUL estimation (details in Section 2.4). The trained Pro-SQN model at the end of Phase I predicts the RUL during system operation at every point in time \(t < t_f\) when vibration data is available. In the testing dataset, which contains incomplete vibration signal trajectory (i.e., truncated before machine failure), the trained Pro-SQN updates its RUL prediction up to the time when the vibration data is truncated or censored at time \(t_c\). For clarity, we index \(RUL_t\) with the time at which the prediction is carried out. This concludes Phase I of the VisPro model.

As discussed in Ref. [26], there are two motivations for appending Phase II to this intermediate output. The first is a conceptual consideration and consists in the fact that the Phase I prediction is deterministic and lacks uncertainty estimation. The second is a practical consideration and consists in the fact that the Pro-SQN \(RUL_t\) predictions exhibit oscillations of varying amplitudes over time, and this ultimately degrades the accuracy of the prediction. To achieve a more accurate and stochastic RUL prediction, we append Phase II and its NSGPR to our model. In Appendix A, we compare the RUL prediction with and without Phase II and discuss the advantage of its inclusion in VisPro.

The Pro-SQN model from Phase I predicts the \(RUL_t\) trajectory from \(t_0\) up to \(t_c\) in the testing dataset, and this trajectory is fed to the NSGPR in Phase II. We use the NSGPR to model the
evolution of these incomplete $RUL_t$ predictions in the testing dataset. By ‘learning’ from these predictions prior to the truncation time, the NSGPR captures the main trend in the RUL development over time. It is then used to provide more accurate and stochastic RUL predictions up to the time to failure along with uncertainty quantification around its prediction (details in Section 2.4). The reader interested in a result illustrating this statement (before examining the technical details of the VisPro) may jump ahead to Section 4 and glance at Fig. 9.

We designed this model to address the current challenges of data-driven RUL prediction discussed in the Introduction. First, to capture the time dependence of the system degradation and RUL prediction, we added the time variable to the input vector of the DL network (details in Section 3.3). Embedding the time variable in the input vector of the Pro-SQN model helps the network ‘learn’ the inherent time dependence of the degradation and RUL prediction. Second, to extract more useful information in the raw data and improve the prediction accuracy, we use the TFA preprocessing of the original vibration signal and design a Pro-SQN to estimate the RUL. We conduct TFA preprocessing to both the training and testing data.

In the next subsections, we discuss the technical details of the different pieces in our VisPro RUL prediction model.

### 2.2. Short-time Fourier transform time-frequency analysis

As shown in Fig. 1, the first step in VisPro is to use the time-frequency analysis (TFA) method to map the input time streaming vibration training and testing data into the time-frequency domain. We achieve this by leveraging a short-time Fourier transform (STFT) model. The STFT is a
Fourier-related transform used to determine the frequency and phase content of local sections of a signal as it changes over time [31]. The basic idea of the STFT is to divides a time streaming signal into sequential time segments of equal length and then compute the Fourier transform separately on each segment and then plot the changing spectra as a function of time. To accomplish this, we introduce a time localization notion by using a sliding time window \( w[\cdot] \) going through the entire time streaming input signal \( x[\cdot] \). The Fourier analysis is performed to every windowed portion of the signal \( x \) forming the frequency dimension. The sliding window forms the time dimension, and consequently, we formulate a 2D time-varying frequency analysis. The STFT result \( X \) representing the signal \( x \) in the time-frequency space is calculated by Eq. 1:

\[
X(m, f) = \sum_n x[n] w[n - m] e^{-jfn}
\]  

(1)

where \( x \) is the signal, \( w \) is the window function, and \( m, f \) are the variables for time and frequency dimension. Since we use fast Fourier transform (FFT) in each time segment, The parameters of the STFT result, \( m, f \) are discrete variables [31]. The frequency resolution is equal to the inverse of the window function duration, and a detailed analysis of the tradeoff between window size and frequency resolution is discussed in Ref. [32]. We output the magnitude of \( X \) as a one-channel TFA layer, which is a \( 64 \times 64 \) matrix with 64 frequency bands generated at 64 different time windows [32]. This matrix \( X \) is the input to the Pro-SQN DL RUL estimation, and it is discussed in the next subsection.

### 2.3. Deep learning RUL estimation: prognostic-SqueezeNet
In this subsection, we develop a deep network for the RUL estimation work: prognostic-SqueezeNet (Pro-SQN). Iandola et. al. [33] developed SqueezeNet and noted that it provided excellent classification accuracy, as good as that of the award-winning AlexNet [34] while requiring 50 times fewer parameters than AlexNet. In order to tailor SqueezeNet to our fault classification and further improve the accuracy of this general model in our application, we modified the original model and developed a dedicated prognostic-SqueezeNet (Pro-SQN). The structure of our Pro-SQN is shown in Fig. 2.

![Figure 2. Structure of the Pro-SQN model for prognostic and RUL prediction](image)

This Pro-SQN operates as follows. First, we input the TFA channel with a size of $64 \times 64 \times 1$ into the network. We then use convolutional layers, maxpoolings, and fire models (details in...
Appendix B) to map the input to a hidden vector of size 1024. We first use one dense layer (Den1) to transfer the output of the global maxpooling to four latent variables. We next embed the time variable to the input of “Den2” layer to capture the time dependency between system degradation and RUL estimation. Finally, we use three fully connected layers (Den2, Den3, and Den4) to convert the four hidden variables along with the time variable to the final RUL prediction at the corresponding time. We discuss the weight function of each layer and the overall memory size of this Pro-SQN in Appendix B. The weight size of this Pro-SQN model is 0.6Mb, and the overall processing memory per image is 4.7 Mb.

To adjust the original SqueezeNet to a prognostic model and improve its RUL prediction accuracy, we implemented the following modifications to the original model. First, we modified the classification problem with 1000 outputs in the original SqueezeNet to single outputs for the RUL estimation at the corresponding time. This is achieved by using fully connected dense layers. Second, since TFA signal evolution exhibits different phases (as shown in Fig. 7), to model the transition between different phases, we select Leaky-ReLU stepwise activation function. The use of the Leaky-ReLU can better model nonlinearities by avoiding the vanishing gradient problem in model training. Third, we embed the time variable as the input of this model by using it as one of the inputs in “Den2” layer. We use “Den2”, “Den3”, and “Den4” layers to integrate the information of four hidden variables representing sensor monitored machine condition and the time variable to achieve a more accurate RUL prediction.

2.4. Non-stationary Gaussian process regression RUL prediction
The reasons for appending Phase II and the NSGPR were discussed previously. The Gaussian process regression (GPR) is a Bayesian approach that can be used to model time streaming data. As shown in Fig. 1, the GPR surrogate model is used to model the evolution in time of the RUL prediction from Phase I. A brief introduction to GPR and our nonstationary kernel are provided next. For more details, the reader is referred to [35].

Consider $m$ realizations of a time streaming dataset in $m$ time steps. The input variables are denoted as $X_s = (x_1, x_2, ..., x_m)$, and each $x_i$ is a $d$ dimensional vector. The values of the output objective functions are denoted as $y_s = (y_1, y_2, ..., y_m)$, with each $y_i = Y(x_i)$, as the $m$ realizations of a stochastic function $Y(x)$, say RUL predictions. The GPR is formulated in Eq. 2, with $Y(x)$ decomposed into a deterministic mean approximation $f(x)$, and a stochastic part $Z(x)$. The stochastic part is a centered Gaussian process characterized by its covariance function. A quadratic function, as shown in Eq. 3, is used in this work to model the mean part $f(x)$, where $\beta$ is the weight and bias matrix. The stochastic part covariance function ($\text{Cov}(Z(x_i), Z(x_j))$) is modeled by selected kernel functions, and we will discuss our choice of covariance functions shortly. With the mean regression, covariance kernel functions, and $Y(x)$ decomposition formulation, the GPR prediction of new input ($x_{\text{new}}$) is considered as a posterior Gaussian distribution, which is shown in Eq 8. The Gaussian distribution mean and variance values are calculated by Eq. 4, where $\sigma_e$ is the Gaussian modeled noise standard deviation.

$$Y(x) = f(x) + Z(x)$$  \hspace{1cm} (2)
\[
\begin{aligned}
f(x) &= H(x) \times \beta \\
\text{with}
\end{aligned}
\]

\[
H(x) = [1, x, x^2] \\
x = [x_1, x_2, ..., x_d] \\
x^2 = [x_1^2, x_2^2, ..., x_d^2]
\]

\[ \mu_{\text{new}} = \text{Cov}(Z(X_s), Z(x_{\text{new}}))(\text{Cov}(Z(X_s), Z(X_s)) + \sigma_e^2 I)^{-1} \times \]

\[ (Y(X_s) - f(X_s)) + f(x_{\text{new}}) \]

\[ \sigma_{\text{new}}^2 = \text{Cov}(Z(x_{\text{new}}), Z(x_{\text{new}}))\text{Cov}(Z(x_{\text{new}}), Z(X_s)) \times \]

\[ (\text{Cov}(Z(X_s), Z(X_s)) + \sigma_e^2 I)^{-1} \text{Cov}(Z(X_s), Z(x_{\text{new}})) \]

Our nonstationary GPR covariance function consists of two parts: (1) a dot product kernel function and (2) a local length scale kernel. For the first part, we select a simple non-stationary kernel, dot product, to capture the nonstationarity of the response by using the actual position of the points of \( x_i \) and \( x_j \) \((x_i, x_j \in X)\) instead of the separation of the points, \(|x_i - x_j|\), of typical stationary kernels, such as squared exponential kernel [36]. The dot product kernel is shown in Eq. 5.

\[ \text{Cov}_2(Z(x_i), Z(x_j)) = \sigma_0^2 + x_i x_j \]  

Regarding the second part of a local scale length kernel, typically, traditional stationary kernels, such as squared exponential kernel [37], assume a constant length-scale across the entire input space and hence the covariance only depends on the distance between two input locations, say \(|x_i - x_j|\). Intuitively, length-scale represents the realm of correlation between different locations. For example, if the output variable decreases sharply, farther points should not be affected
significantly, and it requires a short length-scale locally. To account for the nonstationary properties of the output, an input dependent (local) length-scale is used [38]. This local length scale kernel is used successfully for 3-D digital terrain modeling [39] and environmental monitoring [40]. In this work, since the RUL and machine failure prediction in time is one-dimensional problem, the local length scale kernel is shown as Eq. 6 [38].

\[
\text{Cov}_2 \left( Z(x_i), Z(x_j) \right) = \sigma^2 \left( l_i^2 \right)^{0.25} \left( l_j^2 \right)^{0.25} \left( 0.5l_i^2 + 0.5l_j^2 \right)^{-0.5} \times \exp \left\{ -\frac{(x_i - x_j)^2}{0.5l_i^2 + 0.5l_j^2} \right\} \tag{6}
\]

Length-scale hyperparameter \( l_i \) and \( l_j \) are evaluated for every alternative location \( x_i \) and \( x_j \) for the input locally. The length scale is modelled by a second-level GP. In this work, we use a GP with a squared exponential kernel as the second-level GP to model the length scale. This local length scale kernel can significantly improve the prediction accuracy of the RUL in our experiment. The effect and improvement of using this local length scale kernel are discussed in Appendix C. For more details regarding this local length scale kernel, the reader is referred to [38].

We add this local length scale kernel \( \text{Cov}_2 \) to the dot product kernel \( \text{Cov}_1 \) for the overall covariance function in the NSGPR as Eq. 7.

\[
\text{Cov} \left( Z(x_i), Z(x_j) \right) = \text{Cov}_1 \left( Z(x_i), Z(x_j) \right) + \text{Cov}_2 \left( Z(x_i), Z(x_j) \right) \tag{7}
\]

We use this NSGPR to achieve a more accurate and stochastic RUL prediction [37]. In the next sections, we discuss the datasets used in this work, the computational experiments, and the results obtained with VisPro.
3. Bearing prognostic datasets

In order to validate VisPro and benchmark its performance against other RUL prediction methods, we use the bearing experimental dataset provided by the “PHM12” challenge [30], which was originally acquired through “PRONOSTIA” experiment platform developed by FEMTO-ST Institute. Figure 3 illustrates the setup of the experiment platform,

![Figure 3. PRONOSTIA experimental platform setup [30]](image)

The platform is self-contained with three principal components, including the rotating, the loading, and the measurement parts. For data acquisition, two types of sensors were used, accelerometers and resistance temperature detectors (RTD). The accelerometer and temperature measurements are sampled at frequencies of 25.6 kHz and 10 Hz respectively. Given the slow nature of temperature variations and the fact that the higher frequency vibration data can immediately reflect the health state of the bearing, it was decided to use the accelerometer measurements in our experiment to validate our prognostic model [14-20].
The data collection was conducted for a duration of 0.1s every 10s interval. Table 1 shows the three different working conditions of the experiment. A total of 17 bearings have been examined under three different operating conditions. In the first condition, seven bearings were examined under a load of 4000 N and 1800 rpm. In the second operating condition, another seven bearings were examined, under a load of 4200 N and 1650 rpm. Finally, for the third condition, three bearings were examined under a load of 5000 N and 1500 rpm. In each condition, the data from two bearings are used as a training dataset, while others are the testing datasets. These are listed in Table 2. Under each operating condition, we train VisPro with the training subset, for example with Bearings 1_1 and 1_2 in condition 1, and we test the trained model with the corresponding testing subset, for example Bearings 1_3, 1_4, 1_5, 1_6, and 1_7 in condition 1.

Table 1. PHM12 dataset experimental conditions

| Working condition | Rotate speed (rpm) | Load (N) |
|-------------------|--------------------|----------|
| 1                 | 1800               | 4000     |
| 2                 | 1650               | 4200     |
| 3                 | 1500               | 5000     |

Table 2. Training and testing subsets of PHM12 prognostic dataset

| Dataset | Condition 1 | Condition 2 | Condition 3 |
|---------|-------------|-------------|-------------|
| Training set | Bearing 1_1 | Bearing 2_1 | Bearing 3_1 |
|          | Bearing 1_2 | Bearing 2_2 | Bearing 3_2 |
| Testing set | Bearing 1_3 | Bearing 2_3 | Bearing 3_3 |
|          | Bearing 1_4 | Bearing 2_4 |              |
We use Bearing 1_2 from the training set to illustrate the details of the whole run-to-failure trajectories of the vibration signal and the actual RUL evolution with time. The evolution of the vibration signal along with its standard deviation (STD) showing the vibration magnitude [22] are provided in Fig. 4, and the ground truth of the RUL development is in Fig. 5.
Figure 4 illustrates the temporal evolution of the original vibration signal and its STD. After operating for about 8000s, the vibration and its STD increase sharply till the bearing fails. The RUL ground truth in Fig. 5 is only available for the bearings in the training datasets: knowing a bearing has failed at, say 8710s, when it reached 8000s, its RUL was 710s and shrunk linearly with further operation. If this bearing equipped a gas turbine or a jet engine for example, failure to detect that its RUL was shrinking dangerously may lead to a catastrophic outcome.

In Fig. 6, we illustrate the incomplete trajectories of the vibration signal of Bearing 1_6 in the testing dataset.
By comparing the testing vibration signal in Fig. 6 with that of the training in Fig. 4, we note that the vibration signal in the testing dataset is truncated before the failure occurs.

Before getting to the results in the next section, we discuss the performance metric used to evaluate the RUL prediction accuracy of VisPro and other RUL prognostic models.

We use VisPro to predict the RUL of the testing Bearings, \( \tilde{y}_i \) \((i \in \{1_3, 1_4, \ldots, 3_3\})\). We then compare the estimated RUL at the time of truncation, \( t_c \), with the ground truth \( y_i \) \((i \in \{1_3, 1_4, \ldots, 3_3\})\) provided by the testing dataset. To compare the RUL prediction between different models [14-20], we calculate a widely used residual index or prognostic score function to measure the RUL prediction accuracy. The percentage error of Bearing \( i \) is calculated by Eq. 8,
and the prognostic score function proposed by PHM12 [30] is provided in Eq. 9. A higher scoring function indicates smaller prediction error and more accurate model prediction.

\[
Er_i = \frac{y_i - \hat{y}_i}{y_i} \times 100\% \tag{8}
\]

\[
A_i = \begin{cases} 
\exp\left(-\ln(0.5) \times \left(\frac{Er_i}{5}\right)\right) & \text{if } Er_i \leq 0 \\
\exp\left(+\ln(0.5) \times \left(\frac{Er_i}{20}\right)\right) & \text{if } Er_i > 0
\end{cases}
\tag{9}
\]

\[
Score = \frac{1}{11} \sum_{i=1}^{11} A_i
\]

4. Results and discussion

In this section, we examine the computational results obtained with VisPro using the PHM12 dataset. We first provide the results for the TFA and examine the temporal evolution of the bearing degradation in the time-frequency 2D space. Next, we provide a single bearing example in the testing dataset to illustrate the process and outcome obtained with model. Finally, we provide the RUL predictions for the entire testing dataset, and we compare the prediction accuracy of our model with that of other best-in-class models [14-20].

4.1. Results for time-frequency analysis

We use Bearing 1_2 as an example to demonstrate the vibrational signal evolution in the time-frequency domain over the entire life period of this training bearing. The original time streaming vibrational signal and its STD are shown in Fig. 4, and its evolution in the time-frequency domain is shown in Fig. 7 at four illustrative times, \( t = 10s, 2910s, 5810s, 8710s \).
Figure 7. Bearing 1_2 vibration signal evolution in the time-frequency domain

The TFA displayed in Fig. 7 teases out more information that is not readily visible in the time domain (Fig. 4). For example, Bearing 1_2 clearly displays different phases in its degradation as seen in this four-panel figure. In the top-left panel, the vibration signal in the time-frequency domain displays a persistent 4000Hz signal (labeled by the dashed line). Although a snapshot is shown at $t = 10s$, this pattern persists until time $t = 1010s$. It likely reflects a nominal condition.
of the bearing. In the top-right panel, we observe a bifurcation in the time-frequency domain: three characteristic frequencies around $1800\,Hz$, $3800\,Hz$, and $6000\,Hz$ appear and persist in time. Although a snapshot is shown at $t = 2910\,s$, this pattern persists from time $t = 1010\,s$ until $t = 5000\,s$. This is likely indicative of the onset of some degradation. In the bottom-left panel, two new features appear in the time-frequency domain: a new persistent high frequency at $11800\,Hz$, and a broadband impulsive event $[22, 41]$ at $t = 5810.07\,s$. This is the vertical dashed line in the bottom-left panel, and it reflects the occurrence of a very short event with frequencies across the entire range captured by the sensors in PRONOSTIA. This is likely an indication of a more serious degradation event. Finally, in the bottom-right panel, the vibration magnitude becomes significant over the entire frequency range and it indicates that the failure of the bearing is imminent. VisPro will “learn” from these patterns in the time-frequency domain and quantify their association with the time to failure in its RUL prediction.

Figure 7 and the previous observations were for a training bearing for which the entirety of the vibration signals are available up to the time to failure. The situation with the testing bearing is different. For example, with Bearing 1_6, the available vibration signal evolution and its STD development are shown in Fig. 6, and its TFA result at truncation time ($t = 230200\,s$) is shown in Fig. 8.
Figure 8. Bearing 1_6 vibration signal development in time-frequency domain at truncation time

As shown in Fig. 8, the testing signal in the time-frequency domain displays the following features:

(1) persistent frequency characteristics line at 12000 Hz, 6000 Hz, 3800 Hz, and 1800 Hz; and
(2) a (mild) temporal (vertical) characteristic line around \( t = 230200 + 0.06 \) s. We note that Fig. 8 shows that the high frequency line at 12000 Hz and the temporal line are not as fully developed and clearly delineated as in the bottom-left panel in Fig. 7.

### 4.2. RUL prediction results for Bearing 1_6 in the testing dataset

The incomplete vibration signal trajectory and the STD evolution of this Bearing were provided in Fig. 6, and the time-frequency analysis at the truncation time \( t = 23020 \) s in Fig. 8. No run-to-failure data for this bearing is available. The VisPro model predicts the mean RUL shown in Fig. 9 along with the uncertainty associated with it in the form of a 90% confidence interval. The 80%
and 95% confidence intervals are provided in Appendix D. Their estimations are similar and are not included here to avoid visual clutter.

![Figure 9. The RUL estimation of the VisPro model of the testing Bearing 1_6](image)

At the time when the feature data is no longer available (truncation time $t_c = 23020s$), VisPro estimates the bearing to have a RUL $\tilde{y}_{1,6} = 1400s$. This is the model’s estimated remaining time before the bearing fails. In other words, failure is expected at time $t = 23020 + 1400 = 24420s$. The ground truth for this bearing’s RUL at truncation time is provided by PRONOSTIA, and it is $y_{1,6} = 1460s$. True failure, therefore, occurs at time $t = 24480s$. This difference is used to calculate the percent error (Eq. 9) and to benchmark the performance and accuracy of VisPro against other RUL predictive models. We note that this prediction is markedly accurate, and the 90% confidence interval contains the ground truth, as shown in Fig. 9. The lower bound and upper bound predictions are 1310s and 1500s, respectively and, the uncertainty bound includes the ground truth value.
4.3. RUL predictions for the entire testing dataset

We provide in Fig. 10 the RUL predictions for all the bearings in the testing dataset under different working conditions. The figure also includes the confidence intervals and the ground truth for each bearing. The results for all testing bearings are listed and provided in Table 3.

![Image of RUL predictions for the entire testing Bearings of different working conditions](image)

**Figure 10. RUL predictions for the entire testing Bearings of different working conditions**

**Table 3. RUL predictions, ground truth values, and truncation time for entire testing Bearings**

| Testing Bearing | RUL prediction at truncation time (s), $\bar{y}_i$ | Ground truth RUL at truncation time (s), $y_i$ | 90% confidence interval, [lb; ub] | Truncation time (s), $t_c$ |
|----------------|---------------------------------|---------------------------------|--------------------------------|-----------------|
| 1_3           | 5630                            | 5730                            | [5420; 5860]                  | 18010           |
| 1_4           | 330                             | 339                             | [320; 340]                    | 11380           |
| 1_5           | 1540                            | 1610                            | [1440; 1650]                  | 23010           |
| 1_6           | 1400                            | 1460                            | [1310; 1500]                  | 23010           |
| 1_7           | 7650                            | 7570                            | [6850; 8470]                  | 15010           |
| 2_3           | 7160                            | 7530                            | [6730; 7590]                  | 12010           |
| 2_4           | 1280                            | 1390                            | [1170; 1400]                  | 6110            |
| 2_5           | 2890                            | 3090                            | [2560; 3210]                  | 20010           |
| 2_6           | 1320                            | 1290                            | [1220; 1420]                  | 5710            |
| 2_7           | 550                             | 580                             | [510; 590]                    | 1710            |
| 3_3           | 830                             | 820                             | [800; 870]                    | 3510            |
Figure 10 indicates that the RUL predictions are accurate and within the vicinity of the ground truth values, all the latter are within the 90\% confidence intervals. This suggests that the uncertainty quantification is valid and informative. The average size of the 90\% confidence interval for the RUL prediction with VisPro using the PROGNOSTIA testing dataset is 415s. All these intervals overlap with the ground truth. This can provide one useful benchmark for other researchers to gauge and compare their uncertainty quantification models for bearing RUL predictions. The prognostic score function for all the testing bearing dataset is:

\[ \text{Score} = \frac{1}{11} \sum_{i=1}^{11} A_i = 0.84 \]

How good or bad is this performance of the VisPro? To answer this question, it is useful to provide context and examine the performances of other best-in-class data-driven predictive models from recent literature. These models are trained on the same training dataset and tested on the same testing dataset. The results are provided in Table 4.

Table 4. Comparison of RUL prediction RMSE value of VisPro and other data-driven models

| Bearing | Current time | Actual RUL | Er\% | Er\% | Er\% | Er\% | Er\% | Er\% | Er\% |
|---------|-------------|------------|------|------|------|------|------|------|------|
| 1_3     | 18010       | 5730       | 37   | -1.04| -0.35| 43.28| 1.05 | -1.05| 2.27 |
| 1_4     | 11380       | 339        | 80   | -20.94| 5.6 | 67.55| 20.35| -17.99| 5.6 |
| 1_5     | 23010       | 1610       | 9    | -278.26| 100 | -22.98| 11.48| 21.74| 12.42| 4.35 |
| 1_6     | 23010       | 1460       | -5   | 19.18 | 28.08 | 21.23 | 34.93 | 6.16 | 10.96 | 4.11 |
Table 4 indicates that the VisPro outperforms other data-driven predictive models based on the mean and STD of percent error and the prognostic score function:

- VisPro is over three times more accurate than the second-best model [20], the mean percent error for the latter is 3.00 and 9.32 for the latter. The performance differential with other models varies from 3 to 30 with an average about an order of magnitude across these alternate models.

- The STD of VisPro based on this testing dataset is four times smaller than the second-best model 3.18 versus 12.57 respectively. This smaller STD value indicates that VisPro is more robust to different working conditions compared with alternate models.\(^1\)

- The prognostic score function of VisPro is 0.84 about a third higher than the second-best model.

---

\(^1\) It can be seen in Table 4 that for the bearing 2_3, the prediction accuracy of VisPro is worse than Ref. [20]. This is likely due to the random nature of the prediction performance in that reference with a high STD. For example, Ref. [20] has small error for bearing 2_3, but a significantly large error for bearing 2_5. VisPro achieves a more consistent RUL prediction accuracy with small mean and STD of prediction error for all testing bearings.
Overall, these results indicate that VisPro robustly outperforms competing RUL prediction models. The reasons for this excellent performance are threefold. First, the use of TFA preprocessing of the time streaming vibration signal teases out more hidden information from the original signal in the time-frequency 2D domain. Second, the Pro-SQN DL prognostic model is complex enough to capture the effect of the input TFA layer on the RUL estimation. Third, the NSGPR with dot product and local length scale kernels delivers on the advantages of learning the dynamics of the incomplete $RUL$ predictions in the testing dataset, and it ultimately provides a more accurate and robust RUL predictions with uncertainty quantification.

5. Conclusion

In this work, we addressed some of the current challenges in data-driven RUL prediction of rotating machinery through vibration signal by capturing the non-stationarity of system degradation and RUL prediction and extracting more useful information from the input data. We devised a highly accurate RUL prediction model with uncertainty quantification, termed VisPro, which integrates and leverages the advantages of time-frequency analysis, deep learning SqueezeNet, and nonstationary Gaussian process regression. We examined and benchmarked our model against other advanced data-driven RUL prediction models using PHM12 Bearing vibration dataset. Our computational experiments showed that: (1) the VisPro predictions are highly accurate and provide significant improvements over competing prediction models; (2) the RUL uncertainty bounds are valid and informative.

This work should be considered in light of its limitations, and these constitute fruitful venues for future work. First, our RUL prediction model was only validated using the PHM12 Bearing
prognostic dataset; more extensive testing is needed and will be conducted in the future to further challenge or confirm its advantages in other applications. Second, other (unsteady) kernels for the NSGPR than the one used here can be examined in the future and their contributions to the overall model performance assessed.
Appendix A. Examining the effectiveness of NSGPR

In this appendix, we examine the effectiveness of the NSGPR in our RUL prediction model by comparing the RUL prediction with and without NSGPR. The RUL predictions without NSGPR are taken from the last step prediction of the Pro-SQM network in the testing dataset. The RUL prediction without NSGPR the testing Bearing 1_2 is shown in Fig. A. 1.

![Figure A. 1. The RUL estimation of the DL network of the testing Bearing 1_2](image)

First, we note that the RUL estimation curve is oscillating more significantly compared with the RUL prediction with NSGPR as shown in Fig. 9. Second, the RUL prediction is 1360s, which has a larger error than that of the prediction with NSGPR. The RUL predictions without NSGPR of overall testing Bearings are shown in Fig. A.2.
First, the RUL prediction in Fig. A. 2, does not provide the lower and upper bounds, and the use of NSGPR supports our model with uncertainty quantification. Second, in this work, we use the scoring function as calculated in Eq. 9 to measure the accuracy of the model prediction. The scoring function for RUL predictions without NSGPR is 0.59. The scoring function of VisPro predictions is 0.84, which is 42% higher than that of the predictions without NSGPR.
Appendix B. Structure and weight parameters of the Pro-SQN

Here, we introduce the details of the output size, memory requirement per image, and the number of the weight of Pro-SQN as shown in Table B.1. We use 32-bit floating numbers for variables in the data processing that one variable takes $\frac{32}{8} = 4$ bytes. According to Table B.1, the number of weights is 1,187M and it possesses 0.594Mb on memory for the model itself. The memory usage is the hard requirement of the hardware and weight size indicates the training requirement of the model.

Table B.1. The output size, hardware memory, and weight size of the fire detection SqueezeNet discriminator

| Layer | Output size | Memory/image | Weights number |
|-------|-------------|--------------|----------------|
| Input | [64×64×1]   | 64×64×1×4 = 16,384 | N/A            |
| Conv1 | [30×30×32]  | 30×30×32×4 = 115,200 | (6×6×1)×32 = 1,152 |
| Pool  | [15×15×32]  | 15×15×32×4 = 28,800  | 0              |
| Fire2 | [15×15×64]  | 15×15×(16 + 32 + 32)×4 = 72,000 | (1×1×32)×16 + (1×1×16)×32 + (3×3×16)×32 = 5,632 |
| Fire3 | [15×15×128] | 15×15×(16 + 64 + 64)×4 = 129,600 | (1×1×64)×16 + (1×1×16)×64 + (3×3×16)×64 = 11,264 |
| Pool  | [7×7×128]   | 7×7×128×4 = 25,088  | 0              |
| Fire4 | [7×7×256]   | 7×7×(32 + 128 + 128)×4 = 56,448 | (1×1×128)×32 + (1×1×32)×128 + (3×3×32)×128 = 45,056 |
| Fire5 | [7×7×256]   | 7×7×(32 + 128 + 128)×4 = 56,448 | (1×1×256)×32 + (1×1×32)×128 + (3×3×32)×128 = 49,152 |
| Pool  | [3×3×256]   | 3×3×256×4 = 9,216   | 0              |
| Fire6 | [3×3×384]   | 3×3×(48 + 192 + 192)×4 = 15,552 | (1×1×256)×48 + (1×1×48)×192 + (3×3×48)×192 = 104,448 |
| Fire7 | [3×3×384]   | 3×3×(48 + 192 + 192)×4 = 15,552 | (1×1×384)×48 + (1×1×48)×192 + (3×3×48)×192 = 110,592 |
| Fire8 | [3×3×512]   | 3×3×(64 + 256 + 256)×4 = 20,736 | (1×1×384)×64 + (1×1×64)×256 + (3×3×64)×256 = 188,416 |
Then, we introduced the fire model as shown in Fig. B. 1 since it is extensively used in the SqueezeNet, where $s_{1x1}$, $e_{1x1}$, and $e_{3x3}$ stand for the number of squeeze layers, the number of $1 \times 1$ expand layer, and the number of $3 \times 3$ expand layers, respectively.

![Organization of convolution filters in the fire model. In this example, $s_{1x1} = 3$, $e_{1x1} = 4$, and $e_{3x3} = 4$. We illustrate the convolution filters but not the activations [33].](image)

In our fire detection SqueezeNet, we set $s_{1x1}$, $e_{1x1}$, and $e_{3x3}$ as 1. We switch the activation function of the fire model from ReLU in the original model to LeakyReLU for more nonlinearity and preventing vanishing gradient problem for negative input.
Appendix C. Examining the effectiveness of the local length scale kernel

In this appendix, we examine the effectiveness of the local length scale kernel in our RUL prediction model. In order to demonstrate the effectiveness of the local length scale, we compare our results with a prediction with dot product and squared exponential kernel, which has a universal length scale. The RUL predictions without local length scale kernel of overall testing Bearings are shown in Fig. C.1 and Table C.1.

Figure C. 1. The RUL estimation of the entire Bearings in the testing set without local length scale kernel

Table C.1. Comparison of RUL prediction of VisPro with and without local length scale kernel

| Bearing | Current time | Actual RUL | $E_r$% | $E_r$% |
|---------|--------------|------------|--------|--------|
| 1_3     | 18010        | 5730       | 1.75   | 2.09   |
| 1_4     | 11380        | 339        | 2.94   | 5.88   |
| 1_5     | 23010        | 1610       | 4.35   | 4.97   |
| 1_6     | 23010        | 1460       | 4.11   | 4.79   |
|   |   |   |   |   |
|---|---|---|---|---|
| 1_7 | 15010 | 7570 | -1.06 | -1.32 |
| 2_3 | 12010 | 7530 | 4.91 | 9.83 |
| 2_4 | 6110 | 1390 | 7.91 | 27.34 |
| 2_5 | 20010 | 3090 | 6.47 | 12.62 |
| 2_6 | 5710 | 1290 | -2.33 | 11.63 |
| 2_7 | 1710 | 580 | 5.17 | 12.07 |
| 3_3 | 3510 | 820 | -1.22 | 8.54 |
| Mean | N/A | N/A | 3.00 | 8.94 |
| STD | N/A | N/A | 3.18 | 7.10 |
| Score | N/A | N/A | 0.84 | 0.74 |

First, in Table C. 1, the RUL prediction with local length scale kernel has a significant advantage over the prediction with squared exponential kernel. The mean of the prediction error, STD of the error, and score function are improved by 66%, 55%, and 14%, respectively. Second, in Table C. 1, the RUL prediction error of Bearing 2_4 is significantly improved from 27.34 to 7.91 by using local length scale kernel. In order to investigate the details of this improvement, the RUL predictions for the testing Bearing 2_4 with and without local length scale kernel are compared in Fig. C. 2.
Comparing the results of RUL prediction of Bearing 2_4 with local length scale kernel and without local length scale kernel (with squared exponential kernel), first, the prediction of without local length scale kernel is oscillating. Since the local length scale kernel considers the local smoothness, its prediction is less oscillating and more robust. This consequently improves the prediction accuracy of the B 2_4 in the testing dataset. Second, in Fig. C. 2, the uncertainty bound is larger after truncation time (6110s) for the prediction without local length scale kernel compared with that of the prediction with local length scale kernel. Consequently, the use of local length scale kernel in the NSGPR step provides a more precise RUL prediction with a tighter uncertainty bound.
Appendix D. Uncertainty quantification of 80%, 90%, and 95% confidence interval

In this appendix, we examine the uncertainty quantification results with 80%, 90%, and 95% confidence intervals. The prediction and uncertainty quantification results are shown in Fig. D. 1.

Figure D. 1. The RUL estimation of the entire Bearings in the testing set with 80%, 90%, and 95% confidence interval

Figure D. 1 shows that first the mean estimation of RUL is identical and does not vary with different confidence intervals. Second, virtually, the size of uncertainty shrinks with the decrease of its percentage. For example, 80% confidence interval is tighter compared with that of 90% and 95%. However, the uncertainty quantification has potential invalid cases that ground truths are outside the uncertainty bound for the 80% confidence interval. We calculate and summarize the
average confidence interval size and invalid case number among all testing bearings for 80%, 90%,
and 95% confidence intervals in Table D.1.

Table D. 1. The uncertainty quantification performance with 80%, 90%, and 95% confidence
interval

| Confidence interval | Average confidence interval size | Invalid |
|---------------------|----------------------------------|---------|
| 80%                 | 322s                             | 3       |
| 90%                 | 415s                             | 0       |
| 95%                 | 494s                             | 0       |

Table D. 1 shows 80% confidence interval has the tightest uncertainty bound with the average size
of 322s. However, it has 3 invalid cases that the real RULs are out of the estimated uncertainty
bounds, and their uncertainty quantifications are not informative. Second, 90% has a tighter
uncertainty bound compared with that of 95% without invalid case of uncertainty quantification.
In this way, with the considerations of both average size and invalid case of the uncertainty
quantification, 90% confidence interval is the optimal selection for VisPro. We use 90%
confidence interval in Section 4 to discuss the RUL prediction and uncertainty quantification
results.
Acknowledgments

This work was supported in part by a Space Technology Research Institute grant from NASA’s Space Technology Research Grants Program.
Reference

[1] Zheng, Y., 2019. Predicting remaining useful life based on hilbert–huang entropy with degradation model. Journal of Electrical and Computer Engineering, 2019.

[2] Jardine, A.K., Lin, D. and Banjevic, D., 2006. A review on machinery diagnostics and prognostics implementing condition-based maintenance. Mechanical systems and signal processing, 20(7), pp.1483-1510.

[3] Dragomir, O.E., Gouriveau, R., Dragomir, F., Minca, E. and Zerhouni, N., 2009, August. Review of prognostic problem in condition-based maintenance. In 2009 European Control Conference (ECC) (pp. 1587-1592). IEEE.

[4] Lin, Y., Li, X. and Hu, Y., 2018. Deep diagnostics and prognostics: An integrated hierarchical learning framework in PHM applications. Applied Soft Computing, 72, pp.555-564.

[5] Adams, M.L., 2000. Rotating machinery vibration: from analysis to troubleshooting (Vol. 131). CRC Press.

[6] Wang, D., Tsui, K.L. and Miao, Q., 2017. Prognostics and health management: A review of vibration based bearing and gear health indicators. Ieee Access, 6, pp.665-676.

[7] Si, X.S., Wang, W., Hu, C.H. and Zhou, D.H., 2011. Remaining useful life estimation–a review on the statistical data driven approaches. European journal of operational research, 213(1), pp.1-14.

[8] Xiongzi, C., Jinsong, Y., Diyin, T. and Yingxun, W., 2011, August. Remaining useful life prognostic estimation for aircraft subsystems or components: A review. In IEEE 2011 10th International Conference on Electronic Measurement & Instruments (Vol. 2, pp. 94-98). IEEE.
[9] Berghout, T., Mouss, L.H., Kadri, O., Saïdi, L. and Benbouzid, M., 2020. Aircraft engines remaining useful life prediction with an adaptive denoising online sequential extreme learning machine. Engineering Applications of Artificial Intelligence, 96, p.103936.

[10] Xiang, S., Qin, Y., Zhu, C., Wang, Y. and Chen, H., 2020. Long short-term memory neural network with weight amplification and its application into gear remaining useful life prediction. Engineering Applications of Artificial Intelligence, 91, p.103587.

[11] Benkedjouh, T., Medjaher, K., Zerhouni, N. and Rechak, S., 2013. Remaining useful life estimation based on nonlinear feature reduction and support vector regression. Engineering Applications of Artificial Intelligence, 26(7), pp.1751-1760.

[12] Lyu, J., Ying, R., Lu, N. and Zhang, B., 2020. Remaining useful life estimation with multiple local similarities. Engineering Applications of Artificial Intelligence, 95, p.103849.

[13] Xu, M., Baraldi, P., Al-Dahidi, S. and Zio, E., 2020. Fault prognostics by an ensemble of Echo State Networks in presence of event based measurements. Engineering Applications of Artificial Intelligence, 87, p.103346.

[14] Sutrisno, E., Oh, H., Vasan, A.S.S. and Pecht, M., 2012, June. Estimation of remaining useful life of ball bearings using data driven methodologies. In 2012 ieee conference on prognostics and health management (pp. 1-7). IEEE.

[15] Hong, S., Zhou, Z., Zio, E. and Hong, K., 2014. Condition assessment for the performance degradation of bearing based on a combinatorial feature extraction method. Digital Signal Processing, 27, pp.159-166.

[16] Lei, Y., Li, N., Gontarz, S., Lin, J., Radkowski, S. and Dybala, J., 2016. A model-based method for remaining useful life prediction of machinery. IEEE Transactions on reliability, 65(3), pp.1314-1326.
[17] Guo, L., Li, N., Jia, F., Lei, Y. and Lin, J., 2017. A recurrent neural network based health indicator for remaining useful life prediction of bearings. Neurocomputing, 240, pp.98-109.

[18] Yoo, Y. and Baek, J.G., 2018. A novel image feature for the remaining useful lifetime prediction of bearings based on continuous wavelet transform and convolutional neural network. Applied Sciences, 8(7), p.1102.

[19] Wang, B., Lei, Y., Li, N. and Li, N., 2018. A hybrid prognostics approach for estimating remaining useful life of rolling element bearings. IEEE Transactions on Reliability, 69(1), pp.401-412.

[20] Zhang, G., Liang, W., She, B. and Tian, F., 2021. Rotating Machinery Remaining Useful Life Prediction Scheme Using Deep-Learning-Based Health Indicator and a New RVM. Shock and Vibration, 2021.

[21] Moghaddass, R. and Zuo, M.J., 2014. An integrated framework for online diagnostic and prognostic health monitoring using a multistate deterioration process. Reliability Engineering & System Safety, 124, pp.92-104.

[22] Singleton, R.K., Strangas, E.G. and Aviyente, S., 2014. Extended Kalman filtering for remaining-useful-life estimation of bearings. IEEE Transactions on Industrial Electronics, 62(3), pp.1781-1790.

[23] Van der Aalst, W.M., Rubin, V., Verbeek, H.M.W., van Dongen, B.F., Kindler, E. and Günther, C.W., 2010. Process mining: a two-step approach to balance between underfitting and overfitting. Software & Systems Modeling, 9(1), pp.87-111.

[24] Koehrsen, W., 2018. Overfitting vs. Underfitting: A Complete Example. Towards Data Science.
[25] Gavrilov, A.D., Jordache, A., Vasdani, M. and Deng, J., 2018. Preventing model overfitting and underfitting in convolutional neural networks. International Journal of Software Science and Computational Intelligence (IJSSCI), 10(4), pp.19-28.

[26] Xu, Z. and Saleh, J.H., 2021. Machine learning for reliability engineering and safety applications: Review of current status and future opportunities. Reliability Engineering & System Safety, p.107530.

[27] Peng, W., Ye, Z.S. and Chen, N., 2019. Bayesian deep-learning-based health prognostics toward prognostics uncertainty. IEEE Transactions on Industrial Electronics, 67(3), pp.2283-2293.

[28] Fink, O., Zio, E. and Weidmann, U., 2014. Predicting component reliability and level of degradation with complex-valued neural networks. Reliability Engineering & System Safety, 121, pp.198-206.

[29] Lederer, A., Conejo, A.J.O., Maier, K., Xiao, W. and Hirche, S., 2020. Real-time regression with dividing local gaussian processes. arXiv preprint arXiv:2006.09446.

[30] Nectoux, P., Gouriveau, R., Medjaher, K., Ramasso, E., Chebel-Morello, B., Zerhouni, N. and Varnier, C., 2012, June. PRONOSTIA: An experimental platform for bearings accelerated degradation tests. In IEEE International Conference on Prognostics and Health Management, PHM'12. (pp. 1-8). IEEE Catalog Number: CPF12PHM-CDR.

[31] Sejdić, E., Djurović, I. and Jiang, J., 2009. Time–frequency feature representation using energy concentration: An overview of recent advances. Digital signal processing, 19(1), pp.153-183.
[32] Djebbari, A. and Reguig, F.B., 2000, December. Short-time Fourier transform analysis of the phonocardiogram signal. In ICECS 2000. 7th IEEE International Conference on Electronics, Circuits and Systems (Cat. No. 00EX445) (Vol. 2, pp. 844-847). IEEE.

[33] Iandola, F.N., Han, S., Moskewicz, M.W., Ashraf, K., Dally, W.J. and Keutzer, K., 2016. SqueezeNet: AlexNet-level accuracy with 50x fewer parameters and< 0.5 MB model size. arXiv preprint arXiv:1602.07360.

[34] Krizhevsky, A., Sutskever, I. and Hinton, G.E., 2017. ImageNet classification with deep convolutional neural networks. Communications of the ACM, 60(6), pp.84-90.

[35] Schulz, E., Speekenbrink, M. and Krause, A., 2018. A tutorial on Gaussian process regression: Modelling, exploring, and exploiting functions. Journal of Mathematical Psychology, 85, pp.1-16.

[36] Remes, S., Heinonen, M. and Kaski, S., 2017. Non-stationary spectral kernels. In Advances in neural information processing systems (pp. 4642-4651).

[37] Mosallam, A., Medjaher, K. and Zerhouni, N., 2016. Data-driven prognostic method based on Bayesian approaches for direct remaining useful life prediction. Journal of Intelligent Manufacturing, 27(5), pp.1037-1048.

[38] Paciorek, C.J. and Schervish, M.J., 2003, December. Nonstationary Covariance Functions for Gaussian Process Regression. In NIPS (pp. 273-280).

[39] Lang, T., Plagemann, C. and Burgard, W., 2007, June. Adaptive Non-Stationary Kernel Regression for Terrain Modeling. In Robotics: Science and Systems (Vol. 6).

[40] Garg, S., Singh, A. and Ramos, F., 2012, July. Learning non-stationary space-time models for environmental monitoring. In Twenty-Sixth AAAI Conference on Artificial Intelligence.

[41] Lei, Y., 2016. Intelligent fault diagnosis and remaining useful life prediction of rotating machinery. Butterworth-Heinemann.