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Abstract—MIMO technology has enabled spatial multiple access and has provided a higher system spectral efficiency (SE). However, this technology has some drawbacks, such as the high number of RF chains that increases complexity in the system. One of the solutions to this problem can be to employ reconfigurable antennas (RAs) that can support different radiation patterns during transmission to provide similar performance with fewer RF chains. In this regard, the system aims to maximize the SE with respect to optimum beamforming design and RA mode selection. Due to the non-convexity of this problem, we propose machine learning-based methods for RA antenna mode selection in both dynamic and static scenarios. In the static scenario, we present how to solve the RA mode selection problem, an integer optimization problem in nature, via deep convolutional neural networks (DCNN). A Multi-Armed-bandit (MAB) consisting of offline and online training is employed for the dynamic RA state selection. For the proposed MAB, the computational complexity of the optimization problem is reduced. Finally, the proposed methods in both dynamic and static scenarios are compared with exhaustive search and random selection methods.

Index Terms—Reconfigurable antennas, MIMO, Neural Network, Multi-Armed-Bandit.

I. INTRODUCTION

In wireless communication, one way to increase the SE is by employing MIMO technology. Needless to say, increasing the number of antennas in MIMO raises new challenges, such as the higher complexity of hardware, e.g., a higher number of RF chains, and software [1]–[3]. RA has been known as a feasible solution to reduce the number of RF chains. RA can be implemented with different procedures, such as modifications in radiation patterns, antenna polarizations, frequency, or combinations of them [4], [5]. This reconfigurability can be done with the asset of RF switches, which leads to changes in impedance and antenna radiation properties [6]. Here, we concentrate on RAs that are equipped with different radiation patterns. When employing RA in wireless systems, algorithms for RA state selection that maximize the channel capacity are required. However, finding an optimal RA state is an NP-hard problem. Therefore, several studies concentrate on the RA state selection problem [7], [8].

A. Related Works

Recently, machine learning-based methods in wireless communications are accumulating more interests in different areas, such as MIMO channel denoising, beam selection, cognitive radio, etc. Moreover, they can be employed to tackle complex and non-convex problems with lower complexity. Also, they can be implemented on graphics processing units (GPUs) to reach the solution in a more energy-efficient manner [9].

This work [10] presents a joint antenna selection and beamforming design in which a semi-definite optimization algorithm for this non-convex problem is solved through supervised training of a neural network model. The authors in [11] present a two-step algorithm for antenna selection and beamforming design that are implemented as classification and prediction problems. The antenna selection task is carried out in the first step, and the beamforming matrix is designed in the second step. The proposed ML-based method for both tasks is convolutional neural networks (CNN). The authors in [12] propose a deep learning-based method for designing the analog beamforming matrix for mm-wave multiple input single output (MISO). The proposed network training is unsupervised in which, during the training, the SE of the system is calculated via an analog beamformer matrix that is the output of the network. A comparison between conventional supervised and unsupervised deep learning methods for beamforming design is given in [9]. In the supervised case, the loss function is the mean squared error (MSE) between the predicted labels and ground truth ones. For the unsupervised case, the SE is defined as the loss function, combined with an estimated covariance matrix for each user. In [13], deep power control for a wireless communication system is proposed based on CNNs. In this work, both supervised and unsupervised learning approaches are used to train the neural network to achieve a higher spectral or energy efficiency with a reduced training time. The work in [14] uses an unsupervised learning residual neural network (ResNet) method for jointly designing the hybrid beamforming and antenna selection in the downlink MIMO. The training of the system consists of three main parts; in the first part, by considering the fixed antenna
As shows, the UCB policy does not achieve satisfactory which the RA states are selected from the five possible states. As shows, the UCB policy does not achieve satisfactory performance in the case of having a larger number of states in comparison to the Thompson Sampling (TS). As a result, by increasing the number of RA states, the problem becomes more complicated, and for that, in , a hierarchical TS (HTS) policy is proposed to select the best RA states with the help of clustering methods. In this model, the RA states are divided into a number of clusters, and in each cluster, the HTS is executed to extract the optimal RA states. This algorithm convergence faster in comparison to the MAB-TS and UCB with less computational complexity. The paper employs MAB for RA state selection plus channel prediction for unexplored states in the case of using both policies of UCB and TS.

B. Contributions and Novelties

We study the performance of a multi-user MIMO downlink system via a joint design of RA mode selection and digital beamforming to enhance the system performance in both static and dynamic MIMO scenarios. Our contributions are as follows:

In the static scenario, (i) we design a deep convolutional neural network (DCNN) with an unsupervised learning approach for RA mode selection. For this model, we propose a customized activation function for the integer optimization problem of selected RA modes, plus a customized loss function for SE calculation, and (ii) we design a DCNN as the combination of transfer learning and a semi-supervised learning approach for RA mode selection. This model reduces the network training time and boosts the system’s performance. In the dynamic scenario, (iii) we apply MAB with different policies. For that, we include modifications to TS and UCB policies to adapt them to our problem, and (iv) we apply offline training for MAB models to reduce the complexity of RA state selection. This means that both feature reduction and clustering methods are employed to find the representative RA states for the online training.

C. Outline

The rest of the paper is organized as follows. Section II defines the proposed system model for the joint design of RA mode selection and beamforming matrices, followed by the problem formulation. The static and dynamic RA mode selections are described in Section III and IV, respectively. Simulation results are presented in Section V. Finally, conclusions are given in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the downlink of a single-cell MIMO system. The BS is equipped with a uniform planar array antenna (UPA) with RA technology that has elements with different radiation patterns (modes). The BS is equipped with RF chains to transmit data streams. The RX side is equipped with antennas for each user. In this paper, we consider both single (SU) and multi-user (MU) scenarios. At the BS, the transmitted symbols are processed by a digital beamformer \( \mathbf{F}_{\text{BB}} \in \mathbb{C}^{N_{\text{RF}} \times N_S} \), and then pass through \( \mathbf{F}_{\text{RF}} \in \mathbb{C}^{N_{\text{RF}} \times N_{\text{RF}}} \).

This RF precoder determines the connection of RA antennas to the RF RF chains, which are considered in this paper without any phase-shifting operations. The transmit signal \( \mathbf{x} \in \mathbb{C}^{N_{\text{RF}} \times 1} \) can be defined with respect to the power-constrained beamformers as:

\[
\mathbf{x} = \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}} \mathbf{s},
\]

where \( \mathbf{s} \in \mathbb{C}^{N_s \times 1} \) is the vector of transmitted symbols. The spectral efficiency of the system for each user \( k = 1, 2, \cdots, K \) at each OFDM subcarrier \( f \in \{1, \cdots, N_f\} \), and each time step \( t \) can be defined as:

\[
R(F_{\text{RF}}, \mathbf{F}_{\text{BB}}, \nu) = \sum_{k=1}^{K} \log_2(|\mathbf{I} + \frac{\nu}{N_s} \mathbf{C}^{-1} \mathbf{H}_k[f, t, \nu] \mathbf{F}_{\text{RF}}[t]|)
\]

\[
\mathbf{F}_{\text{BB},k}[f, t] \mathbf{F}_{\text{RF},k}^H[t] \mathbf{H}_k^H[f, t, \nu]),
\]

where \( \mathbf{C} = \mathbf{H}_k[f, t] \mathbf{F}_{\text{RF}}[t] \sum_{k=1}^{K} F_{\text{BB},k}[f, t] F_{\text{BB},k}^H[f, t] F_{\text{RF}}^H[t] \mathbf{H}_k^H[f, t, \nu] + \sigma_n^2 \mathbf{I} \) is the covariance matrix of both interference and noise. We denote each RA state by \( \nu = [\nu_1, \cdots, \nu_T] \in \mathcal{M}^{N_{\text{RF}} \times 1} \) which contains the modes of \( N_{\text{RF}} \) antennas. The general formulation of SE including all subcarriers and time steps is presented in . However, for the sake of simplifying the illustration, we focus on one subcarrier with one and multiple time steps for static and dynamic scenarios, respectively. The main aim of the system is to maximize the SE through an optimal design of the beamforming matrix and RA mode selection.

III. STATIC RA MODE SELECTION

The RA state selection in static scenarios can be defined via a binary decision-making matrix \( \mathbf{W} \in \{0, 1\}^{N_{\text{RF}} \times N_P} \), meaning that if \( W_{m, \nu} = 1 \), the \( m \)th antenna has selected mode \( \nu \) and 0 otherwise. Therefore, the channel matrix after RA mode selection can be defined as follows:

\[
H[\mathbf{W}] = \sum_{\nu=1}^{N_P} H_{\nu}[\nu] \text{Diag}(\mathbf{W}_{\nu})
\]

\[
\text{s.t.} \sum_{\nu=1}^{N_P} W_{m, \nu} = 1, \forall m,
\]

\[
\mathbf{W} \in \{0, 1\}^{N_{\text{RF}} \times N_P}
\]

where \( \text{Diag}(\cdot) \) defines the diagonal matrix operator. \( \mathbf{W}_{\nu} \) denotes the \( \nu \)th column of \( \mathbf{W} \), and \( H_{\nu}[\nu] \) defines the channel when all transmit antennas select the specific mode \( \nu \). We provide a model in which deep learning can be adopted in

 selection matrix, the beamforming matrix is predicted. In the second part, the extracted beamforming matrix is used to train the model for the antenna selection task, and in the last part, both systems are trained jointly. The mutual goal of the whole system is maximizing the mutual information that is calculated through network training. As for the dynamic RA mode selection in [15], a reinforcement learning (RL) based method, namely Multi-Armed-bandit (MAB), is proposed. The proposed MAB policy is upper confidence bound (UCB), in which the RA states are selected from the five possible states.
MIMO for accomplishing the joint problem of RA mode selection and digital beamforming design. The proposed DCNN model is depicted in Fig. 1. With respect to the convolutional operators in the proposed DCNN model, the spatial features of the channel are extracted to capture the beneficial properties of digital precoding and RA mode selection matrices. These convolutional operators are mainly applicable to image-processing tasks. As a result, we transfer the channel coefficient matrix in image shape to apply convolutional layers on it. Here, the input layer contains the effective channel matrix in which its real and imaginary parts are separated and stacked as a 2D image. To extract the RA mode selection matrix in the last layer, we propose a customized softmax activation function in order to choose the optimum RA modes for each RF chain. In other words, the proposed customized activation function tries to find the suitable RA mode selection matrix as defined in (3). This means that it shifts the output to one-hot encoder variables by increasing $\alpha$ through each epoch’s training.

$$f(x) = \frac{\exp(\alpha x)}{\sum_{i=1}^{n} \exp(\alpha x)}$$

(4)

### A. Learning Approach

We consider two learning approaches for the proposed DCNN, namely unsupervised and semi-supervised learning. It should be noted that applying unsupervised learning for DCNN in multi-user scenarios requires more training time and a deeper network. Therefore, to reduce the training time, we attempt to apply semi-supervised learning in combination with transfer learning in the second approach.

1) **Unsupervised Learning:** Regarding this learning approach, we customize the loss function to solve (2). For the multi-user scenario, we design the digital beamforming matrix via (19), which eliminates the users’ interference by finding the null space of the right singular vector of the users’ channels. Following the beamforming design, the SE of the system is calculated according to (2). During each epoch’s training, the DCNN attempts to minimize the negative of SE with respect to the predefined optimizer method.

2) **Semi-Supervised Learning:** We adopt the idea of combining semi-supervised and transfer learning in (13). We propose to use a transfer learning method so that, in the first step, we train the DCNN network in a supervised manner and then use the trained DCNN model for the unsupervised task. Thereby, less time is needed for training the main task, which is the RA mode selection with unsupervised learning. For the supervised DCNN, the RA modes are extracted via the exhaustive search method and transferred to DCNN as ground truth labels. During learning, the binary cross entropy loss between ground truth and predicted labels is minimized. After initialization of the weights, biases, and training, the network is used for unsupervised learning. We use the same architecture for semi-supervised and unsupervised DCNN, where only the learning procedure is changed.

### IV. DYNAMIC RA MODE SELECTION

In this section, we assume a dynamic scenario with a mobile UE. A moving UE results in a time-varying channel. As a result, the RA state selection is more challenging compared to the static scenario. Dynamic RA mode selection can be accounted as an online mode selection, meaning that in each time step, the RA mode has to be updated. It should be noted that the problem of RA mode selection and RA state selection are equivalent.

We aim to develop a low-complex algorithm consisting of offline and online training. The offline training comprises the two steps of feature reduction and clustering methods. During offline training, we extract the important features of the effective channel via the PCA method (21). In the next step, we apply the K-means algorithm as a clustering method (22) to group similar RA states. In other words, by choosing an appropriate number of clusters, the within cluster’s sum of squares distances (WCSS) will be negligible. Following that, the representative clusters’ points (the points that have lower WCSS) are extracted to be used in the next step, which is online training. Thus, the representative points obtained in the offline training procedure could be considered as the states of the dynamic scenario, in which we employ MAB.

For MAB, similar to other RL methods, we need to assign a policy and derive the rewards and punishments of states from that. Here, we modify two policies of UCB (22) and TS (23). The main responsibility of MAB is to provide a balance between exploration and exploitation (EE) for arms selection. For our problem, the RA states are considered as the MAB arms, and each arm has a reward that is the SE of the system. The aim is to select the arm that leads the system to a higher reward.

#### A. MAB Policies

1) **UCB:** This policy requires the average of all instantaneous reward values up to the present time step named as $\bar{R}_i(t)$. Moreover, UCB needs the number of times up to the current time step that each state has been selected $n_i(t)$. These two values are updated regarding each arm and time step as follows:

$$\bar{R}_i(t) = \begin{cases} \frac{\bar{R}_i(t-1)n_i(t-1) + R_i(t)}{n_i(t-1)+1} & \text{if state } i \text{ is selected} \\ \bar{R}_i(t-1) & \text{otherwise} \end{cases}$$

(5)

and

$$n_i(t) = \begin{cases} n_i(t-1) + 1 & \text{if state } i \text{ is selected} \\ n_i(t-1) & \text{otherwise} \end{cases}$$

(6)

Here, we customize the UCB algorithm to provide a balance between EE for our problem. This balancing is defined via the
\(\gamma\) factor, which is an arbitrary positive real number, applied to the exploitation term of EE.

Algorithm 1 UCB Policy \[15\]

1. \(n_i = 0, \bar{R}_i = 0\);
2. Select each state at least once and update \(n_i, \bar{R}_i\)
3. for \(t = 1 \) to \(N_{\text{time step}}\) do
4. Select a RA state that maximizes \(\gamma \bar{R}_i + \sqrt{\frac{2 \ln(t)}{n_i}}\)
5. Update \(\bar{R}_i, n_i\) for state \(i\), w.r.t to (5), (6)
6. end for

2) TS: This policy assumes that the mean reward of each arm has a particular distribution; typically, the Beta distribution is considered. At each time step, an arm from the Beta distribution is selected, and if the reward regarding that arm is larger than the Bernoulli reward, the success probability of that state is updated; otherwise, the failure probability is increased.

Regarding the TS policy, we propose four terms for EE tradeoff balancing. These terms are \(\lambda, \omega\), the scalar values from real positive numbers for Beta distribution parameters, and \(\Delta S, \Delta F\) for success and failure updates of the Beta distribution. The \(S_i\) and \(F_i\) parameters represent the number of successes and failures of each state.

Algorithm 2 Thompson Sampling Policy \[18\]

1. \(S_i = 0, F_i = 0\);
2. for \(t = 1 \) to \(N_{\text{time step}}\) do
3. For each arm \(i = 1, \ldots, N\) sample \(\eta_i(t)\) from \(\text{Beta}(S_i + \lambda, F_i + \omega)\) distribution.
4. Play arm \(j(t) = \arg\max \eta_i(t)\) and observe reward \(\tilde{r}_i\)
5. Perform Bernoulli trial with probability \(\tilde{r}_i \in [0, 1]\) and observe output \(r_i \in \{1, 0\}\)
6. if \(r_i = 1\) then
7. \(S_i = S_i + \Delta S\)
8. else
9. \(F_i = F_i + \Delta F\)
10. end if
11. end for

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed methods, that is, DCNN for RA mode selection in static scenarios, compared with an exhaustive search method, and MAB with mentioned policies for dynamic scenarios.

A. Static Scenario

Regarding the DCNN implementation, we use TensorFlow Keras in Python. We consider QuaDRiGa channels \[24\] for our model. For the static scenario, we generate 20000 samples in which UEs are positioned uniformly distributed in 50 - 100m. The SE is evaluated as a performance metric. For the single-user case, the proposed DCNN model consists of six Conv2D layers, each three of which have a filter size of 64 and 128 with a kernel size of \(2 \times 2\), respectively. Then, after the flattening layer, two pairs of fully connected (FC) and dropout layers with the size of 512 and 0.1 are used. For all layers, we use the ReLU activation function \[25\], and for the output layer, we apply the customized activation \[4\]. The number of epochs and batch sizes are 200 and 1024, respectively.

Regarding the DCNN architecture for the two-user scenario, we consider nine Conv2D layers, each three of which have a filter size of 32, 64, and 128, respectively, with a kernel size of \(2 \times 2\). We use the \text{tanh} as a non-linear activation function for all layers besides the output layer that is equipped with the customized function. Next, the extracted features matrix is flattened and followed by a pair of fully FC layers with 128 units. Finally, a dropout layer with the rate of 0.1 for decision-making and training regularization is considered. The number of epochs and batch sizes are 50 and 64, respectively.

Fig. 2 depicts the performance of both single-user and multiuser (two users) for LOS RA mode selection. The comparison shows DCNN training and validation performances regarding the network training part. The predicted loss via DCNN is denoted as DCNN_test_continuous, and the SE of the system is calculated via the predicted labels, which is plotted as DCNN_test_discrete. We observe that the predicted results almost reach the exhaustive search method.

As shown in Fig.3 the proposed DCNN semi-supervised learning for a two-user scenario can almost reach the optimum results, similar to the unsupervised one. However, here, we use half the sample size and fewer training epochs compared to the unsupervised DCNN. The proposed system model is similar to the unsupervised one, except that the number of epochs and batch sizes of the supervised step are 20 and 128, and for the unsupervised step are 20 and 64, respectively. Regarding the supervised DCNN, the stochastic gradient descent (SGD) optimizer with a 0.01 learning rate and for the unsupervised DCNNs, the Adam optimizer with a learning rate of 0.0001 is considered.

B. Dynamic Scenario

In the dynamic scenario, during offline training, we extract the PCA components (100 from 1600 features) from the dataset. For finding a suitable number of clusters, we consider two metrics of WCSS and Silhouette \[26\]. As can be seen from Fig. 4 100 clusters could separate RA states in a proper way. Then,
Fig. 3: Training and testing DCNN semi-supervised loss versus epoch (a) supervised learning, (b) unsupervised learning for RA_MU_LOS.

Fig. 4: (a) Within sum of square distances (WCSS), (b) Silhouette metric for cluster number selection.

Fig. 5: (a) User trajectory, (b) Cumulative reward (SE) comparison for MAB methods, random selection, and exhaustive search.

VI. Conclusion

In this paper, we propose ML-based algorithms to solve the RA mode selection in both static and dynamic scenarios. In the static scenario, DCNNs for RA mode selection and digital beamforming design with both unsupervised and semi-supervised learning procedures are proposed in order to reduce the complexity of addressing the non-convex optimization problem. To facilitate these implementations, we customize the loss function and activation function of the network. In the case of RA mode selection in the dynamic scenario, employing offline training to extract the important features and clusters results in complexity reduction as well as improved...
Fig. 6: (a) User trajectory, (b) Cumulative reward (SE) comparison for MAB methods, random selection, and exhaustive search.

Fig. 7: Cumulative reward (SE) versus the number of clusters

performance. In addition, MAB policies are modified to fit the proposed approach.
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