Weak ergodicity breaking in Josephson-junction arrays
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We study the quantum dynamics of Josephson junction arrays. We find isolated groups of low-entanglement eigenstates, that persist even when the Josephson interaction is strong enough to destroy the overall organization of the spectrum in multiplets, and a perturbative description is no longer possible. These eigenstates lie in the inner part of the spectrum, far from the spectral edge, and provide a weak ergodicity breaking, reminiscent of the quantum scars. Due to the presence of these eigenstates, initializing with a charge-density-wave state, the system does not thermalize and the charge-density-wave order persists for long times. Considering global ergodicity probes, we find that the system tends towards more ergodicity for increasing system size: The parameter range where the bulk of the eigenstates look nonergodic shrinks for increasing system size. We study two geometries, a one-dimensional chain and a two-leg ladder. In the latter case, adding a magnetic flux makes the system more ergodic.

I. INTRODUCTION

Quantum thermalization has been the focus of quite a lot of scientific activity in recent years (see [1, 2] for a review). In the vast majority of the existing numerical and analytical studies, quantum thermalization relies on the properties of the eigenstates, which must be locally equivalent to thermal density matrices, the so-called eigenstate thermalization (ETH) [3–6]. In particular, ergodicity and thermalization come in association with eigenstates delocalized in the Hilbert space [1, 2]. When this does not happen – for instance in many-body localization (MBL) [7] – the dynamics is so constrained that local observables can never thermalize. Preparing the system in a state out of equilibrium, the system is frozen and never reaches thermalization, as it has been experimentally verified [8]. MBL usually occurs in disordered systems, but it has been demonstrated to occur also in some clean systems [9–12], even in a clean chain of Josephson junctions at high energies [13].

There are some peculiar clean systems (like the PXP model) [14, 15] which show some features of non ergodicity similar to MBL, although the bulk of the eigenstates is delocalized in the Hilbert space and locally thermal. In these cases, there are a minority of eigenstates which are nonthermal, the so-called many-body quantum scars [16]. These scars are a nontrivial ergodicity breaking phenomenon, being their energy far from the ground state and in the inner part of the spectrum, surrounded by thermal eigenstates. They have a significant effect on the dynamics: They hinder thermalization, and this happens only when the system is prepared in some special initial states. These states are factorized and simple to prepare, and have a large overlap with the nonthermal eigenstates. This dynamical phenomenon is known as weak ergodicity breaking [16]. Many-body quantum scars are a purely quantum phenomenon radically different from the single-particle ones, which appear around isolated periodic trajectories of a fully-chaotic (ergodic and mixing) classical Hamiltonian system [17, 18], when one quantizes it [19, 20].

Questions of quantum thermalization have been addressed also in the context of Josephson junction arrays [21, 22]. It has been theoretically predicted that a linear Josephson-junction chain shows MBL in the regime of high energies [13], a Bose-glass phase has been experimentally observed in a disordered Josephson-junction [23], and in a similar model – the Bose-Hubbard chain – nonergodic behavior [24–28] and Bose-glass dynamics [29] have been numerically observed.

In this work we focus on Josephson-junction arrays in a regime of energies smaller than Ref. [13] and find a weak-ergodicity breaking phenomenon reminiscent of quantum scars. We find indeed nonthermal eigenstates of the Hamiltonian, that have small entanglement entropy and lie in the inner part of the spectrum, far from the spectral edge. The latter is an important point: lying far from the spectral edges these eigenstates cannot be confused with a finite-size effect. These eigenstates are the superposition of few degenerate charge configurations dressed by the interaction, are organized in small isolated groups, and – although they are a minority – we argue that they are infinite in number, even at finite size.

A part of these special eigenstates are organized in doublets. These doublets have small entanglement entropy equal to \( \simeq \log 2 \). Another set of low-entanglement eigenstates is organized in 6-tuplets, and these states have entanglement entropy \( \log 6 \). Both sets of states persist for values of the Josephson coupling \( E_J \) up to order of the charging energy scale \( E_C \). Being \( L \) the system size, \( E_J \ll E_C/L \) defines the regime where perturbation theory is valid, the spectrum is organized in multiplets, and one expects to find low-entanglement eigenstates in the inner part of the spectrum. Our special eigenstates can be found already in this regime using perturbation theory, but they remarkably survive much beyond it.
These low-entanglement eigenstates hinder thermalization. The log2 states affect the dynamics when the system is initialized with a period-2 charge density wave. There is an interval of Josephson couplings, where the initial state has a large overlap with one of the log2 eigenstates. In correspondence with that, the dynamics provides a charge-density-wave order persisting at long times. A similar persistence occurs when the system is prepared in a charge-density-wave state with period 3. In a thermalizing case, in contrast, the charge-density-wave order would melt after a transient. As in the case of quantum scars, we see absence of thermalization when we initialize with simple factorized states. We have therefore a strong effect on the dynamics of a minority of low-entanglement eigenstates with large overlap with the initial state, similarly to quantum scars.

For values of $E_J$ beyond the perturbative regime, we apply tDMRG and probe the long-time persistence of the charge-density wave order, and the related existence of the nonthermal eigenstates, up to $L = 60$ for the log2 states and $L = 90$ for the log6 ones (see Sec. VA). So, the nonthermal eigenstates (or at least their effect on the dynamics) persists for quite large system sizes, although no extrapolation to the thermodynamic limit is possible.

Looking at global probes of ergodicity (involving averages over the bulk of the eigenstates and the eigenvalues of the Hamiltonian), one can see a diffuse tendency of the system towards more ergodicity for increasing system size. The system is definitely not ergodic at small Josephson coupling, but this parameter range shrinks as the system size is increased. We can access to limited system sizes and truncations of the Hilbert space, and we cannot easily extrapolate to larger values. Therefore, our results are not contrast with the prediction of many-body localization for this model at high energies and small coupling [13]. In particular, for the energies we have access to, we see that a dynamical behavior suggesting MBL (the persistence of the charge density wave) is actually due to the effect of a isolated eigenstates, similarly to what happens in the quantum-scar phenomenon.

We consider global probes of ergodicity both for a one-dimensional chain and a ladder geometry. In this work, we have a model with short-range interactions and consider the properties of local observables (or objects that have been shown to share similar eigenstate-entanglement properties, like the half-system entanglement entropy). In this context eigenstate thermalization – the Hamiltonian eigenstates being locally thermal – and quantum chaos – the Hamiltonian behaving in some respects as a random matrix – occur together [2], and they go below the common name of “ergodicity”. So, it is equivalent to look at global probes of quantum chaos or global probes of eigenstate thermalization (in both cases averages over the spectrum or the bulk eigenvalues), and we talk about global probes of ergodicity. There are cases of long-range systems where quantum chaos and eigenstate thermalization have no clear relation [30, 31], or cases of integrable systems where a nonlocal observable thermalizes [31], but they go beyond the scope of our work.

The global probe of eigenstate thermalization we choose is the smoothness quantifier of the eigenstate-expectations of a local observable. The idea is that if there is eigenstate thermalization the expectations of local observables behave as the microcanonical ones, that are smooth in energy [2, 30, 32]. For quantum chaos, we consider the inverse-participation ratio (IPR) of the Hamiltonian eigenstates in the basis of the charge eigenstates (a measure of delocalization in this basis), and apply to it the smoothness quantifier. If there is quantum chaos, the Hamiltonian eigenstates behave as random states delocalized in the basis of the charge eigenstates over a energy window provided by $E_J$, and eigenstates with nearby energies look similar, giving rise to a smooth IPR [34–37]. We probe also quantum chaos looking at the average level-spacing ratio, which measures how much the spectrum of the Hamiltonian is similar to a random matrix [2, 32, 38].

All the global probes of ergodicity provide results in agreement and show a regime of small $E_J$ where there is no quantum chaos and no eigenstate thermalization. This regime shrinks for increasing system size, so the range of parameters where the system behaves ergodically becomes larger for increasing system size. This is true both for the chain geometry and the ladder one. In the latter case, we can add a finite magnetic flux. Looking at the global indicators of ergodicity, we see that the finite magnetic flux makes the system more ergodic.

Together with that, the eigenstates of the Hamiltonian with finite flux become more delocalized in the basis of the charge eigenstates. A somewhat similar delocalizing effect of the magnetic flux occurs in Anderson localization [39, 40] and MBL [41]. There, one has localization in physical space and the system is disordered and non-interacting. Our results show a similar effect in a many-body clean system, and here the localization phenomenon occurs in the many-body charge eigenstates basis.

The paper is organized as follows. In Sec. II we present the two models (the Josephson chain and the Josephson ladder) we use in this paper. In Sec. III we show the existence of small-entanglement nonthermal eigenstates, which are similar to charge-density wave ordered states, and are a minority of the Hilbert space. In Sec IV we apply perturbation theory for $E_J \ll E_C$ and show that the small-entanglement nonthermal eigenstates we discuss, can already be seen in this approximation. In Sec. V we show the effect on the dynamics of these eigenstates: Preparing the system in a charge density wave state, the order persists, for small enough Josephson coupling. In Sec. VI we discuss the global properties of ergodicity of the system. In Sec. VII we draw our conclusions. In Appendix A we discuss the energy fluctuations of the charge eigenstates (which is important for our discussion of global ergodicity probes) and in Appendix B we provide a small discussion of the independence of our results on the chosen Hilbert-space truncation.
II. MODELS

The first model we consider is a linear array of Josephson junctions represented in the scheme of Fig. 1(a). Its Hamiltonian is

$$\hat{H} = \sum_{i=1}^{L} \frac{1}{2} E_C \hat{q}_i^2 - \sum_{i=1}^{L} E_J \cos \left( \hat{\theta}_i - \hat{\theta}_{i+1} \right),$$  \hspace{1cm} (1)$$

where \( L \) is the length of the array. The system is a sequence of superconducting island [circles in Fig. 1(a)] separated by junctions [crosses]. The first term of the Hamiltonian is the charging energy related to ground capacitance of an island (we neglect the junction-capacitances [13], so that the charge interaction is onsite only and the screening length [42, 43] is vanishing). The second term is the contribution due to the Josephson coupling between the islands [see the scheme in Fig. 1(a)]. The canonical variables are the superconducting phases \( \hat{\theta}_i \) and the corresponding number of Cooper pairs \( \hat{q}_i \); In an appropriate experimental regime they behave in a quantum way [44, 45] and obey the commutation relation \( \left[ \hat{\theta}_i, \hat{q}_j \right] = i \delta_{i,j} \). We will assume periodic boundary conditions, \( \hat{q}_{L+1} \equiv \hat{q}_1, \hat{\theta}_{L+1} \equiv \hat{\theta}_1 \).

\[\begin{array}{c}
(a) \quad E_C \quad \hat{q}_i \quad \hat{\theta}_i \\
(b) \quad \Phi \quad \Phi \quad \Phi \quad \Phi \quad \Phi \quad \Phi
\end{array}\]

FIG. 1. (Panel a) Scheme of the one-dimensional chain of Josephson junctions Chain model.. The crosses are the junctions and the circles are the superconducting islands, and also the ground capacitances are shown. (Panel b) Scheme of the Josephson-junctions ladder with magnetic flux \( \Phi \). We assume that the ground capacitances dominates over the capacitances of the junctions, and neglect the latter.

This is a charge-conserving Hamiltonian. The total charge operator is defined as \( \hat{Q} = \sum \hat{q}_i \), and is conserved [46]. The charge operator \( \hat{q}_i \) is the number of Cooper pairs, so is quantized with integer eigenvalues. This fact and the commutation relation imply \( e^{i\theta_j} \left| q_j \right> = \left| q_j + 1 \right> \). Using this relation, we can write the Hamiltonian in the basis of eigenstates of the charge operators \( \{ \hat{q}_j \} \) [47]. In any numerical implementation, a truncation of the Hilbert space is needed, forcing all the \( \hat{q}_i \) to run from \(-M\) to \(+M\), for some integer \( M \). We construct the truncated Hilbert space with the basis \( | q_1, q_2, \ldots, q_L \rangle \) with \( |q_j| \leq M \) \( \forall j \).

We consider also a ladder configuration where we can put a magnetic flux \( \Phi \) [see the scheme in Fig. 1(b)]. Calling \( \Phi_0 \) the flux quantum, we find the Hamiltonian to be

$$\hat{H} = \sum_{i=1}^{L} \sum_{k=1}^{2} \frac{1}{2} E_C \hat{q}_{i,k}^2 - \sum_{i=1}^{L} E_J \cos \left( \hat{\theta}_{i,1} - \hat{\theta}_{i,2} \right) - \sum_{i=1}^{L} E_J \cos \left( \hat{\theta}_{i,1} - \hat{\theta}_{i+1,1} \right) - \sum_{i=1}^{L} E_J \cos \left( \hat{\theta}_{i,2} - \hat{\theta}_{i+1,2} - 2\pi \Phi/\Phi_0 \right),$$ \hspace{1cm} (2)$$

where the phases \( \hat{\theta}_{i,k} \) are now gauge invariant [48]. We take periodic boundary conditions along the horizontal direction \( i \), and open boundary conditions along the vertical direction \( k \). Thanks to the usual commutation rules

$$\left[ \hat{\theta}_{i,k}, \hat{q}_{i,k,q} \right] = i \delta_{i,j} \delta_{k,q},$$

the construction of the Hilbert space and the expansion in eigenstates of \( \hat{q}_{i,k} \) are strictly analogous to the one considered for Eq. (1) [47]. Also the resulting structure is very similar, with the important difference of some phase factors \( \exp(\pm 2\pi \Phi/\Phi_0) \) in some of the Josephson terms. In all the paper, we choose \( \Phi/\Phi_0 = 1/\phi \), where \( \phi \) is the golden ratio. We do that in order to avoid any possible effect of commensuration with the ladder [49]. We term the \( \Phi = 0 \) case as “vanishing flux” and the \( \Phi = \Phi_0/\phi \) case as “finite flux”.

We exploit the symmetries of the Hamiltonian in order to reduce our analysis to a Hilbert subspace. The Hamiltonian conserves the charge, and we always restrict to the subspace with total charge \( Q = 0 \). Moreover, there is translation invariance along the horizontal direction, and we further restrict to the subspace with vanishing horizontal momentum. The chain model has reflection symmetry, and the ladder model with \( \Phi = 0 \) has reflection symmetries along both the horizontal and the vertical axes. We further restrict to the subspace even under these symmetries. We call the resulting operator the “fully even Hamiltonian” and the corresponding subspace the “fully even subspace”. Of course, when considering a dynamics with an initial state with less symmetries than the Hamiltonian, we will restrict to a larger Hilbert subspace.

When the flux \( \Phi \) is nonvanishing, the symmetries of the problem are reduced. In the \( \Phi = 0 \) case, the symmetries are the translations along the ladder, the swap of the two rows of the ladder, the reflection along the row of the ladder and the parity \( q \rightarrow -q \). If \( \Phi \neq 0 \) the swap symmetry disappears, and when the inversion and the parity act, must also the flux \( \Phi \) change sign in order to keep the Hamiltonian unchanged. This property is
related to the fact that the magnetic flux is an axial vector and changes sign under reflections. So, the inversion symmetry and the parity disappear as symmetries. The new symmetry which results is the composition of inversion and parity. Applying the flux gives rise therefore to a symmetry breaking.

We numerically study the dynamics using exact diagonalization when possible, the Krylov method implemented in the Expokit package [50], or the tDMRG [51] algorithm implemented through the ITensor Library [52, 53]. (With the first two methods we can restrict to the fully even subspace.) Throughout the paper we set $E_C = 1$.

### III. WEAK ERGODICITY BREAKING

In order to probe if an eigenstate of the Hamiltonian $|\phi_\alpha\rangle$ is nonthermal, we probe the entanglement entropy. In order to define it, we divide the system in two partitions $A$ and $B$ in the following way. Both in the ladder and the chain model, assuming $L$ even, we cut the system perpendicularly to the horizontal direction of Fig. 1 in two equal parts. We get in this way $A$ and $B$ subsystems with the same size and shape, and $L/2$ long. [54]

So the full Hilbert space (not the symmetrized one) has a tensor product structure $H = \mathcal{H}_A \otimes \mathcal{H}_B$. We define the half-chain entanglement entropy for each eigenstate as

$$S^{(\alpha)}_{L/2} = -\text{Tr}_A[\rho^{(\alpha)}_A \log \rho^{(\alpha)}_A] \quad \text{with} \quad \rho^{(\alpha)}_A = \text{Tr}_B[|\phi_\alpha\rangle \langle \phi_\alpha|],$$

where $\text{Tr}_B$ is the partial trace over $\mathcal{H}_B$.

It is important to emphasize that, if an eigenstate $|\phi_\alpha\rangle$ is locally thermal and obeys ETH, its half-system entanglement entropy is

$$S^{(\alpha)}_{L/2} = \frac{L}{2} s_{\text{m.e.}}(E_\alpha) + O(1),$$

where $s_{\text{m.e.}}(E_\alpha)$ is the microcanonical entropy density at energy $E_\alpha$ [24, 55, 56]. Therefore, if an eigenstate has an entanglement entropy order 1, does not for sure obey ETH and is therefore nonthermal.

Violations of ETH at the spectral boundaries are not very surprising (for instance, for noncritical Hamiltonians, the ground state and eigenstates with vanishing excitation-energy density obey an area-law entanglement [57–59]). Moreover, many of the violations of ETH at the spectral boundaries are believed to be a finite-size effect. The point is that near the boundaries the microcanonical entropy is much smaller than in the inner part of the spectrum, then an ETH eigenstate is a random superposition of less factorized eigenstates. So, the expectation over an ETH eigenstate near the spectral boundary has larger fluctuations around the microcanonical value. As a consequence, at the small system sizes which exact diagonalization can attain, states at the center of the spectrum show a very good ETH behavior, while states at the boundaries show fluctuations around ETH (see for instance [24, 27, 34, 36]). So, finding isolated small-entanglement eigenstates far from the edges of the spectrum, surrounded by eigenstates with large entanglement – as we are going to do – is a more interesting and unexpected phenomenon.

Before focusing on the entanglement entropy, let us define some special charge eigenstates important for this analysis as

$$|\psi_2(q)\rangle = |-q, q, -q, \ldots\rangle$$

$$|\psi_3(q,-q,0)\rangle = |q,-q,0, q,-q,0,\ldots\rangle.$$  \hspace{1cm} (4)

They are both charge-density wave states [60], the first one with periodicity 2, the second with periodicity 3. For the latter, we consider also the related states $|\psi_3(\Pi(q,-q,0))\rangle$, where a permutation $\Pi$ is applied to the periodically-repeating domain $(q,-q,0)$. Notice that in both cases we restrict to the Hilbert space sector with vanishing total charge $Q = 0$.

Let us start considering the entanglement entropy of the eigenstates in the chain model [Fig. 2(a)]. We see two series of low-entanglement-entropy states, one near $S_{L/2} \sim \log(2)$ and another near $S_{L/2} \sim \log(6)$. We see that both series of eigenstates persist also for values of $E_j$ – for instance $E_j = 0.8$ – which lie outside the regime where the spectrum is overall organized in multiplets. [In this regime, defined by $E_j \ll E_C/L$, perturbation theory can be applied – see Sec. IV]. The log 2 eigenstates shown in Fig. 2 are even under the symmetries of the Hamiltonian, and correspond to states similar to

$$|\psi_+(q)\rangle \equiv \frac{1}{\sqrt{2}} [|\psi_2(q)\rangle + |\psi_2(-q)\rangle],$$

with $|\psi_2(q)\rangle$, $|\psi_2(-q)\rangle$ dressed by the interaction with other charge configurations. We can directly check this. From one side, the log 2 eigenstates occur at energies near to $E^{(0)}(q) = \langle \psi_+(q)|H|\psi_+(q)\rangle = Lq^2/2$. From the other side, as we are going to show in Sec. IV, for $q = 2$ – the eigenstate having maximum overlap with $|\psi_+(2)\rangle$, is right the one having entanglement entropy $\sim \log 2$ and energy $\sim E^{(0)}(2)$.

Actually, there is not only the even log 2 eigenstate, but also the odd one, that in the limit $E_j \ll E_C/L$ has the form $|\psi_-(q)\rangle = \frac{1}{\sqrt{2}} [|\psi_2(q)\rangle - |\psi_2(-q)\rangle]$. The latter is outside the fully even subspace and we cannot see it in our numerics. At second order in $E_j$, the Hamiltonian is degenerate in the 2 states $|\psi_2(q)\rangle$, $|\psi_2(-q)\rangle$ (see Sec. IV). At further orders, the two states are coupled and the eigenstates become the quasidegenerate $|\psi_\pm(q)\rangle$.

The $E_j = 0$-Hamiltonian is also degenerate in the 6 states $|\psi_3(\Pi(-q,-q,0))\rangle$, where $\Pi$ is a generic permutation of the three arguments. Applying the interaction $E_j \ll E_C$, the eigenstates become superpositions of these six states. Here we restrict to the fully even subspace, and we can see only the superposition of the 6 states with equal weights and equal phases. This fact provides the value $\log(6)$ of the entanglement entropy. Considering the full Hilbert space, we can construct 6 possible superpositions (each one with different phases), so each point
at log(6) corresponds to a sextuplet. What is remarkable, is that this spectral structure persists also when $E_J$ is not infinitesimal, but has a value order 1.

Some remarks are in order. First, here the truncation $M$ is finite, but we can see low-entanglement eigenstates far from the upper edge of the energy spectrum. So we can believe that these eigenstates persist also in the limit $M \to \infty$. It is also important to notice that the states of the form Eq. (4) are a countable infinity when $M \to \infty$. The nonthermal eigenstates are a dressed superposition of a finite number of them, so they are also infinite, at any finite size $L$. This fact is in contrast with the usual many-body quantum scars, whose number grows with the system size [16, 20]. Let us emphasize again that we focus our attention on nontrivial low-entanglement states, i.e. the ones surviving beyond the perturbative regime, and lying far from the spectral edges (so clearly distinct from a finite-size effect or an artifact of the truncation [61]).

Second, we see a dependence of the structure of nonthermal eigenstates on the divisors of $L$. 2 is a divisor of both 6 and 8, so we see log(2) states in both cases [Fig. 2(a,b)], but we find log(6) eigenstates only in the former [Fig. 2(a)]. In this case, 3 is a divisor of 6, and the period-3 charge density wave states $|\psi_3\rangle$ [Eq. (4)] needed for the log(6) eigenstates can be accommodated. For the case $L = 8$ we see also eigenstates with entanglement entropy log 4. In the perturbative regime, they come from the superposition of 4 states, the charge-density-wave state with periodicity 4 $|\psi_4(q)\rangle = |q, 0, -q, 0, q, 0, -q, 0, \ldots\rangle$, and the other distinct 3 obtained by translating it. Also the presence of these states depends on the divisors of $L$ ($L$ must be a multiple of 4), but we can see that they are fragile and disappear when one moves away from the perturbative regime.

Moving to the case of the ladder without magnetic flux, we see that the situation is very similar to the chain-model case. Still restricting our numerics to the fully even subspace, also here there are the log 2 nonthermal eigenstates, as we see in the $S^{(\alpha)}_{L/2}$ versus $E_\alpha$ plots in Fig. 3. These eigenstates appear around the energies $E^{(0)}(q) = Lq^2$, and we mark with a blue circle the one for $q = 2$ and coupling values $E_J = 0.05, 0.2$ in Fig. 3. This even eigenstate has an odd quasidegenerate partner, that lies outside the subspace where we perform the exact diagonalization. As we discuss in better detail in Sec. V B, these eigenstates have a large overlap respectively with the even and odd superpositions of the charge-density-wave states $|\psi_4(\pm q)\rangle$ [Eq. (12)].

These eigenstates can be found for small $E_J$ using perturbation theory (App. IV). Going beyond the perturbative regime, although the overall multiplet structure of the spectrum disappears, these small entanglement eigenstates can still be recognized, but they are dressed by the interaction and the entanglement entropy increases ($E_J = 0.8$ – orange circle in Fig. 3). Such a strong effect was not present in the linear chain for the same value of $E_J$ (Fig. 2), so we see that the effect of the Josephson coupling in the ladder is stronger than in the chain.

We do not explicitly discuss the case with finite flux $\Phi$, but we expect that the small-entanglement eigenstates are still there, because they can be found in the perturbative regime (App. IV). Outside this regime, they might survive in a parameter range different than the case $\Phi = 0$. As we are going to see in Sec. V B, results of the dynamics suggest that this parameter range is smaller.

In the next section we are going to see how these low-entanglement eigenstates appear already in the perturbative regime.

---

**FIG. 2.** Chain model. (Panel a) Half-system entanglement entropy $S^{(\alpha)}_{L/2}$ versus $E_\alpha$ for $L = M = 6$ and different $E_J$. The horizontal lines mark the ergodicity-breaking eigenstates with entanglement entropy log(2) and log(6). These eigenstates persist also for $E_J = 0.8$, well beyond the perturbative regime. (Panel b) The same for $L = 8$, $M = 3$. Inside the circle there is the even log 2 eigenstate for $q = 2$, which is physical and not a finite size effect, being far from the spectral edges. We can see also the log 4 eigenstates, coming from superpositions of charge-density-wave states with period 4, and persisting only in the small-$E_J$ perturbative regime, where the spectrum is globally organized in multiplets.
there are also some log 4 states which disappear when entanglement entropy $S \equiv 0$. In the rest of this section we exemplify the discussion by considering the state $|\psi_+^\alpha(q)\rangle$ defined in Eq. (3) and showing that, in the perturbative regime, it is adiabatically connected to the highest-energy state of the multiplet with energy $E^{(0)} \approx L E^\alpha q^2$. The latter state is the version of $|\psi_+^\alpha(q)\rangle$ dressed by the interaction and provides the even log 2 eigenstate. We remark that this multiplet is far from the ground state of $\hat{H}_0$ and also $\hat{H}_0$ does not have an highest-excited state, since its eigenvalues are not bounded from above. Therefore we would naively expect the states within this multiplet to obey some form of ETH.

The eigenstates of $\hat{H}_0$ are the charge configurations $|q_1, q_2, \ldots, q_L\rangle$, simultaneous eigenstates of the local charge operators $\hat{q}_j$. At $E_J = 0$ the spectrum is organized in degenerate multiplets, and each multiplet contains the set of all possible site permutations of some charge configuration (all them have the same charging energy $E^{(0)}(q) = \frac{L E^\alpha}{2} \sum_j q_j^2$). Applying second order perturbation theory, the states in each multiplet mix with each other, and inside each multiplet, one can write an effective Hamiltonian \[ \hat{H}^{(2)} = \hat{H}_0 + E_J \sum_\{q_j\} \hat{\Pi}(q_j) \hat{V} \hat{\Pi}(q_j) + E_J^2 \sum_{\{q_j\}, \{p_j\}} \frac{\hat{\Pi}(q_j) \hat{V} \hat{\Pi}(p_j) \hat{V} \hat{\Pi}(q_j)}{E_q - E_{(p)}} , \] where we have defined the projectors as $\hat{\Pi}(q_j) = \{\{q_j\}\} \{\{q_j\}\}$, and the charge configurations $\{\{q_j\}\}, \{\{q_j\}\}$ belong to the considered multiplet and have degenerate charging energy $E_q$, while the configurations $\{\{p_j\}\}$ belong to the other multiplets and have charging energies $E_{(p)}$.

Let us now focus on the chain model charge configurations $|q_1, q_2, \ldots, q_L\rangle$ such that $|q_j - q_{j+1}| \geq 3 \forall j = 1, \ldots, L$. Neglecting non-local terms (see Ref. 62 for further discussion), one sees that $\hat{V}$ at first order does not mix these charge-configuration states with other ones inside the corresponding multiplet. One finds that these charge-configuration states are eigenstates of the effective Hamiltonian $\hat{H}^{(2)}$ with eigenvalue
\begin{equation}
E^{(2)}_{\{q_j\}} = E^{(0)}_{\{q_j\}} + E_J^2 \sum_{j=1}^L \frac{2}{(q_j - q_{j+1})^2 - 1}.
\end{equation}
For the ladder model, the analysis is the same, but one has to consider states such that $|q_j - q_i| \geq 3 \forall j$ and $i$ nearest neighbors and the sum in restrict the sum in Eq. (8) runs on all the nearest-neighbor pairs of charges.

We can consider some cases. If we consider the multiplet where half of the sites have charge $+q$, and half have...
charge \(-q\), we find that \(E^{(2)}(q_0)\) is maximized by two classical configurations, the \(|\psi_2(\pm q)\rangle\) defined in Eq. (4) for the chain model and in Eq. (12) for the ladder model. The two \(|\psi_2(\pm q)\rangle\) are degenerate at order \(E^3_j\); Because we restrict to subspaces fully even under the symmetries of the Hamiltonian, we get \(|\psi_+(q)\rangle = \frac{1}{\sqrt{2}}(|\psi_2(q)\rangle + |\psi_2(-q)\rangle)\), whose entanglement entropy is \(\log 2\) in Figs. 2 and 3. To any order in perturbation theory these will change smoothly with \(E_J\), since the mixing with the other states in the multiplet is protected by the finite gap (proportional to \(E^3_j/E_C\)) between \(|\psi_2(\pm q)\rangle\) and the rest of the states in the multiplet. Note, however, that this analysis is inconclusive beyond the perturbative regime, where the gap with states from other multiplets will become exponentially small in \(L\). However, as we have shown numerically, these \(\log 2\) eigenstates survive well beyond the perturbative regime. We emphasize that Eq. (8) does not depend on the phases, so in the ladder case is valid also for a nonvanishing flux \(\Phi \neq 0\).

We can also choose to restrict to multiplets where the configurations are such that half of the sites have charge 0, one fourth charge \(q\) and one fourth charge \(-q\). Considering the linear chain, we see that there are exactly 4 distinct configurations maximizing Eq. (8). All them are charge density waves with period four, one is \(|q, 0, -q, 0, \ldots\rangle\) (where \(\ldots\) mean repetition with periodicity), and the other 3 are obtained by means of translations. Inside the fully even subspace, we see the equal-weight superpositions of these four, which have entanglement entropy \(\log 4\), as we see in Fig. 2. These states are more fragile and do not survive beyond the perturbative regime.

Remarkably, the \(\log 2\) and \(\log 6\) eigenstates persist beyond the perturbative regime, and have important effects on the dynamics, forbidding thermalization and leading to the persistence of an initial charge-density wave order, as we clarify in the next section.

V. DYNAMICS

Both the states considered in Eq. (4) are simple product states which have a charge-density wave order. If we initialize the dynamics in one of these states, because of the large overlap with the nonthermal eigenstates introduced above, there is no thermalization. In particular, the charge-density wave order does not melt, but persists for long times.

A. Chain model

In order to probe this persistence, we have to consider some observables. If we initialize with a period-2 charge density wave – for instance \(|\psi_2(q)\rangle\) in Eq. (4) – we can consider the normalized imbalance

\[
\hat{I} \equiv \frac{1}{qL} \sum_{i=1}^{L} (-1)^i \hat{q}_i
\]

(the full imbalance is \(q\hat{I}\), and the expectation of its powers, \(\hat{I}_t(t) = \langle \psi(t) \hat{I}^\dagger \psi(t) \rangle\) (that’s to say its moments). The imbalance is nonvanishing if there is a period-2 charge density wave, and is a standard object used to probe localization and nonergodicity phenomena [8, 24, 29].

If we chose to initialize the system in one of the \(|\psi_2(\pm q)\rangle\), and studied the expectation of the imbalance \(\hat{I}_t(t)\), we would have got Rabi oscillations of this quantity around 0 [see Fig. 12(a,b) and [24] for the detailed discussion if this phenomenon in the Bose-Hubbard model]. The states \(|\psi_2(\pm q)\rangle\) are resonant at second order in \(E_J\) (see Appendix IV), and they are coupled at further orders in \(E_J\), so that there are the Rabi oscillations between the two \([24]\) and Appendix B). The result is that the long time-average of \(\hat{I}_t(t)\) is always vanishing, and one cannot use it to do statements on the persistence of the charge-density order.

That’s the reason why we consider the dynamics of the operator \(\hat{I}^2\). This operator is degenerate on \(|\psi_2(\pm q)\rangle\), so one cannot see Rabi oscillations in the dynamics of its expectation \(\hat{I}_t(t)\), but convergence to a regime where there are oscillations around a finite value. We can probe this value through a time average: When this value is order one and does not scale to 0 with system size, we can speak about persistence of the charge density order. Moreover, due to the degeneracy of \(\hat{I}^2\) in \(|\psi_2(\pm q)\rangle\), we can initialize with the even superposition of the two \(|\psi_+(q)\rangle\) [see Eq. (5)], and get the same dynamics for \(\hat{I}_t(t)\).

So we focus on the long-time average of the second moment of the imbalance \(\hat{I}_t(t) = \frac{1}{T} \int_0^T \hat{I}_t(t) dt\), choosing \(T\) big enough so that convergence is reached. We take \(q = 2\) and show \(\hat{I}_t(t)\) versus \(E_J\) in Fig. 4(a). We see a clear decrease of \(\hat{I}_t(t)\) with \(L\) for \(E_J \geq 0.75\). For smaller values of \(E_J\), \(\hat{I}_t(t)\) is almost independent of \(E_J\). For \(L \leq 8\) we can do exact diagonalization, and the limit \(T \to \infty\) can be performed exactly, so that the infinite-time average is \(\hat{I}_2 = \sum_{\alpha} |\langle \phi_\alpha | \psi_+(2) \rangle|^2 |\langle \phi_\alpha | \hat{I}^2 |\phi_\alpha \rangle|\), where \(|\phi_\alpha\rangle\) are the eigenstates of the Hamiltonian. For \(L = 10\) we perform the evolution using the Krylov technique with dimension of the Krylov subspace \(m = 100\) (for smaller \(L\) this value provides results indistinguishable from exact diagonalization). As we have discussed in Sec. III and IV, the even \(q = 2\) nonthermal \(\log 2\) eigenstate should have large overlap with the initial state \(|\psi_+(2)\rangle\), and so play an important role in the dynamics. We confirm this prediction evaluating the maximum over the eigenstates \(|\phi_\alpha\rangle\) of the square overlap \(|\langle \psi_+(2) | \phi_\alpha \rangle|^2\) [upper panel of Fig. 4(b)]. We see that the maximum square overlap is near to 1 in the interval of \(E_J\) where \(\hat{I}_t(t)\) is almost independent of \(L\) and near 1, so the dynamics is mainly affected by a single eigenstate. The energy of the maximum-overlap
eigenstate $|\phi_\alpha\rangle$ – let us call it $E_{\text{max}}$ – is very near to the energy $E_1 = E^{(0)}(2) = \langle \psi_+(2)|\hat{H}|\psi_+(2)\rangle = 2L$ of the initial state [lower panel of Fig. 4(b)]. We have directly checked that $|\phi_\alpha\rangle$ has entanglement entropy $\approx \log 2$, [an example for the case $E_J = 0.05$ is shown in the blue circle of the inset in Fig. 4(b)].

So, we conclude that, when the charge density wave order persists, the dynamics is deeply affected by the eigenstate $|\phi_\alpha\rangle$, which is the even $q = 2$ nonthermal log 2 eigenstates observed in Fig. 2 (inside the blue circle). In particular, it forbids the thermal melting of an initial charge-density wave order. The same situation occurs in the many-body quantum scar phenomenon.

The same persistence of $I_2(t)$ at long times — marking the corresponding persistence of the charge-density-wave order — occurs for larger values of $q$. We can see that phenomenon in Fig. 5, where we show $I_2(t)$ versus $E_J$, initializing with $|\psi_2(q)\rangle$ for $q = 4$. In these figures, we plot for clarity only the envelope of the time traces, defined as the set of local maxima and local minima. We do that because, due to the very dense oscillations of $I_2(t)$, the plots of the full curves would hide part of the others behind it [see Fig. 12 for an example]. We emphasize that we fix $E_J$, and perform the plots versus $E_J t$ instead of $t$ because in this way we express time in units of $1/E_j$. This is a sensible thing to do, because $E_j$ is the scale of energy of the term in the Hamiltonian inducing the dynamics. With $E_J = 0$, indeed, the initial state would be an Hamiltonian eigenstate and there would be no dynamics. We consider different values of $E_J \leq 0.5$, and different values of $L$. These results have been obtained using the tDMRG [51, 53] algorithm [implemented through the ITensor Library [52]]. We see that both the upper and lower branches of the envelope seem to tend towards some asymptotic curves. In all these cases, $I_2(t)$ stays near to 1, also for large system sizes, suggesting that the low-entanglement states providing this persistence in time of the charge-density wave order still exist.

For the initialization with period 3 in Eq. (4), we probe the persistence of the charge density wave using a different observable

$$\hat{J}_3 = \hat{K}^\dagger \hat{K}, \quad \text{with} \quad \hat{K} = \frac{1}{qL} \sum_{j=1}^{L} e^{2\pi i j/3} \hat{n}_j$$

(10)

Also initializing with a charge density wave with period 3 — the state $|\psi_3(q, -q, 0)\rangle$ Eq. (4) — one can see the persistence of the charge-density-wave order, if one considers the expectation of the operator $\hat{J}_3$ [Eq. (10)]. We define this expectation $J_3(t) = \langle \psi(t)|\hat{J}_3|\psi(t)\rangle$, and to evaluate it, we perform the evolution using the tDMRG algorithm [53]. We plot $J_3(t)$ versus $E_J t$ in Fig. 6. Also here we plot the envelopes of the curves, to avoid that curves hide each other. For $E_J \leq 0.2$, we see that $J_3(t)$ does not move very much from the initial value $\approx 1/3$, marking the persistence of the initial period-3 pattern, also for $L = 90$ and $t$ order 1000.

![FIG. 4. Chain model. Numerical parameters, $q = 2$, $M = 3$. (Panel a) $I_2(t)$ versus $E_J$. Exact diagonalization for $L \leq 8$, Krylov technique with dimension of the Krylov subspace $m = 100$ for $L = 10$. Initialization with $|\psi_+(2)\rangle$ for $L = 4, 6, 8$; $|\psi_2(2)\rangle$ for $L = 10$ (these two initial states provide the same dynamics for $I_2(t)$, as explained in the text). (Panel b, upper) Maximum over the eigenstates $|\phi_\alpha\rangle$ of the square overlap $|\langle \phi_\alpha|\psi_+(2)\rangle|^2$ versus $E_J$. (Panel b, lower) Energy $E_{\text{max}}$ of the eigenstate $|\phi_\alpha\rangle$ realizing this maximum divided by $E_j$ – the energy of $|\psi_+(2)\rangle$ – versus $E_J$ (Panel b, inset). On the same plot, for $E_J = 0.05$, the entanglement entropy $S_{L/2}^{(\alpha)}$ and the square overlap $|\langle \phi_\alpha|\psi_+(2)\rangle|^2$ versus $E_j$. The maximum-overlap eigenstate $|\phi_\alpha\rangle$ has entanglement entropy $\approx \log 2$ (inside the blue circle).](image)

### B. Ladder model

We find similar results for the ladder model. In this case, we have to redefine the operators Eq. (9) as

$$\hat{I} = \frac{1}{2qL} \sum_{i=1}^{L} \sum_{k=1}^{2} (-1)^{i+k} \hat{q}_{i,k},$$

(11)

and the period-2 charge-density-wave states as

$$|\psi_2(q)\rangle = \begin{pmatrix} -q, & q, & -q, & q, & \cdots \end{pmatrix}.$$  

(12)
FIG. 5. Chain model. $I(2)(t)$ versus $E_Jt$ for different values of $E_J$ and $L$ (plot of the envelopes of the curves). Numerical parameters, $q = 4, M = 5$, results obtained with tDMRG, initialization with $|\psi_2(q)\rangle$ [see Eq. (4)].

FIG. 6. Chain model. $J_3(t)$ versus $E_Jt$ for different values of $E_J$ and $L$ (plot of the envelopes of the curves). Numerical parameters, $q = 4, M = 5$, results obtained with tDMRG, initialization with $|\psi_3(q, q, 0)\rangle$ [see Eq. (4)].
Initializing the dynamics with $|\psi_+(q = 2)\rangle$, defined in Eq. (5) as the even superposition of $|\psi_2(\pm q)\rangle$, we see that $I_2$ is almost independent of $L$ for $E_J \lesssim 0.7$ in the case with no flux [Fig. 7(a)], for $E_J$ larger there is a stronger decrease with $L$. In the inset of Fig. 7(a) we show the maximum over the eigenstates $|\phi_\alpha\rangle$ of the square overlap $|\langle \phi_\alpha|\psi_+(q = 2)\rangle|^2$. We see that the overlap is near 1 and almost independent of $E_J$ for $E_J \lesssim 0.7$. So, in the interval where $I_2$ is almost independent of $L$, the maximum overlap with $|\psi_+(q = 2)\rangle$ is large, so there is an eigenstate – call it $|\phi_{\text{opt}}\rangle$ – very similar to the initial state. As in the case of the chain, we have checked that $|\phi_{\text{opt}}\rangle$ is one of the eigenstates with log 2 entanglement entropy (the one inside the blue circle in Fig. 3). So this isolated nonthermal eigenstate has an important role in the dynamics, and forbids the thermal melting of the initial charge-density-wave order.

In the case with finite flux $\Phi = \Phi_0/\phi$, things are different. There is independence of $I_2$ on $L$ for $E_J \lesssim 0.4$, and a faster decrease with $L$ for $E_J > 0.8$ [Fig. 7(b)]. So, at least for the considered values of $L$ ($L \leq 4$), one sees that the magnetic flux favours smaller values of $I_2$, and of the maximum overlap [inset of Fig. 7(b)]. So, in presence of the magnetic flux, the eigenstate with maximum overlap is slightly more different from $|\psi_+(q = 2)\rangle$, and so deviates more from the ideal log 2 eigenstate. This result suggests that the magnetic flux moves the system slightly more towards ergodicity. This surmise is confirmed analyzing quantum chaos and ergodicity looking at the bulk of the eigenstates and eigenvalues of the Hamiltonian, as we are going to do in the next section.

VI. GLOBAL PROBES OF ERGODICITY

We exploit the fact that in short range systems, as the one we are discussing, quantum chaos implies locally thermal eigenstates [2]. So, quantum chaos and ETH are strictly related (they go below the same name of “quantum ergodicity”). That’s why, in order to probe ergodicity, in the rest of this section we will introduce and use measures of quantum chaos and ETH, that apply to the bulk of the eigenstates and the eigenvalues of the Hamiltonian. These are integrated quantities, it is easy to compare their behavior, and we will see that they are in agreement with each other. They provide consistently a picture of absence of quantum chaos at small $E_J$. The interval of $E_J$ where this happens decreases when $L$ increases, so for bigger sizes there is a larger interval of parameters where the system is quantum ergodic. In the case of the ladder, a magnetic flux makes the system more ergodic.

![FIG. 7. Ladder model. Numerical parameters, $q = 2$, $M = 3$. (Main panels) $I_2(\alpha)$ versus $E_J$ for $\Phi = 0$ (Panel a) and finite flux $\Phi = \Phi_0/\phi$ (Panel b). (Insets) Maximum over the eigenstates $|\phi_\alpha\rangle$ of the square overlap $|\langle \phi_\alpha|\psi_+(q = 2)\rangle|^2$, versus $E_J$, for $\Phi = 0$ (Panel a) and finite flux $\Phi = \Phi_0/\phi$ (Panel b). Exact diagonalization everywhere, but in the $L = 4$ curve of the main Panel b, where we have used Krylov technique with dimension of the Krylov subspace $m = 50$.]

A. Chain

1. Smoothness of local observables

We start considering a direct probe of ETH. Given a local observable $O$, and its expectations over the Hamiltonian eigenstates $O_\alpha \equiv \langle \phi_\alpha|O|\phi_\alpha\rangle$, we define a smoothness quantifier [30, 32]

$$\mathcal{M}(O) = \langle |O_{\alpha+1} - O_\alpha| \rangle, \quad (13)$$

with $E_\alpha$ in increasing order, and the average is over $1/3$rd of the eigenstates (the central ones) in order to avoid finite-size effects associated to the boundary of the spectrum. When the system obeys ETH (it is “ergodic”), the curves $O_\alpha$ versus $E_\alpha$ tend to be smooth for increasing system size, because they approach the curve $O_{\text{macro}}(E)$ provided by the microcanonical ensemble. Therefore $\mathcal{M}(O)$ should be small and decrease with the system size. When
this does not happen, there is no ETH and the eigenstates are not locally thermal. We say in this case that the system shows a regular-like (or non-ergodic) behavior.

We consider as local observable the charging energy 

\[ E_K = \frac{E_C}{2} \sum_j \hat{q}_j^2. \]

We see very small (and slightly decreasing) values of \( E_{K,\alpha} \) at small \( E_J \) [Fig. 8(a) for \( M = 2 \) and Fig. 8(d) for \( M = 3 \)]. The reason is that at small \( E_J \) the charging energy is almost degenerate in the multiplets [Fig. 9]. Nevertheless, one can see a strong and clear decrease with \( L \) only for \( E_J \gtrsim 0.4 \). As crossover point between regular-like and ergodic behavior can we take the maximum in \( E_J \). We see that this maximum decreases with \( L \) and its position shifts towards left, suggesting that the range of \( E_J \) corresponding to ergodic behavior increases with \( L \).

2. Smoothness of the inverse participation ratio

The second quantity we consider is a probe of eigenstate quantum chaos. When there is quantum chaos the Hamiltonian of a system behaves in many respects as a random matrix, as it has been checked for systems with a chaotic classical limit [38, 63, 64]. In particular, when a perturbation inducing quantum chaos is applied to an integrable system, the new eigenstates should appear as random states in the basis of the unperturbed eigenstates. This implies two things.

The first one is that the new eigenstates appear very delocalized in the basis of the unperturbed ones. One can check this fact by considering each of the new eigenstates, looking at the square overlaps of it and the unperturbed eigenstates, and probing if this overlap distribution is broad. A standard probe of broadness of this distribution (or equivalently delocalization) is the Shannon entropy [2] (called also structural entropy in this context [36]), and another is the inverse participation ratio [33] we discuss below.

The second thing is that when two new eigenstates are nearby in energy they look very similar. Each new eigenstate is the random superposition of unperturbed eigenstates taken in an energy window \( \Delta E \) provided by the perturbation. If the new eigenstates are nearer in energy than \( \Delta E \), we expect them to be very similar to each other. So, if we consider a probe of delocalization of the new eigenstate, and plot it versus the energy of the eigenstate, it should appear as a smooth curve if quantum chaos is present. This conjecture has been numerically checked to be true in many cases in the context of spin and fermionic chains [34–37].

We can apply these methods also in our case, because we are exactly in the situation sketched above. We have a unperturbed Hamiltonian (the charging energy term in Eqs. (1) and (2)) which is integrable in the standard way, because it has an extensive number of local integrals of motion [17, 64–66] (they are all the onsite charges \( \hat{q}_j \)). Its unperturbed eigenstates are the simultaneous eigenstates of the \( \hat{q}_i, \{\hat{q}_j\} \). We apply to this integrable situation a perturbation provided by the Josephson terms in Eqs. (1) and (2) and we want to see if they provide chaos. To do so, we look at the eigenstates \( |\phi_\alpha\rangle \) of the new Hamiltonian resulting from the application of this perturbation, and study their delocalization in the basis of the unperturbed eigenstates. For each \( \alpha \), we look at the broadeness properties of the square-overlap distribution \( |\langle \{q_j\}|\phi_\alpha\rangle|^2 \). We choose to consider as broadeness probe the inverse participation ratio

\[ \text{IPR}_\alpha = \sum_{\{q_j\}} |\langle \phi_\alpha |\{q_j\}\rangle|^4. \]

(Here the sum extends over all the unperturbed eigenstates consistent with the Hilbert space truncation.) The smaller is this IPR, the broader is the square overlap distribution, and the more delocalized is the eigenstate \( |\phi_\alpha\rangle \) in the unperturbed-eigenstates basis.

As we have observed above, each \( |\phi_\alpha\rangle \) is a superposition of unperturbed eigenstates coming from an energy window \( \Delta E \). In order to estimate it, we do in the following way. As we show in Appendix A, for each \( |\{q_j\}\rangle \), the broadeness in \( E_\alpha \) of the \( |\langle \phi_\alpha |\{q_j\}\rangle|^2 \) distribution is of order \( E_J \sqrt{L} \). We can take this quantity also as an estimate of \( \Delta E \). If there is quantum chaos, nearby eigenstates whose energies \( E_\alpha \) differ by less than \( \Delta E \) should look very similar, and should have similar delocalization properties. Therefore, in presence of quantum chaos, delocalization probes like the IPR\( _\alpha \) should be smooth in \( E_\alpha \). This fact can be quantified, by considering the scalar product of the overlap distributions of nearby eigenstates [35], or the fluctuations of delocalization probes at the center of the spectrum [36], but we choose a different (although equivalent) way. We simply apply our smoothness quantifier Eq. (13) to the quantity \( \log \text{IPR}_\alpha \). (We take the logarithm, because \( H_{2\alpha} = -\log \text{IPR}_\alpha \) is the second Rényi entropy of the square overlap distribution, a quantity similar to the Shannon entropy).

We clearly see that \( \mathcal{M}(\log \text{IPR}) \) increases with \( L \) for small \( E_J \) and decreases for large \( E_J \) [Fig. 8(a) for \( M = 2 \) and Fig. 8(d) for \( M = 3 \)]. So, the system becomes more regular-like with increasing \( L \) at small \( E_J \) and tends to ergodicity at large \( E_J \). The intersection between different curves moves left for increasing \( L \), so the regular-like region seems to shrink for increasing system size, in agreement with the results for \( \mathcal{M}(E_K) \).

3. Average level spacing ratio

Another standard probe of quantum chaos is the average level spacing ratio \( r \), defined as

\[ r = \frac{1}{N_S - 2} \sum_{\alpha = 1}^{N_S - 2} \min(E_{\alpha+2} - E_{\alpha+1}, E_{\alpha+1} - E_{\alpha}) \]

\[ \max(E_{\alpha+2} - E_{\alpha+1}, E_{\alpha+1} - E_{\alpha}) \],

(15)

where \( N_S \) is the dimension of the Hilbert subspace fully even under all the symmetries of the Hamiltonian, and
the eigenenergies are in increasing order. The chain, the ladder without magnetic flux, and the ladder with magnetic flux have different symmetries, so different values of $N_S$ and different possibilities of diagonalizing the Hamiltonian for large system size. That’s why in different models the maximum $L$ is different.

When there is quantum chaos, the Hamiltonian behaves as a random matrix from the point of view of the spectrum and $r$ acquires a special value. If there is a basis where the Hamiltonian is real, this special value corresponds to the Wigner-Dyson value $r_{WD} \simeq 0.5295$ [38, 63]. This is true for both Hamiltonians – Eq. (1) and Eq. (2) –, because they are both real in at least one basis (the basis of the eigenstates of the phase). If $r$ is smaller than $r_{WD}$ the behavior is different from a random matrix and there is no full quantum chaos. A special value in this regime is the Poisson value $r_P \simeq 0.386$, that is proven to be generically attained by a classical integrable system when it is quantized [65], and has been frequently observed in nonthermalizing many-body quantum systems showing space localization [7, 32, 67].

The behavior of $r$ confirms the generalized tendency towards ergodicity for increasing system size which we have observed looking at the other probes. We see that $r$ increases with $L$ towards the Wigner-Dyson value [Fig. 8(c,f)]. In the case $M = 3$ there is saturation of $r$ for $E_J \lesssim 0.3$, when moving from $L = 8$ to $L = 9$ [Fig. 8(f)]. So, in summary, the region of regular-like behavior shrinks with increasing $L$, but we have no way to extrapolate this behavior to values of $L$ larger than those provided by our numerical capabilities.

B. Ladder

The situation for the ladder is strictly similar to the chain, and we discuss it for completeness in Appendix C. Here we focus our attention on the fact that the application of the finite magnetic flux makes the system more ergodic, as witnessed by the probes of quantum chaos and ETH introduced above. Moreover, more ergodicity is strictly related to a larger delocalization in the basis of the charge eigenstates. In order to see it, we fix $L$ and $M$ and compare the cases of vanishing and finite flux.

In order to see delocalization, we consider the distributions of $\log(I_{\text{PR}}^\alpha)$ in Fig. 10(a). As we can see, with a finite magnetic flux, the distribution for a given $E_J$ shifts towards the left, so the IPR $\alpha$ are smaller and then the eigenstates are more delocalized. For $E_J = 0.05$ the distribution stays flat and the left shoulder moves left, for $E_J = 0.6$ the maximum of the distribution moves left and becomes higher.

We can see how this phenomenon depends on $E_J$ by considering the maximum of the distribution $P$ and the corresponding value of $\log(I_{\text{PR}}^\alpha)$, $\log(I_{\text{PR}}^{\max})$. We plot $\log(I_{\text{PR}}^{\max})$ versus $E_J$ in Fig. 10(b – main figure) for $L = 4, M = 2$, and we see that in presence of a magnetic flux the value becomes systematically smaller.

The situation is fuzzier for small $E_J$, where the distribution is flat and fluctuations due to the finite number of eigenstates and boxes in the histogram have a more significant effect. In Fig. 11(b – inset) we plot $\log(P)$ versus $E_J$. We see that for $E_J$ larger than $\sim 0.2$ the maximum is larger for the case with flux. In presence of the flux, the states are more delocalized and also more similar to each other, so the distributions are more peaked. The value $E_J \sim 0.2$ corresponds to the maximum of $\mathcal{M}(E_K)$ for $L = 4, M = 2$ in presence of flux [Fig. 14(b)] and marks therefore the crossover between regular-like and ergodic behavior for these parameters.

More delocalization in the charge eigenstate basis corresponds to more ergodicity. We can see it probing eigenstate thermalization through the smoothness of $S_{L/2}^{(\alpha)}$ versus $E_J$. We plot $S_{L/2}^{(\alpha)}$ versus $E_J$ for different $E_J$, with vanishing or finite flux, in Fig. 11(a). We see by simple inspection that the entanglement-entropy curves with the flux look smoother. This means that the system is more ETH: The entanglement entropy has smaller fluctuation around the thermal value. The delocalization so comes together with more ergodicity.

These qualitative statements can be quantitatively probed.

We consider the quantifier $\mathcal{M}(S)$ [see Eq. (13)] in order to evaluate the smoothness of the $S_{L/2}^{(\alpha)}$ versus $E_J$ curve. We see that $\mathcal{M}(S)$ is smaller in the case when there is magnetic flux [Fig. 11(b – main)] when $E_J > 0.1$. So, in this parameter range the finite magnetic flux induces not only delocalization, but also a more ergodic behavior. This finding is confirmed by looking at $\mathcal{M}(\log I_{\text{PR}})$ (see Sec. VI A 2): A finite flux gives rise to a smaller value, that means more quantum chaos [Fig. 11(b – inset)].

A somewhat similar delocalizing effect of the magnetic flux occurs also in the Anderson localization problem [39, 40], which is a disordered single-particle problem with space localization. Remarkably, we see something similar in our case, which is clean and many-body, and the localization phenomenon occurs in the basis of the charge eigenstates.

VII. CONCLUSIONS

In conclusion, we have studied weak ergodicity breaking in a Josephson-junction array. We have considered two geometries, a one-dimensional chain and a ladder. For $E_J$ up to order $E_C$, we have found a set of nonthermal low-entanglement eigenstates, which lie far from the spectral edges, and persist beyond the perturbative regime, where the spectrum is globally organized in multiplets (at least for the sizes we have access to). These eigenstates appear in small groups, and are essentially the superposition of few factorized charge-density wave states. Their existence depends on the divisors of the length $L$ of the array: For chains with length multiple of 2 we find doublets of nonthermal eigenstates with en-
FIG. 8. Chain model. (Panel a) $M(E_K)$ versus $E_J$ for different sizes and truncation $M = 2$. (Panel b) The corresponding $M(\log \text{IPR})$ versus $E_J$. (Panel c) The corresponding $r$ versus $E_J$. (Panel d-f) The same for truncation $M = 3$.

FIG. 9. Example of $(E_K)_\alpha$ versus $E_\alpha$ for $E_J = 0.05$, $L = 10$, $M = 2$.

tanglement entropy $\log 2$, for lengths multiple of 3, sextuplets of eigenstates with entanglement entropy $\log 6$. They are a countable infinity also at finite size, just like the factorized states whose finite dressed superposition provides these eigenstates. This presence of a minority of nonthermal, robust eigenstates is reminiscent of the many-body quantum scars phenomenon.

As in the case of the quantum scars, these nonthermal eigenstates affect the dynamics, when special initial states are chosen. We have considered as initial states simple factorized charge eigenstates with charge density wave order. Defining special operators which probe the existence of the charge-density wave order, we have found its persistence for long times, in a regime of small $E_J$, depending on the geometry of the array, and the pattern of the initial charge density wave (we have checked patterns with period 2, and with period 3). The point is that these initial charge-density-wave states have large overlap with the low-entanglement eigenstates described above, and so the dynamics is strongly affected by them. The persistence of the charge density wave is a probe of the absence of thermalization, and we have studied this phenomenon using exact diagonalization, Krylov technique and TDMRG method.

After studying these special eigenstates, we have moved our attention to the full Hamiltonian spectrum, in order to understand if the system overall behaves or not in a thermal way. For that purpose, we have considered global probes of ergodicity, quantities integrated over the spectrum or the bulk of the eigenstates. Specifically, we have studied the average level spacing ratio $r$, and the smoothness quantifiers $M(E_K)$ and $M(\log \text{IPR})$.

We have found that the system behaves in a regular-like way at small Josephson coupling, but this parameter range shrinks in favor of an ergodic behavior for increasing system size. This suggests an increasingly ergodic behavior for increasing system size, but no extrapolation to the thermodynamic limit is possible.

In the case of the ladder geometry, we have studied the effect of a finite magnetic flux on the global ergodicity properties. We have seen that in presence of the flux the eigenstates become systematically more delocalized in the charge-eigenstates basis, as the IPR results show. This delocalization occurs in strict association with more ergodicity, as we see from $M(S)$ and $M(\log \text{IPR})$. A sim-
ilar delocalizing effect of the magnetic flux was known in the Anderson space localization problem, which is disordered and non interacting. Our results show that the same occurs in an interacting homogeneous many-body system.

Perspectives of future research include from one side the analytical interpretation of the persistence of the nonthermal eigenstates beyond the perturbative regime, from the other the experimental observation of the persistence in time of the charge-density wave order. In this context, it will be important to understand if the nonthermal eigenstates affect at small $E_J$ the behavior of the AC conductivity. Another exciting possibility would be to analytically understand the delocalizing effect of the magnetic flux along the lines used in the Anderson-localization problem, related to the destruction of the constructive interference of time-reversal paired paths.
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**Appendix A: Energy fluctuation of the charge configurations**

Here we estimate the energy fluctuation of the charge configurations $|\langle q_j \rangle|$. This is a measure of the broadness over $E_\alpha$ of the overlap distribution $|\langle \phi_\alpha |(q_j) \rangle|^2$. The
energy fluctuation is evaluated as follows

\[ \Delta E = \sqrt{\langle \{q_j\} | \hat{\mathcal{H}}^2 | \{q_j\} \rangle} - \langle \{q_j\} | \hat{\mathcal{H}} | \{q_j\} \rangle^2. \]  

(A1)

Using Eq. (6), we see that \( \hat{\mathcal{H}} | \{q_j\} \rangle = E_{q_j} | \{q_j\} \rangle \), being \( | \{q_j\} \rangle \) an eigenstate of the charging part of the Hamiltonian. Moreover, we see that \( \hat{V} \) is the sum of many nearest-neighbour terms such that – considering for instance the term acting on the sites \( i, j \)

\[ \hat{V}_{ij} | \ldots, q_i, q_j, \ldots \rangle \propto | \ldots, q_i - 1, q_j + 1, \ldots \rangle + | \ldots, q_i + 1, q_j - 1, \ldots \rangle, \]  

(A2)

so \( \langle \{q_j\} | \hat{V} | \{q_j\} \rangle = 0 \). Applying all these relations in Eq. (A1), we find

\[ \Delta E = E_J \sqrt{\langle \{q_j\} | \hat{V}^2 | \{q_j\} \rangle}. \]  

(A3)

Writing the sum over nearest-neighbour terms \( \hat{V} = \sum_{<i,j>} \hat{V}_{ij} \) and using the invariance under horizontal translations, we get

\[ \Delta E = E_J \sqrt{L \langle \{q_j\} \sum_{<i,1>} \sum_{<l,q>} \hat{V}_{i1} \hat{V}_{i1} \{q_j\} \rangle}. \]  

(A4)

Using Eq. (A2), it is easy to get convinced that the matrix element is order 1. So, we have shown that \( \Delta E \) is order \( E_J \sqrt{L} \).

**Appendix B: Effect of the truncation**

Applying the truncation implies an error in the results, of course. In order to see how big it is, we consider the chain model and compare in Fig. 12(a,b) time traces of \( \mathcal{I}_{(1)}(t) \) [Eq. (9)] versus \( E_J t \). We initialize \( \psi_2(q) \) with \( q = 1 \), and take different values of \( M \) (\( M = 2, 3 \)). We see that changing \( M \) the period of the Rabi oscillations slightly changes. Nevertheless, this effect is almost impossible to see for \( E_J = 0.1 \) [Fig. 12(a)], so our approximation is better in the regime \( E_J \ll 1 \). Our focus is nevertheless on the amplitude of the oscillations (probed by \( \mathcal{I}_{(2)}(t) \)), which appears not to be affected by the truncation. This is confirmed by results with the tDMRG: As we can see in the example of Fig. 12(c) (\( q = 4, M = 5, 6 \)), the dynamics of \( \mathcal{I}_{(2)}(t) \) is essentially not affected by the truncation. As a rule of thumb, as soon as \( M \geq q + 1 \), the dynamics of \( \mathcal{I}_{(2)}(t) \) is not affected by the truncation.

**Appendix C: Ergodicity probes for the ladder system**

In Fig. 13 we show \( \mathcal{M}(\log IPR) \) (panels a,d) and \( \mathcal{M}(E_K) \) (panels b,e), and the average level spacing ratio [32] \( r \) versus \( E_J \) (panels c,f) in the case of the ladder with vanishing flux (\( \Phi = 0 \)). As in the case of the chain, the system tends towards more ergodicity for increasing system size. The value of \( r \) increases overall towards the Wigner-Dyson value, and the behavior of the \( \mathcal{M} \) shows a small-\( E_J \) regular-like region, that shrinks for increasing system size. This can be seen by looking at the intersections of the curves of \( \mathcal{M}(\log IPR) \), or at the moving left and getting smaller with increasing system size of the maximum in \( \mathcal{M}(E_K) \).

We show the situation for finite flux \( \Phi/\Phi_0 = 1/\phi \) in Fig. 14. We consider exactly the same quantities as we do in Fig. 13 for \( \Phi = 0 \). The behavior with \( L \) is qualitatively the same as in the \( \Phi = 0 \) case, but – considering corresponding values of \( L \) and \( M \) – the case with \( \Phi/\Phi_0 = 1/\phi \) is more ergodic. This can be seen for instance from the fact that \( \mathcal{M}(\log IPR) \) is systematically smaller than the corresponding \( \Phi = 0 \) value.
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