Predicting reactivity for bioorthogonal cycloadditions involving nitrones†
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Nitrones are useful dipoles in both synthesis and in bioorthogonal transformations to report on biological phenomena. In bioorthogonal reactions, nitrones are both small and relatively easy to incorporate into biomolecules, while providing versatility in their ability to harbor different substituents that tune their reactivity. Herein, we examine the reactivities of some common and useful nitrone cycloadditions using density functional theory (DFT) and the distortion/interaction (D/I) model. The data show that relative reactivities can be predicted using these approaches, and useful insights gained further enchancing reactivities of both nitrones and their dipolarophile reaction partners. We find that D/I is a useful guide to understanding and predicting reactivities of cycloadditions involving nitrones.

Bioorthogonal chemistry provides important methods for creating covalent chemical linkages to enable the study of biological processes inside cells that are otherwise difficult to examine.1–6 A number of bioorthogonal reactions have been developed and are now used as techniques to efficiently, selectively and covalently link two reactive groups.7–14 In addition to bioorthogonality, the ability to react with high specificity within biological environments, as well as fast reaction kinetics are highly sought after, as they allow for the utility of chemistry at low concentrations needed for in vivo applications. Reactions involving nitrone dipoles are amongst the fastest bioorthogonal chemical reactions. These include strain-promoted alkyne-nitrone cycloadditions (SPANC) as well as trans-cyclooctene-nitrone ligations that occur selectively and with high reaction velocities.15–23 Furthermore, nitrones provide an added level of versatility in that their reactivity can be tuned stereoelectronically, through substituent effects on both the nitrone nitrogen atom and on the adjacent carbon atoms. This tuneability has enabled duplex labelling experiments with different nitrone–alkyne pairs. However, to take full advantage of this tuneability theoretical modelling is needed.

Computational chemistry has proven to be an invaluable tool in studying bioorthogonal reaction mechanisms and allowing for multiplex labelling experiments.24–28 Recent work by Liang and Houk as well as others, have demonstrated that density functional theory (DFT) calculations combined with distortion/interactions (D/I) models can be useful and even predictive of relative reactivities of different reactants in bioorthogonal reactions.24 The D/I theory purports that when molecules react, they must first distort from their equilibrium geometries and that this energetic requirement is counterbalanced by a gain in energy of interactions between the distorted geometries.25,26 Fig. 1 shows a general example for how this would apply to SPANC reactions. When the nitrone functional group is contained within a ring, generally we have observed faster reaction kinetics that are commensurate with very high stabilities.
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Fig. 1. An energy vs. reaction co-ordinate diagram illustrating the D/I model for bioorthogonal cycloadditions with nitrones. The red arrow represents the nitrone distortion energy, the blue arrow represents the dipolarophile distortion energy, the purple arrow represents the interaction energy, and the gold arrow represents the activation energy, respectively.
towards hydrolysis. However, the requirement for nitrone distortion is expected to be significant, thus making these reactions ideally suited for study by DFT and D/I.

In order to assess the ability of DFT and D/I to predict reactivities of nitrone-based cycloaddition chemistry, we modelled 12 commonly used nitrone–dipolarophile reactions using Gaussian 16, and M06-2X functionals with 6-31G* basis set. We also calculated the D/I energies shown in Fig. 1 for these archetypical reactions. Single point energies were then calculated in acetonitrile (see ESI for calculated values) and in methanol solvent (Table 1) in order to account for solvent effects on the relative energies and transitions states. The data is summarized in Table 1.

First, we used cyclooctyne 2a for dipolarophile and compared the differences in reactivity with four kinds of nitrone (Table 1 entries 1–4). The activation energy was within the range

| Entry | Nitrone | Dipolarophile | $k_2$ (M$^{-1}$ s$^{-1}$) | $\Delta G^\ddagger$ (kcal mol$^{-1}$) | Dis_Nitrone | Dis_total | C–O distance A (Å) | C–C distance B (Å) | Cangle_C (°) | Cangle_D (°) |
|-------|---------|---------------|-----------------|-----------------|------------|---------|-------------|-------------|-----------|-----------|
| 1     | 1a      | 2a            | 1.95            | 23.0            | 9.0        | 12.3    | 2.13        | 156.5       | 149.2     |
| 2     | 1b      | 2a            | N/A             | 9.8             | 3.3        | -2.5    | 2.26        | -1.7        | -8.8      |
| 3     | 1c      | 2a            | N/A             | 21.4            | 7.3        | 10.1    | 2.16        | 157.0       | 149.7     |
| 4     | 1d      | 2a            | 1.5             | 8.2             | 2.8        | -2.0    | 2.31        | -1.2        | -8.3      |
| 5     | 1a      | 2b            | N/A             | 21.6            | 7.9        | 11.0    | 2.12        | 155.8       | 150.3     |
| 6     | 1a      | 2c            | 41.7            | 8.6             | 3.1        | -2.3    | 2.29        | -2.4        | -7.7      |
| 7     | 1a      | 2c            | 39.9            | 21.8            | 8.1        | 11.3    | 2.10        | 155.6       | 149.9     |
| 8     | 1a      | 2d            | 0.05            | 8.4             | 3.3        | -2.9    | 2.31        | -2.6        | -8.1      |
| 9     | 1a      | 2d            | 0.05            | 35.4            | 12.3       | 24.4    | 2.08        | 161.1       | 153.4     |
| 10    | 1a      | 2e            | 0.08            | 20.5            | 12.1       | -3.9    | 2.21        | -18.8       | -26.6     |
| 11    | 1a      | 2e            | 0.08            | 13.0            | 3.4        | 4.8     | 2.20        | 150.5       | 142.4     |
| 12    | 1a      | 2f            | N/A             | -1.2            | 1.4        | -6.0    | 2.46        | -5.3        | -9.5      |
| 13    | 1a      | 2f            | N/A             | 12.9            | 4.4        | 5.8     | 2.24        | 145.8       | 143.1     |
| 14    | 1a      | 2g            | N/A             | -0.7            | 1.4        | -6.5    | 2.41        | -12.7       | -8.8      |
| 15    | 1a      | 2h            | N/A             | 20.6            | 6.8        | 9.1     | 2.17        | 154.5       | 147.0     |
|       |         |               |                 | 7.3             | 2.3        | -1.8    | 2.33        | -0.3        | -7.7      |
|       |         |               |                 | 20.8            | 6.9        | 9.3     | 2.16        | 154.4       | 146.8     |
|       |         |               |                 | 7.5             | 2.4        | -1.8    | 2.34        | -0.4        | -7.9      |
|       |         |               |                 | 21.9            | 7.4        | 9.9     | 2.15        |             |           |
|       |         |               |                 | 22.0            | 7.6        | 10.2    | 2.17        |             |           |
|       |         |               |                 | 8.1             | 2.6        | -1.8    | 2.37        |             |           |
|       |         |               |                 | 14.4            | 6.0        | -4.4    | 2.20        |             |           |
|       |         |               |                 | 28.9            | 12.8       | 18.9    | 2.11        |             |           |
|       |         |               |                 | 32.6            | 14.4       | 23.3    | 2.10        |             |           |
|       |         |               |                 | 32.0            | 14.5       | 24.2    | 2.08        |             |           |
|       |         |               |                 | 18.2            | 9.7        | -6.0    | 2.20        |             |           |
|       |         |               |                 | 30.6            | 13.2       | 21.0    | 2.11        |             |           |
|       |         |               |                 | 16.1            | 7.8        | -4.9    | 2.18        |             |           |

* Geometry optimizations were carried out at the M06-2X level of theory with the 6-31G(d) basis set. Solvent effects in methanol were evaluated at the M06-2X/6-311+G(d,p) level at 298.15 K with a self-consistent reaction field (SCRF) using the SMD model on the gas-phase-optimized structures. Dis_nitrone is the distortion energy for the nitrone shown, dis_dipolarophile is the distortion energy for the different dipolarophiles shown, dis_total refers to the total distortion energy, and int represents the interaction energy for the given reaction. The C–O and C–C bond distances are for the bond lengths at the transition states for the bonds forming in the reactions. The bond angles represent those in the illustration above the table. Rate constants were measured previously.17,23,42,43
of 21.4–23.0 kcal mol$^{-1}$, and 1b gave the smallest value. Distortion energy of nitrones also had the smallest value for 1b, suggesting that 1b had the least steric hindrance (entry 2). In addition, 1a, which contains a relatively large amount of sp$^3$ carbons, has the highest distortion energy, and 1d, which includes a relatively large amount of sp$^2$ carbons and conjugated aromatic ring, has the highest interaction energy (entries 1 and 4).

Next, using 1a for the nitrone reactant, we compared four alkynes (Table 1, entries 1, 5–9). We determined that the maximum activation energy of 35.4 kcal mol$^{-1}$ was obtained in 2-butyn (2b), for which the structure is not distorted and is linear (entry 5). It can be seen that the distortion energy of dipolarophile is as large as 12.1 kcal mol$^{-1}$; the Me-CC bond angle of alkyne in the transition state is distorted by $-18.9^\circ$ and $-26.7^\circ$, respectively. In addition, because the atomic distance of the newly formed C–C and C–O bond in the transition state is shorter, deformation also occurs in the nitrone, and the value of distortion energy becomes large. Thus, according to Hammond postulate, the reaction of unstrained 2b has a late transition state and shows large activation energy.

The benzannulated cyclooctyne 2c showed the smallest activation energy (entries 6 and 7). Interestingly, in both regioisomers, the distortion of the bond angles of the alkyne in the transition state are $-5.4^\circ$ and $-9.5^\circ$, or $-12.8^\circ$ and $8.8^\circ$, respectively, which is larger than that of cyclooctyne 2a (entry 1). However, the distortion energies of 2c in the transition state are 1.60 and 1.89 kcal mol$^{-1}$, which are the smallest of all. Therefore, for 2c, it was revealed that the distortion of the CCC bond angle had no significant effect on the energy change at the transition state.

For bicyclononyne 2d, both diastereomers gave similar results (entries 8 and 9). Distortion energies of both nitrones and dipolarophile were smaller than that of cyclooctyne, probably because of the conformational restriction introduced by the fused cyclopropane ring. Finally, the calculation was performed using cycloalkenes as well as linear alkenes and a linear alkyne as dipolarophiles (entries 10–15). The results showed that in the strained trans-cyclooctene (TCO), the activation barrier and distortion energy were smaller than that of cyclooctyne, indicating that the reaction proceeds by early transition state. On the other hand, unstrained olefins, cis-cyclooctene and trans/cis-butene, show large activation energy and distortion energy, implying the late transition states and energetically unfavourable reactions relative to the other dipolarophiles studied.

As had been observed previously, we also found that the relative contribution of alkyne or alkene distortion energy was directly proportional to the spontaneity of the reactions. In Fig. 2A, we plotted the bond length of the newly forming C–C and C–O bonds in the transitions states for the cycloaddition reactions against the nitrone distortion energies. We observed that the nitrone distortion energies increase as the transition state position moves towards the products of the reaction. The longer bond lengths represent earlier transition states according to the Hammond postulate.

For the distortion energies of the dipolarophiles, two distinct trends were observed. In Fig. 2B we plotted the bond length of the newly forming C–C and C–O bonds in the transitions states for the cycloaddition reactions against the dipolarophile distortion energies. Here we observed that unstrained dipolarophiles 2b, 2f–h all displayed differences in distortion energies that were not dependent on the position of the transition state. However, the strained cyclooctynes and TCO both displayed strong correlation between distortion energies and the position of the transition state.

For SPANC reactions we clearly observe an important dependence on overall barrier for reactions towards both distortion energies of alkyne and nitrene. For cyclooctynes that are already more strained and distorted in the ground state, these effects are magnified, as is the case for entries 6 and 7, and to a lesser extent entry 8 as compared with entries 1–4.

Recently we have reported that nitrones will react with different trans-cyclooctenes (TCO) in TCO–nitrene ligation reactions. While these reactions are somewhat slower than their tetrazine counterparts, they still represent useful chemical transformations with utility in bioorthogonal applications and give other applications to TCOs when tetrazine reactions are not possible. Here our analyses show that strained TCO (s-TCO) has little requirement for distortion prior to reaching the transition state with nitrene reaction partners and that nitrene reaction partners also do not need to achieve significant distortion in the
transition state, Table 1, entries 10 and 11 as compared with entries 12–15. The relative contributions are comparable with the reactions of the same nitrone with bicyclononyne (BCN). When comparing results for cis-cyclooctene and acyclic alkenes and their reactions with nitrones, both barriers for reactions and distortion energies increase dramatically, as expected. Generally speaking, cis-alkenes should be slightly more reactive in reactions with dipoles, with exception to s-TCO where strain energy and distortion greatly outweigh steric approach control. Again, DFT and D/I provide a useful framework for predicting the reactions of different nitrones with TCOs.

To compare calculated energies with experimental data, we used rate constant data previously measured for entries where numbers were available. Since rate constants are related to reaction barriers through transition state theory, we plotted the negative log of the bimolecular rate constants versus calculated parameters. Importantly, distortion energies calculated for nitrones and dipolarophiles do not readily predict the trend in reactivities that we observe experimentally. Rather, we only see the interaction energies for the different reactions follow a linear trend demonstrating a linear free energy relationship between these computed energies and experimental data, see Fig. 3. Good correlation for interactions energies suggest that they play an important role in defining the relative barrier heights for the reaction. The overall observed correlation suggests that the D/I model accurately predicts the relative reactivities for nitrone cycloadditions in solution, thus confirming the applicability of D/I theory with respect to predicting reactivity trends for both SPANC and TCO–nitrone ligation reactions.

Conclusions
We have examined the reactivities of some common and useful nitrene cycloadditions using density functional theory (DFT) and applied the distortion/interaction model. Our results show that these methods predict relative reactivities as compared with experimental results. Nitrone distortion energies appear to follow a trend that reflects their relative contribution to the overall transition state structure. Interestingly, the total interaction energies for the different reactions modeled to play a dominant role in affecting relative barrier heights for reactions involving both strained alkynes and trans-cyclooctenes. The relative magnitudes of the interaction energies appear to predict the relative reactivity and trends in reactivities. In summary, we have found that D/I theory can explain experimental trends in reactivity for cycloadditions involving nitrones and provide a convenient tool to predict reactivity that is useful in planning and experimental design. Future studies will focus on computations involving other nitrene cycloaddition reactions, as well as studying the potential for other mutually orthogonal reactions for multiplex labelling experiments.
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