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Abstract

Let $G$ be a graph of order $n$, with vertex set $V = \{v_1, \ldots, v_n\}$ and adjacency matrix $A$. For a non-empty set $S$ of vertices let $e = (x_1, \ldots, x_n)^T$ be the characteristic vector of $S$, that is, $x_\ell = 1$ if $v_\ell \in S$ and $x_\ell = 0$ otherwise. Then the $n \times n$ matrix

$$W^S := [e, Ae, A^2e, \ldots, A^{n-1}e]$$

is the walk matrix of $G$ for $S$. This term refers to the fact that in $W^S$ the $k$th entry in the row corresponding to $v_\ell$ is the number of walks of length $k - 1$ from $v_\ell$ to some vertex in $S$. Let $\mu_1, \ldots, \mu_s$ be the distinct eigenvalues of $A$. For given $S$ and characteristic vector $e$, we re-arrange these eigenvalues in such a way that

$$SD(S) : e = e_1 + e_2 + \cdots + e_r$$

for a certain $r \leq s$, where the $e_i$ are eigenvectors of $A$ for eigenvalue $\mu_i$, for all $1 \leq i \leq r$. We refer to (1) as the spectral decomposition of $S$, or more properly, of its characteristic vector $e$. We show that the walk matrix $W^S$ determines the spectral decomposition of $S$ and vice versa. Explicit algorithms are given which establish this correspondence. In particular, we show that the number $r$ of distinct eigenvectors that appear in (1) is equal to the rank of $W^S$. Various results can be derived from this theorem. We show that $W^S$ determines the adjacency matrix of $G$ if $W^S$ has rank $\geq n - 1$. Another application is that if $W^S$ has rank $\geq n - 1$, then another graph $G^*$
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on $V$ is isomorphic to $G$ if and only if there is a set $S^* \subseteq V$ so that $W^S$ is the same as $W^{S^*}$, up to a reordering of the rows of $W^S$. The assumption for these two theorems is met by almost all graphs when $S = V$, as it is known that rank($W^V$) = $n$ for almost all graphs.
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## 1 Introduction

Let $G$ be a graph of order $n$ with vertex set $V = \{v_1, \ldots, v_n\}$ and adjacency matrix $A$. Let $S$ be a non-empty subset of $V$ and let $e = (x_1, \ldots, x_n)^T$ be its characteristic vector, that is $x_\ell = 1$ if $v_\ell \in S$ and $x_\ell = 0$ otherwise, for $\ell = 1, \ldots, n$. Then the $n \times n$ matrix

$$W^S := [e, Ae, A^2e, \ldots, A^{n-1}e], \quad (2)$$

formed by the $A^i e$ as columns, is the walk matrix of $G$ for $S$. This term refers to the fact that the $k$th entry in the row indexed by $v_\ell$ is the number of walks in $G$ of length $k - 1$ from $v_\ell$ to some vertex in $S$. Walk matrices first appeared in 1978 in Cvetković [5] for the case $S = V$ and in 2012 in Godsil [14] for arbitrary non-empty $S \subseteq V$. A survey about walk matrices and the related topic of main eigenvalues and main eigenvectors can be found in [20]. More recently walk matrices have been studied in spectral graph theory [27–29] and in particular in connection with the question whether a graph is identified up to isomorphism by its spectrum [17].

Let $\mu_1, \ldots, \mu_s$ be the distinct eigenvalues of $G$. Since $A$ is symmetric, every vector in $\mathbb{R}^n$ can be written uniquely as a linear combination of eigenvectors of $A$. In particular, when $S$ is set of vertices then its characteristic vector $e$ can be written in this way. For convenience, we renumber the distinct eigenvalues of $A$ so that

$$SD(S) : e = e_1 + e_2 + \cdots + e_r \text{ with } e_i \neq 0 \text{ and } Ae_i = \mu_i e_i \text{ for all } 1 \leq i \leq r \quad (3)$$

for some $r \leq s$. We refer to (3) as the spectral decomposition of $S$, or more properly, of its characteristic vector.

We outline the main results. The key theorem shows that the walk matrix for $S$ determines the spectral decomposition of $S$, and vice versa. This holds for any graph $G$ and any non-empty set $S$ of vertices of $G$. To state this in a precise fashion, we use (3) to define the $n \times r$ main eigenvector matrix

$$E^S = [e_1, e_2, \ldots, e_r]$$

and, corresponding to the eigenvalues $\mu_1, \mu_2, \ldots, \mu_r$, we define the $r \times n$ main eigenvalue matrix...
\[ M^S = \begin{pmatrix}
1 & \mu_1 & \mu_1^2 & \cdots & \mu_1^{n-1} \\
1 & \mu_2 & \mu_2^2 & \cdots & \mu_2^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \mu_r & \mu_r^2 & \cdots & \mu_r^{n-1}
\end{pmatrix}. \]

The following is proved in Theorems 3.6 and 4.2 in Sects. 3 and 4:

**Theorem 1.1** Let \( G \) be a graph and let \( S \) be a non-empty set of vertices of \( G \). Let
\( W := W^S, E := E^S \) and \( M := M^S \) be as above. Then
\[ W = E \cdot M. \]

Furthermore, if \( W \) is given, then both \( E \) and \( M \) are determined uniquely. In particular, the number of eigenvectors in the spectral decomposition of \( S \) is equal to the rank of \( W \).

The word ‘determine’ has a precise meaning that is defined in Sect. 4. The first part of the theorem is straightforward from the definition of the matrices. The second part does require a further analysis of the walk matrix and certain polynomials associated to it. While the proof is elementary, it appears that the theorem has many applications. The first concerns the adjacency matrix of the graph.

**Theorem 1.2** Let \( G \) be a graph and let \( S \) be a set of vertices of \( G \), with walk matrix \( W := W^S \). Suppose that \( W \) has rank \( \geq n - 1 \). Then \( W \) determines the adjacency matrix of \( G \).

We give an explicit formula for the adjacency matrix when \( W^S \) has rank \( \geq n - 1 \), see Theorems 5.1 and 5.5. The theorem is best possible in the following sense: There are graphs \( G \) and \( G^* \), with vertex sets \( S \) and \( S^* \), where \( W^S = W^{S^*} \) have rank \( n - 2 \), while the corresponding adjacency matrices are not equal to each other. Generalizations for the case when \( W^S \) has rank \( < n - 1 \) are considered in Sect. 5.

Reordering the vertices of the graph amounts to permuting the rows of the walk matrix, and it is useful to bring walk matrices into some standard form by such row permutations. Here we use the lexicographical ordering of the rows. We denote the lex-ordered version of \( W^S \) by \( \text{lex}(W^S) \), see Sect. 7. If \( S = V \), then \( W^S \) is the standard walk matrix of \( G \). The following is proved in Theorem 6.3.

**Theorem 1.3** Let \( G \) and \( G^* \) be graphs with standard walk matrices \( W \) and \( W^* \), respectively. Suppose that \( W \) has rank \( \geq n - 1 \). Then \( G \) is isomorphic to \( G^* \) if and only if \( \text{lex}(W) = \text{lex}(W^*) \).

In Sect. 6 we consider walk equivalence: Two graphs \( G \) and \( G^* \) are walk equivalent to each other if their standard walk matrices are the same, \( W^V = W^{V^*} \). In Proposition 6.1 we show that \( G \) is walk equivalent to \( G^* \) if and only if their adjacency matrices restrict to the same map on the space generated by the columns of \( W^V \).

In Sect. 7 we discuss probabilistic applications. Let \( P(n) \) be a property of graphs on \( n \) vertices. Then we say that \( P(n) \) holds almost always, or that almost all graphs have property \( P \), if the probability for \( P(n) \) to hold tends to 1 as \( n \) tends to infinity.
O’Rourke and Touri [18], based on the work of Tao and Vu [23], have shown that the standard walk matrix is almost always invertible, see Theorem 7.1. From this we have the following consequence for the graph isomorphism problem, further comments are available in Sect. 7.

**Theorem 1.4** For almost all graphs G the following holds: G is isomorphic to the graph G* if and only if \( \text{lex}(W) = \text{lex}(W^*) \), where W and W* are the standard walk matrices of G and G*, respectively.

Throughout we consider various notions of graph equivalences that arise from the eigenvalues and eigenvectors associated to walk matrices and spectral decompositions. In these problems it becomes evident that the Galois group of the characteristic polynomial of the adjacency matrix plays an important role. In the Appendix we give examples and counterexample for several assertions such spectral equivalences.

The results in this paper show that walk matrices form an essential bridge between the combinatorics and the algebraic, in particular spectral, properties of finite graphs. All graphs considered in the paper are finite, undirected and without loops or multiple edges. In Sect. 2 we state the basics required for spectral decompositions. In Sect. 3 we introduce main eigenvectors and main eigenvalues. Sections 4–7 contain the material discussed above.

### 2 Preliminaries and notation

Let G be a graph on the vertex set \( V = \{v_1, v_2, \ldots, v_n\} \). For \( u \) and \( v \) in \( V \), we write \( u \sim v \) if \( u \) is adjacent to \( v \). The adjacency matrix \( A = (a_{ij}) \) of G is given by \( a_{ij} = 1 \) if \( v_i \sim v_j \) and \( a_{ij} = 0 \) otherwise. The characteristic polynomial of G, denoted \( \text{char}_G(x) \), is the characteristic polynomial of \( A \). The roots of \( \text{char}_G(x) \) are the eigenvalues of G and the collection of all roots is the spectrum of G. Since A is symmetric, all eigenvalues are real. We denote the distinct eigenvalues of G by 

\[
\mu_1, \mu_2, \ldots, \mu_s
\]

for a certain \( s \leq n \), in some arbitrary order. (Later it will be essential to reorder the eigenvalues in particular circumstances.) The *minimum polynomial* of G is the monic polynomial \( f(x) \) of least degree with \( f(A) = 0 \), denoted by \( f(x) = \text{min}_G(x) \). We have

\[
\text{min}_G(x) = (x - \mu_1)(x - \mu_2) \cdots (x - \mu_s)
\]

since A is symmetric.

The smallest field \( K \) with \( \mathbb{Q} \subseteq K \subseteq \mathbb{R} \) which contains all eigenvalues of G is the *splitting field* of \( \text{char}_G(x) \), or of G, denoted \( K = \mathbb{Q}[\mu_1, \ldots, \mu_s] \). The set of all field automorphisms \( \gamma : K \to K \) which map eigenvalues of A to eigenvalues of A forms the *Galois group* of \( \text{char}_G(x) \), or of G, denoted by \( \text{Gal}(G) \). We express the action of the field automorphism \( \gamma \) by \( a \mapsto a^\gamma \) for \( a \in K \) and extend this notation to vectors, matrices and polynomials in the obvious way. For instance, \( A^\gamma = (a_{ij}^\gamma) = (a_{ij}) = A \) for all \( \gamma \) in \( \text{Gal}(G) \). We will use the fact that \( a \in K \) belongs to \( \mathbb{Q} \) if and only if \( a^\gamma = a \)
for all $\gamma \in \text{Gal}(G)$. An integer polynomial is \textit{monic} if its leading coefficient is 1. A real number that is the root of a monic integer polynomial is an \textit{algebraic integer}. Such a number is rational if and only if it is an ordinary integer. Two algebraic integers are \textit{algebraically conjugate} if they are roots of the same irreducible monic integer polynomial.

Since $(\min_G(A))^\gamma = \min_G(A) = 0$ for all $\gamma \in \text{Gal}(G)$, it follows that $\min_G(x) = \min_G(x)$ and so this is an integer polynomial. Let

$$\min_G(x) = f_1(x) \cdots f_\ell(x)$$

be factored into irreducible integer polynomials $f_i(x)$. Then two eigenvalues $\mu$ and $\mu^*$ of $G$ are algebraically conjugate if and only if they are roots of the same polynomial $f_i(x)$ for some $1 \leq i \leq \ell$. From Galois theory [21] we have

\textbf{Theorem 2.1} \textit{The orbits of Gal}(G) \textit{on the spectrum of G are the equivalence classes of distinct algebraically conjugate eigenvalues of G.}

For each $i$ with $1 \leq i \leq s$, consider the polynomial

$$m_i(x) := (x - \mu_1) \cdots (x - \mu_{i-1})(x - \mu_{i+1}) \cdots (x - \mu_s) = (x - \mu_i)^{-1} \min_G(x)$$

and define the $n \times n$ matrix

$$E_i := \frac{1}{m_i(\mu_i)}m_i(A).$$

Clearly, each $E_i$ is symmetric and its coefficients belong to $\mathbb{K}$. The following lemma can be found in many books [7,10,13,15] on linear algebra, it can also be verified easily directly from the definition. Usually these results are stated for matrices over the real numbers. However, since the polynomials $m_i(x)$ are defined over $\mathbb{K}$, all matrices and computations are over $\mathbb{K}$. This is essential for us: In particular, Galois automorphisms act on the $E_i$ and all associated quantities over $\mathbb{K}^n$.

\textbf{Lemma 2.2} \textit{Let A be the adjacency matrix of G with distinct eigenvalues $\mu_1, \ldots, \mu_s$. For $1 \leq i \leq s$, let $E_i$ be as above and denote the $n \times n$ identity matrix by I. Then}

(i) \quad $E_i^2 = E_i$ and $E_iE_j = 0$ for all $i \neq j \in \{1, \ldots, s\}$,

(ii) \quad $I = E_1 + E_2 + \cdots + E_s$,

(iii) \quad $A = \mu_1E_1 + \mu_2E_2 + \cdots + \mu_sE_s$.

The matrices $E_i$ are the \textit{minimum idempotents} or \textit{orthogonal idempotents} of the graph. From the properties in (i) and (ii) it is easy to compute all powers of $A$ and so we obtain from (iii) the principal equation for $A$, namely

$$A^k = \mu_1^kE_1 + \mu_2^kE_2 + \cdots + \mu_s^kE_s$$

for all $k \geq 0$. Further, let $x \in \mathbb{K}^n$ and consider $E_i \cdot x$ for some $1 \leq i \leq s$. Since
\[
A(E_i \cdot x) = (\mu_1 E_1 + \mu_2 E_2 + \cdots + \mu_s E_s) E_i \cdot x = \mu_i E_i^2 \cdot x = \mu_i E_i \cdot x,
\]

using Lemma 2.2(i), it follows that \(E_i \cdot x\) is an eigenvector of \(A\) for eigenvalue \(\mu_i\), provided that \(E_i \cdot x \neq 0\). From Lemma 2.2(ii) we conclude that

\[
x = E_1 \cdot x + \cdots + E_s \cdot x.
\]

We call this expression the spectral decomposition of \(x\) into eigenvectors of \(A\). Since \(E_i \cdot x \neq 0\),

\[
E_i \cdot x = \mu_i E_i \cdot x
\]

and

\[
E_i \cdot x = \mu_i E_i \cdot x = \mu_i E_i \cdot x.
\]

From Lemma 2.2(ii) we conclude that

\[
x = E_1 \cdot x + \cdots + E_s \cdot x
\]

for \(1 \leq i \leq s\).

We call this expression the spectral decomposition of \(x\) into eigenvectors of \(A\).

The spectral decomposition of a set to its walk matrix

Let \(G\) be a graph of order \(n\) on the vertex set \(V\) with adjacency matrix \(A\) and distinct eigenvalues \(\mu_1, \ldots, \mu_s\). Let \(\mathbb{K} = \mathbb{Q}[\mu_1, \ldots, \mu_s]\) be the splitting field of \(G\), with Galois group \(\text{Gal}(G)\), and let \(E_i : \mathbb{K}^n \to \mathbb{K}^n\) for \(1 \leq i \leq s\) be the orthogonal
idempotents of $G$. Throughout $S$ is a non-empty subset of $V$ with characteristic vector $x^S := (x_1, \ldots, x_n)^T \in \mathbb{K}^n$. For convenience, we write $e = x^S$ when the context is clear. Then the spectral decomposition of $S$ is

$$\text{SD}(S): e = e_1 + e_2 + \cdots + e_r \text{ with } e_i \neq 0 \text{ and } Ae_i = \mu_i e_i \text{ for all } 1 \leq i \leq r. \quad (7)$$

From the general facts in Sect. 2 we have $e_i = E_i e$ and

$$A^k e = \mu_1^k e_1 + \mu_2^k e_2 + \cdots + \mu_r^k e_r \text{ for all } k \geq 0. \quad (8)$$

We are interested in the combinatorial significance of this decomposition.

The $e_i$ and $\mu_i$ are the main eigenvectors and main eigenvalues associated to $S$, respectively. Comments and references concerning the notion of main eigenvectors are available in Remark 3.1. It is important to emphasize that the actual eigenvalues which appear in (7) depend on $S$, in general, while the numbering itself is only a matter of convenience.

We now associate to $S$ its main polynomial

$$\text{main}^S_G(x) := (x - \mu_1) \cdot (x - \mu_2) \cdots (x - \mu_r)$$

where the $\mu_i$ corresponds to the eigenvectors in (7).

**Lemma 3.1** Let $S$ be a set of vertices of $G$ and let $x^S = e = e_1 + e_2 + \cdots + e_r$ be its spectral decomposition. Then we have:

(i) For each $\gamma \in \text{Gal}(G)$ the map $\gamma : e_i \mapsto e_i^\gamma$ is a permutation of the set $\{e_1, e_2, \ldots, e_r\}$ and the map $\gamma : \mu_i \mapsto \mu_i^\gamma$ is a permutation of the set $\{\mu_1, \mu_2, \ldots, \mu_r\}$.

(ii) The polynomial $\text{main}^S_G(x)$ is an integer polynomial dividing $\text{min}_G(x)$. It is the unique monic polynomial $f(x)$ of least degree such that $f(A)(e) = 0$. (In ring theoretical terms, $f(x) = \text{main}^S_G(x)$ is the $A$-annihilator of $e$.)

**Proof** (i) Since $e^\gamma = e$, we have $e_1^\gamma + e_2^\gamma + \cdots + e_r^\gamma = e_1 + e_2 + \cdots + e_r$ and hence $\{e_1^\gamma, e_2^\gamma, \ldots, e_r^\gamma\} = \{e_1, e_2, \ldots, e_r\}$, since the decomposition into eigenvectors is unique. For the same reason $\mu_i^\gamma \in \{\mu_1, \mu_2, \ldots, \mu_r\}$ for each $1 \leq i \leq r$.

(ii) It follows from (i) that $(\text{main}^S_G(x))^\gamma = \text{main}^S_G(x)$ for all $\gamma \in \text{Gal}(G)$. Therefore, $\text{main}^S_G(x)$ is an integer polynomial, with leading coefficient 1. Since $(A - \mu_i I)(e_i) = 0$, we have $(\text{main}^S_G(A))e = 0$. It is easy to check that if $f(x)$ is a proper divisor of $\text{main}^S_G(x)$ then $f(A)(e) \neq 0$. \hfill $\square$

The lemma imposes significant restrictions on the main eigenvalues that can appear in the spectral decomposition of a vertex set. For instance, the following is immediate from the lemma:

**Corollary 3.2** Suppose that $\text{min}_G(x)$ is irreducible. Then $\text{main}^S_G(x) = \text{min}_G(x)$ for every non-empty set $S \subseteq V$. 

$\square$ Springer
Remark 3.1 The notion of main eigenvalues and main eigenvectors is due to Cvetković [5]. In the original context, see also [20], an eigenvector is said to be a main eigenvector if its eigenspace contains a vector that is not perpendicular to e. This definition is equivalent to the one we are using here:

Lemma 3.3 The eigenvalue μi is a main eigenvalue for e if and only if Eig(A, μi) contains a vector that is not perpendicular to e.

Proof Clearly, Eiei belongs to Eig(A, μi), and if Eiei ≠ 0 then eT(Eiei) = eT(E2iei) = (Eiei)T(Eiei) ≠ 0 by Lemma 2.2. Conversely, suppose that Eiei is not perpendicular to e for some a ∈ ℜn. Thus, 0 ≠ (Eiei)a = aT(Eiei) and so Eiei ≠ 0 is a main eigenvector.

In [5] and [20] the set S is equal to V and so e = xV is the all-one vector. We refer to this situation as the standard case. The general situation, when S is an arbitrary non-empty set of vertices, has been considered in Godsil [14]. Various results related to Lemma 3.1 for the standard case can be found in Cvetković [5], Godsil [13], Rowlinson [20] and Teranishi [24].

We come to the main topic in this paper: To a chosen set S of vertices of G, we associate its walk matrix W S. This matrix is closely related to the spectral decomposition of S, as we shall see.

As before let V be the vertex set of G and let k ≥ 0 be an integer. Then a walk of length k in G is a sequence of vertices w = (u0, u1, . . . , uk) with ui ∈ V such that ui−1 ∼ ui for i = 1, 2, . . ., k. (These vertices are not necessarily distinct.) For short, we say that w is a k-walk from u0 to uk, and that these vertices are the ends of w. When A denotes the adjacency matrix of G it is well-known that the (i, j)-entry of Ak is the total number of k-walks from vi to vj, see for instance [2,13]. Hence we have:

Proposition 3.4 Let S be a subset of V with characteristic vector e = xS and let 0 ≤ k ≤ n. Then for all 1 ≤ j ≤ n, the j-th entry of Ak e is the total number of k-walks from vj to some vertex in S.

Definition Let S be a subset of V with characteristic vector e := xS. Then the walk matrix for S is the n × n matrix with columns e, Ae, A2e, . . . , An−1e, thus

\[ W^S := [e, Ae, A^2e, . . . , A^{n−1}e]. \]

In particular, the entries in the jth row of W S are the number of walks of length 0, . . . , n − 1 from vj ending at a vertex in S. When S = V we refer to W S as the standard walk matrix of G.

For convenience, we extend this notation: For 0 ≤ i ≤ j let

\[ W^S_{[i,j]} := [A^i e, A^{i+1} e, . . . , A^{j−1} e, A^j e]. \]

In particular, W S = W S[0,n−1], and W S[0,0] = e is the first column of W S.

Returning to the spectral decomposition xS = e1 + e2 + . . . + e, for S, we define the main eigenvector matrix E S for S. Its columns are the main eigenvectors of S, that

\[ E S = [e_1, e_2, . . . , e]. \]
is
\[ E^S := [e_1, e_2, \ldots, e_r]. \]
This matrix has size \( n \times r \). We also need certain matrices associated to the main eigenvalues \( \mu_1, \mu_2, \ldots, \mu_r \) for \( S \). For \( 0 \leq i \leq j \), denote by \( M_{[i,j]}^S \) the \( r \times (j-i+1) \) matrix
\[
M_{[i,j]}^S = \begin{pmatrix}
\mu_1^i & \mu_1^{i+1} & \cdots & \mu_1^j \\
\mu_2^i & \mu_2^{i+1} & \cdots & \mu_2^j \\
\vdots & \vdots & \ddots & \vdots \\
\mu_r^i & \mu_r^{i+1} & \cdots & \mu_r^j
\end{pmatrix}.
\]
(9)
This matrix is the \([i,j]-\)main eigenvalue matrix for \( S \). Note that \( M_{[i,j]}^S \) and the main eigenvalues for \( S \) all determine one another when \( i < j \) or when \( i = j \) is odd. For \( i = j \neq 0 \), the sign of the eigenvalue may be determined from other information, in some cases. The \( r \times r \) matrix
\[
M^S := M_{[0,r-1]}^S
\]
is the main eigenvalue matrix for \( S \) in \( G \). Recall, these definitions refer to the specific arrangement of the eigenvectors for \( e = x^S \) in the decomposition (7).

**Lemma 3.5**

(i) For all \( 0 \leq j \), the matrix \( M_{[0,j]}^S \) has rank \( \min\{r, j+1\} \).

(ii) For \( 0 < i < j \), the matrix \( M_{[i,j]}^S \) has rank \( \min\{r, j-i+1\} \) if \( 0 \) is not a main eigenvalue. If \( 0 \) is a main eigenvalue, then \( M_{[i,j]}^S \) has rank \( \min\{r, j-i+1\} - 1 \).

(iii) \( M^S \) is invertible and \( \det(M^S)^2 \) is an integer.

**Proof** For (i) and (ii) we use that \( M_{[i,j]}^S \) is of Vandermonde type and so it is easy to compute the determinant of a suitable square submatrix, having in mind that the main eigenvalues are pairwise distinct. If \( 0 < i \) and \( 0 \) is an eigenvalue the result follows by removing a row of zeros from \( M_{[i,j]}^S \), we leave the details to the reader. For (iii) note that \( M = M^S \) is invertible by (i). By Lemma 3.1 any element \( \gamma \in \text{Gal}(G) \) permutes the rows of \( M \) and so \( \det(M^\gamma) = \pm \det(M) \). This gives \( \det((M^2)^\gamma) = \det(M^2) \) for all \( \gamma \in \text{Gal}(G) \) and hence \( \det(M^2) \) is an integer. \( \square \)

With these preparations in hand, we obtain the first part of Theorem 1.1:

**Theorem 3.6** Let \( S \) be a non-empty set of vertices of \( G \). Then for all \( 0 \leq i \leq j \), we have \( W_{[i,j]}^S = E^S \cdot M_{[i,j]}^S \). In particular, \( W^S = E^S \cdot M^S \).

**Proof** Fix some \( k \) with \( i \leq k \leq j \). Then \( A^k e = \mu_1^k e_1 + \cdots + \mu_r^k e_r \) by (8). This expression is equal to the \((k+1)^{st}\) column on the right-hand side of the equation, as required. \( \square \)

We note several consequences of the theorem.
Corollary 3.7 Let \( S \) be a non-empty set of vertices of \( G \) with walk matrix \( W^S \). Let \( x^S = e = e_1 + e_2 + \cdots + e_r \) be the spectral decomposition of \( S \). Then \( e_1, e_2, \ldots, e_r \) is a basis for the \( \mathbb{K} \)-vector space spanned by the columns of \( W^S_{[0,r-1]} \). In particular, \( r = \text{rank}(W^S_{[0,r-1]}) = \text{rank}(W^S) \).

**Proof** Let \( X \) be the vector space spanned by \( e_1, e_2, \ldots, e_r \) over \( \mathbb{K} \). As the \( e_i \) are orthogonal to each other, they are linearly independent. Let \( Y \) be the vector space spanned by the columns of \( W^S_{[0,r-1]} \) over \( \mathbb{K} \). By Theorem 3.6, we have \( W^S_{[0,r-1]} = E^S \cdot M^S_{[0,r-1]} \) and so every column of \( W^S_{[0,r-1]} \) is a linear combination of \( e_1, e_2, \ldots, e_r \).

Hence, \( Y \subseteq X \). By Lemma 3.5, the matrix \( M^S_{[0,r-1]} \) has rank \( r \) and so it has a right-inverse \( M^* \), that is \( M^S_{[0,r-1]} M^* = I_r \). Hence, \( W^S_{[0,r-1]} M^* = E^S \) and thereby \( X \subseteq Y \).

\( \square \)

Corollary 3.8 Suppose that \( \text{char}_G(x) \) is irreducible. Then

(i) \( \text{char}_G(x) = \text{main}^G_S(x) \) for all \( S \subseteq V \), and

(ii) \( \text{rank}(W^S) = n \) for all \( S \subseteq V \).

**Proof** For (i), the irreducibility of \( \text{char}_G(x) \) and Lemma 3.1 implies that \( \text{char}_G(x) = \text{main}^G_S(x) \) for all \( \emptyset \neq S \subseteq V \). By definition, \( \text{main}^G_S(x) \) has degree \( r \) and so \( n = r \).

Property (ii) now follows from Corollary 3.7.

\( \square \)

Example 3.1 The simplest kind of a walk matrix occurs in regular graphs. Here \( e_1 = (1, 1, \ldots, 1)^T \) is an eigenvector for eigenvalue \( \mu_1 = k \) where \( k \) is the valency of the graph. Therefore, \( x^V = e = e_1 \) is the spectral decomposition for \( S = V \), with main polynomial \( x - k \) and walk matrix \( W^V = [e, ke, k^2e, \ldots, k^{n-1}e] \). Connected regular graphs are characterized by this property.

Example 3.2 The graph \( G \) in Fig. 1 on the vertex set \( V = \{1, 2, 3, 4\} \) has characteristic polynomial \( \text{char}_G(x) = \text{min}_G(x) = (x + 1)(x^3 - x^2 - 3x + 1) \) where the second factor is irreducible. The Galois group of \( \text{char}_G(x) \) is \( \text{Sym}(1) \times \text{Sym}(3) \), fixing the rational root \(-1\) and permuting the irrational roots \(-1.48..., 0.31... \) and \( 2.17... \) as a symmetric group.

The standard walk matrix of \( G \) is \( W = W^V \), its main polynomial is \( \text{main}^V_G(x) = x^3 - x^2 - 3x + 1 \).

![Graph on 4 Vertices](image)

\( \square \) Springer
We compute the walk matrix and main polynomial for some other subsets. We have
\[
W^{[1]} = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 3 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix}, \quad W^{[2]} = \begin{pmatrix} 0 & 1 & 0 & 3 \\ 1 & 0 & 3 & 2 \\ 0 & 1 & 1 & 4 \\ 0 & 1 & 1 & 4 \end{pmatrix},
\[
W^{[3]} = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 4 \\ 1 & 0 & 2 & 2 \\ 1 & 0 & 1 & 3 \end{pmatrix} \quad \text{and} \quad W^{[4]} = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 4 \\ 0 & 1 & 1 & 3 \\ 1 & 0 & 2 & 2 \end{pmatrix}.
\]
Their main polynomials are \(\text{main}_{G}^{[1]}(x) = \text{main}_{G}^{[2]}(x) = (x^3 - x^2 - 3x + 1)\), of degree 3 = \(\text{rank}(W^{[1]}) = \text{rank}(W^{[2]})\), according to Corollary 3.7. For the remaining sets, we have \(\text{main}_{G}^{[3]}(x) = \text{main}_{G}^{[4]}(x) = (1 + x)(x^3 - x^2 - 3x + 1)\), of degree 4 = \(\text{rank}(W^{[3]}) = \text{rank}(W^{[4]})\). According to Proposition 4.1 in the next section, the walk matrix for any set \(S \subseteq V\) is of the form \(W^S = \sum_{i \in S} W^{[i]}\).

**Remark 3.2** Let \(S\) be a set and let \(W^S = (w_{i,j})\) be its walk matrix. We observe that \(W^S\) contains information about the subgraph \(G[S]\) induced on \(S\): Evidently \(w_{i,1} = 1\) if and only if \(v_i \in S\). Furthermore, according to Proposition 3.4, we have that \(w_{i,2}\) is the number of neighbors of \(v_i\) in \(S\). Therefore, \((w_{i,2})_{v_i \in S}\) is the degree sequence of \(G[S]\). In particular, the second column of \(W^V\) is the degree sequence of \(G\).

**Remark 3.3** With regard to the spectral decomposition (7) of a set \(S\), say \(x^S = e_1 + \cdots + e_r\), one may ask if the \(e_i\) by themselves already determine the \(\mu_i\). However, in general this is not the case, as the following shows. Consider graphs \(G\) and \(G^*\) with vertex sets \(V\) and \(V^*\) which have the same splitting field \(\mathbb{K}\) and the same number \(s\) of distinct eigenvalues \(\mu_1, \ldots, \mu_s\) and \(\mu_1^*, \ldots, \mu_s^*\), respectively. Assume furthermore that the vertex sets can be reordered so that \(\text{Eig}(G, \mu_i) = \text{Eig}(G^*, \mu_i^*)\) for all \(1 \leq i \leq s\). In this case, we call \(G\) and \(G^*\) eigenspace equivalent. Note that \(G\) is eigenspace equivalent to \(G^*\) if and only their adjacency matrices \(A\) and \(A^*\) commute up to renumbering vertices. It is easy to see that every regular graph \(G\) is eigenspace equivalent to its complement \(\overline{G}\). In this case, \(x^S = e_1 + \cdots + e_r\) is expressed by eigenvectors whose eigenvalues may be those of \(G\) or of \(\overline{G}\). We have examples of non-isomorphic eigenspace equivalent graphs which are not of this kind, see Appendix 8.1. It is an open problem to determine graphs up to eigenspace equivalence.

**Remark 3.4** A similar question occurs for the spectral decomposition \(x^S = e_1 + \cdots + e_r\) when we ask if the \(\mu_i\) by themselves already determines the \(e_i\), up to rearranging vertices. Again, in general this is not the case, as the following shows. Consider two graphs \(G\) and \(G^*\) on the same vertex set \(V = V^*\) which have the same irreducible characteristic polynomial. (In particular, \(G\) and \(G^*\) are cospectral.) Let \(S = V\), \(e = x^S\) and consider \(e = e_1 + \cdots + e_n = e_1^* + \cdots + e_n^*\), see Corollary 3.2. Then it is easy to show that \(G\) is isomorphic to \(G^*\) if and only if \(e_1 = e_1^*\), up to a permutation of the entries of the vectors. There are no examples if the order of the graphs is \(n < 8\). For \(n = 8\) an example of least order can be found in Appendix 8.6.
4 From the walk matrix for a set to its spectral decomposition

Let \( S \) be a set of vertices of the graph \( G \) with adjacency matrix \( A \). In the current section we show that the walk matrix for \( S \) determines its spectral decomposition. We start with several general properties of walk matrices.

**Proposition 4.1**

(i) Let \( S \subseteq V \) and let \( 0 \leq i < j \). Then \( AW_{[i,j]}^S = W_{[i+1,j+1]}^S \).

(ii) Let \( S \) and \( T \) be disjoint subsets of \( V \). Then \( W_S + W_T = W_{S\cup T} \).

(iii) Let \( S \subseteq V \) and let \( 0 \leq i < j \). Then

\[
(W_{[i,j]}^S)^\top \cdot W_{[i,j]}^S = \begin{pmatrix}
n_{2i} & n_{2i+1} & \cdots & n_{i+j} \\
n_{2i+1} & n_{2i+2} & \cdots & n_{i+j+1} \\
\vdots & \vdots & \ddots & \vdots \\
n_{i+j} & n_{i+j+1} & \cdots & n_{2j}
\end{pmatrix}
\]

where \( n_k \) is the number of all \( k \)-walks in \( G \) with both ends in \( S \). (Note, \((W_{[i,j]}^S)^\top\) is the transpose of \(W_{[i,j]}^S\).)

**Proof** The statement (i) follows from the definition of \( W_{[i+1,j+1]}^S \). For the remainder, let \( s, t, u \) be the characteristic vectors of \( S, T \) and \( U := S \cup T \). We denote the corresponding walk matrices by \( W_S, W_T, W_U \). The statement (ii) is immediate since \( s + t = u \). To prove (iii) let \( S = \{a, b, \ldots\} \) and let \( a, b, \ldots \) be the corresponding characteristic vectors. Then \( W_{[i,j]}^S = W_{[i,j]}^a + W_{[i,j]}^b + \ldots \) by (ii). So we expand \((W_{[i,j]}^S)^\top \cdot W_{[i,j]}^S\) as a sum of terms of the form \( X = (W_{[i,j]}^a)^\top \cdot W_{[i,j]}^c \) with \( c \in S \). A row of \((W_{[i,j]}^a)^\top\) is of the form \( a^\top A^k \) and a column of \(W_{[i,j]}^c\) is of the form \( A^\ell c \). Therefore the corresponding entry of \( X \) is \( a^\top A^k \cdot A^\ell c = a^\top A^{k+\ell} c \). This is the number of \((k+\ell)\)-walks from \( a \) to \( c \).

\[\square\]

In the following, if \( A \) and \( B \) are graph quantities, we say that ‘\( A \) determines \( B \)’ if there is an algorithm with input \( A \) and output \( B \) which is independent of any other property of the graph. For instance, Theorem 3.6 says that for any vertex set \( S \) the matrices \( E_S \) and \( M^S \) determine the walk matrix \( W^S \). The next result proves the converse, and therefore verifies the second part of Theorem 1.1:

**Theorem 4.2** Let \( S \) be a set of vertices of \( G \) with walk matrix \( W^S \) of rank \( r \).

(i) If \( r < n \), then \( W_{[0,r]}^S \) determines \( W^S, M^S \) and \( E^S \).

(ii) If \( r = n \), then \( W_{[0,r-1]}^S \) determines \( M^S \) and \( E^S \).

**Proof** We drop superscripts, writing \( W^S = W \) etc., where possible. For (i) we notice that the last column of \( W_{[0,r]} \) is a linear combination of the first \( r \) columns of \( W_{[0,r]} \), by Corollary 3.7. Hence there are rational coefficients \( f_0, \ldots, f_{r-1} \) so that

\[ A^r e = f_0 e + f_1 A e + \cdots + f_{r-1} A^{r-1} e. \]

Hence \( f(x) = -f_0 - f_1 x - \cdots - f_{r-1} x^{r-1} + x^r \) is a monic polynomial with \( (f(A))(e) = 0 \). It follows from Lemma 3.1 that \( f(x) = \text{main}_G(x) \). Hence we have \( \square \) Springer
determined all main eigenvalues for $S$ and hence also $M_{i,j}$ for all $0 \leq i \leq j$. We have $W_{[0,r-1]} = E \cdot M_{[0,r-1]}$ by Theorem 3.6. Since $M_{[0,r-1]}$ has an inverse $M^*$ by Lemma 3.5, it follows that $W_{[0,r-1]} \cdot M^* = E$. Therefore, using Theorem 3.6 once more we have determined $W_{[i,j]}$ for all $0 \leq i \leq j$.

For (ii) we have $\text{char}_G(x) = \text{main}_S(x)$ by Lemma 3.1 and since $A$ satisfies its characteristic equation, we obtain

$$0 = \text{char}_G(A) = c_0 I + c_1 A + \cdots + c_{n-1} A^{n-1} + A^n = (A - \mu_1 I)(A - \mu_2 I) \cdots (A - \mu_n I).$$

(10)

Here $c_{n-1} = \mu_1 + \mu_2 + \cdots + \mu_n = \text{trace}(A) = 0$ and so

$$- A^n = c_0 I + c_1 A + \cdots + c_{n-2} A^{n-2} + c_{n-1} A^{n-1} = c_0 I + c_1 A + \cdots + c_{n-2} A^{n-2}.$$  

(11)

It follows that

$$- A^n e = c_0 e + c_1 A e + \cdots + c_{n-2} A^{n-2} e = W_{[0,n-2]} \cdot e^T,$$

(12)

where $c := (c_0, c_1, \ldots, c_{n-2})$. Since $W = W_{[0,n-1]}$ is given, we can compute the walk numbers

$$n_n, n_{n+1}, \ldots, n_{2n-2}$$

in Proposition 4.1(iii). (These are $(n-1)$ entries from row 2 to row $n$ in the last column of $W_{[0,n-1]}^T W_{[0,n-1]}$.) Therefore, if $w := (n_n, n_{n+1}, \ldots, n_{2n-2})$, then we have

$$W_{[0,n-2]}^T \cdot A^n e = w^T$$

(13)

by Proposition 4.1(iii). Taking (12) and (13) together we have

$$(W_{[0,n-2]}^T \cdot W_{[0,n-2]} e^T = -w^T.$$  

(14)

Since $\text{rank}(W_{[0,n-1]}) = n$, the matrix $W_{[0,n-2]}$ and so also

$$W_{[0,n-2]}^T \cdot W_{[0,n-2]}$$

have rank $n - 1$. It follows that $W_{[0,n-2]}^T \cdot W_{[0,n-2]}$ is invertible and so

$$e^T = -(W_{[0,n-2]}^T \cdot W_{[0,n-2]})^{-1} w^T.$$  

This means that we have determined $c$ from $W = W_{[0,n-1]}$. But these are the coefficients of the characteristic polynomial and so all eigenvalues are determined. Hence $M$ is determined. Finally apply Theorem 3.6 to find $E$.  

\[\square\]}
Remark 4.1 If $S$ is a set of vertices, then we have seen that the spectral decomposition of $S$, with the matrices $E^S$ and $M^S$, determines its walk matrix $W^S$, and vice versa. We have examples of graphs $G$, $G^*$ with $V = S = V^* = S^*$ and matrices $E \neq E^*$ but $M = M^*$. For instance, the two graphs $G$ and $G^*$ of order 8 and labelled No. 79 and No. 80 in Cvetković [6] are cospectral. They have the same characteristic and main polynomials for $S = V$,

$$char_G(x) = char_{G^*}(x) = (x^3 - x^2 - 5x + 1)(x - 1)(x + 1)^2,$$

$$main_G^V(x) = main_{G^*}(x) = x^3 - x^2 - 5x + 1.$$  

Hence, they have the same main eigenvalues. But computation shows that their main eigenvectors are different. Another pair of this kind are the graphs labelled No. 92 and No. 96 in [6].

Remark 4.2 We also have examples of graphs $G$, $G^*$ with $V = S = V^* = S^*$ and matrices $E = E^*$ but $M \neq M^*$. Trivial examples occur for pairs of regular graphs of the same order but with different valencies. For non-regular graphs with the same main eigenvectors but different main eigenvalues, see Appendix 8.2.

5 From the walk matrix to the adjacency matrix

As before, $G$ denotes a graph of order $n$ on the vertex set $V$ with adjacency matrix $A$. Further, $S$ denotes a non-empty set of vertices with walk matrix $W = W^S$. Here we investigate to what degree $W$ determines the adjacency matrix of $G$. The following is a prototype of this problem:

Theorem 5.1 Suppose that $W$ has rank $r = n$. Then $W$ determines $A$.

Proof Here $W = W_{[0,n-1]}$ determines $E$ and $M = M_{[0,n-1]}$ by Theorem 4.2. From this we find $M_{[1,n]}$ and hence $W_{[1,n]} = EM_{[1,n]}$ by Theorem 3.6. By Proposition 4.1(i) we have $AW_{[0,n-1]} = W_{[1,n]}$. As $W$ is invertible, we obtain $A = EM_{[1,n]}W^{-1}$. □

One important consequence occurs for graphs with irreducible characteristic polynomial. Here Corollary 3.8 and Theorem 5.1 provide the following:

Theorem 5.2 Suppose that the characteristic polynomial of $G$ is irreducible. Then $W$ determines $A$.

Remark 5.1 Some results about the irreducibility of the characteristic polynomial of a graph are available in [19]. For probabilistic results on the rank of the standard walk matrix, see Sect. 7. From the results there it becomes clear that Theorem 5.1 covers almost all graphs.

Next we come to the case when $W$ has rank $r < n$. This happens if and only if there are eigenvectors which are not scalarly dependent on main eigenvectors. For the remainder of this section, we assume that $r = \text{rank}(W) < n$. Let $\mu_1, \ldots, \mu_r$ and
e₁, . . . , eᵣ be the main eigenvalues and main eigenvectors that appear in the decomposition

\[ \text{SD}(S) : e = e₁ + e₂ + \cdots + eᵣ. \]  

(15)

Let \( \lambda_{r+1}, \ldots, \lambda_{n} \) be the remaining non-main eigenvalues, with eigenvectors \( f_{r+1}, \ldots, f_{n} \in \mathbb{K}^n \).

To avoid any confusion: it may happen that \( \lambda_{j} = \mu_{i} \) for some \( i, j \). Indeed, this will be the case precisely when the eigenspace for \( \mu_{i} \) has dimension \( > 1 \). In this case we take \( f_{j} \) perpendicular to \( e_{i} \). It follows that the \( f_{ℓ} \) for \( r+1 \leq ℓ \leq n \) are orthogonal to the columns of \( W \).

In addition, we select the \( f_{ℓ} \) to be an orthonormal set. Hence, \( f_{r+1}, \ldots, f_{n} \) is an orthonormal basis of \( \ker(W^T) \).

(16)

Next consider the matrix

\[ \hat{W} := [W_{[0,r-1]} | f_{r+1}, f_{r+2}, \ldots, f_{n}] \].

(17)

Since \( W_{[0,r-1]} \) has rank \( r \) by Corollary 3.7, we conclude from (16) that \( \hat{W} \) is invertible; the inverse is given as follows. Since \( W_{[0,r-1]} \) has rank \( r \), it follows that \( W_{[0,r-1]}^T W_{[0,r-1]} \) is invertible and so we put

\[ W^\dagger := (W_{[0,r-1]}^T W_{[0,r-1]})^{-1} \cdot W_{[0,r-1]}^T, \]

a matrix of size \( r \times n \). Next let

\[ \overline{W} := \begin{pmatrix} W^\dagger \\ f_{r+1}^T \\ \vdots \\ f_{n}^T \end{pmatrix} \]

(18)

and verify that \( \overline{W} \cdot \hat{W} = I_n \) by using (16). When we compute \( \hat{W} \cdot \overline{W} = I_n \), we obtain the equation

\[ \sum_{j=r+1}^{n} f_{j} \cdot f_{j}^T = I_n - W_{[0,r-1]} \cdot W^\dagger. \]  

(19)

The matrix \( f_{j} \cdot f_{j}^T \) is the projection of \( \mathbb{K}^n \) onto the hyperplane with normal \( f_{j} \) and so the sum on the left represents the eigenspace decomposition of \( \ker(W^T) \). From (17) we have

\[ A \cdot \hat{W} = [W_{[1,r]} | \lambda_{r+1} f_{r+1}, \lambda_{r+2} f_{r+2}, \ldots, \lambda_{n} f_{n}], \]

see also Proposition 4.1(i), and therefore

\[ A = [W_{[1,r]} | \lambda_{r+1} f_{r+1}, \lambda_{r+2} f_{r+2}, \ldots, \lambda_{n} f_{n}] \cdot \hat{W}^{-1} \]

\[ A = [W_{[1,r]} | \lambda_{r+1} f_{r+1}, \lambda_{r+2} f_{r+2}, \ldots, \lambda_{n} f_{n}] \cdot \overline{W} \]
Alternatively, this equation can be derived from (19) by multiplying both sides by $A$ and using Proposition 4.1(i). Collecting these observations, we have proved the following:

**Theorem 5.3** Suppose that $W$ has rank $r < n$. Denote the non-main eigenvalues by $\lambda_{r+1}, \ldots, \lambda_n$. Then

$$A = W_{[1,r]} \cdot W^\dagger + \sum_{j=r+1}^n \lambda_j (f_j \cdot f_j^T).$$

(20)

where $f_{r+1}, \ldots, f_n$ is an orthonormal basis of $\ker W^T$ consisting of the non-main eigenvectors of $G$ with $Af_j = \lambda_j f_j$ for $r < j \leq n$.

**Definition** Let $S$ be a set of vertices of the graph $G$ and denote its walk matrix by $W$. Then

$$A_W := W_{[1,r]} \cdot (W^T_{[0,r-1]} W_{[0,r-1]})^{-1} \cdot W^T_{[0,r-1]}$$

is the $W$-restriction of $A$, or $S$-restriction of $A$.

We note some properties of this matrix.

**Proposition 5.4** Suppose that $W$ has rank $r < n$. Then $A_W$ is a symmetric matrix with eigenbasis $e_1, \ldots, e_r, f_{r+1}, \ldots, f_n$ and eigenvalues $\mu_1, \ldots, \mu_r, 0, \ldots, 0$. In particular,

(i) rank $A_W = r$ if 0 is not a main eigenvalue for $S$ and rank $A_W = r - 1$ otherwise;

(ii) $A \cdot A_W = A_W \cdot A$;

(iii) if $X$ denotes the $K$-vector space spanned by the columns of $W$ then $\{A_W \cdot x | x \in K^n\} \subseteq X$ with equality if and only if 0 is not a main eigenvalue for $S$.

**Proof** Since $A$ and $f_j \cdot f_j^T$ are symmetric, also $A_W$ is symmetric. It is straightforward to verify from (20) that $e_1, \ldots, e_r, f_{r+1}, \ldots, f_n$ is an eigenbasis for the given eigenvalues. To prove (i) notice that the main eigenvalues are always distinct. Verify (ii) on the given basis. For (iii), notice that $A_W \cdot x$ is a linear combination of the columns of $W_{[1,r]}$. The remainder follows from (i).

We come to applications of Theorem 5.3 when $W^S$ has rank $n - 1$ or $n - 2$.

**Theorem 5.5** Suppose that $W$ has rank $n - 1$. Then $W$ determines $A$.

**Proof** Let $f_n$ be a non-main eigenvector of $G$ with eigenvalues $\lambda_n$. Then $f_n \cdot f_n^T$ is determined by $W$ according to (19). By Theorem 4.2 the main eigenvalues $\mu_1, \ldots, \mu_{n-1}$ are determined by $W$ and so $\lambda_n = -\mu_1 - \cdots - \mu_{n-1}$ is known. Now $A$ can be determined by Theorem 5.3.

**Theorem 5.6** Suppose that $W = W^S$ has rank $n - 2$. Assume that (a) $S = V$ or (b) that the number of edges of $G$ is given. Then $W$ determines all eigenvalues of $G$. Let $\lambda_{n-1}$ and $\lambda_n$ be the two non-main eigenvalues of $G$. 
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If \( \lambda_{n-1} = \lambda_n \), then \( W \) determines \( A \).

(ii) If \( \lambda_{n-1} \neq \lambda_n \), then \( W \) determines the adjacency matrix of at most two distinct graphs \( G \) and \( G^* \) with walk matrix \( W \).

**Proof** By Theorem 4.2 \( W \) determines \( M \) and hence the main polynomial, say

\[
\text{main}(x) = x^n - a_1 x^{n-1} + \cdots + a_{n-3} x + a_{n-2}.
\]

Let \( \lambda_{n-1} \) and \( \lambda_n \) be the two non-main eigenvalues and put

\[
(x - \lambda_{n-1})(x - \lambda_n) =: x^2 + b_1 x + b_2.
\]

Therefore, when

\[
\text{char}(x) = x^n + c_1 x^{n-1} + c_2 x^{n-2} + \cdots + c_{n-1} x + c_n,
\]

then \( \text{char}(x) = (x - \lambda_{n-1})(x - \lambda_n) \cdot \text{main}(x) = (x^2 + b_1 x + b_2) \cdot \text{main}(x) \) gives

\[
c_1 = b_1 + a_1 = 0 \quad \text{and} \quad c_2 = b_2 + a_1 b_1 + a_2 = -m,
\]

where \( m \) is the number of edges of \( G \). (We are using the well-known fact that \(-c_{n-2}\) always is the number of edges of the graph, see [2,13].) Under the assumption (a), the column \( W_{[1,1]} \) determines the vertex degrees and from these we determine \( m \). Under assumption (b), this information is given anyhow. Therefore, \( b_1 = -a_1 \) and \( b_2 = a_1^2 - a_2 - m \) and so the two non-main eigenvalues

\[
\lambda_{n-1,n} = \frac{a_1 \pm \sqrt{4(a_2 + m) - 3a_1^2}}{2}.
\]

of \( G \) are determined by \( W \) and \( m \).

Next let \( f_{n-1} \) and \( f_n \) be non-main eigenvectors of \( G \) for the eigenvalues \( \lambda_{n-1} \) and \( \lambda_n \). Then \( f_{n-1} \cdot f_{n-1}^T + f_n \cdot f_n^T \) is determined by \( W \) according to (19). If \( \lambda_{n-1} = \lambda_n \), we can determine \( A \) by Theorem 5.3.

It remains to consider the case \( \lambda_{n-1} \neq \lambda_n \). Here we write

\[
\lambda_{n-1} f_{n-1} \cdot f_{n-1}^T + \lambda_n f_n \cdot f_n^T = \lambda_{n-1} (f_{n-1} \cdot f_{n-1}^T + f_n \cdot f_n^T) + (\lambda_n - \lambda_{n-1}) f_n \cdot f_n^T
\]

\[
= \lambda_{n-1} (I_n - W_{[0,n-3]} \cdot W^\dagger) + (\lambda_n - \lambda_{n-1}) f_n \cdot f_n^T,
\]

using (19). Furthermore, from (20) we obtain

\[
A = W_{[1,r]} \cdot W^\dagger + \sum_{j=n-1}^n \lambda_j (f_j \cdot f_j^T)
\]

\[
= W_{[1,r]} \cdot W^\dagger + \lambda_{n-1} (I_n - W_{[0,n-3]} \cdot W^\dagger) + (\lambda_n - \lambda_{n-1}) f_n \cdot f_n^T.
\]
In this equation \( W[1, r] \cdot W^\dagger + \lambda_{n-1} (I_n - W[0, n-3] \cdot W^\dagger) \) is known and so we let \( w_1, \ldots, w_n \) be the entries on the diagonal of that matrix. Similarly, denote the diagonal entries of \( f_n \cdot f_n^\alpha \) by \( f_{n,1}^2, \ldots, f_{n,n}^2 \) where \( f_n = (f_{n,1}, \ldots, f_{n,n})^\alpha \). Since the diagonal entries of \( A \) are zero, we have

\[
-(\lambda_n - \lambda_{n-1})^{-1} w_i = f_{n,i}^2 \quad \text{for } i = 1, \ldots, n. \tag{23}
\]

Recall that \( f_n \) is a unit vector in the kernel of \( W^\alpha \). This space has dimension 2 and so \( f_n \) depends on one parameter \( t \), i.e., an angle of rotation. The equation (23) consists of a system of quadratic equations for \( t \) and therefore it has at most two solutions. Hence, there are at most two options for \( f_n \), and hence by (22), there are at most two options for \( A \).

\[\square\]

**Remark 5.2** The exception in (ii) does occur, an example is given in Appendix 8.3. There we obtained two different \( 8 \times 8 \) adjacency matrices with the same walk matrix of rank 6. In this particular example, the corresponding graphs however are isomorphic. We conjecture that the two graphs in (ii) of the theorem are indeed always isomorphic.

**Remark 5.3** The next case to consider are graphs \( G \not\cong G^* \) of order \( n \) with the same standard walk matrix \( W \) of rank \( n - 3 \). By computation, we have shown that \( n = 7 \) is the least \( n \) for which a pair of this kind exists. One example is available in Appendix 8.4.

### 6 Walk equivalence and isomorphism

Here we consider pairs of graphs which have the same walk matrix for suitably chosen sets of vertices. The following is a characterization in terms of \( W \)-restrictions of the adjacency matrix.

**Proposition 6.1** Let \( G \) and \( G^* \) be graphs on the vertex set \( V \) and let \( S, S^* \subseteq V \). Denote by \( W \) and \( W^* \) the corresponding walk matrices, with restrictions \( A_W \) and \( A_{W^*} \), respectively. Then the following are equivalent

(i) \( W = W^* \),
(ii) \( G, G^* \) have the same main eigenvalues and main eigenvectors for \( S, S^* \), respectively, and
(iii) \( S = S^* \) and \( A_W = A_{W^*} \).

In particular, if \( W \) and \( W^* \) are the standard walk matrices for \( G \) and \( G^* \), respectively, then \( W = W^* \) if and only if \( A_W = A_{W^*} \).

**Proof** If (i) holds then the first column of \( W = W^* \) determines \( S = S^* \) and from (20) we have \( A_W = A_{W^*} \). Hence (i) implies (iii). Next (ii) implies (i) by Theorem 3.6.

It remains to show that (iii) implies (ii). Let \( r \) and \( r^* \) be the rank of \( W \) and \( W^* \), respectively. By Proposition 5.4, the condition \( A_W = A_{W^*} \) implies \( r^* = r \) or \( r^* = r + 1 \), without loss of generality. First suppose that \( r^* = r \) when the proposition implies \( \mu_i^* = \mu_i \) and \( e_i^* = c_i e_i \) with certain coefficients \( c_i \in \mathbb{K} \), for \( 1 \leq i \leq r \). Since
Let $G$ and $G^*$ be graphs on the vertex sets $V$ and $V^*$, respectively, and let $S \subseteq V$ and $S^* \subseteq V^*$. Denote the corresponding walk matrices by $W$ and $W^*$. Then $(G, S)$ is walk equivalent to $(G^*, S^*)$, denoted $(G, S) \sim (G^*, S^*)$, if there is a permutation matrix $P$ such that $W^* = P \cdot W$. If $(G, S) \sim (G^*, S^*)$ with $S = V$, then $G$ is walk equivalent to $G^*$, denoted $G \sim G^*$.

Remark 6.1 In the definition, if we have $W^* = P \cdot W$, then $S^*$ is determined by $e^* = P \cdot e$, the first column of $W^*$. From this it follows easily that $\sim$ is indeed an equivalence relation. To be precise, it is a relation for graphs with a distinguished vertex set. It turns into an equivalence relation on graphs per se only when $S = V$.

Remark 6.2 If $G$ is isomorphic to $G^*$ via the permutation $g$, then it follows from Lemma 6.2 that $(G, S) \sim (G^*, S^*)$ for any $S \subseteq V$ when we set $S^* = S^g$. Conversely, however, walk equivalence does not imply isomorphism. For instance, if $G$ and $G^*$ are regular graphs with the same valency then $G \sim G^*$, and we may not conclude that $G$ is isomorphic to $G^*$. Furthermore, if $G \sim G^*$ then we cannot conclude much in general about the walk equivalence of pairs $(G, S)$, $(G^*, S^*)$ with $S \subseteq V$ and $S^* \subseteq V^*$. There are simple examples for $G \sim G^*$ but $(G, S) \not\sim (G^*, S^*)$ for all $|S|, |S^*| < n$. (For instance, let $G$ be the union of two 3-cycles and $G^*$ a 6-cycle.)
**Lexicographical Order:** In order to decide whether \((G, S)\) is walk equivalent to \((G^*, S^*)\) it is essential to be able to transform the corresponding walk matrices into some standard format.

Let \(W = W^S\) be the walk matrix of \(G\) for \(S\). Then there is a permutation \(g \in \text{Sym}(n)\) of the rows of \(W\), with corresponding permutation matrix \(P = P(g)\), so that the rows of \(PW\) are in lexicographical order. The matrix

\[
\text{lex}(W) := PW
\]

then is the *lex-form* of \(W\) with reordering matrix \(P\). Evidently, \(P\) is unique if and only if the rows of \(W\) are pairwise distinct. It is also clear that \((G, S) \sim (G^*, S^*)\) if and only if \(\text{lex}(W^S) = \text{lex}(W^{S^*})\). In order to keep track of the reordering, we append the ‘label vector’ \(L := (v_1, \ldots, v_n)^T\) as last column to \(W\), obtaining

\[
W^\dagger = [W | L].
\]

The matrix \(PW^\dagger = \text{lex}(W^\dagger)\) then is the *vertex lex-form* of \(W\).

**Example 6.1** Let \(G\) be the graph in Fig. 1 on \(V = \{v_1, v_2, v_3, v_4\}\), let \(S = \{v_3\}\) and \(W := W^S\). Then

\[
W = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 4 \\ 1 & 0 & 2 & 2 \\ 0 & 1 & 1 & 3 \end{pmatrix}, \quad W^\dagger = \begin{pmatrix} 0 & 0 & 1 & 1 & v_1 \\ 0 & 1 & 1 & 4 & v_2 \\ 1 & 0 & 2 & 2 & v_3 \\ 0 & 1 & 1 & 3 & v_4 \end{pmatrix} \quad \text{and} \quad \text{lex } W^\dagger = \begin{pmatrix} 1 & 0 & 2 & 2 & v_3 \\ 0 & 1 & 1 & 4 & v_2 \\ 0 & 1 & 1 & 3 & v_4 \\ 0 & 0 & 1 & 1 & v_1 \end{pmatrix}.
\]

It follows that the reordering permutation is \((v_3, v_1, v_4)(v_2)\).

The next theorem proves Theorem 1.3 in the introduction.

**Theorem 6.3** Let \(G\) and \(G^*\) be graphs of order \(n\) and suppose that there is a subset \(S\) of vertices of \(G\) such that \(W^S\) has rank \(\geq n - 1\). Then \(G\) is isomorphic to \(G^*\) if and only if \((G, S) \sim (G^*, S^*)\) for some vertex set \(S^*\) of \(G^*\). Furthermore, if \(G\) is isomorphic to \(G^*\) then the isomorphism is determined uniquely from the lex forms of \(W^S\) and \(W^{S^*}\), unless \(W^S\) has a repeated row when there are two isomorphisms.

**Proof** If \(G\) is isomorphic to \(G^*\) via \(g \in \text{Sym}(n)\), the result follows from Lemma 6.2 and Remark 6.2, taking \(S^* = S^g\). Conversely, let \(g \in \text{Sym}(n)\) be such that \(P(g)W = W^*\) where \(W = W^S\) and \(W^* = W^{S^*}\). Consider the graph \(H = G^g\). By Lemma 6.2 its walk matrix is \(P(g)W = W^*\). Hence, \(H\) and \(G^*\) have the same walk matrix. As the rank of \(W^*\) is \(\geq n - 1\), it follows from Theorems 5.1 and 5.5 that \(H\) and \(G^*\) have the same adjacency matrix. Hence, \(H = G^g\) and so \(G\) is isomorphic to \(G^*\). Suppose that \(P(h)W = \text{lex}(W) = P(h^*)W^*\) for the corresponding reordering permutations \(h\) and \(h^*\). It follows that \(P(h) = P(h^*)P(g)\) and so \(g = (h^*)^{-1}h\). If the rows of \(W\) (and hence of \(W^*\)) are pairwise distinct then \(h\) and \(h^*\) are unique. If \(W\) has repeated rows, then there is exactly one pair of repeated rows since \(\text{rank}(W) \geq n - 1\) by assumption. In this case, \(g = (h^*)^{-1}h\) is unique up to the transposition interchanging these rows. \(\square\)
The following is a special case of Theorem 6.3.

**Theorem 6.4** Let $G$ be a graph of order $n$ and let $S$, $S^*$ be sets of vertices of $G$. Suppose that $W^S$ has rank $\geq n - 1$. Then there is an automorphism $g$ of $G$ with $S^g = S^*$ if and only if $\text{lex}(W^S) = \text{lex}(W^{S^*})$.

**Example 6.2** The graph in Fig. 1 has the following walk matrices for $S = \{3\}$ and $S = \{4\}$, respectively,

$$W^{(3)} = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 4 \\ 1 & 0 & 2 & 2 \\ 0 & 1 & 1 & 3 \end{pmatrix} \quad \text{and} \quad W^{(4)} = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 4 \\ 0 & 1 & 1 & 3 \\ 1 & 0 & 2 & 2 \end{pmatrix}.$$

These matrices are lex-equivalent with two repeated rows and have rank $\geq 3$. Theorem 1.3 implies that there is an automorphism of $G$ which interchanges 3 and 4.

**Remark 6.3** Suppose that $G$ has order $n$ and average degree $d$. Let $S$ be a set of vertices. Then $W^S$ can be computed from $A$ by carrying out $d \cdot n \cdot (n - 1)$ additions. It follows from Theorem 1.3 that isomorphism testing for $G$ is polynomial if $W^S$ has rank $\geq n - 1$. The complexity analysis of this problem is interesting but remains outside the scope of this paper.

**Remark 6.4** Recently all connected graphs of order $n = 7$ and $n = 8$ for which the standard walk matrix $W^V$ has rank $n - 1$ have been enumerated in [16]. For $n = 7$ also the Galois group of such graphs has been computed.

### 7 Probabilistic results

Let $P(n)$ be a property of finite undirected simple graphs on $n$ vertices. Then $P(n)$ holds almost always, or almost all graphs have property $P$, if the probability for $P(n)$ to hold tends to 1 as $n$ tends to infinity. The following is due to O’Rourke and Touri [18] and is based on Tao and Vu [23]. Recall that the standard walk matrix of $G$ with vertex set $V$ is $W^V$:

**Theorem 7.1** For almost all graphs, the standard walk matrix is invertible.

Recall that $G$ and $G^*$ are walk-equivalent if their standard walk matrices have the same lex form. From Theorems 5.1 and 6.4, we have immediately the next theorem, its second part proves Theorem 1.4.

**Theorem 7.2** (i) For almost all graphs, the standard walk matrix determines the adjacency matrix of the graph.

(ii) For almost all graphs $G$, we have that $G$ is isomorphic to the graph $G^*$ if and only if $G$ is walk-equivalent to $G^*$.

**Remark 7.1** Following on from Remark 6.3, the isomorphism testing problem $G \simeq G^*$ is polynomial for almost all $G$.  

Springer
Let $G$ be a graph with characteristic polynomial $\text{char}_G(x)$. In Theorem 5.2 we have noted that if $\text{char}_G(x)$ is irreducible then $W^S$ is invertible for any vertex set $S$. Therefore, in this case the conclusion of Theorem 7.1 holds for walk matrices of general type. In the literature there are several papers in which this irreducibility problem is considered from a probabilistic point of view, see [3,4,8,19,26]. In fact, there is the

**Conjecture 7.3** For almost all graphs, the characteristic polynomial is irreducible.

The characteristic polynomial of a graph is irreducible if and only if all eigenvalues are simple and its Galois group acts transitively on these eigenvalues. For recent papers on the Galois group of integers polynomials, see Dietmann [8], Bary-Soroker, Koukoulopoulos & Kozma [1] and Eberhard [9]. We have the following stronger

**Conjecture 7.4** For almost all graphs $G$, the Galois group $\text{Gal}(G)$ contains the alternating group $\text{Alt}(n)$, where $n$ is the order of $G$.

This conjecture is supported by a theorem of Van der Waerden [25] which states that for almost all monic integer polynomials the Galois group is isomorphic to $\text{Sym}(n)$, where $n$ is the degree of the polynomial. There are examples of graphs with irreducible characteristic polynomial where $\text{Gal}(G) \not\cong \text{Alt}(n)$. But these are difficult to find, in most practical computations the group turns out to be $\text{Sym}(n)$.

**Theorem 7.5** If the Conjecture 7.3 holds, then the following is true for almost all graphs $G$ and arbitrary non-empty vertex set $S$ of $G$: For any graph $G^*$, there is an isomorphism $G \rightarrow G^*$ if and only if $(G, S) \sim (G^*, S^*)$ for some vertex set $S^*$ of $G^*$. Furthermore, if $G$ is isomorphic to $G^*$, then the isomorphism can be determined from the lex forms of $W^S$ and $W^{S^*}$.

### 8 Appendix

We give details and examples of graphs and walk matrices with particular features mentioned in earlier sections of the paper.
Appendix 8.1

The following two graphs $G$ and $G^*$ of order 8 have the same eigenspaces, and hence are eigenspace equivalent, but are not isomorphic (Fig. 2).

![Graphs with the Same Eigenspaces](image)

Appendix 8.2

The following two non-isomorphic graphs of order 8 have the same main eigenvectors for $S = V$ but different main eigenvalues. They appear in L. Collins and I. Sciriha [22]. Let $G$ and $G^*$ be as shown in Fig. 3, and let

$$e_1 = \left( \frac{1 + \sqrt{5}}{2}, \frac{1 + \sqrt{5}}{2}, \frac{1 + \sqrt{5}}{2}, \frac{1 + \sqrt{5}}{2}, 1, 1, 1, 1 \right)^T,$$

$$e_2 = \left( \frac{1 - \sqrt{5}}{2}, \frac{1 - \sqrt{5}}{2}, \frac{1 - \sqrt{5}}{2}, \frac{1 - \sqrt{5}}{2}, 1, 1, 1, 1 \right)^T.$$

It is straightforward to verify that $e_1$ and $e_2$ are the main eigenvectors of $G$ and $G^*$ with two main eigenvalues respectively (Fig. 3).

$$1 + \sqrt{5}, 1 - \sqrt{5} \text{ and } \frac{3}{2}(1 + \sqrt{5}), \frac{3}{2}(1 - \sqrt{5}),$$
Appendix 8.3

The following two adjacency matrices on 8 vertices

\[
A_1 = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

give rise to the same standard walk matrix \( W \) of rank 6,

\[
W = \begin{bmatrix}
1 & 3 & 8 & 23 & 64 & 181 & 506 & 1425 \\
1 & 3 & 8 & 23 & 64 & 181 & 506 & 1425 \\
1 & 3 & 9 & 24 & 69 & 190 & 539 & 1502 \\
1 & 2 & 5 & 13 & 37 & 101 & 287 & 797 \\
1 & 4 & 11 & 32 & 89 & 252 & 705 & 1984 \\
1 & 2 & 5 & 14 & 37 & 106 & 291 & 826 \\
1 & 2 & 7 & 19 & 55 & 153 & 433 & 1211 \\
1 & 1 & 3 & 8 & 23 & 64 & 181 & 506
\end{bmatrix}.
\]

In this case the graphs for \( A \) and \( A^* \) are isomorphic to each other. This graph is drawn in Fig. 4.
Appendix 8.4

A pair of non-isomorphic graphs $G$ and $G^*$ of least order $n = 7$ with the same walk matrix is given in Fig. 5. Their walk matrix is

$$W = W^* = \begin{bmatrix}
1 & 4 & 11 & 35 & 104 & 318 & 960 \\
1 & 3 & 9 & 27 & 82 & 248 & 752 \\
1 & 2 & 7 & 20 & 62 & 186 & 566 \\
1 & 2 & 8 & 22 & 70 & 208 & 636 \\
1 & 2 & 7 & 20 & 62 & 186 & 566 \\
1 & 3 & 9 & 27 & 82 & 248 & 752 \\
1 & 4 & 11 & 35 & 104 & 318 & 960 \\
\end{bmatrix}.$$ 

Fig. 5 A pair of non-isomorphic graphs with the same walk matrix of rank $(W) = n - 3 = 4$.

Appendix 8.5

We return to the graph $G$ in Fig. 1 to show in an example how the Galois group and the automorphism group act on the main eigenvectors and main eigenvalues of the graph. The characteristic polynomial of $G$ is $(x + 1)(x^3 - x^2 - 3x + 1)$, it has the roots

$$\lambda_0 = -1, \lambda_1 = -1.48..., \lambda_2 = 0.31... \text{ and } \lambda_3 = 2.17...$$
with corresponding eigenvectors

\[ a_0 = \begin{pmatrix} 0 \\ 0 \\ -1 \\ 1 \end{pmatrix}, \quad a_1 = \begin{pmatrix} -0.67... \\ 1 \\ -0.40... \\ -0.40... \end{pmatrix}, \quad a_2 = \begin{pmatrix} 3.21... \\ 1 \\ -1.45... \\ -1.45... \end{pmatrix} \text{ and, } a_3 = \begin{pmatrix} 0.46... \\ 1 \\ 0.85... \\ 0.85... \end{pmatrix}. \]

The graph automorphism which fixes \( v_1, v_2 \) and interchanges \( v_3, v_4 \) maps \( a_0 \) to \( -a_0 \) and fixes \( a_1, a_2, a_3 \). (Clearly, graph automorphisms always leave all eigenspaces invariant: In matrix terms, if \( P \) is a permutation matrix with \( AP = PA \) and if \( Ax = \lambda x \), then \( APx = PAX = \lambda PX \).) The Galois group \( \text{Gal}(G) \) of \( (x^3 - x^2 - 3x + 1) \) is the symmetric group on \( \{\lambda_1, \lambda_2, \lambda_3\} \), its elements permute \( \text{Eig}(A, \lambda_1), \text{Eig}(A, \lambda_2), \text{Eig}(A, \lambda_3) \) in the same way.

Next we find the main eigenvectors for \( S = \{v_1\} \), for instance. The main polynomial of this set is \( (x^3 - x^2 - 3x + 1) \). We write \( e = (1, 0, 0, 0)^T \) in terms of its main eigenvectors,

\[ e = (1, 0, 0, 0)^T = e_1 + e_2 + e_3 = c_1a_1 + c_2a_2 + c_3a_3 \]

for certain coefficients \( c_i \in \mathbb{K} \), the splitting field of \( (x^3 - x^2 - 3x + 1) \). In fact, \( c_1 = -0.37... \), \( c_2 = 0.20... \) and \( c_3 = 0.17... \). By Lemma 3.1 we have that \( \text{Gal}(G) \) permutes the \( e_i \) and so we obtain the explicit action of \( \text{Gal}(G) \) on the main eigenvectors of \( S = \{v_1\} \).

**Appendix 8.6**

By computation, we found that the characteristic polynomial of pairs of cospectral graphs of order \( n < 8 \) is always reducible. The following in an example for \( n = 8 \) with a pair of non-isomorphic graphs \( G, G^* \) with irreducible characteristic polynomial

\[ x^8 - 10x^6 - 4x^5 + 24x^4 + 8x^3 - 16x^2 + 1. \]

Their complements have the same characteristic polynomial

\[ x^8 - 18x^6 - 26x^5 + 26x^4 + 42x^3 - 16x^2 - 16x + 4 \]

and this polynomial is again irreducible (Fig. 6).

![Fig. 6 Two non-isomorphic graphs of order 8 with the same irreducible characteristic polynomial](image)
Acknowledgements We thank Professor Wei Wang and the referees for helpful comments which lead to several improvements. Some examples of graphs contained in Appendix were obtained by Zenan Du.

References

1. Bary-Soroker, L., Koukoulopoulos, D., Kozma, G.: Irreducibility of random polynomials: general measures (2020). arXiv:2007.14567
2. Biggs, N.: Algebraic Graph Theory. Cambridge University Press, Cambridge (1974)
3. Borst, C., Boyd, E., Brekken, C., Solberg, S., Wood, M., Wood, Ph.: Irreducibility of random polynomials. Exp. Math. 27(4), 495–506 (2018)
4. Bourgain, J., Vu, V.H., Wood, P.H.: On the singularity probability of discrete random matrices. J. Funct. Anal. 258(2), 559–603 (2010)
5. Cvetković, D.: The main part of the spectrum, divisors and switching of graphs. Publ. Inst. Math. (Beograd) 23, 31–38 (1978)
6. Cvetković, D.M., Petrić, M.: A table of connected graphs on six vertices. Discrete Math. 50, 37–49 (1984)
7. Cvetković, D.M., Rowlinson, P., Simić, S.K.: An Introduction to the Theory of Graph Spectra. Cambridge University Press, Cambridge (2010)
8. Dietmann, R.: Probabilistic Galois Theory. Bull. Lond. Math. Soc. 45(3), 453–462 (2013)
9. Eberhard, S.: The characteristic polynomial of a random matrix (2020). arXiv:2008.01223
10. Gantmacher, F.R.: Theory of Matrices II. Chelsea, New York (1960)
11. Godsil, C.D., McKay, B.D.: Some computational results on the spectra of graphs. Combinatorial Mathematics IV, Lecture Notes in Math. 560, pp. 73–92. Springer-Verlag (1976)
12. Godsil, C.D., McKay, B.D.: Spectral conditions for the reconstructibility of a graph. J. Combin. Theory Ser. B 30(3), 285–289 (1981)
13. Godsil, C.D., Royle, G.: Algebraic Graph Theory. Springer-Verlag, New York (2001)
14. Godsil, C.D.: Controllable subsets in graphs. Ann. Comb. 16, 733–744 (2012)
15. Greub, W.H.: Linear Algebra, GTM Vol 23. Springer Verlag, New York (1963)
16. Du, Z., Liu, F., Liu, S., Qin, Z.: Graphs with $n-1$ main eigenvalues. Discrete Math. 344, 112397 (2021)
17. Liu, F., Siemons, J., Wang, W.: New families of graphs determined by their generalized spectrum. Discrete Math. 342, 1108–1112 (2019)
18. O’Rourke, S., Touri, B.: On a conjecture of Godsil concerning controllable random graphs. SIAM J. Control Optim. 54, 3347–3378 (2016)
19. O’Rourke, S., Wood, P.M.: Low-degree factors of Random Polynomials. J. Theoret. Probab. 32(2), 1076–1104 (2019)
20. Rowlinson, P.: The main eigenvalues of a graph: a survey. Appl. Anal. Discrete Math. 1, 445–471 (2007)
21. Stewart, I.: Galois Theory, 4th Edition. Chapman and Hall (2015)
22. Collins, L., Sciriha, I.: On the Walks and Bipartite Double Coverings of Graphs with the same Main Eigenspace (2019). arXiv:1906.05790
23. Tao, T.: Random matrices have simple spectrum. Combinatorica 37(3), 539–553 (2017)
24. Teranishi, Y.: Main eigenvalues of a graph. Linear and Multilinear Algebra 49, 289–303 (2001)
25. van der Waerden, B.L.: Die Seltenheit der reduziblen Gleichungen und der Gleichungen mit Affekt. Monatsh. Math. 43, 137–147 (1936)
26. Van Vu, Ph. Wood: Personal Communications, May and July 2019
27. Wang, W., Xu, C.X.: A sufficient condition for a family of graphs being determined by their generalized spectra. Europ. J. Combin. 27, 826–840 (2006)
28. Wang, W.: Generalized spectral characterization revisited. Electron J. Comb. 20(4), 4 (2013)
29. Wang, W.: A simple arithmetic criterion for graphs being determined by their generalized spectra. J. Combin. Theory Ser. B 122, 438–451 (2017)
30. Wang, W., Qiu, L.H., Hu, Y.L.: Cospectral graphs, GM-switching and regular rational orthogonal matrices of level $p$. Linear Algebra Appl. 563, 154–177 (2019)
Publisher's Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.