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Abstract. We consider the fractional Cox–Ingersoll–Ross process satisfying the stochastic differential equation (SDE) \[ dX_t = aX_t \, dt + \sigma \sqrt{X_t} \, dB^H_t \] driven by a fractional Brownian motion (fBm) with Hurst parameter exceeding \( \frac{2}{3} \). The integral \( \int_0^t \sqrt{X_s} \, dB^H_s \) is considered as a pathwise integral and is equal to the limit of Riemann–Stieltjes integral sums. It is shown that the fractional Cox–Ingersoll–Ross process is a square of the fractional Ornstein–Uhlenbeck process until the first zero hitting. Based on that, we consider the square of the fractional Ornstein–Uhlenbeck process with an arbitrary Hurst index and prove that until its first zero hitting it satisfies the specified SDE if the integral \( \int_0^t \sqrt{X_s} \, dB^H_s \) is defined as a pathwise Stratonovich integral. Therefore, the question about the first zero hitting time of the Cox–Ingersoll–Ross process, which matches the first zero hitting moment of the fractional Ornstein–Uhlenbeck process, is natural. Since the latter is a Gaussian process, it is proved by the estimates for distributions of Gaussian processes that for \( a < 0 \) the probability of hitting zero in finite time is equal to 1, and in case of \( a > 0 \) it is positive but less than 1. The upper bound for this probability is given.

1. Introduction

The standard Cox–Ingersoll–Ross diffusion process was introduced and studied in papers [5–7] for the purpose of better interest rate modeling and as a generalization of the Vasicek model.

The Cox–Ingersoll–Ross process (CIR) is a one-factor model that contains one source of randomness. In this model it is assumed that the instantaneous value of the interest rate \( r_t \) is a solution of the stochastic differential equation (SDE)

\[ dr_t = a(b - r_t) \, dt + \sigma \sqrt{r_t} \, dW_t, \quad t \geq 0, \]

where \( a, b, \sigma \in \mathbb{R}^+ \), \( W = \{ W_t, t \geq 0 \} \) is a Wiener process, \( r_{|t=0} = r_0 > 0 \). The parameter \( a \) corresponds to the speed of adjustment (i.e. convergence to the mean), \( b \) is the mean, and \( \sigma \) is the volatility. If the condition \( 2ab \geq \sigma^2 \) holds, the process takes only positive values with a probability of 1 and does not hit zero. Unlike the Vasicek model, wherein the standard deviation is a constant, the standard deviation \( \sigma \sqrt{r_t} \) of the CIR process is proportional to the value of the process.

The CIR process is ergodic and has a stationary distribution. The distribution of its future values \( r_{t+T} \), provided that \( r_t \) is known, is a noncentral chi-square distribution, and the distribution of the limit value \( r_\infty \) is a gamma distribution. The CIR process is also widely used in stochastic volatility modeling in the Heston model. An extensive bibliography on this subject can be found, for example, in [1]–[2].

Together with the above, it should be noted that in reality many financial models demonstrate the so-called "memory phenomenon", meaning that price changes in the market cannot be characterized only by randomness generated by the Wiener process. Regarding the description of financial markets with memory, see, for example, [3]–[9, 23].

Although it was considered that the best models for interest rates and stochastic volatility were those containing a fractional Brownian motion (fBm) with the Hurst
index $H > \frac{1}{2}$, recent studies (see, for example, [2]) have noted that volatility can be so irregular that the Hurst index is estimated to be $0.1$.

Consequently, to simulate the corresponding interest rates or stochastic volatility, it is useful to introduce the fractional Ornstein-Uhlenbeck process or, in order to preserve the nonnegativity of the random process, the fractional Cox-Ingersoll-Ross process. While the fractional Ornstein-Uhlenbeck process is Gaussian, so there are no problems with stochastic integration (the properties of the fractional Ornstein-Uhlenbeck process are described in [4]), there are several different approaches to the definition of the fractional CIR process. The pathwise integration with respect to $fBm$ is considered for $H > \frac{2}{3}$ in [18], and the so-called "rough path approach" is introduced in [17]. Another method is based on the fact that the standard CIR process belongs to class of Pearson diffusions, so the fractional CIR process can be defined as a time changed CIR process with inverse stable subordinator (see [15, 16]).

In this paper we first consider the SDE
\[
dX_t = aX_t \, dt + \sigma \sqrt{X_t} \, dB_H^t, \quad t \geq 0, \tag{1}
\]
where $X|_{t=0} = x_0 > 0$, $a \in \mathbb{R}$, $\sigma > 0$, $B_H^t = \{B_H^t, t \geq 0\}$ is a fBm with the Hurst parameter $H \in (0, 1)$, i.e. a centered Gaussian process with the following covariance function: $\mathbb{E}B_H^tB_H^s = \frac{1}{2} \left(t^{2H} + s^{2H} - |t-s|^{2H}\right)$. In this case, we assume that $H \in (2/3, 1)$, because then the integral $\int_0^t \sqrt{X_s} \, dB_H^s$ is defined as a pathwise integral, which is the limit of Riemann–Stieltjes integral sums. It is proved that the unique solution of the equation (1) is the square of the fractional Ornstein–Uhlenbeck process until hitting zero. It is clear that, due to the uniqueness of the solution, the solution of the equation (1) remains at zero after the first moment of reaching it.

After this, we consider the square of the fractional Ornstein–Uhlenbeck process with an arbitrary Hurst index $H \in (0, 1)$ and prove that this square satisfies the equation (1) until the first moment of hitting zero, if the stochastic integral is considered as the pathwise Stratonovich integral.

Naturally, we face the question of the corresponding zero hitting time finiteness. It is proved that for the positive speed of adjustment the probability of finiteness of this moment is 1, and for the negative speed of adjustment it is between 0 and 1, and an upper bound for this probability is given. As an auxiliary result, the form of the covariance function of the fractional Ornstein–Uhlenbeck process is used.

The paper is organized as follows. In Section 2 equation (1) is considered for $H \in (2/3, 1)$ with the Riemann-Stieltjes pathwise integral with respect to fBm and it is shown that its solution is the square of the fractional Ornstein–Uhlenbeck process until hitting zero. Section 3 introduces the fractional Cox–Ingersoll–Ross process for an arbitrary $H \in (0, 1)$ as the square of the corresponding fractional Ornstein-Uhlenbeck process and shows that the process, defined in this way, satisfies the equation (1) with the pathwise Stratonovich integral. Section 4 is devoted to studying the probability of hitting zero in a finite time by the described process. Section 5 contains an auxiliary result — a formula for the covariance function of the fractional Ornstein-Uhlenbeck process.

2. **Fractional Cox–Ingersoll–Ross process for $H \in (2/3, 1)$**

Consider the stochastic differential equation of the following form:
\[
dX_t = \tilde{a}X_t \, dt + \tilde{\sigma} \sqrt{X_t} \, dB_H^t, \quad t \geq 0, \tag{2}
\]
where $X|_{t=0} = x_0 > 0$, $\tilde{a} \in \mathbb{R}$, $\tilde{\sigma} > 0$.

According to Theorem 6 from [18], if $H > 2/3$, the equation (2) has a unique solution until the first moment of reaching zero, and the integral $\int_0^t \sqrt{X_s} \, dB_H^s$ exists as a pathwise Riemann–Stieltjes sums limit. This can be explained empirically as follows: the integral
with respect to fractional Brownian motion (for the conditions of existence and properties of such integrals see, for example, [24]) exists as a pathwise limit of Riemann-Stieltjes sums if the sum of Hölder exponents of integrator and integrand exceeds 1. On the other hand, provided the solution exists, it is Hölder-continuous up to order $H$ (see, for example, [10]), and hence the integrand function $\sqrt{X_t}$ will be Hölder-continuous up to order $H/2$. Thus, the condition for the existence of a pathwise integral with respect to fractional Brownian motion and the fact that the integral is the limit of Riemann-Stieltjes sums is the inequality $H/2 + H > 1$ or $H > 2/3$. We recall that in this case the equation (2) has a unique solution with strictly positive trajectories until the first moment of hitting zero. Denote $\tau_0 := \inf\{t > 0 : X_t = 0\}$ and consider the trajectories of the process $\{X_t, t \geq 0\}$ on $[0, \tau_0)$. After substitution $Y_t = \sqrt{X_t}$ and using the Ito formula for integrals with respect to fractional Brownian motion (see [19]), we obtain

$$dY_t = \frac{dX_t}{2\sqrt{X_t}} = \frac{\dot{a}X_t}{2\sqrt{X_t}} dt + \frac{\sigma^2}{2} dB_t^H.$$ (3)

Denoting $a = \tilde{a}/2$, $\sigma = \tilde{\sigma}/2$, we get

$$dY_t = a Y_t dt + \sigma dB_t^H$$ (3)

with the initial condition $Y_0 = \sqrt{X_0}$. Thus, the solution $\{X_t, t \in [0, \tau_0]\}$ of the equation (2) is the square of the fractional Ornstein–Uhlenbeck process (the latter was introduced in [4]) until it reaches zero.

3. Generalization of the fractional Cox–Ingersoll–Ross process for $H \in (0, 1)$

Taking into account the conclusions of Section 2, now let us define the fractional Cox–Ingersoll–Ross process for all Hurst indices $H \in (0, 1)$.

Definition 3.1. Let $H \in (0, 1)$ be an arbitrary Hurst index, $\{Y_t, t \geq 0\}$ be a fractional Ornstein–Uhlenbeck process, that satisfies equation (3), and $\tau$ be the first moment of reaching zero by the latter. The fractional Cox–Ingersoll–Ross process is the process $\{X_t, t \geq 0\}$ such that for all $t \geq 0$

$$X_t(\omega) = Y_t^2(\omega)1_{t < \tau(\omega)}.$$ (4)

It should be noted that the process defined in this way satisfies the equation of the form (2), if we consider the integral $\int_0^T \sqrt{X_s} dB_s^H$ as the pathwise Stratonovich integral. Let us give the corresponding definition.

Definition 3.2. Let $\{X_t, t \geq 0\}$, $\{Y_t, t \geq 0\}$ be random processes. The pathwise Stratonovich integral $\int_0^T X_s \circ dY_s$ is a pathwise limit of the following sums

$$\sum_{k=1}^n \frac{X_{t_k} + X_{t_{k-1}}}{2} (Y_{t_k} - Y_{t_{k-1}}),$$

as the mesh of the partition $0 = t_0 < t_1 < t_2 < \ldots < t_{n-1} < t_n = T$ tends to zero, in case if this limit exists.

Indeed, suppose that $\{Y_t, t \geq 0\}$ is a fractional Ornstein–Uhlenbeck process, which starts at $\sqrt{X_0}$, $\tau = \inf\{s > 0 : Y_s = 0\}$, and for some $\omega \in \Omega$ consider the point $t$ such that $t < \tau(\omega)$. Then, according to the definition 3.1

$$X_t = Y_t^2 = \left(\sqrt{X_0} + a \int_0^t Y_s ds + \sigma B_t^H\right)^2.$$ (5)
Consider an arbitrary partition of the interval \([0, t]\):
\[
0 = t_0 < t_1 < t_2 < \ldots < t_{n-1} < t_n = t.
\]
Using the formula (5), we have
\[
X_t = \sum_{k=1}^{n} (X_{t_k} - X_{t_{k-1}}) + X_0
\]
\[
= \sum_{k=1}^{n} \left( \sqrt{X_0} + a \int_0^{t_k} Y_s ds + \sigma B_{t_k}^H \right)^2 - \left( \sqrt{X_0} + a \int_0^{t_{k-1}} Y_s ds + \sigma B_{t_{k-1}}^H \right)^2 + X_0
\]
\[
= \sum_{k=1}^{n} \left( 2\sqrt{X_0} + a \int_0^{t_k} Y_s ds + \int_0^{t_{k-1}} Y_s ds \right) + \sigma \left( B_{t_k}^H + B_{t_{k-1}}^H \right)
\]
\[
\times \left( a \int_0^{t_k} Y_s ds + \sigma \left( B_{t_k}^H - B_{t_{k-1}}^H \right) \right) + X_0.
\]
Expanding the brackets in the last expression, we obtain:
\[
X_t = 2a\sqrt{X_0} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} Y_s ds + a^2 \sum_{k=1}^{n} \left( \int_0^{t_k} Y_s ds + \int_0^{t_{k-1}} Y_s ds \right) \int_{t_{k-1}}^{t_k} Y_s ds
\]
\[
+ a\sigma \sum_{k=1}^{n} \left( B_{t_k}^H + B_{t_{k-1}}^H \right) \int_{t_{k-1}}^{t_k} Y_s ds + 2a\sqrt{X_0} \sum_{k=1}^{n} \left( B_{t_k}^H - B_{t_{k-1}}^H \right)
\]
\[
+ a\sigma \sum_{k=1}^{n} \left( \int_0^{t_k} Y_s ds + \int_0^{t_{k-1}} Y_s ds \right) \left( B_{t_k}^H - B_{t_{k-1}}^H \right)
\]
\[
+ \sigma^2 \sum_{k=1}^{n} \left( B_{t_k}^H + B_{t_{k-1}}^H \right) \left( B_{t_k}^H - B_{t_{k-1}}^H \right).
\]
Let the mesh \(\Delta t\) of the partition tend to zero. The first three terms
\[
2a\sqrt{X_0} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} Y_s ds + a^2 \sum_{k=1}^{n} \left( \int_0^{t_k} Y_s ds + \int_0^{t_{k-1}} Y_s ds \right) \int_{t_{k-1}}^{t_k} Y_s ds
\]
\[
+ a\sigma \sum_{k=1}^{n} \left( B_{t_k}^H + B_{t_{k-1}}^H \right) \int_{t_{k-1}}^{t_k} Y_s ds
\]
\[
\rightarrow 2a\sqrt{X_0} \int_0^{t} Y_s ds + 2a^2 \int_0^{t} Y_s \int_0^{s} Y_u du ds + 2a\sigma \int_0^{t} B_{t_k}^H Y_s ds
\]
\[
= 2a \int_0^{t} Y_s \left( \sqrt{X_0} + a \int_0^{s} Y_u du + \sigma B_{t_k}^H \right) ds = 2a \int_0^{t} Y_s^2 ds
\]
\[
= 2a \int_0^{t} X_s ds = \tilde{a} \int_0^{t} X_s ds, \quad \Delta t \to 0,
\]
and the last three terms
\[
2a\sqrt{X_0} \sum_{k=1}^{n} \left( B_{t_k}^H - B_{t_{k-1}}^H \right) + a\sigma \sum_{k=1}^{n} \left( \int_0^{t_k} Y_s ds + \int_0^{t_{k-1}} Y_s ds \right) \left( B_{t_k}^H - B_{t_{k-1}}^H \right)
\]
\[
+ \sigma^2 \sum_{k=1}^{n} \left( B_{t_k}^H + B_{t_{k-1}}^H \right) \left( B_{t_k}^H - B_{t_{k-1}}^H \right)
\]
\[
\rightarrow 2a \int_0^{t} \left( \sqrt{X_0} + a \int_0^{s} Y_u du + \sigma B_{t_k}^H \right) \circ dB_{s}^H = \tilde{a} \int_0^{t} \sqrt{X_s} \circ dB_{s}^H, \quad \Delta t \to 0.
Thus, the fractional Cox–Ingersoll–Ross process, introduced by Definition 3.1, satisfies the stochastic differential equation
\[
X_t = X_0 + \tilde{a} \int_0^t X_s ds + \tilde{\sigma} \int_0^t \sqrt{X_s} \circ dB^H_s,
\]
where \( \int_0^t \sqrt{X_s} \circ dB^H_s \) is a pathwise Stratonovich integral.

Let us make a few remarks on the resulting stochastic differential equation.

Remark 3.3. The passage to the limit in (8) is correct, since the left-hand side of the equation (6) does not depend on the partition, and the limit in formula (7) exists as the pathwise Lebesgue integral, therefore the corresponding pathwise Stratonovich integral also exists.

Remark 3.4. If \( H > 2/3 \) the solution of the equation (9) coincides with the solution of the equation (2), since the corresponding pathwise Stratonovich integral and the pathwise Riemann–Stieltjes integral coincide.

4. Probability of hitting zero by the fractional Ornstein–Uhlenbeck process

Let us investigate the probability that the first zero hitting moment \( \tau \) of the fractional Ornstein-Uhlenbeck process, which is a solution of equation (3), is finite. According to [4], this solution can be written explicitly as
\[
Y_t = e^{at} \left( Y_0 + \sigma \int_0^t e^{-as} dB^H_s \right),
\]
where the integral with respect to fractional Brownian motion is the limit of Riemann–Stieltjes sums and can be defined by integration by parts:
\[
J_t := \int_0^t e^{-as} dB^H_s := e^{-at} B^H_t + a \int_0^t e^{-as} B^H_s ds.
\]

From the formula (10), we see that the first zero hitting moment by the process \( Y_t \) coincides with the first time the integral (11) reaches the level \(-Y_0/\sigma\). Note, that this integral is a normally distributed random variable with zero mean. Therefore, due to the symmetry of the normal distribution, the probability that the integral (11) hits the negative level \(-Y_0/\sigma\) coincides with the probability of reaching the positive level \(Y_0/\sigma\). Thus, the problem of studying the probability that integral \( J_t \) hits the level \( x > 0 \) in a finite time arises. Naturally, the behavior of this integral essentially depends on the sign of the parameter \( a \in \mathbb{R} \).

Let us consider two cases.

The case \( a \leq 0 \).

Proposition 4.1. If \( a < 0 \) then
\[
P \left( \limsup_{t \to \infty} J_t = +\infty \right) = 1.
\]

Proof. It is known [4], that for \( a < 0 \) the process
\[
G_t = e^{at} \int_{-\infty}^t e^{-as} dB^H_s
\]
is Gaussian, stationary, and ergodic. By the ergodic theorem, for any \( x \in \mathbb{R} \),
\[
\frac{1}{n} \sum_{k=1}^n 1_{\{G_k > x\}} \to \mathbb{E}1_{\{G_0 > x\}} = P(G_0 > x) > 0 \quad \text{a.s., } n \to \infty.
\]
Then 
\[ \sum_{k=1}^{\infty} 1\{G_k > x\} = +\infty \quad \text{a.s.} \]

This means that the event \( \{G_k > x\} \) happens infinitely often. Hence,
\[ \lim_{t \to \infty} G_t = +\infty \quad \text{a.s.} \]

Then
\[ \lim_{t \to \infty} J_t = \lim_{t \to \infty} (e^{-at}G_t - G_0) = +\infty \quad \text{a.s.} \]

\[ \square \]

**Remark 4.2.** Proposition 4.1 remains true in case \( a = 0 \), as \( J_t = B_t^H \). More detailed results on the behavior of the supremum and the probabilities of level hitting for the fBm can be found, for example, in \( \text{[8, 14, 20, 21]} \).

**The case \( a > 0 \).** According to Corollary 5.6

\[ V_t^2 := \text{Var} J_t = H \int_0^t z^{2H-1} \left( e^{-2at} + e^{-az} \right) dz. \]

The derivative of \( V_t^2 \) is equal to
\[ \frac{d}{dt} V_t^2 = 2H \left( t^{2H-1} e^{-at} - ae^{-2at} \int_0^t z^{2H-1} e^{az} dz \right). \]

Since the second summand under brackets is exponentially smaller than the first one, there exists \( t(a) \) such that the derivative is positive for all \( t \geq t(a) \). Notice that
\[ \lim_{t \to \infty} V_t^2 = H \int_0^{\infty} z^{2H-1} e^{-az} dz = \frac{H \Gamma(2H)}{a^{2H}}. \]

Introduce Gaussian process
\[ Z_t = J_{t/(1-t)}, \quad t \in [0, 1], \]

defining \( Z_1 = J_{\infty} \). We have for the derivative of its variance \( v_t^2 \)
\[ \frac{d}{dt} v_t^2 = \left. \frac{d}{ds} V_s^2 \right|_{s=t/(1-t)} \left( \frac{t}{1-t} \right)' \]
\[ = 2H \left( \frac{t/(1-t) + H - 2at/(1-t) - ae^{-2at/(1-t)} \int_0^{t/(1-t)} z^{2H-1} e^{az} dz}{(1-t)^2} \right). \]

It exists and tends to zero as \( t \to 1 \).

Since the exponential multipliers, the second derivative also tends to zero as \( t \to 1 \).

Now let us use the form of covariance function from Corollary 5.6 (we mean everywhere that \( s < t \)). We have after reducing similar terms:
\[ \text{E}(J_t - J_s)^2 = V_t^2 + V_s^2 - 2 \text{Cov}(J_s, J_t) \]
\[ = He^{-2at} \int_0^t z^{2H-1} e^{-az} dz + H \int_0^t z^{2H-1} e^{-az} dz + He^{-2as} \int_0^s z^{2H-1} e^{az} dz \]
\[ + H \int_0^s z^{2H-1} e^{-az} dz + He^{-2as} \int_0^{t-s} z^{2H-1} e^{az} dz \]
\[ - He^{-2at} \int_{t-s}^t z^{2H-1} e^{az} dz + H \int_{t-s}^t z^{2H-1} e^{-az} dz \]
\[ - He^{-2as} \int_0^s z^{2H-1} e^{az} dz - 2H \int_0^t z^{2H-1} e^{-az} dz \]
For $Z_t$:

\[
E(Z_t - Z_s)^2 = H e^{-2as/(1-s)} \int_0^{(t-s)/(1-t)(1-s)} z^{2H-1} e^{az} dz + H e^{-2as/(1-s)} \int_0^{(t-s)/(1-t)(1-s)} z^{2H-1} e^{-az} dz.
\]

Further, for any $s \in [0,1)$

\[
e^{-2as/(1-s)} e^{-2a(t-s)/(1-t)(1-s)} = e^{-2as/(1-s)} \left(1 + \frac{-2a(t-s)}{(1-s)^2} + \frac{-4a(t-s)^2}{(1-s)^2} + \frac{O((t-s)^2)}{(1-s)^2}\right)
\]

as $t \downarrow s$. Moreover,

\[
\int_0^{(t-s)/(1-t)(1-s)} z^{2H-1} e^{\pm az} dz = \frac{1}{2H} \frac{(t-s)^{2H} + O((t-s)^{2H+1})}{(1-s)^{2H}}
\]

as $t \downarrow s$. Hence

\[
E(Z_t - Z_s)^2 = H e^{-2as/(1-s)} \left(\frac{(t-s)^{2H}}{H(1-s)^{2H}} + \frac{O((t-s)^{2H+1})}{(1-s)^{2H}}\right)
\]

(13)

as $t \downarrow s$. By this way it can also be obtained that for any $s \in [0,1]$,

\[
\limsup_{t \downarrow s} \frac{E(Z_t - Z_s)^2}{(t-s)^{2H}} \leq H \max_{s \in [0,1]} (1-s)^{-2} e^{-2as/(1-s)}.
\]

(14)

From (12) and (14) it follows that

\[
P\left(\sup_{t \geq 0} J_t < \infty\right) = P \left(\max_{t \in [0,1]} Z_t < \infty\right) = 1.
\]

(15)

Further, from Theorem D.4 of [22] and (12) we obtain the following result.

**Proposition 4.3.** There exists a constant $C$ such that for any $x > 0$

\[
P\left(\sup_{t \geq 0} J_t \geq x\right) = P \left(\max_{t \in [0,1]} Z_t \geq x\right) \leq C x^{\frac{1}{H} - 1} \exp\left(-\frac{x^2}{2v^2}\right),
\]

(16)

with $v^2 = \sup_{t \geq 0} V_t^2 = \max_{t \in [0,1]} |v_t|^2 < \infty$.

Moreover, since $v_t$ is twice differentiable, using (14) we obtain that for some $c > 0$ and for any $t$ – that is, small enough,

\[
\text{Cov}(Z_s/v_s, Z_t/v_t) \geq 1 - c|t-s|^{2H}.
\]

Now we can use the Slepyan theorem (see [22]) to bound the probability (16) above by the corresponding probability for the process $v_tU_t$, where $U_t$ is a stationary Gaussian process with zero mean and covariance function, which behavior near zero is $1 - |t|^{2H} + o(|t|^{2H})$. Then, using Theorem D.4 from [22], we get

**Proposition 4.4.** There exists a constant $C_1$ such that for an arbitrary $x > 0$

\[
P\left(\sup_{t \geq 0} J_t \geq x\right) \leq C_1 x^{\frac{1}{H} - 2} \exp\left(-\frac{x^2}{2v^2}\right).
\]
Remark 4.5. It is easy to verify that \( \max_{t \in [0,1]} v_t^2 = v_1^2 = V_\infty^2 = \frac{H_\infty(2H)}{a^{2H}} \). Indeed, from (12) it follows that the point \( t = 1 \) is a local maximum point. With \( t = 0 \) we obtain that \( v_0^2 = V_0^2 = 0 \). Therefore, it is enough to show that the function \( v_t^2 \) has no local extremum at interior points of the interval \([0, 1]\). If such points existed, then, according to (12), they would satisfy the equation
\[
\left( \frac{t}{1-t} \right)^{2H-1} e^{-at/(1-t)} - ae^{-2at/(1-t)} \int_0^{t/(1-t)} z^{2H-1} e^{az} dz = 0, \quad t \in (0, 1).
\]
Denote \( s = \frac{1}{1-t} \), then this equation takes the following form:
\[
e^{-2as} \left( s^{2H-1} e^{as} - a \int_0^s z^{2H-1} e^{az} dz \right) = 0, \quad s > 0.
\]
(17)
Let us investigate the behavior of the function
\[
h(s) = s^{2H-1} e^{as} - a \int_0^s z^{2H-1} e^{az} dz
\]
with \( s > 0 \). First, note that with \( H = 1/2 \) the function \( h(s) \equiv 1 \), so the equation (17) has no roots. For \( H \neq 1/2 \) let us find the derivative:
\[
\frac{d}{dt} h(t) = (2H - 1)s^{2H-2} e^{as}.
\]
If \( H < 1/2 \), then the function \( h \) is strictly decreasing, therefore (as \( a > 0 \)) the left-hand side of (17) is also strictly decreasing and tends to zero as \( s \to \infty \). Thus, the equation (17) has no roots on \((0, +\infty)\).
If \( H > 1/2 \), then \( h \) is strictly increasing, and \( h(0) = 0 \), so, \( h(s) > 0 \) if \( s > 0 \), and the equation (17) either has no roots on \((0, +\infty)\).

Remark 4.6. For \( 1 > t > s \) from (13) and (14) it follows that \( \mathbb{E}(Z_t - Z_s)^2 \) exponentially tends to zero as \( s \to 1 \). It can be shown that all derivatives with respect to \( s \) of this expectation also tend to zero as \( s \to 1 \). The same is true for \( v_t^2 \). It means that Theorem D.3 from [22] cannot be used directly to obtain the asymptotic behavior of \( \mathbb{P}(\sup_{y \geq 0} Z_t \geq x) \) as \( x \to \infty \). However, this asymptotic behavior can be found by the methods used to prove the mentioned theorem.

Let us return to the question of the first zero hitting moment \( \tau \) of the fOU process (3). From the considerations given at the beginning of this section, propositions 4.1, 4.4, and Remark 4.2 we obtain the following result.

Theorem 4.7. (1) If \( a \leq 0 \), then \( \mathbb{P}(\tau < \infty) = 1 \).
(2) If \( a > 0 \), then \( \mathbb{P}(\tau < \infty) \in (0, 1) \), and we have the upper bound
\[
\mathbb{P}(\tau < \infty) \leq C_1 \left( \frac{Y_0}{\sigma} \right)^{\frac{1}{H}} \exp \left( -\frac{a Y_0^2}{\sigma^2 \Gamma(2H + 1)} \right),
\]
where \( C_1 > 0 \) is a constant.

5. Appendix. Covariance function of the fractional Ornstein-Uhlenbeck process

Consider the fractional Ornstein-Uhlenbeck process \( Y \), which is the solution of the equation (3) with the initial condition \( Y_0 = y_0 \in \mathbb{R} \). According to (10), (11), this solution has the following form:
\[
Y_t = y_0 e^{at} + a \sigma e^{at} \int_0^t e^{-as} B_s^H ds + \sigma B_t^H, \quad t \geq 0.
\]
Proposition 5.1. Let $t \geq s \geq 0$. Then covariance function of the fractional Ornstein–Uhlenbeck process [18] can be represented in the following form:

$$R_H(t, s) = \frac{H\sigma^2}{2} \left( -e^{at-as} \int_t^{t-s} e^{-az z^{2H-1}} dz + e^{-at+as} \int_s^t e^{az z^{2H-1}} dz \\
- e^{at+as} \int_s^t e^{-az z^{2H-1}} dz + e^{at-as} \int_0^s e^{az z^{2H-1}} dz \\
+ 2e^{at+as} \int_0^t e^{-az z^{2H-1}} dz \right).$$  \hfill (19)

Proof. Using [18] and the form of fBm covariance function, we have

$$R_H(t, s) = E \left( [Y_t - y_0 e^{at}] [Y_s - y_0 e^{as}] \right)$$

$$= E \left( \left( a\sigma e^{at} \int_0^t e^{-av B_u^H} du + \sigma B_t^H \right) \left( a\sigma e^{as} \int_0^s e^{-av B_v^H} dv + \sigma B_s^H \right) \right)$$

$$= \frac{a^2\sigma^2}{2} e^{at} \int_0^t e^{-au} (u^{2H} + s^{2H} - |u-s|^{2H}) du$$

$$+ \frac{a^2\sigma^2}{2} e^{as} \int_0^s e^{-av} (v^{2H} + t^{2H} - |v-t|^{2H}) dv + \frac{\sigma^2}{2} \left( (t^{2H} + s^{2H} - |t-s|^{2H}) \right)$$

$$+ \frac{a^2\sigma^2}{2} e^{t-as} \int_0^t \int_0^s e^{-av-w} (u^{2H} + v^{2H} - |u-v|^{2H}) du dv = \frac{\sigma^2}{2} \sum_{n=1}^{10} I_n,$$

where

$$I_1 = ae^{at} \int_0^t e^{-au} s^{2H} du, \quad I_2 = ae^{at} \int_0^t e^{-au} u^{2H} du, \quad I_3 = -ae^{at} \int_0^t e^{-au} |u-s|^{2H} du,$$

$$I_4 = ae^{as} \int_0^s e^{-av} t^{2H} dv, \quad I_5 = ae^{as} \int_0^s e^{-av} v^{2H} dv, \quad I_6 = -ae^{as} \int_0^s e^{-av} (t-v)^{2H} dv,$$

$$I_7 = t^{2H} + s^{2H} - (t-s)^{2H}, \quad I_8 = a^2 e^{at+as} \int_0^t e^{-av} \int_0^s e^{-au} u^{2H} du,$$

$$I_9 = a^2 e^{at+as} \int_0^s e^{-au} \int_0^t e^{-av} v^{2H} dv, \quad I_{10} = -a^2 e^{at+as} \int_0^t \int_0^s e^{-au-w} |u-v|^{2H} du dv.$$

The first two integrals are equal to

$$I_1 = s^{2H} (e^{at} - 1) \quad \text{and} \quad I_2 = -e^{at} \int_0^t u^{2H} de^{-au} = -t^{2H} + 2He^{at} \int_0^t e^{-au} u^{2H-1} du.$$

Substituting the variables and integrating by parts we obtain

$$I_3 = -ae^{at} \int_0^s e^{-au} (s-u)^{2H} du - ae^{at} \int_s^t e^{-au} (u-s)^{2H} du$$

$$= -ae^{at-as} \int_0^t e^{az z^{2H}} dz - ae^{at-as} \int_0^{t-s} e^{-az z^{2H}} dz$$

$$= -e^{at-as} \left( e^{as} s^{2H} - 2H \int_0^s e^{az z^{2H-1}} dz - e^{-a(t-s)} (t-s)^{2H} \right)$$

$$+ 2H \int_0^{t-s} e^{-az z^{2H-1}} dz$$

$$= -e^{at}s^{2H} + (t-s)^{2H} + 2He^{at-as} \int_0^s e^{az z^{2H-1}} dz - 2He^{at-as} \int_0^{t-s} e^{-az z^{2H-1}} dz.$$
Similarly, transforming $I_4 - I_6$ we have:

\[ I_4 = t^{2H} (e^{as} - 1), \quad I_5 = -s^{2H} + 2He^{as} \int_0^s e^{-av}v^{2H-1}dv, \]

\[ I_6 = -ae^{as-at} \int_t^s e^{az}z^{2H}dz = -e^{as-at} \int_t^s z^{2H}de^{az} \]

\[ = -e^{as}t^{2H} + (t-s)^{2H} + 2He^{as-at} \int_t^s e^{az}z^{2H-1}dz. \]

Then,

\[ I_8 = e^{at+as} (e^{-at} - 1) \int_0^s u^{2H}de^{-au} = (1 - e^{at})s^{2H} - 2He^{as}(1 - e^{at}) \int_0^s e^{-au}u^{2H-1}du, \]

and similarly

\[ I_9 = (1 - e^{as})t^{2H} - 2He^{at}(1 - e^{as}) \int_0^t e^{-av}v^{2H-1}dv \]

Now consider $I_{10}$. After representing it as the sum of integrals, we have:

\[ I_{10} = -a^2 e^{at+as} \int_0^s \int_0^v e^{-au-av}(v-u)^{2H}dudv - a^2 e^{at+as} \int_0^s \int_0^v e^{-au-av}(u-v)^{2H}dudv \]

\[ - a^2 e^{at+as} \int_t^s \int_0^v e^{-au-av}(v-u)^{2H}dudv \]

\[ = -2a^2 e^{at+as} \int_0^s \int_0^v e^{-au-av}(v-u)^{2H}dudv - a^2 e^{at+as} \int_0^s \int_s^t e^{-au-av}(v-u)^{2H}dudv \]

\[ = I_{10}' + I_{10}''. \]

By substituting $v-u = z$, changing the order of integration, and integrating by parts, we obtain

\[ I_{10}' = -2a^2 e^{at+as} \int_0^s e^{-2av} \int_0^v e^{az}z^{2H}dzdv = -2a^2 e^{at+as} \int_0^s e^{az}z^{2H} \int_z^s e^{-2av}dvdz \]

\[ = -2a^2 e^{at+as} \int_0^s e^{az}z^{2H} e^{-2as} - e^{-2az} \int_0^s e^{-au}u^{2H}du \]

\[ = ae^{at-as} \left( \int_0^s e^{az}z^{2H}dz - \int_0^s e^{-au}u^{2H}du \right) \]

\[ = e^{at-s}t^{2H} - 2He^{at-as} \int_0^s e^{az}z^{2H-1}dz + e^{at-s}t^{2H} - 2He^{at+as} \int_0^s e^{-au}u^{2H-1}du. \]

To simplify $I_{10}''$ we need to consider two cases.

If $t > 2s$, then, after substituting $v-u = z$ in the inner integral, changing the order of integration and integrating with respect to $v$, we get

\[ I_{10}'' = -a^2 e^{at+as} \int_t^s \int_{v-s}^v e^{az-2av}z^{2H}dzdv = -a^2 e^{at+as} \left( \int_t^s \int_s^{z+s} e^{az-2av}z^{2H}dzdz \right) \]

\[ + \int_t^s \int_{z+s}^{z+s} e^{az-2av}z^{2H}dvdz + \int_t^s \int_{t-s}^t e^{az-2av}z^{2H}dvdz \]

\[ = -a^2 e^{at+as} \left( \int_t^s e^{az}z^{2H} e^{-2a(z+s)} - e^{-2as} \int_0^s e^{az}z^{2H}e^{-2at} - e^{-2az} \int_0^s e^{az}z^{2H}e^{-2at} - e^{-2az} \right) \]

\[ = \frac{a}{2} e^{at-as} \int_0^s e^{-az}z^{2H}dz - \frac{a}{2} e^{at+as} \int_s^t e^{-az}z^{2H}dz - \frac{a}{2} e^{at-as} \int_0^s e^{az}z^{2H}dz. \]
After integrating by parts each of the four integrals and reducing similar terms, we get the following equality:

\[
I''_{10} = -He^{-as} \int_t^s e^{az} z^{2H-1} dz + He^{-as} \int_s^t e^{az} z^{2H-1} dz - He^{as} \int_t^s e^{-az} z^{2H-1} dz \\
+ He^{-as} \int_0^{t-s} e^{-az} z^{2H-1} dz - e^{as} t^{2H} + e^{as} t^{2H} - (t-s)^{2H}.
\]

The validity of the last formula for \( s < t < 2s \) can be checked similarly.

Summing all the terms, we obtain (19).

\[\square\]

Remark 5.2. For \( s = t \) from 5.1 we get the formula

\[
\text{Var} Y_t = H\sigma^2 \int_0^t z^{2H-1} (e^{az} + e^{2at-as}) dz,
\]

that was proved in [13, Lemma A.1].

Remark 5.3. For arbitrary \( t, s \in \mathbb{R}^+ \) we have

\[
R_H(t, s) = \frac{H\sigma^2}{2} \left( -e^{a[t-s]} \int_0^{t-s} e^{-az} z^{2H-1} dz + e^{-a[t-s]} \int_{[t-s]}^{\max\{t, s\}} e^{az} z^{2H-1} dz \\
- e^{a(t+s)} \int_{\min\{t, s\}}^{\max\{t, s\}} e^{-az} z^{2H-1} dz + e^{a[t-s]} \int_0^{\min\{t, s\}} e^{az} z^{2H-1} dz \\
+ 2e^{a(t+s)} \int_0^{\max\{t, s\}} e^{-az} z^{2H-1} dz \right).
\]

Corollary 5.4. Let \( H \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1), a < 0 \) and \( t > 0 \) be fixed. Then the covariance function of the Ornstein-Uhlenbeck process can be represented in the form

\[
R_H(t+s, t) = \frac{\sigma^2 H(2H-1)}{2(-a)^{2H}} \left( e^{-as} \int_1^{\infty} e^{y2H-2} dy + e^{-as} \int_{-a}^{\infty} e^{-y2H-2} dy \\
- e^{at} \left[ e^{a(t+s)} \int_{-a(t+s)}^{\infty} e^{-y2H-2} dy + e^{a(t+s)} \int_1^{-a(t+s)} e^{y2H-2} dy \right] \right) + O(e^{as}), \quad s \to \infty
\]
Proof. We can assume that \( s \) is such that \(-as > 1\). From the formula (19) after substitution \( y = -az \) we get:

\[
R_H(t + s, t) = \frac{H\sigma^2}{2(-a)^{2H}} \left( -e^{as} \int_0^1 e^y y^{2H-1} dy - e^{as} \int_1^{\infty} e^y y^{2H-1} dy 
+ e^{-as} \int_{-as}^{-at} e^{-y} y^{2H-1} dy - e^{-as} \int_{-as}^{-at} e^{y} y^{2H-1} dy 
+ e^{as} \int_0^{-at} e^{-y} y^{2H-1} dy + 2e^{2as} \int_0^1 e^{y} y^{2H-1} dy 
+ 2e^{2as} \int_0^{a(t+s)} e^{y} y^{2H-1} dy \right) 
= \frac{H\sigma^2}{2(-a)^{2H}} \left( -e^{as} \int_1^{\infty} e^y y^{2H-1} dy + e^{-as} \int_{-as}^{-at} e^{-y} y^{2H-1} dy 
- e^{2as} \int_{-at}^{-a(t+s)} e^{y} y^{2H-1} dy + 2e^{2as} \int_0^1 e^{y} y^{2H-1} dy \right) + O(e^{as})
\]

Integrating by parts and reducing similar terms, we obtain (20). \(\square\)

Remark 5.5. The results above are consistent with the results of [4]. Indeed, let \( a < 0, H \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1)\). In the proof of [3, Corollary 2.5] it is shown that

\[
R_H(t + s, t) = \text{Cov}(\hat{Y}_t^H, \hat{Y}_{t+s}^H) - e^{as} \text{Cov}(\tilde{Y}_0^H, \tilde{Y}_{t+s}^H) + O(e^{as}), \quad s \to \infty,
\]

where

\[
\tilde{Y}_t^H := \sigma \int_0^t e^{a(t-u)} dB_u^H,
\]

and in the proof of [4, Theorem 2.3] the following expression for \( \text{Cov}(\hat{Y}_t^H, \hat{Y}_{t+s}^H) \) as \( s \to \infty \) is obtained:

\[
\text{Cov}(\hat{Y}_t^H, \hat{Y}_{t+s}^H) = \frac{\sigma^2}{2(-a)^{2H}} H(2H - 1) \times \left( e^{as} \int_1^{\infty} e^y y^{2H-2} dy + e^{-as} \int_{-as}^{\infty} e^{-y} y^{2H-2} dy \right) + O(e^{as}).
\]

From (22) and (21) we can get an expression than coincides with (20).

Note, that the integral \( J_t \), defined by (11), is equal to \( e^{-at} Y_t \), where \( Y_t \) is the process (18) with parameters \( y_0 = 0, \sigma = 1 \). Thus, we have the following result

Corollary 5.6. If \( s \leq t \)

\[
\text{Cov}(J_s, J_t) = -\frac{H}{2} e^{-2as} \int_0^{1-s} z^{2H-1} e^{-az} dz + \frac{H}{2} e^{-2at} \int_{t-s}^t z^{2H-1} e^{az} dz 
- \frac{H}{2} \int_s^t z^{2H-1} e^{-az} dz + \frac{H}{2} e^{-2as} \int_0^s z^{2H-1} e^{az} dz 
+ H \int_0^t z^{2H-1} e^{-az} dz.
\]

In particular,

\[
\text{Var} J_t = H \int_0^t z^{2H-1} (e^{az-2at} + e^{-az}) dz.
\]
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