Evaluation on User Perception Effect Based on Interaction Techniques in the Stereoscopic Environment
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Abstract—The interaction of user performance with three-dimensional (3D) objects has become an important issue in the recent development of virtual reality applications. Additionally, the basic conviction of current Virtual Reality (VR) supports the development of the viable interface between humans and machines. The research focuses on the user’s interaction technique by considering two approaches (direct and indirect interaction techniques) for the users while interacting with three-dimensional objects. Numerous possible uses can benefit from virtual reality by considering a few fundamental visual and cognitive activities in the Virtual Environment (VE), such as the interpretation of space that users of clear and indirect perception are not well established. The experiment is performed in a stereoscopic environment using a reciprocal tapping task. Participants are expected to use direct pointing as well as indirect cursor techniques to select a stereoscopic spherical target. The results show that, in the sense of a direct interaction technique, user recognition of an object appears to converge in the center of a simulated area. Unfortunately, this convergence is not demonstrated in the indirect cursor situation. The pointing estimation from the users is more accurate when using the indirect interaction approach. The findings provide an understanding of the interaction characteristics done by the users in the stereoscopic environment. Importantly, developers of a virtual environment may use the result when developing effective user interface perception in specific interaction techniques.

Index Terms—User Perception, Interaction Techniques, Stereoscopic Environment

I. INTRODUCTION

VIRTUAL Reality (VR) has been launched and selected for different uses in a wide range of disciplines. For illustration, VR is used as an employment training program in military and surgical simulations, the entertainment field, and educational research instruments. Interaction between the users and three-dimensional (3D) objects has been built by recent VR technology developments. Newer technologies and exhibits are dominated and used in two kinds of environment. It consists of stereoscopic and Head-Mounted Display (HMD). These technologies provide a more natural and visual impression of living in a Virtual Environment (VE), i.e., separating from the real physical reality environment of the users. Using HMD to study in the virtual system will help to understand the user perception works and the factor which impacts the depth perception in the environment [1]. However, devices like HMD typically generate inconvenience. For example, it is motion sickness, in which users generally perceive signal conflict with the gestures perceived by the vestibular system [2]. As an option, stereoscopic displays have recently risen in popularity as the market for hardware, applications, and imagery has been relatively limited. In addition, stereoscopic display environment has found less motion sickness than HMD for VEs, as viewed on a laptop screen and projection monitor systems [3].

The stereoscopic system provides each eye of the observer with slightly different images. These separate images will produce a slightly different view of each eye’s scene via suitable technology called parallax. Then, it involves displaying on the monitor for two different images. Objects can be seen with zero, negative, and positive values. Parallax, referring to the points seen on, in front of, or behind the screen. Attached to the screen monitor, objects with zero parallaxes are ideally suitable for touch screen interaction [4].

On the other hand, contact with objects in front or behind the screen is more complicated. It represents tasks in reality that involve contact or touch objects. For example, in the real world, some tasks involve
The principle of direct and indirect interaction is used to create the characteristics of interaction between the users and the stereoscopic objects [5–7]. Users use their body (e.g., pointing or reaching by bare hand or tools), including gestures and eye gaze, to navigate through objects in stereoscopic environments that visual touch can be used. Indirect interaction also uses an intermediary instead of directly communicating with the object, such as using a controller to manipulate an icon (a virtual pointer, mouse, and others). It is to obtain items within stereoscopic environments. When users “touch or communicate” a stereoscopic object in Ves, considering the misjudgement in virtual space is one question posed in particular with direct interaction [8]. This analysis compares the various characteristics of direct and indirect interactions between stereoscopic objects in front of the display screen. To assign a stereoscopic object, the researchers examine the interaction with a direct pointing technique and evaluate it to the indirect method in which a user controls a virtual cursor to acquire a stereoscopic object.

It is essential to know the location of the items around them and how to interact or access them to perform most things, such as daily tasks that the operations shall provide a comprehensive spatial overview of the environment for proper navigation. The combination of cognitive abilities is needed for the case with several conditions like real-world orientation, object perception (what people see), position (where), and obstacle prevention (how) [9]. In general, two tasks of perception and vision can use to estimate perception of space. The origin of spatial perception and vision function has fascinated scientists with these two tasks physiologically and psychologically.

Locating an object in the Virtual World (VW) is different from the VE. The researchers report underestimating the location of virtual targets from the actual positions, although the participants can estimate a right metrics distance [10]. In the HMD case, it underestimates distance by almost 10% for VE [11]. One of the conditions causing the underestimate is the distance of more than 60 cm to estimate objects located in the near VE [10, 12]. On the other hand, some researchers also find that overestimation occurs in the perceiving visual sources from the sound localization position effect [13]. Factors that affect every estimation are the quality of VR condition, computer graphics, sense of the present, and limited field of view [4, 14]. However, it depends on the purpose people use VR. For example, if people consider the high-risk case in VR, it can make them activate the mechanism to avoid familiarizing themselves with negative stimuli [15].

The research investigates the experience of frontal parameters with the interaction approaches of direct and indirect interactions within VEs. These two interaction concepts can be used to engage with stereoscopic objects in front of the display screen. Moreover, the interaction between the two methods and the reference objects is used to evaluate space interpretation at a frontal stage. The contribution of the research is investigating the role of direct or indirect interactions in frontal space perception. The results can provide VR developers with insights to select the right method of interaction for their application.

II. Research Method

The experiment is performed in a stereoscopic environment using the reciprocal tapping task. Participants are expected to use direct pointing as well as indirect cursor techniques to select a stereoscopic spherical target. Red spheres, arranged in a circle, represent targets in the experiment. In the order defined by ISO [16], eight targets are displayed one by one [7]. The respondents use the pointer stick in a direct position to put the tip of the stick in the middle of the targeted area. Equally, the virtual cursor has to be positioned over the target in VE in an indirect condition by adjusting the dual analog gamepad. When the target is defined, no visual input is given (e.g., color change) other than the next target.

The experiment uses a setup of $2 \times 3$ in the combination of level factors. The independent variable for the experiment considers interaction technique (direct or indirect interactions) and the target depth (90 cm, 120 cm, and 150 cm) of the participants. Then, the results collected from both experiments are structured to examine how close the position of a particular point along the x-axis and the y-axis is. It aims to analyze the general sense of frontal space.

The respondent’s understanding of the depth role on space of frontal magnitude has not been studied in the research. It should be acknowledged that the inaccuracy of in-depth estimation may lead to the inaccuracy of the perception of distance. The researchers recruit participants by advertising through social media. In total, 14 healthy voluntary participants join the research. All the respondents are right-handed. None of the respondents uses glasses or contact lenses, and their Inter-Pupillary Distance (IPD) ranges from 6.5 cm to 7 cm ($M = 6.57 \text{ cm}$). IPD is defined as the distance
of two centers of human eyes pupil [8]. Additionally, none of the participants have eye abnormalities, such as blind color, fatigue, amblyopia, or disruptions (stereopsis).

Both participants’ stereoscopic vision capability is checked by viewing the closest reference distance (90 cm from the subject) before every experiment, and no participant fails the test. Most of the participants have no VR experience at all. Participants are allowed to take a break at any time between trials and encouraged to leave at any time if they feel VE-related discomfort to reduce the effects of fatigue.

Participants are asked to complete the pre-experiment consent questionnaire and outline the aims and protocols of the procedure. Participants are split into two groups. One group starts the experiment on the direct condition and the other on the indirect condition. Target depths are automatically allocated as soon as the procedure is chosen. The experiment is split into two phases of the trial (condition) to reduce subjects’ learning impact and anxiety. For each interaction, 24 assessments are performed by each person (3 target depths × 8 targets). Overall, the procedure is performed within 60 minutes by each respondent.

III. RESULTS AND DISCUSSION

A. Experimental Setup

The VE, stereoscopic targets, and experimental activities have been established in the Unity 3D application. The applications modify the depth of the target. It depends on the depth of information of each person and the IPD. The VE, stereoscopic targets, and experimental activities have been established in the Unity 3D application. The depth of the target is modified by the applications, depending on the depth information of each person and IPD.

The experiment area is 4 m × 3 m × 2.5 m. It is surrounded by black curtains to avoid excessive light and generate an outstanding stereoscopic environment. The experimental space is equipped with tables and adjustable chairs. The researchers use the projection screen display for the trial, which is 130 cm wide × 100 cm high. At a set position, the participants are located 210 cm away relative to the screen. In ViewSonic PJD6251 DLP, XGA resolution (1024 × 768) in DPI is used for a stereoscopic projector located under the table and participants’ eyes. The NVIDIA 3D glasses with an emitter-receiver have been used to capture the stereoscopic images projected by the projector. In addition, a chinrest is installed to hold the participants’ heads so that the perception of the goal depth will not change.

Figure 1 is an example of the process of precise pointing of the experiment. In direct pointing conditions, the researchers use three separate lengths of the stick: 80 cm, 110 cm, and 140 cm for interaction. For monitoring purposes, the researchers attach reflective markers to the tips of the pointing sticks. Then, Flex 13 OptiTrack motion system at 120 Hz frame rate is used with submillimeter precision and accuracy for monitoring the marker. In addition, to validate their actions (pointing), participants have to push the lower end of the handle with an attached wireless remote. The starting points of the stick tips are set at three different locations on the table to create a comfortable posture before each trial.

Figure 2 depicts the indirect cursor technique condition. The Sun-Yes R011 dual analog gamepad controller is used for interaction in the indirect configuration to guide the virtual cursor in the VE along the x-, y-, and z-axes. The virtual cursor’s velocity is set to a comfortable and fast movement state that the researchers apply a value of 2 m/s for subsequent experiments. The data streams are obtained and processed by the PC from the marker locations, virtual cursors, and targets. For these reasons, all direct and indirect procedures are balanced and defined within global coordinates to conform with the same positional viewpoint. Figure 3 shows the experimental condition for direct and indirect cursor techniques.

B. Results

The researchers outline and interpret the findings of the experiment. The effects of interaction methods (direct and indirect techniques) on the perception of
Frontal expansion are presented in stereoscopic environments. From Fig. 4, it can be observed that the overall judgment of the indirect cursor techniques is comparatively higher than the direct pointing technique to the stereoscopic target because the researchers do not calculate the accuracy score. However, to corroborate the analysis, the researchers review and find evidence for different characteristics of direct pointing and indirect cursor techniques. At least, there are two reasons that how depth cues, such as presence and occlusion, can affect the perception of the front view.

One possible reason for the accuracy differences is the higher sense of presence (i.e., virtual cursor), especially when the indirect cursor is used. The experiment from [17] finds that the user’s performance in VEs can be improved due to the involvement of the users in the virtual cues (i.e., avatars). In the present analysis, while the simulated world is presented in a sparse environment (i.e., spheres in front of a dark blue background) for both conditions of interaction strategies, only the indirect cursor condition contains virtual cues (i.e., a virtual cursor). Its display can enhance the sense of presence when choosing a target related to a direct pointing condition. The target distance and position in the VE also influence the accuracy while using HMD and Screen Wide Display (SWD) [18]. The result is in line with previous research finding that a third-person view enables better spatial awareness, which leads to accurate interactions [19]. In the research, the indirect cursor condition is similar to the third-person view (perspective).

The second reason is an occlusion. A visual conflict happens when selecting a virtual target by using the direct pointing technique. It can be another reason for less accuracy in the direct pointing technique [20, 21]. When the participant tries to reach or point a virtual target with a pointing stick, the virtual target or the pointing stick appears blurred. On the other side, in the indirect cursor condition, both virtual target and virtual cursor are displayed stereoscopically, which may reduce the visual conflicts [22, 23].

The horizontal and vertical inaccuracies of the direct method in the stereoscopic environments draw all the targets towards the middle, rendering the total space compactly and smaller than expected. Therefore, it can infer that the perception of the frontal extent in stereoscopic environments which are lower than expected, especially in using direct technology.

The result is substantially in line with previous research, showing that the view of the observer’s space in a stereoscopic environment is smaller than expected [24, 25]. However, for the indirect cursor
The various depths of the estimated target in this analysis are also compared for the pointing estimates. As seen in Fig. 5A-C, it gives the position judgment and appears more accurate to all the target depths measured than the direct technique. Furthermore, for the target shown in front of the participants at 90 and 120 cm, it points judgment in a direct situation. It shows the same results as the average mean, indicating the compressed frontal dimension. However, at 150 cm from the participants, the corresponding target depth finds that the two techniques are comparably accurate. For this context, it can be generalized that, although the target location is perceived to be compressed at depths of 90 and 120 cm, primarily when direct pointing conditions are used, the perceived 150 cm space is more precise for the two techniques used. Therefore, the depth at which a target is projected within the stereoscopic display’s negative parallax seems to affect the perception of frontal space. However, further statistical analysis is needed to support these current findings.

The reasons for this problem are still debatable, but the researchers agree in part that the longer the target is displayed, the stronger the impression will be obtained. The term accommodation-converge mismatch can explain this phenomenon [26]. If the stereoscopic object is displayed closer to the eye, a significant mismatch (conflict) ‘accommodation-converge’ appears compared to if the object is displayed at a further distance. Also, it is ambiguous if the respective figures rely on the depth of information provided by different perceptual modalities [27]. Another consideration is the lighting supporting in the VE, there are no different results for the perceptual accuracy between real and VE while the luminous is controllable [28].

IV. CONCLUSION

The research decides to investigate frontal experiences in the stereoscopic context using two direct-point and indirect-cursor interaction techniques. Three different target depths have been used to view the target in the negative parallax. The results reveal that the perception of space is found to be compressed in the frontal stereoscopic environment. It is indicated by the pointing estimations, which are concentrated to the center concerning the target references. It is also found that choosing a simulated target using an indirect cursor is more precise (in terms of how close the target-pointing calculation) than the technique in the direct pointing.

The research has limitations for the under three distinct depths. First, the experiment only considers the frontal extent. Therefore, the other planes, such as sagittal and transverse, should be further investigated. Second, a statistical analysis is needed to support the findings. Finally, a specific design is used for the equipment, display, and mission. Hence, more analysis across various experimental designs and configurations will be required to underpin the generality of the outcome.
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