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Abstract

The Internet of Things (IoT) recently gained attention from the last few years due to various smart city applications deployment. The existing literature discusses different public emergency service (PES) aspects from smart-healthcare to smart-home automation. However, less work explores for the smart-fire-brigade system. The PESs require high computation, timely service fulfillment, service transparency, and trust, which are difficult to achieve through a centralized system. In recent years, blockchain technology has gained enormous popularity for immutable data management that ensures transparency, reliability, and data integrity using distributed storage. This paper presents a blockchain based model for secure and trusted public emergency service in IoT-enabled smart cities (BMSTP) to handle the PES requests in real-time fairly. An edge compute server (ECS) is introduced to enhance data processing speed and local data storage. Simultaneously, a queuing theory model is used to process PES requests quickly. The ECS manages an access control list (ACL) for smart-home IoT devices to protect against the illegal placement of any new IoT devices near smart-home to misguiding public emergency service departments (PESDs). Further, a reputation model is designed for PESDs to scale their service quality. We explored the BMSTP for smart-homes placed under different sub-areas of a smart-city. The experiment results show the proposed system model is efficient in scheduling the smart-home PES requests to an appropriate PESD and minimizing the delay to reaching the smart-home location.
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1. Introduction

The smart city covers urban areas equipped with Internet of Things (IoT) devices. These IoT devices provide convenience to individuals through different smart applications. The IoT devices also help in data collection for various smart-city applications [1], including smart-home automation, smart-healthcare, smart-transportation, robotics, smart-agriculture, and many more, as shown in Fig. 1. The demand for these IoT devices increases day-by-day and reaches 50 billion worldwide by 2030 [2]. With the increasing number of such IoT devices, the data generated from them grows exponentially, and handling this massive data becomes more challenging soon. The IoT devices generally have low computation power, limited storage, restricted network capabilities, and vulnerable to attack. Hence, fewer options are currently available to systematically process and manage these enormous connected IoT devices and their massive data. Therefore, to provide fast access and excess storage for these IoT devices, we require to exploit the edge compute server (ECS) functionality. The ECS removes this hurdle by residing near IoT devices and protect against performing malicious activity by supporting the access control list (ACL) based on access control policies [3]. Hence it ensures better performance, fast computation, device authenticity, and scalability.

Existing public emergency services (PESs) depend on a centralized system that involves social
agencies and government regulation to break data sharing barriers [4]. Due to the centralized system, PESs is suffering from high congestion and a single point of failure. Whereas citizens face misusing of their personal information without any prior knowledge. In this situation, a distributed and reliable system is essential while accessing PES resources. Hence, the importance of blockchain technology is highlighted in this paper for the smart-city implementation to overcome these contradictions.

Blockchain technology supports various features such as immutability, trust, transparency, and synchronization, using multiple distributed ledger maintained by blockchain nodes. Therefore, it eliminates a single point of failure. The blockchain smart contract adds a trust layer between citizens and PES providers and vice-versa. The public blockchain takes a long time to maintain consistency, so it is not worth adding every single piece of information. Hence, an ECS [5] acts as an intermediary between IoT devices and the blockchain. The ECSs are deploying near IoT devices, which require fast connection and low latency for PESs in the smart-city. The ECS calls blockchain application programming interface (API) to transfer PES requests gathered from IoT devices with high traffic load in a desirable time. Allocating PES provider in real-time with minimum waiting is a significant challenge. Executing these operations with a conventional approach adds additional delay. Introducing the queuing model is suitable for handling several PES requests generated from citizens and providing on-time emergency services with low latency to protect against catastrophe.

![Fig 1: Smart-city applications](image)

1.1. Our contributions

To overcome the challenges mentioned above, we propose a blockchain based model for secure and trusted public emergency service in IoT-enabled smart city (BMSTP). The proposed model detect fire in a smart-home and provide PES by suggesting the nearest fire brigade department to protect smart-homes from catastrophe. The functionality of the proposed system architecture is enhanced by implementing the smart contract logic. In brief, the main contributions of this paper are as follows.

1.) A three-layered architecture is proposed to define the working of each entity involved in the BMSTP. With this, a blockchain network is designed using a private blockchain platform.

2.) This proposed model has two types of entities at the second layer, i.e., IoT controller and service controller. These two behaves as an ECS. The IoT controller manages smart-homes data and forwards PES requests on behalf of smart-homes. Whereas the service controller keeps PESDs data and performs different tasks such as distance evaluation between smart-homes and PESDs and selecting a minimum request queue PESD. To fairly balance the PES
requests in real-time, a queuing theory is utilized at PESDs and an ACL at IoT controller to maintain smart-home IoT devices information.

3.) A smart contract is used to implement various functions. These functions include registration of IoT controllers, service controllers, smart-homes and PESDs, confirmation of PESD service provider, and reputation generation and updation of PESDs.

4.) Implement a reputation model for PESDs to bring transparency and trust in the proposed system architecture while serving PES requests.

1.2. Organization

The rest of the paper is organized as follows. Section 2 discusses the background knowledge of blockchain technology. In section 3, previous work on blockchain and IoT based smart-city applications and use-cases are presented. A detailed view and implementation of the proposed BMSTP is described in section 4. Section 5 presents the simulation and results, and finally, section 6 is followed by the conclusion and future scope to extend the current work.

2. Background

This section provides blockchain technology fundamentals and private blockchain components to understand the flow of PES requests and transaction commitment, as describes below.

2.1. Blockchain

The term blockchain came up with bitcoin in 2008 [6] by unknown people called satoshi nakamoto. After that, a satoshi is considered the smallest denomination of the bitcoin blockchain. The first transaction on the bitcoin blockchain was recorded in May 2010. The success of the bitcoin blockchain is hashing algorithm, consensus mechanism, mining technique, and longest chain rule that remove the double-spending problem. The bitcoin blockchain aims to overcome the financial crisis issues to transfer digital assets among individuals at different locations. The bitcoin blockchain individuals are connected through a peer-to-peer network to publish financial transactions based on encryption using a public-private key.

In later years the term blockchain is widely used to indicate different public and private blockchain platforms such as Ethereum, Rootstock, R3 Corda, Quorum, and Hyperledger for developing real-world applications. The blockchain is an append-only data structure to maintain immutable transactions in distributed ledgers between unknown and untrusted individuals. This leads to the removal of a centralized system that is using to hold useful information. The blockchain block is an essential component that contains a block header and a block body, as represents in Fig. 2. These two have several pieces of information such as header number, nonce, current-hash, previous-hash, signed transactions data, etc. [7]. The first block on the blockchain is called as genesis block, which holds blockchain information. The upcoming blocks build on top of the genesis block, connected through a hash function to form a chain of blocks.
2.2 Smart Contract

The smart contract was considered an impractical concept in the early years due to less advancement in information and communication technologies. Later, Nick Szabo, in 1994 [8], provided a conceptual view of the smart contract. In short, a smart contract is used to write the business rules or business agreements between two or more transacting parties in the form of a self-executable code. The smart contract definition changed after the invention of blockchain technology and became more famous. The smart contract [9] is a turing complete logic to write application codes which store at permanent blockchain address to roll out third party involvement. These smart contracts cannot modify at later stages, and they execute automatically in a distributed environment when certain conditions meet. Some examples of turing complete language support by different blockchain platforms are solidity powered by Ethereum blockchain. Hyperledger blockchain encourages multiple languages such as Python, Rust, JavaScript, Java, and Go as per developer comfort to write business logic. Similarly, some other blockchain platforms support modeling languages that are platform dependent.

2.3 Private Blockchain

The blockchain platform subdivides into two categories such as public blockchain and private blockchain. The public blockchain sometimes calls permissionless blockchain, whereas private blockchain is known as permissioned blockchain. The Hyperledger blockchain platform comes under the private blockchain. The Linux Foundation [10] hosts Hyperledger blockchain platform as a cross-industry collaboration project. The blockchain platform was designed to enable the customized networking rules to operate different consensus protocols and process thousands of requests per second with low latency. Compared to the public blockchain, the private blockchain allows only known entities to participate in blockchain relating operations. The consensus protocol [11] in the private blockchain requires mutual agreement among involved entities to commit transactions on the blockchain. According to application requirements, the private blockchain supports various consensus protocols such as Byzantine Fault Tolerance, Kafka, RAFT, Practical Byzantine Fault Tolerance, plenum, etc.

2.3.1 Private Blockchain Components

The private blockchain [12] is a collection of fabric organizations that contains multiple entities to build a blockchain network. These entities are membership service provider (MSP), fabric certificate authority (fabric-CA), orderer, peer, client, and channel. The functionality of each entity is describing below.

1.) **MSP:** In a private blockchain, the MSP is responsible for authorizing organization’s fabric-CA. The MSP generates the digital certificates for each fabric-CA and maintains their information in the certification list.

2.) **Fabric-CA:** The fabric-CA resides under an organization and uses to generate digital certificates for peers.

3.) **Peers:** The peers are sub-divided into two types such as endorsing peer and committing peer. The endorsing peer performs various functionality, including consensus achievement and endorsement of transactions. Whereas the committing peer checks transaction validity and manages transaction block in their ledger.

4.) **Client:** The client is an entity that interacts with the blockchain network to execute smart contract functions. The client creates a transaction (i.e., read-write set of information) and sends it to endorsing peer. The endorsing peer validates the transaction by verifying the
client’s public key and a time-stamp. The endorsing peer signs the received transaction and sends it to the client, and maintains a local copy in its ledger. The client waits for an ample number of endorsements and sends the endorsed transaction to the orderer. The orderer generates a valid block of transactions and sends it to committing peers to update their ledger with the new block. The committing peer informs the client of the successful transaction. In last, the endorsing peer discards the local copy available in its ledger.

5.) **Orderer:** The orderer bundles the time-stamp transactions in a specific order to create a valid block. The transaction includes a header and a payload. The header comprises transaction and channel identification. Whereas payload contains time-stamp transactions and endorsing peer’s signature. The block creates according to the maximum number of transactions limit and time out period.

6.) **Channel:** The channel is a medium to connect multiple organizations to receive the same information on the blockchain network. The channel also provides data privacy and confidentiality among organizations.

3. **Related work**

3.1. **Blockchain Smart City**

In [13] author proposed an IoT based smart manufacturing system for quality assurance application. The blockchain is utilized for building a trust relationship and for improving security concerns for manufacturing life-cycle processes. Various trust factors are mentioned with lesser security without practical guidelines. In [14] author proposed a local lightweight expandable blockchain model for a smart factory. Two defensive techniques are presented, such as whitelist and dynamic authentication to provide security and privacy. Also, an ACL is designed using Bell-La-Padula (BLP) and Biba models to prevent malicious activities. The use of bitcoin based local blockchain development limits the transactions per second and wastage resources. In [15] author proposed a useful resource utilization model for IoT devices in smart-city. The edge and miner nodes are placed together in a single blockchain network for the proper functioning of IoT devices which are connected with an edge network. The miner nodes are responsible for performing high computational tasks. The Proof-of-Work consensus is used to bring transparency and security. The utilization of consensus wastage more energy and requires heavy computational resources. In [16] author proposed the smart-city and blockchain notion by linking it with sharing economy services. The distributed technology brings trust, transparency, and privacy in the service relationship and eliminates intermediaries. Hence, it results in low operational costs and increases efficiency of sharing services. A theoretical viewpoint is provided with no practical implementation. In [17] author proposed a three-tier architecture for supporting scalable sharing economy services in the mega smart-city. The blockchain nodes perform data synchronization with the backend cloud-tier. The architecture is extended by adopting artificial intelligence models to capture the information and feed it into an artificial intelligence engine to identify the pattern through deep and convolutional neural networks. These patterns are used to share various economy services, depending on the need. In [18] author mentioned decentralized authentication and trust management for sensor-based IoT networks and designed a human like knowledge based trust model. This model determines the reputation of nodes and used pretty good privacy (OpenPGP) model for the authentication process.

3.2. **Blockchain Emergency Services**

In [19] author designed a decentralized authentication system using identity based signature scheme with multiple authorities (MA-IBM) approach and proposed a blockchain-based electronic health record (EHR) system. To identify MA-IBM security, a random oracle model is designed using deffi-helman assumption. The model may cause excessive communication overheads due to multiple
authority signatures. In [20] author proposed a patient centric access control for securing protected health information (PHI) using blockchain. For medical healthcare record security, a lightweight double encryption algorithm (i.e., ARX ciphers) is used and deffie-helman key exchange utilizes to transfer public keys. To bring anonymity and authenticity, a lightweight privacy preserving ring signature approach is proposed. In [21] author proposed a blockchain based secure and privacy preserving EHR sharing protocol. The EHR data sharing and privacy preservation is achieved through keyword search encryption and proxy re-encryption technique while sharing EHR information between different medical institutions data requestors. The proof-of-authentication is proposed as a consensus mechanism to build consortium blockchain regulation for efficient operation. The keyword search in the system may bring to endless search.

In [22] author proposed a lightweight access control system for IoT network based on blockchain. The management hub node holds the access control policies to permit the access for registered IoT devices. For security analysis STRIDE (i.e., spoofing, tempering, repudiation, information disclosure, denial of service (DoS) attack, and elevation of privileges) model is used to check against the presence of threats. The proposed architecture may suffer from overhead due to waiting of blockchain to permit access control information. Also, the presence of malicious management hub node could temper, repudiate and disclose information of IoT devices. In [23] author proposed a blockchain based emergency service architecture for smart home. To ensure security and privacy different authentication mechanisms such asymmetric key, digital signatures with interplanetary file system, and QR code through one-time password is used. In the proposed system, the public blockchain limits the smart contract security, and a secure file system is required. In [24] author mentioned a private blockchain-based access control (PBAC) model for smart home to protect against illegal access from service providers. The administrator use two-way secure authentication and token based access control policies to grant access of smart devices in a smart home to service providers. A certain time-interval is created for service provider during session creation to get home access may cause incompletion of service. In [25] author introduced a blockchain based remote user authentication system for smart home. For authentication between user and smart home gateway a group of signature and message authentication code techniques is proposed. An elliptic curve integrated encryption (ECIES) scheme is used for data transmission. The author suggests improving the access control policy by using ABAC in the future. In [26] author proposed an intelligent agriculture system based on blockchain. The bilinear pairing and dark web technology is used to create an agriculture network and private blockchain, respectively. The identity authentication mechanism is added to verify the legitimacy of any identity and hash-based message authentication code to determine message authenticity.

In [27] author proposed a blockchain-based secure firmware management framework for heterogeneous device management. The unidirectional, bidirectional, firmware update, and update propagation protocol are proposed for secure device management. The private blockchain is used to record the firmware transmission and update history. In [28] author designed a microgrids architecture for smart energy grid (SEG) using blockchain in smart-city. The blockchain SEG application is developed based on the proposed model for information exchange and to buy or sell energy between energy distributors. The blockchain record the quantity of energy stored, selection of available energy supplier, and visualization of final sales.

3.3. Queuing Theory Model

In [29], the author proposed a M/M/n/L queuing theory model for the mining process simulation in the blockchain. In [23], the author presented a closed loop control system to evaluate the optimal number of blocks present in the queue of miner networks for IoT system using M/M/1 queue theory model. In [31] author proposed a M/M/c queuing theory model, which is utilized by hospital managers to guide nursing staff decisions. This model identifies the nurse-to-patient ratio needed to achieve patient services. The limitation is the assumption of a homogeneous workforce and not mentioned the use of distributed technology to bring more reliability into the proposed system model design. In [32] author mentioned an emergency service system to provide medical service at different geographical locations.
A hypercube queuing model with a multi-server is implemented for server-to-consumer services. So far, a lot of work has been discussed for smart-city implementation, which includes many applications, i.e., smart-healthcare, smart-homes automation, firmware management, authentication system, etc., as shown in Table 1. After observing all these approaches and solutions mention by many authors, we propose a new model for calling PES in unusual environmental conditions. A private blockchain and reputation management are utilized to bring transparency and trust between user and PES provider. To handle the massive data generated through IoT devices, the ECS is used to store and process this data.

| Paper | Blockchain | Smart Contract | Reputation Management | Authentication (access control) | Queuing Model |
|-------|------------|----------------|-----------------------|---------------------------------|---------------|
| BMSTP | ✓          | ✓              | ✓                     | ✓                               | ✓             |
| [20]  | ✓          | ✓              | x                     | ✓                               | x             |
| [25]  | ✓          | ✓              | x                     | ✓                               | x             |
| [30]  | ✓          | ✓              | ✓                     | x                               | ✓             |
| [33]  | ✓          | ✓              | ✓                     | x                               | ✓             |

*Note that notation ✓ represent involved feature, ✗ not involved feature

4. Blockchain Based Model For Secure and Trusted Public Emergency Service

In this section, we present the design of BMSTP. First, a three-layered architecture is presented, and then the components used in each layer with their roles are specified. Next, the working of BMSTP w.r.t. private blockchain and calling of smart contract functions are explained. In this paper, we focus on fire detection in a smart-home and distributing the PES request at minimum request queue length PESD to reach the smart-home location in minimum time.

4.1. System Architecture

The BMSTP architecture comprises three layers: infrastructure layer, edge layer, and blockchain layer, as shown in Fig. 3. The infrastructure layer is the collection of smart-homes and PESDs. Whereas the edge layer is comprising IoT controller and service controller. The role of blockchain layer is to receive and transfer PES requests and store their information.

1.) Infrastructure Layer: The infrastructure layer consist smart-homes and PESDs. The smart-home holds smart IoT devices includes a fire detector, a smoke detector, a fire alarm, and an IoT gateway. On the other side, the PESD manages multiple PESD service providers (i.e., fire brigades). Each PESD maintain their request queue to provide instant service to smart-homes in the smart-city.

2.) Edge Layer: The edge layer keeps IoT controller and service controller. The IoT controller performs multiple operations. These operations are data gathering and management of IoT devices and IoT gateway, continuously checking for IoT device’s threshold values, and maintaining ACL for IoT devices and IoT gateway. The benefit of ACL is to detect the placement of new IoT devices near any smart-home by an adversary to misguide IoT controller. The service controller stores the information of multiple PESDs with their request queue. The service controller performs some local computation while sending the PES request to a particular PESD. This local calculation is useful to identify a suitable PESD while forwarding PES requests, which minimizes waiting time for smart-homes.

3.) Blockchain Layer: The blockchain layer is a combination of fabric organization. These fabric organizations are associated with either an IoT controller or a service controller connected through a common channel. The fabric organization store the smart contract information. This
smart contract triggers itself once the condition meets and generates a transaction on the blockchain.

Fig 3: System Architecture of BMSTP

4.2. Working Architecture

This section describes the functionality of each entity involved in the BMSTP from data generation to data processing. The following section provides an overview of network initialization, queuing model implementation, and reputation management for PESDs.

4.2.1. Network Initialization

The blockchain network initialization and smart contract installation are the basic operations for proper functioning of BMSTP as shown in Fig. 4. It is assumed that a smart-city is sub-divided into multiple sub-areas, and in each sub-area there is a PESD. According to the total number of sub-areas, an IoT controller is created to handle their allocated sub-area’s PES requests. A single service controller is generated to manage all PESDs and their information. The fabric organization is represented as $Org^F$. Whereas the IoT controller and service controller is indicated as $IoT^C$ and $SC$.

Step1: A blockchain consists of $N^{Org^F}$ fabric organization, where ($N^{Org^F} \in Org^F_1, Org^F_2, ..., Org^F_n$) and each $IoT^C, SC \in N^{Org^F}$. It is assumed that no two IoT controller or service controller belongs to same fabric organization. The IoT controller and service controller connects with the client in fabric organization to send and receive blockchain related information. The MSP creates certificates for each fabric-CA indicated as $Cert_{Org^F_CA}$ to make fabric organization valid on the blockchain is given by Eq. (1).

$$MSP \xrightarrow{generate} \{Cert_{Org^F_CA_1}, Cert_{Org^F_CA_2}, ..., Cert_{Org^F_CA_n}\}$$  \hspace{1cm} (1)

After receiving certificate from MSP, the fabric-CA generate certificates for their fabric organization peers is given by Eq. (2).

$$Org^F_{CA} \xrightarrow{generate} \{Cert_{Org^F_{peer_1}}, Cert_{Org^F_{peer_2}}, ..., Cert_{Org^F_{peer_n}}\}$$  \hspace{1cm} (2)
Where, $Cert_{OrgF_{peer_n}}$ is the certificate of $n^{th}$ peer in the fabric organization, and it is assumed as per requirement a fabric organization may contain multiple peers. Once all fabric organization entities receive their certificates, they connect with a common channel as given by Eq. (3).

$$\{Org_1^F, Org_2^F, \ldots, Org_n^F\} \xrightarrow{\text{connect}} \text{Channel}$$

So far, the basic blockchain network is established. Now, install a smart contract on all fabric organization peers and channel through the software development kit (SDK) is given by Eq. (4).

$$\text{Install Smart Contract} \xrightarrow{SDK} \{Org_{peer_1}^F, Org_{peer_2}^F, \ldots, Org_{peer_n}^F, \text{channel}\}$$

**Step 2:** The IoT controller and service controller invoke register IoT controller ($\text{register_IC}$) and register service controller ($\text{register_SC}$) smart contract function, respectively described in section 4.3. They both provide registration information to their respective fabric organization and in return receive a pair of public-private keys, which uniquely identify them on the blockchain.

**Step 3:** After successful registration, the IoT controller and service controller starts registering smart-homes and PESDs, respectively. The smart-home calls register smart home ($\text{register_SH}$) function, and PESD invokes register public emergency service department ($\text{register_PESD}$) function.

**Fig 4: Working Architecture of BMSTP**

### 4.2.2. Selection of Public Emergency Service Department using Queuing Model

In this section, to select the PESD, a queuing theory model for igniting smart-home is defined as shown in Fig. 5. The queuing model helps the service controller to identify an appropriate PESD with a minimum request queue [33]. The selected PESD receive a PES request for an igniting smart-home and reach at the smart-home location to protect against catastrophe. Let the classical $M/M/c$ queuing
theory model is used to represent the above scenario, where smart-home PES request follow the first-come-first-serve (FCFS) queuing discipline. Recall from Kendall’s notation, the first and second $M$ represents the inter-arrival time and service time, respectively. The inter-arrival time follows the Poisson distribution, whereas service time is expressed using Markovian Exponential distribution. In the proposed queuing theory scheme, $c$ denotes the number of PESDs according to sub-areas in a smart-city. It is assumed that each PESD contain their own request queue to handle PES requests and this information is centrally maintained at service controller. The waiting time for igniting smart-home to receive PES request confirmation depends on two parameters. These are the local computation of service controller to identify a PESD with minimum request queue and service rate of PESD. The PESD request queue length is represented as $L_{queue}$, and waiting time of smart-home is indicated as $\omega_{time}$. Evaluating request queue and waiting time some mathematical notations [34, 35] is derived for the BMSTP model. The utilization of $i^{th}$ PESD is represented using $\rho(i)$ to assist igniting smart-homes PES requests is given by Eq. (5).

$$\rho(i) = \frac{\lambda(i)}{\mu(i)} \quad (5)$$

Where $\lambda(i)$ and $\mu(i)$ is the inter-arrival rate and service rate of $i^{th}$ PESD, respectively. The queue length of $i^{th}$ PESD is given by Eq. (6) and (6a).

$$L_{queue} = \frac{\rho(i)^{N_{PESD}} \times \rho(i)}{N_{PESD} \times (1-\rho)^2} \quad (6)$$

$$P_i = 1 \left[ \sum_{k=0}^{N_{PESD} - 1} \frac{(N_{PESD} \times \rho)^k}{k!} + \frac{(N_{PESD} \times \rho)^N_{PESD}}{N_{PESD} \times (1-\rho)} \right] \quad (6a)$$

Where, $L_{queue}$ and $P_i$ are request queue length and probability of idleness of $i^{th}$ PESD where $N_{PESD}$ is the total number of PESD. The waiting time of igniting smart-home PES requests before getting any confirmation of PESD is given by Eq. (7).

$$\omega_{time} = \frac{L_{queue}}{\lambda(i)} \quad (7)$$

Where, $\omega_{time}$ is the waiting time of $j^{th}$ igniting smart-home PES request residing in $i^{th}$ PESD request queue and waiting for confirmation of preceding PES requests to get its chance. To specify the functionality of queuing theory model in more detail, two cases are considered as discussed below.

**Step1:** The IoT controller continuously fetches their sub-area smart-homes IoT devices (i.e., fire detector and smoke detector) data. These IoT devices are connected with IoT gateway, which sends this data to IoT controller. Let $Th^a$ and $Th^b$ represents fire detector and smoke detector threshold value, respectively. If fire detector and smoke detector values reach to $Th^a$ and $Th^b$ a PES request for igniting smart-home is forwarded from IoT gateway to IoT controller to the blockchain.

**Step2:** The service controller receives the PES request via a blockchain. It first checks the smart-home sub-area represented as $SH^a$ with all PESD sub-area indicated as $PESD^a$. After comparison, two cases are considered as follows.

1. **Case1:** If matched sub-area PESD request queue is shorter than all others, the service controller select that PESD and sends the blockchain request to it. The PESD receive the blockchain request and send its service provider to igniting smart-home location

2. **Case2:** If the matched sub-area PESD request queue is longer than others, the service controller compares the request queue of all PESD and select the one with the minimum request queue. The selected PESD receives a blockchain request from service controller, and PESD sends its service provider to igniting smart-home location.
Step 3: A transaction omits from service controller to confirm the arrival of selected PESD service provider at igniting smart-home location.

Step 4: After completing the PES request by PESD service provider, the IoT controller sends a transaction on behalf of igniting SH on the blockchain. This transaction contains a rating for PESD service provider to indicate the satisfactory level of igniting smart-home, which is later used to generate reputation value for PESD.

Algorithm 1: Selection of public emergency service department using queuing model

**Input:** Threshold value: $Th^\alpha$, $Th^\beta$, PESD request queue: $L^{queue}$, smart-home sub-area: $SH^{SA}$, PESD sub-area: $PESD^{SA}$

**Output:** allocation of $i^{th}$ PESD to $j^{th}$ ignited smart-home

```
begin
    Fire_{detector}^value = rand1; = Smoke_{detector}^value = rand2; /* consider random value*/
    1. For $j = 1$ to $N^{SH}$ /*$N^{SH}$ indicate the total number of smart-homes*/
       2. For $i = 1$ to $N^{PESD}$
          3. if ($Fire_{detector}^value_j \geq Th^\alpha \&\& Smoke_{detector}^value_j \geq Th^\beta$)
             4. if ($SH_j^{SA} == PESD_i^{SA} \&\& L_i^{queue} \leq L^{queue} (N^{PESD} - i)$)
                Print Same Sub – Area $i^{th}$ PESD is selected
                Call Algorithm 2 to generate rating for selected PESD
              else
                8. min($L^{queue} (N^{PESD} - i)$) /*identify PESD with minimum queue length*/
                Print Other Sub – area $i^{th}$ PESD is selected
                Call Algorithm 2 to generate rating for PESD
            else
                12. Print Everything Under Control
                End if
        else
            15. End for
    End for
End
```

4.2.3. Reputation Management for Public Emergency Service Department

To evaluate the reputation value for a PESD, a simple reputation management model is used [36]. The reputation management value is highly dependent on smart-homes. After getting service from a selected PESD service provider, a smart-home generate a rating for it. These ratings are used to evaluate the final reputation value for PESD. This reputation management model helps the smart-homes to see the reputation value of different PESD. It is also beneficial for PESD to see their
performance and take necessary action to improve their PES in the future if required. To provide a reputation value for PESD through an igniting smart-home, we assumed two scenarios. These are in-time-PES and delayed-PES as described below.

**Step 1:** The distance between selected $i^{th}$ PESD and $j^{th}$ smart-home is represented as $D_{i,j}$, is given by Eq. (8).

$$D_{i,j} = \sqrt{(X_{i}^{PESD loc} - X_{j}^{SH loc})^2 + (Y_{i}^{PESD loc} - Y_{j}^{SH loc})^2}$$  \hspace{1cm} (8)

Where, the location coordinate of $i^{th}$ PESD and $j^{th}$ igniting smart-home are denoted as $(X_{i}^{PESD loc}, Y_{i}^{PESD loc})$ and $(X_{j}^{SH loc}, Y_{j}^{SH loc})$, respectively. To evaluate the reaching time indicated as $RT_{i,j}$ of selected $i^{th}$ PESD service provider to $j^{th}$ igniting smart-home is calculated using Eq. (8) is given by Eq. (9).

$$RT_{i,j} = \frac{D_{i,j}}{Avg^{speed}_{PESD_l}}$$  \hspace{1cm} (9)

Where, $Avg^{speed}_{PESD_l}$ is assumed as an average speed of $i^{th}$ PESD.

**Step 2:** The rating for $i^{th}$ PESD generated by $j^{th}$ igniting smart-home is represented as $R_{i,j}$ is given by Eq. (10).

$$R_{i,j} = b + e^{-\gamma \cdot D_{i,j}}$$  \hspace{1cm} (10)

Where, $b$ and $\gamma$ are two parameters that control lower bound, and change in rate for rating value, respectively. To evaluate the expected reaching time of $i^{th}$ PESD at $j^{th}$ igniting smart-home is represented as $ERT_{i,j}$ is given by Eq. (11).

$$ERT_{i,j} = \omega_{j,i}^{time} + RT_{i,j} + T_{i,j}$$  \hspace{1cm} (11)

Where, $\omega_{j,i}^{time}$ is the waiting time of $j^{th}$ igniting smart-home PESD request in $i^{th}$ PESD before receiving any confirmation of PESD service provider and $T_{i,j}$ is time duration taken by $i^{th}$ PESD during traveling at $j^{th}$ igniting smart-home location due to high traffic. The $ERT$ is calculated and attached by service controller while sending a confirmation of PESD service provider through the blockchain. Once the $i^{th}$ PESD service provider reached at $j^{th}$ igniting smart-home location, an actual reaching time is recorded represented as $AR_{i,j}$, which is similarly calculated using Eq. (11) by varying $T_{i,j}$ value.

1.) **Case 1:** In-time-PES: In this procedure, $AR_{i,j}$ is compared with $ERT_{i,j}$, if $AR_{i,j}$ is shorter then $ERT_{i,j}$ a positive rating generate for $i^{th}$ PESD by $j^{th}$ igniting smart-home is represented as $PR_{i,j}$ is given by Eq. (12).

$$PR_{i,j} = PR_{i,j} + \left(R_{i,j} \times (+1)\right)$$  \hspace{1cm} (12)

Where, $R_{i,j}$ is rating generated by $i^{th}$ igniting smart-home for $j^{th}$ PESD is multiplied by +1 to compute a positive rating.

2.) **Case 2:** Delayed-PES: In delayed-PES, if $AR_{i,j}$ value is greater than $ERT_{i,j}$ a negative rating propose for $i^{th}$ PESD indicated as $NR_{i,j}$ is given by Eq. (13).

$$NR_{i,j} = NR_{i,j} + \left(R_{i,j} \times (-1)\right)$$  \hspace{1cm} (13)
Here, \( R_{i,j} \) is multiplied by \(-1\) to generate a negative rating.

**Step 3:** Using Eq. (12) and (13), the service controller obtains a final reputation value represented as \( FR_i \) for \( i^{th} \) PESD is given by Eq. (14).

\[
FR_i = \sum_{t=0}^{T} \left( \sum_{j=1}^{N^{SH}} PR_{i,j} \right) + \sum_{t=0}^{T} \left( \sum_{j=1}^{N^{SH}} NR_{i,j} \right)
\]

(14)

Where, \( \chi \) and \( N^{SH} \) represents time-interval of twenty-four hours and the total number of smart-homes, respectively.

**Step 4:** The service controller upload this \( FR_i \) on the blockchain for further use.

**Algorithm 2:** Reputation Management for Public Emergency Service Department

**Input:** Smart-home coordinate: \( X_j^{SH\text{LOC}}, Y_j^{SH\text{LOC}} \), PESD coordinate: \( X_i^{PESD\text{LOC}}, Y_i^{PESD\text{LOC}} \), Expected reaching time of \( i^{th} \) PESD at \( j^{th} \) smart-home: \( ERT_{i,j} \), Average speed of \( i^{th} \) PESD.

**Output:** Positive rating for \( i^{th} \) PESD: \( PR_{i,j} \), Negative rating for \( i^{th} \) PESD: \( NR_{i,j} \), Final reputation for \( i^{th} \) PESD: \( FR_i \)

**Begin**

1. Calculate distance = \( D_{i,j} = \sqrt{(X_i^{PESD\text{LOC}} - X_j^{SH\text{LOC}})^2 + (Y_i^{PESD\text{LOC}} - Y_j^{SH\text{LOC}})^2} \)

2. Calculate expected reaching time = \( ERT_{i,j} = \omega_{j,i} + \frac{D_{i,j}}{\text{Avg} \text{ PESD}_i \text{ speed}} + T_{i,j} \)

3. Calculate rating = \( R_{i,j} = b + e^{-\gamma D_{i,j}} \)

4. if \((ART_{i,j} \leq ERT_{i,j})\)
   5. \( PR_{i,j} = PR_{i,j} + (R_{i,j} \times (+1)) \)
   6. **Print** \( j^{th} \) PESD get the positive rating
   7. else
   8. \( NR_{i,j} = NR_{i,j} + (R_{i,j} \times (-1)) \)
   9. **Print** \( j^{th} \) PESD get the negative rating

10. **End if**

11. \( FR_i = \sum_{t=0}^{T} \left( \sum_{j=1}^{N^{SH}} PR_{i,j} \right) + \sum_{t=0}^{T} \left( \sum_{j=1}^{N^{SH}} NR_{i,j} \right) \)

12. **Print** final rating for \( j^{th} \) PESD is \( FR_i \)

**End**

**4.3. Smart Contract**

In this section, the functionality of different smart contract functions is defined. These functions are register IC, register SC, register SH, register PESD, call PESD serviceProvider, ratingGeneration_PESD and finalReputaionUpdation_PESD.

**4.3.1. Registration of IoT Controller (register IC)**

**Step 1:** The IoT controller call register IoT controller (register IC) smart contract function through client to become the legitimate entity. For completing the registration process, it passes required information includes IoT controller valid identity (\( IoT^{C,\text{ID}} \)), and sub-area (\( IoT^{C,\text{SA}} \)) is given by Eq. (15).

\[
\text{register IC} = < IoT^{C,\text{ID}}, IoT^{C,\text{SA}} >
\]

(15)
Step 2: The endorsing peer receives registration request and process. The endorsing peer checks the provided information and uses its digital certificate to sign the registration request and send it back to the client using blockchain transaction $T_x$ is given by Eq. (16).

$$T_x = \text{Cert}_\text{Org}_\text{peer}^F < \text{register}_IC >$$

(16)

The client collects the signed transaction and forwards it to the orderer. The orderer verifies the collected information and broadcasts the new block of valid transactions to committing peers of every fabric organization is given by Eq. (17).

$$\text{Block} = \text{Orderer} < T_x^{ID} || \text{register}_IC || \text{Cert}_\text{Org}_\text{peer}^F >$$

(17)

Step 3: The committing peer informs the client of successful registration and generates a pair of public-private key for IoT controller $(PK_{IC}^{IC}, SK_{IC}^{IC})$. The public key is used to uniquely identify the IoT controller on the blockchain.

4.3.2. Registration of Service Controller (register_SC)

Step 1: The service controller invokes register service controller $(\text{register}_SC)$ smart contract function via client. The service controller provides necessary information for completing registration. This includes service controller valid identity $(S_C^{ID})$, category (i.e., fire brigade as PES), and predetermined threshold values $(Th^α, Th^β)$ is given in Eq. (18).

$$\text{register}_SC = < S_C^{ID}, \text{category}, Th^α, Th^β >$$

(18)

Step 2: The endorsing peer collects the registration request and signs the registration request using its digital signature. This signed registration request is returned to the client through $T_x$ is given by Eq. (19).

$$T_x = \text{Cert}_\text{Org}_\text{peer}^F < \text{register}_SC >$$

(19)

The client receives the signed transaction and address it to the orderer. The orderer checks the received information and broadcasts the new block to committing peer to update their ledger with updated information is given by Eq. (20).

$$\text{Block} = \text{Orderer} < T_x^{ID} || \text{register}_SC || \text{Cert}_\text{Org}_\text{peer}^F >$$

(20)

Step 3: The committing peer updates the client and obtains a pair of public-private key for the service controller $(PK^{SC}, SK^{SC})$.

4.3.3. Registration of Smart Home (register_SH)

Step 1: The registration of smart-home is performed indirectly through the IoT controller. The smart-home calls API of register smart home $(\text{register}_SH)$ smart contract function via IoT controller. The smart-home provides necessary information includes IoT controller public key $(PK^{IoT_{IC}})$, smart-home location $(X^{SH_{LOC}}, Y^{SH_{LOC}})$, smart-home sub-area $(SH_{SA})$, category, smart-home owner phone number $(SH_{PH})$, fire detector identity $(Fire^{detector_{ID}})$, smoke detector identity $(Smoke^{detector_{ID}})$, fire alarm identity $(Fire^{alarm_{ID}})$, and IoT gateway identity $(IoT^{gateway_{ID}})$ is given by Eq. (21).

$$\text{register}_SH = < PK^{IoT_{IC}}, X^{SH_{LOC}}, Y^{SH_{LOC}}, SH_{SA}, \text{category}, SH_{PH}, Fire^{detector_{ID}}, Smoke^{detector_{ID}}, Fire^{alarm_{ID}}, IoT^{gateway_{ID}} >$$

(21)
Step 2: The IoT controller receives this information and signs registration request using $SK_{IoT}^C$. This signed information is forwarded to the endorsing peer given by Eq. (22).

$$Tx = SK_{IoT}^C < register_{SH} >$$ (22)

The endorsing peer verifies the IoT controller $PK_{IoT}^C$ and signs registration request using digital signature. This signed transaction is sent back to the client through $Tx$ given by Eq. (23).

$$Tx = Cert_{Org}^E_{peer} < register_{SH}||PK_{IoT}^C >$$ (23)

The client forwards this signed transaction to the orderer. The orderer validates the information and generates a new block. This block is broadcast to the committing peer given by Eq. (24).

$$Block = Orderer < Tx_{ID}||register_{SH}||Cert_{Org}^E_{peer} >$$ (24)

Step 3: The committing peer informs the client and returns a pair of public-private keys for smart-home IoT gateway ($PK_{SH}^{IoT.G}, SK_{SH}^{IoT.G}$). The IoT controller informs the smart-home for successful registration and provides the same key pair. The IoT controller stores $PK_{SH}^{IoT.G}$ of smart-home IoT gateway and identities of multiple IoT devices in its ACL.

4.3.4. Registration of Public Emergency Service Department (register_PESD)

Step 1: The PESD invokes register public emergency service department (register_PESD) smart contract function API via service controller. The PESD sends the desired information including service controller public key ($PK_{SC}^C$), PESD location ($X_{PESD LOC}, Y_{PESD LOC}$), PESD sub-area ($PESD SA$), PESD valid identity ($PESD ID$), and PESD request queue ($\mathbb{L} queue$) given by Eq. (25).

$$register_{PESD} =< PK_{SC}^C, X_{PESD LOC}, Y_{PESD LOC}, PESD SA, PESD ID, \mathbb{L} queue >$$ (25)

Step 2: The service controller receives the PESD registration request information and signs it using $SK_{SC}^C$. The service controller transfers this signed registration request to the endorsing peer given by Eq. (26).

$$Tx = SK_{SC}^C < register_{PESD} >$$ (26)

The endorsing peer checks the received information to sign the transaction using its digital signature and return it to the client using $Tx$ given by Eq. (27).

$$Tx = Cert_{Org}^E_{peer} < register_{PESD}||PK_{SC}^C >$$ (27)

The client forwards this signed request transaction to the orderer. The orderer generates a new block and passes it to the committing peer to update their ledger information given by Eq. (28).

$$Block = Orderer < Tx_{ID}||register_{PESD}||Cert_{Org}^E_{peer} >$$ (28)

Step 3: The committing peer notifies the client about successful registration of PESD and returns a pair of public-private keys ($PK_{PESD}^{PESD}, SK_{PESD}^{PESD}$). The service controller informs the PESD and forwards the same key pair to PESD and stores $PK_{PESD}^{PESD}$ and $\mathbb{L} queue$ in its local database.

4.3.5. Call Public Emergency Service Department Service Provider (call_PESD_serviceProvider)
Step 1: The IoT gateway uses $SK^{SH_{IoT,G}}$ and sends the IoT device data to the IoT controller. The IoT controller continuously monitors these smart IoT device data. When the threshold reaches the IoT controller invokes call public emergency service department service provider (call_PES_serviceProvider) smart contract function on behalf of smart-home. The function contains necessary information such as $PK^{SH_{IoT,G}}, X^{SH_{LOC}}, Y^{SH_{LOC}}, SH^SA, TH^a, TH^β$. This information is encrypted using IoT controller $SK^{IoTC}$ is given by Eq. (29).

$$\text{call_PES_serviceProvider} = SK^{IoTC} < PK^{SH_{IoT,G}}, X^{SH_{LOC}}, Y^{SH_{LOC}}, SH^SA, TH^a, TH^β > \quad (29)$$

The PES request of smart-home is broadcast to the blockchain through fabric organization is given by Eq. (30).

$$Tx = Cert_{Org^F_{peer}} < \text{call_PES_ServiceProvider} > \quad (30)$$

Step 2: The service controller retrieves required information from $Tx$ to avail PESD service provider with minimum waiting, described above in section 4.2.2.

Step 3: After selecting PESD, the service controller proposes a transaction that includes $ERT$ and $PK^{PESD}$ is given by Eq. (31).

$$Tx = Cert_{Org^F_{peer}} = < ERT, PK^{PESD} > \quad (31)$$

The orderer receives transaction information and generates a new block and broadcast. The other fabric organization receives this information and uses it later for rating generation is given by Eq. (32).

$$Block = Orderer < Tx^ID || \text{call_PES_serviceProvider} || Cert_{Org^F_{peer}} > \quad (32)$$

4.3.6. Reputation Generation for Public Emergency Service Department (reputationGeneration_PESD)

Step 1: The IoT controller uses $SK^{IoTC}$ to generate either a positive or negative rating for PESD by calling call reputation generation for public emergency service department (reputationGeneration_PESD) smart contract function on behalf of igniting smart-home. This function contains necessary information such as $PK^{PESD}, PK^{SH_{IoT,G}}$, and either a $PR$ or a $NR$, described in section 4.2.3 is given by Eq. (33)

$$\text{reputationGeneration_PESD} = SK^{IoTC} < ART, ERT, PK^{PESD}, PK^{SH_{IoT,G}}, PR/NR > \quad (33)$$

Step 2: This information is forwarded on the blockchain through IoT controller’s fabric organization to take further action is given by Eq. (34).

$$Tx = Cert_{Org^F_{peer}} < \text{reputationGeneration_PESD} > \quad (34)$$

Step 3: The orderer receives reputation updation information and generates a new block to broadcast the information to other fabric organizations is given by Eq. (35).

$$Block = Orderer < Tx^ID || \text{reputationGeneration_PESD} || Cert_{Org^F_{peer}} > \quad (35)$$

4.3.7. Final Reputation Updation for Public Emergency Service Department (finalReputationUpdation_PESD)

Step 1: At the end of the day, the service controller evaluates the final reputation using ratings generated by multiple igniting smart-homes after fulfilling PES requests by calling the final reputation updation
for public emergency service department (finalReputationUpdate_PESD) smart contract function. The function parameters include \( PPK^{PESD} \) and \( FR \), which is encrypted using \( SK^C \) is given by Eq. (36).

\[
\text{finalReputationUpdate}_\text{PESD} = SK^C < PPK^{PESD} , FR >
\]

(36)

**Step2:** The service controller’s fabric organization receives this information and forward the signed transaction to the blockchain is given by Eq. (37).

\[
Tx = \text{Cert}_\text{Org}^\text{peer} < \text{finalReputationUpdate}_\text{PESD} >
\]

(37)

**Step3:** The orderer process this information to create a new block and broadcast it to other fabric organizations is given by Eq. (38).

\[
\text{Block} = \text{Orderer} < Tx^\text{ID} || \text{finalReputationUpdate}_\text{PESD} || \text{Cert}_\text{Org}^\text{peer} >
\]

(38)

**Algorithm 3:** Smart Contract Functions

**Begin**

1. **register_IC** function
2. For \( M = 1 \) to \( m \)
3. generate \( < \text{IoT}_m^C, \text{IoT}_m^\text{SA} > \)
4. Registration Successful & Return pair of public – private key
5. **End For**
6. **register_SC** function
7. For \( N = 1 \) to \( n \)
8. generate \( < S_n^C, \text{category}, Th_n^a, Th_n^b > \)
9. Registration Successful & Return pair of public – private key
10. **End For**
11. **register_SH** function
12. For \( P = 1 \) to \( p \)
13. generate \( < P_{\text{detector}^\text{ID}}, P_{\text{Smoke}^\text{ID}}, Th_{_{\text{p}}}^\alpha, Th_{_{\text{p}}}^\beta, \text{Fire}^\text{p} , \text{Smoke}^\text{p}, \text{category}, \text{IoT}^\text{p}_\text{gateway}^\text{ID} > \)
14. Registration Successful & Return pair of public – private key
15. **End For**
16. **register_PESD** function
17. For \( Q = 1 \) to \( q \)
18. generate \( < PK_{\text{q}^C}, PX_{\text{q}^{\text{PESD}^\text{LOC}}} , PY_{\text{q}^{\text{PESD}^\text{LOC}}} , PESD_{\text{q}^S}, PESD_{\text{q}^D}, L_q^{\text{queue}} > \)
19. Registration Successful & Return pair of public – private key
20. **End For**
21. **call_PESD_serviceProvider** function
22. For \( R = 1 \) to \( r \)
23. generate \( < PK_{\text{R}^G}, X_{\text{R}}^{\text{SH}^\text{LOC}}, Y_{\text{R}}^{\text{SH}^\text{LOC}}, SH_{\text{R}}^S, Th_{\text{R}}^a, Th_{\text{R}}^b > \)
24. Call Algorithm 1
25. **End For**
26. **reputationGeneration_PESD** function
27. For \( S = 1 \) to \( s \)
28. generate \( < ART, ERT, PPK_{\text{S}^{PESD}}, PK_{\text{S}^{\text{SH}^\text{LOC}^G}}, PR/NR > \)
29. Call Algorithm 2
30. **End For**
31. **finalReputationUpdate_PESD** function
32. For \( U = 1 \) to \( u \)
33. \[ \text{generate } PK_u^{PESD}, FR_u \]
34. Call Algorithm 2
35. End For
End

5. Simulation Results and Discussion

In this section, various simulations are performed to evaluate the performance of the proposed BMSTP to demonstrate PESD functionality. Hyperledger fabric 1.2v is used to implement smart contract function and python is utilized to call blockchain API. We assumed an eight-digit identification code using a random number generator for IoT devices and IoT gateway connected with smart-home. In this way, the IoT controller identifies the IoT device and IoT gateway connected with the smart-home and stores information in ACL.

The proposed system model consists of eight fabric organization docker nodes. Seven fabric organization is associated with IoT controllers while the eighth is connected with service controller. In Hyperledger fabric, the cryptogenic tool is useful for generating the certificates and a pairs of public-private key for multiple entities, including endorsing peer, committing peer, orderer, client, etc. Whereas the configtxgen tool is used to generate the genesis block, which contains a blockchain configuration with a channel. After the successful setup of Hyperledger fabric, install the smart contract to various functions.

Table 2. Parameter Settings

| Parameters                                      | Value                                |
|-------------------------------------------------|--------------------------------------|
| Sub-area                                        | 7                                    |
| Smart-homes in each sub-area                    | 47                                   |
| IoT Controller                                  | 7                                    |
| Service Controller                              | 1                                    |
| Total PESD and request queue                    | 7                                    |
| \( b \)                                        | 0.5                                  |
| \( \gamma \)                                    | 0.014                                |
| \( Th^\alpha \) and \( Th^\beta \)             | 7.25 and 8.0                         |
| Distance between smart home and public emergency service department \( (D) \) | The uniform distribution between 15 to 500 meters |
| \( T \)                                        | The uniform distribution between 15 to 30 minutes |
| \( \chi \)                                     | Time interval of 24 hours            |
| \( Avg^{speed}_{PESD} \)                        | 40-60 Km/hr.                         |
| Data Size                                       | Up to 1000 bytes                     |
A comparison between the expected reaching time and the actual reaching time of PESDs is represented using blue and red line in given Fig. 5. The information is generated by igniting smart-home located in different sub-areas for seven PESDs. As indicated in graph, the second and third PESD is unable to reach before expected reaching time. Hence, they receive a negative rating from allocated igniting smart-homes. Whereas, the other PESDs get a positive rating from respective smart-home after fulfillment of PES request.

In Fig. 6, a one-to-one relationship of the rating between igniting smart-home and PESD is represented. The seven PESD receive either a positive rating or a negative rating according to their service fulfillment time. For the given graph, the data is generated using Eq. (12) and (13) by considering parameter values of Table II. The rating for PESD lies between positive and negative range. The positive rating indicates the PESD fulfills the PES request of igniting smart-home in-time and vice-versa. After successful completion of PES request of igniting smart-home an IoT controller generates a rating for allocated PESD on behalf of smart-home on the blockchain. Later, this range of ratings is useful to calculate the final reputation for PESDs.
A comparison of final reputation between different PESDs can observe through Fig. 7. To evaluate the final rating for each PESD, we used the data of Fig. 6 and inserted it in Eq. (14). According to the given Fig., the first PESD has the highest reputation among all PESDs due to more number of in-time-PES fulfillment. Whereas the seventh PESD has the lowest rank compared to other PESDs because it serves more number of delayed-PES to igniting smart-homes. Due to delayed-PES, the igniting smart-homes generate a negative rating for PESD. This reputation management is useful to analyze the reason for the low rank of PESD and can take necessary action to improve the performance in real-time.

Fig. 8 shows the relation between request queue length and PESDs. The data for request queue length at PESDs location is generated for six days indicated through multiple color lines. The request queue length is obtained by inserting inter-arrival rate and service rate in Eq. (6) and (6a). For the upcoming PES requests of multiple igniting smart-homes, this request queue is used to decide which PESD accepts the next PES request. For example, the request queue length for day five is \{50, 46, 50, 48, 50, 49\}. When a new PES request reaches at IoT controller, the IoT controller first match the sub-area. If the matched PESD has a minimum request queue length, then the corresponding PESD is selected otherwise, the request forward to the PESD with the shortest request queue among all (i.e., second PESD).
The comparison between BMSTP architecture with and without queuing model is presented in Fig. 9. It is evident from the results that PES request’s load is adequately distributed between available PESDs according to their request queue length. Hence, it helps in minimizing waiting time of igniting smart-home with incrementing number of PES requests. Whereas due to lack of queuing model, every PESD only handles their own sub-area PES requests. Therefore, it could lead to the high waiting time for igniting smart-home and congest a PESD under high PES requests load. As shown in the given Fig., there is a drastic change in the request queue of each PESD using the without queuing model. For example, the second and seventh PESD in without queuing model has less load than others, which can be utilized in a better way to handle massive PES requests to protect against disaster in real-time.

Fig. 10 represents a relation between queue length and processing time or utilization for PESDs. We assumed a service rate, which is randomly distributed between \(5 - 7\)/hr for PESDs. To evaluate the processing time and request queue length Eq. (5) and (6) are utilized. As shown in the given Fig., the blue bar indicates the request queue whereas the orange bar indicates each PESD. Due to more number of service providers (i.e., fire brigade) the first PESD request queue length is shorter and can maximize their resource utilization for future PES requests. Whereas, the second PESD has longer request queue because of fewer service providers or the worst utilization of its available resources. The processing speed for each PESD varies according to the number of PESD service provider’s availability. The rest of PESDs show a balance between request queue and processing speed to fulfill PES requests.
To analyze the behavior of the proposed system model a comparison of End-to-End (E2E) delay with and without blockchain is indicated in Fig. 11. We consider a sum of request and response time, which is known as E2E delay. A request time is calculated to generate with blockchain graph for an igniting smart-home PES request, which sends PES request from IoT gateway to IoT controller to the blockchain. Similarly, for response time estimation, a confirmation from the blockchain to IoT server for PESD service provider's arrival is observed. In comparison, without blockchain, the blockchain time is eliminated for request and response time. Direct communication takes place between IoT controller and service controller for confirmation and arrival of PESD service provider. For the given graph, different distribution functions are considered to identify the proposed system.

6. Conclusion and Future Work

The blockchain holds the promises for transparency, trust, and privacy for IoT-based smart-city. Therefore, applying blockchain directly to IoT networks is not a good option because of numerous challenges, including resource consumption, processing time, storage, and scalability. In this paper, we proposed a three-layered architecture of BMSTP that help in providing reliable PES. In the proposed system model, the ECS and queuing theory model is used to gain fast access to PES resources. The benefit of ECS is off-chain storage, proper management of IoT devices through ACL, and scalability. Whereas, queuing model helps in selecting appropriate PESD. The overall system model is designed using private blockchain, which maintains record of IoT controllers, service controller, smart-homes and PESDs in distributed ledger. The transfer of PES requests and arrival of PESD service provider is ensure using smart contract function implementation. We extended this work by maintaining reputation management for PESDs. The smart-home rate PESD according to their service fulfillment and generate either a positive or negative rating accordingly. The results indicate that our system model is sufficient to handle PES requests in real-time and ensure minimum waiting for igniting smart-homes. In the future, instead of single PES, multiple PESs may add together on a single blockchain platform. So that the users can take advantage of PES with better convenience.
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