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We explore the superhorizon generation of large $f_{\text{NL}}$ of the local form in two field inflation. We calculate the two- and three-point observables in a general class of potentials which allow for an analytic treatment using the $\delta N$ formalism. Motivated by the conservation of the curvature perturbation outside the horizon in the adiabatic mode and also by the observed adiabaticity of the power spectrum, we follow the evolution of $f_{\text{NL}}^{\text{local}}$ until it is driven into the adiabatic solution by passing through a phase of effectively single field inflation. We find that although large $f_{\text{NL}}^{\text{local}}$ may be generated during inflation, such non-gaussianities are transitory and will be exponentially damped as the cosmological fluctuations approach adiabaticity.

I. INTRODUCTION

Amongst the striking successes of cosmic inflation, the most dramatic is the natural prediction of the cosmological fluctuations observed in the cosmic microwave background and in large scale structure [1–6]. Many models of inflation predict a nearly scale-invariant, nearly gaussian power spectrum which accords with current observation, though measurements of the scalar spectral index and bounds on the relative gravitational wave amplitude have begun to rule out some models of inflation [7]. While ongoing and future satellite experiments will greatly improve the precision of measurements of the power spectrum [8, 9] (and thus help to further constrain theories of the early universe), there is a limit to the insight gained from the power spectrum alone [10, 11].

To go further, we can consider the non-gaussian parts of the spectrum, which in principle contain a much richer set of information, and thus may provide a key observational tool to distinguish between detailed models of inflation. In particular, there has been a great deal of progress in measuring the bispectrum (3-point function) from the CMB [7] and from large scale structure [12]. Complete characterization of the 3-point function is a difficult task, but a useful basis can be given in terms of different shapes of momentum-space triangles. In particular, one considers the following forms (we denote different shapes of momentum-space triangles.
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have peaks at different positions in the angular power spectrum \cite{36,39}. Measurements of the power spectrum can place upper limits on the magnitude of the non-adiabatic contribution to the spectrum of fluctuations in the early universe, and current observations have not found any evidence for such a contribution \cite{7}.

The non-observation of a non-adiabatic (or isocurvature) contribution to the spectrum is not by itself enough to rule out multifield inflation, since there are at least two ways in which the perturbations produced by multifield inflation can become adiabatic. The first is to pass through a phase of effectively single field inflation, by which we mean that all but one of the eigenvalues of the mass matrix for the inflaton fields are large and positive. Secondly, the adiabatic solution is attractive if the universe passes through a sufficiently long period of local thermal equilibrium with no non-zero conserved quantum numbers \cite{10,11}.

Now, as observed above, the principal suggestions for having a large $f_{\text{NL}}^{\text{local}}$ generated in a multifield model use the evolution of the curvature perturbation outside the horizon in the presence of non-adiabatic fluctuations to boost a initially small bispectrum. In this way, superhorizon evolution of the curvature perturbation allows for the generation of non-gaussianity, even if fluctuations were nearly gaussian at horizon exit.

While the above scenario is apparently promising with regards to the generation of large $f_{\text{NL}}^{\text{local}}$, it is also incomplete. If there remain non-adiabatic fluctuations in the cosmological fluid, the curvature perturbation and its correlations (including the bispectrum) continue to evolve. Thus any calculated non-gaussianity in a particular multifield model is completely unpredictable unless it can be carried through to an epoch in which the perturbations either become purely adiabatic (i.e. a phase of effectively single field inflation or a period of local thermal equilibrium) or are observed.

Our goal in this paper, then, is to study the continued evolution of $f_{\text{NL}}^{\text{local}}$ until the curvature perturbations becomes constant and thus address whether there exist models of multiple field inflation which predict observably large local non-gaussianity and a purely adiabatic power spectrum. We insist on the latter not only to be consistent with observational bounds, but also to be certain that any alleged non-gaussianity would survive to the present epoch.

To this end we use the $\delta N$ formalism to obtain analytical formulas for two- and three-point statistics in a wide class of potentials for two-field inflation. We then require that the fluctuations become purely adiabatic before inflation ends by passing through a phase of effectively single-field inflation. For the potentials we study, the suppression of non-adiabatic fluctuations by a phase of single field inflation also dynamically suppresses the local bispectrum. We therefore conclude that for this set of models, regardless of initial conditions, a purely adiabatic power spectrum and large local non-gaussianity cannot be simultaneously produced from inflation alone.

Our conclusions about $f_{\text{NL}}^{\text{local}}$ seem to be in agreement with numerical studies of particular models of multifield inflation; see for example \cite{25,22,13}.

Of course, the space of models that could produce non-gaussianities and an adiabatic power spectrum is considerably larger than the set we examine. In particular there are models such as the curvaton scenario and modulated reheating, where the non-adiabatic fluctuations persist through the end of inflation and are damped away during a period of local thermal equilibrium. It is reasonable to suggest that in these models, or in a different class of potentials, non-gaussianities generated from superhorizon evolution of the curvature perturbation may be observable. We will discuss these possibilities below and will be exploring them in more detail in subsequent work. However, we believe that without understanding the complete evolution of perturbations until they become adiabatic, it is somewhat premature to claim observable $f_{\text{NL}}^{\text{local}}$ as a prediction of multifield inflation.

The structure of the paper is as follows. In section \textbf{II} we review the $\delta N$ formalism, find the form of the most general two dimensional potential to which such formalism can be readily applied and derive expressions for the statistical properties of the curvature fluctuations for two particular forms of our potential (the painful details of the general case are relegated to appendix \textbf{B}). In section \textbf{III} for the same two potential forms (again the general case can be found in appendix \textbf{B}), we show that a phase of single field inflation drives $f_{\text{NL}}^{\text{local}}$ to be slow roll suppressed. In section \textbf{IV} we discuss how our results may be circumvented. And, finally, we summarize our conclusions in section \textbf{V}.

\section{II. THE MODEL}

\subsection{A. $\delta N$ and the Spectrum}

Consider an action of the form:

\begin{equation}
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} m_p^2 R + \frac{1}{2} g^{\mu \nu} G_{\alpha \beta} \partial_\mu \phi^a \partial_\nu \phi^b - W(\phi) \right].
\end{equation}

We concern ourselves with two field models with canonical kinetic terms, though, as we note below, some extensions to more fields will not substantially change our central conclusions. In this case $G_{ab} = \delta_{ab}$, with $a, b = 1, 2$, and for clarity we use $\phi$ and $\chi$ for the two scalar fields. The equations of motion are then given by:

\begin{align}
0 &= \ddot{\phi} + 3H \dot{\phi} + \partial_\phi W \\
0 &= \ddot{\chi} + 3H \dot{\chi} + \partial_\chi W \\
H^2 &= \frac{1}{3m_p^2} \left( \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} \dot{\chi}^2 + W(\phi, \chi) \right) \\
\dot{H} &= -\frac{1}{2m_p^2} \left( \dot{\phi}^2 + \dot{\chi}^2 \right).
\end{align}
Assuming slow roll ($\dot{H} \ll H^2$ and $|\dot{\phi}_a| \ll H|\dot{\phi}_a|$) these become:

$$
3H\dot{\phi} \simeq -\partial_\phi W
$$

$$
3H\dot{\chi} \simeq -\partial_\chi W
$$

$$
H^2 \simeq \frac{1}{3m_p^2} W .
$$

Models of this type and their associated non-Gaussianities have been well studied in the literature, for specific classes of potentials – for example sum-separable potentials (e.g. [32]), product-separable potentials (e.g. [41, 45]) and many others (e.g. [22–29]). Such studies mostly use the $\delta N$ formalism [46–49] to calculate the evolution of the curvature perturbation, $\zeta$. Accordingly, we begin by reviewing this formalism – our treatment follows closely that of Vernizzi and Wands [42].

$\zeta$ is defined as the curvature perturbation on uniform density hypersurfaces [3, 50] and is of particular utility, since it is conserved for adiabatic modes (i.e. those from single field inflation) whose physical size is greater than that of the horizon. In terms of the perturbed metric (tensor and vector perturbations are suppressed):

$$
ds^2 = -(1 + 2\Lambda)dt^2 + 2B_{ij}dt dx^i dx^j + a(t)^2 [(1 - 2\psi)\delta_{ij} + 2E_{,ij}] dx^i dx^j ,
$$

$\zeta$ is given up to second order by:

$$
\zeta \equiv -\psi - \psi^2 - \frac{H}{\dot{\rho}} \delta \rho + \frac{1}{\rho} \dot{\psi} \delta \rho + \frac{H}{\rho^2} \ddot{\rho} \delta \rho + \frac{1}{2\dot{\rho}} \left( \frac{H}{\rho} \right) \delta \rho^2 ,
$$

where $\rho$ is the energy density and $\delta \rho$ is its perturbation.

The heart of the $\delta N$ formalism is the observation that, at large scales, $\zeta$ (at some comoving time $t_\ast$) is given by the perturbation to the number of e-foldings from an initially flat hypersurface (at $t = t_\ast$) to a comoving one (at $t = t_\ast$):

$$
\zeta (t_\ast, \vec{x}) \simeq \delta N (t_\ast, t_\ast, \vec{x}) \equiv N (t_\ast, t_\ast, \vec{x}) - N (t_\ast, t_\ast) .
$$

$N$ is the unperturbed number of e-foldings, given by integrating $\dot{H}$ from $t_\ast$ to $t_\ast$:

$$
N = \int_{t_\ast}^{t_\ast} \dot{H} dt .
$$

If we take $t_\ast$ as the time a particular mode exits the horizon (i.e. when $k = aH$), the number of e-foldings can be viewed as a function of the field configuration on the hypersurface defined by horizon exit, $\phi^I(t_\ast, \vec{x})$, and $t_\ast$. The perturbation in $N$ can then be expressed (up to some order, in our case second) in terms of the fluctuations of the scalar fields at horizon exit:

$$
\delta N \simeq \sum_I N_{i,I}\delta \phi_i^I + \sum_{IJ} N_{i,J}\delta \phi_i^I \delta \phi_j^J.
$$

The derivatives here are with respect to the fields at $t = t_\ast$ ($N_{i,I} \equiv \partial N/\partial t$). In reality, $\delta N$ should also depend on the values of the scalar field velocities. However, so long as the slow roll approximation holds at horizon exit, only the field values determine the subsequent dynamics.

The utility of the $\delta N$ formalism is that it provides a readily tractable way to calculate cosmological observables; in particular, two and three-point statistics. We summarize the relevant results below, again we closely follow the treatment of Vernizzi and Wands [42] (see also [31]).

The power spectrum, $P_\zeta$ is defined by:

$$
\langle \zeta_{k_1}\zeta_{k_2} \rangle \equiv (2\pi)^3 \delta (k_1 + k_2) \frac{2\pi^2}{k_1^3} P_\zeta (k_1) .
$$

In a similar fashion the two-point correlation function for the scalar field fluctuations at horizon exit is given by:

$$
\langle \delta \phi_k^I \delta \phi_k^J \rangle \equiv (2\pi)^3 \delta^{IJ} \delta (k_1 + k_2) \frac{2\pi^2}{k_1^3} P_\phi (k_1) ,
$$

$$
P_\phi (k) \equiv \frac{H^2}{4\pi^2} .
$$

Then, from (6), (8), (9) and (10), we have:

$$
P_\zeta = \sum_i N_i^2 P_\phi .
$$

The spectral index is given by (the approximate equality denotes lowest order in slow roll):

$$
n_\zeta - 1 \equiv \frac{d \ln P_\zeta}{d \ln k} \simeq \frac{d \ln P_\phi}{d N} = \frac{1}{H} \frac{d \ln P_\phi}{d t} .
$$

Using the above definition and (11) we have:

$$
n_\zeta - 1 = -2 \epsilon - \frac{2}{H} \sum_{IJ} \dot{\phi}_J N_{i,J} N_{i,I} K \frac{N^2_{i,K}}{\sum K N^2_{i,K}} .
$$

$\epsilon \equiv -\dot{H}/H^2$ is the usual slow roll parameter. Using the slow roll equations of motion, this can be written as [30]:

$$
n_\zeta - 1 = -2 \epsilon - \frac{2}{m_p^2 \sum K N^2_{i,K}} + \frac{2m_p^2 \sum_{IJ} W_{IJ} N_{i,J} N_{i,I}}{W \sum K N^2_{i,K}} .
$$

Three point statistics can be obtained in much the same fashion. The curvature bispectrum, $B_\zeta$, is defined through:

$$
\langle \zeta_{k_1}\zeta_{k_2}\zeta_{k_3} \rangle \equiv (2\pi)^3 \delta (k_1 + k_2 + k_3) \sum_i B_\zeta (k_1, k_2, k_3). \frac{B_\zeta (k_1, k_2, k_3)}{4\pi^2 P_\zeta} .
$$

The bispectrum can be used to define the non-linearity parameter $f_{NL}$ (defined in [14]) which is the quantity most often referenced in observational constraints:

$$
\frac{6}{5} f_{NL} = \frac{\prod_i k_i^3 B_\zeta}{\sum_i k_i^3 4\pi^2 P_\zeta} .
$$
From (6) and (8):

\[ \langle \phi_{k_1}^I \phi_{k_2}^J \phi_{k_3}^K \rangle = \sum_{IJK} N_{I} N_{J} N_{K} \langle \delta \phi_{1}^I \delta \phi_{2}^J \delta \phi_{3}^K \rangle \]

\[ + \frac{1}{2} \sum_{IJKL} N_{I} N_{J} N_{K} N_{L} \langle \delta \phi_{1}^I \delta \phi_{2}^J \delta \phi_{3}^K \langle \delta \phi_{4}^L \rangle \rangle \]

\[ + \text{perms}. \quad (17) \]

The star denotes a convolution and higher order terms have been neglected \[51,53\].

The three-point field correlation for the fields is given by \[51\]:

\[ \langle \delta \phi_{k_1}^I \delta \phi_{k_2}^J \delta \phi_{k_3}^K \rangle = \]

\[ (2\pi)^3 \delta^{(3)} \left( \sum_{i} k_i \right) \frac{4\pi^4}{\prod_i k_i^3} P_i^2 \sum_{\text{perms}} \frac{\delta \phi_{i} \delta \phi_{j} \delta \phi_{k}}{4H m_p^2} M. \quad (18) \]

The sum is over simultaneous rearrangements of \( I, J \) and \( K \) and the momenta \( k_1, k_2 \), and \( k_3 \) and \( M \) is given by:

\[ M(k_1, k_2, k_3) \equiv -k_1 k_2^2 - 4 \frac{k_2^2 k_3^2}{k_t^2} + \frac{1}{2} \frac{k_2^2}{k_t^3} (k_2 - k_3), \]

\[ k_t = k_1 + k_2 + k_3. \quad (19) \]

Carrying out the sum over permutations gives the first term in (17) \[42\] as (using \( \sum_{I} N_{I} \phi_{I} = H \))

\[ \sum_{IJK} N_{I} N_{J} N_{K} \sum_{\text{perms}} \delta \phi_{i} \delta \phi_{j} \delta \phi_{k} M(k_1, k_2, k_3) = \]

\[ -H \sum_{I} N_1^2 F(k_1, k_2, k_3), \quad (20) \]

where:

\[ F(k_1, k_2, k_3) \equiv \sum_{\text{perms}} M(k_1, k_2, k_3) \]

\[ = -2 \left( \frac{1}{2} \sum_{i \neq j} k_i k_j^2 + \frac{4 \sum_{i \neq j} k_i^2 k_j^2}{k_t^2} - \frac{1}{2} \sum_{i \neq j} k_i^3 \right) \quad (21) \]

For the second term in (17), we follow \[42,51\] and neglect the connected part of the four-point function and use Wick’s theorem to obtain (after a few manipulations):

\[ B(k_1, k_2, k_3) = \]

\[ 4\pi^4 P_c^2 \sum_{\text{I}} \frac{k_i^3}{k_t^3} \left( \frac{-1}{4m_p^2 \sum_{K} N_{K}^2} \sum_{i} \frac{k_i^3}{k_t^3} \right. \]

\[ \left. + \frac{\sum_{IJK} N_{I} N_{J} N_{I} N_{J}}{\left( \sum_{K} N_{K}^2 \right)^2} \right). \quad (22) \]

From the above and \[16\], \( f_{NL} \) is:

\[ \frac{6}{5} f_{NL} = \frac{P_\gamma}{2m_p^2 P_\zeta} (1 + f) + \frac{\sum_{IJK} N_{I} N_{J} N_{I} N_{J}}{\left( \sum_{K} N_{K}^2 \right)^2}. \quad (23) \]

The function \( f \) is given by:

\[ f(k_1, k_2, k_3) = -1 - \frac{F}{2 \sum_{i} k_i^3}, \quad (24) \]

and is a shape-dependent (in momentum space) function, with values between 0 and 5/6 \[14\]. Then, defining the scalar-tensor ratio \( r = 8P_\gamma/m_p^2 P_\zeta \), we can rewrite the first term of \[23\] as:

\[ \frac{6}{5} f_{NL}^{(3)} = \frac{r}{16} (1 + f), \quad (25) \]

which constrained by observations to be small since \( r \ll 1 \) \[7\].

The second term in \[23\], \( f_{NL}^{(4)} \), is momentum-independent and local in real space (so it contributes to \( f_{NL}^{(local)} \)), and can (in principle at least) be larger than unity:

\[ \frac{6}{5} f_{NL}^{(4)} = \frac{\sum_{IJK} N_{I} N_{J} N_{I} N_{J}}{\left( \sum_{K} N_{K}^2 \right)^2}. \quad (26) \]

The current bounds are \(-5 < f_{NL}^{(local)} < 59 \) (WMAP7+SDSS), and these should tighten considerably with the current generation of CMB experiments, with the Planck satellite expected to give \( \Delta f_{NL}^{(local)} \approx 5 \) \[54\].

As noted above \( f_{NL}^{(local)} \) is slow roll suppressed in all models of single field inflation and thus could be (in principle at least) a sharp probe of the number of dynamical scalar degrees of freedom during inflation. However, as we shall demonstrate below, generating and preserving a large \( f_{NL}^{(local)} \) through to adiabaticity is far from easy.

### B. The Potential

In order for the above expressions to be useful we need to take derivatives of \( N \) with respect to the initial values of the fields. In multifield inflation this is not straightforward, for, unlike in single field inflation, there are an infinite number of possible inflationary trajectories. As a result, changes in the initial conditions affect not only how far along an inflationary trajectory the field has traveled at some later time, but also the particular trajectory the field is actually on. This easiest way to deal with this difficulty is to find a constant of the motion that allows us to relate the initial and final field values to one another – in much the same way as conservation of energy and momentum in particle mechanics allows us to connect initial and final states without having to know the detailed form of a particular solution.

To construct such a constant we define a vector \( \vec{A} \) (in field space) and consider the quantity:

\[ C_\gamma = \int \vec{A} \cdot d\vec{\phi}. \quad (27) \]

The integral is defined along a path \( \gamma \) in field space. In order for \( C_\gamma \) to be a good constant of motion it needs to
be independent of the particular path $\gamma$ (and of course constant along trajectories); figure 1 illustrates the construction of $C$. In this case we have:

$$C_\gamma = \int_\gamma \dot{A} \cdot d\phi$$

$$= \int_\gamma \vec{\nabla} \Psi \cdot d\vec{\phi}.$$  \hspace{1cm} (28)

The derivative of $C$ is then given by:

$$\frac{dC}{dt} = \partial_\phi \Psi \dot{\phi} + \partial_\chi \Psi \dot{\chi}.$$  \hspace{1cm} (29)

Setting this equal to 0 and using the slow roll equations of motion (3) gives:

$$\partial_\phi \Psi \partial_\phi W = -\partial_\chi \Psi \partial_\chi W.$$  \hspace{1cm} (30)

and thus we can write:

$$\partial_\phi \Psi = \frac{g(\phi, \chi)}{\partial_\phi W} \partial_\phi W \hspace{0.5cm} \partial_\chi \Psi = -\frac{g(\phi, \chi)}{\partial_\chi W}.$$  \hspace{1cm} (31)

For such a $\Psi$ to exist, we must have (subscripts denote derivatives):

$$g_\chi \equiv \frac{g W_{\phi \chi}}{W_{\phi}^2} = -\frac{g_\phi}{W_\phi} + \frac{g W_{\phi \chi}}{W_\phi^2}.$$  \hspace{1cm} (32)

In principle any $W$ satisfying the above equation for an arbitrary $g$ would allow us to define a suitable $C$. However, if we wish derivatives of $C$ to only depend on the choice of trajectory and not the fiducial point at which our integral is anchored ($(\phi_0, \chi_0)$ in figure 1) then $\partial_\phi \Psi$ needs to be only a function of $\phi$ and likewise $\partial_\chi \Psi$ needs to be only a function of $\chi$ so that the dependence on endpoints in $C$ is separable: $C = C_1(\phi(t), \chi(t)) + C_2(\phi_0, \chi_0)$. This turn means both the left and right-hand sides of (32) are identically zero.

We can solve the above equations with $W(\phi, \chi) \equiv F(U(\phi) + V(\chi))$ and $g = F'$. We stress that this is not necessarily the only potential for which a suitable constant of motion can be found, but it is the most general one we have been able to construct. With $W$ of this form, $C$ is given by:

$$C = -m_p^2 \int_\phi^0 \frac{1}{U'(\phi')} d\phi' + m_p^2 \int_{\chi_0}^\chi \frac{1}{V'(\chi')} d\chi'.$$  \hspace{1cm} (33)

We note at this juncture that this class of potentials has also been recently analyzed in (55) by Wang (who also considers a possible non-canonical kinetic term for the $\chi$ field). Our analysis differs somewhat in the particular approach to the calculation.

With the above form of $W$ the slow roll equations of motions can be written as:

$$3H \dot{\phi} \simeq F' U'$$

$$3H \dot{\chi} \simeq F' V'$$

$$H^2 \simeq \frac{1}{3m_p^2} W(\phi, \chi).$$  \hspace{1cm} (34)

Here, as below, a prime denotes the derivative with respect the argument of the function. The slow roll parameters $(\epsilon_i = (m_p^2/2)(\partial W/\partial \phi_i)^2$ and $\eta_{ij} = m_p^2(\partial^2 W/\partial \phi_i \partial \phi_j)$) are given by (we drop the repeated index on the diagonal $\eta$ for conciseness):

$$\epsilon_\phi \equiv \frac{m_p^2}{2} \left( \frac{F' U'}{F} \right)^2$$

$$\epsilon_\chi \equiv \frac{m_p^2}{2} \left( \frac{F' V'}{F} \right)^2$$

$$\epsilon = \epsilon_\phi + \epsilon_\chi = -\frac{\dot{H}}{H^2}$$

$$\eta_\phi \equiv m_p^2 \left( \frac{F'' U'^2 + F' U''}{F} \right)$$

$$\eta_\chi \equiv m_p^2 \left( \frac{F'' V'^2 + F' V''}{F} \right)$$

$$\eta_{\phi \chi} \equiv m_p^2 \left( \frac{F'' U' V'}{F} \right) = 2 \frac{F F''}{F^2} \sqrt{\epsilon \epsilon}.$$  \hspace{1cm} (35)

As noted above, $N$ is given by the integral:

$$N = \int^c_s H dt.$$  \hspace{1cm} (36)

In order to be able to take derivatives of $N$ with respect to $\phi_*$ and $\chi_*$ (necessary to use the $\delta N$ formalism) we use the slow roll equations of motion to rewrite the above expression for $N$ as:

$$N = -\frac{1}{2m_p^2} \int^c_{\phi_*} W(\phi, \chi(\phi)) d\phi$$

$$- \frac{1}{2m_p^2} \int^c_{\chi_*} W(\chi, \phi(\chi)) d\chi.$$  \hspace{1cm} (37)

We’ve explicitly shown the dependence of each of the fields on the other to emphasize that the integrals can
only be performed for a subset of all possible trajectories – those for which there is a one-to-one mapping from $\phi$ to $\chi$. Even with this restriction, the calculation of the derivatives of $N$ is somewhat involved; for completeness we include the gory details in appendix [3] but limit ourselves to a simpler (more restricted) class of models in the main body of this work.

The aforementioned simplification comes from further constraining the form of the potential, so that $N$ separates into distinct integrals over $\phi$ and $\chi$. To do this we rewrite (37) as:

$$N = -\frac{1}{m_p^2} \int_s^c \frac{1}{U'(\phi)} F(U(\phi) + V(\chi)) d\phi. \quad (38)$$

Then, if we require that $F$ is of a form such that:

$$\frac{F(U(\phi) + V(\chi))}{F'(U(\phi) + V(\chi))} = \alpha (U(\phi) + V(\chi)) + 2\beta, \quad (41)$$

with $\alpha, \beta$ constants. With $F$ constrained thusly, the most general form of $W$ is given by:

$$W = W_0 \left[\alpha (U(\phi) + V(\chi)) + 2\beta\right]^{1/\alpha} \quad (42).$$

With suitable redefinitions of parameters and potentials this can be rewritten as ($\alpha \neq 0$):

$$W = [U(\phi) + V(\chi)]^\gamma. \quad (43)$$

So that $N$ is then given by:

$$N = -\frac{1}{\gamma m_p^2} \int_s^c \frac{1}{U'(\phi)} U(\phi) d\phi - \frac{1}{\gamma m_p^2} \int_s^c \frac{1}{V'(\chi)} V(\chi) d\chi. \quad (44)$$

With the potential in this form our approach is essentially the same as the one taken by Wang in [55] (see also [57]). The case with $\alpha = 0$ has to be treated separately and the potential takes the exponential form:

$$W = W_0 \exp[U(\phi) + V(\chi)], \quad (45)$$

with $N$ given by (the factor of $1/2$ comes from the normalization of the exponent):

$$N = -\frac{1}{2 m_p^2} \int_s^c \frac{1}{U'(\phi)} U(\phi) d\phi - \frac{1}{2 m_p^2} \int_s^c \frac{1}{V'(\chi)} V(\chi) d\chi. \quad (46)$$

In fact one could just write this as:

$$N = -\frac{1}{m_p^2} \int_s^c \frac{1}{U'(\phi)} d\phi, \quad (47)$$

with a similar expression for $\chi$. We keep the symmetric form for ready comparison with the homogeneous case.

The End of Inflation

In addition to the restrictions on the potential (and possibly the trajectory) we also want the inflationary period to end with a phase of single field inflation in order to damp out the isocurvature perturbations and leave an adiabatic spectrum of fluctuations. During such a phase the isocurvature perturbations must become heavy while the adiabatic ones stay light. The relevant parameters are the effective masses of the adiabatic and isocurvature perturbations, given respectively by $\eta^{\sigma\sigma}$ and $\eta^{ss}$ (where $\sigma$ and $s$ are the directions parallel and perpendicular to the inflaton motion) [58]:

$$\eta^{\sigma\sigma} \equiv \frac{\epsilon^2 \eta^\phi + 2\sqrt{\epsilon^2 \epsilon^\chi \eta^\phi \phi + \epsilon \eta^\chi \phi \phi}}{\epsilon},$$

$$\eta^{ss} \equiv \frac{\epsilon^2 \eta^\phi - 2\sqrt{\epsilon^2 \epsilon^\chi \eta^\phi \phi + \epsilon \eta^\chi \phi \phi}}{\epsilon}. \quad (48)$$

When studying the fate of $f_{NL}$ in section III we will study what happens when $\eta^{ss}$ becomes large, while $\eta^{\sigma\sigma}$ stays small.

The Inflaton Trajectory and Violating Slow Roll

Before moving on to our results, let us, for completeness, briefly consider what happens if trajectories deviate from slow roll. To derive the above the results (and those that follow below) we have worked in the slow roll regime. However, even if we insist on slow roll at horizon exit and as we approach the end of inflation, it is easy to imagine that slow roll may be violated briefly during either a sharp turn in field space (turning being both a hallmark of multifield inflaton [52] and necessary for superhorizon generation of non-gaussianity [19]) or during the approach to adiabaticity. To this end, let us consider what sort of violations of slow roll may be still tolerated in our framework. For a different approach which utilizes the Hamilton-Jacobi formalism to study the evolution of the Hubble parameter without relying on slow roll, see [23, 28, 59].

To begin with let us consider $N$. We stipulate that slow roll must be imposed at horizon crossing ($t = t_e$) and at comoving surface on which we calculate our spectra ($t = t_\epsilon$). Then we consider how the derivatives of $N$ change if we violate slow roll in some region $t_1 < t < t_2$, where $t_e < t_1 < t_2 < t_\epsilon$. Then, writing

$$N = \int_s^t H dt + \int_t^{t_1} H dt + \int_{t_2}^{t_e} H dt, \quad (49)$$

one can show, with a little work and using the fact that slow roll conditions apply at $t_1$ and $t_2$ (but not between them):

$$\frac{\partial N}{\partial \phi_*} = \frac{\partial N}{\partial \phi_{*SR}} + \int_{t_1}^{t_2} \frac{\partial}{\partial \phi} \left(\frac{H}{\phi}\right) d\phi. \quad (50)$$
Here, $SR$ denotes the slow roll result (given in appendix A). There is a similar result for $\partial N/\partial \chi_*$.

For $C$, we need to check under what circumstances it remains a good constant of motion outside the slow roll regime. To this end, consider the time derivative of $C$ without imposing slow roll. From (33):

$$\frac{dC}{dt} = -m_p^2 \frac{\dot{\phi}}{U'} + m_p^2 \frac{\ddot{\chi}}{V'}$$

$$= m_p^2 \frac{F'U' + \dot{\phi}}{3HU'} - m_p^2 \frac{F'V' + \ddot{\chi}}{3HV'}$$

$$= m_p^2 \frac{\dot{\phi}}{3HU'} - m_p^2 \frac{\ddot{\chi}}{3HV'}.$$  \hspace{1cm} (51)

Thus for our framework to be valid we must satisfy the following conditions:

$$\int_1^2 \left[ \frac{\partial}{\partial \phi_*} \frac{H}{\phi} \right] d\phi \ll 1,$$  \hspace{1cm} (52a)

$$\int_1^2 \left[ \frac{\partial}{\partial \chi_*} \frac{H}{\chi} \right] d\chi \ll 1,$$  \hspace{1cm} (52b)

$$m_p^2 \frac{\dot{\phi}}{3HU'} - m_p^2 \frac{\ddot{\chi}}{3HV'} \ll 1.$$  \hspace{1cm} (52c)

The question we should ask, then, is: To what degree can we soften the slow roll criteria ([$\dot{H} | \ll H^2$ and $|\dot{\phi}_n| | \ll H|\dot{\phi}_n|$] and still satisfy the criteria of (52)? If we rewrite (52a) and (52b) so the integral is over the number of e-foldings, we have:

$$\int_1^2 \frac{\dot{\phi}}{H} \left[ \frac{\partial}{\partial \phi_*} \frac{H}{\phi} \right] dN \ll 1,$$  \hspace{1cm} (53)

with a similar equation for $\chi$. From this we can immediately see that any sufficiently short violations of slow roll will, as one would expect, leave the equations for derivatives of $N$ unchanged. This is, of course, unsurprising. However, the inequality can also be satisfied if the quantity $H/\dot{\phi}$ has only a weak dependence on $\phi_*$ compared with its magnitude. This latter requirement can be met if the trajectory before entering the region of slow roll violations is sufficiently attractive, so that $\dot{\phi}$ and $H$ are nearly independent of the initial field value. Unfortunately, unlike single field inflation, attractor behavior is not universal in two field inflation, so we can make no precise statements about our model that are potential and trajectory independent.

With regards to (52c), the most straightforward way for violations of slow roll to leave our results unchanged is, again, for said violation to be short in duration. Alternatively the right hand side of (52c) will be zero if the friction term in (2) is sub-dominant so that $\dot{\phi}/U' = \chi/V' = F'$.

To summarize, then, violations of slow roll during the inflaton motion are consistent with our $\delta N$ analysis so long as either the violation is sufficiently short (in e-folding time) or if $H/\dot{\phi}$ is only weakly-dependent on the initial field value (attractive trajectory) and friction is subdominant during any non-slow roll regime. While it is unclear how general these scenarios are, we close this section by noting that there is some numerical evidence to lead us to believe that we can go beyond slow roll. For example, Vernizzi and Wands compare analytic and numerical results for doubly quadratic inflation in [42] (see also [43]), for a variety of different initial conditions, and they find close agreement.

### C. Results

We will present our results for both homogeneous and exponential potentials here; the involved details of the calculation can be found in appendix A but the basic procedure is to take derivatives of $N$ and use the derivatives of $C$ to relate variations of $\phi_*$ to variations in $\phi_c$ (and likewise for $\chi$). As mentioned above have also studied the general potential $W(\phi, \chi) = F(U(\phi) + V(\chi))$, the details can be found in appendix B

**Homogeneous Potential:** $W(\phi, \chi) = [U(\phi) + V(\chi)]^\gamma$

Results here are expressed in terms of derivatives of the potential (as before a prime denotes a derivative with respect to the argument of the function – $\phi$ for $U$, $\chi$ for $V$ and $U + V$ for $F$) and the slow roll parameters defined in (35). First, the mass parameters for the adiabatic and isocurvature fluctuations are given by:

$$\eta^{\sigma\sigma} = \frac{4 \gamma^{(y)} - 1}{\gamma} e^\epsilon \eta^\chi,$$

$$\eta^{\epsilon\epsilon} = \frac{4 \gamma^{(y)} - 1}{\gamma} e^\epsilon \eta^\chi e^\epsilon \eta^\chi.$$  \hspace{1cm} (54)

For the other quantities of interest, we first define:

$$x_h \equiv \frac{1}{U_c + V_c} \left( U_c + \frac{V_c \epsilon^h - U_c \epsilon^e}{\epsilon_c} \right),$$

$$y_h \equiv \frac{1}{U_c + V_c} \left( V_c - \frac{V_c \epsilon^h - U_c \epsilon^e}{\epsilon_c} \right).$$  \hspace{1cm} (55)

Then the observables $P_\zeta$ and $n_\zeta - 1$ are given by:
\[
\mathcal{P}_\zeta = \frac{W_\star}{24 \pi^2 m_p^4} \left( \frac{x_h^2}{\epsilon_c^2} + \frac{y_h^2}{\eta_c^2} \right),
\]
\[
n\zeta - 1 = -2 \epsilon_* - 4 \frac{1}{\gamma} \left( x_h \left[ 1 - \left( \frac{2 \eta_*^2}{2 \gamma} - \gamma + 1 \right) x_h \right] + y_h \left[ 1 - \left( \frac{2 \eta_*^2}{2 \gamma} - \gamma + 1 \right) y_h \right] \right),
\]
and \( f_{\text{NL}}^{(4)} \) by:
\[
\frac{6}{5} f_{\text{NL}}^{(4)} = \frac{2}{\gamma} \left( \begin{array}{c}
\frac{x_h^2}{\epsilon_c^2} \left[ 1 - \left( \frac{2 \eta_*^2}{2 \gamma} - \gamma + 1 \right) x_h \right] + \frac{y_h^2}{\eta_c^2} \left[ 1 - \left( \frac{2 \eta_*^2}{2 \gamma} - \gamma + 1 \right) y_h \right] \\
\left( \frac{x_h^2}{\epsilon_c^2} + \frac{y_h^2}{\eta_c^2} \right)^2
\end{array} \right)
+ \frac{2}{\gamma} \left( \begin{array}{c}
\frac{(U_\star + V_\star)^2}{(U_\star + V_\star)^2} \left( \frac{x_h \pm y_h}{\epsilon_c^2} \right)^2 \frac{\epsilon_\phi \epsilon_\chi}{\epsilon_c^2} \left( \frac{2 \eta_*^2}{2 \gamma} - 1 \right) \\
\left( \frac{x_h^2}{\epsilon_c^2} + \frac{y_h^2}{\eta_c^2} \right)^2
\end{array} \right).
\]

### III. DAMPING AWAY ISOCURVATURE AND THE FATE OF \( f_{\text{NL}} \)

**Homogeneous Potential**: \( W(\phi, \chi) = W_0 \exp[U(\phi) + V(\chi)] \)

We are now in a position to assess the magnitude of \( f_{\text{NL}}^{(4)} \), beginning with the homogeneous potential. Following the arguments of [54], we see that \( x_h + y_h = 1 \) and \( \max(x_h, y_h) \leq 1 \), where \( x_h \) and \( y_h \) are defined in [55], so the denominator of (57) is of order \( \epsilon_*^{-2} \), where \( \epsilon_* \) refers to a generic first-order slow roll parameter. Both terms in the numerator in the first line of (57) are of order \( \epsilon_*^{-1} \), so the first term in parentheses is of order \( \epsilon_* \). The parameter \( \gamma \) which appears in the denominator of (57) is in principle unconstrained, so it might be expected that choosing \( \gamma \) to be smaller than \( \epsilon_* \) could produce large non-gaussianity. However, a factor \( \gamma^{-1} \) also appears in (56) for the scalar spectral index \( n_\zeta - 1 \). Observation of a nearly scale-invariant power spectrum [7] thus requires that \( |\gamma^{-1}| \lesssim O(1) \). Returning to (57), we thus see that the second line gives the only contribution to \( f_{\text{NL}}^{(4)} \) which is not automatically slow roll suppressed:

\[
\frac{6}{5} f_{\text{NL}}^{(4)} \sim O(\epsilon_*) + 2 \frac{(U_\star + V_\star)^2}{(U_\star + V_\star)^2} \left( \frac{x_h \pm y_h}{\epsilon_c^2} \right)^2 \frac{\epsilon_\phi \epsilon_\chi}{\epsilon_c^2} \frac{\eta_*^2}{\gamma} \epsilon_\alpha \eta_* \eta_* \eta_*.
\]

We are interested in the value of \( f_{\text{NL}}^{(4)} \) only after it becomes a conserved quantity – while there may large non-gaussianities at any given time during inflation, \( f_{\text{NL}}^{(4)} \) is a dynamic quantity and we must follow its evolution until it becomes constant and we can readily translate the primordial value into observables today. Alternatively, one
could also follow the evolution up to the time of observation itself, but that would require detailed knowledge of the cosmological history from the present all the way back to the inflationary epoch. Given our ignorance of the details of much of the early universe, we focus on the former approach. Accordingly we wish to study $f_{NL}^{(4)}$ as it is forced into a constant value and, since correlations of the curvature perturbation will evolve outside the horizon as long as non-adiabatic fluctuations are present, this means we need to evaluate (62) after any non-adiabatic damping has been damped away and only the adiabatic mode is left.

As discussed above, we are going to damp away non-adiabatic fluctuations by passing through a phase of effectively single field inflation, which requires that $\eta^{ss}$ becomes large during a finite period before the end of inflation. Now, in the slow roll approximation the equations of motion for the adiabatic and isocurvature fluctuations decouple [58], and we have for the latter:

$$\ddot{\delta}_s + 3H\dot{\delta}_s + \frac{W}{m_p^2} \eta^{ss}\delta_s = 0.$$  \hfill (63)

The solution of this equation in the slow roll approximation is [58] [69]

$$\delta_s \propto a(t)^{-3/2} \left( \frac{k}{aH} \right)^{-\nu} \hfill (64)$$

where $\nu$ is given by

$$\nu^2 = \frac{9}{4} - \frac{W\eta^{ss}}{m_p^2 H^2}. \hfill (65)$$

So for $\eta^{ss} \gtrsim \frac{3}{4}$, we find

$$|\delta_s| \propto a(t)^{-3/2} \hfill (66)$$

and the isocurvature fluctuations are rapidly damped away.

We will now examine the conditions for large $\eta^{ss}$ (defined in (18)). Recall that (55) gives

$$\eta^\phi \chi = 2 \left( \frac{\gamma - 1}{\gamma} \right) \sqrt{\epsilon^\phi \epsilon^\chi} \hfill (67)$$

and $|\gamma|$ must be $O(1)$ or larger to guarantee scale invariance. Thus $\eta^\phi \chi$ cannot give the dominant contribution to $\eta^{ss}$ when

$$\eta^{ss} = \frac{\epsilon^\phi \eta^\phi - 4 \left( \frac{\gamma - 1}{\gamma} \right) \epsilon^\phi \chi + \epsilon^\chi \eta^\chi}{\epsilon} \hfill (68)$$

is large. As a result, we must have either $\eta^\phi \gtrsim \frac{\epsilon^\phi}{\epsilon^\chi}$ or $\eta^\chi \gtrsim \frac{\epsilon^\chi}{\epsilon}$. If both $\eta^\phi$ and $\eta^\chi$ are large, then $\eta^{ss}$ will also be large, and inflation will quickly end before the non-adiabatic modes have been damped away, so we will not be interested in this case.

Because $\eta^{ss}$ appears in the second line of (57), it might be expected that for sufficiently large $\eta^{ss}$, observably large non-gaussianity is produced in the process of damping away non-adiabatic fluctuations. However, the coefficient of $\eta^{ss}$, specifically $\frac{\epsilon^\phi}{\epsilon^\chi}$, is a dynamical quantity whose time-dependence is affected by the behavior of $\eta^{ss}$. To find this time-dependence, we first we note that:

$$\frac{\dot{\epsilon}^\phi}{H} = -2\epsilon^\phi \eta^\phi - 2\sqrt{\epsilon^\phi \epsilon^\chi} \eta^\phi \chi + 4(\epsilon^\phi)^2 + 4\epsilon^\phi \epsilon^\chi \hfill (69)$$

$$\frac{\dot{\epsilon}^\chi}{H} = -2\epsilon^\chi \eta^\chi - 2\sqrt{\epsilon^\phi \epsilon^\chi} \eta^\phi \chi + 4(\epsilon^\chi)^2 + 4\epsilon^\phi \epsilon^\chi. \hfill (70)$$

Now, if we have $\eta^\phi > 1$, we can neglect all but the first term on the right hand side of (69), and so we find that

$$\epsilon^\phi(t) \propto \exp \left[-2 \int H \eta^\phi \, dt \right]. \hfill (71)$$

Similar remarks apply to $\epsilon^\chi$, in the case that $\eta^\chi > 1$.

As a result, we find that after $\eta^{ss}$ becomes large, the dominant contribution to $f_{NL}^{(4)}$ decays exponentially with time, with a decay constant greater than that of the isocurvature fluctuations. Specifically, from (62) and (66) we have for $\eta^{ss} > 1$:

$$|\delta_s| \sim \exp \left[-\frac{3}{2} \int H dt \right] \hfill (72)$$

$$f_{NL}^{(4)} \sim O(1) + O(1) \times \eta^{ss} \exp \left[-2 \int C_\eta H \eta^{ss} \, dt \right].$$

$C_\eta$ is a number which is always greater than 1 whose value depends on the particular direction of the effective single field during this phase. We thus conclude that $f_{NL}^{(4)}$ will always be slow roll suppressed upon entering the purely adiabatic solution after a phase of effectively single field inflation.

There are at least two cases in which the terms labeled $O(\epsilon_\star)$ may be significant, even though those terms are proportional to slow roll parameters. In the first case, these terms are initially small, but may become large for finely tuned trajectories in field space [61]. In this case, these terms will always be small after passing through a phase of effectively single field inflation for reasons similar to those discussed above. In the second case, the individual terms contained in those labeled $O(\epsilon_\star)$ are significant, but there is initially a cancellation so that $f_{NL}^{(4)}$ is small at horizon exit [62] (the model studied in [62] has a large number of fields, but a similar mechanism should work with two fields and an appropriately chosen potential). After passing through a phase of effectively single field inflation, various terms are damped, and there is no longer a cancellation near the end of inflation. This has the possibility for giving a significant (though not parametrically large) $f_{NL}$ and purely adiabatic fluctuations at the end of inflation.
The arguments above can be readily adapted to the exponential potential. By a similar argument as above, the dominant contribution to \( f_{\text{NL}}^{(4)} \) is proportional to \( \eta^{ss} \):

\[
\frac{6}{5} f_{\text{NL}}^{(4)} \sim \mathcal{O}(\varepsilon_{s}) + 2 \left( \frac{\epsilon}{c_{s}} - \frac{\epsilon_{s}}{c_{s}} \right)^{2} \frac{\epsilon_{s}^{2} \xi}{\epsilon^{2} c_{s}^{2}} \eta_{c}^{ss} \\
\sim \mathcal{O}(\varepsilon_{s}) + \mathcal{O}(1) \times \frac{\epsilon_{s}^{2} \xi}{\epsilon^{2} c_{s}^{2}} \eta_{c}^{ss}.
\]

(73)

Once again, in order to damp out non-adiabatic fluctuations, we need large \( \eta^{ss} \), which in turn implies either large \( \eta^{\phi} \) or large \( \eta^{\chi} \):

\[
\eta^{ss} \equiv \frac{\epsilon^{\chi} \eta^{\phi} - 4 \epsilon^{\phi} \epsilon^{\chi} + \epsilon^{\phi} \eta^{\chi}}{\epsilon}.
\]

(74)

The rest of the analysis is identical to the previous section and once again leads to exponential damping of \( f_{\text{NL}}^{(4)} \) of the form given in (72). 

The General Case

A similar argument (though somewhat more involved and with a significant loss in clarity as payment for the increased generality) holds for the general potential \( W(\phi, \chi) = W_{\phi} \exp \left[ U(\phi) + V(\chi) \right] \), and is presented in appendix B.

IV. More General Models and Other Approaches to Adiabaticity

Although we have shown that \( f_{\text{NL}}^{\text{local}} \) is suppressed during the approach to adiabaticity in a particular class of two field inflationary models, it would be helpful to understand how generally this conclusion applies. The importance of this question is made clear when we recall that as long as non-adiabatic fluctuations are present, the curvature perturbation and its correlation functions will evolve outside the horizon. Therefore no sharp predictions can be made without an understanding of the evolution up to the time of adiabaticity or observation. Consequently, no model that relies upon the superhorizon evolution of the curvature perturbation to generate non-Gaussianity can claim to predict a large value for \( f_{\text{NL}}^{\text{local}} \) without a calculation which determines its evolution up to adiabaticity or observation.

There are two broad possibilities for generalizing the above results: changing the field dynamics or changing the mechanism for achieving adiabaticity.

To change the dynamics one can either look at a wider set of trajectories, consider a larger class of potentials, or extend the number of inflaton fields. We have already discussed the applicability of our results if the inflaton motion violates slow roll at the end of section II B. While we see no reason why similar results to those derived above should not hold for more general potentials, we have not proved the applicability of our conclusions beyond the class of potentials that we have studied. What's more, as detailed in section II B, the particular potential we consider is, in some sense, the most general that can be readily studied analytically using the \( \delta N \) formalism. Accordingly, to explore a larger set of potentials we would first need to develop alternative (efficient) ways of extracting the statistical parameters of interest (the power spectrum, the bispectrum etc.).

For more than two fields, we expect the result to hold for appropriately slow roll trajectories in potentials of the form \( W(\phi_{1}, \ldots, \phi_{n}) = F(U_{1}(\phi_{1}) + \ldots + U_{n}(\phi_{n})) \), because in this case we can construct a set of conserved quantities \( C_{1}, \ldots, C_{n-1} \) by the same method as explained in section II B. For more general potentials and trajectories, no definitive statement can be made.

The Approach to Adiabaticity

Instead of using a phase of single field inflation to drive the cosmological fluctuations into an adiabatic solution, one can instead achieve the same result if the universe goes through a period of local thermal equilibrium with no non-zero conserved quantum numbers [40, 41]. An understanding of this process would allow a fuller treatment of models in which non-adiabatic fluctuations persist through the end of inflation including more general models of multiple field inflation, modulated reheating, and the curvaton scenario. We plan to explore this issue in future work, and while there is no definitive answer yet, we believe that local thermal equilibrium should have a similar damping effect as a phase of single field inflation.

Essentially, this is because the relevant underlying dynamics during a period of local thermal equilibrium are very similar to those during a phase of single field inflation: there is single scalar degree of the freedom (either the inflaton or the temperature) which in turn means that there are only two solutions for the perturbations in the cosmological fluid, both of which must be adiabatic [40]. Moreover, the attractiveness of the adiabatic solution as one approaches thermal equilibrium is at least qualitatively similar to what happens as one approaches a phase of single field inflation. Of course, to show the damping (or otherwise) of \( f_{\text{NL}} \) one needs a model of reheating and thermalization to which one can readily apply either an analytical method such as the \( \delta N \) formalism or a suitable numerical analysis.
V. CONCLUSIONS

In this paper, we have considered the generation of $\fnl^{\text{local}}$ from superhorizon evolution of the curvature perturbation in two field inflation, in the most general class of potentials ($W(\phi, \chi) = F(U(\phi) + V(\chi))$) that seem readily tractable in the $\delta N$ formalism. Furthermore, we have shown that if the universe passes through a sufficiently long period of effectively single field inflation to force the cosmological perturbations into an adiabatic solution – as suggested by observation and as is necessary to ensure subsequent conservation of the curvature perturbation – $|\fnl^{\text{local}}|$ will be exponentially damped toward a value which is slow roll suppressed.

We stress, again, that predictions of an observable $\fnl$ (or any other statistical property of the spectrum) from primordial fluctuations are only possible if one knows how the fluctuations evolve from the very early universe to today. Moreover, due to our ignorance of several phases of the early universe, the ability to make sharp predictions is restricted to the cases where there exists a conservation law which prevents some unknown dynamics from changing the statistical properties of the fluctuations. Luckily, there is such a conservation law when the fluctuations are adiabatic. As such, multifield inflationary models which generate large values for $\fnl^{\text{local}}$ from the superhorizon dynamics of the curvature perturbation are incomplete without an understanding of the subsequent evolution of the spectrum until constancy is achieved.

To put our results in context, recall that the measurement of non-gaussianities of the local form has been considered to be a sharp probe of the number of inflaton fields as $\fnl^{\text{local}}$ is small in single field inflation, but could apparently grow large in the presence of multiple inflatons. This work shows, however, that while it is indeed possible to generate a significant contribution to the bispectrum in multifield inflation, such a contribution is necessarily transitory if one wishes to eliminate non-adiabaticity by a phase of single field inflaton. Accordingly, a significant measurement of $\fnl^{\text{local}}$ in the current generation of cosmological experiments would present a substantial challenge to inflationary model builders.

Note

After the first version of this work appeared, a paper by Peterson and Tegmark [63] appeared which shows similar results, using an alternative framework for analyzing the evolution of inflationary perturbations.
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Appendix A: Details for Homogenous and Exponential Potentials

Homogeneous Potential: $W(\phi, \chi) = [U(\phi) + V(\phi)]^\gamma$

With $N$ and $C$ given by (33) and (44):

$$C = -m_p^2 \int_\phi^{\phi_0} \frac{1}{U'(\phi')} d\phi' + m_p^2 \int_{\chi_0}^{\chi} \frac{1}{U'(\chi')} d\chi', \quad (33)$$

$$N = -\frac{1}{\gamma m_p^2} \int_\phi^{\phi_*} U(\phi) d\phi - \frac{1}{\gamma m_p^2} \int_{\chi_*}^{\chi} V(\chi) d\chi. \quad (44)$$

Varying $N$ then gives:

$$dN = \frac{1}{m_p^2 \gamma} \left[ \left( \frac{U}{U'} \right)_c - \frac{\partial \phi_*}{\partial \phi} \left( \frac{U}{U'} \right)_c - \frac{\partial \chi_*}{\partial \phi} \left( \frac{V}{V'} \right)_c \right] d\phi_* + \frac{1}{m_p^2 \gamma} \left[ \left( \frac{V}{V'} \right)_c - \frac{\partial \phi_*}{\partial \chi} \left( \frac{U}{U'} \right)_c - \frac{\partial \chi_*}{\partial \chi} \left( \frac{V}{V'} \right)_c \right] d\chi_* . \quad (A1)$$

Note that in deriving the above we had to account for the dependence of $\phi_*$ and $\chi_*$ on both $\phi_*$ and $\chi_*$. We will also need:

$$d\phi_* = \frac{d\phi_*}{dC} \left( \frac{\partial C}{\partial \phi_*} d\phi_* + \frac{\partial C}{\partial \chi_*} d\chi_* \right),$$

$$d\chi_* = \frac{d\chi_*}{dC} \left( \frac{\partial C}{\partial \phi_*} d\phi_* + \frac{\partial C}{\partial \chi_*} d\chi_* \right). \quad (A2)$$

From (33) we have:

$$\frac{\partial C}{\partial \phi_*} = -\frac{m_p^2}{U'_*}, \quad \frac{\partial C}{\partial \chi_*} = \frac{m_p^2}{V'_*}, \quad (A3)$$

and

$$\frac{\partial C}{\partial \phi_*} = -\frac{m_p^2}{U'_*}, \quad \frac{\partial C}{\partial \chi_*} = \frac{m_p^2}{V'_*}. \quad (A4)$$

The time $t_*$ defines a surface of constant energy:

$$W(\phi_*, \chi_*) = \text{constant}. \quad (A5)$$

Differentiating with respect to $C$ then gives:

$$\frac{d\phi_*}{dC} W_{\phi*|c} + \frac{d\chi_*}{dC} W_{\chi*|c} = 0. \quad (A6)$$
Using the above and $W_\phi/W_\chi = U'/V'$, we can differentiate the expression for $C$ in (33) and obtain (after some manipulation) the following expressions:

$$\begin{align*}
\frac{d\phi_c}{dC} &= -\frac{1}{m_p^2} \left[ U'_c \left( \frac{1}{U_c'} + \frac{1}{V_c'} \right) \right]^{-1} - \frac{1}{m_p^2} \frac{U'_c V'_c}{U_c'^2 + V_c'^2}, \\
\frac{d\chi_c}{dC} &= \frac{1}{m_p^2} \left[ V'_c \left( \frac{1}{U_c'} + \frac{1}{V_c'} \right) \right]^{-1} - \frac{1}{m_p^2} \frac{U'_c V'_c}{U_c'^2 + V_c'^2}.
\end{align*}$$

(A7)

Substituting (A3) and (A7) into (A2) allows us to read off the following:

$$\begin{align*}
\frac{\partial \phi_c}{\partial \phi_*} &= \frac{V_c'^2}{U_c'^2 + V_c'^2} \frac{U'_c}{U_c'}, \\
\frac{\partial \phi_c}{\partial \chi_*} &= -\frac{V_c'^2}{U_c'^2 + V_c'^2} \frac{U'_c}{U_c'}, \\
\frac{\partial \chi_c}{\partial \phi_*} &= -\frac{V_c'^2}{U_c'^2 + V_c'^2} \frac{V'_c}{V_c'}, \\
\frac{\partial \chi_c}{\partial \chi_*} &= \frac{U_c'^2}{U_c'^2 + V_c'^2} \frac{V'_c}{V_c'}.
\end{align*}$$

(A8)

The derivatives of $N$ are then:

$$\begin{align*}
\frac{\partial N}{\partial \phi_*} &= \frac{1}{m_p \sqrt{2 \epsilon_c^0}} x_h, \\
\frac{\partial N}{\partial \chi_*} &= \frac{1}{m_p \sqrt{2 \epsilon_c^0}} y_h.
\end{align*}$$

(A9)

We have used the slow roll parameters defined in (35); while $x_h$ and $y_h$ are defined in (55):

$$\begin{align*}
x_h &= \frac{1}{U_c + V_c} \left( U_c + \frac{V_c \epsilon_c^0 - U_c \epsilon_c}{\epsilon_c} \right), \\
y_h &= \frac{1}{U_c + V_c} \left( V_c - \frac{V_c \epsilon_c^0 - U_c \epsilon_c}{\epsilon_c} \right). \\
\end{align*}$$

(A55)

In a similar vein, we can find the second derivatives:

$$\begin{align*}
\frac{\partial^2 N}{\partial \phi_*^2} &= \frac{1}{\gamma m_p^2} \left[ 1 - x_h \left( \frac{\gamma \eta_\phi^{c0}}{2 \epsilon_c^0} - \gamma + 1 \right) \right. \\
&\quad+ \left. \frac{(U_c + V_c)^2}{(U_c + V_c) \epsilon_c^0} \frac{1}{\epsilon_c} \left( \gamma \eta_\phi^{c*} - \gamma + 1 \right) \right] \\
\frac{\partial^2 N}{\partial \chi_*^2} &= \frac{1}{\gamma m_p^2} \left[ 1 - y_h \left( \frac{\gamma \eta_\chi^{c0}}{2 \epsilon_c^0} - \gamma + 1 \right) \right. \\
&\quad+ \left. \frac{(U_c + V_c)^2}{(U_c + V_c) \epsilon_c^0} \frac{1}{\epsilon_c} \left( \gamma \eta_\chi^{c*} - \gamma + 1 \right) \right] \\
\frac{\partial^2 N}{\partial \phi_* \partial \chi_*} &= \frac{1}{\gamma m_p^2} \left[ \frac{(U_c + V_c)^2}{(U_c + V_c) \epsilon_c^0} \frac{1}{\epsilon_c} \left( \gamma \eta_\phi^{c*} - \gamma + 1 \right) \right].
\end{align*}$$

(A10)

$\eta^{c*}$ is given in (54):

$$\eta^{c*} = \frac{e^\chi \eta_\phi^{c0} - 4 \epsilon_c^{c0} e^\phi e^\chi}{\epsilon_c^{c0}}. $$

(A54)

From these it is straightforward to use the relevant $\delta N$ equations to obtain the results given in (56) and (57).

**Exponential Potential:** $W(\phi, \chi) = W_\phi \exp \left[ U(\phi) + V(\chi) \right]$

With $N$ from (40) and $C$ again given by (33),

$$\begin{align*}
C &= -m_p^2 \int_\phi \frac{1}{U'(\phi')} d\phi' + m_p^2 \int_\chi \frac{1}{U'(\chi')} d\chi'. \\
&= -\frac{1}{2 m_p^2} \int_\phi \frac{1}{U''(\phi')} d\phi - \frac{1}{2 m_p^2} \int_\chi \frac{1}{V''(\chi')} d\chi,
\end{align*}$$

(A46)

the variation gives:

$$\begin{align*}
dN &= \frac{1}{2 m_p^2} \left[ \left( \frac{1}{U'} \right)_c - \frac{\partial \phi_c}{\partial \phi_*} \left( \frac{1}{U'} \right)_c - \frac{\partial \chi_c}{\partial \phi_*} \left( \frac{1}{V'} \right)_c \right] d\phi_* \\
&\quad+ \frac{1}{2 m_p^2} \left[ \left( \frac{1}{V'} \right)_c - \frac{\partial \phi_c}{\partial \chi_*} \left( \frac{1}{U'} \right)_c - \frac{\partial \chi_c}{\partial \chi_*} \left( \frac{1}{V'} \right)_c \right] d\chi_*.
\end{align*}$$

(A11)

The analysis begins in the same fashion as in the previous section, with the expressions for the derivatives of $\phi_c$ and $\chi_c$ with respect to $\phi_*$ and $\chi_*$, given in (A8). From this and (A11) we obtain the following expressions for the first derivatives of $N$:

$$\begin{align*}
\frac{\partial N}{\partial \phi_*} &= \frac{1}{2 m_p \sqrt{2 \epsilon_c^0}} x_c, \\
\frac{\partial N}{\partial \chi_*} &= \frac{1}{2 m_p \sqrt{2 \epsilon_c^0}} y_c.
\end{align*}$$

(A12)

The slow roll parameters are defined in (55). $x_c$ and $y_c$ are defined in (59) as:

$$\begin{align*}
x_c &\equiv 1 + \frac{\epsilon_c^0 - \epsilon_c^*}{\epsilon_c}, \\
y_c &\equiv 1 - \frac{\epsilon_c^0 - \epsilon_c^*}{\epsilon_c}. \\
\end{align*}$$

(A59)

The second derivatives are then given by:

$$\begin{align*}
\frac{\partial^2 N}{\partial \phi_*^2} &= \frac{1}{2 m_p^2 \epsilon_c^0} \left[ - (\eta_\phi^{c0} - 2 \epsilon_c^{c0}) x_c + \frac{4 \epsilon_c^{c0} \epsilon_c^*}{\epsilon_c^{c0}} \eta_\phi^{c*} \right], \\
\frac{\partial^2 N}{\partial \chi_*^2} &= \frac{1}{2 m_p^2 \epsilon_c^0} \left[ - (\eta_\chi^{c0} - 2 \epsilon_c^{c0}) y_c + \frac{4 \epsilon_c^{c0} \epsilon_c^*}{\epsilon_c^{c0}} \eta_\chi^{c*} \right], \\
\frac{\partial^2 N}{\partial \phi_* \partial \chi_*} &= \frac{1}{2 m_p^2 \epsilon_c^0} \left[ - (\eta_\chi^{c0} - 2 \epsilon_c^{c0}) y_c + \frac{4 \epsilon_c^{c0} \epsilon_c^*}{\epsilon_c^{c0}} \eta_\chi^{c*} \right].
\end{align*}$$

(A13)

$\eta^{c*}$ is given in (58):

$$\eta^{c*} = \frac{\epsilon_0 \eta^{c0} + 4 \epsilon_0 \epsilon_c^* + \epsilon_c \eta^{c*}}{\epsilon_c}. $$

(A58)

As above, the $\delta N$ equations then give the observables of (60) and (61).
Appendix B: General $W(\phi, \chi) = F(U(\phi) + V(\phi))$ Results

1. $\delta N$ and Observables

As before we begin with the equations for $C$ and $N$:

$$C = m_p^2 \int_{\phi_0}^{\phi} \frac{1}{U'(\phi)} \ d\phi' + m_p^2 \int_{\chi_0}^{\chi} \frac{1}{U'(\chi)} \ d\chi',$$

$$N = \frac{1}{2m_p^2} \int_{\phi_0}^{\phi} W(\phi, \chi(\phi)) \ d\phi - \frac{1}{2m_p^2} \int_{\chi_0}^{\chi} W(\chi, \phi(\chi)) \ d\chi.$$

Thus:

$$dN = \frac{1}{2m_p^2} \left[ \left( \frac{W}{W_\phi} \right)_c - \frac{\partial \phi_c}{\partial \phi_*} \left( \frac{W}{W_\phi} \right)_c - I_1 - \frac{\partial \chi_c}{\partial \phi_*} \left( \frac{W}{W_\chi} \right)_c - I_2 \right] \ d\phi_* + \frac{1}{2m_p^2} \left[ \left( \frac{W}{W_\chi} \right)_c - \frac{\partial \phi_c}{\partial \chi_*} \left( \frac{W}{W_\phi} \right)_c - I_3 - \frac{\partial \chi_c}{\partial \chi_*} \left( \frac{W}{W_\chi} \right)_c - I_4 \right] \ d\chi_* \ \text{.} \ \ (B1)$$

The quantities $I_1$, $I_2$, $I_3$ and $I_4$ are defined as:

$$I_1 = \int_c \left( \frac{W(\phi, \chi(\phi))}{W_\phi(\phi, \chi(\phi))} - \frac{W(\phi, \chi(\phi)) W_{\phi \phi}(\phi, \chi(\phi))}{W_\phi^2(\phi, \chi(\phi))} \right) \frac{\partial \chi(\phi)}{\partial \phi_*} \ d\phi,$$

$$I_2 = \int_c \left( \frac{W(\phi, \chi(\phi))}{W_\chi(\phi, \chi)} - \frac{W(\phi, \chi(\phi)) W_{\phi \phi}(\phi, \chi)}{W_\phi^2(\phi, \chi)} \right) \frac{\partial \phi(\chi)}{\partial \phi_*} \ d\chi,$$

$$I_3 = \int_c \left( \frac{W(\phi, \chi(\phi))}{W_\phi(\phi, \chi(\phi))} - \frac{W(\phi, \chi(\phi)) W_{\phi \phi}(\phi, \chi(\phi))}{W_\phi^2(\phi, \chi(\phi))} \right) \frac{\partial \phi(\chi)}{\partial \chi_*} \ d\phi,$$

$$I_4 = \int_c \left( \frac{W(\phi, \chi(\phi))}{W_\chi(\phi, \chi)} - \frac{W(\phi, \chi(\phi)) W_{\phi \phi}(\phi, \chi)}{W_\phi^2(\phi, \chi)} \right) \frac{\partial \phi(\chi)}{\partial \chi_*} \ d\chi \ \text{.} \ \ (B2)$$

Armed with $[B1]$ and $[A8]$ we can now find derivatives of $N$. For the first derivatives we have:

$$\frac{\partial N}{\partial \phi_*} = \frac{1}{2m_p^2} \left[ \frac{m_p}{\sqrt{2\epsilon_c^s}} + \frac{m_p \ F_c F'_c \epsilon_c^s - \epsilon_c^s}{\sqrt{2\epsilon_c^s}} \left( \frac{F_c F'_c}{F_c^2} \right) - I_1 - I_2 \right],$$

$$\frac{\partial N}{\partial \chi_*} = \frac{1}{2m_p^2} \left[ \frac{m_p}{\sqrt{2\epsilon_c^s}} - \frac{m_p \ F_c F'_c \epsilon_c^s - \epsilon_c^s}{\sqrt{2\epsilon_c^s}} \left( \frac{F_c F'_c}{F_c^2} \right) - I_3 - I_4 \right]. \ \ (B3)$$

We’ve used here (and below) the definitions of the slow roll parameters given in $[35]$. For the second derivatives, things are a little more complicated:

$$\frac{\partial^2 N}{\partial \phi_*^2} = \frac{1}{2m_p^2} \left[ 2 \epsilon_c^s \left( \frac{F_c F'_c}{F_c^2} \right) - \frac{F_c F'_c}{F_c^2} \left( \frac{F_c^2}{F_c^2} \right) - \frac{2 \epsilon_c^s}{\epsilon_c} \left( \frac{F_c^2}{F_c^2} \right) - I_1 - I_3 \right],$$

$$\frac{\partial^2 N}{\partial \chi_*^2} = \frac{1}{2m_p^2} \left[ 2 \epsilon_c^s \left( \frac{F_c F'_c}{F_c^2} \right) - \frac{F_c F'_c}{F_c^2} \left( \frac{F_c^2}{F_c^2} \right) - \frac{2 \epsilon_c^s}{\epsilon_c} \left( \frac{F_c^2}{F_c^2} \right) - I_2 - I_4 \right],$$

$$\frac{\partial^2 N}{\partial \chi_* \partial \phi_*} = \frac{1}{2m_p^2} \left[ \epsilon_c^s \left( \frac{F_c F'_c}{F_c^2} \right) - \frac{F_c F'_c}{F_c^2} \left( \frac{F_c^2}{F_c^2} \right) - \frac{2 \epsilon_c^s}{\epsilon_c} \left( \frac{F_c^2}{F_c^2} \right) - I_1 - I_3 \right]. \ \ (B4)$$
To derive the above we’ve used the results:

\[ \frac{\partial I_1}{\partial \phi_*} + \frac{\partial I_2}{\partial \phi_*} = -\left(1 - \frac{F_c F''}{F^2} \right) \frac{1}{U'' U^2 c^2 + V^2 c^2} + J_1 + J_3, \]
\[ \frac{\partial I_1}{\partial \chi_*} + \frac{\partial I_2}{\partial \chi_*} = -\left(1 - \frac{F_c F''}{F^2} \right) \frac{1}{U'' V_* U^2 c^2 + V^2 c^2} + J_2 + J_4, \]
\[ \frac{\partial I_3}{\partial \phi_*} + \frac{\partial I_4}{\partial \phi_*} = -\left(1 - \frac{F_c F''}{F^2} \right) \frac{1}{U'' V_* U^2 c^2 + V^2 c^2} + J_5 + J_7, \]
\[ \frac{\partial I_3}{\partial \chi_*} + \frac{\partial I_4}{\partial \chi_*} = -\left(1 - \frac{F_c F''}{F^2} \right) \frac{1}{V_* U c^2 + V^2 c^2} + J_6 + J_8. \]  

(B5)

Along with the definitions:

\[ J_1 = \int c \left[ \left( V'' \left( 1 - \frac{F''}{F^2} \right) + \frac{V''}{U''} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \left( \frac{\partial \chi(\phi)}{\partial \phi_*} \right)^2 \right] d\phi, \]
\[ J_2 = J_5 = \int c \left[ \left( V'' \left( 1 - \frac{F''}{F^2} \right) + \frac{V''}{U''} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \frac{\partial \chi(\phi)}{\partial \phi_*} \frac{\partial \chi(\phi)}{\partial \chi_*} \right] d\phi, \]
\[ J_3 = \int c \left[ \left( U'' \left( 1 - \frac{F''}{F^2} \right) + \frac{U''}{V'} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \left( \frac{\partial \phi(\chi)}{\partial \phi_*} \right)^2 \right] d\chi, \]
\[ J_4 = J_7 = \int c \left[ \left( U'' \left( 1 - \frac{F''}{F^2} \right) + \frac{U''}{V'} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \frac{\partial \phi(\chi)}{\partial \phi_*} \frac{\partial \phi(\chi)}{\partial \chi_*} \right] d\chi, \]
\[ J_6 = \int c \left[ \left( V'' \left( 1 - \frac{F''}{F^2} \right) + \frac{V''}{U''} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \left( \frac{\partial \phi(\chi)}{\partial \chi_*} \right)^2 \right] d\phi, \]
\[ J_8 = \int c \left[ \left( V'' \left( 1 - \frac{F''}{F^2} \right) + \frac{V''}{U''} \left( \frac{F''}{F^3} - \frac{2F''}{F^2} \right) \right) \frac{\partial \phi(\chi)}{\partial \chi_*} \frac{\partial \phi(\chi)}{\partial \chi_*} \right] d\chi. \]  

(B6)

In these expressions functions of \( \chi \) in \( \phi \) integrals should be rewritten using the solutions \( \chi(\phi) \) for the particular trajectory we are on, so that said integrals are well-defined (and vice-versa in the \( \chi \) integrals). As mentioned in the main body of the text, this constrains us to look only at those trajectories where there is a one-to-one mapping between \( \phi \) and \( \chi \).

We can simplify these expressions slightly by defining, in analogy with the homogeneous and exponential cases
above
\[
x_F \equiv 1 + \frac{F_* F''}{F_* F''} \frac{\epsilon_c^\phi - \epsilon_c^\chi}{\epsilon_c},
\]
\[
y_F \equiv 1 - \frac{F_* F''}{F_* F''} \frac{\epsilon_c^\phi - \epsilon_c^\chi}{\epsilon_c}.
\]
(B7)

From the above expressions we can (with some work) use the \(\delta N\) formalism to find expressions for \(P_\zeta, n_\zeta\) and \(f_{NL}^{(4)}\) in terms of slow roll parameters and derivatives of the potential. First \(P_\zeta\):

\[
P_\zeta = \frac{P_*}{8\pi^2} \left[ \frac{1}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right)^2 + \frac{1}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right)^2 \right].
\]
(B8)

Then, for \(n_\zeta\):

\[
n_\zeta - 1 = -2\epsilon_* - \left[ \frac{1}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right)^2 + \frac{1}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right)^2 \right]^{-1}
\]
\[
\times 4 \left\{ 1 - \frac{F_* F''}{F_* F''} \left[ 4 + \frac{\epsilon_*^2}{\epsilon_*^2} x_F + \frac{\epsilon_*^2}{\epsilon_*^2} y_F - \left( 2 + \frac{\epsilon_*^2}{\epsilon_*^2} \right) \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} - \left( 2 + \frac{\epsilon_*^2}{\epsilon_*^2} \right) \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right] \right.
\]
\[
+ \frac{F_* F''}{F_* F''} \left[ \frac{\epsilon_*^2}{\epsilon_*^2} x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right] + \frac{F_* F''}{F_* F''} \frac{\epsilon_*^2}{\epsilon_*^2} \left[ \frac{\epsilon_*^2}{\epsilon_*^2} x_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right] \right.
\]
\[
- \left. \left[ J_1 + J_3 + \frac{\sqrt{2} \epsilon_c^\phi (J_2 + J_4)}{m_p} \right] \left[ x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right] - \left[ J_0 + J_3 + \frac{\sqrt{2} \epsilon_c^\phi (J_2 + J_4)}{m_p} \right] \left[ y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right] \right\}. \]
(B9)

And finally \(f_{NL}^{(4)}\):

\[
\frac{6}{5} f_{NL}^{(4)} = \left[ \frac{1}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right)^2 + \frac{1}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right)^2 \right]^{-2}
\]
\[
\times 4 \left\{ 1 - \frac{F_* F''}{F_* F''} \left[ \frac{1}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right)^2 + \frac{1}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right)^2 \right] \right.
\]
\[
+ \frac{F_* F''}{F_* F''} \left[ \frac{\epsilon_*^2}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right) \right. \left. + \frac{\epsilon_*^2}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right) \right] \right.
\]
\[
- \frac{1}{\epsilon_*^2} (J_1 + J_3) \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right)^2 - \frac{1}{\epsilon_*^2} (J_0 + J_3) \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right)^2 \right.
\]
\[
- \frac{2}{\sqrt{2} \epsilon_*^2 \epsilon_c^\phi} (J_2 + J_4) \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right) \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right) \right.
\]
\[
+ \frac{\epsilon_*^2 \epsilon_c^\phi}{\epsilon_c} \frac{F_* F''}{F_* F''} \left[ \frac{1}{\epsilon_*^2} \left( x_F - \frac{\sqrt{2} \epsilon_c^\phi (I_1 + I_2)}{m_p} \right) - \frac{1}{\epsilon_*^2} \left( y_F - \frac{\sqrt{2} \epsilon_c^\chi (I_3 + I_4)}{m_p} \right) \right] \right\}. \]
(B10)
For each of these quantities, if we take the limit \( t_c \to t_* \) we obtain, as we should, the usual single field results:

\[
\begin{align*}
P_X|_{t_c \to t_*} &= \frac{W_*}{24\pi^2 m_p^4 \epsilon_*}, \\
n\zeta - 1|_{t_c \to t_*} &= -6\epsilon_* + 2\eta_*^{ss}, \\
\frac{6}{5} f_{NL}^{(4)}|_{t_c \to t_*} &= 2\epsilon_* - \eta_*^{ss}. \tag{B11}
\end{align*}
\]

2. The Approach to Adiabaticity and the Suppression of \( f_{NL}^{(4)} \)

We will now apply the same analysis as in section \( \text{III} \) to the more general potential discussed above. This case is necessarily more complicated than both the homogeneous potential and the exponential potential due to the presence of the integrals \( I_i \) and \( J_i \) as well as terms such as \( \frac{F_i F_i'}{F_c^2} \), which cannot be expressed in terms of slow roll parameters. We will find that these details do not greatly affect the conclusions, but the argument is less straightforward in this case.

We begin by determining the approximate magnitudes of the various terms that appear in \( f_{NL}^{(4)} \) by counting factors of slow roll parameters, where as in Section \( \text{III} \), \( \epsilon \) denotes a general first-order slow roll parameter. We will take the combinations \( \left( x_F - \frac{2\epsilon_*}{m_p} (I_1 + I_2) \right) \) and

\[
\left( y_F - \frac{2\epsilon_*}{m_p} (I_3 + I_4) \right)
\]

to be \( \mathcal{O}(1) \). This is justified by the fact that if either of these combinations were much larger, say \( \mathcal{O}(\epsilon^{-1}) \), then all of the terms in \( f_{NL}^{(4)} \) would be at most \( \mathcal{O}(1) \). We will always be small. On the other hand, if both of these combinations were small say \( \mathcal{O}(\epsilon) \), then the denominator of both \( \text{B9} \) and \( \text{B10} \) would be very small, so in this case, \( f_{NL}^{(4)} \) may be large, but \( n_\zeta - 1 \) will also be large, and so this case is already observationally ruled out. Given the definitions \( \text{B7} \), this also constrains the combination \( \frac{F_i F_i'}{F_c^2} \) to be \( \leq \mathcal{O}(1) \).

With these considerations in mind, we find that the denominator of \( \text{B10} \) is \( \mathcal{O}(\epsilon^{-2}) \) while the denominator of \( \text{B9} \) is \( \mathcal{O}(\epsilon^{-1}) \).

Examining the various terms in \( \text{B9} \), we see that in order to maintain a nearly scale-invariant spectrum, we must have \([1 - \frac{F_i F_i'}{F_c^2}], \left[ \frac{F_i F_i'}{F_c^2} - \frac{\epsilon^*}{2\epsilon_c} \right], \left[ \frac{F_i F_i'}{F_c^2} - \frac{\epsilon_*}{2\epsilon_c} \right] \), and each of the \( J_i \) \( \leq \mathcal{O}(1) \). The second through the sixth lines of \( \text{B10} \) are each \( \mathcal{O}(\epsilon^{-1}) \), while the seventh line is \( \mathcal{O}(\epsilon^{-2}) \). Putting this all together, we see that the only term in \( f_{NL}^{(4)} \) which is not automatically slow roll suppressed is the term on the seventh line of \( \text{B10} \). So if \( f_{NL}^{(4)} \) is going to be large, the leading contribution will be:

\[
\frac{6}{5} f_{NL}^{(4)} \sim \mathcal{O}(\epsilon) + \mathcal{O}(1) \times \frac{c_s^2 \epsilon_*}{\epsilon_c} \left( 1 - \frac{F_c F_c'}{F_c^2} + \frac{2\epsilon_*^{ss}}{\epsilon_c} \right). \tag{B12}
\]

As discussed in the main text, we wish to examine the case where we pass through a phase of effectively single field inflation in order to damp away non-adiabatic fluctuations. This requires that \( \eta^{ss} \) becomes large for a finite period during inflation, while \( \eta^{ss} \) remains small. Recalling the definitions \( \text{35} \) and \( \text{48} \) we have

\[
\begin{align*}
\eta^{ss} &= \epsilon^\phi \eta^\phi + 4 \frac{F_F''}{F_c^2} \epsilon^\phi \epsilon^\chi + \epsilon^\chi \eta^\chi, \\
\eta^{ss} &= \epsilon^\chi \epsilon^\phi - 4 \frac{F_F''}{F_c^2} \epsilon^\phi \epsilon^\chi + \epsilon^\phi \epsilon^\chi. \tag{B13}
\end{align*}
\]

The term \( \frac{4 F_F''}{F_c^2} \epsilon^\phi \epsilon^\chi \) cannot give the dominant contribution to \( \eta^{ss} \) when \( \eta^{ss} \) becomes large, because the same term appears in \( \eta^{ss} \) which must remain small otherwise inflation will quickly end. Here we have assumed that the potential is not so finely-tuned as to create a cancellation which would keep \( \eta^{ss} \) small while \( \frac{F_F''}{F_c^2} \) is large. As a result, we must have either \( \eta^\phi \gg \frac{\epsilon^*}{2\epsilon_c} \) or \( \eta^\chi \gg \frac{\epsilon^*}{2\epsilon_c} \) in order to damp away non-adiabatic fluctuations, while

\[
\frac{4 F_F''}{F_c^2} \epsilon^\phi \epsilon^\chi \sim \mathcal{O}(\epsilon). \tag{B14}
\]

The term \( \eta^{ss} \) will be important if \( f_{NL}^{(4)} \) is large.

From this point forward, the argument is precisely the same as is given in section \( \text{III} \) and we find that for \( \eta^{ss} > 1 \)

\[
\begin{align*}
|\delta s| \sim \exp \left[ -3 \frac{1}{2} \int H dt \right] \\
\frac{6}{5} f_{NL}^{(4)} \sim \mathcal{O}(\epsilon) + \mathcal{O}(1) \times \eta^{ss} \exp \left[ -2 \int C_H \eta^{ss} dt \right]. \tag{B15}
\end{align*}
\]

\( C_H \) is a number which is always greater than 1, and depends on the direction of the effective inflaton during this phase (as in section \( \text{III} \)). Therefore, for any potential of the form \( W(\phi, \chi) = F(U(\phi) + V(\chi)) \), we find that \( f_{NL}^{(4)} \) will always be small upon entering the purely adiabatic solution after passing through a phase of effectively single field inflation.
[59] D. Salopek and J. Bond, Phys. Rev. D42, 3936 (1990).
[60] A. Riotto, 317(2002), arXiv:hep-ph/0210162 [hep-ph].
[61] C. T. Byrnes, K.-Y. Choi, and L. M. H. Hall, JCAP 0810, 008 (2008), arXiv:0807.1101 [astro-ph].

[62] S. A. Kim, A. R. Liddle, and D. Seery, Phys. Rev. Lett. 105, 181302 (2010), arXiv:1005.4410 [astro-ph.CO].

[63] C. M. Peterson and M. Tegmark (2010), * Temporary entry *, arXiv:1011.6675 [astro-ph.CO].