Quantification of nonlinear interdependence in complex systems dynamics: simulations and applications
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Abstract. In our work we studied the nonlinear interdependence metric quantifying the mutual dynamics of two stochastic data series. This metric is based on the calculation of the Euclidean distances between points belonging to the trajectories of these series in the state-space. Using surrogate data as an example, the sensitivity of the metric to the autocorrelation properties of the studied data series, as well as to the amplitude and phase randomization, are investigated. We also considered the application of this metric to the analysis of backscatter signals in sea surface monitoring. We suggest that the nonlinear interdependence metric may be useful as a complementary indicator for the sea wave structure quantification and modeling.

1. Introduction

Investigation of the behavior of complex systems is commonly performed via the analysis of the data series generated by such systems. Analysis of the joint dynamics of data series generated by complex systems is a common problem in various fields of science [1]. Among other applications, considerable fraction of related works focus on the analysis of interactions in biological systems, known as the network physiology approach [2–4]. According to this approach, the human body can be considered as a network in which organs are represented by interacting nonlinear dynamical systems. Besides interconnections, interacting systems also evolve over time, resulting in a combination of cross- and auto-correlations. Network physiology focuses on revealing the relationship between network topology and physiological function of each organ, altogether characterizes the human body as a whole. Similar approaches have been applied to the analysis of climate [5, 6], infrastructural, transportation [7], as well as social and economic systems [8].

However, conventional correlation metrics are characterized by several inevitable limitations. In order to overcome these limitations, a large number of alternative metrics characterizing the mutual dynamics of jointly observed stochastic series have been proposed. In a recent work [9], we investigated the properties of five such metrics using surrogate data with different correlation properties obtained by modeling as an example, and also considered the possibility of applying them to the analysis of biological signals and climate dynamics. Our results indicate that these metrics are characterized by considerably different sensitivity and specificity with respect to the alterations in the properties of the observed data series. To the date, there is no single consensus metric that would effectively characterize mutual dynamics of various observational data series from different fields of application. The aim of this work was to study the features and possibilities of practical application for assessing the joint behavior of the series of one of the indicators proposed in [10] in the context of biomedical data analysis, denoted as the metric of nonlinear interdependence. The authors of [10] used this nonlinear
interdependence metric to identify the degree of synchronization of electroencephalogram (EEG) records from various channels for patients of the Epilepsy Center of the University of Freiburg and found it informative for an early seizure prediction. In this work, we focused on the analysis of the statistical characteristics of this nonlinear interdependence metric following similar methodology as previously reported in [9]. Besides a systematic theoretical study, we also aimed at the analysis of the possibility of the nonlinear interdependence metric application to the data series of non-biological nature.

2. Data sources
In this work, we used two types of data. To study the sensitivity of the nonlinear interdependence metric \textit{NID} to the parameters of its calculation algorithm, as well as to the type and degree of randomization between the two analyzed series, surrogate data obtained by computer simulations were used. We generated sample sequences of normally distributed random series with short-term and long-term autocorrelations. Short-term correlations were obtained using a first-order autoregressive filter $x_{i+1} = ax_i + \xi_f$, where $a = \exp(-1/\tau_c)$, $\xi_f$ are the white noise samples, $\tau_c$ is the desired correlation time. Series exhibiting long-term correlations we simulated using a filter with the absolute value of the transfer function which was specified by the expression $B(f) = \sigma^2 f^{-\gamma} (1 - \gamma)^2$, where $\gamma = 2 - 2H$, $H$ is desired value of the Hurst exponent.

Observational samples for our study included the sea surface remote sensing data represented by the reflected backscatter signal intensities from the sea surface for various types of sea waves. Consecutive observations of the sea surface with 60 m spatial displacement outside of the surf line perpendicular to the coastline have been carried out at 0.833 ms time intervals using a recently developed experimental setup [11].

3. Analysis methods
\textit{Calculation of the nonlinear interdependence metric NID.} The nonlinear interdependence metric proposed in [10] is based on the analysis of a nonlinear dynamical system trajectories in the phase space producing the attractors represented by the studied series $x(t)$ and $y(t)$. A complete study of the attractor is possible only with the knowledge of the nonlinear differential equations that determine the dynamical system. The degree of the equation determines the dimension of the phase space in which the attractor is represented, i.e., the embedding dimension $d$. In practice, these differential equations are typically unknown, and only a single observation of each data series is available for the analysis. Therefore, to construct an attractor in $d$-dimensional space, redistribution of the samples of the series $x(t)$ and $y(t)$ is carried out according to the equations

\begin{align*}
  x(t) &= \{x(t - (d - 1)\tau), \ldots, x(t - \tau), x(t)\}, \\
  y(t) &= \{y(t - (d - 1)\tau), \ldots, y(t - \tau), y(t)\}.
\end{align*}

Thus, at each single time step, $d$-dimensional vector samples are formed from each series. As a result, each of the two analyzed data series is finally represented by a set of $N d$-dimensional points, i.e., by a trajectory in a $d$-dimensional phase space.

Next, the first point on the attractor corresponding to the first series is selected, and the Euclidean distances from this point to all other $d$-dimensional points are considered. Then $K$ nearest neighboring points on the attractor are selected for this point, and the average distance from a given point to $K$ of its nearest neighbors $R_x(t)$ is calculated.

The first point is also selected on the second attractor. The number of its nearest (in terms of Euclidean distance) neighboring points is calculated. After that, the average distance from the selected point on the first attractor to $K$ neighboring points $R_y(t)$ is determined. Averaging the ratio of the obtained distances over all points of the first series attractor, non-symmetric statistic $R(x/y)$ is obtained. Next the above steps are repeated for the second series. As a result, the symmetric \textit{NID} coefficient quantifying the degree of nonlinear interactions between the two series is calculated as
\[ NID = (R(x/y) + R(y/x)) / 2. \]

**Analysis of the NID metric statistical characteristics.** The statistical characteristics of the nonlinear interdependence metric NID were studied using surrogate data with short-term and long-term correlation. In order to introduce controlled randomization between the series, the following actions were performed. For every surrogate series \( x(t) \), we first obtained a copy. We implemented both phase randomization as well as additive and multiplicative amplitude randomization with either normal or uniform distribution. Phase randomization was introduced following the approach described in detail in [12]. With respect to the series \( x(t) \) with autocorrelation properties specified as described above, represented by the sequence of samples \( x(t_i), i = 1, 2, ..., N \) the spectral density was determined using the discrete Fourier transform

\[
X(\omega) = F(x(t)) = \sum_{i=1}^{N} x(t_i) \exp(-j\omega t_i) = A(\omega) \exp(\Phi(\omega)),
\]

where \( A(\omega) \) is the amplitude spectrum, and \( \Phi(\omega) \) is the phase spectrum. Phase randomization was carried out by the addition of an independent random variable uniformly distributed in the range \([-\varphi, \varphi]\) to the phase value at each frequency. The second series \( y(t) \) was obtained using the inverse Fourier transform of the spectral density \( X(\omega) \). It exhibits the same amplitude spectrum as the initial series \( x(t) \), while the phase spectrum deviates from the initial one according to the desired randomization level. To obtain dependence on the randomization level, next similar procedures have been repeated for different \( \varphi \) values from nearly zero to \([-\pi, \pi]\].

The additive amplitude randomization was carried out by adding to the samples of the initial series \( x(t) \) the independent random values with either uniform distribution in the interval of \([-A, A]\) or with normal distribution with zero mean value. For a relevant comparison, the standard deviation of the uniform noise and the normally distributed noise were set equal. Therefore, the standard deviation of the normally distributed noise was equal to \( 2A/\sqrt{12} \).

The multiplicative amplitude randomization, at first sight, should have been formed by multiplying the samples of the series copy by random samples \( n(t_i) \)

\[
y(t_i) = x(t_i) \cdot n(t_i),
\]

where \( n(t_i) \) is a sequence of independent random uniformly or normally distributed values. However, with this approach, in the absence of randomization the second series would be zero, while it would have to coincide with the first series. Therefore, when simulating a series with given amplitude multiplicative randomization, the following expression was used

\[
y(t) = x(t) \cdot (1 + n(t)).
\]

In the latter scenario, at zero randomization level the two series \( x(t) \) and \( y(t) \) are identical. With increasing the intensity of the noise level \( A \), the degree of randomization between the series also increases. For each type of the noise and each value of \( \varphi \) in the case of phase randomization or \( A \) in the case of amplitude randomization, 1000 independent random generator runs have been performed. In each modeling procedure, the noise intensity increased until the values of the estimated coefficients characterizing the mutual dynamics of the series stabilized. After that, the coefficients of the mutual behavior of the series were determined and their statistical characteristics, such as medians and quartiles, have been evaluated.

**4. Results**

The method for the nonlinear interdependence metric NID estimation described above has two free parameters, including the embedding dimension \( d \), and the number of nearest neighboring attractor points \( K \), that can significantly affect the resulting estimates. Figure 1 illustrates the influence of the algorithm parameters on the coefficient of the nonlinear interaction NID estimates. As an example, the results obtained during phase randomization between test series with short-term autocorrelations characterized by 3s correlation time. In this figure, the horizontal axis represents the phase
randomization levels $\varphi$ (in radians), while the vertical axis indicates the corresponding $NID$ metric values. The medians of the $NID$ coefficients in the graphs are depicted by different markers and connected by full lines. The error bars indicate the interquartile ranges.

**Figure 1.** (a) Influence of the number of nearest neighboring points $K$ on the $NID$ metric estimates, (b) Influence of the embedding dimension $d$ on the $NID$ metric estimates.

Figure 1 indicates that the sensitivity of the nonlinear $NID$ metric to the phase randomization between the series increases with decreasing the embedding dimension $d$, as well as with decreasing the number $K$ of nearest neighboring points of the attractor. Similar results were obtained for series with other correlation properties and other types of randomization between test series.

Our results also indicate that, while maintaining the sensitivity of the method, a substantial increase in the embedding dimension $d$ and in the number of nearest neighboring points $K$ seems impractical. If large data arrays are available for the analysis, in order to increase the accuracy of the obtained estimates of the nonlinear interaction metric, it is reasonable to calculate $NIS$ in (non-overlapping) gliding windows of certain size with subsequent averaging of the estimates. Figure 2 shows the statistical characteristics of the $NID$ metric for various sizes of the gliding window. Figure 2 illustrates the behavior of the analyzed metric for the embedding dimension $d = 5$ and for the number of nearest neighboring points $K = 10$ while the right panels show this behavior for $K = 20$. Like in figure 1, the obtained results correspond to the case of phase randomization between test series with a short-term correlation and a correlation time of 3 seconds.

Figure 2 indicates that the sensitivity of the studied metric of nonlinear interdependence to the level of randomization between the series increases with increasing the size of the gliding window. At the same time, when the window size increases from 500 to 1000 samples, the rate of the $NID$ metric decay increases significantly, while further increase of the window size to 1500 and 2000 samples, respectively, results in smaller decay of the $NID$ coefficient. Based on the obtained dependencies, when studying the statistical characteristics of the $NID$ metric on the surrogate data, the algorithm parameters were fixed at $d = 4$, $K = 10$, and the size of the analysis window was set at 2000 samples.
Figure 2. Statistical characteristics of the NID coefficient for various sizes of the gliding window.

Figure 3 illustrates the behavior of the statistical characteristics of the NID metric depending on the phase randomization level. The graphs in the left panel of figure 3 correspond to the surrogate data with short-term correlations characterized by various correlation times. The graphs in the right panel of figure 3 were obtained for the surrogate data with long-term correlation characterized by different Hurst exponents.

Figure 3. Statistical characteristics of the NID coefficient depending on the phase randomization level.

Figure 3 indicates that the obtained estimates of the NID metric are characterized by small variations even at maximum randomization level. Moreover, the sensitivity of the metric to the randomization level increases with the increase of the correlation time for short-term correlated data, and with the increase of the Hurst exponent for long-term correlated data, respectively. It can be also noted that the sensitivity
of the metric to the phase randomization for short-term correlated data series is higher than for the long-term correlated series.

Figures 4 and 5 indicate how the statistical characteristics of the NID coefficient alternate with additive amplitude randomization between test series, respectively, with either uniform or normal distribution. Like in figure 3, left panels correspond to surrogate data with short-term correlations, while right panels correspond to long-term correlations.

**Figure 4.** Statistical characteristics of the NID coefficient affected by additive uniform noise.

**Figure 5.** Statistical characteristics of the NID coefficient affected by additive Gaussian noise.

Similarly, figures 6 and 7 indicate similar results for multiplicative amplitude randomization.
To summarize, the considered nonlinear interdependence metric exhibits pronounced sensitivity to all considered randomization scenarios between the analyzed series. With increasing randomization level, the NID coefficient decreases nonlinearly from one to a certain value. The variability of the obtained estimates is extremely small; for amplitude noise, it is less than for phase randomization.

The coefficient NID showed greatest sensitivity to additive Gaussian noise. The sensitivity of the NID metric to multiplicative noise increases with increased persistence of the data, indicated either by its correlation time or by its Hurst exponent, respectively. In the case of additive noise, the sensitivity of the method increases with the increase of the persistence of the data series, indicated either by the Hurst exponent for long-term correlated, or by the correlation time for the short-term correlated data series.

For observational data analysis, selection of adequate NID metric calculation algorithm parameters has to be reconsidered, based on the available sample sizes and the range of values obtained. The choice of the algorithm parameters is largely guided by the range of the resulting estimates to avoid saturation near the limiting values 0 or 1.
In this study, we focused on the sea surface backscatter signal intensities obtained during remote sensing in a coastal area. The detailed data description and conventional analysis are presented in [11]. Briefly, the conventional approach is based on the characterization of the sea surface conditions based on the two-dimensional spectrum of the radio waves backscatter intensity obtained as

\[ S(\omega, \theta) = S(\omega)Q(\omega, \theta), \]

where \( S(\omega, \theta) \) is the one-dimensional wave spectrum, indicating the frequency distribution of the sea wave energy, \( Q(\omega, \theta) \) is the angular (azimuth) energy distribution, \( \theta \) is the azimuth angle, and \( \omega \) is the angular frequency of the sea waves. Surface waves induced by the wind are usually described by the so-called fully developed wave spectrum [13].

Figure 8 illustrates the results of the nonlinear interdependence metric \( NID \) applied to the analysis of the mutual dynamics of 1024 consecutive backscatter sea surface signals.

**Figure 8.** \( NID \) coefficient matrices for all backscatter signal pairs for beginning (a), developing (b) and fully developed (c) sea waves.

Figure 8 shows the matrices containing the nonlinear coefficients \( NID \) for all pairs of consecutive signals for the initial (a), developing (b), and fully developed (c) sea waves. The main diagonal of the matrices, by definition, is filled by ones.

Of note, figure 8 also indicates the appearance of characteristic clusters during wave formation, which are most pronounced for the fully developed sea waves.
5. Conclusion
Potential application of the considered nonlinear interdependence metric to the observational data series characterizing various natural phenomena and/or technological processes in order to reveal complementary information on their mutual dynamics could be beneficial for a more detailed overview of the phenomenon or process under study. The nonlinear interdependence metric considered in our work, as shown by both computer simulations and test data analysis, is characterized by reasonable sensitivity, being capable of reflecting changes in both auto- and cross-correlation properties as well as reaction to either phase- or amplitude randomization levels. We believe that using additional characteristics of the mutual dynamics obtained from remote measurements of the sea surface could provide researchers with additional information useful in describing and modeling of the sea wave dynamics.

Finally, we believe that the studied NID metric could be applicable for the additional quantification of the nonlinear mutual dynamics in other complex systems exhibiting similar correlation patterns such as biomolecular structures [14, 15], river runoff [16, 17] or telecommunication traffic [18–20].
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