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Abstract

The adaptive perturbation chooses a non-standard decomposition. The Hamiltonian becomes a sum of solvable and perturbation parts. We calculate the spectrum using the adaptive perturbation method at the leading-order to compare to numerical solutions. The maximum deviation is around 5\% for different coupling regions. A perturbation study relies on whether a choice of leading-order is suitable. Our result with different parameters should show that the adaptive perturbation method provides appropriate saddle points to all coupling regions. In the end, we show that the perturbation parameters should not be a coupling constant.
1 Introduction

The spectrum of black-body radiation does not have a precise match from classical physics. The phenomenon cannot have an interpretation without knowing about quantized energy. This observation first introduced a discrete energy level in a physical system and established quantum mechanics for the atomic scale.

Because the spectrum is only solvable in a few systems, people use a perturbation method to study quantum physics in a weakly interacting system. We begin with a solvable non-interacting theory and study the effect of interaction perturbatively. This procedure is standard. We can label quantum states of oscillator systems without any interaction by particle numbers (Fock state). Since the coupling is weak, one can do an expansion by the Fock state. The perturbation method is systematic, but it is hard to apply to a strongly coupled system [1, 2, 3]. Even for a weak coupling expansion in 0-dimensional $\lambda x^4$ theory, the series is only asymptotically convergent. To obtain complete information about a physical system, improving the perturbation method is necessary.

People considered a different unperturbed Hamiltonian to obtain a convergent result [4, 5]. The adaptive perturbation method also considered a non-conventional unperturbed Hamiltonian [6, 7]. The total Hamiltonian is the sum of solvable and perturbation parts [6, 7]. The diagonal elements of a Fock space are the unperturbed part. The elements include an interacting sector at the leading order. One also introduced a variable without changing the canonical relation [6, 7]. We determine this variable by the minimized expectation value of the energy with a Fock state [6, 7]. The solvable part is different from the non-interacting sector in general. The above is the main trick of this method. The central question that we would like to address in this letter is the following: How well studied for the adaptive perturbation method? To answer this question, we analyze the saddle points from different parameters [8].

In this letter, we study a model from an exact solution of the solvable part. We then analyze the deviation of the spectrum between the solvable part and the numerical solution for different parameters. Our result provides a quantitative study by comparing the analytical solutions to numerical solutions for all coupling regions. We then show that the perturbation parameter should not be a coupling constant. Our perturbation study of the spectrum is also fully analytical in all coupling regions. The system cannot
have such an analytical study before.

2 Adaptive Perturbation Method in Quantum Mechanics

We first demonstrate how to determine the leading-order term from the Hamiltonian (corresponds to \( \omega^2 = 0 \), where \( \omega \) is the frequency)

\[
H_1 = \frac{p^2}{2} + \lambda_1 \frac{x^4}{6} + \lambda_2 \frac{x^6}{120},
\]

(1)

where \( p \) and \( x \) are the momentum and position operators, and \( \lambda_1 \) and \( \lambda_2 \) are the coupling constants. The \( p \) and \( x \) satisfy the usual commutation relation \([p, x] = -i\). Now we introduce the \( A^\dagger_\gamma \) and \( A_\gamma \) as that [6, 7]:

\[
x = (A^\dagger_\gamma + A_\gamma)/\sqrt{2}\gamma \quad \text{and} \quad p = i\sqrt{\gamma}/2(A^\dagger_\gamma - A_\gamma).
\]

The commutation relation between \( A_\gamma \) and \( A^\dagger_\gamma \) is \([A_\gamma, A^\dagger_\gamma] = 1\). The additional variable \( \gamma \) does not modify the commutation relation. The operators acting on a quantum state gives that [6, 7]: \( N_\gamma |n_\gamma\rangle = n |n_\gamma\rangle \) and \( A_\gamma |0_\gamma\rangle = 0 \), where \( N_\gamma \equiv A^\dagger_\gamma A_\gamma \).

We decompose the Hamiltonian to a solvable part and a perturbation part [6, 7]. The diagonal elements of a Fock space are the solvable part [6, 7]. In other words, the solvable part of the Hamiltonian \( H_0(\gamma) \) can be written in terms of the \( N_\gamma \)

\[
\begin{align*}
H_0(\gamma) &= \frac{\gamma}{4} (2N_\gamma + 1) + \frac{\lambda_1}{4\gamma^2} \left( N_\gamma^2 + N_\gamma + \frac{1}{2} \right) \\
&\quad + \frac{\lambda_2}{4\gamma^3} \left( \frac{1}{12} N_\gamma^3 + \frac{29}{240} N_\gamma^2 + \frac{1}{6} N_\gamma + \frac{1}{16} \right).
\end{align*}
\]

(2)
The expectation value of the energy is:

\[ E_n(\gamma) = \langle n\gamma | H_1(\gamma) | n\gamma \rangle = \langle n\gamma | H_0(\gamma) | n\gamma \rangle = \frac{\gamma}{4}(2n + 1) + \frac{\lambda_1}{4\gamma^2} \left( n^2 + n + \frac{1}{2} \right) + \frac{\lambda_2}{4\gamma^3} \left( \frac{1}{12}n^3 + \frac{29}{240}n^2 + \frac{1}{6}n + \frac{1}{16} \right). \] 

(3)

We still have an undetermined variable \( \gamma \). To fix this variable, we choose the minimized expectation value of the energy to determine the value \([6, 7]\). The minimized energy occurs when \( \gamma > 0 \) satisfies that

\[ \gamma^4 - 2\lambda_1 \frac{n^2 + n + \frac{1}{2}}{2n + 1} - 3\lambda_2 \frac{\frac{1}{12}n^3 + \frac{29}{240}n^2 + \frac{1}{6}n + \frac{1}{16}}{2n + 1} = 0. \] 

(4)

We then choose the minimized expectation value of the energy as the unperturbed spectrum. Because the form of the exact solution is ugly, we do not write it in this letter.

We use the naive discretization for the kinematic term

\[ p^2\psi \rightarrow -\frac{\psi_{j+1} - 2\psi_j + \psi_{j-1}}{a^2}. \] 

(5)

The \( \psi_j \) is the eigenfunction for the lattice theory, and \( a \) is the lattice spacing. We label the lattice index by \( j = 1, 2, \cdots, n_l \), where \( n_l \) is the number of lattice points. In the numerical solution, we choose the lattice size and the number of lattice points:

\[ L = 8 \equiv \frac{n_la}{2}; \quad n_l = 1024. \] 

(6)

We first turn off the \( \lambda_2 \). We then observe that the \( E_n(\gamma)_{\min} \) deviates the numerical result within 1% when \( n > 1 \) and \( \lambda_1 = 16 \) in Table [1]. For \( n \leq 2 \), the maximum deviation is around 2%. Hence the adaptive perturbation method at the leading-order
already shows a quantitative result in the strongly coupled region. We also observe a similar deviation for $\lambda_1 = 0.25$ in Table 2. Therefore, the adaptive perturbation method should be suitable for all coupling regions without any scarifying. We then turn on the $\lambda_2$ and in Tables 3 and 4. The behavior of deviations is also similar (the maximum deviation is around 5%). For a high quantum number, it becomes harder to obtain an accurate result from a numerical study. Hence this result shows that the adaptive perturbation method is quite helpful for such a region. We define the deviation as \[
\left(100 \times \left|\frac{(\text{Numerical Solution}) - E_n(\gamma)_{\text{min}}}{\text{Numerical Solution}}\right|\right) \%
\] in all Tables.

| $n$ | $E_n(\gamma)_{\text{min}}$ | Numerical Solution | Deviation |
|-----|----------------|-------------------|-----------|
| 0   | 0.944          | 0.926             | 1.943%    |
| 1   | 3.361          | 3.319             | 1.265%    |
| 2   | 6.496          | 6.512             | 0.245%    |
| 3   | 10.11          | 10.17             | 0.589%    |
| 4   | 14.098         | 14.201            | 0.725%    |
| 5   | 18.398         | 18.545            | 0.792%    |
| 6   | 22.97          | 23.162            | 0.828%    |
| 7   | 27.785         | 28.022            | 0.845%    |

Table 1: The comparison between the $E_n(\gamma)_{\text{min}}$ and the numerical solutions for the $\lambda_1 = 16$, $\lambda_2 = 0$, and $\omega^2 = 0$.

### 3 Mass Term

Now we introduce a mass term to investigate the deviations. For a non-vanishing mass term, the small quantum number and coupling constant case should close to the harmonic oscillator. Therefore, we expect that the non-vanishing mass term can play a suitable infrared cut-off. The Hamiltonian becomes

\[
H_2 = \frac{p^2}{2} + \omega^2 \frac{x^2}{2} + \lambda_1 \frac{x^4}{6} + \lambda_2 \frac{x^6}{120}.
\]
The expectation value of the energy is
\[ E_n(\gamma) = \gamma \frac{(2n + 1)}{4} + \frac{\omega^2}{4\gamma}(2n + 1) + \frac{\lambda_1}{4\gamma^2} \left( n^2 + n + \frac{1}{2} \right) + \frac{\lambda_2}{4\gamma^3} \left( \frac{1}{12} n^3 + \frac{29}{240} n^2 + \frac{1}{6} n + \frac{1}{16} \right). \] (8)
The minimized expectation value of the energy occurs when the $\gamma > 0$ satisfies that

$$\gamma^4 - \omega^2 \gamma^2 - \frac{\lambda_1 2n^2 + 2n + 1}{2n + 1} \gamma$$

$$- \frac{\lambda_2 20n^3 + 29n^2 + 40n + 15}{80 \frac{2n + 1}{2n + 1}} = 0,$$

(9)

We first turn off the $\lambda_2$. Table 5 exhibits a quantitative comparison (the maximum deviation is around 1.5%). We also observed similar behavior (the maximum deviation is about 3%) by turning on the $\lambda_2$ in Table 6. From the above Tables, we observe that introducing the mass term does not lose a quantitative study. In the above Tables, we choose $\omega = 1$.

Now we switch the sign of the mass term. The appearance of an inverted mass term ($\omega^2 < 0$) provides the degenerate vacuum state. In Quantum Field Theory, this case corresponds to spontaneous symmetry breaking (SSB). Without an interacting term, an inverted oscillator does not have a bound state. Therefore, the SSB is necessary when people obtain a perturbation or an observed result. Hence the study of this case is unavoidable. We show the result of $\omega^2 = -1$ in Table 7. The maximum deviation is around 5% for the strong coupling. Hence we conclude that adaptive perturbation method can be applied to the inverted anharmonic oscillator. The result is helpful before an implementation to Quantum Field Theory. In the end, we compare the

| $n$ | $E_n(\gamma)_{\text{min}}$ | Numerical Solution | Deviation |
|-----|--------------------------|--------------------|-----------|
| 0   | 0.343                    | 0.326              | 5.214%    |
| 1   | 1.258                    | 1.218              | 3.284%    |
| 2   | 2.512                    | 2.507              | 0.199%    |
| 3   | 4.039                    | 4.079              | 0.98%     |
| 4   | 5.795                    | 5.884              | 1.512%    |
| 5   | 7.753                    | 7.894              | 1.786%    |
| 6   | 9.892                    | 10.089             | 1.952%    |
| 7   | 12.197                   | 12.454             | 2.063%    |

Table 4: The comparison between the $E_n(\gamma)_{\text{min}}$ and the numerical solutions for the $\lambda_1 = 0.25$, $\lambda_2 = 4$, and $\omega^2 = 0$. 
Table 5: The comparison between the $E_n(\gamma)_{\min}$ and the numerical solutions for the $\lambda_1 = 16$, $\lambda_2 = 0$, and $\omega^2 = 1$.

| $n$ | $E_n(\gamma)_{\min}$ | Numerical Solution | Deviation |
|-----|----------------------|--------------------|-----------|
| 0   | 1.041                | 1.026              | 1.461%    |
| 1   | 3.607                | 3.571              | 1.008%    |
| 2   | 6.852                | 6.863              | 0.16%     |
| 3   | 10.56                | 10.611             | 0.48%     |
| 4   | 14.631               | 14.723             | 0.624%    |
| 5   | 19.009               | 19.143             | 0.699%    |
| 6   | 23.655               | 23.83              | 0.734%    |
| 7   | 28.539               | 28.7581            | 0.761%    |

Table 6: The comparison between the $E_n(\gamma)_{\min}$ and the numerical solutions for the $\lambda_1 = 16$, $\lambda_2 = 256$, and $\omega^2 = 1$.

| $n$ | $E_n(\gamma)_{\min}$ | Numerical Solution | Deviation |
|-----|----------------------|--------------------|-----------|
| 0   | 1.195                | 1.159              | 3.106%    |
| 1   | 4.242                | 4.154              | 2.118%    |
| 2   | 8.266                | 8.26               | 0.072%    |
| 3   | 13.059               | 13.157             | 0.744%    |
| 4   | 18.498               | 18.712             | 1.143%    |
| 5   | 24.503               | 24.844             | 1.372%    |
| 6   | 31.019               | 31.496             | 1.514%    |
| 7   | 38.005               | 38.625             | 1.605%    |

result of adaptive perturbation to the numerical solution for different $\omega^2$ in Fig. 1. We observe that the difference of perturbation and numerical solutions does not have a clear dependence on $\omega^2$. When one considers $\omega^2 \leq 0$, using the conventional method will show non-physical results. The adaptive perturbation method still gives quantitative and physical results.
| n | $E_n(\gamma)_{\text{min}}$ | Numerical Solution | Deviation  |
|---|----------------|------------------|-----------|
| 0 | 1.036          | 0.987            | 4.964%    |
| 1 | 3.849          | 3.739            | 2.941%    |
| 2 | 7.716          | 7.716            | 0%        |
| 3 | 12.385         | 12.502           | 0.935%    |
| 4 | 17.717         | 17.961           | 1.358%    |
| 5 | 23.628         | 24.006           | 1.574%    |
| 6 | 30.058         | 30.578           | 1.7%      |
| 7 | 36.965         | 37.634           | 1.777%    |

Table 7: The comparison between the $E_n(\gamma)_{\text{min}}$ and the numerical solutions for the $\lambda_1 = 16$, $\lambda_2 = 256$, and $\omega^2 = -1$.

4 Time-Independent Perturbation

We study the time-independent perturbation of the $H_1$ with $\lambda_2 = 0$ [6, 7]. The result implies that a coupling constant is not a perturbation parameter. The eigenenergy calculated by the time-independent perturbation is

$$E_n = E_n^{(0)} + \langle n^{(0)} | V | n^{(0)} \rangle + \sum_{k \neq n} \frac{|\langle k^{(0)} | V | n^{(0)} \rangle|^2}{E_n^{(0)} - E_{k,n}^{(0)}} + \cdots,$$

(10)
The $E_n^0$ is the $n$-th unperturbed eigenenergy. The $|n^{(0)}\rangle$ is the $n$-th unperturbed eigenstate. The $V$ is a perturbation as that $H_1 \equiv H_0 + V$, and the $E_n^{(0)}$ is $E_n(\gamma)_{\text{min}}$. The $E_{k,n}$ is the $k$-th unperturbed eigenenergy with the $n$-th $\gamma$. We then show that each term is at the same order of the coupling constant $\lambda_1^{1/3}$. This proof is not a bad result and gives consistency to the spectrum because we can apply the transformations, $x \rightarrow x/\lambda_1^{1/6}$ and $p \rightarrow \lambda_1^{1/6} p$, to show that $H_1 \propto \lambda_1^{1/3}$. In the end, we also find that $|\langle k^{(0)}|V|n^{(0)}\rangle|^2$ contributes $n^2$ and $E_n^{(0)} - E_{k,n}^{(0)}$ also contributes so when a quantum number is large enough. Hence no divergence comes from a summation of the quantum numbers. Indeed, it is also due to using $E_n(\gamma)_{\text{min}}$ because it includes information about the coupling constant. Hence it is why the saddle-point can show a quantitative result.

5 Outlook

We analyzed the deviation between $E_n(\gamma)_{\text{min}}$ and a numerical solution from different parameters. Because $E_n(\gamma)_{\text{min}}$ is the leading-order result [6, 7], how the perturbation works well relies on a suitable choice of a saddle-point. We also showed that the perturbation parameter is not a coupling constant from the explicit Hamiltonian $H_1$ with the $\lambda_2 = 0$. Our perturbation study is analytical in all coupling regions. It is non-trivial because various perturbation studies lose a fully analytical way in a strongly coupled region. Here we only demonstrated the leading-order result. However, the leading order already implies that all perturbation terms should also have an exact solution.

One non-trivial application of quantum mechanics is to observe whether a spectrum can have a universal rule when a phase transition occurs. This application can teach us how to probe the problems of critical points in Quantum Chromodynamics (QCD). The QCD does not have an exact solution to the above problem because it is a non-integrable model. One suitable and practical way is to use a suitable saddle-point to do a perturbation without doing a very high-order calculation for obtaining physical information. We show that the adaptive perturbation method gives such a study to Quantum Mechanics. The perturbation problem and theoretical formulation in harmonic oscillator should be similar to scalar field theory. Extending our study to scalar fields should be the first step for studying QCD in a strongly coupled region.
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