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Abstract

Motivated by relations with a symplectic invariant known as the “cylindrical symplectic capacity”, in this note we study the expectation of the area of a minimal projection to a complex line for a randomly rotated cube.

1 Introduction and Result

Consider the complex vector space $\mathbb{C}^n$ with coordinates $z = (z_1, \ldots, z_n)$, and equipped with its standard Hermitian structure $\langle z, w \rangle_{\mathbb{C}} = \sum_{j=1}^{n} z_j \overline{w_j}$. By writing $z_j = x_j + iy_j$, we can look at $\mathbb{C}^n$ as a real $2n$-dimensional vector space $\mathbb{C}^n \cong \mathbb{R}^{2n} = \mathbb{R}^n \oplus \mathbb{R}^n$ equipped with the usual complex structure $J$, i.e., $J$ is the linear map $J : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ given by $J(x_j, y_j) = (-y_j, x_j)$. Moreover, note that the real part of the Hermitian inner product $\langle \cdot, \cdot \rangle_{\mathbb{C}}$ is just the standard inner product on $\mathbb{R}^{2n}$, and the imaginary part is the standard symplectic structure on $\mathbb{R}^{2n}$. As usual, we denote the orthogonal and symplectic groups associated with these two structures by $O(2n)$ and $Sp(2n)$, respectively. It is well known that $O(2n) \cap Sp(2n) = U(n)$, where the unitary group $U(n)$ is the subgroup of $GL(n, \mathbb{C})$ that preserves the above Hermitian inner product.

Symplectic capacities on $\mathbb{R}^{2n}$ are numerical invariants which associate with every open set $U \subseteq \mathbb{R}^{2n}$ a number $c(U) \in [0, \infty]$. This number, roughly speaking, measures the symplectic size of the set $U$ (see e.g. [3], for a survey on symplectic capacities). We refer the reader to the appendix of this paper for more information regarding symplectic capacities, and their role as an incentive for the current paper. Recently, the authors observed (see Theorem 1.8 in [8]) that for symmetric convex domains in $\mathbb{R}^{2n}$, a certain symplectic capacity $\overline{c}$, which is the largest possible normalized symplectic capacity and is known as the “cylindrical capacity”, is asymptotically equivalent to its linearized version given by

$$\overline{c}_{Sp(2n)}(U) = \inf_{S \in Sp(2n)} \text{Area}(\pi(S(U))). \tag{1}$$

Here, $\pi$ is the orthogonal projection to the complex line $E = \{ z \in \mathbb{C}^n \mid z_j = 0 \text{ for } j \neq 1 \}$, and the infimum is taken over all $S$ in the affine symplectic group $Isp(2n) = Sp(2n) \rtimes T(2n)$, which is the semi-direct product of the linear symplectic group and the group of translations in $\mathbb{R}^{2n}$. We remark that in what follows we consider only centrally symmetric convex bodies in $\mathbb{R}^{2n}$, and hence one can take $S$ in (1) to be a genuine symplectic matrix (i.e., $S \in Sp(2n)$).
An interesting natural variation of the quantity \( \tau_{\text{sp}(2n)} \), which serves as an upper bound to it and is of independent interest, is obtained by restricting the infimum on the right-hand side of (1) to the unitary group \( U(n) \) (see the Appendix for more details). More precisely, let \( L \subset \mathbb{R}^{2n} \) be a complex line, i.e., \( L = \text{span}(v, Jv) \) for some non-zero vector \( v \in \mathbb{R}^{2n} \), and denote by \( \pi_L \) the orthogonal projection to the subspace \( L \). For a symmetric convex body \( K \subset \mathbb{R}^{2n} \), the quantity of interest is

\[
\tau_{U(n)}(K) := \inf_{L \subset \mathbb{R}^{2n}} \text{Area}(\pi(U(K))) = \inf \left\{ \text{Area}(\pi_L(K)) \mid L \subset \mathbb{R}^{2n} \text{ is a complex line} \right\}. \tag{2}
\]

In this note we focus on understanding \( \tau_{U(n)}(OQ) \), where \( O \in O(2n) \) is a random orthogonal transformation, and \( Q = [-1,1]^{2n} \subseteq \mathbb{R}^{2n} \) is the standard cube. We remark that in [8] it was shown that, in contrast with projections to arbitrary two-dimensional subspaces of \( \mathbb{R}^{2n} \), there exist an orthogonal transformation \( O \in O(2n) \) such that for every complex line \( L \subset \mathbb{R}^{2n} \) one has that \( \text{Area}(\pi_L(OQ)) \geq \sqrt{n/2} \). Here we study the expectation of \( \tau_{U(n)}(OQ) \) with respect to the Haar measure on the orthogonal group \( O(2n) \).

The main result of this note is the following:

**Theorem 1.1.** There exist universal constants \( C, c_1, c_2 > 0 \) such that

\[
\mu \left\{ O \in O(2n) \mid \exists \text{ a complex line } L \subset \mathbb{R}^{2n} \text{ with } \text{diam}(\pi_L(OQ)) \leq c_1 \sqrt{n} \right\} \leq C \exp(-c_2 n),
\]

where \( \mu \) is the unique normalized Haar measure on \( O(2n) \).

Note that for any rotation \( U \in O(2n) \), the image \( UQ \) contains the Euclidean unit ball and hence for every complex line \( L \) one has \( \text{Area}(\pi_L(UQ)) \geq \text{diam}(\pi_L(UQ)) \). An immediate corollary from this observation, Theorem 1.1 and the easily verified fact that for every \( O \in O(2n) \), the complex line \( L' := \text{Span}(v, Jv) \), where \( v \) is the direction where the minimal-width of \( OQ \) is obtained, satisfies \( \text{Area}(\pi_{L'}(OQ)) \leq 4\sqrt{2n} \), is that

**Corollary 1.2.** With the above notations one has

\[
\mathbb{E}_\mu \left( \tau_{U(n)}(OQ) \right) \asymp \sqrt{n}, \tag{3}
\]

where \( \mathbb{E}_\mu \) stands for the expectation with respect to the Haar measure \( \mu \) on \( O(2n) \), and the symbol \( \asymp \) means equality up to universal multiplicative constants.

**Remark 1.3.** We will see below that for every \( O \in O(2n) \), the quantity \( \tau_{U(n)}(OQ) \) is bounded from below by the diameter of the section of the \( 4n \)-dimensional octahedron \( B_1^{4n} \) by the subspace

\[
L_O = \{(x, y) \in \mathbb{R}^{2n} \oplus \mathbb{R}^{2n} \mid y = O^*Jox\}. \tag{4}
\]

This reduces the above problem of estimating \( \mathbb{E}_\mu \left( \tau_{U(n)}(OQ) \right) \) to estimating the diameter of a random section of the octahedron \( B_1^{4n} \) with respect to a probability measure \( \nu \) on the real Grassmannian \( G(4n, 2n) \) induced by the map \( O \mapsto L_O \) from the Haar measure \( \mu \) on \( O(2n) \). By duality, the diameter of a section of the octahedron by a linear subspace is equal to the deviation of the Euclidean ball from the orthogonal subspace with respect the
It turns out that random sections of the octahedron also \([2,5–7,15,19]\), as well as Chapters 5 of \([20]\) and Chapters 5 and 7 of \([1]\) for more details. Milman \([4]\); Szarek \([22]\), and many others with connection with Dvoretzky’s theorem (see and more general convex bodies, was studied by Milman \([14]\); Figiel, Lindenstrauss and Milman \([1]\]; Figiel, Lindenstrauss, and many others with connection with Dvoretzky’s theorem (see also \([2,5,7,15,19]\), as well as Chapters 5 of \([20]\) and Chapters 5 and 7 of \([1]\) for more details). It turns out that random sections of the octahedron \(B_1^n\), with respect to the measure \(\nu\) on the real Grassmannian \(G(4n,2n)\) mentioned above, also have almost optimal diameter. To prove this we use techniques which are now standard in the field. For completeness, all details will be given in Sections \([2,3]\) below.

Notations: The letters \(C, c, c_1, c_2, \ldots\) denote positive universal constants that take different values from one line to another. Whenever we write \(\alpha \asymp \beta\), we mean that there exist universal constants \(c_1, c_2 > 0\) such that \(c_1 \alpha \leq \beta \leq c_2 \alpha\). For a finite set \(V\), denote by \(\#V\) the number of elements in \(V\). For \(a \in \mathbb{R}\) let \([a]\) be its integer part. The standard Euclidean inner product and norm on \(\mathbb{R}^n\) will be denoted by \(\langle \cdot, \cdot \rangle\), and \(|\cdot|\), respectively. The diameter of a subset \(V \subset \mathbb{R}^n\) is denoted by \(\text{diam}(V) = \sup\{|x-y| : x,y \in V\}\).

For \(1 \leq p \leq \infty\), we denote by \(l_p^n\) the space \(\mathbb{R}^n\) equipped with the norm \(\|\cdot\|_p\) given by \(\|x\|_p = (\sum_{j=1}^n |x_j|^p)^{1/p}\) (where \(\|x\|_\infty = \max\{|x_i| : i = 1, \ldots, n\}\)), and the unit ball of the space \(l_p^n\) is denoted by \(B_p^n = \{x \in \mathbb{R}^n : \|x\|_p \leq 1\}\). We denote by \(S^n\) the unit sphere in \(\mathbb{R}^{n+1}\), i.e., \(S^n = \{x \in \mathbb{R}^{n+1} : |x|^2 = 1\}\), and by \(\sigma_n\) the standard measure on \(S^n\). Finally, for a measure space \((X, \mu)\) and a measurable function \(\varphi : X \to \mathbb{R}\) we denote by \(\mathbb{E}_\mu \varphi\) the expectation of \(\varphi\) with respect to the measure \(\mu\).
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2 Preliminaries

Here we recall some basic notations and results required for the proof of Theorem \([13]\).

Let \(V\) be a subset of a metric space \((X, \rho)\), and let \(\varepsilon > 0\). A set \(\mathcal{F} \subset V\) is called an \(\varepsilon\)-net for \(V\) if for any \(x \in V\) there exist \(y \in \mathcal{F}\) such that \(\rho(x,y) \leq \varepsilon\). It is a well known and easily verified fact that for any given set \(G\) with \(V \subseteq G\), if \(\mathcal{T}\) is a finite \(\varepsilon\)-net for \(G\), then there exists a \(2\varepsilon\)-net \(\mathcal{F}\) of \(V\) with \(#\mathcal{F} \leq #\mathcal{T}\).

Remark 2.1. From now on, unless stated otherwise, all nets are assumed to be taken with
respect to the standard Euclidean metric on the relevant space.

Next, fix \( n \in \mathbb{N} \) and \( 0 < \theta < 1 \). We denote by \( G_\theta^n \) the set \( G_\theta^n := S^{n-1} \cap \theta \sqrt{n} B_1^n \). The following proposition goes back to Kašin [11]. The proof below follows Makovoz [12] (cf. [21] and the references therein).

**Proposition 2.2.** For every \( \varepsilon \) such that \( \frac{8 \ln n}{n} < \varepsilon < \frac{1}{2} \), there exists a set \( \mathcal{T} \subset G_\theta^n \) such that \( \# \mathcal{T} \leq \exp(\varepsilon n) \), and which is a \( 8\theta \sqrt{\frac{\ln(1/\varepsilon)}{\varepsilon}} \)-net for \( G_\theta^n \).

For the proof of Proposition 2.2 we shall need the following lemma.

**Lemma 2.3.** For \( k, n \in \mathbb{N} \), the set \( \mathcal{F}_{k,n} := \mathbb{Z}^n \cap k B_1^n \) is a \( \sqrt{k} \)-net for the set \( k B_1^n \), and

\[
\# \mathcal{F}_{k,n} \leq (2e(1+n/k))^k. \tag{5}
\]

**Proof of Lemma 2.3.** Let \( x = (x_1, \ldots, x_n) \in k B_1^n \), and set \( y_j = \lfloor |x_j| \rfloor \cdot \text{sgn}(x_j) \), for \( 1 \leq j \leq n \). Note that \( y = (y_1, \ldots, y_n) \in \mathcal{F}_{k,n} \), and \( |x_j - y_j| \leq \min\{1, |x_j|\} \) for any \( 1 \leq j \leq n \). Thus, \( |x - y|^2 = \sum_{j=1}^n |x_j - y_j|^2 \leq \sum_{j=1}^n |x_j| = k \). This shows that \( \mathcal{F}_{k,n} \) is a \( \sqrt{k} \)-net for \( k B_1^n \).

In order to prove the bound (5) for the cardinality of \( \mathcal{F}_{k,n} \), note that by definition

\[
\# \mathcal{F}_{k,n} = \# \{ v \in \mathbb{Z}^n \mid \sum_{i=1}^n v_i \leq k \} \leq 2^k \# \{ v \in \mathbb{Z}_{+}^{n+1} \mid \sum_{i=1}^{n+1} v_i = k \}
= 2^k \binom{n+k}{k} \leq 2^k \left( \frac{e(n+k)}{k} \right)^k.
\]

This completes the proof of the lemma. \( \square \)

**Proof of Proposition 2.2.** We assume \( n > 1 \) (the case \( n = 1 \) can be checked directly). Set \( k = \left\lceil \frac{8 \ln n}{16 \ln(1/\varepsilon)} \right\rceil \). Note that since \( \varepsilon > \frac{8 \ln n}{n} \), one has that \( k \geq 1 \). From Lemma 2.3 it follows that \( \theta \sqrt{k} \mathcal{F}_{k,n} \) is a \( \theta \sqrt{k} \)-net for \( \theta \sqrt{n} B_1^n \). From the remark in the beginning of this section and Lemma 2.3 we conclude that there is a set \( \mathcal{T} \subset G_\theta^n \subset \theta \sqrt{n} B_1^n \) which is a \( 2\theta \sqrt{\frac{n}{k}} \)-net for \( G_\theta^n \), and moreover,

\[
\# \mathcal{T} \leq \# \mathcal{F}_{k,n} \leq (2e(1+n/k))^k.
\]

Finally, from our choice of \( \varepsilon \) it follows that \( k \geq \frac{16 \ln(1/\varepsilon)}{\varepsilon n} \), and hence \( 2\theta \sqrt{\frac{n}{k}} \leq 8\theta \sqrt{\frac{\ln(1/\varepsilon)}{\varepsilon}} \), and moreover that \( (2e(1+n/k))^k/n \leq e^\varepsilon \). This completes the proof of the proposition. \( \square \)

We conclude this section with the following well-known result regarding concentration of measure for Lipschitz functions on the sphere (see, e.g., [16], Section 2 and Appendix V).

**Proposition 2.4.** Let \( f : S^{n-1} \to \mathbb{R} \) be an \( L \)-Lipschitz function and set \( \mathbb{E} f = \int_{S^{n-1}} f d\sigma_{n-1} \), where \( \sigma_{n-1} \) is the standard measure on \( S^{n-1} \). Then,

\[
\sigma_{n-1} \{ \{ x \in S^{n-1} \mid |f(x) - \mathbb{E} f| \geq t \} \} \leq C \exp(-\kappa t^2 n / L^2),
\]

where \( C, \kappa > 0 \) are some universal constants.
3 Proof of the Main Theorem

Proof of Theorem 1.1. Let $Q = [-1, 1]^{2n} \subset \mathbb{R}^{2n}$. The proof is divided into two steps:

**Step I (ε-net argument):** Let $L \subset \mathbb{R}^{2n}$ be a complex line, and $e \in S^{2n-1} \cap L$. Note that the vectors $e$ and $Je$ form an orthogonal basis for $L$, and for every $x \in \mathbb{R}^{2n}$ one has

$$\pi_L(x) = \langle x, e \rangle e + \langle x, Je \rangle Je.$$ 

Thus, one has

$$\text{diam}(\pi_L(UQ)) = 2 \max_{x \in Q} \sqrt{|\langle Ux, e \rangle|^2 + |\langle Ux, Je \rangle|^2} \geq \max \max_{x \in Q} \{ |\langle x, U^*e \rangle|, |\langle x, U^*Je \rangle| \} \tag{6}$$

It follows that for every $U \in O(2n)$, the minimum over all complex lines satisfies

$$\min_L \text{diam}(\pi_L(UQ)) \geq \min_{v \in S^{2n-1}} \max \{ \|v\|_1, \|U^*JUv\|_1 \} \tag{7}.$$ 

Next, for a given constant $\theta > 0$, denote $G_\theta := S^{2n-1} \cap \theta \sqrt{n} B_1^{2n}$, and

$$\mathcal{A}_\lambda := \{ U \in O(2n) \mid \exists \text{ a complex line } L \subset \mathbb{R}^{2n} \text{ with diam}(\pi_L(UQ)) \leq \lambda \sqrt{n} \}. \tag{8}$$

Recall that in order to prove Theorem 1.1 we need to show that there is a constant $\lambda$ for which the measure of $\mathcal{A}_\lambda \subset O(2n)$ is exponentially small, a task to which we now turn. From (7) it follows that for any $U \in \mathcal{A}_\lambda$ one has

$$G_\lambda \cap U^*JUG_\lambda \neq \emptyset.$$ 

Indeed, if $U \in \mathcal{A}_\lambda$, then by (6) one has that $\|U^*e\|_1 \leq \lambda \sqrt{n}$ and $\|(U^*JU)U^*e\|_1 \leq \lambda \sqrt{n}$, so $z := U^*e_1 \in G_\lambda$ and $U^*JU z \in G_\lambda$. Hence, we conclude that

$$\mathcal{A}_\lambda \subseteq \{ U \in O(2n) \mid G_\lambda \cap U^*JUG_\lambda \neq \emptyset \}.$$ 

Next, let $\mathcal{F}$ be a $\delta$-net for $G_\lambda$ for some $\delta > 0$. For any $U \in \mathcal{A}_\lambda$ there exists $x \in G_\lambda \cap U^*JUG_\lambda$, and $y \in \mathcal{F}$ for which $|y - x| \leq \delta$. Thus, one has

$$\|U^*JUy\|_1 \leq \|U^*JUx\|_1 + \|U^*JU(y - x)\|_1 \leq \lambda \sqrt{n} + \sqrt{2n} U^*JU(y - x) \leq \sqrt{n}(\lambda + \sqrt{2} \delta).$$ 

It follows that

$$\mathcal{A}_\lambda \subseteq \bigcup_{y \in \mathcal{F}} \{ U \in O(2n) \mid U^*JUy \in G_{\lambda + \sqrt{2} \delta} \}. \tag{9}$$

From (9) and Proposition 2.2 from Section 2 it follows that for every $\lambda > 0$

$$\mu(\mathcal{A}_\lambda) \leq \sum_{y \in \mathcal{F}} \mu\{ U \in O(2n) \mid U^*JUy \in G_{\lambda + \sqrt{2} \delta} \} \leq \exp(2\sqrt{n}) \sup_{y \in S^{2n-1}} \mu\{ U \in O(2n) \mid U^*JUy \in G_{\lambda + \sqrt{2} \delta} \}, \tag{10}$$
where $8 \ln(2n) < \varepsilon < \frac{1}{2}$, and $\delta = 8\lambda \sqrt{\frac{\ln(1/\varepsilon)}{\varepsilon}}$.

**Step II (concentration of measure):** For $y \in S^{2n-1}$ let $\nu_y$ be the push-forward measure on $S^{2n-1}$ induced by the Haar measure $\mu$ on $O(2n)$ through the map $f : O(2n) \to S^{2n-1}$ defined by $U \mapsto U^*JUy$. Using the measure $\nu_y$, we can rewrite inequality (10) as

$$
\mu(A) \leq \exp(2\varepsilon n) \sup_{y \in S^{2n-1}} \nu_y(G_{\lambda + \sqrt{2}\delta}) = \exp(2\varepsilon n) \sup_{y \in S^{2n-1}} \nu_y\{x \in S^{2n-1} \mid \|x\|_1 \leq \sqrt{n(\lambda + \sqrt{2}\delta)}\}.
$$

Note that if $V \in O(2n)$ preserves $y$, i.e., $Vy = y$, then

$$
V(f(U)) = V(U^*JUy) = (UV^*)^*J(UV^*)(Vy) = f(UV^*).
$$

Thus, the measure $\nu_y$ is invariant under any rotation in $O(2n)$ that preserves $y$. Note also that for any $y \in S^{2n-1}$ one has

$$
\langle U^*JUy, y \rangle = \langle JUy, Uy \rangle = 0.
$$

This means that $\nu_y$ is supported on $S^{2n-1} \cap \{y\}^\perp$, and hence we conclude that $\nu_y$ is the standard normalized measure on $S^{2n-1} \cap \{y\}^\perp$.

Next, let $S_y = S^{2n-1} \cap \{y\}^\perp$. For $x \in S_y$ set $\varphi(x) = \|x\|_1$. Note that $\varphi$ is a Lipschitz function on $S_y$ with Lipschitz constant $\|\varphi\|_{\text{Lip}} \leq \sqrt{2n}$. Using a concentration of measure argument (see Proposition 2.4 above), we conclude that for any $\alpha > 0$

$$
\nu_y\{x \in S_y \mid \varphi(x) < \mathbb{E}_{\nu_y} \varphi - \alpha \sqrt{n}\} \leq C\exp(-\kappa^2 \alpha^2 n^2/\|\varphi\|^2_{\text{Lip}}) \leq C\exp(-\kappa^2 \alpha^2 n),
$$

for some universal constants $C$ and $\kappa$.

Our next step is to estimate the expectation $\mathbb{E}_{\nu_y} \varphi$ that appear in (12). For this purpose let us take some orthogonal basis $\{z_1, \ldots, z_{2n-1}\}$ of the subspace $L = \{y\}^\perp \subset \mathbb{R}^{2n}$. For $1 \leq j \leq 2n$, denote by $w_j$ the vector $w_j = (z_1(j), \ldots, z_{2n-1}(j))$, where $z_k(j)$ stands for the $j^{th}$ coordinate of the vector $z_k$. Then, the measure $\nu_y$, which is the standard normalized Lebesgue measure on $S^{2n-1} \cap \{y\}^\perp$, can be described as the image of the normalized Lebesgue measure $\sigma_{2n-2}$ of $S^{2n-2}$ under the map

$$
S^{2n-2} \ni a = (a_1, \ldots, a_{2n-1}) \mapsto \sum_{k=1}^{2n-1} a_k z_k = (\langle a, w_1 \rangle, \langle a, w_2 \rangle, \ldots, \langle a, w_{2n} \rangle) \in S_y.
$$

Consequently,

$$
\mathbb{E}_{\nu_y} \varphi = \mathbb{E}_{\sigma_{2n-2}}(a \mapsto \sum_{j=1}^{2n} |\langle a, w_j \rangle|) \geq \frac{1}{\sqrt{2n-1}} \sqrt{\frac{2}{\pi} \sum_{j=1}^{2n} \left|w_j\right|}.
$$

Since $\{z_1, \ldots, z_{2n-1}, y\}$ is a basis of $\mathbb{R}^{2n}$, one has that $|w_j|^2 + y_j^2 = 1$ and hence

$$
\mathbb{E}_{\nu_y} \varphi = \frac{1}{\sqrt{2n-1}} \sqrt{\frac{2}{\pi} \sum_{j=1}^{2n} \left(1 - y_j^2\right)} \geq \frac{1}{\sqrt{2n-1}} \sqrt{\frac{2}{\pi} (2n - 1)} \geq \frac{1}{2} \sqrt{n}.
$$
Thus, from inequality (12) with $\alpha = \frac{1}{4}$ we conclude that

$$\nu_y \{ x \in S_y \mid \varphi(x) < \frac{1}{4} \sqrt{n} \} \leq \nu_y \{ x \in S_y \mid \varphi(x) < E\nu_y \varphi - \frac{1}{4} \sqrt{n} \} \leq C\exp(\frac{-\kappa^2 n}{16}). \quad (13)$$

In other words, for any $\theta \leq \frac{1}{4}$ and any $y \in S^{2n-1}$ one has that

$$\nu_y(G_\theta) \leq C\exp(\frac{-\kappa^2 n}{16}),$$

for some constant $\kappa$. Thus, for every $\lambda$ such that $\lambda + \sqrt{2}\delta \leq 1/4$, we conclude by (11) that

$$\mu(A_\lambda) \leq C\exp(2n\varepsilon) \cdot \exp(\frac{-\kappa^2 n}{16}).$$

To complete the proof of the Theorem it is enough to take $\varepsilon = \kappa^2/64$, and $\lambda$ which satisfies the inequality $\lambda \left(1 + 16\sqrt{\frac{\ln(1/\varepsilon)}{\varepsilon}}\right) \leq 1/4$. \qed

**Appendix**

Here we provide some background from symplectic topology which partially served as a motivation for the current paper. For more detailed information on symplectic topology we refer the reader e.g., to the books [10, 13] and the references therein.

A symplectic vector space is a pair $(V, \omega)$, consisting of a finite-dimensional vector space and a non-degenerate skew-symmetric bilinear form $\omega$, called the symplectic structure. The group of linear transformations which preserve $\omega$ is denoted by $Sp(V, \omega)$. The archetypal example of a symplectic vector space is the Euclidean space $\mathbb{R}^{2n}$ equipped with the skew-symmetric bilinear form $\omega$ which is the imaginary part of the standard Hermitian inner product in $\mathbb{C}^n$. More precisely, if $\{x_1, \ldots, x_n, y_1, \ldots, y_n\}$ stands for the standard basis of $\mathbb{R}^{2n}$, then $\omega(x_i, x_j) = \omega(y_i, y_j) = 0$, and $\omega(x_i, y_j) = \delta_{ij}$. In this case the group of linear symplectomorphisms is usually denoted by $Sp(2n)$. More generally, the group of diffeomorphisms $\varphi$ of $\mathbb{R}^{2n}$ which preserve the symplectic structure, i.e., when the differential $d\varphi$ at each point is a linear symplectic map, is called the group of symplectomorphisms of $\mathbb{R}^{2n}$, and is denoted by $\text{Symp}(\mathbb{R}^{2n}, \omega)$. In the spirit of Klein’s Erlangen program, symplectic geometry can be defined as the study of transformations which preserves the symplectic structure. We remark that already in the linear case, the geometry of a skew-symmetric bilinear form is very different from that of a symmetric form, e.g., there is no natural notion of distance or angle between two vectors. We further remark that symplectic vector spaces, and more generally symplectic manifolds, provide a natural setting for Hamiltonian dynamics, as the evolution of a Hamiltonian system is known to preserve the symplectic form (see, e.g., [10]). Historically, this is the main motivation to study symplectic geometry.

In sharp contrast with Riemannian geometry where, e.g., curvature is an obstruction for two manifolds to be locally isometric, in the realm of symplectic geometry it is known that there are no local invariants (Darboux’s theorem). Moreover, unlike the Riemannian setting, a symplectic structure has a very rich group of automorphisms. More precisely, the...
group of symplectomorphisms is an infinite-dimensional Lie group. The first results distinguishing (non-linear) symplectomorphisms from volume preserving transformations were discovered only in the 1980s. The most striking difference between the category of volume preserving transformations and the category of symplectomorphisms was demonstrated by Gromov [9] in his famous non-squeezing theorem. This theorem asserts that if \( r < 1 \), there is no symplectomorphism \( \psi \) of \( \mathbb{R}^{2n} \) which maps the open unit ball \( B^{2n}(1) \) into the open cylinder \( Z^{2n}(r) = B^2(r) \times \mathbb{C}^{n-1} \). This result paved the way to the introduction of global symplectic invariants, called symplectic capacities, which are significantly different from any volume related invariants, and roughly speaking measure the symplectic size of a set (see e.g., [3], for the precise definition and further discussion). Two examples, defined for open subsets of \( \mathbb{R}^{2n} \), are the Gromov radius \( c(U) = \sup\{ \pi r^2 : B^{2n}(r) \prec \prec U \} \), and the cylindrical capacity \( \bar{c}(U) = \inf\{ \pi r^2 : U \prec \prec Z^{2n}(r) \} \). Here \( \prec \prec \) stands for symplectic embedding.

Shortly after Gromov’s work [9] many other symplectic capacities were constructed, reflecting different geometrical and dynamical properties. Nowadays, these invariants play an important role in symplectic geometry, and their properties, interrelations, and applications to symplectic topology and Hamiltonian dynamics are intensively studied (see e.g., [3]). However, in spite of the rapidly accumulating knowledge regarding symplectic capacities, they are usually notoriously difficult to compute, and there are very few general methods to effectively estimate them, even within the class of convex domains in \( \mathbb{R}^{2n} \) (we refer the reader to [18] for a survey of some known results and open questions regarding symplectic measurements of convex sets in \( \mathbb{R}^{2n} \)). In particular, a long standing central question is whether all symplectic capacities coincide on the class of convex bodies in \( \mathbb{R}^{2n} \) (see, e.g., Section 5 in [18]). Recently, the authors proved that for centrally symmetric convex bodies, several symplectic capacities, including the Ekeland-Hofer-Zehnder capacity \( c_{EHZ} \), spectral capacities, the cylindrical capacity \( \bar{c} \), and its linearized version \( c_{Sp(2n)} \) given in (1), are all equivalent up to an absolute constant. More precisely, the following was proved in [8].

**Theorem 3.1.** For every centrally symmetric convex body \( K \subset \mathbb{R}^{2n} \)

\[
\frac{1}{\|J\|_{K^\circ \rightarrow K}} \leq c_{EHZ}(K) \leq \bar{c}(K) \leq c_{Sp(2n)}(K) \leq \frac{4}{\|J\|_{K^\circ \rightarrow K}},
\]

where \( \|J\|_{K^\circ \rightarrow K} \) is the operator norm of the complex structure \( J \), when the latter is considered as a linear map between the normed spaces \( J : (\mathbb{R}^{2n}, \|\cdot\|_{K^\circ}) \rightarrow (\mathbb{R}^{2n}, \|\cdot\|_{K}) \).

Theorem 3.1 implies, in particular, that despite the non-linear nature of the Ekeland-Hofer-Zehnder capacity \( c_{EHZ} \), and the cylindrical capacity \( \bar{c} \) (both, by definition, are invariant under non-linear symplectomorphisms), for centrally symmetric convex bodies they are asymptotically equivalent to a linear invariant: the linearized cylindrical capacity \( c_{Sp(2n)} \).

Motivated by the comparison between the capacities \( \bar{c} \) and \( c_{Sp(2n)} \) in Theorem 3.1 it is natural to introduce and study the following geometric quantity:

\[
\bar{c}_G(K) = \inf_{g \in G} \text{Area}(\pi(g(K))),
\]  

(14)

where \( K \) lies in the class of convex domains of \( \mathbb{R}^{2n} \cong \mathbb{C}^n \) (or possibly, some other class of bodies), \( \pi \) is the orthogonal projection to the complex line \( E = \{ z \in \mathbb{C}^n \mid z_j = 0 \text{ for } j \neq 1 \} \),
and $G$ is some group of transformations of $\mathbb{R}^{2n}$. One possible choice is to take the group $G$ in (14) to be the unitary group $U(n)$, which is the maximal compact subgroup of $\text{Sp}(2n)$. In this case it is not hard to check (by looking at linear symplectic images of the cylinder $Z^{2n}(1)$) that the cylindrical capacity $\overline{\tau}$ is not asymptotically equivalent to $\overline{\tau}_{U(n)}$. Still, one can ask if these two quantities are asymptotically equivalent on average. More precisely,

**Question 3.2.** Is it true that for every convex body $K \subset \mathbb{R}^{2n}$ one has

$$\mathbb{E}_\mu (\overline{\tau}(OK)) \approx \mathbb{E}_\mu (\overline{\tau}_{U(n)}(OK)),$$

where $\mu$ is the Haar measure on the orthogonal group $O(2n)$.

The answer to Question 3.2 is negative. A counterexample is given by the standard cube $Q = [-1,1]^{2n}$ in $\mathbb{R}^{2n}$. We remark that the quantity $\mathbb{E}_\mu (\overline{\tau}_{U(n)}(OQ))$ is the main objects of interest of the current paper. To be more precise, we turn now to the following proposition, which is a direct corollary of Theorem 3.1, and might be of independent interest. For completeness, we shall give a proof below.

**Proposition 3.3.** For the standard cube $Q = [-1,1]^{2n} \subset \mathbb{R}^{2n}$ one has

$$\mathbb{E}_\mu (\mathcal{J}(OQ)) \approx \mathbb{E}_\mu (\mathcal{J}(OK)) \approx \mathbb{E}_\mu (\mathcal{J}_{Sp(2n)}(OQ)) \approx \sqrt{\frac{n}{\ln n}},$$

where $\mu$ is the Haar measure on the orthogonal group $O(2n)$.

Note that the combination of the main result of the current paper (in particular, Corollary 1.2) with Proposition 3.3 above gives a negative answer to Question 3.2, and thus further emphasizes the difference between the symplectic and complex structures on $\mathbb{R}^{2n} \simeq \mathbb{C}^n$.

**Proof of Proposition 3.3.** Note that by definition one has that

$$\|J\|_{(OQ)\rightarrow(OK)} = \max_{x \in (OQ)} \|Jx\|_{OQ} = \max_{x \in B_{2n}^n} \|O^*JO\|_{\infty} = \max_{i=1,\ldots,2n} \|O^*JOe_i\|_{\infty},$$

where $\{e_i\}_{i=1}^{2n}$ stands for the standard basis of $\mathbb{R}^{2n}$. It follows from Step II of the proof of Theorem 1.1 above that for a random rotation $O \in O(2n)$, the vector $O^*JOe_i$ is uniformly distributed on $S^{2n-2} \simeq S^{2n-1} \cap \{e_i\}^\perp$ with respect to the standard normalized measure $\sigma_{2n-2}$ on $S^{2n-2}$. The distribution of the $\ell^k_{\infty}$-norm on the sphere $S^k$ is well-studied, and in particular one has (see e.g., Sections 5.7 and 7 in [16]) that for every $e_i$

$$\mathbb{E}_\mu (\|O^*JOe_i\|_{\infty}) \approx \sqrt{\frac{\ln n}{n}},$$

and

$$\mathbb{P}_\mu \{\|O^*JOe_i\|_{\infty} \leq \mathbb{E}_\mu (\|O^*JOe_i\|_{\infty}) > t\} \leq c_1 \exp(-c_2 t^2 n),$$

for some universal constants $c_1, c_2 > 0$. From (15) and (16) it immediately follows that

$$\mathbb{E}_\mu (\|J\|_{(OQ)\rightarrow(OK)}) \approx \sqrt{\frac{\ln n}{n}}.$$
Moreover, one has that for some universal constants $c_3, c_4 > 0$,
\[
P\mu\{\|J\|_{(OQ)^c\rightarrow(OQ)} \leq c_3 \sqrt{\frac{\ln n}{n}}\} \leq \frac{c_4}{n}.
\]
(18)
Indeed, from the above it follows that
\[
P\mu\{\|J\|_{(OQ)^c\rightarrow(OQ)} \leq t\} \leq P\mu\{\|(O^*JOe_1)\|_\infty \leq t\} = P\sigma_{2n-2}\{\|v\|_\infty \leq t\}.
\]
Using the standard Gaussian probability measure $\gamma_{2n-1}$ on $\mathbb{R}^{2n-1}$, one can further estimate
\[
P\sigma_{2n-2}\{\|v\|_\infty \leq t\} = \gamma_{2n-1}\{\|g\|_\infty \leq t\|g\|_2\} \leq \gamma_{2n-1}\{\|g\|_\infty \leq 2\sqrt{2n-1}\} + \gamma_{2n-1}\{\|g\|_2 \geq 2\sqrt{2n-1}\},
\]
where $g$ is a Gaussian vector in $\mathbb{R}^{2n-1}$ with independent standard Gaussian coordinates.
One can directly check that (18) now follows from the above inequalities, and the following standard estimates for the Gaussian probability measure $\gamma_k$ on $\mathbb{R}^k$, and $0 < \varepsilon < 1$:
\[
\gamma_k\{\|g\|_\infty \leq \alpha\} \leq \left[1 - \frac{2\exp(-\alpha^2/2)}{\alpha}\right]^k, \text{ and } \gamma_k\{x \in \mathbb{R}^k \mid \|g\|_2^2 \geq \frac{k}{(1-\varepsilon)}\} \leq \exp(-\varepsilon^2 k/4).
\]
Taking into account the fact that \(\sqrt{2n} \leq \|J\|_{(OQ)^c\rightarrow(OQ)} \leq 1\), we conclude from (17) and (18) above that
\[
\mathbb{E}_\mu((\|J\|_{(OQ)^c\rightarrow(OQ)})^{-1}) = \sqrt{\frac{n}{\ln n}}.
\]
Together with Theorem 3.1, this completes the proof of Proposition 3.3.
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