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Abstract—Data format reverse engineering commonly involves identifying conserved format motifs. However, this process typically requires establishing a common ordering for format elements across instances, particularly for formats using type-length-value tuples or “chunk” encoding. It is useful to unshuffle chunks with common length statistics as a precursor to identifying conserved internal structures. We formalize the unshuffling problem and subsequently derive probabilistic bounds and outline corresponding algorithms for it. We empirically demonstrate unshuffling and highlight connections with the related class of synchronization problems.
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I. INTRODUCTION

Many data formats are structured according to type-length-value (TLV) encoding [7], [8], wherein the semantic type of some data is specified by a short field (typically a few bits or bytes), the length of the (possibly padded) data value is encoded in a fixed-length field, and the data value itself is in a variable-length field. TLV encoding—or, roughly equivalently, so-called “chunk” formatting—allows data to be parsed without explicit delimiters or even a fixed ordering. In some data formats, data values may have predetermined lengths, in which case length fields can be omitted (e.g., [13]).

This paper concerns itself with the problem of identifying and unshuffling chunks in data formats using very weak assumptions. This practice (demonstrated in later figures) is useful for format reverse engineering: for example, one might try to use multiple alignment techniques to identify conserved structures in a data corpus (see, e.g., [9], [12]), but this tactic fails unless chunks already occur in a comparable order.

We assume that chunks may occur in any order, but that the chunks in format exemplars have identical conserved internal structure (e.g., fixed bytes at certain positions) and lengths (including multiplicity). This latter assumption is justified by focusing on exemplars within a large corpus that have a fixed short length and clustering the results according to an appropriate dissimilarity measure (e.g., Hellinger distance or relative de Bruijn entropy of byte sequences [6]). Such a tactic allows us to isolate files or messages that are likely in practice to have chunks whose syntax (versus embedded data) is equivalent, and so we restrict consideration to this situation in the paper. The general case can be addressed by recognizing the resulting observed syntax.

In general, we write $M$ for the number of chunks in a file or message, and $(L_1, \ldots, L_M)$ to indicate the fixed lengths of chunks within a corpus of files or messages (obtained by isolation along the lines above if necessary). Informally, we are concerned with the problem where we have $N$ files or messages, each containing $M$ chunks in some arbitrary order. We derive probabilistic bounds and outline corresponding algorithms for reconstructing block permutations of the chunks that bring them into a common order.

The paper is organized as follows. §II discusses the case $M=2$ in detail; §III addresses the case of generic $M$ and side conditions that make the problem tractable, and §IV discusses the interpretation of the unshuffling problem as a special instance of a so-called synchronization problem. Finally, §V details the basic algebra of block permutations necessary to formalize the general problem and arguments.

II. 2-UNSHUFFLING

A. Problem

Suppose that we have a “template” tuple with components in a finite set and which is repeatedly sampled after first randomizing a fixed subset of components and occasionally cyclically shifting the resulting components by a fixed offset. The general 2-unshuffling problem is roughly to determine which samples have been offset, to reconstruct the value of the offset, and subsequently to align the samples with the underlying template via (appropriate block) cyclic shifts.

A formal description of the problem setup follows. For convenience, we shall write $y := 1 - y$. Let $1 < q \in \mathbb{N}$; let $1 < L_m \in \mathbb{N}$ for $m \in \{1, 2\}$ and write $L := L_1 + L_2$; let $\pi := (L_1 + 1, \ldots, L, 1, \ldots, L_1) \in S_{L}$, where the symmetric group on $L$ elements is indicated. Let $\mathcal{L} \subset [L] := \{1, \ldots, L\}$ be uniformly random for $\lambda := |\mathcal{L}|/L$; fixed and define the random variable $\xi(\mathcal{L}) \in (\mathbb{Z}/q\mathbb{Z})^L$ by

$$
\xi_{\ell} \sim \begin{cases} U(\mathbb{Z}/q\mathbb{Z}), & \ell \in \mathcal{L} \\ 0, & \ell \notin \mathcal{L} \end{cases}
$$

Here we write $\xi \sim U(\Omega)$ to indicate that $\xi$ is uniformly distributed on $\Omega$. We shall write $\xi^{(\mathcal{L}, n)}$ for the $n$th sample.

NB. For the most part, we could replace $\mathbb{Z}/q\mathbb{Z}$ with $[q]$ in our discussion; however, we retain the former so as to cleanly consider “additive noise” as in [4].
of $\xi^L$ (note that the samples $\xi^L$ are necessarily IID). Finally, for $1 < N \in \mathbb{N}$, let $N \subset [N]$ be uniformly random for $\nu : |N|/N$ fixed (we may take $\nu \leq 1/2$ without loss of generality), let $x_\ell \sim U(\mathbb{Z}/q\mathbb{Z})$ for $\ell \in [L]$, and define the random matrix $A = A^{x, L, N} \in M_{L, N}(\mathbb{Z}/q\mathbb{Z})$ by

$$A_{\ell n} = A^{x, L, N}_{\ell n} := \begin{cases} (x + \xi^L(\ell, n)), & n \in N \\ (x + \xi^L(\ell, n)), & n \notin N. \end{cases} \quad (2)$$

Writing $\alpha_\ell(n) := (x + \xi^L(\ell, n))$, we have $A_{\ell n} = 1_N(n)\alpha_\ell(n) + (1 - 1_N(n))\alpha_\ell(n)$.

The problem is now this: given $A$, find $N$ and $\pi$ (and to the extent that it matters, $L$).

B. Finding $N$

**Lemma.** For $0 < \nu < 1$, the probability $p^N_N$ that the function $n \mapsto A_{\ell n}$ takes exactly two values with inverse images $N$ and $|N|\setminus N$ is given by

$$p^N_N = \frac{1}{1 - q^{-1}} \lambda^2 + \bar{\lambda}(1 - \nu^q + q^{-1}) + \lambda^2 q^{2-N}. \quad (3)$$

In particular, for $0 < \nu < 1$ and $N \to \infty$, $p^N_N \sim (1 - q^{-1}) \cdot \bar{\lambda}^2$.

**Proof.** Write $X_0 := \alpha_\ell([N]\setminus N)$ and $X_1 := \alpha_\ell([N])$. Write $E_\neq$ for the event $X_0 \neq X_1$ and write $E_m$ for the event $|X_m| = 1$ for $m \in \{0, 1\}$. We want to compute $\mathbb{P}(E_\neq | E_0 \cap E_1)$. It is obvious that $\mathbb{P}(E_\neq | E_0 \cap E_1) = 1 - q^{-1}$, and furthermore that $E_0$ and $E_1$ are independent. As such, in order to compute $\mathbb{P}(E_0 \cap E_1)$, first consider the probability that the function $\alpha_\ell$ is constant on a set of $r$ elements. If $\ell \in \mathcal{L}$, this probability is $q^{1-r}$ and any of the elements of $\mathbb{Z}/q\mathbb{Z}$ are possible values of $\alpha_\ell$ on the set in question, whereas if $\ell \notin \mathcal{L}$, this probability is 1 and $\alpha_\ell = x_\ell$ on the set in question. With this in mind, consider the following table:

| $\ell \in \mathcal{L}$ | $\pi(\ell) \in \mathcal{L}$ | weight | $\mathbb{P}(E_0)$ | $\mathbb{P}(E_1)$ |
|------------------------|-------------------------|--------|-----------------|-----------------|
| $\bot$                | $\bot$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\bot$                | $\top$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\top$                | $\bot$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |
| $\top$                | $\top$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |

The lemma now immediately follows from the information in this table and the preceding observations.

A similar but slightly more delicate calculation yields the following

**Lemma.** The probability $p_2$ that the function $n \mapsto A_{\ell n}$ takes exactly two values is given by

$$p_2 = p^N_N \frac{2(1 - q^{-1})}{2(1 - q^{-1})} \left(\lambda^2 + \bar{\lambda} \cdot q^{1-N\nu} \cdot (2^{N\nu-1} - 1)q^{1-N\nu} \right) + (\lambda^2 + \bar{\lambda} \cdot q^{1-N\nu} \cdot (2^{N\nu-1} - 1)q^{1-N\nu}) + \lambda^2 \cdot (2^{N\nu-1} - 1)(2^{N\nu-1} - 1)q^{2-N}. \quad (5)$$

**Proof.** Extending the notation introduced in the previous lemma, write $E_{\neq}$ for the event $X_0 \neq X_1$, and write $E_m$ for the event $|X_m| = 2$ for $m \in \{0, 1\}$. The desired probability is the sum of the probabilities of the four disjoint events $E_\neq \cap E_{0} \cap E_{1}$, $E_{\neq} \cap E_{0} \cap E_{1}'$, $E_{\neq} \cap E_{0}' \cap E_{1}$, and $E_{\neq} \cap E_{0}' \cap E_{1}'$. The previous lemma gives an expression for the first of these events. Moreover, $\mathbb{P}(E_\neq \cap E_0 \cap E_1') = \mathbb{P}(E_{\neq} | E_0 \cap E_1') = 2/q$ and $\mathbb{P}(E_\neq \cap E_0' \cap E_1) = 1/q$.

Consider now the probability that the function $\alpha_\ell$ takes $s$ values over a set of $r$ elements. If $\ell \in \mathcal{L}$, this probability is $S(r, s) \cdot (q!)/q^{2-s}$. With this in mind, consider the following table:

| $\ell \in \mathcal{L}$ | $\pi(\ell) \in \mathcal{L}$ | weight | $\mathbb{P}(E_0)$ | $\mathbb{P}(E_1)$ |
|------------------------|-------------------------|--------|-----------------|-----------------|
| $\bot$                | $\bot$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\bot$                | $\top$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\top$                | $\bot$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |
| $\top$                | $\top$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |

Here, $p_0 := (2^{N\nu-1} - 1)(q - 1)^{-1}$ and $p_1 := (2^{N\nu-1} - 1)(q - 1)^{-1}$. With this in mind, consider the following table:

| $\ell \in \mathcal{L}$ | $\pi(\ell) \in \mathcal{L}$ | weight | $\mathbb{P}(E_0)$ | $\mathbb{P}(E_1)$ |
|------------------------|-------------------------|--------|-----------------|-----------------|
| $\bot$                | $\bot$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\bot$                | $\top$                  | $\lambda^2$ | 1               | $q^{1-N\nu}$     |
| $\top$                | $\bot$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |
| $\top$                | $\top$                  | $\lambda^2$ | $q^{1-N\nu}$   | $q^{1-N\nu}$     |

The lemma now immediately follows from the information in this table and the preceding observations.

We therefore have that for $0 < \nu < 1$ and $N \to \infty$, $p_2/(1 - q^{-1})$ asymptotically approaches

$$\lambda^2 + 2\lambda \left(\frac{q}{2} \cdot \left(1 - N\nu\right) + \left(\frac{q}{2} \cdot \left(1 - N\nu\right)\right)\right) + 2\lambda^2 \left(\frac{q}{2} \right)^{2-N}$$

and we obtain the following

**Theorem.** For $0 < \nu < 1$, the probability that the function $n \mapsto A_{\ell n}$ takes two values with inverse images not $N$ and $|N|\setminus N$ is $p_2 - p_N = O \left(\left(\frac{q}{2} \right)^{N \min(\nu, \nu)}\right)$.

Thus with high probability, we can identify $N$ by simply considering the partitions of $[N]$ induced by the inverse images of the functions corresponding to rows of $A$: if $q > 2$, the vast majority of such partitions with two elements will be $\{N, [N]\setminus N\}$. If $q = 2$, we can still identify $N$ with high probability by focusing on the most frequently occurring partition (and of course we ought to do this anyway in applications), though we will not attempt to produce quantitative estimates for this case.
C. Finding $\pi$  

Given an estimate $\hat{N}$ of $N$ that is exact with high probability, the question now becomes how to estimate $\pi$ (equivalently, the RHS of $L = L_1 + L_2$). Define

$$\hat{\mathcal{L}}_0 := \{ \ell \in [L] : |\{ A_{tn} : n \notin \hat{N} \}| = 1 \}$$

$$\hat{\mathcal{L}}_1 := \{ \ell \in [L] : |\{ A_{tn} : n \in \hat{N} \}| = 1 \}. \quad (6)$$

We have that $\hat{\mathcal{L}}_0 \supseteq [L] \setminus \mathcal{L}$ and $\hat{\mathcal{L}}_1 \supseteq \pi^{-1}( [L] \setminus \mathcal{L} )$, and with high probability both inclusions are actually equalities, as the following lemma shows.

**Lemma.**

$$\mathbb{P}(\hat{\mathcal{L}}_0 = [L] \setminus \mathcal{L} \mid \hat{N} = N) = (1 - q^{1-N\hat{\nu}})^{L_A},$$

$$\mathbb{P}(\hat{\mathcal{L}}_1 = \pi^{-1}( [L] \setminus \mathcal{L} ) \mid \hat{N} = N) = (1 - q^{1-N\nu})^{L_A}. \quad (7)$$

**Proof.** If $\hat{N} = N$, we have that

$$\hat{\mathcal{L}}_0 = \{ \ell \in [L] : |\{ A_{tn} : n \notin N \}| = 1 \}$$

$$= \{ \ell \in [L] : |\{ \xi_{\ell,n}^{(1)} : n \notin N \}| = 1 \}$$

$$\supseteq \{ \ell \in [L] : \forall n \notin N, \xi_{\ell,n}^{(1)} = 0 \}$$

$$\supseteq [L] \setminus \mathcal{L}.$$

Similarly,

$$\hat{\mathcal{L}}_1 = \{ \ell \in [L] : |\{ A_{tn} : n \in N \}| = 1 \}$$

$$= \{ \ell \in [L] : |\{ \xi_{\ell,n}^{(1)} : n \in N \}| = 1 \}$$

$$\supseteq \{ \ell \in [L] : \forall n \in N, \xi_{\ell,n}^{(1)} = 0 \}$$

$$\supseteq \pi^{-1}( [L] \setminus \mathcal{L} ).$$

Finally, $\mathbb{P}(\{ \xi_{\ell,n}^{(1)} : n \notin N \} = 1 \mid \pi(\ell) \in \mathcal{L}) = q^{1-N\nu}$. The lemma follows by treating each $\ell \in \mathcal{L}$ as a Bernoulli trial. ☐

It will be convenient to consider partial functions, tuples, etc., where we write $\uparrow$ for an undefined value and perform formal manipulations using $\uparrow \notin \Omega$ for any set $\Omega$ and $\uparrow \neq \uparrow$. Now for $\ell \in \hat{\mathcal{L}}_0$, let $A_{\ell,n}^{(0)}$ denote the unique element of $\{ A_{tn} : n \notin \hat{N} \}$; similarly, for $\ell \in \hat{\mathcal{L}}_1$, let $A_{\ell,n}^{(1)}$ denote the unique element of $\{ A_{tn} : n \in \hat{N} \}$. For $m \in \{ 0, 1 \}$, define

$$\hat{a}_{\ell}^{(m)} := \begin{cases} A_{\ell,n}^{(m)}, & \ell \in \hat{\mathcal{L}}_m, \\ \uparrow, & \ell \notin \hat{\mathcal{L}}_m. \end{cases} \quad (8)$$

Estimating $\pi$ now amounts to finding the cyclic shift $\hat{\pi} = (\hat{L}_1 + 1, \ldots, L, 1, \ldots, \hat{L}_1)$ maximizing $|\{ \ell : \hat{a}_{\ell}^{(0)} = \hat{a}_{\ell}^{(1)} \}|$ (i.e., aligning the partial tuples $\hat{a}_{\ell}^{(m)}$).

An obvious modification of the rearrangement inequality now permits us to treat $|\{ \ell : \hat{a}_{\ell}^{(0)} = \hat{a}_{\ell}^{(1)} \}|$ in the same way we would the autocorrelation of a real-valued function and thereby yields the following

**Theorem.** For $q > 2$ and $L$, $\lambda$, $\nu$ and $\pi$ fixed, the probability that we can recover $\mathcal{L}, \hat{N}$, and $\pi$ tends to unity exponentially in $N$. ☐

D. Remarks  

A generalization of the 2-unshuffling problem in which multiple cyclic shifts appear is possible. However, the case when all cyclic shifts are possible has already been addressed in [2], [3], and residual interest therefore shifts to the question of improving the computational efficiency and/or performance of unshuffling in the case when only a small subset of all cyclic shifts are possible. Indeed, this perspective is useful, as it leads naturally into the practicalities of unshuffling a fixed class of block permutations.

III. $M$-UNSHUFFLING  

A. Problem  

We use notation introduced in §A. Let $M \geq 2$ and $1 \ll L_m \in \mathbb{N}$ for $m \in [M]$ with $L := \sum_{m \in [M]} L_m$. For $\Pi : [N] \to S_M$, define $\Pi_{L_1, \ldots, L_M} : [N] \to S_{L_1, \ldots, L_M}$ by $\Pi_{L_1, \ldots, L_M}(n) := (\Pi(n))_{L_1, \ldots, L_M}$. Retaining the other conventions and definitions of §A (and using obvious modifications further below), define

$$A_{\ell,n} = A_{\ell,n}^{(x, \xi, \Pi)} := (x + \xi_{\ell,n})_{(\Pi_{L_1, \ldots, L_M}(n))(\ell)} \quad (9)$$

Typically the formal requirements on $\uparrow$ will be satisfied by $\text{NaN in silico}$. 

Fig. 1. $2$-shuffling with $q = 3$, $L = 100$, $L_M = 40$, $N = 80$, $\lambda = [0.5 \cdot L]/L$, and $\nu = [0.3 \cdot N]/N$. 

Fig. 2. Unshuffling the data in Figure [1].
The general $M$-unshuffling problem is now this: given $A$ and $M$, find $\Pi^{-1}_{M}(A)$ (and to the extent that it matters, $\mathcal{L}$).\footnote{Note that $(1,2) \circ (1_{L_1},1_{L_2}) = (1, \ldots, L_1 + L_2)$ and $(2,1) \circ (1_{L_1},1_{L_2}) = (L_1+1, \ldots, L_1 + L_2, 1, \ldots, L_1)$, highlighting the connection with the 2-unshuffling framework of [4,7].}

Write $N^\Pi(\sigma) := \Pi^{-1}(\sigma)$ for the inverse image of $\sigma$ (not to be confused with the pointwise algebraic inverse of $\Pi$) and $\nu^\Pi(\sigma) := |N^\Pi(\sigma)|/N$, and assume henceforth that $\Pi$ is uniformly random for $\nu^\Pi(\sigma)_{\sigma \in S_M}$ fixed. We have that

$$A_{\ell n} = \sum_{\sigma \in S_M} 1_{N^\Pi(\sigma)}(n) \cdot \alpha^\Pi_n(e_{\ell_1, \ldots, e_{\ell_M}}(\ell))(n) \quad (10)$$

We shall do at least one of the following to make the problem tractable:

- restrict the value of one or more parameters;
- impose the following structural restrictions:
  1) $\mathcal{L} \cap A = \emptyset$, where $A := \{ \sum_{m \in \mathbb{M}} L_m \}$
  2) $\mathcal{L}$ is a uniformly random subset of $[L] \setminus A$ for $\lambda = |\mathcal{L}|/L$ fixed;
  3) $\{ x_\ell \}_{\ell \in A}$ is $M$, i.e., the values $x_\ell$ are distinct for each $\ell \in A$.

If restrictions 1 and 2 above hold, we shall speak of the restricted prefix $M$-unshuffling problem; if in addition restriction 3 holds, we shall speak of the distinguished prefix $M$-unshuffling problem.

It is instructive to consider a special example with $N = M!$, $\mathcal{L} = \emptyset$, and $\nu^\Pi(\sigma) = N^{-1}$ identically (so that each of the elements of $S_M$ makes exactly one appearance). In this case (and by an obvious extension, more generally) the sizes of the partitions induced by the functions $n \mapsto A_{\ell n}$ behave in a way that may be surprising. For the sake of simplicity, assume that the $L_m$ are distinct and that $\{ L_m \}_{m \in [M]} \subset \mathbb{N}_+$ has distinct subset sums; i.e., $|\{ \sum_{m \in S} L_m : S \subseteq [M] \}| = 2^M$.\footnote{An open conjecture of Erdős is that the largest element of such a set must be at least $c2^M$ for some constant $c$.} Write $\{ \sum_{m \in S} L_m : S \subseteq [M] \} = \{ \Lambda_j \}_{j \in [2^M]}$ with $\Lambda_{j+1} > \Lambda_j$ (so that $L_1 = 0$, $L_2 = \min_m L_m$, $\ldots$, $L_{2^M} = \sum_{m \in [M]} L_m = L$). Now if $P(\ell)$ denotes the size of the partition induced by the function $n \mapsto A_{\ell n}$ and we define $\Lambda_0 := 0$ and $P(0) := 0$, it must be that $P(\ell) \leq M + P(\ell)$, and at the same time it must be the case that $P(\ell) = P(L - \ell)$. That is, $P$ attains a maximum value of less than $M2^{M-1}$, which is much less than $M!$ for $M > 5$.

This example suggests that we ought to focus on the local structure of shuffles, since information about their global structure is inerterably diffused among the loci $\ell$. Once this perspective is adopted, it is natural to focus on the first $\min_m L_m$ rows of $A$ in general as well as for the restricted or distinguished prefix problems, since for these first few rows there are no offsets caused by shuffling. Of course, since we do not know $\min_m L_m$, it makes further sense to focus on the smallest and/or most common partitions induced by the rows of $A$, since with high probability these will occur at or near the beginning anyway. We have written MATLAB code that attempts to decompose and determine the structure of shuffles

$\nu^\Pi_n(\sigma) = \nu^\Pi_n(\Pi_{e_{\ell_1}, \ldots, e_{\ell_M}}(\ell))(n)$

according to this perspective; a general $M$-unshuffler could build upon this code to estimate $M$, $(L_m)_{m \in [M]}$, and finally motifs corresponding to blocks en route to unshuffling via reassembly of the motifs.

\section{Solving the restricted prefix $M$-unshuffling problem}

Since

$$\sigma^\Pi_{L_1, \ldots, L_M}(1) = \sum_{m \in \sigma(1)} L_m + 1 \quad (11)$$

in the restricted prefix case we have that

$$A_{1n} = \sum_{\sigma \in S_M} 1_{N^\Pi(\sigma)}(n) \cdot \alpha^\Pi_n(e_{L_1, \ldots, L_M}(\sigma)) \quad (12)$$

That is, the first row of $A$ depends only on $x$ and $\Pi$. For the moment, write $f(n) := (\Pi^\Pi_{e_{\ell_1}, \ldots, e_{\ell_M}}(\ell))(n)$. The usual analysis of the birthday problem shows the following
The partition of $[N]$ induced by the function $n \mapsto A_{1n}$ is refined by the partition induced by $f$, and the probability that these two partitions are identical is $p_N = (|f([N])|/|([N])|) \approx e^{-|f([N])|^2/2q}$. (Note that $|f([N])| \leq M$.) For the distinguished prefix case, these partitions are identical. \(\square\)

Thus if $2q \gg |f([N])|^2$ \footnote{In problems of practical interest, whenever the restricted prefix assumption holds, we expect to be able to assume this by considering successive $k$-tuples of components over $\mathbb{Z}/q\mathbb{Z}$ as individual components over $\mathbb{Z}/q^k\mathbb{Z}$.} with high probability recovering the partition of $[N]$ induced by $f$ will be easy; in the distinguished prefix case, it will always be easy. From the easy approximate bound $p_N^M \approx e^{-M^2/2q}$ we get the following loosely stated

**Theorem.** Restricted prefix shuffles can be perfectly unshuffled with high probability whenever $M^3 \ll 2q$, and distinguished prefix shuffles can be perfectly unshuffled with high probability for any $M$. \(\square\)

To achieve unshuffling in practice for the restricted prefix case, a simple modification of the technique for finding $\hat{\pi}$ described at the end of §II-C suffices. The idea (see figure 5) is to circularly shift each column of $A$ so that the first rows align and to iterate this process on the matrix obtained by eliminating the aligned rows. By the restricted prefix assumption, it is not necessary to perform the sort of analysis of partitions used for unshuffling an unrestricted 2-shuffle: instead, in our implementation we merely incorporate a weight of partitions used for unshuffling an unrestricted 2-shuffle:

$$\hat{\pi} \arg\max_{\pi \in \mathbb{Z}/L\mathbb{Z}} \sum_{\ell=1}^{L} 2^{-\ell} \delta_{A_{1\ell}}, A_{\pi(\ell) k},$$

Fig. 5. Schematic of a practical unshuffling technique for the restricted prefix case. Columns are aligned initially; then truncated, and the process repeats.

(13)

where as usual $\delta$ denotes the Kronecker delta. The weight of $2^{-\ell}$ ensures that the first row contributes slightly more to the alignment than all the remaining rows combined, dovetailing with the restricted prefix assumption. Figures 6 and 7 show this technique in action.
\( \mathcal{H} \subset \mathcal{G} = S_L \) be the set of coherent block permutations (see [A]) of the form \( \sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M} \) for some fixed \( \{\mathcal{G}_m\}_{m=1}^M \) that is completely unknown apart from the implicit constraint \( L = \sum_{m=1}^M L_m \);

\[
f((j,k), (\sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M})^{-1}) = -\langle y_j, \rho(\sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M}((\sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M})^{-1}) y_k \rangle, \]

where \( \rho : S_L \to GL(L) \) is the natural permutation representation: \( \rho(\sigma)_{ab} := \delta_{b \sigma(a)} \).

At this point it is probably best to unpack the preceding paragraph by furnishing a somewhat more concrete point of view that leads to it. Suppose that we have a fixed set \( \{x^{(m)}\}_{m=1}^M \) of tuples with \( \dim x^{(m)} = L_m \). Our only piece of information about this set is the value of \( L = \sum_{m=1}^M L_m \). We are given \( N \) samples of the form \( y_j = R_j(x^\oplus + \xi_j^\otimes) \), where \( R_j := \rho((\sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M})^\otimes, x^\oplus := \oplus_m x^{(m)} \) and the implied \( \xi_j^{(m)} \) are random variables that are IID w.r.t. \( j \). That is, the \( x^{(m)} \) have noise added and are then shuffled. To unshuffle the \( y_j \), we must find the coherent block permutations that minimize

\[
- \sum_{j,k} \langle R_j^* y_j, R_k^* y_k \rangle.
\]

But since \( z^* A z = \text{Tr}(Az^*) \) and

\[
\sum_j R_j^* y_j = (R_1^*, \ldots, R_N^*) \begin{pmatrix} y_1 \\ \vdots \\ y_N \end{pmatrix}
\]

the objective function in (15) equals

\[
- \text{Tr} \left( \begin{pmatrix} R_1 \\ \vdots \\ R_N \end{pmatrix} \begin{pmatrix} y_1 \\ \vdots \\ y_N \end{pmatrix}^T \right)
\]

which can be written as \( \text{Tr}(RY) \) using an obvious shorthand notation, reflecting the typical formulation of synchronization as a semidefinite program.

This problem presents interrelated difficulties beyond those encountered in the synchronization problems studied in [3] and [2]: first, \( \mathcal{G} = S_L \) is large but discrete; and second, the subset of values that a potential can take is complicated. However, one slightly mitigating observation is that we may try multiple values of \( M \) and determine the correct one a posteriori, so we may assume \( M \) is known.

**APPENDIX A**

**PERMUTATIONS**

Let \( S_M \) denote the symmetric group on \( M \) elements and write \( \sigma = (\sigma(1), \ldots, \sigma(M)) \in S_M \). Now for \( L := \sum_{m=1}^M L_m \) and \( \tau^{(m)} \in S_{L_m} \) for \( m \in [M] \), define the (permutation) operad composition\(^6\) \( \circ : S_M \times \prod_{m=1}^M S_{L_m} \to S_L \) as follows:

\[
\circ : (\sigma, (\tau^{(1)}, \ldots, \tau^{(M)})) \mapsto \sigma \circ (\tau^{(1)}, \ldots, \tau^{(M)}),
\]

where \( \sigma \circ (\tau^{(1)}, \ldots, \tau^{(M)}) := \sigma \circ_{\sigma^{-1}(m)} (\tau^{(1)}(m), \ldots, \tau^{(M)}(m)) := \sum_{m < n} \sigma^{-1}(m) + \ell \)

where \( \sigma \circ_{\sigma^{-1}(m)} (\tau^{(1)}(m), \ldots, \tau^{(M)}(m)) := \sum_{m < n} \sigma^{-1}(m) + \ell \). For notational convenience,\(^7\) write \( 1_M := (1, \ldots, M) \) for the identity of \( S_M \). The block permutation \( \sigma_{L_1,\ldots,L_M} \in S_{L} \) is

\[
\sigma_{L_1,\ldots,L_M} := \sigma \circ (1_{L_1}, \ldots, 1_{L_M}).
\]

For example, \( (4, 2, 1, 3)_{4,3,3,2} = (4, 2, 1, 3) \circ (1_4, 1_3, 1_3, 1_2) = (9, 10, 11, 12, 4, 5, 6, 1, 2, 3, 7, 8) \). We shall write \( S_{L_1,\ldots,L_M} \subseteq S_L \) for the set of block permutations of the form (19). It is easy to show that

\[
(\sigma_{L_1,\ldots,L_M})^{-1} = (\sigma^{-1})_{L_{\sigma^{-1}(1)},\ldots,L_{\sigma^{-1}(M)}}.
\]

Define the coherent block permutation \( \sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M} := \sigma \circ (1_{\mathcal{G}_{\mathcal{G}^{-1}(1)}}, \ldots, 1_{\mathcal{G}_{\mathcal{G}^{-1}(M)}}) \).

For example, \( (4, 2, 1, 3)_{4,3,3,2} = (4, 2, 1, 3) \circ (1_2, 1_3, 1_3, 1_4) = (11, 12, 5, 6, 7, 1, 2, 3, 4, 8, 9, 10) \). We shall write \( S_{\mathcal{G}_1,\ldots,\mathcal{G}_M} \subseteq S_{\mathcal{G}} \) for the set of block permutations of the form (21).

The crucial property of \( S_{\mathcal{G}_1,\ldots,\mathcal{G}_M} \) is that its elements permute the intervals \( \{m_1 < m_2 < \cdots < m_{m'} \} \) of \( L \) (note that coherent block permutations are therefore “integral” interval exchange transformations [1]), or more formally that the functions \( m \mapsto \sum_{m' \leq m} \mathbb{1}_{m'} \) are equivariant with respect to the natural action of \( S_{\mathcal{G}_1,\ldots,\mathcal{G}_M} \) on \( [M] \) and the corresponding action by coherent block permutations on \( [L] \). \( S_{L_1,\ldots,L_M} \) has more complicated algebraic structure than \( S_{\mathcal{G}_1,\ldots,\mathcal{G}_M} \): to wit, we have that

\[
\sigma_{\mathcal{G}_1,\ldots,\mathcal{G}_M} = ((\sigma^{-1})_{L_{\mathcal{G}^{-1}(1)},\ldots,L_{\mathcal{G}^{-1}(M)}})^{-1}.
\]
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