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This paper constructed a biobjective model based on the total cost and time satisfaction to provide a desirable solution to the distribution and inventory cooperation of agricultural means supply chain. The model simulated how the distribution center and retailers collaborate to meet the needs of the order customer in the random lead time and out-of-stock loss costs. By the features of the model, the biobjective genetic algorithm was improved based on elitism selection, aiming to improve the quality of noninferior solution in biobjective model. Finally, the influence degree of the lead time of delivery, unit inventory cost, and unit transport cost on the total cost of the system was quantified through the analysis of examples and sensitivity of model parameters. This research has provided valuable new insights into the distribution and inventory coordination of supply chain.

1. Introduction

Grain is a strategic material essential to the survival and development of our society. Agricultural production materials like pesticides and fertilizers not only guarantee the sustainable development of agriculture but also maintain the stability of the rural market and boost farmers’ income. In a large agricultural country like China, it is critical to ensure the production and supply of agricultural means. In particular, the efficiency and cost of agricultural means supply directly determine whether the agricultural production system could operate highly efficiently. To gain a competitive edge, agricultural means producers and circulators should establish a synergistic and win-win supply chain system.

Currently, logistics cost takes up a growing portion of the circulation cost of agricultural means. Many agricultural means enterprises are facing more and more severe problems in logistics operation and management. However, most enterprises only resort to the internal management of a single logistics function, failing to address logistics management from the perspective of supply chain. Agricultural means enterprises need to further explore how to solve the following problems in the circulation and supply chain of agricultural means: inventory risk sharing, collaborative replenishment, and timely, accurate, and efficient distribution to multiple customers on varied levels. Therefore, it is of great significance to study the collaboration between upstream and downstream enterprises on agricultural means supply chain based on supply chain coordination theory.

Supply chain cooperation is the collaborative decision-making process for raw material supply, goods production, product distribution, and retail among material suppliers, manufacturers, distributors, and retailers. As lots of independent enterprises are included in a supply chain, the imbalance between supply and demand can become a serious problem, if the decisions of each entity are made independently without necessary cooperation and information sharing; therefore, inventory-distribution coordination plays a significant role in conducting efficient operation of the whole supply chain for agricultural means.

So far, researches on collaborative distribution of supply chain have been mainly based on deterministic demand and stochastic demand. For example, Cohen and Moon [1] established a multiperiod mixed-integer programming model, stating that plant load involved the distribution of raw materials, product manufacturing, and product
shipments; Arntzen et al. [2] defined a multiperiod based mixed-integer model for the supply-production-distribution plan of DEC Company; and Pilz-Glombik and Glombik [3] established a multiperiod hybrid programming model based on calculation by computer to make decisions on order, production, and transportation.

However, the collaborative planning model has not been widely applied due to the great constraints of demand environment hypothesis. As a result, more scholars begin to explore the collaborative planning of supply chain in stochastic demand environment. For example, Lee and Sook [4] established a multiperiod linear programming model and studied the production-distribution coordination of the supply chain through simulation of random factors such as machine capacity and transport capacity with optimization methods; Torabi and Hassini [5] established a multiobjective mathematical programming model with probability constraints based on a fuzzy solution algorithm to study the supply and demand planning of the supply chain composed of multiple suppliers, a single manufacturer, and multidistribution centers, while Tian et al. [6] constructed a multiperiod bilevel stochastic programming model, proposing a simulation-optimization solution to deal with compensation problems. Maimani et al. [7] formulated an inventory control model for both retailer and manufacturer and thus determined the pricing, replenishment cycle, and number of shipments in a manufacturer-retailer supply chain of deteriorating items. Drawing on the optimal design of distribution network and inventory control, Yan [8] constructed a dual-objective inventory joint control model for multilevel distribution network supply chain, which fully considers the interaction and mutual influence between the joints.

2. A Bilevel Inventory-Distribution Coordination Model

Inventory-distribution coordination in the supply chain for agricultural means involves the collaborative decision-making to control the production, supply, and sales of products among producers, distributors, and retailers. To minimize the total cost of the system with the highest time satisfaction of customers and maintain a balance between supply and demand, the volume and time period of shipments, inventory, and freight should be defined at first, and a wide range of complex relations among raw material suppliers and other enterprises are posing a great challenge to solve in a single model.

2.1. Basic Factors of the Model. It has always been a hot and difficult issue to achieve a high-efficient distribution system. With the rapid development of information technology and an increasing boom in collaborative distribution, supply chain management concepts have witnessed in-depth practices; for example, the strategies of collaborative distribution, inventory, and replenishment have been sought after by many enterprises with bold practices, as this is an effective way in reducing the cost of the logistics distribution chain [7].

In general, supply chain coordination is mainly affected by such factors as supply chain partnership, information sharing, win-win benefit, and resource sharing, whose differences will directly lead to the variance in distribution cost, reaction time, and shortage cost in the whole supply chain. Based on this, a reasonable coordination model is established in this section to study the inventory-distribution coordination.

In reality, the bilevel distribution system is commonly applied, which is composed of distributors, retailers, and customers (see Figure 1). Although there have been researches done on this field, lots of parameters were simplified. For example, the distribution centers were assumed to have no inventory; optimization of the cost is simply studied without considering factors such as time efficiency. Besides, it is difficult to consider both time efficiency and cost during optimization, and there has never been a biobjective optimization problem-solving algorithm composed of cost and time satisfaction. In view of this, a biobjective inventory-distribution coordination model based on cost and time satisfaction was constructed to study the optimization coordination of the supply chain for agricultural means.

2.2. Description of Distribution Process and Symbols Used. Without loss of generality, the downstream of the supply chain is a multilayer network of producers, distributors, and retailers. As shown in Figure 1, each distributor divides its administrative region into multiple markets and sets up multiple regional distribution centers. Each distribution center is responsible for storage, distribution, and delivery. The development of e-commerce and popularization of communication network further expand the distribution channels of agricultural means. Many distributors and retailers are exploring the hybrid sales mode of online sales and offline sales. Considering the large differences between online and offline sales in cost and transaction method, this paper divides the end customers into ordering customers (the customers placing orders via the Internet or communication tools; they generally require home delivery service) and real-time customers (the customers who walk away after buying goods and require no delivery service). Each distribution center radiates several retail stores (franchised stores and chain stores) and some ordering customers in the downstream. The stores can meet the needs of both real-time customers and ordering customers. Figure 2 shows the process of purchase, distribution, and delivery of agricultural means of the supply chain.

First, each distributor decides its order quantity according to the predicted demand, the demand of each retail store, and the orders placed by customers. The lead time of the orders is assumed to be L. Besides, the distributor sends all the above information to the head office, which will summarize the information and make unified purchases from producers.

Second, the producer directly distributes goods to regional distribution centers according to the orders received.

Third, once receiving the goods, regional distribution centers determine their distribution plan based on inventory level and demands of retail stores.
Fourth, real-time customers and ordering customers generate random demand.

Fifth, the demand of real-time customers is satisfied in real time, while that of ordering customers is satisfied by one of the retailers and supported by delivery service.

Sixth, the total cost of the whole system is evaluated (including the operating cost of distributors, inventor cost of distribution centers, transport cost from each producer to every distribution center, transport cost from each distribution center to every retailer, and shortage cost of each retailer), and the time satisfaction of ordering customers is assessed.

To study the inventory-distribution coordination, the following assumptions were made:
(i) The supply capacity of manufacturers was assumed to be adequate, as it is found that there is an oversupply in the entire agricultural market

(ii) The unit operating cost, unit product transport cost, and unit inventory cost of distributors were assumed to be relatively stable in the planning period

(iii) The needs of the same area were assumed to be satisfied by only one distribution center

(iv) The market demands of real-time customers and ordering customers are stochastic and obey independent normal distribution

It is shown in Figure 1 that the distribution centers operate independently, with strictly zoning supply. Therefore, the distribution coordination data of the entire system can be obtained based on the inventory and distribution needs of only one distribution center selected. Please refer to Table 1 for symbolic representation and meanings of parameters in the model.

2.3. Establishing a Biobjective Inventory-Distribution Coordination Model. Since seasonal characteristics are obvious in the supply chain for agricultural means, attention should be paid to both total cost of the system and the time efficiency of product supply. In view of this, a biobjective constraint planning model with cost and time as decision-making objectives was established in this section to achieve customer satisfaction with lower cost and shorter time.

2.3.1. Objective Function of the Predicted Total Cost. To predict the total cost, the associated costs of distributors and retailers are mainly considered in this section. After analysis, it is found that the predicted total cost consists of fixed cost $CG$, inventory cost $CS$, transport cost $CC$, operating cost $CO$, and shortage cost $CB$.

Whether they are open to online customer orders, the fixed cost of distribution centers and retailers can be defined as

$$CG = \sum_{i=0}^{K} (C_i \cdot c_{gi}).$$

(1)

It is assumed that distribution centers can directly meet the needs of ordering customers. Referring to the methods of Wang and Wu [9] and Wu et al. [10], the initial inventory after allocation to distribution centers can be described by

$$r_0 = \frac{M}{j=1} (\mu_j, y_{j0}) + \frac{Q}{\sum_{i=0}^{K} \left(\mu_i + \sum_{j=1}^{M} (\mu_j, y_{j0})\right)} \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right].$$

(2)

Supposing that $D$ is the total demand of ordering customers for the distribution center $L+1$ and its demand meets $N(\mu, \sigma^2)$ distribution, the total demand $D$ would meet the linear combination of normal random variables. Then, the mean and standard deviation of the total demand of ordering customers of a distribution center can be calculated by

$$\frac{\Lambda}{\sigma_0} = \frac{M}{j=1} (\mu_j, y_{j0}), \frac{\sigma_0}{\sigma_j y_{j0}} = \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right].$$

(3)

Therefore, predicted inventory cost and shortage cost of distribution centers meeting the needs of ordering customers at the end of period $L$ can be expressed as $CS_0 + CB_0 = f_{h_0} h_0 (r_0 - x) dG_r (x) + \int_0^\infty s_0 (x - r_0) dG_r (x)$, where $G_r (\cdot)$ is the cumulative distribution function of demand $D$ of ordering customers.

Then,

$$CS_0 + CB_0 = \left[h_0 \lambda_0 + (h_0 + s_0) R (\lambda_0)\right] \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right].$$

(4)

where $G_r (\cdot)$ represents linear loss function of unit normal right tail and $\lambda_0$ refers to the ratio of ending inventory of distribution centers to the standard deviation of inventory, with the following value:

$$\lambda_0 = \frac{Q - \sum_{i=0}^{K} \mu_i + \sum_{j=1}^{M} (\mu_j, y_{j0})}{\sum_{i=0}^{K} \sigma_i^2 + \sum_{j=1}^{M} (\sigma_j, y_{j0})}.$$ (5)

Similarly, predicted inventory cost and shortage cost of retailers are

$$CS_i + CB_i = \sqrt{L} + 1 \sum_{i=1}^{K} \left[h_i \lambda + (h_i + s_i) R (\lambda)\right] \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right].$$

(6)

According to the results of Eppen and Schrage [11], the total predicted inventory cost and shortage cost of distribution centers and retailers are

$$CS + CB = L \sum_{i=1}^{K} \left[h_i \mu_i + \sum_{j=1}^{M} (\mu_j, y_{j0})\right] + \left[h_0 \lambda_0 + (h_0 + s_0) R (\lambda_0)\right] \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right]$$

$$+ \sqrt{L} + 1 \sum_{i=1}^{K} \left[h_i \lambda + (h_i + s_i) R (\lambda)\right] \left[\sum_{j=1}^{M} (\sigma_j, y_{j0})\right].$$

(7)

where $\lambda$ is the ratio of retailers’ ending inventory to standard deviation of inventory expressed as follows:
Table 1: Description of symbols applied in the biobjective distribution network model.

| System parameter | Description |
|------------------|-------------|
| \( i, j \)       | When \( i = 0 \), \( i \) represents distribution center; when \( i \in [1, K] \), it means the retailer, while \( j \in \{1, M\} \) refers to the number of ordering customers. |
| \( \mu_j, \sigma_j \) | Retailer \( i \) meets the mean and standard deviation of real-time requirements. |
| \( \mu_j, \sigma_j \) | The mean and standard deviation of demand from ordering customer \( j \). |
| \( p_i \)         | The demands on unit operating cost of distribution center and retailer \( i \) are met. |
| \( s_i \)         | Unit cost from shortage of goods in retailers or distribution centers. |
| \( c_{g_i} \)     | Fixed cost to meet the needs of ordering customers (i.e., the fee to purchase communication devices and distribution vehicles). |
| \( cr_i \)        | Unit distribution cost from a distribution center to retailer \( i \). |
| \( cu_{ij} \)     | Delivery cost of a distribution center and a retailer \( i \) to meet the demand of ordering customer \( j \). |
| \( s_i \)         | Unit inventory cost of distribution center and retailer \( i \). |
| \( h_i \)         | The lead time for retailer replenishment. |
| \( L \)           | The lead time of retailers and distributors in meeting needs of ordering customers. |
| \( w_{pi} \)      | Inventory capability of distribution center and retailer \( i \). |

| Decision variable | Description |
|-------------------|-------------|
| \( Q \)           | Quantity of orders from manufacturers to distribution centers. |
| \( x_i \)         | Whether distribution center or retailer \( i \) is open to customer orders \((x_i = 1\) means "open," while \( x_i = 0\) means "close"). |
| \( y_{ij} \)      | Whether distribution center or retailer \( i \) meets the needs of customer \( j \) \((y_{ij} = 1\) means "meets" and \( y_{ij} = 0\) means "not meet"). |

\[
\lambda = \frac{Q - \sum_{i=1}^{K} \left( (L + 1) \left[ \mu_i + \sum_{j=1}^{M} \left( \mu_j y_{ij} \right) \right] \right)}{\sqrt{(L + 1) \left[ \sum_{i=1}^{K} \left[ \frac{h_i^2}{\mu_i^2} \right] \right]^2}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx. \tag{8}
\]

Operating cost of the system mainly includes that of the distribution center and retailers to meet the demands of ordering customers, with expression as

\[
CO = \sum_{i=0}^{K} \sum_{j=1}^{M} \left( p_i \cdot \mu_j \cdot y_{ij} \right). \tag{10}
\]

Then, the predicted total cost of the system in a single period of time is

\[
TC = CG + CS + CB + CC + CO
\]

\[
= \sum_{i=0}^{K} \sum_{j=1}^{M} \left( h_i \left[ \mu_i + \sum_{j=1}^{M} (\mu_j y_{ij}) \right] \right) + \left[ h_0 \lambda_0 + (h_0 + s_0) R(\lambda_0) \right] \sum_{j=1}^{M} \left( \sigma_j y_{oj} \right)
\]

\[
+ \sqrt{L + 1} \sum_{i=1}^{K} \left[ h_i \lambda + (h_i + s_i) R(\lambda) \right] \left( \frac{\sigma_i^2 + \sum_{j=1}^{M} (\sigma_j^2 y_{ij})}{\sum_{j=1}^{M} \left( \sigma_j^2 y_{ij} \right)} \right) + \sum_{i=1}^{K} \left[ cr_i \left[ \mu_i + \sum_{j=1}^{M} (\mu_j y_{ij}) \right] \right]
\]

\[
+ \sum_{i=0}^{K} \sum_{j=1}^{M} \left( cu_{ij} \cdot \mu_j \cdot y_{ij} \right) + \sum_{i=0}^{K} \sum_{j=1}^{M} \left( p_i \cdot \mu_j \cdot y_{ij} \right). \tag{11}
\]

2.3.2. Objective Function of Time Satisfaction. To reflect users’ satisfaction of time with respect to the response time of the upstream firms, the cosine-distribution time satisfaction function is selected in this section [10]. In the whole system, time satisfaction mainly refers to the satisfaction of ordering customers on the delivery time of products from the upstream distribution center or retailers.

It is assumed that \( UL_j \) is the longest waiting time acceptable by the ordering customer \( j \) when he/she feels very satisfied; \( UU_j \) is the minimum waiting time acceptable by the
order customer \( j \) when he/she feels very dissatisfied. Then, time satisfaction function on the needs of ordering customer \( j \) is

\[
\text{ts}_{ij} = \begin{cases} 
1, & \frac{1}{2} + \frac{1}{2} \cos \left[ \frac{\pi}{\text{UU}_j - \text{UL}_j} \left( \text{ij}_j - \frac{\text{UL}_j + \text{UL}_j}{\text{2}} \right) \right] \\
0, & \end{cases}
\]

Therefore, the predicted time satisfaction level of the system is

\[
TS = \sum_{i=0}^{K} \sum_{j=1}^{M} (\text{ts}_{ij} \cdot y_{ij}).
\]

2.3.3. Coordination Model of Distribution and Inventory.

The model is a biobjective nonlinear integer programming model to achieve maximum time satisfaction of the system at the minimum total cost, which is expressed as

\[
\begin{align*}
(P1) & \quad \text{MinTC} \\
\text{MaxTS} & \\
\text{s.t.} & \quad \mu_i + \sum_{j=1}^{M} (\mu_j y_{ij}) + \gamma_j \sqrt{\sum_{j=1}^{M} (\sigma_j^2 y_{ij})} \leq \omega p_i, \quad i = 0, 1, \ldots, K, \\
& \quad \sum_{i=0}^{K} y_{ij} = 1, \quad j = 1, 2, \ldots, M, \\
& \quad y_{ij} \leq x_i, \quad i = 0, 1, \ldots, K; j = 1, 2, \ldots, M, \\
& \quad Q \geq 0, \\
& \quad x_i \in \{0, 1\}, \quad i = 0, 1, \ldots, K, \\
& \quad y_{ij} \in \{0, 1\}, \quad i = 0, 1, \ldots, K; j = 1, 2, \ldots, M.
\end{align*}
\]

Constraint (12) in the model is on inventory capability of distribution centers and retailers, where \( y_i = q_i^{-1} (s_i + h_i) \) (Eppen and Schrage [11]) is the safety factor. Constraint (13) ensures that the needs of the same ordering customer can only be met by one facility. Constraint (14) means that the distribution center and the retailer \( i \) can be assigned to meet the needs of ordering customer only when they are open. Constraint (15) defines that the order quantity of the distribution center is nonnegative, while Constraints (16) and (17) define the variables to be 0-1.

3. Genetic Algorithm Chosen for Multiobjective Optimization

3.1. Multiobjective Optimization Algorithm. Real-world problems are very complicated. Multiple objectives need to be achieved under various influencing factors. Therefore, the single-objective model is often too limited to solve enterprise problems. As research problems get more and more complex, multiobjective optimization gradually catches the attention of many scholars. To better fit the reality, multiobjective optimization model came into being:

\[
\begin{align*}
\text{min} & \quad [f_1(x), f_2(x), \ldots, f_n(x)], \\
\text{s.t.} & \quad \beta_{lb} \leq x \leq \beta_{ub}, \\
& \quad A \ast x \leq a, \\
& \quad Aeq \ast x = beq,
\end{align*}
\]

where \( f_i(x) \) is the objective function; the constraints are the upper and lower bounds of variable \( x \), linear inequality, and linear equality, respectively.

In the above objective function, the objectives tend to conflict with each other. In other words, the value of an objective increases at the cost of another or several other objectives. The inconsistency between the multiple objectives makes it hard to find a globally optimal solution. Even if all objectives are optimized, many noninferior solutions will appear, forming a set of compromises, that is, conflicting solutions [10]. Among them, one or more noninferior optimal solutions exist; one or more objectives can neither be further optimized nor be worsened relative to the other objectives.

There is no widely recognized algorithm to solve multiobjective planning models. In general, the goal is to find a noninferior solution that best satisfies demand. Three methods are available for real-world optimization problems.

3.1.1. Generation of the Noninferior Solution Set. Obtain lots of noninferior solutions through weighting, constraint method, and the hybrid method of weighting and constraint method, forming a set of noninferior solutions, and find the satisfactory solution in the set as the final solution.

3.1.2. Interaction Method. Gradually solve the final solution by analyzing the dialog between analyst and decision-maker, for example, Geoffrion’s method for solving linearly constrained multiobjective optimization problem.

3.1.3. Weighting Method. Assign each objective a weight to create a set of weighted objectives, turning the multiobjective problem into a single-objective optimization problem.
So far, evolutionary algorithms such as genetic algorithm (GA), particle swarm optimization, ant colony algorithm, and immune optimization algorithm have been increasingly used to solve multiobjective optimization problems [12–15]. Among them, the genetic algorithm is undoubtedly one of the most widely used and the most successful methods.

3.2. GA Flow for the Hybrid Multiobjective Optimization Model. Since Professor Holland [16] proposed a genetic algorithm in 1975 for the first time, it has been widely applied in multiple fields such as industrial engineering, artificial intelligence, and automatic control, due to its high efficiency, practicability, and high robustness. Schaffer (1985) was the first to introduce GA to multiobjective optimization problem, creating the vector evaluated GA. The standard GA has been repeatedly improved in terms of encoding method, selection strategy, crossover operator, mutation operator, and parameter setting [6–8].

3.2.1. Encoding Methods for Multiobjective Algorithm. Apart from the 0-1 binary encoding, the improved encoding methods of GA include sequential encoding, real number encoding, and integer encoding. The sequential encoding uses nonrepetitive natural numbers from 1 to \( n \). It is applicable to assignment problem, traveling salesman problem, and single-machine scheduling problem. Real number encoding represents different chromosomes with a set of real numbers. This method facilitates the search in a large space and suits the optimization of continuous problems. Similar to sequential encoding, integer encoding describes each chromosome as a set of natural numbers but allows different genes to be encoded by the same number. This approach fits in with time optimization problem and selection problem. These methods are often combined to solve multiobjective optimization problems.

3.2.2. Fitness Function Calibration. Facing multiobjective problems, the GA needs to solve a key problem called fitness assignment. Currently, fitness could be assigned by vector evaluation, objective planning, and Pareto-based methods. The weighting methods offer another way to solve the problem: multiple objectives are given reasonable weights by fixed weighting, random weighting, and adaptive weighting, such that the multiobjective problem can be transformed into a single-objective problem according to the set of weighted objectives. The key of weighting methods lies in selecting a reasonable weight assignment strategy.

3.2.3. Solving Mechanisms of Multiobjective GA. Different solving mechanisms are available for GA to handle multiobjective problems. The most common mechanisms include random-weight approach, strength Pareto evolutionary algorithm (SPEA), nondominated sorting GA (NSGA), and NGSA II [17, 18].

It is used in both multiobjective model and single-objective model to get an optimized Pareto solution. The basic GA optimization process mainly consists of generation of initial population, coding method, fitness function, genetic operation, selection strategy, and stop criterion.

As the inventory-distribution coordination model of the supply chain for agricultural means is an issue of fixed multiobjective optimization, the genetic algorithm based on elite reorganization was applied in this paper. Please refer to Figure 3 for specific optimization steps of the algorithm.

Optimization of genetic algorithms is as follows:

(a) Set initial parameters and population.

(b) Calculate the fitness of individuals in the population \( P(t) \).

(c) Select in accordance with the proportion of elite individuals preserved.

(d) Implement crossover operation according to crossover probability.

(e) Conduct mutation operation according to mutation probability.

(f) Determine whether the stop criteria are met

3.3. Key Steps of Improved GA. According to the optimization flow of the improved GA, the distribution and inventory cooperation model of agricultural means supply chain can be solved in the following steps.

3.3.1. Transformation of Weight Coefficient, Namely, Transforming Multiobjective Problems, into Single-Objective Problems. In the objective function, the value of the total
the time of initial population generation and then a group of
$y_{ij}$ were randomly generated according to the generated $x_i$
and constraints.

3.3.3. Selection Operation. To select the elite individuals and
preserve them to form a stable next generation, an elite
preservation strategy was adopted, where optimal individ-
uals were selected from the old population after crossover
mutation operation was implemented, and the worst indi-
viduals of the new population were replaced with the same
number of elite individuals.

3.3.4. Crossover Operation. For random crossover opera-
tion, the single-point crossing was applied in this section,
where tangent points for two individuals from the popu-
lation were randomly selected based on crossover prob-
ability. During the operation, a rejection policy was used in
case of illegal encoding of individuals, and the binary
coding method was adopted for unknown quantities $x_i, y_{ij}$
with variables to be either 0 or 1. If the randomly selected
tangent points were in position of $x_i, y_{ij}$, the right substring
would be directly interchanged in cross operation. In terms
of real number coding, the real cross method is used as
follows:

$$a^\prime_{kj} = a_{kj} \beta + a_{ij} (1 - \beta),$$

$$a^\prime_{ij} = a_{kj} (1 - \beta) + a_{ij} \beta,$$

where $a_{kj}$ and $a_{ij}$ are the positions of the $k^{th}$ and $l^{th}$
chromosomes at $j$ and $\beta$ is the random number in interval
$[0, 1]$.

3.3.5. Mutation Operation. To find the optimal solution for
mutation operation, a local search was applied, and an
improved place value mutation was used in this section as
the mutation strategy. Since binary encoding was used for
variables $x_i, y_{ij}$, their place value could only be 0 or 1, and for
other variables using real number encoding, their place
values could be changed within a certain range. In this
section, as the chromosome is composed of seven variables,
thus different positions of seven variables were randomly
selected for mutation operation, and the mutation step size
of each position was randomly generated. However, the
range of mutation step size gradually reduced with the in-
creasing number of iterations, thus ensuring a better local
search. Mutation operation for real numbers was performed
as follows:

$$z^\prime_k = z_k + \delta \ast f (g),$$

$$f (g) = r (1 - g/G),$$

where $z^\prime_k$ is the place value of a gene after mutation; $z_k$
is the place value of a gene in chromosome before mutation; $\delta$
deals the mutation step randomly generated in the range of
$[-1, 1]$; $r$ refers to the random number in interval $[0, 1]$; $g$
represents the number of iterations; and $G$ is the preset
maximum number of iterations.

**Figure 3**: Optimization process of improved genetic algorithm.

cost $TC$ has a negative relation with the goodness of a
scheme, while that of time satisfaction $TS$ has a positive
relation with the optimization degree of scheme. To simplify
the model, these two objectives were converted into one
objective by the following method.

It is supposed that $TC'=10^a/TC$ and $TS'=TS$, where $a$
is the difference between the magnitude of order by all
individuals in the initial population and the magnitude of
the two objectives.

Thus, the double objective function in the model was
transformed into a single-objective function:

$$\begin{align*}
MaxF &= Max\{l_1 \ast TC' + l_2 \ast TS'\} \\
\text{where } l_1 \text{ and } l_2 \text{ are weights of cost index and time } \\
\text{satisfaction index, which can be determined based on } \\
\text{the firm’s emphasis degree and preferences in practice.} \\
\text{Please refer to Section 3.1 for relevant description and } \\
\text{comparison.}
\end{align*}$$

3.3.2. Encoding Method. In the model, hybrid coding
method was adopted due to different value scope of different
variables, where binary coding method was applied for the
unknown quantities $x_i, y_{ij}$ in a variable to be either 0 or 1;
real number coding was used for real variables such as
unknown quantity $Q$ and other parameters; and variables
$y_{ij}, l_{ij}$ of $11 \times 50$ matrixes were transformed into $1 \times 550$
one-dimensional matrixes. In addition, since the randomly
generated variables $x_i, y_{ij}$ could hardly satisfy Constraints
(13) and (14), a set of $x_i$ values were randomly generated at
4. Case Study and Model Analysis

First, the validity of the model and algorithm was analyzed with test data; then, the model was applied to study the circulation of agricultural means in HN agricultural means company, and the influence of key parameters on inventory-distribution coordination decisions was evaluated in this section.

4.1. Analysis of Model Validity. To analyze the effectiveness of the model, experiments were conducted by comparing performance between single-objective model and biobjective model. In total, six tests were conducted, where the demand point number of retailers and the number of ordering customers were set as 1°(5,10), 2°(5,20), 3°(10,30), 4°(10,50), 5°(20,50), and 6°(20,80).

Parameters in the case study were set as follows: $\mu_i = U[20,50]$ tons, $\sigma_i = 1.44$, $\mu_j = U[1,3]$ tons, $\sigma_j = 0.28$, $p_i = 2$ yuan/ton, $s_i = 10$ yuan/ton, $s_j = U[10,50]$ yuan/ton, $c_g = 50$ yuan/ton, $c_r = 30$ yuan/ton, $c_{ij} = U[8,12]$ yuan/ton, $h_0 = 5$ yuan/ton, $h_1 = 2$ yuan/ton, $w_p = 2000$ tons, $w_i = 50$ tons, $y = 0.2$, $L = 5$, $d = 1$, $U_j = 1$, and $U_{ij} = 3d$.

The algorithm parameters were configured as follows: $NP = 300$, $P_s = 0.7$, $P_m = 0.3$, $NG = 2000$, and $y = 0.1$.

The biobjective nonlinear integer programming model with capacity constraints as shown in Model P1 could be decomposed into submodel P11 for minimum cost and submodel P12 for maximum satisfaction, which were expressed as follows:

(P11) MinTC
s.t. (9), (12)–(13), (15).

(P12) MaxTS
s.t. (10)–(13), (15).

In addition, to find out the impact of different weight combinations of cost and time satisfaction on the results, a comparison of the results between ($l_1 = 0.3, l_2 = 0.7$) and ($l_1 = 0.5, l_2 = 0.5$) was made based on the preference value acquired from leaders in HN agricultural company.

During the comparison, the improved genetic algorithm based on elite reorganization was applied to figure out results (see Tables 2 and 3).

The following three points are indicated in Table 2:

(i) In the first four cases, the minimum total cost got from the single-objective model and the biobjective model has no big difference. However, the time satisfaction got from biobjective model is twice more than that from single-objective model. In the last two cases, as there is an exponential increase of retailers and ordering customers, the growth rate of total cost reaches over 5 times, while that of time satisfaction maintains twice, indicating that the time satisfaction objective of customers should be dynamically developed according to the scale of retailers and the number of ordering customers in the supply chain.

(ii) When maximum time satisfaction of customers is considered to be the only objective, the growth rate of customer satisfaction is about 1%, while the total cost grows more than 10 times, which is far away from an optimal cost objective for enterprises and is not feasible.

(iii) Results from the first four cases show that the cost and time satisfaction of biobjective models are close to optimal values. However, in the last two cases, the time satisfaction is close to optimal value, while the cost is far from the optimal value, as the weight of cost set in the algorithm is not big enough, and the weight of time satisfaction is relatively too high.

(1) As shown in Table 3, the biobjective model achieved near-optimal cost and satisfaction. Overall, the biobjective model outperformed the single-objective (cost) model and the single-objective (satisfaction) model. Hence, the model boasts a good optimization effect and optimizes cost and service at the same time. (2) Comparing Tables 2 and 3, it can be inferred that the cost was greatly reduced, but the satisfaction did not change much, after the weight adjustment of the total cost and satisfaction. For enterprises, it is important to set a reasonable customer satisfaction level. Blind pursuit of high satisfaction is difficult and costly. Hence, it is suitable to choose $l_1 = 0.5$ and $l_2 = 0.5$ for our algorithm.

4.2. Analysis of Algorithm Parameters. This section discussed the influence of crossover and mutation probabilities on the optimization results of the genetic algorithm during the operation process of the model applied in HN agricultural company. During the experiment, the algorithm was run 10 times with $K = 10$ and $M = 50$, while it was set that $P_m = 0.1$ and $P_c = 0.5–0.95$. It is shown in Table 4 that the results are more stable when $P_c = 0.7$.

As shown in Table 4, the result was relatively stable and better than the other cases, when $P_c = 0.7$. Hence, the crossover probability of our model algorithm was set to $P_c = 0.7$.

The mutation probability was determined similarly. The algorithm was run 10 times with $P_c = 0.7$ and $P_m = 0.05–0.5$. From the results in Table 5, it can be learned that the result was relatively stable and better than the other cases when $P_m = 0.3$.

4.3. Sensitivity Analysis of Model Parameters. To analyze the sensitivity of the model to parameters, parameters were set as described in Section 4.1, while it was set that $K = 10$ and $M = 50$ in HN agricultural company. Through calculation, when the distribution center and 8 retailers try to satisfy the demand of ordering customers via online business, the overall optimized goal of the enterprise would be achieved with a total cost of 23547.79 and a time satisfaction of 49.99.

To provide a basis for decision-making in inventory-distribution coordination of the supply chain, the sensitivity of the two objectives to lead time, unit shortage cost, unit delivery cost, and unit inventory cost was analyzed in this section.
Figure 4 shows the influence of the replenishment cycle $L$ of retailers on total cost and customer satisfaction. The total cost increased with the replenishment cycle, for the following reasons: With the extension of the replenishment cycle, distributors at all levels will increase inventory to safeguard supply and reduce the probability of shortage.
That is why the inventory cost increases so markedly. Meanwhile, with the gradual extension of the replenishment cycle, customer satisfaction did not change significantly and dropped obviously only after $L$ reached a large value. This is because the customer satisfaction model mainly deals with the delivery time $l_{ij}$ to end customers and does not involve the satisfaction with the replenishment cycle $L$ of retailers. However, when the replenishment cycle extends over a limit, chain reaction becomes inevitable. In this case, the retailers are forced to protect its own interests at the cost of delivery time to end customers. The customer satisfaction thereby nosedives.

As shown in Figure 5, the total cost was not sensitive to the shortage cost. The main reason lies in the collaborative operation between distributor and retailers. According to the inventory of each node, retailers with sufficient supply capacity are directed to meet the needs of online customers. This mechanism minimizes the occurrence of short supply and lowers the shortage cost, minimizing its impact on the total cost. This paper does not consider how the shortage cost $S$ affects customers’ time satisfaction because the two factors are not directly connected in our model.

As shown in Figure 6, the total cost increased apparently with the growth of unit delivery cost. This is in line with the actual operation. Transport and delivery costs are the main parts of agricultural means distribution cost. In recent years, transport infrastructure and logistics have been developing rapidly, weakening the functions of warehouses. This trend, coupled with the large capital occupation and low-profit margin of agricultural means, propels more retailers to cut down inventory and resort to the dynamic en route inventory to meet customer demand. For agricultural means supply chain, the key issues are to implement effective cooperation in delivery and optimize the delivery routes. This paper does not consider how the unit delivery cost $C_{uij}$ affects customers’ time satisfaction because the two factors are not directly connected in our model.

As unit inventory cost $h_i$ is not directly related to customer time satisfaction, only its effect on the total cost of the model was analyzed in this section.

As is shown in Figure 7, the total cost is very sensitive to $h_i$ and it increases rapidly with the rise of unit inventory cost. Therefore, distributors at all levels should cooperate to enhance ability in forecasting the market demands, to make scientific decisions of order in reducing inventory, and to improve management capability in reducing unit inventory cost.

5. Conclusions

This paper explores the distribution and inventory cooperation of agricultural means supply chain, constructs a distribution and inventory cooperation model, and optimizes the model with improved GA. Through calculation examples, the biobjective model was proved superior to single-objective models. Meanwhile, a sensitivity analysis
was performed on model parameters to visually quantify the degree of influence of replenishment cycle, unit inventory cost, and unit transport cost over total cost and total satisfaction, providing clear directions to enterprise decision-makers. First, enhance the inventory and delivery cooperation between distributors and retailers at all levels, aiming to shorten replenishment cycle and lower the cooperation cost of supply chain. Second, strengthen the management capability of enterprises, improve logistics efficiency, and reduce the operating and logistics costs per unit product. Third, improve the cooperative prediction ability of distributors and retailers at all levels and make scientific predictions to improve forecast accuracy, reduce inventory, and prevent shortage.
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