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Abstract

Due to the relevance for conservation biology, there is an increasing interest to extend evolutionary genomics models to plant, animal or microbial species. However, this requires to understand the effect of life-history traits absent in humans on genomic evolution. In this context, it is fundamentally of interest to generalize the replicator equation, which is at the heart of most population genomics models. However, as the inclusion of life-history traits generates models with a large state space, the analysis becomes involving. We focus, here, on quiescence and seed banks, two features common to many plant, invertebrate and microbial species. We develop a method to obtain a low-dimensional replicator equation in the context of evolutionary game theory, based on two assumptions: (1) the life-history traits are per se neutral, and (2) frequency-dependent selection is weak. We use the results to investigate the evolution and maintenance of cooperation based on the Prisoner’s dilemma. We first consider the generalized replicator equation, and then refine the investigation using adaptive dynamics. It turns out that, depending on the structure and timing of the quiescence/dormancy life-history trait, cooperation in a homogeneous population can be stabilized. We finally discuss and highlight the relevance of these results for plant, invertebrate and microbial communities.
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1 Introduction

One of the main goals of population genetics/genomics is to understand the evolutionary dynamics of populations/species under the influence of several neutral and selective evolutionary forces. The methods range from rather abstract approaches such as evolutionary game theory [HS98] to very specific and realistic models, e.g., investigating the cooperative traits of bacterial communities [WGG07, HKM19] to only name one example. However, most investigations focus on one single trait, as in the core theory of adaptive dynamics [MGM+96, Die04]. In recent time it becomes more and more clear that particular life-history traits can be game-changer [McN13]. For example, cannibalism can only be understood as a favourable strategy if age structure is taken into account [GDdR05, GVGC16], or some life-history traits might shift evolutionary stable strategies under frequency-dependent selection away from the point of maximum mean fitness [DT96]. There are several recent attempts to reformulate the replicator equation, which is a most powerful tool in the context of evolutionary game theory, in an age-structured setting [LS17, AB21, LGBT15]. All these approaches allow the life-history traits and the frequency-dependent selection to run on similar time scales, and to have similar strength. Accordingly, the state space of the replicator-equation becomes large, so that starting with a model based on continuous age structure a coupled PDE-ODE system is obtained, otherwise if the age structure is formulated in a discrete way, a high-dimensional ODE is obtained. We emphasize that the advantage of this approach is its generality, as no further assumptions are necessary. A disadvantage lies nevertheless in the high dimension of the resulting replicator-equation, and the high technical effort necessary for a rigorous analysis. However, if we are to investigate the evolution of genomes or cooperation in plant, invertebrate or microbial communities, it is necessary to take into account common life-history traits, such as age-structure, quiescence or dormancy.

In the present paper, we use a more restricted setting, that allows to simplify the results. In the case of two competing populations, we obtain a one-dimensional ODE. We assume here that generation overlap or age structure is due to quiescence or seed dormancy. Quiescence and dormancy appear in different contexts. One prototypical biological system with quiescence are bacteria that exhibit a persister state [BMC+04]. Persister cells minimize their metabolism, such that e.g. antibiotics cannot harm them, which is obviously a major issue in medicine. Plants represent another important biological system with a dormant state, as many flowering plants develop so-called seed banks. Indeed, seeds have the ability to remain dormant for a long time in the soil. We note that the two cases are slightly different, though both assume that the persister/quiescent/dormant state does not divide. On the one hand a given bacterial individual can switch
between quiescence and active state and is active right after cell division. On the other hand, plants always reproduce via the dormant state. Recently, it has been shown that quiescence/dormant has manifold effects on genetic heterogeneity within populations [KKL01, BGCKS13, TB09], on the speed and strength of selection [KMTZ17, HMTZ18], on the interplay with variable environment [BCKWB20, BHS21, Kus05, MHF13], and on co-evolution between hosts and parasites [VTIS]. We redirect the interested reader to two recent review articles [LdHWBB21, Tel19].

In the current study, we focus on the effect of different timescales in the quiescent/dormant phase, and the co-evolution of these time scales with a second trait that superimposes frequency-dependent selection (Section 2). We formulate this second trait in the spirit of evolutionary game theory, extending our previous work [SMHT19]. While in [SMHT19], exponentially growing populations have been considered, in the present we focus on a population of constant size. Two main ingredients allow us to reduce the system describing the competition of two populations to a one-dimensional replicator equation. First, we assume that the life-history traits without frequency-dependent selection are neutral, and second, we assume that the frequency-dependent selection is weak. The combination of the two assumptions allows us to use singular perturbation theory [O'M12] to obtain a simplifying approximation of the dynamics. Interestingly, we find that the shape of the resulting generalized replicator equation depends particularly on the model-assumptions for the life-history traits, namely a difference is observed between quiescence and seed bank.

As an application, we consider in Section 3 the prisoner’s dilemma to investigate the co-evolution of time scales and cooperation. Generally, we note that mechanisms that stabilize cooperation, that is its evolution and maintenance, are of special interest in evolutionary biology. In homogeneous populations, without additional structure, cooperation mostly gets lost under evolutionary pressure, a result which is often termed as the tragedy of the commons [WGG07, AS16]. If, by some mechanisms, cooperators are more likely to interact with other cooperators, then cooperation might persist. The most common idea why this assortment can take place is to assume the existence of spatial structuring [Pri70, Oka09, AN14]. Another idea is, for example, that cooperators have the ability to recognize other cooperators by so-called “greenbeard”-genes [WG10]. This approach requires thus the co-evolution of cooperation and greenbeardness. In the same spirit, we consider here the co-evolution of cooperation and quiescence/dormancy. We show that this co-evolution between traits can lead under appropriate conditions to an evolutionary stable cooperation. Interestingly enough, when the population size is constant, cooperation can be stable only under seed banking, and not for bacterial population with persister/quiescent state. This finding contradicts our previous results for exponentially growing populations [SMHT19], where persister cells could
also stabilize cooperation. In the last section we thus discuss our results and this apparent paradox.

2 Models and analysis

We assume a time scale separation between ecological and evolutionary processes, as it is the basis for adaptive dynamics \cite{MGM96,Die04}. At the ecological level, we investigate the competition of two types of individuals, differing in the degree of cooperation as well as in the time scale for quiescence/dormancy. As it is rather usual in population genetics, we keep the total population size constant, addressing an ecosystem at its carrying capacity. To investigate the effect of different quiescence/dormant mechanisms, we develop several variants of our model: persister cells in bacterial communities are different to seed banks in plant populations. The main difference is the reproduction – while in bacteria the offspring is active, reproduction in plants yields quiescent/dormant individuals (seeds). For persister cells, the assumption of a constant population size can be interpreted in two ways: either the total (model Quiescence I) or only the active population (model Quiescence II) is constant (see Fig. 1). For seed banks, only the above-ground population is kept constant. In consequence, we build three ecological models: one seed bank model, and two persister models. Though we investigate deterministic (ODE) models, we start off with a stochastic model formulation, as we find it simpler to formulate models with a constant population size in an individual-based setting. Constructing the deterministic limit yields the appropriate ODE models. We then augment the three models with weak frequency-dependent selection in the spirit of evolutionary game theory, and then use singular perturbation theory to work out the generalized replicator equation.

2.1 Quiescence I – total population is constant

We consider a constant population of size \( N \). Individuals are of type A or type B, and both types can fall in a quiescent state at rate \( \eta_A, \eta_B \), resp. re activates themselves at rate \( \zeta_A, \zeta_B \). Only active individuals die (at rate \( \mu \)). If an individual dies, it is immediately replaced by a newborn individual to keep the population size constant. Each of the active individuals have the same probability to reproduce. Let \( X_t, Y_t \) denote the active (quiescent) population of type A, and \( Z_t, W_t \) the corresponding sub-populations of type B.

We obtain the system of ODE’s, which is the deterministic counterpart of the
Figure 1: Scheme of the three models: Quiescence I, quiescence II, and seed bank.

stochastic model described in table [1]

\[
\begin{align*}
\frac{dx}{dt} &= \mu z \frac{x}{x+z} - \mu x \frac{z}{x+z} - \eta_A x + \zeta_A y, \\
\frac{dy}{dt} &= \eta_A x - \zeta_A y, \\
\frac{dz}{dt} &= -\mu z \frac{x}{x+z} + \mu x \frac{z}{x+z} - \eta_B z + \zeta_B w, \\
\frac{dw}{dt} &= \eta_B z - \zeta_B w.
\end{align*}
\]
Note that the total population size is still constant as \( \mu x + \eta y + \zeta z + \epsilon w = 1 \). Obviously, the non-linear terms cancel, and we are left with a linear model which possesses a line of stationary points,

\[
\begin{pmatrix}
x \\
y \\
z \\
w
\end{pmatrix} = \begin{pmatrix}
\frac{u_x}{\zeta_A + \eta_A} \\
\frac{u_y}{\zeta_B + \eta_B} \\
\frac{u_z}{\zeta_A + \eta_A} \\
\frac{u_w}{\zeta_B + \eta_B}
\end{pmatrix}, \quad u \in [0, 1].
\]

That is, the fitness of type-A and type-B individuals are exactly the same. We therefore call the model as being “neutral” with respect to the type, even though the parameters of type A are in general not identical with that of type B.

### 2.1.1 Weak selection

In order to incorporate weak frequency-dependent selection, we introduce pay-off-functions \( g_A(x, z) \) and \( g_B(x, z) \) for type A and type B, and modify the probabilities of the birth events. The augmented model becomes:

\[
\begin{align*}
\frac{dx}{dt} &= \frac{\mu z (x + \epsilon g_A(x, z) x - \eta_A x + \zeta_A y)}{x + z + \epsilon (g_A(x, z) x + g_B(x, z) z)} - \frac{\mu x (z + \epsilon g_B(x, z) z - \eta_B z + \zeta_B w)}{x + z + \epsilon (g_A(x, z) x + g_B(x, z) z)} \quad (5) \\
\frac{dy}{dt} &= \eta_A x - \zeta_A y, \quad (6) \\
\frac{dz}{dt} &= -\frac{\mu z (x + \epsilon g_A(x, z) x) - \mu x (z + \epsilon g_B(x, z) z)}{x + z + \epsilon (g_A(x, z) x + g_B(x, z) z)} + \frac{\mu x (z + \epsilon g_B(x, z) z - \eta_B z + \zeta_B w)}{x + z + \epsilon (g_A(x, z) x + g_B(x, z) z)} \quad (7) \\
\frac{dw}{dt} &= \eta_B z - \zeta_B w. \quad (8)
\end{align*}
\]

Note that the total population size is still constant as \( \frac{d}{dt}(x + y + z + w) = 0 \). It is sufficient to consider \( x, y, w \). In the next equation, we use \( z \) in the understanding...
that \( z = 1 - x - y - w \),

\[
\begin{align*}
\frac{d}{dt} x &= \frac{\varepsilon \mu x z \left( g_A(x, z) - g_B(x, z) \right)}{x + z + \varepsilon (g_A(x, z)x + g_B(x, z)(1 - x - y - w))}, \\
\frac{d}{dt} y &= \eta_A x - \zeta_A y, \\
\frac{d}{dt} w &= \eta_B (1 - x - y - w) - \zeta_B w.
\end{align*}
\]

We furthermore introduce the fraction of type-A individuals \( \tilde{x} = x + y \), and replace \( x \) by \( \tilde{x} - y \), and \( z \) by \( 1 - x - y - w = 1 - \tilde{x} - w \). In what follows, \( x \) and \( z \) are not independent variables as before, but only abbreviations for the indicated expression. Therewith,

\[
\begin{align*}
\frac{d}{dt} \tilde{x} &= \mu \varepsilon \frac{(g_A(x, z) - g_B(x, z))(\tilde{x} - y)(1 - \tilde{x} - w)}{1 - y - w + \varepsilon (g_A(x, z)x + g_B(x, z)z)}, \\
\frac{d}{dt} y &= \eta_A (\tilde{x} - y) - \zeta_A y, \\
\frac{d}{dt} w &= \eta_B (1 - \tilde{x} - w) - \zeta_B w.
\end{align*}
\]

The analysis based on singular perturbation theory is rather straightforward. If we take \( \varepsilon \) to zero, we find that the slow variable \( \tilde{x} \) does not change, and the fast variables \( y \) and \( w \) satisfy a linear system,

\[
\begin{align*}
\frac{d}{dt} \tilde{x} &= 0, \\
\frac{d}{dt} y &= \eta_A (\tilde{x} - y) - \zeta_A y, \\
\frac{d}{dt} w &= \eta_B (1 - \tilde{x} - w) - \zeta_B w.
\end{align*}
\]

It is obvious that \( y \) and \( w \) tend to the stationary state, which is unique as \( \tilde{x} \) is prescribed and fixed. If we define the lumped parameters \( \theta_A = \frac{\zeta_A}{\eta_A + \zeta_A} \), \( \theta_B = \frac{\zeta_B}{\eta_B + \zeta_B} \), we have

\[
\lim_{t \to \infty} y(t) = \theta_A \tilde{x}, \quad \lim_{t \to \infty} w(t) = \theta_B (1 - \tilde{x}).
\]

The slow manifold is given by \( y = \theta_A \tilde{x} \), and \( w(t) = \theta_B (1 - \tilde{x}) \). With the slow time \( T = \varepsilon t \), we find on the slow manifold for \( \varepsilon \to 0 \) (recall \( x = \tilde{x} - y = \theta_A \tilde{x} \), and \( z = 1 - \tilde{x} - w = \theta_B (1 - \tilde{x}) \)),

\[
\begin{align*}
\frac{d}{dT} \tilde{x} &= \mu \theta_A \theta_B \frac{g_A(\theta_A \tilde{x}, \theta_B (1 - \tilde{x})) - g_B(\theta_A \tilde{x}, \theta_B (1 - \tilde{x}))}{1 - \theta_A \tilde{x} - \theta_B (1 - \tilde{x})} \tilde{x} (1 - \tilde{x}).
\end{align*}
\]

A further state-dependent time transformation yields the modified replicator equation. We denote the time after that transformation again by \( T \).
Corollary 2.1. The modified replicator equation for the quiescence model is given by

\[
\frac{d}{dT} \tilde{x} = \left[ g_A(\theta_A \tilde{x}, \theta_B (1 - \tilde{x})) - g_B(\theta_A \tilde{x}, \theta_B (1 - \tilde{x})) \right] \tilde{x} \left(1 - \tilde{x}\right). \tag{12}
\]

The arguments of the replicator equation are thus only given by the active part of the population. This result is quite intuitive. Last, we formulate explicitly the replicator equation for a given pay-off matrix, which we use in the next section to investigate specifically the case of cooperation.

Theorem 2.2. Let

\[
g_A(x, z) = (1, 0) \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \left( \begin{array}{c} x \\ z \end{array} \right), \quad g_B(x, z) = (0, 1) \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \left( \begin{array}{c} x \\ z \end{array} \right).
\]

Then we have the following modified replicator equation for the frequency of type A individuals

\[
\frac{d}{dT} \tilde{x} = \left[ \theta_A (A - C) \tilde{x} + \theta_B (B - D) (1 - \tilde{x}) \right] \tilde{x} \left(1 - \tilde{x}\right). \tag{13}
\]

2.2 Quiescence II – active population is constant

In general, quiescent individuals have a minimal need for resources. Therefore it might be more realistic that the population is bound only by its active part. In the second quiescence model we thus only keep the active population size constant, while the number of quiescent individuals can be arbitrary large. The transition probabilities for a stochastic version of the model are given in table 2.

| Type                        | Transition                                      | Rate                           |
|-----------------------------|--------------------------------------------------|--------------------------------|
| death A & birth type B      | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i, Z_i + 1, W_i)\) | \(\mu_X\)                     |
| death A & wake-up type B    | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i, Z_i + 1, W_i - 1)\) | \(\mu_X\)                     |
| death A & wake-up type A    | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i, Z_i - 1, W_i)\)   | \(\mu_X\)                     |
| death B & birth type A      | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i, Z_i - 1, W_i)\)   | \(\mu_Z\)                     |
| death B & wake-up type A    | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i, Z_i - 1, W_i)\)   | \(\mu_Z\)                     |
| death B & wake-up type B    | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i, Y_i, Z_i - 1, W_i - 1)\)   | \(\mu_Z\)                     |
| go quiescent type A & birth type A | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i, Y_i + 1, Z_i, W_i)\)   | \(\eta_A X_i\)               |
| go quiescent type A & birth type B | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i + 1, Z_i + 1, W_i)\) | \(\eta_A X_i\)               |
| go quiescent type A & wake-up type B | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i - 1, Y_i + 1, Z_i + 1, W_i - 1)\) | \(\eta_A X_i\)               |
| go quiescent type B & birth type A | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i + 1, Y_i, Z_i - 1, W_i)\)   | \(\eta_B Z_i\)               |
| go quiescent type B & birth type B | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i + 1, Y_i, Z_i - 1, W_i + 1)\) | \(\eta_B Z_i\)               |
| go quiescent type B & wake-up type B | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i, Y_i, Z_i + 1)\)   | \(\eta_B Z_i\)               |
| go quiescent type B & wake-up type A | \((X_i, Y_i, Z_i, W_i) \rightarrow (X_i + 1, Y_i - 1, Z_i - 1, W_i + 1)\) | \(\eta_B Z_i\)               |

Table 2: Transitions for the quiescence model II.
The corresponding ODE reads
\[
\begin{align*}
x' &= -\mu x (\beta z + \zeta_B w) + \mu z (\beta x + \zeta_A y) - \eta_A x (\beta z + \zeta_B w) + \eta_B z (\beta x + \zeta_A y), \\
y' &= -\mu (z + x) \zeta_A y + \eta_A x (\beta x + \beta z + \zeta_B w) - \eta_B z \zeta_A y, \\
z' &= \mu x (\beta z + \zeta_B w) - \mu z (\beta x + \zeta_A y) + \eta_A x (\beta z + \zeta_B w) - \eta_B z (\beta x + \zeta_A y), \\
w' &= -\mu (z + x) \zeta_B w - \eta_A x \zeta_B w + \eta_B z (\beta x + \beta z + \zeta_A y).
\end{align*}
\]

We observe that \(x + z\) is constant. As we keep the active population constant, we normalize that population size to 1, so that \(x + z = 1\), such that we only need to follow \(x\) and replace \(z\) by \(1 - x\):
\[
\begin{align*}
x' &= -x w \zeta_B (\mu + \eta_A) + (1 - x) y \zeta_A (\mu + \eta_B) + x (1 - x) \beta (\eta_B - \eta_A), \\
y' &= -y \mu \zeta_A + x \beta \eta_A + x w \eta_A \zeta_B - (1 - x) y \eta_B \zeta_A, \\
w' &= -w \mu \zeta_B + (1 - x) \beta \eta_B + (1 - x) y \eta_B \zeta_A - x w \eta_A \zeta_B.
\end{align*}
\]

A simple, state-dependent time transformation yields a polynomial r.h.s.,
\[
\begin{align*}
x' &= -x w \zeta_B (\mu + \eta_A) + (1 - x) y \zeta_A (\mu + \eta_B) + x (1 - x) \beta (\eta_B - \eta_A), \quad (14) \\
y' &= -y \mu \zeta_A + x \beta \eta_A + x w \eta_A \zeta_B - (1 - x) y \eta_B \zeta_A, \quad (15) \\
w' &= -w \mu \zeta_B + (1 - x) \beta \eta_B + (1 - x) y \eta_B \zeta_A - x w \eta_A \zeta_B. \quad (16)
\end{align*}
\]

**Proposition 2.3.** The model has a line of stationary points, given by
\[
(x, y, w) = \left( x, \frac{x \beta \eta_A}{\mu \zeta_A}, (1 - x) \frac{\beta \eta_B}{\mu \zeta_B} \right)
\]
where \(x \in [0, 1]\).

**Proof:** We set \(x' = y' = z' = 0\), and determine the non-negative solutions from the resulting algebraic equations. We consider the equations \(y' = 0\) and \(w' = 0\) as a linear system in \(y\) and \(w\) (assuming \(x\) to be a constant), and solve this system for \(y\) and \(w\),
\[
A \begin{pmatrix} y \\ w \end{pmatrix} = -\overset{\rightarrow}{b}
\]
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with 
\[
A = \begin{pmatrix}
-\mu\zeta_A - (1-x)\eta_B\zeta_A & x\eta_A\zeta_B \\
(1-x)\eta_B\zeta_A & -\mu\zeta_B - x\eta_A\zeta_B
\end{pmatrix}
\quad \text{and \quad} \vec{b} = \begin{pmatrix}
\eta_A\beta \\
(1-x)\eta_B\beta
\end{pmatrix}.
\]

The determinant of \( A \) reads \( \det(A) = \mu^2\zeta_A\zeta_B + x\eta_A\zeta_B\mu\zeta_A + (1-x)\eta_B\zeta_A\mu\zeta_B \), s.t.
\[
A^{-1} = \frac{1}{\det(A)} \begin{pmatrix}
-\mu\zeta_B - x\eta_A\zeta_B & x\eta_A\zeta_B - x\eta_A\zeta_B \\
-(1-x)\eta_B\zeta_A & -\mu\zeta_A - (1-x)\eta_B\zeta_A
\end{pmatrix}.
\]

Therewith,
\[
y = \frac{x[(\mu\zeta_B + x\eta_A\zeta_B)\eta_A\beta + \eta_A\zeta_B(1-x)\eta_B\beta]}{\mu^2\zeta_A\zeta_B + x\eta_A\zeta_B\mu\zeta_A + (1-x)\eta_B\zeta_A\mu\zeta_B} = \frac{x\beta\eta_A}{\mu\zeta_A},
\]
\[
w = \frac{(1-x)[x\eta_A\zeta_B\eta_B\zeta_A + (\mu\zeta_A + (1-x)\eta_B\zeta_A)\eta_B\beta]}{\mu^2\zeta_A\zeta_B + x\eta_A\zeta_B\mu\zeta_A + (1-x)\eta_B\zeta_A\mu\zeta_B} = (1-x)\frac{\beta\eta_B}{\mu\zeta_B}.
\]

We plug that result into the r.h.s. of the equation for \( x' \), and obtain
\[
-xw\zeta_B(\mu + \eta_A) + (1-x)y\zeta_A(\mu + \eta_B) + x(1-x)\beta(\eta_B - \eta_A)
= x(1-x)\{ -\zeta_B(\mu + \eta_A)\frac{\beta\eta_B}{\mu\zeta_B} + \zeta_A(\mu + \eta_B)\frac{\beta\eta_A}{\mu\zeta_A} + \beta(\eta_B - \eta_A) \} = 0.
\]

That is, with the choice for \( y \) and \( z \), we always have \( x' = 0 \). Therefore, we always have a line of stationary points.

This proposition seems to indicate that quiescence models tend to couple the active and resting populations more tightly than seed bank models (see below).

### 2.2.1 Weak selection

We introduce weak selection in the birth term. Let \( g_A = g_A(x,z) \) resp. \( g_B = g_B(x,z) \) indicate the frequency-dependent selection terms. We then replace \( \beta x \) by \( (\beta + \varepsilon g_A)x \) and \( \beta z \) by \( (\beta + \varepsilon g_B)z \). Let
\[
F = (\beta + \varepsilon g_A)x + (\beta + \varepsilon g_B)z + \zeta_A y + \zeta_B w.
\]

Therewith, the starting point for our model becomes (we multiply the equations by \( F \), that is, by the denominator of the r.h.s.)
\[
F \cdot x' = -\mu x((\beta + \varepsilon g_B)z + \zeta_B w) + \mu z((\beta + \varepsilon g_A)x + \zeta_A y) - \eta_A x((\beta + \varepsilon g_B)z + \zeta_B w) + \eta_B z((\beta + \varepsilon g_A)x + \zeta_A y),
\]
\[
F \cdot y' = -\mu(z + x)\zeta_A y + \eta_A x((\beta + \varepsilon g_A)x + (\beta + \varepsilon g_B)z + \zeta_B w) - \eta_B z\zeta_A y,
\]
\[
F \cdot z' = \mu x(\beta z + \zeta_B w) - \mu z((\beta + \varepsilon g_A)x + \zeta_A y) + \eta_A x((\beta + \varepsilon g_B)z + \zeta_B w) - \eta_B z((\beta + \varepsilon g_A)x + \zeta_A y),
\]
\[
F \cdot w' = -\mu(z + x)\zeta_B w - \eta_A x\zeta_B w + \eta_B z((\beta + \varepsilon g_A)x + (\beta + \varepsilon g_B)z + \zeta_A y).
\]
We again use that \( x + z = 1 \), and simplify the equation by a state-dependent time transformation that removes the factor \( F \). Therewith, the model with weak selection becomes (herein, we have \( g_A = g_A(x, 1 - x), \ g_B = g_B(x, 1 - x) \))

\[
x' = -x w \eta_B (\mu + \eta_A) + (1 - x) y \eta_A (\mu + \eta_B) + x (1 - x) \beta(\eta_B - \eta_A) \tag{18}
\]

\[
y' = -y \eta_A x + \beta \eta_A x w \eta_A \eta_B - (1 - x) y \eta_B \eta_A \tag{19}
\]

\[
w' = -w \mu \eta_B + (1 - x) \beta \eta_B (1 - x) \eta_B \eta_A - x w \eta_A \eta_B \tag{20}
\]

We introduce new variables to separate processes at different time scales,

\[
x = \tilde{x}, \quad y = x \frac{\beta \eta_A}{\mu \zeta_A} + \varepsilon \tilde{y}, \quad w = (1 - x) \frac{\beta \eta_B}{\mu \zeta_B} + \varepsilon \tilde{w}.
\]

**Proposition 2.4.** The dynamical system in the new variables reads

\[
\tilde{x}' = \varepsilon \left( -\tilde{x} \tilde{w} \eta_B (\mu + \eta_A) + (1 - \tilde{x}) \tilde{y} \eta_A (\mu + \eta_B) \right. \\
\left. + \tilde{x}(1 - \tilde{x}) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \right),
\]

\[
\tilde{y}' = -\mu \zeta_A \tilde{y} + \eta_A \zeta_A \eta_A \frac{\beta(\mu + \eta_A) + \mu \zeta_A}{\mu \zeta_A} \tilde{x} \tilde{w} - \frac{\beta \eta_A(\mu + \eta_B) + \mu \eta_B \eta_A}{\mu}(1 - \tilde{x}) \tilde{y} \tag{22}
\]

\[
+ \eta_A (g_A \tilde{x} + g_B (1 - \tilde{x})) \tilde{x} - \frac{\beta \eta_A}{\mu \zeta_A}(1 - \tilde{x}) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A));
\]

\[
\tilde{w}' = -\mu \zeta_B \tilde{w} + \eta_B \zeta_B \frac{\beta(\mu + \eta_B) + \mu \zeta_B}{\mu \zeta_B} (1 - \tilde{x}) \tilde{y} - \frac{\beta \eta_B(\mu + \eta_A) + \mu \eta_A \eta_B}{\mu}(1 - \tilde{x}) \tilde{x} \tilde{w} \tag{23}
\]

\[
+ \eta_B (g_A \tilde{x} + g_B (1 - \tilde{x})) (1 - \tilde{x}) + \frac{\beta \eta_B}{\mu \zeta_B}(1 - \tilde{x}) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)).
\]

The proof of this proposition is fairly straightforward but lengthy, and can be found in the appendix.

**Proposition 2.5.** The slow manifold is transversally stable in the fast system and given by \( \tilde{y} = Y(\tilde{x}), \ \tilde{w} = W(\tilde{x}) \), which are defined as the unique solution of

\[
A \begin{pmatrix} Y(\tilde{x}) \\ W(\tilde{x}) \end{pmatrix} = -\tilde{b}(\tilde{x}),
\]

where

\[
A = \begin{pmatrix} \frac{\beta \eta_A(\mu + \eta_B) + \mu \eta_B \eta_A}{\mu \zeta_A}(1 - \tilde{x}) - \mu \zeta_A & \eta_A \zeta_B \frac{\beta(\mu + \eta_A) + \mu \zeta_A}{\mu \zeta_B} \tilde{x} \\ \frac{\beta(\mu + \eta_B) + \mu \eta_B \eta_B}{\mu \zeta_B}(1 - \tilde{x}) - \frac{\beta \eta_B(\mu + \eta_A) + \mu \eta_A \eta_B}{\mu}(1 - \tilde{x}) - \mu \zeta_B & \frac{\beta \eta_A(\mu + \eta_B) + \mu \eta_B \eta_B}{\mu \zeta_B} \end{pmatrix}.
\]
and
\[
\vec{b}(\tilde{x}) = \left( \eta_A (g_A \tilde{x} + g_B (1 - \tilde{x})) - \frac{\eta_A}{\mu} \tilde{x} (1 - \tilde{x}) (g_A (\mu + \eta_B) - g_B (\mu + \eta_A)) \right) \left( \eta_B (g_A \tilde{x} + g_B (1 - \tilde{x})) (1 - \tilde{x}) + \frac{\eta_B}{\mu} \tilde{x} (1 - \tilde{x}) (g_A (\mu + \eta_B) - g_B (\mu + \eta_A)) \right).
\]

**Proof:** If we take \(\varepsilon\) to zero, then \(\tilde{x}\) is frozen. We determine the limit of \(\tilde{y}\) and \(\tilde{z}\). They satisfy a linear equation,
\[
\frac{d}{dt} \begin{pmatrix} \tilde{y} \\ \tilde{z} \end{pmatrix} = A \begin{pmatrix} \tilde{y} \\ \tilde{z} \end{pmatrix} + \vec{b}(\tilde{x})
\]
where \(A\) and \(\vec{b}(\tilde{x})\) is given above. We find
\[
\det(A) = \mu^2 \zeta_A \zeta_B + \zeta_B (\beta \eta_A (\mu + \eta_B) + \mu \eta_B \zeta_A) (1 - \tilde{x}) + \zeta_A (\beta \eta_B (\mu + \eta_A) + \mu \eta_A \zeta_B) \tilde{x} + \beta (\eta_A - \eta_B) (\eta_A \zeta_B - \eta_B \zeta_A) \tilde{x} (1 - \tilde{x}).
\]
We can check that \(\det(A) > 0\) by taking \(\mu = 0\) (which only decreases the determinant), and multiply out the remaining terms. Furthermore, \(\text{tr}(A) < 0\), so that the solution of this system tends to its unique stationary point \(-A^{-1}\vec{b}(\tilde{x})\).

---

**Theorem 2.6.** The dynamics of the slow manifold is given by
\[
\frac{d}{dT} \tilde{x} = (g_A(\tilde{x}, 1 - \tilde{x}) - g_B(\tilde{x}, 1 - \tilde{x})) \tilde{x} (1 - \tilde{x}).
\]
(24)

The proof is performed by computer algebra (MAXIMA [Max14]), where we obtain
\[
\frac{d}{dT} \tilde{x} = \mu \zeta_A \zeta_B (\mu + \eta_A \tilde{x} + \eta_B (1 - \tilde{x})) \left( g_A(\tilde{x}, 1 - \tilde{x}) - g_B(\tilde{x}, 1 - \tilde{x}) \right) \tilde{x} (1 - \tilde{x}).
\]
A state-dependent time transformation yields the result. In other words, the replicator equation is not affected by the life-history trait. Clearly, for the well-known payoff matrix, we find back the usual replicator equation.

**Theorem 2.7.** Let
\[
g_A(x) = (1, 0) \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x \\ 1 - x \end{pmatrix}, \quad g_B(x) = (0, 1) \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x \\ 1 - x \end{pmatrix}.
\]
Then we have the following modified replicator equation
\[
\frac{d}{dT} \tilde{x} = [(A - C)x + (B - D)(1 - x)] \tilde{x} (1 - \tilde{x}).
\]
(25)
### 2.3 Seed bank

Now we turn to a plant population with a seed bank. We assume that the above-ground population has fixed size \( N \). We have \( X_t \) type-A above-ground individuals, and \( N - X_t \) type-B above-ground individuals; below-ground, the number of type-A seeds is \( Y_t \), and that of type-B seeds \( W_t \). Above-ground individuals die at rate \( \mu \), and any seed has the same chance to germinate and to replace a dead above-ground individual. Seeds are produced at rate \( \beta_A \) (type A) resp. \( \beta_B \) (type B), and die at rate \( \mu_A \) (type A), resp. \( \mu_B \) (type B). For a stochastic model, we find the following transitions

| Type | Transition | Rate |
|------|------------|------|
| Death A & Birth type A | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t - 1, W_t)\) | \(\mu X_t \frac{Y_t}{Y_t + W_t}\) |
| Death B & Birth type B | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t, W_t - 1)\) | \(\mu (N - X_t) \frac{W_t}{Y_t + W_t}\) |
| Death A & Birth type B | \((X_t, Y_t, W_t) \rightarrow (X_t - 1, Y_t, W_t - 1)\) | \(\mu X_t \frac{W_t}{Y_t + W_t}\) |
| Death B & Birth type A | \((X_t, Y_t, W_t) \rightarrow (X_t + 1, Y_t - 1, W_t)\) | \(\mu (N - X_t) \frac{Y_t}{Y_t + W_t}\) |
| Seed product. type A | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t + 1, W_t)\) | \(\beta_A X_t\) |
| Seed product. type B | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t, W_t + 1)\) | \(\beta_B (N - X_t)\) |
| Seed death. type A | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t - 1, W_t)\) | \(\mu_A Y_t\) |
| Seed death. type B | \((X_t, Y_t, W_t) \rightarrow (X_t, Y_t, W_t - 1)\) | \(\mu_B W_t\) |

Table 3: Transitions for the seed bank model.

Note that we encounter an issue if the model jumps into a state with \( Y_t = W_t = 0 \). However, if \( N \) is large enough (particularly if we consider the transition to the deterministic limit), the probability for a transition into that state becomes arbitrary small and tends to zero. The corresponding deterministic model reads

\[
\frac{d}{dt} X = -\mu X \frac{Z}{Y + Z} + \mu (N - X) \frac{Y}{Y + Z},
\]

\[
\frac{d}{dt} Y = -\mu X \frac{Y}{Y + Z} - \mu (N - X) \frac{Y}{Y + Z} + \beta_A X - \mu_A Y,
\]

\[
\frac{d}{dt} Z = -\mu (N - X) \frac{Z}{Y + Z} - \mu X \frac{Z}{Y + Z} + \beta_B (N - X) - \mu_B Z.
\]

We rescale the variables, \( x(t) = X(t)/N \), \( y(t) = Y(t)/N \), and \( z(t) = Z(t)/N \) and obtain

\[
\frac{d}{dt} x = -\mu x + \mu \frac{y}{y + z}, \tag{26}
\]

\[
\frac{d}{dt} y = -\mu \frac{y}{y + z} + \beta_A x - \mu_A y, \tag{27}
\]

\[
\frac{d}{dt} z = -\mu \frac{z}{y + z} + \beta_B (1 - x) - \mu_B z. \tag{28}
\]
The analysis of this model is slightly more involving than that for the quiescence models above. We start off with the stationary points of the system.

**Proposition 2.8.** We always have the one-species stationary points \((x, y, z) = (1, \frac{\mu}{\beta_A}, 0)\) resp. \((x, y, z) = (0, 0, \frac{\mu}{\beta_B})\). Only in the ungeneric situation

\[
\frac{\beta_A - \mu}{\mu_A} = \frac{\beta_B - \mu}{\mu_B}
\]

we find a line of stationary points. Defining \(\theta := \frac{\beta_A - \mu}{\mu_A} = \frac{\beta_B - \mu}{\mu_B}\),

\[(x, y, z) = (x, \theta x, \theta (1 - x))\]

are stationary points for all \(x \in [0, 1]\).

**Proof:** From \(\dot{x} = 0\) we obtain \(\mu x = \mu \frac{y + z}{y + z}\) and from \(\dot{y} = 0\) we have \(-\mu x + \beta_A x - \mu_A y\). Thus, \(y = \frac{\beta_A - \mu}{\mu_A} x\). Similarly, from \(\dot{z} = 0\) we get \(-\mu (1 - x) + \beta_B (1 - x) - \mu_B z\) s.t. \(z = \frac{\beta_B - \mu}{\mu_B} (1 - x)\). Altogether, we conclude

\[
\mu x = \frac{\frac{\beta_A - \mu}{\mu_A}}{\frac{\beta_A - \mu}{\mu_A} x + \frac{\beta_B - \mu}{\mu_B} (1 - x)}
\]

Clearly, \(x = 0\) and \(x = 1\) always solve this equation. Only in the case that \(\frac{\beta_A - \mu}{\mu_A} = \frac{\beta_B - \mu}{\mu_B}\) a whole line of stationary points is obtained, as the equation is true for all \(x \in [0, 1]\).

\(\square\)

### 2.3.1 Weak selection

We add now weak frequency-dependent selection. As before, we incorporate the selection in the reproduction process, so that the reproduction rates \(\beta_A\) and \(\beta_B\) are weakly modified by the pay-off functions \(g_A(x)\) and \(g_B(x)\). Note that these functions only depend on the above-ground population that is completely characterized by the fraction \(x\) of type-A individuals. We obtain the model

\[
\begin{align*}
\frac{d}{dt}x &= -\mu x + \mu \frac{y}{y + z}, \\
\frac{d}{dt}y &= -\mu \frac{y}{y + z} + (\beta_A + \varepsilon g_A(x))x - \mu_A y, \\
\frac{d}{dt}z &= -\mu \frac{z}{y + z} + (\beta_B + \varepsilon g_B(x))(1 - x) - \mu_B z.
\end{align*}
\]

As before, we aim to apply singular perturbation theory. Thereto we clearly separate slow and fast variables, using the coordinate transformation

\[
\begin{align*}
x(t) &= \tilde{x}(t), & y(t) &= \theta \tilde{x}(t) + \varepsilon \tilde{y}(t), & z(t) &= \theta (1 - \tilde{x}(t)) + \varepsilon \tilde{z}(t).
\end{align*}
\]
Proposition 2.9. Assuming \( \theta := \frac{\beta_A - \mu}{\mu_A} = \frac{\beta_B - \mu}{\mu_B} \), then we obtain,

\[
\begin{align*}
\frac{d}{dt} \tilde{x} &= \mu \varepsilon \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \varepsilon (\tilde{y} + \tilde{z})}, \\
\frac{d}{dt} \tilde{y} &= -\mu (1 + \theta) \tilde{y}(1 - \tilde{x}) - \tilde{x} \tilde{z} + g_A(\tilde{x}) \tilde{x} - \mu_A \tilde{y}, \\
\frac{d}{dt} \tilde{z} &= \mu (1 + \theta) \tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x} + g_B(\tilde{x})(1 - \tilde{x}) - \mu_B \tilde{z}.
\end{align*}
\]

The proof of this proposition can be found in the appendix. We then first analyse the fast system. If we take the limit \( \varepsilon \to 0 \), we obtain

\[
\begin{align*}
\frac{d}{dt} \tilde{x} &= 0, \\
\frac{d}{dt} \tilde{y} &= -\mu \frac{1 + \theta}{\theta} (\tilde{y}(1 - \tilde{x}) - \tilde{x} \tilde{z}) + g_A(\tilde{x}) \tilde{x} - \mu_A \tilde{y}, \\
\frac{d}{dt} \tilde{z} &= \mu \frac{1 + \theta}{\theta} (\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}) + g_B(\tilde{x})(1 - \tilde{x}) - \mu_B \tilde{z}.
\end{align*}
\]

Proposition 2.10. The slow manifold is given by

\[
\begin{align*}
\tilde{y} &= \mu \frac{1 + \theta}{\theta} \left( g_A(\tilde{x}) \tilde{x} + g_B(\tilde{x})(1 - \tilde{x}) \right) + \mu_B g_A(\tilde{x}) \tilde{x}, \\
\tilde{z} &= \mu \frac{1 + \theta}{\theta} \left( g_A(\tilde{x}) \tilde{x} + g_B(\tilde{x})(1 - \tilde{x}) \right) + \mu_A g_B(\tilde{x})(1 - \tilde{x}).
\end{align*}
\]

**Proof:** As \( \tilde{x} \) is constant in the fast system, the ODE becomes a linear system in \( \tilde{y}, \tilde{z} \), which can be written as

\[
\frac{d}{dt} \begin{pmatrix} \tilde{y} \\ \tilde{z} \end{pmatrix} = A \begin{pmatrix} \tilde{y} \\ \tilde{z} \end{pmatrix} + b,
\]

where

\[
A = \begin{pmatrix} -\mu \frac{1 + \theta}{\theta} (1 - \tilde{x}) - \mu_A & \mu \frac{1 + \theta}{\theta} \tilde{x} \\ \mu \frac{1 + \theta}{\theta} (1 - \tilde{x}) & -\mu \frac{1 + \theta}{\theta} (1 - \tilde{x}) - \mu_B \end{pmatrix}, \quad b = \begin{pmatrix} g_A(\tilde{x}) \tilde{x} \\ g_B(\tilde{x})(1 - \tilde{x}) \end{pmatrix}.
\]

Since \( \text{tr}(A) < 0 \) and \( \det(A) = \mu_A \mu_B + \mu \frac{1 + \theta}{\theta} (\mu_A \tilde{x} + \mu_B (1 - \tilde{x})) > 0 \), the unique stationary point is globally stable. The slow manifold is thus given by

\[
\begin{pmatrix} \tilde{y} \\ \tilde{z} \end{pmatrix} = -A^{-1} \begin{pmatrix} g_A(\tilde{x}) \tilde{x} \\ g_B(\tilde{x})(1 - \tilde{x}) \end{pmatrix},
\]
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with
\[ A^{-1} = \frac{1}{\det(A)} \begin{pmatrix} -\mu \frac{(1+\theta)}{\theta} \tilde{x} - \mu_B & -\mu \frac{(1+\theta)}{\theta} (1 - \tilde{x}) \\ -\mu \frac{(1+\theta)}{\theta} (1 - \tilde{x}) & -\mu \frac{(1+\theta)}{\theta} (1 - \tilde{x}) - \mu_A \end{pmatrix}, \]
and \( \det(A) \) as stated above. We obtain the desired result.

We now turn to the slow system on the slow manifold.

**Proposition 2.11.** Let \( t = \varepsilon T \). The slow system is given by
\[ \frac{d}{dT} \tilde{x} = \mu \frac{\mu B g_A(\tilde{x}) - \mu A g_B(\tilde{x})}{\theta \mu_A \mu_B + \mu (1 + \theta) (\mu_A \tilde{x} + \mu_B (1 - \tilde{x}))} \tilde{x} (1 - \tilde{x}). \]  

**Proof:** We investigate \( \frac{d}{dt} \tilde{x} = \mu \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \varepsilon (\tilde{y} + \tilde{z})} \) on the slow manifold. On this manifold, we observe that
\[ \begin{align*} \tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x} &= \left( \mu \frac{(1+\theta)}{\theta} \left( g_A(\tilde{x}) \tilde{x} + g_B(\tilde{x})(1 - \tilde{x}) \right) + \mu_B g_A(\tilde{x}) \\ &\quad + \mu \frac{(1+\theta)}{\theta} (\mu_A \tilde{x} + \mu_B (1 - \tilde{x})) \right) \tilde{x} (1 - \tilde{x}) \\ &= \frac{\mu B g_A(\tilde{x}) - \mu A g_B(\tilde{x})}{\mu_A \mu_B + \mu \frac{(1+\theta)}{\theta} (\mu_A \tilde{x} + \mu_B (1 - \tilde{x}))} \tilde{x} (1 - \tilde{x}). \end{align*} \]

With the time transformation \( T = \varepsilon t \) and \( \varepsilon \rightarrow 0 \), we find
\[ \frac{d}{dT} \tilde{x} = \mu \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta}. \]

Hence, the result follows.

**Theorem 2.12.** The slow equation is given by
\[ \frac{d}{dT} \tilde{x} = [\mu_B g_A(\tilde{x}) - \mu_A g_B(\tilde{x})] \tilde{x} (1 - \tilde{x}). \]  

We formulate the replicator equation explicitly for a given pay-off matrix.

**Theorem 2.13.** Let
\[ g_A(x) = (1, 0) \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x \\ 1 - x \end{pmatrix}, \quad g_B(x) = (0, 1) \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x \\ 1 - x \end{pmatrix}. \]

Then we have the following modified replicator equation
\[ \frac{d}{dT} \tilde{x} = [(\mu_B A - \mu_A C) x + (\mu_B B - \mu_A D) (1 - x)] \tilde{x} (1 - \tilde{x}). \]
3 Evolution of cooperation

We use the standard prisoners dilemma model to investigate cooperation as a trait under frequency-dependent selection [HKM19]. Type A is the cooperator producing a public good at rate $b$ at cost $c$, and type B is the defector. The pay-off matrix is thus given by

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} = \begin{pmatrix}
b - c & -c \\
0 & b
\end{pmatrix}.
\]

We start the analysis of first quiescence model.

**Theorem 3.1.** Under the quiescence model I, the replicator equation reads

\[
\frac{d}{dT} \tilde{x} = -c \left[ \theta_A \tilde{x} + \theta_B (1 - \tilde{x}) \right] \tilde{x} (1 - \tilde{x})
\]

while for the quiescence model II, we find

\[
\frac{d}{dT} \tilde{x} = -c \tilde{x} (1 - \tilde{x}).
\]

In other words, the cooperator always dies out, independently of the time scale.

The picture changes for the seed bank model.

**Theorem 3.2.** Under the seed bank model, the replicator equation reads

\[
\frac{d}{dT} \tilde{x} = \left[ (\mu_B (b - c) - \mu_A b) \tilde{x} - \mu_B c (1 - \tilde{x}) \right] \tilde{x} (1 - \tilde{x}).
\]

The defector-only solution $\tilde{x} = 0$ is always locally asymptotically stable. The cooperator-only solution $\tilde{x} = 1$ is either locally asymptotically stable or unstable. If

\[(\mu_B - \mu_A) b < \mu_B c,
\]

the cooperator dies out and $\tilde{x} = 0$ is globally stable in $[0, 1)$. Under the reverse condition,

\[(\mu_B - \mu_A) b > \mu_B c,
\]

$\tilde{x} = 0$ and $\tilde{x} = 1$ both are locally asymptotically stable stationary states, and there is an additional, unstable stationary point given by

\[
\tilde{x} = \frac{\mu_B c}{(\mu_B - \mu_A) b}.
\]
Figure 2: Simulation of the seed bank model \((x\text{ and } y\text{ component})\). Bold lines: two trajectories, thin line: slow manifold. Closed circles: Locally stable stationary points on the slow manifold, open circle: unstable stationary point on the slow manifold (approximative equation). Cross: Stationary point of the original system. Parameters: \(\mu = 1, \mu_A = 0.1, \mu_B = 1, \theta = 1, b = 2, c = 1.0, \varepsilon = 0.005\).

In Fig. 2 we see a simulation of the original system, together with the slow manifold. The parameters are chosen in such a way that the point \(\hat{x} = 1\) is locally asymptotically stable, such that two locally stable and one unstable stationary points are located on the slow manifold. As expected, we find that the trajectories saddle down on the slow manifold on a fast time scale, and then slowly proceed, in the vicinity of the slow manifold, towards the stationary points. While in the left part of the slow manifold, the agreement of trajectory and slow manifold is perfect, in the right part we find slight residuals (deviations). The stationary point on the slow manifold is \((x, y, z) = (1, 1, 0)\) but the point approached by the simulation is estimated to be \((1, 1.05, 0)\) (meaning a difference of \(O(\varepsilon)\)).

3.1 Adaptive Dynamics

We further refine our investigation. Instead of considering defectors and cooperators, we consider traits with different degree of cooperation. The degree of cooperation can be parametrized by the public good production \(b\). The costs \(C\) are naturally a strictly increasing, smooth function of \(b\), \(c = C(b)\) with \(C(0) = 0\)
We assume concomitantly that also the time scale of quiescence/dormancy is a function of \( b \). This assumption is less natural, but requires in biological terms some form of pleiotropy, namely that there is a set of genes determining both the quiescence/dormancy and the cooperation phenotypes. The pleiotropic assumption allows the co-evolution of both traits (cooperation and quiescence/dormancy) to occur (see discussion for a biological view of this assumption). We thereafter use adaptive dynamics to study the evolution of both traits. Type A is the resident (with abundance \( \tilde{x} \)) and has parameter \( b_r \), while type B (with abundance \( 1 - \tilde{x} \)) plays the role of the mutant, and has parameter \( b_m \). Therewith, the payoff-matrix is given by
\[
\begin{pmatrix}
A & B \\
C & D \\
\end{pmatrix} =
\begin{pmatrix}
b_r - C(b_r) & b_m - C(b_r) \\
b_r - C(b_m) & b_m - C(b_m) \\
\end{pmatrix}.
\]

### 3.1.1 Quiescence models

Under the quiescence model I, \( \theta_A \) and \( \theta_B \) express the time scales for the quiescent state in the replicator equation. We assume the time scales to be a function of \( b \), such that \( \theta_A = \theta(b_r) \) and \( \theta_B = \theta(b_m) \) for some suited, strictly positive function \( \theta : \mathbb{R}_+ \to \mathbb{R}_+ \).

**Theorem 3.3.** In case of the quiescence model I and II, the strategy \( b = 0 \) is a convergent stable ESS, which attracts all solutions.

**Proof:** The replicator equation for the quiescence model I reads
\[
\frac{d}{dT} \tilde{x} = (C(b_m) - C(b_r)) [\theta(b_r) \tilde{x} + \theta(b_m) (1 - \tilde{x})] \tilde{x} (1 - \tilde{x}).
\]
while we obtain for quiescence model II
\[
\frac{d}{dT} \tilde{x} = (C(b_m) - C(b_r)) \tilde{x} (1 - \tilde{x}).
\]
The mutants can invade and take over if and only if they have smaller costs, so that the system always tends to the state with \( b = 0 \). The choice of the time scale function \( \theta(b) \) does not affect the result.

### 3.1.2 Seed banks

We assume that the time scale of the seed bank depends on \( b \), namely \( \mu_A = \mu_s(b_r) \), \( \mu_B = \mu_s(b_m) \) for some smooth function \( \mu_s \). As \( \beta_* \) and \( \mu_* \) for \( * \in \{A, B\} \) are coupled via \( (\mu + \beta_*)/\beta_* = \theta \), we find for both traits
\[
\beta(b) = \mu_s(b) \theta - \mu.
\]
Therewith, the replicator equation becomes
\[
\frac{d}{dT} \tilde{x} = \left\{ \begin{array}{c} 
[\mu_s(b_r) (b_r - C(b_r)) - \mu_s(b_m) (b_r - C(b_m))] \tilde{x} \\
+ [\mu_s(b_r) (b_m - C(b_r)) - \mu_s(b_m) (b_m - C(b_m))] (1 - \tilde{x}) \end{array} \right\} \tilde{x} (1 - \tilde{x})
\]
with
\[
G(\tilde{x}; b_r, b_m) = \tilde{x} (1 - \tilde{x})
\]

Then we find
\[
\frac{\partial}{\partial b_m} G(\tilde{x}; b_r, b_m) \bigg|_{b_m = b_r} = (C(b_r) - b_r) \mu_s'(b_r) + C'(b_r) \mu_s(b_r)
\]
and
\[
G(\tilde{x}; b_r, b_m) = (b_m - b_r) \frac{\partial}{\partial b_m} G(\tilde{x}; b_r, b_m) \bigg|_{b_m = b_r} + O((b_m - b_r)^2).
\]

Note that \(\frac{\partial}{\partial b_m} G(\tilde{x}; b_r, b_m)\bigg|_{b_m = b_r}\) does not depend on \(\tilde{x}\). That is, for \(b_m\) sufficiently close to \(b_r\), \(G(\tilde{x}; b_r, b_m)\) does not change the sign in \(\tilde{x} \in [0, 1]\) (this interval is compact). As a mutation takes over if the solution of the replicator equation tends to zero (\(G(\tilde{x}; b_r, b_m)\) is negative), we define
\[
D(b_r) := - \frac{\partial}{\partial b_m} G(\tilde{x}; b_r, b_m) \bigg|_{b_m = b_r} = (b_r - C(b_r)) \mu_s'(b_r) - C'(b_r) \mu_s(b_r)
\]
as the selection coefficient. A rare mutant with a trait arbitrary close, but larger than the resident’s trait, invades if \(D(b_r) > 0\) (and for \(D(b_r) < 0\) we have the parallel conclusion).

**Theorem 3.4.** Complete defection \((b = 0)\) is always an ESS. If \(C'(0) > 0\), complete defection \((b = 0)\) is a convergent stable ESS. If \(C'(0) = 0\) and
\[
\mu_s'(0) < -\mu_s(0) C''(0),
\]
then the trait \(b = 0\) is an unstable ESS.

**Proof:** We already know that \(b = 0\) is an ESS from Theorem 3.2. The strategy “always defect” \((b = 0)\) can never be invaded by a rare mutant with \(b > 0\).
If \(C'(0) > 0\), then the selection coefficient at \(b_r = 0\) is negative, \(D(0) = -C'(0) \mu_s(0),\)
such that \( b_r = 0 \) is a convergent stable ESS. If \( C'(0) = 0 \) (an assumption that does not contradict that \( C(b) \) is strictly increasing) then \( D(0) = 0 \). The derivative of \( D(b_r) \) at \( b_r = 0 \) reads in this case

\[
D'(0) = -\mu'_s(0) - C''(0)\mu_s(0)
\]

which is positive under the assumption \( \mu_s(0) < -C''(0)\mu_s(0) \). Thus, for \( b_r \) positive but small \( D(b_r) \) is positive, and the ESS is unstable.

We therefore find that cooperation can spread if \( C'(0) = 0 \) and \( \mu'_s(0) \ll 0 \). If there is a slight tendency for cooperation to be present (for example introduced by stochastic fluctuations in a finite population, an aspect not considered here), there is a tendency for cooperation to invade the population or to increase in strength. The size of the seed bank produced by one plant is proportional to \( \beta(b)/\mu_s(b) = \theta - \mu/\mu_s(b) \), and hence is decreasing if \( \mu_s(\cdot) \) decreases. In the present seed bank model, we conclude that cooperation correlates with less dormancy.

4 Discussion

The explicit formulation of life-history traits related to age structuring increases the state space of a model, leading to replicator equations that are more difficult to handle than the standard ones. In the first part of the paper, we show that the combination of two assumptions allow to return to a low dimensional replicator equation, that only is modified by the quiescent and dormancy life-history traits. First, we assume that the life history traits do not come with a selective advantage or disadvantage. This assumption might always (by default) be satisfied as in the quiescence models, or need to be generated by specific parameter conditions as in the seed bank model. Second, we also assume that frequency-dependent selection is weak. This assumption is of course a restriction, but except for the cases of major genes of interaction underlying coevolution between symbionts, many frequency-dependent traits are likely polygenic and multi-locus so that single changes affect the trait and selection coefficient only weakly. Therefore, the second assumption covers a range of biologically interesting situations. Ultimately, the two assumptions have different effects. The first assumption leads to a transversally stable line of stationary points in a model with only two types and without frequency dependent selection (the procedure can be, of course, extended to more than two types). In the long run, the state of the system tends to this one-dimensional substructure. The second assumption, that is weak frequency-dependent selection, does not allow the system to move (far) away from that one-dimensional structure, but induces a slow flow on this one-dimensional structure, which yields the generalized
replicator equation. Formally, singular perturbation theory is the method to derive our new replicator equation. The disadvantage of the present method compared with methods that are developed recently [AB17] is the loss of generality, but the advantage is the simple result that resembles the usual replicator equation.

A main result is the difference between the resulting replicator equation for seed banks and quiescence. Specifically in the seed bank case, a certain condition on the parameters describing the seed germination is needed to ensure neutrality (equal fitness between types), while the quiescence models are generically neutral. At the root of this difference is the difference in the reproductive mechanism: Quiescent individuals are not involved in the reproduction, while in plants, reproduction happens via seeds. Indeed, in stationary populations, quiescence has no impact on the fitness of the types, we basically find the original replicator equation as a generalized replicator equation. We only need to take into account that the active individuals are under frequency-dependent selection and as such determine the replicator equation. Conversely, as seed banking and reproduction are strongly intertwined, in the seed bank model the seed germination time scales modify the replicator equation.

In section 3, we use our theory to address an important problem in evolutionary theory: the stability of cooperation. We identify the frequency-dependent selection term with the outcome of the prisoner’s dilemma, and thus can study competition between cooperators and defectors with different life-history traits (quiescence or dormancy rates). For the quiescent models, and some conditions of the seed bank model, the life-history-traits of cooperators and defectors coincide, and we recover the well known tragedy of the commons (defector is an ESS). If, however, reproduction is strongly linked with the life-history trait as for seed banks, then it is possible that a population of only cooperators cannot be invaded by defectors (cooperation is an ESS). This result is in line with our previous study [SMHT19], in which quiescence and seed banks were considered in exponentially growing populations. In that former case, quiescence influences the replicator equation, allowing for the stabilization of cooperation. We understand the difference between our two studies as follows. In exponentially growing populations, reproduction is hindered by quiescence, so that as a result, also quiescence is strongly intertwined with reproduction. This is not the case in the current model with constant population size. Indeed, for the exponentially growing population, a condition regarding the cooperator and defector time scales (quiescence/dormancy rates) was required for cooperation to be maintained. This condition is similar to that of the current study in the seed bank model to establish neutrality. In other words, once population size is constant, quiescence does not promote cooperation, while seed banking can. By means of adaptive dynamics, we show that defection always is an ESS, which can be for appropriate parameter functions become an unstable ESS. Namely,
once a population moves away from the “defector only” strategy (e.g., by mutations and stochastic effects due to a finite population), then the level (strength) of cooperation can increase and maintenance of cooperation occurs.

From a technical point of view, we note that our approach does not only inherit two time scales, as it is usually the case for such models: the ecological time scale for the competition between a mutant and a resident, and the evolutionary time scale for the long term change of the trait. We require three time scales. On the fast time scale, the quiescent/active part of the population comes into an equilibrium. On a slower time scale, the principle of competitive exclusion yields the extinction of one of the two types. That time scale characterizes the ecological time scale. On a very slow time scale, rare mutants come in, and drive the resident’s trait towards a convergent stable ESS. In general, it is thus an interesting question to understand how this evolutionary dynamics is affected by the life-history traits of the individuals (here quiescence and seed banking).

One of our assumptions requires some further discussion. We require a link/co-evolution between life history traits and cooperation. As suggested this link can be genetic pleiotropy with several genes (it has to be a multi-locus system underlying both quantitative traits) affecting dormancy (and seed germination) as well as cooperation. To our knowledge, there is to date no pleiotropic set of genes empirically studied. A second possibility, would be the existence of strong trade-offs between seed banking and cooperation, via possibly different sets of genes interacting at the phenotypic level. We are also not aware of such data, but we offer the hypothesis that such measures of degree of cooperation and germination rates can be assessed in natural populations. One can imagine to measure cooperation between plants in a field or between plants and their symbionts (e.g. mycorrhizal fungi, nitrogen fixing bacteria), and assess their germination rates in different controlled conditions (of plants or symbionts). We are also not aware of studies assessing/linking empirically bacteria cooperation and rates of quiescence. From a modelling point of view, we observe that seed bank and quiescence models yield different results regarding the need for such pleiotropy / trade-offs is interesting but not fully understood by now. In conclusion, these findings show the potential of the general method to investigate the effect of life-history traits generating age-structuring on the replicator equation. As quiescence and dormancy are wide-spread and common features of plants \cite{Tel19} and micro-organisms such as bacteria and fungi \cite{LdHWBB21}, it is of interest to assess the co-evolution between these life-history traits and optimal evolutionary response to abiotic and biotic factors as well as with the stability and maintenance of cooperation or species trophic networks. We speculate that the increasing amount of information available for plant and animal microbiomes open the way to test our hypotheses and assess the role of quiescence/dormancy to maintain/promote cooperation.
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A Transformations for models Quiescence II and Seedbank

Proof [of Proposition 2.4]

\[ x' = x' = -x w \zeta_B(\mu + \eta_A) + (1-x) y \zeta_A(\mu + \eta_B) + x (1-x) \beta(\eta_B - \eta_A) + \epsilon x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \]

\[ = -x ((1-x) \frac{\beta \eta_B}{\mu \zeta_B} + \epsilon \tilde{w}) \zeta_B(\mu + \eta_A) + (1-x) (x \frac{\beta \eta_A}{\mu \zeta_A} + \epsilon \tilde{y}) \zeta_A(\mu + \eta_B) + x (1-x) \beta(\eta_B - \eta_A) + \epsilon x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \]

\[ = \epsilon \left( -x \tilde{w} \zeta_B(\mu + \eta_A) + (1-x) \tilde{y} \zeta_A(\mu + \eta_B) + x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \right) \]

\[ \tilde{y}' = \tilde{y}' = y' - x \frac{\beta \eta_A}{\mu \zeta_A} \]

\[ = -x \left( \frac{\beta \eta_A}{\mu \zeta_A} + \epsilon \tilde{y} \right) \mu \zeta_A + x \beta \eta_A + x ((1-x) \frac{\beta \eta_B}{\mu \zeta_B} + \epsilon \tilde{w}) \eta_A \zeta_B \]

\[ - (1-x) (x \frac{\beta \eta_A}{\mu \zeta_A} + \epsilon \tilde{y}) \eta_B \zeta_A + \epsilon \eta_A (g_A x + g_B (1-x)) x \]

\[ - \frac{\beta \eta_A}{\mu \zeta_A} \left( -x ((1-x) \frac{\beta \eta_B}{\mu \zeta_B} + \epsilon \tilde{w}) \zeta_B(\mu + \eta_A) + (1-x) (x \frac{\beta \eta_A}{\mu \zeta_A} + \epsilon \tilde{y}) \zeta_A(\mu + \eta_B) + x (1-x) \beta(\eta_B - \eta_A) + \epsilon x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \right) \]

\[ = \epsilon \left( - \mu \zeta_A \tilde{y} + \eta_A \zeta_B \tilde{x} \tilde{w} - \eta_B \zeta_A (1-\tilde{x}) \tilde{y} + \eta_A (g_A \tilde{x} + g_B (1-\tilde{x})) \tilde{x} \right. \]

\[ + \frac{\beta \eta_A \zeta_B (\mu + \eta_A)}{\mu \zeta_A} \tilde{x} \tilde{w} - \frac{\beta \eta_A \zeta_A (\mu + \eta_B)}{\mu \zeta_A} (1-\tilde{x}) \tilde{y} \]

\[ - \frac{\beta \eta_B}{\mu \zeta_A} x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \times \]

\[ = \epsilon \left( - \mu \zeta_A \tilde{y} + \eta_A \zeta_B \beta (\mu + \eta_A) + \mu \zeta_A \tilde{x} \tilde{w} - \beta \eta_A (\mu + \eta_B) + \mu \eta_B \zeta_A (1-\tilde{x}) \tilde{y} \right. \]

\[ + \eta_A (g_A \tilde{x} + g_B (1-\tilde{x})) \tilde{x} - \frac{\beta \eta_A}{\mu \zeta_A} x (1-x) (g_A(\mu + \eta_B) - g_B(\mu + \eta_A)) \]
\[ \varepsilon \tilde{w}' = w' - (1 - x)' \frac{\beta \eta_B}{\mu \zeta_B} \]

\[ = -((1 - x) \frac{\beta \eta_B}{\mu \zeta_B} + \varepsilon \tilde{w}) \mu \zeta_B + (1 - x) \beta \eta_B + (1 - x) (\frac{\beta \eta_A}{\mu \zeta_A} + \varepsilon \tilde{y}) \eta_B \zeta_A \]

\[ -x ((1 - x) \frac{\beta \eta_B}{\mu \zeta_B} + \varepsilon \tilde{w}) \eta_A \zeta_B + \varepsilon \eta_B (g_A x + g_B (1 - x)) (1 - x) \]

\[ + \frac{\beta \eta_B}{\mu \zeta_B} \left( -x ((1 - x) \frac{\beta \eta_B}{\mu \zeta_B} + \varepsilon \tilde{w}) \zeta_B (\mu + \eta_A) + (1 - x) (\frac{\beta \eta_A}{\mu \zeta_A} + \varepsilon \tilde{y}) \zeta_A (\mu + \eta_B) \right) \]

\[ + x (1 - x) (\beta (\eta_B - \eta_A) + \varepsilon x (1 - x) (g_A (\mu + \eta_B) - g_B (\mu + \eta_A)) \right) \]

\[ = \varepsilon \left( -\mu \zeta_B \tilde{w} - \frac{\beta \eta_B (\mu + \eta_A) + \mu \eta_A \zeta_B}{\mu} \tilde{x} \tilde{w} + \eta_B \zeta_A \left( \frac{\beta (\mu + \eta_B) + \mu \zeta_B}{\mu \zeta_B} \right) (1 - \tilde{x}) \tilde{y} \right) \]

\[ + \eta_B (g_A \tilde{x} + g_B (1 - \tilde{x})) (1 - \tilde{x}) + \frac{\beta \eta_B}{\mu \zeta_B} x (1 - x) (g_A (\mu + \eta_B) - g_B (\mu + \eta_A)) \right) \]

\[ \Box \]

**Proof:** [of Proposition 2.9]

\[ \frac{d}{dt} \tilde{x} = -\mu \tilde{x} + \mu \frac{\theta \tilde{x} + \varepsilon \tilde{y}}{\theta \tilde{x} + \varepsilon \tilde{y} + z + \theta (1 - x) + \varepsilon \tilde{z}} \]

\[ = \mu \varepsilon \frac{\tilde{y} (1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \varepsilon (\tilde{y} + \tilde{z})}. \]

Recall that \( \theta \mu_A = \beta_A - \mu \), s.t.

\[ \varepsilon \frac{d}{dt} \tilde{y} = \frac{d}{dt} y - \theta \frac{d}{dt} \tilde{x}(t) \]

\[ = -\mu \frac{y}{y + z} + (\beta_A + \varepsilon g_A(x)) x - \mu_A y - \theta \frac{d}{dt} \tilde{x}(t) \]

\[ = -\mu \frac{\theta \tilde{x} + \varepsilon \tilde{y}}{\theta \tilde{x} + \varepsilon \tilde{y} + \theta (1 - \tilde{x}) + \varepsilon \tilde{z}} + (\beta_A + \varepsilon g_A(\tilde{x})) \tilde{x} - \mu_A (\theta \tilde{x} + \varepsilon \tilde{y}) \]

\[ - \theta \mu \varepsilon \frac{\tilde{y} (1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \varepsilon (\tilde{y} + \tilde{z})} \]

\[ = -\mu \frac{\theta \tilde{x} + \varepsilon \tilde{y}}{\theta + \varepsilon (\tilde{y} + \tilde{z})} + \mu \tilde{x} + \varepsilon g_A(\tilde{x}) \tilde{x} - \varepsilon \mu_A \tilde{y} - \theta \mu \varepsilon \frac{\tilde{y} (1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \varepsilon (\tilde{y} + \tilde{z})} \]
\[
\begin{align*}
\frac{\dot{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} & = -\theta 
\mu \frac{\dot{x} + \epsilon \dot{y} - \dot{x} (\theta + \epsilon (\dot{y} + \dot{\bar{z}}))}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \epsilon g_A(\dot{x}) \dot{\bar{x}} - \epsilon \mu_A \dot{y} - \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) + \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
\frac{\dot{\bar{z}}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} & = -\epsilon \mu \frac{\tilde{y}(1 - \tilde{x}) - \tilde{x} \tilde{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \epsilon g_A(\dot{x}) \dot{\bar{x}} - \epsilon \mu_A \dot{y} + \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) + \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
\frac{\dot{\bar{x}}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} & = -\epsilon \mu (1 + \theta) \frac{\tilde{y}(1 - \tilde{x}) - \tilde{x} \tilde{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \epsilon g_A(\dot{x}) \dot{\bar{x}} - \epsilon \mu_A \dot{y}.
\end{align*}
\]

Dividing this equation by \(\epsilon\) yields \(\tilde{y}'(t)\). For \(\tilde{z}(t)\), we obtain in a similar manner (using \(\theta \mu_B = \beta_B - \mu\))

\[
\begin{align*}
\frac{d}{dt} \tilde{z} & = \frac{d}{dt} \bar{z} + \theta \frac{d}{dt} \tilde{x} \\
& = -\mu \frac{z}{y + z} + (\beta_B + \epsilon g_B(x))(1 - x) - \mu_B z + \theta \frac{d}{dt} \tilde{x}(t) \\
& = -\mu \frac{\theta(1 - \tilde{x}) + \epsilon \tilde{z}}{\theta \tilde{x} + \epsilon \tilde{y} + \theta(1 - \tilde{x}) + \epsilon \tilde{z}} + (\beta_B + \epsilon g_B(\dot{x}))(1 - \tilde{x}) - \mu_A(\theta(1 - \tilde{x}) + \epsilon \tilde{z}) \\
& \quad + \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
& = -\mu \frac{\theta(1 - \tilde{x}) + \epsilon \tilde{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \mu(1 - \tilde{x}) + \epsilon g_B(\dot{x})(1 - \tilde{x}) - \epsilon \mu_B \tilde{z} + \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
& = -\mu \frac{\theta(1 - \tilde{x}) + \epsilon \tilde{z} - (1 - \tilde{x})(\theta + \epsilon (\dot{y} + \dot{\bar{z}}))}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
& \quad + \epsilon g_B(\dot{x})(1 - \tilde{x}) - \epsilon \mu_B \tilde{z} + \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
& = \mu \epsilon \frac{(1 - \tilde{x}) \tilde{y} - \tilde{x} \tilde{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \epsilon g_B(x)(1 - \tilde{x}) - \epsilon \mu_B \tilde{z} + \theta \mu \epsilon \frac{\tilde{y}(1 - \tilde{x}) - \tilde{z} \tilde{x}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} \\
& = \mu \epsilon (1 + \theta) \frac{\tilde{y}(1 - \tilde{x}) - \tilde{x} \tilde{z}}{\theta + \epsilon (\dot{y} + \dot{\bar{z}})} + \epsilon g_B(x)(1 - \tilde{x}) - \epsilon \mu_B \tilde{z}
\end{align*}
\]