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Abstract: With the e-commerce growth, more people are buying products over the internet. To increase customer satisfaction, merchants provide spaces for product and service reviews. Products with positive reviews attract customers, while products with negative reviews lose customers. Following this idea, some individuals and corporations write fake reviews to promote their products and services or defame their competitors. The difficulty for finding these reviews was in the large amount of information available. One solution is to use data mining techniques and tools, such as the classification function. Exploring this situation, the present work evaluates classification techniques to identify fake reviews about products and services on the Internet. The research also presents a literature systematic review on fake reviews. The research used 8 classification algorithms. The algorithms were trained and tested with a hotels database. The CONCENSO algorithm presented the best result, with 88% in the precision indicator. After the first test, the algorithms classified reviews on another hotels database. To compare the results of this new classification, the Review Skeptic algorithm was used. The SVM and GLMNET algorithms presented the highest convergence with the Review Skeptic algorithm, classifying 83% of reviews with the same result. The research contributes by demonstrating the algorithms ability to understand consumers’ real reviews to products and services on the Internet. Another contribution is to be the pioneer in the investigation of fake reviews in Brazil and in production engineering.
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Resumo: Com a ascensão do comércio eletrônico, mais pessoas estão comprando produtos na internet. Para aumentar a satisfação, os comerciantes estão disponibilizando espaços para clientes comentarem sobre seus produtos e serviços. Produtos com comentários positivos atraem clientes, enquanto produtos com comentários negativos afastam clientes. Seguindo esta ideia, algumas pessoas e organizações estão escrevendo comentários falsos, a fim de promover ou de denegrir a imagem de um produto ou serviço. A dificuldade em encontrar estes comentários está na grande quantidade de informação disponível. Uma solução é o uso de técnicas e ferramentas da mineração de dados, em especial a classificação. Explorando esta
situación, o objetivo deste trabalho é avaliar técnicas de classificação para identificar comentários falsos sobre produtos e serviços na internet. O trabalho também apresenta uma revisão de literatura sobre comentários falsos. A pesquisa utilizou oito algoritmos. Os algoritmos foram treinados e testados com uma base de dados de hotéis. O algoritmo CONSENSO apresentou o melhor resultado, com uma precisão de 88%. Após o primeiro teste, os algoritmos treinados classificaram comentários em outra base de dados de hotéis. Para comparar os resultados desta nova classificação, o algoritmo do Review Skeptic foi utilizado. Os algoritmos SVM e GLMNET apresentaram as melhores convergências com o algoritmo do Review Skeptic, classificando 83% dos comentários com o mesmo resultado. A pesquisa contribuiu ao demonstrar a habilidade dos algoritmos em entender a veracidade dos comentários sobre produtos e serviços na internet. Outra contribuição é ser o pioneiro na investigação de comentários falsos no Brasil e na engenharia de produção.

**Palavras-chave:** Comentários falsos; Classificação de texto; Descoberta de conhecimento em base de dados; Mineração de texto.

### 1 Introduction

With the e-commerce growth, more people are buying products over the internet. To increase customer satisfaction, merchants provide spaces for consumers to comment about the products and services they buy. With the largest number of customers using the internet, the amount of reviews that products receive grows (Hu & Liu, 2004). American Express affirms that 58% of users who read reviews on the Internet trust more on the product or service if there are positive reviews (Column Five, 2014). Products with more positive reviews attract customers, while products with negative reviews lose customers (Xie et al., 2012). Faced with this fact, some individuals and corporations write fake reviews (spam review, opinion spam) to promote their products and services or defame their competitors. Fake reviews make social media sources of lie and control information to mobilize people against a target (Liu, 2012).

The difficulty in finding fake reviews is in the large amount of information available. The human capacity to analyze and understand data is not enough to find the fake reviews. Another problem is the impact of fake reviews on the Internet users, the company network and the academy as is illustrated in the systemic structure (Andrade et al., 2006) of Figure 1 and its explanation in Table 1.

**Table 1.** Description of the systemic structure of fake reviews.

| Cycle | Description |
|-------|-------------|
| B1    | The more fake reviews, the more database, the more research, the more academy after a while, more detection techniques, and after a while less fake reviews. |
| B2    | The less true positive reviews, the more fake positive reviews, the more customers, the more sales, the more true reviews and the more true positive reviews. |
| B3    | The less true negative reviews, the more fake negative reviews, the less customers, the less sales, the less true reviews, and the less true negative reviews. |

B1: Balancing cycle number one; B2: Balancing cycle number two; B3: Balancing cycle number three.
The identification of fake reviews on the Internet began in the literature from the Jindal & Liu (2007). Cheats in credit cards, money laundering, among others, have been researched for a longer time (Fuller et al., 2011). A problem similar to fake reviews is email spam, which has the purpose of sending unwanted information to a target (Cormack, 2008). A solution to this problem is to use computational techniques and tools of data mining (Fayyad et al., 1996), as the classification function (Wu et al., 2008) that separates data classes (Han & Kamber, 2006). An example of classification is the determination of the soccer team that undergraduate students belong based on certain characteristics, like city in which it lives and family soccer team.

The present work evaluates classification techniques to identify fake reviews about products and services on the Internet. This work offers techniques and algorithms for organizations to find fake reviews on the internet and understand the true opinions of their customers. The research also presents a systematic review of literature on fake reviews. Another contribution is to be the pioneer in the research of fake reviews in Brazil and in production engineering.

The work is segmented into six chapters. The second chapter presents the concept of knowledge discovery in databases. In sequence is detailed the identification of fake reviews. The methodological procedures present the work method. The fifth chapter presents the results found, while the last chapter presents the discussion of the results and the research conclusion.

2 Knowledge discovery in databases

Knowledge Discovery in Databases (KDD) is the process of discovering information from a large amount of data (Fayyad et al., 1996). KDD is applied for a variety of tasks, such as analyzing medical outcomes, detecting credit card fraud, and predicting customer buying behavior (Mitchell, 1999). Fayyad et al. (1996), Han & Kamber (2006) and Tan et al. (2009) present KDD processes with three common steps:

a) Pre-processing: the removal of inconsistent noise and data, the combination of multiple data sources, the choose of relevant data, and the transformation of data into appropriate forms;

b) Data mining: the extraction of data patterns with the support of statistical methods and machine learning;

c) Post-processing: the interpretation of the patterns discovered in the data and the use of the information extracted in the form of knowledge.
The two main functions of data mining are supervised learning (classification), and unsupervised learning (clustering) (Liu, 2007). The classification technique represents the relationship between the data and its classes, identified during the data training step (Ghosh et al., 2012). After the training, the algorithms are applied to determine the class of any new data (data testing step) (Tan et al., 2009). Using soccer teams as an example, 80% of the students (training data) of an undergraduate group inform their characteristics (family team, city of origin, etc.) and for which club they belong. With this information the algorithms are trained and then applied, without the information of the soccer team, to the other 20% of students in the class (testing data). In the end, the soccer teams classified by the algorithms are compared to the soccer teams informed by the 20% of the students. To ensure greater statistical validity, K-Fold Cross-Validation (Kohavi, 1995) is used to test algorithms with different partitions of the database (training data can become testing data and vice versa). To compare the effectiveness of the algorithms, the literature recommends the use of precision, recall and f-measure indicators (Tan et al., 2009; Weiss et al., 2010). Another measure of performance is the classification rate.

The main classification techniques are decision trees, neural networks, SVM (support vector machine), Naive Bayes classification and logistic regression. These techniques are detailed in Table 2 (Tan et al., 2009; Larose, 2005; Groth, 2000). Although each of these techniques uses a specific approach to classification, all perform the training based on data characteristics. An example of classification is the Akinator (2018), finding a character based on questions and answers about physical and behavioral characteristics.

| Technique                  | Description                                                                                                                                                                                                                                                                                                                                 | Example |
|----------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------|
| Decision Tree              | It has this name due to the appearance of a tree (Han & Kamber, 2006). It is constructed with the root, decision and leaf nodes, which are the questions, and the branches that are the answers (Larose, 2005). The algorithms occur in three steps (Groth, 2000): i) definition of dependent and independent variables from a data source; ii) examination of the impact of each variable on the result; and iii) definition of the variable that predicts the results of the other variables. The algorithms suggested by Jurka et al. (2013) were BAGGING (Breiman, 1996), RF (Liaw & Wiener, 2002) and TREE (Breiman et al., 1984). |         |
| Bayesian Classification    | They predict the probability of the data belonging to certain classes. This technique is based on the Bayes’ theorem and assumes that the data are independent of each other (Han & Kamber, 2006). Jurka et al. (2013) suggests the use of the BOOSTING algorithm (Freund & Schapire, 1997).                                                                                           |         |
Table 2. Continued…

| Technique          | Description                                                                                                                                                                                                 | Example |
|--------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------|
| Neural Networks    | This technique simulates the functioning of the human brain, as a function of the large number of neurons, enabling learning based on experience (Larose, 2005). There are at least two types of neural networks: perceptron and multilayer (Tan et al., 2009). The algorithm SLDA (Blei & McAuliffe, 2010) is suggested by Jurka et al. (2013) to classify with this technique. |
| SVM                | The support vector machine raises training data to a higher dimension by looking for an optimal separation hyperplane (a greater distance separating different classes) (Feldman & Sanger, 2007; Han & Kamber, 2006). The SVM algorithm (Fan et al., 2005) is that indicated by Jurka et al. (2013). |
| Logistic Regression| It is a special type of regression, which deals with categorical and independent variables (Groth, 2000). In binary classes, probabilities greater than 50% indicate the presence in the class “1” and probabilities less than 50% indicate the presence in the “0” class (Fuller et al., 2011). Jurka et al. (2013) suggests the use of the GLMNET algorithm (Friedman et al., 2010). |

Usually the data is found in unstructured format, which makes it necessary to use text mining (Feldman & Sanger, 2007). This process uses techniques from the areas of information retrieval, natural language processing, information mining, and data mining (Ghosh et al., 2012).

The text mining process is composed of three steps (Weiss et al., 2010). The first step is the collection of documents and the creation of the database, called a corpus. The second step is the integration, cleaning and reduction of data, in which there is the conversion of all documents to the same format, to facilitate the next stages (Weiss et al., 2010). In this step there was tokenization, decomposing the texts into terms, called tokens (Hotho et al., 2005) (example: in the phrase “text mining has 3 steps” we have five tokens: i) text; ii) mining; iii) has; iv) 3; and v) steps). The stopwords removal eliminates irrelevant words (examples: a, o, one, from, to, with, etc.) (Han & Kamber, 2006). The stemming removes the word stem (example: reducing becomes reduce). After data cleaning, the data not removed are called the document collection dictionary (Hotho et al., 2005). The third stage of the text mining process transforms the data into numbers. There are three techniques diffused in the literature: i) Boolean, in which each term is considered present or absent in a document; ii) the frequency of terms (TF), in which the weight of a component in a document is the number of times it appears; and (iii) TF-IDF (inverted frequency), in which the weight of a component is determined by the product of the times number a term appears and the inverted frequency of terms (Liu, 2007).
3 Fake reviews identification

One of the challenges of the text mining is to identify fake reviews, as it is difficult to find them by reading them manually (Liu, 2012). The purpose of someone who writes fake reviews is to promote something or someone (hype spam) or to denigrate something or someone (defaming spam) (Liu, 2007). The first researches to find fake reviews looked for duplicates and near-duplicates, reviews with characteristics similar to each other (Jindal & Liu, 2007, 2008). After these researches, the subject grew in the literature (mainly American) according to Table 3.

Table 3. Synthesis of fake reviews in the literature.

| Literature | Review types | Concentration areas | Way of acting | Approaches | Technique used |
|------------|--------------|---------------------|---------------|------------|----------------|
|            | Promote or denigrate | Fake promotion x good quality | Individual | Reviews | Decision tree |
|            |               | Fake defamation x good quality |              |          | Bayesian classification |
|            |               | Fake promotion x bad quality |              |          | Neural network |
|            |               | Fake defamation x bad quality |              |          | SVM |
|            |               | Fake promotion x average quality |              |          | Logistic regression |
|            |               | Fake defamation x average quality |              |          | |

The classification of reviews types has three options: i) reviews that deceive readers or detection systems, promoting or denigrating something or someone; ii) reviews that...
focus on other characteristics, such as brands, manufacturers and even sellers; and iii) advertising or irrelevant reviews, such as random texts (Jindal & Liu, 2008).

The classification of concentration areas is used according to the quality of the products and the type of reviews: fake promotion or fake defamation (Liu, 2007). Fake promotion reviews are often written by manufacturers or individuals who have economic interests' products and services (Liu, 2007). Reviews of fake defamation tend to be written by competitors (Liu, 2007).

The classification of the way of acting differentiates authors who work individually or in a group. By acting alone, the individual can post fake reviews as a single user, or as different users (Qian & Liu, 2013). Acting as a group, individuals work collaboratively, seeking to take control of reviews about a product or service (Liu, 2007). An alternative to find these groups is to rank the authors according to the probability of participating in groups (Mukherjee et al., 2011, 2012). There are differences in the behavior of individuals acting alone or in a group (Liu, 2007): i) the individual acting alone first builds a reputation as a good evaluator of products, posting real reviews. He then writes several fake reviews with different users. To confuse detection systems these individuals only write fake promotions or fake defamations, not both; ii) acting in a group, each individual submits reviews of the same polarity in the same product. These individuals write reviews at random intervals.

Another classification of fake reviews is by approaches. The first approach is to only analyze the reviews, relating to their ratings and their content. It is possible to identify non-trivial patterns (Sharma & Lin, 2013; Fei et al., 2013), look for different characteristics (Li et al., 2011), and analyze periods of postage concentration (Xie et al., 2012). The authors’ approach consists of looking for abnormal behavior of the reviewers (Mukherjee et al., 2013a) and analyzing them from the point of view of time series (Jindal et al., 2010). The last approach is to compare information about the organizations and the products or services (Liu, 2007). There are works that use the approaches by reviews and authors at the same time, such as the search for factors that differentiate fake reviews and their respective authors (Lu et al., 2013) and search for the best technique for detecting fake reviews (Mukherjee et al., 2013b).

There are still works that do not fit into any of these classifications. The database creation, with 400 true positive reviews, 400 true negative reviews, 400 fake positive reviews, and 400 fake negative reviews (Ott et al., 2011, 2013; Review Skeptic, 2013). The evaluation of three classification systems (Ott et al., 2011): i) human, with people trained to determine the class of reviews; ii) based on psycholinguistics, with the terms of the reviews analyzed in relation to their meaning; and iii) text mining. The study of regulatory policies to avoid fake reviews, proposing an alliance approach to be added to existing laws (Malbon, 2013). The study of fake reviews from the customer's point of view, concluding that consumers tend to learn more from reviews of a product than from their own experience (Zhao et al., 2013). The last work found studies about fake reviews from the authors' point of view, creating a technique based on authenticity and the impact of the review (Lappas, 2012).

4 Methodological procedures

The work method used consisted of twelve steps. It was based on Saunders et al. (2009) and Cauchick et al. (2011) and is shown in Figure 2.
The first step was the definition of an interest topic, the research problem and the objectives. Serious cases of fraud in texts on the Internet have been found. It was discovered that these frauds are called in the literature of fake reviews and are new problems and not studied in Brazil. Liu (2008) contributed to the definition of the real problem, since it has a brief introduction on the subject. Data mining classification techniques are used in the Brazilian literature in several areas, being recognized and appropriate to start the research in a new topic such as fake reviews. The second step was the systematic review of the literature in the research sources Google Scholar, Scopus, Scielo, Portal Capes and Ebscohost, in which works related to the topic were found.

The third step was the classification planning. We used 8 algorithms (Jurka et al., 2013): SVM, GLMNET, SLDA, BOOSTING, BAGGING, RF, TREE and CONCENSO. The CONCENSO use most of the classifications of other algorithms. The performance of the classification was evaluated in two ways: number of errors and correctness in classifying the reviews (classification rate), and the indicators of precision, recall and F-measure (Tan et al., 2009; Weiss et al., 2010). The performance of the classification was analyzed in relation to two dimensions: polarity (positive or negative review) and veracity (true or fake review).

The fourth step was the data collection and integration. The data was collected from Review Skeptic (2013), where a database of customer reviews of 20 most popular hotels in the city of Chicago/United States is available: Affinia Chicago; Hotel Allegro Chicago; Amalfi Hotel Chicago; Ambassador East Hotel; Conrad Chicago; Fairmont Chicago Millennium Park; Hard Rock Hotel Chicago; Hilton Chicago; Homewood Suites by Hilton Chicago Downtown; Hyatt Regency Chicago; InterContinental Chicago; James Chicago; Millennium Knickerbocker Hotel Chicago; Hotel Monaco Chicago; Omni Chicago Hotel; The Palmer House Hilton; Sheraton Chicago Hotel and Towers; Sofitel Chicago Water Tower; Swissotel Chicago; The Talbott Hotel. The integration of the data was performed in software R, since it is a language and an environment, which offers statistical and graphical tools, and that has open source (R Development Core Team, 2018). Originally each review collected was in a notepad file. With the use of R, these reviews were grouped in a Microsoft Excel file, with six columns: i) the identification of the review; ii) the hotel to which the review belongs; iii) the review;
iv) the polarity (0 for negative polarities and 1 for positive polarities) of the review; v) veracity (0 for true and 1 for fake) of the review; and vi) a random number. The random number was added to randomize the separation of reviews during data training to prevent patterns (eg, training the algorithms only in fake reviews).

The fifth step consisted of data reduction and cleaning, with the operations of stemming, removal of stopwords and tokenization. From this step, the operations occurred in the statistical software R with the use of the RTextTools package (Jurka et al., 2013). Accents, punctuations, and irrelevant characters have been removed. The size of the database has been reduced to facilitate data transformation. The sixth step was to transform the data into attribute-value tables using the TD-IDF technique (Liu, 2007).

The algorithms classification training was performed with 80% of the data for the training (Jurka et al., 2013; Kohavi, 1995). The reviews were sorted by the random number column and 80% of the data with lower random numbers (criterion chosen to separate the training data) were used. In the eighth step the trained algorithms were applied to the 20% of test data. Cross-validation of the data (Kohavi, 1995) tested the algorithms on 4 partitions (Jurka et al., 2013). The results of the 4 partitions were averaged and the algorithms were compared by the classification rate, precision, recall and f-measure indicators.

The tenth step was testing the algorithms in a Trip Advisor database (2018). The Trip Advisor database (2018) was chosen because of its importance in the hotel market and because no other databases were found with the classes known as Ott et al. (2011, 2013). We collected 100 English reviews from 10 hotels (10 reviews per hotel) with the highest popularity in the city of Porto Alegre in Brazil, as it is a tourist center in the south region, which presents international hotels. To perform the classification of the new database, the three best algorithms found in the previous step plus the CONCENSO were used. This number of algorithms facilitates the evaluation process, since there will be no analysis of indicators, since the true classes (true or fake) of the new database are unknown. Using the eight algorithms would generate an unnecessary discrepancy in the results.

The penultimate stage was to compare the performance of the classification of the new database. As the class of the Porto Alegre hotel base is unknown, the alternative was to compare the result of the classification with the algorithm of Myle Ott, available in Review Skeptic (2013). The performance of the comparison was evaluated by the similarity of results found (both algorithms classifying the reviews as true or fake). The last step was the discussion of the results found in the research.

5 Results

The eight algorithms SVM, GLMNET, SLDA, BAGGING, BOOSTING, RF, TREE and CONCENSO classified the test data from Ott et al. (2011, 2013) in true or fake using cross-validation with 4 data partitions. The algorithms were evaluated in twelve criteria: the percentage of correct answers in the classification of reviews; the percentage of correct answers in the classification of true reviews; the percentage of correct answers in the classification of fake reviews; the percentage of correct answers in the classification of positive reviews; the percentage of correctness in the classification of negative reviews; the percentage of correct answers in the classification of true positive reviews; the percentage of correct answers in the classification of true negative reviews; the percentage of correct answers in the
classification of fake positive reviews; the percentage of correct answers in the classification of fake negative reviews; precision; recall; and f-measure. The average of the result of the 4 data partitions for each criterion is illustrated in Figure 3 as a function of the algorithm used.

Figure 3. Results of the classification of the twelve criteria by algorithm.

The average of the algorithms results is shown in the following order: CONCENSO (87%), SLDA (85%), GLMNET (85%), SVM (84%), RF (83%), BOOSTING (79%), BAGGING (76%) and TREE (74%). The best result among the twelve criteria was 92% with the CONCENSO algorithm in the evaluation of positive reviews. Comparing with the other algorithms CONCENSO presented superior results in 7 of the 12 criteria.

The algorithms were tested in the Porto Alegre hotel database (Trip Advisor, 2018). We used the three algorithms (SVM, GLMNET, SLDA) with better results in the previous analysis plus the CONCENSO. The results of this new classification are illustrated in Figure 4 and Figure 5.

Figure 4. Results of the classification of the Porto Alegre hotel base by algorithm.
The SLDA algorithm classified more reviews as fake. Note a descending order in the classification of fake reviews of the algorithms: SVM, GLMNET, CONCENSO and SLDA. In relation to hotels, none of the four algorithms found fake reviews in the Hotel H. The algorithm SLDA was the one that found the most fake reviews in the hotel D and J. Comparing the results of classification of the base of hotels of Porto Alegre with the classification accomplished in Review Skeptic (2013) a similarity was verified, as shown in Table 4.

Table 4. Comparison of the algorithms classification of the Porto Alegre base of hotels with Review Skeptic (2013).

| Algorithms  | Classification | Review Skeptic (2013) | Total |
|-------------|----------------|------------------------|-------|
|             |                | True | Fake |               |
| SVM         | True           | 82   | 7    | 89              |
|             | Fake           | 10   | 1    | 11              |
|             | Total          | 92   | 8    | 100             |
| GLMNET      | True           | 81   | 6    | 87              |
|             | Fake           | 11   | 2    | 13              |
|             | Total          | 92   | 8    | 100             |
| SLDA        | True           | 73   | 7    | 80              |
|             | Fake           | 19   | 1    | 20              |
|             | Total          | 92   | 8    | 100             |
| CONCENSO    | True           | 79   | 7    | 86              |
|             | Fake           | 13   | 1    | 14              |
|             | Total          | 92   | 8    | 100             |

The SVM algorithm presented the greatest convergence with the Review Skeptic (2013) in the true reviews, whereas the GLMNET presented the biggest convergence in the fake reviews. Of the 92 reviews classified as true by the algorithm of Myle Ott, the SLDA converged only in 73, being the algorithm with the lowest similarity of results between the 4 algorithms.
6 Discussion and conclusion

This work evaluates classification techniques to identify fake reviews about products and services on the Internet. The research found 88% precision with the CONSENSO algorithm in the first database test (Ott et al., 2011, 2013). In the second test, the algorithms classified 100 hotel reviews in the Porto Alegre city (Trip Advisor, 2018). The algorithms SVM, SLDA, GLMNET and CONSENSO, for presenting the best results in the first test, were used. The algorithm that classified most reviews as true was the SVM with 89%, while the SLDA classified more reviews as fake with 20%. The algorithms were compared with Review Skeptic (2013). SVM and GLMNET classified 83% of reviews with the same class as the Myle Ott algorithm (Review Skeptic, 2013), showing similar results.

The results found are critical for business owners to separate true and fake reviews they receive about their products and services. Reading negative reviews helps managers analyze what customers do not like, enabling them to take corrective action. Reading positive reviews identifies the strengths of the products or services, and they cannot be lost. The research contributes by demonstrating the ability of algorithms to understand consumers’ real reviews to products and services on the Internet. Separate what is fake and true is difficult, since people are controlled by feelings, emotions, and irrational thoughts that can influence their answers. The results also demonstrate the R software's ability to provide fast and consistent technology. Another contribution of the research was the systematic review of literature on fake reviews. It is expected that this work will be only the beginning of the research in fake reviews in Brazil. Brazilian businessmen may use techniques and algorithms to identify fake reviews for their products and services on the Internet. Brazilian researchers can create databases that facilitate the training of classification algorithms. For the production engineering the work contributes to: i) computational intelligence with the performance of algorithms for large amount of data; ii) information management dealing with reviews from several languages written on the internet every day; and iii) knowledge management by transforming this information into the decision-making of organizations.

This work needs to be understood in view of its limitations: i) the training was conducted with reviews in English, because the available database (Ott et al., 2011, 2013) is in this language; ii) the systematic review of the literature used the term fake review in Portuguese and fake review, spam review and opinion spam in English as presented by Liu (2007); iii) a Porto Alegre hotel base was used without the known classes since no other databases were found with the classes known in the literature; and iv) the veracity of the reviews of the Porto Alegre hotel base is not known, and for this reason it is not possible to evaluate the performance indicators of the classification. Considering this fact, the Review Skeptic (2013) was used as an alternative to evaluate the classification of the algorithms.

Recommendations for future work include: i) training algorithms to classify reviews in Portuguese; ii) to experiment emerging classification techniques in the literature; and iii) training algorithms to classify reviews from other databases, such as: industries, banks, retailers, universities and governments.
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