POSITIVE DEFINITE (P.D.) FUNCTIONS VS P.D. DISTRIBUTIONS

PALLE JORGENSEN AND FENG TIAN

Abstract. We give explicit transforms for Hilbert spaces associated with positive definite functions on \( \mathbb{R} \), and positive definite tempered distributions, incl., generalizations to non-abelian locally compact groups. Applications to the theory of extensions of p.d. functions/distributions are included. We obtain explicit representation formulas for positive definite tempered distributions in the sense of L. Schwartz, and we give applications to Dirac combs and to diffraction. As further applications, we give parallels between Bochner’s theorem (for continuous p.d. functions) on the one hand, and the generalization to Bochner/Schwartz representations for positive definite tempered distributions on the other; in the latter case, via tempered positive measures. Via our transforms, we make precise the respective reproducing kernel Hilbert spaces (RKHSs), that of N. Aronszajn and that of L. Schwartz. Further applications are given to stationary-increment Gaussian processes.
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The study of positive definite (p.d.) functions and p.d. kernels is motivated by diverse themes in analysis and operator theory, in white noise analysis, applications of reproducing kernel (RKHS) theory, extensions by Laurent Schwartz, and in reflection positivity from quantum physics. Below we make more precise some parallels between, on the one hand, the standard case from Case 1, of continuous positive definite functions \( f \) on \( \mathbb{R} \), the setting of Bochner’s theorem, including generalizations to non-abelian locally compact groups. We shall also discuss the theory of extensions of p.d. functions. In part two of the paper we obtain representation formulas for positive definite tempered distributions in the sense of L. Schwartz [Sch64a, Sch64b]. The parallels between Bochner’s theorem (for continuous p.d.
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functions), and the generalization to Bochner/Schwartz representations for positive definite tempered distributions will be made clear. In the first case, we have the Bochner representation via finite positive measures \( \mu \); and in the second case, instead via tempered positive measures. This parallel also helps make precise the respective reproducing kernel Hilbert spaces (RKHSs). This further leads to a more unified approach to the treatment of the stationary-increment Gaussian processes \([AJL11, AJ12, AJ15]\). A key argument will rely on the existence of a unitary representation \( U \) of \((\mathbb{R}, +)\), acting on the particular RKHS under discussion. In fact, the same idea (with suitable modifications) will also work in the wider context of locally compact groups. In the abelian case, we shall make use of the Stone representation for \( U \) in the form of orthogonal projection valued measures; and in more general settings, the Stone-Naimark-Ambrose-Godement (SNAG) representation \([Sto32]\).

1. Preliminaries

In our theorems and proofs, we shall make use the particular reproducing kernel Hilbert spaces (RKHSs) which allow us to give explicit formulas for our solutions. The general framework of RKHSs were pioneered by Aronszajn in the 1950s \([Aro50]\); and subsequently they have been used in a host of applications; e.g., \([SZ07, SZ09]\).

The RKHS \( \mathcal{H}_f \). For simplicity we focus on the case \( G = \mathbb{R} \).

**Definition 1.1.** Let \( \Omega \) be an open domain in \( \mathbb{R} \). A function \( f : \Omega - \Omega \to \mathbb{C} \) is **positive definite** if
\[
\sum_i \sum_j c_i \bar{c}_j f(x_i - x_j) \geq 0
\]
for all finite sums with \( c_i \in \mathbb{C} \), and all \( x_i \in \Omega \). We assume that all the p.d. functions are continuous and bounded.

**Lemma 1.2** (Two equivalent conditions for p.d.). If \( f \) is given continuous on \( \mathbb{R} \), we have the following two equivalent conditions for the positive definite property:

(i) \( \forall n \in \mathbb{N}, \forall \{x_i\}_1^n, \forall \{c_i\}_1^n, x \in \mathbb{R}, c_i \in \mathbb{C}, \)
\[
\sum_i \sum_j c_i \bar{c}_j f(x_i - x_j) \geq 0;
\]

(ii) \( \forall \varphi \in \mathcal{C}_c(\mathbb{R}), \) we have:
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \overline{\varphi(y)} f(x - y) \, dx \, dy \geq 0.
\]

**Proof.** Use Riemann integral approximation, and note that \( f(\cdot - x) \in \mathcal{H}_f \) and \( \varphi \ast f \in \mathcal{H}_f \). (See details below.) \( \square \)

Consider a continuous positive definite function so \( f \) is defined on \( \Omega - \Omega \). Set
\[
f_y(x) := f(x - y), \forall x, y \in \Omega.
\]

Let \( \mathcal{H}_f \) be the **reproducing kernel Hilbert space** (RKHS), which is the completion of
\[
\left\{ \sum_{\text{finite}} c_j f_{x_j} \mid x_j \in \Omega, c_j \in \mathbb{C} \right\}
\]
with respect to the inner product
\[
\langle \sum_{i} c_i f_{x_i}, \sum_{j} d_j f_{y_j} \rangle_{\mathcal{H}_f} := \sum_{i} \sum_{j} c_i \bar{d}_j f(x_i - y_j);
\]
modulo the subspace of functions of $\|\cdot\|_H^f$-norm zero.

Below, we introduce an equivalent characterization of the RKHS $H_f$, which we will be working with in the rest of the paper.

**Lemma 1.3.** Fix $\Omega = (0, \alpha)$. Let $\varphi_{n,x}(t) = n\varphi(n(t-x))$, for all $t \in \Omega$; where $\varphi$ satisfies

(i) $\text{supp}(\varphi) \subset (-\alpha, \alpha)$;

(ii) $\varphi \in C_c^\infty$, $\varphi \geq 0$;

(iii) $\int \varphi(t) dt = 1$. Note that $\lim_{n \to \infty} \varphi_{n,x} = \delta_x$, the Dirac measure at $x$.

**Lemma 1.4.** The RKHS, $H_f$, is the Hilbert completion of the functions

$$f_\varphi(x) = \int_{\Omega} \varphi(y) f(x-y) dy, \forall \varphi \in C_c^\infty(\Omega), x \in \Omega \quad (1.5)$$

with respect to the inner product

$$\langle f_\varphi, f_\psi \rangle_{H_f} = \int_{\Omega} \int_{\Omega} \varphi(x) \overline{\psi(y)} f(x-y) dx dy, \forall \varphi, \psi \in C_c^\infty(\Omega). \quad (1.6)$$

In particular,

$$\|f_\varphi\|_{H_f}^2 = \int_{\Omega} \int_{\Omega} \varphi(x) \overline{\varphi(y)} f(x-y) dx dy, \forall \varphi \in C_c^\infty(\Omega) \quad (1.7)$$

and

$$\langle f_\varphi, f_\psi \rangle_{H_f} = \int_{\Omega} f_\varphi(x) \overline{\psi(x)} dx, \forall \varphi, \psi \in C_c^\infty(\Omega). \quad (1.8)$$

**Proof.** Indeed, by Lemma 1.4, we have

$$\|f_{\varphi_{n,x}} - f(\cdot-x)\|_{H_f} \to 0, \text{ as } n \to \infty. \quad (1.9)$$

Hence $\{f_\varphi\}_{\varphi \in C_c^\infty(\Omega)}$ spans a dense subspace in $H_f$.

For more details, see [Jor86, Jor87].

These two conditions $(1.10) (\iff (1.11))$ below will be used to characterize elements in the Hilbert space $H_f$.

**Theorem 1.5.** A continuous function $\xi : \Omega \to \mathbb{C}$ is in $H_f$ if and only if there exists $A_0 > 0$, such that

$$\sum_i \sum_j c_i \overline{c_j} \xi(x_i) \overline{\xi(x_j)} \leq A_0 \sum_i \sum_j c_i \overline{c_j} f(x_i - x_j) \quad (1.10)$$

for all finite system $\{c_i\} \subset \mathbb{C}$ and $\{x_i\} \subset \Omega$.

Equivalently, for all $\psi \in C_c^\infty(\Omega)$,

$$\left| \int_{\Omega} \psi(y) \overline{\xi(y)} dy \right|^2 \leq A_0 \int_{\Omega} \int_{\Omega} \psi(x) \overline{\psi(y)} f(x-y) dx dy \quad (1.11)$$

Note that, if $\xi \in H_f$, then the LHS of $(1.11)$ is $|\langle f_\psi, \xi \rangle_{H_f}|^2$. Indeed,

$$|\langle \xi, f_\psi \rangle_{H_f}|^2 = |\langle \xi, \int_{\Omega} \psi(y) f_y dy \rangle_{H_f}|^2 = \left| \int_{\Omega} \overline{\psi(y)} \langle \xi, f_y \rangle_{H_f} dy \right|^2$$
\[
\int_{\Omega} \psi(y)\xi(y) \, dy = \left| \int_{\Omega} \psi(y)\xi(y) \, dy \right|^2. \quad \text{(by the reproducing property)}
\]

2. The parallels of p.d. functions vs distributions

In this section we prove the following theorem:

**Theorem 2.1.**

(a) Let \( f \) be a continuous positive definite (p.d.) function on \( \mathbb{R} \) (a p.d. tempered distribution [Sch64a, Sch64b]); then there is a unique finite positive Borel measure \( \mu \) on \( \mathbb{R} \) (resp., a unique tempered measure on \( \mathbb{R} \)) such that 
\[ f = \hat{\mu}. \]

(b) Given \( f \) as above, let \( \mathcal{H}_f \) denote the corresponding kernel Hilbert space, i.e., the Hilbert completion of \( \{ \varphi \ast f \}_{\varphi \in C_c(\Omega)} \) (resp. \( \varphi \in \mathcal{S} \)) w.r.t
\[ \| \varphi \ast f \|^2_{\mathcal{H}_f} = \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \varphi(y) f(x-y) \, dx \, dy \]
resp., \( (f(x-y), \varphi \ast \overline{\varphi}) \); action in the sense of distributions. Then there is a unique isometric transform 
\[ \mathcal{H}_f \xrightarrow{T_f} L^2(\mathbb{R}, \mu) \], \( T_f(\varphi \ast f) = \hat{\varphi} \), i.e.,
\[ \| \varphi \ast f \|^2_{\mathcal{H}_f} = \int_{\mathbb{R}} |\hat{\varphi}|^2 \, d\mu = \| T_f \varphi \|^2_{L^2(\mu)}. \]

(c) If \( \mu \) is tempered, e.g., if \( \int_{\mathbb{R}} \frac{d\mu(\lambda)}{1 + \lambda^2} < \infty \), then
\[ \| \varphi \ast f \|^2_{\mathcal{H}_f} = \int \left( |\hat{\varphi}|^2 + |(D_x \varphi)|^2 \right) \frac{d\mu(\lambda)}{1 + \lambda^2}; \]
where \( D_x \varphi = \frac{d\varphi}{dx} \), and where \( \hat{\cdot} \) denotes the standard Fourier transform on \( \mathbb{R} \).

**Proof.** The proof will be given below. It will be divided up in a sequence of Lemmas, which by their own merit might be of independent interest. \( \square \)

**Corollary 2.2.** Let a function \( f \) (or a tempered distribution) be given on a finite open interval in \( \mathbb{R} \), but assumed positive definite there; then it automatically has a positive definite extension to \( \mathbb{R} \) (in the same category), and so the conclusion of Theorem 2.1 still applies to \( f \), or referring to the corresponding p.d. extension.

**Proof.** The result uses a main theorem in [JPT16], as well as Lemmas 1.3-1.4 above. \( \square \)

**Remark 2.3.** In the case of tempered distributions, the inner product in the RKHS \( \mathcal{H}_f \) is as follows: First, given \( f \) and \( \varphi \in \mathcal{S} \), \( f \) a p.d. tempered distribution; then the convolution \( f \ast \varphi \) is a well defined tempered distribution, and so, for \( \psi \in \mathcal{S} \), the expression \( \langle f \ast \varphi, \psi \rangle \) denotes the distribution \( f \ast \varphi \) applied to \( \psi \in \mathcal{S} \). Hence, the \( \mathcal{H}_f \)-inner product is:
\[ \langle f \ast \varphi, f \ast \psi \rangle_{\mathcal{H}_f} := \langle f \ast \varphi, \overline{\psi} \rangle, \]
with this interpretation of action of the distribution \( f \ast \varphi \) and the test function \( \overline{\psi} \).

The p.d. property for \( f \) amounts to
\[ \langle f \ast \varphi, \overline{\varphi} \rangle \geq 0, \forall \varphi \in \mathcal{S}. \]
Remark 2.4. The conclusions in the statement of Theorem 2.1 hold also when \( \mathbb{R} \) is replaced with an arbitrary locally compact Abelian group \( G \). The modification are as follows: Now \( f \) will instead be a given continuous p.d. function (or a tempered distribution) on \( G \). The modified conclusion (b), see Theorem 2.1, is then:

\[
(b') \quad \mathcal{H}_f \xrightarrow{T_f} L^2(\hat{G}, \mathcal{B}, \mu), \quad T_f (\varphi * f) = \hat{\varphi}, \quad \text{and}
\]

\[
\|\varphi * f\|^2_{\mathcal{H}_f} = \int_{\hat{G}} |\hat{\varphi}|^2 d\mu;
\]

where \( \hat{G} \) denotes the Pontryagin dual group to \( G \); i.e., the group of all continuous characters \( \chi \) on \( G \); for functions \( \varphi \) on \( G \), the transform \( \hat{\varphi} \) is then

\[
\hat{\varphi}(\chi) = \int_G \chi(g) \varphi(g) \, dg
\]

with \( dg \) denoting Haar measure on \( G \); and further \( \mu \) is a Borel measure on \( \hat{G} \).

Remark 2.5. The main theme here is the interconnection between (i) the study of extensions of locally defined continuous and positive definite functions \( f \) on groups on the one hand, and, on the other, (ii) the question of extensions for an associated system of unbounded Hermitian operators with dense domain in a reproducing kernel Hilbert space (RKHS) \( \mathcal{H}_f \) associated to \( f \).

The analysis is non-trivial even if \( G = \mathbb{R}^n \), and even if \( n = 1 \). If \( G = \mathbb{R}^n \), we are concerned in (ii) with the study of systems of \( n \) skew-Hermitian operators \( \{S_i\} \) on a common dense domain in Hilbert space, and in deciding whether it is possible to find a corresponding system of strongly commuting selfadjoint operators \( \{T_i\} \) such that, for each value of \( i \), the operator \( T_i \) extends \( S_i \).

The version of this for non-commutative Lie groups \( G \) will be stated in the language of unitary representations of \( G \), and corresponding representations of the Lie algebra \( \mathfrak{L}a (G) \) by skew-Hermitian unbounded operators.

In summary, for (i) we are concerned with partially defined positive definite continuous functions \( f \) on a Lie group; i.e., at the outset, such a function \( f \) will only be defined on a connected proper subset in \( G \). From this partially defined p.d. function \( f \) we then build a reproducing kernel Hilbert space \( \mathcal{H}_f \), and the operator extension problem (ii) is concerned with operators acting on \( \mathcal{H}_f \), as well as with unitary representations of \( G \) acting on \( \mathcal{H}_f \). If the Lie group \( G \) is not simply connected, this adds a complication, and we are then making use of the associated simply connected covering group.

Because of the role of positive definite functions in harmonic analysis, in statistics, and in physics, the connections in both directions is of interest, i.e., from (i) to (ii), and vice versa. This means that the notion of “extension” for question (ii) must be inclusive enough in order to encompass all the extensions encountered in (i). For this reason enlargement of the initial Hilbert space \( \mathcal{H}_f \) are needed. In other words, it is necessary to consider also operator extensions which are realized in a dilation-Hilbert space; a new Hilbert space containing \( \mathcal{H}_f \) isometrically, and with the isometry intertwining the respective operators.

For more details, we refer the reader to [JPT16] and the papers cited there.

Key steps in the present application is the identification of a unitary representation \( \{U_t\}_{t \in \mathbb{R}} \) acting in the RKHS \( \mathcal{H}_f \); it applies both when \( f \) is continuous and p.d.
(Bochner), and when \( f \) is a p.d. tempered distribution (Schwartz [Sch64a, Sch64b])

\[
U_t (\varphi * f) := \varphi (\cdot - t) * f = \varphi (\cdot + t).
\]

One concludes that

(i) \( U_{t_1} U_{t_2} = U_{t_1 + t_2}, \forall t_i \in \mathbb{R} \); and

(ii) \( U_t \) is strongly continuous, i.e., \( \lim_{t \to 0} \| U_t w - w \|_{\mathcal{H}_f} = 0 \) holds for \( \forall w \in \mathcal{H}_f \).

Now assume that \( f \) is p.d., and let \( \{ U_t \}_{t \in \mathbb{R}} \) be the unitary group acting in the corresponding RKHS. By Stone’s theorem [Sto32], there exists a projection valued measure \( E \) on \((\mathbb{R}, \mathcal{B})\), \( \mathcal{B} \) = Borel sigma-algebra in \( \mathbb{R} \). That is, \( E : \mathcal{B} \to \text{proj}(\mathcal{H}_f) \) satisfying

\[
E (B)^* = E (B) = E (B)^2, \quad \forall B \in \mathcal{B} \tag{2.1}
\]

\[
E (B \cap C) = E (B) = E (C), \quad \forall B, C \in \mathcal{B} \tag{2.2}
\]

such that

\[
U_t = \int_{\mathbb{R}} e^{i \lambda t} E (d \lambda), \quad t \in \mathbb{R}. \tag{2.3}
\]

(See, e.g., [Sto32].)

**Lemma 2.6.** Let \( f, \mathcal{H}_f, \{ U_t \}_{t \in \mathbb{R}} \) be as above. Let \( w_0 = f (\cdot - 0) \in \mathcal{H}_f \), and set

\[
\mu := \| E (d \lambda) w_0 \|^2_{\mathcal{H}_f} \tag{2.4}
\]

then

\[
\| \varphi * f \|^2_{\mathcal{H}_f} = \int_{\mathbb{R}} | \hat{\varphi} (\lambda) |^2 d \mu (\lambda). \tag{2.5}
\]

**Proof.** (2.4) \( \Rightarrow \) (2.5) For \( \varphi \in C_c (\mathbb{R}) \), we have

\[
\varphi * f := \int_{\mathbb{R}} \varphi (t) f (\cdot - t) dt = \int_{\mathbb{R}} \varphi (t) U_t w_0 dt \quad (\text{by } (2.1), (2.4))
\]

i.e., convolution, and

\[
\varphi * f = \int_{\mathbb{R}} \varphi (t) U_t w_0 dt
\]

\[
= \int_{\mathbb{R}} \varphi (t) \underbrace{\int_{\mathbb{R}} e^{i \lambda t} E (d \lambda) w_0 dt}_{\text{PVM}}
\]

\[
= \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \varphi (t) e^{i \lambda t} dt \right) E (d \lambda) w_0
\]

\[
= \int_{\mathbb{R}} \hat{\varphi} (\lambda) E (d \lambda) w_0.
\]

It follows that

\[
\| \varphi * f \|^2_{\mathcal{H}_f} = \int_{\mathbb{R}} | \hat{\varphi} (\lambda) |^2 \| E (d \lambda) w_0 \|^2_{\mathcal{H}_f}
\]

\[
= \int_{\mathbb{R}} | \hat{\varphi} (\lambda) |^2 d \mu (\lambda),
\]

i.e., use \( \langle E (d \lambda_1) w_0, E (d \lambda_2) w_0 \rangle_{\mathcal{H}_f} = \langle w_0, E (d \lambda_1 d \lambda_2) w_0 \rangle_{\mathcal{H}_f} = \| E (d \lambda) w_0 \|^2_{\mathcal{H}_f} \).
Conclusion. The RKHS $\mathcal{H}_f$ is the completion of $\varphi \ast f$, $\varphi \in C_c(\mathbb{R})$, with respect to the norm $\int |\hat{\varphi}(\lambda)|^2 \, d\mu(\lambda)$, via the mapping $\varphi \ast f \mapsto \hat{\varphi} \in L^2(\mathbb{R}, \mu)$.

Remark 2.7. Note that the proof is mutatis mutandis to the case of positive definite tempered distributions in the sense of L. Schwartz [Sch64a, Sch64b].

We also get an extension of $\varphi \ast f$ to $\varphi \ast h$, $\forall h \in \mathcal{H}_f$ as follows.

First define $\{U_t\}_{t \in \mathbb{R}}$ as a unitary representation of $(\mathbb{R}, +)$ on $\mathcal{H}_f$; and then, for $h \in \mathcal{H}_f$, set $(\varphi \in C_c(\mathbb{R})$, or $\varphi \in S)$

$$\varphi \ast h = \int_{\mathbb{R}} \varphi(t) U_t h \, dt.$$ 

Then we have:

$$\|\varphi \ast h\|_{\mathcal{H}_f} \leq \left( \int_{\mathbb{R}} |\varphi(t)| \, dt \right) \|h\|_{\mathcal{H}_f} = \|\varphi\|_{L^1} \|h\|, \forall \varphi \in S, \forall h \in \mathcal{H}_f.$$

Corollary 2.8. For every tempered positive definite measure $\mu$ (see Theorem 2.1) there is a unique Gaussian process $X = X(\mu)$ indexed by $x \in \mathbb{R}$, with mean zero, and variance

$$r^{(\mu)}(x) = \mathbb{E}\left( |X^{(\mu)}_x|^2 \right) = \int_{\mathbb{R}} \left| 1 - e^{i\lambda x} \right|^2 \frac{d\mu(\lambda)}{\lambda^2},$$

and in addition,

$$\mathbb{E}\left( X^{(\mu)}_x X^{(\mu)}_y \right) = \frac{r^{(\mu)}(|x|) + r^{(\mu)}(|y|) - r^{(\mu)}(|x - y|)}{2},$$

and

$$\mathbb{E}\left( |X^{(\mu)}_x - X^{(\mu)}_y|^2 \right) = r^{(\mu)}(|x - y|).$$

Proof. This family of stationary increment Gaussian processes were studied in [AJL11], and so we omit details here. The idea is to apply the transform $T_\mu$ from Theorem 2.1 (b) to the associated Gaussian process.

Setting $\varphi_x = \varphi = \begin{cases} \chi_{[0,x]}(\cdot) & \text{if } x \geq 0, \\ -\chi_{[0,x]}(\cdot) & \text{if } x < 0 \end{cases}$, we get

$$r^{(\mu)}(x) = \int_{\mathbb{R}} |\hat{\varphi}(\lambda)|^2 \, d\mu(\lambda) \quad \text{(see Thm. 2.1 (b))}$$

$$= \int_{\mathbb{R}} \left| 1 - e^{i\lambda x} \right|^2 \frac{d\mu(\lambda)}{\lambda^2}, \quad x \in \mathbb{R},$$

as claimed. \(\square\)

3. Dirac Combs, and related Examples

In Theorem 2.1, we made a distinction between the two cases: that of (i) continuous p.d. functions, and (ii) the case of positive definite tempered distributions. The two cases are connected with the studies of Aronszajn [Aro50], in case (i); and of Schwartz [Sch64b], in case (ii). In the present section, we illustrate this distinction in detail.

To review the conclusions in Theorem 2.1, in case (i), the Hilbert completion $\mathcal{H}_f$ of $\{ \varphi \ast f : \varphi \in C_c(\mathbb{R}) \}$ in the pre-Hilbert inner product

$$\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \overline{\varphi(y)} f(x - y) \, dx \, dy$$

(3.1)
is a reproducing kernel Hilbert space (RKHS) in the sense of Aronszajn. The reason is that, for all \( x \in \mathbb{R} \), the function \( f ( \cdot - x ) \) is in \( \mathcal{H}_f \), and
\[
\langle f ( \cdot - x ), h \rangle_{\mathcal{H}_f} = h ( x ), \quad \forall x \in \mathbb{R}, \forall h \in \mathcal{H}_f;
\]
i.e., \( \mathcal{H}_f \) satisfies the Aronszajn reproducing property. This is not so in case (ii), but nonetheless, we shall get a reproducing property in the measure theoretic setting from the paper [Sch64b] of L. Schwartz.

The above conclusions are made precise in the following:

**Proposition 3.1** (The Dirac comb [BJV16, GP16, KL13]). Set
\[
\mu := \sum_{n \in \mathbb{Z}} \delta_n
\]
where \( \delta_n \) in (3.3) denotes the Dirac distribution. Then \( f = \hat{\mu} \) is the tempered Schwartz distribution, written formally as
\[
f ( x ) = \sum_{n \in \mathbb{Z}} e^{inx}, \quad x \in \mathbb{R}.
\]
In this case the Hilbert completion \( \mathcal{H}_f \) from Theorem 2.1 is the Hilbert space of all \( 2\pi \)-periodic functions \( h \) on \( \mathbb{R} \) subject to the condition
\[
\| h \|^2_{\mathcal{H}_f} := \frac{1}{2\pi} \int_{-\pi}^{\pi} |h ( x )|^2 \, dx < \infty.
\]

**Proof.** A positive measure \( \mu \) on \( \mathbb{R} \) is said to be tempered iff \( \exists M \in \mathbb{N} \) such that
\[
\int_{\mathbb{R}} \frac{d\mu ( \lambda )}{1 + \lambda^{2M}} < \infty.
\]
The measure \( \mu \) in (3.3) is clearly tempered, and in particular it is \( \sigma \)-finite. Specifically if \( B \in \mathcal{B}_{\mathbb{R}} \) (the Borel \( \sigma \)-algebra), then
\[
\mu ( B ) = \# ( B \cap \mathbb{Z} ).
\]
For \( M \) in (3.6) we may take \( M = 1 \).

We now turn to the Hilbert completion \( \mathcal{H}_f \) where \( f \) is as in (3.4). For all test-function \( \varphi \in \mathcal{S} \), we have:
\[
( \varphi \ast f ) ( x ) = \sum_{n \in \mathbb{Z}} \hat{\varphi} ( n ) e^{-inx}
\]
where the interpretation of (3.8) is in the sense of tempered Schwartz distributions. Moreover,
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi ( x ) \overline{\varphi ( y )} f ( x - y ) \, dx \, dy = \sum_{n \in \mathbb{Z}} |\hat{\varphi} ( n )|^2.
\]

Now, combining (3.8) and (3.9), we get that \( \mathcal{H}_f \) is the Hilbert space described before (3.5). To see this, we apply the Plancherel-Fourier theorem, i.e., for \( \forall ( c_n ) \in l^2 \), the function \( h ( x ) = \sum_{n \in \mathbb{Z}} c_n e^{inx} \) is well defined, and
\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |h ( x )|^2 \, dx = \sum_{n \in \mathbb{Z}} |c_n|^2.
\]
Comparing now with (3.8), the desired conclusion follows. □
Remark 3.2. By the Poisson summation formula, (3.4) can also be written as
\[ f(x) = \sum_{n \in \mathbb{Z}} e^{inx} = 2\pi \sum_{n \in \mathbb{Z}} \delta(x - 2\pi n). \]

3.1. The case of IFS-Cantor measures. Let \( \nu = \nu_4 \) be the scale 4-Cantor fractal measure (see [JP93, JP98]) specified by the IFS-identity:
\[
\frac{1}{2} \int \left( h \left( \frac{x}{4} \right) + h \left( \frac{x+2}{4} \right) \right) d\nu_4(x) = \int h(x) d\nu_4(x) \quad (3.11)
\]
for all \( h \). Introduce the transform
\[
\hat{\nu}(\xi) := \int e^{i\xi x} d\nu(x), \quad (3.12)
\]
and (3.11) is equivalent to
\[
\hat{\nu}_4(\xi) = 1 + \frac{e^{i\xi}}{2} \hat{\nu}_4(\xi/4), \quad \forall \xi \in \mathbb{R}. \quad (3.13)
\]

Note that, as a consequence, the support of this cantor measure \( \nu_4 \) is then precisely the scale-4 Cantor set from Fig 3.1 above. It was shown by Jorgensen-Pedersen [JP98] that \( L^2(\nu_4) \) has an orthonormal basis (ONB) of functions \( e_\lambda(x) := e^{i\lambda x} \).

One may take for example
\[
\Lambda_4 := \{0, 1, 4, 5, 16, 17, 20, 21, 64, 65, \cdots\}
\]
\[
= \left\{ \sum_{j=0}^{\text{finite}} b_j 4^j : b_j \in \{0, 1\} \right\}. \quad (3.14)
\]

While \( \{e_\lambda : \lambda \in \Lambda_4\} \) forms an ONB in \( L^2(\nu_4) \), we say that \( (\nu_4, \Lambda_4) \) is a spectral pair, it should be stressed that many Cantor measures \( \nu \) do not allow ONBs of the form \( \{e_\lambda : \lambda \in \Lambda\} \) for any subsets \( \Lambda \) of \( \mathbb{R} \); for example \( \nu_3 \) is the opposite extreme:

Jorgensen & Pedersen proved that \( L^2(\nu_3) \) does not admit more than two orthogonal functions of the form \( e_\lambda(x) = e^{i\lambda x}, \lambda \in \mathbb{R} \). By \( \nu_3 \), we mean the unique Borel probability measure satisfying
\[
\frac{1}{2} \int \left( h \left( \frac{x}{3} \right) + h \left( \frac{x+2}{3} \right) \right) d\nu_3(x) = \int h(x) d\nu_3(x), \quad (3.15)
\]
for all \( h \), compare (3.11) with above.

Using now the same ideas from the present paper, we get the following:

Proposition 3.3. Let \( (\nu_4, \Lambda_4) \) be as above; see (3.11)-(3.14), and set
\[
\mu_4 := \sum_{\lambda \in \Lambda_4} \delta_\lambda,
\]
and
\[ f_4(x) := \sum_{\lambda \in \Lambda_4} e^{i\lambda x}, \quad x \in \mathbb{R}, \]
realized as a tempered p.d. distribution. Let \( \mathcal{H}_{f_4} \) be the associated Hilbert space from Theorem 2.1. Then there is a natural isometric isomorphism between the two Hilbert spaces \( \mathcal{H}_{f_4} \) and \( L^2(\nu_4) \).

Proof. The details are the same as those of the proof of Proposition 3.1. The key step is use of the fact from [JP98] that \( \{ e^{i\lambda} ; \lambda \in \Lambda_4 \} \) is an ONB in the Hilbert space \( L^2(\nu_4) \) defined from the Cantor measure \( \nu_4 \). \( \square \)

4. Correspondences and Applications

Continuous p.d. functions on \( \mathbb{R} \)

Lemma. Let \( f \) be a continuous function on \( \mathbb{R} \). Then the following are equivalent:

(i) \( f \) is p.d., i.e., \( \forall \varphi \in C_c(\mathbb{R}) \), we have
\[ \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \varphi(y) f(x - y) \, dx \, dy \geq 0. \]

(ii) \( \forall \{x_j\}_{j=1}^n \subset \mathbb{R}, \forall \{c_j\}_{j=1}^n \subset \mathbb{C}, \) and \( \forall n \in \mathbb{N}, \) we have
\[ \sum_{j=1}^n \sum_{k=1}^n c_j \overline{c_k} f(x_j - x_k) \geq 0. \]

p.d. tempered distributions on \( \mathbb{R} \)

Lemma. Let \( f \) be a tempered distribution on \( \mathbb{R} \). Then \( f \) is p.d. if and only if
\[ \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \overline{\varphi(y)} f(x - y) \, dx \, dy \geq 0 \]
hold, for all \( \varphi \in \mathcal{S}, \) where \( \mathcal{S} \) is the Schwartz space.

Equivalently,
\[ \langle f(x - y), \varphi \otimes \overline{\varphi} \rangle \geq 0, \quad \forall \varphi \in \mathcal{S}. \]

Here \( \langle \cdot, \cdot \rangle \) denotes distribution action.

RKHS

Bochner’s theorem.
\[ \exists \text{ positive finite measure } \mu \text{ on } \mathbb{R} \text{ such that} \]

\[ f(x) = \int_{\mathbb{R}} e^{i\lambda x} d\mu(\lambda). \]

Let \( \mathcal{H}_f \) be the RKHS of \( f \).

\begin{itemize}
  \item Then
  \[ \| \varphi * f \|^2_{\mathcal{H}_f} = \int_{\mathbb{R}} |\hat{\varphi}(\lambda)|^2 \, d\mu(\lambda) \]
  where \( \hat{\varphi} \) is the Fourier transform.
  \item \( f \) admits the factorization
  \[ f(x_1 - x_2) = \langle f(\cdot - x_1), f(\cdot - x_2) \rangle_{\mathcal{H}_f} \]
  \[ \forall x_1, x_2 \in \mathbb{R}, \] with \( \mathbb{R} \ni x \mapsto f(\cdot - x) \in \mathcal{H}_f. \]
\end{itemize}

Bochner/Schwartz
\[ \exists \text{ positive tempered measure } \mu \text{ on } \mathbb{R} \text{ such that} \]

\[ f = \hat{\mu} \]
where \( \hat{\mu} \) is in the sense of distribution.

Let \( \mathcal{H}_f \) denote the corresponding RKHS.

\begin{itemize}
  \item For all \( \varphi \in \mathcal{S}, \) we have
  \[ \| \varphi * f \|^2_{\mathcal{H}_f} = \langle f(x - y), \varphi \otimes \overline{\varphi} \rangle, \]
  distribution action.
  \item \( \mathcal{S} \ni \varphi \mapsto \varphi * f \in \mathcal{H}_f, \) where
  \[ (\varphi * f)(\cdot) = \int \varphi(y) f(\cdot - y) \, dy. \]
\end{itemize}
Applications

Now applied to Bochner’s theorem. Set $\mathcal{H}_f = \text{RKHS of } f$, and $w_0 = f(\cdot - 0)$. Then

$$U_t w_0 = w_t = f(\cdot - t), \ t \in \mathbb{R}$$

defines a strongly continuous unitary representation of $\mathbb{R}$.

On white noise space:

$$E \left( e^{i \langle \varphi, \cdot \rangle} \right) = e^{-\frac{1}{2} \int |\hat{\varphi}|^2 d\mu}$$

where $E(\cdots)$ = expectation w.r.t. the Gaussian path-space measure.

(The proof for the special case when $f$ is assumed p.d. and continuous carries over with some changes to the case when $f$ is a p.d. tempered distribution.)

Note. In both cases, we have the following representation for vectors in the RKHS $\mathcal{H}_f$:

$$\langle \varphi * f, \psi * f \rangle_{\mathcal{H}_f} = \langle \varphi \ast \overline{\psi}, f \rangle, \ \forall \varphi, \psi \in \mathcal{S}; \quad (4.7)$$

where $\varphi * f :=$ the standard convolution w.r.t. Lebesgue measure.

5. Unimodular Groups

Let $G$ be a locally compact group, and assume it is unimodular, i.e., its Haar measure is both left and right invariant. By a theorem of I.E. Segal, there is then a Plancherel theorem for the unitary representations of $G$ (see [Seg50] and [Mac89, Mac76, Mac92]). If $C^*(G)$ denotes the group algebra with convolution product

$$(\varphi * \psi)(x) = \int_G \varphi(y) \psi(y^{-1} x) dy, \quad (5.1)$$

where $\varphi, \psi$ are functions on $G$, and $dy$ denotes the Haar measure. The $*$-operation in $(5.1)$ is

$$\varphi^* (x) = \overline{\varphi(x^{-1})}, \ x \in G. \quad (5.2)$$

Then $C^*(G)$ is the $C^*$-completion of this $*$-algebra.

Note that since $G$ is assumed unimodular, we need not include the modular function $\Delta$ in the definition $(5.2)$. By general theory, it is known that the set of equivalence classes of irreducible unitary representations of $G$ is then in bijective correspondence with the set $P(G)$ of pure states of $C^*(G)$.

Lemma 5.1. (a) Let $G$ be a unimodular (locally compact) group, and let $f$ be a continuous positive definite function on $G$. Let $\mathcal{H}_f$ be the corresponding reproducing kernel Hilbert space (RKHS) If $\pi$ is an irreducible unitary representation of $G$, we denote by $\lambda_\pi$ the corresponding state. More precisely,

$$\lambda_\pi (x) = \langle v, \pi(x)v \rangle_{\mathcal{H}_f}, \ x \in G \quad (5.3)$$

defines a pure state, $\lambda_\pi \in P(G)$.

(b) Given $f$ p.d. and continuous as above, there is a unique Borel measure $\mu = \mu_f$ concentrated on $P(G)$ such that

$$\|\varphi * f\|_{\mathcal{H}_f}^2 = \int_{P(G)} |\lambda_\pi (\varphi)|^2 d\mu (\lambda_\pi). \quad (5.4)$$

Proof. First a caution, the set $P(G)$ may not in general be a Borel set, but by a theorem of Phelphs [Phe77], the measure $\mu$ may be chosen on a Borel set $B$ such that

$$\mu (B \Delta P(G)) = 0 \quad (5.5)$$
where $\Delta$ denotes “symmetric difference.”

Other than this point, the present proof follows closely that of Section 2 (in the Abelian case).

We introduce $\mathcal{H}_f$ as the completion of the functions $\varphi * f$ (convolution) for $\varphi \in C_c(G)$:

$$\|\varphi * f\|_{\mathcal{H}_f}^2 = \int_G (\varphi * \varphi^*) (x) f(x) \, dx,$$

see (5.1)-(5.1); with $dx$ denotes Haar measure. As before, we get a unitary representation $U$ of $G$ acting in $\mathcal{H}_f$ via

$$U_x (\varphi * f) = \varphi (x^{-1}) * f,$$

and $\{U_x \}_{x \in G}, \mathcal{H}_f \}$ then decomposes as per the Plancherel theorem for $G$. Hence there exists a unique $\mu$ on $P(G)$ such that

$$U = \int_{P(G)} \pi \, d\mu (\lambda),$$

and the result follows. \hfill $\Box$
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