Dynamics of a few interacting bosons escaping from an open well
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The dynamics of a few ultra-cold bosons tunneling from a one-dimensional potential well into open space is studied. In such a system several decay channels can be distinguished, each corresponding to a different number of bosons escaping simultaneously. We show that as the interparticle interaction strength is changed, the system undergoes transitions between distinct regimes characterized by the dominance of different decay channels. These transitions are reflected in the behavior of the decay rate of the system, which is measurable experimentally. By means of a simple theoretical description we show that the transitions occur at the points where a new decay channel becomes energetically viable. The results provide insight into the behavior of decaying few-body systems and may have potential interest to experiments.

PACS numbers:

I. INTRODUCTION

Tunneling through a classically impenetrable barrier is a hallmark effect of quantum mechanics. In Gamow’s seminal work from 1928 [1], a quantum tunneling was used to explain the phenomenon of α-decay that resisted a satisfactory classical explanation. Gamow expressed the problem in terms of a particle escaping from a finite potential well into open space. The model of particles tunneling out of a potential trap has since seen wide use in the analysis of various phenomena in physics, including proton emission [2,3], fusion, fission, photoassociation and photodissociation [4–7]. While the escape behavior of a single particle is well understood theoretically [8], and the tunneling of a dilute Bose-Einstein condensate of a large number of particles is appropriately captured in the mean-field approximation [9–12], a thorough description of the dynamics of interacting few-body systems remains elusive [13,14].

Thanks to brand new developments in the field of ultra-cold physics, the few-body tunneling problem has seen significant interest in recent years [13–24]. New techniques give the experimentalist precise control over the potential landscape [25–27], effective dimensionality [25–30], initial state [31] and interparticle interactions [32–35]. Notable experiments in the area have been done by the Heidelberg group, where the decay of a system of a few distinguishable fermions was studied [34,35].

It is known that the decay of trapped few-body systems can take place via several different processes. For example, in the case of a trapped two-body system the particles may tunnel sequentially, one by one, or they may escape simultaneously as a bound pair [36,37]. An interesting question is the relative contribution of the different tunneling channels to the overall decay process. A few works have probed the question with regards to two-body systems [19,22,23,35]. However, a systematic treatment, specifically when systems with more than two particles are considered, is still missing.

In this work we aim to qualitatively analyze the few-body decay processes and investigate the contribution of separate decay channels. We numerically simulate a one-dimensional system of a few (two and three) bosons, escaping from a potential well into open space. We investigate how the nature of the decay changes with the interaction strength. Our focus is on attractive forces, which, due to energy conditions, strongly support many-body tunneling and suppress sequential tunneling. A simple model is provided for estimating what tunneling mechanisms are available in different interaction regimes. We show that predictions of this oversimplified model surprisingly well reflect the results of the numerical simulations.

The work is organized as follows. In Section II we describe the model system under study. In section III we describe the decay dynamics of a two-boson system, while also establishing a toolbox of techniques that allow to closely analyze the structure of the decay process. In section IV we describe the decay of a three-boson system. In section V we give the results a theoretical foundation by describing a simple model of few-body decay and showing that its predictions agree well with the numerical results. Section VI is the conclusion.

II. THE MODEL

We consider an ultra-cold system of $N$ indistinguishable bosons of mass $m$, confined in a one-dimensional external trap. The many-body Hamiltonian of the system reads

$$H = \sum_i \left[ \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_i^2} + V(x_i) \right] + g \sum_{i<j} \delta(x_i - x_j),$$

where $x_i$ represents the position of the $i$-th boson. The interaction potential is modeled by the $\delta$ function. This is a good approximation for ultra-cold particles, for which the de Broglie wavelength is larger than the average interparticle distance and fine spatial details of scattering beyond the s-wave level can be ignored. The inter-particle interaction strength $g$ is related to the s-wave scattering.
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FIG. 1: The trap potential $V(x)$ as defined by the equation (red solid line). The initial state of the system is prepared as the interacting ground state in a harmonic oscillator $\frac{1}{2}m\Omega_0^2x^2$ (dashed line). Energy and length are given in units of $\hbar\Omega_0$ and $\sqrt{\hbar/m\Omega_0}$, respectively.

length \[38\] and in experiments it can be tuned via the Feshbach resonance technique \[32\] or by changes of the shape of the confinement in perpendicular directions \[38\].

For convenience we assume that initially particles are confined in a harmonic trap of frequency $\Omega_0$. Then the trap is suddenly opened and it has the following form $(x_0 = \sqrt{\hbar/m\Omega_0}$ is the harmonic oscillator length unit):

$$V(x) = \begin{cases} m\Omega_0 x^2 / 2, & x < 0 \\ m\Omega_0 x^2 / 2, & 0 \leq x \leq 2x_0 \\ \hbar\Omega_0 e^{-2(x-x_0^2/4)}, & x > 2x_0 \end{cases} \tag{2}$$

which corresponds to a potential well, separated from free space by a finite potential barrier. The modified frequency $\Omega \approx \Omega_0/2.26$ ensures that the potential shape $V(x)$ is a continuous function and has a continuous first derivative in the entire space (see Fig. 1).

In the following work we express all quantities in natural harmonic oscillator units, i.e. energy is given in $\hbar\Omega_0$, length in $\sqrt{\hbar/m\Omega_0}$, time in $1/\Omega_0$ and the interaction strength $g$ in $\sqrt{\hbar\Omega_0}/m$.

Since initially all particles are confined in the harmonic trap, the initial many-body state of the system $|\Psi_0\rangle$ is identical to the ground state of $N$ interacting bosons in this trap. For vanishing interactions ($g = 0$) it is a simple product state $|\Psi_0\rangle = (\hat{a}_0^{\dagger})^N |\text{vac}\rangle$, where $\hat{a}_0$ annihilates a boson in the ground-state orbital of the corresponding single-particle problem. For non-vanishing interactions ($g \neq 0$) the $N$-body ground state $|\Psi_0\rangle$ is found numerically by propagating a trial wave function in the imaginary time. The evolution of the system for $t > 0$ is performed straightforwardly by solving a time-dependent many-body Schrödinger equation in position representation. These calculations are done on a dense discrete grid taking into account a huge extent of space in the region where the potential vanishes. For the $N = 2$ case $x \in [-10; 90]$ (in natural units of a harmonic oscillator), while for the $N = 3$ case $x \in [-4; 40]$. We have verified that the chosen numerical parameters are sufficient for the short-time scales considered, i.e., enlarging the system does not significantly affect the results obtained.

### III. TWO BOSONS CASE

First we focus on the simplest nontrivial system of $N = 2$ interacting bosons. After the sudden change of the potential at $t = 0$ the particles start to escape to the open space through the barrier. The resulting dynamical properties of the many-body interacting system can be well described in the language of appropriate probabilities. In the case of two bosons one distinguishes three different probabilities which can be quite easily measured experimentally \[35\] \[37\]: the probability that both particles remain in the trap $P_2(t)$, the probability that exactly one particle occupies the trap $P_1(t)$, and the probability that exactly both particles are out of the trap $P_0(t)$. These probabilities are directly encoded in the two-particle density profile $\rho(x_1, x_2, t) = |\Psi(x_1, x_2, t)|^2$ as appropriate integrals

$$P_k(t) = \int_{P_k} \mathrm{d}x_1 \mathrm{d}x_2 \rho(x_1, x_2, t). \tag{3}$$

Integrations are performed over appropriate regions $P_i$ of two-particle positions, i.e., $x_1, x_2 < x_w$ for $P_2$, $x_1, x_2 > x_w$ for $P_0$, and remaining configurations for $P_1$, where $x_w \approx 3x_0$ is the position of the barrier. Of course initially one finds $P_2(0) = 1$ and $P_1(0) = P_0(0) = 0$.

In Fig. 2 we show a time evolution of the two-particle density profile $\rho(x_1, x_2, t)$ for different interactions between particles. The dashed lines, located at $x_w$, divide the configuration space into three different regions $P_i$. At the beginning ($t = 0$) the many-body wave function is located only within the region $P_2$. For a trapped system of two bosons, there are essentially two mechanisms of particle loss from the trap: bosons can tunnel out sequentially (one after the other), or they can tunnel simultaneously as a bound pair.

In the non-interacting case ($g = 0$, top row in Fig. 2) the two particles tunnel completely independently. A significant amount of probability density flows from $P_2$ into the $P_1$ region. This is a signature of sequential tunneling, where one boson has tunneled out while the other still remains in the well. There is also non-negligible concentration of probability density within the $P_0$ region, corresponding to both bosons having tunneled out. Due to the absence of interactions, the two-particle density shows no correlations, i.e., the two-particle wave function is a simple product of two identical one-particle wave functions.

For repulsive interactions ($g = 2$, middle row) the sequential tunneling is enhanced. The probability first flows from $P_2$ into the $P_1$ region, and subsequently begins to flow from the areas of increased density in $P_1$ into $P_0$, corresponding to the second boson escaping the well.
FIG. 2: Time evolution of the density distribution $\rho(x_1, x_2, t)$ in the two-boson system with different interaction strengths $g$. The dashed lines demarcate the well boundary $x_{w} \approx 3x_{0}$. For the non-interacting and repulsive systems ($g = 0, g = 2$) only sequential tunneling is present, while in the strongly attractive system ($g = -2$) essentially the entire decay process takes place via pair tunneling. Positions are in units of $\sqrt{\hbar/m\Omega_{0}}$, interaction strength in units of $\sqrt{\hbar^{2}\Omega_{0}/m}$, time in units of $1/\Omega_{0}$.

The situation is markedly different for a strongly attractive system ($g = -2$, bottom row). As it is seen, in this case a pair tunneling is the only decay mechanism present, and the sequential tunneling is absent. Hence, the probability density within the $P_1$ region practically vanishes. Instead, density flows from $P_2$ directly into the $P_0$ region and remains concentrated in $P_0$ along the $x_1 = x_2$ diagonal, representing the bosons traveling together as a bound pair.

For a more quantitative description of the many-body tunneling process, in Fig. 3 we show the time-dependence of the probabilities $P_k(t)$ for different interactions.

For the non-interacting system ($g = 0$), the sequential decay of the system constitutes the dominant decay process. Hence the time evolution of the $P_k(t)$ resembles a two-stage nuclear decay. $P_2(t)$ steadily decreases until it reaches zero, $P_1(t)$ grows at first but then reaches a maximum and begins decreasing, and $P_0(t)$ steadily increases throughout the entire process. Since the potential supports no bound states, for $t \to \infty$ one expects $P_2(t) = P_1(t) = 0$ and $P_0(t) = 1$.

For a repulsive system ($g = 2.0$), as well as for a weakly attractive systems ($g = -0.5$), the evolution of probabilities remains similar to the non-interacting case. In the repulsive case, the interaction causes the first tunneling boson to see a lower effective potential barrier. Accordingly the depletion of $P_2(t)$ is faster than in the non-interacting system. Furthermore, the single boson left in the trap feels no interaction and tunnels more slowly than the first. Hence, the probability of finding exactly one boson in the trap becomes higher, and $P_1(t)$ reaches a higher maximum value. In the attractive case, the depletion of $P_2(t)$ is slower and $P_1(t)$ is smaller, for analogous reasons.

The dynamics become significantly different in the strongly attractive regime ($g = -2.0$). Here the role of the two-stage sequential decay is negligible. Therefore $P_1(t)$ remains near zero at all times, while the depletion of $P_2(t)$ is nearly mirrored by a corresponding increase in $P_0(t)$. However, in this limit the decay of $P_2(t)$ is very slow compared to the non-interacting system.

While the short-time dynamics already give a quite good view of the nature of the decay process, a more in-depth understanding of the dynamics requires simulating the evolution over a longer time scale. This is especially relevant for strongly attractive systems, where the decay is very slow and the characteristic qualities of the dynamics only become visible over a long time. Simulating the system dynamics for longer times is however
It is known that for decaying systems such as the one under study, the survival probability (the probability

\[ \mathcal{P}_2(t) = |\langle \Psi_0 | \Psi(t) \rangle|^2 \] 
that the system remains in the initial state) obeys an exponential decay law to a very good approximation. For the two-body trapped system, the survival probability is mimicked by the probability \( \mathcal{P}_2(t) \). Therefore, its time evolution should be approximately given by

\[ \mathcal{P}_2(t) \sim e^{-\gamma t}, \] 

with some constant decay rate \( \gamma \). To confirm this assumption, in Fig. 4 we show the time evolution of the probability \( \mathcal{P}_2(t) \) over a long time scale, along with an exponential fit. It can be seen that throughout the decay process the time evolution of \( \mathcal{P}_2(t) \) indeed follows an exponential form. For very short and long times deviations from exponential decay are present. However, such nonexponential features are expected. The short-time deviations are almost invisible on the scale of the plot. On the other hand, the long-time deviations appear when the trapped system is practically completely depleted and \( \mathcal{P}_2(t) \) is quite negligible. Thus essentially the entire tunneling process is governed by an exponential regime. Accordingly, we can describe the decay through a single constant decay rate \( \gamma \).

As shown in Fig. 5, the decay rate \( \gamma \) essentially depends on interaction \( g \). For convenience, we also show its susceptibility, defined as \( \chi(g) = \gamma^{-1}(\partial \gamma / \partial g) \). The decay rate grows monotonically with \( g \). However, a significant change occurs at \( g \approx -0.85 \). The growth of \( \gamma(g) \) becomes significantly faster above this point, which is accompanied by a sharp, clear peak in \( \chi(g) \). This behavior is in agreement with our previous results. As was discussed, in the strong attraction limit the decay of the system takes place solely by the pair tunneling. The sequential tunneling appears as we move closer to \( g = 0 \). This observation suggests that the qualitative change in the dependence of \( \gamma(g) \) on \( g \) corresponds to the activation of the sequential
tunneling channel. To verify this hypothesis, one needs a method of determining the relative participation of the different tunneling channels. One of the possibilities is to consider the probability fluxes instead of probabilities.

By the continuity equation, the derivative \( J(t) = -\partial P_2(t)/\partial t \) is equal to the total flow of probability out of the \( P_2 \) region. The total flow \( J(t) \) can be decomposed into two independent parts that correspond to the two different channels of \( P_2 \) decay:

\[
J(t) = J_1(t) + J_0(t),
\]

(5)

where \( J_i(t) \) is the probability flow between the \( P_2 \) and \( P_i \) regions. For purpose of numerical calculations, \( J(t) \) can be also calculated as a line integral

\[
J(t) = \oint_{\partial P_2} j(x_1, x_2; t) \, dl,
\]

(6)

where \( dl \) is a line element of the boundary \( \partial P_2 \), and \( j(x_1, x_2; t) \) is the outgoing probability flux through \( \partial P_2 \). In this approach one divides the boundary \( \partial P_2 \) into two segments \( B_1 \) and \( B_0 \), indicating a border between the region \( P_2 \) and the regions \( P_1 \) and \( P_0 \), respectively. This allows us to calculate \( J_1(t) \) and \( J_0(t) \) separately, by integrating the outgoing probability flux only along the corresponding boundary segment.

It should be noted that in this approach there is a tendency for slight overestimation of the flux \( J_0(t) \). This is because in practice a rapid sequence of single-boson tunnelings cannot be distinguished from pair tunneling. However, this does not significantly affect the results.

The resulting individual fluxes \( J_1(t) \) and \( J_0(t) \) vary in time. However, within the time window in which \( P_2 \) decays exponentially, the ratios \( J_1/J \) and \( J_0/J \) (indicating participations of the sequential and pair tunneling in the overall decay) are essentially constant. In Fig. 6 we plot these ratios as a function of interaction \( g \). It can be seen that for \( g < -0.85 \) the tunneling process is nearly completely dominated by pair tunneling, while for \( g > -0.85 \) it is dominated by single-boson tunneling, with a smooth but rapid transition between the two regimes. This result confirms that the change in the behavior of the decay rate at \( g \approx -0.85 \) (see Fig. 5) is connected to a very rapid activation of sequential tunneling.

In tunneling experiments determining the exact proportion of multi-particle decay can pose significant difficulties [35]. However, our result shows that the behavior of \( \gamma(g) \) can be used for indirect detection of the transition of the system between the different decay regimes. Since the decay rate \( \gamma(g) \) can be obtained experimentally quite easily [35], therefore by measuring it for different interactions \( g \) and calculating the susceptibility \( \chi(g) \), it is in principle possible to gain insight into the form of the decay process.

\[
\text{IV. THREE BOSONS CASE}
\]

Now let us apply the above methods to analyze the decay of a three-boson system. The overall dynamics in this case still obeys the law of exponential decay, with the decay rate \( \gamma \) obtained from an exponential fit to the probability of finding all three bosons in the well, \( P_3(t) \). The probability \( P_3(t) \) is calculated by integrating the density \( \rho(x_1, x_2, x_3, t) = |\Psi(x_1, x_2, x_3, t)|^2 \) over the region \( P_3 \) \( (x_1, x_2, x_3 < x_w) \).

A significant difference is that there are now essentially three decay channels possible and the initial state can decay through the tunneling of a single boson, two bound bosons, or three bound bosons. In Fig. 7 we show the susceptibility \( \chi(g) \) of the decay rate as a function of \( g \). As it is seen, for a three-boson system two sharp peaks in the susceptibility are clearly visible, at \( g \approx -0.65 \) and \( g \approx -0.46 \). By analogy to the two-boson case, it is natural to associate these peaks (and the corresponding rapid change in \( \gamma(g) \)) with changes in the dominant decay mechanisms.

To verify this, we apply our previous approach for analyzing the role of different tunneling channels. We define \( J(t) \) as the total probability flux out of \( P_3 \) at time \( t \). Then we divide the boundary \( \partial P_3 \) into three parts and we decompose \( J(t) \) into \( J_2(t) \), \( J_1(t) \) and \( J_0(t) \) which correspond to one-, two- and three-boson tunneling, respectively. As previously the ratios \( J_i(t)/J(t) \) turn out to be almost time-independent, and they can be used to characterize the participation of the different tunneling mechanisms. In Fig. 7 we show the values of \( J_i/J \) for different interactions \( g \). It is clear that the locations of
FIG. 7: (a) The susceptibility $\chi(g) = \gamma^{-1}(\partial\gamma/\partial g)$, obtained for the decay rate $\gamma(g)$ of $P_3(t)$ in the three-boson system. (b) The ratios $J_2/J$, $J_1/J$ and $J_0/J$ as a function of $g$, showing the relative participation of the three decay processes: single-particle tunneling, two-particle tunneling and three-particle tunneling, respectively. Three distinct regimes can be identified in the system, corresponding to dominance of single-, two- or three-particle tunneling. Vertical dashed lines correspond to locations of maxima in $\chi(g)$, which very well match the points of transitions between the regimes. Interaction strength $g$ is given in units of $\sqrt{\hbar^2\Omega_0/m}$.

the peaks in $\chi(g)$ coincide with the transition points between three different regimes. For $g < -0.65$ the decay is dominated by three-boson tunneling. For intermediate interactions, $-0.65 < g < -0.46$, the two-particle tunneling is prominently present along with a nonvanishing contribution from three- and single-boson tunneling. Finally, for $g > -0.46$, single-boson tunneling constitutes the dominant decay channel. Notably, the second of these regimes is characterized by a non-negligible contribution of all three channels, rather than being completely dominated by a single decay process. This is an essential difference from the two-boson case, for which the two separate regimes are characterized by a total dominance of one particular channel. Note that this property cannot be captured by observation of the $P_3(t)$ decay solely, while it is clearly visible when appropriate fluxes are considered.

In order to give an intuitive explanation of the results obtained, let us employ a simple theoretical description. At time $t = 0$, the $N$-boson trapped system has some energy $E_N(g)$. After one boson escapes the trap, the energy of the bosons remaining in the trap is equal to $E_{N-1}(g)$. Since the energy of the escaping boson cannot be negative (it is an almost free particle), the single-boson tunneling is possible only when $E_N(g) \geq E_{N-1}(g)$. Consequently, in the two-boson system under study ($E_1(g) \approx 0.43$ independently of $g$), we find that the single-boson tunneling condition $E_2(g) \geq E_1(g)$ is satisfied for $g \geq -0.88$ (see Fig. 8). This is remarkably close to the previously found transition point $g \approx -0.85$. In the case of three bosons, the corresponding condition $E_3(g) \geq E_2(g)$ is satisfied for $g \geq -0.47$ (see Fig. 9). The result is again very close to the previously found transition point $g \approx -0.46$, below which single-boson tunneling is suppressed.

The case of pair tunneling the situation is more complicated, since one has to take into account the total energy of the tunneling pair. As noted in [45], the internal energy of a freely moving bound pair is $E_{pair} = -g^2/4$ (in natural units of the problem). Accordingly, pair tunneling is possible when $E_N(g) \geq E_{N-2}(g) - g^2/4$. Applying this result to the three-boson system, we find (as shown in Fig. 8) that the two-boson tunneling condition is satisfied for $g \geq -0.67$. This agrees very well with the transition point $g \approx -0.65$ below which pair tunneling is suppressed. Extending this phenomenological treatment to tunnelings of larger numbers of particles is straightforward. Note, however, that this simplified description is not able to predict that for intermediate interactions the decay is governed by all three channels.
FIG. 9: The initial energy $E_3(g)$ of the three-boson system (red, solid), the initial energy $E_2(g)$ of the two-boson system (blue, dashed), and the bound pair energy plus the energy of a single boson $E_{\text{pair}}(g) + E_1(g)$ (green, dotted), depending on interaction strength $g$. Vertical dashed lines indicate: the interaction strength $g \approx -0.47$ above which $E_3(g) > E_2(g)$, and the interaction strength $g \approx -0.67$ above which $E_3(g) > E_{\text{pair}}(g) + E_1(g)$. Energy and interaction strength $g$ are given in units of $\hbar\Omega_0$ and $\sqrt{\hbar\Omega_0/m}$, respectively.

VI. CONCLUSION

We have analyzed the decay of an $N$-boson system trapped in a one-dimensional potential well. In particular we have investigated how the nature of the overall decay process changes as the interaction strength $g$ is changed. We show that the system undergoes transitions between several distinct regimes characterized by the dominance of different decay processes. Each such transition is reflected by a change in the behavior of the overall decay rate $\gamma(g)$ as $g$ is changed. This is seen clearly in the susceptibility $\chi(g) = \gamma^{-1}(\partial\gamma(g)/\partial g)$.

For the two-boson system we find a simple transition between two regimes, one dominated by single-boson tunneling and one by pair tunneling. For the three-boson system we find three distinct regimes, characterized by the dominance of one-, two- and three-boson tunneling channels. Importantly, we show that the intermediate regime with two-boson tunneling has non-negligible contributions from the other tunneling processes. Thus, one cannot neglect these processes when studying the dynamics in this regime. This result cannot be obtained basing on the rate $\gamma(g)$ alone, but it can be found by analyzing the appropriate fluxes of probability between various regions of configuration space. The interaction strengths for which the transitions occur can be approximately determined via a simple theoretical description.

While we only present results for two and three bosons, the overall approach can be quite easily extended to a larger number of particles. The results are potentially relevant to experimental practice. Determining the decay rate $\gamma(g)$ for different interactions is possible in experiment, and the peaks in its susceptibility $\chi(g)$ can be used to indirectly detect a transition between specific tunneling regimes, providing an alternative method of probing the system dynamics.
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