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Abstract

We study the \((1 : s + 1)\) success rule for controlling the population size of the \((1, \lambda)\)-EA. It was shown by Hevia Fajardo and Sudholt that this parameter control mechanism can run into problems for large \(s\) if the fitness landscape is too easy. They conjectured that this problem is worst for the \textsc{OneMax} benchmark, since in some well-established sense \textsc{OneMax} is known to be the easiest fitness landscape. In this paper we disprove this conjecture. We show that there exist \(s\) and \(\varepsilon\) such that the self-adjusting \((1, \lambda)\)-EA with the \((1 : s + 1)\)-rule optimizes \textsc{OneMax} efficiently when started with \(\varepsilon n\) zero-bits, but does not find the optimum in polynomial time on \textsc{Dynamic BinVal}. Hence, we show that there are landscapes where the problem of the \((1 : s + 1)\)-rule for controlling the population size of the \((1, \lambda)\)-EA is more severe than for \textsc{OneMax}. The key insight is that, while \textsc{OneMax} is the easiest function for decreasing the distance to the optimum, it is not the easiest fitness landscape with respect to finding fitness-improving steps.
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1 Introduction

The \textsc{OneMax} function assigns to a bit string \(x\) the number of one-bits in \(x\). Despite, or rather because of its simplicity, this function remains one of the most important unimodal benchmarks for theoretical analysis of randomized optimization heuristics, and specifically of Evolutionary Algorithms (EAs). A reason for the special role of this function is the result by Doerr et al.\cite{Doerr} that it is the easiest function with a unique optimum for the \((1 + 1)\)-EA in terms of expected optimization time. This result has later been extended to many other EAs by Sudholt\cite{Sudholt} and to stochastic dominance instead of expectations by Witt\cite{Witt}. Easiest and hardest functions have become
research topics of their own, e.g., see the work of Droste (2006), He et al. (2014), Corus et al. (2017) or Doerr and Doerr (2018).

Whether a benchmark is easy or hard is crucial for parameter control mechanisms (PCMs); this was notably discussed by Eiben et al. (1999) and Doerr and Doerr (2020). Such mechanisms address the classical problem of setting the parameters of algorithms. They can be regarded as meta-heuristics which automatically tune the parameters of the underlying algorithm. The hope is that (i) optimization is more robust with respect to the meta-parameters of the PCM than to the parameters of the underlying algorithm, and (ii) PCMs can deal with situations where different optimization phases require different parameter settings for optimal performance (Badkobeh et al., 2014; Böttcher et al., 2010; Doerr et al., 2015, 2020, 2021b).

To this end, PCMs often rely on an (often implicit) measure of how easy the optimization process currently is. One of the most famous examples is the \(\left(1 + \frac{1}{s}\right)\)-rule for step size adaptation in continuous optimization (Kern et al., 2004; Rechenberg, 1978; Devroye, 1972; Schumer and Steiglitz, 1968). It is based on the heuristic that improving steps are easier to find if the step size is small, but that larger step sizes are better at exploiting improvements, if improvements are found at all. Thus we have conflicting goals requiring small and large step sizes, respectively, and we need a compromise between those goals. The \(\left(1 + \frac{1}{s}\right)\)-rule resolves this conflict by defining a target success rate of \(q_s = \frac{1}{s+1}\), and increasing the step size if the success rate (the fraction of steps which find an improvement) is above \(q_s\), and decreasing the step size otherwise. Thus it chooses larger step sizes in environments where improvements are easy to find, and chooses smaller step sizes in more difficult environments.

More recently, the \(\left(1 + \frac{1}{s}\right)\)-rule has been extended to parameters in discrete domains, in particular to the mutation rate by Doerr and Wagner (2018), Doerr et al. (2021a) and offspring population size by Hevia Fajardo and Sudholt (2021b, c, d). Doerr and Doerr (2018) showed that for \(s = 4\), the Self-Adjusting \(1 + (\lambda, \lambda)\)-GA optimizes \textsc{OneMax} in expected linear time. For the self-adapting \((1, \lambda)\)-EA with the \(\left(1 + \frac{1}{s}\right)\)-rule, or \(\text{SA-}(1, \lambda)\)-EA for short, Hevia Fajardo and Sudholt (2021b, c) showed an interesting collection of results on \textsc{OneMax}. They showed that optimization is highly efficient if the success ratio \(s\) is less than one. In this case, the algorithm achieves optimal population sizes \(\lambda\) throughout the course of optimization. The optimal \(\lambda\) ranges from constant population sizes at early stages to almost linear (in the problem dimension \(n\)) values of \(\lambda\) for the last steps. On the other hand, the mechanism provably fails completely if \(s \geq 18\). Then the algorithm does not even manage to obtain an 85\% approximation of the optimum in polynomial time.

Hevia Fajardo and Sudholt also gave some important insights into the reasons for failure. The problem is that for large values of \(s\), the algorithm implicitly targets a population size \(\lambda^*\) with a rather small success rate. However, the \((1, \lambda)\)-EA is a non-elitist algorithm, i.e., the fitness of its population can decrease over time. This is particularly likely if \(\lambda\) is small. So for large values of \(s\), the PCM chooses population sizes that revolve around a rather small target value \(\lambda^*\). It is still guaranteed that the algorithm makes progress in successful steps, which comprise a \(\approx \frac{1}{s+1}\) fraction

---

1 Traditionally, the most popular value is \(s = 4\), leading to the famous one-fifth rule originally proposed by Auger (2009).

2 Empirically, they found the threshold between the two regimes to be around \(s \approx 3.4\).

3 See the previous work by the authors (Kaufmann et al., 2022a, Section 2.1) for a detailed discussion of the target population size \(\lambda^*\).
of all steps. But due to the small population size, it loses performance in some of the remaining \( s/(s+1) \) fraction of steps, and this loss cannot be compensated by the gain of successful steps.

A counter-intuitive aspect of this bad trade-off is that it only happens when success is too easy. If success is hard, then the target population size \( \lambda^* \) is also large. In this case, the losses in unsuccessful steps are limited: most of the time, the offspring population contains a duplicate of the parent, in which case the loss is zero. Very recently, Hevia Fajardo and Sudholt (2022) showed that for so-called everywhere hard functions, where for all search points the probability of finding an improvement is bounded by \( n^{-\varepsilon} \) for a constant \( \varepsilon > 0 \), \( \lambda \) quickly reaches a sufficiently large value such that a duplicate of the parent is guaranteed. So counter-intuitively, easy fitness landscapes lead to a high runtime. For \( \text{ONEMAX} \), this means that the problems do not occur close to the optimum, but only at a linear distance from the optimum. This result was implicitly shown by Hevia Fajardo and Sudholt (2021b,c) and explicitly by Kaufmann et al. (2022a): for every \( s > 0 \) there is \( \varepsilon > 0 \) such that if the \( \text{SA-}(1,\lambda)\)-EA with success ratio \( s \) starts within distance at most \( \varepsilon n \) from the optimum, then it is efficient with high probability, i.e., with probability \( 1 - o(1) \).

The results by Hevia Fajardo and Sudholt (2021b,c) were for \( \text{ONEMAX} \), but Kaufmann et al. (2022a,b) could show that this result holds for all monotone, and even for all dynamic monotone functions. Only the threshold for \( s \) changes, but it is a universal threshold: there exist \( s_1 > s_0 > 0 \) such that for every \( s < s_0 \), the \( \text{SA-}(1,\lambda)\)-EA is efficient on \( \text{every} \) (static or dynamic) monotone function, while for \( s > s_1 \) the \( \text{SA-}(1,\lambda)\)-EA fails for \( \text{every} \) (static or dynamic) monotone function to find the optimum in polynomial time. Moreover, for all \( s > 0 \) there is \( \varepsilon > 0 \) such that with high probability the \( \text{SA-}(1,\lambda)\)-EA with parameter \( s \) finds the optimum of every (static or dynamic) monotone function efficiently if it starts at distance \( \varepsilon n \) from the optimum. Hence, all positive and negative results from Hevia Fajardo and Sudholt (2021b) are not specific to \( \text{ONEMAX} \), but generalize to every single function in the class of dynamic monotone functions. We also note that this class falls into more general frameworks of partially ordered functions, introduced by Jansen (2007) and further studied by Colin et al. (2014), that are easy to optimize under certain generic assumptions.

To summarize, small success rates (large values of \( s \)) are problematic, but only if the fitness landscape is too easy. Based on this insight, and on the aforementioned fact that \( \text{ONEMAX} \) is the easiest function for the \((1 + 1)\)-EA, Hevia Fajardo and Sudholt conjectured that \( \text{ONEMAX} \) is the most problematic situation for the \( \text{SA-}(1,\lambda)\)-EA: “given that for large values of \( s \) the algorithm gets stuck on easy parts of the optimisation and that \( \text{ONEMAX} \) is the easiest function with a unique optimum for the \((1 + 1)\)-EA, we conjecture that any \( s \) that is efficient on \( \text{ONEMAX} \) would also be a good choice for any other problem.” In the terminology above, the conjecture says that the threshold \( s_0 \) below which the \( \text{SA-}(1,\lambda)\)-EA is efficient for all dynamic monotone functions, is the same as the threshold \( s_0' \) below which the \( \text{SA-}(1,\lambda)\)-EA is efficient on \( \text{ONEMAX} \). Note that the exact value of \( s_0' \) is not known theoretically except for the bounds \( 1 \leq s_0' \leq 18 \), although Hevia Fajardo and Sudholt empirically showed that \( s_0' \approx 3.4 \). If the conjecture was true, then experiments on \( \text{ONEMAX} \)

---

4 A function \( f : \{0,1\}^n \rightarrow \mathbb{R} \) is monotone if flipping a zero-bit into a one-bit always improves the fitness. In the dynamic monotone setting, selection may be based on a different function in each generation, but it must always be a monotone function. The formal definition is not relevant for this paper, but can be found in precedent work by the authors (Kaufmann et al., 2022a).
could provide parameter control settings for the SA-(1, λ)-EA that work in much more general settings.

However, in this paper we disprove the conjecture. Moreover, our result makes it more transparent in which sense ONEMAX is the easiest benchmark for the (1 + 1)-EA or the (1, λ)-EA, and in which sense it is not. As established by Doerr et al. (2012) and Witt (2013), it is the easiest benchmark in the sense that for no other function with a unique global optimum, the distance to the optimum decreases faster than for ONEMAX. However, it is not the easiest function in the sense that it is the easiest to make a fitness improvement, i.e., to find a successful step. Rephrased, other functions make it easier to find a fitness improvement than ONEMAX. For the problems of the (1 : s + 1)-rule described above, the latter variant is the important one, since the (1 : s + 1)-rule adjusts its population size based on the success probability of finding a fitness improvement.

1.1 Our Result

We are far from being able to determine the precise efficiency threshold \( s'_0 \) even in the simple setting of ONEMAX, and the upper and lower bound \( 1 \leq s'_0 \leq 18 \) are far apart from each other. Therefore, it is no option to just compute and compare the thresholds for different functions. Instead, we will identify a setting in which we can indirectly compare the efficiency thresholds for ONEMAX and for some other function, without being able to compute either of the thresholds explicitly. For this reason, we only study the following, rather specific setting that makes the proof feasible.

We show that there are \( \varepsilon > 0 \) and \( s > 0 \) such that the SA-(1, λ)-EA with parameter \( s \) (and suitably chosen other parameters), started at any search point at distance exactly \( \varepsilon n \) from the optimum

- finds the optimum of ONEMAX in \( O(n) \) generations with high probability;
- does not find the optimum of DYNAMIC BINVAL in polynomial time with high probability.

The definition of the DYNAMIC BINVAL function can be found in Section 2.2. The key ingredient to the proof is showing that at distance \( \varepsilon n \) from the optimum, DYNAMIC BINVAL makes it easier to find a fitness improvement than ONEMAX (Lemma 7). Since easy fitness landscapes translate into poor choices of the population size of the SA-(1, λ)-EA, and thus to large runtimes, we are able to find a value of \( s \) that separates the two functions: for this \( s \) and for distance \( \varepsilon n \) from the optimum, the algorithm will have drift away from the optimum for DYNAMIC BINVAL (leading to exponential runtime), but drift towards the optimum for ONEMAX. Since the fitness landscape for ONEMAX only gets harder closer to the optimum, we can then show that the drift remains positive all the way to the optimum for ONEMAX. A high-level sketch with more detail can be found in Section 3.1.

A limitation of our approach is that we start with a search point at distance \( \varepsilon n \) from the optimum, instead of a uniformly random search point in \( \{0, 1\}^n \). This simplifies the calculations substantially, and it disproves the strong “local” interpretation of the conjecture of Hevia Fajardo and Sudholt (2021b) that an \( s \) that works for ONEMAX in some specific part of the search space also works in the same part for all other dynamic monotone functions. Our choice leaves open whether some weaker version
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of the conjecture of Hevia Fajardo and Sudholt (2021b) might still be true. But since our argument refutes the intuitive foundation of the conjecture, we do not think that this limitation is severe.

Another limitation is that we use a dynamic monotone function instead of a static one. So we show that OneMax is not the easiest function in the class of dynamic monotone functions, but it could still be easiest in the smaller class of static monotone functions. Again, we have decided for this option for technical simplicity. We believe that our results for Dynamic BinVal could also be obtained with very similar arguments for a static HotTopic function as introduced by Lengler and Steger (2018) and Lengler (2019). However, Dynamic BinVal is simpler than HotTopic functions, and the dynamic setting allows us to avoid some technical difficulties. We thus restrict ourselves to experiments in Section 4 for this hypothesis, and find that OneMax indeed has a harder fitness landscape (in terms of improvement probability) than other static monotone or even linear functions, and consistently (but counter-intuitive) the SA-(1, λ)-EA chooses a higher population size for OneMax. For some values of s, this leads to positive drift and efficient runtime on OneMax, while the same algorithm has negative drift and fails on other functions.

Finally, apart from the success ratio s, the SA-(1, λ)-EA also comes with other parameters. For the mutation rate we use the standard choice 1/n; our analysis would also work for a mutation-rate c/n for a constant 0 < c < 1, with possibly different ε and s. The update strength F > 1 is the parameter that controls the speed at which the population size λ changes: in case of success we decrease λ by a factor of F, and otherwise we increase it multiplicatively by F^{1/s}. We refer to Section 2.1 for the details. A slight mismatch with the setup studied by Hevia Fajardo and Sudholt (2021b) is that we choose F = 1 + o(1), while Hevia Fajardo and Sudholt focused on constant F. Again, this simplifies the analysis, but the restriction does not seem crucial for the conceptual understanding that we gain in this paper.

2 Preliminaries and Definitions

We use log to denote the natural logarithm, i.e., log e = 1. Our search space is always \{0, 1\}^n. Throughout the paper we will assume that s > 0 is independent of n while n → ∞, but F = 1 + o(1) will depend on n. We say that an event E holds with high probability or whp if Pr[E] → 1 for n → ∞. We will write x = a ± b as shortcut for x ∈ [a − b, a + b]. Throughout the paper we will measure drift towards the optimum, so a positive drift always points towards the optimum, and a negative drift points away from the optimum.

2.1 The Algorithm: SA-(1, λ)-EA

The (1, λ)-EA is the algorithm that generates λ offspring in each generation, and picks the fittest one as the unique parent for the next generation. All offspring are generated by standard bit mutation, where each of the n bits of the parent is flipped independently with probability 1/n. The performance of the (1, λ)-EA for static population size λ is well-understood, notably thanks to the work of Rowe and Sudholt (2014) and Antipov et al. (2019).
We will consider the self-adjusting $\lambda$-EA with $(1 : s + 1)$-success rule to control the population size $\lambda$, with success rate $s$ and update strength $F$, and we denote this algorithm by SA-$\lambda$-

Algorithm 1 SA-$\lambda$-EA with success rate $s$, update strength $F$, mutation rate $1/n$, initial start point $x^{\text{init}} \in \{0, 1\}^n$ and initial population size $\lambda^{\text{init}} = 1$ for maximizing a fitness function $f : \{0, 1\}^n \to \mathbb{R}$.

**Initialization:** Set $x^0 = x^{\text{init}}$ and $\lambda^0 := 1$

**Optimization:** for $t = 0, 1, \ldots$

- **Mutation:** for $j \in \{1, \ldots, [\lambda^t]\}$ do
  - $y^t_j \leftarrow \text{mutate}(x^t)$ by flipping each bit of $x^t$ independently with probability $1/n$

- **Selection:** Choose $y^t = \arg\max\{f(y_1^{t-1}), \ldots, f(y_{\lambda^t}^{t-1})\}$, breaking ties randomly

- **Update:**
  - if $f(y^t) > f(x^t)$ then $\lambda^{t+1} \leftarrow \max\{1, \lambda^t / F\};$
  - else $\lambda^{t+1} \leftarrow F^{1/s} \lambda^t$

One way to think about the SA-$\lambda$-EA is that for each search point $x$ it implicitly has a target population size $\lambda^* = \lambda^*(x)$ such that, up to rounding, the probability to have success (the fittest of $\lambda^*$ offspring is strictly fitter than the parent) equals the target success rate $1/(s + 1)$. The $(1 : s + 1)$-rule ensures that there is a drift towards $\lambda^*$: whenever $\lfloor \lambda \rfloor > \lambda^*$, then $\lambda$ decreases in expectation, and it increases for $\lfloor \lambda \rfloor < \lambda^*$, both on a logarithmic scale. We refer the reader to previous work by the authors [Kaufmann et al., 2022a, Section 2.1] for a more detailed discussion.

For the results of this paper, we will specify $s > 0$ as a suitable constant, the initial population size is $\lambda^{\text{init}} = 1$, the initial search point has exactly $\varepsilon n$ zero-bits for a given $\varepsilon$, and the update strength is $F = 1 + \eta$ for some $\eta \in \omega(\log n/n) \cap o(1/\log n)$.

### 2.2 The Benchmarks: ONEMAX and Dynamic BINVAL

The first benchmark, the ONEMAX function, counts the number of one-bits

$$\text{OM}(x) = \text{ONEMAX}(x) = \sum_{i=1}^{n} x_i.$$

of $x \in \{0, 1\}^n$. We also define the ZERO MAX function $Z(x) := n - \text{OM}(x)$ as the number of zero-bits in $x$. Throughout the paper, we will denote its value at time $t$ by $Z^t := Z(x^t)$, omitting the superscript when the time is clear from context. In this paper, $\varepsilon$ always denote a small constant and we seek to understand the behaviour of the algorithm when $Z^t$ is approximately $\varepsilon n$.

Our other benchmark is a dynamic function, notably studied by [Lengler and Schaller, 2018]. That means that in each generation $t$, we choose a different function $f^t$ and use $f^t$ in the selection update step of Algorithm 1.

We choose DYNAMIC BINVAL or
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DBv, and which is the binary value function BinVAL, applied to a randomly selected permutation of the positions of the input string. This function has been used by Lengler and Meier (2020) and Lengler and Riedl (2021) to model dynamic environments, or by Lehre and Qin (2022) to model uncertain objectives. In detail, BinVAL is the function that interprets a bit string as an integer representation and returns its value, so BinVAL(x) = \sum_{i=1}^{n} 2^{i-1} \cdot x_i. For the dynamic version, for each generation t we draw uniformly at random a permutation \( \pi_t \) of the set \{1, \ldots, n\}. The DBv function for generation t is then defined as

\[
DBv^t(x) = \sum_{i=1}^{n} 2^{i-1} \cdot x_{\pi_t(i)}.
\]

Note that in the update step, a re-evaluation of the parent \( x^t \) with respect to \( \pi_t \) is needed when comparing the fitness of \( x^t \) and \( y^t \).

2.3 Tools

We will use drift analysis to analyze two random quantities: the distance \( Z_t = Z(x^t) \) of the current search point from the optimum, and the population size \( \lambda^t \) (or rather, \( \log \lambda^t \)). We notably use the following drift theorems to transfer results on the drift into expected hitting times. For an introduction to drift theory, we refer the interested reader to Lengler (2020).

**Theorem 1 (Tail Bound for Additive Drift — Kötzing (2016), Theorem 2).** Let \((X^t)_{t\geq0}\) be a sequence of random variables over \(\mathbb{R}\), each with finite expectation and let \(n > 0\). With \( T = \min\{t \geq 0 : X_t \geq n | X_0 \geq 0\} \), we denote the random variable describing the earliest point at which the random process exceeds \(n\), given a starting value of at least \(0\). Suppose there are \(\varepsilon, c > 0\) such that, for all \(t\),

(i) \(E[X^{t+1} - X^t | X^0, \ldots, X^t, T > t] \geq \varepsilon\), and
(ii) \(|X^t - X^{t+1}| < c\).

Then, for all \(s \geq 2n/\varepsilon^2\),

\[
Pr(T \geq s) \leq \exp\left(-\frac{s\varepsilon^2}{8c^2}\right).
\]

**Theorem 2 (Negative Drift Theorem — Oliveto and Witt (2015), Theorem 2).** Let \((X^t)_{t\geq0}\) be a sequence of random variables over \(\mathbb{R}\) and, possibly depending on \(\ell := b - a\), a drift bound \(\varepsilon := \varepsilon(\ell) > 0\) as well as a scaling factor \(r := r(\ell)\) such that for all \(t \geq 0\) the following three conditions hold:

(i) \(E[X^{t+1} - X^t | X^0, \ldots, X^t ; a < X_t < b] \geq \varepsilon\);
(ii) \(Pr[|X^{t+1} - X^t| \geq jr | X_0, \ldots, X^t ; a < X^t] \leq e^{-j}\) for all \(j \in \mathbb{N}\);
(iii) \(1 \leq r^2 \leq \varepsilon\ell/(132\log(r/\varepsilon))\).

Let \(T = \inf\{t > 0 | X_t \geq b\}\) be the the earliest point in time when the process exceeds \(b\). If \(X_0 \leq a\) then

\[
Pr[T \leq e^{\varepsilon\ell/(132r^2)}] = O(e^{-\varepsilon\ell/(132r^2)}).
\]
To switch between differences and exponentials, we will frequently make use of the following estimates, taken from Lemma 1.4.2 – Lemma 1.4.8 in Doerr (2020).

Lemma 3.

(i) For all \( y \geq 1 \) and \( 0 \leq x \leq y \),
\[
(1 - 1/y)^y \leq 1/e \leq (1 - 1/y)^{y-1}
\]
and
\[
(1 - x/y)^y \leq e^{-x} \leq (1 - x/y)^{y-x}.
\]
(ii) For all \( 0 \leq x \leq 1 \) and all \( y \geq 1 \),
\[
\frac{xy}{1+xy} \leq 1 - (1 - x)^y \leq xy.
\]

3 Main proof

We start this section by defining some helpful notation. Afterwards, we give an informal sketch of the main ideas, before we give the full proof.

Definition 4. Consider the SA-(1, \( \lambda \))-EA optimizing a dynamic function \( f = f^t \), and let \( Z^t = Z(x^t) \). For all times \( t \) and all \( i \in \mathbb{Z} \), we define
\[
p^{f,t}_i := \Pr[Z^t - Z^{t+1} = i \mid x^t, \lambda^t] \quad \text{and} \quad \Delta^{f,t}_i := i \cdot p^{f,t}_i.
\]
We will often drop the superscripts \( f \) and \( t \) when the function and the time are clear from context. We also define \( p_{\geq i} := \sum_{j=i}^{\infty} p_j \) and \( \Delta_{\geq i} := \sum_{j=i}^{\infty} \Delta_j \); both \( p_{\leq i} \) and \( \Delta_{\leq i} \) are defined analogously. Finally, we write
\[
\Delta^{f,t}_i := \mathbb{E}[Z^t - Z^{t+1} \mid x^t, \lambda^t] = \sum_{i=-\infty}^{\infty} \Delta^{f,t}_i.
\]

Note that \( i > 0 \) and \( \Delta > 0 \) correspond to steps/drift towards the optimum, while and \( i < 0 \) and \( \Delta < 0 \) correspond to steps/drift away from the optimum.

Definition 5 (Improvement Probability, Equilibrium Population Size). Let \( x \in \{0, 1\}^n \) and \( f \) be a strictly monotone function. Let \( y \) be obtained from \( x \) by flipping every bit independently with probability \( 1/n \). We define
\[
p_{\text{imp}}^f(x) := \Pr[f(y) > f(x)] \quad \text{and} \quad q_{\text{imp}}^f(x, \lambda) := 1 - (1 - p_{\text{imp}}^f(x))^\lambda,
\]
as the probability that respectively a single offspring or any one of \( \lambda \) independent offspring improves the fitness of \( x \). We also define the equilibrium population size as
\[
\lambda^{*,f}(x, s) := \log(1-p_{\text{imp}}^f(x)) \left( \frac{s}{1-p_{\text{imp}}^f(x)} \right).
\]
(1)

As the two functions we consider are symmetric (i.e. all bits play the same role) \( p_{\text{imp}}^f \) only depends on \( Z(x) = \varepsilon_n \) so in a slight abuse of notation we sometimes write \( p_{\text{imp}}^\varepsilon(x) \) instead of \( p_{\text{imp}}^f(x) \), and sometimes we also drop the parameters by writing just \( p_{\text{imp}} \) when they are clear from the context.

Similarly we sometimes write \( q_{\text{imp}}^f \) and \( \lambda^{*,f} \).\(^{\text{8}}\)

\(^{\text{8}}\)Note that we define \( q_{\text{imp}}^f \) as above for all \( \lambda \), even non-integer ones. Naturally the interpretation as the probability of finding some improvement only makes sense when \( \lambda \) is a positive integer.
Remark 6. For all \( x, s \) and \( f, \lambda^* f(x, s) \) is chosen to satisfy

\[
q_{\text{imp}}^f(x, \lambda^* f(x, s)) = \frac{1}{s+1},
\]

and is not necessarily an integer. Moreover, rounding \( \lambda \) to the next integer can change the success probability by a constant factor. Thus we must take the effect of rounding into account. Fortunately, as we will show, the effect of changing the function \( f \) from \text{OneMax} to DBv is much larger than such rounding effects.

3.1 Sketch of the Proof

We have three quantities that depend on each other: the target population size \( \lambda^* \), the target success rate \( 1/(s+1) \) and the distance \( \varepsilon := Z/n \) of the starting point from the optimum. Essentially, choosing any two of them determines the third one. In the proof we will choose \( \lambda^* \) and \( s \) to be large, and \( \varepsilon \) to be small. As \( \varepsilon \) is small, it is very unlikely to flip more than one zero-bit and the positive contribution to the drift is dominated by the term \( \Delta_1 \) (Lemma 8(ii)). For \text{OneMax} we are also able to give a tight estimation of \( \Delta_{\leq 1} \): for \( \lambda \) large enough we can guarantee that \( |\Delta_{\leq 1}| \approx (1 - e^{-1})^\lambda \) (Lemma 8(iii)).

The key to the proof is that under the above assumptions, the improvement probability \( p_{\text{imp}} \) for DBv is by a constant factor larger than for \text{OneMax} (Lemma 7). Since it is unlikely to flip more than one zero-bit, the main way to improve the fitness for \text{OneMax} is by flipping a single zero-bit and no one-bits. Likewise, DBv also improves the fitness in this situation. However, DBv may also improve the fitness if it flips, for example, exactly one zero-bit and one one-bit. This improves the fitness if the zero-bit has higher weight, which happens with probability \( 1/2 \). This already makes \( p_{\text{imp}}^{DBv} \) by a constant factor larger than \( p_{\text{imp}}^{OM} \). (There are actually even more ways to improve the fitness for DBV.) As a consequence, for the same values of \( s \) and \( \varepsilon \), the target population size \( \lambda^* \) for DBv is by a constant factor smaller than for \text{OneMax} (Lemma 7(iv)).

This enables us to (mentally) fix some large \( \lambda \), choose \( \varepsilon \) such that the drift for \text{OneMax} at \( Z = \varepsilon n \) is slightly positive (towards the optimum) and choose the value of \( s \) that satisfies \( \lambda^* f(x, \varepsilon n) = \lambda \). Here, ‘slightly positive’ means that \( \Delta_1 \approx 4 \Delta_{\leq 1} \). This may seem like a big difference, but in terms of \( \lambda \) it is not. Changing \( \lambda \) only affects \( \Delta_1 \) mildly. But adding just a single child (increasing \( \lambda \) by one) reduces \( \Delta_{\leq 1} \) by a factor of \( \approx 1 - 1/e \), which is the probability that the additional child is not a copy of the parent. So our choice of \( \lambda^* f(x, \varepsilon n) \) and \( s \) ensures positive drift for \text{OneMax} as long as \( \lambda^* \geq \lambda^* f(x, \varepsilon n) - 1 \), but not for a much wider range. However, as we show, \( \lambda^* \) stays concentrated in this small range due to our choice of \( F = 1 + o(1) \). This already would yield progress for \text{OneMax} in a small range around \( Z = \varepsilon n \). To extend this to all values \( Z \leq \varepsilon n \), we consider the potential function \( G^\lambda = Z^\lambda - \frac{1}{2} \log_F(\lambda^\lambda) \), and show that this potential function has drift towards zero (Corollary 13) whenever \( Z > 0 \). This part is similar to the arguments of [Hevia Fajardo and Sudholt (2021b)] or [Kaufmann et al. (2022a)]. For DBv, we show that \( \lambda^* \) stays in a range below \( \lambda^* DBv(x, \varepsilon n) + 1 \), which is much smaller than \( \lambda^* f(x, \varepsilon n) \), and that such small values of \( \lambda^* \) give a negative drift on \( Z^\lambda \) (away from the optimum, Lemma 14). Hence, the algorithm is not able to cross the region around \( Z = \varepsilon n \) for DBv.
3.2 Full Proof

In the remainder of this section we give the full proof, which follows the intuitive arguments presented above. In particular, we derive some relations between \( \lambda, s, \varepsilon \) to find a suitable triple. Those relations and constructions only hold if the number of bits \( n \) is large enough. For instance, we wish to start at a distance \( \varepsilon n \) from the optimum, meaning we need \( \varepsilon n \) to be an integer. In all following statements, we implicitly assume that \( \varepsilon n \) is a positive integer. In particular, this implies \( \varepsilon \geq 1/n \).

We start with the following lemma whose purpose is twofold. On the one hand it gives useful bounds and estimations of the probabilities of improvement; on the other hand it compares those probabilities of improvement for OneMax and Dynamic BinVal. In particular, the success probability for OneMax is substantially smaller than for Dynamic BinVal, meaning that Dynamic BinVal is easier than OneMax with respect to fitness improvements.

**Lemma 7.** Let \( f \) be any dynamic monotone function and \( 1/n \leq \varepsilon \leq 1 \).

1. Then \( p^{f}_{\text{imp}}(\varepsilon n) \leq \varepsilon \). More specifically for OneMax and DBV, for all \( n \geq 10 \) we have
   \[
   p^{\text{OM}}_{\text{imp}}(\varepsilon n) = e^{-1} \varepsilon \pm 10 \varepsilon^2 \quad \text{and} \quad p^{\text{DBV}}_{\text{imp}}(\varepsilon n) = (1 - e^{-1}) \varepsilon \pm 10 \varepsilon^2.
   \]
   In particular, there exist \( c > 0 \) independent of \( n \) such that the following holds.

2. For every \( 1/n \leq \varepsilon \leq c \delta / \varepsilon \), and every dynamic monotone function \( f \) we have
   \[
   q^{f}_{\text{imp}}(\varepsilon n, \lambda) = (1 \pm \delta) \lambda p^{f}_{\text{imp}}(\varepsilon n).
   \]

3. There exists \( s_0 \geq 1 \) independent of \( n \) such that the following holds. For every \( s \geq s_0 \), every constant \( 1/n < \varepsilon \leq c \), and \( f \in \{ \text{OM}, \text{DBV} \} \) there exists a constant \( \varepsilon' > 0 \) such that for all \( |x| \leq \varepsilon' n \)
   \[
   |\lambda^{*f}(\varepsilon n + x, s) - \lambda^{*f}(\varepsilon n, s)| \leq 1/4.
   \]

4. For every \( 1/n \leq \varepsilon \leq c \) and \( s > 0 \) we have
   \[
   0.5 \lambda^{*,\text{OM}}(\varepsilon n, s) \leq \lambda^{*,\text{DBV}}(\varepsilon n, s) \leq 0.6 \lambda^{*,\text{OM}}(\varepsilon n, s).
   \]

**Proof.** We start with (i) and more precisely with the upper bound on \( p^{f}_{\text{imp}}(\varepsilon n) \). For a general monotone \( f \), the fitness can only improve if at least one zero-bit is flipped. Since the \( i \)-th zero-bit flips with probability \( 1/n \), by a union bound over the \( \varepsilon n \) zero-bits we have \( p^{f}_{\text{imp}}(\varepsilon n) \leq \varepsilon \).

\footnote{In Lemma 7 (iii) and Lemma 14 we consider a constant \( \varepsilon > 1/n \), introduce an \( \varepsilon' = \varepsilon'(\varepsilon) \) and look at all states in the range \( (\varepsilon \pm \varepsilon')n \). Again, we implicitly assume that \( (\varepsilon - \varepsilon')n \) and \( (\varepsilon + \varepsilon')n \) are integers, since we use those in the calculations.}
We now give more precise bounds for \( f \in \{\text{OM, DBV}\} \). As probabilities are necessarily lower and upper bounded by 0 and 1, the next statements are trivial when \( 1/2 \leq \varepsilon \leq 1 \), so we may assume \( \varepsilon \leq 1/2 \). Let \( A_1 \) be the event of flipping exactly one zero-bit and an arbitrary number of one-bits, \( A_{1,0} \) the sub-event of flipping exactly one zero-bit and no one-bits, and \( A_{\geq 2} \) the event of flipping at least two zero-bits. Let \( q_1 := \mathbb{P}(A_1), q_{1,0} := \mathbb{P}(A_{1,0}) \) and \( q_{\geq 2} := \mathbb{P}(A_{\geq 2}) \) be their respective probabilities; we may lower and upper bound them as follows. We have
\[
q_1 = \varepsilon (1-1/n)^{\varepsilon n - 1}.
\]
By Lemma 3(ii) applied with \( x = 1/n \) and \( y = \varepsilon n - 1 \), we may bound \( (1-1/n)^{\varepsilon n - 1} \geq 1 - (\varepsilon n - 1)/n \geq 1 - \varepsilon \), which implies the claim for \( O \). For \( q_{1,0} \), we have \( q_{1,0} = \varepsilon (1-1/n)^{\varepsilon n - 1} \). Using Lemma 3(i) with \( y = n \), we find
\[
e^{-1} \leq (1-1/n)^{\varepsilon n - 1} \leq e^{-1} e^{1/n} \leq e^{-1} (1+2/n) \leq e^{-1} + \varepsilon
\]
for all \( n \geq 1 \), which gives \( e^{-1} \leq q_{1,0} \leq e^{-1} + \varepsilon \). Finally, for \( q_{\geq 2} \), any fixed pair of two zero-bits has probability \( 1/n^2 \) to be flipped, so by a union bound over all \( \binom{n}{2} \) such pairs we have \( q_{\geq 2} \leq \varepsilon^2/2 \). Summarizing, we have shown
\[
q_1 = \varepsilon \pm \varepsilon^2 \quad \text{and} \quad q_{1,0} = e^{-1} \varepsilon \pm \varepsilon^2 \quad \text{and} \quad q_{\geq 2} \leq \varepsilon^2/2.
\]
For \( \text{OneMax} \), the fitness always improves in the case \( A_{1,0} \), or may or may not improve in the case \( A_{\geq 2} \), and does not improve in any other case. Hence, \( q_{1,0} \leq p_{\text{imp}}^{\text{OM}} \leq q_{1,0} + q_{\geq 2} \), which implies the claim for \( \text{OneMax} \).

For \( \text{Dynamic BinVal} \), we have to work a bit harder to compare the improvement probability in the case of \( A_1 \). Consider this case, i.e., assume that exactly one zero-bit and an undetermined number of one-bits is flipped. Now we sort this zero-bit together with the \( (1-\varepsilon)n \) one-bits decreasingly by weight, thus obtaining a list of \( (1-\varepsilon)n + 1 \) bits. The zero-bit is equally likely to take any position \( i \in [(1-\varepsilon)n + 1] \) in this list. Then the offspring is fitter than the parent if and only if none of the \( i \) one-bits to the left of \( i \) are flipped, which has probability \( (1-1/n)^{i-1} \). Hence, conditional on \( A_1 \), the probability \( p_{\text{DBV}}^{\text{D}} \) of improvement is
\[
q_{\text{DBV}}^{\text{D}} = \frac{1}{(1-\varepsilon)n + 1} \sum_{i=1}^{(1-\varepsilon)n + 1} (1-1/n)^{i-1} = \frac{1}{(1-\varepsilon)n + 1} \cdot \frac{1-(1-1/n)^{(1-\varepsilon)n + 1}}{1/n}
\]
\[
= \frac{1}{(1-\varepsilon) + 1/n} \left( 1 - (1-1/n)^{(1-\varepsilon)n + 1} \right),
\]
where in the second step we used the formula for the geometric sum, \( \sum_{i=1}^{k} x^{i-1} = (1-x^k)/(1-x) \). We separately estimate upper and lower bounds on this expression. For the first factor, we use \( \frac{1}{(1-\varepsilon) + 1/n} \geq 1 \) since \( \varepsilon \geq 1/n \), and \( \frac{1}{(1-\varepsilon) + 1/n} \leq \frac{1}{1-\varepsilon} \leq 1 + 2\varepsilon \), which holds for \( \varepsilon \leq 1/2 \). For the second factor, we use Lemma 5(i) with \( y = n \) to obtain
\[
(1-1/n)^{(1-\varepsilon)n + 1} \leq e^{-(1-\varepsilon)} - 1/n \leq e^{-1} e \varepsilon \leq e^{-1} (1+2\varepsilon) \leq e^{-1} + \varepsilon
\]
and
\[
(1-1/n)^{(1-\varepsilon)n + 1} \geq (1-1/n)^{n} \geq e^{-1} (1-1/n) \geq e^{-1} - \varepsilon,
\]
where the first and last steps hold since \( \varepsilon \geq 1/n \). Plugging these bounds into (2) (mind the “\(^{-1}\)” in the bracket of (2)) yields
\[
1 - e^{-1} - \varepsilon \leq q_{\text{DBV}}^{\text{D}} \leq (1+2\varepsilon)(1-e^{-1} + \varepsilon) \leq 1 - e^{-1} + 5\varepsilon.
\]
\footnote{Actually, it trivially holds for a wider range of values \( \varepsilon \geq 1/\sqrt{10} \approx 0.3162... \), but cutting at 1/2 is sufficient for the rest of our analysis.}
Now we may use \( q_1 \cdot q_1^{\text{DBV}} \leq p_{\text{imp}}^{\text{DBV}} \leq q_1 \cdot q_1^{\text{DBV}} + q_{\geq 2} \), where
\[
q_1 \cdot q_1^{\text{DBV}} = (\varepsilon + \varepsilon^2)(1 - e^{-1} - 5\varepsilon) = (1 - e^{-1})\varepsilon ± [5 + (1 - e^{-1}) + 5\varepsilon]\varepsilon^2 = (1 - e^{-1})\varepsilon ± 9\varepsilon^2,
\]
since we assume \( \varepsilon \leq 1/2 \). Together with \( q_{\geq 2} \leq \varepsilon^2 / 2 \), this proves the claim for \( p_{\text{imp}}^{\text{DBV}} \).

We now focus on (ii). Given an arbitrary monotone function \( f \), recall that \( q_{\text{imp}}^f = 1 - (1 - p_{\text{imp}}^f)^\lambda \), by Lemma 3(ii) applied with \( x = p_{\text{imp}}^f \) and \( y = \lambda \) this can be bounded by
\[
\frac{\lambda p_{\text{imp}}^f}{1 + \lambda p_{\text{imp}}^f} \leq q_{\text{imp}}^f \leq \lambda p_{\text{imp}}^f.
\]
Since \( p_{\text{imp}}^f \leq \varepsilon \), if we choose \( \varepsilon \leq \varepsilon \delta / \lambda \) for some absolute constant \( \varepsilon \) small enough we indeed get \( q_{\text{imp}}^f = (1 \pm \delta)\lambda p_{\text{imp}}^f \) for every dynamic monotone function \( f \).

The third result (iii) is a consequence of the definition
\[
\lambda^*f(\varepsilon, s) = \log(1 - p_{\text{imp}}^f)(s/(s + 1)) = \frac{\log(s/(s + 1))}{\log(1 - p_{\text{imp}}^f(\varepsilon, s))}.
\]
We know that \( p_{\text{imp}}^f(\varepsilon, s) \leq \varepsilon \), and since \( \varepsilon \leq c \) with \( c \) chosen smaller than 1, we may assume \( p_{\text{imp}}^f \leq 1/2 \). In particular, using \( -x - x^2 \leq \log(1 - x) \leq -x \) whenever \( x \leq 1/2 \), we find that \( \log(1 - p_{\text{imp}}^f) = -p_{\text{imp}}^f + (p_{\text{imp}}^f)^2 = -(1 + \varepsilon)p_{\text{imp}}^f \). This gives
\[
\lambda^*f(\varepsilon, s) = \frac{\log(s/(s + 1))}{-(1 + \varepsilon)p_{\text{imp}}^f(\varepsilon, s)}.
\]
When \( f \in \{\text{OM, DBV}\} \), we have established above that \( p_{\text{imp}}^f(\varepsilon, s) = C^f\varepsilon + 10\varepsilon^2 \) with \( C^{\text{OM}} = e^{-1} \) and \( C^{\text{DBV}} = 1 - e^{-1} \). Let us choose \( \varepsilon' = \varepsilon^2 \): by changing the number of 0-bits by \( x \) with \( |x| \leq \varepsilon'n \), we may change the value of \( p_{\text{imp}}^f \) by at most \( C\varepsilon^2 \) where \( C = C^f + 20 \) is an absolute constant. In particular, we find
\[
\lambda^*f(\varepsilon n + x, s) = \frac{\log(s/(s + 1))}{-(1 + \varepsilon + \varepsilon')(p_{\text{imp}}^f(\varepsilon n, s) ± C\varepsilon^2)} = \frac{\log(s/(s + 1))}{-(1 + C\varepsilon)p_{\text{imp}}^f(\varepsilon n, s)}
\]
for some (possibly large, but absolute) constant \( C' \). Here we used once again the fact that \( p_{\text{imp}}^f(\varepsilon, s) \) is of order \( \varepsilon \) for both functions \( f \in \{\text{OM, DBV}\} \) that we consider. The difference \( |\lambda^*f(\varepsilon n + x, s) - \lambda^*f(\varepsilon n, s)| \) that we seek to bound may thus be at most
\[
\frac{\log(1 + 1/s)}{p_{\text{imp}}^f(\varepsilon n)} \cdot \left( \frac{1}{1 - C'\varepsilon} - 1 \right) \leq \frac{1}{s \cdot p_{\text{imp}}^f(\varepsilon n)} \cdot \frac{C'\varepsilon}{1 - C'\varepsilon},
\]
where in the last step we used \( \log(1 + 1/s) \leq 1/s \). For both functions we consider, we have proved \( p_{\text{imp}}^f(\varepsilon n) \geq e^{-1}\varepsilon - 10\varepsilon^2 \); this and the fact that \( \varepsilon \leq c \) with \( c \) as small as desired, we see that the difference above is at most \( 4cC' \). Setting \( s_0 = 16cC' \) then guarantees that we have \( |\lambda^*f(\varepsilon n + x, s) - \lambda^*f(\varepsilon n, s)| \leq 1/4 \).
Lastly, we prove (iv) Again from the definition of $\lambda^*$ we have
\[ \frac{\lambda^* \cdot DBV(\varepsilon n, s)}{\lambda^* \cdot OM(\varepsilon n, s)} = \frac{\log(1-p^\text{DBV}(\varepsilon n))}{\log(1-p^\text{OM}(\varepsilon n))} = \frac{\log(1 - (1-e^{-1}\varepsilon ))}{\log(1 - e^{-1}\varepsilon + 10\varepsilon^2)}. \]

Since $\log(1-x) \approx -x$ for $x \to 0$, the above ratio tends to $e^{-1}/(1-e^{-1}) = 1/(e-1) = 0.58\ldots$ as $\varepsilon$ tends to zero. In particular, since $\varepsilon < c$ is assumed small enough, the ratio is at least 0.5 and at most 0.6.

We follow with a lemma that gives estimates of the drift of $Z$. In particular, the first statement is one way of stating that OneMax is the easiest function with respect to minimizing the distance from the optimum. We will only apply it with $f = DBV$, but we believe that the result is interesting enough to be mentioned.

**Lemma 8.** There exists a constant $c > 0$ such that the following holds for every dynamic monotone function $f$. For every $\delta > 0$, the following holds.

1. For all $\lambda \geq 1$, all $x \in \{0,1\}^n$ and all $i \in \mathbb{N}$ we have
   \[ \Delta_{\geq i}^f(x, \lambda) \leq \Delta_{\geq i}^{OM}(x, \lambda) \quad \text{and} \quad |\Delta_{\leq i}^f(x, \lambda)| \geq |\Delta_{\leq i}^{OM}(x, \lambda)|. \]

2. For every integer $\lambda \geq \lambda_0$ and all $1/n \leq \varepsilon \leq \min\{1, c\delta/\lambda\}$ we have
   \[ \Delta_{\geq 1}^f(\varepsilon n, \lambda) \leq (1 + \delta) \Delta_{\leq 1}^{OM}(\varepsilon n, \lambda). \]

3. There exists $\lambda_0 \geq 1$ independent of $n$ such that for every integer $\lambda \geq \lambda_0$ and all $1/n \leq \varepsilon \leq \min\{1, c\delta/\lambda\}$ we have
   \[ |\Delta_{\leq 1}^{OM}(\varepsilon n, \lambda)| = (1 + \delta)(1 - e^{-1})^\lambda. \]

Note that in the second point the right hand side is the drift with respect to OneMax, not to $f$.

**Proof.** We prove items in order and start with (i). For any $j \in \mathbb{Z}$, the event $Z^{t+1} \geq Z^t - j$ can only happen for OneMax if $Z(y) \geq Z(x) - j$ holds for all offspring $y$ of $x$. This is true, because, when optimising OneMax, we pick the offspring which minimizes $Z(y)$. Conversely, whenever all offspring satisfy $Z(y) \geq Z(x) - j$, the event $Z^{t+1} \geq Z^t - j$ must hold, regardless of the function $f$ considered. This implies that $p_{\geq 1}^{OM} \leq p_{\geq 1}^f$ and $p_{\geq 1}^{OM} \geq p_{\geq 1}^f$ for all $j \in \mathbb{Z}$, and any dynamic monotone function $f$. In particular, for all $i \geq 0$
\[ 0 \geq \Delta_{\leq i}^{OM} = \sum_{j=-\infty}^{-i} -j p_{\leq i}^{OM} = -i \sum_{j=-\infty}^{-i} p_{\leq i}^{OM} - \sum_{j=-\infty}^{-i-1} (j-i)p_{\leq i}^{OM} \]
\[ = -i \cdot p_{\leq i}^{OM} - \sum_{j=-\infty}^{-i-1} p_{\leq i}^{OM} \geq -i \cdot p_{\leq i}^{OM} - \sum_{j=-\infty}^{-i-1} p_{\leq i}^{OM} \]
\[ = \Delta_{\leq i}^f. \]

When applying the lemma, we consider fixed $\delta, \lambda$ and an arbitrarily large $n$. In particular, the interval $[1/n, c\delta/\lambda]$ is non-empty.

---

OneMax is not the Easiest Function for Fitness Improvements
and similarly

\[ \Delta_{\geq 1}^{OM} = i \cdot p_{\geq i}^{OM} + \sum_{j=1}^{\infty} p_{\geq j}^{OM} \geq i \cdot p_{\geq i}^{f} + \sum_{j=1}^{\infty} p_{\geq j}^{f} = \Delta_{\geq 1}^{f}. \]

We now turn to the proof of (iii) starting with \( f = OM \). Consider an arbitrary offspring. For any \( i \) zero-bits, there is probability \( n^{-i} \) that they all flip to one-bits. By union bound over \( \binom{n}{i} \leq (en)^i/i! \) such choices, the probability that at least \( i \) zero-bits are flipped is at most \( \epsilon^{i}/i! \). Now union bounding over all children we find

\[ p_{\geq i}^{OM} = \Pr[Z^t - Z^{t+1} \geq i] \leq \lambda \epsilon^{i}/i!. \]

In turn this implies

\[ \Delta_{\geq 2}^{OM} = \sum_{i=2}^{\infty} i p_{\geq i}^{OM} \leq \sum_{i=2}^{\infty} i p_{\geq i}^{f} \leq \sum_{i=2}^{\infty} \frac{\lambda \epsilon}{(i-1)!} = \lambda \epsilon (e^{\epsilon} - 1) \leq 2 \lambda \epsilon^2, \]  

where the last step follow from \( \epsilon \leq 1 \). As a single child flipping exactly a zero-bit and no one-bit implies that \( Z^{t+1} \) decreases, we must also have

\[ \Delta_{1}^{OM} = p_{1}^{OM} \geq \epsilon (1 - 1/n)^{n-1} \geq e^{-1} \epsilon, \]

by Lemma 3(ii) applied with \( y = n \). Combining both equations (3) and (4) gives \( \Delta_{\geq 2}^{OM} \leq 2 \lambda \epsilon \Delta_{1}^{OM} \leq 2 \epsilon \lambda \Delta_{1}^{OM} \), since \( \epsilon \leq \delta c/\lambda \). Choosing \( c \leq 1/(2\epsilon) \) ensures that \( \Delta_{\geq 2}^{OM} \leq \delta \Delta_{1}^{OM} \), which implies \( \Delta_{\geq 1}^{OM} \leq (1 + \delta) \Delta_{1}^{OM} \). The corresponding bound for \( \Delta_{\geq 1}^{f} \) follows from (i).

We finish with the proof of (iii) and start with the lower bound. As we are considering the function \( OM \), \( Z^{t} \) must increase if every child flips at least a one-bit and no zero-bit. Hence we have

\[ |\Delta_{\leq 1}^{OM}| \geq \left((1 - (1 - 1/n)(1-\epsilon)n) \cdot (1 - 1/n)^{\epsilon n}\right)^{\lambda} \]

\[ = \left(1 - (1 - 1/n)^{\epsilon n} - (1 - 1/n)^{n}\right)^{\lambda}. \]

By Lemma 3(ii) applied with \( y = n \), the first term in parentheses may be bounded from below by \( (1 - (1 - 1/n)^{\epsilon n}) \geq (1 - (1 - 1/n)^{n-1})^{\epsilon n} \geq (1 - 1/n)^{\epsilon n} \geq (1 - 1/n)^{\epsilon} \), since \( \epsilon \leq 1/n \), we have \( 1 - 1/n \geq 1 - \epsilon \) and we also have \( e^{-\epsilon} \geq 1 - \epsilon \) by Lemma 3(ii) with \( y = 1/\epsilon \). The second term of the display above may simply be handled by Lemma 3(i) with \( \Delta_{\geq 1}^{OM} \leq e^{-1} \). Combining everything we find

\[ |\Delta_{\leq 1}^{OM}| \geq (1 - (1 - \epsilon)^2 - e^{-1})^{\lambda} \geq (1 - e^{-1})^{\lambda} \cdot \left(1 - \frac{2}{1 - e^{-1}} \cdot \epsilon\right)^{\lambda} \]

\[ \geq (1 - e^{-1})^{\lambda} \cdot \left(1 - \frac{2\lambda}{1 - e^{-1}} \cdot \epsilon\right), \]

where the last step follows from an application of Lemma 3(ii) with \( x = \frac{2}{1 - e^{-1}} \cdot \epsilon \) and \( y = \lambda \). Since \( c \) is assumed to be sufficiently small and \( \epsilon < \delta c/\lambda \), we have \( |\Delta_{\leq 1}^{OM}| \geq (1 - \delta)(1 - e^{-1})^{\lambda} \).

The lower bound is proved and we now focus on the upper bound. Since we may express \( |\Delta_{\leq 1}^{OM}| = \sum_{i \geq 1} p_{\geq i}^{OM} \), it suffices to bound each term appearing in the sum. As we are considering the fitness function \( ONEMAX \), the number of zero-bits \( Z^{t} \) increases
by at least \( i \) only if every child flips at least \( i \) one-bits. The probability that one child leaves all 1-bits unchanged is \((1 - 1/n)^i(1 - e^{-1})^{n-i} \geq e^{-i} \) by Lemma 5 applied with \( y = n \) since \( e \geq 1/n \). In particular, we have

\[
P_{\leq i-1}^{OM} \leq (1 - e^{-1})^\lambda.
\]

For \( i > 1 \) and an arbitrary offspring, the probability of flipping \( i \) or more 1-bits is at least \((1 - \varepsilon)^i(1/\varepsilon)^i \leq 1/i!, \) so that

\[
P_{\leq i}^{OM} \leq (i!)^{-\lambda} \leq 2^{1-i/\lambda}.
\]

This immediately implies

\[
|\Delta_{\leq i-1}^{OM}| = p_{\leq i-1}^{OM} + \sum_{i=2}^{\infty} p_{\leq i}^{OM} \leq (1 - e^{-1})^\lambda + 2^{1-\lambda}.
\]

The second term decays faster than the first since \((1 - e^{-1}) \geq 2^{-1} \). Therefore, for a sufficiently large \( \lambda_0 \) — of order at least \( \sim \log(1/\delta) \), which is a constant w.r.t. \( n \) — the second term of the right-hand side is at most \( \delta \cdot (1 - e^{-1})^\lambda \), and this finishes the proof of (iii). \( \square \)

**Remark 9.** Observe that in Lemma 7 (resp. 8), \( c \) only serves as an upper bound for \( \varepsilon \), or as a scaling factor for such a bound. In particular, if Lemma 7 or Lemma 8 can be applied for some \( c \), then it can also be applied for all \( c' < c \). Consequently, we may always find a \( c \) sufficiently small so that both Lemmas 7 and 8 can be applied simultaneously; we use this observation several times in the rest of the proof below.

We now come to the core of our proof, which is finding a suitable triple \( \lambda^*, \varepsilon, s \).

**Lemma 10.** For every \( \delta \in (0, 1] \) there exists a \( \lambda_0 \geq 1 \) constant with respect to \( n \) such that the following holds. For every integer \( \lambda \geq \lambda_0 \), there exist \( \varepsilon, s \) depending on \( \lambda \), but constant with respect to \( n \) such that

(i) \( \lambda = \lambda^{*, OM}(\varepsilon n, s) \);

(ii) \( \Delta_{\leq 1}^{OM}(\varepsilon n, \lambda) = (4 \pm \delta)|\Delta_{\leq 1}^{OM}(\varepsilon n, \lambda)|. \)

Additionally, \( \varepsilon(\lambda) = o_{\lambda}(1/\lambda) \) and \( s(\lambda) = \omega_{\lambda}(1) \). In particular, for every \( \delta > 0 \), a sufficiently large \( \lambda_0 \) guarantees that one may apply Lemmas 7 and 8.

**Proof.** Take some arbitrary \( \delta \in (0, 1] \), \( \lambda_0 \) large enough for Lemma 8(iii) and consider some \( \lambda \geq \lambda_0 \). Since \( \lambda \) is a constant with respect to \( n \), we may also choose \( 1/n \leq \varepsilon \leq c\delta/\lambda \), with \( c \) the smallest constant appearing in Lemmas 7 and 8.

With Lemma 8(iii) we may estimate the negative contribution of the drift as

\[
\Delta_{\leq 1}^{OM} = -(1 \pm \delta)(1 - e^{-1})^\lambda.
\]

9 The subscript indicates dependency on \( \lambda \), i.e., for all \( c, C > 0 \) there exists \( \lambda_0 \) such that for all \( \lambda \geq \lambda_0 \) we have \( \varepsilon(\lambda) \leq c/\lambda \) and \( s(\lambda) \geq C \).
For the positive contribution, recall that since we consider OM, the number of 1-bits corresponds exactly to the fitness, i.e., we have \( q^\text{OM}_\text{imp} = p^\text{OM}_\geq 1 \). As \( p^\text{OM}_1 = \Delta^\text{OM}_1 \) by Definition 4, we may apply Lemma 8 (ii) for this pair \((\lambda, \varepsilon)\) to find \( \Delta^\text{OM}_1 = (1 + \delta) q^\text{OM}_\text{imp} \). Now using Lemma 7 (ii) gives \( \Delta^\text{OM}_1 = (1 + \delta)^2 \lambda p^\text{OM}_\text{imp} \).

Since \( p^\text{OM}_\text{imp} = e^{-1} \varepsilon \pm 10 \varepsilon^2 \) by Lemma 7 (i) and since we chose \( \varepsilon \leq \varepsilon_0 / \lambda \) with \( \lambda \geq \lambda_0 \) large enough, we may write \( \Delta^\text{OM}_1 = (1 + \delta)^2 e^{-1} \varepsilon / \lambda \). Now choosing \( \varepsilon := \tilde{\varepsilon} = 4(1 - e^{-1}) \lambda / \lambda \), we get
\[
\Delta^\text{OM}_1(\tilde{\varepsilon}, \lambda) = (1 + \delta)^3 4(1 - e^{-1})^\lambda.
\] Equations (5) and (6) hold for every \( e \geq 1 \), shown that \( \Delta^\text{OM}_1(\tilde{\varepsilon}, \lambda) = (4 + \delta) |\Delta^\text{OM}_1(\tilde{\varepsilon}, \lambda)| |\Delta^\text{OM}_1(\tilde{\varepsilon}, \lambda)|^\lambda \). Also, the fact that \( \tilde{\varepsilon} = o(1/\lambda) \) follows immediately from the formula.

Given \( \lambda \) and \( \tilde{\varepsilon} \) as above, the choice of \( s \) is constrained by the condition \( \lambda^* (\tilde{\varepsilon}, s) = \lambda \): it is the solution to \( 1 / (s + 1) = q^\text{OM}_\text{imp}(\tilde{\varepsilon}, \lambda) \). All that remains is to check that \( s \) has the correct order: the inequality above may be rewritten as \( s \leq q^\text{OM}_\text{imp} - 1 \) and we know from Lemma 7 (ii) that \( q^\text{OM}_\text{imp} \leq (1 + \delta) \lambda q^\text{OM}_\text{imp} \leq (1 + \delta) \lambda \). In particular, this implies \( s \leq 1 / (1 + \lambda \tilde{\varepsilon}) - 1 = \omega(1) \), since \( \tilde{\varepsilon} = o(1/\lambda) \).

The lemma above implies that for parameters \( \lambda, s \) and at distance \( \tilde{\varepsilon} \) from the optimum, the drift of \( Z \) for \text{OM}-\text{MAX} is roughly \( \Delta^\text{OM} = \Delta^\text{OM}_1 + \Delta^\text{OM}_1 = \frac{1}{2} \Delta^\text{OM}_1 > 0 \). Moreover, we want to show that the SA-(1, \lambda)-EA can not only pass this point, but continues all the way to the optimum. To this end, we define a more general potential function already used by \text{Hevia Fajardo and Sudholt} (2021b) and \text{Kaufmann et al.} (2022a).

**Definition 11.** We define \( h(\lambda) := -\frac{1}{2} \log F(\lambda) \) and \( g(x, \lambda) := Z(x) + h(\lambda) \).

For convenience and following our notation \( Z^t = Z(x^t) \), we will write \( H^t = h(\lambda^t) \) and \( G^t = Z^t + H^t = g(x^t, \lambda^t) \).

**Lemma 12.** Let \( f \in \{\text{OM}, \text{DBV}\} \). At all times \( t \) such that \( \lambda^t \geq F \) we have
\[
\mathbb{E} [H^t - H^{t+1} | x^t, \lambda^t] = \frac{1}{2\varepsilon} (1 - (s + 1) q^f_{\text{imp}}(x^t, |\lambda^t|)).
\]
When \( \lambda^t < F \), we have \( \mathbb{E} [H^t - H^{t+1} | x^t, \lambda^t] \geq \frac{1}{2\varepsilon} (1 - (s + 1) q^f_{\text{imp}}(x^t, |\lambda^t|)) \).

**Proof.** We have \( H^{t+1} = -\frac{1}{2} \log F(\lambda^t / F) = H^t + \frac{1}{2} \) in case of an improvement, and \( H^{t+1} = H^t - 1/2s \) otherwise. Hence, the drift of \( H^t \) is
\[
\mathbb{E}[H^t - H^{t+1} | x^t, \lambda^t] = -\frac{1}{2} q^\text{OM}_{\text{imp}} + (1 - q^f_{\text{imp}}) \frac{1}{2s} = \frac{1}{2s} (1 - (s + 1) q^f_{\text{imp}}).
\]

The inequality in the case \( \lambda < F \) is simply obtained by recalling that \( \lambda \) may never drop below 1, which means that \( H^{t+1} \leq H^t + 1/2 \) in case of improvement. \( \square \)

We now show that for this choice of \( h \) and \( g \), the drift of \( G^t \) for OM is positive whenever \( Z^t \leq \tilde{\varepsilon} n \) and \( \lambda^t \geq \lambda - 1 \).

\(^{10}\) Note that this is indeed smaller than \( \delta c / \lambda \) as we assume \( \lambda_0 \) to be large.
Corollary 13. Let $f = \text{Om}$. There exists $\lambda_0 \geq 1$ such that the following holds for all $\lambda \geq \lambda_0$. Let $s = \bar{s} = \bar{s}(\lambda), \varepsilon = \bar{\varepsilon} = \bar{\varepsilon}(\lambda)$ be as in Lemma 10. There exist positive constants (with respect to $n$) $\rho(\lambda)$ and $\varepsilon'(\lambda)$ such that if $1 \leq Z^t \leq (\varepsilon + \varepsilon') n$ and $\lambda^t \geq \lambda - 1$, then

$$
E[G^t - G^{t+1} \mid Z^t, \lambda^t] \geq \rho.
$$

Proof. Let $\delta > 0$ be a small constant and $\lambda_0$ a constant large enough for Lemma 10 to apply. Since $\bar{\varepsilon}(\lambda)$ decays exponentially fast in $\lambda$ by Lemma 10, we may assume that (up to possibly choosing $\lambda_0$ larger, but still constant with respect to $n$) Lemmas 7 and 8 hold for any $\lambda \geq \lambda_0$ for $\varepsilon = \bar{\varepsilon}(\lambda)$.

Let $\lambda \geq \lambda_0$ be arbitrary and let $\varepsilon = \bar{\varepsilon}(\lambda), s = \bar{s}(\lambda)$. By Lemma 7(iii) there exists a small $\varepsilon' > 0$ such that $\lambda^*\text{OM}((\varepsilon + \varepsilon') n, s) \geq \lambda - 1/4$. We seek to estimate the drift of $G$ when $Z^t \leq (\varepsilon + \varepsilon') n$ and $\lambda^t \geq \lambda - 1$. Using Lemma 14 we see that this drift is

$$
E[G^t - G^{t+1} \mid Z^t, \lambda^t] = \Delta_{\geq 1}^{\text{OM}}(Z^t, \lambda^t) + \Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)
$$

$$
\approx \frac{1}{2} q_{\text{imp}}^{\text{OM}}(Z^t, \lambda^t) + \frac{1}{2} (1 - q_{\text{imp}}^{\text{OM}}(Z^t, \lambda^t))/s.
$$

Since we consider $f = \text{Om}$, the expected number of bits gained $\Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)$ is larger than the probability $q_{\text{imp}}^{\text{OM}}(Z^t, \lambda^t)$ of finding an improvement. In particular, we may rewrite

$$
E[G^t - G^{t+1} \mid Z^t, \lambda^t] \geq \frac{1 - 1/s}{2} q_{\text{imp}}^{\text{OM}}(Z^t, \lambda^t) + \frac{1}{2s} + \Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)
$$

$$
\geq \frac{1}{2s} + \Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t), \quad (7)
$$

as a choice of $\lambda_0$ large enough guarantees that $s > 1$. To evaluate this expression, we now bound $\Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)$. From Lemma 8(iii) we know that $(1 - \delta)(1 - e^{-1})^\lambda \leq |\Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda)|$, and from Lemma 10 we known that $|\Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda)| \leq \frac{1}{4 - \delta} \Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda)$; together they imply

$$
(1 - e^{-1})^\lambda \leq \frac{1}{(1 - \delta)(4 - \delta)} \Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda). \quad (8)
$$

By Lemma 8(ii) we have $\Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda) \leq (1 + \delta) \Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda)$, and as we are considering $f = \text{Om}$, we have $\Delta_{= 1}^{\text{OM}}(\varepsilon n, \lambda) = p_{\text{OM}}^{\text{OM}}(\varepsilon n, \lambda) \leq q_{\text{imp}}^{\text{OM}}(\varepsilon n, \lambda))$. By construction, $\varepsilon = \bar{\varepsilon}$ and $s = \bar{s}$ are chosen so that $\lambda^*\text{OM}(\varepsilon n, s) = \lambda$, i.e., $q_{\text{imp}}^{\text{OM}}(\varepsilon n, \lambda) = 1/(1 + s)$ so together with (8) this gives

$$
(1 - e^{-1})^\lambda \leq \frac{1 + \delta}{(1 - \delta)(4 - \delta)} \cdot \frac{1}{1 + s}.
$$

To estimate $\Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)$, we first observe that $\Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)$ is decreasing.\[11\] Hence, applying Lemma 8(iii) now for worst case $\lambda^t = \lambda - 1$, we have $|\Delta_{= 1}^{\text{OM}}(Z^t, \lambda^t)| \leq (1 + \delta)(1 - e^{-1})^{\lambda - 1}$, which by the above must be at most

$$
\frac{(1 + \delta)^2}{(4 - \delta)(1 - \delta)} \cdot \frac{1}{(1 - e^{-1})(1 + s)} \leq \frac{1}{2(1 + s)}.
$$

\[11\] Indeed, we may express $|\Delta_{= 1}^{\text{OM}}(Z, \lambda)| = \sum_{i=1}^{\infty} p_{= 1}^{\text{OM}}(Z, \lambda) = \sum_{i=1}^{\infty} (p_{= 1}^{\text{OM}}(Z, 1))^\lambda$, which is decreasing with $\lambda$.
with the last step holding for a choice of \( \delta \) small enough. Replacing in (7) gives
\[
E[G^t - G^{t+1} \mid Z^t, \lambda^t] \geq \frac{1}{2s} - \frac{1}{2(1+s)} = \frac{1}{2s(1+s)}.
\]
Setting \( \rho(\lambda) = 1/(2s(1 + \tilde{s})) \), a constant with respect to \( n \), concludes the proof.

\( \square \)

We have just shown that when within distance at most \( \tilde{\varepsilon}n \) from the optimum, ONEMAX has drift towards the optimum. We now turn to DYNAMIC BinVal: the following lemma states that at distance \( \tilde{\varepsilon}n \) from the optimum, DYNAMIC BinVal has drift away from the optimum.

**Lemma 14.** Let \( f = DBv \). There exists \( \lambda_0 \geq 1 \) such that for all \( \lambda \geq \lambda_0 \) there are \( \nu, \varepsilon', > 0 \), constants with respect to \( n \), such that the following holds. Let \( \tilde{s} = \tilde{s}(\lambda), \tilde{\varepsilon} = \tilde{\varepsilon}(\lambda) \) as in Lemma 10. If \( Z^t = (\tilde{\varepsilon} + \varepsilon')n \) and \( \lambda^t \leq \lambda^{*DB}(\tilde{\varepsilon}n, \tilde{s}) + 1 \) we have
\[
E[Z^t - Z^{t+1} \mid x^t, \lambda^t] \leq -\nu.
\]

**Proof.** Let \( \delta \) be a small constant and choose a large \( \lambda_0 \). Consider some \( \lambda \geq \lambda_0 \) and let \( \tilde{\varepsilon} = \tilde{\varepsilon}(\lambda), \tilde{s} = \tilde{s}(\lambda) \). Since \( \tilde{\varepsilon} = o(1/\lambda) \) by Lemma 10 we may assume \( \tilde{\varepsilon} \) is small enough to apply first Lemma 7(iii) and then Lemma 7(iv) there exists an \( \varepsilon' \) such that
\[
\lambda^{*,DB}( \tilde{\varepsilon}n, \tilde{s} ) \geq \lambda^{*,DB}( \tilde{\varepsilon}n, \tilde{s} ) - 1/4 \geq 0.5\lambda^{OM}(\tilde{\varepsilon}, \tilde{s}) \geq 0.4\lambda.
\]

Up to taking a larger \( \lambda_0 \) (giving a smaller \( \tilde{\varepsilon} \)) and a smaller \( \varepsilon' \), we may assume that \( \tilde{\varepsilon} + \varepsilon' < \frac{0.4\lambda}{\lambda} \), with \( \epsilon \) the smallest constant appearing in Lemmas 7 and 8. In particular, we may apply those lemmas with \( \tilde{\varepsilon} + \varepsilon' \) and \( \lambda^{*,f}( \tilde{\varepsilon}n, \tilde{s} ) \) for both \( f = OM \) and \( f = DBv \).

Using Lemma 8(ii) the drift we seek to bound may be expressed as
\[
\Delta_{DB}^1(Z^t, \lambda^t) + \Delta_{DB}^2(Z^t, \lambda^t) \leq \Delta_{OM}^1(Z^t, \lambda^t) + \Delta_{OM}^2(Z^t, \lambda^t),
\]
and we aim at showing that this is negative. Lemma 8(ii) guarantees that the positive contribution of this drift is at most
\[
(1 + \delta)\Delta_{OM}^1(Z^t, \lambda^t) \leq (1 + \delta)\Delta_{OM}^1(Z^t, \lambda^t) \leq \Delta_{OM}^1(Z^t, \lambda^t) \leq (1 + \delta)\frac{\lambda^{*,DB}(\tilde{\varepsilon} + \varepsilon')n, \tilde{s}}{2},
\]
where the last step follows from the monotonicity of \( \lambda^{OM} \) in both \( Z \) and \( \lambda \). We know from Lemma 8(iv) that \( \lambda^{*,DB}(\tilde{\varepsilon} + \varepsilon')n, \tilde{s} + 2 \leq 0.6\lambda^{*,OM}(\tilde{\varepsilon} + \varepsilon')n, \tilde{s} + 2 \leq \lambda^{*,OM}(\tilde{\varepsilon} + \varepsilon')n, \tilde{s} \) as we assume \( \lambda_0 \) large enough.

In particular, still using the monotonicity of \( \lambda^{OM} \), this implies, by the definition of \( \lambda^{*,OM} \), that the positive contribution to the drift is at most
\[
(1 + \delta)\Delta_{OM}^1((\tilde{\varepsilon} + \varepsilon')n, \lambda^{*,OM}(\tilde{\varepsilon} + \varepsilon')n, \tilde{s})) = (1 + \delta)/(\tilde{s} + 1).
\]

Let us now show that the negative contribution is larger. Recalling that \( \lambda^t \leq \lambda^{*,DB}(\tilde{\varepsilon}n, \tilde{s}) + 1 \) by assumption, an application of Lemma 7(iv) then gives \( \lambda^t \leq \lambda^{*,DB}(\tilde{\varepsilon}n, \tilde{s}) + 1 \leq 0.7\lambda \). Now applying Lemma 8(iii) we find
\[
|\Delta_{OM}^2(Z^t, \lambda^t)| \geq (1 - \delta)(1 - e^{-1})0.7\lambda.
\]
we deduce

In order to grow above \( T \) steps, or \( \lambda \leq T \), evolvability is at least \( \frac{1}{2} \) of the total \( \lambda \). By definition of \( \hat{e} \) and \( \hat{s} \), an application of Lemma 8 (iii) also gives \( |\Delta_{\leq 1}^{OM}(\hat{e}, \lambda)| \leq (1 + \delta)(1 - e^{-1})^\lambda \), which implies

\[
(1 + \delta)(1 - e^{-1})^\lambda \geq \frac{1}{(4 + \delta)(1 + \hat{s})}.
\]  

Combining (9) and (10) gives

\[
|\Delta_{\leq 1}^{OM}(Z^i, \lambda^i)| \geq \frac{(1 - \delta) \cdot (1 - e^{-1})^{-0.3\lambda}}{(1 + \delta)(4 + \delta)} \cdot \frac{1}{1 + \hat{s}} \geq \frac{2}{1 + \hat{s}},
\]

as \( \lambda \) may be chosen large enough compared to \( \delta \). In the range of \( Z^i, \lambda^i \) from the lemma, we see that

\[
E[Z^i - Z^{i+1} \mid x^i, \lambda^i] \leq (1 + \delta) \frac{1}{\hat{s} + 1} - \frac{2}{\hat{s} + 1} \leq -\frac{1}{2(\hat{s} + 1)},
\]

which concludes the proof.

Corollary 13 and Lemma 14 respectively give drift towards the optimum for OneMax and away from the optimum for Dynamic BinVal. We are almost ready to state and prove our final theorem. A last step before this is the following lemma saying \( \lambda \leq n^2 \) at all steps and that \( Z \) never changes by more than \( \log n \).

Lemma 15. Consider the SA-(1, \lambda)-EA on OneMax or Dynamic BinVal. There exists \( T = n^{\omega(1)} \) such that, with probability \( 1 - n^{-\omega(1)} \), either the optimum is found within the first \( T \) steps, or \( \lambda^t \leq n^2 \) and \( |Z^t - Z^{t+1}| \leq \log n \) both hold during those \( T \) steps.

Proof. In order to grow above \( n^2 \), there would need to be a non-improving step when \( \lambda^t \geq n^2/F^t/\hat{s} \). Let us call this event \( \mathcal{E}^t \). The probability that a fixed offspring finds an improvement is at least \( 1/n \cdot (1 - 1/n)^n \geq 1/(en) \) (using Lemma 3 (i) with \( y = n \)), even if the algorithm is just one step away from the optimum. Hence, the probability that none of \( \lambda^t \) offspring finds an improvement is at most

\[
\Pr[\mathcal{E}^t] \leq (1 - \frac{1}{en})^{\lambda^t} \leq e^{-\lambda^t/(en)} = e^{-\Omega(n)},
\]

using Lemma 3 (i) with \( y = en \) for the second inequality. Even a union bound over a superpolynomial number of steps leaves the error probability \( e^{-\Omega(n)} \) unchanged. This proves the first statement.

For the step sizes, condition on \( \hat{e}^t \). We can bound the difference \( |Z^t - Z^{t+1}| \) from above by the maximal number of bits that any offspring flips. The probability that a fixed offspring flips exactly \( k \geq 1 \) bits is at most

\[
\binom{n}{k} \cdot \left(\frac{1}{n}\right)^k \cdot (1 - 1/n)^{n-k} \leq \frac{1}{k!},
\]

and the probability that it flips at least \( k \) bits is at most \( \sum_{i \geq k} 1/i! \leq 2/k! \), since the factorials are bounded by a geometric sum as \( 1/(k + 1)! \leq 1/(2 \cdot k!) \). For \( k = \log n \) this bound is \( 2/k! = e^{-\Omega(k \log k)} = e^{-\omega(n)} = n^{-\omega(1)} \), and the same holds after a union bound over at most \( n^2 \) offspring, and after a union bound over a superpolynomial (suitably chosen) number of steps. 

Evolutionary Computation  Volume x, Number x
Now we are ready to formulate and prove the main result of this paper.

**Theorem 16.** Let \( F = 1 + \eta \) for some \( \eta = \omega(\log n/n) \cap o(1/\log n) \). There exist constants \( \varepsilon, s \) such that with high probability the SA-(1, \( \lambda \))-EA with success rate \( s \), update strength \( F \) and mutation rate \( 1/n \) starting with \( Z^0 = 0 \).

(a) finds the optimum of \textsc{OneMax} in \( O(n) \) generations;
(b) does not find the optimum of \textsc{Dynamic BinVal} in a polynomial number of generations.

**Proof.** Let us first recall the intuition presented in Section 3.1 and sketch how we intend to prove the theorem. The cornerstone of our argument is Lemma 10. It states, that given a large enough (but constant) \( \lambda \), we may find \( \tilde{\varepsilon} \) and \( \tilde{s} \) such that 1) \( \lambda^* \text{OM}(\tilde{\varepsilon} n, \tilde{s}) = \lambda \) and 2) the drift of \( Z \) for OM is mildly dominated by the positive term \( \Delta_{\geq 1}^{\text{OM}} \). We choose \( s = \tilde{s} \) and choose to start the optimisation (for both OM and DBv) exactly with \( \tilde{\varepsilon} n \) zero-bits. For OM, we then argue that \( \lambda^t \) quickly gets, and remains close to \( \lambda^* \text{OM}(\tilde{\varepsilon} n, \tilde{s}) \) and then use Corollary 13 to conclude that the process has positive drift towards the optimum, and that optimisation must be efficient. For this same choice of \( s \) and starting position \( \tilde{\varepsilon} n \), the negative part of the drift for DBv is much higher and dominates the positive contribution. We have proved this in Lemma 14 and this implies that DBv takes a superpolynomial number of steps before finding the optimum.

We now move to the formal proof. Let \( \delta \) be a sufficiently small constant and choose \( \lambda \) large. Let \( s := \tilde{s}(\lambda) \) and \( \varepsilon = \tilde{\varepsilon}(\lambda) \) as in Lemma 10. Since \( \lambda^* \text{DBV}(\varepsilon n, s) \geq 0.5 \lambda^* \text{OM}(\varepsilon n, s) = 0.5 \lambda \), we may assume that Lemma 8 holds for \( \lambda^* \text{DBV}(\varepsilon n, s) \).

**Proof of (a).** Set \( f := \text{OneMax} \), and let \( \varepsilon' = \varepsilon'(\lambda) \) be small enough (but independent of \( n \)) to apply Corollary 13. We will first argue that \( \lambda^t \) quickly reaches a value of at least \( \lambda - 7/8 \) and stays above \( \lambda - 1 \) afterwards. First, we observe that if \( \lambda^t \leq \lambda - 1/2 \) then \( |\lambda^t| \leq \lambda + 1/2 \leq \lambda - 3/8 \). By Lemma 12, the drift of \( H \) is at least

\[
E[H^t - H^{t+1} | Z^t, \lambda^t] \geq \frac{1}{2s} (1 - (s + 1)q_{\text{imp}}^\text{OM}(Z^t, |\lambda^t|)).
\]

For OM, the probability to find an improvement \( q_{\text{imp}}^\text{OM} \) — that is, to increase the number of 1-bits — is increasing in both the number of 0-bits \( Z \) and the number of children \( \lambda \) generated. In particular, at each step when \( Z^t \leq (\varepsilon + \varepsilon')n \) and \( \lambda^t \leq \lambda - 7/8 \), we must have

\[
E[H^t - H^{t+1} | Z^t, \lambda^t] \geq \frac{1}{2s} (1 - (s + 1)q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n, \lambda - 3/8)).
\]

To prove that this drift is a positive constant, we need to understand the term \( q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n, \lambda - 3/8) \). Recall that for all \( \lambda \) we have \( q_{\text{imp}}^\text{OM}(Z, \lambda) = 1 - (1 - P_{\text{imp}}^\text{OM}(Z))^{\lambda} \) by Definition 5, so that

\[
q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n, \lambda - 3/8) = q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n, \lambda^* \text{OM}((\varepsilon + \varepsilon')n, s)) - d_1 = \frac{1}{1 + s} - d_1
\]

with

\[
d_1 = (1 - q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n))^{\lambda - 3/8} - (1 - P_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n))^{\lambda^* \text{OM}((\varepsilon + \varepsilon')n, s)}.\]

Here the second inequality holds since \( q_{\text{imp}}^\text{OM}((\varepsilon + \varepsilon')n, \lambda^* \text{OM}((\varepsilon + \varepsilon')n, s)) = \frac{1}{1 + s} \) by definition.
To estimate $d_1$, we apply Lemma 7(iii) to get $\lambda^* \text{OM}((\varepsilon + \varepsilon')n, s) \geq \lambda - 1/4 = \lambda - 3/8 + 1/8$. This then implies that

$$d_1 \geq (1 - p_{\text{imp}}((\varepsilon + \varepsilon')n)^{\lambda - 3/8} \cdot (1 - (1 - p_{\text{imp}}((\varepsilon + \varepsilon')n)^{1/8}),$$

is a positive constant since $\lambda, \varepsilon$ and $\varepsilon'$ are constants independent of $n$, and $p_{\text{imp}}((\varepsilon + \varepsilon')n)$ is of order $\varepsilon + \varepsilon'$ by Lemma 7. Replacing in (12) and in (11) gives a positive drift

$$E[H' - H^{t+1} | Z', \lambda'] \geq \frac{(s + 1)d_1}{2s} =: d.$$

Therefore, $H'$ has positive (constant) drift as long as $1 < Z' \leq (\varepsilon + \varepsilon')n$ and $\lambda' \leq \lambda - 7/8$. By Lemma 15 we may assume that $Z'$ changes by at most $\log n$ in every of the first $\varepsilon'n/(2 \log n)$ steps. In particular, we have $Z' \leq (\varepsilon + \varepsilon')n$ during this time. Hence, $H'$ has constant positive drift until either $\varepsilon'n/(2 \log n)$ steps are over or it hits $-T \log F(\lambda - 7/8)$. Since $H^0 = -T \log F(1) = 0$, by the additive drift theorem, the latter option happens after at most $\frac{O}{\eta} \log F(\lambda - 7/8) = O(1/\log F) = O(1/\eta)$ steps in expectation. Since $\eta = \omega(\log n)$ by assumption, this is at most $o(n/\log n)$. Moreover, the same holds with high probability after at most $2^{\frac{O}{\eta}} \log F(\lambda - 7/8) = O(1/\eta) = o(n/\log n)$ steps by concentration of hitting times for additive drift, Theorem 1, since $H$ changes by definition by at most one in each step and $2^\frac{O}{\eta} \log F(\lambda - 7/8) = O(1/\eta) = \omega(\log n)$. Hence, with high probability, $\lambda' \geq \lambda - 7/8$ happens before $Z'$ reaches $Z'/\varepsilon^2/2$. Let us call the first such point in time $t_0$.

Now we show that after time $t_0$, the population size $\lambda'$ stays above $\lambda - 1$ and $Z'$ remains below $\varepsilon + \varepsilon')n$. To this intent, we wish to apply the Negative Drift Theorem to $H'$: for $\lambda'$ to decrease from $\lambda - 7/8$ to $\lambda - 1$ (while $Z' \leq (\varepsilon + \varepsilon')n$) the potential must increase by $\ell := \frac{1}{2} \log F(\lambda - 7/8) - \frac{1}{2} \log F(\lambda - 1) = \Omega(1/\log F) = \Omega(1/\eta) = \omega(\log n)$. We have already established that $H'$ has at least positive constant drift whenever $\lambda' \leq \lambda - 7/8$ and $Z' \leq (\varepsilon + \varepsilon')n$, so condition (i) of the theorem holds. As $|H^{t+1} - H^t|$ is bounded by $1/2$, the second condition (ii) also trivially holds for a constant $r$ large enough. This choice of $r = \Omega(1)$ guarantees that condition (iii) holds since $\ell = \omega(\log n)$. By the Negative Drift Theorem (Theorem 2), we then conclude that with high probability this does not happen within $n^2$ steps.

We have shown that $\lambda'$ is very unlikely to drop below $\lambda - 1$ while $Z' \leq (\varepsilon + \varepsilon')n$, and now prove that $Z'$ is also unlikely to exceed $(\varepsilon + \varepsilon')n$ while $\lambda' \geq \lambda - 1$. By definition of $G^t = Z^t + H^t = Z^t + \frac{1}{2} \log F(\lambda')$, we must have $Z^t \geq G^t \geq G^t - \frac{\log \lambda'}{2 \log F} \geq Z^t - o(n)$, since we may assume by Lemma 15 that $\lambda' \leq n^2$ for a superpolynomial number of steps, and since $1/\log F = O(1/\eta) = o(n/\log n)$. In particular, to have $Z^t \geq (\varepsilon + \varepsilon')n$, we must have $G^t \geq (\varepsilon + \varepsilon')n - o(n) \geq (\varepsilon + \varepsilon')n$, as $\varepsilon'$ is a constant (possibly small, but independent of $n$). As we start with a value $G^{t_0} \leq Z^{t_0} \leq (\varepsilon + \varepsilon')n$, $Z'$ may only exceed $(\varepsilon + \varepsilon')n$ if $G$ increases by $\ell := \frac{1}{2} \varepsilon'n = \Omega(n)$. By Corollary 13 we know that $G^t$ has constant positive drift while $Z' \leq (\varepsilon + \varepsilon')n$ and $\lambda' \geq \lambda - 1$, i.e., condition (i) of Theorem 5 holds. By Lemma 15 we have $|Z^t - Z^{t+1}| \leq \log n$ with high probability for a superpolynomial number of steps. During those steps, we hence have $|G^t - G^{t+1}| \leq |Z^t - Z^{t+1}| + |H^t - H^{t+1}| \leq \log n + 1/2$, so condition (ii) also holds for $r = O(\log n)$. The last condition (iii) trivially holds for our choice of $\ell = \Omega(n)$ and $r = O(\log n)$. Hence, by the negative drift Theorem 2, the probability that $G^t$ drops by $\ell$ within $n^2$ steps is at most $e^{-\frac{\ell^2}{2 \log F}} = o(1)$.

OneMax is not the Easiest Function for Fitness Improvements
Summing up, we have established that with high probability,

(i) the process reaches a state with \( \lambda^t \leq \lambda - 7/8 \) and \( Z^t \leq (\varepsilon + \frac{1}{2} \varepsilon')n \) within \( t_0 = o(n) \) steps;

(ii) after that time, we have \( \lambda^t \geq \lambda - 1 \) and \( Z^t \leq (\varepsilon + \varepsilon')n \) for at least \( n^2 \) steps;

and by Lemma \([15]\) we may assume that \( \lambda^t \leq n^2 \) and \( |Z^t - Z^{t+1}| \leq \log n \) during all those \( t_0 + n^2 \) steps. Using those assumptions, we now wish to show that with very high probability \( Z^t = 0 \) is attained during those \( n^2 \) steps following time \( t_0 \).

We know that the potential \( G \) starts from a value \( G^{t_0} = Z^{t_0} + H^{t_0} \leq Z^{t_0} \). The upper bound on \( G \) also guarantees that \( G^t \geq -\frac{1}{2} \log_2 n^2 \), with equality holding only when \( Z^t = 0 \). In particular, if \( G^t \) drops by at least \( Z^{t_0} + \frac{1}{2} \log_2 n^2 = O(n) + O(\frac{n^2}{2}) = O(n) \), then \( Z^t = 0 \) must happen. We know from Corollary \([13]\) that the drift of \( G^t \) is a positive constant as long as \( Z^t > 0 \), and since \( |G^t - G^{t+1}| \leq |Z^t - Z^{t+1}| + |H^t - H^{t+1}| \leq \log n + 1/2 \), we may apply the Additive Drift Theorem \([1]\) the probability of not having hit \( Z^t = 0 \) in \( 2n/\rho \) steps is at most \( \exp \left( -\Omega \left( \frac{n}{\log^2 n} \right) \right) = o(1) \). This proves (a).

**Proof of (b)** We now set \( f := DBV \), and we work directly with the potential \( Z^t \) instead of \( G^t \). As in the previous case above, \( \lambda^t \) and \( Z^t \) influence each other, so to be able to conclude we will show that \( \lambda^t \) is unlikely to go above \( \lambda^t \leq \lambda^{*,DBV}(\varepsilon n, s) + 1 \) while \( Z^t \geq (\varepsilon - \varepsilon')n \), and that conversely we should expect \( Z^t \geq (\varepsilon - \varepsilon')n \) as long as \( \lambda^t \leq \lambda^{*,DBV}(\varepsilon n, s) + 1 \).

Let \( \varepsilon' > 0 \) be the constant from Lemma \([14]\). Assume that \( Z^t \geq (\varepsilon - \varepsilon')n \) and that \( \lambda^t \geq \lambda^{*,DBV}(\varepsilon n, s) + 7/8 \). From Lemma \([12]\) we know that the drift of \( H^t \) is

\[
E[H^t - H^{t+1} \mid Z^t, \lambda^t] = \frac{1}{2s}(1 - (s + 1)q^{DBV}_\text{imp}(Z^t, \lfloor \lambda^t \rfloor)) \\
\leq \frac{1}{2s}(1 - (s + 1)q^{DBV}_\text{imp}(\varepsilon n, s + 3/8)).
\]

Here the last step is derived as in the proof of (a) \( q^{DBV}_\text{imp} \) is increasing in both \( Z^t \) and \( \lambda^t \), and \( \lambda^t \geq \lambda^{*,DBV}(\varepsilon n, s) + 7/8 \) implies \( \lfloor \lambda^t \rfloor \geq \lambda^{*,DBV}(\varepsilon n, s) + 3/8 \). As above, we may write

\[
q^{DBV}_\text{imp}(\varepsilon n, s + 3/8) = q^{DBV}_\text{imp}(\varepsilon n, s, \lambda^{*,DBV}(\varepsilon n, s)) + d_2 = \frac{1}{1 + s} + d_2,
\]

where \( d_2 = (1 - p^{DBV}_\text{imp}(\varepsilon n, s))\lambda^{*,DBV}(\varepsilon n, s) - (1 - p^{DBV}_\text{imp}(\varepsilon n, s))\lambda^{*,DBV}(\varepsilon n, s, \lambda^{*,DBV}(\varepsilon n, s)) + 3/8 \) is a (possibly small, but independent of \( n \) constant since \( \lambda^{*,DBV}(\varepsilon n, s) \leq \lambda^{*,DBV}(\varepsilon n, s) + 1/4 < \lambda^{*,DBV}(\varepsilon n, s) + 3/8 \) by Lemma \([7]\)(iii). Replacing \( q^{DBV}_\text{imp} \) in the expression of the drift, we obtain that, when \( Z^t \geq (\varepsilon - \varepsilon')n \) and \( \lambda^t \geq \lambda^{*,DBV}(\varepsilon n, s) + 7/8 \), the drift of \( H^t \) is

\[
E[H^t - H^{t+1} \mid Z^t, \lambda^t] \leq -\frac{1 + s}{2s}d_2,
\]

i.e., a negative constant. We then conclude (up to a change of sign) as in the proof of (a) for \( \lambda^t \) to increase from \( \lambda^{*,DBV}(\varepsilon n, s) - 7/8 \) and exceed \( \lambda^{*,DBV}(\varepsilon n, s) + 1 \), while \( Z^t \geq (\varepsilon - \varepsilon')n \) it must be that \( -H^t \) has increased by \( \omega(\log n) \) despite negative drift. By
Theorem 2\footnote{Mind the change of sign compared to the statement of Theorem 2.} this event does not hold for a superpolynomial number of steps with high probability.

To conclude, we establish that it takes a superpolynomial number of steps for $Z^t$ to drop from $a = (\varepsilon + \varepsilon')n$ to $b = (\varepsilon - \varepsilon')n$ while $\lambda^t \leq \lambda^{\text{DBV}}(\varepsilon n, s) + 1$ using the Negative Drift Theorem 2. Under the previous assumption on $\lambda^t$, $Z^t$ has constant drift away from the optimum in the interval $(\varepsilon \pm \varepsilon')n$ by Lemma 14, i.e., condition (i) is satisfied. Since we may assume that $|Z^t - Z^{t+1}| \leq \log n$ for a superpolynomial number of steps by Lemma 15, condition (ii) is also satisfied for $r = \log n$. As $\ell = a - b = \Omega(n)$, the last condition (iii) is also satisfied (recall that we assume $n$ large enough). The Negative Drift Theorem 2 then implies that with high probability $Z^t$ stays above $(\varepsilon - \varepsilon')n$ for a superpolynomial number of steps. This concludes the proof of (b). \qed

4 Simulations

This section aims at providing empirical support to our theoretical results. Namely, we show that there exist parameters $s$ and $F$ such that \textsc{OneMax} is optimized efficiently by the \textsc{SA-}(1, \lambda)\textsc{-EA}, while \textsc{Dynamic BinVal} is not. Moreover, in the simulations we find that the claim also extends to non-dynamic functions, such as BinVal and Binary\footnote{Defined as $\text{BinVal}(x) = \sum_{i=1}^{n} 2^{i-1} x_i$ and $\text{Binary}(x) = \sum_{i=1}^{n} x_i n + \sum_{i=\lceil n/2 \rceil + 1}^{n} x_i$.}.

In all experiments, we set $n = 1000$, the update strength $F = 1.5$, and the mutation rate to be $1/n$. For this choice of update strength and mutation rate, Hevia Fajardo and Sudholt\textsuperscript{[2021c]} empirically found a threshold $s_0 \approx 3.4$ for \textsc{Ome}, that is, the optimisation of \textsc{OneMax} is efficient when $s < s_0$, and it is not when $s > s_0$. For our experiments, we choose first $s = 3$, which is close enough to the observed threshold, followed by $s = 2$, further below the threshold. Then we start the \textsc{SA-}(1, \lambda)\textsc{-EA} with the zero string and an initial offspring size of $\lambda^{\text{init}} = 1$. The algorithm terminates when the optimum is found or after $500n$ generations. The code for the simulations can be found at\url{https://github.com/zuxu/OneLambdaEA}.

We first show that the improvement probability $p_{\text{imp}}$ of \textsc{OneMax} is the lowest among all considered monotone functions (Figure 1), while it is highest for \textsc{Dynamic BinVal} and \textsc{Binary} (partly covered by the violet line of \textsc{Dynamic BinVal}, that is, the line closest to the top-right corner). Hence the fitness landscape looks hardest for \textsc{OneMax} with respect to fitness improvements. Therefore, to maintain a target success probability of $1/(1 + s)$, more offspring are needed for \textsc{OneMax}, and the \textsc{SA-}(1, \lambda)\textsc{-EA} chooses a slightly higher $\lambda$ (first panel of Figures 2 and 3, partly covered by the green line). This contributes positively to the drift towards the optimum, so that the drift for \textsc{OneMax} is higher than for the other functions (second panel).
Fig. 1. The probability of fitness improvement with a single offspring for search points with different ONEMAX values. Each data point in the figure is estimated by first sampling 1000 search points of the corresponding ONEMAX value, then sampling 100 offspring for each of the sampled search points, and calculating the frequency of an offspring fitter than its parent. The parameters of HOTOPIC (Lengler, 2019) are $L = 100$, $\alpha = 0.25$, $\beta = 0.05$, and $\epsilon = 0.05$.

Fig. 2. Smoothed average of $\lambda$, smoothed average drift, average number of generations, and average number of evaluations of the self-adjusting $(1, \lambda)$-EA with $s = 3$, $F = 1.5$, and $c = 1$ in 100 runs at each ONEMAX value when optimizing monotone functions with $n = 1000$. The parameters of HOTOPIC (Lengler, 2019) are the same as the ones in Figure 1. The average of $\lambda$ is shown in log scale. The average of $\lambda$ and the average drift are smoothed using a moving average over a window of size 15. The number of generations/evaluations is normalized such that its sum over all ONEMAX values is 1.
OneMax is not the Easiest Function for Fitness Improvements

Figure 2 summarizes our main result of this section. Clearly, we observe that the SA-(1, λ)-EA gets stuck on all considered monotone functions except OneMax when the number of one-bits in the search point is between 0.55n and 0.65n. Although the algorithm spends a bit more generations on OneMax between 0.5n and 0.8n compared to the other parts, the optimum is found rather efficiently (not very pronounced in the figure though, since the number is normalized in order to show the proportion with which each OneMax value is attained). The reason is, all functions except OneMax have negative drifts somewhere within the interval (0.58n, 0.8n). The drift of OneMax here is also small compared to the other regions, but remains positive. We also note that the optimum is also found for HotTopic [Lengler, 2019] despite its negative drift at 0.7n, probably because the drift is so weak that it can be overcome by random fluctuations.

As a comparison, we show in Figure 3 the situation when s is smaller. Due to a smaller value of s, all functions have positive drifts toward the optimum most of the time during the optimization progress, and the global optimum is found for all of them. As the 'hardest' function considered in our simulations, Dynamic BinVal has a lower drift compared to the other functions after 0.6n and a slightly negative drift between 0.7n and 0.8n, which leads to a peak in generations during this particular interval.

For added visual clarity, we have omitted standard deviation bounds from Figures 2 and 3. For a sense of how concentrated around their respective means the number of generations and evaluations are across several optimisation runs, we refer the reader to Figures 4 and 5. Note that those numbers are not normalized as in the

Fig. 3. The same experiments as shown in Figure 2 using s = 2 instead of s = 3.
previous figures, so the number of generations and evaluations from \textsc{OneMax} appears negligible compared to \textsc{Dynamic BinVal}.

**Fig. 4.** Average number of generations, and average number of evaluations of the self-adjusting $(1, \lambda)$-EA with $s = 3$, $F = 1.5$, and $c = 1$ in 100 runs plotted against \textsc{OneMax} values when optimizing monotone functions with $n = 1000$. The parameters of \textsc{HOTOPIC} \cite{Lengler2019} are the same as the ones in Figure 1. The shaded areas indicate one standard deviation above and below the respective means.

**Fig. 5.** The same experiments as shown in Figure 4 using $s = 2$ instead of $s = 3$. 

Evolutionary Computation
5 Conclusion

The key insight of our work is that there are two types of “easiness” of a benchmark function, which need to be separated carefully. The first type relates to the question of how much progress an elitist hillclimber can make on the function. In this sense, it is well-known that OneMax is indeed the easiest benchmark among all functions with unique global optimum. However, a second type of easiness is how likely it is that a mutation gives an improving step. Here OneMax is not the easiest function.

Once those concepts are mentally separated, it is indeed not hard to see that OneMax is not the easiest function with respect to the second type. In this paper we have shown that Dynamic BinVal is easier (Lemma 7), but we conjecture that this actually holds for many other functions as well, including static ones. This is backed up by experimental data, but we are lacking a more systematic understanding of which functions are hard or easy in this aspect.

We have also shown that the second type of easiness is relevant. In particular, the SA-(1, λ)-EA relies on an empirical sample of the second type of easiness (aka the improvement probability) to choose the population size. Since the SA-(1, λ)-EA may make bad choices for too easy settings (of second type) if the parameter s is set too high, it is important to understand how easy a fitness landscape can get. These easiest fitness landscapes will determine the range of s that generally makes the SA-(1, λ)-EA an efficient optimizer. We have disproved the conjecture from Hevia Fajardo and Sudholt (2021b,c) that OneMax is the easiest function (of second type). As an alternative, we conjecture that the easiest function is the ‘adversarial’ Dynamic BinVal, defined similarly to Dynamic BinVal with the exception that the permutation is not random, but chosen so that any 0-bit is heavier than all 1-bits. With this fitness function, any mutation in which at least one 0-bit is flipped gives a fitter child, regardless of the number of 1-bit flips, so it is intuitively convincing that it should be the easiest function with respect to fitness improvement.
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