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Abstract

Quasi-Monte Carlo (QMC) is an essential tool for integral approximation, Bayesian inference, and sampling for simulation in science, etc. In the QMC area, the rank-1 lattice is important due to its simple operation, and nice properties for point set construction. However, the construction of the generating vector of the rank-1 lattice is usually time-consuming because of an exhaustive computer search. To address this issue, we propose a simple closed-form rank-1 lattice construction method based on group theory. Our method reduces the number of distinct pairwise distance values to generate a more regular lattice. We theoretically prove a lower and an upper bound of the minimum pairwise distance of any non-degenerate rank-1 lattice. Empirically, our methods can generate a near-optimal rank-1 lattice compared with the Korobov exhaustive search regarding the $l_1$-norm and $l_2$-norm minimum distance. Moreover, experimental results show that our method achieves superior approximation performance on benchmark integration test problems and kernel approximation problems.

1 Introduction

Integral operation is critical in a large amount of interesting machine learning applications, e.g. kernel approximation with random feature maps [29], variational inference in Bayesian learning [3], generative modeling and variational autoencoders [15]. Directly calculating an integral is usually infeasible in these real applications. Instead, researchers usually try to find an approximation for the integral. A simple and conventional approximation is Monte Carlo (MC) sampling, in which the integral is approximated by calculating the average of the i.i.d. sampled integrand values. Monte Carlo (MC) methods [12] are widely studied with many techniques to reduce the approximation error, which includes importance sampling and variance reduction techniques and more [1].

To further reduce the approximation error, Quasi-Monte Carlo (QMC) methods utilize a low discrepancy point set instead of the i.i.d. sampled point set used in the standard Monte Carlo method. There are two main research lines in the area of QMC [8, 25], i.e., the digital nets/sequences and lattice rules. The Halton sequence and the Sobol sequence are the widely used representatives of digital sequences [8]. Compared with digital nets/sequences, the points set of lattice rules preserve the properties of lattice. The points partition the space into small repeating cells. Among previous research on the lattice rules, Korobov introduced integration lattice rules in [16] for an integral approximation of the periodic integrands. [33] proves that there also exist good lattice rules for non-periodic integrands. According to general lattice rules, a point set is usually constructed by enumerating the integer vectors and multiplying them with an invertible generator matrix. A general
lattice rule has to check each constructed point to see whether it is inside a unit cube and discard it if it is not. The process is repeated until we reach the desired number of points. This construction process is inefficient since the checking step is required for every point. Note that rescaling the unchecked points by the maximum norm of all the points may lead to non-uniform points set in the cube.

An interesting special case of the lattice rules is the rank-1 lattice, which only requires one generating vector to construct the whole point set. Given the generating vector, rank-1 lattices can be obtained by a very simple construction form. It is thus much more efficient to construct the point set with the simple construction form. Compared with the general lattice rule, the construction form of the rank-1 lattice has already guaranteed the constructed point to be inside the unit cube, therefore, no further checks are required. We refer to [8] and [25] for a more detailed survey of QMC and rank-1 lattice.

Although the rank-1 lattice can derive a simple construction form, obtaining the generating vector remains difficult. Most methods [17, 20, 9, 21, 20, 18, 27] in the literature rely on an exhaustive computer search by optimizing some criteria to find a good generating vector. Korobov [17] suggests searching the generating vector in a form of $[1, \alpha, \alpha^2, \cdots, \alpha^{d-1}]$ with $\alpha \in \{1, \cdots, n-1\}$, where $d$ is the dimension and $n$ is the number of points, such that the greatest common divisor of $\alpha$ and $n$ equals to 1. Sloan et al. study the component-by-component construction for the lattice rules [32]. It is a greedy search that is faster than an exhaustive search. Nuyens et al. [26] propose a fast algorithm to construct the generating vector using a component-by-component search method. Although the exhaustive checking steps are avoided compared with general lattice rules, the rank-1 lattice still requires a brute-force search for the generating vector, which is still very time-consuming, especially when the dimension and the number of points are large.

To address this issue, we propose a closed-form rank-1 lattice rule that directly computes a generating vector without any search process. To generate a more evenly spaced lattice, we propose to reduce the number of distinct pairwise distance in the lattice point set to make the lattice more regular w.r.t. the minimum toroidal distance [11]. Larger minimum toroidal distance means more regular. Based on group theory, we derive that if the generating vector $z$ satisfies the condition that set $\{z, -z\} := \{z_1, \cdots, z_d, -z_1, \cdots, -z_d\}$ is a subgroup of the multiplicative group of integers modulo $n$, where $n$ is the number of points, then the number of distinct pairwise distance can be efficiently reduced. We construct the generating vector by ensuring this condition. With the proposed subgroup-based rank-1 lattice, we can construct a more evenly spaced lattice. An illustration of the generated lattice is shown in Figure 1.

Our contributions are summarized as follows:

- We propose a simple and efficient closed-form method for rank-1 lattice construction, which does not require the time-consuming exhaustive computer search that previous rank-1 lattice algorithms rely on. A side product is a closed-form method to generate QMC points set on sphere $\mathbb{S}^{d-1}$ with bounded mutual coherence, which is presented in Appendix.

- We generate a more regular lattice by reducing the number of distinct pairwise distances. We prove a lower and an upper bound for the minimum $l_1$-norm-based and $l_2$-norm-based toroidal distance of the rank-1 lattice. Theoretically, our constructed lattice is the optimal rank-1 lattice for maximizing the minimum toroidal distance when the number of points $n$ is a prime number and $n = 2d + 1$. 

![Figure 1: The 89 points constructed by i.i.d. Monte Carlo sampling, Sobol sequence and our subgroup rank-1 lattice on $[0, 1]^2$.](image)
Empirically, the proposed method generates near-optimal rank-1 lattice compared with the Korobov search method in maximizing the minimum of the $l_1$-norm-based and $l_2$-norm-based toroidal distance.

Our method obtains better approximation accuracy on benchmark test problems and kernel approximation problem.

2 Background

We first give the definition and the properties of lattices in Section 2.1. Then we introduce the minimum distance criterion for lattice construction in Section 2.2.

2.1 The Lattice

A $d$-dimensional lattice $\Lambda$ is a set of points that contains no limit points and satisfies
\[\forall x, x' \in \Lambda \Rightarrow x + x' \in \Lambda \text{ and } x - x' \in \Lambda.\] (1)

A widely known lattice is the unit lattice $\mathbb{Z}^d$ whose components are all integers. A general lattice is constructed by a generator matrix. Given a generator matrix $B \in \mathbb{R}^{d \times d}$, a $d$-dimensional lattice $\Lambda$ can be constructed as
\[\Lambda = \{By \mid y \in \mathbb{Z}^d\}.\] (2)

A generator matrix is not unique to a lattice $\Lambda$, namely, a lattice $\Lambda$ can be obtained from a different generator matrices.

A lattice point set for integration is constructed as $\Lambda \cap [0, 1)^d$. This step may require an additional search (or check) for all the points inside the unit cube.

A rank-1 lattice is a special case of the general lattice, which has a simple operation for point set construction instead of directly using Eq.(2). A rank-1 lattice point set can be constructed as
\[x_i := \langle \frac{iz}{n} \rangle, i \in \{0, 1, \cdots, n - 1\},\] (3)

where $z \in \mathbb{Z}^d$ is the so-called generating vector, and the big $\langle \cdot \rangle$ denotes the operation of taking the fractional part of the input number elementwise. Compared with the general lattice rule, the construction form of the rank-1 lattice already ensures the constructed points to be inside the unit cube without the need for any further checks.

Given a rank-1 lattice set $X$ in the unit cube, we can also construct a randomized point set. Sample a random variable $\Delta \sim \text{Uniform}[0, 1]^d$, we can construct a point set $\tilde{X}$ by random shift as
\[\tilde{X} = \langle X + \Delta \rangle.\] (4)

2.2 The separating distance of a lattice

Several criteria have been studied in the literature for good lattice construction through computer search. Worst case error is one of the most widely used criteria for functions in a reproducing kernel Hilbert space (RKHS) [8]. However, this criterion requires the prior knowledge of functions and the assumption of the RKHS. Without assumptions of the functions, it is reasonable to construct a good lattice by designing an evenly spaced point set. Minimizing the covering radius is a good way for evenly spaced point set construction.

As minimizing the covering radius of the lattice is equivalent to maximizing the packing radius [7], we can construct the point set through maximizing the packing radius (separating distance) of the lattice. Define the covering radius and packing radius of a set of points $X = \{x_1, \ldots, x_N\}$ as Eq.(5) and Eq.(6), respectively:
\[h_X = \sup_{x \in X} \min_{x_k \in X} \|x - x_k\|,\] (5)
\[\rho_X = \frac{1}{2} \min_{x_i, x_j \in X, x_i \neq x_j} \|x_i - x_j\|,\] (6)
The $l_p$-norm-based toroidal distance \( \| \mathbf{x} - \mathbf{x}' \|_{T_p} \) between two lattice points \( \mathbf{x} \in [0, 1]^d \) and \( \mathbf{x}' \in [0, 1]^d \) can be defined as:

\[
\| \mathbf{x} - \mathbf{x}' \|_{T_p} := \left( \sum_{i=1}^{d} (\min(|x_i - x'_i|, 1 - |x_i - x'_i|))^p \right)^{\frac{1}{p}}
\]  

(7)

Because the difference (subtraction) between two lattice points is still a lattice point, and a rank-1 lattice has a period 1, the packing radius \( \rho_X \) of a rank-1 lattice can be calculated as

\[
\rho_X = \min_{\mathbf{x} \in X \setminus \{\mathbf{0}\}} \frac{1}{2} \| \mathbf{x} \|_{T_2},
\]  

(8)

where \( \| \mathbf{x} \|_{T_2} \) denotes the $l_2$-norm-based toroidal distance between \( \mathbf{x} \) and \( \mathbf{0} \), symbol \( X \setminus \{\mathbf{0}\} \) denotes the set \( X \) excludes the point \( \mathbf{0} \). This formulation calculates the packing radius with a time complexity \( O(Nd) \) rather than \( O(N^2d) \) in pairwise comparison. However, the computation of the packing radius is not easily accelerated by fast Fourier transform due to the minimum operation in Eq. (8).

### 3 Subgroup-based Rank-1 Lattice

In this section, we derive our construction of a rank-1 lattice based on the subgroup theory. Then we analyze the properties of our method. We provide detailed proofs in the supplement.

#### 3.1 Construction of the Generating Vector

From the definition of rank-1 lattice, we know the packing radius of rank-1 lattice with \( n \) points can be reformulated as

\[
\rho_X = \min_{i \in \{1, \ldots, n-1\}} \frac{1}{2} \| \mathbf{x}_i \|_{T_2},
\]  

(9)

where

\[
\mathbf{x}_i := \frac{iz \mod n}{n}, i \in \{1, \ldots, n-1\}.
\]  

(10)

Then, we have

\[
\rho_X = \min_{i \in \{1, \ldots, n-1\}} \frac{1}{2} \left\| \min \left( \frac{iz \mod n}{n}, \frac{n-iz \mod n}{n} \right) \right\|_{T_2}
\]  

\[
= \min_{i \in \{1, \ldots, n-1\}} \frac{1}{2} \left\| \min \left( \frac{iz \mod n}{n}, \frac{(-iz) \mod n}{n} \right) \right\|_{T_2},
\]  

(11)

where \( \min(\cdot, \cdot) \) denotes the elementwise min operation between two inputs.

Suppose \( n \) is a prime number, from number theory, we know that for a primitive root \( g \), the residue of \( \{g^0, g^1, \ldots, g^{n-2}\} \) modulo \( n \) forms a cyclic group under multiplication, and \( g^{n-1} \equiv 1 \mod n \). Since \( (g^{\frac{n-1}{2}})^2 = g^{n-1} \equiv 1 \mod n \), we know that \( g^{\frac{n-1}{2}} \equiv -1 \mod n \).

Because of the one-to-one correspondence between the residue of \( \{g^0, g^1, \ldots, g^{n-2}\} \) modulo \( n \) and the set \( \{1, 2, \ldots, n-1\} \), we can construct the generating vector as

\[
\mathbf{z} = [g^{m_1}, g^{m_2}, \ldots, g^{m_d}] \mod n
\]  

(12)

without loss of generality, where \( m_1, \ldots, m_d \) are integer components to be designed. Denote \( \bar{z} = [g^{\frac{n-1}{2}+m_1}, g^{\frac{n-1}{2}+m_2}, \ldots, g^{\frac{n-1}{2}+m_d}] \mod n \), maximizing the separating distance \( \rho_X \) is equivalent to maximizing

\[
J = \min_{k \in \{0, \ldots, n-2\}} \left\| \min(g^k \mathbf{z} \mod n, g^k \bar{z} \mod n) \right\|_{T_2}.
\]  

(13)

Suppose \( 2d \) divides \( n-1 \), i.e., \( 2d|(n-1) \), by setting \( m_i = g^{\frac{(i-1)(n-1)}{2d}} \) for \( i \in \{1, \ldots, d\} \), we know that \( H = \{g^{m_1}, g^{m_2}, \ldots, g^{m_d}, g^{\frac{n-1}{2}+m_1}, g^{\frac{n-1}{2}+m_2}, \ldots, g^{\frac{n-1}{2}+m_d}\} \) is equivalent to setting \( \{g^0, g^\frac{n-1}{2}, \ldots, g^\frac{(d-1)(n-1)}{2d}\} \mod n \), and it forms a subgroup of the group \( \{g^0, g^1, \ldots, g^{n-2}\} \mod n \). From Lagrange’s theorem in group theory \([10]\), we know that the cosets of the subgroup \( H \) partition
We now show that our subgroup-based rank-1 lattice can achieve the optimal minimum pairwise distance. Thus, we know that distance \( \min(g^k z \mod n, g^k \bar{z} \mod n) \) for \( k \in \{0, \ldots, n - 2\} \) has \( \frac{n - 1}{2d} \) different values, and there are the same numbers of items for each value.

Thus, we can construct the generating vector as
\[
z = [g^0, g^{n-1}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}] \mod n. \tag{14}
\]

In this way, the constructed rank-1 lattice is more regular as it has few different distinct pairwise distance values, and for each distance, the same number of items obtain this value. Usually, the constructed regular lattice is more evenly spaced, and it has a large minimum pairwise distance. We confirm this empirically through extensive experiments in Section 5.

We summarize our construction method and the properties of the constructed rank-1 lattice in Theorem 1.

**Theorem 1.** Suppose \( n \) is a prime number and \( 2d | (n - 1) \). Let \( g \) be a primitive root of \( n \). Let \( z = [g^0, g^{n-1}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}] \mod n \). Construct a rank-1 lattice \( X = \{x_1, \ldots, x_{n-1}\} \) with \( x_i = \frac{i z \mod n}{n}, i \in \{0, \ldots, n - 1\} \). Then, there are \( \frac{n-1}{2d} \) distinct pairwise toroidal distance values among \( X \), and each distance value is taken by the same number of pairs in \( X \).

As shown in Theorem 1, our method can construct regular rank-1 lattice through a very simple closed-form construction, which does not require any exhaustive computer search.

### 3.2 Regular Property of Rank-1 Lattice

We show the regular property of rank-1 lattices in terms of \( l_p \)-norm-based toroidal distance.

**Theorem 2.** Suppose \( n \) is a prime number and \( n \geq 2d + 1 \). Let \( z = [z_1, z_2, \ldots, z_n] \) with \( 1 \leq z_k \leq n - 1 \). Construct a rank-1 lattice \( X = \{x_0, \ldots, x_{n-1}\} \) with \( x_i = \frac{i z \mod n}{n}, i \in \{0, \ldots, n - 1\} \) and \( z_i \neq z_j \). Then, the minimum pairwise toroidal distance can be bounded as
\[
\frac{d(d+1)}{2n} \leq \min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_1} \leq \frac{(n+1)d}{4n}, \tag{15}
\]
\[
\sqrt{6d(d+1)(2d+1)} \leq \min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_2} \leq \sqrt{\frac{(n+1)d}{12n}}, \tag{16}
\]

where \( \| \cdot \|_{T_1} \) and \( \| \cdot \|_{T_2} \) denote the \( l_1 \)-norm-based toroidal distance and the \( l_2 \)-norm-based toroidal distance, respectively.

Theorem 2 gives the upper and lower bounds of the minimum pairwise distance of any non-degenerate rank-1 lattice. The term ‘non-degenerate’ means that the elements in the generating vector are not equal, i.e., \( z_i \neq z_j \).

We now show that our subgroup-based rank-1 lattice can achieve the optimal minimum pairwise distance when \( n = 2d + 1 \) is a prime number.

**Corollary 1.** Suppose \( n = 2d + 1 \) is a prime number. Let \( g \) be a primitive root of \( n \). Let \( z = [g^0, g^{n-1}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}] \mod n \). Construct rank-1 lattice \( X = \{x_0, \ldots, x_{n-1}\} \) with \( x_i = \frac{i z \mod n}{n}, i \in \{0, \ldots, n - 1\} \). Then, the pairwise toroidal distance of the lattice \( X \) attains the upper bound.
\[
\|x_i - x_j\|_{T_1} = \frac{(n+1)d}{4n}, \forall i, j \in \{0, \ldots, n - 1\}, i \neq j, \tag{17}
\]
\[
\|x_i - x_j\|_{T_2} = \sqrt{\frac{(n+1)d}{12n}}, \forall i, j \in \{0, \ldots, n - 1\}, i \neq j. \tag{18}
\]

Corollary 1 shows a case when our subgroup rank-1 lattice obtains the maximum minimum pairwise toroidal distance. It is useful for expensive black-box functions, where the number of function queries is small. Empirically, we find that our subgroup rank-1 lattice can achieve near-optimal pairwise toroidal distance in many other cases.
We evaluate the minimum distance of our subgroup rank-1 lattice by comparing with Hua’s. We can approximate the integral Eq. (19) by using our subgroup rank-1 lattice according to the QMC where

\[ K(x, y) = \int_{[0, 1)^d} e^{-i(x-y)\cdot w} p(w) dw, \]

(19)

where \( i = \sqrt{-1} \), and \( p(w) \) is a probability density. \( p(w) = p(-w) \geq 0 \) ensure the imaginary parts of the integral vanish. Eq. (19) can be rewritten as

\[ K(x, y) = \int_{[0, 1]^d} e^{-i(x-y)\cdot \epsilon} \Phi^{-1}(\epsilon) d\epsilon. \]

(20)

We can approximate the integral Eq. (19) by using our subgroup rank-1 lattice according to the QMC approximation in [35, 34]

\[ K(x, y) = \int_{[0, 1]^d} e^{-i(x-y)\cdot \epsilon} \Phi^{-1}(\epsilon) d\epsilon \approx \frac{1}{n} \sum_{i=1}^{n} e^{-i(x-y)\cdot \epsilon_i} \Phi^{-1}(\epsilon_i) = \langle \Psi(x), \Psi(y) \rangle, \]

(21)

where \( \Psi(x) = \frac{1}{\sqrt{n}} \left[ e^{-i\epsilon_1 \Phi^{-1}(\epsilon_1)}, \ldots, e^{-i\epsilon_n \Phi^{-1}(\epsilon_n)} \right] \) is the feature map of the input \( x \).

4 QMC for Kernel Approximation

Another application of our subgroup rank-1 lattice is kernel approximation. Kernel approximation has been widely studied. A random feature maps is a promising way for kernel approximation. Rahimi et al. study the shift-invariant kernels by Monte Carlo sampling [29]. Yang et al. suggest employing QMC for kernel approximation [35, 2]. Several previous methods work on the construction of structured feature maps for kernel approximation [19, 6, 23]. Apart from other kernel approximation methods designed for specific kernels, QMC can serve as a plug-in for any integral representation of kernels to improve kernel approximation. We include this section to be self-contained.

From Bochner’s Theorem, shift invariant kernels can be expressed as an integral [29]

\[ K(x, y) = \int_{\mathbb{R}^d} e^{-i(x-y)\cdot \epsilon} p(\epsilon) d\epsilon, \]

where \( i = \sqrt{-1} \), and \( p(\epsilon) = p(-\epsilon) \geq 0 \) ensure the imaginary parts of the integral vanish. Eq. (19) can be rewritten as

\[ K(x, y) = \int_{[0, 1)^d} e^{-i(x-y)\cdot \epsilon} \Phi^{-1}(\epsilon) d\epsilon. \]

(20)

We can approximate the integral Eq. (19) by using our subgroup rank-1 lattice according to the QMC approximation in [35, 34]

\[ K(x, y) = \int_{[0, 1]^d} e^{-i(x-y)\cdot \epsilon} \Phi^{-1}(\epsilon) d\epsilon \approx \frac{1}{n} \sum_{i=1}^{n} e^{-i(x-y)\cdot \epsilon_i} \Phi^{-1}(\epsilon_i) = \langle \Psi(x), \Psi(y) \rangle, \]

(21)

where \( \Psi(x) = \frac{1}{\sqrt{n}} \left[ e^{-i\epsilon_1 \Phi^{-1}(\epsilon_1)}, \ldots, e^{-i\epsilon_n \Phi^{-1}(\epsilon_n)} \right] \) is the feature map of the input \( x \).

5 Experiments

In this section, we first evaluate the minimum distance generated by our subgroup rank-1 lattice in section 5.1. We then evaluate the subgroup rank-1 lattice on integral approximation tasks and kernel approximation task in section 5.2 and 5.3 respectively.

5.1 Evaluation of the minimum distance

We evaluate the minimum distance of our subgroup rank-1 lattice by comparing with Hua’s method [13] and the Korobov [17] searching method. We denote ‘SubGroup’ as our subgroup rank-1 lattice, ‘Hua’ as rank-1 lattice constructed by Hua’s method [13], and ‘Korobov’ as rank-1 lattice constructed by exhaustive computer search in Korobov form [17].

We set the dimension \( d \) as in \( \{50, 100, 200, 500\} \). For each dimension \( d \), we set the number of points \( n \) as the first ten prime numbers such that \( 2d \) divides \( n - 1 \), i.e., \( 2d/(n-1) \). The minimum \( l_1 \)-norm-based toroidal distance and the minimum \( l_2 \)-norm-based toroidal distance for each dimension are reported in Table 5.1 and Table 2 respectively. The larger the distance, the better.

| \( d \) | SubGroup | Hua [13] | Korobov [17] |
|---|---|---|---|
| 50 | 121.90 121.99 119.60 118.63 120.23 119.97 116.41 120.56 120.24 113.96 | 108.33 108.33 108.33 108.33 108.33 108.33 108.33 108.33 108.33 108.33 | 121.90 121.99 120.46 120.16 120.23 119.97 119.41 120.56 120.24 118.86 |
Table 2: Minimum $l_2$-norm-based toroidal distance of rank-1 lattice constructed by different methods.

| $d$=50 | SubGroup | 2.0513 | 1.9075 | 1.9469 | 1.9196 | 1.8754 | 1.8019 | 1.8008 | 1.8709 | 1.7844 | 1.7603 |
|--------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|        | Hua [13] | 1.7862 | 1.7512 | 1.7293 | 1.7049 | 1.7326 | 1.6295 | 1.6659 | 1.6040 | 1.5629 | 1.5990 |
|        | Korobov [17] | 2.0513 | 1.9075 | 1.9469 | 1.9196 | 1.8754 | 1.8390 | 1.8356 | 1.8709 | 1.7844 | 1.7603 |
| $d$=100 | SubGroup | 2.8342 | 2.8143 | 2.7645 | 2.7514 | 2.6976 | 2.6375 | 2.6171 | 2.6327 | 2.6178 | 2.5678 |
|        | Hua [13] | 2.5385 | 2.5739 | 2.4965 | 2.4783 | 2.4132 | 2.3519 | 2.4138 | 2.4537 | 2.4937 | 2.5678 |
|        | Korobov [17] | 2.8342 | 2.8143 | 2.7409 | 2.7645 | 2.7514 | 2.6956 | 2.6709 | 2.6667 | 2.6858 | 2.6858 |
| $d$=200 | SubGroup | 4.0876 | 3.9717 | 3.9791 | 3.9276 | 3.8425 | 3.7514 | 3.6497 | 3.7822 | 3.6952 | 3.6952 |
|        | Hua [13] | 3.7332 | 3.7025 | 3.6902 | 3.6944 | 3.7148 | 3.6936 | 3.6571 | 3.6252 | 3.5629 | 3.5629 |
|        | Korobov [17] | 4.0876 | 3.9717 | 3.9791 | 3.9276 | 3.8425 | 3.7514 | 3.6497 | 3.7822 | 3.6952 | 3.6952 |
| $d$=500 | SubGroup | 6.3359 | 6.3769 | 6.3141 | 6.2131 | 6.2848 | 6.0656 | 6.2386 | 6.2673 | 6.1632 | 6.1632 |
|        | Hua [13] | 5.9216 | 5.9216 | 5.9215 | 5.9215 | 5.9216 | 5.9215 | 5.9215 | 5.9215 | 5.8853 | 5.9038 |
|        | Korobov [17] | 6.3359 | 6.3769 | 6.3146 | 6.2960 | 6.2848 | 6.2549 | 6.2386 | 6.2673 | 6.2422 | 6.2422 |

Figure 2: Mean approximation error over 50 independent runs. Error bars are with in $1 \times$ std.

We can observe that our subgroup rank-1 lattice achieves consistently better (larger) minimum distances than Hua’s method in all the cases. Moreover, we see that subgroup rank-1 lattice obtains, in 20 out of 40 cases, the same $l_2$-norm-based toroidal distance and in 24 out of 40 cases the same $l_1$-norm-based toroidal distance compared with the exhaustive computer search in Korobov form. The experiments show that our subgroup rank-1 lattice achieves the optimal toroidal distance in exhaustive computer searches in Korobov form in over half of all the cases. Furthermore, the experimental result shows that our subgroup rank-1 lattice obtains a competitive distance compared with the exhaustive Korobov search in the remaining cases. Note that our subgroup rank-1 lattice is a closed-form construction which does not require computer search, making our method more appealing and simple to use.

Time Comparison of Korobov searching and our sub-group rank-1 lattice. The table below shows the time cost (seconds) for lattice construction. The run time for Korobov searching grows fast to hours. Our method can run in less than one second, achieving a $10^4 \times$ to $10^5 \times$ speed-up. The speed-up increases when $n$ and $d$ becomes larger.

| $d$=500 | SubGroup | 0.0185 | 0.0139 | 0.0208 | 0.0237 | 0.0386 | 0.0393 | 0.0541 | 0.0562 | 0.0593 |
|---------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|        | Korobov | 34.668 | 98.876 | 152.86 | 310.13 | 624.56 | 933.54 | 1308.9 | 1588.5 | 2058.5 |
| $d$=1000 | SubGroup | 0.0388 | 0.0618 | 0.1041 | 0.1289 | 0.2158 | 0.2923 | 0.3521 | 0.4099 | 0.5352 | 0.5663 |
|        | Korobov | 112.18 | 1849.4 | 4115.9 | 5754.6 | 20257 | 34842 | 43457 | 56798 | 69323 | 69323 |

5.2 Integral approximation

We evaluate our subgroup rank-1 lattice on the integration test problem

$$f(x) := \exp\left(e \sum_{j=1}^{d} x_j j^{-b}\right)$$

$$I(f) := \int_{[0,1]^d} f(x) dx = \prod_{j=1}^{d} \frac{\exp(c_j^{-b}) - 1}{c_j^{-b}}.$$
We compare with i.i.d. Monte Carlo, a Hua’s rank-1 lattice [13], Korobov searching rank-1 lattice [16], Halton sequence, and Sobol sequence [8]. For both Halton sequence and Sobol sequence, we use the scrambling technique suggested in [8]. For all the QMC methods, we use the random shift technique as in Eq.(4).

We fix $b = 2$ and $c = 1$ in all the experiments. We set dimension $d = 100$ and $d = 500$, respectively. We set the number of points $n$ as the first ten prime numbers such that $2^d$ divides $n−1$, i.e., $2^d | (n−1)$.

The mean approximation error ($\frac{|Q(f)−I(f)|}{|I(f)|}$) with error bars over 50 independent runs for each dimension $d$ is presented in Figure 2. We can see that Hua’s method obtains a smaller error than i.i.d Monte Carlo on the 50-d problem, however, it becomes worse than MC on 500-d and 1000-d problems. Moreover, our subgroup rank-1 lattice obtains a consistent smaller error on all the tested problems than Hua and MC. In addition, our subgroup rank-1 lattice achieves a slightly better performance than Halton, Sobol and Korobov searching method.

5.3 Kernel approximation

We evaluate the performance of subgroup rank-1 lattice on kernel approximation tasks by comparing with other QMC baseline methods. We test the kernel approximation of the Gaussian kernel, the zeroth-order arc-cosine kernel, and the first-order arc-cosine kernel as in [6].

We compare subgroup rank-1 lattice with a Hua’s rank-1 lattice [13], Halton sequence, Sobol sequence [8] and standard i.i.d. Monte Carlo sampling. For both the Halton sequence and Sobol sequence, we use the scrambling technique suggested in [8]. For both subgroup rank-1 lattice and Hua’s rank-1 lattice, we use the random shift as in Eq.(4). We evaluate the methods on the DNA [28] and the SIFT1M [14] dataset over 50 independent runs. Each run contains 2000 random samples to construct the Gram matrix. The bandwidth parameter of Gaussian kernel is set to 15 in all the experiments.

The mean Frobenius norm approximation error ($\frac{∥K−\tilde{K}∥_F}{∥K∥_F}$) and maximum norm approximation error ($\frac{∥K−\tilde{K}∥_∞}{∥K∥_∞}$) with error bars on DNA [28] dataset are plotted in Figure 3. The results on SIFT1M [14] is given in Figure 6 in the supplement. The experimental result shows that subgroup rank-1 lattice consistently obtains a smaller approximation error compared with other baselines.
We propose a closed-form method for rank-1 lattice construction, which is simple and efficient. We evaluate our method on approximation of the normalization constant and inference by comparing with Korobov exhaustive search. Moreover, subgroup rank-1 lattice achieves smaller integration error with i.i.d. Monte Carlo (MC), slice sampling (SS) and Hamiltonian Monte Carlo (HMC). We show an example of CycleGAN training in the supplement. Our subgroup rank-1 lattice sampling and QMC on sphere can serve as an alternative for training generative models.

5.4 Approximation on Graphical Model

For general Boltzmann machines with continuous state in $[0, 1]^d$, the energy function of $x \in [0, 1]^d$ is defined as $E(x) = -(x^\top W x + b^\top x)/d$. The normalization constant is $Z = \int_{[0, 1]^d} \exp \left( -E(x) \right) dx$. For inference, the marginal likelihood of observation $v \in \mathbb{R}^d$ is $\mathcal{L}(v) = \int_{[0, 1]^d} \exp \left( -f(v) \right) \exp \left( -E(h) \right)/Z dh$ with function $f(v) = -(v^\top W_v v + 2v^\top W_h h + b_v^\top v)/d$, where $h \in \mathbb{R}^d$ denotes the hidden states.

We evaluate our method on approximation of the normalization constant and inference by comparing with i.i.d. Monte Carlo (MC), slice sampling (SS) and Hamiltonian Monte Carlo (HMC). We generate the elements of $W$, $W_v$, $W_h$, $b$ and $b_v$ by sampling from standard Gaussian $\mathcal{N}(0, 1)$. These parameters are fixed and kept the same for all the methods in comparison. For inference, we generate an observation $v \in [0, 1]^d$ by uniformly sampling and keep it fixed and same for all the methods. For SS and HMC, we use the `slicesample` function and `hmcSampler` function in MATLAB, respectively. We use the approximation of i.i.d. MC with $10^7$ samples as the pseudo ground-truth. The approximation errors $|\hat{Z} - Z|/Z$ and $|\hat{L} - \mathcal{L}|/\mathcal{L}$ are shown in Fig. 4(a)-4(d) and Fig. 4(e)-4(h), respectively. Our method consistently outperforms MC, HMC and SS on all cases. Moreover, our method is much cheaper than SS and HMC.

Comparison to sequential Monte Carlo. When the positive density region takes a large fraction of the entire domain, our method is very competitive. When it is only inside a small part of a large domain, our method may not be better than sequential adaptive sampling. In this case, it is interesting to take advantage of both lattice and adaptive sampling. E.g., one can employ our subgroup rank-1 lattice as a rough partition of the domain to find high mass regions, then take sequential adaptive sampling on the promising regions with the lattice points as the start points. Also, it is interesting to consider recursively apply our subgroup rank-1 lattice to refine the partition. Moreover, our subgroup-based rank-1 lattice enables black-box evaluation without the need for gradient information. In contrast, several sequential sampling methods, e.g., HMC, need a gradient of density function for sampling.

6 Conclusion

We propose a closed-form method for rank-1 lattice construction, which is simple and efficient without exhaustive computer search. Theoretically, we prove that our subgroup rank-1 lattice has few different pairwise distance values, which is more regular to be evenly spaced. Moreover, we prove a lower and an upper bound for the minimum toroidal distance of a non-degenerate rank-1 lattice. Empirically, our subgroup rank-1 lattice obtains near-optimal minimum toroidal distance compared with Korobov exhaustive search. Moreover, subgroup rank-1 lattice achieves smaller integration approximation error. In addition, we propose a closed-form method to generate QMC points set on sphere $S^{d-1}$. We proved upper bounds of the mutual coherence of the generated points. Further, we show an example of CycleGAN training in the supplement. Our subgroup rank-1 lattice sampling and QMC on sphere can serve as an alternative for training generative models.
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Broader Impact

In this paper, we proposed a closed-form rank-one lattice construction based on group theory for Quasi-Monte Carlo. Our method does not require the time-consuming exhaustive computer search. Our method is a fundamental tool for integral approximation and sampling. Our method may serve as a potential advance in QMC, which may have an impact on a wide range of applications that rely on integral approximation. It includes kernel approximation with feature map, variational inference in Bayesian learning, generative modeling, and variational autoencoders. This may bring useful applications and be beneficial to society and the community. Since our method focuses more on the theoretical side, the direct negative influences and ethical issues are negligible.
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A Proof of Theorem 1

**Theorem.** Suppose $n$ is a prime number and $2d|(n-1)$. Let $g$ be a primitive root of $n$. Let $z = [g^0, g^{\frac{n-1}{2d}}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}] \mod n$. Construct a rank-1 lattice $X = \{x_0, \ldots, x_{n-1}\}$ with $x_i = iz \mod n$, $i \in \{0, \ldots, n-1\}$. Then, there are $\frac{n-1}{2d}$ distinct pairwise toroidal distance values among $X$, and for each distance value, there are the same number of pairs that obtain this value.

**Proof.** From the definition of the rank-1 lattice, we know that

$$\|x_i - x_j\|_{T^p} = \left\| \frac{iz \mod n}{n} - \frac{jz \mod n}{n} \right\|_{T^p} = \left\| \frac{(i-j)z \mod n}{n} \right\|_{T^p} = \left\| \frac{kz \mod n}{n} \right\|_{T^p} = \|x_k\|_{T^p},$$

where $\|x\|_{T^p}$ denotes the $l_p$-norm-based toroidal distance between $x$ and $0$, and $k \equiv i - j \mod n$.

For non-identical pair $x_i, x_j \in X = \{x_0, \ldots, x_{n-1}\}$, we know $i \neq j$. Thus, $i - j = k \in \{1, \ldots, n-1\}$. Moreover, for each $k$, there are $n$ pairs of $i, j \in \{0, \ldots, n-1\}$ obtaining $i - j \equiv k \mod n$. Therefore, the non-identical pairwise toroidal distance is determined by $\|x_k\|_{T^p}$ for $k \in \{1, \ldots, n-1\}$. Moreover, each $\|x_k\|_{T^p}$ corresponds to $n$ pairwise distances.

From the definition of the $l_p$-norm-based toroidal distance, we know that

$$\|x_k\|_{T^p} = \left\| \min \left( \frac{kz \mod n}{n}, \frac{n - kz \mod n}{n} \right) \right\|_p = \left\| \min \left( \frac{kz \mod n}{n}, \frac{(-kz \mod n)}{n} \right) \right\|_p,$$

where $\min(\cdot, \cdot)$ denotes the element-wise min operation between two inputs.

Since $n$ is a prime number, from the number theory, we know that for a primitive root $g$, the residue of $\{g^0, g^1, \ldots, g^{n-2}\}$ modulo $n$ forms a cyclic group under multiplication, and $g^{n-1} \equiv 1 \mod n$. Moreover, there is a one-to-one correspondence between the residue of $\{g^0, g^1, \ldots, g^{n-2}\}$ modulo $n$ and the set $\{1, 2, \ldots, n-1\}$. Then, we know that $\exists k', g^{k'} \equiv k \mod n$. It follows that

$$\|x_k\|_{T^p} = \left\| \min \left( \frac{g^{k'}z \mod n}{n}, \frac{(-g^{k'}z \mod n)}{n} \right) \right\|_p.$$

Since $(g^{\frac{n-1}{2d}})^2 = g^{n-1} \equiv 1 \mod n$ and $g$ is a primitive root, we know that $g^{\frac{n-1}{2d}} \equiv -1 \mod n$. Denote $\{z, -z\} := \{z_1, z_2, \ldots, z_d, -z_1, z_2, \ldots, -z_d\}$. Since $z = [g^0, g^{\frac{n-1}{2d}}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}] \mod n$, we know that

$$\{z, -z\} \equiv \{z, \frac{n+1}{n}z\} \mod n \equiv \{g^0, g^{\frac{n-1}{2d}}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}, g^{\frac{n-1}{2d} + 0}, g^{\frac{n-1}{2d} + \frac{n-1}{2d}}, \ldots, g^{\frac{n-1}{2d} + \frac{(d-1)(n-1)}{2d}}\} \mod n \equiv \{g^0, g^{\frac{n-1}{2d}}, g^{\frac{2(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}, g^{\frac{n-1}{2d} + \frac{d(n-1)}{2d}}, \ldots, g^{\frac{(d-1)(n-1)}{2d}}\} \mod n.$$
of the subgroup $H$ partition the entire group $\{g^0, g^1, \cdots, g^{n-2}\}$ into equal-size, non-overlapping sets, i.e., cosets $g^0H, g^1H, \cdots, g^{\frac{n-1}{2d}}H$, and the number of cosets of $H$ is $\frac{n-1}{2d}$.

Together with Eq. (26), we know that distance $\|x_k\|_{T_p}$ for $k' \in \{0, \cdots, n-2\}$ has $\frac{n-1}{2d}$ different values simultaneously hold for all $p \in (0, \infty)$, i.e., $\min \left( \frac{g^x \bmod n}{n}, \frac{(-g^x) \bmod n}{n} \right)$ for $h \in \{0, \cdots, \frac{n-1}{2d} - 1\}$. And for each distance value, there are the same number of terms $\|x_k\|_{T_p}$ that obtain this value. Since each $\|x_k\|_{T_p}$ corresponds to $n$ pairwise distance $\|x_i - x_j\|_{T_p}$, where $k \equiv i - j \bmod n$, there are $\frac{n-1}{2d}$ distinct pairwise toroidal distance. Moreover, for each distance value, there are the same number of pairs that obtain this value.

\begin{proof}

\section{Proof of Theorem 2}

\textbf{Theorem.} Suppose $n$ is a prime number and $n \geq 2d + 1$. Let $z = [z_1, z_2, \cdots, z_d]$ with $1 \leq z_k \leq n - 1$. Construct non-degenerate rank-1 lattice $X = \{x_0, \cdots, x_{n-1}\}$ with $x_i = \frac{iz \bmod n}{n}, i \in \{0, \cdots, n-1\}$. Then, the minimum pairwise toroidal distance can be bounded as

\begin{align}
\frac{d(d+1)}{2n} & \leq \min_{i,j \in \{0, \cdots, n-1\}, i \neq j} \|x_i - x_j\|_{T_1} \leq \frac{(n+1)d}{4n} \quad (30) \\
\frac{\sqrt{6d(d+1)(2d+1)}}{6n} & \leq \min_{i,j \in \{0, \cdots, n-1\}, i \neq j} \|x_i - x_j\|_{T_2} \leq \sqrt{\frac{(n+1)d}{12n}} \quad (31)
\end{align}

where $\| \cdot \|_{T_1}$ and $\| \cdot \|_{T_2}$ denotes the $l_1$-norm-based toroidal distance and the $l_2$-norm-based toroidal distance, respectively.

\begin{proof}

From the definition of the rank-1 lattice, we know that

\[ \|x_i - x_j\|_{T_p} = \left\| \frac{iz \bmod n}{n} - \frac{jz \bmod n}{n} \right\|_{T_p} = \left\| \frac{(i-j)z \bmod n}{n} \right\|_{T_p} = \left\| \frac{kz \bmod n}{n} \right\|_{T_p} = \|x_k\|_{T_p}, \]

where $\|x\|_{T_p}$ denotes the $l_p$-norm-based toroidal distance, we know that between $x$ and $0$, and $k \equiv i - j \bmod n$.

Thus, the minimum pairwise toroidal distance is equivalent to Eq. (33)

\[ \min_{i,j \in \{0, \cdots, n-1\}, i \neq j} \|x_i - x_j\|_{T_p} = \min_{k \in \{1, \cdots, n-1\}} \|x_k\|_{T_p}. \]

Since the minimum value is smaller than the average value, it follows that

\[ \min_{i,j \in \{0, \cdots, n-1\}, i \neq j} \|x_i - x_j\|_{T_p} = \min_{k \in \{1, \cdots, n-1\}} \|x_k\|_{T_p} \leq \frac{\sum_{k=1}^{n-1} \|x_k\|_{T_p}}{n-1}. \]

Since $n$ is a prime number, from number theory, we know that for a primitive root $g$, the residue of $\{g^0, g^1, \cdots, g^{n-2}\}$ modulo $n$ forms a cyclic group under multiplication, and $g^{n-1} \equiv 1 \bmod n$. Moreover, there is a one-to-one correspondence between the residue of $\{g^0, g^1, \cdots, g^{n-2}\}$ modulo $n$ and the set $\{1, 2, \cdots, n-1\}$. Then, for each $t^{th}$ component of $z = [z_1, z_2, \cdots, z_d]$, we know that $\exists m_t$ such that $g^{m_t} \equiv z_t \bmod n$. Therefore, the set $\{kz_t \bmod n|\forall k \in \{1, \cdots, n-1\}\}$ is a permutation of the set $\{1, \cdots, n-1\}$.

From the definition of the $l_p$-norm-based toroidal distance, we know that each $t^{th}$ component of $\|x_k\|_{T_p}$ is determined by $\min(kz_t \bmod n, n - kz_t \bmod n)$. Because the set $\{kz_t \bmod n|\forall k \in \{1, \cdots, n-1\}\}$ is a permutation of set $\{1, \cdots, n-1\}$, we know that the set $\{\min(kz_t \bmod n, n - kz_t \bmod n)|\forall k \in \{1, \cdots, n-1\}\}$ consists of two copy of permutation of the set $\{1, \cdots, n-1\}$. It follows that

\[ \sum_{k=1}^{n-1} \|x_k\|_{T_1} = \sum_{t=1}^{d} \sum_{k=1}^{n-1} \min(kz_t \bmod n, n - kz_t \bmod n) = 2d \sum_{k=1}^{\frac{n-1}{2}} k = \frac{d(n+1)(n-1)}{4n}. \]

\end{proof}

\end{proof}
Similarly, for $l_2$-norm-based toroidal distance, we have that
\[
\sum_{k=1}^{n-1} \|x_k\|^2_{T_2} = \sum_{i=1}^d \sum_{k=1}^{n-1} \min(kz_i \mod n, n-kz_i \mod n)^2 = \frac{2d \sum_{k=1}^{n-1} k^2}{n^2} = \frac{d(n-1)(n+1)}{12n}.
\]
(36)

By Cauchy–Schwarz inequality, we know that
\[
\sum_{k=1}^{n-1} \|x_k\|_{T_2} \leq \sqrt{(n-1) \sum_{k=1}^{n-1} \|x_k\|^2_{T_2}} = (n-1) \sqrt{\frac{d(n+1)}{12n}}.
\]
(37)

Together with Eq.(34), it follows that
\[
\min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_1} = \min_{k \in \{1, \ldots, n-1\}} \|x_k\|_{T_1} \geq \|x^*\|_{T_1} = \frac{(d+1)d}{2n} \tag{38}
\]
\[
\min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_2} = \min_{k \in \{1, \ldots, n-1\}} \|x_k\|_{T_2} \geq \|x^*\|_{T_2} = \frac{\sqrt{6d(d+1)(2d+1)}}{6n}. \tag{39}
\]

Now, we are going to prove the lower bound. For a non-degenerate rank-1 lattice, the components of generating vector $z = [z_1, \cdots, z_d]$ should be all different. Then, we know the components of $x_k, \forall k \in \{1, \cdots, n-1\}$ should be all different. Thus, the min norm point is achieved at $x^* = [1/n, 2/n, \cdots, d/n]$. Since $n \geq 2d + 1$, it follows that
\[
\min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_1} = \min_{k \in \{1, \ldots, n-1\}} \|x_k\|_{T_1} \geq \|x^*\|_{T_1} = \frac{(d+1)d}{2n} \tag{40}
\]
\[
\min_{i,j \in \{0, \ldots, n-1\}, i \neq j} \|x_i - x_j\|_{T_2} = \min_{k \in \{1, \ldots, n-1\}} \|x_k\|_{T_2} \geq \|x^*\|_{T_2} = \frac{\sqrt{6d(d+1)(2d+1)}}{6n}. \tag{41}
\]

\[\square\]

C Proof of Corollary 1

**Corollary 1.** Suppose $n = 2d + 1$ is a prime number. Let $g$ be a primitive root of $n$. Let $z = [g^0, g^{2d}, g^{2(d-1)n}, \cdots, g^{(d-1)^2(n-1)-1}] \mod n$. Construct rank-1 lattice $X = \{x_0, \ldots, x_{n-1}\}$ with $x_i = iz \mod n, i \in \{0, \ldots, n-1\}$. Then, the pairwise toroidal distance of the lattice $X$ attains the upper bound.
\[
\|x_i - x_j\|_{T_1} = \frac{(n+1)d}{4n}, \forall i, j \in \{0, \ldots, n-1\}, i \neq j, \tag{42}
\]
\[
\|x_i - x_j\|_{T_2} = \sqrt{\frac{(n+1)d}{12n}}, \forall i, j \in \{0, \ldots, n-1\}, i \neq j. \tag{43}
\]

**Proof.** From the definition of the rank-1 lattice, we know that
\[
\|x_i - x_j\|_{T_p} = \left\| \frac{iz \mod n - jz \mod n}{n} \right\|_{T_p} = \left\| \frac{(i-j)z \mod n}{n} \right\|_{T_p} = \left\| \frac{kz \mod n}{n} \right\|_{T_p} = \|x_k\|_{T_p}, \tag{44}
\]
where $\|x\|_{T_p}$ denote the $l_p$-norm-based toroidal distance, we know that between $x$ and 0, and $k \equiv i - j \mod n$.

From Theorem 1, we know that $\|x_i - x_j\|_{T_p}, \forall i, j \in \{0, \ldots, n-1\}, i \neq j$ has $\frac{n-1}{2d}$ different values. Since $n = 2d + 1$, we know the pairwise toroidal distance has the same value. Therefore, we know that
\[
\|x_i - x_j\|_{T_p} = \|x_k\|_{T_p} = \frac{\sum_{k=1}^{n-1} k \|x_k\|_{T_p}}{n-1}, \forall i, j \in \{0, \ldots, n-1\}, i \neq j. \tag{45}
\]
From the proof of Theorem 2, we know that
\[
\sum_{k=1}^{n-1} \|x_k\|_T^1 = \frac{d \sum_{k=1}^{n-1} \min(kz \mod n, n-kz \mod n)}{n} = \frac{2d \sum_{k=1}^{n-1} k}{n} = \frac{d(n+1)(n-1)}{4n}.
\]

(46)

and
\[
\sum_{k=1}^{n-1} \|x_k\|_T^2 = \frac{d \sum_{k=1}^{n-1} \min(kz \mod n, n-kz \mod n)^2}{n^2} = \frac{2d \sum_{k=1}^{n-1} k^2}{n^2} = \frac{d(n-1)(n+1)}{12n}.
\]

(47)

Together Eq. (46) with Eq. (45), we know that
\[
\|x_i - x_j\|_T^1 = \frac{(n+1)d}{4n}, \forall i, j \in \{0, \cdots, n-1\}, i \neq j.
\]

(48)

Since \(\|x_1\|_{T_p} = \|x_2\|_{T_p} = \cdots = \|x_{n-1}\|_{T_p}\), it follows that
\[
\sum_{k=1}^{n-1} \|x_k\|_{T_2} = \sqrt{(n-1) \sum_{k=1}^{n-1} \|x_k\|_T^2}.
\]

(49)

Together with Eq. (47), we know that
\[
\sum_{k=1}^{n-1} \|x_k\|_{T_2} = \sqrt{(n-1) \sum_{k=1}^{n-1} \|x_k\|_T^2} = \frac{d(n+1)}{12n}.
\]

(50)

Plug Eq. (50) into Eq. (45), if follows that
\[
\|x_i - x_j\|_{T_2} = \sqrt{(n+1)d} \frac{1}{12n}, \forall i, j \in \{0, \cdots, n-1\}, i \neq j.
\]

(51)

From Theorem 2, we know that the \(l_1\)-norm-based and \(l_2\)-norm-based pairwise toroidal distance of the lattice \(X\) attains the upper bound.

\(\square\)

D Subgroup-based QMC on Sphere \(S^{d-1}\)

In this section, we propose a closed-form subgroup-based QMC method on the sphere \(S^{d-1}\) instead of unit cube \([0,1]^d\). QMC uniformly on sphere can be used to construct samples for isotropic distribution, which is helpful for variance reduction of the gradient estimators in Evolutionary strategy for reinforcement learning [30].

Lyu [23] constructs structured sampling matrix on \(S^{d-1}\) by minimizing the discrete Riesz energy. In contrast, we construct samples by a closed-form construction without the time-consuming optimization procedure. Our construction can achieve a small mutual coherence.

Without loss of generality, we assume that \(d = 2m, N = 2n, and n\) is a prime such that \(m|n-1\). Let \(F \in \mathbb{C}^{n \times n}\) be a \(n \times n\) discrete Fourier matrix. \(F_{k,j} = e^{\frac{2\pi ikj}{n}}\) is the \((k,j)^{th}\) entry of \(F\), where \(i = \sqrt{-1}\). Let \(\Lambda = \{k_1, k_2, \ldots, k_m\} \subset \{1, \ldots, n-1\}\) be a subset of indexes.

The structured sampling matrix \(V\) in [23] can be defined as equation (52).
\[
V = \frac{1}{\sqrt{m}} \begin{bmatrix}
Re F_{\Lambda} & -Im F_{\Lambda} \\
Im F_{\Lambda} & Re F_{\Lambda}
\end{bmatrix} \in \mathbb{R}^{d \times N}
\]

(52)
where $\text{Re}$ and $\text{Im}$ denote the real and image part of a complex number, and $F_{\Lambda}$ in equation (53) is the matrix constructed by $m$ rows of $F$

$$F_{\Lambda} = \begin{bmatrix}
e^{\frac{2\pi ik_1}{m}} & \cdots & \ne^{\frac{2\pi ik_n}{m}} \\
e^{\frac{2\pi ik_{n+1}}{m}} & \cdots & \ne^{\frac{2\pi ik_{2n}}{m}} \\
\vdots & \ddots & \vdots \\
e^{\frac{2\pi ik_{m+1}}{m}} & \cdots & \ne^{\frac{2\pi ik_{mn}}{m}}
\end{bmatrix} \in \mathbb{C}^{m \times n}.$$  

(53)

With the $V$ given in equation (52), we know that $\|v_i\|_2 = 1$ for $i \in \{1, \ldots, n\}$. Thus, each column of matrix $V$ is a point on $\mathbb{S}^{d-1}$.

Let $g$ denote a primitive root modulo $n$. We construct the index $\Lambda = \{k_1, k_2, \ldots, k_m\}$ as

$$\Lambda = \{g^0, g^{\frac{n-1}{m}}, g^{\frac{2(n-1)}{m}}, \ldots, g^{\frac{(m-1)(n-1)}{m}}\} \mod n.$$  

(54)

The set $\{g^0, g^{\frac{n-1}{m}}, g^{\frac{2(n-1)}{m}}, \ldots, g^{\frac{(m-1)(n-1)}{m}}\} \mod n$ forms a subgroup of the the group $\{g^0, g^1, \ldots, g^{n-2}\} \mod n$. Based on this, we derive upper bounds of the mutual coherence of the points set $V$. The results are summarised in Theorem 3 and Theorem 4.

**Theorem 3.** Suppose $d = 2m$, $N = 2n$, and $n$ is a prime such that $m|(n-1)$. Construct matrix $V$ as in Eq. (52) with index set $\Lambda$ as Eq. (54). Let mutual coherence $\mu(V) := \max_{i \neq j} |v_i^\top v_j|$. Then $\mu(V) \leq \sqrt{\frac{m}{n}}$.

**Theorem 4.** Suppose $d = 2m$, $N = 2n$, and $n$ is a prime such that $m|(n-1)$, and $m \leq n^3$. Construct matrix $V$ as in Eq. (52) with index set $\Lambda$ as Eq. (54). Let mutual coherence $\mu(V) := \max_{i \neq j} |v_i^\top v_j|$. Then $\mu(V) \leq C m^{-1/2} n^{1/6} \log^{1/6} m$, where $C$ denotes a positive constant independent of $m$ and $n$.

Theorem 3 and Theorem 4 show that our construction can achieve a bounded mutual coherence. A smaller mutual coherence means that the points are more evenly spread on sphere $\mathbb{S}^{d-1}$.

**Remark:** Our construction does not require a restrictive constraint of the dimension of data. The only assumption of data dimension $d$ is that $d$ is an even number, i.e., $2|m$, which is commonly satisfied in practice. Moreover, the product $V^\top x$ can be accelerated by fast Fourier transform as in [23].

### D.1 Evaluation of the mutual coherence

We evaluate our subgroup-based spherical QMC by comparing with the construction in [23] and i.i.d Gaussian sampling.

We set the dimension $d$ as in \{50, 100, 200, 500, 1000\}. For each dimension $d$, we set the number of points $N = 2n$, with $n$ as the first ten prime numbers such that $\frac{d}{2}$ divides $n - 1$, i.e., $\frac{d}{2} | (n - 1)$. Both subgroup-based QMC and Lyu’s method are deterministic. For Gaussian sampling method, we report the mean $\pm$ standard deviation of mutual coherence over 50 independent runs. The mutual coherence for each dimension are reported in Table 3. The smaller the mutual coherence, the better.

We can observe that our subgroup-based spherical QMC achieves a competitive mutual coherence compared with Lyu’s method in [23]. Note that our method does not require a time consuming optimization procedure, thus it is appealing for applications that demands a fast construction. Moreover, both our subgroup-based QMC and Lyu’s method obtain a significant smaller coherence than i.i.d Gaussian sampling.
where \( \ast \) denote the complex conjugate, \( \text{Re}(\cdot) \) and \( \text{Im}(\cdot) \) denote the real and image part of the input complex number.

It follows that

\[
\mu(V) \leq \max_{1 \leq k, r \leq 2n, k \neq r} \left| \mathbf{v}_k^\top \mathbf{v}_r \right| \leq \max_{1 \leq i,j \leq n, i \neq j} |\mathbf{c}_i^\ast \mathbf{v}_j| = \mu(F_\Lambda) \tag{58}
\]

From the definition of \( F_\Lambda \) in Eq. (53), we know that

\[
\mu(F_\Lambda) = \max_{1 \leq i,j \leq n, i \neq j} |\mathbf{c}_i^\ast \mathbf{v}_j| = \max_{1 \leq i,j \leq n, i \neq j} \frac{1}{m} \left| \sum_{\zeta \in \Lambda} e^{2\pi i (j+i-1)\zeta / n} \right| \tag{59}
\]

\[
= \max_{1 \leq k \leq n-1} \frac{1}{m} \left| \sum_{\zeta \in \Lambda} e^{2\pi i k \zeta / n} \right| \tag{60}
\]

Because \( \Lambda \) is a subgroup of the multiplicative group \( \{g^0, g^1, \ldots, g^{n-2} \} \mod n \), from [4], we know that

\[
\max_{1 \leq k \leq n-1} \left| \sum_{\zeta \in \Lambda} e^{2\pi i k \zeta / n} \right| \leq \sqrt{n} \tag{61}
\]

Finally, we know that

\[
\mu(V) \leq \mu(F_\Lambda) \leq \frac{\sqrt{n}}{m}. \tag{62}
\]
F Proof of Theorem 4

Proof. Because $\Lambda$ is a subgroup of the multiplicative group $\{g^0, g^1, \ldots, g^{n-2}\}$ mod $n$, and $m \leq n^{2/3}$, from Theorem 1 in [31], we know that

$$\max_{1 \leq k \leq n-1} \left| \sum_{z \in \Lambda} e^{2\pi i k z} \right| \leq C m^{1/2} n^{1/6} \log^{1/6} m \quad (63)$$

From the proof of Theorem 3 we have that

$$\mu(V) \leq \mu(F_\Lambda) = \max_{1 \leq k \leq n-1} \left| \frac{1}{m} \sum_{z \in \Lambda} e^{2\pi i k z} \right| \leq C m^{-1/2} n^{1/6} \log^{1/6} m \quad (64)$$

G QMC for Generative models

Our subgroup rank-1 lattice can be used for generative models. Buchholz et al. [5] suggest using QMC for variational inference to maximize the evidence lower bound (ELBO). We present a new method by directly learning the inverse of the cumulative distribution function (CDF).

In variational autoencoder, the objective is the evidence lower bound (ELBO) [15] defined as

$$\mathcal{L}(x, \phi, \theta) = \mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)] - \text{KL}[q_{\phi}(z|x)||p_{\theta}(z)]. \quad (65)$$

The ELBO consists of two terms, i.e., the reconstruction term $\mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)]$ and the regularization term $\text{KL}[q_{\phi}(z|x)||p_{\theta}(z)]$. The reconstruction term is learning to fit, while the regularization term controls the distance between distribution $q_{\phi}(z|x)$ to the prior distribution $p_{\theta}(z)$.

The reconstruction term $\mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)]$ can be reformulated as

$$\mathbb{E}_{q_{\phi}(z|x)} [\log p_{\theta}(x|z)] = \int_{z} q_{\phi}(z|x) \log p_{\theta}(x|z)dz \quad (66)$$

$$= \int_{[0,1]^d} \log p_{\theta}(x|\Phi^{-1}(\epsilon)) \, d\epsilon. \quad (67)$$

where $\Phi^{-1}(\cdot)$ denotes the inverse cumulative distribution function with respect to the density $q_{\phi}(z|x)$. Eq. (67) provides an alternative training scheme, we directly learn the inverse of CDF $F(\epsilon; x) = \Phi^{-1}(\epsilon)$ given $x$ instead of the density $q_{\phi}(z|x)$. We parameterize $F(\epsilon, x)$ as a neural network with input $\epsilon$ and data $x$. The inverse of CDF function $F(\epsilon, x)$ can be seen as an encoder of $x$ for inference. It is worth noting that learning the inverse of CDF can bring more flexibility without the assumption of the distribution, e.g., Gaussian.

To ensure the distribution $q$ close to the prior distribution $p(z)$, we can use other regularization terms instead of the KL-divergence for any implicit distribution $q$, e.g., the maximum mean discrepancy. Besides this, we can also use a discriminator-based adversarial loss similar to adversarial autoencoders [24]

$$\tilde{L}(x, F, D) = \mathbb{E}_{p_{\epsilon}(z)} [\log(D(z))] + \mathbb{E}_{p(\epsilon)} [\log(1-D(F(\epsilon, x)))] \quad (68)$$

where $p(\epsilon)$ denotes a uniform distribution on unit cube $[0, 1]^d$, $D$ is the discriminator, $F$ denotes the inverse of CDF mapping.

When the domain $\mathcal{X}$ coincides with a target domain $\mathcal{Y}$, we can use an empirical data distribution $Y$ as the prior. This leads to a training scheme similar to cycle GAN [36]. In contrast to cycle GAN, the encoder $F$ depends on both data $x$ in source domain and $\epsilon$ in unit cube. The expectation term $\mathbb{E}_{p(\epsilon)}[\cdot]$ can be approximated by QMC methods.
Generative Inference for CycleGAN

We evaluate our subgroup rank-1 lattice on training generative model. As shown in section G, we can learn the inverse CDF functions $F(\epsilon, x)$ as a generator from domain $X$ to domain $Y$ in cycle GAN. We set $F(\epsilon, x) = G_1(x) + G_2(\epsilon)$, where $G_1$ and $G_2$ denotes the neural networks. Network $G_1$ maps input image $x$ to a target mean, while network $G_2$ maps $\epsilon \in [0, 1]^d$ as the residue. Similarly, $\bar{F}(\bar{\epsilon}, y) = \bar{G}_1(y) + \bar{G}_2(\bar{\epsilon})$ denotes an generator from domain $Y$ to domain $X$.

We implement the model based on the open-sourced Pytorch code of [36]. All $G_1, G_2, \bar{G}_1$ and $\bar{G}_2$ employ the default ResNet architecture with 9 blocks in [36]. The input size of both $\epsilon$ and $\bar{\epsilon}$ are $d = 256 \times 256$. We keep all the hyperparameters same for all the methods as the default value in [36].

We compare our subgroup rank-1 lattice with Monte Carlo sampling for training the generative model. For subgroup rank-1 lattice, we set the number of points $n = 12d + 1 = 786433$. We do not store all the points, instead we sample $i \in \{0, \cdots, n-1\}$ uniformly and construct $\epsilon$ and $\bar{\epsilon}$ based on Eq. (3) during the training process. For Monte Carlo sampling, $\epsilon$ and $\bar{\epsilon}$ are sampled from Uniform$[0, 1]^d$.

We train generative models on the Vangogh2photo data set and maps data set employed in [36]. We present experimental results of the generated images from models trained with subgroup-based rank-1 lattice sampling, Monte-Carlo sampling, and standard version of CycleGAN. The experimental results on Vangogh2photo dataset and maps dataset are shown in Figure 5 and Figure 6 respectively. From Figure 5, we can observe that the images generated by the model trained with Monte-Carlo sampling have some blurred patches. This phenomenon may be because the additional flexibility of randomness makes the training more difficult to converge to a good model. In contrast, the model trained with subgroup-based rank-1 lattice sampling generates more clearer images. It may be because the rank-1 lattice sampling has finite possible choices, i.e., $n = 786433$ possible points in the experiments, which is much smaller than the case of Monte-Carlo uniform sampling. The rank-1 lattice sampling is more deterministic than Monte Carlo sampling, which alleviates the training difficulty to fit a good model. Since in our subgroup-based rank-1 lattice it is very simple to construct new samples, it can serve as a good alternative to Monte Carlo sampling for generative model training.
Figure 5: Illustration of the generated images from models trained with subgroup rank-1 lattice sampling, Monte-Carlo sampling, and Standard version of CycleGAN.

Figure 6: Illustration of the generated images from models trained with subgroup rank-1 lattice sampling, Monte-Carlo sampling, and Standard version of CycleGAN.
Figure 7: Relative Mean and Max Reconstruction Error for Gaussian, Zero-order and First-order Arc-cosine Kernel on SIFT1M dataset.