Asymptotic convergence of the solution of the initial value problem for singularly perturbed higher-order integro-differential equation

**Abstract.** The article is devoted to research the Cauchy problem for singularly perturbed higher-order linear integro-differential equation with a small parameters at the highest derivatives, provided that the roots of additional characteristic equation have negative signs. An explicit analytical formula of the solution of singularly perturbed Cauchy problem is obtained. The theorem about asymptotic estimate of a solution of the initial value problem is proved. The nonstandard degenerate initial value problem is constructed. We find the solution of the nonstandard degenerate initial value problem. An estimate difference of the solution of a singularly perturbed and nonstandard degenerate initial value problems is obtained. The asymptotic convergence of solution of a singularly perturbed initial value problem to the solution of the nonstandard degenerate initial value problem is established.
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**Introduction**

The differential and integro-differential equations with small parameters at the highest derivatives are used as mathematical models of various problems of physics, astrophysics, chemistry, biology, mechanics, engineering, etc. At present time, these equations are called *singularly perturbed.*

The initial value problem with initial jumps for a nonlinear ordinary differential equation of the second order with a small parameter was studied by M.I. Vishik and L.A. Lyusternik [1] and K. A. Kassymov [2]. They show that the solution of the original initial value problem tends to the solution of the degenerate equation with changed initial conditions, when the small parameter approaches zero. Such problems became known as the Cauchy problems with *initial jumps.* The most general cases of the Cauchy problem for singularly perturbed nonlinear systems of ordinary differential and integro-differential equations, as well as for partial differential equations of hyperbolic type were studied by K.A. Kassymov [3-6].

For the first time, boundary value problems with initial jumps for singularly perturbed linear ordinary differential and integro-differential equations of the second order was studied by K. A. Kassymov [7, 8]. A systematic study of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century. He developed methods for qualitative research and the construction of an asymptotic expansion of solutions of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century. He developed methods for qualitative research and the construction of an asymptotic expansion of solutions of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century. He developed methods for qualitative research and the construction of an asymptotic expansion of solutions of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century. He developed methods for qualitative research and the construction of an asymptotic expansion of solutions of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century. He developed methods for qualitative research and the construction of an asymptotic expansion of solutions of boundary value problems with initial jumps Kassymov and his students began in the nineties of the last century.
K. A. Kassymov and M. K. Dauylbayev for singularly perturbed higher-order integro-differential equations studied problems of a special type, when the presence of integral terms leads to a qualitative change in the behavior of the solution [13-15]. It is shown that, in the absence of integral terms, the solution of the differential equation obtained in this case grows unboundedly as the small parameter tends to zero and, consequently, has no finite limit. But the solution of the initial integro-differential problem has a certain limit, but the limit function is not a solution of the usual degenerate equation. The initial jump takes not only a solution, but also integral terms. For singularly perturbed higher-order integro-differential equations, phenomena of initial jumps of any order were first revealed. It is established that this property essentially depends on the order of the derivatives entering under the integral sign.

M. K. Dauylbayev [16, 17] studied boundary value problems with two boundary layers possessing the phenomena of initial jumps. The novelty of these studies is that when the small parameter tends to zero, the fast solution variable grows unboundedly, not only at one, the so-called initial point, but also at the other end of the considered segment. Thus, a class of singularly perturbed integro-differential equations with initial jump phenomena at both ends of the given segment is singled out. He also developed a method for studying and constructing the asymptotics of the solution of the Cauchy problem with initial jump for singularly perturbed linear differential equations with impulse action [18].

**Main results**

Consider the following singularly perturbed initial value problem:

\[
L_\varepsilon y = \sum_{r=1}^{m} \varepsilon^{r} A_{n+r} (t)y^{(n+r)}(t, \varepsilon) + \sum_{k=0}^{n} A_k(t)y^{(k)}(t, \varepsilon) = F(t) + \int_{0}^{\varepsilon} \sum_{j=0}^{n+m-1} H_j(t,x)y^{(j)}(x, \varepsilon)dx,
\]

(1)

\[
y^{(i)}(0, \varepsilon) = \alpha_i, \ i = 0, n + m - 1, \quad (2)
\]

where \( \varepsilon > 0 \) is a small parameter, \( \alpha_i, \ i = 0, n + m - 1 \) are known constants, \( A_{n+m}(t) = 1 \).

We will need the following assumptions:

(C1) \( A(t) \in C^{m+\omega}([0,1]), \ i = 0, n + m, \ F(t) \in C^{\omega}([0,1]) \)
and \( H_j(t,x) \in C^{m-1}(D), \ j = 0, n + m - 1, \) where \( D = \{0 \leq t \leq 1, \ 0 \leq x \leq 1\} \).

(C2) \( A_{n}(t) \neq 0, \ 0 \leq t \leq 1 \).

(C3) The roots \( \mu_1 \neq \mu_2 \neq \ldots \neq \mu_m \) of “additional characteristic equation

\[
\mu^m + A_{n+m-1}(t)\mu^{m-1} + \ldots + A_{n-1}(t)\mu + A_n(t) = 0
\]

satisfy the following inequalities

\( \mu_1 < 0, \ \mu_2 < 0, \ \ldots, \ \mu_m < 0 \).

Similarly the Cauchy problem (1), (2) for ordinary differential equation was considered in [19]. In the particular case, similarly boundary value problem with initial jumps for this case \( m = 2, \ l = 2 \) [16, 17].

We consider the following homogeneous singularly perturbed differential equation associated with (1):

\[
L_\varepsilon y(t, \varepsilon) = \sum_{r=1}^{m} \varepsilon^{r} A_{n+r} (t)y^{(n+r)}(t, \varepsilon) + \sum_{k=0}^{n} A_k(t)y^{(k)}(t, \varepsilon) = 0.
\]

(3)

The fundamental systems of solutions of the equation (3) has the following asymptotic representation as \( \varepsilon \to 0 \):
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where \( y_{i0}(t), \ i = 1, n \) are solutions of the problems:

\[
L_\varepsilon y_{i0}(t) = 0, \quad y_{i0}^{(m)}(0) = \delta_{ij},
\]

(5)

\( \delta_{ij} \) is a Kronecker symbol, \( y_{n+r,0}(t) \), \( r = 1, m \) are solutions of the following problems:

\[
p_r(t) y_{n+r,0}(t) + q_r(t) y_{n+r,0}(t) = 0,
\]

\[
y_{n+r,0}(0) = 1, \quad r = 1, m,
\]

where

\[
W(t, \varepsilon) = \frac{1}{\varepsilon^\lambda} \cdot \overline{W}(t) \pi(t) \omega(t) \exp \left( \frac{1}{\varepsilon} \int_0^t \overline{\omega}(x) dx \right) (1 + O(\varepsilon)) \neq 0,
\]

(6)

where \( \overline{W}(t) \) is the Wronskian,

\[
\overline{W}(t) = \begin{vmatrix}
  y_{i0}(t) & \ldots & y_{n0}(t) \\
  \ldots & \ldots & \ldots \\
  y_{i0}^{(m-1)}(t) & \ldots & y_{n0}^{(m-1)}(t)
\end{vmatrix}, \quad \lambda = \frac{2n + m - 1}{2},
\]

\[
\overline{\omega}(x) = \mu_1(x) + \ldots + \mu_m(x) = \sum_{k=1}^m \mu_k(x),
\]

\[
\pi(t) = \prod_{k=1}^m y_{n+k,0}(t) \mu_k(t),
\]

the determinant \( \omega(t) \) is the \( m \)-th order Vandermond determinant,

\[
\omega(t) = \begin{vmatrix}
  1 & \ldots & 1 \\
  \mu_1(t) & \ldots & \mu_m(t) \\
  \ldots & \ldots & \ldots \\
  \mu_1^{(m-1)}(t) & \ldots & \mu_m^{(m-1)}(t)
\end{vmatrix} \neq 0.
\]

In view of (4), for the Wronskian \( W(t, \varepsilon) \) the following asymptotic representation holds as \( \varepsilon \to 0 \):

Definition. The functions \( K_i(t, s, \varepsilon), \ i = 1, n + m \) are called initial functions, if they satisfy the following problem:

\[
L_\varepsilon K_i(t, s, \varepsilon) = 0, \quad i = 1, n + m, \quad 0 \leq s < t \leq 1
\]

\[
K_i^{(j)}(s, s, \varepsilon) = \delta_{i-j}, \quad j = 0, n + m - 1
\]

and that can be represented in the form:

\[
K_i(t, s, \varepsilon) = \frac{W_i(t, s, \varepsilon)}{W(s, \varepsilon)}, \quad i = 1, n + m
\]

(7)

\( W_i(t, s, \varepsilon) \) is the \( n + m \)-th order determinant obtained from the Wronskian \( W(s, \varepsilon) \) by replacing the \( i \)-th row with \( y_i(t, \varepsilon) \), \( y_{i+1}(t, \varepsilon), \ldots, y_{i+n+m}(t, \varepsilon) \).
\[ K_i^{(q)}(t, s, \varepsilon) = \frac{\overline{W}_i^{(q)}(t, s)}{W(s)} + \varepsilon^{-m} \sum_{j=0}^{n} \varepsilon^{j} \int_{s}^{t} \frac{y_{i+1}(t) \mu_j(t)}{y_{i+1}(s) \mu_j(s)} \omega_i(s) \frac{W(s)}{W(s)} + O \left( \varepsilon + \varepsilon^{-m} \sum_{j=0}^{n} \varepsilon^{j} \int_{s}^{t} \frac{y_{i+1}(t) \mu_j(t)}{y_{i+1}(s) \mu_j(s)} \omega_i(s) \frac{W(s)}{W(s)} \right), \quad i = 1, n, \quad q = 0, n + m - 1; \]

\[ K_i^{(q)}(t, s, \varepsilon) = \varepsilon \left[ \left( -1 \right)^{r} \frac{\omega_i(s)}{\omega(s)} \frac{\overline{W}_i^{(q)}(t, s)}{W(s)} + \varepsilon^{-m} \sum_{j=0}^{n} \varepsilon^{j} \int_{s}^{t} \frac{y_{i+1}(t) \mu_j(t)}{y_{i+1}(s) \mu_j(s)} \omega_i(s) \frac{W(s)}{W(s)} + O \left( \varepsilon + \varepsilon^{-m} \sum_{j=0}^{n} \varepsilon^{j} \int_{s}^{t} \frac{y_{i+1}(t) \mu_j(t)}{y_{i+1}(s) \mu_j(s)} \omega_i(s) \frac{W(s)}{W(s)} \right) \right], \quad r = 1, m, \quad q = 0, n + m - 1 \]

where \( \omega_i(s) \) is the \( m - 1 \) -th order determinant obtained from the determinant \( \omega(s) \) by deleting \( i \)-th row and \( j \)-th column, \( \omega_q(s) \) is the \( m \) -th order determinant obtained from the following determinant

\[
\begin{vmatrix}
1 & \ldots & 1 \\
\mu_1(s) & \ldots & \mu_m(s) \\
\ldots & \ldots & \ldots \\
\mu_{i}^{m}(s) & \ldots & \mu_{m}^{m}(s)
\end{vmatrix}
\]

by deleting \( i \)-th row, \( \overline{W}_i^{(q)}(t, s) \) is the determinant obtained from the Wronskian \( \overline{W}(s) \) by replacing the \( n \)-th row with \( y_1^{(q)}(t), \ldots, y_n^{(q)}(t) \), \( \overline{W}_i(t) \) is the \( n + 1 \) -th order determinant obtained from the following determinant

\[
\begin{vmatrix}
y_{0}(t) & \ldots & y_{n_0}(t) \\
y^{'}_{0}(t) & \ldots & y^{'}_{n_0}(t) \\
\ldots & \ldots & \ldots \\
y_{0}^{(n)}(t) & \ldots & y_{n_0}^{(n)}(t)
\end{vmatrix}
\]

by deleting the \( i \)-th row.

Let us denote by the right-hand side of the equation (1):

\[ y(t, \varepsilon) = \sum_{i=1}^{n} \sum_{j=0}^{n + m - 1} C_i K_i^{(i)}(t, 0, \varepsilon) + \frac{1}{\varepsilon} \int_{0}^{1} K_{s+1}^{(i)}(t, s, \varepsilon) z(s, \varepsilon) ds \]

\[ z(t, \varepsilon) = f(t, \varepsilon) + \int_{0}^{1} H(t, s, \varepsilon) z(s, \varepsilon) ds \] (12)

where

\[ f(t, \varepsilon) = F(t) + \sum_{j=1}^{n} \sum_{j=0}^{n + m - 1} H_j(t, x) K_i^{(j)}(x, 0, \varepsilon) dx, \]

\[ H(t, x, \varepsilon) = \frac{1}{\varepsilon} \left( \sum_{j=0}^{n + m - 1} H_j(t, x) K_i^{(j)}(x, s, \varepsilon) dx. \right) \]

(C4) 1 is not an eigenvalue of the kernel \( H(t, s, \varepsilon) \).

In view of condition (C4) integral equation (12) has an unique solution, that can be represented in the form

\[ z(t, \varepsilon) = f(t, \varepsilon) + \int_{0}^{1} R(t, s, \varepsilon) f(s, \varepsilon) ds \] (13)

where \( R(t, s, \varepsilon) \) is a resolvent of the kernel \( H(t, s, \varepsilon) \).

Substituting (13) into (11), we obtain the analytical formula of solution:
On numerical simulations of the 1d wave equation with a distributional coefficient and source term

\[ y(t, \varepsilon) = \sum_{i=1}^{n+m} C_i \left( K_i(t,0,\varepsilon) + \frac{1}{\varepsilon} \int_0^t K_{n+m}(t,s,\varepsilon) \phi_i(s,\varepsilon) ds \right) + \frac{1}{\varepsilon} \int_0^t K_{n+m}(t,s,\varepsilon) F(s,\varepsilon) ds \]  

(14)

where \( C_i, \ i = 1, n + m \) are unknown constants, \( K_i(t,s,\varepsilon), \ i = 1, n + m \) are the initial functions,

\[ \phi_i(s,\varepsilon) = \sum_{j=1}^\varepsilon H_j(s,x) K_{j+1}(x,\varepsilon) dx, \]

(15)

\[ H_i(s,\varepsilon) = H_j(s,x) + \int_0^1 R(s,p,\varepsilon) H_j(p,x) dp \]

\[ F(s,\varepsilon) = F(s) + \int_0^1 R(s,p,\varepsilon) F(p) dp. \]

By using initial conditions (2) in (14), we find the constants \( C_i = \alpha_{i-1}, \ i = 1, n + m - 1 \).

**Theorem 1. (Theorem about the analytical formula of solution)** Let assumptions (C1)-(C4) hold. Then the Cauchy problem (1), (2) on the segment \( 0 \leq t \leq 1 \) has a unique solution and is expressed by the formula:

\[ y(t, \varepsilon) = \sum_{i=1}^{n+m} \alpha_i \left( K_i(t,0,\varepsilon) + \frac{1}{\varepsilon} \int_0^t K_{n+m}(t,s,\varepsilon) \phi_i(s,\varepsilon) ds \right) + \frac{1}{\varepsilon} \int_0^t K_{n+m}(t,s,\varepsilon) F(s,\varepsilon) ds \]  

(16)

where \( K_i(t,s,\varepsilon), \ i = 1, n + m \) are the initial functions, functions \( H_i(s,\varepsilon), j = 0, n + m - 1 \), \( \phi_i(s,\varepsilon), F(s,\varepsilon) \) is defined by the formula (15).

**Theorem 2. (Theorem about asymptotic estimations of solution)** Let assumptions (C1)-(C4) hold. Then the Cauchy problem (1), (2) and its derivatives the following asymptotic estimation hold as \( \varepsilon \to 0 \):

\[ y^{(s)}(t, \varepsilon) \leq C \left( \sum_{i=1}^{n+m} |\alpha_i| + \sum_{j=1}^{n+m} |\phi_i^{(s)}(s,\varepsilon)| + \max_{\varepsilon \in [0,1]} |F(t)| \right) + C \varepsilon^{-\gamma} e^{-\gamma t} \left( \sum_{i=1}^{n+m} |\alpha_i| + \sum_{j=1}^{n+m} |\phi_i^{(s)}(s,\varepsilon)| + \max_{\varepsilon \in [0,1]} |F(t)| \right) \sum_{i=1}^{n+m} \overline{\mu}_i(\varepsilon) \right|, \]

(17)

where \( C > 0, \gamma > 0 \) are constant independent of \( \varepsilon \),

\[ \sum_{i=1}^{n+m} \overline{\mu}_i(\varepsilon) |\omega_{n+m}(t)| \] \[ = 0, \quad q = n + 1, n + m - 1. \]

**Proof:** In view of (7)-(9) and conditions (C1)-(C3), for the initial functions \( K_i(t,s,\varepsilon), \ i = 1, n + m \) the following asymptotic estimation hold:

\[ |K_i^{(s)}(t,s,\varepsilon)| \leq C \left( 1 + \varepsilon^{-\gamma} \exp \left( -\frac{t-s}{\varepsilon} \right) \right), \]

(18)

\[ r = 1, m, \quad q = 0, n + m - 1. \]

By applying the asymptotic estimations of the initial functions (18), (19) in (15), we obtain the following asymptotic estimations for the functions \( \phi_i(s,\varepsilon), \ i = 1, n + m \):

\[ |\phi_i(s,\varepsilon)| \leq C, \quad i = 1, n, \]

\[ |\phi_i^{(r)}(s,\varepsilon)| \leq C \varepsilon^r, \quad r = 1, m \]

(20)

By applying (18)-(20) in (16), we obtain asymptotic estimations of the solution (17). Theorem 2 is proved.

We consider the following nonstandard unperturbed initial value problem:

\[ L_{\varepsilon}[y(t)] = \sum_{i=1}^{n+m} A_i(t) y^{(i)}(t) = F(t) + \int_0^t \sum_{i=1}^{n+m} H_i(t,x) y^{(i)}(x) dx, \]

(21)
We introduce the initial functions for the problem (21), (22), similar to functions (7):
\[ \mathcal{K}_i(t,s) = \overline{W}_i(t,s) / W(s), \quad i = 1, \ldots, n \]  
(23)
where \( \overline{W}_i(t,s) \) is the \( n \)-th order determinant obtained from the Wronskian \( W(s) \) by replacing the \( i \)-th row with \( y_1(t), y_2(t), \ldots, y_m(t) \).

It is clear that the initial \( \mathcal{K}_i(t,s) \), \( i = 1, \ldots, n \) functions will be the solution for the following problem:
\[ L_0 \mathcal{K}_i(t,s) = 0, \quad i = 1, \ldots, n, \quad t \neq s \]
\[ \mathcal{K}_i^{(j-1)}(s,s) = \delta_{i,j-1}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, n . \]
Differentiating \( m - 1 \) times the equation (21) with respect to variable \( t \), then backwards integrating \( m - 1 \) times on the segment \( [0,t] \), we get the auxiliary equation:
\[ L_0 \overline{y}(t) = F(t) + \sum_{k=0}^{m-2} B_k \frac{t^k}{k!} + \int_0^t (t-s)^{m-2} Q(\overline{y}(s)) ds , \]
(24)

where \( B_k, \ k = 0, m - 2 \) are arbitrary constants, operator \( Q \) is a linear integro-differential operator
\[ Q(\overline{y}(t)) = \int_0^{m-1} H_j^{(m-1)}(t,x) \overline{y}^{(j)}(x) dx , \]
(25)
symbol \( H_j^{(m-1)}(t,x) \) means the \( m - 1 \)-th order derivative with respect to variable \( t \) of the function \( H_j(t,x) \).

If the constants \( B_k, \ k = 0, m - 2 \) satisfy the conditions
\[ B_k = \int_0^{m-1} H_j^{(k)}(0,x) \overline{y}^{(j)}(x) dx, \quad k = 0, m - 2 \]
then the equations (21) and (24) will be equivalent. Let us consider the equation (24) with initial conditions (22).

The solution of the Cauchy problem (22), (24) is as follows:
\[ \overline{y}(t) = \sum_{i=1}^{n} C_i \mathcal{K}_i(t,0) + \phi(t) + \sum_{k=0}^{m-2} B_k \varphi_k(t) + \int_0^t \frac{\hat{K}_s(t,s) \overline{y}(s)}{A_s(t)} ds \]
(27)
where \( \mathcal{K}_i(t,s) \), \( i = 1, \ldots, n \) are the initial functions, operator \( Q \) is defined by the formula (25),
\[ \phi(t) = \int_0^t \frac{\mathcal{K}_i(t,s)}{A_s(t)} F(s) ds, \]
\[ \varphi_k(t) = \int_0^t \frac{\mathcal{K}_i(t,s)}{A_s(t)} \frac{s^k}{k!} ds, \quad k = 0, m - 2 \]
(28)

Function \( \hat{K}_s(t,s) \) satisfy the following problem:
\[ L_0 \overline{\hat{y}}(t) = \frac{(t-s)^{m-2}}{(m-2)!} , \]
\[ \hat{K}_s^{(j)}(s,s) = \begin{cases} 0, & j = 0, m - 2 \\ 1, & j = m - 1 \end{cases} \]
Substituting (27) into (22), in view of the condition of the initial functions \( \mathcal{K}_i(t,s) \), \( i = 1, \ldots, n \), we find the constants \( C_i = \alpha_{i-1}, \ i = 1, \ldots, n \). We put defined constants \( C_i = \alpha_{i-1}, \ i = 1, \ldots, n \) in (27):
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\[
\tilde{y}(t) = \sum_{i=1}^{n} \alpha_{i-1} \tilde{K}_{i}(t,0) + \varphi(t) + \sum_{k=0}^{m-2} B_{k} \varphi_{k}(t) + \frac{1}{A_{n}(t)} \int_{0}^{t} \tilde{K}_{n}(t,s) A_{n}(s) \tilde{Q}[y(s)]ds
\]  \hspace{1cm} (29)

where \( \tilde{K}_{i}(t,s), \ i = 1, n \) are the initial functions, operator \( Q \) is defined by the formula (25), functions \( \varphi(t), \ \varphi_{k}(t), \ k = 0, m - 2, \ \tilde{K}_{n}(t,s) \) are defined by the formula (28).

Applying operator \( Q \) to the equation (29), we arrive Fredholm integral equation of the second type

\[
\int_{s}^{0} \sum_{j=0}^{n+m-1} H_{j}(t, \tau) \tilde{K}_{n}(\tau, s) d\tau + H_{n+m-1}(t, s), \quad s \leq 0
\]

\[
\int_{s}^{1} \sum_{j=0}^{n+m-1} H_{j}(t, \tau) \tilde{K}_{n}(\tau, s) d\tau + H_{n+m-1}(t, s), \quad s \geq 0
\]  \hspace{1cm} (31)

functions \( u(t), \ \omega(t), \ \omega_{k}(t), \ k = 0, m - 2, \ \tilde{K}_{i}(t,0), \ i = 1, n \) are expressed the following form:

\[
u(t) = \tilde{Q}[\tilde{y}(t)], \quad \omega(t) = \tilde{Q}[\varphi(t)],
\]

\[
\omega_{k}(t) = \tilde{Q}[\varphi_{k}(t)], \quad k = 0, m - 2,
\]

\[
\tilde{K}_{i}(t,0) = \tilde{Q}[\tilde{K}_{i}(t,0)], \quad i = 1, n .
\]  \hspace{1cm} (32)

(C5) \( l \) is not an eigenvalue of the kernel \( M(t,s) \). In view of the condition (C5), then the integral equation (30) has an unique solution and that can be represented in the form:

\[
u(t) = \sum_{i=1}^{n} \alpha_{i-1} A_{i} \tilde{K}_{i}(t,0) +
\]

\[
+ \sum_{k=0}^{m-2} B_{k} A_{k} \omega_{k}(t)
\]  \hspace{1cm} (34)

where function \( \tilde{R}(t,s) \) is a resolvent of the kernel \( M(t,s) \). We introduce the operator:

\[
A\nu(t) \equiv \nu(t) + \int_{0}^{1} \tilde{R}(t,s) \omega(s)ds ,
\]  \hspace{1cm} (33)

\[
\tilde{y}(t) = \sum_{i=1}^{n} \alpha_{i-1} \tilde{K}_{i}(t,0) + \varphi(t) + \int_{0}^{t} \tilde{K}_{n}(t,s) A\omega(s)ds + \sum_{k=0}^{m-2} B_{k} \left( \varphi_{k}(t) + \int_{0}^{t} \tilde{K}_{n}(t,s) A\omega(s)ds \right)
\]  \hspace{1cm} (35)

where

\[
\tilde{K}_{i}(t,0) = \tilde{K}_{i}(t,0) + \int_{0}^{t} \tilde{K}_{n}(t,s) A\tilde{K}_{i}(s,0)ds , \quad i = 1, n .
\]

We introduce the following symbols:

\[
\eta(t) = \sum_{i=1}^{n} \alpha_{i-1} \tilde{K}_{i}(t,0) + \varphi(t) + \int_{0}^{t} \tilde{K}_{n}(t,s) A\omega(s)ds ,
\]

\[
\eta_{k}(t) = \tilde{\phi}_{k}(t) + \int_{0}^{t} \tilde{K}_{n}(t,s) A\omega_{k}(s)ds , \quad k = 0, m - 2.
\]  \hspace{1cm} (36)
Then the solution (35) is as follows:

$$y(t) = \eta(t) + \sum_{k=0}^{m-2} B_k \eta_k(t).$$

(37)

If applying operator $Q$ to the functions $\eta(t), \eta_k(t)$ in (36), we get the following equalities:

$$A\omega(t) = Q[\eta(t)], \quad A\omega_k(t) = Q[\eta_k(t)],$$

(38)

where operator $A$ is defined by the formula (33).

Taking into account formulas (36) and (38), it is easy to verify that the function (37) satisfies equation (29). That this function is a solution of the equation (21), it is necessary to subordinate the constants $B_k, k = 0,m-2$ to the conditions (26).

Substituting (37) into (26), we get the following system for determining $B_k, k = 0,m-2$:

$$B_k - \sum_{i=0}^{m-2} a_{ki} \cdot B_i = a_k, \quad k = 0,m-2,$$

(39)

where

$$a_k = \int_0^1 \int_0^1 H_j(x) \eta^{(j)}(x) dx,$$

$$a_{ki} = \int_0^1 \int_0^1 H_{ij}(0,x) \eta^{(j)}(x) dx.$$

Let $\Delta$ be a determinant of the system (39).

(C6) $\Delta \neq 0$. If the condition (C6) is valid, then the constants $B_k, k = 0,m-2$ is defined single-valued.

**Theorem 3.** Let assumptions (C1)-(C6) hold. Then the nonstandard unperturbed problem (21), (22) on the segment $0 \leq t \leq 1$ has an unique solution and is defined by the formula (37).

Let us denote by

$$u(t, \varepsilon) = y(t, \varepsilon) - \bar{y}(t) \quad \Rightarrow \quad y(t, \varepsilon) = u(t, \varepsilon) + \bar{y}(t).$$

(40)

Substituting (40) into the problem (1), (2), in view of the problem (21), (22), we get the following problem for $u(t, \varepsilon)$:

$$L_{\varepsilon} u \equiv \sum_{r=1}^m \varepsilon^r A_{r+i}(t)u^{(r+i)} + \sum_{k=0}^{m-2} A_k(t)u^{(k)} = -\sum_{r=1}^m \varepsilon^r A_{r+i}(t)y^{(r+i)} + \int_0^1 \sum_{j=0}^{n+m-1} H_j(t, \varepsilon) u^{(j)}(\varepsilon, \varepsilon) dx$$

(41)

The problem (41), (42) is of the same type as the problem (1), (2), by applying estimates (17), we get asymptotic estimations for the function $u(t, \varepsilon)$ as $\varepsilon \to 0$:

$$|y^{(i)}(t, \varepsilon)| \leq C \left( \sum_{r=1}^m \varepsilon^r \left| A_{r+i} - \bar{y}^{(r+i)}(0) \right| + \varepsilon \right),$$

$$+ C \varepsilon^{-q} e^{-q(\varepsilon)} \left( \sum_{r=1}^m \left| A_{r+i} - \bar{y}^{(r+i)}(0) \right| + \varepsilon \right),$$

(43)
From the estimations (43), the following limiting equalities hold:

$$\lim_{\varepsilon \to 0} u^{(q)}(t, \varepsilon) = 0, \quad 0 \leq t \leq 1, \quad q = 0, n,$$

$$\lim_{\varepsilon \to 0} u^{(q)}(t, \varepsilon) = 0, \quad 0 < t \leq 1, \quad q = n + 1, n + m - 1.$$

**Theorem 4.** Let assumptions (C1)-(C6) hold. Then for the solution $y(t, \varepsilon)$ of the Cauchy problem (1), (2) the following limiting equalities hold:

$$\lim_{\varepsilon \to 0} y^{(q)}(t, \varepsilon) = \overline{y}^{(q)}(t), \quad 0 \leq t \leq 1, \quad q = 0, n,$$

$$\lim_{\varepsilon \to 0} y^{(q)}(t, \varepsilon) = \overline{y}^{(q)}(t), \quad 0 < t \leq 1, \quad q = n + 1, n + m - 1,$$

where function $\overline{y}(t)$ is the solution of the nonstandard unperturbed problem (21), (22) and is defined by the formula (37).

**Conclusion**

The article is devoted to study the initial value problem for singularly perturbed the $n + m$-th order linear integro-differential equation with a small parameter at the $m$-th derivatives. An explicit analytical formula of the solution of singularly perturbed initial value problem is obtained. The nonstandard degenerate initial value problem is constructed. The solution of the nonstandard degenerate initial value problem is obtained. The asymptotic convergence of solution of a singularly perturbed initial value problem to the solution of the nonstandard degenerate initial value problem is proved.
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