Fixed points in QCD can appear when the number of quark flavors ($N_f$) is increased above a certain critical value as proposed by Banks and Zaks (BZ). There is also the possibility that QCD possess an effective charge indicating an infrared frozen coupling constant. In particular, an infrared frozen coupling associated to dynamical gluon mass generation (DGM) does lead to a fixed point even for a small number of quarks. We compare the BZ and DGM mechanisms, their $\beta$ functions and fixed points, and within the approximations of this work, which rely basically on extrapolations of the dynamical gluon masses at large $N_f$, we verify that between $N_f = 8$ and $N_f = 12$ both cases exhibit fixed points at similar coupling constant values ($g^*$). We argue that the states of minimum vacuum energy, as a function of the coupling constant up to $g^*$ and for several $N_f$ values, are related to the dynamical gluon mass generation mechanism.
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I. INTRODUCTION

It was observed in the well known work of Refs. [1, 2] that QCD is an asymptotically free theory if the number of quark flavors $N_f$ is smaller than a certain critical value. When $N_f \leq 16$ the one-loop $\beta$-function is negative and the coupling constant diminishes as the energy is increased. Above this number the $\beta$-function becomes positive indicating the increase of the coupling constant with the momentum. At two-loop order the $\beta$-function receives a contribution with a different signal as observed by Caswell [3], and although at high momentum this contribution is perturbatively small for a small number of flavors, its effect is not trivial if this number is increased, leading to a zero of the $\beta$-function, and to the so-called Banks-Zaks (BZ) fixed point [4]. The importance of a non-trivial perturbative fixed point is not only related to the interest on the different QCD phases, but this fixed point may lead to a conformal window with possible interesting consequences for beyond standard model physics [5].

The $\beta$-function above two loops is scheme dependent, and the existence of the Banks-Zaks fixed point has been tested perturbatively for QCD up to four loops and in different schemes [6]. Therefore the fixed point location, as a function of $N_f$, has a small dependence on the renormalization scheme, in the order of perturbation theory that it was calculated, and, of course, the result can be considered reliable if the next orders are indeed smaller. This motivated the interest of lattice simulations, not only for QCD, but also in different non-Abelian gauge theories, and with different fermionic representations in order to determine the existence (or not) of this fixed point (see, for instance, [7–9] and references therein). At four loops, as a function of $N_f$ and in the $\overline{MS}$ scheme, the QCD $\beta$-function for quarks in the fundamental representation is the following [10]:

$$\beta(a_s) = -b_0 a_s^2 - b_1 a_s^3 - b_2 a_s^4 - b_3 a_s^5 + \mathcal{O}(a_s^6),$$

(1)

where $a_s = \alpha_s/4\pi \equiv (g^2/4\pi)/4\pi$ and for SU(3)

$$\begin{align*}
    b_0 &\approx 11 - 0.66667N_f, \\
    b_1 &\approx 102 - 12.6667N_f, \\
    b_2 &\approx 1428.50 - 279.611N_f + 6.01852N_f^2, \\
    b_3 &\approx 29243.0 - 6946.30N_f + 405.089N_f^2, \\
      &+ 1.49931N_f^3.
\end{align*}$$

(2) (3) (4) (5)

A zero of this $\beta$ function already appears if $N_f \geq 8$. 
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Parallel to the Banks-Zaks scenario there are other discussions about a possible infrared (IR) freezing (or IR fixed point) of the QCD coupling constant \[11, 12\]. The concept of an IR finite QCD effective charge even for a small number of quarks was also extensively discussed by Grunberg \[13\], and, in particular, he has also made an interesting discussion about the relation of these effective charges with the conformal window originated through the Banks-Zaks expansion \[13\]. These effective charges naturally have a non-perturbative contribution that eliminates the Landau singularity for small \(N_f\) \[14\]. Another discussion following similar ideas can also be found in Ref.

There is one particular effective charge that generates a fixed point associated to the existence of a dynamically generated gluon mass \[17\]. As shall be discussed ahead this charge is gauge invariant, has been obtained solving Schwinger-Dyson equations (SDE) for the QCD propagators and is consistent with lattice simulations, but the main point that we shall discuss in this work, is concerned with a comparison between these different fixed points, i.e. the BZ and the one that appears when gluons acquire a dynamically generated mass, which will be denominated DGM. Some of the questions that we will discuss here include: 1) Are the fixed points generated in these different approaches numerically similar? 2) Are the anomalous dimensions associated to these fixed points varying in the same way and with similar values? 3) If these fixed points are different for a given \(N_f\) which one corresponds to a state of minimum energy?

The possible existence of a dynamically generated gluon mass was for the first time determined by Cornwall \[18\]. Since this seminal work there were many others showing in detail that it is possible to write the SDE for the gluon propagator in a gauge invariant way \[19, 20\], and from it obtain a dynamical gluon mass \[21, 25\] and a gauge invariant IR finite frozen coupling \[27, 28\]. Lattice simulations are showing agreement with the SDE \[29–32\]. Even if the lattice simulations are performed in one specific gauge, it has been shown how the coupling constant obtained in the gauge invariant SDE approach can be translated to a specific gauge, for instance the Landau gauge, and it was verified that the gap between the freezing values of the coupling constant obtained in different gauges can be explained \[27\]. In Section II we will briefly discuss this effective charge and set the equations to show how it should vary with \(N_f\). This will allow us to compare the different \(\beta\) functions, i.e. the BZ and the DGM ones. We will compute the different fixed points as a function of \(N_f\). In Section III we will check if these fixed points respect analyticity and compute their respective anomalous dimensions. In Section IV we provide some arguments about which scenario is the one leading to the states of minimum of energy, or the one that should be chosen by Nature. In Section V we draw our conclusions. Within the approximations of this work, which rely basically on extrapolations of the dynamical gluon masses at large \(N_f\), we can compare the different \(\beta\) functions (BZ and DGM) and their different fixed points, arguing that the state of minimum of energy in QCD, as a function of the coupling constant and up to the critical value \(g^*\), are related to the dynamical gluon mass generation mechanism only above \(N_f = 9\).

## II. FIXED POINTS AND DYNAMICAL GLUON MASSES

Dynamical gauge boson masses appear in non-Abelian gauge theories as a consequence of the Schwinger mechanism, according to which if the gauge boson vacuum polarization develops a pole at zero momentum transfer, the boson acquires a dynamical mass. The work of Ref.\[18\] was the first one to obtain a gauge invariant SDE for the gluon propagator, verifying the existence of the Schwinger mechanism in QCD. For this the introduction of the pinch technique was necessary, which combined with the background field method, leads to a particular truncation of the SDE obeying abelian Slavnov-Taylor identities and to a gauge invariant gluon self-energy \(\Delta(k^2)\), allowing us to build a renormalization group invariant quantity \(\hat{d}(k^2) = g^2 \Delta(k^2)\), whose solution can be written as

\[
\hat{d}^{-1}(k^2) = [k^2 + m_g^2(k^2)] \left\{ \beta_0 g^2 \ln \left( \frac{k^2 + 4m_g^2(k^2)}{\Lambda_{QCD}^2} \right) \right\},
\]

where \(g\) is the coupling constant, \(\beta_0 = (11N_f - 2N_f)/48\pi^2\), \(N = 3\), \(m_g^2(k^2)\) the dynamical gluon mass and \(\Lambda_{QCD}\) is the characteristic QCD mass scale. The above equation can be recognized as the equivalent at (large) momentum space to the inverse of the QCD Coulomb force, from where we can read the effective coupling constant

\[
g^2(k^2) = \frac{1}{\beta_0 \ln \left( \frac{k^2 + 4m_g^2(k^2)}{\Lambda_{QCD}^2} \right)} = 4\pi\alpha_s(k^2),
\]

which match asymptotically with the perturbative coupling constant.

Several aspects of this mechanism are illustrated in Refs.\[33\] and \[34\], respectively for the cases of QCD in four and three dimensions. A recent review about dynamical gluon mass generation can be found in Ref.\[35\], which contains early references about this mechanism. Perhaps the many technical details of the pinch technique and background
field method hampered the dissemination of these results, but there is unequivocal evidence from large volume lattice simulations that the gluon acquires a dynamical mass \cite{31, 32}, the results are fully consistent with the SDE for the gluon propagator \cite{39}, and consistent with many phenomenological calculations that depend to some extent on the IR QCD behavior \cite{37}.

The IR value of the dynamical gluon mass \( m_g(k^2) \) is \( m_g \) and it goes to zero at high momentum scales, with a running behavior roughly given by \cite{38}

\[
m_g^2(k^2) \approx \frac{m_g^4}{k^2 + m_g^2}.
\]

Without considering the running of the dynamical gluon mass with \( k^2 \), we have the following non-perturbative \( \beta \)-function \cite{39}

\[
\beta_{DGM} = -\beta_0 g^3 \left( 1 - \frac{4m_g^2}{\Lambda^2} e^{-\frac{1}{\Lambda \sqrt{s}}} \right),
\]

that will be denominated DGM \( \beta \) function, where \( \Lambda = \Lambda_{QCD} \). Note that a more detailed expression for the non-perturbative coupling constant and dynamical mass can be found in \cite{28}, however, for simplicity, we will continue to use Eq.\( (7) \) which reflects the gross behavior of this QCD IR finite coupling. One expression for the \( \beta \)-function taking into account the running gluon mass as described in Eq.\( (8) \) is given by \cite{10}

\[
\beta_{DGM}(k^2) = -\beta_0 g^3 \left( 1 - \frac{4m_g^2 e^{-\frac{1}{\Lambda \sqrt{s}}}}{(m_g^2 + k^2)\Lambda^2} \left( 1 + \frac{k^2}{m_g^2 + k^2} \right) \right),
\]

although this running barely affects the fixed point location that can be observed in Eq.\( (9) \). At this point we recall that the fixed point occurs at the \( k \to 0 \) limit. At this limit the fixed point of the non-perturbative \( \beta \) function depends only on the \( m_g/\Lambda \) ratio.

It can be demonstrated that the dynamical gluon mass generation imply in the existence of a non-trivial fixed point \cite{17}, and more importantly: Recently we verified that the QCD coupling of Eq.\( (7) \) freezes in the infrared limit, when only three quarks are operative, at one relatively small value \cite{11}, and not too much different from the coupling values that would come out from the zeros of the perturbative \( \beta \) function given by Eq.\( (1) \) at some large \( N_f \)! This fact certainly justifies the comparison of the different mechanisms (BZ or DGM). Moreover, this \( \beta \) function may have an important consequence for the stability of the standard model \cite{10}. Finally, to know how Eq.\( (9) \) or Eq.\( (10) \) vary with \( N_f \) we must know how \( m_g(k^2) \) varies with this quantity.

It has been observed in QCD lattice simulations that the dynamical gluon mass increases when \( N_f \) increases \cite{12}. Similar results were observed in the solution of the Schwinger-Dyson equation (SDE) for the gluon propagator including dynamical quarks \cite{43}. We can quote typical \( m_g(0) \) values of 373, 427, 470 MeV respectively for \( N_f = 0, 2, 4 \) quarks \cite{42}. While several low energy phenomenological values, obtained in the presence of two or three quarks, predict a somewhat larger value around 500 MeV \cite{37}. Therefore we will conservatively assume that \( 373 \leq m_g(0) \leq 500 \) MeV for \( N_f = 0 \). Note that it is not difficult to understand why \( m_g \) should increase with \( N_f \). When we increase the number of quarks we may expect that the strong force diminishes (see, for instance, Eq.\( (6) \)), because of the screening proportioned by extra quark loops. This force should be, at least asymptotically, proportional to the product of the coupling constant times the gluon propagator. The coupling behaves as shown by Eq.\( (7) \) and the propagator is roughly given by \( \Delta(k^2) \propto 1/(m_g^2 + m_g^2(k^2)) \). The only way to decrease the force as \( N_f \) is increased is with larger \( m_g(0) \) values. Therefore, using the lattice data \cite{42}, we will assume the following different scaling laws to describe the dynamical gluon mass evolution as a function of \( N_f \):

\[
m_g^{-1}(N_f) = m_g^{-1}(1 - A_1 N_f),
\]

\[
m_g^{-1}(N_f) = m_g^{-1} e^{-A_2 N_f},
\]

where \( m_g \) varies between 373 and 500 MeV and \( A_1 = 0.05462 \) and \( A_2 = 0.05942 \). With the extreme \( m_g \) values we obtain a band of possible \( \beta \) function curves, reflecting the uncertainty in our knowledge about the dynamical gluon mass. Extrapolations like the ones of Eq.\( (11) \) and \( (12) \) have been used in Refs.\cite{42, 69} and is probably the best that we can perform at the present status of lattice and SDE calculations.

The different fits for the gluon mass evolution with \( N_f \) are plotted in Fig.\( (1) \), where we can note that with the same \( m_g \), there is no large difference between the linear and exponential fit for \( N_f = 3 \), but they start having a small difference above \( N_f = 6 \). The error between linear and exponential fits for \( N_f = 6, 8, 9, 10 \) are 1.24\%, 3\%, 3.3\%, 5\% respectively. On the other hand we have also chosen an intermediate value of \( m_g \) and computed the relative error
with respect to \( m_{g_0} = 373 \text{ MeV} \) obtained with lattice data and the phenomenological value \( m_{g_0} = 500 \text{ MeV} \). With \( m_{g_0} = 440 \text{ MeV} \) we found an error approximately of 5% when comparing the different curves and with different (and large) \( N_f \) values. If we choose one appropriate fit we can compare the behavior of both \( \beta \) functions BZ (Eq.(1)) and DGM with a running gluon mass (Eq.(10)), comparing different fixed points and discussing other consequences.

\[
\begin{align*}
\beta_{-DGM - N_f} = 3
\beta_{\text{Lin} - m_{g_0} = 373}
\beta_{\text{Exp} - m_{g_0} = 373}
\beta_{\text{Lin} - m_{g_0} = 500}
\beta_{\text{Exp} - m_{g_0} = 500}
\end{align*}
\]

**FIG. 1:** \( \beta \) functions for the linear and exponential fits of Eqs.(11-12) for \( N_f = 3 \).

**TABLE I:** Fixed points (\( \beta(g_s) = 0 \)), i.e. critical coupling constant values (\( g^* \)), in the DGM approach with different values of \( m_{g_0} \).

| \( N_f \) | \( m_{g_0} \) (373 MeV) | \( m_{g_0} \) (440 MeV) | \( m_{g_0} \) (500 MeV) |
|---------|----------------|----------------|----------------|
| 3       | 2.63           | 2.47           | 2.37           |
| 6       | 2.79           | 2.64           | 2.54           |
| 8       | 2.98           | 2.83           | 2.74           |
| 9       | 3.11           | 2.97           | 2.87           |
| 10      | 3.29           | 3.14           | 3.03           |

In Table (I) we show the fixed points (coupling constant values) in the DGM approach (Eq.(10)) with different number of flavors and three values of \( m_{g_0}(0) \). It is possible to see that \( g^* \) at the fixed point values become smaller when the \( m_{g_0} \) is increased and also that for the same \( m_{g_0} \) the value of the critical coupling constant is increased when the number of flavors \( N_f \) is increased. Observing these results and the small difference between the fits we will consider in all subsequent calculations only the exponential fit of Eq.(12) and the \( m_{g_0}(0) \) value of 440 MeV.

We show in Fig.(2) the \( \beta \) functions for both cases (BZ and DGM). The fixed points in the BZ case start appearing for \( N_f \geq 8 \) [see Fig.(2)(b)], while in the DGM case they exist as long as we have asymptotic freedom. The non-trivial fixed points appear at approximately the same values of the strong coupling (\( g_s \)). However as we increase \( N_f \) the BZ fixed points occur at smaller coupling constant values, while in the DGM we have exactly the opposite. The exact coupling constant values for each fixed point can be better observed in Table (II). It is interesting to comment how much the BZ fixed points are dependent on the order of \( \beta \) function calculated in perturbation theory. Although, two-, three-, and four-loop perturbative calculations of the \( \beta \) function indicate an infrared fixed point in the interval \( 8 \leq N_f \leq 16 \), the recent five-loop calculation of this quantity [4] is showing that \( N_f = 8 \) does not present a non-trivial perturbative fixed point at this level (see, for instance, the discussion in Refs.[45, 46]). This higher loop result does not show the apparently mild convergent behavior of the lower loop contributions and is currently being independently checked, therefore it is still premature to infer any possible behavior about what is going to happen with the BZ scenario with higher order computations of the \( \beta \) function.

Recall that we are comparing quantities obtained in different schemes. The non-perturbative effective coupling constant given by Eq.(7) has been determined as a function of Green’s functions obtained from SDE solutions, through the combination of the pinch technique with the background field method. Such approach is gauge and renormalization group invariant, i.e. they are independent of any renormalization mass \( \mu \). Note that at the end the fixed point is only a function of \( m_{g_0}/\Lambda \). This means that in principle we may have certain stability in the fixed point determination. However the SDE for the gluon propagator, from where it is obtained part of the information leading to the infrared coupling, has to be solved imposing that the non-perturbative propagator is equal to the perturbative one at some high-energy scale (\( \mu \)), or comparing the SDE propagator to the lattice data. After this a \( \mu \) independent coupling is obtained through one specific relation of two point correlators. On the other hand we may
say that the BZ $\beta$ function has a scheme dependence ($\overline{MS}$) above the two-loop level, but its fixed point is relatively stable \cite{6}, and we may also say that the comparison between the different scenarios that we have been discussing is worthwhile. Finally, the DGM coupling moves to higher $g_s$ values as we increase $N_f$, and at some moment even the non-perturbative method used to obtain this quantity may fail. Therefore in the next section we will verify if these different $\beta$ functions are analytic up to the fixed point and what can be said about their anomalous dimension.

### III. ANALYTICITY AND ANOMALOUS DIMENSION

The renormalization group behavior of the coupling constant is constrained by the analyticity condition as proposed by Krasnikov \cite{49} as

$$\left| \alpha_s \frac{d}{d\alpha_s} \left( \frac{\beta(\alpha_s)}{\alpha_s} \right) \right| \leq 1. \quad (13)$$

This is a perfect condition to test if the different fixed points, or critical coupling constants, discussed in the previous sections can be considered still small enough to be reliable, even if they were obtained with a non-perturbative method as in the DGM case. The problem of using Eq.\,(13) is that it was obtained in the so called “natural” scheme, where the ratio $\beta(\alpha_s)/\alpha_s$ is modified, as we change from one scheme to the other, only by a multiplicative constant, which is not a significative change near a fixed point. Nevertheless we have a condition constraining the coupling constant renormalization group behavior in one specific scheme, the BZ coupling determined up to four loops in the $\overline{MS}$ scheme, and one non-perturbative coupling that is renormalization group invariant but obtained in one truncation dependent scheme. Many discussions on the conformal window seems to indicate some stability in the critical coupling constant values obtained in different schemes \cite{6, 50}. This fact does not justify a fully formal comparison of these different quantities, although, as we shall see, we still can learn from it as well as extract some valuable information. Of course, a complete solution of all these scheme differences, i.e. obtaining Eq.\,(13), the BZ and DGM $\beta$ functions
in one scheme independent way, is out of the scope of this work.

\[
\beta - \text{DGM} \quad N_f = 6, 8, 10, 12
\]

\[
\beta - \text{BZ} \quad N_f = 6, 8, 10, 12
\]

FIG. 3: Analyticity condition for both $\beta$ functions (BZ and DGM), where $F(g)$ stands for $\alpha_s, [d/d\alpha_s(\beta(\alpha_s)/\alpha_s)]$. Fig. (a) (DGM or Eq. (10)) and Fig. (b) (perturbative or Eq. (1)) show the analyticity condition as a function of the coupling constant $g_s$ and for different $N_f$.

We plot the left-hand side of Eq. (13) in Fig. (3). This figure allows us to see up to what value of the coupling constant we can rely on our results. For instance, from Fig. (3) (a) we can see that the inequality of Eq. (13) is not fulfilled in the case of Eq. (10) with $N_f = 12$ for $\alpha_s \geq 1.1$. Since we are particularly interested in what happens at the fixed point, in Table (III) we show the value of the left-hand side of inequality (13) evaluated exactly at the fixed points for both cases: BZ and DGM. This means that we are inside, within our approximations, of the analytic region. In particular, the DGM $\beta$ function and the respective fixed point seems to be at the border of the analytic region. Since the derivative of Eq. (10) is linear in $\alpha_s$ it is easy to understand why Eq. (13) is saturated at the fixed point, where the left hand side of Eq. (13) is proportional to $d\beta/\alpha_s$.

TABLE III: Left-hand side value of the inequality (13) evaluated at the fixed points obtained from both $\beta$ functions (BZ and DGM).

| $N_f$ | BZ | DGM |
|-------|----|-----|
| 3     | *  | 0.9998 |
| 6     | *  | 1.0000 |
| 8     | 0.1053 | 0.9999 |
| 9     | 0.0583 | 1.0000 |
| 10    | 0.0340 | 0.9997 |
| 12    | 0.0112 | 0.9998 |

The BZ fixed points are in the analytic region and can be certainly considered perturbative fixed points, therefore we can compute for these points the respective anomalous dimension. Several lattice simulations have tried to compute the quark mass anomalous dimensions ($\gamma$) associated to these fixed points, because a large anomalous dimension may solve the many problems of Technicolor (or composite) models [5]. The mass anomalous dimension exponent $\gamma$ up to $O(\alpha_s^2)$ was determined in Ref. [51] in the $\overline{MS}$, and is given by

\[
\gamma = -2\gamma_m = \sum_{i=0}^{\infty} 2(\gamma_m)_i \alpha_s^{i+1},
\]
where the \((\gamma_m)_i\) can be read from Ref. [51], and in numerical form as a function of \(N_f\) we have:

\[
\gamma_m \approx -a_{os} - a_{os}^2 (4.20833 - 0.138889 N_f) \\
- a_{os}^3 (19.5156 - 2.28412 N_f - 0.0270062 N_f^2) \\
- a_{os}^4 (98.9434 - 19.1075 N_f + 0.276163 N_f^2) \\
+ 0.00579322 N_f^3 \\
- a_{os}^5 (559.7069 - 143.6864 N_f + 7.4824 N_f^2) \\
+ 0.1083 N_f^3 - 0.000085359 N_f^4.
\]

where \(a_{os} = \alpha_s/\pi\).

The DGM fixed points are at the border of the analytic region, and we may wonder if we can reliably compute the anomalous dimension with Eq. (15) in this case. It should be remembered that chiral symmetry breaking, or the dynamical generation of quark masses, in the presence of dynamically generated gluon masses is still a motive of debate [52, 53], possibly being associated to the confinement mechanism [52], demanding a non-perturbative anomalous dimension calculation. However in the sequence we will just assume that we can use Eq. (15) to compute the anomalous dimensions at the DGM fixed points. The results are shown in Fig. (4).

![Fig. 4: Anomalous dimension for different values of \(N_f\) in the BZ and DGM cases.](image)

It is interesting to see in Fig. (4) that the anomalous dimension for the BZ and DGM \(\beta\) functions have different behaviors as a function of \(N_f\) and this effect may probably be tested in lattice simulations. We show in Table (IV) the anomalous dimensions for the BZ and DGM cases respectively for \(N_f = 8, 9, 10, 12\). However, note that, if Eq. (15) is applied to the DGM case, we do have large \(\gamma\) values for a small number of quarks. In general it is said that such values may be present in walking gauge theories, but this is certainly not the QCD case with a small number of quarks.

| \(N_f\) | \(\alpha_s^*\) | \(\gamma(\alpha_s^*)\) | \(\alpha_s^*\) | \(\gamma(\alpha_s^*)\) |
|---|---|---|---|---|
| 8  | 1.55 | -4.83 | 0.64 | 0.501 |
| 9  | 1.07 | -0.60 | 0.70 | 0.39 |
| 10 | 0.82 | 0.09 | 0.78 | 0.17 |
| 12 | 0.47 | 0.27 | 1.06 | -0.88 |

In principle these anomalous dimension can be tested in lattice simulations, although they demand simulations with extremely large volume lattices, since the calculation must be performed in a conformal regime. There are results for the anomalous dimension with \(N_f = 12\) [54, 55], indicating a value in the range \(\gamma_m \approx 0.4 - 0.5\). Unfortunately this value is a factor of 2 above the one predicted in the BZ case, and curiously is exactly the region of the \(\gamma\) values in
the DGM case, although this is true only up to \( N_f \approx 10 \). It should also be remembered that these lattice simulations make use of the naive hyperscaling function \( M_H \propto m^{1/(1+\gamma)} \) determined for a walking gauge theory. It is possible that physical masses necessarily do not follow such scaling, and, in particular, in the case of scalar masses we have been advocating that these masses may scale differently according to the asymptotic behavior of the dynamically generated fermion mass \[57 \] \[59 \].

We end this section stressing that the BZ approach is analytic (as usually claimed), but also the DGM approach seems to be reliable up to the border of the analytic region. Therefore we assumed that in both cases we can compute the anomalous dimension with the perturbative expression, observing quite different behaviors for the mass anomalous dimension exponent, what could be observed in lattice simulations.

**IV. MINIMUM OF ENERGY: BZ OR DGM?**

If the \( \beta \) functions in these two approaches are comparable and lead to approximately the same fixed points for some \( N_f \) values, can we determine which one leads to the actual minimum of energy? The \( \beta \) function can be related to the trace of the energy momentum tensor \[60 \] \[62 \]

\[
\langle \theta_{\mu\nu} \rangle = \frac{\beta(g)}{g} \langle G_{\mu\nu}G^{\mu\nu} \rangle ,
\]

which is proportional to the vacuum energy \( \langle \Omega \rangle \) as

\[
\langle \Omega \rangle = \frac{1}{4} \langle \theta_{\mu\nu} \rangle .
\]

The minimum of the vacuum energy is a scheme independent quantity, and, in principle, this quantity could be used to discriminate which \( \beta \) function leads to the deepest minimum of energy. Of course the Eq.(16) will be computed in a quite simple approximation, not free of scheme dependence, although, we have no reason to expect great deviations of the \( \beta \) functions behaviors as we discussed before.

In Eq.(16) the term \( \langle G_{\mu\nu}G^{\mu\nu} \rangle \) is proportional to the gluon condensate, which is a fully non-perturbative quantity \[63 \]. In order to calculate the vacuum energy we must know how the gluon condensate is modified as we change the number of flavors. Unfortunately there are not, as far as we know, lattice simulations of this quantity as a function of \( N_f \). On the other hand there are discussions about the condensate value related to the infrared behavior of the gluon propagator. For instance (see Ref.[64] and references therein), the gluon condensate is expected to be of order \( cm_f^4 \), where \( c \) is a constant and \( m_f \) is a tachionic mass that appears in the IR gluon propagator, which can also be related to the confining potential.

One expression for the gluon condensate as a function of the dynamical gluon mass was determined in Ref.[18] and also studied in Ref.[65] (see Eq.(6.17) of Ref.[18]):

\[
\left\langle \frac{\alpha_s}{\pi} G_{\mu\nu}G^{\mu\nu} \right\rangle = A \frac{3m_g^4}{4\pi^4\beta_0 \ln \left( \frac{4m_g^2}{\Lambda^2} \right)} ,
\]

where we are going to assume that \( m_g \) is a function of \( N_f \), as described by the exponential behavior of Eq.(12) with \( m_{g0} = 440 \text{ MeV} \), and \( A \approx 7 \) is a constant value such that \( \left\langle \frac{\alpha_s}{\pi} G_{\mu\nu}G^{\mu\nu} \right\rangle = 0.012 \text{ GeV}^4 \) when \( N_f = 6 \) \[63 \]. This expression for the condensate is able to represent the gross behavior of this quantity as we vary \( N_f \). For a fixed \( N_f \) value and at one specific \( g \) value of the coupling constant we can say that the state of minimum energy will happen at the smallest value of \( \beta(g) \), although a complete answer to this problem will demand a detailed calculation of Eq.(16). Therefore, with Eqs.(16) and introducing (18) into Eq.(17), we have

\[
\langle \Omega \rangle = \frac{3A}{4\pi^2} \frac{\beta(g)}{g} m_g^4(N_f).
\]

The assumption of Eq.(15), a monotonically increasing with \( N_f \) function, is not fundamental to determine the minimum of energy, which is basically dictated by the behavior of the \( \beta \) function.

Our results for the vacuum energy as a function of the coupling constant \( g_s \) are shown in Fig.[5] for \( N_f \approx 8 - 12 \). Our results are surprising in the following sense: For \( N_f = 8 \) it seems that the BZ \( \beta \) function is the one that leads to the deepest minimum of energy as a function of the coupling constant up to the critical \( g^* \) value, although \( N_f = 8 \) is at the border of the conformal window and below this value the “perturbative” vacuum becomes unstable, i.e. if we define the vacuum energy proportional to the \( \beta_{BZ} \) function the vacuum is negative up to infinity for \( N_f < 8 \). Above
this $N_f$ value it is the DGM $\beta$ function that leads to the deepest state of minimum energy. As we increase $N_f$ above 12 it is the coupling constant in the DGM approach that increases at one point that we cannot be sure how much the SDE truncation, leading to this solution, is still reliable. However, there is a clear possibility that the non-trivial fixed point observed in lattice simulations at $N_f = 12$ is related to the DGM mechanism.

![Graphs of vacuum energy for different $N_f$ values](image)

**FIG. 5:** Vacuum energy in both, BZ and DGM, approaches. Fig.(a) is for $N_f = 8$, value that is in the limit of conformal window. Figs.(b) and (c) correspond to $N_f = 10$ and $N_f = 12$ respectively.

We recall that a full calculation of the vacuum energy can be performed with the effective potential for composite operators as a function of the complete QCD propagators [66]. In this type of calculation besides the contribution of dynamical gluon masses it should also be considered the inclusion of dynamical fermion masses (see, for instance, Ref. [65]). Our simple estimate of the vacuum energy does not consider the effect of fermions, however this effect gives
just a few percent contribution to the vacuum energy for a small number of flavors \[ \Lambda \]. As we increase the number of flavors the chiral symmetry is recovered, i.e. the dynamical generation of fermion masses is probably erased \[ \text{[67, 69]} \], and the effect of fermions will probably not affect the value of \( \langle \Omega \rangle \) calculated for a number of fermions around \( 8 - 12 \), which is the region where the BZ and DGM can be compared. Finally, we also do not know how confinement may affect the dynamical masses of gluons and quarks and modify our simple estimate of the vacuum energy.

V. CONCLUSIONS

We have compared two different mechanisms (BZ and DGM) proposing the existence of non-trivial fixed points in QCD. The BZ approach is essentially perturbative while the DGM one is non-perturbative. Their \( \beta \) functions are quite similar and the fixed points occur at approximately the same coupling constant values for \( N_f \approx 9 - 10 \). However, as we vary \( N_f \) the values of the coupling constants associated to the fixed points move in different directions: Decreasing when \( N_f \) increases in the BZ approach, and exactly the opposite occurs in the DGM case.

Both \( \beta \) functions and their coupling constants up to the critical value that determine the fixed points are in agreement with the analyticity constraint, and if we assume that in both cases we can use perturbation theory to compute the anomalous dimension associated to each fixed point, we come to the conclusion that the DGM mechanism could be a possible explanation for the anomalous dimension and fixed points within the conformal window.

Our results cover the following number of flavors \( N_f \approx 8 - 12 \). Assuming that the gluon condensate can be calculated in terms of the non-perturbative gluon propagator and its dynamical gluon mass, we observe an intriguing behavior of the vacuum energy calculated as a function of the coupling constant up to the fixed point value: Around \( N_f = 8 \) it is the BZ approach that leads to the deepest minimum of energy, which is at the border of the conformal window, and below this number of flavors the “perturbative” vacuum becomes unstable, in the sense that when \( N_f < 8 \) the BZ \( \beta \) function is not bounded from below. As we increase \( N_f \) the vacuum energy is dominated by the DGM mechanism. At larger \( N_f \) values the coupling constant in the DGM approach seems to increase to values where we cannot be sure that the SDE calculations of the DGM approach are still reliable. Of course, in the DGM case we do have fixed points for a small number of quarks, and for a naive (perturbative) calculation of the mass anomalous dimension exponent we obtain \( \gamma \) in the range \( 0.4 - 0.5 \) up to \( N_f \approx 10 \). If the fixed points predicted in the DGM approach are not confirmed by lattice simulations this means that the extrapolations shown in Eqs. (11) and (12) are not correct or the \( \beta \) function of Eq. (9) does not correspond to a true minimum of energy.

It should be noted that we used simple approximations for the coupling constant (Eq. (7)), for the dynamical gluon mass behavior with the momentum (Eq. (3)), for the dependence of this mass (Eq. (12)) and of the gluon condensate (Eq. (18)) with the number of flavors. The dependence of these quantities with \( N_f \) introduces some uncertainty in our calculation, which are difficult to be estimated, but shall not modify the main results and characteristics of the DGM mechanism. In particular, it has been strongly stressed how lattice simulations of the gluon propagator, and consequently the dynamical gluon mass IR value, demand simulations with quite large volume lattices \[ \text{[70]} \]. We also note that our calculation depends on the ratio \( m_g/\Lambda \), and the \( \Lambda \) value will be dependent on the scheme and the number of fermions that we consider in order to obtain its physical value. If we consider recently reported \( \Lambda_{MS}^{(N_f)} \) determinations obtained in lattice simulations (e.g. \( \Lambda_{MS}^{(2)} = 330_{-54}^{+21} \text{ MeV} \) and \( \Lambda_{MS}^{(3)} = 336(19) \text{ MeV} \) \[ \text{[71]} \]), we can be confident that the uncertainty that we have in the \( m_g \) determination exceed by far the one that we have for \( \Lambda \), and for this reason we stress that our result is quite dependent on the ratio \( m_g/\Lambda \) and the main source of uncertainty resides in the \( m_g \) variation with \( N_f \). We are comparing \( \beta \) functions obtained in different schemes, and are assuming that their respective fixed points are relatively stable, making our comparison worthwhile. Considering the proximity of the different fixed points, and their dependence with \( N_f \) it would be important that such coincidence could be tested by different methods. Therefore, it is imperative to have improved lattice calculations of the behavior of this quantity with large \( N_f \), mainly to check extrapolations like the ones of Eq. (11) and Eq. (12). The same can also be said about calculations of the gluon condensate as a function of \( N_f \). This will allow better estimates of the fixed points as well as of the vacuum energy.
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