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ABSTRACT
This paper considers the estimation of parameters for the Poisson regression model in the presence of high, but imperfect multicollinearity. To mitigate this problem, we suggest using the Poisson Liu Regression Estimator (PLRE) and propose some new approaches to estimate this shrinkage parameter. The small sample statistical properties of these estimators are systematically scrutinized using Monte Carlo simulations. To evaluate the performance of these estimators, we assess the Mean Square Errors (MSE) and the Mean Absolute Percentage Errors (MAPE). The simulation results clearly illustrate the benefit of the methods of estimating these types of shrinkage parameters in finite samples. Finally, we illustrate the empirical relevance of our newly proposed methods using an empirically relevant application. Thus, in summary, via simulations of empirically relevant parameter values, and by a standard empirical application, it is clearly demonstrated that our technique exhibits more precise estimators, compared to traditional techniques – at least when multicollinearity exist among the regressors.

1. Introduction

The Poisson Regression (PR) model is an appropriate model for studying count variables using appropriate covariates. For instance, the number of patients, bank failures, the number of road accidents, traffic flow and ideal gap distances, number of typing errors on a page, failure of a machine in one month, the occurrences of virus disease, takeover bids and criminal careers can be modeled with the Poisson distribution etc. The common Maximum Likelihood Estimator (MLE) is used to estimate unknown regression coefficients in the PR model. The MLE can be found by applying an Iterative Weighted Least Square (IWLS) algorithm. One problem with MLE occurs when there are linear dependencies among the explanatory variables. This problem is called multicollinearity by Frisch \cite{6}. For example, when counting the number of injuries that occur in the upper seam of mines in the coal fields, then the inside burden thickness, lower seam height, and extraction of the lower earlier mined seam in percentage are the important factors. In such situation, the explanatory variables would be strongly correlated. High (imperfect) multicollinearity
causes the MLE to overestimate the standard errors, while the standard errors are consistent. It leads difficulty to isolate marginal effects of individual regressors since marginal interpretation implies holding the other independent variables constant.

This problem of multicollinearity has significant impact on the performance of MLE for the estimation of unknown regression coefficients in the PR model. Furthermore, it leads to instability and a high variance of the parameters estimated by MLE. Another consequence of multicollinearity is the wider confidence interval, decreased statistical power which result in increased probability of type II error in hypothesis testing in terms of the parameters. In addition, the uncertainty of the estimated coefficients is higher because of an increased coefficient variance due to multicollinearity. By minimizing the standard errors of the coefficients, we demonstrate that our new Liu estimator is a beneficial and a recommended remedy for the problem of multicollinearity.

In recent research, it is a stylized fact that the shrinkage estimators are considered as an efficient remedial measure to combat multicollinearity problem [11,22]. Many researchers propose different type of shrinkage estimators to overcome multicollinearity for different models. Månsson and Shukur [20] proposed a Poisson ridge regression estimator which was a generalization of the ordinary ridge regression. In 1993, Liu introduced a new estimator, subsequently known as the Liu estimator. It is based on a linear function of $d$ instead of a non-linear function as in the ordinary ridge regression. This leads to a more stable shrinkage of the vector of estimated coefficients. Therefore, due to the linear function of $d$, researchers have used the more robust Liu estimator instead of the traditional ridge regression. Regarding the vast literature on the Liu estimator in the linear regression model, we refer our readers primarily to Liu [12], Kaciranlar [10], Alheety and Kibria [1], Kibria [14], Qasim et al. [22], among others. Furthermore, Arashi et al. [4,5] deliberated the improved preliminary test and Stein-rule Liu estimators, and Liu type estimator. Recently, Karbalaee et al. [11] introduced a Preliminary test generalized Liu estimator with series of stochastic restrictions. However, the literature on the Liu estimator of a generalized linear model is rather limited. For instance, Månsson et al. [19] suggested some shrinkage parameters for the Poisson Liu Regression Estimator (PLRE), Månsson et al. [18] introduced a Liu estimator for the logit regression model, Månsson [17] recommended some Liu parameters for the negative binomial regression model, Inan and Erdogan [9] developed a Liu-type logistic estimator, Şiray et al. [23] proposed a restricted Liu estimator in the logistic regression model, Amin et al. [3] recommend some shrinkage parameters for the gamma regression, Qasim et al. [21] developed and adopted some new shrinkage parameters for the Liu estimator for the gamma regression model, Wu et al. [25] developed the restricted almost unbiased Liu estimator for the logistic regression model, and, finally, recently, Amin et al. [2] proposed Liu type estimators for the gamma regression model.

The main contribution of this paper is to propose some new methods of estimating the shrinkage parameter, $d$ for the PR model. The original methods that inspired our new estimation methods were developed by Hoerl and Kennard [8], Kibria [13], Månsson et al. [18]. The Mean Squared Error (MSE) and Mean Absolute Percentage Error (MAPE) are considered as performance criteria for evaluation of the proposed estimators in the Monte Carlo experiment. The intuitive, and empirical relevance, of the Liu estimator is demonstrated by applying proposed estimation methods and traditional MLE on real-world data where we systematically analyze which estimator that can to the highest degree remedy the effects of multicollinearity. In this empirical application, we model the number of goals
scored at home and away as a function of the quality of the teams (measured by bookmaker odds). By this approach is easily demonstrated that the standard errors and the estimated MSEs decreases substantially. Hence, the precision of the estimated parameters is increased, which of course is one of the main objectives in an empirical situation.

This study is structured as follows: We discuss the model of interest and propose different shrinkage parameters in section 2. The Monte Carlo experiment and the simulated results are addressed in Section 3. An empirical application is outlined in section 4. Finally, the concluding remarks are provided in section 5.

2. A new Poisson Liu Regression Estimator (PLRE)

The Poisson Regression (PR) model is only applicable when the dependent variable deals with count data. Suppose, $y_i$ is the dependent variable and follows a Poisson distribution with parameter $(\theta_i)$ and is denoted as $P(\theta_i)$ with the following probability mass function

$$f(y_i) = \frac{e^{\theta_i y_i}}{y_i!}; y_i = 0, 1, 2, 3, \ldots; i = 1, 2, 3, \ldots, n. \quad (1)$$

The PR model is commonly developed by using the canonical link function, such that $\theta_i = \exp(x_i^t \beta)$, where $x_i$ is the $i$th row of $X$ which is an $n \times p$ data matrix with $p$ non-stochastic explanatory variables, $\beta$ is a $p \times 1$ vector of the unknown regression coefficients. The log-likelihood function of the PR model can be defined as

$$l(\theta; y) = \sum_{i=1}^{n} \left\{ y_i \ln(\theta_i) - \theta_i - \ln \left( \prod_{i=1}^{n} y_i! \right) \right\}$$

$$l(\theta; y) = \sum_{i=1}^{n} \left\{ y_i \ln(\exp(x_i^t \beta)) - \exp(x_i^t \beta) - \ln \left( \prod_{i=1}^{n} y_i! \right) \right\}. \quad (2)$$

The MLE is used to estimate the parameters of the model. The following IWLS algorithm is applying to maximize the log-likelihood function.

$$\hat{\beta}_{MLE} = (X^t \hat{V}X)^{-1}X^t \hat{V}z^*,$$ \quad (3)

where $\hat{V} = \text{diag} \{\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_n\}$; $z^* = x_i^t \hat{\beta}_{MLE} + \frac{y_i - \hat{\theta}_i}{\hat{\theta}_i}$ is the adjusted response variable. Both $\hat{V}$ and $z^*$ are evaluated by Fisher’s scoring iterative procedure. The MSEs of the estimators are obtained by considering $\alpha = \Upsilon^t \beta$ and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_p) = \Upsilon (X^t \hat{V}X) \Upsilon^t$, where $\Upsilon$ is the orthogonal matrix whose columns are the eigenvectors of $X^t \hat{V}X$; and $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_p > 0$ are the eigenvalues of the matrix $X^t \hat{V}X$ and $\alpha_j (j = 1, 2, \ldots, p)$ of the $j$th element of $\Upsilon^t \beta$. Furthermore, the matrix MSE (MMSE) of the $\hat{\beta}_{MLE}$ is defined as

$$\text{MMSE}(\hat{\beta}_{MLE}) = (\Upsilon \Lambda^{-1} \Upsilon^t). \quad (4)$$

Moreover, the scalar MSE of the $\hat{\beta}_{MLE}$ is defined as

$$\text{MSE}(\hat{\beta}_{MLE}) = E(\hat{\beta}_{MLE} - \beta)(\hat{\beta}_{MLE} - \beta) = \text{tr}(\Upsilon \Lambda^{-1} \Upsilon^t) = \sum_{j=1}^{p} \frac{1}{\lambda_j}, \quad (5)$$
where $\lambda_j$ is the $j$th eigenvalue of the $X^t \hat{V} X$ matrix. When the explanatory variables are linearly correlated, some of the eigenvalues will be small and $X^t \hat{V} X$ matrix will be ill-conditioned which inflated the variance of MLE. To overcome this problem of multicollinearity, we define a PLRE which is generalization of Liu [12].

$$\hat{\beta}_{PLRE} = (X^t \hat{V} X + I)^{-1}(X^t \hat{V} X + dI)\hat{\beta}_{MLE}$$ (6)

where $d$ ($0 \leq d \leq 1$) is the shrinkage parameter. If $d = 1$ then $\hat{\beta}_{MLE} = \hat{\beta}_{PLRE}$ and in case $d < 1$ which implies that the absolute norm vector of PLRE is less than or equal to the absolute norm vector of MLE, i.e. $\hat{\beta}_{PLRE} \leq \hat{\beta}_{MLE}$. The MMSE and MSE of the PLRE can be defined as

$$\text{Bias}(\hat{\beta}_{PLRE}) = \Upsilon \Lambda_1^{-1} \alpha(d - 1)$$ (7)

$$\text{VAR}(\hat{\beta}_{PLRE}) = \Upsilon \Lambda_1^{-1} \Lambda_d \Lambda_1^{-1} \Lambda_d \Upsilon^t$$ (8)

$$\text{MMSE}(\hat{\beta}_{PLRE}) = \Upsilon \Lambda_1^{-1} \Lambda_d \Lambda_1^{-1} \Lambda_d \Upsilon^t + (d - 1)^2 \Upsilon \Lambda_1^{-1} \alpha \alpha^t \Lambda_1^{-1} \Upsilon^t$$ (9)

where $\Lambda_1 = \text{diag}(\lambda_1 + I, \lambda_2 + I, \ldots, \lambda_p + I)$, $\Lambda_d = \text{diag}(\lambda_1 + d, \lambda_2 + d, \ldots, \lambda_p + d)$ and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_p) = \Upsilon (X^t \hat{V} X)^t$, where $\Upsilon$ is the orthogonal matrix whose columns are the eigenvectors of $X^t \hat{V} X$. Finally, the scalar MSE of the PLRE is obtained by applying $\text{tr}(.)$ operator on Equation (9), which can be defined as

$$\text{MSE}(\hat{\beta}_{PLRE}) = \sum_{j=1}^{p} \left( \frac{\lambda_j + d}{(\lambda_j + 1)^2} \right) + (d - 1)^2 \sum_{j=1}^{p} \left( \frac{\alpha_j^2}{(\lambda_j + 1)^2} \right).$$ (10)

Liu [12] provided a proof that the Liu estimator is better than the ordinary least squares estimator for the linear regression model. We extend this method for PR model and show that the PLRE perform better than the MLE. In order to do so, we follow Liu [12] and differentiate Equation (10) with respect to $d$:

$$g'(d) = \frac{\partial[MSE(\hat{\beta}_{PLRE})]}{\partial d} = 2 \sum_{j=1}^{p} \frac{\lambda_j + d}{\lambda_j(\lambda_j + 1)^2} + 2(d - 1) \sum_{j=1}^{p} \frac{\alpha_j^2}{(\lambda_j + 1)^2}. $$ (11)

Thus, by inserting the value 1 (the situation when PLRE and MLE are equal) we can see that:

$$g'(1) = 2 \sum_{j=1}^{p} \frac{\lambda_j + d}{\lambda_j(\lambda_j + 1)^2} > 0$$ (12)

Therefore there exists $0 < d < 1$ such that $g(d) < g(1)$ or, equivalently, $\text{MSE}(\hat{\beta}_{PLRE}) < \text{MSE}(\hat{\beta}_{MLE})$.

2.1. Proposed shrinkage estimators

The PLRE is a robust measure and it performs better than the usual MLE when the explanatory variables are linearly correlated. Furthermore, the performance of the PLRE depends
on the optimal value of the shrinkage parameter, \(d\). Therefore, we propose some new estimators in order to obtain the value of \(d\) based on the work of Månsson et al. [18]. In order to obtain the optimal value of the PLRE, we take the first derivative of Equation (10) and then solve it for \(d\) by equating to zero. Consequently, we obtain

\[
d_j = \frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2}
\]

(13)

The range of \(d\) depends on \(\hat{\alpha}_j\). However, as is specified in [12], the value of \(d\) is limited between 0 and 1. Therefore, we use max operator with the proposed estimators to ensure the value of \(d_j\) lie between 0 to 1. The ideas of the proposed estimators are based on the theoretical work of Hoerl and Kennard [8], Kibria [13], and Månsson et al. [18]. For estimation of an optimal value of \(d\), we define \(D_1, D_2 - D_3, \) and \(D_4 - D_5\) estimators based on the work of Hoerl and Kennard [8], Kibria [13], and Månsson et al. [18], respectively.

\[
D_1 = \max \left(0, \frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2} \right) \quad D_2 = \max \left(0, \text{median} \left(\frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2} \right) \right)
\]

\[
D_3 = \max \left(0, \sum_{j=1}^{p} \frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2} / p \right) \quad D_4 = \max \left(0, \max \left(\frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2} \right) \right)
\]

\[
D_5 = \max \left(0, \min \left(\frac{\hat{\alpha}_j^2 - 1}{\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2} \right) \right)
\]

where \(\hat{\alpha}_{\text{max}}^2\) and \(\hat{\lambda}_{\text{max}}\) which defined in \(D_1\) estimator are the maximum element of the \(\hat{\alpha}_j^2\) and \(\Upsilon(X^t \hat{V}X)^t\), respectively.

A contribution of this paper is the following PLRE estimators.

\[
D_{kp1} = \max(0, \text{median}(m_j)), \quad D_{kp2} = \max \left(0, \sum_{j=1}^{p} (m_j) / p \right)
\]

\[
D_{kp3} = \max(0, \max(m_j)), \quad D_{kp4} = \max(0, \min(m_j))
\]

\[
D_{q1} = \max(0, \text{median}(h_j)), \quad D_{q2} = \max \left(0, \sum_{j=1}^{p} (h_j) / p \right)
\]

\[
D_{q3} = \max(0, \max(h_j) / p), \quad D_{q4} = \max(0, \min(h_j))
\]

where \(m_j = \frac{\hat{\alpha}_j^2 - 1}{\max \left(\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_j^2 \right)}\) and \(h_j = \frac{\hat{\alpha}_j^2 - 1}{\max \left(\frac{1}{\hat{\lambda}_j} + \hat{\alpha}_{\text{max}}^2 \right)}\). It should be noted that the PLRE perform much better when the optimal value of \(d\) is close to zero. Hence our proposed estimator's value is always close to zero.
2.2. Performance evaluation criteria of the estimators

The main objective of this article is to compare the performance of the proposed estimators with the existing estimators in order to improve the performance of the PLRE in the presence of high, but imperfect, multicollinearity. So, there is a need to define the performance criteria for selecting the best estimator. In this study, we consider the standard measure of MSE and MAPE as the performance criteria. These are defined as follows:

\[
MSE = \frac{\sum_{r=1}^{R} (\hat{\beta}(r) - \beta)^t (\hat{\beta}(r) - \beta)}{R} \tag{14}
\]

\[
MAPE = \left( \frac{1}{R} \left( \sum_{r=1}^{R} \left( \sum_{j=1}^{p} \left| \frac{\hat{\beta}_j - \beta_j}{\beta_j} \right| \right) \right) \right)^{100\%}, \tag{15}
\]

where \( \hat{\beta} \) is the estimator of \( \beta \) at the \( i \)th repetition out of \( R = 2000 \) replicates.

3. The simulation study

In this section, we conduct a Monte Carlo simulation study to evaluate the performance of our newly proposed estimators and the MLE. Below we provide a brief discussion about the simulation results.

3.1. The design of an experiment

The dependent variable of the PR model is generated from the Poisson distribution \( P_\theta(\theta_i) \), where

\[
\theta_i = \exp(\beta_0 + \beta_1 x_{i1} + \ldots + \beta_p x_{ip}); j = 1, 2, \ldots, p; i = 1, 2, \ldots, n. \tag{16}
\]

where Equation (16) is the mean function and it is generated for \( p = 4, 8 \) regressors, respectively. Furthermore, the intercept value is set to be \(-1\) or \(1\), and the slope parameter values of Equation (16) are chosen to be \( \sum_{j=1}^{p} \beta_j^2 = 1 \) and \( \beta_1 = \ldots = \beta_p \) by considering different sample sizes. Table 1 shows the different factors that affect on the performance of the estimators. We use the R 3.2.2 software to conduct the simulation study.

Since the performance of the estimators greatly depends on the strength of the correlation, the following formula is used to generate the correlated explanatory variables

| Table 1. Values of the factors that are used in the design of the experiment. |
|---------------------------------|----------------|----------------|
| Factors                        | Notations | Values       |
| Intercept                      | \( \beta_0 \) | \(-1, 1\)    |
| Number of explanatory variables| \( p \)    | \( 4, 8 \)   |
| Degree of correlation          | \( \rho^2 \) | \( 0.90, 0.98, 0.99, 0.999 \) |
| Sample size                    | \( n \)    | \( 25, 50, 75, 100, 125 \) |
| Replicates                     | \( R \)    | \( 2000 \)   |
where \( z_{ij} \) are the pseudo-random numbers which are generated from the standard normal distribution. We consider four different values of \( \rho^2 = 0.90, 0.98, 0.99, 0.999 \).

### 3.2. Simulation results and discussion

The simulated results for MSE and MAPE are presented in Tables 2–5 for \( p = 4 \) and 8, respectively. All estimators performed better than the traditional MLE in every case. It is observed that the factors influencing the performance of different estimators are the value

\[
\beta_o = 1
\]

\[
\rho^2 = 0.99
\]

\[
\rho^2 = 0.999
\]

### Table 2. Estimated MSE values when \( p = 4 \).

| n | MLE | \( D_1 \) | \( D_2 \) | \( D_3 \) | \( D_4 \) | \( D_{kp1} \) | \( D_{kp2} \) | \( D_{kp3} \) | \( D_{kp4} \) | \( D_{q1} \) | \( D_{q2} \) | \( D_{q3} \) | \( D_{q4} \) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( \rho^2 = 0.90 \) | 25 | 2.051 | 1.509 | 0.737 | 0.677 | 1.429 | 0.596 | 0.652 | 0.668 | 1.150 | 0.596 | 0.624 | 0.672 | 0.674 | 0.595 |
| | 50 | 0.960 | 0.748 | 0.520 | 0.508 | 0.729 | 0.506 | 0.517 | 0.508 | 0.712 | 0.506 | 0.513 | 0.520 | 0.551 | 0.506 |
| | 75 | 0.655 | 0.537 | 0.436 | 0.432 | 0.532 | 0.432 | 0.436 | 0.432 | 0.528 | 0.432 | 0.434 | 0.434 | 0.454 | 0.432 |
| | 100 | 0.514 | 0.437 | 0.377 | 0.375 | 0.435 | 0.375 | 0.377 | 0.375 | 0.434 | 0.375 | 0.376 | 0.376 | 0.389 | 0.375 |
| \( \rho^2 = 0.98 \) | 25 | 8.961 | 7.296 | 2.796 | 2.428 | 6.390 | 0.895 | 1.430 | 1.645 | 3.782 | 0.741 | 1.062 | 1.445 | 1.098 | 0.724 |
| | 50 | 5.302 | 2.650 | 0.943 | 0.837 | 2.384 | 0.750 | 0.869 | 0.858 | 2.038 | 0.747 | 0.809 | 0.947 | 0.985 | 0.745 |
| | 75 | 2.082 | 1.617 | 0.846 | 0.809 | 1.541 | 0.798 | 0.835 | 0.812 | 1.446 | 0.798 | 0.818 | 0.869 | 0.936 | 0.797 |
| | 100 | 1.457 | 1.139 | 0.727 | 0.702 | 1.104 | 0.701 | 0.722 | 0.703 | 1.057 | 0.701 | 0.715 | 0.729 | 0.780 | 0.701 |
| \( \rho^2 = 0.99 \) | 25 | 81.850 | 78.381 | 32.987 | 35.871 | 70.411 | 5.304 | 8.743 | 11.915 | 27.129 | 0.689 | 4.158 | 7.958 | 2.433 | 0.464 |
| | 50 | 35.344 | 32.479 | 10.353 | 10.789 | 28.638 | 1.229 | 3.741 | 5.640 | 14.772 | 0.592 | 1.847 | 3.859 | 1.794 | 0.445 |
| | 75 | 17.582 | 15.226 | 4.339 | 4.479 | 13.122 | 0.731 | 2.482 | 3.170 | 7.839 | 0.605 | 1.417 | 2.464 | 1.411 | 0.538 |
| | 100 | 12.554 | 10.557 | 3.199 | 2.755 | 9.122 | 0.788 | 2.028 | 2.336 | 5.813 | 0.724 | 1.543 | 2.088 | 1.380 | 0.692 |
| \( \rho^2 = 0.999 \) | 25 | 819.622 | 815.484 | 404.997 | 522.065 | 794.182 | 74.259 | 75.347 | 114.554 | 256.690 | 4.425 | 34.536 | 74.044 | 16.707 | 1.273 |
| | 50 | 314.751 | 310.796 | 116.421 | 155.670 | 301.592 | 12.357 | 25.246 | 45.196 | 110.561 | 2.332 | 9.485 | 27.791 | 7.588 | 0.731 |
| | 75 | 176.654 | 172.637 | 58.213 | 80.207 | 164.807 | 6.463 | 18.359 | 29.765 | 67.385 | 0.797 | 1.964 | 3.859 | 1.794 | 0.445 |
| | 100 | 112.020 | 116.572 | 43.572 | 55.769 | 109.314 | 4.587 | 12.567 | 19.374 | 45.418 | 0.883 | 2.847 | 4.382 | 1.711 | 0.443 |

\[
\beta_o = 1
\]

\[
\rho^2 = 0.90
\]

\[
\rho^2 = 0.98
\]

\[
\rho^2 = 0.99
\]

\[
\rho^2 = 0.999
\]
Table 3. Estimated MSE values when $p = 8$.

| n  | ML | $D_1$ | $D_2$ | $D_3$ | $D_4$ | $D_{kp1}$ | $D_{kp2}$ | $D_{kp3}$ | $D_{kp4}$ | $D_{q1}$ | $D_{q2}$ | $D_{q3}$ | $D_{q4}$ |
|-----|----|-------|-------|-------|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $\rho^2 = 0.90$ |     |       |       |       |       |           |           |           |           |           |           |           |           |
| 25  | 4.055 | 2.827 | 1.142 | 1.075 | 2.625 | 1.071     | 1.102     | 1.102     | 2.110     | 1.071     | 1.086     | 1.086     | 1.086     |
| 50  | 1.795 | 1.308 | 0.981 | 0.980 | 1.278 | 0.980     | 0.981     | 0.980     | 1.241     | 0.980     | 0.981     | 0.981     | 0.981     |
| 75  | 1.287 | 0.998 | 0.861 | 0.861 | 0.989 | 0.861     | 0.861     | 0.861     | 0.980     | 0.861     | 0.861     | 0.861     | 0.861     |
| 100 | 0.836 | 0.674 | 0.635 | 0.635 | 0.672 | 0.635     | 0.635     | 0.635     | 0.669     | 0.635     | 0.635     | 0.635     | 0.635     |
| $\rho^2 = 0.98$ |     |       |       |       |       |           |           |           |           |           |           |           |           |
| 25  | 17.323| 14.335| 3.590 | 2.331 | 12.589| 1.383     | 1.865     | 2.181     | 6.587     | 1.341     | 1.561     | 1.993     | 1.648     |
| 50  | 7.473 | 5.689 | 1.874 | 1.700 | 5.088 | 1.614     | 1.757     | 1.746     | 4.193     | 1.611     | 1.671     | 1.842     | 1.610     |
| 75  | 4.804 | 3.566 | 1.618 | 1.586 | 3.309 | 1.586     | 1.586     | 1.586     | 1.586     | 1.586     | 1.586     | 1.586     | 1.586     |
| 100 | 3.167 | 2.287 | 1.370 | 1.366 | 2.165 | 1.366     | 1.366     | 1.366     | 2.049     | 1.366     | 1.366     | 1.366     | 1.366     |
| $\rho^2 = 0.99$ |     |       |       |       |       |           |           |           |           |           |           |           |           |
| 25  | 176.3 | 171.3 | 50.153| 53.153| 156.7 | 2.041     | 7.039     | 11.362    | 53.19     | 2.812     | 1.892     | 0.580     | 0.580     |
| 50  | 66.48 | 62.03 | 12.89 | 12.017| 54.07 | 0.997     | 4.748     | 6.619     | 26.94     | 0.842     | 1.819     | 0.798     | 0.798     |
| 75  | 43.00 | 38.84 | 8.096 | 7.011 | 33.25 | 1.139     | 3.912     | 5.107     | 18.88     | 1.074     | 1.671     | 1.596     | 1.596     |
| 100 | 29.82 | 26.06 | 5.372 | 4.072 | 21.76 | 1.240     | 3.045     | 3.790     | 13.46     | 1.229     | 1.366     | 1.366     | 1.366     |
| $\rho^2 = 0.999$ |    |       |       |       |       |           |           |           |           |           |           |           |           |
| 25  | 1673.9| 1668.4| 668.1 | 670.1 | 1629.2| 20.62     | 53.61     | 89.87     | 443.58    | 0.85      | 18.95     | 7.648     | 0.328     |
| 50  | 680.8 | 675.4 | 168.0 | 195.4 | 650.7 | 4.16      | 38.22     | 58.81     | 258.64    | 1.05      | 10.94     | 5.057     | 0.391     |
| 75  | 421.9 | 416.5 | 103.3 | 116.6 | 397.9 | 2.78      | 28.78     | 41.31     | 167.34    | 0.85      | 8.85      | 3.732     | 0.420     |
| 100 | 304.2 | 299.0 | 73.9  | 79.7  | 279.2 | 2.50      | 20.31     | 29.69     | 122.81    | 0.76      | 6.06      | 15.63     | 0.395     |

It is clearly noticed that as the intercept value increase from $-1$ to $1$, the estimated MSE decrease, and the MAPE increase. Moreover, when the number of explanatory variables and the degree of the generated correlation increases, the estimated MSE and MAPE also increases. Furthermore, the estimated MSE and MAPE decrease with the increase in the sample size. However, the estimated MSE of $D_{kp4}$ and $D_{q4}$ are increase with the increase in sample size due to the minimum value of the $m_j$ and $h_j$. Although, the performance of $D_{kp4}$ and $D_{q4}$ is better than the other estimation methods of the shrinkage parameter $d$ in PLRE and MLE. Overall, the simulated MSE of these estimation methods increases with the increase in $n$ and $\beta_o$ while it decreases more when $\rho^2$ increase. These results are supported by the simulated results of Månsson and Shukur [20], Kibria et al. [15] and Kibria.
Table 4. Estimated MAPE values when $p = 4$.

| $n$ | ML | $D_1$ | $D_2$ | $D_3$ | $D_4$ | $D_{kp1}$ | $D_{kp2}$ | $D_{kp3}$ | $D_{kp4}$ | $D_q1$ | $D_q2$ | $D_q3$ | $D_q4$ |
|-----|----|------|------|------|------|--------|--------|--------|--------|------|------|------|------|
| 50  | 85.38 | 71.84 | 53.03 | 51.64 | 70.19 | 50.08 | 51.57 | 51.77 | 65.14 | 50.07 | 52.52 | 53.16 | 50.04 |
| 75  | 61.37 | 53.99 | 46.40 | 46.08 | 53.43 | 46.04 | 46.34 | 46.07 | 52.90 | 46.04 | 46.23 | 47.72 | 46.04 |
| 100 | 48.57 | 44.24 | 40.86 | 40.75 | 44.09 | 40.75 | 40.85 | 40.75 | 43.96 | 40.75 | 40.81 | 41.54 | 40.75 |
| 125 | 42.64 | 38.65 | 36.40 | 36.37 | 38.96 | 36.37 | 36.40 | 36.37 | 38.51 | 36.37 | 36.39 | 36.40 | 36.37 |
| 150 | 37.97 | 34.22 | 32.03 | 32.01 | 34.72 | 32.01 | 32.01 | 32.01 | 34.53 | 32.01 | 32.01 | 32.01 | 32.01 |
| 175 | 34.96 | 31.54 | 29.46 | 29.45 | 32.19 | 29.45 | 29.46 | 29.45 | 31.93 | 29.45 | 29.45 | 29.45 | 29.45 |
| 200 | 32.97 | 29.82 | 27.84 | 27.84 | 30.58 | 27.84 | 27.84 | 27.84 | 30.19 | 27.84 | 27.84 | 27.84 | 27.84 |

It is clear from Tables 234–5, that as the degree of multicollinearity increases, the simulated MSE values are inflated. This increase is especially strong for the MLE. In such conditions, simulated MSEs of the PLREs by using proposed estimators are clearly smaller than the MLE. In our evaluation we found that the performance of all analyzed shrinkage estimators is approximately the same when $n$ is large and $\rho^2$ is small. However, as multicollinearity levels increase ($\rho^2 \geq 0.90$), the performance of the proposed estimators is very good as compared to the existing estimators. Our proposed Poisson Liu estimators always exhibit a minimum MSE in the presence of multicollinearity – regardless of the value of the other factors (such as number of explanatory variables, value of intercept and size of the sample). We can also see that the simulated MSE of the estimators increases when the value
Table 5. Estimated MAPE values when $p = 8$.

| $n$ | $\rho^2$ = 0.90 | $\rho^2$ = 0.98 | $\rho^2$ = 0.99 | $\rho^2$ = 0.999 |
|-----|----------------|----------------|----------------|----------------|
| 50  | 188.43         | 50            | 1260.45        | 3901.20        |
| 75  | 123.92         | 75            | 2587.47        | 2587.47        |
| 100 | 103.53         | 100           | 2051.78        | 2051.78        |
| 125 | 85.26          | 125           | 1732.72        | 1732.72        |

$\beta_o = -1$

| $\rho^2$ = 0.90 | $\rho^2$ = 0.98 | $\rho^2$ = 0.99 | $\rho^2$ = 0.999 |
|----------------|----------------|----------------|----------------|
| 50  | 67.00          | 67.00          | 67.00          | 67.00          |
| 75  | 47.69          | 47.69          | 47.69          | 47.69          |
| 100 | 40.27          | 40.27          | 40.27          | 40.27          |
| 125 | 32.78          | 32.78          | 32.78          | 32.78          |

$\beta_o = 1$

| $\rho^2$ = 0.90 | $\rho^2$ = 0.98 | $\rho^2$ = 0.99 | $\rho^2$ = 0.999 |
|----------------|----------------|----------------|----------------|
| 50  | 67.00          | 67.00          | 67.00          | 67.00          |
| 75  | 47.69          | 47.69          | 47.69          | 47.69          |
| 100 | 40.27          | 40.27          | 40.27          | 40.27          |
| 125 | 32.78          | 32.78          | 32.78          | 32.78          |

of intercept becomes lower. This is since the average value of $\hat{\theta}$ decreases with $\beta_o$, which leads to a lower value of the diagonal weight matrix of $\hat{V}$. The shrinkage estimators $D_{kp4}$ and $D_{q4}$ are providing the minimum MSE when $\rho^2 = 0.90$. Among these shrinkage estimators, the $D_{q4}$ estimator is the best and provides the minimum MSE in the presence of severe multicollinearity. For a limited case (when $\rho^2 = 0.90$ and $n = 100$), the performance of $D_5$, $D_{kp4}$, and $D_{q4}$ is the same. Overall, the proposed shrinkage parameters ($D_{kp1}$–$D_{kp4}$) and ($D_{q1}$–$D_{q4}$) outperform the PLRE with the parameters suggested by Månsson et al. [18]. In addition, these parameters also outperform MLE significantly. Finally, based on the simulated results, we conclude that the PLRE should be used with the shrinkage parameter $D_{q4}$ in the presence of high, but imperfect multicollinearity since it has the lowest estimated MSE and MAPE as compared to the other shrinkage parameters.
4. Empirical application: Swedish football data

For the purpose of illustrating the empirical relevance of the proposed methods, we analyze Swedish football data in this empirical section. The proposed and existing estimation methods are elucidated using a dataset regarding the performance of Swedish football teams in the top Swedish league (Allsvenskan) during the year of 2018. The aims of this application are twofold. Firstly, to analyze the number of full-time home team goals (FTHTG) which is illustrated in Table 7. Secondly, to analyze the number of full-time away team goals (FTATG) which is presented in Table 8. This dataset includes $n = 242$ observations and include two dependent variables as described above and six explanatory variables, which are the pinnacle home win odds ($x_1$), pinnacle away win odds ($x_2$), maximum oddsportal maximum home win ($x_3$), oddsportal maximum away win ($x_4$), average oddsportal home win ($x_5$) and average oddsportal away win ($x_6$). The effect of these regressors on FTHTG and FTATG, respectively are demonstrated in the regression. The bivariate correlations among the explanatory variables are demonstrated in Table 6. It is seen from Table 6 that there are high correlations in half of the cases, and moderate correlations among rest of the cases. In addition, the condition number which is the ratio of maximum to the minimum eigenvalues, is 6013.22 $> 1000$ which indicates what can be defined as a severe multicollinearity problem in this dataset which originates from Türkan and Özel [24].

The Chi square ($\chi^2$) goodness of fit test is used before applying the Poisson regression (PR) model for the empirical application. As is seen in Tables 7 and 8, these tests confirm that the response variables are well suited to the PR model with p-values corresponding to 0.77 and 0.88. Based on the analysis of the dataset using the standard glm() package in R, the estimated coefficients, standard errors, and values of the MSE and cross validation criterion estimates (CVCE) are summarized in Tables 7 and 8 to assess the performance of the PLRE and MLE. The effect of the estimated coefficients is changed, and the estimated standard errors and the estimated MSE of the PLRE are smaller than the MLE due

| Table 6. Correlation matrix. |
|---|---|---|---|---|---|---|
| Variables | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ |
| $x_1$ | 1.0000 | | | | | |
| $x_2$ | -0.5746 | 1.0000 | | | | |
| $x_3$ | 0.9972 | -0.5681 | 1.0000 | | | |
| $x_4$ | -0.5549 | 0.9938 | -0.5488 | 1.0000 | | |
| $x_5$ | 0.9952 | -0.5949 | 0.9974 | -0.5751 | 1.0000 | |
| $x_6$ | -0.5885 | 0.9948 | -0.5824 | 0.9959 | -0.6093 | 1.0000 |

| Table 7. Estimated coefficients, standard errors, MSE and CVCE for FTHTG application. |
|---|---|---|---|---|---|
| Variables | Coefficients | Standard Errors | Coefficients | Standard errors |
| $x_1$ | 0.7825 | 0.6392 | 0.4379 | 0.4819 |
| $x_2$ | 0.0307 | 0.1317 | 0.0254 | 0.1295 |
| $x_3$ | -0.9190 | 0.8230 | -0.4911 | 0.5627 |
| $x_4$ | -0.1796 | 0.1718 | -0.1667 | 0.1673 |
| $x_5$ | 0.0806 | 0.7601 | -0.0368 | 0.5324 |
| $x_6$ | 0.2562 | 0.2280 | 0.2439 | 0.2178 |
| MSE | 1.927087 | | 0.679863 | |
| CVCE | 1.576436 | | 1.576388 | |

*The response variable is FTHTG which is well fitted to the Poisson distribution ($\chi^2 = 2.5131, df = 5, p = 0.7745$).*
to the high, but imperfect multicollinearity. The different estimators give qualitatively the same results, and in order to save space we focus to analyze the $D_q$ shrinkage estimator since it performs better than the other estimators in the simulation study – given a degree of correlation. Therefore, we used PLRE with $D_q$ but of course full results for all estimators are available from the authors upon request. It is evident from Table 7, based on high standard errors and MSE, that the MLE do not estimate the coefficients very precisely in the presence of multicollinearity. However, on the other hand, the proposed estimation method, estimates the coefficients rather precisely. For instance, theoretically, oddsportal maximum away win have negative effects on the FTHTG, while the MLE shows a positive effect. Meanwhile, proposed method shows negative affect and it is considered a good approach to tackle the problem of multicollinearity. The estimated results of the second model are shown in Table 8, where we can observe that the standard errors and the values of the MSE and CVCE are high when the MLE is used. However, these estimated results are reduced when applying the PLRE with $D_q$ a shrinkage estimator. Hence, the advantage of the proposed method over MLE by means of an empirical application is fairly easily illustrated. However, cross-validation shows little improvement in the predictive power between the methods. The plots of $MSE(\beta_{PLRE})$ and $MSE(\beta_{MLE})$ against different values of $d$ in the interval [0,1] has been presented for FTHTG in Figure 1. It is noted that the

![Figure 1](image.png)

**Figure 1.** Plot of $MSE(\beta_{PLRE})$ and $MSE(\beta_{MLE})$ against different values of $d$. 

---

**Table 8.** Estimated coefficients, standard errors, MSE and CVCE for FTATG application $^a$.

| Variables | MLE Coefficients | Standard errors | PLRE(Dq4) Estimates | Standard errors |
|-----------|------------------|-----------------|---------------------|----------------|
| $x_1$     | -0.0085          | 0.3177          | -0.0274             | 0.2908         |
| $x_2$     | -0.0592          | 0.2919          | -0.0690             | 0.2702         |
| $x_3$     | -0.3570          | 0.4911          | -0.2618             | 0.4117         |
| $x_4$     | 0.1355           | 0.2742          | 0.0626              | 0.2574         |
| $x_5$     | 0.5346           | 0.4688          | 0.4416              | 0.3983         |
| $x_6$     | -0.2052          | 0.4305          | -0.1714             | 0.3704         |

| MSE       | 1.09734          | 0.637463        |
| CVCE      | 1.369209         | 1.369167        |

$^a$The response variable is FTATG which is well fitted to the Poisson distribution ($\chi^2 = 1.7359, df = 5, p = 0.8843$).
estimated MSE of PLRE equals to MLE when the value of \( d \) equals 1 and it decreases as the value of \( d \) becomes close to 0. Therefore, we can say that the performance of the PLRE is a function of the values of the shrinkage estimators.

5. Concluding remarks

This article proposed new shrinkage estimators and conducts a comparison with existing estimators by means of a Monte Carlo simulation and an empirical application. The MSE and MAPE are considered as the performance criteria in the evaluation. These estimators are proposed in order to minimize the increase of the MLE caused by multicollinearity. The simulation results illustrated that the estimated MSE and MAPE are clearly affected by changing different factors such as the value of intercept, number of explanatory variables, multicollinearity level and the sample size. However, the general assessment is that the performance of PLRE is superior than the MLE under very different, but empirically relevant, conditions. Based on the Monte Carlo simulations and football dataset, we conclude that the \( D_{q4} \) shrinkage parameter should be applied for the PLRE whenever the practitioner, in the presence of considerable multicollinearity, needs to apply the PR model.

Notes
1. The data are publicly available on the webpage www.football-data.co.uk. The data are also available from the authors upon request.
2. The mean squared prediction error is calculated by CVCE as \( \sum_{i=1}^{n} (\hat{Y}_{-i} - Y_i)^2 / n \), where

\[
\sum_{i=1}^{n} (\hat{Y}_{-i} - Y_i)^2
\]

is denoted as the prediction sum of squares, and we optimize toward those models which has the smallest CVCE. We apply the leave-one-out cross validation (LOOCV) approach for computation of \( \hat{Y}_{-i} \). In LOOCV and fit the model \( n \) times. We leave out the \( i \)th value at step \( i \) and use the resulting fitted model to calculate the predicted value for the leave out \( i \)th observation, \( \hat{Y}_{-i} \).
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