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- Providing provable assertions of safety at runtime is crucial for autonomous systems.
- Autonomous systems are tasked with operating in dynamic and uncertain environments.
- Reachability analysis is adept in analyzing the correctness of uncertain systems.
- The Simplex Architecture can be used to assure the safety of complex components.
- Simplex approaches can be used to assure the safety of machine learning components.
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ABSTRACT

Recent advances in machine learning technologies and sensing have paved the way for the belief that safe, accessible, and convenient autonomous vehicles may be realized in the near future. Despite tremendous advances within this context, fundamental challenges around safety and reliability are limiting their arrival and comprehensive adoption. Autonomous vehicles are often tasked with operating in dynamic and uncertain environments. As a result, they often make use of highly complex components, such as machine learning approaches, to handle the nuances of sensing, actuation, and control. While these methods are highly effective, they are notoriously difficult to assure. Moreover, within uncertain and dynamic environments, design time assurance analyses may not be sufficient to guarantee safety. Thus, it is critical to monitor the correctness of these systems at runtime. One approach for providing runtime assurance of systems with components that may not be amenable to formal analysis is the simplex architecture, where an unverified component is wrapped with a safety controller and a switching logic designed to prevent dangerous behavior. In this paper, we propose using a real-time reachability algorithm for the implementation of the simplex architecture to assure the safety of a 1/10 scale open source autonomous vehicle platform known as F1/10. The reachability algorithm that we leverage (a) provides provable guarantees of safety, and (b) is used to detect potentially unsafe scenarios. In our approach, the need to analyze an underlying controller is abstracted away, instead focusing on the effects of the controller’s decisions on the system’s future states. We demonstrate the efficacy of our architecture through a vast set of experiments conducted both in simulation and on an embedded hardware platform.

1. Introduction

For decades, the vision of deploying autonomous vehicles ubiquitously has enraptured technology enthusiasts, researchers, and corporations. The prevailing conviction is that there are relatively few technologies that hold as much promise as autonomous vehicles (AVs) in bringing about safe, accessible, and convenient transportation. Despite demonstrated success through efforts such as the Defense Advanced Research Projects Agency’s (DARPA) Grand Challenges [8, 93], and the emergence of high profile autonomous vehicle companies such as Alphabet’s Waymo, Argo AI, Aptiv, Zoox, General Motors’ Cruise, Tesla, Aurora, and Intel Corporation’s Mobileye, the consensus remains that there are serious technical and safety challenges to be resolved.

The two fundamental challenges widely regarded as limiting the arrival and widespread adoption of AVs are safety and reliability [70]. Reasoning about safety requires an understanding of the joint dynamics of computers, networks, and physical dynamics in uncertain and variable environments, making it a notoriously difficult problem [105]. To handle the complexities of their environments, many AVs make use of Machine Learning (ML) components such as artificial neural networks to decipher the information observed from an ever-evolving configuration of on-board sensors [105]. However, despite the impressive capabilities of these components, there are reservations about using them within safety critical settings. This is primarily due to the difficulty of interpreting the inner workings of these models, which prevents any meaningful explanation of their behavior from being made.

Utilizing a model that lacks transparency with respect to how its decisions are made within a system that is safety critical, constitutes the highest form of technical debt [86] and, as a result, the last several years have witnessed a
significant increase in developing methods that seek to reason about the safety and robustness of machine learning methods [7, 66, 101]. Unfortunately, while numerous works have been proposed over the past few years for the formal analysis of machine learning methods, the vast majority of these efforts have not been able to scale to the complexity found in real-world applications, where models, such as neural networks, may contain millions or even billions of parameters [15, 90]. Further exacerbating this challenge are the unanticipated environmental conditions that cannot be captured at design time. Testing, while rather effective, is also infeasible, as this requires a prohibitively large amount of tests to be executed in order to demonstrate a sufficient amount of reliability [17].

Since design-time testing and formal analysis are not sufficient alone to demonstrate the safety of complex systems, verifying systems at runtime is often required. These regimes are classically referred to as runtime verification or runtime assurance approaches, and they broadly consist of observing the execution of a system at operation-time and checking whether relevant safety properties are preserved. The system model under consideration may take on many forms, including models of the physical dynamics of the system or even models of the underlying software governing its behavior. These models are then used to consider lightweight yet rigorous considerations of presupposed formal properties [81, 33, 36, 72, 42].

A crucial question that must be answered when a runtime assurance approach to verification is used, is what happens when a problem is discovered by a monitor [92]. Many runtime verification approaches classically involve the ability of invoking recovery actions in response to safety or property violations. Within this context, one of the most popular runtime assurance architectures is the Simplex Architecture, and it has demonstrated significant success in enabling the assurance of systems with components that may be too complex, or too large, for complete design-time analysis [89]. This makes this regime particularly attractive for the assurance of machine learning and AI-based components. In this framework, an unverified component is wrapped with a safety controller and a switching logic designed to transfer control to the safety controller in the event of property or safety violations [14]. A useful analogy for this architecture is a driving instructor’s car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in dangerous situations, the capricious student is allowed to drive [14].

Typically, in simplex architectures, the switching logic is primarily designed either from a control theoretic perspective through the solution of linear matrix inequalities (LMI) [88], or using a formal analysis hybrid-systems reachability technique [13]. As Bak et al. note, it is easy to design a safe decision logic; one can simply always use the safety controller [14]. However, this is unsatisfactory since the performance responsibilities of the system might be forfeited or unreasonably delayed [14]. The key challenge in this regime is to design a switching logic that allows the dynamic capabilities of the unverified complex controller to be exploited as much as possible without compromising safety.

In this paper, we extend the real-time reachability algorithm from [14, 57] to design a simplex architecture for a 1/10 scale autonomous racing car called the F1/10 platform. The central idea behind our framework lies in computing the set of reachable states of the F1/10 system and ensuring that it never enters unsafe states as it navigates an environment. Specifically, this entails checking that the vehicle’s trajectories are free from collisions with both static and dynamic obstacles within its environment. Rather than performing an analysis of the underlying controller governing the behavior of the system, the crux of our approach lies in monitoring the influence of a controller’s decisions on the overall evolution of the system by reasoning about the set of reachable states over a finite-time horizon. This set can then be used to forecast potential collisions. Thus, this safety checking procedure forms the basis of the switching scheme in our simplex architecture. In our work, the nature of the underlying controller is immaterial, and our experiments consider a variety of control strategies ranging from machine learning, path tracking, and gap following regimes.

One of the key benefits of utilizing reachability analysis to construct our simplex architecture is that reachability analysis is quite adept at handling uncertainty. This makes the approach particularly attractive for autonomous systems, whose correct operation is dependent on an effective treatment of uncertain sensor measurements, predictions about the behavior and intent of dynamic environmental participants, and the modeling assumptions defining its control regimes. Bearing the above in mind, reachability techniques can be used to compute all the possible states that a system may attain from large bounded sets of initial conditions, disturbances and system parameter variations [9]. Thus, as Asarin et al. note in their work, such an analysis “provides knowledge about the system with a completeness or coverage that a finite number of simulations cannot deliver,” [9]. We evaluate the merits of using reachability methods for the safety assurance of the F1/10 platform both in simulation and on an embedded hardware platform using a variety of controllers, number of obstacles, and runtime configurations. Furthermore, we present an analysis.
of the effects of various sources of uncertainty on the conservativeness of our safety regime. Finally, we also present a robust runtime characterization of the real-time reachability regime that forms the basis of our work.

1.1. Statement of Contributions

The contributions of this article can be summarized as follows. (1) We present a runtime verification technique that abstracts away the need to analyze the nature of the underlying controller governing the behavior of our system, and instead focuses on the effects of the control decisions of these controllers on the overall system during operation. This is accomplished by obtaining the set of reachable states of the system over a finite time horizon and checking for potential collisions with objects within the environment. The approach presented in this paper has the ability to reason about safety in the presence of both static and dynamic obstacles. (2) Leveraging the reachability framework, we implement a simplex control architecture in order to maintain safety during operation. (3) We present a safety analysis of a diverse set of controllers through a series of experiments with varying speeds and number of opposing vehicles in order to explore the tradeoffs of our approach. (4) We present a rigorous empirical analysis, accounting for various classes of uncertainty within our regime. Our analysis includes a study of the effects of uncertainty on the conservativeness of our safety regime. (5) Finally, we present a runtime characterization of the real-time reachability regime, enabling our work over a broad set of experiments.

A preliminary version of this work appeared at the 2022 IEEE Conference on Assured Autonomy (ICAA). In this enhanced and extended version, we provide the following additional contributions (1) An extension of our safety framework to account for dynamic obstacles, (2) further commentary on the physical dynamics models used within our approach and a deeper discussion of handling uncertainty, (3) an empirical study of the effects of uncertainty on our overall safety regime, and (4) additional experimental results including an evaluation of our approach in contexts where two 1/10 scale embedded open-source autonomous vehicle testbeds interact within a racing context.

2. Related Work

The increasing ubiquity of software in numerous domains, particularly in safety critical domains, has heightened the need to ensure the correct and reliable operation of deployed software. Over the last several years, there has been a wealth of approaches proposed towards proving the correctness of autonomous systems prior to fielding them in their respective operational design domains [71, 94, 41, 103, 26, 61]. However, very few approaches exist that can provide strict formal guarantees about their behavior, due to the challenges associated with reasoning about large and complex systems that are tasked with operating in dynamic and uncertain environments. Moreover, these systems often leverage machine learning components to deal with the diverse data obtained from the system’s sensors. Applying formal assurance techniques to machine learning systems has only been considered recently and poses unique challenges [98]. While there has been significant progress within this realm, there is still a significant gap between the machine learning models that these approaches can handle, and the models deployed in state-of-the-art systems.

In a similar vein, while significant efforts have been devoted to developing approaches that can deal with the complexities of autonomous systems, only a few of them can be leveraged at runtime [43, 21, 22, 65, 64, 12, 51, 5, 63, 52, 34, 35, 73]. The motivation for utilizing runtime assurance approaches stems from a recognition that in certain environments, complete or even partial verification may be infeasible due to the well-known state-explosion problem [27] and the reality that the complete analysis of certain components may be infeasible at design time. As an example, for an autonomous vehicle, it is imperative that collisions are avoided while the system carries out its high-level goals. This requires monitoring the vehicle’s state during operation, as design time considerations cannot feasibly consider all the possible scenarios that the system may encounter [23]. In light of these challenges, this has led to the rise of runtime assurance, runtime-verification and simplex strategies, and it is within this context that we present our work.

Runtime assurance (RTA) and runtime verification (RV) methods broadly consist of techniques that allow for observing the execution of a system at runtime and checking whether relevant correctness properties are preserved. An intuitive explanation of these regimes can be summarized as follows. RTA techniques are tasked with ensuring the correct operation of systems with untrusted components, while runtime verification techniques monitor a system against presupposed formal properties at runtime [81, 33, 36, 72, 2, 73, 32, 82]. The distinction here is that while runtime assurance techniques may often utilize verification results, they may often also employ statistical techniques such as anomaly detection [20] or simulation based strategies [96]. One such example is the work by Allen et al.[3], in which they utilize various machine learning techniques, mainly support vector machines and linear regression models, to approximate the solution to the real-time computation of the set of reachalbe states of an underlying system.
Their work is capable of being applied in low-resource, real-time environments, but suffers from the downside that theoretical guarantees cannot be made using these techniques. Only statistical guarantees may be obtained. However, the approach demonstrated impressive results in improving state-of-the-art execution times in the assurance process by four orders of magnitude.

Within the context of runtime-assurance approaches, the simplex architecture has been used widely in the research literature to provide guarantees for systems with unverified components. The contexts in which it has been applied to include aerospace systems [89, 88, 42], fleets of remote controlled cars [29], industrial embedded infrastructure [13, 103], and distributed mobile robotics applications [34, 97]. In [65], the authors utilize a reachability regime to guarantee the safety of an autonomous vehicle that makes use of a reinforcement learning controller for a way-point-following task. Most similar to this work in [97], the authors utilize a real-time reachability approach to verify that a group of quadcopters executing a distributed search mission is free from collisions. Their approach is implemented in simulation and can theoretically deal with over 64 quadcopters. These works primarily deal with developing provably correct motion planners, while the focus of the work presented in this paper, is abstracting away the nature of an underlying controller, and instead reasoning about the consequences of its actions on overall system safety.

Finally, in recent years, researchers have begun to integrate traditionally non-real-time verification approaches within real-time systems by making these approaches more amenable to real-time execution. These include viability kernel approaches that determine if a set of states remain within a predefined region [49, 5], as well as Hamilton-Jacobi reachability (HJR) techniques that can deal with dynamical systems with general nonlinear dynamics in uncertain environments [50, 12, 16, 44, 24, 39]. One of the major benefits of Hamilton-Jacobi reachability is that it allows for the specification of an optimal control problem characterized by a differential game, where a controller must maintain system safety under the influence of disturbances [1]. Therefore, this framework allows for a robust analysis of safety under uncertainty. Specifically, [12] and [2] were able to implement these techniques on both simulation and hardware platforms. However, both papers used their respective reachability results for safe motion planning, and their approach does not possess rigorous real-time guarantees. The work contained in this paper, however, primarily deals with the construction and implementation of a safety assurance architecture based through use of a real-time reachability regime.

What distinguishes the methods presented in this article is that they possess real-time guarantees and have been extended from [57] to consider the safety of a set of controllers under varying levels of uncertainty. Moreover, this work considers the safety question in the presence of dynamic and static obstacles and is evaluated over a wide range of experiments. We realize that there are numerous other interesting works present within this area, and to the best of our knowledge, the aforementioned works are the most relevant to the methods presented within this paper.

3. Preliminaries

3.1. The Simplex Architecture

As modern autonomous systems grow in complexity, so do the challenges in assessing their reliability and correctness [13]. Moreover, any arguments about the reliability and safety of the system rely on assertions about the individual components that make it up [14]. However, in recent years, with the growth of increasingly autonomous systems [56], individual components may be designed using machine learning methods, such as neural networks, that are opaque to traditional formal analysis. Despite the recent years’ surge in the development of formal analysis techniques for these types of models [66, 101], most techniques are incapable of dealing with the scale of models deployed in state-of-the-art systems.

One paradigm for dealing with untrustworthy components is the simplex architecture [89, 14, 88]. In the simplex architecture, the unverified component, or complex controller, is wrapped with a safety controller and a switching logic used to ensure safety [14]. A useful analogy for this architecture is a driving instructor’s car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in dangerous situations, the capricious student is allowed to drive. Typically, the complex controller has better performance with respect to the design metrics, whereas the safety controller is designed with simplicity and verifiability in mind. Thus, by using this architecture, one can utilize the complex controller while still maintaining the formal guarantees of the safety controller. The key challenge when designing a system with the simplex architecture is properly designing the switching logic [57]. One must be able to clearly delineate safe states from unsafe states.

In a typical implementation of the simplex architecture, the switching logic is primarily designed either from a control theoretic perspective through the solution of Linear Matrix Inequalities (LMI) [88], or using a formal analysis techniques for these types of models [66, 101], most techniques are incapable of dealing with the scale of models deployed in state-of-the-art systems.

One paradigm for dealing with untrustworthy components is the simplex architecture [89, 14, 88]. In the simplex architecture, the unverified component, or complex controller, is wrapped with a safety controller and a switching logic used to ensure safety [14]. A useful analogy for this architecture is a driving instructor’s car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in dangerous situations, the capricious student is allowed to drive. Typically, the complex controller has better performance with respect to the design metrics, whereas the safety controller is designed with simplicity and verifiability in mind. Thus, by using this architecture, one can utilize the complex controller while still maintaining the formal guarantees of the safety controller. The key challenge when designing a system with the simplex architecture is properly designing the switching logic [57]. One must be able to clearly delineate safe states from unsafe states.

In a typical implementation of the simplex architecture, the switching logic is primarily designed either from a control theoretic perspective through the solution of Linear Matrix Inequalities (LMI) [88], or using a formal analysis
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hybrid-systems reachability technique [13]. In this paper, our simplex design requires computing the set of reachable states online through the use of a real-time reachability algorithm for short time horizons.

![Figure 1](image_url)

**Figure 1:** Overview of our runtime safety assurance framework. In this figure, the blue rectangles correspond to the reachable set of the ego vehicle, while the purple rectangles correspond to the reachable set of a dynamic opponent. Static obstacles are shown in orange, and the racetrack boundaries are the curved solid black lines. The red dotted line corresponds to the trajectory that would be obtained through the exclusive use of the safety controller. In the above figure, the reachable set of the ego vehicle, $R_{ego}[0,T_{reach}]$, projects the effects of using a control action issued by the complex controller leveraged by the system, while the reachable set of the dynamic opponent is obtained by assuming that the opponent vehicle will maintain its velocity and direction over a short time horizon $R_{opp}[0,T_{reach}]$. If the reachable set of the ego vehicle intersects with any obstacle, $o_i$, in the environment, or with the reachable set of an opponent vehicle, then our simplex approach switches to using a safety controller optimized to avoid collisions (red trajectory).

3.2. Reachability Analysis

Reachability analysis is a model checking technique that involves rigorously computing the set of all states that a system can attain over a finite time horizon, and it is commonly used as a method for demonstrating that a system satisfies relevant safety properties [9]. One of the major strengths of these approaches is they are able to provide knowledge about an underlying system with a level of completeness that a finite number of simulation analyses cannot deliver [9]. Primarily, because the set of reachable states obtained using these approaches can describe the system’s trajectories from all possible initial conditions, and under all admissible disturbances and variations in the parameter values of the underlying model [9]. In deriving such a set, the safety assurance problem often consists of determining whether there is an intersection between the reachable set of a system and a set of undesirable states.

As an example, for an autonomous vehicle this analysis can be leveraged to investigate whether the vehicle remains within lane boundaries, and if static and dynamic obstacles are avoided as the vehicle navigates within its environment [5].

Generating the set of reachable states involves a combination of numerical analysis techniques, graph algorithms, and computational geometry [9, 10] and there is a rich set of literature and software tools available for the reachability analysis of systems with continuous, discrete, and hybrid dynamics. While, in this article, we confine our focus to those with continuous dynamics, the reachability analysis of discrete systems has been extensively considered since the early 1960s and is a well studied problem [37, 85].

Traditionally, reachability methods have been executed offline, at design-time, because they are computationally intensive endeavors [4, 9, 25]. However, in [14, 57], Bak et al. and Johnson et al. present a reachability algorithm based on the seminal mixed face-lifting algorithm [31], capable of running in real-time on embedded processors. The algorithm is implemented as a standalone C-package that does not rely on sophisticated (non-portable) libraries, recursion, or dynamic data structures and is amenable to the anytime computation model in the real-time scheduling literature. In this regime, each task produces a partial result that is improved upon as more computation time is added [57]. The standalone nature of this approach allowed us to utilize this scheme in implementing our safety architecture on an embedded hardware platform.
3.3. Safety Architecture

The controllers in our experiments are designed to sample sensor data and compute control actions at fixed time intervals, as typically done in the control community. During each control period, we take the corresponding control action and compute the reachable set of states into the future as defined by the current state, assumptions around disturbance and uncertainty, and a specified finite-time horizon. An example of this computation is shown in Figure 2. We assume a fixed control action throughout the reachable set computation. Based on the obtained reachable set, we determine if the system will collide with objects in its environment and, if necessary, switch to a safety controller optimized for obstacle avoidance. If the system falls back to using a safety controller, we only allow a switch back to the complex controller if the complex controller has demonstrated safe behavior for a fixed number of control periods. This prevents arbitrary switching and incorporates a sense of hysteresis into our control strategy. Additionally, by not switching back until consistently safe behavior has been demonstrated, we enforce a notion of dwell time, which reduces instabilities caused by switching too frequently. An overview of our approach is shown in Figure 1.

3.4. Handling Uncertainty

As with all model-based approaches, the quality of our safety declarations, and thereby the results of our reachability computations, are highly dependent on the quality of the models of the underlying system and environment. It is imperative that our derived model is a good representation of reality. Otherwise, any predictions about the behavior of our system may be invalid. The reality, however, is that deriving good representations of each of these elements is quite challenging. Developing an exact model of a system, for example, is extremely difficult due to the presence of complex physical interactions that may be hard to describe precisely. These interactions include phenomena such as drag forces, non-observable external disturbances, friction, non-deterministic model parameters, non-observable states, and other stochastic elements.

In many cases, things that cannot be modeled explicitly are often aggregated together as uncertainty, and rigorous analyses aimed at quantifying levels of uncertainty in the underlying model are frequently conducted. Sources of uncertainty within a system can broadly be classified into two categories, Aleatoric Uncertainty, and Epistemic Uncertainty. Aleatoric uncertainty, also referred to as irreducible random uncertainty, is characterized by the natural

---

1 We discuss the merits of this assumption in Section 7.

2 In our experiments, we allowed a switch back to the safety controller after 30 control periods. This corresponds to 1.5 seconds using a 20Hz control period.
variation of physical systems due to random effects [40]. Epistemic Uncertainty, however, refers to systematic uncertainty, that is attributed to a lack of knowledge of the dynamics of the system [53]. As an example, epistemic uncertainty can be attributed to a lack of knowledge of how to model quantities that are hard to measure or represent, and unlike aleatoric uncertainty, it can be reduced by more comprehensive experimentation and modeling [53].

Before making use of a model within model-based design approaches, it is imperative to identify and define assumptions about all the known sources of uncertainty in the system, and if through rigorous analyses one can obtain bounds on the uncertainty associated with a model’s parameters, then one can conduct exhaustive analyses of the behavior of the system under a large set of bounded parameter variations and initial conditions [17]. In doing so, the system designer can gauge whether the system satisfies the required levels of consistency, robustness, and quality governed by its requirements under the assumptions about the underlying levels of uncertainty [79].

While stochastic simulation techniques, such as the Monte Carlo Paradigm, have allowed for efficient explorations of the parameters of formal models, the number of simulations needed to gain full confidence in an underlying system is prohibitively large [17]. As Beg et al. note, in general, the total number of Monte Carlo Simulations aimed at matching a model to experimental data would need to be increased one hundred-fold to achieve an additional decimal place of precision. Thus, theoretically, having total confidence in the results of Monte Carlo analyses would require an infinite number of simulations [17].

Within this context, set-based reachability regimes have displayed significant success in rigorously capturing the behavior of a system under a large set of initial conditions, disturbances, and system parameter values [10]. Thus, reasoning the correctness of the model can be reduced to verifying whether the set of all reachable states satisfy key properties across all possible model parametrizations [17].

4. Problem Formulation

This section reviews modeling dynamical systems, and then presents this work’s main contribution, a runtime assurance framework leveraging real-time reachability and the simplex architecture.

4.1. System Dynamics Model

Suppose the dynamics of the system can be described by an ordinary differential equation (ODE) of the form:

\[ \dot{x} = f(x, u, d) \]  \hspace{1cm} (1)

where \( f : \mathbb{R}^n \to \mathbb{R}^n \) describes the dynamics of the system, \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^m \) is input to the system, and \( d \in \mathbb{R}^n \) is a disturbance input. Assuming that \( f \) is globally Lipschitz continuous, a solution to (1) describing the evolution of the system with initial condition \( x_0 \in \mathbb{R}^n \), initial input \( u_0 \), and disturbance \( d_0 \), is any differentiable function \( \psi(t) \), where \( \psi : \mathbb{R}^+ \to \mathbb{R}^n \), such that \( \psi(0) = x_0, u_0, d_0 \) and \( \dot{\psi}(t) = f(\psi(t)) \) [83]. Under our Lipschitz assumptions, the solution to the above differential equation is unique.

Suppose now that we wish to consider a family of solutions for the dynamics of a particular system, in order to characterize the uncertainty in the underlying model. In this realm, we can formulate the dynamics as a differential inclusion. A differential inclusion can be written as:

\[ \dot{x} \in F(x) \]  \hspace{1cm} (2)

where \( F \) is a set-valued map from \( \mathbb{R}^n \) to \( \mathbb{R}^n \). That is \( F(x) \subset \mathbb{R}^n \). Maintaining our Lipschitz assumptions, a solution to (2), with initial condition \( x_0 \in \mathbb{R}^n \), initial input \( u_0 \), and disturbance \( d_0 \in \mathbb{R}^n \) is any differentiable function \( \psi(t) \), where \( \psi : \mathbb{R}^+ \to \mathbb{R}^n \), such that \( \psi(0) = x_0, u_0, d_0 \) and \( \dot{\psi}(t) \in F(\psi(t)) \) [83]. Whereas in (1), the solution to the ODE had a unique solution, in this realm a differential inclusion has a family of solutions.

Bearing the above in mind, many classes of uncertainty, such as environmental uncertainty and modeling discrepancies, can be modeled as differential inclusions [48]. In this realm, one way of describing the uncertainty with respect to an underlying model is allowing the state, input, and parameters to be described by sets. As an example, if we assume that we can obtain bounds on the set of disturbances \( D \), that represent all the things that are not explicitly modeled by \( f \), then the behavior of the system resulting from interactions with any admissible disturbance can be rigorously obtained via the solution of the differential inclusion with \( d \in D \) [48].
4.2. Online Reachability Computation

Before outlining the reachability framework leveraged in our work, let us define two key terms.

**Definition 1 (REACTTIME).** The reachtime, $T_{reach}$, is the finite time horizon for computing the reachable set.

**Definition 2 (RUNTIME).** The runtime, $T_{runtime}$, is the duration of (wall) time given for constructing the reachable set.

With that, deriving the set of reachable states for an underlying system works as follows. Assuming a dynamics model for the system, we utilize the mixed face-lifting algorithm proposed in [30], to compute the set of reachable states from the current time $t$ up until $(t + T_{reach})$. The mixed face-lifting approach utilized here is part of a class of methods that deals with flow-pipe construction or reachtube computation [57]. This is done using snapshots of the set of reachable states that are enumerated at successive points in time. To formalize this concept, we define the reachable set below.

**Definition 3 (REACHABLE SET).** Given a system with state vector $x \in \mathbb{R}^n$, input vector $u \in \mathbb{R}^m$, disturbance vector $d \in \mathbb{R}^p$, and dynamics $\dot{x} = f(x, u, d)$, where the initial states $x_0 = x(0)$, disturbances $d_0 = d(0)$, and inputs $u_0 = u(0)$ are bounded by sets, $x_0 \in \chi_0$, $d_0 \in D_0$, $u_0 \in U$. The reachable set of the system for a time interval $t \in [0, T_{reach}]$ is:

$$R_{[0,T_{reach}]} = \{ \psi(x_0, u_0, d_0, t) \mid x_0 \in \chi_0, u_0 \in U, d_0 \in D, t \in [0, T_{reach}] \},$$

where $\psi(x_0, u_0, d_0, t)$ is the solution of the ODE at time $t$ with initial state $x_0$ under control input $u_0$ and disturbance $d_0$.\(^3\)

In practice, for systems with non-trivial continuous dynamics, obtaining the exact reachable set is often extremely difficult or undecidable. In fact, even for linear systems, obtaining the exact reachable set is only possible if the matrices that describe the differential equations possess a specific eigen-structure [9]. Such a structure is outlined in [62]. Thus, for general nonlinear systems, deriving the reachable set involves obtaining a sound over-approximation of $R_{[0,T_{reach}]}$, such that the actual system behavior is contained within the over-approximation [4, 25, 31]. There are a variety of set representations for accomplishing this task, however, the algorithm utilized in this work uses $n$-dimensional hyper-rectangles (“boxes”) to generate reachtubes [57]. Over long reachtimes, the over-approximation error resulting from the use of this representation can be problematic. However, for short reachtimes, it is ideal in terms of its simplicity and speed [14].

The over-approximation error and the number of steps used in generating the reachable set can be controlled by a reachtime ($T_{reach}$) step size $h$. This parameter defines the level of discretization of the time interval $[0, T_{reach}]$ and can be used to tune the runtime of the reachability computation. Bak et al. leverage the step size to make the reachability algorithm amenable to the anytime computation model in the real-time scheduling literature [67]. Thus, given a fixed runtime, $T_{runtime}$, we compute the reachable set $R_{[0,T_{reach}]}$ and if there is remaining runtime, we restart the reachability computation with a smaller step size. In both this work and [14], the step-size is halved in each successive iteration, leading to more accurate determinations of the reachable set. The relationship between the over-approximation error and the step size can be seen in Figure 3. We refer readers to the following papers for an in depth treatment of these procedures [31, 14, 57].

4.3. Safety Checking

The computation of the reachable set allows us to reason whether the system under consideration will enter an unsafe situation in the future. Furthermore, by supposing a dynamics model for the dynamic obstacles within the environment, one can reason about potential future collisions. While the work described in [14, 31, 57] made use of Lyapunov Stability theory in order to reason about the safety of systems, the following manuscript extended the approach to handle online collision avoidance queries. Thus, the safety checking in this work is formulated as checking whether an intersection between a set of unsafe states and $R_{[0,T_{reach}]}$ is empty.

We define the notion of safety considered in this work below.

**Definition 4 (SAFETY).** Let $\Lambda$ represent the set of unsafe states. A system is considered safe over the finite time horizon, $T_{reach}$, if $R_{[0,T_{reach}]} \cap \Lambda = \emptyset$.

\(^3\)Our assumption is that $f$ is globally Lipschitz continuous. This property guarantees the existence and uniqueness of a solution for every initial condition in $\chi_0$. 
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The unsafe set, \( \Lambda \), consists of all static obstacles within the environment, described by a bounding-box, the boundaries of the racetrack, characterized by a list of finely separated points, and the union of the reachable sets of the dynamic obstacles. These representations are then converted into their hyper-rectangle formulations that make up \( \Lambda \).

**Definition 5 (UNSAFE SET).** Given a set of \( N \) dynamic obstacles and a set \( O \) of static obstacles within the environment, let \( R_{i}[0,T_{\text{reach}}] \) denote the reachable set of the \( i \)-th dynamic obstacle. The set of unsafe states \( \Lambda \) is:

\[
\Lambda = O \cup \bigcup_{i=1}^{N} R_{i}[0,T_{\text{reach}}].
\]

Figure 2 provides a visualization of the obstacles we considered in our simulation experiments, and Figure 7 displays one of the hardware experiments we conducted evaluating our approach. If there are no intersections between \( R_{i}[0,T_{\text{reach}}] \) and \( \Lambda \), then we conclude that the system is safe. However, since our approach computes an over-approximation of \( R_{i}[0,T_{\text{reach}}] \), it may lead to conservative observations of unsafe behavior. This occurs when the error in the over-approximation of \( R_{i}[0,T_{\text{reach}}] \) results in intersections with the set of unsafe states, despite these intersections not occurring with the exact reachable set. By refining the reachable set in successive iterations, our regime seeks to mitigate the occurrence of falsely returning unsafe.

There are two chief considerations in the anytime implementation of the safety checking procedure, which are (1) the overall soundness of our approach and (2) the real-time nature of our scheme. Satisfying both requirements constitutes the novel extensions of the aforementioned algorithm. For the results of the verification to be sound, the safety checking process must be carried out in its entirety before a safety result is issued. At the same time, this requirement must be balanced alongside the real-time stipulation that tasks operate within pre-defined and deterministic time spans. Thus, our implementation ensures soundness properties while maintaining a low-likelihood of missing timing deadlines.

Ideally, to ensure there were no missed deadlines, we would build our system in a Real-Time Operating System (RTOS), which allows for the specification of task priorities, executing them within established time frames. However, our implementation does not make use of an RTOS and instead depends on native Linux and the Robot Operating System (ROS) to handle task management. To combat this shortcoming and reduce the number of missed deadlines,
we estimate the time required to compute the next reachability loop. If our estimate exceeds the remaining allotted time, the process terminates. There is an inherent tradeoff between the conservativeness of our runtime estimates and the conservativeness of the resulting reachable set. In this work, we chose to maximize the number of iterations used in constructing the reachable set at the risk of occasionally missing deadlines. Our experiments demonstrate that we were successful in minimizing the number of missed deadlines during operation.

Let $k = T_{\text{reach}}/h$ denote the number of hyper-rectangles used in representing the reachable set. Since each successive iteration decreases the step size by half, the number of hyper-rectangles that make up $R_{[0,T_{\text{reach}}]}$ doubles. Thus, the complexity of the safety checking process is $\Theta(2^k)$. Therefore, we can estimate that a subsequent iteration of the algorithm will take twice as long as the current one and bloat this estimate to be conservative.

A high-level overview of the reach-set construction and safety checking procedures defining our safety assurance framework is presented in Algorithm 1. The $\text{constructReac}_\text{hSet}$ function is defined by Definition 3, and realized through hyper-rectangle-based mixed-face-lifting methods. Notably, we extend the original reach-set construction process outlined in [14] to handle uncertain model parameters and set-based disturbances. The safety checking process is implemented as outlined in Section 4.3. Computing the elapsed time, $\text{computeElapsedTime}()$, is done by leveraging functions of the underlying operating system. Finally, the function $\text{estimateNextIterationRuntime}(\text{elapsedTime})$ is based on our requirement that the reach-set construction and safety checking process be carried out in their entirety, as outlined above.

Algorithm 1: Safety Assurance Leveraging Real-Time Reachability

| INITIALIZE |
|---|---|---|---|---|
| **Input:** $x_0$, $U$, $D$, $T_{\text{reach}}$, $T_{\text{runtime}}$ |
| **Output:** safe (boolean) |

$\text{elapsedTime} = 0$

$T_{\text{remaining}} = T_{\text{runtime}}$

while $T_{\text{remaining}} > 0$ do

| safe = true |
| $R_{[0,T_{\text{reach}}]} = \text{constructReac}_\text{hSet}(x_0, U, D, T_{\text{reach}}, h)$ |
| if $R_{[0,T_{\text{reach}}]} \cap \Lambda \neq \emptyset$ then |
| | safe = false |
| end |

$\text{elapsedTime} = \text{computeElapsedTime}()$

$\text{nextIterationEstimate} = \text{estimateNextIterationRuntime}(\text{elapsedTime})$

$T_{\text{remaining}} = T_{\text{runtime}} - \text{elapsedTime} - \text{nextIterationEstimate}$

$h = h/2$

end return: safe

5. Experimental Overview

In this section, we detail the steps needed to implement our runtime assurance framework for the safety assurance of a 1/10 scale autonomous vehicle known as the F1/10. First, we construct a mathematical model of the F1/10 car’s physical dynamics using system identification techniques. Next, we synthesize a series of controllers frequently used within autonomous racing whose control decisions will be analyzed at runtime. These controllers include a standard path tracking controller, a gap-following based collision avoidance controller, and a machine learning (ML controller) synthesized using imitation learning (IL). All the controllers use sensor information to determine the desired steering angle for the vehicle. At runtime, the mathematical model obtained through system identification is used within the reachability algorithm to reason about safety of the control actions selected by each of the controllers. Finally, the
mathematical model of the F1/10 dynamics is augmented to include an interval based model of uncertainty and environmental disturbances. This allows us to reason about the effects that uncertainty imposes on the overall safety of the system. Finally, the simplex architecture provides the framework for ensuring safe operation of the F1/10 in the event of potential safety violations.

5.1. The F1/10 Autonomous Platform

The F1/10 platform of O’Kelly et al. [77] was originally designed to emulate the hardware and software capabilities of full-scale autonomous vehicles. The platform is equipped with a standard suite of sensors such as stereo cameras, LiDAR (Light Detection And Ranging), and inertial measurement units (IMU). The platform uses an NVIDIA Jetson TX2 as its compute platform, and its software stack is built on the Robot Operating System (ROS)\(^6\) [58]. The result is a platform that allows researchers to conduct real-world experiments that investigate planning, networking, and intelligent control on a relatively low-cost, open-source test-bed [77]. A picture of the platform is shown in Figure 4. Additionally, to promote rapid prototyping and consider research questions around closing the simulation to reality gap[74], Varundev Suresh et al. designed a Gazebo-based simulation environment [59] that includes a realistic model of the F1/10 platform and its sensor stack [11]. We utilize this simulation environment for a number of experiments and training our controllers.

\[\text{Figure 4: Visualization of our experimental F1/10 hardware platform. This platform is a one-tenth scale RC car that has been altered to entertain autonomous control inputs as well as support a sensor and compute architecture for autonomous decision-making. [78].}\]

5.2. System Identification and Model Validation

The physical dynamics of the F1/10 vehicle can be modeled using a kinematic bicycle model [84], which is described by a set of four-dimensional nonlinear ordinary differential equations (ODEs). The kinematic bicycle model is characterized by relatively few parameters and tracks reasonably well at low speeds.\(^7\) The model has four states: Euclidean positions \(x\) and \(y\), linear velocity \(v\), and heading \(\theta\). The dynamics are given by the following ODEs:

\[
\begin{align*}
\dot{x} &= v \cos(\theta + \beta) \\
\dot{y} &= v \sin(\theta + \beta) \\
\dot{v} &= -c_a v + c_a c_m (u_v - c_h) \\
\dot{\theta} &= \frac{v \cos(\beta)}{l_f + l_r} \tan(\delta)
\end{align*}
\]

where \(v\) is the car’s linear velocity, \(\theta\) is the car’s orientation, \(\beta\) is the car’s slip angle, \(x\) and \(y\) are the car’s position, \(u_v\) is the throttle input, \(\delta\) is the steering input, \(c_a\) is an acceleration constant, \(c_m\) is a motor constant, \(c_h\) is a hysteresis

\(^6\)It is worth noting that ROS is not an operating system in the traditional sense but rather a meta-operating system that primarily provides the message passing interface for various components within robot software development [52].

\(^7\)The kinematic bicycle model typically tracks well under 5m/s [55]
constant, and $l_f$ and $l_r$ are the distances from the car’s center of mass to the front and rear respectively [55]. For simplicity, since the slip angle is fairly small at low speeds, we assume that $\beta = 0$.

While the kinematic bicycle model is an effective model for describing vehicle dynamics, in order to describe the dynamics of the F1/10 precisely, it must be parametrized with respect to measured data obtained from experiments that characterize the behavior of the F1/10 system in various contexts [91]. The process of parametrizing an underlying theoretical model of a system with experimental data is often referred to as Grey-Box System Identification, and in this work we utilized MATLAB’s Grey-Box System Identification toolbox to obtain the acceleration constant, $c_a$, motor constant, $c_m$, and hysteresis constant, $c_h$, defining its dynamics. We obtained the following parameters for the simulation model of the F1/10: $c_a = 1.9569$, $c_m = 0.0342$, $c_h = -37.1967$, $l_f = 0.225$, $l_r = 0.225$. The model was validated using six experimental campaigns with an average Mean Squared Error (MSE) of 0.003. A sample experimental campaign is shown in Figure 5. For the hardware platform, we obtained the following parameters: $c_a = 2.9820$, $c_m = 0.0037$, $c_h = -222.1874$, $l_f = 0.225$, $l_r = 0.225$, with a validation MSE of $6.75 \times 10^{-4}$.

The system identification results demonstrate that our model is reasonably accurate. However, as discussed in Section 3.4, developing an exact model is extremely difficult due to the presence of complex physical interactions that may be hard to describe precisely [1]. Thus, to allow for the modeling of uncertainty, we can extend the dynamics presented in Equation (3) to allow each of the state variables and parameters that define the dynamics to be described by sets. Additionally, we allow for the modeling of bounded set based disturbances with respect to the velocity and orientation variables of our model in order to capture phenomena such as drag forces and friction that are not explicitly captured by the kinematic bicycle model. Therefore, the dynamics of our system become:

$$
\dot{X} = V \cos(\Theta + \beta) \\
\dot{Y} = V \sin(\Theta + \beta) \\
\dot{V} = -C_a V + C_a C_m (u_v - C_h) + D_1 \\
\dot{\Theta} = \frac{V \cos(\beta)}{l_f + l_r} \tan(\delta) + D_2 \\
\dot{\beta} = \tan^{-1} \left( \frac{l_r \tan(\delta)}{l_f + l_r} \right)
$$

where the operations displayed above are set based operations, $X,Y,V$, and $\Theta$, are the equivalent set-based state variables, $D_1$ and $D_2$ denote the disturbance with respect to velocity and orientation, and $C_a$, $C_m$, and $C_h$ are sets that
describe the uncertainty with respect to the acceleration constant, motor constant, and hysteresis constant defining our model.\textsuperscript{8}

Accounting for increasing levels of uncertainty can lead to conservative behavior in the overall system that may potentially degrade system performance with respect to other objectives [1]. One of the challenges that we investigate in this work is the tradeoff between the conservativeness of uncertainty estimates and the performance of our system. Specifically, what we measure is the percentage of actions issued by a controller that are labeled unsafe, as well as the growth in size of the set of reachable states of the system. The details are presented in Section 3.4.

5.3. Dynamic Obstacle Model

Additionally, to reason about the safety of the system in the presence of dynamic obstacles, a model of their behavior is needed. Specifically, we need to be able to compute how fast these agents are moving and the positions within the environment that they are likely to assume. This problem is frequently referred to as the obstacle tracking problem within robotics and is a well studied and challenging topic within the autonomous vehicle, computer vision, and robotics literature [104]. In our experiments, we assume that the only dynamic obstacles present within the environment are the other vehicles participating in the race.

Typically, some assumptions are required to constrain the obstacle tracking problem to best suit the context of the application. As an example, if one wishes to model the behavior of an opponent vehicle within an autonomous racing scenario, then it is quite reasonable to model a dynamic agent using a kinematic bicycle model. However, the challenge in this context is predicting the behavior of the opponent vehicle, or in this case the set of control commands that an opponent agent is likely to use. Any predictions with respect to the behavior of the opponent will necessarily be characterized by a great deal of uncertainty. Therefore, one must carefully consider the fidelity of the models used to describe the behavior of dynamic agents. Models that are imprecise may lead to spurious declarations of unsafe behaviors, while models that are too rigid may be unable to capture the range of dynamic behaviors that agents can assume [87].

In our framework, to avoid having to make distributional assumptions about the driving behavior of opponent vehicles, we assume that the obstacles can be described by a two-dimensional kinematic model and a corresponding bounding box. The assumptions made by this model are limited. Intuitively, our assumption is that dynamic agents will continue to follow their current trajectory over short time horizons. Thus, the equations describing the ODE are given as follows:

\[
\begin{align*}
\dot{x} &= v_x, \\
\dot{y} &= v_y,
\end{align*}
\]  

(5)

where $v_x$ and $v_y$ are the velocities in the $x$ and $y$ direction, respectively. Additionally, we make the assumption that we have access to the position and velocity of the other race participants. Similar to the kinematic bicycle model, the dynamics given by Equation (5) can be formulated as a differential inclusion, in order to capture the uncertainty associated with measuring the position and velocity of dynamic obstacles using the vehicle’s onboard sensors.

5.4. Controller Implementation

One of the motivations in utilizing real-time reachability is that it abstracts away the need to analyze the underlying controller and instead focuses on the effects of control decisions on the system’s future states. Thus, the nature of the underlying controller can vary quite significantly. This is particularly useful when the controller is a complex machine learning component such as a neural network that may be characterized by billions of parameters. To demonstrate the potential use cases for our methods as well as provide a broad picture of the application of our safety regime, we considered three different controllers within our experiments. These controllers include a standard path tracking controller, a gap-following based collision avoidance controller, and a machine learning controller synthesized via imitation learning (IL).

In this section, we provide a high-level introduction to the construction of the controllers used within our experiments.

\textsuperscript{8}As an example, one could use an interval to describe the uncertainty associated with one of the parameters defining the kinematic bicycle model. That is $C_a = \{ c_a \in \mathbb{R} : c_a \leq x \leq c_a \} $, where $c_a$ and $c_a$ are the upper and lower bounds defining the acceleration constant $c_a$.
5.4.1. Pure Pursuit Controller

The first controller considered within our experiments makes use of the Pure Pursuit algorithm. The Pure Pursuit algorithm is a widely used path-tracking algorithm that was originally designed to calculate the arc needed to get a robot back onto a path [28]. It has shown great success being used in numerous contexts, and in this work we utilize it to design a controller that allows the F1/10 vehicle to follow a pre-defined path along the center of the racetrack.

5.4.2. Gap Following Controller

Obstacle avoidance is an essential component of a successful autonomous racing strategy. Gap following approaches have shown great promise in dealing with dynamic and static obstacles. They are based on the construction of a gap array around the vehicle used for calculating the best heading angle needed to move the vehicle into the center of the maximum gap [78]. In this work, we utilize a gap following controller called the “disparity extender” by Otterness et al. that won the F1/10 competition in April 2019 [80].

5.4.3. Vision Based Imitation Learning

As modern data-driven and machine learning methods have become increasingly scalable and efficient, these methods have begun to be routinely used within autonomous applications. Particularly within perception tasks, machine learning models are frequently used to gain a semantic understanding of the objects within a vehicle’s environment [38]. Unfortunately, these models are notoriously difficult to analyze [66, 101].

One area of machine learning that has enjoyed wide success is Imitation Learning (IL). IL seeks to reproduce the behavior of a human or domain expert on a given task [54]. These methods fall under the branch of Expert Systems in AI, which has seen a surge in interest in recent years. The increased demand for these approaches is spurred on by two main motivations. (1) In many settings, the number of possible actions needed to execute a complex task is too large to cover using explicit programming. (2) Demonstrations show that having prior knowledge provided by an expert is more efficient than learning from scratch [54]. While these approaches have demonstrated great efficacy in fixed contexts, there are concerns regarding their ability to generalize to novel contexts where the operating conditions are different from those seen during training, providing a need for effective runtime verification like the one explained in this work [54].

Since the seminal work of Krizhevsky et al. [60] in the ImageNet Large Scale Recognition Challenge, Convolutional Neural Networks (CNNs) have revolutionized the field of computer vision. Within the context of autonomous vehicles, CNNs have demonstrated efficacy for driving tasks such as lane following, path planning, and control, simultaneously, by computing steering commands directly from images [19]. In this work, we utilized the CNN architecture, DAVE-2, initially proposed by Bojarski et al. to drive a 2016 Lincoln MKZ, to control the F1/10 model. The data we used to train DAVE-2 was collected from a set of simulation experiments where the sensor-action pairs were generated by a path tracking controller optimized to keep the F1/10 in the center of the track in the absence of obstacles. Such an environment is shown in Figure 2.

Our main motivation in featuring a machine learning controller based on IL is to highlight the monitoring of a component that may be too complex to analyze. Beyond the seminal work of Bojarski et al. [19], machine learning components are not typically used for control tasks in autonomous systems beyond dealing with systems with unknown dynamics. However, there is a significant amount of promising research in this realm [95].

5.5. ROS Simplex Architecture

Our simplex architecture for the F1/10 is designed using ROS [58], and an overview of the design is shown in Figure 6.

There are two considerations that play a major role in designing the simplex architecture: (1) the finite time horizon, $T_{reach}$, over which we are reasoning about safety and (2) the amount of time, $T_{runtime}$, allocated for the computation of the reachsets. In our experiments, we use $T_{reach} = 1.0s$ and $T_{runtime} = 25ms$, unless otherwise specified. These values were determined considering the empirical results of how long it took the F1/10 to come to a stop at speeds less than $1.5m/s$ and the control period, $20Hz$, which the reachability computation needs to finish within in order to not miss a deadline.9

---

9We limit velocities to $1.5m/s$ because a lap on our physical track is approximately $13.08m$. Races held by the F1/10 community are around $30 – 50m$ per lap with larger distances between the track walls, allowing for much faster operating speeds. The rules are described in more detail here: https://f1tenth.org/misc-docs/rules.pdf
Figure 6: Overview of the simplex architecture deployed on the F1/10 system described in Section 5.5. The switching logic consists of monitoring the intersection between the reachable set of the F1/10 and the positions of static and dynamic obstacles within the environment. In the above figure, $u_{vcc}, \delta_{cc}$ corresponds to the control action issued by the complex, or high performance controller, while $u_{vsc}, \delta_{sc}$ corresponds to the control action issued by the safety controller. The reachability regime, uses $u_{vcc}, \delta_{cc}$ to determine the set of states that the vehicle will assume over $T_{reach}$. In the above figure, the alternating blue and green rectangles correspond to the intermediate reachable states defining the vehicle’s trajectory. Since there are no intersections with obstacles in the environment, the control action issued by the complex controller can safely be used by the F1/10.

Within this architecture, the primary sensors we rely on are a LiDAR and Stereo Labs’ Zed Depth Camera. The messages from the LiDAR are published at 40 Hz, and the camera messages are published at 20 Hz. Additionally, we rely on odometry information, published at 40 Hz, to ascertain the state of the F1/10 vehicle. In our design, we decouple the control of the car’s steering and throttle control. The controllers evaluated in our work are primarily concerned with the steering control, $\delta$, and the throttle control is designed to maintain a constant speed, $u_v$. The primary reason we elected to use a constant speed in our experiments was to be able to evaluate the performance of each controller with respect to a single metric, thereby making comparisons across controllers easier.

In the traditional simplex architecture, both the decision module and the safety controller must be verified for the system to be verifiably safe [14]. While this is straightforward for relatively simple controllers, it is significantly more challenging for many classes of controllers, especially when real-time execution is considered [55]. However, the main focus of this work is evaluating the use of the reachability algorithm as a switching logic for the simplex architecture. Thus, we opted not to develop a “formally verified” safety controller. Instead, we selected a controller based on a gap-following algorithm optimized to avoid collisions with obstacles. A detailed description of the gap-following algorithm can be found in the following report [80]. It was primarily selected due to its robust collision avoidance ability and simplicity.

6. Experimental Evaluation

Having described the details of our reachability algorithm, dynamics modeling, controller construction, notion of safety, and simplex architecture, we now present the experimental evaluation of our proposed approach. This section is concerned with four major experimental themes. Our first set of experiments presents a safety analysis of the controllers presented in Section 5.4 under a diverse set of experimental scenarios. The second study describes the implementation of the simplex architecture, described in Section 5.5, aimed at eliminating collisions and ensuring safety. Next, we present a runtime characterization of our reachability regime, evaluated using two separate platforms. Finally, we conclude this section with a presentation of a set of experiments analyzing the impact of various classes of uncertainty on the overall performance of our safety regime.
The experiments presented here were conducted both in simulation on the physical F1/10 hardware platform. The aim of the simulation experiments was to promote reproducibility for those without hardware access and allow for consideration of a vast set of experiments. The hardware trials validate our claims that our safety regime admits minimal resource requirements.\footnote{The simulation artifacts can be found at: \url{https://zenodo.org/record/6418817}.}

### 6.1. Controller Safety Analysis

The first set of experiments that we considered were concerned with how the controllers, discussed in Section 5.4, performed in a variety of contexts. Specifically, what we were interested in was the portion of actions labeled as safe during a particular experiment. Consequently, to solely examine this metric, the following experiments did not make use of the simplex architecture that we described previously. To evaluate the performance of the various controllers, we considered a sizeable diversity of experiments with respect to the speed set-point $u_v$, the presence and configuration of obstacles, and the number of opponents present within the racetrack.\footnote{We limited the number of vehicles present within the racing environment to two or three vehicles, primarily because the simulator’s performance decreases significantly with each additional car. The real-time factor for our Gazebo simulations, which is a parameter that communicates how fast time in the simulation environment is running relative to real-time, was on average about 0.61 on a desktop with 32 GB RAM and Intel Core i7-7700. Our future work aims to improve on this by utilizing a simulator with lower resource requirements.} The opposing vehicle’s speed was set at 0.5m/s and utilized the disparity extender for navigation.\footnote{The reason we selected this speed was to guarantee that an overtaking action would be considered at least once during each experiment.} Our assumption is that the other vehicles in the environment are collision averse.\footnote{This assumption however does not prohibit aggressive driving maneuvers.} Each experimental configuration was studied over five experiments consisting of a minute in length. A summary of these experiments is presented in Tables 1 and 2.

In general, the overall safety of each controller decreased as the number of static and dynamic obstacles present within the racing environment increased. The same effect was observed with an increase in the speed set-point utilized by each controller. Beyond these general trends, the overall performance of each controller varied significantly. For instance, since the pure pursuit controller was tasked with following a predefined path along the center line of the racing environment, it was in general the safest controller with respect to the number of actions labeled safe during an experiment. Provided that an opposing vehicle did not cross its path, or there were no obstacles located on the path that the pure pursuit controller was tasked with tracking, there was a low risk for collisions. In contrast, the pure pursuit controller performed poorly in experiments with obstacles, and it experienced the highest number of collisions among the controllers we studied.

The vision based controller, which was trained to mimic the behavior of the pure pursuit controller, displayed similar results in the experiments that we considered. However, its performance was much less robust. In some scenarios, the vision based controller out-performed the pure pursuit controller. As an example, the vision based controller displayed an ability to deal with dynamic and static obstacles at low speeds. At the same time, its use also resulted in numerous collisions in scenarios without obstacles at speeds of greater than 0.5 m/s. Thus, the vision based controller was the least tolerant to speed changes in the experiments that we considered. While broad generalizations based on these results cannot be made, these results embolden our belief that monitoring machine learning components of utmost importance.

Finally, the results of the experiments with the disparity extender were the most idiosyncratic. One of the most peculiar results of these experiments is that the use of the disparity extender displayed relatively low levels of safety despite being designed for collision avoidance. However, this observation can be explained by the greedy nature of its design, as described in [80]. Since the underlying goal of the disparity extender is to situate itself within the direction of the maximum gap, in practice, this design causes it to frequently steer the vehicle close to the racetrack boundaries as well as the other race participants. Despite the number of unsafe declarations issued by our reachability regime, the disparity extender was by far the most consistent controller across all the experiments that we conducted, and it displayed the greatest robustness to the presence of static and dynamic obstacles as well as higher speeds. Moreover, it experienced the lowest rate of collisions amongst the controllers that we evaluated.

### 6.2. Mitigating Collisions via Simplex

In the previous section, we were primarily concerned with the number of safe actions produced by a controller during an experiment, and due to the lack of the implementation of any mitigation strategies in the event of a potential safety violation, collisions occurred with varying levels of frequency depending on the nature of the controller.
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Table 1
Controller Safety Analysis Without Use of the Simplex Architecture: Simulation Platform

| Controller                | Opponents | \(u\) (m/s) | (%) Safe Actions | Collision Frequency (%) | (%) Safe Actions | Collision Frequency (%) |
|---------------------------|-----------|-------------|------------------|------------------------|-----------------|------------------------|
| Disparity Extender        | 2         | 0.5         | 87.53 ± 0.50     | 0.0                    | 87.64 ± 0.88    | 0.0                    |
|                           |           | 1.0         | 71.02 ± 1.21     | 0.0                    | 69.21 ± 13.32   | 20.0                   |
|                           |           | 1.5         | 61.61 ± 11.26    | 60.0                   | 71.71 ± 1.27    | 20.0                   |
|                           | 3         | 0.5         | 90.99 ± 0.43     | 0.0                    | 92.17 ± 0.62    | 0.0                    |
|                           |           | 1.0         | 63.56 ± 1.06     | 0.0                    | 65.84 ± 1.58    | 0.0                    |
|                           |           | 1.5         | 65.11 ± 0.79     | 0.0                    | 66.89 ± 1.16    | 20.0                   |
| Pure Pursuit              | 2         | 0.5         | 96.56 ± 0.29     | 100.0                  | 100.00 ± 0.00   | 0.0                    |
|                           |           | 1.0         | 72.35 ± 1.42     | 100.0                  | 90.43 ± 11.93   | 20.0                   |
|                           |           | 1.5         | 82.86 ± 4.77     | 40.0                   | 94.85 ± 0.33    | 0.0                    |
|                           | 3         | 0.5         | 96.79 ± 0.16     | 100.0                  | 100.00 ± 0.00   | 0.0                    |
|                           |           | 1.0         | 7.89 ± 2.87      | 80.0                   | 12.14 ± 12.19   | 100.0                  |
|                           |           | 1.5         | 33.86 ± 33.06    | 100.0                  | 73.27 ± 34.94   | 40.0                   |
| Vision Based Network      | 2         | 0.5         | 95.36 ± 2.83     | 20.0                   | 95.16 ± 5.24    | 20.0                   |
|                           |           | 1.0         | 75.14 ± 9.97     | 100.0                  | 16.85 ± 6.09    | 100.0                  |
|                           |           | 1.5         | 62.47 ± 3.49     | 100.0                  | 24.53 ± 2.26    | 100.0                  |
|                           | 3         | 0.5         | 97.49 ± 0.56     | 0.0                    | 99.71 ± 0.33    | 0.0                    |
|                           |           | 1.0         | 37.13 ± 25.66    | 80.0                   | 35.99 ± 8.47    | 100.0                  |
|                           |           | 1.5         | 15.96 ± 9.86     | 100.0                  | 11.09 ± 1.99    | 100.0                  |

Table 2
Controller Safety Analysis Using Simplex Architecture: Simulation Platform

| Controller                | Opponents | \(u\) (m/s) | (%) Safe Actions | Collision Frequency (%) | (%) Safe Actions | Collision Frequency (%) |
|---------------------------|-----------|-------------|------------------|------------------------|-----------------|------------------------|
| Disparity Extender        | 2         | 0.5         | 17.47 ± 0.11     | 100.0                  | 17.61 ± 0.24    | 100.0                  |
|                           |           | 1.0         | 25.11 ± 0.72     | 0.0                    | 24.73 ± 0.97    | 0.0                    |
|                           |           | 1.5         | 15.76 ± 0.40     | 0.0                    | 15.87 ± 0.56    | 0.0                    |
|                           | 3         | 0.5         | 74.63 ± 3.48     | 0.0                    | 71.51 ± 5.38    | 0.0                    |
|                           |           | 1.0         | 20.69 ± 0.28     | 0.0                    | 21.12 ± 0.75    | 0.0                    |
|                           |           | 1.5         | 16.93 ± 7.95     | 0.0                    | 13.39 ± 0.27    | 0.0                    |
| Pure Pursuit              | 2         | 0.5         | 93.95 ± 0.11     | 0.0                    | 100.00 ± 0.00   | 0.0                    |
|                           |           | 1.0         | 74.37 ± 1.13     | 0.0                    | 88.33 ± 1.46    | 0.0                    |
|                           |           | 1.5         | 62.52 ± 1.95     | 0.0                    | 59.94 ± 0.54    | 0.0                    |
|                           | 3         | 0.5         | 94.17 ± 0.11     | 0.0                    | 100.00 ± 0.00   | 0.0                    |
|                           |           | 1.0         | 60.50 ± 17.63    | 0.0                    | 67.24 ± 18.35   | 0.0                    |
|                           |           | 1.5         | 21.04 ± 0.34     | 0.0                    | 50.77 ± 0.88    | 0.0                    |
| Vision Based Network      | 2         | 0.5         | 80.24 ± 4.62     | 20.0                   | 91.71 ± 4.68    | 0.0                    |
|                           |           | 1.0         | 47.74 ± 3.81     | 40.0                   | 43.36 ± 13.78   | 40.0                   |
|                           |           | 1.5         | 27.89 ± 11.16    | 80.0                   | 29.88 ± 6.18    | 60.0                   |
|                           | 3         | 0.5         | 93.02 ± 2.13     | 0.0                    | 97.78 ± 1.24    | 0.0                    |
|                           |           | 1.0         | 33.66 ± 3.74     | 0.0                    | 40.69 ± 0.26    | 0.0                    |
|                           |           | 1.5         | 18.83 ± 3.12     | 0.0                    | 38.25 ± 12.81   | 0.0                    |

Preventing the occurrence of these collisions warrants the use of our simplex architecture, and here we present the results of utilizing our architecture under the same set of scenarios considered in Section 6.1.

Using our simplex architecture, we were able to completely eliminate collisions from occurring when the pure pursuit controller was used to control the F1/10 vehicle. Moreover, the number of collisions that occurred when the other two controllers were utilized also meaningfully decreased, as shown in Table 1. However, in practice, to provably eliminate all collisions from occurring within our experiments, one must also verify the decision module and the safety
controller utilized within the simplex regime. Within our work, the safety controller that we utilized was a conservative version of the disparity extender. Thus, while in practice it is quite effective in eliminating collisions, it is not perfect.

As stated earlier in this paper, developing a formally verified safety controller is quite challenging in practice. The challenge within this realm is developing controllers whose behavior is not exceedingly limited and whose analysis is feasible. However, the main focus of this work is evaluating the use of the reachability algorithm as a switching logic for the simplex architecture. Thus, rather than developing a provably safe simplex regime, our assumption is that our underlying safety controller is safe. We refer the interested reader to works such as [55, 14] for an in-depth discussion of developing provably safe controllers.

Finally, one of the greatest challenges in considering the question of safety within the context of dynamic obstacles is that collision avoidance strategies may not be enough to guarantee safety. For example, consider a scenario where a dynamic agent abruptly swerves into the path of the ego vehicle, thereby causing all the future trajectories of the ego vehicle to result in a collision. These scenarios are known as **Inevitable Collision States** (ICS) [45] and in recent years, there has been significant work towards avoiding ICS. Notably, one popular strategy of dealing with ICS is the use of reachability regimes which inherently satisfy two of the three conditions needed to avoid ICS. Specifically, reachability regimes inherently reason about the underlying dynamics of the ego vehicle, which is the first requirement of avoiding ICS. Secondly, they can be used to reason about the future state of the environment through the computation of the reachable sets of dynamic agents. This is the second condition for eliminating ICS. The final condition, requires reasoning about the previous two items over an infinite time horizon, which is infeasible in practice [45]. However, one can meaningfully decrease the probability of a collision through the selection of a sufficiently long time horizon. Thus, the regime presented in this work can meaningfully be used to mitigate ICS.

Bearing the above in mind, we were able to eliminate all collisions in subsequent experiments by significantly increasing the reachtime horizon used in the reachability regime. However, doing so caused the overall use of the safety controller to increase significantly. While this may be acceptable in certain contexts, it is not always a desirable solution.

---

14The underlying logic of the safety controller is the same as the disparity extender. However, we limit the maximum speed of this controller to be \(0.3 \text{m/s}\). Additionally, if the distance between an obstacle and the F1/10 falls below \(0.5 \text{m}\), the vehicle stops completely.
### Table 3
Analysis of Wall-Time and Speed Variation Simulation Platform

| $u_v$ (m/s) | $T_{runtime}$ | MOET (ms)  | Mean ET (ms) | Mean Iters | PMD(%)  |
|-------------|---------------|------------|--------------|-------------|---------|
| 0.5         | 10            | 10.71 ± 0.97 | 7.00 ± 0.13 | 3.95 ± 0.03 | 0.13 ± 0.15 |
|             | 25            | 28.49 ± 5.23 | 15.42 ± 0.88 | 5.07 ± 0.12 | 2.62 ± 2.71 |
| 1.0         | 10            | 11.10 ± 1.25 | 6.85 ± 0.16 | 4.08 ± 0.23 | 0.27 ± 0.24 |
|             | 25            | 28.36 ± 0.77 | 14.86 ± 0.14 | 5.06 ± 0.10 | 2.83 ± 1.64 |

### Table 4
Analysis of Wall-Time and Speed Variation: Jetson TX2

| $u_v$ (m/s) | $T_{runtime}$ | MOET (ms)  | Mean ET (ms) | Mean Iters | PMD(%)  |
|-------------|---------------|------------|--------------|-------------|---------|
| 0.5         | 10            | 10.87 ± 0.36 | 5.07 ± 0.53 | 5.39 ± 0.83 | 0.58 ± 0.29 |
|             | 25            | 24.42 ± 0.49 | 10.41 ± 0.63 | 7.56 ± 0.97 | 0.00 ± 0.00 |
| 1.0         | 10            | 14.36 ± 5.74 | 5.56 ± 0.58 | 5.12 ± 0.39 | 1.61 ± 1.18 |
|             | 25            | 31.60 ± 17.81 | 9.36 ± 0.79 | 8.69 ± 1.16 | 0.03 ± 0.06 |

#### 6.3. Real-time Characterization of Reachability Regime

One of the main benefits of the reachability regime presented in this work is that it admits minimal resource requirements and possesses real-time guarantees [14]. In this section, we present, a runtime characterization of the real-time reachability regime outlined in Section 4.2. We ran our experiments on platforms running Linux (Ubuntu 16.04 LTS). The runtime analysis of the simulation experiments was conducted on a Dell XPS-15 (9570) with 32GB RAM, a six-core Intel Core i7-8750 @4.1GHz processor, and an Nvidia GeForce GTX 1050Ti 4GB graphics card. The hardware experiments were evaluated on a Jetson TX2 with a Dual-core Nvidia Denver 64-bit CPU (ARM), a quad-core ARM A57 Complex, and an NVIDIA Pascal Architecture GPU with 256 CUDA cores. This latter configuration validates our claims that our safety architecture admits minimal resource requirements.

For benchmarking purposes, we recorded the mean execution-times (Mean ET) of our real-time reachability algorithm, as well as the average number of iterations utilized in constructing the reachable set (Mean Iters). While a discussion of upper bounds on execution times typically involves a discussion of the Worst-Case Execution Time (WCET), we instead report the **Maximal Observed Execution Times** (MOET). In general, the WCET is unknown or difficult to derive without the use of static analysis proofs [100]. Since our safety regime relies on ROS, which is highly dynamic and distributed, it is prohibitively difficult to perform an exhaustive exploration of the space of all execution times and thus derive the WCET. However, we provide a rough proxy of the WCET by reporting the MOET [100] in Tables 3 and 4. Additionally, we report the percentage of missed deadlines (PMD) that result from our soundness requirements; as we execute on a regular operating system and not an RTOS, this is possible, and performing the runtime measurements may result in variance due to changing load and scheduling. We demonstrate that this value is low across all experiments.

In the tables that follow, all summary statistics are reported alongside their corresponding standard deviations. Each configuration was evaluated using 30 experiments that were a minute in length.

The experiments demonstrated that Mean ET of our regime fell well within our desired $T_{runtime}$. Our estimates of future iterations of the reachability computations were quite conservative in nature. Though a few deviations were observed as displayed by the MOET, these did not significantly impact the performance of our approach. Rather, they are a result of our requirement that the safety checking process complete.

The runtime characterization of our approach done on the F1/10 hardware platform took on the same structure as the simulation experiments. Our experimental setup is shown in Figure 7, and a video demonstration of the results is available online. Similar to the simulation trials, the experiments demonstrated that the Mean ET of our regime fell well within our desired $T_{runtime}$. However, compared to the simulation experiments, our hardware experiments

---

[15]https://youtu.be/3jPKucx4AF4
demonstrated a large decrease in the execution time of the approach. However, this result can be explained by the size of our racetrack and the frequency of unsafe action declarations that occurred during the experiments.\(^\text{16}\)

Within the real-time reachability algorithm, the reachable-set computations terminate whenever an unsafe state is detected. The algorithm then restarts with half the step-size in order to refine the over-approximation error and determine if the “unsafe” declaration is spurious. This strategy continues until the step size falls below a pre-specified threshold specified to guarantee numerical stability. On the hardware platform, this threshold was met consistently, which demonstrates the frequency of unsafe declarations. This observation was explored more delicately in an earlier version of this work [75], and for brevity we refer readers to the aforementioned paper for a more in-depth discussion of this phenomenon. However, in general, experiments with higher levels of safety utilize fewer iterations in constructing the reachable set and generally have higher execution times. The numerical stability termination conditions are also discussed in more detail in [57].

### 6.4. Uncertainty Analysis

In Section 3.4, we discussed how developing exact models of dynamical systems can be challenging due to the presence of complex physical interactions that may be difficult to explicitly model [1]. While these interactions can frequently be lumped together as uncertainty, one of the challenges in system design is allowing for rigorous estimates of the bounds of uncertain parameters without prohibitively impacting the performance of the system [1]. Intuitively, accounting for more uncertainty in the models of a system and its environment inherently leads to more conservative control strategies aimed at ensuring safety. In this section, we present an analysis of the effects of uncertainty on the conservativeness of the reachability computations that form the basis of our runtime assurance framework.

Our experiments are primarily concerned with the effects of two classes of uncertainty: uncertainty with respect to our derived model of the system and uncertainty related to sensing, localization, and the environment. For context, this section summarizes over 6000, minute long experiments, that provide an enlightening analysis of the effects of uncertainty on our reachability regime.

#### 6.4.1. Model Uncertainty

The difficulty of deriving models that are an accurate representation of the real world is the defining cause of uncertainty with respect to the structure and parameters of a system’s models [18]. In our experiments, the types of model uncertainty that we considered were set-based disturbances with respect to the velocity and orientation variables of our model, as well as uncertainty around the acceleration, motor constant, and hysteresis constants defining our model. Since the underlying reachability approach leverages hyper-rectangles for the reachable set computations, we can model phenomena such as drag forces and friction components that are not explicitly captured by the kinematic bicycle model using intervals. As an example, a friction parameter could be described by a real-valued interval:

\[
[d_1] = [\overline{d_1}, \underline{d_1}] = \{d_1 \in \mathbb{R} : \underline{d_1} \leq d_1 \leq \overline{d_1}\}
\]

which is a connected subset of \(\mathbb{R}\), and \(\overline{d_1}\) and \(\underline{d_1}\) are the lower and upper bounds of the additive and diminutive frictional components affecting the system’s velocity such that, \(\underline{d_1} \leq \overline{d_1}\) [6]. The same intuition applies to the disturbances applied to the steering of the F1/10 model. In this context, the equations of motion of the system are characterized by Equation 4.

Similarly, in contexts where the system dynamics are a combination of a partial theoretical model and parameters obtained from data, which corresponds to a standard grey-box system identification problem, there is typically some uncertainty associated with the parameters that characterize the underlying system [68]. The space of possible model structures as well as parameters that may characterize an underlying system may be extremely rich, and there is a large body of work aimed at characterizing this uncertainty [68, 40]. Thus, to explore this form of uncertainty in our work, we allowed the parameters defining the kinematic bicycle model to lie within an interval. As an example, one can imagine that the motor or acceleration constant defining the evolution of the velocity of our vehicle could vary depending on the environmental conditions that the system is tasked with operating within.

We evaluated the effects of uncertainty in our regime in two key ways. The first was an analysis of the growth of the size of the derived reachable set with respect to uncertainty. The second analysis was an investigation of the

\(^{16}\)The racetrack considered in the simulation experiments is much larger than our real-world racetrack. In simulation, the narrowest point occurs when the walls have a separation of 2 meters. In contrast, our real-world track is slightly over 2 meters at its widest point. Thus, the frequency of unsafe actions declared by our approach in small spaces is significantly larger in our hardware experiments.
There are three things to note in equation (7). Firstly, the number of intermediate reachable sets is defined by the step size, $h$, used in the reachability computations, as described in Section 4.2. Secondly, since we had to bloat each intermediate hyper-rectangle representing the vehicle’s trajectory to capture the true size of the F1/10 system, the area of each intermediate reachable set is necessarily non-zero. Finally, many of the intermediate reachsets overlap, which leads to an inflated estimate of the area that a flow-pipe assumes. However, our focus is on the relative growth of the reachable sets with respect to increasing levels of parameter uncertainty. We now formally define our notion of the total area of a flow-pipe representing the vehicle’s trajectories. This notion can be extended to the concept of a volume in higher dimensions. Let $R_t \subset R_{[0,T_{reach}]}$ represent the reachable set of the system at time $t \in [0,T_{reach}]$. In our context, since we utilize hyper-rectangles as the set representation used to characterize flow-pipes, $R_t$ can be described by a Cartesian product of intervals $[x] \times [y]$. Here, $[x]$, and $[y]$ are intervals describing the euclidean position of the vehicle. Finally, let $w([x])$ represent the width of the interval $[x]$, where $w([x]) = \bar{x} - \underline{x}$. Here $\underline{x}$, $\bar{x}$ are the left and right bounds defining $[x]$ such that $\underline{x} \leq \bar{x}$ [102]. Then the total area, $A$, of the flow-pipe, $\mathcal{R}_{[0,T_{reach}]}$, can be defined as follows:

$$A = \sum_{t=0}^{T_{reach}} w([x])w([y]).$$

There are three things to note in equation (7). Firstly, the number of intermediate reachable sets $R_t$ is defined by the step size, $h$, used in the reachability computations, as described in Section 4.2. Secondly, since we had to bloat each intermediate hyper-rectangle representing the vehicle’s trajectory to capture the true size of the F1/10 system, the area of each intermediate reachable set is necessarily non-zero. Finally, many of the intermediate reachsets overlap, which leads to an inflated estimate of the area that a flow-pipe assumes. However, our focus is on the relative growth of the flow-pipes under uncertainty. Thus, our over-approximation of the area in this context is sufficient.

Figure 8 displays the growth in size of the reachable sets with respect to increasing levels of parameter uncertainty. While Figure 9 displays the relationship between parameter uncertainty and the conservativeness of our safety regime. Table 5 presents the data shown in the aforementioned figures. From the figures, one can see that there is an exponential relationship between the growth in the size of the reachable set and increasing levels of uncertainty. The same is true of the relationship between uncertainty and the use of the safety controller. This relationship is further exacerbated if long time horizons are utilized in the underlying reachability approach, and Figure 11 presents a visualization of our investigation of how $T_{reach}$ impacts the conservativeness of our reachset estimations. One way of mitigating the growth of the size of the derived reachable set computations is by utilizing short time horizons. However, this may not always be feasible in all contexts.

### 6.4.2. Modeling Sensor, Localization and Situational Uncertainty

The data obtained from the sensors onboard autonomous vehicles possess inaccuracies that must be accounted for in the computations aimed at building a higher level understanding of the vehicle’s surroundings [69]. One such example are inaccuracies or constraints related to the resolution of a particular sensor’s measurements. Typically, significant testing allows for estimations of the variance of the measurements obtained from particular sensors in
Figure 8: Relationship between the level of parameter uncertainty in the vehicle dynamics and the size of the reachable set describing the future behavior of the vehicle.

Figure 9: Relationship between the level of parameter uncertainty in the vehicle dynamics, and percentage of the time in which the vision based machine learning controller was utilized during an experimental run (Controller Usage).
different contexts [69]. Moreover, these analyses often include descriptions of how various sensors perform in the context of varying weather conditions, temperatures, and other scenarios of interest [69]. These analyses will then inform how sensor observations are used within the control stack of the vehicle.

Figure 10: GPU-based particle filtering for position and orientation estimation, developed by Walsh et al. [99]. Each arrow represents a position and orientation estimate produced by the algorithm.

Bearing the above in mind, arguably the most salient problems within this context are characterizing the propagation of sensing errors, as they relate to the system’s basic measure of its position in space and its environment [69]. Localization systems for autonomous vehicles are frequently based on measurements from a variety of sensors, and in state-of-the-art systems, estimations of the vehicle’s position with respect to an underlying map must be accurate to within 10 cm or better [69]. This problem has received significant attention within the research literature, where localization subsystems often make use of algorithms such as particle filters that allow for estimations of the state of the system defined by probability densities that are a function of motion models and sensor information. Thus, they are quite adept at handling and estimating the uncertainty associated with the vehicle’s understanding of its environment [99].

Finally, autonomous vehicles must be able to effectively handle interactions with other moving objects and vehicles within its environment [69]. These may include pedestrians, animals, and bicycles, whose behavior the vehicle may have limited knowledge about [69]. While effective methods for detecting, classifying, and tracking objects exist [47], many of these approaches make use of deep learning and probabilistic modeling in order to characterize the behavior of moving objects. Thus, there is an inherent uncertainty in the description of the vehicle’s environment.

In our experiments, we primarily considered uncertainty as it related to the position and velocity of the dynamic obstacles within our environment, as well as uncertainty with respect to the vehicle’s measurement of its own position and orientation within the environment. Specifically, we allowed our estimates of the position and velocity of opponent vehicles to lie within intervals. Intuitively, there is always some uncertainty as it relates to dynamic agents within an environment. Furthermore, our localization subsystem was based on a GPU-based particle filtering localization algorithm developed by Walsh et al. [99]. In this regime, the position of the vehicle can be defined by a set of position and orientation (pose) estimates, known as particles, that are refined using sensor measurements, a motion model, and odometry data. Rather than using an aggregate measure of these particles as our estimation of the vehicle’s pose, we allowed our reachability computations to investigate the set of poses defined by each particle estimate. A visualization of the particles can be seen in Figure 10.

Table 5 displays our analysis of parameter uncertainty in the physical dynamics of the F1/10 model when the particle filter was used for localization. It also includes an analysis of the effects of parameter uncertainty using ground truth data of the vehicle’s position within the simulator. While the relationship between uncertainty and the conservativeness of our reachability regime were largely the same in this context, the exponential growth in the size of the reachable sets for the particle filter experiments was more drastic. In fact, when you compare the percent
change in the growth of the reachable set, utilizing the zero parameter uncertainty scenario as a baseline, by the time an uncertainty level of 45% is considered, the growth in the size of the reachsets for the particle filter localization approach are growing at a rate 15.5 times faster than the ground truth experiments.

Finally, our experiments considering uncertainty with respect to the estimation of the velocity and position of dynamic obstacles within the vehicle’s environment are shown in Figure 12. In these contexts, the impact of uncertainty was much less straightforward. While the size of the reachsets describing the position of other agents within the environment grew significantly, this effect had no material effect unless the ego vehicle was within close-proximity of a dynamic agent. Thus, while the length of time that the complex controller was used during an experiment decreased in general, it was not as significant of a drop as the other experiments. In general, to see a similar decrease in the use of the complex controller as the other experiments, one would need to evaluate the controller within contexts where the proximity between the ego vehicle and dynamic agents is small. However, in our work, due to our design choice of only switching back to the safe controller once a sufficient number of control actions have been determined safe, this is unlikely to occur.

In general, as shown in our experiments, one of the challenges with forward reachability schemes is that while they give strong notions of safety [63], over long time horizons, and significant uncertainty, this can lead to overly conservative behaviors, which may impede performance. An example of such a scenario are the localization uncertainty experiments. Beyond 40% uncertainty in the model parameters, the safety controller was utilized 100% of the time. While backward reachability approaches, such as Hamilton-Jacobi Reachability, are a possible alternative to these schemes, they typically incur a large computational cost. Additionally, we are not aware of any approaches that possess strong real-time guarantees. However, for low dimensional systems they are an attractive framework. We refer readers to the following paper [1] for an in-depth discussion of these methods.
7. Discussion and Future Work

Having evaluated the merits of our approach, both in simulation and on an embedded hardware platform, we now present some observations based on our results. In particular, we briefly focus on real-time considerations and the main limitations of our approach.

7.1. Real-Time Evaluation and Missed Deadlines

The basic requirement for real-time systems is that tasks operate within pre-defined and deterministic time spans. Often, this is accomplished through the use of a real-time operating system (RTOS), which allows for the specification of task priorities to ensure they are executed within established time frames. Our implementation did not make use of an RTOS, thus task management was left to the native Linux implementation. While our experimental evaluation did demonstrate deviations from the specified wall-time, the mean percentage of missed deadlines on the Jetson TX2 was fewer than 2% across all of our experiments.

7.2. Limitations

While the reachability algorithm presented in this work possesses provable guarantees, our architecture does not. Obtaining these guarantees requires developing a formally verified safety controller and switching logic, which was outside the scope of the work presented herein. Therefore, it is possible to enter a state in our framework in which all future trajectories will result in a collision. These states are known as inevitable collision states and have been well-studied within the motion planning literature [46]. In future work, we hope to address this limitation by leveraging approaches such as viability kernels and dynamic safety envelopes that allow for the synthesis of provable safe control regimes [76].

One of the challenges that emerged in our experiments was that uncertainty sharply increased the overall conservativeness of the reachable sets derived by our reachability regime. Thus, while the approach was quite successful in being used as part of a safety assurance architecture, sufficient care must be taken in order to minimize the quantity of spurious unsafe determinations that result from the over-approximation of reachable sets. While allocating
more wall-time to the reachability regime is a possible solution, it is also worth considering other set representations while maintaining real-time guarantees. Moreover, one may also consider alternate reachability formulations, such as backward reachability regimes. However, these approaches come at the cost of significant computational overhead.

The second challenge is that the real-time reachability regime was designed to reason about relatively short time horizons, and there is an assumption that the control decision remains fixed throughout the reach-set construction. This assumption causes the verification results to be conservative in nature, and in future work we hope to expand this work to consider real-time closed-loop reachability analysis. The difficulty in performing closed-loop reach-set generation lies in developing accurate sensor models. As an example, for end-to-end control based on camera images, it is not clear how to generate camera images based on the state of the system to provide a meaningful and useful reachable set.

Lastly, in recent years, there has been a growth in approaches that perform online parameter estimation for dynamic obstacles within a robot’s environment. In this work, we considered a simple two-dimensional kinematic model for the opponent vehicles within the racetrack environment. At low speeds, this model performs quite well; however, at higher speeds, these models would need to incorporate more sophisticated dynamics. In future work, we hope to evaluate online system identification within our framework.

8. Conclusion

In this manuscript, we presented a runtime verification framework leveraging real-time reachability and the simplex architecture for the safety assurance of a 1/10 scale autonomous vehicle called the F1/10 platform. The central idea behind our approach lies in computing the set of reachable states of the F1/10 system and ensuring that it never collides with both static and dynamic obstacles within its environment. Rather than analyzing the correctness of the controllers commanding the behavior of the F1/10, the reachability regime is leveraged to focus on the effects of a controller’s decisions on the system’s future states. In the event of a potential safety violation, a safety controller can be engaged in order to maintain safety.

One of the key benefits of utilizing reachability regimes for the design of safety assurance frameworks is that they are quite adept in handling uncertainty, and in this work we presented a rigorous analysis of the effects of several classes of uncertainty in reasoning about the correctness of the system. Specifically, we allowed for the consideration of uncertainty with respect to the model of the underlying system, as well as uncertainty with respect to measuring the state of the vehicle’s environment. Our experiments, conducted both in simulation and on an embedded hardware platform, validate the real-time aspects of our approach. Moreover, they demonstrate the efficacy of the simplex architecture in ensuring safety in different scenarios.

Improving the over-conservativeness of the reachability framework, considering closed-loop reach-set generation, evaluating backward-reachability frameworks, making use of real-time operating systems, and incorporating dynamic obstacles into our regime are left for future work. Additionally, we wish to consider online learning applications, as our regime can be applied to such schemes with minimal modifications. Finally, our future work will consider the development of a verified safety controller and switching logic in order to maximize the benefits of the provable guarantees of our reachability framework.
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