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Abstract
This paper presents ongoing work that aims to improve machine parsing of Faroese using a combination of Faroese and Icelandic training data. We show that even if we only have a relatively small parsed corpus of one language, namely 53,000 words of Faroese, we can obtain better results by adding information about phrase structure from a closely related language which has a similar syntax. Our experiment uses the Berkeley parser. We demonstrate that the addition of Icelandic data without any other modification to the experimental setup results in an f-measure improvement from 75.44% to 78.05% in Faroese and an improvement in part-of-speech tagging accuracy from 88.86% to 90.40%.
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1. Introduction

Automatic phrase structure (constituent) parsing is by now available for a number of languages. The state-of-the-art systems are statistical, based on Probabilistic Context-Free Grammars (PCFGs), and trained on parsed corpora, e.g., the Penn Treebank (Marcus et al., 1993) in the case of English. Corpus construction is very time consuming and therefore it remains an important task to develop methods for rapid deployment of parsers for new languages.

In this paper, we describe work in progress on two new parsers for the Insular Scandinavian languages: IceParsald for Icelandic and FarParsald for Faroese. IceParsald is based on a traditional model where the development of a parser is preceded by a full scale corpus building project. In contrast, FarParsald is rapidly deployed by constructing a small corpus and partially employing existing training data from a related language, Icelandic.

We show that our approach improves parse quality for Faroese compared to only using our limited Faroese data. In addition to our methodological experiments, our systems fill a gap in the set of basic language resources for these languages. Full phrase structure parsers have not been available for either of the two languages until now.

Furthermore, our systems are based exclusively on GPL-based free and open source resources, which allows us to make them freely available for future work in academia and beyond.

2. Related work

For the current type of a task, we need two types of resources. First, we need general purpose software that is capable of inducing a grammar from appropriately parsed input data, i.e., from a treebank. Second, we need language specific resources, i.e., treebanks for Icelandic and Faroese.

Since the Penn Treebank, considerable attention has been paid to the development of parsing methods/software for training parsers on treebanks (see esp. Collins, 1999; Klein and Manning, 2003; Bikel, 2004; Petrov et al., 2006; Petrov and Klein, 2007). For our purpose, it is important that the software is robust and is freely available under a license that facilitates future work on derived resources and experiments. For these reasons, we decided to use the Berkeley parser (Petrov et al., 2006; Petrov and Klein, 2007), an implementation of the so-called unlexicalised parsing method (Klein and Manning, 2003).

Efforts in recent years have made available a number of resources for processing Icelandic (e.g., Loftsson, 2008; Dredze and Wallenberg, 2008; Ingason et al., 2008; Loftsson et al., 2009; Rögnvaldsson et al., 2009). This includes IceParser (Loftsson and Rögnvaldsson, 2007), a shallow parser for the language, but until now, a full phrase structure parser has not been developed. Some progress has also been made in developing resources for Faroese, e.g., Trosterud (2009); Antonsen et al. (2010), but the availability of language processing software for Faroese is still quite limited. Our contribution of parsed corpora, which are then trained using a state-of-the-art parsing method, is therefore a significant addition to the set of tools available for the two languages.

3. Parsed corpora for training

Our training corpora, IcePaHC for Icelandic (Wallenberg et al., 2011) and FarPaHC for Faroese (Ingason et al., 2012), use the Penn Parsed Corpora of Historical English (PPCHE) annotation scheme (e.g., Santorini 2010). IcePaHC contains 1 million words compared to 1.2 million words in the Penn Parsed Corpus of Middle English (Kroch and Taylor, 2000) and 1.7 million words in the Penn Parsed Corpus of Early Modern English (Kroch et al.,
2004). It consists of 60 texts ranging from the 12th century to the present – most of them are either narratives (39 texts; \( \approx 675,000 \) words) or religious texts (13 texts; \( \approx 235,000 \) words).

FarPaHC, on the other hand, is much smaller. It consists of 53,000 words from three religious texts, one from the 19th century (1823) and two from the 20th century (1928 and 1936).

The Insular Scandinavian languages differ from English in, e.g., that they both have rich case morphology (nominative, accusative, dative, genitive) which is, of course, annotated in the corpora. Finite verbs agree with subjects not only in number (as in English) but also in person. The increased morphological richness does of course affect the distribution of evidence available to a parser during training.

4. Parsing Icelandic and Faroese

The goals of the current project to parse Icelandic and Faroese are twofold. First, we want to bring full phrase structure parsing to the two languages. Second, we want to demonstrate that having a parsed corpus of a closely related language can improve parsing quality of a language for which only a small corpus is available.

For the Icelandic treebank, IcePaHC, it took 3 annotators 2 years to annotate 1 million words for full phrase structure. This process of building IcePaHC is described in Rögnvaldsson et al. (2011a,b, 2012). The development approach of the Icelandic parser, IceParsald, can therefore be viewed as traditional, with a costly annotation phase. The most significant speed improvement in this project was due to the development of new annotation software, Annotald (Beck et al., 2011), which continues to be actively developed and used in various other projects. IceParsald is the result of training the Berkeley parser on IcePaHC.

Methodologically, the main contribution of the current paper is the less traditional approach to our Faroese parser, FarParsald. The Faroese treebank, FarPaHC, which underlies FarParsald, is a data set which was parsed by one annotator in 3 months (excluding time that was used for coping with the peculiarities of some historical text sources). This short annotation phase for Faroese yielded 53,000 annotated words.

A treebank of this size is quite limited in the context of training a parser. However, making use of the fact that Icelandic and Faroese are closely related languages, we were able to improve the quality of the Faroese automatic parses by training on a combination of Icelandic and Faroese data. The parser has access to the most important patterns in the distribution of terminal nodes from the Faroese data. Adding Icelandic data to the input gives a more accurate view of the syntax of Insular Scandinavian, which is in most respects the same for the two languages.

We observed a positive trend for precision, recall and f-measure as measured by EVALB (Collins, 1997), when adding Icelandic data. Compared to using just FarPaHC, adding 10% and then 20% of IcePaHC results in better parses. The mean f-measure in a 10-fold cross validation improves from 75.44% to 77.22% by adding 10% of IcePaHC, and to 78.05% with 20% of IcePaHC included (the last split was 4-fold) (see Figure 1). The released FarParsald will be based on the combination of FarPaHC and all the Icelandic data.

We should note that the overall quality of the parsing may seem unsatisfying at this point. The software is originally developed for English and nothing has been done in the current experiment to optimize its configuration for Faroese. Also, the annotation scheme in the historical treebanks gives relatively flat structures that sometimes do not include extra levels of bracketing that is unlikely to be misbracketed by a parser. Such structures may artificially increase the number of correct brackets in experiments that assume the Penn treebank annotation scheme. We hope to explore these issues in more detail in future work but for the present purpose, all else being equal, the main result is that adding Icelandic data to the Faroese treebank has a positive effect on the results.

Our experiments also show that even if the most direct evidence for the distribution of terminal nodes in Faroese comes from FarPaHC, the constraints on phrase structure enforced by the added Icelandic data does in fact improve part-of-speech (PoS) tagging accuracy of the Faroese terminals. Using just the Faroese data resulted in 88.86% tagging accuracy, but adding Icelandic data improved the outcome to 90.06% with 10% of IcePaHC added and 90.40% with 20% of IcePaHC added (see Figure 2).

For completeness, we note that it should be quite obvious that using only the Icelandic data does not give good results for Faroese because the information about Faroese terminal nodes comes from FarPaHC. To confirm this, we trained a parser on 30% of IcePaHC and did not include any data from FarPaHC. The resulting parser gives an f-score around 40% and a tagging accuracy around 50%. This confirms that it is in fact the combination of data from the two languages that is important.

5. Further work

There is still considerable potential for improving the parsing of Faroese within the general approach of the current work. In this small initial experiment we have used only a subset of IcePaHC to demonstrate the effect we are interested in. Furthermore, even if our combined corpora significantly expand FarPaHC, they are relatively small compared to the Penn Treebank. In future work on the eventual release of FarParsald we plan to use the full IcePaHC corpus and, building on the success of the current experiment, we plan to investigate the effects of adding data from even more sources.

Another avenue we intend to explore in future work is the application of more types of parsing software on the Faroese and Icelandic data and a more careful configuration of the setup to suit the intricacies of these languages and the type of an annotation scheme that is used for the respective treebanks. Whereas the purpose of this paper is to contribute to a discussion on training on multiple languages, the ultimate future goal of this research project will be to make available useful parsers for the two languages.

6. Conclusion

We have described work in progress on statistical parsers for Icelandic and Faroese. While the current results are
Figure 1: Parser evaluation for FarParsald: icePercent indicates how much of IcePaHC was added to the Faroese training data.

Figure 2: Evaluation of tagging accuracy: icePercent indicates how much of IcePaHC was added to the Faroese training data.
somewhat preliminary and call for more detailed evaluation, they are promising, and they show that having data from a related language, Icelandic, does improve the quality of parsing and PoS tagging of Faroese. In addition to our methodological experiments, we make available parsed corpora and parsers for two languages for which such resources were not previously available.
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