We develop a new formalism to treat nuclear many-body systems using bare nucleon-nucleon interaction. It has become evident that the tensor interaction plays important role in nuclear many-body systems due to the role of the pion in strongly interacting system. We take the antisymmetrized molecular dynamics (AMD) as a basic framework and add a tensor correlation operator acting on the AMD wave function using the concept of the tensor-optimized shell model (TOSM). We demonstrate a systematical and straightforward formulation utilizing the Gaussian integration and differentiation method and the antisymmetrization technique to calculate all the matrix elements of the many-body Hamiltonian. We can include the three-body interaction naturally and calculate the matrix elements systematically in the progressive order of the tensor correlation operator. We call the new formalism “tensor-optimized antisymmetrized molecular dynamics”.

1. Introduction

The tensor interaction plays a very important role in nuclear physics. It originates from the pion exchange between nucleons, which is the most essential component in the nucleon-nucleon interaction. The Green’s function Monte Carlo (GFMC) simulation by the Argonne group for light nuclei demonstrated that the pion contribution on the nuclear binding energy is about 80% of the entire contribution of the two-body interaction [1]. The pion exchange interaction can be divided into tensor and central spin-spin components. If we take a phenomenological potential as the Argonne AV8’ potential [2, 3], we see that the lightest nucleus, a deuteron, cannot be bound by the central interaction alone: the tensor interaction plays a dominant role in the binding of the deuteron [4]. Analyzing the energy contribution of the tensor interaction, we find that the transition matrix element between the s-wave and d-wave components provides the largest attraction for the deuteron binding.

This finding motivated the introduction of the tensor-optimized shell model (TOSM), where the TOSM wave function has a low-momentum shell-model state and also high-momentum 2-particle-2-hole (2p-2h) configurations, aiming at describing heavier nuclei and nuclear matter [5]. The 2p-2h configurations are excited by the tensor interaction from the...
low-momentum shell-model state, which induces high-momentum transfer between nucleons, and provides a large attraction energy. The TOSM was applied to light mass nuclei as He, Li and Be isotopes [6–8]. The level orders and spacings come out to be quite good due to the adequate role of the tensor interaction, although the absolute values for the binding energies are not reproduced due to the lack of the three-body interaction [6–8]. The saturation property seems satisfied for shell-model states with the use of the bare nucleon-nucleon interaction. The TOSM was able to describe shell-model states and also generate low-lying alpha cluster structures in the spectrum of $^8$Be [8]. However, the TOSM could not reproduce sufficient of alpha correlation, and we ought to improve the TOSM for multi-cluster states. The concept of TOSM was also applied to the few-body framework and demonstrated its goodness [9]. However, the few-body framework that uses the relative coordinates has difficulty in handling the antisymmetrization for p-shell nuclei.

On the other hand, antisymmetrized molecular dynamics (AMD) was developed by the Kyoto group with great success to describe both the cluster and shell structures simultaneously [10–12]. Here, the nuclear dynamics was controlled by an effective interaction, which is obtained from various experimental data. There are several cases where the effective interaction has to be changed for various observables of nuclear structure. A typical case for this change is the ground-state energies of $^{12}$C and $^{16}$O. It is highly desirable to use the bare nucleon-nucleon interaction in the AMD framework for the description of light nuclei, where the structural change between shell and cluster states is essential. For $^8$Be, both the shell and alpha structures are observed experimentally and the AMD description should be essential for good description of this nucleus [8].

It has become clear from a few-body study and the GFMC simulations for light nuclei that the three-body interaction has to be introduced for a satisfactory description of finite-mass nuclei [1]. The three-body interaction is mainly caused by the pion exchange interaction leading to delta-isobar excitation [13]. Hence, its structure is again dominantly described by the successive tensor interaction. Such a three-body interaction usually makes calculations of matrix elements highly complicated. With the success of the TOSM for light nuclei and the ability of the AMD formulation, it is a good idea to combine these two merits for the description of nuclear structure using the bare nucleon-nucleon interaction. After many trials, we arrived at constructing a powerful method to treat nuclear many-body systems based on the AMD wave function and added a tensor component by applying the tensor correlation operator on the AMD wave function. We treat the tensor correlation operator as an operator on two nucleons of many nucleon systems. If we want to take the matrix elements of the two-body interaction of the tensor-correlated AMD wave function, it turns out to calculate up to 6-body operators. We do these calculations systematically by utilizing the Gaussian integrals, which could be done analytically. Hence, we are able to handle any number of multi-body operators systematically. The genuine three-body interaction of the Argonne group is naturally described in the new formalism in the same way as tensor-correlated two-body operators. We call “this framework tensor-optimized antisymmetrized molecular dynamics” (TOAMD).

There are three essential technologies in TOAMD to calculate multi-body operators based on the Gaussian wave functions. The first important step is to write all the interactions and correlations in addition to the wave functions as a sum of Gaussian functions. We are then able to take all the necessary integrations of the Gaussian functions analytically. The second
important step is to take care of the antisymmetrization. For this difficult problem, we write all the interactions and correlations in the momentum space so that we are able to write all operators in separable forms in the particle coordinates [14]. We are then able to use the matrix technique to treat the antisymmetrization systematically. The third important ingredient is to treat all the necessary momentum integrations with a multiple of momenta in the Gaussian integrations. We introduce the source terms for the momenta and take derivatives of the integrated result of the fundamental Gaussian integrals. All calculations of the matrix elements are performed in the rectangular coordinates of particles using the above important ingredients for multi-body operators.

In light nuclei there appear cluster structures, which are difficult to describe in the shell + mean-field approximation. The cluster structure is better described in the AMD framework using effective interactions, where the $^4$He wave function is written as $(0s)^4$ Gaussian functions. Although some trial was performed to include higher-spin states in the AMD framework for $^4$He, it was not successful in treating the tensor interaction [15]. On the other hand, the TOSM was able to treat the tensor interaction in the shell-model basis by introducing high-momentum $2p$-$2h$ configurations. Use of the bare nucleon-nucleon interaction including the strong tensor interaction in the AMD framework is highly anticipated. This is achieved in the present TOAMD formulation, which is systematic and straightforward to apply to heavier-mass nuclei than those of the GFMC simulation. We would like to apply the TOAMD for the description of the coexistence of and competition between shell and cluster structures. One important application of the TOAMD is the alpha-condensed states in $^8$Be, $^{12}$C, and $^{16}$O using the bare nucleon-nucleon interaction [16].

This paper is arranged as follows. In Sect. 2, we introduce the tensor-optimized antisymmetrized molecular dynamics (TOAMD), where the TOAMD wave function and the Hamiltonian are written explicitly for nuclear many-body systems. Here, we write all the matrix elements of the Hamiltonian in the AMD wave function so that we define all ingredients of the TOAMD theory. In Sect. 3, we calculate matrix elements of an interaction with one tensor correlation operator, which leads to multi-body operators up to four-body for the AMD wave function. In Sect. 4, we write all the necessary integrals and differential formulas for multiple-momentum integrations of Gaussian functions. In Sect. 5, we calculate two-body interactions with two tensor correlation operators as examples of using all the formula developed for the TOAMD theory. We describe a systematic method to write matrix elements for many-body systems. In Sect. 6, we introduce the short-range correlation operator as the sum of Gaussian functions. We explicitly give some of the matrix elements for a three-body interaction with the short range and tensor correlations. We present here a systematic method to calculate any complicated matrix elements in the TOAMD theory. In Sect. 7, we summarize the present paper. We further present two appendices. In Appendix A, we describe the co-factor matrix theory to treat the antisymmetrization. In Appendix B, we explicitly give the Gaussian integrals for multi-body operators.

2. **Tensor-optimized antisymmetrized molecular dynamics**

We describe here the construction of the tensor-optimized antisymmetrized molecular dynamics (TOAMD). In this section, we give all the ingredients such as the TOAMD wave function, Hamiltonian, and the matrix elements of the Hamiltonian in the AMD wave function.
2.1. Wave function of TOAMD

In this subsection, we introduce the TOAMD wave function for finite nuclei. In the concept of the tensor-optimized shell model (TOSM), it is important to prepare a basic wave function to represent a correct density profile with low-momentum components, and add high-momentum components to be excited by the strong tensor interaction [5]. We take the following form for the TOAMD wave function:

$$\Psi = |\text{AMD}\rangle + F_D |\text{AMD}\rangle.$$  (1)

Here, $|\text{AMD}\rangle$ is an AMD wave function for mass number $A$:

$$|\text{AMD}\rangle = A \left\{ \prod_{i=1}^{A} \psi_{p_i}(r_i) \chi_{p_i}(s_i) \xi_{p_i}(t_i) \right\} = \frac{1}{\sqrt{A!}} |\det |p_1 p_2 \cdots p_A||,$$  (2)

where $p_i$ denotes various quantum numbers of a single nucleon and $|p_i\rangle = |\psi_{p_i} \chi_{p_i} \xi_{p_i}\rangle$. The antisymmetrizer $A$ makes sure that the exchange of particle coordinates among all particles have an opposite sign from the original wave function (Slater determinant). We can include multiple tensor correlation operators $F_D \cdots F_D |\text{AMD}\rangle$ for the description of the multi-cluster states and short-range correlation to be discussed later. The spatial wave function of single nucleon $\psi_{p_i}(\vec{r}_i)$ is written in terms of the shifted Gaussian function:

$$\psi_{p_i}(\vec{r}_i) = \left( \frac{2\nu}{\pi} \right)^{3/4} e^{-\nu(\vec{r}_i - \vec{D}_{p_i})^2}.$$  (3)

The particle coordinate is written as $\vec{r}_i$ for all nucleons $i = 1, \ldots, A$. The size parameter $\nu$ and the position parameter $\vec{D}_{p_i}$ are the variational parameters to specify the spatial wave function. The position vectors $\vec{D}_{p_i}$ are in general complex variables, but we write them as real variables in this paper to simplify the notation. For numerical calculations it is important to take the AMD wave function in order to calculate matrix elements analytically using the Gaussian integral formula. As the nuclear system becomes heavy, we ought to include more Gaussian functions and additionally perform angular momentum and parity projections.

The spin wave function $\chi_{p_i}(s_i)$ is written as:

$$\chi_{p_i}(s_i) = \beta_{p_i} |\uparrow\rangle + (1 - \beta_{p_i}) |\downarrow\rangle.$$  (4)

The spin wave function $\chi_{p}(s)$ is written as a linear combination of spin-up $|\uparrow\rangle$ and spin-down $|\downarrow\rangle$ wave functions, where $\beta_{p}$ is a complex variational parameter. As for the isospin part $\xi_{p_i}(t_i)$, we take pure proton and neutron states:

$$\xi_{p_i}(t_i) = |\text{proton}\rangle \text{ or } |\text{neutron}\rangle.$$  (5)

Here, $|\text{proton}\rangle$ and $|\text{neutron}\rangle$ are pure proton and neutron states, respectively.

The tensor correlation operator is expressed as:

$$F_D = \frac{1}{2} \sum_{i \neq j} F_{ij} = \frac{1}{2} \sum_{i \neq j} f_D(r_{ij}) S_{12}(r_{ij}) \tau_i \cdot \tau_j,$$  (6)

with the variational function written by the sum of Gaussian functions:

$$f_D(r_{ij}) = \sum_{\mu} C_{\mu} r_{ij}^2 e^{-a_{\mu} r_{ij}^2},$$  (7)
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where \( C_\mu \) and \( a_\mu \) are variational parameters. Here the tensor operator is written as:

\[
S_{12}(r_{ij}) = 3(\sigma_i \cdot \hat{r}_{ij})(\sigma_j \cdot \hat{r}_{ij}) - \sigma_i \cdot \sigma_j .
\]

The spin operators \( \sigma_i \) and \( \sigma_j \) are for particles \( i \) and \( j \). The isospin \( \tau_i \cdot \tau_j \) operator is added for the tensor correlation operator, where the tensor correlation is very strong because its origin is one-pion exchange. Although we do not show it explicitly, we also consider the isospin-independent tensor correlation in the calculation. The relative coordinate \( \vec{r}_{ij} \) is the difference between the positions \( \vec{r}_i \) and \( \vec{r}_j \) of two particles \( i \) and \( j \), and \( \hat{r}_{ij} \) is a unit vector with its direction. It is essential to include the tensor-correlated wave function \( F_D |\text{AMD}\rangle \) explicitly so that the strong tensor interaction, exciting \( |\text{AMD}\rangle \) to the \( F_D |\text{AMD}\rangle \) state, provides a large attractive contribution to the total energy. All the parameters in the wave function (1) are variational parameters. They are fixed by the energy minimization of the many-body Hamiltonian:

\[
E = \frac{\langle \text{AMD}|(1 + F_D)H(1 + F_D)|\text{AMD}\rangle}{\langle \text{AMD}|(1 + F_D)(1 + F_D)|\text{AMD}\rangle} .
\]

We have to calculate all the necessary matrix elements for the two and three-body interactions using the TOAMD wave function. This form of the wave function (1) was studied for the \(^4\text{He}\) nucleus by Nagata et al. to study the role of the tensor interaction \cite{17}.

The overlap integral of the AMD wave function is written as:

\[
\langle \text{AMD}|\text{AMD}\rangle = \langle p_1 p_2 p_3 | \cdots | \det |q_1 q_2 q_3 \cdots \rangle \rangle .
\]

The single-particle matrix elements are written as:

\[
\langle p|q \rangle = \langle \psi_p|\psi_q \rangle \langle \chi_p|\chi_q \rangle \langle \xi_p|\xi_q \rangle .
\]

The spatial matrix element is:

\[
\langle \psi_p|\psi_q \rangle = e^{-\frac{1}{2} \nu (\vec{D}_p - \vec{D}_q)^2} .
\]

As for the spin part, we use the following notation for the matrix element:

\[
M_{pq} = \langle \chi_p|\chi_q \rangle = \beta_p^* \beta_q + (1 - \beta_p^*)(1 - \beta_q) .
\]

For the isospin part, we use the following notation:

\[
\bar{M}_{pq} = \langle \xi_p|\xi_q \rangle = 1 \text{ or } 0 ,
\]

where the states \( p \) and \( q \) are both the proton states or neutron states for \( \bar{M}_{pq} = 1 \), and they are different states for \( \bar{M}_{pq} = 0 \). Altogether the overlap matrix element is written as:

\[
\langle p|q \rangle = e^{-\frac{1}{2} \nu (\vec{D}_p - \vec{D}_q)^2} M_{pq} \bar{M}_{pq} .
\]

We will give the overlap matrix element of the tensor-correlated wave function \( F_D |\text{AMD}\rangle \) later, where we describe the method of handling multiple tensor correlation operators. In the next subsection, we introduce the Hamiltonian and later calculate the matrix element of the Hamiltonian for the AMD wave function \( \langle \text{AMD}|H|\text{AMD}\rangle \).
2.2. Nucleon-nucleon interaction and three-body interaction

We take the many-body Hamiltonian as a summation of the kinetic, two-body and three-body interactions:

\[ H = T + V + U. \]  

Here, \( T \) is the many-body kinetic energy:

\[ T = \sum_{i=1}^{A} \left( -\frac{\nabla_i^2}{2m} \right) - T_{\text{c.m.}}. \]  

Here, we use natural units: \( \hbar = c = 1 \). The first term is the sum of the individual kinetic energies and \( T_{\text{c.m.}} \) is the center-of-mass (c.m.) kinetic energy. Hence, \( T \) denotes the kinetic energy of the intrinsic motion of nucleons.

Wiringa et al. constructed phenomenological two-body nucleon-nucleon (NN) interactions without and with \( \Delta(1232) \) degrees of freedom, the Argonne v14 (AV14) and v28 (AV28) models, respectively [2, 3]. In principle we are able to treat any interactions, but here we write all the necessary ingredients to treat the AV14 potential. We briefly review the content of the NN interactions of the AV14 potential. We consider the \( \Delta(1232) \) degrees of freedom in terms of a three-body interaction instead of treating \( \Delta(1232) \) explicitly [18]. The two-body interaction AV14 is written as the sum of many operators:

\[ V = \frac{1}{2} \sum_{p=1}^{14} \sum_{i \neq j} V^p(r_{ij}). \]  

There are 14 operators in the AV14 potential. We write the two-body interaction as \( \frac{1}{2} \sum_{i \neq j} \) instead of \( \sum_{i<j} \) in order to treat the antisymmetrization systematically. The Argonne potential has three radial components: a long-range one-pion exchange part \( v_\pi \), and phenomenological intermediate-range and short-range core parts \( v_I \) and \( v_S \):

\[ V^p(r_{ij}) = \sum_p \left[ v_\pi^p(r_{ij}) + v_I^p(r_{ij}) + v_S^p(r_{ij}) \right] \mathcal{O}_ij^p, \]  

where operators \( \mathcal{O}_ij^p \) represent operators of spin, isospin, tensor, spin-orbit, squared angular momentum, and squared spin-orbit interactions. In our calculations, we expand all the radial dependence in terms of the sum of Gaussian functions:

\[ v_\pi^p(r_{ij}) + v_I^p(r_{ij}) + v_S^p(r_{ij}) = \sum_\mu C_\mu^p e^{-a_\mu r_{ij}^2}. \]  

As for the tensor operator, we multiply \( r_{ij}^2 \) in the radial dependence.

We have the three-body interaction in order to describe quantitatively the nuclear system:

\[ U = \frac{1}{2} \sum_{i \neq j \neq k} \left( U^{2\pi}(ijk) + U^R(ijk) \right). \]  

There are two components for the three-body interaction in the Urbana series of three-nucleon potentials [1], where one term originates from two-pion exchange through delta excitation and the other term originates from the relativistic effect. We write \( \frac{1}{2} \sum_{i \neq j \neq k} \) instead of
\[ \sum_{\text{cyclic}} \sum_{i<j<k} U(ijk) = \sum_{i<j<k} (U(ijk) + U(jki) + U(kij)) \] for systematic manipulations.

The two-pion exchange term is written as:

\[ U_{2\pi}(ijk) = A_{2\pi} \{ X_{ij}(r), X_{jk}(r) \} \{ \tau_i \cdot \tau_j, \tau_j \cdot \tau_k \} + C_{2\pi} [X_{ij}(r), X_{jk}(r)][\tau_i \cdot \tau_j, \tau_j \cdot \tau_k]. \] (22)

Here, all the operators with the radial dependences are those of the one-pion exchange:

\[ X_{ij}(r) = Y(r) \sigma_i \cdot \sigma_j + T(r) S_{12}, \] (23)

\[ Y(r) = e^{-m_{\pi} r \xi_{Y}(m_{\pi} r)}, \]

\[ T(r) = \left( \frac{3}{(m_{\pi} r)^2} + \frac{3}{m_{\pi} r} + 1 \right) Y(r) \xi_{T}(r). \]

Here, \( \xi_Y \) and \( \xi_T \) represent the short-range cut-off factors of these interactions \([1]\). We expand \( Y(r) \) and \( T(r) \) in the sum of Gaussian functions. As for the relativistic effect term, the Argonne group chose the following expression:

\[ U_R(ijk) = A_R T^2(m_{\pi} r_{ij}) T^2(m_{\pi} r_{jk}). \] (24)

This three-body interaction does not depend on spin and isospin.

2.3. One-, two-, and three-body matrix elements

We describe here how to calculate one-, two-, and three-body matrix elements. We want to show all the necessary ingredients for matrix elements of the AMD wave function. We give the matrix elements of the kinetic energy and those for the central, tensor, spin-orbit, squared angular momentum, and squared spin-orbit interactions, and for the three-body interactions.

**Kinetic energy**

The matrix element of the individual kinetic energy for the AMD wave function is written as:

\[ \langle \text{AMD} | \sum_i \left( - \frac{\nabla_i^2}{2m} \right) | \text{AMD} \rangle = \langle p_1 p_2 p_3 \cdots | \sum_i \left( - \frac{\nabla_i^2}{2m} \right) | q_1 q_2 q_3 \cdots \rangle \]

\[ = \sum_{pq} \langle p | - \frac{\nabla^2}{2m} q \rangle (B^{-1})_{qp} | B \rangle = \sum_{pq} \langle p | - \frac{\nabla^2}{2m} | q \rangle C(p : q). \] (25)

Here, \( C(p : q) = (B^{-1})_{qp} | B \rangle \) is the determinant of a co-factor matrix for the \( pq \) element of the overlap matrix \( B \) and it is obtained using the properties of the determinant. All the details of the co-factor matrix \( C \) are given in Appendix A. Here, \( (B^{-1})_{qp} \) denotes the \( qp \) component of the inverse matrix of the overlap matrix \( B \). The single-particle matrix element is calculated in rectangular coordinates for the AMD single-particle states:

\[ \langle p | - \frac{\nabla^2}{2m} | q \rangle = \frac{1}{2m} \left( 3 \nu - \nu^2 (\vec{D}_p - \vec{D}_q)^2 \right) e^{-\frac{1}{2} \nu (\vec{D}_p - \vec{D}_q)^2} M_{pq} \bar{M}_{pq}. \] (26)

Here, \( M_{pq} \) is the spin matrix element \((13)\) and \( \bar{M}_{pq} \) the isospin matrix element \((14)\).
As for the center-of-mass kinetic energy, the center-of-mass wave function of the AMD wave function is:

$$
\Psi_{c.m.}(\vec{R}) = \left(\frac{2\nu}{\pi}\right)^{3/4} e^{-\nu(\vec{R} - \vec{D})^2},
$$

(27)

where \( \vec{R} \) is the center-of-mass coordinate, \( \nu = A\nu \), and \( \vec{D} = \frac{1}{A} \sum_i^A \vec{D}_i \). The center-of-mass kinetic energy is \( -\frac{1}{2}(Am) \nabla^2_{\vec{R}} \) and \( \vec{D} = 0 \) is assumed. Hence, the matrix element is:

$$
\langle \Psi_{c.m.} | -\frac{1}{2}(Am) \nabla^2_{\vec{R}} | \Psi_{c.m.} \rangle = \frac{3\nu}{2m},
$$

(28)

This is a single-particle kinetic energy. Since the interactions and correlations are written in terms of the relative (intrinsic) coordinates and momenta, the center-of-mass state is unaffected. Therefore, the intrinsic energy should be obtained after calculating everything using the individual kinetic energy and subtracting the center-of-mass kinetic energy (28).

**Central interaction**

The central interaction is expanded in the Gaussian functions:

$$
V^c = \frac{1}{2} \sum_{\mu} C_{\mu} e^{-a_{\mu} r_{ij}^2}.
$$

(29)

In order to perform the antisymmetrization in a systematic manner (Appendix A), we write the interaction in the momentum representation so that the operator has a separable form.

$$
V^c = \frac{1}{2} \sum_{\mu} C_{\mu} \left(\frac{\pi}{a_{\mu}}\right)^{3/2} \int e^{-k^2/4a_{\mu}} e^{i\vec{k}\vec{r}_i} e^{-i\vec{k}\vec{r}_j}.
$$

(30)

The momentum integration is written in a shorthand notation:

$$
\int_k = \int \frac{d^3 k}{(2\pi)^3}.
$$

(31)

We can write the matrix element as:

$$
\langle \text{AMD}|V^c|\text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_{\mu} \left(\frac{\pi}{a_{\mu}}\right)^{3/2} \int e^{-k^2/4a_{\mu}} \langle p|e^{i\vec{k}\vec{r}_i}|s\rangle \langle q|e^{-i\vec{k}\vec{r}_j}|t\rangle \left( (B^{-1})_{sp}(B^{-1})_{iq} - (B^{-1})_{tp}(B^{-1})_{qs} \right) |B|.
$$

(32)

By writing the interaction in the momentum representation, we are able to handle the antisymmetrization systematically. We give the antisymmetrization in terms of a co-factor matrix for the \( pq : st \) element of the B matrix: \( C(pq : st) = \left( (B^{-1})_{sp}(B^{-1})_{iq} - (B^{-1})_{tp}(B^{-1})_{qs} \right) |B| \). We can calculate the single-particle matrix element easily using the Gaussian integration formula and write the final expression as:

$$
\langle \text{AMD}|V^c|\text{AMD} \rangle = \frac{1}{2} \sum_{\mu} C_{\mu} \left(\frac{\pi}{a_{\mu}}\right)^{3/2} \int_{12} (A, B, C) M^{psf} \bar{M}^{psf} C(pq : st).
$$

(33)

Here, the spatial matrix element is:

$$
I^{12}(A, B, C) = \int_k e^{-k^2/4a_{\mu}} \langle \psi_p|e^{i\vec{k}\vec{r}_i}|\psi_s\rangle \langle \psi_q|e^{-i\vec{k}\vec{r}_j}|\psi_t\rangle
$$

$$
= \frac{1}{(2\pi)^3} \left(\frac{\pi}{A}\right)^{3/2} e^{-\frac{m^2}{4A} + C}.
$$

(34)

8/36
All the coefficients $A, B, C$ in the Gaussian integral (34) are given in Appendix B. Since we have to handle many Gaussian integrals, we have introduced a notation for the Gaussian integrals of $I^\text{(type)}(A, B, C)$. We introduce the superscript as $(type)$ for the integral, where $type$ denotes which nucleons interact with each other. In the present example (34), particles 1 and 2 interact with each other by a two-body interaction $(type = 12)$. All the Gaussian integrals $I^\text{(type)}(A, B, C)$ up to three-body operators are given explicitly in Appendix B.

In the case of spin-spin interaction $\sigma_1 \cdot \sigma_2$, we have to replace the spin matrix elements $M^{ps} M^{qt}$ with $\sum_x M^{ps}_x M^{qt}_x$, where

$$M^{ps}_x = \langle \chi_p | \sigma_x | \chi_s \rangle .$$  \hfill (35)

We calculate these spin matrices using the Pauli spin operators and the spin-spinor wave functions. In the case of isospin-isospin interaction $\tau_1 \cdot \tau_2$, we have to replace the isospin matrix elements $\tilde{M}^{ps} \tilde{M}^{qt}$ with $\sum_x \tilde{M}^{ps}_x \tilde{M}^{qt}_x$, where

$$\tilde{M}^{ps}_x = \langle \xi_p | \tau_x | \xi_s \rangle .$$  \hfill (36)

**Tensor interaction**

The matrix element of the tensor interaction, where we see all the essential features of the tensor operator, is interesting. The tensor interaction in the momentum space is written as:

$$V^t = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( \frac{-1}{4a_\mu^2} \right) \sum_{x,y,x',y'} \int_{k_1} e^{-\frac{k_1^2}{4a_\mu} - i k_1 \vec{r}_x} e^{-i k_1 \vec{r}_y} k_{1x} k_{1y} \sigma_{ix} \sigma_{jy} (\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) .$$  \hfill (37)

The matrix element of the tensor interaction is written as:

$$\langle \text{AMD} | V^t | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( \frac{-1}{4a_\mu^2} \right) \sum_{x,y,x',y'} \int_{k_1} e^{-\frac{k_1^2}{4a_\mu} - i k_1 \vec{r}_x} e^{-i k_1 \vec{r}_y} k_{1x} k_{1y} (3\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) \langle p | e^{i k_1 \vec{r}_x} \sigma_{ix} | s \rangle \langle q | e^{-i k_1 \vec{r}_y} \sigma_{iy} | t \rangle \langle (B^{-1})_{sp} (B^{-1})_{tq} - (B^{-1})_{tp} (B^{-1})_{sq} | B \rangle .$$  \hfill (38)

Using various matrix elements we can write it as:

$$\langle \text{AMD} | V^t | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( \frac{-1}{4a_\mu^2} \right) \sum_{x,y,x',y'} I_{1x1y}^{(12)} (A, B, C) (3\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) M^{ps}_x M^{qt}_y \tilde{M}^{ps}_x \tilde{M}^{qt}_y C(pq : st) .$$  \hfill (39)

Here, the momentum integration is defined as:

$$I_{1x1y}^{(12)} (A, B, C) = \int_{k_1} k_{1x} k_{1y} e^{-\frac{k_1^2}{4a_\mu}} \langle \psi_p | e^{i k_1 \vec{r}_x} | \psi_s \rangle \langle \psi_q | e^{-i k_1 \vec{r}_y} | \psi_t \rangle ,$$  \hfill (40)

where the coefficients $A, B, C$ are given in Appendix B. The subscript $1x1y$ is related to the momentum integrations for momenta $k_{1x} k_{1y}$ outside of the exponent (38) for multiple momentum integrations to be discussed in the next section. If we have isospin-isospin interaction, we should replace $\tilde{M}^{ps} \tilde{M}^{qt}$ with $\sum_x \tilde{M}^{ps}_x \tilde{M}^{qt}_x$. Hereafter, we do not write this
Using various matrix elements we can write it as: \( \vec{l} \) where the relative orbital angular momentum \( \vec{l}_{ij} \) is written as \( \vec{l}_{ij} = r_{ij} \times \frac{1}{2}(\vec{p}_i - \vec{p}_j) \). In the momentum space it is written as:

\[
V^{ls} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2} \cdot (\sigma_i + \sigma_j)/2 ,
\]

(41)

where the relative orbital angular momentum \( \vec{l}_{ij} \) is written as \( \vec{l}_{ij} = r_{ij} \times \frac{1}{2}(\vec{p}_i - \vec{p}_j) \). In the momentum space it is written as:

\[
V^{ls} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( -\frac{i}{2a_\mu} \right) \int_{k_1} e^{-k_1^2/4a_\mu} e^{i\vec{k}_1 \vec{r}_i} e^{-i\vec{k}_1 \vec{r}_j} \sum_{xyz} \varepsilon_{xyz} k_{1x} \frac{1}{2} (p_i - p_j) \frac{1}{2} (\sigma_i + \sigma_j)_z .
\]

(42)

We need the matrix element of \( p_x = -i\nabla_x \):

\[
\langle \psi_p | e^{i\vec{k}_1 \vec{r}} p_x e^{i\vec{k}_2 \vec{r}} | \psi_q \rangle = \left( \frac{1}{2}(k_{2x} - k_{1x}) + i\nu(D_p - D_q)_x \right) e^{-\frac{1}{2}\nu(D_p - D_s)^2 + \frac{1}{2}i(k_{1x} + k_{2x})(D_p + D_q) - (k_{1x} + k_{2x})^2/8\nu} .
\]

(43)

The matrix element of the spin-orbit interaction is written as:

\[
\langle \text{AMD} | V^{ls} | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( -\frac{i}{2a_\mu} \right) \sum_{xyz} \varepsilon_{xyz} I^{(12)}_{ij} (A, B, C) .
\]

(44)

Using various matrix elements we can write it as:

\[
\langle \text{AMD} | V^{ls} | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( -\frac{i}{2a_\mu} \right) \sum_{xyz} \varepsilon_{xyz} I^{(12)}_{ij} (A, B, C) .
\]

(45)

### Squared angular momentum interaction

The squared angular momentum interaction is written as:

\[
V^{l^2} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2} r_{ij}^2 = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2} (\vec{r}_{ij} \times \vec{p}_{ij})^2
\]

\[
= \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2} \left( \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvw} x u_p_{ijy} p_{ijv} + 2i \sum_x x p_{ijx} \right)
\]

\[
= \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2} \frac{1}{4} \left( \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvw} x u(p_i - p_j)_y (p_i - p_j)_v + 4i \sum_x x (p_i - p_j)_x \right)
\]

(46)
In the momentum space it is written as:

\[
V^{l\sigma} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_{\mu} \left( \frac{\pi}{a_{\mu}} \right)^{3/2} \int_{k_1} e^{-k_1^2/4a_{\mu}} e^{i\vec{k}_1 \vec{r}_i} e^{-i\vec{k}_1 \vec{r}_j} \]

\[
\frac{1}{4} \left[ \left( \frac{-i}{2a_{\mu}} \right)^2 \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvz} (k_{1x}k_{1u} - 2a_{\mu} \delta_{xu})(p_i - p_j)_y(p_i - p_j)_v \right.
\]

\[
+ \left. \left( \frac{-i}{2a_{\mu}} \right) 4i \sum_{x} k_{1x} (p_i - p_j)_x \right] .
\]  

\[(47)\]

We write the matrix element of the double-differential operator \( p_x p_y = -\nabla_x \nabla_y \):

\[
\langle \psi_p | e^{i\vec{k}_1 \vec{r}_i} p_x p_y e^{i\vec{k}_2 \vec{r}_j} | \psi_q \rangle = \left[ \nu \delta_{xy} + \left( \frac{1}{2}(k_{2x} - k_{1x}) + i\nu(D_p - D_q)_x \right) \right. \]

\[
\left. \left( \frac{1}{2}(k_{2y} - k_{1y}) + i\nu(D_p - D_q)_y \right) \right) e^{-\frac{1}{2}\nu(D_p - D_q)^2/2 + \frac{1}{2}(k_1 + k_2)(D_p + D_q) - (k_j + k_2)^2/8\nu} .
\]  

\[(48)\]

The matrix element of the squared angular momentum interaction using the single (43) and double derivatives (48) is written as:

\[
\langle \text{AMD} | V^{l\sigma} | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_{\mu} \left( \frac{\pi}{a_{\mu}} \right)^{3/2} \left( \frac{-i}{2a_{\mu}} \right)^2 \frac{1}{4} \]

\[
\left[ \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvz} I_{1x1u}^{(12)}(A, B, C) - 2a_{\mu} \delta_{xu} I_{1x1u}^{(12)}(A, B, C) \right]
\]

\[
\left[ 2\nu \delta_{yu} - \nu^2 ((D_p - D_s) - (D_q - D_t)) y((D_p - D_s) - (D_q - D_t))_v \right]
\]

\[
+ 4a_{\mu} \sum_{x} I_{1x1x}^{(12)}(A, B, C) \right] M^{ps} M^{st} \bar{M}^{ps} \bar{M}^{st} C(pq : st) .
\]  

\[(49)\]

**Squared spin-orbit interaction**

The squared spin-orbit interaction is written as:

\[
V^{(ls)^2} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_{\mu} e^{-a_{\mu} r_i^2} (\vec{l}_{ij} \cdot (\sigma_i + \sigma_j)/2)^2 .
\]  

\[(50)\]

In the momentum space it is written as:

\[
V^{(ls)^2} = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_{\mu}^{(2)} \left( \frac{\pi}{a_{\mu}} \right)^{3/2} \left( \frac{-i}{2a_{\mu}} \right)^2 \int_{k_1} e^{-k_1^2/4a_{\mu}} e^{i\vec{k}_1 \vec{r}_i} e^{-i\vec{k}_1 \vec{r}_j} \]

\[
\frac{1}{16} \left[ \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvz} (k_{1x}k_{1u} - 2a_{\mu} \delta_{xu})(p_i - p_j)_y(p_i - p_j)_v \right.
\]

\[
+ 4a_{\mu} \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvz} \delta_{yu} k_{1x} (p_i - p_j)_v \right] (\sigma_i + \sigma_j)_z (\sigma_i + \sigma_j)_w .
\]  

\[(51)\]
The matrix element of the squared spin-orbit interaction is written as:

\[
\langle \text{AMD}|V^{(ls)}|^2 \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu} C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( \frac{-i}{2a_\mu} \right)^2 \frac{1}{16} 
\]

\[
\sum_{xyzuvw} \epsilon_{xyz} \epsilon_{uvw} \left[ I_{1x1u}^{(12)}(A,B,C) - 2a_\mu \delta_{xu} I_{1x1u}^{(12)}(A,B,C) \right] 
\]

\[
2\nu \delta_{yy} - \nu^2 ((D_p - D_s) - (D_q - D_t))_u ((D_p - D_s) - (D_q - D_t))_v - 2a_\mu \delta_{yy} I_{1x1u}^{(12)}(A,B,C) 
\]

\[
(M_{wz}^p M_{qz}^q + M_{wz}^p M_{qz}^q + M_{wz}^p M_{qz}^p + M_{wz}^p M_{qz}^p) \hat{M}^p \hat{M}^q C(pq : st) . 
\] (52)

**Short-range three-body interaction**

The three-body interaction \( U \) contains two components, one due to two-pion exchange exciting the \( \Delta \) state and one due to the relativistic effect. For calculation of the matrix element it is simpler to give the relativistic-effect one first. The short-range three-body interaction due to the relativistic effect is written as:

\[
U^R = \sum_{i \neq j \neq k} \left( \frac{1}{2} A_R \right)^2 T^2(r_{ij})T^2(r_{jk}) = \sum_{i \neq j \neq k} \left( \frac{1}{2} A_R \right) \sum_\mu C_\mu e^{-a_\mu r_{ij}^2} \sum_\nu C_\nu e^{-a_\nu r_{jk}^2} . 
\] (53)

Hence, the matrix element is

\[
\langle \text{AMD}|U^R|\text{AMD} \rangle = \sum_{pqrs} \left( \frac{1}{2} A_R \right) \sum_\mu C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \sum_\nu C_\nu \left( \frac{\pi}{a_\nu} \right)^{3/2} 
\]

\[
\int_{k_1} \int_{k_2} e^{-k_1^2/4a_\mu} e^{-k_2^2/4a_\nu} \langle p|e^{ik_1 \vec{r}}|s\rangle \langle q|e^{i(\vec{k}_1 + \vec{k}_2) \vec{r}}|t\rangle \langle r|e^{-ik_2 \vec{r}}|u\rangle C(pqr : stu) 
\]

\[
= \sum_{pqrs} \left( \frac{1}{2} A_R \right) \sum_\mu C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \sum_\nu C_\nu \left( \frac{\pi}{a_\nu} \right)^{3/2} I^{(12:23)}(A,B,C) 
\]

\[
M_{wz}^p M_{qz}^q M_{rs}^r M_{tu}^u M_{wz}^p M_{qz}^q C(pq : stu) . 
\] (54)

Here, \( C(pqr : stu) \) is the determinant of the co-factor matrix for the \( pqr : stu \) matrix of the overlap matrix \( B \) as explained in Appendix A. The explicit form of the Gaussian integral \( I^{(12:23)} \) is written in Appendix B, where \( (type = 12 : 23) \) indicates that the first two-body operator acts on particles 1 and 2 and the second two-body operator on particles 2 and 3.

**Two-pion three-body interaction**

There are two terms for the two-pion three-body interaction, \( \{X_{ij}, X_{jk}\}\{\tau_i \tau_j, \tau_j \tau_k\} \) and \( \{X_{ij}, X_{jk}\}[\tau_i \tau_j, \tau_j \tau_k]\). First we decompose \( \{X_{ij}, X_{jk}\} \) in the spin and tensor operators:

\[
X_{ij}X_{jk} + X_{jk}X_{ij} = Y(r_{ij})Y(r_{jk})(\sigma_i \cdot \sigma_j \cdot \sigma_j \cdot \sigma_k + \sigma_j \cdot \sigma_k \sigma_i \cdot \sigma_j) 
\]

\[
+ T(r_{ij})T(r_{jk})(S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij)) 
\]

\[
+ Y(r_{ij})T(r_{jk})(\sigma_i \cdot \sigma_j S_{12}(jk) + S_{12}(jk)\sigma_i \cdot \sigma_j) 
\]

\[
+ Y(r_{jk})T(r_{ij})(S_{12}(ij)\sigma_j \cdot \sigma_k + \sigma_j \cdot \sigma_k S_{12}(ij)) . 
\] (55)

These spatial-spin operators are multiplied by the isospin operators.

\[
\tau_i \cdot \tau_j \tau_j \cdot \tau_k + \tau_j \cdot \tau_k \tau_i \cdot \tau_j . 
\] (56)
Hence, the matrix element is:

\[
\langle \text{AMD} | U^{2\pi: \text{spin-spin}} | \text{AMD} \rangle = \sum_{ijkl} \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} T(r_{ij})T(r_{jk})(S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{57}
\]

Hence, the matrix element is:

\[
\langle \text{AMD} | U^{2\pi: \text{spin-spin}} | \text{AMD} \rangle = \sum_{ijkl} \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} C_{ijkl} e^{-\mu_1 r_{ijkl}^2} \sum_{ij} C_{ij} e^{-\mu_2 r_{ij}^2} (S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{59}
\]

We write the spin-tensor three-body part:

\[
U^{2\pi: \text{spin-tensor}} = \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} T(r_{ij})T(r_{jk})(S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{60}
\]

We write the spin-tensor three-body part:

\[
U^{2\pi: \text{spin-tensor}} = \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} T(r_{ij})T(r_{jk})(S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{61}
\]

Hence, the matrix element is:

\[
\langle \text{AMD} | U^{2\pi: \text{spin-tensor}} | \text{AMD} \rangle = \sum_{ijkl} \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} C_{ijkl} e^{-\mu_1 r_{ijkl}^2} \sum_{ij} C_{ij} e^{-\mu_2 r_{ij}^2} (S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{58}
\]

We write the tensor-tensor three-body part:

\[
U^{2\pi: \text{tensor-tensor}} = \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} T(r_{ij})T(r_{jk})(S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{59}
\]

Hence, the matrix element is:

\[
\langle \text{AMD} | U^{2\pi: \text{tensor-tensor}} | \text{AMD} \rangle = \sum_{ijkl} \left( \frac{1}{2} A_\pi \right) \sum_{ijkl} C_{ijkl} e^{-\mu_1 r_{ijkl}^2} \sum_{ij} C_{ij} e^{-\mu_2 r_{ij}^2} (S_{12}(ij)S_{12}(jk) + S_{12}(jk)S_{12}(ij))
\]

\[
\tag{58}
\]
element is:

$$\langle \text{AMD}|U^{2\pi: \text{spin-tensor}}|\text{AMD}\rangle = 2 \sum_{pqrsu} \left( \frac{1}{2} A_\pi \right) \sum_{\mu_1} C_{\mu_1} \left( \frac{\pi}{A_{\mu_1}} \right)^{3/2}$$

$$\sum_{\mu_2} C_{\mu_2} \left( \frac{\pi}{A_{\mu_2}} \right)^{3/2} \left( \frac{-1}{4A_{\mu_2}^2} \right) \sum_{xyz'y'} \sum_{z''} I_{123}^{(123)} (A, B, C)$$

$$(3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (M_{x'z'x}^{s} M_{y'y}^{r} + M_{x'z'}^{s} M_{x'z}^{r} M_{y'y}^{r})$$

$$\sum_{vw} (M_{v'w}^{s} M_{v'w}^{r} + M_{v'w}^{s} M_{v'w}^{r} M_{v'w}^{r}) C(pqr : stu) . \quad (62)$$

As for the commutator terms:

$$[X_{ij}, X_{jk}][\tau_i \tau_j, \tau_j \tau_k] = (X_{ij}X_{jk} - X_{jk}X_{ij})(\tau_i \cdot \tau_j \cdot \tau_k - \tau_j \cdot \tau_k \tau_i \cdot \tau_j) , \quad (63)$$

the additions for the spin part of the above matrix elements ((58), (60), (62)) are replaced by subtractions and the additions for the isospin part are also replaced by subtractions.

3. Two-body interaction with one tensor correlation operator

We give here the transition matrix element from the AMD wave function $|\text{AMD}\rangle$ to the AMD wave function with tensor correlation $F_D|\text{AMD}\rangle$. This matrix element includes the overlap matrix of the tensor-correlated state of the TOAMD state.

$$\langle \text{AMD}|VF_D|\text{AMD}\rangle . \quad (64)$$

Here, $V$ is given as a summation over the particle coordinates in Eq. (18) and $F_D$ is also given as a summation over the particle coordinates in Eq. (6). Hence, there are various many-body operators:

$$VF_D = \left( \frac{1}{2} \sum_{i \neq j} V_{ij} \right) \left( \frac{1}{2} \sum_{k \neq l} F_{kl} \right) = \frac{1}{2} \sum_{i \neq j} V_{ij} F_{ij} + \sum_{i \neq j \neq k} V_{ij} F_{jk} + \frac{1}{4} \sum_{i \neq j \neq k \neq l} V_{ij} F_{kl}$$

$$= Q_2 + Q_3 + Q_4 . \quad (65)$$

Here, the symmetry factors $S$ in front of each term in $Q_n$ such as $1/2$, 1, and $1/4$ are obtained by taking into account the symmetry of interchange of the particle coordinates. $S$ is tabulated in Table 1 of Sect. 6. Hence, there appear two-body, three-body and four-body operators, which are written as $Q_2$, $Q_3$, and $Q_4$. We shall discuss the matrix elements of these operators one by one.

Two-body term

We write the case of the tensor interaction explicitly. As for the central interaction, the expressions are similar:

$$Q_2 = \frac{1}{2} \sum_{i \neq j} \left\{ \sum_{\mu_1} C_{\mu_1} r_{ij}^2 e^{-a_{\mu_1} r_{ij}^2} S_{12}(r_{ij}) \right\} \left\{ \sum_{\mu_2} C_{\mu_2} r_{ij}^2 e^{-a_{\mu_2} r_{ij}^2} S_{12}(r_{ij}) \tau_i \cdot \tau_j \right\} . \quad (66)$$

Here, the first bracket corresponds to the tensor interaction and the second bracket the tensor correlation. Each tensor operator is expressed in the momentum space using the following
expression:
\[
\sum_{\mu} C_{\mu} r_{ij}^2 e^{-a_{\mu} r_{ij}^2} S_{12}(r_{ij}) = \sum_{\mu} C_{\mu} \left( \frac{\pi}{a_{\mu}} \right)^{3/2} \left( \frac{-1}{4a_{\mu}^2} \right) \int_k e^{-k^2/4a_{\mu}} e^{ikr_j} \sum_{x'y'} k_x k_y \sigma_{x'} \sigma_{jy'} (3\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) .
\]

From here we introduce a shorthand notation for the coefficient:
\[
\tilde{C}_{\mu}^{(m)} = C_{\mu} \left( \frac{\pi}{a_{\mu}} \right)^{3/2} \left( \frac{-1}{2a_{\mu}} \right)^m .
\]

The matrix element of the tensor interaction is written as:
\[
\langle \text{AMD} | Q_2 | \text{AMD} \rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu_1 \mu_2} \tilde{C}_{\mu_1}^{(2)} \tilde{C}_{\mu_2}^{(2)} I_{1x1y2z2u}^{((12)^{2})} (A, B, C)
\]
\[
\int_{k_1} e^{-k_1^2/4a_{\mu_1}} e^{-k_2^2/4a_{\mu_2}} \langle \psi_p | e^{i(k_1+k_2)r_i} | \psi_q \rangle \langle \psi_q | e^{-i(k_1+k_2)r_j} | \psi_t \rangle \sum_{x'y'z'w'} k_{1x} k_{1y} k_{2x} k_{2u} (3\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) (3\delta_{zz'} \delta_{ww'} - \delta_{zw} \delta_{z'w'}) M_{p'q'}^p M_{q't}^q \sum_w \tilde{M}_{w}^p \tilde{M}_{w}^q C(pq : st) .
\]

Three-body term
The \(Q_3\) operator is written as:
\[
Q_3 = \sum_{i \neq j \neq k} \left\{ \sum_{\mu_1} C_{\mu_1} r_{ij}^2 e^{-a_{\mu_1} r_{ij}^2} S_{12}(r_{ij}) \right\} \left\{ \sum_{\mu_2} C_{\mu_2} r_{jk}^2 e^{-a_{\mu_2} r_{jk}^2} S_{12}(r_{jk}) \right\} .
\]

The \(Q_3\) operator corresponds to the case of type = 12 : 23 for the momentum integration in the specification of Appendix B. Hence, we can write the matrix element as:
\[
\langle \text{AMD} | Q_3 | \text{AMD} \rangle = \sum_{pqrs} \sum_{\mu_1 \mu_2} \tilde{C}_{\mu_1}^{(2)} \tilde{C}_{\mu_2}^{(2)} I_{1x1y2z2u}^{((12)^{2})} (A, B, C)
\]
\[
(3\delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) (3\delta_{zz'} \delta_{ww'} - \delta_{zw} \delta_{z'w'}) M_{p}^p M_{q't}^q M_{r}^r \sum_{w} \tilde{M}_{w}^p \tilde{M}_{w}^q \tilde{M}_{w}^r C(pqr : sto) .
\]
Four-body term

The $Q_4$ operator is written as:

$$ Q_4 = \frac{1}{4} \sum_{i \neq j \neq k \neq l} \left\{ \sum_{\mu,l} C_{\mu 1} r_{ij}^2 e^{-a_{\mu} r_{ij}^2} S_{12}(r_{ij}) \right\} \left\{ \sum_{\mu,l} C_{\mu 2} r_{kl}^2 e^{-a_{\mu} r_{kl}^2} S_{12}(r_{kl}) r_k \cdot r_l \right\}. \quad (74) $$

The momentum integration of this four-body operator should be that of type $= 12 : 34$ in Appendix B. Hence, we are able to write the final result as:

$$ \langle \text{AMD}|Q_4|\text{AMD} \rangle = \frac{1}{4} \sum_{pqrs} \sum_{x'y'z'u'} \sum_{\mu} \sum_{\mu} C^{(2)}_{\mu_l} C^{(2)}_{\mu_2} \int_{1x1y2z2a}^{(12:34)} (A, B, C) \left( 3 \delta_{xx'} \delta_{yy'} - \delta_{xx} \delta_{yy'} - \delta_{xx'z'} \delta_{uu'} - \delta_{xx'z''} \delta_{uu''} \right) M^{pp'}_{x'} M^{qq'}_{y'} M^{ss'}_{z'} M^{uu'}_{u'} \sum_{w} \tilde{M}^{pp'}_{w} \tilde{M}^{qq'}_{w} \tilde{M}^{rr'}_{w} \tilde{M}^{ss'}_{w} C(pqrs : p'q'r's'). \quad (75) $$

We are able to write the momentum integral $\int_{1x1y2z2a}^{(12:34)} (A, B, C)$ in a separable form and simplify the calculation of the matrix element. If we take an interaction other than the tensor interaction, we should change the above formula slightly depending on the type of operators.

4. Momentum integration and systematic differentiation

As we have seen in the calculation of matrix elements, we have to perform various types of momentum integrations ($k_1, \ldots, k_l$) with Gaussian functions in the following form:

$$ I_{k_1k_2 \cdots k_l}(A, B, C : b) = \int_{k_1} \cdots \int_{k_l} k_{ij} k_{jl} \cdots k_{kl} e^{-\vec{k} \cdot \vec{B} \cdot \vec{k} + C}. \quad (76) $$

We have already used the cases where the number of the momentum integration is 1 in Eq. (39) and 2 in Eq. (71). Here, a vector $\vec{k}$, a matrix $A$ and other quantities are defined as:

$$ \vec{k} = \left( k_1 \ k_2 \ \cdots \ k_l \right) $$

$$ A = \begin{pmatrix}
1/4 \nu + 1/4 a_{\mu_1} & A_{12} & \cdots & A_{1l} \\
A_{21} & 1/4 \nu + 1/4 a_{\mu_2} & \cdots & A_{2l} \\
\vdots & \vdots & \ddots & \vdots \\
A_{l1} & A_{l2} & \cdots & 1/4 \nu + 1/4 a_{\mu_l}
\end{pmatrix} \quad (77) $$

Here, $A_{ij}$ is a fraction of $1/\nu$ and depends on the type of momentum integrals.

$$ \vec{B} = \left( \begin{array}{c}
\frac{1}{2}((\vec{D}_p + \vec{D}_q') - (\vec{D}_q + \vec{D}_p')) + \vec{b}_1 \\
\frac{1}{2}((\vec{D}_r + \vec{D}_s') - (\vec{D}_s + \vec{D}_r')) + \vec{b}_2 \\
\vdots \\
\frac{1}{2}((\vec{D}_l + \vec{D}_u') - (\vec{D}_u + \vec{D}_l')) + \vec{b}_l
\end{array} \right) \quad (78) $$

and

$$ C = \frac{1}{2} \nu ((D_p - D_{p'})^2 + (D_q - D_{q'})^2 + \cdots + (D_l - D_{l'})^2 + (D_u - D_{u'})^2) \quad (79) $$

By construction, the matrix $A$ is a real symmetric matrix and can be written as $A = A^{1/2} A^{1/2}$. Again, the subscripts as $p, q \cdots$ of the $D_p$'s depend on the type of momentum integrals. Here, we have included the source terms whose coefficients are written as $\vec{b}_1, \vec{b}_2, \ldots, \vec{b}_l$. 
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The source terms provide the term $e^{i\vec{b} \cdot \vec{k}}$ in the integrand. These source terms are used for the calculation of integrals of the form:

$$ I_{ixjy\ldots kz}(A, B, C : b) = \left( -i \frac{\partial}{\partial b_{ix}} \right) \left( -i \frac{\partial}{\partial b_{jy}} \right) \cdots \left( -i \frac{\partial}{\partial b_{kz}} \right) I(A, B, C : b) \quad (81) $$

Here, $i, j, \ldots, k \ (\leq l)$ represent the momenta and $b$ stands for the set of $\vec{b}_i$. The momentum directions are denoted by $x, y, \ldots, z$. We shall obtain the final results by setting the coefficients of the source terms $b$ to zero and write:

$$ I_{ixjy\ldots kz}(A, B, C) = I_{ixjy\ldots kz}(A, B, C : b = 0) \quad (82) $$

These results of the momentum integrations are written in terms of the AMD wave functions with $\nu$ and various $D_p$'s and the interaction ranges $a_{\mu}$.

We calculate $I_{ixjy\ldots kz}$ one by one. In the following, $n$ denotes the number of momenta in the integration multiplied by the Gaussian functions.

$n = 0$

We first take the integration of the basic integral:

$$ I(A, B, C : b) = \int_{k_1} \int_{k_2} \cdots \int_{k_l} e^{-\vec{k}A\vec{k} + i\vec{B}\cdot\vec{k} + C} $$

$$ = \frac{1}{(2\pi)^3l} (\frac{\pi^l}{\det |A|})^{3/2} e^{-B^\dagger A^{-1}B/4 + C} \quad (83) $$

This multiple Gaussian integration is verified for a symmetric matrix $A$ with the existence of a square root matrix $A^{1/2}$. The front factor $\frac{1}{(2\pi)^{3l}}$ comes from the definition of the momentum integration in Eq. (31). $\det |A|$ in the denominator appears from the Jacobian of the change of the integration variables and $\det |A^{-1/2}| = \frac{1}{\sqrt{\det |A|}}$ is used.

$n = 1$

$$ I_{ix}(A, B, C : b) = \int_{k_1} \int_{k_2} \cdots \int_{k_l} e^{-\vec{k}A\vec{k} + i\vec{B}\cdot\vec{k} + C} $$

$$ = -i \frac{\delta}{\delta b_{ix}} \int_{k_1} \int_{k_2} \cdots \int_{k_l} e^{-\vec{k}A\vec{k} + i\vec{B}\cdot\vec{k} + C} $$

$$ = -i \frac{\delta}{\delta b_{ix}} (2\pi)^{3l} (\frac{\pi^l}{\det |A|})^{3/2} e^{-B^\dagger A^{-1}B/4 + C} \quad (84) $$

Here, $b_{ix}$ is included in $\vec{B}$ and the derivative is:

$$ -i \frac{\delta}{\delta b_{ix}} I(A, B, C : b) = iE_{ix} I(A, B, C : b) \quad (85) $$

where

$$ E_{ix} = \langle \partial_{b_{ix}} B^\dagger \rangle A^{-1} B_x/2 = \frac{1}{2} \sum_j A_{ij}^{-1} B_{jx} \quad (86) $$

Here, a very interesting relation is:

$$ \partial_{b_{ix}} B^\dagger = \begin{pmatrix} 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \end{pmatrix} \quad (87) $$
where \(1\) appears at the \(i\)th position in the above vector of dimension \(l\).

\(n = 2\)

\[
I_{ixjy}(A, B, C : b) = \int_{k_1} \int_{k_2} \cdots \int_{k_l} k_{ix}, k_{jy} e^{-\vec{k}A \vec{k} + iB \vec{k} + C}
\]

\[
= -i \frac{\delta}{\delta b_{jy}} \left( iE_{ix} I(A, B, C : b) \right)
\]

\[
= (D_{ij} \delta_{xy} + iE_{ix} E_{jy}) I(A, B, C : b) ,
\]

(88)

where

\[
D_{ij} \delta_{xy} = -i \frac{\partial}{\partial b_{jy}} iE_{ix} = \frac{1}{2} A_{ij}^{-1} \delta_{xy} .
\]

(89)

Here, we have a symmetry in that the results are unchanged by changing the order of \(ix\) and \(jy\):

\[
I_{jyix}(A, B, C : b) = I_{ixjy}(A, B, C : b) .
\]

(90)

\(n = 3\)

\[
I_{ixjykz}(A, B, C : b) = \int_{k_1} \int_{k_2} \cdots \int_{k_l} k_{ix}, k_{jy}, k_{kz} e^{-\vec{k}A \vec{k} + iB \vec{k} + C}
\]

\[
= -i \frac{\delta}{\delta b_{kz}} \left\{ (D_{ij} \delta_{xy} + iE_{ix} E_{jy}) I(A, B, C : b) \right\}
\]

\[
= (D_{ij} \delta_{xy} E_{kz} + D_{ik} \delta_{xz} E_{jy} + D_{jk} \delta_{yz} E_{ix} + iE_{ix} E_{jy} E_{kz})
\]

\[
\times I(A, B, C : b) .
\]

(91)

Here, we have used the fact that the derivative of \(D_{ij} \delta_{xy}\) is zero:

\[
- \frac{\partial}{\partial b_{kz}} D_{ij} \delta_{xy} = 0 .
\]

(92)

Since the derivative is done successively, we find several interesting rules found by deriving these expressions, which are useful for derivation of higher-order derivative terms:

\(\circ\) The derivative terms are written in terms of only \(D_{ij} \delta_{xy}\) and \(iE_{ix}\). Because of this fact, we simply write \(D_{ij} \delta_{xy} \rightarrow D_{\alpha \beta}\) and \(iE_{ix} \rightarrow E_{\alpha}\) to express the derivative formula.

\(\circ\) These \(\alpha\) and \(\beta\) denote \(ix\) etc. At the same time, they can also mean the successive order of derivatives: \(\alpha < \beta < \cdots\).

It is then interesting to write the properties of the differentiation using the numbering notation \(I_{\alpha \beta \cdots}(A, B, C : b)\) using the above results up to \(n = 3\). \(I_{\alpha \beta \cdots}\) consists of the sum of \(D_{\alpha \beta}^k (E_{\gamma}^{-2k})\) terms with \(k = 1 \cdots [\frac{n}{2}]\). \(I_{\alpha \beta \cdots}\) is symmetric for any exchange of the order of \(\alpha, \beta, \cdots\) due to the interchangeable property of the differentiation. Observing the terms with subscript \(\alpha\) and the procedure of the above manipulations, the first subscript \(\alpha\) appears once in all the terms keeping its position at the beginning for each term.
Hence, we can formally write the integrals as:

\[ I_{\alpha\beta\gamma...}(A, B, C : b) = \left[ \frac{n}{2} \right] \sum_{k=0}^{n} \sum_{q=1}^{N_k^n} [D^k E^{n-2k}] Q_k^q I(A, B, C : b), \quad (93) \]

where \( \left[ \frac{n}{2} \right] \) is \( n/2 \) for even \( n \) and \( (n - 1)/2 \) for odd \( n \). \( Q_k^q \) denotes configurations of all the derivative terms \( \alpha\beta\gamma\cdots \) to appear in the \( D^k \) and \( E^{n-2k} \) terms. \( N_k^n \) is the number of all the terms, where all \( \alpha\beta\gamma\cdots \) are partitioned in the \( D^k \) and \( E^{n-2k} \) terms.

In order to write possible partitions of \( \alpha\beta\gamma\cdots \), we consider the term \( D^k E^{n-2k} \) and write rules for the configurations. We write the configurations as:

\[ [D^k E^{n-2k}] Q_k^q = D_{a_1 b_1} D_{a_2 b_2} \cdots E_{c_1} E_{c_2} \cdots \quad (94) \]

Here, \( \alpha\beta\gamma\cdots \) are written in the form of \( a_1 b_1 c_1 \cdots \). Given the observations above for the exchange property of \( \alpha\beta\cdots \) and the order of the appearance of \( \alpha \), we can write the following rules:

- Rule 1: \( a_1 < b_1, \ a_2 < b_2, \ldots \)
- Rule 2: \( a_1 < a_2 < \cdots \)
- Rule 3: \( c_1 < c_2 < \cdots \)

With these rules, we can write all the configurations without double counting of them. It is interesting to calculate the number of terms for each partition \( N_k^n \). There are altogether \( n! \) ways to order the derivatives \( \alpha\beta\gamma\cdots \). There are three rules to avoid double counting of partitions in the \( n! \) ways. Now, the order of \( c_i \) in \( E^{n-2k} \) is fixed to a unique one from rule 3. There are \( (n - 2k)! \) ways to order the derivatives, but the order is fixed to one by the rule 3. Hence, we have to divide by \( (n - 2k)! \) out of the entire possibility \( n! \). We can have \( k \) pairs, we have to divide by \( 2^k \) from rule 1. In addition, there are \( k D'\)s; we have to order these \( D'\)s using rule 2 and we have to divide by \( k! \). Hence the number of configurations for each term is:

\[ N_k^n = \frac{n!}{2^k k!(n - 2k)!}. \quad (95) \]

For \( n = 3 \) and \( k = 1 \) it is \( N_1^3 = 3 \), and for \( k = 0 \) it is \( N_0^3 = 1 \). These numbers of terms agree with the above results.

Using the above rules, we write the \( n = 4 \) and \( n = 5 \) cases explicitly, keeping in mind the orders of \( \alpha \cdots \gamma \) in each configuration.

\( n = 4 \)

\[ I_{1234}(A, B, C : b) = (D_{12} D_{34} + D_{13} D_{24} + D_{14} D_{23} + D_{12} E_3 E_4 + D_{13} E_2 E_4 + D_{14} E_2 E_3 + D_{23} E_1 E_4 + D_{24} E_1 E_3 + D_{34} E_1 E_2 + E_1 E_2 E_3 E_4) I(A, B, C : b). \quad (96) \]
This form is written following the three rules above. Using the formula, we can calculate the number of configurations: \( N^4_2 = 3, N^4_1 = 6, N^4_0 = 1 \). These numbers agree with the expression of \( I_{1234}(A, B, C : b) \) in Eq. (96).

\[
I_{12345}(A, B, C : b) = (D_{12}D_{34}E_5 + D_{12}D_{35}E_4 + D_{12}D_{45}E_3 + D_{13}D_{24}E_5 + D_{13}D_{25}E_4 + D_{14}D_{23}E_5 + D_{14}D_{25}E_3 + D_{15}D_{23}E_4 + D_{15}D_{24}E_3 + D_{15}D_{34}E_2 + D_{23}D_{45}E_1 + D_{24}D_{35}E_1 + D_{25}D_{34}E_1 + D_{12}E_3E_4E_5 + D_{13}E_2E_4E_5 + D_{14}E_2E_3E_5 + D_{15}E_2E_3E_4 + D_{23}E_1E_4E_5 + D_{24}E_1E_3E_5 + D_{25}E_1E_3E_4 + D_{34}E_1E_2E_5 + D_{35}E_1E_2E_4 + D_{45}E_1E_2E_3 + E_1E_2E_3E_4E_5) I(A, B, C : b) .
\]

Using the formula, we get: \( N^5_2 = 15, N^5_1 = 10, N^5_0 = 1 \). These numbers agree with the numbers of each configuration in the above expression. We have derived the above expressions in various ways. Rules 1, 2, and 3 for the construction of all the partitions have been verified in the mathematical induction method. With the above rules we are able to write explicitly the derivative formula for any number of momentum integrations and derivatives.

After getting all the terms, we should set \( b = 0 \) and write the integrals in the same notation:

\[
I_{ixjy...kz}(A, B, C) = I_{ixjy...kz}(A, B, C : b = 0) .
\]

In addition, we shall introduce the superscript \( \text{(type)} \) for the integrals to specify which nucleons interact with each other; that is discussed in Appendix B.

5. **Two-body interaction with two tensor correlation operators**

We write explicitly the case of the tensor interaction with two tensor correlations:

\[
\langle \text{AMD}|F_{D}V_{D}|\text{AMD} \rangle ,
\]

where

\[
F_{D}V_{D} = \frac{1}{2} \sum_{i \neq j} F_{ij} \frac{1}{2} \sum_{k \neq l} V_{kl} \frac{1}{2} \sum_{m \neq n} F_{mn} = R_2 + R_3 + R_4 + R_5 + R_6 .
\]

Here, \( R_2, \ldots, R_6 \) are two- to six-body operators. We have written the multiple of two-body interactions (correlations) as the sum of two-, three- and four-body operators:

\[
V_{F_D} = Q_2 + Q_3 + Q_4
\]

in Eq. (65), where

\[
Q_2 = \frac{1}{2} \sum_{i \neq j} V_{ij} F_{ij} ,
\]

\[
Q_3 = \sum_{i \neq j \neq k} V_{ij} F_{jk} ,
\]

\[
Q_4 = \frac{1}{4} \sum_{i \neq j \neq k \neq l} V_{ij} F_{kl} .
\]

We calculate the multiple of three two-body interactions (correlations) \( R_2, \ldots, R_6 \) based on the multiple of two two-body interactions (correlations) \( Q_2, Q_3, \) and \( Q_4 \). We start with the
two-body operator $R_2$ basing on $Q_2$:

$$R_2(Q_2) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_2\right)_{\text{2body}} = \frac{1}{2} \sum_{i \neq j} F_{ij}V_{ij}F_{ij}.$$

(105)

We obtain the three-body operator $R_3$ based on $Q_2$:

$$R_3(Q_2) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_2\right)_{\text{3body}} = \sum_{i \neq j \neq k} F_{ij}V_{jk}F_{jk}.$$

(106)

We have the three-body operator $R_3$ based on $Q_3$:

$$R_3(Q_3) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_3\right)_{\text{3body}} = \sum_{i \neq j \neq k} F_{ij}V_{jk}F_{jk} + \sum_{i \neq j \neq k} F_{jk}V_{ij}F_{jk} + \sum_{i \neq j \neq k} F_{ik}V_{ij}F_{jk}.$$

(107)

We obtain the four-body operator $R_4$ based on $Q_2$:

$$R_4(Q_2) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_2\right)_{\text{4body}} = \frac{1}{4} \sum_{i \neq j \neq k \neq l} F_{ij}V_{kl}F_{kl}.$$

(108)

We obtain the four-body operator $R_4$ based on $Q_3$:

$$R_4(Q_3) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_3\right)_{\text{4body}} = \sum_{i \neq j \neq k \neq l} F_{ij}V_{kl}F_{kl} + \sum_{i \neq j \neq k \neq l} F_{ik}V_{kl}F_{kl} + \sum_{i \neq j \neq k \neq l} F_{il}V_{jk}F_{kl}.$$

(109)

We obtain the four-body operator $R_4$ based on $Q_4$:

$$R_4(Q_4) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_4\right)_{\text{4body}} = \frac{1}{4} \sum_{i \neq j \neq k \neq l} F_{ij}V_{kl}F_{kl} + \frac{1}{4} \sum_{i \neq j \neq k \neq l} F_{ik}V_{kl}F_{kl} + \frac{1}{4} \sum_{i \neq j \neq k \neq l} F_{il}V_{jk}F_{kl}.$$

(110)

We obtain the five-body operator $R_5$ based on $Q_3$:

$$R_5(Q_3) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_3\right)_{\text{5body}} = \frac{1}{2} \sum_{i \neq j \neq k \neq l \neq m} F_{ij}V_{kl}F_{lm}.$$

(111)

We obtain the five-body operator $R_5$ based on $Q_4$:

$$R_5(Q_4) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_4\right)_{\text{5body}} = \frac{1}{2} \sum_{i \neq j \neq k \neq l \neq m} F_{ij}V_{kl}F_{lm} + \frac{1}{2} \sum_{i \neq j \neq k \neq l \neq m} F_{il}V_{jk}F_{lm}.$$

(112)

We obtain the six-body operator $R_6$ based on $Q_4$:

$$R_6(Q_4) = \left(\frac{1}{2} \sum_{i \neq j} F_{ij}Q_4\right)_{\text{6body}} = \frac{1}{8} \sum_{i \neq j \neq k \neq l \neq m \neq n} F_{ij}V_{kl}F_{mn}.$$

(113)

The symmetry factor in front of the summation is tabulated in Table 1 of Sect. 6.
5.1. Matrix element of a multiple of three operators

We start with a two-body operator of the category \( \text{type} = (12)^3 \):

\[
\langle \text{AMD}|R_2(Q_2)|\text{AMD}\rangle = \frac{1}{2} \sum_{pqst} \sum_{\mu_1 \mu_2 \mu_3} \tilde{C}^{(2)}_{\mu_1} \tilde{C}^{(2)}_{\mu_2} \tilde{C}^{(2)}_{\mu_3} 
\]

\[
\sum_{xyzuvw} \tilde{J}^{((12)^3)}_{1xy2z2u3v3w}(A, B, C)
\]

\[
(3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (3\delta_{zz'}\delta_{uu'} - \delta_{zu}\delta_{z'u'}) (3\delta_{ww'}\delta_{vv'} - \delta_{uw}\delta_{v'})
\]

\[
M^p_{x'}M^q_{y'}M^r_{z'}M^s_{u'}\sum_{ab} M^{pq}_{ab}M^{qr}_{ab}M^{rs}_{ab}C(pq : st) .
\]

(114)

The momentum integral \( \tilde{J}^{((12)^3)}_{1xy2z2u3v3w}(A, B, C) \) is given in Sect. 4 and Appendix B, where \( \text{type} = (12)^3 \) indicates three two-body operators acting on particles 1 and 2.

We calculate the three-body operator \( R_3(Q_2) \) of type \( 12 : (23)^2 \):

\[
\langle \text{AMD}|R_3(Q_2)|\text{AMD}\rangle = \sum_{pqrs} \sum_{\mu_1 \mu_2 \mu_3} \tilde{C}^{(2)}_{\mu_1} \tilde{C}^{(2)}_{\mu_2} \tilde{C}^{(2)}_{\mu_3} 
\]

\[
\sum_{xyzuvw} \tilde{J}^{((12)(23)^2)}_{1xy2z2u3v3w}(A, B, C)
\]

\[
(3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (3\delta_{zz'}\delta_{uu'} - \delta_{zu}\delta_{z'u'}) (3\delta_{ww'}\delta_{vv'} - \delta_{uw}\delta_{v'})
\]

\[
M^p_{x'}M^q_{y'}M^r_{z'}M^s_{u'}\sum_{ab} M^{pq}_{ab}M^{qr}_{ab}M^{rs}_{ab}C(pq : st) .
\]

(115)

We come to the first term of the three-body operator \( R_3(Q_3) \) of the category \( \text{type} = (12)^2 : 23 \):

\[
\langle \text{AMD}|R_3(Q_3)|\text{AMD}\rangle = \sum_{pqrs} \sum_{\mu_1 \mu_2 \mu_3} \tilde{C}^{(2)}_{\mu_1} \tilde{C}^{(2)}_{\mu_2} \tilde{C}^{(2)}_{\mu_3} 
\]

\[
\sum_{xyzuvw} \tilde{J}^{((12)^2:23)}_{1xy2z2u3v3w}(A, B, C)
\]

\[
(3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (3\delta_{zz'}\delta_{uu'} - \delta_{zu}\delta_{z'u'}) (3\delta_{ww'}\delta_{vv'} - \delta_{uw}\delta_{v'})
\]

\[
M^p_{x'}M^q_{y'}M^r_{z'}M^s_{u'}\sum_{ab} M^{pq}_{ab}M^{qr}_{ab}M^{rs}_{ab}C(pq : st) .
\]

(116)

The other two terms for \( R_3(Q_3) \) are categorized as \( \text{type} = 23 : 12 : 23 \) and \( 13 : 12 : 23 \). The superscripts of the integral \( I \) have to be changed according to the type and the spin and isospin matrix elements should be changed slightly for these terms.

We write the four-body operator \( R_4(Q_2) \) of the category \( \text{type} = 12 : (34)^2 \):

\[
\langle \text{AMD}|R_4(Q_2)|\text{AMD}\rangle = \frac{1}{4} \sum_{pqrs} \sum_{\mu_1 \mu_2 \mu_3} \tilde{C}^{(2)}_{\mu_1} \tilde{C}^{(2)}_{\mu_2} \tilde{C}^{(2)}_{\mu_3} 
\]

\[
\sum_{xyzuvw} \tilde{J}^{((12)(34)^2)}_{1xy2z2u3v3w}(A, B, C)
\]

\[
(3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (3\delta_{zz'}\delta_{uu'} - \delta_{zu}\delta_{z'u'}) (3\delta_{ww'}\delta_{vv'} - \delta_{uw}\delta_{v'})
\]

\[
M^{pq}_{x'}M^{rs}_{y'}M^{pq}_{z'}M^{rs}_{u'}\sum_{ab} M^{pq}_{ab}M^{rs}_{ab}M^{pq}_{ab}M^{rs}_{ab}C(pqrs : p'q'r's') .
\]

(117)

There are many more matrix elements, which are obtained in the same way. We skip writing these matrix elements here. Other interactions are written in a similar way by changing the
characters of the operators, as discussed in Sect. 2. The systematic way to calculate matrix elements will be described in Sect. 6.

6. Short-range correlation

We have to introduce further the short-range correlation in the many-body wave function. The discussion of the short-range correlation has been delayed up to this section, since the main difficulty with the nuclear many-body problem is the treatment of the tensor correlation. We have developed various methods to handle the tensor correlation operator. We shall use the same concept as the tensor correlation for the short-range correlation.

Several methods for the short-range correlation have been developed in the past. One popular method is the Jastrow correlation operator method [19] and another is the unitary correlation operator method (UCOM) [20]. In the Jastrow method, the correlation operator is written as a product of correlation functions. In the UCOM, a Hermite correlation operator is placed on an exponential so that the correlation operator is unitary. In all these methods, the matrix elements are obtained by introducing an approximation to take the resulting operators up to few-body operators. As discussed for the case of the tensor correlation operator, we are able to add correlation operators systematically one after another to see the convergence of the solutions. Hence, it is important to know that the present formulation is able to calculate all the matrix elements systematically and straightforwardly.

6.1. Wave function with short-range correlation

We introduce the short-range correlation operator $F_S$ in the TOAMD wave function as in the case of the tensor correlation operator.

$$|\tilde{\Psi}\rangle = (1 + F_S)|\Psi\rangle,$$

(118)

where $|\Psi\rangle$ was introduced as the TOAMD wave function in Eq. (1). This arrangement indicates that the full wave function is the sum of the following four components:

$$|\tilde{\Psi}\rangle = |\text{AMD}\rangle + F_S|\text{AMD}\rangle + F_D|\text{AMD}\rangle + F_{SD}|\text{AMD}\rangle.$$

(119)

The first term provides low-momentum components representing the shape of nucleus, the second term provides high-momentum components due to the short-range correlation, and the third term provides intermediate-hight-momentum components due to the tensor correlation. The last term is an interference term for the short-range and tensor correlations. Here, we expand the short-range correlation operator in the sum of Gaussian functions:

$$F_S = \frac{1}{2} \sum_{i \neq j} \sum_{\mu} C_\mu e^{-a_\mu r_{ij}^2}.$$

(120)

These expansion parameters are considered as variational parameters of the many-body wave function. The short-range correlation is strong in the non-spin, non-isospin channel and we show only this case. However, we will use spin- and isospin-dependent short-range correlations in the calculation. We can then obtain the many-body Schrödinger equation $H|\tilde{\Psi}\rangle = E|\tilde{\Psi}\rangle$ and the eigenvalue is:

$$E = \frac{\langle \Psi|(1 + F_S)H(1 + F_S)|\Psi\rangle}{\langle \Psi|(1 + F_S)(1 + F_S)|\Psi\rangle}.$$

(121)

Although the operator structure of the short-range correlation is simple, there appear many-body operators. Hence, as an example we discuss the case of the three-body interaction.
with the short-range and tensor correlations in the next subsection. We then discuss a general method to calculate all the necessary matrix elements in the subsequent subsection.

6.2. Three-body interaction with the short-range correlation for the tensor component

We explicitly write a complicated matrix element where the number of momentum integrals is 6 : 2 from the short-range correlation, 2 from the tensor correlation, and 2 from the three-body interaction. We consider the case of the repulsive three-body interaction with the short-range correlation:

\[
F_S U_R F_S = \sum_{i \neq j \neq k} \left( \frac{1}{2} A_R \right) \sum_{\mu_1 \mu_2 \mu_3} C_{\mu_1} \left( \frac{\pi}{a_{\mu_1}} \right)^{3/2} C_{\mu_2} \left( \frac{\pi}{a_{\mu_2}} \right)^{3/2} C_{\mu_3} \left( \frac{\pi}{a_{\mu_3}} \right)^{3/2}
\]

\[
C_{\mu_4} \left( \frac{\pi}{a_{\mu_4}} \right)^{3/2} \int_{k_1} \int_{k_2} \int_{k_3} \int_{k_4} e^{-k_1^2/4a_{\mu_1}} e^{-k_2^2/4a_{\mu_2}} e^{-k_3^2/4a_{\mu_3}} e^{-k_4^2/4a_{\mu_4}}
\]

\[
e^{i\vec{K}_1(\vec{r}_i-\vec{r}_j)} e^{i\vec{K}_2(\vec{r}_j-\vec{r}_k)} e^{i\vec{K}_3(\vec{r}_k-\vec{r}_i)} e^{i\vec{K}_4(\vec{r}_j-\vec{r}_i)} .
\]

(122)

Here, we have introduced an approximation that the short-range correlations act only on the same nucleon pairs, \(i\) and \(j\) in the three-body interaction. This is because the short-range correlation \(F_S\) is large only at very short distances and the probability of more than three nucleons coming to the region of the short-range correlation is negligibly small. If we multiply the two tensor correlation operators by the three-body operator (122) of the three-body interaction with two short range correlations \(F_S U_R F_S\), we get many terms:

\[
F_D F_S U_R F_S F_D = R_3 + R_4 + R_5 + R_6 + R_7 .
\]

(123)

Here, one of the \(R_3\) terms for the type = (12)\(^3\) : (12)\(^2\), where three two-body operators act on particles 1 and 2, one two-body operator acts on particles 2 and 3, and two two-body operators act on particles 1 and 2:

\[
R_3 = \sum_{i \neq j \neq k} \sum_{\mu_1 \mu_2 \mu_3 \mu_4 \mu_5 \mu_6} \left( \frac{1}{2} A_R \right) \tilde{C}_1^{(2)} \tilde{C}_2^{(0)} \tilde{C}_3^{(0)} \tilde{C}_4^{(0)} \tilde{C}_5^{(0)} \tilde{C}_6^{(2)}
\]

\[
\int_{k_1} \int_{k_2} \int_{k_3} \int_{k_4} \int_{k_5} \int_{k_6} e^{-k_1^2/4a_{\mu_1}} e^{-k_2^2/4a_{\mu_2}} e^{-k_3^2/4a_{\mu_3}} e^{-k_4^2/4a_{\mu_4}} e^{-k_5^2/4a_{\mu_5}} e^{-k_6^2/4a_{\mu_6}}
\]

\[
e^{i\vec{K}_1(\vec{r}_i-\vec{r}_j)} e^{i\vec{K}_2(\vec{r}_j-\vec{r}_k)} e^{i\vec{K}_3(\vec{r}_k-\vec{r}_i)} e^{i\vec{K}_4(\vec{r}_j-\vec{r}_i)} e^{i\vec{K}_5(\vec{r}_i-\vec{r}_j)} e^{i\vec{K}_6(\vec{r}_i-\vec{r}_j)}
\]

\[
\sum_{x'y'z'w'} \sigma_{1x'} \sigma_{y'} \sigma_{z'} \sigma_{w'} \sum_{uv} \tau_{1u} \tau_{jv} \tau_{iw} \tau_{jw} .
\]

(124)
Table 1  The symmetry factor $S$.

| type | $S$  |
|------|------|
| 12   | 1/2  |
| (12)$^2$ | 1/2  |
| 12:34| 1/4  |
| (12)$^3$ | 1/2  |
| 12 : 23 : 13 | 1 |
| 12 : 23 : 14 | 1 |
| 12 : 34 : 13 | 1 |
| 12 : 23 : 45 | 1/2 |

Here we write the case, where two tensor operators and two short-range operators act on $i,j$ pairs and the three-body interaction works for $i,j,k$ nucleons:

$$
\langle \text{AMD}|R_3|\text{AMD}\rangle = \sum_{pq'q'r'} \sum_{\mu_1 \mu_2 \mu_3 \mu_4 \mu_5 \mu_6} \left( \frac{1}{2} A_R \right) \tilde{C}_{\mu_1 \mu_2 \mu_3 \mu_4 \mu_5 \mu_6} (pqr : p'q'r') .
$$

We can further write other terms for the three-body operators in a similar way to that above. We have in addition the four-, five-, six-, and seven-body operators. All these matrix elements are written in a similar way to the above expression, with major changes in the momentum integrals and small changes in the spin matrix elements. Depending on the number of nucleons involved for the multi-body operators, the coefficients of the co-factor matrix change as $C(pq\cdots r : p'q'\cdots r')$.

6.3. Matrix elements for the general case

Although we are not able to write all the matrix elements, they are written in a systematic way. The matrix elements are written for general multi-body operators $O$ with many momentum integrations:

$$
\langle \text{AMD}|O|\text{AMD}\rangle = S \sum_{pq\cdots r'q'\cdots r'} \sum_{\mu_1 \mu_2 \cdots \mu_n} \tilde{C}_{\mu_1}^{(m_1)} \tilde{C}_{\mu_2}^{(m_2)} \cdots \tilde{C}_{\mu_n}^{(m_n)}
$$

$$
\sum_{x'y'z'} I_{(type)}^{(12)^3 : 23:(12)^2} (A,B,C) (A,B,C) (3 \delta_{xx'} \delta_{yy'} - \delta_{xx} \delta_{yy'}) (3 \delta_{zz'} \delta_{uu'} - \delta_{zu} \delta_{z'u'})
$$

$$
M_{pq'q''r'}^{pp'} M_{q'q''r'}^{pp'} M_{r'r''}^{rr'} C(pqr : p'q'r') .
$$

$$
(125)
$$

Here, $S$ is a symmetry factor for a many-body operator. We list $S$ for various configurations up to $n = 3$ in Table 1. The symmetry factors are the same for configurations obtained by the interchange of particle numbers. $pq\cdots r'q'\cdots r'$ are the quantum numbers of AMD states, where each quantum number $p$'s runs from 1 to $A$. $\mu_1 \mu_2 \cdots \mu_n$ are the expansion parameters.
of interactions and correlations in terms of Gaussian functions and the number of \( \mu' \)’s is \( n \) representing the number of momenta. The expansion factors \( \tilde{C}_\mu^{(m)} \) are written as:

\[
\tilde{C}_\mu^{(m)} = C_\mu \left( \frac{\pi}{a_\mu} \right)^{3/2} \left( \frac{-i}{2a_\mu} \right)^m ,
\]

where \( m = 1 \) for the spin-orbit interaction, \( m = 2 \) for the tensor, squared angular momentum and squared spin-orbit interactions, and \( m = 0 \) otherwise. The coordinates \( x, y, \ldots, z \) run from \( x \) to \( z \) of the rectangular coordinates. The momentum integral \( I_{X(x,y,\ldots,z)}^{(type)}(A,B,C) \) depends on the type of configurations for the coefficients \( A, B, C \) with differentiation of momentum given by a function \( X(x,y,\ldots,z) \). \( F(x,y,\ldots,z) \) represents the type of interactions and correlations to be specified by the interaction. \( M_{pq\cdots p'q'\cdots r'}^{x,y,\ldots,z} \) is the spin matrix element of all the AMD states and \( \bar{M}_{U(x,y,\ldots,z)}^{pq\cdots p'q'\cdots r'} \) the isospin matrix element. The co-factor \( C(pq\cdots r' : p'q'\cdots r') \) takes care of the antisymmetrization of particles in the many-body operators.

We describe the procedure of writing matrix elements for various operators. We first fix which matrix elements to calculate the configuration: \( \text{type} \). Once we fix \( \text{type} \), we can get the symmetry factor \( S \) for this configuration. We order all the operators from left to right and assign momenta \( \vec{k}_1, \ldots, \vec{k}_n \). We then write all the operators explicitly keeping the order of the operators. For each operator for particles \( i \) and \( j \), we write the following factors:

**Central interaction**

We write the case of the spin-spin and isospin-isospin interaction:

\[
O^c = \sum_{xy} \sigma_{ix} \sigma_{jx} \tau_{iy} \tau_{jy} ,
\]

with \( m = 0 \). If there are no spin- and/or no isospin-dependent operators, we simply drop these spin and isospin operators.

**Tensor interaction**

\[
O^t = \sum_{xyz' y'} k_{1z} k_{1y} \sigma_{ix} \sigma_{ix} \sigma_{jy} \sigma_{jy'} (3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) ,
\]

with \( m = 2 \).

**Spin-orbit interaction**

\[
O^{ls} = \sum_{xyz} \varepsilon_{xyz} k_{1z} \frac{1}{2} (p_i - p_j) y \frac{1}{2} (\sigma_i + \sigma_j) z ,
\]

with \( m = 1 \).

**Squared angular momentum interaction**

\[
O^{l2} = \sum_{xyzuv} \varepsilon_{xyz} \varepsilon_{uvz} (k_{1z} k_{1u} - 2a_\mu \delta_{xz}) \frac{1}{2} (p_i - p_j) y \frac{1}{2} (p_i - p_j) u
\]

\[
-4a_\mu \sum_x k_{1z} \frac{1}{2} (p_i - p_j)_x ,
\]

(131)
with $m = 2$. For calculation of the matrix elements, we need matrix elements of $p_x = -i
abla_x$ and $p_y = -i
abla_y$ for the calculation of angular momenta, which are given in Eqs. (43) and (48).

Squared spin-orbit interaction

$$O^{(ls)^2} = \sum_{xyzuvw} \varepsilon_{xyz}\varepsilon_{uvw} \left[(k_1xk_1u - 2a_\mu \delta_{xu}) \frac{1}{2}(p_i - p_j)y \frac{1}{2}(p_i - p_j)v + 2a_\mu \delta_{yu}k_1x \frac{1}{2}(p_i - p_j)v \frac{1}{2}(\sigma_i + \sigma_j)z \frac{1}{2}(\sigma_i + \sigma_j)_w\right], \quad (132)$$

with $m = 2$.

We can then write the matrix element explicitly. As an example, we show the case of type $= 12 : (34)^3 : 56$ for the tensor operator:

$$\langle AMD|F_DF_S V^{ls} F_S F_D|AMD\rangle = \frac{1}{8} \sum_{pqrstwp'q'r's't'o'} \sum_{x'y'z'u'v'} \tilde{C}_{\mu1} \tilde{C}_{\mu2} \tilde{C}_{\mu3} \tilde{C}_{\mu4} \tilde{C}_{\mu5} \sum_{xyzuvw} \tilde{I}^{(12:34)^3:56}_{x'y'z'u'v'}(A, B, C) \hspace{0.5cm} (3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) (3\delta_{zz'}\delta_{ww'} - \delta_{zw}\delta_{z'w'}) (3\delta_{uv'}\delta_{ww'} - \delta_{uw}\delta_{wv'}) \hspace{0.5cm} M^{pp'}_{x'} M^{qq'}_{y'} M^{rr'}_{z'} M^{ss'}_{v'} M^{tt'}_{w'} M^{oo'} \hspace{0.5cm} \sum_{ab} \tilde{M}^{pp'}_{ab} \tilde{M}^{qq'}_{ab} \tilde{M}^{rr'}_{ab} \tilde{M}^{ss'}_{ab} \tilde{M}^{tt'}_{ab} \tilde{M}^{oo'}_{ab} C(pqrstwp'q'r's't'o'). \quad (133)$$

The momentum integral is given in Appendix B. All matrix elements can be written in a similar systematic manner.

As for the spin-orbit interaction with the short-range and tensor correlations, we give explicitly the case of type $= 12 : (34)^3 : 56$.

$$\langle AMD|F_DF_S V^{ls} F_S F_D|AMD\rangle = \frac{1}{8} \sum_{pqrstwp'q'r's't'o'} \sum_{x'y'z'u'v'} \tilde{C}_{\mu1} \tilde{C}_{\mu2} \tilde{C}_{\mu3} \tilde{C}_{\mu4} \tilde{C}_{\mu5} \sum_{xyzuvw} \tilde{I}^{(12:34)^3:56}_{x'y'z'u'v'}(A, B, C) + \frac{1}{2} \tilde{I}^{(12:34)^3:56}_{x'y'z'u'v'}(A, B, C) \iota\nu((D_r - D_r) - (D_s - D_s)) \hspace{0.5cm} (3\delta_{xx'}\delta_{yy'} - \delta_{xy}\delta_{x'y'}) \iota\zeta(3\delta_{uv'}\delta_{ww'} - \delta_{uw}\delta_{wv'}) \hspace{0.5cm} M^{pp'}_{x'} M^{qq'}_{y'} \frac{1}{2}(M^{rr'}_{a} M^{ss'}_{a} + M^{rr'}_{a} M^{ss'}_{a})M^{tt'}_{v'} M^{oo'} \hspace{0.5cm} \sum_{bc} \tilde{M}^{pp'}_{bc} \tilde{M}^{qq'}_{bc} \tilde{M}^{rr'}_{bc} \tilde{M}^{ss'}_{bc} \tilde{M}^{tt'}_{bc} \tilde{M}^{oo'}_{bc} C(pqrstwp'q'r's't'o'). \quad (134)$$

The spin-orbit interaction has a derivative term. Therefore the expressions are slightly different for different configurations. We write one similar configuration case: type $= 12 :
momentum projection and take the sum of the Slater determinants for better description.

The final results are written as the sum of many terms for the norm and energy matrices, where we have developed a systematic integral and differentiation method with source terms.

\[
\langle \text{AMD}|F_D F_S V^{ls} F_S F_D|\text{AMD}\rangle = \frac{1}{2} \sum_{x y x' y'} \sum_{z u a v w w'} \sum_{p q r s t} \sum_{\mu \nu \rho \sigma} \tilde{C}_{\mu 1}^{(2)} \tilde{C}_{\mu 2}^{(1)} \tilde{C}_{\mu 3}^{(0)} \tilde{C}_{\mu 4}^{(0)} \tilde{C}_{\mu 5}^{(2)}
\]

\[=
\frac{1}{2} \left[ I_{12}(34)^2 : 35 \right] + \frac{1}{2} I_{13}(34)^2 : 35 \right] \]

- \frac{1}{2} \left[ I_{12}(34)^2 : 35 \right] (A, B, C) + I_{13}(34)^2 : 35 \right] \]

\[(3 \delta_{xx'} \delta_{yy'} - \delta_{xy} \delta_{x'y'}) \epsilon_{zuawvw'} \delta_{vu} \delta_{v'w'} \] M_{xx'}^{pp'} M_{yy'}^{qq'} M_{ww'}^{tt'} \frac{1}{2} (M_{vv'}^{rr'} M_{ss'}^{ss'} + M_{vv'}^{rr'} M_{aa'}^{ss'})
\]

\[\sum_{bc} \tilde{M}_{\mu}^{bc} \tilde{M}_{\mu}^{bc} \tilde{M}_{\mu}^{bc} \tilde{M}_{\mu}^{bc} \tilde{M}_{\mu}^{bc} \tilde{M}_{\mu}^{bc} C(pqrst : p' q' r' s' t'). \]

7. Summary

We have developed a powerful many-body theory to describe finite nuclei, which is called “tensor-optimized antisymmetrized molecular dynamics” (TOAMD). The TOAMD theory is based on AMD, in which the concept of the TOSM is incorporated, in order to treat the strong tensor interaction in the nucleon-nucleon interaction. The tensor interaction is treated by the tensor correlation operator acting on the AMD wave function. Since the tensor interaction is of long and intermediate range, we have to explicitly treat many-body operators due to the tensor correlation operators and the two- and three-body interactions in the Hamiltonian for the AMD state. For the TOAMD theory, we have to treat up to 6-body operator terms for the two-body interaction and 7-body operator terms for the three-body interaction for the AMD state.

In order to treat multi-body operators for many-body nuclear systems efficiently, we should use all the powerful mathematics. The AMD wave function consists of shifted Gaussian functions with spin and isospin wave functions and all the interactions are expanded in Gaussian functions. In addition, we have to take into account the antisymmetrization of all the nucleons. For this purpose, we take the Fourier transforms of all the interactions so that any multi-body operators are written in separable forms in particle coordinates. We are then able to calculate multi-body matrix elements with antisymmetrization using the multi body co-factor matrix of the norm matrix. We should then take the multi-momentum integrations, where we have developed a systematic integral and differentiation method with source terms. The final results are written as the sum of many terms for the norm and energy matrices, which do not involve any numerical integrations. We have to minimize the total energy with respect to the variational parameters, which are the shift coordinates and spin weights in the AMD wave function, the tensor correlation function, and additionally, the short-range correlation function.

The TOAMD theory provides the total energy as function of the variational parameters, where the total energy can be calculated systematically in a straightforward manner. Since the matrix elements can be calculated in systematic methods, we are able to improve the calculated results by adding more and more complicated correlations including both the tensor and short-range correlations. For heavy nuclei, we have to perform the angular momentum projection and take the sum of the Slater determinants for better description.
of many-body systems. The TOAMD theory is a powerful and economical method to treat nuclear many-body system. The formulation is transparent and we are able to calculate two- and three-body interactions with any order of tensor and short-range correlations. In the TOAMD theory, we should be able to calculate nuclei with many nucleons using the present powerful computers.

In the very near future, we shall publish numerical results of s-shell nuclei, and successively, p-shell and heavier nuclei in the TOAMD theory using the bare nucleon-nucleon interaction.
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A. Property of a matrix for antisymmetrization

We give here the necessary formula to calculate multi-body operators, which are separable in particle coordinates: \( M(i, j, \ldots, k) = O(i)O(j)\cdots O(k) \). We start with the one-body operator and then given the matrix elements of multi-body operators.

One-body operator

We should calculate the matrix element of the one-body operator:

\[
\langle p_1p_2\cdots p_A| \sum_{i=1}^{A} O(i)| \det q_1q_2\cdots q_A \rangle = \sum_{r=1}^{A} \begin{vmatrix}
\langle p_1|q_1 \rangle & \langle p_1|q_2 \rangle & \cdots & \langle p_1|q_A \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle p_r|O|q_1 \rangle & \langle p_r|O|q_2 \rangle & \cdots & \langle p_r|O|q_A \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle p_A|q_1 \rangle & \langle p_A|q_2 \rangle & \cdots & \langle p_A|q_A \rangle
\end{vmatrix} C(r: l).
\]

(A1)

Here, \( C(r: l) \) is the determinant of a co-factor matrix of \( B \), where the \( r \)-row and \( l \)-column are removed from the \( A \times A \) matrix. From this construction, \( C(r: l) \) is a function of the single-particle overlap \( \langle p_i|q_j \rangle \) and does not depend on the one-body matrix element. We shall derive \( C \) for the general case later.

Two-body operator

\[
\langle p_1p_2\cdots p_A| \sum_{i\neq j}^{A} O(i)O(j)| \det q_1q_2\cdots q_A \rangle = \sum_{r_1 \neq r_2}^{A} \begin{vmatrix}
\langle p_1|q_1 \rangle & \langle p_1|q_2 \rangle & \cdots & \langle p_1|q_A \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle p_{r_1}|O|q_1 \rangle & \langle p_{r_1}|O|q_2 \rangle & \cdots & \langle p_{r_1}|O|q_A \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle p_{r_2}|O|q_1 \rangle & \langle p_{r_2}|O|q_2 \rangle & \cdots & \langle p_{r_2}|O|q_A \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle p_A|q_1 \rangle & \langle p_A|q_2 \rangle & \cdots & \langle p_A|q_A \rangle
\end{vmatrix} C(r_1r_2 : l_1l_2).
\]

(A2)
Here, $C(r_1 r_2 : l_1 l_2)$ is the determinant of a co-factor matrix of $B$, where the $r_1$ and $r_2$ rows and $l_1$ and $l_2$ columns are removed from the $A \times A$ matrix. Again $C(r_1 r_2 : l_1 l_2)$ is a function of the single particle overlap $\langle p_i | q_j \rangle$ and does not depend on the one-body matrix element.

**Multi-body operator**

\[
\langle p_1 p_2 \cdots p_A \mid \sum_{i \neq j \neq \cdots \neq k}^A O(i) O(j) \cdots O(k) \mid q_1 q_2 \cdots q_A \rangle
\]

\[
= \sum_{r_1 \neq r_2 \neq \cdots \neq r_k, l_1 \neq l_2 \neq \cdots \neq l_k} \langle p_{r_1} | O(q_{l_1}) \rangle \langle p_{r_2} | O(q_{l_2}) \rangle \cdots \langle p_{r_k} | O(q_{l_k}) \rangle C(r_1 r_2 \cdots r_k : l_1 l_2 \cdots l_k) . \quad (A3)
\]

Here, $C(r_1 r_2 \cdots r_k : l_1 l_2 \cdots l_k)$ is the determinant of a co-factor matrix of $B$, where the $r_1, r_2, \ldots, r_k$ rows and $l_1, l_2, \ldots, l_k$ columns are removed from the $A \times A$ matrix. Again, $C(r_1 r_2 \cdots r_k : l_1 l_2 \cdots l_k)$ is a function of the single-particle overlap $\langle p_i | q_j \rangle$ and does not depend on the one-body matrix elements.

**Determinant of the co-factor matrix**

We derive here the determinant $C(r_1 r_2 \cdots r_k : l_1 l_2 \cdots l_k)$ of the co-factor matrix of the $A \times A$ matrix $B$. We have the following identity for the $A \times A$ matrix $B$ with the matrix elements $a_{ij}$:

\[
1 = \sum_{l_1 \neq l_2 \neq \cdots \neq l_r}^A a_{k_1 l_1} a_{k_2 l_2} \cdots a_{k_r l_r} | \begin{array}{ccc}
(B^{-1})_{l_1 k_1} & (B^{-1})_{l_1 k_2} & \cdots & (B^{-1})_{l_1 k_r} \\
(B^{-1})_{l_2 k_1} & (B^{-1})_{l_2 k_2} & \cdots & (B^{-1})_{l_2 k_r} \\
\vdots & \vdots & & \vdots \\
(B^{-1})_{l_r k_1} & (B^{-1})_{l_r k_2} & \cdots & (B^{-1})_{l_r k_r}
\end{array} | (A4)
\]

Here, $B^{-1}$ is the inverse matrix of $B$. Since this is an important formula to get the determinant of the co-factor matrix, we verify this explicitly using the definition of the determinant:

\[
\text{(rhs)} = \sum_{l_1 \neq l_2 \neq \cdots \neq l_r}^A a_{k_1 l_1} a_{k_2 l_2} \cdots a_{k_r l_r} \sum_P \epsilon(P) (B^{-1})_{l_1 k_{P(1)}} (B^{-1})_{l_2 k_{P(2)}} \cdots (B^{-1})_{l_r k_{P(r)}}
\]

\[
= \sum_P \epsilon(P) \sum_{l_1} a_{k_1 l_1} (B^{-1})_{l_1 k_{P(1)}} \sum_{l_2} a_{k_2 l_2} (B^{-1})_{l_2 k_{P(2)}} \cdots \sum_{l_r} a_{k_r l_r} (B^{-1})_{l_r k_{P(r)}}
\]

\[
= \sum_P \epsilon(P) \delta_{P(1)} \delta_{P(2)} \cdots \delta_{P(r)} = 1 . \quad (A5)
\]

Hence, we can write the determinant of $B$ as:

\[
| a_{11} \ a_{12} \ \cdots \ \ a_{1A} | = \sum_{l_1 \neq l_2 \neq \cdots \neq l_r}^A a_{k_1 l_1} a_{k_2 l_2} \cdots a_{k_r l_r} | \begin{array}{ccc}
(B^{-1})_{l_1 k_1} & (B^{-1})_{l_1 k_2} & \cdots & (B^{-1})_{l_1 k_r} \\
(B^{-1})_{l_2 k_1} & (B^{-1})_{l_2 k_2} & \cdots & (B^{-1})_{l_2 k_r} \\
\vdots & \vdots & & \vdots \\
(B^{-1})_{l_r k_1} & (B^{-1})_{l_r k_2} & \cdots & (B^{-1})_{l_r k_r}
\end{array} |
\]

\[
\times \det | B | = \sum_{l_1 \neq l_2 \neq \cdots \neq l_r}^A a_{k_1 l_1} a_{k_2 l_2} \cdots a_{k_r l_r} C(k_1 \cdots k_r : l_1 \cdots l_r) . \quad (A6)
\]

In the above formula, $k_1, k_2, \ldots, k_r$ are any row numbers of the original matrix $B$. Here, $C(k_1 \cdots k_r : l_1 \cdots l_r)$ is the determinant of a co-factor matrix of $B$, where $k_1, k_2, \ldots$ and $k_r$
rows and $l_1, l_2, \ldots$ and $l_r$ columns are removed from the matrix $B$. The coefficient $C(k_1 \cdots k_r : l_1 \cdots l_r)$ is written using $a_{ij}$ of the original matrix $B$. Explicitly, the coefficient $C$ is given as

$$C(k_1 \cdots k_r : l_1 \cdots l_r) = \frac{1}{\text{det}[B]} \begin{vmatrix} (B^{-1})_{k_1} & (B^{-1})_{k_2} & \cdots & (B^{-1})_{k_r} \\ (B^{-1})_{l_1} & (B^{-1})_{l_2} & \cdots & (B^{-1})_{l_r} \\ \vdots & \vdots & \ddots & \vdots \\ (B^{-1})_{l_r} & (B^{-1})_{l_2} & \cdots & (B^{-1})_{l_r} \end{vmatrix}$$

Compared with the matrices of one-, two- and multi-body operators ((A1), (A2), and (A3)), the coefficients $C(k_1 \cdots k_r : l_1 \cdots l_r)$ are the same as that given in Eq. (A7). In the case $r = A$, the co-factor $C$ becomes $e(P(k_1 \cdots k_r : l_1 \cdots l_r))$, which is the phase of indicated permutation. Hence, for $r = A$, the rhs of Eq. (A3) is simply the determinant of the full matrix of $\langle p_i|O|q_j \rangle$.

### B. Gaussian integrals

We give here all the necessary Gaussian integrals:

$$I^{(\text{type})}(A, B, C) = \int_{k_1} \int_{k_2} \cdots \int_{k_n} \langle f_p|e^{iK_i(k_1, \ldots, k_n)}|g_{p'} \rangle \cdots \langle f_q|e^{iK_m(k_1, \ldots, k_n)}|g_{q'} \rangle$$

$$= \frac{1}{(2\pi)^{3n}} \left( \frac{\pi^n}{\text{det}[A]} \right)^{3/2} e^{-B^\dagger A^{-1} B/4 + C}.$$  \hspace{1cm} (B1)

Here, type denotes which operators act between which particles. The functions $K_i$ are functions of $k_i$, whose explicit forms depend on the type of multi-body operators. In order to understand the meaning of $A, B, C$, we write the single-particle matrix element:

$$\langle \psi_p|e^{ikr}\rangle \psi_q \rangle = e^{-\frac{i}{2}v(D_p - D_{p'})^2 + \frac{i}{2}k(\vec{D}_p + \vec{D}_{q'}) - \frac{k^2}{2v}}.$$  \hspace{1cm} (B2)

We write here all the possible integrals up to the three two-body operators. There are still several Gaussian integrals necessary for calculations of matrix elements, but they can be obtained in a similar way to those presented in this appendix.

**type = 12**

$$A = \frac{1}{4\nu} + \frac{1}{4}a_\mu + \frac{1}{4}a_{\mu_1}$$

$$B = \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'})$$

$$C = -\frac{1}{2}v[(D_p - D_{p'})^2 + (D_q - D_{q'})^2]$$

In this appendix, we write vectors $(\vec{D}_p)'s$ simply without the vector notation as $D_p$. We write here type = 12, which indicates that a two-body operator act on particles 1 and 2.

**type = (12)^2**

$$A = \begin{pmatrix} \frac{1}{4\nu} + \frac{1}{4}a_\mu & \frac{1}{4\nu} \\ \frac{1}{4\nu} & \frac{1}{4\nu} + \frac{1}{4}a_{\mu_2} \end{pmatrix}$$

$$B = \begin{pmatrix} \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\ \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \end{pmatrix}$$

$$C = -\frac{1}{2}v[(D_p - D_{p'})^2 + (D_q - D_{q'})^2]$$

(B4)
Here type = \((12)^2\) means that two two-body operators act on particles 1 and 2.

**type = 12 : 23**

\[
A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu 1} & 1/4\nu \\
1/4\nu & 1/4\nu + 1/4a_{\mu 2}
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
1/2(D_p + D_{p'}) - 1/2(D_q + D_{q'}) \\
1/2(D_q + D_{q'}) - 1/2(D_r + D_{r'})
\end{pmatrix}
\]

\[
C = -\frac{1}{2} \nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\]

\[\text{(B5)}\]

Here, type = 12 : 23 means that one interaction acts on particles 1 and 2 and the other on particles 2 and 3. We omit the explanation of type in the following.

**type = 12 : 34**

\[
A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu 1} & 0 \\
0 & 1/4\nu + 1/4a_{\mu 2}
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
1/2(D_p + D_{p'}) - 1/2(D_q + D_{q'}) \\
1/2(D_q + D_{q'}) - 1/2(D_s + D_{s'})
\end{pmatrix}
\]

\[
C = -\frac{1}{2} \nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2 + (D_s - D_{s'})^2]
\]

\[\text{(B6)}\]

**type = (12)^3**

\[
A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu 1} & 1/4\nu & 1/4\nu \\
1/4\nu & 1/4\nu + 1/4a_{\mu 2} & 1/4\nu \\
1/4\nu & 1/4\nu & 1/4\nu + 1/4a_{\mu 3}
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
1/2(D_p + D_{p'}) - 1/2(D_q + D_{q'}) \\
1/2(D_q + D_{q'}) - 1/2(D_s + D_{s'})
\end{pmatrix}
\]

\[
C = -\frac{1}{2} \nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2]
\]

\[\text{(B7)}\]

**type = (12)^2 : 23**

\[
A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu 1} & 1/4\nu & 1/4\nu \\
1/4\nu & 1/4\nu + 1/4a_{\mu 2} & 1/4\nu \\
-1/8\nu & -1/8\nu & 1/4\nu + 1/4a_{\mu 3}
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
1/2(D_p + D_{p'}) - 1/2(D_q + D_{q'}) \\
1/2(D_q + D_{q'}) - 1/2(D_s + D_{s'})
\end{pmatrix}
\]

\[
C = -\frac{1}{2} \nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\]

\[\text{(B8)}\]
\[
\begin{align*}
type = 12 : (23)^2 \\
A &= \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & -1/8\nu \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & 1/4\nu \\
-1/8\nu & 1/4\nu & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \\
B &= \begin{pmatrix}
\frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{r'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{r'})
\end{pmatrix} \\
C &= -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\end{align*}
\]  
\[\text{(B9)}\]

\[
\begin{align*}
type = 12 : 23 : 13 \\
A &= \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & 1/8\nu \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & 1/8\nu \\
1/8\nu & 1/8\nu & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \\
B &= \begin{pmatrix}
\frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{r'}) \\
\frac{1}{2}(D_r + D_{r'}) - \frac{1}{2}(D_q + D_{q'})
\end{pmatrix} \\
C &= -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\end{align*}
\]  
\[\text{(B10)}\]

\[
\begin{align*}
type = (12)^2 : 34 \\
A &= \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & 1/4\nu & 0 \\
1/4\nu & 1/4\nu + 1/4a_{\mu_2} & 0 \\
0 & 0 & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \\
B &= \begin{pmatrix}
\frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{r'}) \\
\frac{1}{2}(D_r + D_{r'}) - \frac{1}{2}(D_q + D_{q'})
\end{pmatrix} \\
C &= -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\end{align*}
\]  
\[\text{(B11)}\]

\[
\begin{align*}
type = 12 : 23 : 14 \\
A &= \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & 1/8\nu \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & 0 \\
1/8\nu & 0 & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \\
B &= \begin{pmatrix}
\frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{r'}) \\
\frac{1}{2}(D_r + D_{r'}) - \frac{1}{2}(D_q + D_{q'})
\end{pmatrix} \\
C &= -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_r - D_{r'})^2]
\end{align*}
\]  
\[\text{(B12)}\]
\[A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & -1/8\nu \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & 1/8\nu \\
-1/8\nu & 1/8\nu & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \]

\[B = \begin{pmatrix}
\frac{1}{2}(D_p + D_{\nu'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{\nu'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_s + D_{s'})
\end{pmatrix} \]

\[C = -\frac{1}{2}\nu[(D_p - D_{\nu'})^2 + (D_q - D_{q'})^2 + (D_r - D_{\nu'})^2 + (D_s - D_{s'})^2] \quad \text{(B13)}\]

\[A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & 0 \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & -1/8\nu \\
0 & -1/8\nu & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \]

\[B = \begin{pmatrix}
\frac{1}{2}(D_p + D_{\nu'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{\nu'}) \\
\frac{1}{2}(D_r + D_{\nu'}) - \frac{1}{2}(D_s + D_{s'})
\end{pmatrix} \]

\[C = -\frac{1}{2}\nu[(D_p - D_{\nu'})^2 + (D_q - D_{q'})^2 + (D_r - D_{\nu'})^2 + (D_s - D_{s'})^2] \quad \text{(B14)}\]

\[A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & -1/8\nu & 0 \\
-1/8\nu & 1/4\nu + 1/4a_{\mu_2} & 0 \\
0 & 0 & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \]

\[B = \begin{pmatrix}
\frac{1}{2}(D_p + D_{\nu'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{\nu'}) \\
\frac{1}{2}(D_s + D_{s'}) - \frac{1}{2}(D_t + D_{t'})
\end{pmatrix} \]

\[C = -\frac{1}{2}\nu[(D_p - D_{\nu'})^2 + (D_q - D_{q'})^2 + (D_r - D_{\nu'})^2 + (D_s - D_{s'})^2 + (D_t - D_{t'})^2] \quad \text{(B15)}\]

\[A = \begin{pmatrix}
1/4\nu + 1/4a_{\mu_1} & 0 & 1/8\nu \\
0 & 1/4\nu + 1/4a_{\mu_2} & 0 \\
1/8\nu & 0 & 1/4\nu + 1/4a_{\mu_3}
\end{pmatrix} \]

\[B = \begin{pmatrix}
\frac{1}{2}(D_p + D_{\nu'}) - \frac{1}{2}(D_q + D_{q'}) \\
\frac{1}{2}(D_q + D_{q'}) - \frac{1}{2}(D_r + D_{\nu'}) \\
\frac{1}{2}(D_p + D_{\nu'}) - \frac{1}{2}(D_t + D_{t'})
\end{pmatrix} \]

\[C = -\frac{1}{2}\nu[(D_p - D_{\nu'})^2 + (D_q - D_{q'})^2 + (D_r - D_{\nu'})^2 + (D_s - D_{s'})^2 + (D_t - D_{t'})^2] \quad \text{(B16)}\]
\[\text{type} = 12 : 34 : 35\]

\[A = \begin{pmatrix} 1/4\nu + 1/4a_{\mu 1} & 0 & 0 \\ 0 & 1/4\nu + 1/4a_{\mu 2} & 1/8\nu \\ 0 & 1/8\nu & 1/4\nu + 1/4a_{\mu 3} \end{pmatrix}\]

\[B = \begin{pmatrix} \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_s + D_{s'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_t + D_{t'}) \end{pmatrix}\]

\[C = -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_{r} - D_{r'})^2 + (D_s - D_{s'})^2 + (D_t - D_{t'})^2]\]

\[\text{type} = 12 : 34 : 56\]

\[A = \begin{pmatrix} 1/4\nu + 1/4a_{\mu 1} & 0 & 0 & 0 \\ 0 & 1/4\nu + 1/4a_{\mu 2} & 0 & 0 \\ 0 & 0 & 1/4\nu + 1/4a_{\mu 3} & 0 \\ 0 & 0 & 0 & 1/4\nu + 1/4a_{\mu 4} \end{pmatrix}\]

\[B = \begin{pmatrix} \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_s + D_{s'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_t + D_{t'}) \\ \frac{1}{2}(D_t + D_{t'}) - \frac{1}{2}(D_u + D_{u'}) \end{pmatrix}\]

\[C = -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_{r} - D_{r'})^2 + (D_s - D_{s'})^2 + (D_t - D_{t'})^2 + (D_u - D_{u'})^2]\]

We give a more complicated case as an example so that the general rule for \(A, B, C\) can be understood instead of writing all the cases. In this example, \(\text{type} = 12 : (34)^3 : 56\) indicates that one two-body operator acts on particles 1 and 2, three two-body operators on particles 3 and 4, and one two-body operator on particles 5 and 6.

\[\text{type} = 12 : (34)^3 : 56\]

\[A = \begin{pmatrix} 1/4\nu + 1/4a_{\mu 1} & 0 & 0 & 0 & 0 \\ 0 & 1/4\nu + 1/4a_{\mu 2} & 1/4\nu & 1/4\nu & 0 \\ 0 & 1/4\nu & 1/4\nu + 1/4a_{\mu 3} & 1/4\nu & 0 \\ 0 & 1/4\nu & 1/4\nu & 1/4\nu + 1/4a_{\mu 4} & 0 \\ 0 & 0 & 0 & 0 & 1/4\nu + 1/4a_{\mu 5} \end{pmatrix}\]

\[B = \begin{pmatrix} \frac{1}{2}(D_p + D_{p'}) - \frac{1}{2}(D_q + D_{q'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_s + D_{s'}) \\ \frac{1}{2}(D_{r} + D_{r'}) - \frac{1}{2}(D_t + D_{t'}) \\ \frac{1}{2}(D_t + D_{t'}) - \frac{1}{2}(D_u + D_{u'}) \end{pmatrix}\]

\[C = -\frac{1}{2}\nu[(D_p - D_{p'})^2 + (D_q - D_{q'})^2 + (D_{r} - D_{r'})^2 + (D_s - D_{s'})^2 + (D_t - D_{t'})^2 + (D_u - D_{u'})^2]\]

The diagonal terms in \(A\) are fixed simply as in all the other cases, while the non-diagonal terms depend on the type of configuration. They can be obtained by calculating the \(k^2\).
terms:
\[
k_1^2 + k_2^2 + (k_2 + k_3 + k_4)^2 + (k_2 + k_3 + k_4)^2 + k_3^2 + k_4^2
\]
\[
= 2(k_1^2 + k_2^2 + k_3^2 + k_4^2 + k_5^2) + 4(k_2 k_3 + k_2 k_4 + k_3 k_4) .
\] (B20)

For $B$, the $k_1$ term is taken by the $pp'$ : $qq'$ state, the $k_2, k_3, k_4$ terms are taken by the $rr'$ : $ss'$ state and the $k_5$ term by the $tt'$ : $uu'$ state. For $C$, it is simply written by using all the 12 states. We can give the Gaussian integrals systematically, as shown here, but for the case in which the interactions and correlations are separable, the Gaussian integrals can be written as a product of various Gaussian integrals. For an example of this case, we can write:

\[
I^{(12): (34)^3: 56}(A, B, C) = I^{(12)}(A, B, C) I^{((34)^3)}(A, B, C) I^{(56)}(A, B, C) .
\] (B21)
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