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Abstract
A continuum formulation of gauge-fixing resolving the Gribov-Singer ambiguity remains a challenge. Finding a Lagrangian formulation of operational resolutions in numerical lattice calculations, like minimal Landau gauge, would be one possibility. Such a formulation will here be constrained by reconstructing the Dyson-Schwinger equation for which the lattice minimal-Landau-gauge ghost propagator is a solution. It is found that this requires an additional term. As a by-product new, high precision lattice results for the ghost-gluon vertex in three and four dimensions are obtained.

1 Introduction

The Gribov-Singer ambiguity [1–4] yields that a perturbatively well-defined gauge fixing prescription, e. g. Landau gauge, becomes ambiguous at the non-perturbative level. This arises as there are many, possibly infinitely many, more solutions to the perturbative gauge condition non-perturbatively. Further constraints cannot be local due to the global nature of the problem, associated with the geometric structure of non-Abelian groups [2, 3].

A priori, this does not make perturbative gauges ill-defined. Rather, they act non-perturbatively as a (flat) average over all gauge copies satisfying the perturbative gauge condition [3, 5, 6]. However, this leads to problems in practical calculations.

One problem is that Gribov copies lead to non-trivial zero modes in the (generalized) Faddeev-Popov operator [1, 7, 8]. Thus, its inversion in the perturbative gauge-fixing procedure [9] is ill-defined. This has consequences like the breaking of perturbative BRST symmetry [10–12] and negative eigenvalues [13, 14] can even alter the spectrum due to cancellations [15]. Another problem is the comparison between lattice calculations and continuum calculations. Even if the previous problem can be solved, lattice calculations usually have operational approaches to fix the gauge by
selecting configurations \cite{3}. This is not yet reproducible in continuum calculations. Thus, it is not clear, if continuum results and lattice results for gauge-dependent quantities can be compared at all.

These problems have been attempted to be overcome in a constructive forward approach by various conjectured additional gauge-fixing terms \cite{2, 4, 16–19}. These prescriptions yield reasonable agreement with lattice results \cite{20–25}. They suffer from the fact that they involve gauge-fixing terms usually not easily implemented in continuum functional calculations, due to involved limiting procedures or non-local terms.

Hence, here an alternative approach will be taken, which essentially amounts to reverse-engineering (part of) the additional gauge-fixing terms in the Lagrangian for a given operational lattice gauge condition, minimal Landau gauge. This approach will be discussed in detail in section \textbf{2}. To this end, the continuum Dyson-Schwinger equation (DSE) for the ghost will be solved using lattice input, and the difference compared to the ghost propagator from the lattice will be determined. The details for this calculation in SU(2) Yang-Mills theory are described in section \textbf{3}. Any difference in the thermodynamic limit implies the presence of an additional, ghost-dependent term in the Lagrangian, which could only arise due to gauge-fixing. Indeed, as discussed in section \textbf{4} such a difference is found to the extent possible with the employed lattice setups. Studying it for two, three, and four dimensions shows pronounced differences. Especially, in two dimensions the term is qualitatively different, which agrees with the observation that both the lattice and the continuum yield a qualitatively different behavior in two dimensions than in higher dimensions \cite{3, 26–29}.

The results are summarized in section \textbf{5}. They suggest that an additional gauge-fixing term is necessary to allow for comparisons between continuum and lattice calculations.

For the present purpose it was necessary to obtain higher precision lattice results for the ghost-gluon vertex in three and four dimensions, which will be presented in appendix \textbf{A}. The input propagators are shown in appendix \textbf{B} for three and four dimensions. For two dimensions these are the same as in \cite{26}.

It is important to note that a similar idea was pursued in a forward direction in \cite{30}. There, the DSE for the link on a discrete lattice was derived for the pure Landau gauge condition. Thus, there are additional contributions in the DSE from the finite lattice spacing, which vanish in the thermodynamic limit. Hence, this work has a reverse approach with respect to the present one, where the continuum DSE is used, and the solutions approach their continuum behavior. Nonetheless, similar conclusions are reached.
2 Basic idea

A definition of a non-perturbatively well-defined gauge-fixed Euclidean path integral is the one of minimal Landau gauge

\[ Z = \int D A_\mu \Theta \left( -\partial_\mu D^{ab}_\mu \right) \delta \left( \partial_\mu A^a_\mu \right) e^{-\int d^4x L} \quad (1) \]

\[ L = -\frac{1}{4} F^{a\mu\nu}_c F^{a\mu\nu}_c \]

\[ F^{a\mu\nu}_c = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g f^a_{bc} A^b_\mu A^c_\nu \]

\[ D^{ab}_\mu = \delta^{ab} \partial_\mu + g f^{ab}_c A^c_\mu \]

\[ \Theta \left( -\partial_\mu D^{ab}_\mu \right) = \prod_i \theta (\lambda_i) \]

where \(-\partial_\mu D^{ab}_\mu\) is the Faddeev-Popov operator and \(L\) is the usual Yang-Mills Lagrangian. This defines minimal Landau gauge, as it is implemented in lattice simulations \[3, 31\]. It corresponds to a flat average over all Landau gauge Gribov copies with a positive semi-definite Faddeev-Popov operator. This additional restriction can be satisfied by every gauge orbit \[32\], and many Gribov copies on every gauge orbit do so \[33\].

In functional calculations it is assumed, based on the fact that the determinant of the Faddeev-Popov operator vanishes on a Gribov horizon \[34\], that the gauge-fixed Lagrangian inside every Gribov region, and inside every collection of Gribov regions, is identical to the one obtained from the perturbative gauge-fixing,

\[ Z = \lim_{\xi \to 0} \int D A_\mu D c D \bar{c} e^{-\int d^4x L_g} \]

\[ L_g = L + \frac{1}{2\xi} (\partial_\mu A^a_\mu)^2 + \bar{c}_a \partial_\mu D^{ab}_\mu c_b. \]

It has been conjectured that the selection, which Gribov region is actually sampled, should be imposed as a boundary condition to the obtained functional equations \[16, 25\]. Thus, there should exist some boundary condition for which the obtained correlation functions from (3) coincide with those from (1).

Unfortunately, so far no lattice simulations have been done outside the first Gribov region, as then a sign problem arises. On the other hand, investigations concerning boundary conditions and further restrictions in (1) and functional calculations seem to be consistent with this picture \[16, 20–22, 25\]. However, there are still problems, which may or may not be due to

\[1\] It is implicitly assumed that the so-restricted gauge orbits have, up to a measure-zero set, the same number of gauge copies. If this would not be the case, an orbit-dependent reweighting would be necessary. All available results so far point in the direction that this is not necessary, but to the author’s knowledge there is no proof of this yet.
truncation artifacts in the continuum calculations \[16, 25, 29, 35, 36\], which leave a nagging doubt.

Therefore, an explicit test of the conjectured equivalence of (1) and (3) will be performed here. To this end, the DSE for the ghost propagator, derived from (3),

\[
0 = -D_G^{ab}(p) - \tilde{Z}_3 \delta^{ab} p^2 \\
+ \int \frac{d^d q}{(2\pi)^d} \Gamma_{c d e} \Gamma_{a b f} (p, q, -p - q),
\]

will be used. Herein \(D_{\mu\nu}\) is the gluon propagator, \(D_G\) is the ghost propagator, \(\Gamma_0\) is the tree-level ghost-gluon vertex, and \(\Gamma\) is the full ghost-gluon vertex. If this would be the correct DSE from (1) then the correlation functions obtained in lattice simulations from (1) would satisfy (4). If not, then there exists an additional, ghost-dependent term in the gauge-fixed Lagrangian of (1) once ghost fields are introduced. This term is then lacking in the conventional gauge-fixed Lagrangian (3).

Note that this does not necessarily invalidates (3), but only spoils the equivalence between (1) and (3). Still, this would be dramatic enough, as this would forbid to compare lattice results and results from functional methods until a modification of either (1) or (3) reestablishes equivalence. However, this would not invalidate existing results either, as both formulations appear to be valid gauge-fixed formulations. They would just not be in the same gauge.

It should also be kept in mind that even if the DSE is solved, within lattice uncertainties, this does not guarantee the equivalence of (1) and (3), but only does not contradict it. After all, there could be additional terms, which either do not contribute to (3) and/or do not depend on the ghost fields at all, but appear in DSEs of other quantities.

The idea to use lattice inputs to solve continuum DSEs is not new, see e. g. \[3, 37, 38\] for reviews. The difference is that all ingredients in (1) are determined using lattice methods, and it is checked, whether the left-hand-side is indeed zero, rather than to leave one element to be determined using the functional equations. In this sense, it is closer to \[30\] in spirit. It is also different from \[30\] in the following sense. There, only quantities directly calculated on the lattice enter a DSE for the link. The ghost propagator in (1) is, in contrast to the continuum, not a primary quantity, but rather derived. On the lattice, it is obtained by inverting the Faddeev-Popov operator, which is within the first Gribov region a well-defined procedure \[39\]. This is consequently also true for the ghost-gluon vertex. See \[40\] for the particular implementation used to calculate these quantities.
3 Setup

3.1 Lattice

Table 1: Number and parameters of the configurations used, ordered by dimension, lattice spacing, and physical volume. In all cases $2(10N + 100(d - 1))$ thermalization sweeps and $2(N + 10(d - 1))$ decorrelation sweeps of mixed updates \[40\] have been performed, and auto-correlation times of local observables have been monitored to be at or below one sweep. See \[41\] on details of how the lattice spacing was determined. Config. ghost and gluon are the number of configurations for the ghost propagator and ghost-gluon vertex, and conf. gluon for the gluon propagator, respectively.

| $d$ | $N$ | $\beta$ | $a$ [fm] | $1/a$ [GeV] | $L$ [fm] | config. ghost | config. gluon |
|-----|-----|---------|---------|-------------|---------|--------------|--------------|
| 3   | 40  | 3.18    | 0.246   | 0.8         | 9.84    | 7645         | 52644        |
| 3   | 60  | 3.18    | 0.246   | 0.8         | 14.8    | 4891         | 42625        |
| 3   | 80  | 3.18    | 0.246   | 0.8         | 19.7    | 3580         | 32805        |
| 3   | 40  | 5.61    | 0.123   | 1.6         | 4.92    | 8220         | 50184        |
| 3   | 60  | 5.61    | 0.123   | 1.6         | 7.38    | 4334         | 38912        |
| 3   | 80  | 5.61    | 0.123   | 1.6         | 9.84    | 2319         | 22563        |
| 3   | 40  | 10.5    | 0.0616  | 3.2         | 2.46    | 8009         | 44021        |
| 3   | 60  | 10.5    | 0.0616  | 3.2         | 3.70    | 5439         | 44072        |
| 3   | 80  | 10.5    | 0.0616  | 3.2         | 4.93    | 1546         | 25371        |
| 4   | 16  | 2.1306  | 0.246   | 0.8         | 3.94    | 4550         | 40814        |
| 4   | 24  | 2.1306  | 0.246   | 0.8         | 5.90    | 3619         | 31850        |
| 4   | 32  | 2.1306  | 0.246   | 0.8         | 7.87    | 2655         | 15842        |
| 4   | 16  | 2.3936  | 0.123   | 1.6         | 1.97    | 6390         | 42929        |
| 4   | 24  | 2.3936  | 0.123   | 1.6         | 2.95    | 5929         | 45675        |
| 4   | 32  | 2.3936  | 0.123   | 1.6         | 3.94    | 3679         | 1889         |
| 4   | 16  | 2.5977  | 0.0616  | 3.2         | 0.986   | 7150         | 39656        |
| 4   | 24  | 2.5977  | 0.0616  | 3.2         | 1.48    | 3946         | 40562        |
| 4   | 32  | 2.5977  | 0.0616  | 3.2         | 1.96    | 2195         | 19783        |

The DSE \[11\] requires three central ingredients: The ghost propagator, the gluon propagator, and the ghost-gluon vertex. These have been determined using the methods in \[40\], for two, three, and four dimensions. For the two-dimensional case the results from \[26\] have been reused. In three and four dimensions existing data for the ghost-gluon vertex \[42\] were too noisy, and thus for the present purpose new data was generated. The same goes for the propagators. The corresponding lattice setups and statistics are listed in Table \[11\] The new results for the ghost-gluon vertex are discussed separately.
in appendix A and the ones for the propagators are shown in appendix B.

3.2 Solution of the DSE

The DSE (4) would, in principle, require knowledge of the three input correlation functions at all momenta. On a finite lattice, these are not available, and especially all momenta live on a dual hypercubic lattice. Of course, getting closer and closer to the thermodynamic limit, these problems get less relevant.

To cope with a finite lattice, the following approximations were made:

- The integral was evaluated on a hypercubic lattice, which correspond to the lattice momenta. Momenta appearing in the kernels have been evaluated using the continuum lattice momenta \( q_\mu = 2/\sin(\pi Q_\mu/N) \), where \( Q_\mu \) are the integer lattice momenta. The same was done for the external momenta.

- If it was necessary to evaluate propagators on arguments like \((p-q)^2\), which lead to values not mapable to a lattice momentum, the two closest points where used to interpolate.

- The same was done for the ghost-gluon vertex, which is only available for three relative angles [40].

- If the propagators or the ghost-gluon vertex are evaluated at momenta outside the available lattice momenta, the asymptotic form of their dressing functions was used, i.e. zero for the gluon dressing function and its constant value for the ghost dressing function at momenta smaller than the smallest non-zero lattice momentum, and one in all other cases[4].

- The renormalized coupling \( g \) was set independently for every lattice setting such that at large momenta, i.e. in the perturbative regime, (4) was solved within statistical errors. In addition, the equation was divided by \( 1/\tilde{Z}_3 \) in four dimensions, and this effect was absorbed into the changing value of \( g \) and a rescaling of the propagators.

This procedure created the self-energy

\[
\Pi(p) = \frac{1}{N_g} \int \frac{d^4q}{(2\pi)^d} \Gamma_{c\bar{c} A,dae}(q,p,-q,-p) D_{\mu\nu}(p+q) G(p) \Gamma_{ca,aaf}(p,q,-p,q).
\]

from the lattice, with \( N_g \) the number of gluons. Using also the dressing function \( G(p) = p^2 D_G(p)/N_g \), reduced (4) to

\[
0 = 1 + \frac{1}{G(p)} - \Pi(p).
\]

---

2This could be improved by using beyond-tree-level perturbation theory at large momenta or extrapolation at small momenta, to reduce lattice artifacts.
To obtain a statistical error estimate on $\Pi(p)$ it was calculated once with the average values and once with the propagators and vertex modified by its positive or negative 67% bootstrap confidence interval [10]. Likewise, $G(p)$ was obtained from the lattice calculations.

4 Results

Allowing now for a misfunction

$$f(p) = 1 + \frac{1}{G(p)} - \Pi(p),$$

this will describe how well the DSE is fulfilled. Of course, on any finite lattice $f(p) \neq 0$, as lattice artifacts will spoil the continuum DSE (4). If these are just lattice artifacts, then $f$ will vanish in the continuum limit. If not, then this implies that (4) is not the appropriate ghost DSE in minimal Landau gauge. Conversely, the calculated ghost dressing function

$$G_c(p) = \frac{1}{1 - f(p) - \Pi(p)}$$

should equal $G(p)$, within statistical errors.

As will be seen, a suitable fit ansatz for $f(p)$ in two dimensions is

$$f(p) = -\frac{A}{p^s} = -a \left( \frac{a}{p} \right)^s$$

while in higher dimensions

$$f(p) = \frac{A - Bp^s}{C + p^{2r}} = r \frac{1 - (\frac{p}{r})^s}{1 + (\frac{p}{r})^{2r}}$$

was more suitable. Both vanish at large momenta, as befits a feature introduced by Gribov copies. However, the contribution is singular in two dimensions and regular in higher dimensions. Of course, eventually the limit of $a$ and $r$ in the thermodynamic limit will be the most relevant ones, as they determine whether non-zero contributions remain. The values of the determined fit parameters are listed in appendix C.

As is visible in figures 1-3 with a zero misfunction $f$ the lattice propagator indeed does not satisfy the DSE (4) by a substantial amount. Fitting and including a misfunction $f$ using the fit ansätze (6-7), $G_c$ agrees with $G$ within a few percent. This is also shown in figures 1-3. Still, the deviations show substantial differences in the different dimensionalities.

In two dimensions it appears that a diverging difference is present, starting to become relevant at momenta below roughly half a GeV. At the smallest accessible momenta, this yields already a normalized deviation of 50%. The results only show relatively small dependence on the lattice parameters.
Figure 1: The dressing function in comparison to the DSE result in two dimensions. The left-hand side compares the measured ghost dressing function to the one obtained from (5), i.e., when including the misfunction. The right-hand side shows the ratio of the measured ghost propagator to the calculated one from (5), i.e., with the fitted misfunction, and once without, i.e., $f = 0$. The top panels compare results at different discretizations for roughly fixed physical volume, while the bottom panel compare results at fixed discretizations and different physical volumes.

In three dimensions, the difference appears already at about 1 GeV, and shows a pronounced qualitative volume dependence above and below a volume of roughly $(10 \text{ fm})^3$. There is also a significant impact from discretization, which enlarges the effect at larger momenta on finer lattices. Eventually, it seems to be a constant normalized difference in the infrared of about 40%.

In four dimensions, the smaller volumes lead to a much less clearer picture, though again below half a GeV strong, possibly sign-changing effects are observed. Here, larger volumes are clearly necessary. However, all effects set already in at momenta above the smallest non-vanishing one.

The resulting misfunctions are shown in figure 4. Together with the
propagator results in figure [1][2][3] these show quite different results in the different dimensionalities.

In two dimensions, the results show that the misfunction is singular, with an exponent of about 0.6 at large volumes. However, the prefactor decreases towards infinite volume, and becomes quite small, but seems to settle at suf-
Ficiently large volumes. This is particularly visible in the volume-dependence at fixed momentum. This suggests that even in two dimensions there remains a non-vanishing misfunction, despite the relatively good quantitative agreement between lattice [26] and continuum results [28, 29, 43]. But, as figure 1 shows, this effect is overall small at larger momenta. However, precise calculations of the running coupling in two dimensions [41] indeed

Figure 3: Same as figure 2, but in four dimensions.
Figure 4: The misfunction (left panel) and its value at fixed momentum as a function of volume (right panel) in two dimensions (top panels), three dimensions (middle panels), and four dimensions (bottom panels).

support the possibility of a slight discrepancy at very small momenta.

The situation in higher dimensions is quite different. In three dimensions, there is a qualitative change from an infrared positive misfunction to an infrared negative misfunction at a volume of about \((10 \text{ fm})^3\), which is roughly

\begin{align*}
\text{Momentum} & \\
0.01 \text{ GeV}, a=0.12 \text{ fm} & \\
0.1 \text{ GeV}, a=0.12 \text{ fm} & \\
0.01 \text{ GeV}, a=0.062 \text{ fm} & \\
0.1 \text{ GeV}, a=0.062 \text{ fm} & \\
\end{align*}
the scale where the maximum of the gluon propagator in three dimensions becomes visible \cite{11, 44}. As the momentum dependence of the misfunction shows, this is a behavior which starts at relatively large momenta, and then, with increasing volume, propagates towards the infrared. However, the details depend on the discretization, as a direct comparison at fixed volume in figure \ref{fig:compare} shows, starting later at finer discretization, though happening always. Thus, this will require a detailed study of the thermodynamic limit for a final conclusion.

In four dimensions only comparatively small volumes are available, due to the large computational costs for the ghost-gluon vertex. As so often, a similar behavior as in three dimensions is seen at somewhat smaller volumes \cite{41}, especially in the volume dependence at fixed momentum. Also, on the largest volume already a negative contribution propagating towards the infrared is seen, not unlike the situation in intermediate volumes in three dimensions. This again implies the necessity of a more detailed study of the thermodynamic limit.

However, the trend is similar in both three and four dimensions, showing an infrared negative, but constant, misfunction. In all dimensions the results are consistent with an infrared relevant misfunction in the DSE. According to the fits, they behave in two dimensions at large volumes roughly like \( p^{-0.6} \) and in three and four dimensions roughly like \( \frac{a + p^2}{b + p^4} \), within large uncertainties of the exponents.

5 Summary and discussion

The results presented are, as any lattice result, always improvable with respect to lattice artifacts. Especially finite-volume effects play an important role \cite{3, 11, 45, 51}. However, a substantial improvement will be very expensive in terms of computing time. Thus, for the moment, I will take the results at face value, to discuss whether this appears a worthwhile endeavour.

Taken at face value, the results here indicate that the DSE \eqref{eq:dse} is not the correct equation to describe the ghost propagator in minimal Landau gauge. The most consistent interpretation is that this gauge requires an additional gauge-fixing term, which would modify the DSE. This additional term only contributes at low momenta. This is consistent with the observations in \cite{30}.

This would explain why substantial obstacles are frequently encountered when trying to reproduce the characteristic screened lattice results for the propagators using non-perturbative self-consistent solutions in functional methods, see e. g. \cite{25} for an in-depth analysis of this problem. While it is possible to get decent agreement with suitable manipulations, see e. g. \cite{3, 35, 37, 52} for reviews, or suitable adjusted expansion points in semi-perturbative methods, see \cite{4} for a review, a difference in the DSEs would explain the observed problems. It has also been variously argued that addi-
tional gauge-fixing terms may be necessary to replicate the lattice minimal Landau gauge \[4, 20, 37, 53, 58\], including various limiting procedures from all Gribov regions \[17, 19, 59\] or even from the full gauge orbit \[18, 23, 24, 60\]. Such ideas have been variously implemented approximately in calculations \[16, 17, 19, 25, 59\], yielding acceptable agreement with lattice results. In fact, there is some lattice evidence which suggests that additional gauge conditions inside the first Gribov region indeed change the propagators, as expected from a gauge choice \[21, 22\]. It could be expected thus that such additional gauge conditions would alter also the DSE, or influence it in some way \[16, 20, 61\], and thereby produce the different solutions. This is in line with the results obtained in \[30\] and here.

Alternatively, it has been argued that averaging over all Gribov copies with a flat-weight, a Hirschfeld-Fujikawa gauge \[5, 6\], should yield the ordinary DSEs without modification \[39\]. It has been argued that such DSEs should yield a so-called \[62\] scaling behavior \[12–14, 16, 63–65\], and in fact this type of solution is obtained from them consistently always as well \[16, 25, 61, 66, 67\].

At the moment, none of the proposed additional gauge-fixings have been possible to be implement simultaneously in lattice calculations and functional calculations. They either suffer from the problem how to implement the cutoff by the functional $\Theta$-function \[2\] at the first Gribov horizon exactly in the continuum \[4, 16, 20\], requiring a limiting procedure not yet replicated in continuum calculations \[18, 22\], or have a sign problem or coordinate singularity in lattice implementations \[3, 4, 12–14, 16, 17, 19, 59, 63–65\]. This yields an impasse at the moment for a final resolution of the problem, which requires a full implementation of the same gauge-fixing procedure in both methods. Of course, at energy scales where hadronic physics emerges, this is likely essentially irrelevant, and a comparison in this range appears justified. In fact, once experimental quantities are accessed, they can serve as independent checks of the consistency, and remove the necessity to use the same gauge-fixing procedure in the various methods. This is only an issue as long as gauge-dependent quantities in intermediate steps should be compared. Still, this leaves an unresolved problem.

Being more skeptical of the presented results in this work, many possible improvements are obvious. One is to calculate the ghost-gluon vertex at more momentum configurations, and other measures to improve the numerical solution of the DSE. As always, lattice artifacts are a serious issue. Especially in four dimensions, but also in lower dimensions, substantially larger volumes along lines-of-constant physics need to be accessed. Only if pushed into the far asymptotic regime, this could really be taken literally. But while very expensive in terms of computing time, this is straightforward.

At a second level of improvement, it would be good to redo the same
exercise with the gluon equation or other DSEs. However, because of the two-loop terms and the appearing four-point functions, this will be technically at least two orders of magnitude more demanding. To support that the observed effect is a gauge artifact, it would be useful to repeat the same study with other ways of completing the Landau gauge in the first Gribov region. If the present interpretation is correct, this should change the misfunction. However, this will be even more expensive.

Still, this would be worthwhile, as this path could finally decide whether the infrared of gauge-dependent Yang-Mills correlation functions is indeed determined by gauge-fixing. Also, it would establish a new level of trust to comparison of gauge-dependent results between different methods.
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A Ghost-gluon vertex

The present investigation required an update in precision in the ghost-gluon vertex in three and four dimensions. Following, the form factor was calculated in three different kinematic configurations. In the back-to-back configuration the gluon has zero momentum. In the symmetric one all three momenta have equal magnitude. In the last one, the ghost momentum and the gluon momentum are orthogonal, which has the largest integration measure in the angular integral in the DSE, but otherwise unconstrained momenta. Technical details can be found in.

The results are shown in figure for three dimensions and in figure for four dimensions. The results are consistent with previous investigations for the cases with non-zero gluon momentum. The deviations from tree-level are stronger in four dimensions, and the vertex is consistent with one at vanishing (anti-)ghost momentum. Overall, the deviation from tree-level is small.

However, the situation at vanishing gluon momentum shows the effect of so far not yet observed discretization artifacts. It is visible that at coarse discretization the ghost-gluon vertex deviates more strongly from the tree-level form than at finer discretizations at fixed momentum. Especially, the distinct maximum at non-zero gluon momentum seems to be substantially reduced on finer lattices at zero gluon momentum. In four dimensions this

---

3It should be possible to do this also for FRGs, where the regulator can be included by reweighting, in a similar manner as sources.

4Note that slightly higher statistics than listed in table have been used to create the figures in the appendices.
Figure 5: The ghost-gluon vertex in three dimensions. The top-left panel shows a cut along the diagonal of the lower-right plot. The latter shows the situation with the gluon momentum being orthogonal to the ghost momentum, with interpolation of the data points for the largest volume at the intermediate discretization. The top-right panel shows the back-to-back momentum configuration and the bottom-left panel the symmetric momentum configuration.

This dependence on lattice parameters is emphasized in figures 7 and 8. It shows, especially in three dimensions, but also in four, that when moving from the coarsest to the next finer discretization the peak height reduces in the back-to-back configuration. However, there is little difference when moving then to the finest discretization. No similar effect is seen in the symmetric configuration. As there no momentum vanishes, which is more
Figure 6: The ghost-gluon vertex in four dimensions. The top-left panel shows a cut along the diagonal of the lower-right plot. The latter shows the situation with the gluon momentum being orthogonal to the ghost momentum, with interpolation of the data points for the largest volume at the intermediate discretization. The top-right panel shows the back-to-back momentum configuration and the bottom-left panel the symmetric momentum configuration.

sensitive to a finite volume, this is not completely surprising. This suggests, in line with other results from propagators \[41, 45–51\], that a discretization above or around \((1.5 \text{ GeV})^{-1}\) appears necessary to also assess finite-volume effects quantitatively reliable.
Figure 7: The systematic dependence on the lattice parameters for the ghost-gluon vertex in three dimensions. The left panels show the symmetric momentum configuration and the right panels the back-to-back momentum configuration. The top and middle panels show two cases with fixed physical volume and changing discretization and the bottom panel a case at fixed discretization and changing physical volume.
Figure 8: The systematic dependence on the lattice parameters for the ghost-gluon vertex in four dimensions. The left panels show the symmetric momentum configuration and the right panels the back-to-back momentum configuration. The top and middle panels show two cases with fixed physical volume and changing discretization and the bottom panel a case at fixed discretization and changing physical volume.

B Propagators

The results for the propagators involved are shown in figure 9 and figure 10 in three and four dimensions, respectively. The results for two dimensions
Figure 9: The ghost dressing function and the gluon propagator for the different lattice settings in three dimensions. Lattice volume increases from left to right and the lattice spacing decreases from top to bottom. Results are along all possible axes \[40\]. Errors are smaller than the symbol sizes, and the same number of configurations have been used in both cases.

It is visible that, especially in four dimensions, substantial lattice artifacts are present, especially in the infrared finite-volume effects. However, larger volumes are currently not accessible due to the requirements of com-
Figure 10: The ghost dressing function and the gluon propagator for the different lattice settings in four dimensions. Lattice volume increases from left to right and the lattice spacing decreases from top to bottom. Results are along all possible axes \[ \text{[40]} \]. Errors are smaller than the symbol sizes, and the same number of configurations have been used in both cases. The results have not been renormalized.

...putation time for the necessary statistics for the ghost-gluon vertex. Still, the largest volume in four dimension, and several lattice settings in three dimensions, approach the qualitative asymptotic behavior, which has been...
seen in many lattice investigations \cite{41,45–51}. Only the finite limit at zero momentum of the ghost dressing function in the far infrared is not yet manifest in the data. However, this is mimicked by setting it to a finite value, which is though somewhat low, when using it below this value, as described in section 3.2.

Still, an extension, especially in four dimensions, concerning lattice systematics is needed, when the necessary resources become available.

C Fit parameters

Table 2: The fit parameters of the fits (6) and (7) in two, three, and four dimensions, respectively. Note that no dimensions are given for $A$, $B$, and $C$, as to suppress error propagation due to $e$, the propagators have been made initially dimensionless by rescaling with 1 GeV. If desired, the results can be reconverted in a straightforward way.

| $d$ | $N$ | $a$ [fm] | $e$     | $A$   | $B$   | $C$   |
|-----|-----|----------|--------|-------|-------|-------|
| 2   | 120 | 0.10     | $0.7^{+0.1}_{-0.1}$ | 0.07(6) |       |       |
| 2   | 100 | 0.10     | 0.7(1) | 0.08(4) |       |       |
| 2   | 80  | 0.10     | 0.78(1) | 0.07(2) |       |       |
| 2   | 60  | 0.10     | 1.1(1) | 0.05(1) |       |       |
| 2   | 40  | 0.10     | 1.2(1) | 0.077(6) |       |       |
| 2   | 20  | 0.10     | 1.8(2) | 0.13(1) |       |       |
| 2   | 120 | 0.18     | 0.7(5) | $0.04^{+0.08}_{-0.01}$ |       |       |
| 2   | 100 | 0.18     | $0.6^{+1.1}_{-0.2}$ | $0.04^{+0.04}_{-0.03}$ |       |       |
| 2   | 80  | 0.18     | 0.6(1) | 0.06(3) |       |       |
| 2   | 60  | 0.18     | 0.62(2) | 0.07(3) |       |       |
| 2   | 40  | 0.18     | 1.4(4) | 0.02(1) |       |       |
| 2   | 20  | 0.18     | 1.5(1) | 0.055(3) |       |       |
| 3   | 80  | 0.062    | 2.2(2) | 0.0040(6) | 0.036(3) | 0.036(2) |
| 3   | 60  | 0.062    | 1.9(1) | 0.11(2) | 0.17(1) | 0.37(2) |
| 3   | 40  | 0.062    | 1.9(1) | 0.64(2) | 0.31(1) | 3.4(3) |
| 3   | 80  | 0.12     | 2.0(1) | -0.006(3) | 0.042(2) | 0.07(2) |
| 3   | 60  | 0.12     | 1.6(1) | 0.065(9) | 0.11(2) | 0.19(2) |
| 3   | 40  | 0.12     | 1.7(1) | 0.26(2) | 0.25(2) | 0.99(5) |
| 3   | 80  | 0.25     | 2.0(4) | -0.26(5) | -0.17(4) | 1.9(1) |
| 3   | 60  | 0.25     | 1.7(1) | -0.07(4) | 0.12(3) | 0.6(2) |
| 3   | 40  | 0.25     | 1.7(1) | 0.15(3) | 0.23(3) | 0.67(6) |
| 4   | 32  | 0.062    | 2.0(1) | 0.077(2) | 0.053(2) | 0.13(1) |
| 4   | 24  | 0.062    | 2.3(1) | 1.0(2) | 0.35(1) | 2.5(1) |

Continued on next page
Table 1 continued

| d  | N  | \( \beta \) | e   | A       | B       | C       |
|----|----|-------------|-----|---------|---------|---------|
| 4  | 16 | 0.062       | 4.0(1)| 433(5)  | 6.9(2)  | 3755(14) |
| 4  | 32 | 0.12        | 1.7(1)| 0.036(1)| 0.061(2)| 0.073(1) |
| 4  | 24 | 0.12        | 1.9(1)| 0.38(1) | 0.22(1) | 0.49(1)  |
| 4  | 16 | 0.12        | 1.8(1)| 3.3(1)  | 0.63(1) | 6.2(1)   |
| 4  | 32 | 0.25        | 1.7(2)| 0.0075(3)| 0.030(2)| 0.038(1) |
| 4  | 24 | 0.25        | 1.9(1)| 0.14(1) | 0.19(1) | 0.25(1)  |
| 4  | 16 | 0.25        | 1.7(1)| 1.7(1)  | 0.46(1) | 1.8(1)   |

The results for the fits (6) and (7) are listed in table 2. It should be noted that the fit parameters are correlated. Thus, varying the parameters of the fits freely inside the error bands given in table 2 creates worse agreement with the data then when taking the correlations into account. This is done for the errors in figure 3.

References

[1] V. N. Gribov, Nucl. Phys. B139, 1 (1978).
[2] I. M. Singer, Commun. Math. Phys. 60, 7 (1978).
[3] A. Maas, Phys. Rep. 524, 203 (2013), 1106.3942.
[4] N. Vandersickel and D. Zwanziger, Phys.Rept. 520, 175 (2012), 1202.1491.
[5] P. Hirschfeld, Nucl. Phys. B157, 37 (1979).
[6] K. Fujikawa, Prog. Theor. Phys. 61, 627 (1979).
[7] R. F. Sobreiro and S. P. Sorella, 13th Jorge Andre Swieca Summer School on Particle and Fields (2005), hep-th/0504095.
[8] A. Maas, Eur. Phys. J. C48, 179 (2006), hep-th/0511307.
[9] M. Böhm, A. Denner, and H. Joos, Gauge theories of the strong and electroweak interaction (Teubner, Stuttgart, 2001).
[10] K. Fujikawa, Nucl. Phys. B223, 218 (1983).
[11] S. P. Sorella, Phys. Rev. D80, 025013 (2009), 0905.1010.
[12] A. Maas, Mod. Phys. Lett. A27, 1250222 (2012).
[13] L. von Smekal, D. Mehta, A. Sternbeck, and A. G. Williams, PoS LAT2007, 382 (2007), 0710.2410.
[14] L. von Smekal, A. Jorkowski, D. Mehta, and A. Sternbeck, PoS CONFINEMENT8, 048 (2008), 0812.2992.

[15] A. Maas, Progress in Particle and Nuclear Physics 106, 132 (2019), 1712.04721.

[16] C. S. Fischer, A. Maas, and J. M. Pawlowski, Annals Phys. 324, 2408 (2009), 0810.1987.

[17] J. Serreau and M. Tissier, Phys.Lett. B712, 97 (2012), 1202.3432.

[18] C. Parrinello and G. Jona-Lasinio, Phys.Lett. B251, 175 (1990).

[19] M. Tissier, Phys. Lett. B784, 146 (2018), 1711.08694.

[20] A. Maas, Phys. Lett. B689, 107 (2010), 0907.5185.

[21] A. Sternbeck and M. Müller-Preussker, Phys. Lett. B726, 396 (2012), 1211.3057.

[22] A. Maas, Annals Phys. 387, 29 (2017), 1705.03812.

[23] S. Fachin and C. Parrinello, Phys.Rev. D44, 2558 (1991).

[24] UKQCD Collaboration, D. Henty, O. Oliveira, C. Parrinello, and S. Ryan, Phys.Rev. D54, 6923 (1996), hep-lat/9607014.

[25] A. K. Cyrol, L. Fister, M. Mitter, J. M. Pawlowski, and N. Strodthoff, Phys. Rev. D94, 054005 (2016), 1605.01856.

[26] A. Maas, Phys. Rev. D75, 116004 (2007), 0704.0722.

[27] A. Cucchieri, D. Dudal, T. Mendes, and N. Vandersickel, Phys. Rev. D93, 094513 (2016), 1602.01646.

[28] A. Cucchieri, D. Dudal, and N. Vandersickel, Phys.Rev. D85, 085025 (2012), 1202.1912.

[29] M. Q. Huber, A. Maas, and L. von Smekal, JHEP 1211, 035 (2012), 1207.0222.

[30] A. Sternbeck, M. Schaden, and V. Mader, PoS LATTICE2014, 354 (2015), 1502.05945.

[31] K. Langfeld, AIP Conf. Proc. 756, 133 (2005), hep-th/0412020.

[32] G. Dell’Antonio and D. Zwanziger, Commun. Math. Phys. 138, 291 (1991).

[33] P. van Baal, Nucl.Phys. B369, 259 (1992).
[34] D. Zwanziger, Phys. Rev. D65, 094039 (2002), hep-th/0109224.

[35] M. Q. Huber, (2018), 1808.05227.

[36] M. Q. Huber, Phys. Rev. D93, 085033 (2016), 1602.02038.

[37] P. Boucaud et al., Few Body Syst. 53, 387 (2012), 1109.1936.

[38] C. S. Fischer, Prog. Part. Nucl. Phys. 105, 1 (2019), 1810.12938.

[39] D. Zwanziger, Nucl. Phys. B412, 657 (1994).

[40] A. Cucchieri, A. Maas, and T. Mendes, Phys. Rev. D74, 014503 (2006), hep-lat/0605011.

[41] A. Maas, Phys. Rev. D91, 034502 (2015), 1402.5050.

[42] A. Cucchieri, A. Maas, and T. Mendes, Phys. Rev. D77, 094510 (2008), 0803.1798.

[43] D. Zwanziger, Phys. Rev. D87, 085039 (2012), 1209.1974.

[44] A. Cucchieri, T. Mendes, and A. R. Taurines, Phys. Rev. D67, 091502 (2003), hep-lat/0302022.

[45] O. Oliveira and P. J. Silva, Phys.Rev. D86, 114513 (2012), 1207.3029.

[46] A. Cucchieri and T. Mendes, Phys. Rev. D94, 014505 (2016), 1604.07009.

[47] A. Cucchieri and T. Mendes, Phys. Rev. Lett. 118, 192002 (2017), 1612.01279.

[48] A. Cucchieri and T. Mendes, Phys. Rev. D78, 094503 (2008), 0804.2371.

[49] A. Cucchieri and T. Mendes, Phys. Rev. Lett. 100, 241601 (2008), 0712.3517.

[50] I. L. Bogolubsky, E. M. Ilgenfritz, M. Müller-Preussker, and A. Sternbeck, Phys. Lett. B676, 69 (2009), 0901.0736.

[51] V. Bornyakov, V. Mitrjushkin, and R. Rogalyov, Phys.Rev. D89, 054504 (2014), 1304.8130.

[52] D. Binosi and J. Papavassiliou, Phys. Rept. 479, 1 (2009), 0909.2536.

[53] D. Dudal, M. Guimaraes, I. Justo, and S. Sorella, Eur. Phys. J. C75, 83 (2014), 1411.2500.
[54] D. Dudal, J. A. Gracey, S. P. Sorella, N. Vandersickel, and H. Verschelde, Phys. Rev. D78, 065047 (2008), 0806.4348.

[55] V. Mader, M. Schaden, D. Zwanziger, and R. Alkofer, Eur. Phys. J. C74, 2881 (2014), 1309.0497.

[56] M. Schaden and D. Zwanziger, Phys. Rev. D92, 025001 (2014), 1412.4823.

[57] M. Tissier and N. Wschebor, Phys. Rev. D84, 045018 (2011), 1105.2475.

[58] F. J. Llanes-Estrada and R. Williams, Phys. Rev. D86, 065034 (2012), 1207.5950.

[59] J. Serreau, M. Tissier, and A. Tresmontant, Phys. Rev. D89, 125019 (2014), 1307.6019.

[60] S. Fachin, Phys. Rev. D47, 3487 (1993).

[61] P. Boucaud et al., JHEP 06, 012 (2008), 0801.2721.

[62] R. Alkofer and L. von Smekal, Phys. Rept. 353, 281 (2001), hep-ph/0007355.

[63] A. C. Kalloniatis, L. von Smekal, and A. G. Williams, Phys. Lett. B609, 424 (2005), hep-lat/0501016.

[64] L. von Smekal, M. Ghiotti, and A. G. Williams, Phys. Rev. D78, 085016 (2008), 0807.0480.

[65] D. Mehta, A. Sternbeck, L. von Smekal, and A. G. Williams, PoS QCD-TNT09, :025 (2009), 0912.0450.

[66] C. S. Fischer and J. M. Pawlowski, Phys. Rev. D75, 025012 (2007), hep-th/0609009.

[67] C. S. Fischer and J. M. Pawlowski, Phys. Rev. D80, 025023 (2009), 0903.2193.

[68] A. Maas and D. Zwanziger, Phys. Rev. D89, 034011 (2014), 1309.1957.