RESONANT FREQUENCY OF CIRCULAR MICROSTRIP ANTENNA BASED ON BPNN
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Abstract
A Circular Microstrip Antenna (CMA) based on the backpropagation neural network (BPNN) is proposed in this paper. By considering the structure, the antenna has been designed varied dimensions. To obtain resonant frequency; we need electrical parameters and various dimensions with respect to the resonant frequency equation. According to BPNN technique, multi-layer perceptron (MLP) has been used to test the resonant frequency of CMAs and the BPNN is trained using Different learning algorithms and we have compared the results. The network accurately calculates the resonant frequency of CMA.
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1. Introduction
Cost, size, weight, ease of installation, performance, and aerodynamic profile are constraints in satellite, spacecraft, and missile applications so low-profile antennas are required. These antennas are very applicable due to the fact that they are comfortable to planar nonplanar surfaces and they are cheap and simple.[1]

For the microwave communication bands, microstrip antennas are used in high frequency tasks. These antennas have two deficiencies, low bandwidth and low power, which can be addressed by a good design, especially with a suitable choice of dielectric constant, substrate thickness, different patch shapes [2]. In [3] the design of an annular ring microstrip antenna based on ANN is studied and neural network based microstrip antenna design is studied in many papers [4] - [6]. In this paper, we designed a circular microstrip antenna that is based on BPNN. In [7], [8] the ANN is used to analyze microstrip antenna in the form of equilateral triangle and the circular patch antenna respectively. In this study, CST software is employed to obtain the resonant frequency of the suggested antenna. The performance, is calculated from several algorithms and results are tabulated.

A neural network can be considered as a simplified mathematical model of the biological neural network which consists of a collection of interconnected neurons. There is a definition of a neural network [9]: "A neural network is a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use. It resembles the brain in two respects: (1) knowledge is acquired by the network through a learning process, and (2) interneuron connection strengths known as synaptic weights are used to store the experiential knowledge."

The art of using artificial neural networks for wireless communication engineering has been achievement momentum. Some of the application of ANN are: microstrip antenna analysis, wideband mobile antenna design, adaptive beamforming, designing of microstrip antenna, CPW patch antenna, direction-of-arrival (DOA) estimation [10]. For the proposed antenna, BPNN method based on the multi-layer perceptron (MLP) has been applied to compute CMA resonant frequencies

1. Antenna design and Simulation
A circular patch in microstrip antennas is one of popular patches as shown in Fig. 1, consisting of a very thin metallic circular slot with the radius $a$ above a substrate having a relative dielectric $\varepsilon_r$ and height of $h$ on the ground plane. To design, the proposed antenna, we used CST studio software that is a full-wave software. Respect to the resonant frequency equation of the circular antenna, $f_r$ can be changed by varying the substrate height, relative permittivity and patch radius. To calculate the value of $f_r$, 88 simulation run out using CST software. Different sizes and dielectric constants for the design are considered and are shown in "Table 1".
Table 1

| $\varepsilon_r$ | $h$ | $a$ |
|-----------------|-----|-----|
| 2.2             | 0.64,1.1,2.5,3.175 | 15,18,21,24,27 |
| 3.55            | 0.64,1.1,2.5,3.175 | 13,16,1,22,25 |
| 6.5             | 0.64,1.1,2.5,3.175 | 10,13,13,19,19,22 |
| 9.8             | 0.64,1.1,2.5,3.175 | 8,11,14,17,20 |

For example, to obtain $f_r$, we simulate first specification of the table1 in CST software as shown in Fig. 2. The parameters that we used $\varepsilon_r=2.2$, $h=0.64$mm, $a=15$ mm and Fig. 2 shows the CMA that design and simulate in CST software. By using these parameters, as shown in Fig. 3, $f_r=3.7994$ and the return loss (s11) is equal to -24.696 at this resonant frequency.

2. Training and testing of BPNN

1.1 Training

In this section, we give the results of the simulation to BPNN and train it with these data. The advantages of ANN include the ability to learn, the need for low data, and simple implementation. As you can see in Fig. 4, the neural network structure is based on MLP where we give $\varepsilon_r, h$ and $a$ as inputs to the ANN and the output is the resonant frequency.

The BPNN is one of the most popular neural network algorithms. The BPNN trains the network using an error-backpropagation algorithm and knows the desired output. In fact, the BPNN is trained by supervised learning.

BPNN's training algorithm consists of two steps, forward and backward, which executes these two steps for each input and output. The target network starts from the output layer and modifies weights. As shown in Fig. 4, our network has three layers, one input layer, one hidden layer and one output layer. The input layer consists of three neurons that receive network inputs. The output layer contains one neuron that gives us the output, resonant frequency, and the hidden layer also contains three neurons. The layers are fully interconnected.

In Fig. 4, number of neurons in the hidden layer determines the network accuracy. If we increase the number of hidden layer's neurons, the accuracy of the network will rise, but the network will spend more computing time. Several algorithms are used to train the BPNN model. The algorithms that we used are Levenberg-Marquardt backpropagation (LM), Gradient descent backpropagation (GD) and Bayesian regularization (BR).

For proposed antenna 80 values of $\varepsilon_r, h$ and $a$ are used for training of BPNN model, that these data are obtained with CST software. The training of ANN is done by Matlab.
results achieved from ANN by using Matlab are shown in below figures.

Fig. 5 shows MSE plot for LM algorithm. Mean square errors (MSE) can be defined as the average squared difference between the outputs and targets. Lower values are better and also zero means no error. The best validation performance for LM algorithm is 0.0076277 at epoch 31. Epoch is defined the number of iterations of the algorithm to update the weights.

Regression (R) values calculate the correlation between outputs and targets. An R value of 1 means a close relationship, 0 a random relationship. The perfect results between output and target values is displayed by dashed line in the plot. The solid line represents the best output and target fit. The points are called outlier, which are far from the dashed line. The regression achieved is nearly approaching to 1.

The results of the other algorithms are presented below.
Gradient descent is a first-order iterative optimization algorithm to evaluate a function's local minimum.

Cells that highlight represent the lowest error rate, the best answer, as it is known that BR algorithm can calculate the resonant frequency with minimal error and has a higher accuracy than the other two algorithms. The table is used to show the accuracy of artificial neural network in some parameters that were not used in the network training process. The duration of the network training lasts less than 1 second, compared to the simulation software, which in addition to the antenna design time, is about 5 minutes requires execution and resonant frequency extraction. This network has a very high speed.

3. Conclusion

The research discussed in this paper on the application of the ANN model to obtain the Circular Microstrip Antenna (CMA) resonant frequency. The CST software with 80 different sizes and various dimensions is used to design the antennas. Applied backpropagation algorithm multilayer perceptron’s model to train and test the resonant frequencies using different learning algorithms in which Bayesian regularization (BR) give better accuracy compared to others algorithm. The results of CST and ANN model are similar which leads to a better accuracy. So, we showed that the CMA resonant frequencies are similar to ANN results. So, a significant tool in the field of antenna designing and modeling is demonstrated by this ANN. The ANN is simple computing ability, less computing time and less difficulty.
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