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Abstract: We calculate an effective Polyakov line action of QCD at large $N_c$ and large $N_f$ from a combined lattice strong coupling and hopping expansion working to second order in both, where the order is defined by the number of windings in the Polyakov line. We compare with the action, truncated at the same order, of continuum QCD on $S^1 \times S^d$ at weak coupling from one loop perturbation theory, and find that a large $N_c$ correspondence of equations of motion found in [1] at leading order, can be extended to the next order. Throughout the paper, we review the background necessary for computing higher order corrections to the lattice effective action, in order to make higher order comparisons more straightforward.
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1 Introduction

The phase diagram of QCD at strong coupling can be studied using several different approaches. Lattice simulations provide the only first-principles approach which can access the transition between the confined and deconfined phases at finite temperature. However, at non-zero chemical potential lattice simulations using conventional methods are no longer possible due to the sign problem. At small chemical potentials various adaptations are possible which allow one to evade the sign problem in simulations [2–4], and at larger chemical potentials models have been developed which can give qualitative results [5]. QCD in the strong coupling limit allows for the sign problem to be evaded since the integrals over the fermion fields and spatial link variables can be performed analytically [6]. In cases where simulations using conventional methods are possible, QCD at strong coupling exhibits features which are known to be present from simulations at more moderate couplings, such as a transition from a confining theory to a conformal one when the number of flavours is increased [7, 8]. In the limit where the coupling goes to infinity it is possible in some cases to obtain results from QCD analytically.

To further simplify calculations in $SU(N_c)$ gauge theories in general it is often convenient to work in the limit of large $N_c$. For a review see for example [9, 10]. This limit also simplifies calculations from the lattice strong coupling expansion. Specifically, at large $N_c$ the coupling dependence in the action simplifies, and factorization and translational invariance lead to further simplifications which allow the action to be formulated with a single sum over lattice sites. If one works in the static limit with heavy quark masses the fermion contribution to the action can also be written with a single sum over lattice sites. This feature makes it possible to match the equations of motion of lattice QCD at strong coupling and heavy quarks, onto those from continuum QCD on $S^1 \times S^d$ from one-loop perturbation theory, where the radius of $S^d$, $R \ll \Lambda_{\text{QCD}}^{-1}$. This was shown at leading order in [1] for $d = 3$, where calculations on $S^1 \times S^3$ reproduced results on the lattice from [11, 12]. By leading order we mean that the effective Polyakov line actions were truncated to include terms with Polyakov lines which wind once. To determine if this relationship continues to hold at higher orders, we work out the next-to-leading order contributions from diagrams including decorations/detours on singly-wound Polyakov lines, and terms with Polyakov lines wound twice.

In this paper we present a pedagogical introduction to the calculation of the lattice action of QCD at large $N_c$ from a combined strong coupling and hopping expansion, with the goal of showing how to obtain the corrections necessary to determine if the
relationship in [1] can be extended. This presentation is based on a series of papers which have laid the foundations for calculations at strong coupling. In particular there are the inaugural works of Münster et al [13–15], and recent developments by Langelage et al [16–21], which have provided details of how to determine diagrammatically the contributions at each order, and we consider in particular the contributions at large $N_c$.

In Section 2 we consider the pure gauge theory including contributions from the strong coupling expansion up to $\mathcal{O}(\beta^{2N_r})$, where $\beta = \frac{2N_c}{g}$ and $N_r$ is the number of temporal lattice slices. These can be organised order by order by means of a character expansion, and we review how to obtain the characters of representations in $SU(N_c)$ from the generalized Frobenius formula [22], after obtaining the representations in terms of double Young diagrams [23]. The effective action to this order can be expressed in terms of Polyakov loops winding once and twice around the lattice. In Section 2.5 we provide a detailed calculation of decorations following [15, 17], which stem from diagrams where singly-wound nearest-neighbour Polyakov loops include corrections from spatial deviations. Integrating out the spatial links in the decorations adds corrections to the effective action which are of order $\beta^n$ with $N_r < n < 2N_r$.

In Section 3 we consider the fermionic contribution to the action in the heavy quark limit by means of the hopping parameter expansion following [24]. As for the gauge action, integrating out the spatial degrees of freedom gives an expression in terms of Polyakov loops, which are $\mathcal{O}(\kappa^{N_r})$ for loops winding once, or $\mathcal{O}(\kappa^{2N_r})$ for loops winding twice around the temporal extent of the lattice, where $\kappa \sim \frac{1}{ma}$ for quarks of mass $m$ on lattices of spacing $a$. Diagrammatically obtaining all contributions up to $\mathcal{O}(\kappa^{2N_r})$ requires accounting for spatial detours of the singly-wound Polyakov lines, as these will give additional contributions after the spatial integrations are carried out. A detailed review (in particular of [16]) is provided in Section 3.2 where the corrections are determined up to $\mathcal{O}(\kappa^4u^2)$.

Combining these results in Section 4 allows us to extend the correspondence of equations of motion found in [1], and to calculate the corrections to the transformations which allows for conversion between the weakly-coupled and strongly-coupled theories [1]. The result is that the correspondence continues to hold when extending the lattice action to include terms with Polyakov lines which wind once and twice, corresponding to contributions up to $\mathcal{O}(\beta^{2N_r})$ and $\mathcal{O}(\kappa^{2N_r})$.

We note that the structure of this paper is in the form of a review because 1) the background required to obtain the corrections to the large $N_c$ lattice effective action is
scattered in several papers, 2) the effective action cannot be simply generalized from existing material mentioned above due to subtle differences, and 3) collecting it together makes it easier to obtain higher order contributions. Furthermore, it is interesting to consider the effect of the number of dimensions and so we work with a general number of spatial dimensions $d$.

2 Strong coupling expansion

To understand precisely how higher order corrections to the action come about we begin with a review of the lattice strong coupling expansion for the pure gauge theory. This follows closely the work in for example [16, 17, 25]. The partition function of the pure gauge theory takes the form [16]

$$ Z = \int \mathcal{D}U_0 \mathcal{D}U_i \exp \left[ -S_g \right] , \tag{2.1} $$

where $U_0(\tau, x)$ and $U_i(\tau, x)$ correspond to the temporal and spatial link variables at the site $(\tau, x)$ and $S_g$ is the Wilson action,

$$ -S_g = \frac{\beta}{2N_c} \sum_p (\text{tr} U_p + \text{tr} U_p^\dagger) , \tag{2.2} $$

with $\beta = \frac{2N_c}{g^2}$, and $\sum_p$ over all plaquettes $U_p = U_\mu(x)U_\nu(x+\hat{\mu})U_{-\mu}(x+\hat{\mu}+\hat{\nu})U_{-\nu}(x+\hat{\nu})$.

It is possible to derive an effective action analytically by integrating over the spatial link variables, such that

$$ Z = \int \mathcal{D}U_0 \exp \left[ -S_{\text{eff}}^{(g)} \right] , \tag{2.3} $$

with

$$ -S_{\text{eff}}^{(g)} = \log \int \mathcal{D}U_i \exp \left[ -S_g \right] . \tag{2.4} $$

In the strong coupling limit the Boltzmann factor $e^{-S}$ can be expanded in a perturbative series around $\beta \to 0$,

$$ \exp(-S_g) = \prod_p \left[ 1 + \frac{\beta}{2N_c} (\text{tr} U_p + \text{tr} U_p^\dagger) + \frac{1}{2} \left( \frac{\beta}{2N_c} \right)^2 ((\text{tr} U_p)^2 + (\text{tr} U_p^\dagger)^2 + 2\text{tr} U_p \text{tr} U_p^\dagger) + \ldots \right] $$
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\[(d_R u_R)^{N_R} = \frac{(d_W u_W)^{N_W}}{d_R} = u_R^{N_R}\]

Figure 1: Each spatial link integration removes a pair of oppositely oriented vertical links and contributes a factor of \(\frac{1}{d_R}\).

\[
\begin{align*}
\prod_p \left[ 1 + \frac{\beta}{2N_c} \left( \begin{array}{c}
+ \\
+ \\
\end{array} \right) + \frac{1}{2} \left( \begin{array}{c}
+ \\
+ \\
\end{array} \right) \right] \ldots \right].
\end{align*}
\]

(2.5)

In the last line the directed boxes represent plaquettes. Since each term can be written as a direct product of fundamental and antifundamental plaquettes, the series can be written as a sum over plaquettes in all irreducible representations. This technique is known as the character expansion and allows us to convert the series in (2.5) to the form [14, 23] (up to an overall constant prefactor)

\[
\exp \left( -S_g \right) = \prod_p \left[ 1 + \sum_{R \neq 0} d_R u_R \chi_R(U_p) \right].
\]

(2.6)

The sum \(\sum_{R \neq 0}\) extends over all non-trivial irreducible representations \(R\) of \(SU(N_c)\) with character \(\chi_R(U_p) = \text{tr}_R U_p\), and dimension \(d_R\). The coefficients \(u_R\) take the form of a series in \(\frac{1}{g^2} N_c\). Carrying out the product over plaquettes causes most of the terms to vanish due to the orthogonality of the characters

\[
\int_{SU(N_c)} dU \left[ \chi_R(U) \right] \left[ \chi_S(U) \right] = \delta_{RS},
\]

(2.7)

such that \(\prod_p\) can be replaced by a product over nearest neighbour sites \(\prod_{(xy)}\), when spatial integration in \(S_{\text{eff}}\) is carried out. This can be made explicit using a graphical technique [26] involving bird tracks [27]. An example relevant to this calculation is shown in Figure 1. Thus the effective action is reduced to a function of Polyakov loops, \(\text{tr} W_x \equiv \text{tr} \prod_{\tau=1}^{N_x} U_0(\tau, x)\), and takes the form [23]

\[
\exp \left( -S_{\text{eff}}^{(g)} \right) = \prod_{(xy)} \left[ 1 + \sum_{R \neq 0} u_R^{N_x} \chi_R(W_x) \chi_R(W_y^\dagger) \right],
\]

(2.8)

where the product \(\langle xy\rangle\) is over nearest neighbour spatial sites, and \(\sum_{R \neq 0}\) extends over all nontrivial irreducible representations, including the corresponding conjugate representations, if they are inequivalent (note the adjoint is its own conjugate).
2.1 Leading order couplings for general $N_c$

From the expression for the strong coupling effective action in (2.8) the leading contribution to the representation dependent couplings, resulting from planar diagrams, is given by $u_{R}^{N_c}$. The planar diagrams correspond to nearest neighbour Polyakov lines after integration of the spatial links between them as in Figure 1. Diagrams with non-planar contributions, referred to as decorations (see Figure 4), also reduce to Polyakov lines after spatial link integrations, and are discussed in Section 2.5.

For general $N_c$ the planar contribution to the $u_R$ can be obtained from [23]

$$u_R = \frac{1}{d_R} \bar{u}_R,$$

(2.9)

where $d_R$ is the dimension of the representation $R$,

$$\bar{u}_R = \sum_{n=-\infty}^{\infty} \det \left[ I_{\lambda_j+i-j+n}(x) \right],$$

(2.10)

and

$$\bar{u}_0 = \sum_{n=-\infty}^{\infty} \det \left[ I_{i-j+n}(x) \right],$$

(2.11)

with $x \equiv \frac{2}{g^2}$. $I_{\lambda_j+i-j+n}(x)$ is a modified Bessel function of the first kind. To take the determinant in (2.11), the notation is that $i,j$ refer to the elements of a $N_c \times N_c$ matrix $M$, that is $M_{ij} \equiv I_{\lambda_j+i-j+n}(x)$. The $\lambda_j$ represent the Young tableau of the representation $R$, which we define below.

The Young tableaux are labelled by $(\mu) = (\mu_1, \mu_2, ..., \mu_{N_c-1})$, where $\mu_1$ is the number of columns with 1 box, $\mu_2$ is the number of columns with 2 boxes etc. ending with the number of columns with $N_c - 1$ boxes. In this way we obtain the following labels

$$(\mu) = (1,0,0,...) \quad \text{Fundamental,}$$

$$(\mu) = (2,0,0,...) \quad \text{Symmetric,}$$

$$(\mu) = (0,1,0,...) \quad \text{Antisymmetric,}$$

$$(\mu) = (1,0,0,...,0,1) \quad \text{Adjoint}.\quad (2.12)$$

To use (2.9) - (2.11) it is necessary to convert to another notation where the labels descend in magnitude $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_{N_c}$. The definition is $\{\lambda\} = \{\lambda_1, \lambda_2, ..., \lambda_{N_c}\}$,
where $\lambda_i = \mu_i + \mu_{i+1} + \ldots + \mu_{N_c-1}$, such that $\lambda_{N_c-1} = \mu_{N_c-1}$, and $\lambda_{N_c} = 0$. In this notation the representations are labelled

$$
\{ \lambda \} = \{1, 0, 0, \ldots\} \quad \text{Fundamental},
\{ \lambda \} = \{2, 0, 0, \ldots\} \quad \text{Symmetric},
\{ \lambda \} = \{1, 1, 0, \ldots\} \quad \text{Antisymmetric},
\{ \lambda \} = \{2, 1, 1, \ldots, 1, 0\} \quad \text{Adjoint}.
$$

The dimensions of the Young tableaux can be obtained from the factors over hooks rule [28]. These are

$$
d_F = N_c \quad \text{Fundamental},
\quad d_S = \frac{1}{2} N_c (N_c + 1) \quad \text{Symmetric},
\quad d_{AS} = \frac{1}{2} N_c (N_c - 1) \quad \text{Antisymmetric},
\quad d_{Adj} = N_c^2 - 1 \quad \text{Adjoint}.
$$

(2.14)

Evaluating (2.11) for large $N_c$ gives

$$
\tilde{u}_0 \xrightarrow{N_c \to \infty} 1 + \frac{x^2}{4} + \frac{x^4}{32} + \frac{x^6}{384} + \frac{x^8}{6144} + \ldots,
$$

(2.15)

where in practice one works numerically for larger and larger $N_c$ until there are no more contributions at the order one is considering (here $O(x^8)$). For the $\tilde{u}_R$ from (2.10) we find

$$
\tilde{u}_F \xrightarrow{N_c \to \infty} \frac{x}{2} + \frac{x^3}{8} + \frac{x^5}{64} + \frac{x^7}{768} + \ldots,
$$

(2.16)

$$
\tilde{u}_S \xrightarrow{N_c \to \infty} \frac{x^2}{8} + \frac{x^4}{32} + \frac{x^6}{256} + \ldots,
$$

(2.17)

$$
\tilde{u}_{AS} \xrightarrow{N_c \to \infty} \frac{x^2}{8} + \frac{x^4}{32} + \frac{x^6}{256} + \ldots,
$$

(2.18)

$$
\tilde{u}_{Adj} \xrightarrow{N_c \to \infty} \frac{x^2}{4} + \frac{x^4}{16} + \frac{x^6}{128} + \ldots,
$$

(2.19)

and for the $u_R$ from (2.9)

$$
u_F \xrightarrow{N_c \to \infty} \frac{1}{N_c} \left( \frac{x}{2} \right) \equiv u,
$$

(2.20)

$$
u_S \xrightarrow{N_c \to \infty} \frac{2}{N_c^2} \left( \frac{x^2}{8} \right) = u^2,
$$

(2.21)
2.2 Double Young diagrams

In the large $N_c$ limit, the calculation of the planar contribution to the couplings $u_R$ obtained in the previous section can be simplified following [23]. To use this simplification it is necessary to extend the concept of Young diagrams to so called double Young diagrams, where one decomposes the representation $R$ into complex conjugate contributions $r$ and $\bar{s}$, such that the Young diagram for $r$ appears on the r.h.s., and that for $\bar{s}$ appears in a mirrored form on the l.h.s. An example is given in Figure 2, using notation in which the complete representation has the form $\{\lambda\} = \{n;m\} = \{-n_1, -\ldots, -n_{N_c}; m_{N_c}, \ldots, m_1\}$, where $m_i$ represent the number of boxes in the $i$th row on the r.h.s., $n_i$ give the number of boxes in the $i$th row on the l.h.s., and $|\lambda| = |m| + |n|$ with $|m| \equiv \sum_{i=1}^{N_c-1} m_i$, $|n| \equiv \sum_{j=1}^{N_c} n_j$. From here on we will adopt the notation that the $m_i$ and $n_j$ which are zero will be omitted from the label $\{n;m\}$.

It is now possible to calculate the coefficients (2.20)-(2.23) in the limit $N_c \to \infty$, using [23]

$$u_R = d_R^{-1} \frac{\sigma_{\{m\}}}{|m|!} \frac{\sigma_{\{n\}}}{|n|!} (N_c u)^{|\lambda|},$$

where $d_R$ is the dimension of the full representation $R$ and $\sigma_{\{m\}}$ ($\sigma_{\{n\}}$) refers to the number of times the representation $r$ ($\bar{s}$) appears in the fundamental tensor product $U^{\otimes|m|}$ (antifundamental tensor product $\overline{U}^{\otimes|n|}$). The fractions $\frac{\sigma_{\{k\}}}{|k|!}$ are calculated using

$$\frac{\sigma_{\{k\}}}{|k|!} = d_{\{k\}} \prod_{i=0}^{N_c-1} \frac{i!}{(k_{N_c-i}+i)!}. \quad (2.25)$$

$^1$To convert between the $\{\lambda\}$ of the double Young diagram notation and that of the previous section we note that each of the conjugate representation columns with $k$ boxes corresponds to a column with $N_c-k$ boxes in an ordinary Young diagram.
To calculate the action up to order \( u^{2N_c} \) it is necessary to include the representations with \( |\lambda| \leq 2 \), i.e. the double Young diagrams with two or fewer boxes. These correspond to the fundamental, symmetric, antisymmetric and adjoint representations and the corresponding conjugate representations. The double Young diagrams for these representations are sketched in Figure 3. For example the adjoint representation has the partition \( \{\lambda\} = \{-1; 1\} \) in the \( \{n; m\} \)-notation and

\[
\frac{\sigma_{\{m\}}}{|m|!} = \frac{\sigma_{\{n\}}}{|n|!} = d_F \prod_{i=0}^{N_c-1} \frac{i!}{(n_{N_c-i} + i)!} = N_c \frac{(N_c - 1)!}{N_c!} = 1.
\] (2.26)

Inserting this in (2.24) yields the character coefficient

\[
u_{\text{Adj}} = \frac{N_c^2}{N_c^2 - 1} u^2,
\] (2.27)

which, since we are working in the large \( N_c \) limit, gets reduced to

\[
u_{\text{Adj}} \to u^2,
\] (2.28)

in agreement with (2.23). For the symmetric and antisymmetric representations, the character coefficients are

\[
u_S = \frac{N_c}{N_c + 1} u^2 \to u^2,
\] (2.29)

\[
u_{\text{AS}} = \frac{N_c}{N_c - 1} u^2 \to u^2,
\] (2.30)

in agreement with (2.21) and (2.22).

### 2.3 Calculating the characters

To obtain the character of an arbitrary representation and write it in terms of powers of the fundamental \( \text{tr}U \) and antifundamental \( \text{tr}U^\dagger \), one can apply the Frobenius formula (2.36). For some representations it is simpler to use the Frobenius formula only to obtain totally symmetric representations, and then obtain other representations from tensor products with these [29, 30]. For other representations this technique is exhausting to implement and in these cases it makes sense to obtain the characters more directly. This can be achieved by using the generalized Frobenius formula (2.31), which extends the Frobenius formula to work with double Young diagrams [22, 29]. In this section we review the generalized Frobenius formula as described in [22] and calculate
the characters of representations with $|\lambda| \leq 2$. What is new is the connection of the 
generalized Frobenius formula with the double Young diagram notation.

For a representation $R$ which can be decomposed in the double Young diagram 
notation to $\bar{sr}$, we can calculate the complete character of the combined representation 
using the generalized Frobenius formula [22]

$$
\chi_{\bar{sr}}(U, U^\dagger) = \sum_{\sigma \in S_{|m|}} \chi_\sigma^{(r)} \prod_{j=1}^{|m|} j^{s_j} \sigma_j! \prod_{i=1}^{|n|} i^{t_i} \tau_i! Y_{\tau \sigma}(U, U^\dagger).
$$

(2.31)

where $\chi_\sigma^{(r)}$ ($\chi_\tau^{(s)}$) is the character of the conjugacy class of $\sigma$ ($\tau$) in the representation 
r ($s$), as given in chapter 7 of [29]. For example, the fundamental, symmetric, and 
antisymmetric representation characters are calculated by using the process of regular application

$$
\chi_\sigma^F: \quad \chi_{[1]}^\{1\} = \begin{array}{c}
\hline
\end{array} = 1,
$$

$$
\chi_\sigma^S: \quad \chi_{[1^2]}^\{2\} = \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} = 1, \quad \chi_{[2]}^\{2\} = \begin{array}{c}
1
\end{array} \begin{array}{c}
1
\end{array} = 1,
$$

(2.32)

$$
\chi_\sigma^{AS}: \quad \chi_{[1^2]}^\{1,1\} = \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} = 1, \quad \chi_{[2]}^\{1,1\} = \begin{array}{c}
1
\end{array} \begin{array}{c}
1
\end{array} = -1.
$$
The adjoint representation contains two factors of the fundamental character since in double Young diagram notation it is given by \([-1:1]\). Each diagram receives a factor of \(-1\) for each negative application, which occurs each time a number is repeated over an even number of rows.

In order to fix notation, we define the permutation \(\sigma \in S_{|m|}\) (and similarly \(\tau \in S_{|m|}\)) in terms of its conjugacy class as \(\sigma \equiv [1^{\sigma_1} \ldots |m|^{\sigma_{|m|}}]\), where \(\sigma_j\) denotes the number of cycles of length \(j\), and \(\sum_{j=1}^{|m|} j \sigma_j = |m|\) (and likewise for \(\tau\)). Since the permutations can be factorized, \(\sigma = \prod_j [j^{\sigma_j}]\), then

\[
\Upsilon_{\tau\sigma}(U, U^\dagger) = \prod_j \Upsilon_{[j^{\sigma_j}][j^{\tau_j}]}(U, U^\dagger),
\]

where the \(\Upsilon_{[j^{\sigma_j}][j^{\tau_j}]}(U, U^\dagger)\) are defined as \([22]\)

\[
\Upsilon_{[j^{\sigma_j}][j^{\tau_j}]}(U, U^\dagger) = \sum_{k=0}^{\min(\sigma_j, \tau_j)} \binom{\sigma_j}{k} \binom{\tau_j}{k} (-1)^k j^k k! (\text{tr}U^j)^{\sigma_j-k} (\text{tr}U^\dagger)^{\tau_j-k}. \tag{2.34}
\]

It is now possible to calculate the character for an arbitrary representation. We show explicitly how to calculate the characters for the adjoint, symmetric and antisymmetric representations. For the adjoint representation \(s = r = \{1\}\), \(\tau = \sigma = [1]\) and \(\chi^{\{1\}}_{\{1\}} = 1\) from (2.32). The character of the adjoint is, from (2.31) and (2.34),

\[
\chi_{\{−1;1\}}(U, U^\dagger) = \text{tr}U \text{tr}U^\dagger - 1. \tag{2.35}
\]

The symmetric and antisymmetric representations only need one side of a double Young diagram, then \(R = r\) and it is more convenient to use the form of the Frobenius formula for ordinary Young diagrams,

\[
\chi_R(U) = \sum_{\sigma \in S_{|\lambda|}} \frac{\chi^R_{\sigma}}{\prod_{j=1}^{|\lambda|} j^{\sigma_j} \sigma_j!} \Upsilon_{\sigma}(U), \tag{2.36}
\]

with

\[
\Upsilon_{[j^{\sigma_j}]}(U) = (\text{tr}U^j)^{\sigma_j}. \tag{2.37}
\]

For the symmetric representation \(R = \{2\}\), \(\sigma \in S_2\) has the possible permutations \([1^2], [2]\), and the characters \(\chi^{\{2\}}_{[1^2]} = \chi^{\{2\}}_{[2]} = 1\). Thus the character of the symmetric representation is

\[
\chi_{\{2\}}(U) = \frac{1}{2} [(\text{tr}U)^2 + \text{tr}(U^2)]. \tag{2.38}
\]
For the antisymmetric representation \( R = \{1, 1\} \), and \( \sigma \) has again the possible permutations \([1^2], [2]\), and characters \( \chi^{\{1,1\}}_{[2]} = 1 \), and \( \chi^{\{1,1\}}_{[1]} = -1 \). So the character of the antisymmetric representation becomes

\[
\chi^{\{1,1\}}(U) = \frac{1}{2} \left[ (\text{tr} U)^2 - \text{tr} (U^2) \right].
\]

(2.39)

To summarize, the characters are

\[
\begin{align*}
\chi_F(U) &= \text{tr} U, \\
\chi_{Ad}^\dagger(U) &= \text{tr} \text{tr} U^\dagger - 1, \\
\chi_S(U) &= \frac{1}{2} \left[ (\text{tr} U)^2 + \text{tr} (U^2) \right], \\
\chi_{AS}(U) &= \frac{1}{2} \left[ (\text{tr} U)^2 - \text{tr} (U^2) \right],
\end{align*}
\]

(2.40)

which is of course well-known (see e.g. [23]). While these examples are straightforward the procedure is general and provides a way to directly obtain any character in its most compact form in terms of \( \text{tr}(U^a) \) and \( \text{tr}(U^{\dagger b}) \).

### 2.4 Effective action at \( \mathcal{O}(\beta N_c) \) and \( \mathcal{O}(\beta^2 N_c) \)

With the coefficients \( u_R \) and the characters \( \chi_R(W) \) it is now possible to calculate the gluonic part of the effective action explicitly at \( \mathcal{O}(\beta N_c) \) and \( \mathcal{O}(\beta^2 N_c) \) using the character expansion in (2.8). At this order it is necessary to include the fundamental, symmetric, antisymmetric, and the adjoint representations, with the corresponding \( u_R \) obtained in (2.20)-(2.23), and \( \chi_R(W) \) in (2.40). With the exception of the adjoint, each representation has a non-equivalent conjugate representation, \( \overline{R} \), with character \( \chi_R(W^\dagger) \), which must also be included. Plugging the characters and their coefficients into (2.8) to obtain the effective action leads to

\[
e^{-S_{\text{eff}}^{(g)(2)}} = \prod_{(xy)} \left[ 1 + \sum_{R \in M} u^{N_R}_R \chi_R(W_x) \chi_R(W_y^\dagger) \right] \]

\[
= \prod_{(xy)} \left[ 1 + u^{N_R} \left( \text{tr} W_x \text{tr} W_y^\dagger + \text{tr} W_x^\dagger \text{tr} W_y \right) \right. \\
+ u^{2N_R} \left( \frac{1}{2}(\text{tr} W_x)^2(\text{tr} W_y^\dagger)^2 + \frac{1}{2}(\text{tr} W_x^\dagger)^2(\text{tr} W_y)^2 + \frac{1}{2} \text{tr}(W_x^2)\text{tr}(W_y^{\dagger 2}) \right. \\
+ \frac{1}{2} \text{tr}(W_x^{\dagger 2})\text{tr}(W_y^2) + \text{tr} W_x \text{tr} W_x^\dagger \text{tr} W_y \text{tr} W_y^\dagger \right. \\
- \text{tr} W_x \text{tr} W_x^\dagger - \text{tr} W_y \text{tr} W_y^\dagger + 1 \left. \right] ,
\]

(2.41)
where $M = \{F, \overline{F}, S, \overline{S}, AS, \overline{AS}, \text{Adj}\}$ denotes the set of representations with $|\lambda| \leq 2$, and we have used translation invariance and the fact that the product extends over all nearest neighbours to simplify the result. Expanding the logarithm and collecting terms up to $O(u^2 N \tau)$ leads to (up to an additive constant)

$$-S^{(g)(2)}_{\text{eff}} = \sum_{(xy)} [2u^{N_r} \text{tr} W_x \text{tr} W_y^\dagger + u^{2N_r} (\text{tr}(W_x^2) \text{tr}(W_y^2) - 2 \text{tr} W_x \text{tr} W_y^\dagger)] .$$

(2.42)

Since we are working in the limit of large $N_c$, factorization (expanding $\langle e^{-S_{\text{eff}}} \rangle$ and using $\langle O(x)O(y) \rangle \xrightarrow[N_c\to\infty]{} \langle O(x) \rangle \langle O(y) \rangle$) and translational invariance can be used to obtain a simpler expression, as in [11]. This is achieved by adding and subtracting mean field expectation values $w_n \equiv \langle \text{tr}(W_n^2) \rangle$, and $w_n^* \equiv \langle \text{tr}(W_n^2) \rangle$, such that

$$-S^{(g)(2)}_{\text{eff}} = \sum_{(xy)} \left[ 2u^{N_r} \left( \text{tr} W_x - w_1 + w_1 \right) \left( \text{tr} W_y^\dagger - w_1^* + w_1^* \right) \right.
\left. + u^{2N_r} \left( \text{tr}(W_x^2) - w_2 + w_2 \right) \left( \text{tr}(W_y^2) - w_2^* + w_2^* \right) - 2 \left( \text{tr} W_x - w_1 + w_1 \right) \left( \text{tr} W_y^\dagger - w_1^* + w_1^* \right) \right] ,$$

(2.43)

can be written as

$$-S^{(g)(2)}_{\text{eff}} = d \sum_x \left[ 2u^{N_r} \left[ w_1 \text{tr} W_x^\dagger + w_1^* \text{tr} W_x - w_1 w_1^* \right] + u^{2N_r} \left[ w_2 \text{tr}(W_x^2) + w_2^* \text{tr}(W_x^2) - w_2 w_2^* \right]
\right. - \left. 2 w_1^* \text{tr} W_x - 2 w_1 \text{tr} W_x^\dagger + 4 w_1 w_1^* \right] + S ,$$

(2.44)

where

$$S \equiv \sum_{(xy)} \left[ 2u^{N_r} \left[ (\text{tr} W_x - w_1)(\text{tr} W_y^\dagger - w_1^*) \right]
\right. + \left. u^{2N_r} \left[ (\text{tr}(W_x^2) - w_2)(\text{tr}(W_y^2) - w_2^*) - 2(\text{tr} W_x - w_1)(\text{tr} W_y^\dagger - w_1^*) \right] \right] .$$

(2.45)

In the large $N_c$ limit, factorization and translational invariance cause $S = 0$, allowing us to simplify (2.44) by removing the contribution from the nearest neighbour sum. In the case of general $N_c$ dropping $S$ is equivalent to taking the mean field limit [31], $\epsilon \equiv \text{tr}(W_n^2) - w_n \to 0$, $\epsilon^* \equiv \text{tr}(W_n^2) - w_n^* \to 0$, where all terms of $O(\epsilon \epsilon^*)$ are dropped.
Figure 4: Nearest neighbour Polyakov loops with decorations of $O(u^8)$ or lower which reduce to ordinary Polyakov loops after spatial link integration.

In the confined phase it is straightforward to check that $\sum_x \langle W^u_x \rangle \to 0$ with the original action in (2.42), by expanding in powers of $u$, and performing the group integrals. The same result is obtained from the simplified form in (2.44) with $S = 0$, using the equations of motion, and the techniques in [32, 33]. In the deconfined phase, we can only solve the integral using the equations of motion since $u^{N_r} d > 1$, so expanding the exponential in powers of $u$ is no longer possible.

2.5 Decorations

Until now we have only considered planar diagrams corresponding to Polyakov loops with one and two windings. However, at orders in between $O(\beta^{N_r})$ and $O(\beta^{2N_r})$ there are various nonplanar graphs which contribute to the action, depending on the value of $N_r$, called decorations. In order to fit the form of the effective action in (2.8) these graphs reduce to singly wound nearest neighbour Polyakov lines after spatial link integration. The leading order contributions are depicted in Figure 4.

Instead of taking the logarithm of (2.6) and expanding as before, one can use the method of moments and cumulants [14] to rewrite the effective action using a cluster
\[- S_{\text{eff}} = \log \int \mathcal{D}U_i \prod_p \left[ 1 + \sum_{R \neq 0} d_R u_R \chi_R (U_p) \right] = \sum_{C=(X^{n_j})} a(C) \prod_j \Phi(X_j)^{n_j} \quad (2.46)\]

with
\[\Phi(X_j) = \int \mathcal{D}U_i \prod_{p \in X_j} d_R u_R \chi_R (U_p), \quad (2.47)\]

where the \(X_j\) denote distinct polymers, each of which occurs \(n_j\) times. A polymer is a connected collection of plaquettes and the contribution of a polymer, \(\Phi(X_j)\), is the value the polymer yields when tiled with plaquettes of a certain representation \(R_p\) and integrated over. To determine the contributions to the effective action it is necessary to collect all polymers which result in \(\prod_j \Phi(X_j)^{n_j} \propto \text{tr} W_x \text{tr} W_y^\dagger\). The product over \(j\) in (2.46) contains all disconnected polymers forming the cluster \(C\), the sum extends over all clusters and \(a(C)\) is a combinatorial factor which is 1 if the cluster is a single polymer and \(-1\) if it contains two distinct connected polymers\(^2\). The product \(\prod_{p \in X_j}\) in (2.47) is over all plaquettes in the polymer \(X_j\).

At this point it is possible to construct all decorations that contribute at a particular order, but certain selection rules exist which ease the task. The first rule specifies that the cluster should not have any free single links, except for those that will form the Polyakov loops after integration of the remaining links, since the action should be equal to (2.8), where \(u_F \rightarrow \lambda_1 u_F\) to incorporate the nonplanar contributions from the decorations. No integrals over the temporal links are carried out. After spatial integration the temporal links of the decorations are connected by delta functions and simply result in factors of \(N_c\) due to the invariance of the Kronecker symbol [26]
\[\delta_{ii} U_{ij} \delta_{jk} U^\dagger_{kl} = \begin{array}{c} \hline \hline \hline \end{array} = \bigcirc = \delta_{ii} = N_c. \quad (2.48)\]

The second rule specifies that when \(n\) plaquettes with representations \(R_{p_1}, \ldots, R_{p_n}\) join in a link, the Kronecker product must contain a singlet in its Clebsch-Gordan series if the integral over this link is to give a nonzero result, that is
\[\int dU \ U_{R_{p_1}} U_{R_{p_2}} \ldots U_{R_{p_n}} \neq 0 \quad (2.49)\]
iff
\[R_{p_1} \otimes \ldots \otimes R_{p_n} = 1 \oplus \ldots \quad (2.50)\]
\(^2\)If there are more than two connected polymers then the combinatorial factor \(a(C)\) can be determined using the procedure outlined in section 3.4 of [14].
Table 1: Contributions to $\lambda_1$ from the decorations up to $O(u^8)$.

| $\alpha$ | $\xi_\alpha(u, N_\tau)$ |
|----------|--------------------------|
| $a$      | $2(d-1)N_\tau u^4$      |
| $b$      | $2(d-1)N_\tau u^6$      |
| $c$      | $-4(d-1)N_c^2 N_\tau u^8$ |
| $d$      | $2(d-1)(2N_c^2 - 1)N_\tau u^6$ |
| $e$      | $2(d-1)^2 N_\tau (N_\tau - 3)u^8$ |
| $f$      | $2(d-1)(2d-3)N_\tau u^8$ |
| $g$      | $2(d-1)N_\tau u^8$      |
| $h$      | $2(d-1)(2d-3)N_\tau u^8$ |
| $i$      | $4(d-1)(4d-7)N_\tau u^8$ |

In this way the cluster expansion gives rise to the contributions shown in Figure 4 (up to $O(u^8)$). Following the procedure in [15, 17] all contributing decorations that reduce to singly-wound Polyakov lines after spatial integration result in additional powers of $u$, which can be combined into a prefactor $\lambda_1$ such that

$$S_{\text{eff}}^{(g)(1)} \to \lambda_1 S_{\text{eff}}^{(g)(1)}.$$  \hspace{1cm} (2.51)

The complete action will be a sum over all the diagrams of Figure 4 as well as the Polyakov loops without any decorations such that

$$\lambda_1 S_{\text{eff}}^{(g)(1)} = \left[ 1 + \sum_{\alpha=a..i} \xi_\alpha(u, N_\tau) \right] S_{\text{eff}}^{(g)(1)},$$  \hspace{1cm} (2.52)

where $\xi_\alpha(u, N_\tau)$ refers to the contribution from the diagram in Figure 4$\alpha$, with $\alpha = a, ..., i$.

A detailed derivation of the diagrams in Figure 4 including decorations up to $O(u^8)$ is given in appendix A and summarized in Table 1. A useful check is to consider $d = 1$ where it is clear that there are no decorations! It is important to clarify that the combinatorial factor arising from the attachment of the same cluster in different orientations differs from [15], because our “sheet”, to which the decorations are attached, is only one lattice spacing wide whereas in [15] an infinite sheet is considered. Performing the sum over all contributions to order $O(u^8)$ results in

$$\lambda_1 S_{\text{eff}}^{(g)(1)} = \left[ 1 + 2(d-1)N_\tau u^4 + [2(d-1)^2 N_\tau^2 + 2(d-1)(9d-16)N_\tau] u^8 \right] S_{\text{eff}}^{(g)(1)}.$$  \hspace{1cm} (2.53)
We note that it is possible to exponentiate $\lambda_1$ to account for a selection of the higher order terms which result from attaching multiple decorations,

$$\lambda_1 = \exp \left[ N_\tau P(u, N_\tau) \right], \quad (2.54)$$

where $P(u, N_\tau)$ is a polynomial containing the basic decorations to be exponentiated. The benefit of this partial resummation is that convergence appears to be improved [17].

Decorations could also be added to adjacent Polyakov loops winding twice around the lattice, but the resulting corrections are of higher order than $u^{2N_\tau}$, so we leave that for future research.

## 3 Hopping expansion

We now turn our attention to the fermion contribution of the effective action considering specifically the heavy quark limit. Adding a quark term to the action of QCD leads to a partition function of the form

$$Z = \int DU_0 DU_i \exp \left[ -S_q - S_\varphi \right]. \quad (3.1)$$

$S_q$ denotes the quark action, which can be written in terms of the fermion determinant

$$e^{-S_q} = \det D, \quad (3.2)$$

where $D \equiv (D + \gamma_0 \mu + m)$. Expanding the fermion determinant for large quark mass $m$ will prove to be convenient. For sufficiently large quark mass the static limit is valid and the determinant can be formulated in terms of Polyakov loops.

In this section we review the expansion of the fermion determinant in powers of the inverse quark mass following closely the approach in [24]. For Wilson type fermions the Dirac operator can be written as $D = 1 - \kappa H$ with $\kappa = \frac{1}{2(\alpha m + d + 1)}$, lattice spacing $a$, and number of spatial dimensions $d$. $H$ is the hopping matrix, which picks out the nearest neighbour terms in the Dirac operator and is defined as

$$H(x, y)_{\alpha\beta}^{ab} = \sum_{\nu=\pm 0}^{d} (1 - \gamma_{\nu})_{\alpha\beta} U_{\nu}(\tau, x)_{ab} \delta_{x+y, \nu}, \quad (3.3)$$

where $\alpha, \beta$ are Dirac indices, $a, b$ are colour indices, and $x, y$ are sites on the lattice. The $\gamma_\nu$ are the Euclidean gamma matrices (with $\gamma_{-\nu} \equiv -\gamma_\nu$). $U_\nu$ is a link in the $\nu$
direction, and \( \hat{\nu} \) is the unit vector in the \( \nu \) direction. To include a chemical potential \( \mu \) in the theory, a factor of the fugacity \( f_\nu(\mu) \) must be included in the sum in (3.3) with
\[
f_\nu(\mu) = \begin{cases} 
1 & \text{for } \nu = \pm 1, \ldots, \pm d \\
e^{\pm a \mu} & \text{for } \nu = \pm 0
\end{cases}.
\] (3.4)

At large quark mass it is possible to perform a hopping expansion in the variable \( \kappa \) such that the fermion determinant is given in terms of \( H \) as
\[
\det D = \exp \left( - \sum_{s=1}^{\infty} \frac{\kappa^s}{s} \text{tr}[H^s] \right),
\] (3.5)
where the trace is over Dirac space (D), colour space (C) and flavour space (F), and leads to a contraction of the lattice site indices, that is
\[
\text{tr}[H^s] \equiv \sum_x \text{tr}_D \text{tr}_C \text{tr}_F H^s(x, x)
\]
\[
= N_f \sum_x \sum_{\nu_1, \ldots, \nu_s=\pm 0}^{\pm d} \text{tr}_D \left[ \prod_{i=1}^{s} (1 - \gamma_{\nu_i}) \right]
\times \text{tr}_C \left[ U_{\nu_1}(x) U_{\nu_2}(x + \hat{\nu}_1) \ldots U_{\nu_s}(x + \hat{\nu}_1 + \ldots + \hat{\nu}_{s-1}) \right] \prod_{i=1}^{s} f_{\nu_i}(\mu) \delta_{x + \hat{\nu}_1 + \ldots + \hat{\nu}_s, x}.
\] (3.6)
Due to the delta function, only a sequence of links \( U_{\nu_i} \) that form a closed loop will contribute, reducing the second sum to a sum over loops \( l \) of \( s \) links. Thus the product of fugacities takes the form
\[
\prod_{i=1}^{s} f_{\nu_i}(\mu) = e^{\pm an_l \mu N_T},
\] (3.7)
where \( n_l \) is the number of windings in the temporal direction of the loop \( l \), and \( \pm \) refers to the direction of the winding. Using this in (3.6) simplifies the fermion determinant to the form
\[
\det D = \exp \left[ - N_f \sum_{s=1}^{\infty} \frac{\kappa^s}{s} \sum_x \sum_{l \in \mathcal{L}_x^{(s)}} e^{\pm an_l \mu N_T} \text{tr}_D \left[ \prod_{i=1}^{s} (1 - \gamma_{\nu_i}) \right]
\times \text{tr}_C \left[ U_{\nu_1}(x) U_{\nu_2}(x + \hat{\nu}_1) \ldots U_{\nu_s}(x - \hat{\nu}_s) \right] \right],
\] (3.8)
where \( \mathcal{L}_x^{(s)} \) refers to the set of closed loops \( l \) of length \( s \) which start at site \( x \), and \( U_{\nu_i}(x + \hat{\nu}_1 + \ldots + \hat{\nu}_{s-1}) \) from (3.6) is equal to \( U_{\nu_s}(x - \hat{\nu}_s) \) since the product of links forms a closed loop \( l \).
3.1 Fermion effective action at $O(\kappa N_f)$ and $O(\kappa^2 N_f)$

An effective quark action can be constructed in a manner similar to the effective gluon action in section 2, by integrating over the spatial link variables

$$-S_{\text{eff}}^{(q)} = \log \int D U_i \exp[-S_q] = \log \int D U_i \det(D) . \quad (3.9)$$

After integration of the spatial links the sum over loops $l$ in the fermion determinant \((3.8)\) will only contain Polyakov loops. The contributions up to $O(\kappa^2 N_f)$ include closed loops with $s = N_f$ and $s = 2N_f$ links, winding in either the negative or positive temporal direction, such that plugging \((3.8)\) into \((3.9)\) gives the effective action

$$-S_{\text{eff}}^{(q)} = N_f \sum_x \frac{K^{N_f}}{N_f} \text{tr}_D \left[ (1 - \gamma_0)^{N_f} \right] \left( e^{a \mu N_f} \text{tr} W_x + e^{-a \mu N_f} \text{tr} W_x^\dagger \right)$$

$$- N_f \sum_x \frac{K^{2N_f}}{2N_f} \text{tr}_D \left[ (1 - \gamma_0)^{2N_f} \right] \left( e^{2a \mu N_f} \text{tr}(W_x^2) + e^{-2a \mu N_f} \text{tr}(W_x^{12}) \right) \quad (3.10)$$

$$+ O(\kappa^{3N_f}) .$$

Leaving $N_f$ arbitrary, the remaining trace over the (Euclidean) $\gamma_0$ matrix can be evaluated simply by expanding the contents and using $\gamma_0^2 = 1$ as

$$\text{tr}_D \left[ (1 - \gamma_0)^n \right] = 2^n \text{tr}_D [1 - \gamma_0] = 2^{\left\lfloor \frac{d-1}{2} \right\rfloor} 2^n , \quad (3.11)$$

where $[...]$ rounds down to the nearest integer. This simplifies \((3.10)\), but before writing the full contribution a factor of $-1$ is needed for odd winding number $n$ due to anti-periodic boundary conditions on fermions [16]. The effective quark action up to $O(\kappa^{2N_f})$ then becomes [16]

$$-S_{\text{eff}}^{(q)(2)} = 2^{\left\lfloor \frac{d-1}{2} \right\rfloor} N_f (2\kappa)^{N_f} \sum_x \left[ e^{a \mu N_f} \text{tr} W_x + e^{-a \mu N_f} \text{tr} W_x^\dagger \right]$$

$$- 2^{\left\lfloor \frac{d-1}{2} \right\rfloor} N_f (2\kappa)^{2N_f} \sum_x \left[ e^{2a \mu N_f} \text{tr}(W_x^2) + e^{-2a \mu N_f} \text{tr}(W_x^{12}) \right] , \quad (3.12)$$

where the remaining traces are only over colour space.

3.2 Spatial detours

There are additional diagrams which result in Polyakov line contributions to the effective heavy quark action when the gluonic contribution to the action is included. It
Figure 5: One of the leading order spatial detours (5a). After tiling (5b) and integration it yields a Polyakov loop (5c) with a multiplicative factor of $u^2$ from the two plaquette tiles and $\kappa^2$ from the two spatial hops.

Figure 6: The first three detours of $O(\kappa^2 u^n)$.

It is possible to construct loops which contribute at $O(\kappa^m)$ with $N_\tau < m < 2N_\tau$ if the links do not form a straight line but instead have small detours. After spatial integration each diagram with detours should reduce to a Polyakov line. This is achieved by bringing down additional plaquettes from the gluonic action such that the extra links integrate out as shown in Figure 5. As in the calculation of the decorations for the gauge action, the contribution of the detours to the leading contribution to the fermion action can be collected into a multiplicative factor $h_1$, such that

$$S_{\text{eff}}^{(q)(1)} \rightarrow h_1 S_{\text{eff}}^{(q)(1)} = \exp [N_\tau Q(\kappa, u, N_\tau)] S_{\text{eff}}^{(q)(1)}.$$  \hfill (3.13)

Here $Q(\kappa, u, N_\tau)$ is a polynomial which includes the spatial detours. The exponentiation accounts for the possibility of multiple detours, such that higher order terms can be included in a partial resummation, as was the case of the decorations on the gauge action, which may improve convergence.

The leading order corrections at $O(\kappa^2)$ are obtained by including all detours of the form shown in Figure 6. Each has a combinatorial factor $2dN_\tau$ ($\pm d$ spatial directions, $N_\tau$ starting positions). The two additional (spatial) links give a factor of $\kappa^2$, and an extra factor of $u^n$ is included for the $n$ plaquettes filling the detour. Including all detours of this type results in the contribution to $h_1$ [16]

$$\sum_{n=1}^{N_\tau-1} 2dN_\tau \kappa^2 u^n = 2dN_\tau \kappa^2 \frac{u - u^{N_\tau}}{1 - u}.$$  \hfill (3.14)
Figure 7: Spatial detours of $\mathcal{O}(\kappa^4 u)$ and $\mathcal{O}(\kappa^4 u^2)$.

There are effectively an infinite number of other detours that contribute. It is sufficient for the purpose of knowing whether the correspondence exists to see that they are all contained within $h_1$, but to obtain a more explicit form of the transformations we calculate the contributions at $\mathcal{O}(\kappa^4 u)$ and $\mathcal{O}(\kappa^4 u^2)$, which are shown in Figure 7 in addition to the ones at $\mathcal{O}(\kappa^2 u^n)$ in Figure 6, following the procedure in [16]. The resulting action takes the form

$$h_1 S_{\text{eff}}^{(q)(1)} = \left(1 + \sum_{n=1}^{N_{\tau} - 1} 2dN_{\tau}\kappa^2 u^n + \sum_{\alpha=a..f} \eta_\alpha(\kappa, u, N_{\tau})\right) S_{\text{eff}}^{(q)(1)}$$

(3.15)

where $\eta_\alpha(\kappa, u, N_{\tau})$ denotes the contribution from Figure 7a, etc. The calculations of $\eta_\alpha$ are explained in detail in appendix B. A summary of the results is provided in Table 2. Performing the sums in (3.15) gives the total contribution

$$h_1 S_{\text{eff}}^{(q)(1)} = \left[1 + 2dN_{\tau}\kappa^2 u - u^{N_{\tau}} - \frac{d^2\kappa^4 N_{\tau} [-8u + (2N_{\tau} + 6)u^2]}{1-u}\right] S_{\text{eff}}^{(q)(1)}$$

(3.16)

up to $\mathcal{O}(\kappa^4 u^2)$, essentially in agreement with results from [16] for $d = 3$.

3We note that the prefactors we have at $\mathcal{O}(\kappa^4 u)$ and $\mathcal{O}(\kappa^4 u^2)$ in (3.16) are different from those which appear in (2.21) of [16]. We would like to thank Jens Langelage for conversations leading to the conclusion that there were some typos and that the prefactors should be those in Table 2.
Table 2: Contributions to the fermion effective action from the detours in Figure 7.

| $\alpha$ | $\eta_\alpha(\kappa, u, N_\tau)$ |
|----------|---------------------------------|
| $a$      | $-8d(d-1)N_\tau\kappa^4u$      |
| $b$      | $-8dN_\tau\kappa^4u$           |
| $c$      | $2d^2N_\tau(N_\tau-3)\kappa^4u^2$ |
| $d$      | $8d^2N_\tau\kappa^4u^2$        |
| $e$      | $4d^2N_\tau\kappa^4u^2$        |
| $f$      | $0$                             |

4 Correspondence with QCD on a hypersphere

It is interesting to compare the results for the effective Polyakov line action from the lattice strong coupling and hopping expansions with the action obtained by formulating continuum QCD on $S^1 \times S^d$ in the presence of a constant background $A_0$ field. This can be achieved analytically from 1-loop perturbation theory in the limit where $R_{S^d} \ll \Lambda_{QCD}^{-1}$. The QCD action on $S^1 \times S^d$ takes the form \[ S_{S^1 \times S^d} = -N_c^2 \sum_{n=1}^{\infty} \frac{1}{n} z_{vn} \rho_n \rho_{-n} + N_f N_c \sum_{n=1}^{\infty} \frac{(-1)^n}{n} z_{fn} \left( e^{n\mu/T} \rho_n + e^{-n\mu/T} \rho_{-n} \right), \] (4.1)

where $\frac{1}{T}$ is the length of $S^1$ and $\rho_n = \frac{1}{N_c} \sum_{i=1}^{N_c} e^{in\theta_i}$ are the normalized Polyakov lines\(^4\). $z_{vn}$ and $z_{fn}$ are the single particle partition function for vectors \([36, 37]\) and fermions \([38–40]\) on $S^d$, defined by

\[ z_{vn} = \sum_{l=1}^{\infty} \frac{l(l+d-1)(2l+d-1)(l+d-3)!}{(d-2)!(l+1)!} e^{-\frac{n\beta R}{\sqrt{2}} \sqrt{l(l+d-1)+d-2}}, \] (4.2)

\[ z_{fn} = 2 \sum_{l=1}^{\infty} \frac{2\left(\frac{d}{2}\right)(d+l-2)!}{(d-1)!} e^{-\frac{n\beta R}{\sqrt{2}} \sqrt{(l+\frac{d}{2})^2+m^2 R^2}}. \] (4.3)

In order to compare with the results from the lattice strong coupling and hopping expansion we need to consider the contributions to the action in (4.1) with up to 2 windings of the Polyakov loop. This corresponds to the $n = 1$ and $n = 2$ contributions.

\(^4\)We note that in order to obtain the equations of motion in terms of the Polyakov line eigenvalue angles $\theta_i$ as in \([1]\), it is necessary to include a Vandermonde contribution to the action of the form $S_{Vdm} = -\log \prod_{j<i}^{N_c} \sin^2 \left( \frac{\theta_i - \theta_j}{2} \right)$. 
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in the sum over \( n \),
\[
S_{S^1 \times S^d} = - N_c^2 z_{v2} \rho_2 \rho_2 - N_f N_c z_f \left( e^{\mu/T} \rho_1 + e^{-\mu/T} \rho_1 \right) \\
- N_c^2 \frac{2}{2} z_{v2} \rho_2 \rho_2 + N_f N_c z_f \left( e^{2\mu/T} \rho_2 + e^{-2\mu/T} \rho_2 \right) + \ldots. \tag{4.4}
\]
Combining the results in (2.44), (2.51), (3.12) and (3.13) gives the complete lattice action including the decorations (2.53) in \( \lambda_1 \) on the gauge action and the spatial detours (3.16) in \( h_1 \) on the fermion action,
\[
S^{(2)}_{\text{eff}} = - 2du^N \lambda_1 \sum \left[ \langle \text{tr} W \rangle \text{tr} W_x + \langle \text{tr} W^\dagger \rangle \text{tr} W_x - \langle \text{tr} W \rangle \left\langle \text{tr} W^\dagger \right\rangle \right]
- 2 \left[ \frac{d_{N}}{2} \right] N_f h_1 (2\kappa)^N \sum \left[ \langle \text{tr} W \rangle \text{tr} W_x + \langle \text{tr} W^\dagger \rangle \text{tr} W_x \right]
- du^N \sum \left[ \langle \text{tr} (W^2) \rangle \text{tr} (W^2_x) \right.
- \left. \langle \text{tr} (W^2) \rangle \langle \text{tr} (W^2) \rangle \right]
- 2 \langle \text{tr} W \rangle \text{tr} W_x - 2 \langle \text{tr} W \rangle \text{tr} W_x + 4 \langle \text{tr} W \rangle \langle \text{tr} W \rangle
+ 2 \left[ \frac{d_{N}}{2} \right] N_f (2\kappa)^N \sum \left[ e^{2\mu N} \text{tr} (W^2_x) + e^{-2\mu N} \text{tr} (W^2_x) \right]. \tag{4.5}
\]
A comparison of (4.4) and (4.5) indicates that the large \( N_c \) correspondence of equations of motion found in [1] by truncating the QCD action on \( S^1 \times S^3 \) at the \( n = 1 \) contribution, and taking the leading orders in the lattice strong coupling and hopping expansion, can be extended to the next order. It continues to be possible to calculate observables in weakly coupled QCD on \( S^1 \times S^d \), then obtain the result in strongly coupled QCD with heavy quarks (or vice-versa) by extending the transformations in [1] to take the form
\[
\rho_1 \leftrightarrow \frac{1}{N_c} \langle \text{tr} W \rangle \\
\rho_{-1} \leftrightarrow \frac{1}{N_c} \langle \text{tr} W^\dagger \rangle \\
z_{v1} \leftrightarrow 2u^{N} d(\lambda_1 - u^{N}) \\
z_{f1} \leftrightarrow 2 \left[ \frac{d_{N}}{2} \right] (2\kappa)^N h_1 \\
\rho_2 \leftrightarrow \frac{1}{N_c} \langle \text{tr} (W^2) \rangle \\
\rho_{-2} \leftrightarrow \frac{1}{N_c} \langle \text{tr} (W^2)^\dagger \rangle \\
z_{v2} \leftrightarrow 2u^{2N} d \\
z_{f2} \leftrightarrow 2 \left[ \frac{d_{N}}{2} \right] (2\kappa)^{2N}. \tag{4.6}
\]
We note that when transforming from the lattice theory to the hypersphere, it is necessary to go to sufficiently high order in \( u \) and/or \( \kappa \) to precisely map \( u^{2N} \) or \( (2\kappa)^{2N} \) to \( z_{en} \) and \( z_{fn} \). For example, it appears that \( (2\kappa)^{2N} \) could map back to \( z_{f2} \) or \( z_{f1}^2 \) so one needs to keep track of higher order contributions to determine if it is \( (2\kappa)^{2N} \) that gets mapped or \( (2\kappa)^{2N} h_1^2 \). This indicates that in practice it is much simpler to map from \( S^1 \times S^d \) to the lattice theory.
5 Conclusions

We have calculated the effective Polyakov line action of lattice QCD with heavy quarks at large \( N_c \) and large \( N_f \) from a combined strong coupling and hopping parameter expansion, including contributions up to \( \mathcal{O}(\beta^{2N_f}) \) and \( \mathcal{O}(\kappa^{2N_f}) \). We have computed the leading order contributions from the decorations on the gauge action, which occur between \( \mathcal{O}(\beta^N) \) and \( \mathcal{O}(\beta^{2N}) \), and the detours on the fermion action which occur between \( \mathcal{O}(\kappa^N) \) and \( \mathcal{O}(\kappa^{2N}) \), and laid out the framework necessary to derive higher order terms. Neither the decorations or the detours affect the existence of a correspondence since they simply add terms to \( \lambda_1 \) and \( h_1 \).

The comparison of the lattice action to the continuum action of weakly coupled QCD on \( S^1 \times S^d \) reveals that it is possible to extend the set of transformations found in [1] to include the second order terms. What made this possible was that large \( N_c \) factorization and translational invariance allowed for a conversion of the action to a form where the correlations between nearest neighbour Polyakov lines vanished. The remaining sum over sites gets factored out in the calculation of observables, as was shown in [1]. As a consequence, there is a correspondence of equations of motion. This makes it possible to calculate an observable on \( S^1 \times S^d \) and then convert to the result in the lattice theory, and vice versa, using the transformations in [1], which we have extended to include the next-to-leading order contributions.

It would be interesting to investigate whether transformations continue to exist when including third order terms in the strong coupling and hopping expansions of the lattice action, and how they would alter the form of the transformations already found. Obtaining the action to third order would necessitate including all representations with \( |\lambda| \leq 3 \) which should be straightforward. In addition, it would require the consideration of decorations and spatial detours on Polyakov loops winding twice around the lattice. We also note that, at third order it begins to be necessary to include contributions from Polyakov lines separated by a distance greater than one lattice spacing [41]. Moreover, it is necessary to consider non-static contributions in the hopping expansion which begin to appear at \( \mathcal{O}(\kappa^{2N_f+2}) \) [16].
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A Derivation of decorations

In this appendix we derive in detail the corrections to $\lambda_1$ including decorations on singly wound Polyakov lines up to $\mathcal{O}(u^8)$.

First we consider the above diagram from Figure 4a. The decoration adds 4 extra plaquettes to the nearest neighbour Polyakov loops, i.e. one plaquette on each side of the box. These extra plaquettes each contribute a factor of $u$ resulting in a total contribution of $u^4$. It is also necessary to account for the different ways this decoration can be attached to the loops. Since the bare Polyakov loops have length $N_\tau$, the decoration can be placed at $N_\tau$ different positions and it can extend out in $2(d-1)$ spatial directions. Thus this diagram contributes

$$\xi_a(u, N_\tau) = 2(d-1)N_\tau u^4. \quad (A.1)$$

The decoration in Figure 4b adds 6 extra plaquettes, and can also be attached in $N_\tau$ locations and $2(d-1)$ directions, resulting in

$$\xi_b(u, N_\tau) = 2(d-1)N_\tau u^6. \quad (A.2)$$

Figure 4c depicts a cube that is not attached to the loops, but whose bottom plaquette coincides with a plaquette tiled within the loops. This gives a factor of $d_F^2 u^6 = N_c^2 u^6$ after integration. The cube can be placed $2(d-1)N_\tau$ different ways. Also, since it is not attached, the cube can be tiled in two different directions. This cluster consists of two distinct, connected polymers (in the sense that there are shared links), so $a(C) = -1$, resulting in

$$\xi_c(u, N_\tau) = -4(d-1)N_c^2 N_\tau u^6. \quad (A.3)$$
The shaded square in Figure 4d represents a plaquette in a representation $R$ other than the fundamental. The contribution from this is $2(d-1)N_r u^4 d_R u_R$. To the order we are considering, the adjoint, symmetric and antisymmetric representations\(^5\) should be included for a total contribution of

$$\xi_d(u, N_r) = 2(d-1)N_r (d_{Adj} u_{Adj} + d_S u_S + d_{AS} u_{AS}) u^4$$

$$= 2(d-1)N_r \left( (N^2_c - 1)u^2 + \frac{N_c(N_c + 1)}{2}u^2 + \frac{N_c(N_c - 1)}{2}u^2 \right) u^4$$

$$= 2(d-1)(2N^2_c - 1)N_r u^6,$$

considering $N_c \geq 4$.

In the case of two non-adjacent boxes, as in Figure 4e, each box contributes a factor of $u^4$. The first box can be placed $2(d-1)N_r$ ways as usual, but the second one can only be placed $2(d-1)(N_r - 3)$ ways. Including a combinatorial factor of $\frac{1}{2!}$ because the two boxes are identical we get

$$\xi_e(u, N_r) = 2(d-1)^2N_r(N_r - 3)u^8.$$  \hspace{1cm} (A.5)

If instead the boxes are adjacent and with different orientations as in Figure 4f, the number of different locations and orientations for the first box is $2(d-1)N_r$ and $2(d-1) - 1$ for the other box. Both boxes come with a factor of $u^4$, leading to

$$\xi_f(u, N_r) = 2(d-1)(2d - 3)N_r u^8.$$  \hspace{1cm} (A.6)

\(^5\)Note that for the symmetric and antisymmetric representations the plaquettes tiling the decoration itself should flow in the opposite direction to that in which they would flow if the shaded square were in the adjoint representation or vacant, such that spatial integration still reduces the diagram to ordinary nearest neighbour Polyakov lines.
The decoration in Figure 4g, consisting of three adjacent boxes, has 8 extra plaquettes and can be placed in $2(d - 1)N_\tau$ different ways, so it contributes a factor of

$$\xi_g(u, N_\tau) = 2(d - 1)N_\tau u^8. \quad (A.7)$$

The first box in the tower of Figure 4h can point in $2(d - 1)$ directions, and the second box can then point in only $2(d - 1) - 1$ directions since it cannot overlap with the other box. Thus the contribution from this diagram is

$$\xi_h(u, N_\tau) = 2(d - 1)(2d - 3)N_\tau u^8. \quad (A.8)$$

The final decoration, which gives a correction of order $u^8$, is the one shown in Figure 4i. Here the second box can be attached to each of the four sides of the first. It can point in $2(d - 2)$ spatial directions when attached to either of the sides pointing in the temporal directions, and in $2(d - 2) + 1$ directions when attached to one of the other two sides. Thus the total factor of this decoration is calculated as

$$\xi_i(u, N_\tau) = 4(d - 1)(4d - 7)N_\tau u^8. \quad (A.9)$$

\section*{B Derivation of spatial detours}

In this appendix we provide a detailed calculation of the contribution of each of the spatial detours found in Figure 7.
The detour shown above, from Figure 7a, adds 4 links and 1 plaquette giving a factor of $\kappa^4 u$, and $4d(d - 1)N_\tau$ from the number of ways it can be attached. The first link deviating from the temporal direction can point in any of the spatial directions $i = \pm 1, \ldots, \pm d$, and the second link can point in any non-parallel direction $j \neq \pm i$. These additional links affect the value of the Dirac space trace from the hopping expansion, which becomes

$$tr_D \left[ (1 - \gamma_0)^{N_\tau} (1 - \gamma_i)(1 - \gamma_j)(1 + \gamma_i)(1 + \gamma_j) \right] = -2 tr_D \left[ (1 - \gamma_0)^{N_\tau} \right]. \quad (B.1)$$

This implies that each diagram comes with a factor of $-2$, thus

$$\eta_a(\kappa, u, N_\tau) = -8d(d - 1)N_\tau \kappa^4 u. \quad (B.2)$$

The detour in Figure 7b, which also adds 4 links and 1 plaquette, can point in $2d$ directions from $N_\tau$ locations. The trace contributes a factor of $-4$ such that the overall contribution is

$$\eta_b(\kappa, u, N_\tau) = -8dN_\tau \kappa^4 u. \quad (B.3)$$

The first of the 2 small non-adjacent detours in Figure 7c can be placed $2dN_\tau$ ways, and the second in $2d(N_\tau - 3)$ ways. Each carries a factor of $\kappa^2 u$, and since they are identical a combinatorial factor of $\frac{1}{2}$ should be included to avoid double counting. There is no additional contribution from the Dirac trace so the total contribution is

$$\eta_c(\kappa, u, N_\tau) = 2d^2 N_\tau(N_\tau - 3) \kappa^4 u^2. \quad (B.4)$$

The lower part of the tower in Figure 7d can be placed $2dN_\tau$ ways. The top part can then point in any spatial direction except into the lower part, giving a factor of $2d - 1$. If both plaquettes point in the same spatial direction the trace over Dirac
space contributes a factor of 4. This factor is 2 if the plaquettes have different spatial orientation. The total contribution is

\[ \eta_d(\kappa, u, N_\tau) = 8d^2N_\tau\kappa^4u^2. \] (B.5)

In Figure 7e the first detour gives a combinatorial factor of $2dN_\tau$. The second detour can point in any remaining spatial direction which gives a factor of $2d - 1$. As for the tower, the factor from the trace depends on whether the two plaquettes lie in a plane in which case the factor is 2, otherwise it is 1. The total contribution is thus

\[ \eta_e(\kappa, u, N_\tau) = 4d^2N_\tau\kappa^4u^2. \] (B.6)

The last diagram, Figure 7f, comes with a factor of $2dN_\tau$ for the first plaquette. The second plaquette can be attached to either of the two sides and point in $2(d - 1)$ spatial directions. Although this diagram is allowed, the factor from the trace is 0 and the diagram is only included for completeness with the contribution

\[ \eta_f(\kappa, u, N_\tau) = 0. \] (B.7)
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