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Abstract

We study the existence of standing waves, of prescribed $L^2$-norm (the mass), for the nonlinear Schrödinger equation with mixed power nonlinearities

$$i \partial_t \phi + \Delta \phi + \mu \phi|\phi|^{q-2} + \phi|\phi|^{2^*-2} = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^N,$$

where $N \geq 3$, $\phi : \mathbb{R} \times \mathbb{R}^N \to \mathbb{C}$, $\mu > 0$, $2 < q < 2 + 4/N$ and $2^* = 2N/(N-2)$ is the critical Sobolev exponent. It was proved in Jeanjean et al. (Orbital stability of ground states for a Sobolev critical Schrödinger equation, 2020) that, for small mass, ground states exist and correspond to local minima of the associated Energy functional. It was also established that despite the nonlinearity is Sobolev critical, the set of ground states is orbitally stable. Here we prove that, when $N \geq 4$, there also exist standing waves which are not ground states and are located at a mountain-pass level of the Energy functional. These solutions are unstable by blow-up in finite time. Our study is motivated by a question raised by Soave (J Funct Anal 279(6):108610, 2020).

1 Introduction

In this paper, we study the existence of standing waves of prescribed $L^2$-norm (the mass), for the nonlinear Schrödinger equation with mixed power nonlinearities
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\[
i \partial_t \phi + \Delta \phi + \mu |\phi|^{q-2} \phi + |\phi|^{2^*-2} = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^N,
\]

where \( N \geq 3, \phi : \mathbb{R} \times \mathbb{R}^N \to \mathbb{C}, \mu > 0, 2 < q < 2 + \frac{4}{N} \) and \( 2^* = \frac{2N}{N-2} \).

We recall that standing waves to (1.1) are solutions of the form \( \phi(t, x) = e^{-i\lambda t} u(x), \lambda \in \mathbb{R} \). Then the function \( u(x) \) satisfies the equation

\[
-\Delta u - \lambda u - \mu |u|^{q-2} u - |u|^{2^*-2} u = 0 \quad \text{in} \quad \mathbb{R}^N.
\]

When looking for solutions to (1.2) a possible choice is to consider \( \lambda \in \mathbb{R} \) fixed and to search for solutions as critical points of the action functional, defined on \( H^1(\mathbb{R}^N) \) by,

\[
A_{\lambda, \mu}(u) := \frac{1}{2} ||\nabla u||^2_{L^2(\mathbb{R}^N)} - \frac{\lambda}{2} ||u||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} ||u||^q_{L^q(\mathbb{R}^N)} - \frac{1}{2^*} ||u||^{2^*}_{L^{2^*}(\mathbb{R}^N)}.
\]

In this case one usually focuses on the existence and dynamics of minimal action solutions, namely of solutions minimizing \( A_{\lambda, \mu} \) among all non-trivial solutions. In that direction, the first major contribution seems to be [36]. We also refer to the recent works [1,2,18] which concern the case where \( q > 2 + 4/N \) and \( \mu > 0 \). Note that in [25] the focusing-cubic defocusing-quintic NLS in \( \mathbb{R}^3 \) is studied, see also [19,27]. Finally, regarding the sole existence of minimal action solutions we refer to [5] where, relying on the pioneering work of Brezis-Nirenberg [15], the existence of positive real solutions for equations of the type of (1.2) is addressed in a very general setting.

Alternatively, one can search for solutions to (1.2) having a prescribed \( L^2 \)-norm. It is standard to check that the Energy functional

\[
F_{\mu}(u) = \frac{1}{2} ||\nabla u||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} ||u||^q_{L^q(\mathbb{R}^N)} - \frac{1}{2^*} ||u||^{2^*}_{L^{2^*}(\mathbb{R}^N)}
\]

is of class \( C^1 \) and that a critical point of \( F_{\mu} \) restricted to the (mass) constraint

\[
S(c) = \left\{ u \in H^1(\mathbb{R}^N) : ||u||^2_{L^2(\mathbb{R}^N)} = c \right\}
\]

gives a solution to (1.2). Here the parameter \( \lambda \in \mathbb{R} \) arises as a Lagrange multiplier, it does depend on the solution and is not a priori given.

The prescribed mass approach that we shall follow here, have seen an increasing interest in these last years, applied to various related problems, see, for example, [6,7,24,34] and the references within. This approach is particularly relevant from a physical point of view. Indeed, the \( L^2 \)-norm is a preserved quantity of the evolution and the variational characterization of such solutions is often a strong help to analyze their orbital stability/instability, see, for example, [9,16,32,33]. For future reference, we now recall,
Definition 1.1 We say that \( u_c \in S(c) \) is a ground state solution to (1.2) if it is a solution having minimal Energy among all the solutions which belong to \( S(c) \). Namely, if

\[
F_\mu(u_c) = \inf \left\{ F_\mu(u), u \in S(c), (F_\mu|_{S(c)})'(u) = 0 \right\}.
\]

Note that this definition, first introduced in [8] on a related problem, keeps its meaning when the Energy \( F_\mu \) is unbounded from below on \( S(c) \).

Equation (1.1) can be viewed as a special case of equations of the form

\[
 i \partial_t \phi + \Delta \phi + \mu \phi |\phi|^{p_1-2} + \phi |\phi|^{p_2-2} = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^N, \tag{1.3}
\]

where it is assumed that \( 2 < p_1 \leq p_2 \leq 2^* \). In the study of (1.3) an important rôle is played by the so-called \( L^2 \)-critical exponent

\[
p_c = 2 + \frac{4}{N}.
\]

A very complete analysis of the various cases that may happen for (1.3), depending on the values of \( (p_1, p_2) \), has been provided recently in [32,33]. The paper [32] deals with the cases where \( p_2 < 2^* \) and [33] with the cases where \( p_2 = 2^* \). Let us recall some rough elements of this study, referring to [32,33] for a more complete picture and for precise statements. If \( 2 < p_1 \leq p_2 < p_c \) then the associated Energy functional is bounded from below on \( S(c) \) for any \( c > 0 \). One speaks of a mass subcritical case and to find a ground state one looks for a global minimum on \( S(c) \). The classical approach Compactness by Concentration of Lions [28,29] permits to treat this case. If \( p_2 > p_c \), the functional is unbounded from below on \( S(c) \) for any \( c > 0 \) and one speaks of a mass supercritical case. It may still be possible to find a ground state, for example, if \( p_c \leq p_1 \leq p_2 \leq 2^* \), then a ground state exists and it is characterized as a critical point of mountain-pass type at a strictly positive level of the Energy functional. Also, if one assumes that \( 2 < p_1 < p_c < p_2 \leq 2^* \), as it is the case of (1.1) the presence of the lower order mass subcritical term, created, for sufficiently small values of \( c > 0 \), a geometry of local minima on \( S(c) \). The existence of a ground state solution, which corresponds to a local minimizer can be obtained. Finally, note that in some cases, for example if \( 2 < p_1 \leq p_2 = p_c \), the Energy functional will be bounded (or not) from below depending on the value of \( c > 0 \), one refers to a mass critical case.

In [23], we pursued the study of [33], concentrating on the case \( 2 < p_1 < p_c < p_2 = 2^* \), and we now recall the results obtained there. For any \( \mu > 0 \), one explicit a value \( c_0 = c_0(\mu) > 0 \) such that, for any \( c \in (0, c_0) \), there exists a set \( V(c) \subset S(c) \) having the property that

\[
m(c) := \inf_{u \in V(c)} F_\mu(u) < 0 < \inf_{u \in \partial V(c)} F_\mu(u). \tag{1.4}
\]

The sets \( V(c) \) and \( \partial V(c) \) being given by

\[
V(c) := \{ u \in S(c): ||\nabla u||^2_{L^2(\mathbb{R}^N)} < \rho_0 \}, \quad \partial V(c) := \{ u \in S(c): ||\nabla u||^2_{L^2(\mathbb{R}^N)} = \rho_0 \}
\]
for a suitable $\rho_0 > 0$, depending only on $c_0 > 0$ but not on $c \in (0, c_0)$. In [23, Theorem 1.2] it was shown that

**Theorem 1.2** Let $N \geq 3$, $2 < q < 2 + \frac{4}{N}$. For any $\mu > 0$ there exists a $c_0 = c_0(\mu) > 0$ such that, for any $c \in (0, c_0)$, $F_\mu$ restricted to $S(c)$ has a ground state. This ground state is a (local) minimizer of $F_\mu$ in the set $V(c)$. In addition any ground state for $F_\mu$ on $S(c)$ is a local minimizer of $F_\mu$ on $V(c)$.

**Remark 1.3** The value of $c_0 = c_0(\mu) > 0$ is explicit, see [23, Lemma 2.1]. In particular, $c_0 > 0$ can be taken arbitrary large by taking $\mu > 0$ small enough.

**Remark 1.4** It was proved in [23, Lemma 2.6] that the map $c \mapsto m(c)$ is non-increasing and that $m(c) \to 0$ as $c \to 0$.

Next, introducing the set

$$\mathcal{M}_c := \{ u \in V(c) : F_\mu(u) = m(c) \},$$

it was established in [23] that

**Theorem 1.5** Let $N \geq 3$, $2 < q < 2 + \frac{4}{N}$, $\mu > 0$ and $c_0 = c_0(\mu) > 0$ be given in Theorem 1.2. Then, for any $c \in (0, c_0)$, the set $\mathcal{M}_c$ is compact, up to translation, and it is orbitally stable.

Notice that the definition of the orbital stability, see, for example, [16] or [21], implies the global existence of solutions to (1.1) for initial datum $\varphi$ close enough to the set $\mathcal{M}_c$. Here, this fact is non-trivial due to the critical exponent that appears in (1.1), even if the $H^1(\mathbb{R}^N)$ norm of the solution is uniformly bounded on the lifespan of the solution, see [23] for more details.

This structure of local minima, for a functional which is unbounded from below, suggests the possibility to search for a solution lying at a mountain pass level. This type of solution has indeed been obtained recently on related problems, see, for example, [8,17,31]. In particular, on (1.3) the existence of such a mountain pass geometry had been observed in [32] in a Sobolev subcritical setting, namely when $p_2 < 2^*$, and a corresponding solution had been obtained. However, when one considers the Sobolev critical case $p_2 = 2^*$, an additional difficulty arises due to the fact that to prove the existence of such a solution one needs a precise upper estimate of the associated mountain pass level. Roughly speaking this upper estimate is crucial to guarantee that a Palais-Smale sequence at the mountain pass level does not carry a bubble which, by vanishing when passing to the weak limit, would prevent its strong convergence in $H^1(\mathbb{R}^N)$.

The need to obtain, in problem involving a Sobolev critical term, a sharp estimate on some minimax levels is known since the pioneering work of Brezis-Nirenberg [15] and the usual way to derive such strict upper bound is through the use of testing functions. It will also be the case here but we shall need, in this context, to overcome non-standard difficulties due to the fact that we search for a solution with a prescribed norm. In [33] such difficulties were first encountered and overcome but under the assumption that $p_c \leq p_1 \leq p_2 \leq 2^*$. In that case there is no solution at an energy
level below the mountain pass level. In the problem we are considering, the need to respect $L^2$-constraint, combined with the existence of a ground state solution makes things more complex. Indeed, it appears necessary for proving the strict inequality that we need, see (1.8) in Proposition 1.11, to control precisely the interaction between standard truncated extremal Sobolev functions, as recalled in Lemma 7.1, with a suitable sequence of ground states for $m(c_n)$ with $c_n \to c$, see the proof of Proposition 1.16 for more details. Actually, the existence of a second solution to (1.2) was proposed in [33] as an open problem.

From here until the end of the paper, $S$ denotes the best constant in the Sobolev inequality, see (2.1). We now state the main result of this paper.

**Theorem 1.6** Let $N \geq 4$, $2 < q < 2 + \frac{4}{N}$, $\mu > 0$ and $c_0 = c_0(\mu) > 0$ be given in Theorem 1.2. Then, for any $c \in (0, c_0)$, there exists a second solution $v_c \in S(c)$ which satisfies

$$0 < F_\mu(v_c) < m(c) + \frac{S_N^N}{N}.$$  

In particular, $v_c \in S(c)$ is not a ground state.

Theorem 1.6 can be complemented in the following way.

**Theorem 1.7** Under the assumptions of Theorem 1.6 we have,

(i) For any fixed $\mu > 0$ and assuming that $c \in (0, c_0(\mu))$,

$$||\nabla v_c||^2_{L^2(\mathbb{R}^N)} \to S_N^N \text{ and } F_\mu(v_c) \to \frac{S_N^N}{N} \text{ as } c \to 0.$$  

(ii) For any fixed $c > 0$, $v_c \in S(c)$ exists for any $\mu > 0$ sufficiently small and

$$||\nabla v_c||^2_{L^2(\mathbb{R}^N)} \to S_N^N \text{ and } F_\mu(v_c) \to \frac{S_N^N}{N} \text{ as } \mu \to 0.$$  

**Remark 1.8** Theorem 1.7 (ii) can be set in parallel with [33, Theorem 1.4 2]). Note that a particular emphasis is given in [33] on the behavior of the solutions as $\mu \to 0$, in the spirit of the so-called Brezis-Nirenberg problem. In that direction, but for a fixed $\lambda \in \mathbb{R}$ problem, we also refer to [18].

**Theorem 1.9** Under the assumptions of Theorem 1.6 the associated standing wave $e^{-\lambda t}v_c(x)$ is strongly unstable.

We do not claim any originality in Theorem 1.9. Actually this result is a direct consequence of the variational characterization of the solution obtained in Theorem 1.6, combined with recent advances on the subject of instability by blow-up contained in [32,33].
Let us now give some elements of the strategy of the proof of Theorem 1.6. We define
\[ Q_\mu(u) := \|\nabla u\|_{L^2(\mathbb{R}^N)}^2 - \mu \gamma_q \|u\|_{L^q(\mathbb{R}^N)}^q - \|u\|_{L^{2^*}(\mathbb{R}^N)}^{2^*} \]
where
\[ \gamma_q := \frac{N(q - 2)}{2q}. \]  

It is well known, see, for example, [22, Lemma 2.7], that all critical points of \( F_\mu \) restricted to \( S(c) \) and thus any solution to (1.2) satisfies \( Q_\mu(u) = 0 \). Introducing the set
\[ \Lambda(c) := \{ u \in S(c) : Q_\mu(u) = 0 \}. \]
we shall show, see Lemma 2.4, that it admits the decomposition into the disjoint union
\[ \Lambda(c) = \Lambda^-(c) \cup \Lambda^+(c), \]
where
\[ \Lambda^-(c) := \{ u \in \Lambda(c) : F_\mu(u) < 0 \}, \quad \text{and} \quad \Lambda^+(c) := \{ u \in \Lambda(c) : F_\mu(u) > 0 \}. \]  

The ground state \( u_c \in S(c) \) obtained in Theorem 1.2, see also [33], lies on \( \Lambda^-(c) \) and can be characterized by
\[ F_\mu(u_c) = \inf_{u \in \Lambda^-(c)} F_\mu(u) = \inf_{u \in V(c)} F_\mu(u) = m(c). \]
The critical point \( v_c \in S(c) \) obtained in Theorem 1.6 will satisfy, see Remark 5.1,
\[ F_\mu(v_c) = \inf_{u \in \Lambda^+(c)} F_\mu(u). \]
The proof of Theorem 1.6 will follow directly from the three propositions below.

We denote by \( H^1_r(\mathbb{R}^N) \) the subspace of functions in \( H^1(\mathbb{R}^N) \) which are radially symmetric with respect to 0, and we define \( S_r(c) := S(c) \cap H^1_r(\mathbb{R}^N) \). Accordingly, we also set \( \Lambda^-_r(c) = \Lambda^-(c) \cap H^1_r(\mathbb{R}^N) \) and \( \Lambda^+_r(c) = \Lambda^+(c) \cap H^1_r(\mathbb{R}^N) \).

Let
\[ M^0(c) := \inf_{g \in \Gamma^0(c)} \max_{t \in [0, \infty)} F_\mu(g(t)) \]  

where
\[ \Gamma^0(c) := \{ g \in C([0, \infty), S_r(c)) : g(0) \in \Lambda^-_r(c), \exists t_g \text{ s.t. } g(t) \in E_c \forall t \geq t_g \} \]
with
\[ E_c := \{ u \in S(c) : F_\mu(u) < 2m(c) \} \neq \emptyset. \]

**Proposition 1.10** Let \( N \geq 3 \). For any \( c \in (0, c_0) \), there exists a Palais-Smale sequence \((u_n) \subset S_r(c)\) for \( F_\mu \) restricted to \( S(c) \) at level \( M^0(c) \), with \( Q_\mu(u_n) \to 0 \) as \( n \to \infty \).

**Proposition 1.11** Let \( N \geq 3 \). For any \( c \in (0, c_0) \), if it holds that
\[ M^0(c) < m(c) + \frac{S\sqrt{N}}{N} \]  \quad (1.8)
then the Palais-Smale sequence obtained in Proposition 1.10 is, up to subsequence, strongly convergent in \( H^1_r(\mathbb{R}^N) \).

**Proposition 1.12** For any \( c \in (0, c_0) \), if \( N \geq 4 \) it holds that
\[ M^0(c) < m(c) + \frac{S\sqrt{N}}{N}. \]

**Remark 1.13** If, as a consequence of Ekeland variational principle, the geometry of the mountain pass implies the existence of a Palais-Smale sequence (a PS sequence for short) at the mountain pass Energy level it is now a well-identified difficulty that such sequences may not be bounded. To obtain a bounded PS sequence one needs to explicit a sequence having additional properties. The condition that \( Q_\mu(u_n) \to 0 \) as \( n \to \infty \), incorporated into the variational procedure the information that any solution must satisfy the Pohozaev type identity \( Q_\mu(u) = 0 \), see [22] in that direction.

**Remark 1.14** To establish Proposition 1.11, we shall make use of arguments first presented in [33, Proposition 3.1]. It is important to notice that the strong convergence is only obtained by working in \( H^1_r(\mathbb{R}^N) \). Indeed the strong convergence in \( L^q(\mathbb{R}^N) \) of any weakly converging sequence in \( H^1_r(\mathbb{R}^N) \) is crucially used.

The proof of Proposition 1.12, which is the heart of the paper, can be divided into two parts whose proofs require different types of arguments. Let
\[ M(c) := \inf_{h \in \Gamma(c)} \max_{t \in [0, \infty)} F_\mu(h(t)) \]
where
\[ \Gamma(c) := \{ h \in C([0, \infty), S(c)) : h(0) \in V(c) \cap \{ u : F_\mu(u) < 0 \}, \exists t_h \text{ s.t. } h(t) \in E_c, \forall t \geq t_h \}. \]

**Proposition 1.15** Let \( N \geq 3 \). For any \( c \in (0, c_0) \), it holds that
\[ M^0(c) \leq M(c). \]
Proposition 1.16  For any \( c \in (0, c_0) \), if \( N \geq 4 \) we have that

\[
M(c) < m(c) + \frac{S_N^N}{N}.
\] (1.9)

Even if the conclusion of Proposition 1.15 may somehow been expected, the proof of this result is rather involved. Due to the fact that the symmetric rearrangement map is not continuous from \( H^1_+ (\mathbb{R}^N) \), the subspace of non negative functions in \( H^1 (\mathbb{R}^N) \), to \( H^1_+ (\mathbb{R}^N) \) if \( N \geq 2 \), see [3,4], it is not possible to replace a given path (of non negative functions which is not restrictive) by a path which would be a Schwarz rearrangement (elements by elements) of the initial path, see [32, Remark 5.2] for a discussion in that direction. Actually, if the strict inequality of (1.4) guarantees that the functional has a mountain pass geometry, it is not a sufficient information to prove that \( M^0(c) \leq M(c) \). A better understanding of the geometry of the functional \( F_{\mu} \) is required and, for this purpose, we introduce a set \( W(c) \), directly connected with the decomposition \( \Lambda(c) = \Lambda^+(c) \cup \Lambda^-(c) \) and study its relation with \( V(c) \), see Lemma 2.5.

Note that we need to prove that \( M^0(c) \leq M(c) \) because, on one hand the compactness of the Palais-Smale sequence at the mountain pass level can only be obtained by working in \( H^1_+ (\mathbb{R}^N) \), on the other hand to show the strict inequality in Proposition 1.16 we need to work with testing functions, testing paths actually, which are not radial. The idea of using non-radial test functions to estimate a mountain pass level defined on a radial space seems to be new.

Remark 1.17  It is only in Proposition 1.16 that appears the need to restrict ourselves to \( N \geq 4 \) in Theorem 1.6, Theorem 1.7 and Theorem 1.9. It is not clear to us if this limitation is due to the approach we have developed or if the case \( N = 3 \) is fundamentally distinct from the case \( N \geq 4 \). We believe it would be interesting to investigate in that direction.

The paper is organized as follows. Section 2 is devoted to some preliminaries. In particular we clarify the structure of the set \( \Lambda(c) \) and introduce our set \( W(c) \) which will prove essential in the proof of Proposition 1.15. The proof of Proposition 1.10, Proposition 1.11 and Proposition 1.12 are given in Sects. 3, 4 and 5 respectively. In Sect. 6 we give the proofs of Theorem 1.6, Theorem 1.7 and Theorem 1.9. Finally Sect. 7 presents some estimates on testing functions.

Notation : For \( p \geq 1 \), the \( L^p \)-norm of \( u \in H^1 (\mathbb{R}^N) \) is denoted by \( ||u||_{L^p(\mathbb{R}^N)} \). We denote by \( \mathbb{R}_+ \) the interval \((0, \infty)\).

Addendum : Very recently in [38], the conclusions of Theorem 1.6 were extended to hold when \( N = 3 \), answering thus the question raised in Remark 1.17. The approach of [38] differs from ours by the choice of the testing paths used to prove the strict inequality (1.9). The choice done in [38] is more in the spirit of the one of [37], see Remark 5.8.
2 Preliminary results

We shall make use of the following classical inequalities: For any $N \geq 3$ there exists an optimal constant $S > 0$ depending only on $N$, such that

$$S ||f||_{2^*}^2 \leq ||\nabla f||_2^2, \quad \forall f \in \dot{H}^1(\mathbb{R}^N), \quad \text{(Sobolev inequality)} \quad (2.1)$$

see [13, Theorem IX.9]. If $N \geq 2$ and $p \in [2, \frac{2N}{N-2})$ then

$$||f||_p \leq C_{N,p} ||\nabla f||_2^\beta ||f||_2^{(1-\beta)}, \quad \text{with } \beta = N\left(\frac{1}{2} - \frac{1}{p}\right) \quad \text{(Gagliardo-Nirenberg inequality)}, \quad (2.2)$$

for all $f \in H^1(\mathbb{R}^N)$, see [30].

**Proposition 2.1** Let $N \geq 3$. For any $\mu > 0$ and any $c \in (0, c_0)$, $m(c)$ is reached by a positive, radially symmetric non-increasing function, denoted $u_c$ that satisfies, for a $\lambda_c \in \mathbb{R}$,

$$-\Delta u_c - \mu |u_c|^{q-2} u_c - |u_c|^{2^*-2} u_c = \lambda_c u_c \quad \text{in } \mathbb{R}^N. \quad (2.3)$$

**Proof** We recall the result in [23] that $m(c)$ is reached at $u_0$ that satisfies

$$-\Delta u_0 - \mu |u_0|^{q-2} u_0 - |u_0|^{2^*-2} u_0 = \lambda_0 u_0 \quad \text{in } \mathbb{R}^N,$$

for a $\lambda_0 \in \mathbb{R}$. Now, let $u_c$ be the Schwarz rearrangement of $|u_0|$.

Hence $u_c$ is a positive, radially symmetric non-increasing function. We also have that

$$||u_c||_{L^2(\mathbb{R}^N)}^2 = ||u_0||_{L^2(\mathbb{R}^N)}^2 = c, \quad ||\nabla u_c||_{L^2(\mathbb{R}^N)}^2 \leq ||\nabla u_0||_{L^2(\mathbb{R}^N)}^2 < \rho_0,$$

and $F_\mu(u_c) \leq F_\mu(u_0)$.

This implies that $u_c \in V(c)$ and hence $F_\mu(u_c) = F_\mu(u_0)$. Thus, $m(c)$ is reached by $u_c$ that satisfies (2.3) for a $\lambda_c \in \mathbb{R}$. $\square$

Now, recording that

$$Q_\mu(u) = ||\nabla u||_{L^2(\mathbb{R}^N)}^2 - \mu \gamma q ||u||_{L^q(\mathbb{R}^N)}^q - ||u||_{L^{2^*}(\mathbb{R}^N)}^{2^*}$$

we have

**Lemma 2.2** Let $N \geq 3$. If $(u, \lambda) \in H^1(\mathbb{R}^N) \setminus \{0\} \times \mathbb{R}$ is a solution to

$$-\Delta u - \mu |u|^{q-2} u - |u|^{2^*-2} u = \lambda u, \quad (2.4)$$

then $Q_\mu(u) = 0$ and $\lambda < 0$. \hfill \% Springer
The fact that any solution to (2.4) satisfies $Q_\mu(u) = 0$ is a direct consequence of the Pohozaev identity see, for example, [22, Lemma 2.7]. Now we deduce from (2.4) that

$$||\nabla u||^2_{L^2(\mathbb{R}^N)} - \mu ||u||^q_{L^q(\mathbb{R}^N)} - ||u||^{2^*_q}_{L^{2^*_q}(\mathbb{R}^N)} = \lambda ||u||^2_{L^2(\mathbb{R}^N)}. \tag{2.5}$$

Combining (2.5) with $Q_\mu(u) = 0$ we obtain that

$$\lambda ||u||^2_{L^2(\mathbb{R}^N)} = -\mu (1 - \gamma_q ||u||^q_{L^q(\mathbb{R}^N)})$$

which proves the lemma since $\gamma_q \in (0, 1)$. \qed

The following lemma is implicitly contained in [23, Lemma 2.6] but since it will be crucial in the proof of Proposition 1.16 we now give an explicit proof.

**Lemma 2.3** Let $N \geq 3$. For any $c \in (0, c_0)$ there exists a $d = d(c) > 0$ such that

$$m(c - \alpha) \leq m(c) + d\alpha$$

for any $\alpha \in (0, c^2/2)$. 

**Proof** Let $u \in V(c)$ be a minimizer of $m(c)$ and set $y_\alpha := \sqrt{c - \alpha/c} \cdot u$. Since $y_\alpha \in V(c - \alpha)$ we have

$$m(c - \alpha) \leq F_\mu(y_\alpha) = m(c) + [F_\mu(y_\alpha) - F_\mu(u)]$$

with

$$F_\mu(y_\alpha) - F_\mu(u) = -\frac{\alpha}{2c}||\nabla u||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} \left[ (\frac{c - \alpha}{c})^q - 1 \right] ||u||^q_{L^q(\mathbb{R}^N)}$$

$$- \frac{1}{2^*} \left[ (\frac{c - \alpha}{c})^{2^*} - 1 \right] ||u||^{2^*_q}_{L^{2^*_q}(\mathbb{R}^N)}.$$ 

The result now follows from the observation that $\alpha \mapsto F_\mu(y_\alpha) - F_\mu(u)$ is of class $C^1$ on $(0, c^2/2)$.

Now let $u \in S(c)$ be arbitrary but fixed. For $s \in \mathbb{R}_+$ we set

$$u_s(x) := s^{\frac{N}{2}} u(sx).$$

Clearly $u_s \in S(c)$ for any $s \in \mathbb{R}_+$. We define on $\mathbb{R}_+$ the fiber map,

$$\psi_u(s) := F_\mu(u_s) = \frac{s^2}{2}||\nabla u||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} s^{q\gamma_q} ||u||^q_{L^q(\mathbb{R}^N)} - \frac{s^{2^*}}{2^*} ||u||^{2^*_q}_{L^{2^*_q}(\mathbb{R}^N)}, \tag{2.6}$$

where $\gamma_q$ is given in (1.5). Note that $\gamma_q \in (0, 1)$ and $q\gamma_q \in (0, 2)$. We also have

$$\psi'_u(s) = s||\nabla u||^2_{L^2(\mathbb{R}^N)} - \mu q s^{q\gamma_q - 1} ||u||^q_{L^q(\mathbb{R}^N)} - s^{2^* - 1} ||u||^{2^*_q}_{L^{2^*_q}(\mathbb{R}^N)} = \frac{1}{s} Q_\mu(u_s).$$
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Lemma 2.4 Let \( N \geq 3 \) and \( c \in (0, c_0) \). For every \( u \in S(c) \), the function \( \psi_u \) has exactly two critical points \( s_u^- \) and \( s_u^+ \) with \( 0 < s_u^- < s_u^+ \). Moreover:

(i) \( s_u^- \) is a local minimum point for \( \psi_u \), \( F_\mu(u_{s_u^-}) < 0 \) and \( u_{s_u^-} \in V(c) \).
(ii) \( s_u^+ \) is a global maximum point for \( \psi_u \), \( \psi_u'(s) < 0 \), for all \( s > s_u^+ \) and
\[
F_\mu(u_{s_u^+}) \geq \inf_{u \in \partial V(c)} F_\mu(u) > 0.
\]
(iii) \( \psi_u''(s_u^+) < 0 \) and the map \( u \in S(c) \mapsto s_u^+ \in \mathbb{R} \) is of class \( C^1 \).

Proof Let \( u \in S(c) \) be arbitrary. Since \( \psi_u(s) \to 0^- \), \( ||\nabla u||_{L^2(\mathbb{R}^N)} \to 0 \), as \( s \to 0 \) and \( \psi_u(s) = F_\mu(u_s) > 0 \) when \( u_s \in \partial V(c) = \{ v \in S(c) : ||\nabla v||_{L^2(\mathbb{R}^N)} = \rho_0 \} \), necessarily \( \psi_u' \) has a first zero \( s_u^- > 0 \) corresponding to a local minima. In particular, \( u_{s_u^-} \in V(c) \) and \( F(u_{s_u^-}) = \psi_u(u_{s_u^-}) < 0 \). Now, from \( \psi_u(s_u^-) < 0 \), \( \psi_u(s) > 0 \) when \( u_s \in \partial V(c) \) and \( \psi_u(s) \to -\infty \) as \( s \to \infty \), \( \psi_u' \) has a second zero \( s_u^+ > s_u^- \) corresponding to a local maxima of \( \psi_u \) with \( F_\mu(u_{s_u^+}) \geq \inf_{u \in \partial V(c)} F_\mu(u) > 0 \).

To conclude the proofs of (i) and (ii), it just suffices to show that \( \psi_u' \) has at most two zeros. However, this is equivalent to showing that the function
\[
\theta(s) := \frac{\psi_u'(s)}{s}
\]
has at most two zeros. We have
\[
\theta(s) := \frac{\psi_u'(s)}{s} = ||\nabla u||_{L^2(\mathbb{R}^N)}^2 - \mu \gamma q s^q \gamma q - 2 ||u||_{L^q(\mathbb{R}^N)}^q - s^{2^* - 2} ||u||_{L^{2^*}(\mathbb{R}^N)}^{2^*}
\]
and
\[
\theta'(s) = -\mu (q \gamma q - 2) \gamma q s^{q \gamma q - 3} ||u||_{L^q(\mathbb{R}^N)}^q - (2^* - 2) s^{2^* - 3} ||u||_{L^{2^*}(\mathbb{R}^N)}^{2^*}.
\]
Since \( q \gamma q - 2 < 0 \) and \( 2^* - 2 > 0 \), the equation \( \theta'(s) = 0 \) has a unique solution and hence \( \theta(s) \) has indeed at most two zero points.

To establish (iii) let us first show that \( \psi_u''(s_u^+) < 0 \). In this aim, first note that in view of (i) and (ii), \( \psi_u''(s) \) has a zero \( s_u^0 \in (s_u^-, s_u^+) \). Now, by direct calculations
\[
\psi_u''(s) = ||\nabla u||_{L^2(\mathbb{R}^N)}^2 - \mu \gamma q (q \gamma q - 1) s^{q \gamma q - 2} ||u||_{L^q(\mathbb{R}^N)}^q - (2^* - 1) s^{2^* - 2} ||u||_{L^{2^*}(\mathbb{R}^N)}^{2^*}.
\]
We distinguish two cases. If \( q \gamma q - 1 \leq 0 \) then \( \psi_u''(s) \) has at most one zero and we are done. If \( q \gamma q - 1 > 0 \), then, knowing that \( \psi_u''(s) \) has a zero we deduce that \( \psi_u''(s) \) has exactly two zeros that we denote by \( s_u^0 < s_u^1 \). To conclude it suffices to show that \( s_u^0 = s_u^1 \). Since this would imply that \( s_u^+ \) cannot be a zero of \( \psi_u''(s) \). To show this, we assume by contradiction that \( s_u^0 = s_u^1 \). Then, since \( \psi_u''(s) < 0 \) for \( s \in (0, s_u^0) \) and recording that \( \psi_u'(s) < 0 \) for \( s > 0 \) small we deduce that \( \psi_u'(s) < 0 \) for \( s \in (0, s_u^0) \). This contradicts the fact that \( s_u^- < s_u^0 \) satisfies \( \psi'(s_u^-) = 0 \). At this point we have proved that \( \psi_u''(s_u^+) < 0 \). Now (iii) follows from a direct application of the Implicit
Function Theorem to the $C^1$ function $\Psi : \mathbb{R} \times S(c) \mapsto \mathbb{R}$ defined by $\Psi(s, u) = \psi_u'(s)$, taking into account that $\Psi(s_u^+, u) = 0$ and $\partial_s \Psi(s_u^+, u) = \psi''_u(s_u^+) < 0$. \hfill \Box

In view of Lemma 2.4, the set $\Lambda(c) := \{ u \in S(c) : Q_\mu(u) = 0 \}$ admits the decomposition into the disjoint union $\Lambda(c) = \Lambda^-(c) \cup \Lambda^+(c)$, see (1.6) for the definitions of $\Lambda^-(c)$ and $\Lambda^+(c)$.

Lemma 2.5 Let $N \geq 3$. Introducing, for any $c \in (0, c_0)$, the set

$$W(c) := \{ u \in S(c) : s_u^+ > 1 \}$$

it holds that

(i) $\Lambda^-(c) \subset W(c)$.

(ii) $\partial W(c) = \Lambda^+(c)$ and $\inf_{u \in \partial W(c)} F_\mu(u) > 0$.

(iii) $V(c) \cap \{ u : F_\mu(u) < 0 \} \subset W(c)$.

(iv) $\inf_{u \in W(c)} F_\mu(u)$ is reached and $\inf_{u \in W(c)} F_\mu(u) = m(c)$.

Proof Points (i) and (ii) are direct consequence of Lemma 2.4 and of the definition of $W(c)$. To prove (iii) we argue by contradiction that there exists a $v \in V(c) \cap \{ u : F_\mu(u) < 0 \}$ with $v \notin W(c)$. Since $v \notin W(c)$, then by Lemma 2.4 (ii) we know that $\psi_v'(s) < 0$ for all $s \geq 1$. Thus, for all $s \geq 1$,

$$F_\mu(v_s) = \psi_v(s) \leq \psi_v(1) = F_\mu(v) < 0. \quad (2.7)$$

But, since $v \in V(c)$ there exists a $s_0 > 1$ such that $v_{s_0} \in \partial V(c)$. Recording that $F_\mu(u) > 0$ for any $u \in \partial V(c)$ we get a contradiction with (2.7). This proves (iii). Now, still in view of Lemma 2.4 and the definition of $W(c)$ we have that

$$\inf_{u \in W(c)} F_\mu(u) = \inf_{u \in \Lambda^-(c)} F_\mu(u). \quad (2.8)$$

Also, we know from [23, Lemma 2.4] that $\Lambda^-(c) \subset V(c)$ and since any minimizer for $F_\mu$ on $V(c)$ must belong to $\Lambda^-(c)$ it follows that

$$m(c) = \inf_{u \in V(c)} F_\mu(u) = \inf_{u \in \Lambda^-(c)} F_\mu(u). \quad (2.9)$$

Gathering (2.8) and (2.9) and recording from [23] that $m(c)$ is reached the conclusion follows. \hfill \Box

3 The proof of Proposition 1.10

We follow the strategy introduced in [22] and consider the functional $\tilde{F}_\mu : \mathbb{R}_+ \times H^1(\mathbb{R}^N) \mapsto \mathbb{R}$ defined by

$$\tilde{F}_\mu(s, u) := F_\mu(u_s) = \frac{s^2}{2} ||\nabla u||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} s^{q-2} ||u||^q_{L^q(\mathbb{R}^N)} - \frac{s^{2^*}}{2^*} ||u||^{2^*}_{L^{2^*}(\mathbb{R}^N)}.$$
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Note that
\[ \partial_s \tilde{F}_\mu(s, u) = \psi'_{\tilde{M}}(s) = \frac{1}{s} Q_\mu(u_s) \]  
(3.1)
and, for any \( v \in H^1(\mathbb{R}^N) \),
\[ \partial_u \tilde{F}_\mu(s, u)(v) = s^2 \int_{\mathbb{R}^N} \nabla u \nabla v dx - \mu s^{\gamma q} \int_{\mathbb{R}^N} |u|^{q-2} uv dx - s^{2s} \int_{\mathbb{R}^N} |u|^{2s-2} uv dx \]
\[ = F'_\mu(u_s)(v_s). \]  
(3.2)
We recall that the tangent space at a point \( u \in S(c) \) is defined as
\[ T_u S(c) = \{ v \in H^1(\mathbb{R}^N) : \langle uv \rangle_{L^2(\mathbb{R}^N)} = 0 \}, \]
and that, for any \( u \in S(c) \) and any \( v \in T_u S(c) \),
\[ \langle F'_{\tilde{M}} |_{S(c)} \rangle v = \langle F'_\mu \rangle v. \]  
(3.3)

**Lemma 3.1** Let \( N \geq 3 \). For \( u \in S(c) \) and \( s > 0 \), the map
\[ T_u S(c) \rightarrow T_{u_s} S(c), \quad \phi \mapsto \phi_s \]
is a linear isomorphism with inverse
\[ T_{u_s} S(c) \rightarrow T_u S(c), \quad \psi \mapsto \psi_\frac{1}{s}. \]

**Proof** We follow the approach in [7, Lemma 3.6]. For \( \phi \in T_u S(c) \) and for \( t > 0 \), we have
\[ \int_{\mathbb{R}^N} u_t(x) \phi_t(x) dx = \int_{\mathbb{R}^N} t^N u(tx) \phi(tx) dx = \int_{\mathbb{R}^N} u(y) \phi(y) dy = 0. \]
As a consequence, \( \phi_t \in T_{u_s} S(c) \) and the map is well defined. Clearly it is linear. Taking into account that, for every \( t, s > 0 \) and \( w \in H^1(\mathbb{R}^N) \),
\[ w_{ts} = (ts)^{\frac{N}{2}} w(tx) = (w_t)_s, \]
we obtain that the map is linear isomorphism. \( \square \)

**Definition 3.2** Given \( c > 0 \), we say that \( \tilde{F}_\mu \) has a mountain pass geometry on \( \mathbb{R}_+ \times S_r(c) \) at level \( \tilde{M}(c) \) if
\[ \tilde{M}(c) := \inf_{\tilde{h} \in \Gamma(c)} \max_{t \in [0, \infty)} \tilde{F}_\mu(\tilde{h}(t)) > \max\{ \tilde{F}_\mu(\tilde{h}(0)), \tilde{F}_\mu(\tilde{h}(t_0)) \} \]
where
\[
\tilde{\Gamma}(c) := \{ \tilde{h} \in C((0, \infty), \mathbb{R}_+ \times S_r(c)) : \tilde{h}(0) \in (1, \Lambda_r^-(c)), \exists t_{\tilde{h}} > 0 \\
\text{s.t. } \tilde{h}(t) \in (1, E_c) \forall t \geq t_{\tilde{h}} \}.
\]

Recording that the definition of \( M^0(c) \) is given in (1.7), we have,

**Lemma 3.3** Let \( N \geq 3 \). For any \( c \in (0, c_0) \), \( \tilde{F}_\mu \) has a mountain pass geometry at the level \( \tilde{M}(c) \). Moreover, \( M^0(c) = \tilde{M}(c) \).

**Proof** Let \( h \in \Gamma^0(r) \), since \( \tilde{h}(t) = (1, h(t)) \in \tilde{\Gamma}(c) \) and \( \tilde{F}_\mu(\tilde{h}(t)) = F_\mu(h(t)) \) for all \( t \in \mathbb{R}_+ \), we have that \( M^0(c) \geq \tilde{M}(c) \). Next, we shall prove that \( \tilde{M}(c) \geq M^0(c) \). For all \( \tilde{h}(t) = (s(t), v(t)) \in \tilde{\Gamma}(c) \), we have \( s(0) = 1, v(0) \in \Lambda_r^-(c) \) and there exists a \( t_{\tilde{h}} > 0 \) such that \( s(t) = 1, v(t) \in E_c \) for all \( t \geq t_{\tilde{h}} \). Setting \( h(t) = v(t)s(t) \), we have that \( h \) is continuous from \( [0, \infty) \) into \( S_r(c) \) and

\[
h(0) = v(0)s(0) = v(0) \in \Lambda_r^-(c), \quad h(t) = v(t)s(t) = v(t) \in E_c \quad \forall t \geq t_{\tilde{h}}.
\]

Hence, \( h \in \Gamma^0(r) \) and \( \tilde{F}_\mu(\tilde{h}(t)) = F_\mu(v(t)s(t)) = F_\mu(h(t)) \). Thus, \( \tilde{M}(c) \geq M^0(c) \) and finally \( M^0(c) = \tilde{M}(c) \).

Now we claim that

\[
M^0(c) > 0 \quad \text{for any } \ c \in (0, c_0). \tag{3.4}
\]

Indeed, let \( g \in \Gamma^0(c) \) be arbitrary. Since \( g(0) \subset \Lambda_r^-(c) \) in particular \( g(0) \in V(c) \). Now for \( t > 0 \) large, since \( F_\mu(g(t)) < 2m(c) \), necessarily in view of (1.4), \( g(t) \notin V(c) \). By continuity of \( g \) there exists a \( t_0 > 0 \) such that \( g(t_0) \in \partial V(c) \) and using again (1.4) we conclude.

At this point observing that

\[
\max\{ \tilde{F}_\mu(\tilde{h}(0)), \tilde{F}_\mu(\tilde{h}(t_{\tilde{h}})) \} = \max\{ F_\mu(h(0)), F_\mu(h(t_{\tilde{h}})) \} < 0
\]

it follows that \( \tilde{F}_\mu \) has a mountain pass geometry at level \( \tilde{M}(c) \) for all \( 0 < c < c_0 \). \( \square \)

**Proof of Proposition 1.10** Following [20, Sect. 5], we set

1. \( \mathcal{F} = \{ \tilde{h}([0, \infty)) : \tilde{h} \in \tilde{\Gamma}(c) \} \).
2. \( B = (1, \Lambda_r^-(c)) \cup (1, E_c) \).
3. \( F = \{(s, u) \in \mathbb{R}_+ \times S_r(c) : \tilde{F}_\mu(s, u) \geq \tilde{M}(c) \} \).

Since \( \tilde{F}_\mu \) has a mountain pass geometry at level \( \tilde{M}(c) \) (see Lemma 3.3) and by the definition of the superlevel set \( F \), we obtain \( F \setminus B = F \) and

\[
\sup_{(1,u) \in B} \tilde{F}_\mu(s, u) \leq \tilde{M}(c) \leq \inf_{(s,u) \in F} \tilde{F}_\mu(s, u). \tag{3.5}
\]
For any $A \in \mathcal{F}$, there exists a $h_0 \in \tilde{\Gamma}(c)$ such that $A = h_0([0, \infty))$ and

$$\tilde{M}(c) = \inf_{\tilde{h} \in \tilde{\Gamma}(c)} \max_{t \in [0, \infty)} \tilde{F}_\mu(\tilde{h}(t)) \leq \max_{t \in [0, \infty)} \tilde{F}_\mu(h_0(t)).$$

Hence, there exists a $t_0 \in [0, \infty)$ such that $\tilde{M}(c) \leq \tilde{F}_\mu(h_0(t_0))$. This means that $h_0(t_0) \in F$ and consequently,

$$A \cap F \setminus B \neq \emptyset, \quad \forall A \in \mathcal{F}. \quad (3.6)$$

Now, for all $(s, u) \in \mathbb{R}_+ \times S_r(c)$, we have

$$\tilde{F}_\mu(s, u) = F_\mu(|u|_s) = \tilde{F}_\mu(1, |u|_s).$$

Hence, for any minimizing sequence $(z_n = (\alpha_n, \beta_n)) \subset \tilde{\Gamma}(c)$ for $\tilde{M}(c)$, the sequence $(y_n = (1, |\beta_n|_{\alpha_n}))$ is also a minimizing sequence for $M(c)$.

Using the terminology in [20, Sect. 5], it means that $\mathcal{F}$ is a homotopy stable family of compact subset of $\mathbb{R} \times S_r(c)$ with extended closed boundary $B$ and the superlevel set $F$ is a dual set for $F$. By (3.5) and (3.6), we can apply [20, Theorem 5.2] with the minimizing sequence $\{y_n = (1, |\beta_n|_{\alpha_n})\}$. This implies that there exists a Palais-Smale sequence $(s_n, w_n) \subset \mathbb{R}_+ \times S_r(c)$ for $\tilde{F}_\mu$ restricted to $\mathbb{R}_+ \times S_r(c)$ at level $\tilde{M}(c)$, that is, as $n \to \infty$,

$$\partial_s \tilde{F}_\mu(s_n, w_n) \to 0, \quad (3.7)$$

and

$$||\partial_u \tilde{F}_\mu(s_n, w_n)||_{(T_{w_n}S_r(c))^*} \to 0, \quad (3.8)$$

with the additional property that

$$|s_n - 1| + ||w_n - |\beta_n|_{\alpha_n}([0, \infty))||_{H^1(\mathbb{R}^N)} \to 0. \quad (3.9)$$

By (3.1), (3.7) and since $(s_n)$ is bounded due to (3.9), we obtain $Q_\mu((w_n)_{s_n}) \to 0$ as $n \to \infty$. Also, by (3.2), the condition (3.8) implies that

$$F_\mu'((w_n)_{s_n})((\phi)_{s_n}) \to 0, \quad (3.10)$$

as $n \to \infty$, for every $\phi \in T_{w_n}S_r(c)$. Let then $u_n := (w_n)_{s_n}$. By (3.3), (3.10) and Lemma (3.1), we obtain that $(u_n) \subset S_r(c)$ is a Palais-Smale sequence for $F_\mu$ restricted to $S_r(c)$ at level $M^0(c)$, with $Q_\mu(u_n) \to 0$. Since the problem is invariant under rotations, $(u_n) \subset S_r(c)$ is also the Palais-Smale sequence for $F_\mu$ restricted to $S(c)$ at level $M^0(c)$, with $Q_\mu(u_n) \to 0$. \qed
4 The proof of Proposition 1.11

In this section we give the

Proof of Proposition 1.11 Let \((u_n) \subset H^1_r(\mathbb{R}^N)\) be given by Proposition 1.10. To show its convergence we proceed in three steps.

Step 1: \((u_n) \subset H^1_r(\mathbb{R}^N)\) is bounded.

Since \(Q_\mu(u_n) \to 0\), we have, using the Gagliardo-Nirenberg inequality (2.2),

\[
F_\mu(u_n) = \frac{1}{N} ||\nabla u_n||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} \left(1 - \frac{qY_0}{2^*}\right) ||u_n||^q_{L^q(\mathbb{R}^N)} + o_n(1)
\]

\[
\geq \frac{1}{N} ||\nabla u_n||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} C_N q \left(1 - \frac{qY_0}{2^*}\right) c^{(1-\gamma q)} ||u_n||^{q\gamma q}_{L^2(\mathbb{R}^N)} + o_n(1),
\]

where \(o_n(1) \to 0\) as \(n \to \infty\). Since \(F_\mu(u_n) \to M^0(c) < \infty\) and \(q\gamma q < 2\) the conclusion follows.

Step 2: \((u_n) \subset H^1_r(\mathbb{R}^N)\) has a non-trivial weak limit.

Since \((u_n) \subset H^1_r(\mathbb{R}^N)\) is a bounded sequence, by the compact embedding of \(H^1_r(\mathbb{R}^N)\) into \(L^q(\mathbb{R}^N)\), there exists a \(u \in H^1_r(\mathbb{R}^N)\), \(u_n \rightharpoonup u\) weakly in \(H^1_r(\mathbb{R}^N)\), \(u_n \to u\) strongly in \(L^q(\mathbb{R}^N)\).

Let us assume now, by contradiction, that \(u\) is trivial. Then, \(||u_n||_{L^q(\mathbb{R}^N)} \to 0\) and since \(Q_\mu(u_n) \to 0\), using the Sobolev embedding, see (2.1), we deduce that

\[
S ||u_n||^2_{L^{2^*}(\mathbb{R}^N)} \leq ||\nabla u_n||^2_{L^2(\mathbb{R}^N)} \leq ||u_n||^{2^*}_{L^{2^*}(\mathbb{R}^N)} + o_n(1). \tag{4.1}
\]

We distinguish the two cases

either (i) \(||u_n||^{2^*}_{L^{2^*}(\mathbb{R}^N)} \to 0\) or (ii) \(||u_n||^{2^*}_{L^{2^*}(\mathbb{R}^N)} \to \ell > 0\).

If (i) holds then, in view of (4.1), we also have that \(||\nabla u_n||^2_{L^2(\mathbb{R}^N)} \to 0\) which implies that \(F_\mu(u_n) \to 0\) contradicting the fact that \(M^0(c) > 0\), see (3.4). If (ii) holds we deduce from (4.1) that

\[
||u_n||^{2^*}_{L^{2^*}(\mathbb{R}^N)} \geq S^{\frac{N}{2}} + o_n(1)
\]

and thus, recording that \(Q_\mu(u_n) \to 0\) and \(||u_n||_{L^q(\mathbb{R}^N)} \to 0\), it follows that

\[
||\nabla u_n||^2_{L^2(\mathbb{R}^N)} = ||u_n||^{2^*}_{L^{2^*}(\mathbb{R}^N)} + o_n(1) \geq S^{\frac{N}{2}} + o_n(1). \tag{4.2}
\]

From (4.2) we deduce that

\[
F_\mu(u_n) = \frac{1}{N} ||\nabla u_n||^2_{L^2(\mathbb{R}^N)} + o_n(1) \geq \frac{1}{N} S^{\frac{N}{2}} + o_n(1).
\]
But, since $m(c) < 0$, necessarily $M^0(c) < \frac{S_N^2}{N}$ and we also have a contradiction.

**Step 3:** $(u_n) \subset H^r_1(\mathbb{R}^N)$ strongly converges.

Since $(u_n)$ is bounded, following [12, Lemma 3], we know that

$$(F_{\mu}|_{S(c)})' (u_n) \rightarrow 0 \text{ in } H^{-1}(\mathbb{R}^N) \iff F_{\mu}' (u_n) - \frac{1}{c} \langle F_{\mu}' (u_n), u_n \rangle u_n \rightarrow 0 \text{ in } H^{-1}(\mathbb{R}^N).$$

Thus, for any $w \in H^1(\mathbb{R}^N)$, we have

$$o_n(1) = \left\{ F_{\mu}' (u_n) - \frac{1}{c} \langle F_{\mu}' (u_n), u_n \rangle u_n, w \right\} = \int_{\mathbb{R}^N} \nabla u_n \cdot \nabla w - \mu |u_n|^{q-2} u_n w - |u_n|^{2^*-2} u_n w - \lambda_n u_n w \, dx, \quad (4.3)$$

where $o_n(1) \rightarrow 0$ as $n \rightarrow \infty$ and

$$c \lambda_n = ||\nabla u_n||_{L^2(\mathbb{R}^N)}^2 - \mu ||u_n||_{L^q(\mathbb{R}^N)}^q - ||u_n||_{L^{2^*}(\mathbb{R}^N)}^{2^*} + o_n(1). \quad (4.4)$$

In particular, $(\lambda_n) \subset \mathbb{R}$ is bounded and, up to a subsequence, $\lambda_n \rightarrow \lambda \in \mathbb{R}$. Now, passing to the limit in (4.3) by weak convergence, we obtain that

$$-\Delta u - \mu |u|^{q-2} u - |u|^{2^*-2} u = \lambda u. \quad (4.5)$$

Thus in view of Lemma 2.2, $Q_{\mu}(u) = 0$ and $\lambda < 0$.

Let $(v_n) \subset H^r_1(\mathbb{R}^N)$ be such that $v_n = u_n - u$. We have that $v_n \rightarrow 0$ weakly in $H^r_1(\mathbb{R}^N)$, $v_n \rightarrow 0$ strongly in $L^q(\mathbb{R}^N)$ and a.e. in $\mathbb{R}^N$. Thus

$$||\nabla u_n||_{L^2(\mathbb{R}^N)}^2 = ||\nabla u||_{L^2(\mathbb{R}^N)}^2 + ||\nabla v_n||_{L^2(\mathbb{R}^N)}^2 + o_n(1)$$

and also, by the Brezis-Lieb Lemma [14],

$$||u_n||_{L^{2^*}(\mathbb{R}^N)}^{2^*} = ||u||_{L^{2^*}(\mathbb{R}^N)}^{2^*} + ||v_n||_{L^{2^*}(\mathbb{R}^N)}^{2^*} + o_n(1). \quad (4.6)$$

In particular,

$$F_{\mu}(u_n) = F_{\mu}(u) + F_{\mu}(v_n) + o_n(1). \quad (4.7)$$

and

$$Q_{\mu}(u_n) = Q_{\mu}(u) + Q_{\mu}(v_n) + o_n(1). \quad (4.8)$$

Here again we distinguish the two cases

either (i) $||v_n||_{L^{2^*}(\mathbb{R}^N)} \rightarrow 0$ or (ii) $||v_n||_{L^{2^*}(\mathbb{R}^N)} \rightarrow \ell > 0$. 
Assuming that (ii) holds, and since $Q_\mu(u) = 0$, we deduce from (4.8) that

$$||v_n||_{L^2(\mathbb{R}^N)}^{2^*} = ||\nabla v_n||_{L^2(\mathbb{R}^N)}^2 + o_n(1).$$

Then, reasoning as in Step 2, it follows that

$$F_\mu(v_n) \geq \frac{S_N^N}{N} + o_n(1)$$

which leads, in view of (4.7), to

$$F_\mu(u_n) \geq F_\mu(u) + \frac{S_N^N}{N} + o_n(1).$$

At this point, recording from Remark 1.4 that $c \mapsto m(c)$ is non increasing, using $Q_\mu(u) = 0$ and since, by property of the weak limit, $||u||_{L^2(\mathbb{R}^N)}^2 \leq c$, we get that

$$F_\mu(u) \geq m\left(||u||_{L^2(\mathbb{R}^N)}^2\right) \geq m(c).$$

Thus, $F_\mu(u_n) \to M_0(c)$ satisfies

$$F_\mu(u_n) \geq m(c) + \frac{S_N^N}{N} + o_n(1)$$

which contradicts our assumption on $M_0(c)$.

It remains to show that if (i) holds then $(u_n) \subset H^1_r(\mathbb{R}^N)$ converges strongly. Since (i) holds, we get from (4.6) that $||u_n||_{L^2(\mathbb{R}^N)}^2 \to ||u||_{L^2(\mathbb{R}^N)}^2$. Choosing $w = u_n$ in (4.3) we deduce since $u$ is solution to (4.5) that

$$||\nabla u_n||_{L^2(\mathbb{R}^N)}^2 - \lambda_n ||u_n||_{L^2(\mathbb{R}^N)}^2 - \mu||u_n||_{L^q(\mathbb{R}^N)}^q - ||u_n||_{L^2(\mathbb{R}^N)}^{2^*} \to ||\nabla u||_{L^2(\mathbb{R}^N)}^2 - \lambda ||u||_{L^2(\mathbb{R}^N)}^2 - \mu||u||_{L^q(\mathbb{R}^N)}^q - ||u||_{L^2(\mathbb{R}^N)}^{2^*} = 0.$$

Therefore, taking into account that $||u_n||_{L^q(\mathbb{R}^N)}^q \to ||u||_{L^q(\mathbb{R}^N)}^q$ due to $(u_n) \subset H^1_r(\mathbb{R}^N)$ and since $\lambda_n \to \lambda$, we obtain that

$$||\nabla u_n||_{L^2(\mathbb{R}^N)}^2 - \lambda ||u_n||_{L^2(\mathbb{R}^N)}^2 \to ||\nabla u||_{L^2(\mathbb{R}^N)}^2 - \lambda ||u||_{L^2(\mathbb{R}^N)}^2.$$

By $\lambda < 0$ (since $u$ is non trivial), see Lemma 2.2 we conclude that $u_n \to u$ strongly in $H^1_r(\mathbb{R}^N)$. At this point the proposition is proved. \(\square\)

5 The proof of Proposition 1.12

As announced in Sect. 1 to show that Proposition 1.12 holds we shall rely on Proposition 1.15 and Proposition 1.16.
Multiple normalized solutions...

5.1 The proof of Proposition 1.15

We shall proceed into three steps.

**Step 1:** For any \( c \in (0, c_0) \), it holds that

\[
M(c) \geq \inf_{u \in \Lambda^+(c)} F_\mu(u).
\]

Let \( h \in \Gamma(c) \). We have \( h(0) \in V(c) \cap \{ u : F_\mu(u) < 0 \} \) and thus, in view of Lemma 2.5 (iii), \( h(0) \in W(c) \) or equivalently \( s_{h(0)}^+ > 1 \). Since \( h \in \Gamma(c) \), we also have that \( F_\mu(h(t)) \leq 2m(c) < m(c) \) for \( t \) large enough. Thus, from Lemma 2.5 (iv), we get that \( h(t) \notin W(c) \) for \( t \) large enough or equivalently that \( s_{h(t)}^+ < 1 \) for each \( t > 0 \). By the continuity of \( h \) and of \( u \mapsto s_u^+ \), see Lemma 2.4 (iii), we deduce that there exists a \( t_0 > 0 \) such that \( s_{h(t_0)}^+ = 1 \), namely such that \( h(t_0) \in \partial W(c) \). Thus we have that

\[
M(c) \geq \inf_{u \in \partial W(c)} F_\mu(u) = \inf_{u \in \Lambda^+(c)} F_\mu(u)
\]
due to Lemma 2.5 (ii).

**Step 2:** For any \( c \in (0, c_0) \), it holds that

\[
\inf_{u \in \Lambda^+(c)} F_\mu(u) \geq \inf_{u \in \Lambda^+_v(c)} F_\mu(u).
\]

For any \( u \in \Lambda^+(c) \), let \( v \) be the Schwarz rearrangement of \( |u| \). We claim that \( \psi_v(s) \leq \psi_u(s) \) for all \( s \geq 0 \). Indeed, we have

\[
\psi_v(s) = \frac{s^2}{2} |\nabla v|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} s^{\frac{N(q-2)}{2}} |v|_{L^q(\mathbb{R}^N)}^q - \frac{s^{2*}}{2^*} |v|_{L^{2*}(\mathbb{R}^N)}^{2*} \leq \frac{s^2}{2} |\nabla u|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} s^{\frac{N(q-2)}{2}} |u|_{L^q(\mathbb{R}^N)}^q - \frac{s^{2*}}{2^*} |u|_{L^{2*}(\mathbb{R}^N)}^{2*} = \psi_u(s).
\]

Recording, see Lemma 2.4, that \( s_u^+ \) is the unique global maximum point for \( \psi_u \), we deduce from the above claim that

\[
\psi_u(s_u^+) \geq \psi_u(s_v^+) \geq \psi_v(s_v^+).
\]

Since \( u \in \Lambda^+(c) \), we have that \( s_u^+ = 1 \) and hence

\[
F_\mu(u) = \psi_u(1) = \psi_u(s_u^+) \geq \psi_v(s_v^-) = F_\mu(v_v^-).
\]

Recording that \( v_{v^+} \in \Lambda^+_v(c) \), we deduce that

\[
\inf_{u \in \Lambda^+(c)} F_\mu(u) \geq \inf_{u \in \Lambda^+_v(c)} F_\mu(u).
\]
Step 3: For any $c \in (0, c_0)$, it holds that

$$\inf_{u \in \Lambda^+_r(c)} F_{\mu}(u) \geq M^0(c).$$

Let $u \in \Lambda^+_r(c)$ and $s_1 > 0$ be such that $u_{s_1} \in E_c$. Let us consider the map

$$g_u : t \in [0, \infty) \mapsto u_{(1-t)s_1 + ts_1} \in S_r(c).$$

We have that $g_u \in C([0, \infty), S_r(c))$ and

$$g_u(0) = u_{s_1} \in \Lambda^-_r(c) \quad \text{and} \quad g_u(1) = u_{s_1} \in E_c.$$

Hence, we get $g_u \in \Gamma^0(c)$ and

$$F_{\mu}(u) = \max_{s>0} F_{\mu}(u_s) \geq \max_{t \in [0, \infty)} F_{\mu}(g_u(t)) \geq \inf_{g \in \Gamma^0(c)} \max_{t \in [0, \infty)} F_{\mu}(g(t)) = M^0(c).$$

Proof of Proposition 1.15 From Steps 1, 2 and 3 we deduce that Proposition 1.15 holds.

Remark 5.1 Trivially, since $\Gamma^0(c) \subset \Gamma(c)$, one has $M(c) \leq M^0(c)$. Thus, from Proposition 1.15 we deduce that

$$M^0(c) = M(c) = \inf_{u \in \Lambda^+_r(c)} F_{\mu}(u).$$

5.2 The proof of Proposition 1.16

Lemma 5.2 Let $N \geq 3$. For any $c \in (0, c_0)$, the following property holds

$$M(c) \leq \inf_{h \in \mathcal{G}(c)} \max_{t \in [0, \infty)} F_{\mu}(h(t))$$

where

$$\mathcal{G}(c) := \left\{ h \in C([0, \infty), \bigcup_{d \in \left[ \frac{c}{2}, c \right]} S(d)) : h(0) \in \mathcal{M}_d \right\}$$

for some $d \in \left[ \frac{c}{2}, c \right]$. For $t_0(h) = t_0(h) \in E_c$ s.t. $h(t) \in E_c \forall t \geq t_0$.

Proof Let any $h \in \mathcal{G}(c)$. We define the function

$$t \mapsto \theta(t) := \sqrt{\frac{||h(t)||^2_{L^2(\mathbb{R}^N)}}{c}}.$$
Note that $\theta$ is the continuous function from $[0, \infty)$ into $\mathbb{R}$ and $\theta(t) \leq 1$ for all $t$. Now we set

$$g(t)(x) := \theta(t)^{\frac{N}{2}}h(t)(\theta(t)x).$$

(5.1)

By direct computations, we obtain that

$$\|g(t)\|_{L^2(\mathbb{R}^N)}^2 = \frac{1}{|\theta(t)|^2} \|h(t)\|_{L^2(\mathbb{R}^N)}^2 = c, \quad \|\nabla g(t)\|_{L^2(\mathbb{R}^N)}^2 = \|\nabla h(t)\|_{L^2(\mathbb{R}^N)}^2,$$

$$\|g(t)\|_{L^q(\mathbb{R}^N)}^q = \left(\frac{N}{2} - 1\right)^q - N \|h(t)\|_{L^q(\mathbb{R}^N)}^q, \quad \|g(t)\|_{L^{2^*}(\mathbb{R}^N)}^{2^*} = \|h(t)\|_{L^{2^*}(\mathbb{R}^N)}^{2^*}.$$

Hence,

$$F_\mu(g(t)) = \frac{1}{2} \|\nabla g(t)\|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} \|g(t)\|_{L^q(\mathbb{R}^N)}^q - \frac{1}{2^*} \|g(t)\|_{L^{2^*}(\mathbb{R}^N)}^{2^*}$$

$$= \frac{1}{2} \|\nabla h(t)\|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} \|\theta(t)\|_{L^q(\mathbb{R}^N)}^q \left(\frac{N}{2} - 1\right)^q - N \|h(t)\|_{L^q(\mathbb{R}^N)}^q - \frac{1}{2^*} \|h(t)\|_{L^{2^*}(\mathbb{R}^N)}^{2^*}$$

$$\leq \frac{1}{2} \|\nabla h(t)\|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} \|h(t)\|_{L^q(\mathbb{R}^N)}^q \left(\frac{N}{2} - 1\right)^q - N \|h(t)\|_{L^q(\mathbb{R}^N)}^q - \frac{1}{2^*} \|h(t)\|_{L^{2^*}(\mathbb{R}^N)}^{2^*} = F_\mu(h(t))$$

due to $\theta(t) \leq 1$ for all $t$ and $\left(\frac{N}{2} - 1\right) q - N < 0$. Noting that $F_\mu(g(0)) \leq F_\mu(h(0)) < 0$ and that $\|\nabla g(0)\|_{L^2(\mathbb{R}^N)}^2 = \|\nabla h(0)\|_{L^2(\mathbb{R}^N)}^2 < \rho_0$ we deduce that $g(0) \in V(c) \cap \{u : F_\mu(u) < 0\}$ and hence that $g \in \Gamma(c)$. At this point the lemma is proved.

Let $u_\varepsilon$ be an extremal function for the Sobolev inequality in $\mathbb{R}^N$ defined by

$$u_\varepsilon(x) := \frac{[N(N - 2)\varepsilon^2]^{\frac{N-2}{4}}}{[\varepsilon^2 + |x|^2]^{\frac{N-2}{2}}}, \quad \varepsilon > 0, \quad x \in \mathbb{R}^N.$$

(5.2)

Let $\xi \in C^\infty_0(\mathbb{R}^N)$ be a radially non-increasing cut-off function with $\xi \equiv 1$ in $B_1$, $\xi \equiv 0$ in $\mathbb{R}^N \setminus B_2$. Setting $U_\varepsilon(x) = \xi(x)u_\varepsilon(x)$ we shall prove the following lemma.

**Lemma 5.3** Let $N \geq 3$ and $u \in H^1(\mathbb{R}^N)$ be a nonnegative function. For every $\varepsilon > 0$ and every $t > 0$ we have

$$F_\mu(u + tU_\varepsilon) \leq F_\mu(u) + t \int_{\mathbb{R}^N} \nabla u(x) \cdot \nabla U_\varepsilon(x) \, dx$$

$$+ \frac{t^2}{2} \|\nabla U_\varepsilon\|_{L^2(\mathbb{R}^N)}^2 - \frac{\mu t^q}{q} \|U_\varepsilon\|_{L^q(\mathbb{R}^N)}^q - \frac{t^{2^*}}{2^*} \|U_\varepsilon\|_{L^{2^*}(\mathbb{R}^N)}^{2^*}.$$
Proof We have, for any $\varepsilon > 0$ and any $t > 0$,
\[
||\nabla (u + tU_{\varepsilon})||^2_{L^2(\mathbb{R}^N)} = ||\nabla u||^2_{L^2(\mathbb{R}^N)} + 2t \int_{\mathbb{R}^N} \nabla u(x) \cdot \nabla U_{\varepsilon}(x) \, dx + t^2 ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)}.
\]
Also, since both $u \in H^1(\mathbb{R}^N)$ and $U_{\varepsilon}$ are non negative,
\[
||u + tU_{\varepsilon}||^{2^*}_{L^{2^*}(\mathbb{R}^N)} \geq ||u||^{2^*}_{L^{2^*}(\mathbb{R}^N)} + t^{2^*} ||U_{\varepsilon}||^{2^*}_{L^{2^*}(\mathbb{R}^N)}
\]
and
\[
||u + tU_{\varepsilon}||^{q}_{L^q(\mathbb{R}^N)} \geq ||u||^{q}_{L^q(\mathbb{R}^N)} + tq ||U_{\varepsilon}||^{q}_{L^q(\mathbb{R}^N)}.
\]
Therefore, we obtain that
\[
F_{\mu}(u + tU_{\varepsilon}) \
\leq \frac{1}{2} \left[ ||\nabla u||^2_{L^2(\mathbb{R}^N)} + 2t \int_{\mathbb{R}^N} \nabla u(x) \cdot \nabla U_{\varepsilon}(x) \, dx + t^2 ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} \right] \
- \frac{\mu}{q} \left[ ||u||^q_{L^q(\mathbb{R}^N)} + tq ||U_{\varepsilon}||^q_{L^q(\mathbb{R}^N)} \right] \frac{1}{2} \left[ ||u||^{2^*}_{L^{2^*}(\mathbb{R}^N)} + t^{2^*} ||U_{\varepsilon}||^{2^*}_{L^{2^*}(\mathbb{R}^N)} \right] \
= F_{\mu}(u) + t \int_{\mathbb{R}^N} \nabla u(x) \cdot \nabla U_{\varepsilon}(x) \, dx + \frac{t^2}{2} ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} ||u||^q_{L^q(\mathbb{R}^N)} - \frac{t^{2^*}}{2} ||U_{\varepsilon}||^{2^*}_{L^{2^*}(\mathbb{R}^N)}.
\]

From now and for the rest of this section, we fix a sequence $(\varepsilon_n) \subset \mathbb{R}_+$ such that $\varepsilon_n \to 0$.

Lemma 5.4 Let $N \geq 3$. There exists $0 < t_0 < t_1 < \infty$ such that, for any sequence $(u_n) \subset H^1(\mathbb{R}^N)$ satisfying
\[
\int_{\mathbb{R}^N} \nabla u_n(x) \cdot \nabla U_{\varepsilon_n}(x) \, dx \leq 1, \quad \forall n \in \mathbb{N}, \quad (5.3)
\]
setting
\[
I_n(t) := t \int_{\mathbb{R}^N} \nabla u_n(x) \cdot \nabla U_{\varepsilon_n}(x) \, dx + \frac{t^2}{2} ||\nabla U_{\varepsilon_n}||^2_{L^2(\mathbb{R}^N)} \]\n\[
- \frac{\mu}{q} ||U_{\varepsilon_n}||^q_{L^q(\mathbb{R}^N)} - \frac{t^{2^*}}{2^*} ||U_{\varepsilon_n}||^{2^*}_{L^{2^*}(\mathbb{R}^N)},
\]
we have, for any $n \in \mathbb{N}$ large enough,
(i) if \( I_n(t) \geq \frac{1}{2N} S_N^N \) then necessarily \( t \geq t_0 \).

(ii) \( I_n(t) \leq 2m(c) \) for any \( t \geq t_1 \).

**Proof** Observe that

\[
I_n(t) \leq \int_{\mathbb{R}^N} \nabla u_n(x) \cdot \nabla U_{\varepsilon n}(x) \, dx + \frac{t^2}{2} ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)},
\]

We have that \( ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} \to S_N^N > 0 \), see Lemma 7.1. Thus in view of (5.3), if \( t \to 0 \) then \( I_n(t) < \frac{1}{2N} S_N^N \). Hence, there exists \( t_0 > 0 \) such that if \( I_n(t) \geq \frac{1}{2N} S_N^N \) then necessarily \( t \geq t_0 \) and point (i) holds. We also have

\[
I(t) \leq \int_{\mathbb{R}^N} \nabla u_n(x) \cdot \nabla U_{\varepsilon n}(x) \, dx + \frac{t^2}{2} ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} - \frac{t^2}{2} ||U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)}
\]

with \( ||\nabla U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} \to S_N^N > 0 \) and \( ||U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} \to S_N^N > 0 \), see Lemma 7.1. Thus, in view of (5.3), there exists a \( t_1 > 0 \) such that \( I_n(t) \leq 2m(c) \), for all \( t \geq t_1 \), if \( n \in \mathbb{N} \) is large enough. Thus point (ii) also holds. \( \square \)

We define by \( M_c^0 \) the set of elements of \( M_c \) which have the properties guarantee by Proposition 2.1.

**Lemma 5.5** Let \( N \geq 3 \), \( c \in (0, c_0) \) and \( u_c \in M_c^0 \). For any \( \varepsilon > 0 \) there exists a \( y_{\varepsilon} \in \mathbb{R}^N \) such that

\[
2 \int_{\mathbb{R}^N} u_c(x - y_{\varepsilon}) U_{\varepsilon}(x) \, dx \leq t_1 ||U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)} \tag{5.4}
\]

where \( t_1 > 0 \) is provided by Lemma 5.4 and

\[
\int_{\mathbb{R}^N} \nabla u_c(x - y_{\varepsilon}) \cdot \nabla U_{\varepsilon}(x) \, dx \leq ||U_{\varepsilon}||^2_{L^2(\mathbb{R}^N)}. \tag{5.5}
\]

**Proof** Since \( u_c \in M_c^0 \) is a radial, non-increasing function, we know from [11, Radial Lemma A.IV] that

\[
|u_c(z)| \leq C(N)|z|^{-\frac{N}{2}} \sqrt{c}, \quad \forall|z| \geq 1, \tag{5.6}
\]

and thus,

\[
\int_{\mathbb{R}^N} u_c(x - y) U_{\varepsilon}(x) \, dx \leq C(N) \sqrt{c} \int_{\mathbb{R}^N} |x - y|^{-\frac{N}{2}} U_{\varepsilon}(x) \, dx. \tag{5.7}
\]
Using that the function $U_\varepsilon$ is compactly supported in $B_2$, we have that, for $|y|$ large enough,

$$\int_{\mathbb{R}^N} |x - y|^{-\frac{N}{2}} U_\varepsilon(x) dx \leq \int_{B_2} \left| \frac{y}{2} \right|^{-\frac{N}{2}} U_\varepsilon(x) dx.$$  

At this point, we deduce from (5.7) that, for $|y|$ large enough,

$$\int_{\mathbb{R}^N} u_\varepsilon(x - y) U_\varepsilon(x) dx \leq C(N) \sqrt{c} \left| \frac{y}{2} \right|^{-\frac{N}{2}} \int_{\mathbb{R}^N} U_\varepsilon(x) dx.$$  

Using Hölder’s inequality, we obtain that

$$||U_\varepsilon||_{L^1(\mathbb{R}^N)} \leq |B_2|^{\frac{1}{2}} ||U_\varepsilon||_{L^2(\mathbb{R}^N)}$$  

and (5.4) follows. Now, since for any $y \in \mathbb{R}^N$, $u_\varepsilon(\cdot - y) \geq 0$ is solution to the equation

$$-\Delta u - \mu |u|^{q-2}u - |u|^{2^*-2}u = \lambda_c u \quad \text{in \ } \mathbb{R}^N,$$  

for some $\lambda_c < 0$, we have that

$$\int_{\mathbb{R}^N} \nabla u_\varepsilon(x - y) \cdot \nabla U_\varepsilon(x) dx \leq \mu \int_{\mathbb{R}^N} |u_\varepsilon(x - y)|^{q-1} U_\varepsilon(x) dx + \int_{\mathbb{R}^N} |u_\varepsilon(x - y)|^{2^*-1} U_\varepsilon(x) dx.$$

Since, both $|u_\varepsilon(z)|^{q-1} \leq |u_\varepsilon(z)|$ and $|u_\varepsilon(z)|^{2^*-1} \leq |u_\varepsilon(z)|$ for $|z|$ large, see (5.6), reasoning as in the proof of (5.4) we readily check that (5.5) also holds. □

Now we define the sequence $(c_n) \in \left[ \frac{c}{2}, c \right)$ as follows

$$c_n := c - 2t_1^2 ||U_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2$$  

where $t_1 > 0$ is given in Lemma 5.4. Clearly, $c_n \to c$ as $n \to \infty$. Now, for each $n \in \mathbb{N}$, we fix a $u_{c_n} \in \mathcal{M}^0_{c_n}$.

**Lemma 5.6** Under the setting introduced above, for any $n \in \mathbb{N}$ large enough, there exists a $y_n \in \mathbb{R}^N$ such that

$$c_n \leq ||u_{c_n}(\cdot - y_n) + tU_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 \leq c, \quad \forall t \in [0, t_1]. \quad (5.11)$$  

and

$$\int_{\mathbb{R}^N} \nabla u_{c_n}(x - y_n) \cdot \nabla U_{\varepsilon_n}(x) dx \leq \max\{1, ||U_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2\}. \quad (5.12)$$
Proof} For any \( n \in \mathbb{N} \), according to Lemma 5.5, we can choose a \( y_n \in \mathbb{R}^N \) such that
\[
2 \int_{\mathbb{R}^N} u_{cn}(x - y_n) U_{\varepsilon n}(x) \, dx \leq t_1 ||U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)}.
\]
Now, for \( t \in [0, t_1] \), we have,
\[
||u_{cn}(-y_n) + t U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)}
= ||u_{cn}(-y_n)||^2_{L^2(\mathbb{R}^N)} + 2t \int_{\mathbb{R}^N} u_{cn}(x - y_n) U_{\varepsilon n}(x) \, dx + t^2 ||U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)}
\leq c_n + 2t \int_{\mathbb{R}^N} u_{cn}(x - y_n) U_{\varepsilon n}(x) \, dx + t^2 ||U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)}
\leq c_n + 2t^2 ||U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)} = c
\]
where for the last inequality we have used the definition of \( c_n \) given in (5.10). The first inequality in (5.11) is obvious by the positivity of \( u_{cn} \) and \( U_{\varepsilon n} \). Finally note that (5.12) directly holds in view of (5.5) and since ||\( U_{\varepsilon n} \)||^2_{L^2(\mathbb{R}^N)} \to 0 as \( n \to \infty \). \( \square \)

Lemma 5.7 Under the setting introduced above, we define,
\[
\gamma_n(t) = \begin{cases} u_{cn}(-y_n) + t U_{\varepsilon n} & \text{if } t \in [0, t_1], \\ \gamma_n(t_1) & \text{if } t \geq t_1. \end{cases}
\]
Then \( \gamma_n \in \mathcal{G}(c) \), for any \( n \in \mathbb{N} \) large enough. In addition
\[
M(c) \leq \max_{t \in [0, \infty)} F_\mu(\gamma_n(t)) \leq \max \left\{ \max_{t \in [0, t_1]} F_\mu(\gamma_n(t)), \ m(c) + \frac{2}{3N} S^{\frac{N}{2}} \right\}. \tag{5.13}
\]
Proof} Let \( n \in \mathbb{N} \) be arbitrary fixed, large. To show that \( \gamma_n \in \mathcal{G}(c) \) we first observe that \( \gamma_n \in C([0, \infty), H^1(\mathbb{R}^N)) \). Also, by (5.11), we get that
\[
\gamma_n(t) \subset \bigcup_{d \in \left[ \frac{c}{2}, c \right]} S(d)
\]
since \( c_n \to c \). Now, note that by Lemma 5.3
\[
F_\mu(\gamma_n(t)) \leq m(c_n) + t \int_{\mathbb{R}^N} \nabla u_{cn}(-y_n) \cdot \nabla U_{\varepsilon n}(x) \, dx + \frac{t^2}{2} ||\nabla U_{\varepsilon n}||^2_{L^2(\mathbb{R}^N)}
- \frac{\mu t^q}{q} ||U_{\varepsilon n}||^{\frac{q}{2}}_{L^q(\mathbb{R}^N)} - \frac{t^{2q}}{2q} ||U_{\varepsilon n}||^{\frac{q}{2}}_{L^{2q}(\mathbb{R}^N)}, \tag{5.14}
\]
\( \square \) Springer
In view of (5.12) we can apply Lemma 5.4 to deduce that, for $t \geq t_1$

$$F_{\mu}(y_n(t)) \leq m(c_n) + 2m(c) \leq 2m(c).$$

(5.15)

We conclude that $y_n \in \mathcal{G}(c)$ for any $n \in \mathbb{N}$ large enough. In particular the first inequality in (5.13) holds because of Lemma 5.2. Now, considering again (5.14) and recording that (5.12) apply, we deduce from Lemma 5.4 that, if $t \in [0, t_0]$, we can write

$$F_{\mu}(y_n(t)) \leq m(c_n) + \frac{1}{2N}S^\frac{N}{2} \leq m(c) + \frac{2}{3N}S^\frac{N}{2}$$

(5.16)

since $c_n \to c$. Gathering (5.15) and (5.16) we see that the second inequality in (5.13) holds.

\[\square\]

Proof of Proposition 1.16 We assume the setting above. In view of Lemma 5.7 to show that

$$M(c) < m(c) + \frac{1}{N}S^\frac{N}{2}$$

it suffices to show that

$$\max_{t \in [t_0, t_1]} F_{\mu}(u_{\epsilon_n}(\cdot - y_n) + tU_{\epsilon_n}) < m(c) + \frac{1}{N}S^\frac{N}{2}.$$

From Lemma 2.3, Lemma 5.3, Lemma 5.6 and the definition of $c_n$ given in (5.10) we can write

$$\max_{t \in [t_0, t_1]} F_{\mu}(u_{\epsilon_n}(\cdot - y_n) + tU_{\epsilon_n})$$

$$\leq m(c_n) + \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^2(\mathbb{R}^N)} + \mu tq \frac{q}{q-2} m(c_n) + \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^q(\mathbb{R}^N)} - \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^{2*}(\mathbb{R}^N)}$$

$$\leq m(c) + d(c - c_n) + t_1||U_{\epsilon_n}||^2_{L^2(\mathbb{R}^N)} + \max_{t \in [t_0, t_1]} \left[ \frac{t^2}{2}||\nabla U_{\epsilon_n}||^2_{L^2(\mathbb{R}^N)} - \mu tq \frac{q}{q-2} m(c_n) + \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^q(\mathbb{R}^N)} - \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^{2*}(\mathbb{R}^N)} \right].$$

To complete the proof it suffices to show, for $n \in \mathbb{N}$ sufficiently large,

$$J_n := (2t_1^2d + t_1)||U_{\epsilon_n}||^2_{L^2(\mathbb{R}^N)}$$

$$+ \max_{t \in [t_0, t_1]} \left[ \frac{t^2}{2}||\nabla U_{\epsilon_n}||^2_{L^2(\mathbb{R}^N)} - \mu tq \frac{q}{q-2} m(c_n) + \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^q(\mathbb{R}^N)} - \frac{t^2}{2}||U_{\epsilon_n}||^2_{L^{2*}(\mathbb{R}^N)} \right] < \frac{1}{N}S^\frac{N}{2}. $$
In this aim first note that
\[
J_n \leq (2t_i^2 d + t_1)||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 + \max_{t>0} \left[ \frac{t^2}{2}||\nabla u_{\varepsilon}||_{L^2(\mathbb{R}^N)}^2 - \frac{t^{2*}}{2*}||u_{\varepsilon}||_{L^{2*}(\mathbb{R}^N)}^{2*} \right]
- \frac{\mu t_0^q}{q}||u_{\varepsilon}||_{L^q(\mathbb{R}^N)}^q.
\]

But it holds, in view of the estimates of Lemma 7.1 (i), that
\[
\max\left[ \frac{t^2}{2}||\nabla u_{\varepsilon}||_{L^2(\mathbb{R}^N)}^2 - \frac{t^{2*}}{2*}||u_{\varepsilon}||_{L^{2*}(\mathbb{R}^N)}^{2*} \right] = \frac{1}{N} S_+^N + O(\varepsilon_n^{N-2}).
\]

Summarizing, the proof of Proposition 1.16 will be completed if we manage to show that, for \( n \in \mathbb{N} \) large enough,
\[
(2t_i^2 d + t_1)||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 - \frac{\mu t_0^q}{q}||u_{\varepsilon}||_{L^q(\mathbb{R}^N)}^q + O(\varepsilon_n^{N-2}) < 0.
\]

At this point we distinguish two cases.

**Case 1** \( N \geq 5 \): By Lemma 7.1 we have that, for some \( K_1 > 0, K_2 > 0, \) as \( n \to \infty, \)
\[
||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 = K_1 \varepsilon_n^2 + o(\varepsilon_n^{N-2}) \quad \text{and} \quad ||u_{\varepsilon_n}||_{L^q(\mathbb{R}^N)}^q = K_2 \varepsilon_n^{N\frac{N-2q}{2}} + o(\varepsilon_n^{N\frac{N-2q}{2}}).
\]

Thus, for some constants, \( \tilde{K}_1 > 0, \tilde{K}_2 > 0, \) for \( n \in \mathbb{N} \) sufficiently large,
\[
(2t_i^2 d + t_1)||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 - \frac{\mu t_0^q}{q}||u_{\varepsilon}||_{L^q(\mathbb{R}^N)}^q + O(\varepsilon_n^{N-2})
= \tilde{K}_1 \varepsilon_n^2 - \tilde{K}_2 \varepsilon_n^{N\frac{N-2q}{2}} + o(\varepsilon_n^{N-2}) \leq -\frac{\tilde{K}_2}{2} \varepsilon_n^{N\frac{N-2q}{2}} < 0
\]
since \( N - \frac{(N-2q)}{2} < \min\{N-2, 2\} \iff q > 2. \)

**Case 2** \( N = 4 \): By Lemma 7.1 we have that as \( n \to \infty, \) for some \( K_4 > 0, \)
\[
||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 = \omega \varepsilon_n^2 + o(\varepsilon_n^2) \quad \text{and} \quad ||u_{\varepsilon_n}||_{L^q(\mathbb{R}^N)}^q = K_4 \varepsilon_n^{4-q} + o(\varepsilon_n^{4-q}).
\]

Thus, for some constants, \( \tilde{K}_3 > 0, \tilde{K}_4 > 0, \) for \( n \in \mathbb{N} \) sufficiently large,
\[
(2t_i^2 d + t_1)||u_{\varepsilon_n}||_{L^2(\mathbb{R}^N)}^2 - \frac{\mu t_0^q}{q}||u_{\varepsilon}||_{L^q(\mathbb{R}^N)}^q + O(\varepsilon_n^2)
= \tilde{K}_3 \varepsilon_n^2 \log \varepsilon_n - \tilde{K}_4 \varepsilon_n^{4-q} + O(\varepsilon_n^2) \leq -\frac{\tilde{K}_4}{2} \varepsilon_n^{4-q} < 0
\]
since \( 4 - q < 2. \) In view of Cases 1 and 2 we deduce that the conclusion of Proposition 1.16 holds if \( N \geq 4. \)
Remark 5.8 Our analysis of the interaction between a solution characterized as a local minima and a suitable family of truncated extremal functions for the Sobolev inequality reminds us of the approach developed by Tarantello [37]. However, in [37], the extremal functions are located in a set where the local minima solution takes its greater values. The idea being to prove, through delicate estimates, that this interaction does decrease the mountain pass value of the associated functional with respect to the case where the two supports would be fully disjoint. Here, on the contrary, our construction aims at separating sufficiently the regions where the functions concentrate and to show that the remaining interaction (remember our functions \( u_c \in S(c) \) ly on all \( \mathbb{R}^N \)) can be assumed sufficiently small.

6 Proofs of main theorems and additional properties

Proof of Theorem 1.6 The proof of Theorem 1.6 follows directly combining Proposition 1.10, Proposition 1.11 and Proposition 1.12. \( \square \)

Proof of Theorem 1.7 For \( \mu > 0 \) fixed, let us prove that

\[
F_\mu(v_c) \to \frac{S_N^\frac{N}{2}}{N} \quad \text{as} \quad c \to 0.
\] (6.1)

First, using that \( Q_\mu(v_c) = 0 \), we can write, using the Gagliardo-Nirenberg inequality (2.2)

\[
F_\mu(v_c) = \frac{1}{N} ||\nabla v_c||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} \left( 1 - \frac{q \gamma q}{2^*} \right) ||u_n||^q_{L^q(\mathbb{R}^N)}
\geq \frac{1}{N} ||\nabla v_c||^2_{L^2(\mathbb{R}^N)} - \frac{\mu}{q} C_{N,q} \left( 1 - \frac{q \gamma q}{2^*} \right) c^{(1-\gamma_q)q} ||\nabla v_c||^q_{L^q(\mathbb{R}^N)}.
\] (6.2)

Since

\[
F_\mu(v_c) = M^0(c) < m(c) + \frac{S_N^\frac{N}{2}}{N} \leq \frac{S_N^\frac{N}{2}}{N}
\] (6.3)

and \( q \gamma_q < 2 \) we deduce that \( (v_c) \subset H^1_0(\mathbb{R}^N) \) is uniformly bounded with respect to \( c \in (0, c_0) \). Thus, still using the Gagliardo-Nirenberg inequality, we deduce that

\[
||v_c||^q_{L^q(\mathbb{R}^N)} \leq C_{N,q} ||v_c||_{L^2(\mathbb{R}^N)}^q ||\nabla v_c||^q_{L^q(\mathbb{R}^N)} \to 0 \quad \text{as} \quad c \to 0.
\] (6.4)

Hence, recording that \( Q_\mu(v_c) = 0 \), we have that

\[
\ell := \lim_{c \to 0} ||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 = \lim_{c \to 0} ||v_c||^{2*}_{L^{2*}(\mathbb{R}^N)} \leq \frac{1}{S_N^\frac{2}{2*}} \lim_{c \to 0} ||\nabla v_c||^{2*}_{L^{2*}(\mathbb{R}^N)} = \frac{1}{S_N^\frac{2}{2*}} \ell^{2*}.
\]
Therefore, either $\ell = 0$ or $\ell \geq \ell_{\text{SN}}$. We claim that $\ell = 0$ is impossible. Indeed, since $v_c \in \Lambda^+(c)$, we have that

$$||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 - \mu |\gamma_q| ||v_c||_{L^q(\mathbb{R}^N)}^q - ||v_c||_{L^{2^*}(\mathbb{R}^N)}^{2^*} = 0 \tag{6.5}$$

and

$$||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 - \mu |\gamma_q| ||v_c||_{L^q(\mathbb{R}^N)}^q - (2^* - 1)||v_c||_{L^{2^*}(\mathbb{R}^N)}^{2^*} \leq 0. \tag{6.6}$$

Combining (6.5), (6.6) and using the Sobolev inequality, we get

$$||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 \leq \frac{2^* - q|\gamma_q|}{2 - q|\gamma_q|} \frac{1}{S_{\text{SN}}^{2^*}} ||\nabla v_c||_{L^2(\mathbb{R}^N)}^{2^*}$$

proving the claim.

At this point, in view of (6.4), using that $Q_\mu(v_c) = 0$, we have

$$M^0(c) = F_\mu(v_c) = \frac{1}{N}||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 - \frac{\mu}{q} \left(1 - \frac{|\gamma_q|}{2^*}\right) ||v_c||_{L^q(\mathbb{R}^N)}^q$$

$$= \frac{1}{N}||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 + a_c(1) \geq \frac{S_{\text{SN}}^{2^*}}{N} + a_c(1),$$

where $a_c(1) \to 0$ as $c \to 0$. Taking into account that $m(c) \to 0$ as $c \to 0$, see Remark 1.4, and that

$$M^0(c) < m(c) + \frac{S_{\text{SN}}^{2^*}}{N}$$

we obtain (6.1). Clearly also the above proof shows that $||\nabla v_c||_{L^2(\mathbb{R}^N)}^2 \to S_{\text{SN}}^N$. This proves (i).

To show that (ii) holds we start to observe that, since $c_0(\mu) \to \infty$ as $\mu \to 0$, see Remark 1.3, $v_c \in S(c)$ exists for any $\mu \to 0$ sufficiently small. Now, (6.2)–(6.3) imply that $(v_c) \subset H^1_r(\mathbb{R}^N)$ is uniformly bounded as $\mu \to 0$ and thus, using the Gagliardo-Nirenberg inequality, we have that

$$\mu ||v_c||_{L^q(\mathbb{R}^N)}^q \leq \mu C_{N,q} ||v_c||_{L^2(\mathbb{R}^N)}^{q(1-|\gamma_q|)} ||\nabla v_c||_{L^2(\mathbb{R}^N)}^{q|\gamma_q|} \to 0 \quad \text{as} \quad \mu \to 0.$$  

From here the rest of the proof is identical to the one of (i).

Proof of Theorem 1.9 We use [33, Theorem 1.6] which in our notation reads as

**Theorem 6.1** Under the assumptions of Theorem 1.6, let $u \in S(c)$ be such that $F_\mu(u) < \inf_{\Lambda^+(c)} F_{\mu}$. Then, if $s_u^+ < 1$ and $|x|u \in L^2(\mathbb{R}^N, \mathbb{C})$, the solution $\phi$ of (1.1) with initial datum $u$ blows-up in finite time.
Since, by Remark 5.1
\[ F_\mu(v_c) = \inf_{u \in \Lambda^+(c)} F_\mu(u) \]
and \( \psi_{v_c}(s) \) has a unique global maximum at \( s^* = 1 \), see Lemma 2.4, we have that \( v_t := (v_c)_t \) satisfies
\[ F_\mu(v_t) < \inf_{u \in \Lambda^+(c)} F_\mu(u) \]
for any \( t > 1 \). Clearly \( s_{v_t}^+ = \frac{1}{t} < 1 \) for any \( t > 1 \) and also \( v_t \to v_c \) as \( t \to 1^+ \). Now, since \( \lambda_c < 0 \), by a classical decay argument, we have that \( v_c \) and thus \( v_t \) satisfies \( |x|v_t \in L^2(\mathbb{R}^N, \mathbb{C}) \). At this point, applying Theorem 6.1, we deduce that \( v_c \in S(c) \) gives rise to an unstable standing wave. See for more details [33, Theorem 1.3] or [32, Theorem 1.4]. \( \square \)

**Remark 6.2** Theorem 6.1, see also [32, Theorem 1.13], is remarkable because it permits to detect a finite time blow-up occurs just by considering the 1-variable function \( \psi_\mu \). We refer, for earlier results on the link between the variational characterization of a solution and its instability, to the classical paper [10], and to [26] for more recent developments.

### 7 Appendix

Let \( N \geq 3, u_\varepsilon \) be the extremal functions for the Sobolev inequality in \( \mathbb{R}^N \) defined in (5.2) and \( \xi \in C_0^\infty(\mathbb{R}^N) \) be a radially non-increasing cut-off function with \( \xi \equiv 1 \) in \( B_1, \xi \equiv 0 \) in \( \mathbb{R}^N \setminus B_2 \).

**Lemma 7.1** Setting \( U_\varepsilon := \xi u_\varepsilon \) and denoting by \( \omega \) the area of the unit sphere in \( \mathbb{R}^N \), we have, for \( N \geq 3 \),

(i) \[ \|
\| \nabla U_\varepsilon \|^2_{L^2(\mathbb{R}^N)} = S_N^2 + O(\varepsilon^{N-2}) \quad \text{and} \quad \|
\| U_\varepsilon \|^2_{L^{2^*}(\mathbb{R}^N)} = S_N^2 + O(\varepsilon^N), \]

(ii) For some positive constant \( K > 0 \),
\[
\| U_\varepsilon \|_{L^q(\mathbb{R}^N)}^q = \begin{cases} 
K \varepsilon^{N-\left(\frac{N-2}{2}\right)q} + o\left(\varepsilon^{N-\left(\frac{N-2}{2}\right)q}\right) & \text{if} \quad \frac{N}{N-2} < q < 2^*, \\
\omega \varepsilon^{\frac{N}{2}} \log \varepsilon + O(\varepsilon^{\frac{N}{2}}) & \text{if} \quad q = \frac{N}{N-2}, \\
\omega \left( \int_0^2 \left( \frac{\xi^q(r)}{r^{(N-2)q-(N-1)}} dr \right) e^{\frac{N-2}{2}q} + o\left(e^{\frac{N-2}{2}q}\right) \right) & \text{if} \quad 1 \leq q < \frac{N}{N-2},
\end{cases}
\]
Proof The point (i) is standard. See, for example, [35, pp. 163–164]. We shall thus concentrate on point (ii). We have

\[ ||U_\varepsilon||_{L^q(\mathbb{R}^N)}^q = \int_{\mathbb{R}^N} \xi^q(x) \left( \frac{\varepsilon}{\varepsilon^2 + |x|^2} \right)^{N-2} q \, dx. \]

Passing to radial coordinates, we get

\[ ||U_\varepsilon||_{L^q(\mathbb{R}^N)}^q = \omega \varepsilon^{N-2} q \int_0^2 \xi^q(r) \left( \frac{r}{\varepsilon^2 + r^2} \right)^{N-2} q \, dr. \]  
(7.1)

that can be decomposed as

\[ ||U_\varepsilon||_{L^q(\mathbb{R}^N)}^q = \omega \varepsilon^{N-2} q \int_0^2 \xi^q(r) \left( \frac{r}{\varepsilon^2 + r^2} \right)^{N-2} q \, dr + \omega \varepsilon^{N-2} q \int_0^2 \xi^q(r) \left( \frac{r}{\varepsilon^2 + r^2} \right)^{N-2} q \, dr \]

\[ := I_1(\varepsilon) + I_2(\varepsilon). \]  
(7.2)

Since \( \xi(r) \equiv 1 \) on [0, 1], the integral in \( I_1(\varepsilon) \) is converging and thus \( I_1(\varepsilon) = O(\varepsilon^{N-2} q) \). Now, by making a change of variable, we rewrite \( I_2(\varepsilon) \) as

\[ I_2(\varepsilon) = \omega \varepsilon^{N-2} q \int_0^2 \xi^q(r) \left( \frac{r}{1 + r^2} \right)^{N-2} q \, dr. \]

The integral in \( I_2(\varepsilon) \) is converging, as \( \varepsilon \to 0 \), to a finite value if and only if \( q > \frac{N}{N-2} \). Thus, when \( q > \frac{N}{N-2} \), we have that, for some constant \( K > 0 \),

\[ I_2(\varepsilon) = K \varepsilon^{N-2} q + o(\varepsilon^{N-2} q) \]

and recording that \( I_1(\varepsilon) = O(\varepsilon^{N-2} q) \), we have

\[ ||U_\varepsilon||_{L^q(\mathbb{R}^N)}^q = I_1(\varepsilon) + I_2(\varepsilon) = K \varepsilon^{N-2} q + o(\varepsilon^{N-2} q). \]
This proves point (ii) for \( \frac{N}{N-2} < q < 2^* \). Now, assuming that \( q = \frac{N}{N-2} \), and proceeding as in (7.2), we get that

\[
||U_\varepsilon||^q_{L^q_{\varepsilon}(\mathbb{R}^N)} = \omega \varepsilon^{\frac{N}{2}} \int_0^2 \frac{(\xi^q(r) - 1) r^{N-1}}{(\varepsilon^2 + r^2)^{\frac{N-2}{2}}} dr + \omega \varepsilon^{\frac{N}{2}} \int_0^2 \frac{r^{N-1}}{(\varepsilon^2 + r^2)^{\frac{N}{2}}} dr \\
\quad := I_1(\varepsilon) + I_2(\varepsilon)
\]

with \( I_1(\varepsilon) = O(\varepsilon^{\frac{N}{2}}) \). Also,

\[
I_2(\varepsilon) = \omega \varepsilon^{\frac{N}{2}} \int_0^2 \frac{r^{N-1}}{(1 + r^2)^{\frac{N}{2}}} dr = \omega \varepsilon^{\frac{N}{2}} (|\log \varepsilon| + O(1)).
\]

Summarizing, we obtain for \( q = \frac{N}{N-2} \) that

\[
||U_\varepsilon||^q_{L^q(\mathbb{R}^N)} = \omega \varepsilon^{\frac{N}{2}} |\log \varepsilon| + O\left(\varepsilon^{\frac{N}{2}}\right).
\]

It remains to study the case \( 1 \leq q < \frac{N}{N-2} \). Under this assumption, we observe that, for all \( r > 0 \),

\[
\lim_{\varepsilon \to 0} \frac{\xi^q(r) r^{N-1}}{(\varepsilon^2 + r^2)^{\frac{N-2}{2}q}} = \frac{\xi^q(r) r^{N-1}}{r^{(N-2)q - (N-1)}}
\]

and also that, for all \( \varepsilon > 0 \), for some constant \( D > 0 \)

\[
\left| \frac{\xi^q(r) r^{N-1}}{(\varepsilon^2 + r^2)^{\frac{N-2}{2}q}} \right| \leq \frac{D}{r^{(N-2)q - (N-1)}} \in L^1([0, 2]).
\]

Thus, from Lebesgue’s theorem, we deduce from (7.1) that

\[
||U_\varepsilon||^q_{L^q(\mathbb{R}^N)} = \omega \left( \int_0^2 \frac{\xi^q(r)}{r^{(N-2)q - (N-1)}} dr \right) \varepsilon^{\frac{N-2}{2}q} + o\left(\varepsilon^{\frac{N-2}{2}q}\right).
\]

This ends the proof of the lemma. \( \square \)

**Remark 7.2** Even if we do not manage to prove that the strict inequality of Proposition 1.16 holds when \( N = 3 \) we have include the treatment of this case in Lemma 7.1, hoping that these estimates will be proved useful at some moment.
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