Abstract

In a dissipative system the time to reach an attractor is often influenced by the peculiarities of the model and in particular by the strength of the dissipation. In particular, as a dissipative model we consider the spin–orbit problem providing the dynamics of a triaxial satellite orbiting around a central planet and affected by tidal torques. The model is ruled by the oblateness parameter of the satellite, the orbital eccentricity, the dissipative parameter and the drift term. We devise a method which provides a reliable indication on the transient time which is needed to reach an attractor in the spin–orbit model; the method is based on an analytical result, precisely a suitable normal form construction. This method provides also information about the frequency of motion. A variant of such normal form used to parametrize invariant attractors provides a specific formula for the drift parameter, which in turn yields a constraint - which might be of interest in astronomical problems - between the oblateness of the satellite and its orbital eccentricity.
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1 Introduction

We consider a nearly–integrable dissipative system describing the motion of a non–rigid satellite under the gravitational influence of a planet. The motion of the satellite is assumed to be Keplerian; the spin–axis is perpendicular to the orbit plane and it coincides with the axis whose moment of inertia is maximum. The non–rigidity of the satellite induces a tidal torque provoking a dissipation of the mechanical energy. The dissipation depends upon a dissipative parameter and a drift term. If the dissipation were absent, the system becomes nearly–integrable with
the perturbing parameter representing the equatorial oblateness of the satellite. The overall model depends also on the orbital eccentricity of the Keplerian ellipse. This problem is often known as the dissipative spin–orbit model and it has been extensively studied in the literature (see, e.g., [5], [7], [22]).

The spin–orbit model exhibits different kinds of attractors, e.g. periodic, quasi–periodic and strange attractors (compare with [1], [2], [9], [15]). As it often happens in dissipative system, the dynamics evolves in such a way that the attractor is reached after an initial transient regime of motion. The prediction of the transient time to reach the attractor is often quite difficult (see, e.g., [18], [19]), but it is obviously of pivotal importance to test the reliability of the result (think, e.g., to the problem of deciding about the convergence of the Lyapunov exponents). The first goal of this paper is to give a recipe which allows to decide the length of the transient time, namely the time needed to go over the transient regime and to settle the system into its typical behavior. Our study is based on the construction of a suitable normal form for dissipative vector fields (see [8], compare also with [13], [16], [20], [24]) that generalizes Hamiltonian normal forms that are usually implemented around elliptic equilibria (see [14]). We compute the frequency in the normalized variables and use it - as well as its back–transformation to the original variables - for a comparison with a numerical integration of the equations of motion. Several experiments are performed as the strength of the dissipation is varied. It should be kept in mind that in dissipative systems one has to tune the drift parameter in order to get specific attractors, since it does not suffice to modify the initial conditions like in the conservative case ([3], [6]). A different formulation of the normal form, precisely a suitable parametric representation of invariant attractors, allows to obtain an explicit form for the drift on the attractor. Taking advantage of the physical definition of the drift term, precisely as a function of the eccentricity ([23], see also [11]), one can derive interesting conclusions on a link between the oblateness parameter and the eccentricity associated to a given invariant attractor. We believe that this constraint might be useful in concrete astronomical applications.

This paper is organized as follows. In Section 2 we present the equations of motion of the spin–orbit problem in the conservative and dissipative cases. The construction of the normal form is developed in Section 3, while the parametric representation of invariant attractors is provided in Section 4. The investigation of the transient time and the analysis of the drift term are performed in Section 5. Some conclusions are drawn in Section 6.

## 2 The spin–orbit problem with tidal torque

In this Section we describe the spin–orbit model, providing the equation of motion in the conservative case (Section 2.1) and under the effect of a tidal torque, due to the internal non–rigidity of the satellite (Section 2.2).

### 2.1 The conservative spin–orbit problem

The spin–orbit model describes the dynamics of a rigid body with mass \( m \), say \( S \), that we assume to have a triaxial structure with principal moments of inertia \( I_1 \leq I_2 \leq I_3 \). The satellite
S moves under the gravitational effect of a perturbing body \( P \) with mass \( M \). Moreover, we make the following assumptions:

\( i \) the body \( S \) orbits on a Keplerian ellipse around \( P \); we denote by \( a \) and \( e \) the corresponding semimajor axis and eccentricity;

\( ii \) the rotation axis of \( S \) is assumed to coincide with the direction of the largest principal axis of inertia;

\( iii \) the spin–axis is assumed to be aligned with the orbit normal;

\( iv \) all other perturbations, including dissipative effects, are neglected.

In order to simplify the notation, we normalize the units of measure; precisely, the mean motion \( \frac{GM}{a^3} \) (where \( G \) is the gravitational constant) is normalized to one. An important role is played by the following quantity, which is named the equatorial ellipticity:

\[
\varepsilon \equiv \frac{3 I_2 - I_1}{2 I_3}.
\]

To describe the rotation of \( S \) with respect to \( P \), we introduce the angle \( x \) spanned by the largest physical axis (that we assume to lie in the orbital plane) with the perihelion line (see Figure 1). The Hamiltonian function describing the spin–orbit model under the assumptions \( i \)-\( iv \) is (see [5])

\[
\mathcal{H}(y, x, t) = \frac{y^2}{2} - \frac{\varepsilon}{2} \left( \frac{a}{r} \right)^3 \cos(2x - 2f),
\]

where \( y \) is the momentum conjugated to \( x \), \( r \) is the orbital radius and \( f \) is the true anomaly. Hamilton’s equations associated to (1) are given by

\[
\begin{align*}
\dot{y} & = -\varepsilon \left( \frac{a}{r} \right)^3 \sin(2x - 2f) \\
\dot{x} & = y,
\end{align*}
\]

which are equivalent to the second–order differential equation

\[
\ddot{x} + \varepsilon \left( \frac{a}{r} \right)^3 \sin(2x - 2f) = 0.
\]

**Remark 1**

\( a \) The parameter \( \varepsilon = \frac{3 I_2 - I_1}{2 I_3} \) plays the role of the perturbing parameter: the Hamiltonian (1) is integrable whenever \( \varepsilon = 0 \), which corresponds to the equatorial symmetry \( I_1 = I_2 \). For almost spherical bodies, like the Moon or Mercury, the value of \( \varepsilon \) is of the order of \( 10^{-4} \).

\( b \) It is important to stress that (1) is a non–autonomous Hamiltonian function, due to the fact that \( r \) and \( f \) are Keplerian functions of the time. Introducing the eccentric anomaly \( u \), defined in terms of the mean anomaly \( \ell_0 \) (which is a linear function of time) through
the well–known Kepler’s equation \( \ell_0 = u - e \sin u \), the orbital radius and the true anomaly can be determined by means of the following Keplerian expressions:

\[
  r = a(1 - e \cos u), \\
  f = 2 \arctan \left( \sqrt{\frac{1 + e}{1 - e}} \tan \frac{u}{2} \right). 
\]  

(3)

c) The Hamiltonian (1) depends parametrically on the orbital eccentricity \( e \) through \( r \) and \( f \) provided by (3). We remark that in the case of circular orbits, equation (2) becomes integrable, since \( r \) is constant and \( f \) coincides with time (up to a shift).

Expanding \( r \) and \( f \) given in (3) in power series of \( e \), the Fourier expansion of equation (2) can be written as

\[
  \ddot{x} + \varepsilon \sum_{m \neq 0, m=-\infty}^{+\infty} W \left( \frac{m}{2}, e \right) \sin(2x - mt) = 0, \tag{4}
\]

where we introduced the coefficients \( W \left( \frac{m}{2}, e \right) \), decaying as powers of \( e \) (see, e.g., [5]). Using a compact notation, we write (4) as

\[
  \ddot{x} + \varepsilon V_x (x, t) = 0, \tag{5}
\]

where \( V = V(x, t) \) is a time–dependent periodic function (the subscript \( x \) denotes derivative with respect to the argument). In particular, we consider a trigonometric function by retaining in (5) just the most important harmonics (see [5]). Precisely, keeping the same notation \( V \) for the trigonometric approximation, we define

\[
  V(x, t) \equiv - \left[ \left( \frac{1}{2} - \frac{5}{4} e^2 + \frac{13}{32} e^4 \right) \cos(2x - 2t) \right. \\
  \left. + \left( \frac{7}{4} e - \frac{123}{32} e^3 \right) \cos(2x - 3t) + \left( \frac{17}{4} e^2 - \frac{115}{12} e^4 \right) \cos(2x - 4t) \right]. \tag{6}
\]
We now introduce the definition of a \( p : q \) spin–orbit resonance for \( p, q \in \mathbb{Z} \) with \( q > 0 \) as a periodic solution of (4), say \( t \in \mathbb{R} \rightarrow x = x(t) \in \mathbb{R} \), such that it satisfies
\[
x(t + 2\pi q) = x(t) + 2\pi p \quad \text{for any } t \in \mathbb{R}.
\]
The above expression implies that the ratio between the period of revolution and the period of rotation is equal to \( p/q \). It is widely known that the Moon, alike most of the evolved satellites of the Solar system, move in a 1:1 spin–orbit resonance (usually referred to as the synchronous resonance); within the Solar system only Mercury moves in a non–synchronous resonance ([10], [12]), precisely in a 3:2 spin–orbit resonance\(^1\), since twice the orbital period is equal to thrice the rotational period within an error of the order of \( 10^{-4} \) (see [5]).

### 2.2 The dissipative spin–orbit problem

Due to assumption \( iv \) of Section 2.1, dissipative effects have been discarded and in particular we neglected the effect of the non–rigidity of the satellite. This contribution, which turns out to be the most relevant dissipative effect, induces a tidal torque ([21], [23]), which can be written as a function \( T \) depending linearly on the angular velocity \( \dot{x} \):
\[
T(\dot{x}; t) = -K_d \left[ L(e, t) \dot{x} - N(e, t) \right].
\]
In the above expression we have introduced the functions \( L \) and \( N \) as
\[
L(e, t) = \frac{a^6}{r^6}, \quad N(e, t) = \frac{a^6}{r^6} \dot{f}
\]
(recall that \( r \) and \( f \) are known functions of the time). Moreover, the coefficient \( K_d \) is the dissipative constant, whose explicit expression is given by
\[
K_d \equiv 3n \frac{k_2}{\xi Q} \left( \frac{R_e}{a} \right)^3 \frac{M}{m},
\]
where \( n \) denotes the mean motion (that we have normalized to one), \( k_2 \) is the so–called Love number (see [17]), the constant \( \xi \) is defined through \( I_3 = \xi m R_e^2 \) with \( R_e \) denoting the equatorial radius, \( Q \) is called the quality factor (providing the frequency of oscillation with respect to the rate of dissipation of energy, [17]). In order to compare the size of the dissipative effect with that of the conservative part, we notice that astronomical measurements provide a value for \( K_d \) of the order of \( 10^{-8} \) for the Moon or Mercury.

In the following we reduce the tidal torque by considering (as in [11]) its average over one orbital period. In particular, taking the average of (7) with respect to time one obtains (see [23])
\[
\bar{T} \equiv \bar{T}(\dot{x}) = -K_d \left[ \bar{L}(e) \dot{x} - \bar{N}(e) \right]
\]
\(^{1}\)The astronomical consequence of a 1:1 resonance is that the satellite always points the same face to the host planet. Mercury’s 3:2 spin–orbit resonance means that, almost exactly, during two orbital revolutions around the Sun, Mercury makes three rotations about its spin–axis.
with
\[ \bar{L}(e) \equiv \frac{1}{(1-e^2)^{9/2}} (1 + 3e^2 + \frac{3}{8}e^4), \]
\[ \bar{N}(e) \equiv \frac{1}{(1-e^2)^6} (1 + \frac{15}{2}e^2 + \frac{45}{8}e^4 + \frac{5}{16}e^6). \]  

(9)

In conclusion, the following differential equation describes the spin–orbit problem under the dissipative effect due to the tidal torque:
\[ \ddot{x} + \varepsilon (\bar{a}r) \sin(2x - 2f) = -K_d \left[ \bar{L}(e) \dot{x} - \bar{N}(e) \right]. \]  

(10)

As in (5), we use a compact notation re-writing (10) as
\[ \ddot{x} + \varepsilon V_x(x,t) = -\mu(\dot{x} - \eta), \]  

(11)

where we have introduced \( \mu \) and \( \eta \) as follows: \( \mu \equiv K_d \bar{L}(e), \eta \equiv \bar{N}(e)/\bar{L}(e) \). As we can see, \( \mu \) depends on the dissipative constant (as well as on \( e \)), and therefore we call it dissipative parameter, while \( \eta \) is just a function of the eccentricity, and we call it the drift parameter.

**Remark 2** The tidal torque in (11) vanishes for \( \dot{x} = \eta \); in view of (8), the tidal torque vanishes as far as
\[ \dot{x} \equiv \frac{\bar{N}(e)}{\bar{L}(e)} = \frac{1 + \frac{15}{2}e^2 + \frac{45}{8}e^4 + \frac{5}{16}e^6}{(1-e^2)^{9/2}(1 + 3e^2 + \frac{3}{8}e^4)}. \]  

(12)

When \( e = 0 \) equation (12) implies that \( \dot{x} = 1 \), which corresponds to the synchronous resonance. For the actual Mercury’s eccentricity amounting to \( e = 0.2056 \), (12) provides the value \( \dot{x} = 1.256 \), while for future use we notice that \( e = 0.285 \) corresponds to \( \dot{x} = 1.5 \), namely the 3:2 resonance.

### 3 A normal form construction

Our next task is to develop a normal form which transforms (11) into a system of equations which is normalized up to a given order (see [8]). This allows us to compute a normalized frequency, which will provide useful information on the dynamical behavior of the model described by (11).

Let us write (11) as the first–order differential system
\[ \dot{x} = y, \]
\[ \dot{y} = -\varepsilon V_x(x,t) - \mu(y - \eta). \]  

(13)

Let us denote the frequency vector of motion associated to the one–dimensional, time dependent equation (13) as \( \omega(y) = (\omega_0(y), 1) \). Assume that the vector field (13) is defined on a set
$A \times \mathbb{T}^2$, where $A \subset \mathbb{R}$ is an open set. Let $y_0 \in A$ be an initial condition such that the frequency 
$\omega_0 = \omega_0(y_0)$ satisfies the following non–resonance condition:

$$|\omega_0 m + n| > 0 \quad \text{for any} \ (m, n) \in \mathbb{Z}^2, \quad n \neq 0.$$ 

We look for a transformation of coordinates defined up to a suitable order $N \in \mathbb{Z}_+$ in $\varepsilon, \mu$, say
$\Xi_N : A \times \mathbb{T}^2 \to \mathbb{R} \times \mathbb{T}^2$, such that the new variables are $(Y, X)$ with

$$(Y, X, t) = \Xi_N(y, x, t), \quad Y \in \mathbb{R}, \quad (X, t) \in \mathbb{T}^2. \quad (14)$$

In the transformed set of coordinates we require that the equations become:

$$\dot{X} = \Omega(Y; \varepsilon) + O_{N+1}(\varepsilon, \mu)$$
$$\dot{Y} = -\mu(Y - \eta) + O_{N+1}(\varepsilon, \mu), \quad (15)$$

where $O_{N+1}(\varepsilon, \mu)$ denotes a function whose Taylor series expansion in $\varepsilon, \mu$ contains only monomials $\varepsilon^j \mu^m$ with $j + m \geq N + 1$.

According to [8], the transformation (14) is obtained as the composition of two transformations. The first one brings the original variables $(x, y, t)$ into intermediate variables $(\tilde{x}, \tilde{y}, t)$, so to remove terms depending on $\varepsilon$; then, from $(\tilde{x}, \tilde{y}, t)$ we implement another change of variables to $(X, Y, t)$ in such a way to obtain (15).

The normal form (15) is particularly useful, since neglecting $O_{N+1}(\varepsilon, \mu)$ one can integrate the second equation as

$$Y(t) = \eta + (Y_0 - \eta) e^{-\mu(t-t_0)}, \quad (16)$$

where we denote by $(X_0, Y_0)$ the initial conditions at time $t = t_0$ in the normal form variables. The expression (16) shows that, in the approximation obtained neglecting higher order terms, the solution tends to $Y = \eta$ as time tends to infinity. Inserting (16) into the first of (15) we obtain the dependence of $\dot{X}$ on time, whose integration provides $X = X(t)$ with $X(0) = X_0$. Indeed the solution (16) provides the natural attractor, which can be found in the original coordinates by integrating equations (13) with $\varepsilon = 0$.

The local behavior near quasi–periodic attractors of some dissipative systems, precisely conformally symplectic systems, has been studied in [4]. The main result of [4] is that there exists a transformation of coordinates such that the time evolution becomes a rotation in the angles and a contraction in the actions. The normal form (15) is consistent with such result: indeed, neglecting higher order terms, the expression (16) shows that the normalized action contracts exponentially in the dissipative parameter, while the first of (15) shows that the limiting behavior of the normalized angle is a linear rotation with frequency $\Omega(\eta)$.

For details on the normal form algorithm used to obtain (15) we refer to [8]; here we just state the final result. At the normalization order $N = 3$ the normalized frequency $\Omega(Y; \varepsilon)$ in

\footnote{A flow $f_t : \mathcal{M} \rightarrow \mathcal{M}$ defined on a symplectic manifold $\mathcal{M}$ is conformally symplectic, when $f_t^* \Omega = e^{\mu t} \Omega$ for some $\mu$ real with $\Omega$ the symplectic form. Notice that (13) is a conformally symplectic flow according to such definition (see [3]).}
(15) turns out to be
\[
\Omega(Y; \varepsilon) = Y - \frac{\varepsilon^2}{8(Y-1)^3} + \varepsilon^2 \left[ \frac{1}{8} \left( \frac{5}{(Y-1)^3} + \frac{98}{(3-2Y)^3} \right) + \frac{1}{64} \varepsilon^4 \left( \frac{63}{(Y-1)^3} + \frac{3444}{(2Y-3)^3} - \frac{578}{(Y-2)^3} \right) + \frac{1}{768} \varepsilon^6 \left( \frac{31280}{(Y-2)^3} + \frac{390}{(Y-1)^3} + \frac{45387}{(3-2Y)^3} \right) \right],
\]
where we expanded the coefficients up to the 6th order in the eccentricity. The expansion of the drift \( \eta = \bar{N}(e)/\bar{L}(e) \) (with \( \bar{N}, \bar{L} \) as in (9)) to the same order is given by:
\[
\eta = 1 + 6e^2 + \frac{3e^4}{8} + \frac{173e^6}{8}. \tag{18}
\]
Equations (15) together with (17), (18) will be used in Section 5.2 for a dynamical investigation based on a normal form approach; precisely, we will backtransform the frequency \( \Omega \) in the original variables and compare the result with a numerical integration.

4 A parametric representation of invariant attractors

With reference to equation (11), we introduce in this Section a parametric representation of an invariant KAM attractor with Diophantine frequency; as it is well known ([3], [6]), the equations for the embedding can be solved under suitable compatibility conditions, which provide a relation between the frequency and the drift. In particular, such compatibility conditions allow us to provide an explicit computation of the drift that we perform up to the 4-th order in the series development in the perturbing parameter. These results are used in Section 5.3 in order to investigate in some specific cases the relation between the drift and the frequency, as well as the dependence on the other parameters (most notably the oblateness and the eccentricity).

Let us recall that the frequency vector of motion associated to (11) is written as \( \omega = (\omega_0, 1) \). We say that \( \omega \) satisfies the Diophantine condition, whenever the inequality
\[
|\omega_0 m + n|^{-1} \leq C|m| \quad \text{for all } (m, n) \in \mathbb{Z}^2, \quad m \neq 0 \tag{19}
\]
is satisfied for some positive real constant \( C \). Next we provide the following definition of a KAM attractor for (11).

**Definition 3** A KAM attractor for (11) with rotation number \( \omega = (\omega_0, 1) \) satisfying (19) is a two–dimensional invariant surface, described parametrically by
\[
x = \theta + u(\theta, t), \quad (\theta, t) \in \mathbb{T}^2, \tag{20}
\]
where the flow in the parametric coordinate is linear, namely \( \dot{\theta} = \omega_0 \), and where \( u = u(\theta, t) \) is a suitable analytic, periodic function, such that
\[
1 + u_\theta(\theta, t) \neq 0 \quad \text{for all } (\theta, t) \in \mathbb{T}^2. \tag{21}
\]

\[\text{The requirement (21) guarantees that (20) is a diffeomorphism.}\]
Let $D$ be the partial derivative operator defined as
\[ D \equiv \omega_0 \frac{\partial}{\partial \theta} + \frac{\partial}{\partial t}. \] (22)

Inserting (20) in (11) and using the definition (22), it is readily seen that the function $u$ must satisfy the differential equation
\[ D^2 u(\theta, t) + \varepsilon V_x(\theta + u(\theta, t), t) = -\mu \left( \omega_0 + Du(\theta, t) - \eta \right). \] (23)

Notice that the inversion of the operator $D^2$ provokes the appearance of the well-known problem of the small divisors ([5]). An approximate solution of (23) can be found as follows. Let us expand $u$ and $\eta$ in Taylor series of $\varepsilon$ as
\[ u(\theta, t) = \sum_{k=1}^{\infty} u_k(\theta, t) \varepsilon^k, \quad \eta = \sum_{k=0}^{\infty} \eta_k \varepsilon^k. \] (24)

Inserting (24) in (23) and equating same orders in $\varepsilon$, one obtains the iterative equations
\[ D^2 u_1(\theta, t) + \mu Du_1(\theta, t) = -V_x(\theta, t) + \mu \eta_1 \\
D^2 u_2(\theta, t) + \mu Du_2(\theta, t) = -V_{xx}(\theta, t) u_1(\theta, t) + \mu \eta_2 \\
... \\
D^2 u_k(\theta, t) + \mu Du_k(\theta, t) = S_k(\theta, t) + \mu \eta_k, \] (25)

where at the order $k$ the function $S_k$ is known and it depends on the derivatives of $V$ as well as on $u_1, ..., u_{k-1}$. At each order one determines first $\eta_k$ so that the right hand sides of (25) have zero average. After having determined $\eta_k$, the $k$–th equation in (25) can be used to find $u_k$ as the solution of the following equation:
\[ D^2 u_k(\theta, t) + \mu Du_k(\theta, t) = \tilde{S}_k(\theta, t), \] (26)

where $\tilde{S}_k$ has zero average (in fact, $\tilde{S}_k = S_k - \bar{S}_k$, where the bar denotes the average over $\theta$ and $t$). To solve (26), let us expand $u_k$ in Fourier series as
\[ u_k(\theta, t) = \sum_{(m,n) \in \mathbb{Z}^2} \hat{u}_{mn}^{(k)} e^{i(m\theta + nt)}, \]

where $\hat{u}_{mn}^{(k)}$ denote the (unknown) Fourier coefficients of $u_k$. Inserting the Fourier series in (26) and expanding also the left hand side in Fourier series, we obtain
\[ \sum_{(m,n) \in \mathbb{Z}^2} \left[ -(\omega_0 m + n)^2 + i\mu(\omega_0 m + n) \right] \hat{u}_{mn}^{(k)} e^{i(m\theta + nt)} = \sum_{(m,n) \in I_S^{(k)}} \hat{\tilde{S}}_{mn}^{(k)} e^{i(m\theta + nt)}, \] (27)

where $I_S^{(k)}$ denotes the set of the Fourier indexes of $\tilde{S}_k$. Equation (27) allows to determine $u_k$ as
\[ u_k(\theta, t) = \sum_{(m,n) \in I_S^{(k)}} \frac{\hat{\tilde{S}}_{mn}^{(k)}}{-(\omega_0 m + n)^2 + i\mu(\omega_0 m + n)} e^{i(m\theta + nt)}. \] (28)
Notice that the assumption (19) on $\omega_0$ guarantees that $u_k$ is well defined (no zero divisors appear in (28)). An alternative (weaker) assumption would be that $|\omega_0 m + n| > 0$ for all $(m, n) \in T_S^{(k)}$.

Due to the fact that the function $V$ is assumed to be a trigonometric function (see (6)), also $S_k$ is trigonometric and it is convenient to write it as

$$S_k(\theta, t) = \sum_{(m,n)\in T_S^{(k)}} \left[ \hat{S}^{(k,c)}_{mn} \cos(m\theta + nt) + \hat{S}^{(k,s)}_{mn} \sin(m\theta + nt) \right]$$

for suitable real coefficients $\hat{S}^{(k,c)}_{mn}$ and $\hat{S}^{(k,s)}_{mn}$. Then in place of (26) we can write the solution in a real form which is suitable for numerical computations as

$$u_k(\theta, t) = -\sum_{m,n\in T_S} \left[ \frac{\hat{S}^{(k,c)}_{mn}}{(\omega_0 m + n)(\omega_0 m + n)^2 + \mu^2} \left( (\omega_0 m + n) \cos(m\theta + nt) - \mu \sin(m\theta + nt) \right) \right. \\
+ \left. \frac{\hat{S}^{(k,s)}_{mn}}{(\omega_0 m + n)(\omega_0 m + n)^2 + \mu^2} \left( (\omega_0 m + n) \sin(m\theta + nt) + \mu \cos(m\theta + nt) \right) \right].$$

In conclusion, the algorithm to compute the drift consists in solving iteratively equations (25) to obtain the functions $u_k$; at each order, by imposing that the right hand sides have zero average, we obtain the terms $\eta_k$ of the series expansion (24) of the drift.

We provide here the $\eta_k$ expanded up to the third order (the fourth order can be obtained through a reasonable computer time, but the expression becomes too long to be displayed here):

$$\eta_0 = \omega_0, \quad \eta_1 = \eta_3 = 0, \quad \eta_2 = -\frac{a^2}{2(\omega - 1)(\mu^2 + 4(\omega - 1)^2)} - \frac{b^2}{(2\omega - 3)(\mu^2 + (3 - 2\omega)^2)} \quad \text{(29)}$$

with

$$a = 1 - \frac{5e^2}{2} + \frac{13e^4}{16}, \quad b = \frac{7e}{2} - \frac{123e^3}{16}, \quad c = -\frac{1}{6}e^2 \left(115e^2 - 51\right).$$

The above solution for $\eta$ defines the drift parameter in (24) up to finite order; this expression will be used in Section 5.3 to obtain in particular a constraint between the parameters of the model (precisely, the oblateness parameter and the eccentricity).

## 5 Transient time and attractor’s drift

We devote this Section to the discussion of some dynamical features of the attractors associated to the model described by equation (11). In particular, we provide a numerical method
(see Section 5.1) which allows to determine the time needed to reach an attractor. Indeed, the computation of such transient time is a critical issue in the study of dissipative systems. Next, we make a comparison between the results obtained through the normal form computation of Section 3 as well as those provided by the parametrization in Section 4 with the results obtained from direct numerical simulations (see Section 5.2). A link between the oblateness parameter and the eccentricity is provided in Section 5.3 as a consequence of the construction of the drift term through the parametric representation of Section 4.

5.1 A numerical investigation of the transient time

The numerical determination of the frequency of an attractor is usually a cumbersome problem, since the time necessary to reach an attractor is often strongly influenced by the strength of the dissipation. With reference to (11), if \( \mu \) is small, then one typically needs to wait for a longer time to be on the attractor, while for \( \mu \) large, the transient time is shorter. There is an intrinsic difficulty to measure the time to reach the attractor and of course this might affect also the computation of the frequency. In principle, Lyapunov exponents can be used to compute the transient time by evaluating the moment at which they reach convergence. It should be remarked that Lyapunov exponents provide more indications on the dynamics, precisely on the rate growth of the phase space volume. Notwithstanding these remarks, we present an alternative numerical recipe which provides information on the attractor’s frequency. It turns out, that the computer execution time becomes longer with respect to the computation based on our method (about a factor 2).

First, we integrate the original equations of motion (13) with \( V \) given in (6) in the parameter space \( \mu \times \varepsilon \times e \) for fixed \( \mu \) (e.g. \( \mu = 10^{-3}, 10^{-4}, 10^{-5} \)), on a finite grid (e.g. \( 30 \times 30 \) values) in given intervals of \( \varepsilon, e \) (e.g. \( 0 \leq \varepsilon \leq 10^{-3}, 0 \leq e \leq 0.3 \)). The value of the drift has been computed as a function of the eccentricity as \( \eta = \bar{N}(e)/\bar{L}(e) \). We use different integration times \( t_T = 2\pi T \) with \( T = 100, 200, 400, \ldots, 12800 \) (the last value is taken in order to obtain results within a reasonable computer time).

Our choice of the parameters is made to cover the regime of interest for physical applications. The upper bound 0.3 on the eccentricity encompasses both the eccentricity of Mercury, about equal to 0.2, which is the largest body in a spin–orbit resonance, and it is bigger than the value 0.285 which corresponds to the 3:2 resonance (see Remark 2). Moreover, typical values for \( \varepsilon \) are \( 10^{-4} \) for the Moon or Mercury, \( 10^{-3} \) or even larger for the irregular satellites of our solar system. Using \( e \sim 0.3, \varepsilon \sim \mu \sim 10^{-3} \), a third order normal form gives an error, e.g. in (17), of about \( 10^{-12} \), which is well below the numerical error that we introduced in our numerical studies.

Let \( \{x_k, y_k\} \) be an orbit computed at times multiple of \( 2\pi \), namely \( x_k = x(2\pi k), y_k = y(2\pi k) \) with \( k = 1, \ldots, T \). We are interested in the limiting behavior of the frequency \( \omega_k = \omega(y_k) \) as \( k \) approaches \( T \). Let us focus on the value of the frequency when approaching the maximum time \( T \), say \( k = 9/10T, \ldots, T \). From the expression

\[
\omega_{num} = \frac{10}{T} \sum_{k=9/10T}^{T} \omega_k,
\]
Figure 2: The value $\omega_{num}$ in the space $(\epsilon, \varepsilon)$ for $\mu = 10^{-5}$ and integration times $T = 200, 800, 3200, 12800$. The colors show the values of the frequency as given in the column bar.
Figure 3: The value $\omega_{\text{num}}$ in the space $(e, \varepsilon)$ for $\mu = 10^{-4}$ and different integration times $T = 200, 800, 3200, 12800$. The colors show the values of the frequency as given in the column bar.
Figure 4: The value $\omega_{num}$ in the space $(e, \varepsilon)$ for $\mu = 10^{-3}$ and different integration times $T = 200, 800, 3200, 12800$. The colors show the values of the frequency as given in the column bar.
we are able to estimate the mean value of $\{\omega_k\}$ in the proximity of $T$, taking the first part of the orbit as transient. Next step consists in finding a linear model of the form $\omega_k = \omega_{num} + \sigma k$ through $\{\omega_k\}$: the parameter $\sigma$ quantifies the slope in $\{\omega_k\}$. We claim that $\omega_{num}$ is close to the final frequency on the attractor if $\sigma \to 0$. We provide now an example and we add a discussion on $\sigma$ at the end of this Section.

We implement this procedure in a specific case, which is illustrated in Figure 2. We start with a sample where $\omega_{num}$ does not coincide with the final frequency on the attractor. In fact, for $\mu = 10^{-5}$ no regular pattern for $\omega_{num}$ can be seen in Figure 2. The dynamics takes place in an intermediate regime, where $\omega_{num}$ still suffers huge variations in time. In this example, the slope $\sigma$ is still of the order of $10^{-3}$ for $T = 100$ and $10^{-5}$ for $T = 12800$. After an integration time long enough, at $T = 12800$ we start observing some structures, since $\omega_{num} = 1$ accumulates for small $e$, while $\omega_{num} = 1.5$ is obtained for larger values of the eccentricity. This behavior would be more evident for longer integration times and it will occur for a larger value of the dissipative parameter (see Figures 3 and 4). The conclusion is that for this set of parameters a longer time is necessary to obtain that the dynamics has reached the attractor. If we increase the dissipative parameter, we obtain better results on the above time scales. In fact, for $\mu = 10^{-4}$ we find (see Figures 3 and 5) that $\sigma$ runs from $10^{-3}$ for $T = 100$ to $10^{-6}$ for $T = 12800$. Therefore, increasing $\mu$ by one order of magnitude the slope $\sigma$ decreases by one order at $T = 12800$. For integration times long enough, we also clearly see that we get a frequency $\omega_{num}$ which is almost constant for a fixed value of the eccentricity as $e$ varies.

When we increase further the strength of the dissipation, we see that the attractor is reached on a shorter time scale. Indeed, for $\mu = 10^{-3}$ the slope $\sigma$ ranges from $10^{-3}$ for $T = 100$ to $10^{-7}$ for $T = 12800$. Again we see a very clear separation of $\omega_{num}$ at fixed values of $e$, and that the dependency of $\omega_{num}$ on $e$ is small (see Figure 4).

It is possible to quantify the level of accuracy of our numerical approach by investigating the size of $\sigma$ and its dependency on the integration time. In Figure 5 we provide the absolute value of $\sigma$ versus the integration time $T$ that we increased up to $T = 102400$ to be able to see also the limiting behaviour for all values of the parameters, including $\mu = 10^{-5}$. We clearly see that the larger the value of $\mu$ or the longer the integration times $T$, the smaller the value of $\sigma$. Such behavior of $\sigma$ provides a strong indication on the transient time to reach the attractor.

5.2 Using the normal form approach

We proceed to compute the normalized frequency, that we can obtain by implementing the normal form described in Section 3. Precisely, we use the solution for the normalized frequency (17), where (with a little abuse) we replace $Y$ by its limiting value $Y_\infty = \eta$. The drift $\eta$ is expanded up to finite order in the eccentricity as in (18). This yields a good approximation of the normalized frequency that we call $\Omega_{app} = \Omega_{app}(\varepsilon, e)$. The analytical result will be compared with the frequency $\omega_{num}$, that we obtained from the numerical simulations described in Section 5.1.

In Figure 6 (left) we show the frequency $\Omega_{app}$ obtained from the normal form equation in the plane $(\varepsilon, e)$. By comparing Figure 6 with Figures 2– 4, one can see that the frequencies
Figure 5: The maximal absolute value of $\sigma$ versus the integration time $T$ for different values of the dissipative parameter $\mu$. The larger $\mu$ or the longer the integration time $T$, the smaller the linear drift $|\sigma|$ (we increased $T$ for these specific cases to reach the error of the numerical integration scheme, that also explains the fluctuations of $\sigma$ close to $10^{-8}$).

Figure 6: Frequencies $\Omega_{app}$ and $\omega_{app}(y(Y_\infty, X_\infty; \varepsilon, \mu))$ in the parameter space $(\varepsilon, \varepsilon)$ obtained from the normal form approach: normalized frequency (left), back-transformed frequency (right) with $\mu = 10^{-3}$. The figures have to be compared with the panels of Figure 4.
calculated using the normal form coordinates are in good agreement with the frequencies that we obtain from the numerical approach. We also report the frequency that we calculated in the normalized variables in terms of the original variables. To this end we need to compute the inverse of the transformation $\Xi_N^{-1}(y, X, Y; \varepsilon, \mu)$, say $\Xi_N^{-1}(y, X, Y; \varepsilon, \mu)$, replace for $X, Y$ the limits $X_\infty, Y_\infty$, and calculate the average over time to get $\omega_{app}(Y_\infty, X_\infty; \varepsilon, \mu)$. The results concerning the normalized frequency in the original variables are given in Figure 6 (right); the values of Figure 6 (right) and those of Figure 4 (last panel) perfectly agree in the non-resonant regime, while close to the main resonances corresponding to the white empty zones (precisely, 1:1, 5:4, 3:2 resonances, corresponding to the outermost left zone close to $e = 0$, the tongue originating at $e = 0.2$ and the right white zone at about $e = 0.29$), the non-resonant normal form together with the transformation cannot be used, due to the accumulation of zero divisors in the denominators of the analytic expansions. Note that in Figure 6 (left) the plot is independent of $\mu$, since $\Omega_{app} = \Omega_{app}(\varepsilon, e)$, see (17), turns out to be independent of $\mu$, while there is a parametric dependency of $\omega_{app}$ on $\mu$ due to the fact that we used the inverse transformation $\Xi_N^{-1}(X, Y; \varepsilon, \mu)$.

### 5.3 A constraint resulting from the parametrization

In the previous sections we concentrated on the computation of the frequency of motion for given values of the parameters, including the drift parameter. Nevertheless, in many physical situations we might be interested to focus on a specific frequency; however, fixing the frequency means that we need to find the drift parameter in terms of such frequency as well as $\varepsilon, e$. This can be done in the case of non–resonant frequencies by implementing the parametric representation of invariant tori described in Section 4. Indeed, in order to be able to solve the equations (25) we must compute the terms $\eta_k$ of the series expansion of $\eta$ in (24) as given by the expressions (29), say $\eta = \eta(\omega, e, \varepsilon, \mu)$. Normally the procedure is to fix $\varepsilon, \mu$ and to find a relation between the drift $\eta$ and the frequency. Given that $\eta$ is a function of the eccentricity, this procedure amounts to producing a relation between the eccentricity and the frequency for fixed values of $\eta, \mu$. However, we can decide to fix the frequency $\omega$ and to let $\varepsilon$ vary in order to obtain an expression between the eccentricity $e$ and the shape parameter $\varepsilon$.

More precisely, the quantity $\eta$, itself, is given as a function of the eccentricity $e$ through $\eta = \bar{N}(e)/L(e)$, as we can notice from the original equation of motion (11). Therefore, we are led to introduce the function

$$C(\omega, e, \varepsilon, \mu) \equiv \bar{N}(e)/L(e) - \eta(\omega, e, \varepsilon, \mu)$$

and we look for contour plots of $C(\omega, e, \varepsilon, \mu)$ in the space $e \times \varepsilon$ for fixed values of $\omega, \mu$. To avoid zero divisor evaluations we replace $\omega$ with irrational frequencies $\omega_k$ obtained through the formula

$$\omega_k = \frac{p}{q} \pm \frac{1}{k + \gamma},$$

where $p/q$ denotes the exact resonant value, $\gamma = (\sqrt{5} - 1)/2$, and $k = 50, 60, 70, 80, 90, 100$. We show the results for the $2:1, 3:2, 4:3$, and $1:1$ resonance in Figure 7. For the
1:1 resonance we can compute the approximations only from above (namely $\omega_k = 1 + \frac{1}{k+\gamma}$), since the rotational history of the satellites allows to state that celestial bodies rotated fast in the past and that they slowed down due to the dissipation, eventually ending their evolution in a 1:1 resonance, which corresponds to circular orbits in the case of vanishing tidal torque (see Remark 2). In Figure 7 the dissipative parameter is fixed to $\mu = 10^{-3}$ and $\varepsilon$ versus $e$ is shown. Since the eccentricity is related to the drift parameter through $\eta = \bar{N}(e)/\bar{L}(e)$, the above picture is essentially equivalent to showing the perturbing versus the drift parameter.

As Figure 7 shows, using equation (30), which depends on the computation of the parametrization of the invariant attractor, we are able to relate the shape parameter $\varepsilon$ of the rotating body with the orbital parameter $e$, thus providing an interesting information from the astronomical point of view. On the other hand, though typically periodic orbits are used to approximate invariant tori (just taking the rational approximants to the irrational - Diophantine - frequency), Figure 7 provides an indication of how the invariant KAM tori approximate the main resonances ($2:1, 3:2, 4:3, 1:1$). In Figure 7 we observe the accumulation of straight lines, which are parallel to the dashed lines that indicate the exact positions of the $p/q = 4:3$ and $p/q = 2:1$ resonances. Though not being possible to distinguish the separate lines graphically in Figure 7, we confirm that the curves defined by $C = 0$ tend to the dashed curves defined by $\eta(e) = p/q$ for larger $k$, and arbitrary $\varepsilon$. On the contrary, for the $1:1$ and $3:2$ resonances we observe that the curves start to converge to the dashed lines for small $\varepsilon$, while they bend for $\varepsilon$ larger. We believe that a higher order expansion should be computed for larger values of the perturbing parameters, since getting closer to the resonances the effect of the small divisors becomes amplified, thus leading to the divergence of the series defining the parametrization.

The $1:1$ resonance is very common for several natural satellites in the solar system. A future study of the $1:1$ resonance may provide further information. Beside that, we think that our relation provides an interesting information concerning how the oblateness parameter is linked to the eccentricity in the proximity of the different kinds of resonances.

6 Conclusions

We have investigated some dynamical features of the dissipative spin–orbit problem, modeling the dynamics of a non–rigid satellite orbiting on a Keplerian ellipse around a central planet. In particular we have focused on the transient time to reach an attractor; this transient time is often decided on the basis of numerical experiments, integrating the vector field on longer time scales and looking for the convergence of some quantities providing an indication that the attractor is reached. Here we have proposed a method which is based on the analytical development of a dissipative normal form. This construction allows to compare the normalized frequency with that obtained integrating the original equations on longer time scales. The normal form, suitably developed to parametrize invariant attractors, provides also an explicit expression of the drift term for a specific attractor with fixed frequency. This allows to give a constraint between the oblateness parameter and the eccentricity, which may be particularly relevant in astronomical applications.
Figure 7: Contours obtained from the relation $C(\omega, e, \varepsilon, \mu)$ for different $\omega_k = \frac{p}{q \pm \frac{1}{k+\gamma}}$ ($\gamma$ being the golden ratio) with $k = 50, \ldots, 100$, and $\mu = 10^{-3}$ in the space $e \times \varepsilon$ for $\omega_k$ close to the following $p:q$ resonances: $2:1, 3:2, 4:3, 1:1$. 
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