Successes and failures of simplified models for a network of real neurons
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Recent breakthroughs have made it possible to obtain “big data” on a wide range of living systems, including the brain. Here we use measurements of the simultaneous activity in 1000+ neurons from the mouse hippocampus to explore the successes and failures of a class of simplified models, grounded in statistical physics. These models make quantitative, parameter-free predictions about the patterns of activity in populations of neurons, and we test a large number of these predictions against the behavior of many different groups of N=100 cells. When these cells are dense samples from a small region, we find extremely detailed quantitative agreement between theory and experiment, within the error bars of the experiment itself. When cells are sparse samples from larger regions, the models fail. These results suggest that success or failure for this class of models reflects underlying properties of the hippocampal network, connecting to a variety of independent experimental observations. Most importantly, these results show that we can aspire to much more than qualitative agreement between simplifying theoretical ideas and the detailed behavior of a complex biological system.

I. INTRODUCTION

The last decades have seen revolutionary changes in the quantity and quality of data that can be collected from living systems. Here we argue that recent progress in monitoring, simultaneously, the activity of more than one thousand neurons in mouse hippocampus creates a novel opportunity to test the effectiveness of a broad class of simplified models for this complex system, perhaps illustrating the question of how well models “work” more generally.

While it has long been possible, for example, to record the electrical activity of single neurons, and to trace these dynamics down to the properties of single ion channel molecules, it now is possible to monitor simultaneously the electrical activity of hundreds or even thousands of neurons, whether electrophysiologically [1,2] or optically [3–9], as animals engage in complex behaviors. In many instances the noise levels of these large scale recordings are below the noise levels of the neurons, just as in classical single neuron experiments. An example of this is seen in the raw data of Fig. 1.

Capturing the full richness of these large datasets has emerged as a clear challenge, in studies of the brain and more generally. There has been considerable emphasis placed on the quantity of data in these experiments, but here we emphasize that the increasing quality of data should elevate our expectations for the comparison of theory and experiment. In measurements on single ion channels, for example, we expect that a description of the underlying dynamics in terms of states and voltage-dependent transitions of the protein will agree with experiment within the measurement errors; disagreement between theory and experiment is a sign that we are missing some feature of these molecular dynamics. It would be satisfying if we could hold our theories of neural populations to a similarly stringent standard.

In one view, the increasing number of dynamical variables that is being monitored means that we need much larger models. This exploration of very large models has a long history, including, for example, the search for complete models of cellular metabolism [10]. The enormous success of deep neural networks has given considerable impetus to the study of very complex models, showing that we can have effective predictions even when data are far from sufficient to determine all the underlying parameters [11–13].

The alternative view is that as systems become more complex it becomes even more important to search, explicitly, for simplification. An example is the idea that the dynamics of activity in a network of N neurons might be confined to a d-dimensional space, with d ≪ N [14–17]. A different kind of simplification is suggested by statistical physics, where successful models for macroscopic behaviors of materials often are much simpler than the underlying microscopic mechanisms [18]. One systematic implementation of this idea is the maximum entropy method, where we match some features of the data but otherwise the model has as little structure as possible [19,20]. Maximum entropy models are mathematically equivalent to problems in statistical physics, giving us access to a range of analytic and numerical techniques. The connection to statistical physics also implies that at large N these models typically have distinct phases with qualitatively different behaviors, as with gases, liquids, and solids. If the maximum entropy models provide accurate descriptions of real neural networks, it becomes sensible
Maximum entropy methods have been used to describe the collective behavior of neural populations [21–27], the antibody repertoire in the immune system [28–31], and the ordering of flight velocities in flocks of birds [32, 33]. Despite important successes, there are reasons to be skeptical. Some authors have gone so far as to claim that maximum entropy models can describe patterns of neural activity only in uninteresting limits of weak correlation [34, 35]. At the opposite extreme we might worry that these models are just complex enough to describe a very wide range of behaviors, so that “success” is almost guaranteed and doesn’t teach us anything about the brain.1

Recent progress on measurements and models for neural activity in the mouse brain creates a novel opportunity to test the effectiveness of the maximum entropy approach, perhaps illustrating the question of how well models “work” more generally. Experiments using calcium imaging during exploration in virtual environments have advanced from monitoring tens to hundreds to thousands of neurons simultaneously [16, 39–41]. We have found that the distribution of activity across populations of ∼100 cells in dorsal hippocampus can be described very accurately by maximum entropy models [42], yet for the reasons outlined above it is not clear whether the degree of accuracy that we observe is significant. But recording from thousands of neurons offers the opportunity to choose groups of 100 cells in many different ways.

We exploit 1000+ neuron recordings to choose many different sub–populations of N = 100 neurons, and then construct individual maximum entropy models for each of these groups. We find that when the group of cells is spatially contiguous (“local” subgroups), maximum entropy models that match pairwise correlations predict a wide range of higher order structure in the patterns of neural activity. But if we draw the same number of cells at random from a larger area (“distant” subgroups), the agreement deteriorates. These results are aligned with previously reported observations in the literature that neural activity in dorsal hippocampus is spatially organized [43–45]. Importantly, in the most successful examples all of the higher order statistical features of network activity that we test are predicted, within experimental error, by the maximum entropy distribution. This sets a high standard for what we mean when we say that a model works.

II. STRATEGY

Imaging large neuronal populations

The experiments analyzed here monitor, simultaneously, activity of more than 1000 neurons in the CA1 region of the mouse hippocampus. Briefly, mice have been genetically engineered to express GCaMP3, a calcium–sensitive fluorescent protein, and the resulting fluorescence is imaged simultaneously for many neurons using a scanning two–photon microscope. The mouse runs on a floating ball while its head is fixed, and the rotation of ball is fed back to a visual stimulus to create the virtual experience of running along a 4 m track. Figure 2a shows a field of view of the dataset we focus on in the body of the paper, which consists of a N_{total} = 1485 neurons in a 433 × 433 μm² area; each pixel in the image is 0.87 × 0.87 μm². For each each identified cell we compute its pixels’ center of mass, and those are indicated in Fig 2b. Experimental details, including the algorithms for reducing images to traces of activity in individual neurons, can be found in Refs [11, 12, 13, 14].

The hippocampus plays a critical role in episodic memory by forming patterns of activity that represent specific memories. A prominent example of such memories are spatial locations, encoded coded by “place cells” that are active only when the animal visits a particular location in the environment [47–49]. A collection of place cells often is referred to as a “cognitive map,” and is thought to contribute to the animal’s navigation ability in space. In the CA1 region of the hippocampus 30% – 50% of neurons are thought to be place cells in any single experimental environment [11, 12, 13, 14].

The output of each imaging experiment is a T ∼ 40 min long time series with frames of duration ∆τ = 1/30 s

1 The class of maximum entropy models discussed here is equivalent to Ising models with competing interactions. Since the decision form of Ising spin glasses is NP–complete [36], a broad class of computational problems can be mapped to asking about the ground state of a spin glass. In this sense, the Ising models we consider below describe almost arbitrarily complex systems, albeit through some possibly complex transformation.
for each of the 1000+ neurons. Each series includes all time points of the session—not only concatenated running times, but also all inter-trial intervals when the mouse paused to receive a drop of water as a reward. After denoising the fluorescence signal, we binarize each neuron’s activity value in each frame, based on whether it was active or silent, \( \sigma_i \equiv \{0, 1\} \); details can be found in Ref [42]. We note that deconvolution and discretizing fluorescent signals is an involved topic with much research supporting different methods [54, 14]. However, for the purpose of this study, and given that neurons in CA1 tend to fire strongly and more than one spike at a time (“bursts”), the simple on/off approach is satisfactory. In our hands, applying more sophisticated methods for this process did not alter any of the results described here. Figures 2c and d summarize basic features of these data, showing that individual neurons are active less than 10% of the time and that pairs of neurons are weakly correlated.

### Assembling subgroups

We would like to exploit the recordings from 1000+ neurons to analyze many different subgroups of \( N = 100 \) cells. To begin we can choose a cell at random and draw a circle of radius \( r = 0.07 \) mm. This circle contains roughly one hundred cells, and simulates the previous generation of experiments in which we had a more limited field of view [12]. We will refer to the cells from this small radius as a “local” subgroup of neurons.

With the same cell at the center, we can draw circles of progressively larger radii—\( r \sim 0.11, 0.14, 0.18, 0.22 \) mm, increasing by a factor of two in area at each step—and then draw cells at random from these larger regions. But for the different groups to be comparable we want to keep the fraction of place cells fixed; this turns out to keep the distribution of mean activities \( \langle \sigma_i \rangle \) across the group roughly constant as well. Because the models we study (see below) are built by matching the correlations between pairs of cells, we would also like to fix the distribution of these correlations. Concretely, as move from one radius \( (r_k) \) to the next \( (r_{k+1}) \) we keep track of the covariance matrix elements,

\[
C_{ij} = \langle (\sigma_i - \langle \sigma_i \rangle)(\sigma_j - \langle \sigma_j \rangle) \rangle.
\]

In any given group we can form the distribution of these matrix elements, \( P_k(C) \) in the group at radius \( r_k \). To move from \( r_k \to r_{k+1} \) we swap cells in the smaller radius for those in the larger radius, and at every swap we minimize the Kullback–Leibler divergence between \( P_k(C) \) and \( P_{k+1}(C) \), until half of the cells have been swapped.\(^2\) The result of this process is a nested collection of groups drawn from progressively larger regions of the same brain area and matched in their basic statistical properties; Fig 3 shows an example of the smallest (“local”) and largest (“distant”) groups.

Note that because we swap half the cells as we increase the area of the sampling region by a factor of two, the distribution of cells in the different groups stays uniform with decreasing density. One could also think of these subgroups as simulating an experiment where we sample at random from only a fraction of the cells in a region, down to \( \sim 10\% \) at \( r = 0.22 \) mm. We also note that while we explicitly constrain the distribution of covariance matrix elements (as seen in Fig 2-c–d), the distribution of the correlation coefficients

\[
c_{ij} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}},
\]

also remains very nearly fixed (Fig 3-e–f).

\(^2\) Forming these distributions from the \( N(N-1)/2 \) pairs requires binning or interpolating along the \( C \) axis. To make comparisons as straightforward as possible, we used a fixed set of 300 bins at all \( r \).
FIG. 3: Constructing “local” and “distant” subgroups. (a) Fluorescence image of the entire field of view, as in Fig 2. Red marks overlaid depict the cells included in an example local subgroup. (b) Fluorescence image of the entire field of view, as in Fig 2. Red marks overlaid depict the cells included in an example distant subgroup. (c) Probability distribution of covariances, as defined in Eq. 1, for the local neurons indicated in red in panel a. (d) Probability distribution of covariances, as defined in Eq. 1, for the distant neurons indicated in red in panel b. (e) Probability distribution of correlation coefficients, as defined in Eq. 2, for the local neurons indicated in red in panel a. (f) Probability distribution of correlation coefficients, as defined in Eq. 2, for the distant neurons indicated in red in panel b.

Maximum entropy models for subgroups

In each of the subgroups we are faced with a population of $N = 100$ neurons, and in each small window of time ($\Delta \tau = 33 \text{ ms}$) every cell either is active ($\sigma_i = 1$) or silent ($\sigma_i = 0$). The state of the entire network then is an $N$–bit binary vector $\{\sigma_1, \sigma_2, \cdots, \sigma_N\}$. A theory of the network should be able to predict the probability that we find the system in any one of these states, $P(\{\sigma_i\})$, essentially telling us how surprised we should be by any pattern of activity and silence in the network.

The maximum entropy method is a strategy for constructing approximations to the distribution $P(\{\sigma_i\})$ [19, 20]. This method now has been used quite widely in analyzing networks of neurons [21–27] and other examples of collective behavior in living systems [28–35], but to make our presentation self-contained we review some basic notions here.

The essential idea is to explore models $P(\{\sigma_i\})$ that have as little structure as possible, or equivalently generate network states $P(\{\sigma_i\})$ that are as random as possible, while still matching some observed properties of the system. It is a theorem that the only way to turn “as random as possible” into something mathematically precise is to maximize the entropy of the distribution $P(\{\sigma_i\})$ [33],

$$S = -\sum_{\{\sigma_i\}} P(\{\sigma_i\}) \log [P(\{\sigma_i\})]. \quad (3)$$

There is no unique choice for which properties of the system we should match.\(^3\) For a network of neurons, it makes sense that our model should at least match the mean activity of every neuron, so we insist that for each cell $j$ we have

$$\langle \sigma_j \rangle \equiv \sum_{\{\sigma_i\}} P(\{\sigma_i\}) \sigma_j = \langle \sigma_j \rangle_{\text{expt}}, \quad (4)$$

where $\langle \cdots \rangle_{\text{expt}}$ is the average across the experiment. As a first step toward capturing the interactions among neurons in the network, we can also match the correlations between the activity in all pairs of cells, as measured by the covariance [Eq (2)] or correlation coefficient [Eq (1)] (shown in Fig 2a for all pairs of cells). Given that we have constrained the means in Eq (4), this is equivalent to insisting that for each pair $jk$,

$$\langle \sigma_j \sigma_k \rangle \equiv \sum_{\{\sigma_i\}} P(\{\sigma_i\}) \sigma_j \sigma_k = \langle \sigma_j \sigma_k \rangle_{\text{expt}}. \quad (5)$$

The probability distribution that maximizing the entropy in Eq (3) while obeying the constraints in Eqs (4) and (5) provides the maximum entropy model. There are many possible maximum entropy models, depending on our choice of what to match.

\(^3\) To be clear, this means that there is no such thing as “the” maximum entropy model. There are many possible maximum entropy models, depending on our choice of what to match.
and \[5\] has the form
\[
P(\{\sigma_i\}) = \frac{1}{Z} \exp[-E(\{\sigma_i\})]
\] (6)
\[
E(\{\sigma_i\}) = -\sum_{i=1}^{N} h_i \sigma_i - \frac{1}{2} \sum_{i,j=1}^{N} J_{ij} \sigma_i \sigma_j,
\] (7)
\[
Z = \sum_{\{\sigma_i\}} \exp[-E(\{\sigma_i\})].
\] (8)

To complete the construction we actually have to find the parameters \{h_i, J_{ij}\} that solve Eqs \[4\] and \[5\]. This model is equivalent to the statistical mechanics problem of Ising spins in magnetic fields \(h_i\) and interacting through couplings \(J_{ij}\) \[54\]. We use Monte Carlo simulation to draw large numbers of samples out of the distribution in Eqs \[4\] and \[5\], compute the expectation values \langle \sigma_i \rangle and \langle \sigma_i \sigma_j \rangle, and adjust the parameters \{h_i, J_{ij}\} until Eqs \[4\] and \[5\] are satisfied, as in Ref \[42\].

A crucial feature of the maximum entropy method is that once we have matched the measured mean activities and pairwise correlations among cells, there are no free parameters. Thus we can make parameter–free predictions for all the higher order statistical structure in the network. Indeed one could view this approach not as a proposing a class of models for the system but as an engine for connecting different aspects of the data. With small numbers of neurons we could make these connections explicit, e.g. writing the correlations among three neurons as a function of the mean activities and pairwise correlations, with no adjustable parameters. At large \(N\) this becomes impossible and we rely on Monte Carlo simulations of the model as an intermediary. The essential simplification that makes possible all these predictions is the hypothesis that all relevant structure is encoded in the pairwise correlations, and of course this needs to be tested.

**Scope**

For each of three different datasets, in three different mice, we have chosen ten different neurons as the center for the assembly process described above, and then built maximum entropy models for the “local” \((r = 0.07 \text{ mm})\) and “distant” \((r = 0.22 \text{ mm})\) subgroups of \(N = 100\) cells. As detailed below, each of these sixty models is subjected to six different tests. We focus on the comparison of local vs distant populations in one typical dataset. We also have constructed models for populations at intermediate radii, to see how the quality of predictions varies systematically with the size of the region, and these results will be discussed in a longer paper.

**III. RESULTS**

The pairwise maximum entropy models match the first and second moments of neural activity, by construction, and then make parameter–free predictions for all higher order structure in the patterns of activity across the population. We have examples where these predictions have been successful \[26, 27, 42\], but this success is not at all guaranteed \[55, 56\], especially at the scales that we consider here. In this section we look systematically at six different predictions, contrasting the levels of success that we find for local and distant subgroups.

**Simultaneous activity**

The maximum entropy model aims to capture the collective nature of population activity. A first test of these predictions is to ask for the probability that \(K\) out of the
$N$ neurons are active in the same small window of time, $P(K)$. Figure 4a shows this distribution for the “local” subgroup, and Fig. 4b shows the same distribution for the “distant” one. We note the significant difference in quality of agreement between theory and experiment in these two cases: the local subgroup predictions stay within experimental error bars throughout the entire range, even down to probabilities $10^{-4} - 10^{-5}$ at $K > 10$. In contrast, the distant subgroup predictions are out of measurement error bounds for all $K > 3$. It seems worth noting that if we only saw Fig. 4b we might be tempted to conclude that agreement with experiment is not bad; after all this is a complex biological system and we have written a simple physics–style model. Figure 4 demonstrates that truly quantitative agreement, within error bars, is possible, using the same class of models for neurons in the same region of the brain. We find this consistently in all of the twenty local subgroups that we constructed, as will be described fully in a longer paper.

### Log probabilities of states

The maximum entropy approach predicts the probability of all possible combinations of activity and silence in the network, $P(\{\sigma_i\})$. The fundamental quantity in this prediction is the “energy” or log probability $E(\{\sigma_i\})$ from Eq (7), which we can compute for every network state. This means that we can look at the distribution of energies across the experimentally observed states, as well as the distribution that is predicted from the theory itself. The mapping to statistical physics problems tells us that this distribution is an important test of the details of our description.\[^{27}\] Figures 4a and d show these distributions, $P(E)$, for theory and experiment in both local and distant subgroups. Predictions are in excellent quantitative agreement with experiment for the spatially contiguous or local subgroup (Fig 4f), including small detailed structures that one might be tempted to dismiss as noise but in fact are significant. Agreement extends to $E > 30$, corresponding to individual network states with relative probabilities of $\sim 10^{-13}$. There is no way that we could verify the probabilities of these individual states, but these results show that the distribution of these energies over all states is predicted correctly. In contrast, predictions in the distant subgroup depart from experimental data already at $E \sim 7$ (Fig 4f).

### Triplet correlations, in groups

We have constructed maximum entropy models that match correlations in the activity of pairs of neurons. In some sense the most natural test of the theory then is to ask if we can predict correlations or covariance in the activity of triplets,

$$C_{ijk} \equiv \langle (\sigma_i - \langle \sigma_i \rangle)(\sigma_j - \langle \sigma_j \rangle)(\sigma_k - \langle \sigma_k \rangle) \rangle$$

For a population of $N = 100$ cells, there are $\sim 1.6 \times 10^5$ distinct ways to choose a triplet. In Fig 5a-b we group the measured triplet correlations into bins, and show the mean and standard deviation in each bin. To compare, we plot those values computed from the model and from the data against each other. Here again the accuracy of model predictions reflects the subgroup’s spatial scale. For the local subgroup, predictions are within experimental error across the full dynamic range of the data (Fig 5a). For the distant subgroup, in contrast, there is quite a dramatic mismatch between theory and experiment, with limited success only at the smallest triplet correlation values (Fig 5b).

![Figure 5: Triplet correlations. (a) Comparison of the maximum entropy model prediction errors for individual triplet correlations, $C_{ijk}$ as defined in Eq (9), and the measurements errors computed from the data itself for the “local” subgroup. (b) Same as panel a, computed for the “distant” subgroup. (c) Binned values of triplet correlations computed for the subgroup of neurons of the “local” subgroup. On the x-axis, the $\sim 1.6 \times 10^5$ values of individual triplet correlations are grouped together into adaptive bins. The corresponding values computed from the model are binned in the same way, shown on the y-axis. Shaded area indicated standard deviation of prediction across bins. (d) Same as panel c, computed for the “distant” subgroup.](image-url)
Triplet correlations, individually

For a different perspective on our model’s performance predicting correlations among triplets of neurons, we consider a less forgiving test: instead of grouping correlation values together and comparing means, we scrutinize the level of theory/experiment agreement for each of the \( \sim 1.6 \times 10^5 \) triplets individually. Concretely, we compute the mean square difference between each predicted and measured correlation (inside small bins) as well as the mean square error in our measurements. In each one of the panels of Fig 5c-d, we show the square root of these two values, effectively the errors in measurement (black) and predictions (red). Without overfitting, it is hard to perform any better than the model does in the case of the local subgroup (Fig 5c). However, the model of the distant subgroup exhibits poorer performance. Not only does it have a much higher error than empirically measured for the extreme values in the range, its error values also systematically exceed the experimental ones at small \( C_{ijk} \), which are the values observed most frequently (Fig 5d).

What the population tells us about one neuron

One of the characteristics of a population whose behavior is collective is that the population-level activity can be strongly predictive of individual member’s activity. We leverage the equivalence between our maximum entropy model and an Ising model with competing interactions, and borrow the concept of an “effective field,” \( h_{\text{eff}} \). This quantity is a measure of how a full population of cells influences one neuron among it, and is defined as:

\[
\begin{align*}
h_{\text{eff}}^i & = E(\sigma_1, \ldots, \sigma_i = 0, \ldots, \sigma_N) - E(\sigma_1, \ldots, \sigma_i = 1, \ldots, \sigma_N) \\
& = h_i + \sum_{j \neq i} J_{ij} \sigma_j.
\end{align*}
\]

(10)

(11)

We can use the effective field to predict the probability that any single neuron is active, at any moment in time, given the active/silent state of all the other neurons in the population at the same moment,

\[
q = P(\sigma_i = 1|h_{\text{eff}}^i) = \frac{1}{1 + \exp(-h_{\text{eff}}^i)}.
\]

(12)

In Fig 6a-b we test these predictions: we obtain an effective field value for each neuron at every moment in time, which is dependent on the active/silent state of the rest of the population, and then pool all of these values together. Each of the panels depicts the probability of a neuron to be active against the effective field of the same neuron, on top of the logit function [Eq (12)]. While the agreement between theory and observations is very good for the local subgroup (Fig 6a), even for very large effective fields, prediction quality drops significantly for the distant subgroup (Fig 6b).

What one neuron tells us about the population

To further investigate the relationship between an individual cell’s activity and the state of the rest of the population, we ask a complementary question: Does a neuron being active (silent) predict a high (low) value of the effective field? This is related to the comparisons in Fig 6a,b via Bayes rule:

\[
P(h_{\text{eff}}^i | \sigma_i = 1) = \frac{P(\sigma_i = 1|h_{\text{eff}}^i)P(h_{\text{eff}}^i)}{P(\sigma_i = 1)}.
\]

(13)

There is no “correct” distribution of \( h_{\text{eff}} \), but it would be attractive if neurons being active predicted that the whole network is in a state that favors this activity, i.e. large \( q \) in Eq (12); conversely silent neurons should predict small values of \( q \). Figure 6c,d shows the distributions \( P(q|\sigma) \), assembled by sampling all moments in time when a neuron was active (purple) or silent (yellow). A clear separation between the two distributions indicates that our model really does distinguish network states that drive activity or silence of individual cells. We see that this works for the local subgroup (Fig 6c) but not for the distant subgroup (Fig 6d). It is interesting to note that for the distant subgroup, where prediction quality is much lower, the overlap between the distributions is created by the active neurons’ distribution (purple) resembling the silent one (yellow), rather than both changing their shape towards one other. This behavior indicates that for the large selection radius, the model predicts more false negatives, i.e. “misses” predicting the activity of a neuron that was active. Additionally, this suggests false negatives are more difficult to avoid than false positives.

IV. DISCUSSION

Recent technological breakthroughs have made it possible to to acquire “big data” on a wide range of living systems, including the brain. The unprecedented scale of these data call for new computational methods of analysis, but it is unclear what we should expect. Should analysis of these larger data sets just test qualitative hypotheses, or are we approaching the point where the data should provide detailed tests of underlying theories? Do simplifying assumptions in our models mean that we should expect only approximate agreement with experiment, or is it possible for simple theories to make quantitatively successful predictions even in such complex systems? Our exploration of maximum entropy models for many examples of \( N = 100 \) neurons in the same region of the brain provides new perspective on these admittedly ambitious questions.

The models that we have considered are based on a simple theoretical idea, namely that all of the structure that we will see in the patterns of neural activity is encoded in the matrix of pairwise correlations. We can view
FIG. 6: Population effective field and predicted probability to be active. (a) Probability of neuron to be active based on effective field, as defined in Eq. (11), computed for the “local” subgroup. In red, the relationship between the calculated effective field and the probability of a neuron to be active. The dashed line indicates the parameter–free prediction in Eq. (11). (b) Same as panel a, computed for the “distant” subgroup. (c) Predicted conditional probability distributions for all neurons to be active/silent for all time points, computed for the “local” subgroup. $P(\sigma_i = 1 | h_{\text{eff}})$: time points where the neuron is active in the data, depicted in purple. $P(\sigma_i = 0 | h_{\text{eff}})$: time points were the neurons are inactive, depicted in yellow. (d) Same as panel c, computed for the “distant” subgroup. The overlap between the two distributions has increased to the point that it is impossible to distinguish the values between the two.

The literature provides conflicting evidence regarding the spatial structure of either connections or correlations in the dorsal hippocampus. While some studies argue that cells in close proximity share spatio-temporal activity characteristics [58, 59], others conclude the opposite [60, 64]. Moreover, theoretical models propose that in order to arbitrarily associate activity patterns in different contexts, and to maximize memory capacity by mapping similar inputs onto very different internal representations, there should be minimal correlation in the synaptic drive to nearby neurons [60, 64], although this proposal is inconsistent with the general tendency of neighboring neurons to exhibit correlated activity [69]. Finally, maybe
the most clear piece of evidence as to whether proximal cells in the hippocampus are more likely to affect each other is provided by advanced single-cell optical perturbations [45]. These experiments show that manipulating single place-cell activity also affects activity in small groups of other neurons that were simultaneously active around it, strongly indicating a functional role for local groups of other neurons that were simultaneously active in shaping activity patterns and consistent with the pattern of success and failure that we find for our simple models.
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