Mean Force Based Temperature Accelerated Sliced Sampling: Efficient Reconstruction of High Dimensional Free Energy Landscapes

Asit Pal, Subhendu Pal, Shivani Verma, Motoyuki Shiga, and Nisanth N. Nair

1) Department of Chemistry, Indian Institute of Technology Kanpur, Kanpur - 208016, India
2) Center for Computational Science and E-Systems, Japan Atomic Energy Agency, 148-4-4 Wakashiba, Kashiwa, Chiba, 277-0871, Japan

(Dated: 8 June 2021)

Temperature Accelerated Sliced Sampling (TASS) is an efficient method to compute high dimensional free energy landscapes. The original TASS method employs the Weighted Histogram Analysis Method (WHAM) which is an iterative post-processing to reweight and stitch high dimensional probability distributions in sliced windows that are obtained in the presence of restraining biases. The WHAM necessitates that TASS windows lie close to each other for proper overlap of distributions and span the collective variable space of interest. On the other hand, increase in number of TASS windows implies more number of simulations, and thus it affects the efficiency of the method. To overcome this problem, we propose herein a new mean-force (MF) based reweighting scheme called TASS-MF, which enables accurate computation with a fewer number of windows devoid of the WHAM post-processing. Application of the technique is demonstrated for alanine di- and tripeptides in vacuo to compute their two- and four-dimensional free energy landscapes, the latter of which is formidable in conventional umbrella sampling and metadynamics. The landscapes are computed within a kcal mol⁻¹ accuracy, ensuring a safe usage for broad applications in computational chemistry.

I. INTRODUCTION

Free energy barriers, and free energy difference between reactants and products, are the two thermodynamic quantities of interest in predicting the spontaneity and kinetics of the chemical reactions and other physicochemical transformations. In this respect, computing free energy landscape of such processes as a function of few collective variables (CVs) is a commonly employed strategy. Molecular Dynamics (MD) combined with enhanced sampling techniques are widely used for this purpose. Enhanced sampling methods are essential to accelerate the transitions from one free energy basin to another. Accelerating CVs by bias potential and high-temperature are some of strategies proposed for this purpose. Alternative approaches include accelerating the system dynamics by flattening the underlying potential energy landscape by bias potentials, replica-exchange based global-tempering and other generalized ensemble methods.

One of the simplest approaches that employ biased sampling of CVs is Umbrella Sampling (US). Here a bias potential,

\[ W_h^b(s) = \frac{1}{2} k [s(R) - \xi_h]^2, \quad h = 1, \cdots, M, \]

is applied to restrain the CV \( s(R) \) at \( M \) discrete values \( \{\xi_h\} \). In the above, \( R \) is the set of atomic coordinates, and \( k \) is the coupling constant. Biased canonical probability distribution of \( s \) obtained for each umbrella window is given as,

\[ \tilde{P}_h(s') = \frac{1}{Z} \int dR e^{-\beta [U(R) + W_h^b(s) - s]} \delta(s(R) - s') \equiv \langle \delta(s(R) - s') \rangle_{W_h^b} \]

where \( Z = \int dR e^{-\beta [U(R) + W_h^b(s)]} \), \( U \) is the potential energy, \( \beta = (k_B T)^{-1} \), \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. In the above \( \langle \cdots \rangle_{W_h^b} \) specifies the ensemble average in the presence of the bias \( W_h^b \). The Weighted Histogram Analysis Method (WHAM) is then employed to combine the biased probability distributions and reweight them to obtain final (unbiased) distribution \( P(s) \). In WHAM, this is done by computing

\[ P(s) = \frac{\sum_{h=1}^{M} n_h \tilde{P}_h(s)}{\sum_{h=1}^{M} n_h g_h \exp[-\beta W_h^b(s)]} \]

where,

\[ g_h^{-1} = \int ds \exp[-\beta W_h^b(s)] P(s) \]

is unknown. An iterative procedure is employed, where the iteration begins with \( g_h = 1 \), and improved at every step based on the \( P(s) \) computed in the previous step. For the correct convergence of \( P(s) \), a proper overlap of \( \tilde{P}_h(s) \) with its neighboring distributions is essential. It is to be noted that the width of the distribution \( \tilde{P}_h(s) \) depends on the value of \( k \); Higher the value of \( k \), more accurate will be the free energy estimate. On the other hand, increasing the value of \( k \) will make the distribution narrower, and thereby the extent of overlap between
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the neighboring distributions will become smaller. As a result, more umbrella windows have to be used with high values of \( k \) for obtaining accurate results. Further, when dealing with high dimensional CV-space, long MD simulations are required to achieve sufficient overlap of distributions. Due to this limitation, US is often used to explore only a one-dimensional or a part of a two-dimensional CV-space.

Several techniques were proposed to improve the limitations of US \cite{10,11,31,32,33,34}. Temperature Accelerated Sliced Sampling (TASS) method \cite{31} extends the US method to high dimensions by combining it with temperature accelerated molecular dynamics (TAMD)/driven adiabatic free energy dynamics (d-AFED) \cite{31,35,36,37,38} and metadynamics \cite{39} methods. TASS uses the extended Lagrangian,

\[
\mathcal{L}_h(\mathbf{R}, \dot{\mathbf{R}}, z, \dot{z}) = \mathcal{L}_0(\mathbf{R}, \dot{\mathbf{R}}) + \sum_{\alpha=1}^{n} \left[ \frac{1}{2} \mu_\alpha \dot{z}_\alpha^2 + \frac{\kappa_\alpha}{2} (s_\alpha(\mathbf{R}) - z_\alpha)^2 \right] - W^b_h(z_1) - V^b(z, t),
\]

\( h = 1, \ldots, M, \) \hspace{1cm} (4)

where \( \mathcal{L}_0 \) is the original Lagrangian of the system, \( \mu_\alpha \) is the mass of the auxiliary degree of freedom \( z_\alpha \), and \( \kappa_\alpha \) is the restraining force of the spring that couples the \( z_\alpha \) and the corresponding CV \( s_\alpha \). Two kinds of bias potentials \( W^b_h(z_1) \) and \( V^b(z, t) \), are added on the auxiliary degrees of freedom. The bias \( W^b_h(z_1) \) is the umbrella bias potential given by Eqn. (1) acting on the auxiliary variable \( z_1 \). A metadynamics bias \cite{31,35,36} \( V^b(z, t) \) is applied along a small set of auxiliary variables \( \mathbf{z} \equiv (z_2, \ldots, z_m) \), and \( m \leq n \). The dimension of the auxiliary vector space \( \mathbf{z} \) is less than or equal to that of \( \mathbf{z} \). It is preferred to choose

\[
V^b(z, t) = \sum_{\tau \in \tau_T} \omega_\tau \exp \left[ - \frac{(\mathbf{z} - \mathbf{z}_\tau)^2}{2(\delta z)^2} \right]
\]

with

\[
\omega_\tau = \omega_0 \exp \left[ - \frac{V^b(\mathbf{z}_\tau, t)}{k_B \Delta T} \right],
\]

and \( \mathbf{z}_\tau \equiv \mathbf{z}(\tau) \) as in well-tempered metadynamics (WT-MTD) \cite{31,35,36} In the above, \( \omega_\tau \) is the height of the Gaussian deposited at time \( \tau \), \( \delta z \) is the width of the Gaussian, and \( \Delta T \) is a parameter. In TASS, the auxiliary variables are thermostatted to \( T \), while the physical system is thermostatted to \( \bar{T} \) with \( \bar{T} \gg T \). Here we define \( \bar{T} \equiv \left( \frac{k_B \bar{T}}{k_B T} \right)^{-1} \) and \( \beta = (k_B T)^{-1} \). The probability distribution for each TASS window \( h \) is first calculated as

\[
\tilde{P}_h(z') = \frac{\int dt A_h(t) \prod_{\alpha} \delta (z_\alpha(t) - z'_\alpha)}{\int dt A_h(t)}
\]

where

\[
A_h(t) = \exp \left[ \beta \left( V^b_h(\mathbf{z}_T, t) - c_h(t) \right) \right]
\]

and

\[
c(t) = \frac{1}{\beta} \ln \left[ \frac{\int dz \exp \left[ \beta \gamma V^b(z, t) \right]}{\int dz \exp \left[ \beta (\gamma - 1) V^b(z, t) \right]} \right].
\]

As next, high dimensional probability distribution \( \tilde{P}(z) \) is obtained by Eqn. (3) Free energy surface at temperature \( T \) is obtained as

\[
F(z) = -\frac{1}{\beta} \ln \tilde{P}(z)
\]

as in TAMD/d-AFED. The main advantage of TASS is that a large number of collective variables can be used by virtue of the temperature acceleration of the auxiliary space. Umbrella bias provides a way to achieve a directed or controlled sampling when used along an appropriate CV. The method also permits to use different transverse coordinates for different umbrella windows depending on the requirement. This is possible as free energy slices are independently computed in the corresponding windows.

However, reconstruction of free energy surfaces by WHAM encounters problems when dealing with large number of CVs for the reasons discussed earlier. In this paper, we propose a way to reconstruct high dimensional free energy surfaces in TASS simulations using a mean force based method, and dispense the computationally inefficient WHAM approach. Most importantly, the proposed method does not involve an iterative scheme, unlike WHAM. The new method is quite general, and is applicable not only to TASS, but also to US and WT-MTD simulations.

II. THEORY

Mean force based computation of free energies is core to several techniques \cite{10,11,31,35,36,37,38,39}. Mean force based reconstruction of free energy surfaces in the frame work of extended Lagrangian has been reported earlier for adaptive bias sampling (ABP) \cite{10,11,31,35,36,37,38} logarithmic mean-force dynamics \cite{31,35,36,37,38} TAMD/d-AFED, UFED and metadynamics \cite{31,35,36,37,38}. Such techniques use the gradient of the underlying free energy to compute free energy surfaces using thermodynamic integration as

\[
F(z) = \int z' d\gamma \left( \frac{dF}{dz} \right)
\]

Such integration become tricky with increasing dimensions. Using a basis set expansion \cite{31,35,36,37,38} and artificial neural network representation \cite{39} of free energy will be more efficient approaches to overcome such issues to some extent. Here we present an alternative method that suits the TASS approach, and is efficient for dealing with high dimensions. We will utilize the advantages of employing mean-forces to combine independently sampled probability distributions (or free energy slices) by the TASS Lagrangian (Eqn. 4) to reconstruct high-dimensional free energy surfaces. The challenge here is to reconstruct a high-dimensional free energy landscape where the CVs are differently biased.

First, we write the derivative of projected free energy, \( F_1(z_1) \), along the auxiliary variable \( z_1 \) in which the umbrella bias is active.

\[
F_1(z_1) = -\frac{1}{\beta} \ln P_1(z_1)
\]
where,

\[ P_1(z_1) = \int dz_2 \cdots dz_n e^{-\bar{\beta} F(z_1, \cdots, z_n)} \]  

(13)

Since US bias is applied along \( z_1 \), the force at \( z_1 = \xi_h \) is

\[ \langle k_h [z_1 - \xi_h] \rangle_{\xi_h} = \frac{\int dz \left[ k (z_1 - \xi_h) \right] \exp \left[ \bar{\beta} \{ V^h(z, t) - c(t) \} \right]}{\int dz \exp \left[ \bar{\beta} \{ V^h(z, t) - c(t) \} \right]} \]  

(15)

which in turn can be computed by the time average,

\[ \frac{\int dt \, A(t) \left[ k (z_1 - \xi_h) \right]}{\int dt \, A(t)} \]  

(16)

and the time dependent reweighting factor \( A(t) \) is given by Eqn. \[ 8 \]. Employing these equations, we can compute projected free energy \( F_1 \) along \( z_1 \) from a TASS simulation as follows:

\[ F_1(z_1) = \int dz_1' \left( \frac{dF_1}{dz_1'} \right) \]

\[ \approx - \sum_{h=1}^{M'} \Delta \xi_h \, w_h \left[ g_h + g_{h+1} \right] \]  

(17)

where

\[ g_h = \langle k_h [z_1 - \xi_h] \rangle_{\xi_h} \].  

(18)

Here, \( M' \) is the grid index corresponding to the CV value \( z_1 \). This integral can be computed in a straight forward manner using the trapezoidal rule, with \( \Delta \xi_h = \xi_{h+1} - \xi_h \), and the integration weights \( w_h = \frac{1}{2} \) for all the values of \( h \). We stress that the above equation reconstructs only the projection of the free energy surface \( F(z) \) along the US coordinate \( z_1 \), i.e. \( F_1(z_1) \). Now, the multidimensional free energy surface can related to \( F_1(z_1) \) as follows:

\[ F(z_1, \cdots, z_n) = -\frac{1}{\beta} \ln \left[ e^{-\bar{\beta} F(z_1, \cdots, z_n)} \right] \]

\[ = -\frac{1}{\beta} \ln \left[ \frac{P_1(z_1)}{P_1(z_1)} e^{-\bar{\beta} F(z_1, \cdots, z_n)} \right] \]

\[ = -\frac{1}{\beta} \ln P_1(z_1) - \frac{1}{\beta} \ln e^{-\bar{\beta} F(z_1, \cdots, z_n)} \]

\[ = F_1(z_1) - \frac{1}{\beta} \ln \int dz_2 \cdots dz_n e^{-\bar{\beta} F(z_1, \cdots, z_n)} \]

\[ = F_1(z_1) - \frac{1}{\beta} \ln \hat{P}_{z_1} (z_2, \cdots, z_n) \]

\[ = F_1(z_1) + \Delta F_{z_1} (z_2, \cdots, z_n) \]  

(19)

where,

\[ \Delta F_{z_1} (z_2, \cdots, z_n) = -\frac{1}{\beta} \ln \hat{P}_{z_1} (z_2, \cdots, z_n) \]  

(20)

is the \( n-1 \) dimensional slice of the free energy surface at \( z_1 \), and \( \hat{P}_{z_1} \) is the corresponding slice of the probability distribution obtained at temperature \( T \). We can use the relationship in Eqn. \[ 19 \] to reconstruct the high dimensional free energy landscape, \( F(z) \equiv F(z_1, z_2, \cdots, z_n) \). Since in TASS, time dependent bias acts along a subset of the orthogonal CV space \( z_2, \cdots, z_n \), the reweighting approach as discussed in Eqn. \[ 7 \] has to be used for obtaining unbiased distribution \( \hat{P}_{z_1} (z_2, \cdots, z_n) \) by binning. Interpolation schemes can be used to obtain free energy values between the grid points \( \xi_1, \cdots, \xi_M \) along \( z_1 \).

The procedure explained here does not require WHAM for stitching the free energy slices together to obtain high dimensional free energy surfaces. This approach which uses the mean-force will be denoted as TASS-MF and the WHAM based approach to reconstruct the TASS free energy surfaces will be called TASS-WHAM, hereafter.

In practice, we perform the following steps in reconstructing the high-dimensional free energy surface:

1. Perform TASS simulations for the windows \( h = 1, \cdots, M \) using the Lagrangian given in Eqn. \[ 4 \]
2. Compute \( \{ V_h \} \) and \( \{ c_h(t) \} \), for \( h = 1, \cdots, M \).
3. From the trajectory of the auxiliary variables, \( z_1, \cdots, z_M \), compute the one dimensional free energy profile \( F_1(z_1) \) using Eqn. \[ 17 \]
4. Compute the high dimensional free energy slice for \( z_1 \in (\xi_1, \cdots, \xi_M) \) using Eqn. \[ 20 \]
5. Reconstruct the high dimensional free energy surface employing Eqn. \[ 19 \]

III. RESULT AND DISCUSSION

A. Alanine Dipeptide in Vacuum

To demonstrate the accuracy of this method, free energy surface of alanine dipeptide in vacuo as a function of Ramachandran angles (\( \phi, \psi \)) was computed using various methods; see Fig. \[ 1 \] The molecule was modelled
by the ff14SB\textsuperscript{51} AMBER force field and MD simulations were performed by using AMBER 14\textsuperscript{52} patched with the PLUMED interface\textsuperscript{53}. The same set of calculations was repeated using the PIMD code where the TASS method has been implemented\textsuperscript{54}. The time step used for integrating the equations of motion is 1 fs. We performed TASS simulations by applying umbrella bias along $\phi$ and WTMTD bias along $\psi$. Three sets of TASS simulations were executed by varying number of umbrella windows: (a) 40; (b) 30; (c) 20. The umbrella restraints were centered equal-distant in the domain $\phi \in (-\pi, \pi]$ and $k = 239$ kcal mol$^{-1}$ rad$^{-2}$ was taken. For the Gaussian bias (Eqn. 5), we chose $u_0 = 0.57$ kcal mol$^{-1}$, $\delta z = 0.05$ rad, $\Delta T = 2700$ K, and the bias was updated every 500 fs. We took $\kappa = 1258$ kcal mol$^{-1}$ rad$^{-2}$ and $\mu = 50$ amu A$^2$ rad$^{-2}$. Calculations were done at canonical ensemble with $T = 300$ K, and an Langevin thermostat having a frictional coefficient of 0.1 fs$^{-1}$ was employed to control the temperature of the physical system. We used $T = 1000$ K for the extended system, and the temperature of the extended variables was maintained using a separate massive Langevin thermostat with a frictional coefficient of 0.1 fs$^{-1}$. For each window, we performed 20 ns long production run. As reference free energy data, we performed a conventional WTMTD simulation for 100 ns, where the coordinates $\phi$ and $\psi$ were biased using a two-dimensional Gaussian bias-potential (as in Eqn. 5). We used $\Delta T = 1500$ K, otherwise all the metadynamics parameters were the same as that in the TASS simulations.

In Figure 1(b-e), we have presented the free energy surfaces using WTMTD, TASS with WHAM based reweighting with equidistant 40 umbrella windows (TASS-WHAM (40)), and the new method presented here, i.e., using the mean-force (TASS-MF). TASS-MF reweighting was carried out with 40, 30 and 20 equidistant windows, and they are indicated as TASS-MF (40), TASS-MF (30), and TASS-MF (20), respectively. Clearly, the positions of the minima and saddles are exactly identical in all the landscapes; See Fig 1(b)-(e). A quantitative comparison of the free energy barriers on the $F(\phi, \psi)$ surface was carried out for WTMTD, TASS-WHAM, TASS-MF simulations; see Table I. In the WTMTD simulations, free energy barriers $\text{A} \rightarrow \text{B}$ and $\text{B} \rightarrow \text{A}$ were converged to 9.7 and 8.0 kcal mol$^{-1}$, respectively; See Appendix B for convergence study. The same computed from TASS-WHAM converged to 9.4 and 7.8 kcal mol$^{-1}$ in 20 ns per window; see also Appendix B. The differences between the free energy barriers from the two simulations are less than 1 kcal mol$^{-1}$. Of great importance, the barriers computed from TASS-MF (40) with the same TASS windows agree well with the TASS-WHAM (40) data. The errors in the free energy barriers using TASS-MF (30), and TASS-MF (20) are also less than 1 kcal mol$^{-1}$. Further, the $L^2$ errors (Appendix A), computed by taking the WTMTD free energy surface as the reference were found to be less than 0.6 kcal mol$^{-1}$. It is to be noted that WHAM will not converge well with 30 and 20 umbrella windows.

![Image](b)

FIG. 1. (a) Ball and stick representation of alanine dipeptide. $\phi$ and $\psi$ are the Ramachandran angles, specifically the torsional angle between atoms C-N-C$_\alpha$-C$\alpha$ and C-N$_\alpha$-C$_\alpha$-N$_\alpha$, respectively, as shown in the figure. Color code: H (white), C (black), O (red), and N (blue). The free energy surface reconstructed in the ($\phi, \psi$)-space computed from (b) WTMTD (100 ns), and (c) TASS-WHAM with 40 equidistant windows are used as the reference data. The same computed using TASS-MF with 20 and 40 equidistant windows are shown in the subfigures (d), and (e). The contours are drawn for every 1 kcal mol$^{-1}$.

| Method          | $\Delta F^\dagger$ (kcal mol$^{-1}$) | $L^2$ error (kcal mol$^{-1}$) |
|-----------------|-------------------------------------|-------------------------------|
| WTMTD           | 9.7                                 | 8.0                           |
| TASS-WHAM       | 9.4                                 | 7.8                           |
| TASS-MF (40)    | 9.7                                 | 7.9                           |
| TASS-MF (30)    | 9.6                                 | 7.8                           |
| TASS-MF (20)    | 8.9                                 | 7.1                           |

TABLE I. Free energy barriers ($\Delta F^\dagger$) for the transitions $\text{A} \rightarrow \text{B}$ and $\text{B} \rightarrow \text{A}$ computed from various methods. $L^2$ error was calculated by taking WTMTD as reference.

### B. Alanine tripeptide

To demonstrate the application of the method to high-dimensional free energy landscapes, we reconstructed the four dimensional free energy landscape of alanine tripeptide in vacuo as a function of four Ramachandran angles ($\phi_1, \psi_1, \phi_2, \psi_2$); see Fig. 2(a). We note that the four-dimensional free energy surface was available in our calculation from TASS but not from WTMTD, since the latter was computationally prohibitive. Here, umbrella bias was applied along $\phi_1$, metadynamics bias was applied along $\phi_2$, while all the four CVs were enhanced sampled at high temperature as per the TASS formalism. Equilibration run for each window was carried out for about
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1 ns followed by 40 ns of production run. All the parameters and simulation details for the TASS simulation were kept the same as in the case of alanine dipeptide except that \( \mu \) was taken as 450 amu \( \cdot \) rad\(^{-2} \). After carrying out the TASS simulation with four CVs \( (\phi_1, \psi_1, \phi_2, \psi_2) \) the reconstructed four-dimensional free energy was projected along \( (\phi_1, \phi_2) \), \( (\phi_1, \psi_1) \) and \( (\phi_2, \psi_2) \) spaces; see Figs. 2(b)-(e), 3, and 4. The performance of TASS-WHAM with 40 umbrella windows was compared with TASS-MF with 40, 30, and 20 windows. The comparison of the free energy barriers on the \( F(\phi_1, \phi_2) \), \( F(\phi_1, \psi_1) \), and \( F(\phi_2, \psi_2) \) surfaces, computed from TASS-WHAM and TASS-MF simulations, are presented in Tables II. The difference in the free energy barriers computed from TASS-WHAM (40) and TASS-MF (40) is not greater than 0.2 kcal mol\(^{-1} \). Free energy barriers computed from TASS-MF using 40, 30, and 20 windows are agreeing within an acceptable margin of 1 kcal mol\(^{-1} \). The \( L^2 \) errors in the \( F(\phi_1, \phi_2) \) estimates by the TASS-MF calculations (by taking TASS-WHAM as the reference) are also less than or equal to 0.5 kcal mol\(^{-1} \), and the highest error was observed for TASS-MF (20).

IV. CONCLUSIONS

An efficient as well as computationally straightforward reweighing scheme for TASS is presented here. In this approach the high-dimensional free energy estimate is divided into two parts, in which the first part contains the free energy projected along the umbrella sampling coordi-
Appendix A: Calculation of Least Square Error: $L^2$ Error

\[ L^2\text{error} = \sqrt{\frac{1}{N} \sum_{i}^N [F(z_i) - F_{\text{ref}}(z_i)]^2} \]  

(A1)

Here, $N$ is the total number of the grid points, $F(z_i)$ is the value of computed free energy for various methods and $F_{\text{ref}}(z_i)$ is the value of reference free energy at $i^{th}$ grid.

Appendix B: Convergence of Free Energy Barriers: Alanine Dipeptide In Vacuo
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