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Abstract

In this paper we investigate instances with high integrality ratio of the subtour LP. We develop a procedure to generate families of Euclidean TSP instances whose integrality ratios converge to $\frac{4}{3}$ and may have a different structure than the instances currently known from the literature. Moreover, we compute the instances maximizing the integrality ratio for Rectilinear TSP with up to 10 vertices. Based on these instances we give families of instances whose integrality ratio converge to $\frac{4}{3}$ for Rectilinear, Multidimensional Rectilinear and Euclidean TSP that have similar structures. We show that our instances for Multidimensional Rectilinear TSP and the known instances for Metric TSP maximize the integrality ratio under certain assumptions. We also investigate the concept of local optimality with respect to integrality ratio and develop several algorithms to find instances with high integrality ratio. Furthermore, we describe a family of instances that are hard to solve in practice. The currently fastest TSP solver Concorde needs more than two days to solve an instance from the family with 52 vertices.
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1 Introduction

The traveling salesman problem (TSP) is probably the best-known problem in discrete optimization. An instance consists of the pairwise distances of $n$ vertices and the task is to find a shortest Hamilton cycle, i.e. a tour visiting every vertex exactly once. The problem is known to be NP-hard [10]. A special case of the TSP is the Metric TSP. Here the distances satisfy the triangle inequality. This TSP variant is still NP-hard [17].

A well studied special case of the Metric TSP is the Euclidean TSP. Here an instance consists of points in the Euclidean plane and distances are defined by the 2-norm. The Euclidean TSP is still NP-hard [9][19].
Instead of using the 2-norm as distance function for Euclidean TSP, one could also consider the 1-norm. This special case is called Rectilinear TSP. We can further generalize this special case by considering instances where the vertices and be embedded into the $d$-dimensional space instead of the Euclidean plane to get the Multidimensional Rectilinear TSP.

The Traveling Salesman Problem can be formulated as an integer program. One of the most common linear relaxation of the TSP is the subtour LP \cite{6}. For a given TSP instance defined by a complete graph $K_n$ and the cost function $c$ the subtour LP is given by:

\[
\min \sum_{e \in E(K_n)} c(e)x_e
\]

\[
\sum_{e \in \delta(v)} x_e = 2 \quad \text{for all } v \in V(K_n) \quad (1)
\]

\[
\sum_{e \in E(\delta(X))} x_e \geq 2 \quad \text{for all } \emptyset \subset X \subset V(K_n). \quad (2)
\]

\[
0 \leq x_e \leq 1 \quad \text{for all } e \in E(K_n)
\]

The constraints (1) are called the degree constraints and the constraints (2) are called the subtour elimination constraints. Although this LP has an exponential number of constraints it can be solved in polynomial time by the ellipsoid method since the separation problem can be solved efficiently \cite{12}. A solution to the subtour LP is also called a fractional tour.

Let $OPT(I)$ and $OPT_{LP}(I)$ be the values of the optimal integral solution and optimal fractional solution of an instance $I$, then the integrality ratio of $I$ is defined as $\frac{OPT(I)}{OPT_{LP}(I)}$. The integrality ratio of the LP is the supremum of the ratio between the value of the optimal integral solution and that of the optimal fractional solution, i.e. $\sup_I \frac{OPT(I)}{OPT_{LP}(I)}$.

Let $|I|$ be the number of vertices of the instance $I$. The integrality ratio of instances with $n$ vertices is defined as $\sup_{|I|=n} \frac{OPT(I)}{OPT_{LP}(I)}$.

The exact integrality ratio of the subtour LP is still unknown. For the Metric TSP the currently best lower and upper bounds are $\frac{4}{3}$ \cite{21} and $\frac{3}{2}$ \cite{22}, respectively. For the Euclidean case the same upper bound applies and Hougardy gave a lower bound of $\frac{4}{3}$ \cite{13}. The belief is that the exact integrality ratio is $\frac{4}{3}$, this is also known as the $\frac{4}{3}$-Conjecture. The conjecture was proven for instances whose optimal fractional solutions satisfy certain properties \cite{4}.

Benoit and Boyd computed the exact integrality ratio for Metric TSP instances with a small fixed number of vertices \cite{2}. For $6 \leq n \leq 10$ vertices they determined the instances maximizing the integrality ratio with computer assistance and discovered that these instances are unique and have certain structures. Based on these results they generalized the instances to arbitrary number of vertices and conjectured that they maximize the integrality ratio. Later, Boyd and Elliott-Magwood could further decrease the computation time significantly by exploiting more structure of the subtour polytope.
The computational results could be extended to \( n = 12 \) [5].

Hougardy and Zhong introduced a family of Euclidean TSP instances called the tetrahedron instances that has a different structure as the instances from [2] with integrality ratio converging to \( \frac{4}{3} \) [15]. They also investigate the runtime of the currently fastest TSP solver Concorde [1] to solve the tetrahedron instances in practice. More precisely, they compare the runtime of the tetrahedron instances with the family of instances proposed in [13] and instances from the TSPLIB, a library of TSP instances [20]. It turned out that the tetrahedron instances are significantly harder to solve than the other instances in practice: Concorde needs up to 1,000,000 more time to solve the instances compared to TSPLIB instances of similar size.

**New results.** We describe a procedure to construct families of Euclidean TSP instances whose integrality ratios converge to \( \frac{4}{3} \). These instances can have a different structure than the known instances from the literature.

We use the same approach as Benoit and Boyd to compute the exact integrality ratio for rectangular TSP with \( 6 \leq n \leq 10 \) vertices. Using the results of the computations we define the instances \( I^2_n \).

**Theorem 1.1.** The instances \( I^2_n \) maximize the integrality ratio for rectangular TSP for \( n \leq 10 \).

The instances \( I^2_n \) show the same structure as the instances maximizing the integrality ratio in the metric case described in [2]. Based on this we state the following conjecture.

**Conjecture 1.2.** The instances maximizing the integrality ratio among all instances with a fixed number of vertices have the following structure: An optimal fractional solution \( x^\ast \) of the subtour LP satisfies \( x^\ast(e) = \frac{1}{2} \) for all edges \( e \) of two disjoint triangles and \( x^\ast(e) = 0 \) or \( x^\ast(e) = 1 \) for all other edges \( e \).

We analyze the structure of \( I^2_n \) and generalize the family of instances to arbitrary numbers of vertices. We compute the integrality ratio of the family and show that the integrality ratios of the family converge to \( \frac{4}{3} \) as \( n \to \infty \).

Moreover, we also investigate the integrality ratio for Metric TSP and Multidimensional Rectilinear TSP.

**Theorem 1.3.** Assuming Conjecture 1.2 the Metric TSP instances given in [2] maximize the integrality ratio.

For the Multidimensional Rectilinear TSP we define a family of instances \( I^3_n \) and show that these instances have the same integrality ratio as the Metric TSP instances given in [2]. Therefore, we conclude:

**Theorem 1.4.** Assuming Conjecture 1.2 the family of instances \( I^3_n \) maximizes the integrality ratio for Multidimensional Rectilinear TSP.
We investigate local optima of instances that can be embedded into $\mathbb{R}^d$ such that the distances arise from a totally differentiable norm. Such an instance is a local optimum if we cannot increase the integrality ratio by moving the vertices slightly. A criterion is given to detect local optima. Based on that we give a local search algorithm that computes a local optimum.

For the Euclidean TSP we use the local search algorithm to find instances with high integrality ratio. The results have similar structures as $I^2_n$ in the rectilinear case and the instances from [2] in the metric case. Based on these we give an efficient algorithm generating instances having this structure. Using this algorithm, we were able to generate instances with high integrality ratio for Euclidean TSP and show that their integrality ratios converge to $\frac{4}{3}$. Moreover, in a comparison we see that their integrality ratios are higher than these of the Euclidean TSP instances given in [13] and [15].

Furthermore, we investigate the runtime of the Concorde TSP solver on slightly modified $I^3_n$. We observe that the runtimes of Concorde for these instances are much higher than for the hard to solve tetrahedron instances given in [15].

Outline of the paper. First, we start with some preliminaries in Section 2. Section 3 describes a procedure of generating families of instances for Euclidean TSP whose integrality ratios converge to $\frac{4}{3}$. These instances can have a different structure than the currently known families of instances whose integrality ratios converge to $\frac{4}{3}$. In Section 4 we compute the exact integrality ratio for Rectilinear TSP instances with a small fixed number of vertices. In the following Section 5 we generalize the instances maximizing the integrality ratio we found in the previous section to arbitrary numbers of vertices. In Section 6 and 7 we identify the instances maximizing the integrality ratio assuming Conjecture 1.2 for the Metric and Multidimensional Rectilinear TSP, respectively.

Then, we give in Section 8 a criterion that certifies local optimality with respect to integrality ratio. Based on this criterion we describe a local search algorithm to find local optima. In Section 9 we give a more efficient algorithm to generate a family of instances for the Euclidean TSP that was found by the local search algorithm for small number of vertices and has similar structure to the instances maximizing the integrality ratio for other TSP variants. We compare the lower bounds we found for the various TSP variants in Section 10. Then, we observe in Section 11 that Concorde needs significantly more running time to solve slightly modified instances we found than to solve the hard to solve instances from the literature.

2 Preliminaries

2.1 $p$-Norm

The $p$-norm $\| \cdot \|_p$ for $p \geq 1$ in $\mathbb{R}^d$ is defined for all $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ by $\| x \|_p := \sqrt[p]{\sum_{i=1}^d |x_i|^p}$, where $\sqrt[p]{z} := z$. The 1-norm and 2-norm are also called the Manhattan and Euclidean norm, respectively. For two points $x, y \in \mathbb{R}^d$ we denote the distance of $x$ and
y according to the $p$-norm by $\text{dist}_p(x, y)$, i.e. $\text{dist}_p(x, y) := \|x - y\|_p$.

### 2.2 2-Edge Connected Spanning Subgraph LP

Cunningham [18], Goemans and Bertsimas [11] showed that in the metric case the optimal solution does not change if we omit the degree constraints, i.e. the optimal solutions of the following LP is equal to the optimal solutions of the subtour LP:

$$\min \sum_{e \in E(K_n)} c(e)x_e$$

$$\sum_{e \in E(\delta(X))} x_e \geq 2 \quad \text{for all } \emptyset \subset X \subset V(K_n)$$

$$0 \leq x_e \leq 1 \quad \text{for all } e \in E(K_n)$$

This above LP is an LP relaxation for the 2-Edge Connected Spanning Subgraph problem where the task is to find a 2-edge connected spanning subgraph of a given graph.

**Theorem 2.1** (Cunningham [18], Goemans and Bertsimas [11]). *If the costs satisfy the triangle inequality, the optimal solutions of the 2-Edge Connected Spanning Subgraph LP is the same as that of the subtour LP.*

### 2.3 Structure of Euclidean Tours

A well-known result about optimal tours for Euclidean TSP is that they do not intersect themself unless all vertices lie on a line.

**Lemma 2.2** (Flood 1956 [8]). *Unless all vertices lie on one line, an optimal tour of a Euclidean TSP instance is a simple polygon.*

An important consequence of Lemma 2.2 is the following result:

**Lemma 2.3** ([7], page 142). *An optimal tour of a Euclidean TSP instance visits the vertices on the boundary of the convex hull of all vertices in their cyclic order.*

### 2.4 Karamata’s inequality

**Definition 2.4.** A sequence of real numbers $x_1, \ldots, x_n$ majorizes another sequence $y_1, \ldots, y_n$ if

$$x_1 \geq x_2 \cdots \geq x_n$$

$$y_1 \geq y_2 \cdots \geq y_n$$

$$\sum_{i=1}^{j} x_i \geq \sum_{i=1}^{j} y_i \quad \forall j < n$$

$$\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i.$$
Theorem 2.5 (Karamata’s inequality [16]). Let $I$ be an interval of real numbers and $f : I \to \mathbb{R}$ be a convex function. Moreover, let $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$ be sequences of numbers in $I$ such that $(x_1, \ldots, x_n)$ majorizes $(y_1, \ldots, y_n)$. Then
\[
\sum_{i=1}^{n} f(x_i) \geq \sum_{i=1}^{n} f(y_i).
\]

3 Construction of Instances with Integrality Ratio Converging to $\frac{4}{3}$

In this section we describe a procedure to construct families of instances whose integrality ratios converge to $\frac{4}{3}$. The instances created this way can have a completely different structure than the known instances from the literature.

3.1 Construction

We choose a planar embedding of a 2-edge-connected graph $G$ in $\mathbb{R}^2$. For all $k \in \mathbb{N}$ choose a Euclidean TSP instances $G_k$ consisting of the embedded vertices of $G$ and a set of vertices $vw_1, vw_2, \ldots, vw_{l_k}$ in this order subdividing the line segment $vw$ for every edge $\{v, w\} \in E(G)$. Note that the number of subdividing vertices $l_k$ may differ for different edges of $G$. We call the pairs of vertices of the form $vw_i, vw_{i+1}$ and the pairs $v, vw_1$ and $vw_{l_k}, w$ consecutive vertices. Let $\delta_k$ be the greatest distance between two consecutive vertices in $G_k$. We further require that the instances $G_k$ satisfy the condition $\lim_{k \to \infty} \delta_k = 0$.

Let $T^*_k$ and $x^*_k$ be an optimal tour and optimal fractional tour for $G_k$, respectively. Moreover, let $J$ be an optimal $T$-join of the vertices with odd degree in $G$.

Lemma 3.1. For the optimal fractional tour $x^*_k$ of the instance $G_k$ we have $c(x^*_k) \leq c(E(G))$ for all $k$.

Proof. Set $x(e) = 1$ for all edges $e$ connecting two consecutive vertices and $x(e) = 0$ for all other edges $e$. This is a solution to the LP relaxation of the 2-Edge Connected Spanning Subgraph LP: After the subdivision, the graph stays 2-connected, hence each cut goes through at least two edges and has $x$-value at least 2. The cost of this solution is exactly the cost of $E(G)$. By Theorem 2.1, this is also an upper bound for the optimal solution of the subtour LP. \hfill \Box

Lemma 3.2. For the optimal tour $T^*_k$ of the instance $G_k$ we have $\lim_{k \to \infty} c(T^*_k) \geq c(E(G)) + c(J)$.

Proof. For $\epsilon_1 > 0$ we construct a new instance $G_{k, \epsilon_1}$ from $G_k$ by deleting all subdividing vertices with distance less than $\epsilon_1$ to any vertex $v \in G$. Let $U_{k, \epsilon_1}$ be the set of edges connecting two consecutive vertices of $G_k$ where at least one vertex is deleted in $G_{k, \epsilon_1}$. \hfill \Box
For a vertex $p \in V(G_{k,\epsilon_1})$ and an edge $e \in E(G)$ we say that $p$ lies on $e$ if $p \in e$ or $p$ is a vertex subdividing $e$.

Let $\epsilon_2$ be the shortest distance of two vertices $p, q \in E(G_{k,\epsilon_1})$ that do not lie on a common edge $e \in E(G)$ and $\alpha \coloneqq \min_{\{u, w\}, \{w, v\} \in E(G)} \angle u w v$ be the smallest angle between two different edges with a common vertex in $E(G)$. We claim that for $\epsilon_1$ fixed we have $\liminf_{k \to \infty} \epsilon_2 > 0$. Since the embedding is planar, we have $\alpha > 0$ and $\liminf_{k \to \infty} \text{dist}_2(p, q) > 0$ if $p$ and $q$ lie on different edges of $G$ not incident to each other. Now, let $p$ and $q$ lie on two different edges $\{u, w\}, \{w, v\} \in E(G)$ with a common vertex, respectively. If $\angle u w v > \frac{\pi}{2}$, then $\text{dist}_2(p, q) \geq \epsilon_1$. Else, for $p$ fixed the distance $\text{dist}_2(p, q)$ is minimized if $pq$ is perpendicular to $wv$. Thus, we have $\text{dist}_2(p, q) \geq \text{dist}_2(p, w) \sin(\angle u w v) \geq \epsilon_1 \sin(\alpha) > 0$ which proves the claim.

Now, consider the subset of edges $S_{k,\epsilon_1}$ of $G_{k,\epsilon_1}$ consisting of edges not connecting two vertices lying on the same edge. Recall that by definition every edge in $S_{k,\epsilon_1}$ has length at least $\epsilon_2 > 0$. Now, if $|S_{k,\epsilon_1}| > \frac{c(E(G)) + c(J)}{\epsilon_2}$, we have $c(T^*_k) \geq c(T^*_{k,\epsilon_1}) > c(E(G)) + c(J)$ since the vertices of $G_{k,\epsilon_1}$ is a subset of that of $G_k$. It remains the case that $|S_{k,\epsilon_1}| \leq \frac{c(E(G)) + c(J)}{\epsilon_2}$. Note that by Lemma 22 the optimal tour is a simple polygon. Thus, the edges in $T^*_{k,\epsilon_1} \setminus S_{k,\epsilon_1}$ are connecting consecutive vertices and we have

$$c(T^*_{k,\epsilon_1} \setminus S_{k,\epsilon_1}) = c(E(G_{k,\epsilon_1}) \cap T_{k,\epsilon_1}) = c(E(G_{k,\epsilon_1})) - c(E(G_{k,\epsilon_1}) \setminus T_{k,\epsilon_1})$$

$$\geq c(E(G_{k,\epsilon_1})) - |S_{k,\epsilon_1}| \delta_k = c(E(G)) - |S_{k,\epsilon_1}| \delta_k - c(U_{k,\epsilon_1})$$

$$\geq c(E(G)) - |S_{k,\epsilon_1}| \delta_k - 2|E(G)|(|\epsilon_1 + \delta_k|)$$

since $c(U_{k,\epsilon_1}) \leq 2|E(G)|(|\epsilon_1 + \delta_k|)$. Furthermore, the edges in $S_{k,\epsilon_1}$ are a $T$-join for the vertices with odd degree in $(V(G_{k,\epsilon_1}) \setminus T_{k,\epsilon_1}) \setminus S_{k,\epsilon_1})$. Therefore, $S_{k,\epsilon_1} \cup (E(G_{k,\epsilon_1}) \setminus T_{k,\epsilon_1}) \cup U_{k,\epsilon_1}$ is a $T$-join for the vertices with odd degree in $G_k$ as $E(G_k) = (T^*_{k,\epsilon_1} \setminus S_{k,\epsilon_1}) \cup (E(G_{k,\epsilon_1}) \setminus T_{k,\epsilon_1}) \cup U_{k,\epsilon_1}$. Since $G$ has the same set of vertices with odd degree as $G_k$, this is also a $T$-join for the vertices with odd degrees in $G$. Thus,

$$c(S_{k,\epsilon_1}) \geq c(J) - c(E(G_{k,\epsilon_1}) \setminus T_{k,\epsilon_1}) - c(U_{k,\epsilon_1}) \geq c(J) - |S_{k,\epsilon_1}| \delta_k - 2|E(G)|(|\epsilon_1 + \delta_k|).$$

Altogether, for the total length of the tour we have:

$$\lim_{k \to \infty} c(T^*_{k,\epsilon_1}) \geq \lim_{\epsilon_1 \to 0} \lim_{k \to \infty} c(T^*_{k,\epsilon_1}) = \lim_{\epsilon_1 \to 0} \lim_{k \to \infty} c(T^*_{k,\epsilon_1} \setminus S_{k,\epsilon_1}) + c(S_{k,\epsilon_1})$$

$$\geq \lim_{\epsilon_1 \to 0} \lim_{k \to \infty} c(E(G)) - |S_{k,\epsilon_1}| \delta_k - 2|E(G)|(|\epsilon_1 + \delta_k|)$$

$$+ c(J) - |S_{k,\epsilon_1}| \delta_k - 2|E(G)|(|\epsilon_1 + \delta_k|)$$

$$\geq \lim_{\epsilon_1 \to 0} \lim_{k \to \infty} c(E(G)) - 2\frac{c(E(G)) + c(J)}{\epsilon_2} \delta_k - 4|E(G)|(|\epsilon_1 + \delta_k|) + c(J)$$

$$= \lim_{\epsilon_1 \to 0} c(E(G)) - 4|E(G)|\epsilon_1 + c(J) = c(E(G)) + c(J).$$

Hence, we conclude:
Theorem 3.3. The integrality ratios of the family of instances $G_k$ converge as $k \to \infty$ to at least $\frac{c(E(G)) + c(J)}{3}$, where $J$ is the cost of the optimal $T$-join of the vertices with odd degree in $G$.

Remark 3.4. It is not possible to construct instances with higher integrality ratio than $\frac{4}{3}$ using this procedure. Let a planar embedding of a 2-connected graph $G$ be given. Consider the vector $y \in \mathbb{R}^{E(G)}$ with $y(e) = \frac{1}{3}$ for every $e \in E(G)$. Since the graph is 2-edge-connected, every cut $S$ that intersects an odd number of edges intersects $E(G)$ at least three times. Hence, for every odd cut $S$ the total $y$-value of $\delta(S)$ is at least $3 \cdot \frac{1}{3} = 1$. Therefore, $y$ lies in the $T$-join polytope and has cost $\frac{c(E(G))}{3}$. Thus, we have $c(J) \leq \frac{c(E(G))}{3}$. A similar construction of a vector in the $T$-join polytope was already used in [18].

In the next section we will see concrete examples of $G_k$ whose integrality ratios converge to $\frac{4}{3}$.

3.2 Applications

Now, we apply the results of the last section to construct families of instances whose integrality ratios converge to $\frac{4}{3}$.

The tetrahedron instances were already introduced in [15]. It consists of the vertices $A, B, C$ forming an equilateral triangle with the center $M$. The sides of the triangle $AB, BC, CA$ and the segments $MA, MB, MC$ are subdivided equidistantly by $a_k$ and $b_k$ equidistant vertices, respectively (Figure 1). Moreover, we have $a_k, b_k \to \infty$ as $k \to \infty$. We can apply Theorem 3.3 to get another proof of Theorem 3.19 in [15], that the integrality ratio of this family converges to $\frac{4}{3}$ as $k \to \infty$: We take a complete graph $K_4$ and embed it to the Euclidean plane such that the vertices coincide with the vertices $A, B, C, M$ of the instance. Now, every vertex has an odd degree in $G$. Hence, a $T$-join has to correct the parity of every vertex and the cost of the $T$-join is at least $\text{dist}(A, B) + \text{dist}(C, M)$ which is by symmetry $\frac{c(E(G))}{3}$.

Another example are the hexagon instances. In contrast to the tetrahedron instances we do not uniquely define the graph $G$ we subdivide. We only require that the vertices of $G$ form small regular hexagons that tesselate a subset of $\mathbb{R}^2$ (Figure 2). Every vertex of $G$ not lying on the border of the tesselation has odd degree. Thus, every $T$-join is incident to each of these vertices. The cost of each path in the $T$-join can be bounded by the shortest distance between two distinct vertices, which is a side length of the hexagons. Hence, if we tesselate a subset of $\mathbb{R}^2$ where the number of vertices on the border is small compared to the total number of vertices, the cost of the $T$-join is at least roughly $\frac{c(E(G))}{3}$. We can take growing tesselations and subdivide the edges to get instances with integrality ratio converging to $\frac{4}{3}$.
Figure 1: The tetrahedron instance: The graph $G$ is a complete graph consisting of the vertices $A, B, C, M$. In the figure the edges are subdivided equidistantly by $a_k = 6$ and $b_k = 5$ vertices, respectively.

Figure 2: A possible graph $G$ for the hexagon instances. One possible construction of the instances $G_k$ is to subdivide every edge by $k$ equidistant vertices.
4 Computing the Exact Integrality Ratio for Rectilinear TSP

In this section we compute the exact integrality ratio for Rectilinear TSP instances with a small fixed number of vertices. For that we used Sylvia Boyd’s list of the extremal points of the subtour polytope published on her homepage [3]. This approach was already used to compute the exact integrality ratio of Metric TSP instances with $6 \leq n \leq 12$ [2, 5].

Let $\mathcal{T}$ be the set of all tours for the vertex set $V(K_n)$. Given an extremal point $x$ of the subtour polytope we solve the corresponding program given by

\begin{align*}
\max f \\
\sum_{\{u,v\} \in T} |u_x - v_x| + |u_y - v_y| \geq f & \quad \text{for all } T \in \mathcal{T} \\
\sum_{u,v \in K_n} (|u_x - v_x| + |u_y - v_y|) \cdot x(\{u,v\}) & \leq 1 \\
u_x, u_y, f \in \mathbb{R} & \quad \text{for all } u \in V(K_n)
\end{align*}

The variables $u_x$ and $u_y$ for all $u \in V(K_n)$ represent the $x$- and $y$-coordinate of the vertex $u$ and $f$ represents the integrality ratio of the instance.

On the one hand, each of the programs gives a lower bound for the integrality ratio since condition $\text{(4)}$ ensures that the length of the optimal tour is at least $f$ and condition $\text{(5)}$ ensures that the cost of the optimal fractional tour is at most 1. Therefore, their ratio is at least $f$. On the other hand, the maximum value of the programs for all extremal points $x$ of the subtour LP is the maximum achievable integrality ratio, since the instance achieving the maximal integrality ratio can be scaled such that the optimal fractional tour has length 1. Thus, the largest $f$ of all programs corresponding to all extremal points with a fixed number of vertices is the exact integrality ratio.

For performance reasons we added the constraints $0 \leq f \leq 2$ and $0 \leq u_x, u_y \leq 1$. This can be done without loss of generality since by Wolsey’s analysis $f$ lies between 1 and $\frac{3}{2}$ [22]. Moreover, every instance with a fractional tour of cost at most 1 fits into the unit square since the fractional tour intersects every cut at least twice. Therefore, by translating this instance we can assume that it lies in the unit square.

Note that it is known that for $n \leq 5$ every optimal fractional tour is also integral and thus the integrality ratio is 1. For $6 \leq n \leq 10$ vertices and every extremal point $x$ of the subtour polytope the corresponding program has been solved using Gurobi 8.11. It took about a month of computation time to solve all 461 programs for the case $n=10$ with an Intel i5-4670. On the same machine a month of computation time was not sufficient to solve a single program for $n=11$.

The resulting instances are shown in Figure 3. They have a similar structure as the instances maximizing the integrality ratio in the metric case. Their explicit coordinates will be given in Subsection 5.3 where we generalize these instances to higher $n$. 
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Figure 3: Instances with $n$ vertices maximizing the integrality ratio for Rectilinear TSP.

We see that vertices are not distributed equally on the three lines as in the metric case. Here we get a higher integrality ratio if the number of vertices is higher on the center line. In the following sections we will investigate this phenomenon and other structural properties of this family of instances.

5 Integrality Ratio for Rectilinear TSP

In this section we construct a family of Rectilinear TSP instances with similar structure and properties as the results of the computations from Section 4 and analyze their integrality ratio.

5.1 Structure of the Fractional Tours

The optimal fractional tours of the instances maximizing the integrality ratio found in Section 4 have the same form. In this section we describe and extend it to higher number of vertices.

Note that every fractional tour $x$ can be interpreted as a weighted complete graph where the vertex set consists of the vertices of the instance and the weight of the edge $e$ is equal to $x(e)$. We define the weighted graphs $x_{i,j,k}$ for nonnegative integers $i, j, k$ as follows: The vertex set $V(x_{i,j,k}) := \{X_0, \ldots, X_{i+1}, Y_0, \ldots, Y_{j+1}, Z_0, \ldots, Z_{k+1}\}$ consists of $i + j + k + 6$ vertices. We set the weight of the edges $\{X_r, X_{r+1}\}, \{Y_s, Y_{s+1}\}, \{Z_t, Z_{t+1}\}$
for all \( r \in \{0, \ldots, i\}, s \in \{0, \ldots, j\}, t \in \{0, \ldots, k\} \) to 1. Moreover, we set the weight of the edges \( \{X_0, Y_0\}, \{X_0, Z_0\}, \{Y_0, Z_0\}, \{X_{i+1}, Y_{j+1}\}, \{X_{i+1}, Z_{k+1}\} \) and \( \{Y_{j+1}, Z_{k+1}\} \) to \( \frac{1}{2} \). All other edges have weight 0 (Figure 4, the instance \( I_{2,2,1} \) will be defined later).

The optimal fractional tours of the instances maximizing the integrality ratio found in Section 4 are isomorphic to \( x_{i,j,k} \) for some \( i, j, k \).

Figure 4: The instance \( I_{2,2,1} \) with optimal fractional tour \( x_{2,2,1} \). The straight and dashed edges have weights 1 and \( \frac{1}{2} \) in \( x_{2,2,1} \), respectively.

### 5.2 Structure of the Optimal Tours

In this subsection we describe the structure of the optimal tours of the instances maximizing the integrality ratio computed in Section 4 which is the motivation for the construction of the generalized instances \( I_{i,j,k}^2 \) in the next subsection.

A **pseudo-tour** of a TSP instance is a closed walk that visits every vertex at least once. We first define a set of pseudo-tours \( \mathcal{T} \) which is the union of three sets of pseudo-tours \( T^\uparrow, T^\circ, T^\downarrow \) and the pseudo-tours \( T^\leftarrow, T^\to, T^\nearrow, T^\searrow \).

Let \( T^\uparrow := \{T_0^\uparrow, \ldots, T_k^\uparrow\} \) be a set of pseudo-tours where the pseudo-tour \( T_l^\uparrow \) for some \( 0 \leq l \leq k \) consists of (Figure 5):

- two copies of the edges \( \{Z_s, Z_{s+1}\} \) for all \( 0 \leq s \leq k, s \neq l \)
- a copy of the edges \( \{Y_s, Y_{s+1}\} \) for all \( 0 \leq s \leq j \)
- a copy of the edges \( \{X_s, X_{s+1}\} \) for all \( 0 \leq s \leq i \)
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- a copy of the edges \{Z_0, Y_0\}, \{Z_0, X_0\}, \{Z_{k+1}, Y_{j+1}\} and \{Z_{k+1}, X_{i+1}\}

Figure 5: The pseudo-tour \(T^\uparrow_0\).

Figure 6: The pseudo-tour \(T^\circ_0\).

Figure 7: The pseudo-tour \(T^\kappa\).

Figure 8: The pseudo-tour \(T^\rightarrow\).

We also define the sets of pseudo-tours \(T^\circ := \{T^\circ_0, \ldots, T^\circ_j\}\) and \(T^\downarrow := \{T^\downarrow_0, \ldots, T^\downarrow_i\}\). Each of the tours \(T^\circ_i\) (Figure 6) and \(T^\downarrow_i\) are defined similarly: Instead of \{\(Z_s, Z_{s+1}\)\} we take two copies of the edges \{\(Y_s, Y_{s+1}\)\} and \{\(X_s, X_{s+1}\)\} except \{\(Y_l, Y_{l+1}\)\} and \{\(X_l, X_{l+1}\)\}, respectively.

The tour \(T^\kappa\) consists of (Figure 7):

- two copies of the edges \{\(Z_s, Z_{s+1}\)\} for all \(0 \leq s \leq k\)
• a copy of the edges \( \{Y_s, Y_{s+1}\} \) for all \( 0 \leq s \leq j \)
• a copy of the edges \( \{X_s, X_{s+1}\} \) for all \( 0 \leq s \leq i \)
• a copy of the edges \( \{Z_0, Y_0\}, \{Z_0, X_0\} \) and \( \{Y_{j+1}, X_{i+1}\} \)

The pseudo-tour \( T^\rightarrow \) is defined similarly. Instead of the edges \( \{Z_0, Y_0\}, \{Z_0, X_0\} \) and \( \{Y_{j+1}, X_{i+1}\} \) it consists of the edges \( \{Z_{k+1}, Y_{j+1}\}, \{Z_{k+1}, X_{i+1}\} \) and \( \{Y_0, X_0\} \). We also define the pseudo-tours \( T^\leftarrow, T^\Rightarrow, T^\Leftarrow \) similarly where we double the edges \( \{Y_s, Y_{s+1}\} \) or \( \{X_s, X_{s+1}\} \) instead of \( \{Z_s, Z_{s+1}\} \).

We observe that the optimal tours of the instances maximizing the integrality ratio for \( 6 \leq n \leq 10 \) computed in Section 4 are the non-intersecting shortcuts of the pseudo-tours in \( \mathcal{T} \). In the next subsection the instances \( I^2_{i,j,k} \) are constructed such that the vertices lie on three lines, are symmetric and the optimal tours are the non-intersection shortcuts of pseudo-tours in \( \mathcal{T} \). Similar properties also hold for other variants of the TSP. For example, the shortcuts of the pseudo-tours in \( \mathcal{T} \) are the optimal tours of the instances maximizing the integrality ratio in the metric case for \( 6 \leq n \leq 12 \) given in [2].

5.3 The Instance \( I^2_{i,j,k} \)

We define an embedding of \( x_{i,j,k} \) in \( \mathbb{R}^2 \) (Figure 4) as follows: The vertices \( \{X_0, \ldots, X_{i+1}\}, \{Y_0, \ldots, Y_{j+1}\} \) and \( \{Z_0, \ldots, Z_{k+1}\} \) lie on the three parallel lines \( l_1, l_2 \) and \( l_3 \), respectively. The line \( l_2 \) lies between \( l_1 \) and \( l_3 \) in the plane. Moreover, \( l_1, l_2 \) and \( l_2, l_3 \) have distances \( b_1 := \frac{1}{2} + \frac{j+1}{j+3} \left( \frac{1}{k+1} - \frac{1}{2} \right) \) and \( b_2 := \frac{1}{2} + \frac{j+1}{j+3} \left( \frac{1}{i+1} - \frac{1}{2} \right) \) to each other, respectively. The vertices \( X_0, X_{i+1}, Z_0 \) and \( Z_{k+1} \) form an axis-parallel rectangle with side lengths 1 and \( 1 + \frac{j+1}{j+3} \left( \frac{1}{i+1} + \frac{1}{k+1} - 1 \right) \). Let \( Y_l' \) and \( Z_l' \) be the orthogonal projection of \( Y_l \) and \( Z_l \) to the line \( X_0X_{i+1} \), respectively. We call a sequence of points \( v_1, \ldots, v_s \) an equidistant progression if \( \text{dist}_1(v_l, v_{l+1}) = \text{dist}_1(v_1, v_2) \) for all \( 1 \leq l \leq s - 1 \). Then \( X_0, Y_0', Y_1', \ldots, Y_{j+1}', X_{i+1} \) and \( Y_0', X_1, X_2, \ldots, X_i, Y_{j+1}' \) and \( Y_0', Z_1', Z_2', \ldots, Z_k', Y_{j+1}' \) are three equidistant progressions.

Note that this embedding also defines a Rectilinear TSP instance we call \( I^2_{i,j,k} \).
Table 1: The instances maximizing the integrality ratio computed in Section 4 with their corresponding fractional optimal tours and integrality ratios.

| n  | Instance | Opt. frac. tour | Integrality ratio |
|----|----------|----------------|-------------------|
| 6  | $I_{0,0,0}$ | $x_{0,0,0}$ | $\frac{18}{17} \approx 1.059$ |
| 7  | $I_{0,1,0}$ | $x_{0,1,0}$ | $\frac{13}{12} \approx 1.083$ |
| 8  | $I_{0,1,1}$ | $x_{0,1,1}$ | $\frac{34}{31} \approx 1.097$ |
| 9  | $I_{0,2,1}$ | $x_{0,2,1}$ | $\frac{31}{28} \approx 1.107$ |
| 10 | $I_{1,2,1}$ | $x_{1,2,1}$ | $\frac{28}{25} = 1.120$ |

The explicit coordinates of the vertices are given by:

- $X_0 = (0, 0)$
- $X_{i+1} = (1, 0)$
- $Z_0 = \left(0, 1 + \frac{j+1}{j+3} \left(\frac{1}{i+1} + \frac{1}{k+1} - 1\right)\right)$
- $Z_{k+1} = \left(1, 1 + \frac{j+1}{j+3} \left(\frac{1}{i+1} + \frac{1}{k+1} - 1\right)\right)$
- $X_s = \left(s \cdot \frac{j+1}{j+3} \cdot \frac{1}{i+1} + \frac{1}{j+3}, 0\right)$ \quad $\forall 1 \leq s \leq i$
- $Y_s = \left(\frac{(s+1)}{2} + \frac{j+1}{j+3} \left(\frac{1}{k+1} - \frac{1}{2}\right)\right)$ \quad $\forall 0 \leq s \leq j+1$
- $Z_s = \left(s \cdot \frac{j+1}{j+3} \cdot \frac{1}{k+1} + \frac{1}{j+3}, 1 + \frac{j+1}{j+3} \left(\frac{1}{i+1} + \frac{1}{k+1} - 1\right)\right)$ \quad $\forall 1 \leq s \leq k$

We call the vertices $X_0, \ldots, X_{i+1}, Z_0, \ldots, Z_{k+1}$ the outer vertices and $Y_0, \ldots, Y_{j+1}$ the inner vertices.

Revising the instances that maximize the integrality ratio from Section 4 we see that they can be transformed to $I_{2i,j,k}^2$ for some $i, j$ and $k$ by scaling, rotating and translating. Moreover, their optimal fractional tours are isomorphic to $x_{i,j,k}$ and their optimal tours are the non-intersecting shortcuts of the pseudo-tours in $\mathcal{F}$ (Figure 9). The values of $i, j, k$ and the corresponding integrality ratios are listed in Table 1.

We observe that for $I_{2i,j,k}^2$ there is a unique non-intersecting shortcut of pseudo-tours in $T^\uparrow$ and $T^\downarrow$ while all shortcuts of pseudo-tours in $T^\circ, T^\leftarrow, T^\rightarrow$ are non-intersecting. Moreover, the non-intersecting shortcuts of $T^\setminus, T^\nearrow, T^\swarrow$ and $T^\searrow$ are also non-intersecting shortcuts of $T^\leftarrow$ and $T^\rightarrow$. Hence, the set of optimal tours are the non-intersecting shortcuts of $T^\uparrow, T^\downarrow$ and all shortcuts of $T^\circ, T^\leftarrow, T^\rightarrow$.

For $n$ fixed let the instance $I_n^2 := I_{i,j,k}^2$ maximize the integrality ratio among all instances $I_{i,j,k}$ with $i + j + k + 6 = n$. 
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The non-intersecting shortcut of $T^1_I$ for $I_{1,2,1}$. A non-intersecting shortcut of $T^2_I$ for $I_{1,2,1}$. All shortcuts of $T^0_I$ are non-intersecting.

A non-intersecting shortcut of $T^{-}$ for $I_{1,2,1}$. All shortcuts of $T^{-}$ are non-intersecting.

Figure 9: Some of the non-intersecting shortcuts of pseudo-tours in $\mathcal{F}$.

5.4 Length of the Optimal Tours for $I^2_{i,j,k}$

In this subsection we determine the length of the optimal tours for $I^2_{i,j,k}$. This will be used to compute lower bounds on the integrality ratio of the instances in the next subsection.

A subpath of an oriented tour consists of vertices $v_1, \ldots, v_l$, such that $v_{i+1}$ is visited by the tour immediately after $v_i$ for all $i = 1, \ldots, l - 1$. A subpath of a tour starting and ending at outer vertices and containing no other outer vertex is called a trip if it contains at least one inner vertex.

By Lemma 2.3, we know that each optimal tour of $I^2_{i,j,k}$ can be decomposed into a set of trips and a set of edges connecting consecutive outer vertices such that all inner vertices are contained in some trip and two different trips intersect in at most one outer vertex.

Lemma 5.1. The length of the optimal tour for $I^2_{i,j,k}$ is $4 + 2b_1 + 2b_2 - \frac{2}{j+3}$.

Proof. Assume that we have given an optimal tour. Since all inner vertices lie on a line, every trip visits a set of consecutive inner vertices. We start with a cycle visiting the outer vertices in cyclic order. This cycle has length

$$\text{dist}_1(X_0, X_{i+1}) + \text{dist}_1(X_{i+1}, Z_{k+1}) + \text{dist}_1(Z_0, Z_{k+1}) + \text{dist}_1(X_0, Z_0) = 2 + 2b_1 + 2b_2$$

Now, we successively replace an edge between two consecutive outer vertices by a trip until every inner vertex is visited and we get the given optimal tour.

If we replace $\{Z_r, Z_{r+1}\}$ for some $1 \leq r \leq k - 1$ by a trip visiting the inner vertices
\(Y_s, Y_{s+1}, \ldots, Y_t\), the cost of the cycle increases by at least

\[
\text{dist}_1(Z_r, Y_s) + \text{dist}_1(Y_s, Y_t) + \text{dist}_1(Y_t, Z_{r+1}) - \text{dist}_1(Z_r, Z_{r+1}) \\
\geq 2 \text{dist}_1(Y_s, Y_t) - 2 \text{dist}_1(Z_r, Z_{r+1}) + 2b_2 \\
= 2 \text{dist}_1(Y_s, Y_t) - 2 \cdot \frac{j+1}{j+3} \cdot \frac{1}{k+1} + 1 + \frac{j+1}{j+3} \left( \frac{2}{k+1} - 1 \right) = 2 \text{dist}_1(Y_s, Y_t) + \frac{2}{j+3}
\]

Similarly, the cost increases by at least the same amount when we replace \(\{X_r, X_{r+1}\}\) for some \(1 \leq r \leq k - 1\) by a trip.

In the case where we replace \(\{Z_0, Z_1\}\) by a trip visiting the inner vertices \(Y_s, Y_{s+1}, \ldots, Y_t\) let \(Y'_0\) be the orthogonal projection of \(Y_0\) to the line \(Z_0Z_{k+1}\). The cost of the cycle increases by at least

\[
\text{dist}_1(Z_0, Y_s) + \text{dist}_1(Y_s, Y_t) + \text{dist}_1(Y_t, Z_1) - \text{dist}_1(Z_0, Z_1) \\
\geq 2 \text{dist}_1(Y_s, Y_t) - 2 \text{dist}_1(Y'_0, Z_1) + 2b_2 \\
= 2 \text{dist}_1(Y_s, Y_t) - 2 \cdot \frac{j+1}{j+3} \cdot \frac{1}{k+1} + 1 + \frac{j+1}{j+3} \left( \frac{2}{k+1} - 1 \right) = 2 \text{dist}_1(Y_s, Y_t) + \frac{2}{j+3}
\]

Similarly, the cost increases by at least the same amount when we replace one of the edges \(\{Z_k, Z_{k+1}\}\), \(\{X_0, X_1\}\) or \(\{X_i, X_{i+1}\}\) by a trip.

If we replace \(\{X_0, Z_0\}\) by a trip visiting the vertices \(Y_s, Y_{s+1}, \ldots, Y_t\), the cost of the cycle increases by at least:

\[
\text{dist}_1(X_0, Y_s) + \text{dist}_1(Y_s, Y_t) + \text{dist}_1(Y_t, Z_0) - \text{dist}_1(X_0, Z_0) \\
= \text{dist}_1(X_0, Y_t) + \text{dist}_1(Z_0, Y_t) - \text{dist}_1(X_0, Z_0) \\
= (t+1) \frac{1}{j+3} + b_1 + (t+1) \frac{1}{j+3} + b_2 - (b_1 + b_2) = 2(t+1) \frac{1}{j+3} \\
\geq 2 \text{dist}(Y_s, Y_t) + \frac{2}{j+3}
\]

Similarly, we get the same value when we replace \(\{X_{i+1}, Z_{k+1}\}\) by a trip. Assume that the optimal tour has exactly \(w\) trips \(t_1, \ldots, t_w\). Since all the inner vertices are visited by the \(w\) trips, all except \(w - 1\) edges of the form \(\{Y_s, Y_{s+1}\}\) for \(0 \leq s \leq j\) are contained in the trips. Hence the total length of the optimal tour is at least:

\[
2 + 2b_1 + 2b_2 + 2 \text{dist}(Y_0, Y_{j+1}) - (w - 1) \cdot 2 \cdot \frac{1}{j+3} + w \cdot \frac{2}{j+3} \\
= 2 + 2b_1 + 2b_2 + \frac{4}{j+3} + \frac{2}{j+3} = 4 + 2b_1 + 2b_2 - \frac{2}{j+3}
\]

In fact a straightforward calculation shows that all non-intersecting shortcuts of \(\mathcal{S}\) are
optimal tours. For example the non-intersecting shortcut of the tour $T^*$ has length:

$$\text{dist}_1(X_0, Y_{j+1}) + \text{dist}_1(Y_0, Y_{j+1}) + \text{dist}_1(Y_0, Z_0) + \text{dist}_1(Z_0, Z_{k+1}) + \text{dist}_1(Z_{k+1}, X_{i+1}) + \text{dist}_1(X_{i+1}, X_0) = (b_1 + 1 - \frac{1}{j + 3}) + (1 - 2 \cdot \frac{1}{j + 3}) + (b_2 + \frac{1}{j + 3}) + 1 + (b_1 + b_2) + 1$$

$$= 4 + 2b_1 + 2b_2 - \frac{2}{j + 3}$$

Hence, the lower bound on the length of the optimal tour is tight.

5.5 The Integrality Ratio of $I^2_{i,j,k}$

In this section we investigate the integrality ratio of $I^2_{i,j,k}$. Recall that $I^2_{n}$ is defined as the instance of the form $I_{i,j,k}$ with $n$ vertices and maximal integrality ratio.

**Theorem 5.2.** The integrality ratio of $I^2_{i,j,k}$ is at least $1 + \frac{1}{3 + 2(\frac{5}{j+3} + \frac{1}{j+1})}$. In particular, the integrality ratios of instances $I^2_{n}$ converge to $\frac{4}{3}$ as $n \to \infty$.

**Proof.** The cost of the optimal fractional tour of $I_{i,j,k}$ is at most the cost of $x_{i,j,k}$ which is

$$\text{dist}_1(X_0, X_{i+1}) + \text{dist}_1(Y_0, Y_{j+1}) + \text{dist}_1(Z_0, Z_{k+1}) + \frac{1}{2} \text{dist}_1(X_0, Y_0) + \frac{1}{2} \text{dist}_1(X_0, Z_0) + \frac{1}{2} \text{dist}_1(Y_0, Z_0) + \frac{1}{2} \text{dist}_1(X_{i+1}, Y_{j+1}) + \frac{1}{2} \text{dist}_1(X_{i+1}, Z_{k+1}) + \frac{1}{2} \text{dist}_1(Y_{j+1}, Z_{k+1})$$

$$= 3 + 2b_1 + 2b_2.$$

By Lemma 5.1, the cost of the optimal tour of $I_{i,j,k}$ is $4 + 2b_1 + 2b_2 - \frac{2}{j+3}$. Hence, the integrality ratio is at least

$$\frac{4 + 2b_1 + 2b_2 - \frac{2}{j+3}}{3 + 2b_1 + 2b_2} = 1 + \frac{1 - \frac{2}{j+3}}{3 + 2b_1 + 2b_2}$$

$$= 1 + \frac{1}{3 + 1 + \frac{j+1}{j+3} \left( \frac{2}{k+1} - 1 \right) + 1 + \frac{j+1}{j+3} \left( \frac{2}{i+1} - 1 \right)}$$

$$= 1 + \frac{j + 3 - 2}{5(j + 3) + (j + 1) \left( \frac{2}{k+1} + \frac{2}{i+1} - 2 \right)} = 1 + \frac{j + 1}{3j + 13 + (j + 1) \left( \frac{2}{k+1} + \frac{2}{i+1} \right)}$$

$$= 1 + \frac{1}{3 + 2 \left( \frac{5}{j+1} + \frac{1}{k+1} + \frac{1}{i+1} \right)}$$

To get the highest integrality ratio of the instances $I^2_{i,j,k}$ we have to find $\min_{i,j,k} \frac{5}{j+1} + \frac{1}{i+1} + \frac{1}{k+1}$ where $i + j + k = n - 6$ is fixed.
We get the following estimate by the Cauchy-Schwarz inequality:

\[
\left(\frac{5}{j+1} + \frac{1}{i+1} + \frac{1}{k+1}\right)(n-3) = \left(\frac{5}{j+1} + \frac{1}{i+1} + \frac{1}{k+1}\right)(j+1+i+1+k+1) \geq (\sqrt{5} + \sqrt{1} + \sqrt{1})^2 = (\sqrt{5} + 2)^2
\]

With equality if and only if \(\frac{5}{(j+1)^2} = \frac{1}{(i+1)^2} = \frac{1}{(k+1)^2}\). In this case the actual integrality ratio is

\[
1 + \frac{1}{3 + 2(\sqrt{5} + 2)^2} \in \frac{4}{3} - \Theta(n^{-1})
\]

We see that this expression converges to \(\frac{4}{3}\) as \(n \to \infty\). However, the optimal values of \(i, j\) and \(k\) we chose above do not have to be integral. So in order to conclude that the actual integrality ratios of the instance \(I_n^2 = I_{i,j,k}^2\) for the best choice of \(i, j, k\) also converge to \(\frac{4}{3}\) we need to show that the optimal integral values of \(i, j, k\) achieve a similar integrality ratio. Let \(i', j'\) and \(k'\) be real numbers satisfy \(\frac{5}{(j')^2} = \frac{1}{(i')^2} = \frac{1}{(k')^2}\) and \(i' + j' + k' = n - 6\). With the restriction that \(i, j\) and \(k\) are integers we can choose \(i = \lceil i' \rceil, j = \lceil j' \rceil\) and \(k = \lceil k' \rceil\) or \(k = \lceil k' \rceil + 1\) such that \(i + j + k = i' + j' + k' = n - 6\). In this case we have by a similar application of the Cauchy-Schwarz inequality as above:

\[
1 + \frac{1}{3 + 2\left(\frac{5}{j' + 1} + \frac{1}{k' + 1} + \frac{1}{i' + 1}\right)} \geq 1 + \frac{1}{3 + 2\left(\frac{5}{j'}^2 + \frac{1}{k' + 1} + \frac{1}{j'}\right)} = 1 + \frac{1}{3 + 2\left(\frac{\sqrt{5} + 2)^2}{n-5}\right)}
\]

\[
\in \frac{4}{3} - \Theta(n^{-1}).
\]

\[\square\]

### 6 Integrality Ratio for Metric TSP

In this section we give an upper bound on the integrality ratio for Metric-TSP instances whose optimal fractional tour is isomorphic to \(x_{i,j,k}\) for some \(i, j, k\) with \(i + j + k + 6 = n\). This implies that, assuming Conjecture \[1,2\] the Metric TSP instances described in \[2\] maximize the integrality ratio. Note that in \[4\] it was already shown that these instances have integrality ratios that are upper bounded by \(\frac{4}{3}\). We start by defining coefficients for the pseudo-tours in \(\mathfrak{T}\).
**Definition 6.1.** We define the real coefficients

\[
\begin{align*}
\lambda^\uparrow &:= \frac{1}{|T^\uparrow|} \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} \\
\lambda^\ominus &:= \frac{1}{|T^\ominus|} \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} \\
\lambda^\downarrow &:= \frac{1}{|T^\downarrow|} \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} \\
\lambda^\leftarrow &:= \lambda^\rightarrow := \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} \\
\lambda^\rightarrow &:= \lambda^\leftarrow := \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} \\
\lambda^\nearrow &:= \lambda^\swarrow := \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}
\end{align*}
\]

**Lemma 6.2.** The integrality ratio of Metric TSP instances whose optimal fractional tour isomorphic to \(x_{i,j,k}\) is at most \(1 + \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}\).

**Proof.** For a pseudo-tour \(T\) let \(\chi^T\) be the vector such that \(\chi^T(e)\) is the number of occurrence of \(e\) in \(T\) for all \(e \in E(K_n)\). In order to show the statement, we show that

\[
\sum_{T \in T^\uparrow} \lambda^\uparrow \chi^T + \sum_{T \in T^\ominus} \lambda^\ominus \chi^T + \sum_{T \in T^\downarrow} \lambda^\downarrow \chi^T + \lambda^\leftarrow \chi^{T^\nearrow} + \lambda^\rightarrow \chi^{T^\swarrow} + \lambda^\rightarrow \chi^{T^\rightarrow} + \lambda^\rightarrow \chi^{T^\rightarrow} + \lambda^\rightarrow \chi^{T^\nearrow} + \lambda^\leftarrow \chi^{T^\swarrow} + \lambda^\leftarrow \chi^{T^\leftarrow}
\]

\[
+ \lambda^\nearrow \chi^{T^\nearrow} = \left(1 + \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}\right) x_{i,j,k}
\]

This implies the Lemma since

\[
\sum_{T \in T^\uparrow} \lambda^\uparrow + \sum_{T \in T^\ominus} \lambda^\ominus + \sum_{T \in T^\downarrow} \lambda^\downarrow + \lambda^\leftarrow + \lambda^\rightarrow + \lambda^\rightarrow + \lambda^\rightarrow + \lambda^\leftarrow = 3 \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 2 \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 2 \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}
\]

\[
+ 2 \cdot \frac{1}{3 + 2 \left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} = 1.
\]

Consider the edge \(\{Z_l, Z_{l+1}\}\) for some \(0 \leq l \leq k\). It is contained in every pseudo-tour of \(T^\uparrow, T^\downarrow, T^\rightarrow, T^\nearrow, T^\swarrow\) once and in each of \(T^\leftarrow, T^\rightarrow\) twice. In the pseudo-tours of \(T^\downarrow\) it
is contained twice except of the tour $T_i^\uparrow$ where it is not contained. Hence,

$$\sum_{T \in \mathcal{T}^\uparrow} \lambda^i \chi^T(\{Z_l, Z_{l+1}\}) + \sum_{T \in \mathcal{T}^\circ} \lambda^o \chi^T(\{Z_l, Z_{l+1}\}) + \sum_{T \in \mathcal{T}^\downarrow} \lambda^\downarrow \chi^T(\{Z_l, Z_{l+1}\})$$

$$+ \lambda^\downarrow \chi^T\downarrow(\{Z_l, Z_{l+1}\}) + \lambda^\circ \chi^{T\circ}(\{Z_l, Z_{l+1}\}) + \lambda^\uparrow \chi^T\uparrow(\{Z_l, Z_{l+1}\})$$

$$+ \lambda^\circ \chi^{T\circ}(\{Z_l, Z_{l+1}\}) + \lambda^\downarrow \chi^T\downarrow(\{Z_l, Z_{l+1}\}) + \lambda^\downarrow \chi^T\downarrow(\{Z_l, Z_{l+1}\})$$

$$= 2\lambda^\uparrow - \frac{2}{|\mathcal{T}|}\lambda^\downarrow + \lambda^o + 2\lambda^\downarrow + 2\lambda^\circ + 2\lambda^\downarrow + \lambda^\circ + \

= 4 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} - \frac{2}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 4 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 2 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 2 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + 2 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}$$

$$= 1 + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} = \left(1 + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}\right) x_{i,j,k}(\{Z_l, Z_{l+1}\}).$$

Next, consider the edge $\{Z_0, Y_0\}$. It is contained in the pseudo-tours of $\mathcal{T}^\uparrow, \mathcal{T}^\circ, \mathcal{T}^\downarrow, \mathcal{T}^\circ, \mathcal{T}^\circ, \mathcal{T}^\circ$ once and not contained in the pseudo-tours of $\mathcal{T}^\uparrow, \mathcal{T}^\circ, \mathcal{T}^\circ, \mathcal{T}^\circ$. Hence,

$$\sum_{T \in \mathcal{T}^\uparrow} \lambda^i \chi^T(\{Z_0, Y_0\}) + \sum_{T \in \mathcal{T}^\circ} \lambda^o \chi^T(\{Z_0, Y_0\}) + \sum_{T \in \mathcal{T}^\downarrow} \lambda^\downarrow \chi^T(\{Z_0, Y_0\})$$

$$+ \lambda^\downarrow \chi^T\downarrow(\{Z_0, Y_0\}) + \lambda^\circ \chi^{T\circ}(\{Z_0, Y_0\}) + \lambda^\uparrow \chi^T\uparrow(\{Z_0, Y_0\})$$

$$+ \lambda^\circ \chi^{T\circ}(\{Z_0, Y_0\}) + \lambda^\downarrow \chi^T\downarrow(\{Z_0, Y_0\}) + \lambda^\downarrow \chi^T\downarrow(\{Z_0, Y_0\})$$

$$= 2 \cdot \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)} + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}$$

$$+ \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}$$

$$= \frac{1}{2} \left(1 + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}\right) = \left(1 + \frac{1}{3 + 2\left(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\right)}\right) x_{i,j,k}(\{Z_0, Y_0\}).$$

The statement can be shown for all other edges of $x_{i,j,k}$ analogously to one of the two cases above. \( \square \)
Remark 6.3. Theorem 4.1 in [2] shows that the upper bound in Lemma 6.2 is tight, i.e. there is actually an instance where the integrality ratio is equal to 1 + \frac{1}{3 + 2(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1})}.

Theorem 6.4. The integrality ratio of Metric TSP instances whose optimal fractional tour is isomorphic to \(x_{i,j,k}\) with \(i + j + k + 6 = n\) is at most

\[
\begin{cases}
1 + \frac{1}{3 + \frac{1}{n-3}} & \text{if } n \equiv 0 \pmod{3} \\
1 + \frac{1}{3 + 2(\frac{1}{n-1} + \frac{1}{n-2})} & \text{if } n \equiv 1 \pmod{3} \\
1 + \frac{1}{3 + 2(\frac{1}{n-1} + \frac{1}{n-2})} & \text{if } n \equiv 2 \pmod{3}.
\end{cases}
\]

Proof. In order to maximize the integrality ratio, we need to find \(i, j, k\) with \(i + j + k + 6 = n\) that minimize \(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}\). Since the function \(f(x) = \frac{1}{x}\) is convex, we can use Jensen’s inequality to see that the integrality ratio is maximized for \(i+1 = j+1 = k+1\) if \(n\) is divisible by 3. For \(n \equiv 1 \pmod{3}\) and \(n \equiv 2 \pmod{3}\) we use the Karamata’s inequality (Theorem 2.5) to find the best values of \(i, j\) and \(k\). For \(n \equiv 1 \pmod{3}\) it is maximized for \(i+1 = j+1 = k\) since this triple is been majorized by all other integer triples. Similarly, for \(n \equiv 2 \pmod{3}\) the integrality ratio is maximized for \(i+1 = j = k\). \qed

Remark 6.5. Conjecture 4.1 in [2] states the given bounds in Theorem 6.4 hold for arbitrary Metric TSP instances with \(n\) vertices and is tight. Thus, Conjecture 4.2 would imply Conjecture 4.1 in [2].

7 Integrality Ratio for Multidimensional Rectilinear TSP

In this section we show that there are Rectilinear TSP instances in \(\mathbb{R}^3\) that have the same integrality ratio as the upper bounds given in Theorem 6.4 for the Metric TSP. Hence, assuming Conjecture 1.2 the exact integrality ratio for Multidimensional Rectilinear TSP is the same as in the metric case. Since the instances in \(\mathbb{R}^3\) can be embedded into \(\mathbb{R}^d\) for \(d \geq 3\), the statement also holds for these spaces.

We start by constructing an instance \(I_{i,j,k}^3\) with the vertex set of \(x_{i,j,k}\). The coordinates of the vertices are given by \(X_s = (0, 0, \frac{s}{i+1}), Y_s = (\frac{1}{i+1}, 0, \frac{s}{j+1})\) and \(Z_s = (\frac{1}{i+1}, \frac{1}{j+1}, \frac{s}{k+1})\). The vertices form a prism in the three dimensional space where the triangle \(X_0, Y_0, Z_0\) lies in the plane \(z = 0\) and the triangle \(X_{i+1}, Y_{j+1}, Z_{k+1}\) lies in the plane \(z = 1\). The sequences of vertices \(X_0, \ldots, X_{i+1}\) and \(Y_0, \ldots, Y_{j+1}\) and \(Z_0, \ldots, Z_{k+1}\) are equidistant progressions such that each sequence lies on one of three parallel lines.

We can check that \(\text{dist}_1(X_i, X_{i+1}) = \frac{1}{i+1}\), \(\text{dist}_1(Y_i, Y_{i+1}) = \frac{1}{j+1}\) and \(\text{dist}_1(Z_i, Z_{i+1}) = \frac{1}{k+1}\). Moreover, \(\text{dist}_1(X_0, Y_0) = \frac{1}{i+1} + \frac{1}{j+1}\), \(\text{dist}_1(Y_0, Z_0) = \frac{1}{j+1} + \frac{1}{k+1}\) and \(\text{dist}_1(X_0, Z_0) = \frac{1}{i+1} + \frac{1}{k+1}\). The same distances also hold for the triangle \(X_{i+1}, Y_{j+1}, Z_{k+1}\). Note these distances are the same as the corresponding distances of the Metric TSP instances Benoit and Boyd described in [2]. Nevertheless, it is not clear that they have the same
Lemma 7.1. Every optimal tour of $I^3_{i,j,k}$ has at least length $4 + \frac{2}{i+1} + \frac{2}{j+1} + \frac{2}{k+1}$.

Proof. Assume that we have given an optimal tour $T$. We call an edge vertical if it is parallel to the $z$-axis, otherwise it is called non-vertical. A vertical edge is called base edge if it connects two consecutive vertices $\{X_s, X_{s+1}\}, \{Y_s, Y_{s+1}\}$ or $\{Z_s, Z_{s+1}\}$. We may assume that all vertical edges are base edges, otherwise we can replace them by a set of base edges to get a pseudo-tour with equal length. We call all base edges which are not in $T$ gaps. Furthermore, we add auxiliary vertices $X_{-1} = (0, 0, -\frac{1}{i+1}), X_{i+2} = (0, 0, \frac{2}{i+1}), Y_{-1} = (\frac{2}{i+1}, \frac{1}{j+1}, 0, -\frac{1}{j+1}), Y_{j+2} = (\frac{1}{i+1}, \frac{1}{j+1}, 0, \frac{2}{j+1})$ and $Z_{-1} = (\frac{1}{i+1}, \frac{1}{k+1}, -\frac{1}{k+1}), Z_{k+2} = (\frac{1}{i+1}, \frac{1}{j+1}, \frac{1}{k+1}, \frac{2}{k+1})$ such that the sequences $X_{-1}, X_0, \ldots, X_{i+2}$ and $Y_{-1}, Y_0, \ldots, Y_{j+2}$ and $Z_{-1}, Z_0, \ldots, Z_{k+2}$ are equidistant progressions. We call the edges $\{X_{-1}, X_0\}, \{X_{i+1}, X_{i+2}\}, \{Y_{-1}, Y_0\}, \{Y_{j+1}, Y_{j+2}\}, \{Z_{-1}, Z_0\}$ and $\{Z_{k+1}, Z_{k+2}\}$ the auxiliary gaps.

Next, we assign the non-vertical edges in $T$ to the gaps such that every non-vertical edge is assigned to two gaps incident to the edge on different lines, every non-auxiliary gap is assigned to two non-vertical edges and every auxiliary gap is assigned to one non-vertical edge. We do this as follows: For any endpoint of a non-vertical edge that is only incident to one gap we assign this edge to that gap. For any endpoint of a non-vertical edge incident to two gaps there has to be another non-vertical edge incident to that endpoint. We arbitrarily assign one of the edges to a gap and the other to the other gap. Note that since every gap has two endpoints we assigned two non-vertical edges to it this way. Moreover, every auxiliary gap has only one endpoint which is vertex of $x_{i,j,k}$ and hence it is assigned to one non-vertical edge.

Since we use the Manhattan norm, we can replace every edge $e \in T$ by three edges we call the subedges of $e$ without changing the length of the tour such that they are parallel to the $x$, $y$- and $z$-axis, respectively. After the replacement, we also call the subedges parallel to the $z$-axis vertical. Next, we replace all non-vertical subedges originated from a non-vertical edge of $T$ by the two gaps it is assigned to and get a multiset of edges $T'$. We claim that $T'$ has the same length as $T$. To see this assume that the non-vertical edge $\{X_i, Y_s\}$ is in $T$ and note that the non-vertical subedges of it have total length $\text{dist}_1(X_0, Y_0) = \frac{1}{i+1} + \frac{1}{j+1}$. Assume that we assigned this edge to the gaps $\{X_i, X_{i+1}\}$ and $\{Y_s, Y_{s+1}\}$. Then, these two edges we add have also total length $\frac{1}{i+1} + \frac{1}{j+1}$. Similar statements hold for the non-vertical edges of the form $\{X_i, Z_s\}$ and $\{Y_i, Z_s\}$. Hence, $T'$ has the same length as $T$.

Now, for $a \in \mathbb{R}$ consider the intersection of the plane $z = a$ with $T'$. We claim that it intersects $T'$ at least four times for all $0 \leq a \leq 1$. The plane intersects each of the segments $X_0X_{i+1}, Y_0Y_{j+1}$ and $Z_0Z_{k+1}$ at a base edge or a gap. If it intersects at least one
gap, the statement is true since every non-auxiliary gap was assigned to two non-vertical edges and we filled the gap by two edges. Otherwise, the plane intersects three base edges of $T$. Since the pseudo-tour $T$ intersects a plane an even number of times, it has to intersect at least 4 times. Thus, it also intersects $T'$ at least 4 times since we only replaced the non-vertical subedges. This shows the claim and implies that the part of the edges in $T'$ with $z$-coordinate between 0 and 1 has length at least 4.

Moreover, we added an edge in $T'$ to every auxiliary gap. Since the interior of the auxiliary gaps does not have $z$-coordinates between 0 and 1, this increases the lower bound of the length of $T'$ by $2i+1 + 2j+1 + 2k+1$. Therefore, the total length of $T'$ and thus also that of $T$ is at least $4 + 2i+1 + 2j+1 + 2k+1$.

**Corollary 7.2.** The integrality ratio of $I_{i,j,k}^3$ is at least $1 + \frac{1}{3+2(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1})}$.

**Proof.** By Lemma 7.1 the length of every tour is at least $4 + 2i+1 + 2j+1 + 2k+1$. The length of the fractional tour $x_{i,j,k}$ is

$$\begin{align*}
\text{dist}_1(X_0, X_{i+1}) + \text{dist}_1(Y_0, Y_{j+1}) + \text{dist}_1(Z_0, Z_{k+1}) + \frac{1}{2} \text{dist}_1(X_0, Y_0) + \frac{1}{2} \text{dist}_1(X_0, Z_0) \\
+ \frac{1}{2} \text{dist}_1(Y_0, Z_0) + \frac{1}{2} \text{dist}_1(X_{i+1}, Y_{j+1}) + \frac{1}{2} \text{dist}_1(X_{i+1}, Z_{k+1}) + \frac{1}{2} \text{dist}_1(Y_{j+1}, Z_{k+1}) \\
= 3 + \frac{2}{i+1} + \frac{2}{j+1} + \frac{2}{k+1}.
\end{align*}$$

Hence, the integrality ratio is at least

$$\frac{4 + \frac{2}{i+1} + \frac{2}{j+1} + \frac{2}{k+1}}{3 + \frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1}} = 1 + \frac{1}{3 + 2(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1})}. $$

**Corollary 7.3.** The instance $I_{i,j,k}^3$ has the same or higher integrality ratio as any Metric TSP instance whose optimal fractional solution is isomorphic to $x_{i,j,k}$.

**Proof.** By Lemma 7.1 any Metric TSP instance with $x_{i,j,k}$ as the optimal fractional tour has at most integrality ratio $1 + \frac{1}{3+2(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1})}$. The instance $I_{i,j,k}^3$ has at least the same integrality ratio by Corollary 7.2.

**Remark 7.4.** Corollary 7.2 implies an alternative proof of the following statement: There exists a Metric TSP instance with $i + j + k + 6$ vertices having an integrality ratio of $1 + \frac{1}{3+2(\frac{1}{i+1} + \frac{1}{j+1} + \frac{1}{k+1})}$. This is a direct consequence of Lemma 4.1 in [2] and Lemma 4.2 in [2] and the key ingredient of Theorem 4.1 in [2].
8 Local Optimality

In this section we consider TSP instances with \( n \) vertices that can be embedded into \( \mathbb{R}^d \) such that the distances arise from a norm which is totally differentiable in every non-zero point. An instance is called locally optimal if its integrality ratio cannot be increased by making small changes to its embedded vertices. We describe a criterion to check if an instance is locally optimal and develop an algorithm that finds locally optimal instances.

8.1 A Criterion for Local Optimality

Assume that we have given a norm \( \| \cdot \| \) in \( \mathbb{R}^d \) which is totally differentiable in every non-zero point. Let a TSP instance \((K_n, c)\) be given where the vertices can be embedded into \( \mathbb{R}^d \) as the vertex set \( v = \{v_1, \ldots, v_n\} \) with \( v_1, \ldots, v_n \in \mathbb{R}^d \) such that the cost function \( c \) arises from \( v \) and the given norm in \( \mathbb{R}^d \). Since the instance is completely characterized by the embedded vertex set \( v \), we will simply call this instance \( v \). W.l.o.g. assume that no two vertices of the instance coincide, i.e. \( v_i \neq v_j \) for \( i \neq j \). We can interpret the vertex set \( v \) as a point in \( \mathbb{R}^{nd} \) since each of the \( n \) vertices is a point in \( \mathbb{R}^d \). For another point \( w \in \mathbb{R}^{nd} \) and \( \lambda \in \mathbb{R} \) we define a new instance \( v + \lambda w \) where we add and multiply the coordinates of the vertices coordinate-wise. Moreover, let \( T \) be the set of optimal tours and \( X \) be the set of optimal fractional tours for \( v \).

**Definition 8.1.** For a given tour \( T \) and fractional tour \( x \) and instance \( y \in \mathbb{R}^{nd} \) let \( l_T, l_x : \mathbb{R}^{nd} \to \mathbb{R} \) be defined as follows: \( l_T(y) \) and \( l_x(y) \) denote the length of \( T \) and cost of \( x \) for the instance \( y \), respectively. Moreover, let \( r_{T,x} : \mathbb{R}^{nd} \to \mathbb{R} \) be defined as \( r_{T,x}(y) := \frac{l_T(y)}{l_x(y)} \) the ratio of the length of \( T \) and the cost of \( x \) for the instance \( v \). Furthermore, let \( r_y \) be the integrality ratio of the instance \( y \).

Now, we can define local optimality for a TSP instance.

**Definition 8.2.** The instance \( v \) is called **locally optimal** if there does not exist \( w \in \mathbb{R}^{nd} \) such that \( \liminf_{\epsilon \to 0} \frac{r_{v+\epsilon w} - r_v}{\epsilon} > 0 \).

**Lemma 8.3.** The instance \( v \) is locally optimal if and only if for some \( x \in X \) there does not exist \( w \in \mathbb{R}^{nd} \) such that \( \partial_w r_{T,x}(v) > 0 \) for all \( T \in T \).

**Proof.** Since the length of the tour and fractional tour is continuous in \( v \) and the number of tours and fractional tours is finite, given \( w \) for small enough \( \epsilon \) the optimal tour of the instance \( v + \epsilon w \) is still in \( T \) and the optimal fractional tour is still in \( X \). Hence, the new integrality ratio is

\[
 r_{v+\epsilon w} = \frac{\min_{T \in T} l_T(v + \epsilon w)}{\min_{x \in X} l_x(v + \epsilon w)} = \max_{T \in T} \frac{l_T(v + \epsilon w)}{l_x(v + \epsilon w)} = \max_{T \in T} r_{T,x}(v + \epsilon w).
\]

Note that since the given norm is differentiable the functions \( l_T, l_x \) and \( r_{T,x} \) are also differentiable. Moreover, we have by definition \( r_v = r_{T,x}(v) \) for all \( T \in T \) and \( x \in X \). Therefore, \( \liminf_{\epsilon \to 0} \frac{r_{v+\epsilon w} - r_v}{\epsilon} > 0 \) if and only if we have \( \lim_{\epsilon \to 0} \frac{r_{T,x}(v + \epsilon w) - r_{T,x}(v)}{\epsilon} = \partial_w r_{T,x}(v) > 0 \) for some \( x \in X \) and all \( T \in T \).
For a tour $T$ and a fractional tour $x$ let $\delta_T(v_i)$ and $\delta_x(v_i)$ denote the set of vertices incident to $v_i$ in $T$ and the support graph of $x$, respectively.

**Lemma 8.4.** We have

\[ \partial_w l_T(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{v_j \in \delta_T(v_i)} \partial_w \|v_j - v_i\| \]

\[ \partial_w l_x(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{v_j \in \delta_x(v_i)} x(\{v_i, v_j\}) \partial_w \|v_j - v_i\|. \]

**Proof.** Note that the length of the tour and fractional tour can be expressed as

\[ l_T(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{v_j \in \delta_T(v_i)} \|v_j - v_i\| \]

\[ l_x(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{v_j \in \delta_x(v_i)} x(\{v_i, v_j\}) \|v_j - v_i\|. \]

The statement follows from the fact that the derivative is linear. \qed

**Definition 8.5.** Define the function $g_{T,x,v} : \mathbb{R}^{nd} \to \mathbb{R}$ as $g_{T,x,v}(y) := l_T(y) - r_v l_x(y)$.

**Lemma 8.6.** The instance $v$ is locally optimal if and only if for some $x \in X$ there does not exist $w \in \mathbb{R}^{nd}$ such that $\partial_w g_{T,x,v}(v) > 0$ for all $T \in \mathcal{T}$.

**Proof.** By Lemma 8.3 $v$ is locally optimal if and only if for some $x \in X$ there does not exist $w \in \mathbb{R}^{nd}$ such that $\partial_w r_{T,x}(v) > 0$ for all $T \in \mathcal{T}$. We have:

\[ \partial_w r_{T,x}(v) = \frac{\partial_w l_T(v)}{l_x(v)} = \frac{(\partial_w l_T(v)) l_x(v) - l_T(v) (\partial_w l_x(v))}{l_x(v)^2}. \]

Hence

\[ \partial_w r_{T,x}(v) > 0 \iff \frac{(\partial_w l_T(v)) l_x(v) - l_T(v) (\partial_w l_x(v))}{l_x(v)^2} > 0 \]

\[ \iff (\partial_w l_T(v)) l_x(v) - l_T(v) (\partial_w l_x(v)) > 0 \]

\[ \iff \partial_w l_T(v) - \frac{l_T(v)}{l_x(v)} \partial_w l_x(v) > 0 \]

\[ \iff \partial_w l_T(v) - r_v l_x(v) > 0 \]

\[ \iff \partial_w g_{T,x,v}(v) > 0. \] \qed

**Lemma 8.7.** The instance $v$ is locally optimal if and only if for some $x \in X$ there does not exist $w \in \mathbb{R}^{nd}$ such that $\langle w, \nabla g_{T,x,v}(v) \rangle > 0$ for all $T \in \mathcal{T}$.  
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Proof. Recall that we assumed that the norm is totally differentiable for \( p > 1 \) in any non-zero point. Therefore, for \( w \in \mathbb{R}^n \) we have \( \partial_w g_{T,x,v}(v) = \langle w, \nabla g_{T,x,v}(v) \rangle \). The statement follows from Lemma 8.6. \( \square \)

**Theorem 8.8.** The instance \( v \) is locally optimal if and only if for some \( x \in \mathbb{X} \) there exist \( \{ \lambda_T \geq 0 \}_{T \in \mathbb{T}} \) not all zero such that \( \sum_{T \in \mathbb{T}} \lambda_T \nabla g_{T,x,v}(v) = 0 \) where 0 is the vector consisting of zeros.

**Proof.** Consider the following LP:

\[
\min 0 \\
\text{s.t. } \langle w, \nabla g_{T,x,v}(v) \rangle \geq 0 \quad \forall T \in \mathbb{T}
\] (7)

and its dual LP

\[
\max 0 \\
\text{s.t. } \sum_{T \in \mathbb{T}} \lambda_T \nabla g_{T,x,v}(v) = 0 \\
\lambda_T \geq 0 \quad \forall T \in \mathbb{T}
\]

Note that all feasible solutions are optimal and both systems are feasible since we can set all variables equal to zero. By Lemma 8.7 the instance \( v \) is not locally optimal if and only if the primal has a solution where all inequalities are not tight. By complementary slackness, the dual has in this case only solutions where all \( \lambda_T \) are zero. Moreover, if the dual has a solution where \( \lambda_T \neq 0 \) for some \( T \in \mathbb{T} \), by complementary slackness the corresponding inequality of the primal is tight for any primal solution. \( \square \)

### 8.2 Local Optimality for the \( p \)-Norm

In this subsection we apply the criterion from the last subsection to the \( p \)-norm for \( p > 1 \) explicitly, i.e. we choose \( \| \cdot \| = \| \cdot \|_p \). Note that the \( p \)-norm is differentiable in every non-zero point for \( p > 1 \) and hence satisfies the condition for the criterion.

Using a straightforward calculation with the chain rule we get for every unit vector \( e \in \mathbb{R}^n \):

\[
\partial_e \| v_i - v_j \|_p = \text{sgn}(\langle v_i - v_j, e \rangle) \frac{|\langle v_i - v_j, e \rangle|^{p-1}}{\| v_i - v_j \|_p^{p-1}}
\]

where

\[
\text{sgn}(x) := \begin{cases} 
1 & \text{if } x \geq 0 \\
0 & \text{if } x = 0 \\
-1 & \text{else}
\end{cases}
\]
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is the sign function of $x$.

Thus, we have:

$$
\partial_e l_T(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{q \in \delta_T(v_i)} \text{sgn}(\langle v_i - q, e \rangle) \frac{|\langle v_i - q, e \rangle|^{p-1}}{\|v_i - q\|^{p-1}}
$$

$$
\partial_e l_x(v) = \frac{1}{2} \sum_{i \in \{1, \ldots, n\}} \sum_{q \in \delta_x(v_i)} x(\{v_i, q\}) \text{sgn}(\langle v_i - q, e \rangle) \frac{|\langle v_i - q, e \rangle|^{p-1}}{\|v_i - q\|^{p-1}}
$$

With this we can compute $\nabla g_{T,x,v}$ as $\nabla g_{T,x,v} = \nabla l_T + g_v \nabla l_x$.

Remark 8.9. The above criterion can also be applied in the case of the 1-norm in restricted form. The 1-norm is totally differentiable for every instance where no two vertices have equal coordinates at the same position, i.e., in the two-dimensional case no two vertices have the same $x$- or $y$-coordinate. Hence, the criterion can be applied in these cases. For instances where there exist multiple vertices with equal coordinates at the same position we can treat these coordinates as one variable. In this case it is differentiable again and the criterion can be applied. Note that if the criterion is applied that way it does not necessarily detect all instances that are not locally optimal.

### 8.3 A Local Search Algorithm

In this subsection we develop a local search algorithm that finds a local optimal solution with respect to the integrality ratio.

Note that for instances that are not locally optimal the LP (7) has a solution where all inequalities are not tight. Therefore, we can solve a slightly modified LP that gives a direction vector that can be added to the instance to improve the integrality ratio.

We start by generating random instances until we get an instance $v$ with integrality ratio by a given constant greater than 1. In every iteration we solve the following LP and try to improve the current integrality ratio:

$$
\begin{align*}
\max \delta \\
s.t. \quad & \langle w, \nabla g_{T,x,v}(v) \rangle \geq \delta & \forall T \in \mathbb{T} \\
& -1 \leq w_i \leq 1 & \forall i \in \{1, \ldots, nd\}
\end{align*}
$$ (8)

If the objective value $\delta$ is greater than zero, $w$ corresponds to a solution of LP (7) where all inequalities are not tight. Note that we added bounds for $w_i$ to ensure that the LP is bounded. Given an optimal solution $w$ of the LP we use binary search to determine the maximal $\eta$ such that $v + \eta w$ has higher integrality ratio than $v$. We maintain a list $\mathbb{T}$ of optimal or near-optimal tours. In each iteration we include the current optimal tour $T^*$ to $\mathbb{T}$ and delete the tours that are by more than a given constant longer than $T^*$. In contrast to the optimal tours we only store one current optimal fractional tour since in practice the local optima has usually many optimal tours but a unique optimal fractional tour (Algorithm 1).
Algorithm 1: Local Search Algorithm for Integrality Ratio

Input: Number of vertices \( n \), accuracy parameters \( \epsilon_0, \epsilon_1, \epsilon_2, \epsilon_3 > 0 \)

Output: Locally optimal instance \( v \)

1: do
2: Generate a random instance \( v \) with \( n \) vertices
3: while integrality ratio of \( v \) is smaller than \( 1 + \epsilon_0 \)
4: Compute an optimal tour \( T^* \) and an optimal fractional tour \( x^* \) of \( v \)
5: Let \( T := \{T^*\} \)
6: while LP (8) has a solution \( w \) with objective value \( > \epsilon_1 \) do
7: Find by binary search \( \eta \) maximal such that \( g(v + \eta w) > g(v) \)
8: if \( \eta < \epsilon_2 \) then
9: break
10: Let \( v := v + \eta w \)
11: Compute an optimal tour \( T^* \) and an optimal fractional tour \( x^* \) of \( v \)
12: Set \( T := T \cup \{T^*\} \)
13: Delete all tours in \( T \) that is at least \( \epsilon_3 \) longer than \( T^* \)
14: return \( v \)

9 Integrality Ratio for Euclidean TSP

In this section, we investigate the integrality ratio of Euclidean TSP. Using the local search algorithm described in Section 8.3 we can find local optima with respect to the integrality ratio for Euclidean TSP instances. Unfortunately, there are many such local optima. This means that we had to restart the algorithm several times with a small random modification of the last local optimum to get good results. The instances we found in the end with the highest integrality ratio seem to have the following structural properties that share similarities with the instances maximizing the integrality ratio in the rectilinear and metric case:

Observation 9.1. We observe the following properties for the instances with the highest integrality ratio for Euclidean TSP found by the local search algorithm:

1. The optimal fractional solution is isomorphic to \( x_{i,j,k} \) for some \( i, j, k \).
2. The non-intersecting shortcuts of the pseudo-tours in \( T \) are optimal tours (Figure 9).

If the optimal fractional solution is isomorphic to \( x_{i,j,i} \) for some \( i, j \), we further obtain the following properties:

3. The instance can be rotated and shifted such that it is symmetric to the \( x- \) and \( y- \) axis and the inner vertices lie on the \( x- \) axis.
4. The outer vertices lie on an ellipse with foci on the \( x- \) axis.
Figure 12: The instances with the highest integrality ratio for \( n = 8, 11 \) found by the local search algorithm. Their optimal fractional tours are isomorphic to \( x_{1,1,0} \) and \( x_{2,2,1} \), respectively. The integrality ratios of these instances are approximately 1.0435 and 1.0789, respectively. The best integrality ratios found by the ellipse generation algorithm are approximately 1.0413 and 1.0784 achieved by instances which optimal fractional tour are isomorphic to \( x_{1,0,1} \) and \( x_{1,3,1} \), respectively.

In the following we will refer to these properties by property 1, 2, 3 and 4. Using them we develop an efficient algorithm that constructs instances with high integrality ratio.

### 9.1 The Ellipse Construction Algorithm

In this subsection we describe an algorithm we call the ellipse generation algorithm that efficiently generates instances satisfying Observation 9.1.

In the following we assume that \( i = k \) to use the additional properties 3 and 4 for an efficient algorithm to construct instances that match these patterns. This lets us construct instances with a larger number of vertices since due to the high number of local optima it is quite time consuming to use the local search method to generate good instances. The instances generated by the new efficient algorithm have for all tested \( n \) high integrality ratio. Like in the rectilinear case there are values of \( n \) where the optimal fractional solution is isomorphic to \( x_{i,j,i+1} \) for some \( i, j \), for example \( n = 8, 11 \) (Figure 12). Nevertheless, we ignore these cases since these instances are less symmetric and we do not understand their structure well.

By property 4 we may assume that the optimal fractional tour is isomorphic to
Figure 13: Construction of $Y_{h+1}$ for $h + 1 = 2$. The edges shown are that of $T^v \triangle T^o_h$. The condition $\text{diffInner}_h = 0$ gives that the length of the red edges is equal to that of the black edges.

$x_{i,j,i}$ with some fixed $i, j$. By symmetry, we can w.l.o.g. assume that the vertices $X_0, X_{i+1}, Z_0, Z_{i+1}$ have the coordinates $(-b, -1), (b, -1), (-b, 1), (b, 1)$ for some $b > 0$, respectively. The explicit value of $b$ will be chosen later in the procedure. In the following we assume that an explicit value of $b$ is given and describe how to determine the coordinates of the inner and outer vertices.

**Inner Vertices**

We first compute the coordinates of the inner vertices. By property 3, we know that the inner vertices lie on the $x$-axis and are symmetric to $(0, 0)$. We first set the coordinates of $Y_0$ to $(-f, 0)$ where $f$ is a parameter to be determined later. With a given value for $f$ the coordinates of $Y_{h+1}$ for increasing $h$ can be iteratively determined as follows: Assume we already know the coordinates of $Y_h$. Consider the difference of arbitrary shortcuts of the pseudo-tours $T^v$ and $T^o_h$ (by symmetry all shortcuts have the same length) which is

$$\text{diffInner}_h := \text{dist}_2(X_0, Y_{j+1}) + \text{dist}_2(X_{i+1}, Z_{i+1}) + \text{dist}_2(Y_h, Y_{h+1}) - \text{dist}_2(X_0, Y_h) - \text{dist}_2(Y_{h+1}, Z_{i+1}) - \text{dist}_2(X_{i+1}, Y_{j+1})$$

(Figure 13). Since the coordinates of $X_0, X_{i+1}, Z_{i+1}, Y_h$ and $Y_{j+1}$ are already known, this is equivalent to $\text{diffInner}_h := \text{dist}_2(Y_h, Y_{h+1}) - \text{dist}_2(Y_{h+1}, Z_{i+1}) + c$ for some constant $c$. Since $Y_{h+1}$ lies on the $x$-axis right of $Y_h$ and left of $Z_{i+1}$ the condition $\text{diffInner}_h = 0$ from property 2 determines the position of $Y_{h+1}$ uniquely as $\text{diffInner}_h$ is monotonic increasing in the $x$-coordinate of $Y_{h+1}$. By symmetry, this also determines the position of $Y_{j+1-\lceil h/2 \rceil}$.

For odd $j$ we further know that the coordinate of $Y_{\frac{j+1}{2}}$ is by symmetry $(0, 0)$. Therefore, we need to find $f$ such that $\text{diffInner}_{\frac{j+1}{2}} = 0$. Similarly, for even $j$ the coordinate of $Y_{\frac{j+1}{2}}$ is determined by symmetry and we need to find $f$ such that $\text{diffInner}_{\frac{j}{2}} = 0$. Now, we could try every value of $f$ up to a certain accuracy. To speed up the calculation, we make the following observation:
Observation 9.2. The $x$-coordinate of $Y_l$ for a fixed $l$ with $1 \leq l \leq j$ determined by the procedure above is monotonically decreasing in $f$.

This observation can be shown using induction and monotonicity arguments. Hence, we can use binary search to find the correct $f$ such that the inner vertices are symmetric to the $y$-axis (Algorithm 2).

---

Algorithm 2 Inner Vertices Algorithm

Input: $i, j, b$, accuracy $\epsilon$

Output: Coordinates of the inner vertices $Y_0, \ldots, Y_{j+1}$

1. if $j$ is odd then:
2. Set the coordinates of the vertex $Y_{j+1} := (0, 0)$
3. Binary search for $f$ such that the inner vertices satisfy Observation 9.1
4. for each value $f$ we evaluate do
5. Set the coordinates of $Y_0 := (-f, 0)$ and $Y_{j+1} := (f, 0)$
6. for $h$ from 0 to $\lfloor \frac{j}{2} \rfloor - 1$ do
7. Determine the coordinates of $Y_{h+1}$
8. Set by symmetry the coordinates of $Y_{j+1-(h+1)}$
9. if $|\text{diffInner}_{\lfloor \frac{j}{2} \rfloor}| < \epsilon$ then
10. return coordinates of $Y_0, \ldots, Y_{j+1}$
11. else
12. Increase or decrease $f$ depending on the sign of $\text{diffInner}_{\lfloor \frac{j}{2} \rfloor}$ and repeat

---

9.1.1 Outer Vertices

The outer vertices are harder to compute since they are not uniquely determined by $b$ in contrast to the inner vertices. By property 4 we know that $X_0, X_{i+1}, Z_0$ and $Z_{i+1}$ and the other outer vertices lie on an ellipse. Unfortunately, five vertices are needed to determine an ellipse, therefore we need one more parameter. By property 3 the coordinate of the foci of the ellipse have the form $(-e, 0)$ and $(e, 0)$. We will take the value of $e$ as an additional parameter.

Using the ellipse we make the observation that the coordinate of the other outer vertices are uniquely determined. We iteratively construct the coordinates of $Z_{h+1}$ for increasing $h$. Assume that the coordinates of $Z_h$ are already known. Consider the difference of the length of any non-intersecting shortcuts of $T^\leftarrow$ and $T^\uparrow_h$ (by symmetry all of the non-intersecting shortcuts have the same length). It is equal to

$$\text{diffOuter}_h := \text{dist}_2(X_0, Y_0) + \text{dist}_2(Z_0, Y_{j+1}) - \text{dist}_2(X_0, Z_0) - \text{dist}_2(Z_h, Y_0) - \text{dist}_2(Z_{h+1}, Y_{j+1}) + \text{dist}_2(Z_h, Z_{h+1}).$$

Moreover, we know the coordinates of $X_0, Z_0, Z_h, Y_0$ and $Y_{j+1}$. By property 2 we have $\text{diffOuter}_h = 0$ and therefore $\text{dist}_2(Z_h, Z_{h+1}) - \text{dist}_2(Z_{h+1}, Y_{j+1}) + c = 0$ for some constant $c$. 
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Figure 14: Construction of $Z_{h+1}$ with $h + 1 = 2$ and $j = 0$ as the intersection of the ellipse with the hyperbola.

c. This equation describes a hyperbola with foci $Z_h$ and $Y_{j+1}$. It intersects the ellipse twice, once on each side of the line $Z_h Y_{j+1}$ (Figure 14). Thus, we can determine $Z_{h+1}$ as the intersection of the hyperbola with the ellipse that lies on the same side as $Z_{i+1}$.

By symmetry, the coordinates of $Z_{i+1-(h+1)}$, $X_{h+1}$, $X_{i+1-(h+1)}$ are determined by that of $Z_{h+1}$. For odd $i$ by symmetry the coordinate of the vertex $Z_{\frac{i+1}{2}}$ has $x$-coordinate 0 and has positive $y$-coordinate. Since the vertex lies on the ellipse, its coordinates are uniquely determined. Therefore, we want to choose $e$ such that $\text{diffOuter}_{\frac{i}{2}} = 0$. For even $i$ the coordinates of $Z_{\frac{i+1}{2}}$ are determined by symmetry and we want to choose $e$ such that $\text{diffOuter}_{\frac{i}{2}} = 0$. It remains to determine the value(s) of $e$ such that the condition above is satisfied. We could simply try every value of $e$ up to a certain accuracy. To speed up the process, we make the following observations:

**Observation 9.3.** The $x$-coordinate of $Z_{\frac{i}{2}}$ determined by the procedure above is monotonically increasing in $e$.

**Observation 9.4.** $\text{diffOuter}_{\frac{i}{2}}$ is monotonically decreasing in $e$ if the vertex $Z_{\frac{i}{2}}$ constructed by the procedure above has negative $x$-coordinate.

Using Observation 9.3 and 9.4 we can speed up the process of finding the correct value of $e$ by using binary search on $e$ (Algorithm 3).

### 9.1.2 Best Value for $b$

Let us denote the integrality ratio of the instance constructed by the inner and outer vertices algorithm with $b$ as given parameter by $\text{ratio}(b)$. Note that $\text{ratio}(b)$ is not defined for every $b$: If $b$ is too small or too large, there is no $e$ such that the outer vertices can be constructed satisfying the properties 2 and 3. In this case the outer vertices algorithm fails to find suitable coordinates for the outer vertices. To find the instance with maximal...
Algorithm 3 Outer Vertices Algorithm

Input: $i, j, b$, coordinates for the vertices $Y_0, Y_{j+1}$, accuracy $\epsilon$
Output: Coordinates for the vertices $X_1, \ldots, X_i, Z_1, \ldots, Z_i$
1: **Binary search** for $e$ such that the outer vertices are symmetric to the $y$-axis:
2: **for each** $e$ we evaluate **do**
3: **if** $i$ is odd **then**
4: Set $X_{i+1}$ and $Z_{i+1}$ to the intersections of $x = 0$ with the ellipse through $X_0$
   with foci $(-e, 0)$ and $(e, 0)$
5: **for** $h$ from 0 to $\lfloor \frac{i}{2} \rfloor - 1$ **do**
6: Compute the position of $Z_{h+1}$ as the intersection of the hyperbola $\text{diffOuter}_h = 0$
   and the ellipse through the outer vertices with foci $(-e, 0)$ and $(e, 0)$
7: Set the position of $Z_{\lfloor \frac{i}{2} \rfloor}$ by symmetry
8: **if** $Z_{\lfloor \frac{i}{2} \rfloor}$ has non-negative $x$-coordinate **then**
9: Decrease $e$ and repeat
10: **if** $|\text{diffOuter}_{\lfloor \frac{i}{2} \rfloor}| < \epsilon$ **then**
11: **return** the coordinates of $X_1, \ldots, X_i, Z_1, \ldots, Z_i$
12: **else**
13: Increase or decrease $e$ depending on the sign of $\text{diffOuter}_{\lfloor \frac{i}{2} \rfloor}$ and repeat

 integrality ratio by this construction we need to determine the value of $b$ that maximizes ratio$(b)$. We make the following observation that helps us to do this efficiently:

**Observation 9.5.** The function ratio$(b)$ is a concave function in $b$.

Therefore, we can efficiently minimize a concave function to find the $b$ maximizing ratio$(b)$ instead of using brute force. Given a constructed instance with a fixed $b$ the properties[1] and [2] allow us to speed up the computation of the integrality ratio: Instead of computing an optimal fractional tour and an optimal tour we can just compute the cost of $x_{i,j,i}$ and the length of any non-intersecting shortcut of a pseudo-tour in $\mathcal{S}$. All in all, the above considerations result in the following algorithm we call the ellipse construction algorithm:

Algorithm 4 Euclidean TSP Ellipse Construction Algorithm

Input: $i, j$, accuracy $\epsilon$
Output: Euclidean TSP instance
1: **Optimize over a concave function to find** $b$ that maximizes ratio$(b)$:
2: **for each** $b$ we evaluate **do**
3: Use the inner vertices algorithm to compute the inner vertices
4: Use the outer vertices algorithm to compute the outer vertices
5: Compute the length of any non-intersecting shortcut of a pseudo-tour in $\mathcal{S}$
6: Compute the cost of the fractional tour $x_{i,j,i}$
7: Divide the two values to get the integrality ratio assuming properties [1] and [2]
9.2 Results of the Ellipse Construction Algorithm

In this subsection we describe the instances found by the ellipse construction algorithm. For $\epsilon = 10^{-9}$ and every $6 \leq n \leq 199$, $x_{i,j,i}$ with $i + j + i + 6 = n$ we executed the algorithm and took the best result for every $n$. The actual integrality ratio of the resulting instances have been computed using the Concorde TSP solver for $6 \leq n \leq 109$ vertices. The computation time was too high for the remaining instances, see Section 11 for more details on this phenomenon. Up to this point we could verify that property 2 of Observation 9.1 holds, i.e. the non-intersecting shortcuts of the pseudo-tours in $\mathcal{T}$ are optimal tours. For higher number of vertices the integrality ratio was computed assuming property 2. Some of the instances the ellipse construction algorithm generated are shown in Figure 15.

As in the rectilinear case we also see that vertices are not distributed equally. For large $n$ there are more inner than outer vertices. This unequal distribution occurs first at $n = 18$ where we have 5+5 outer and 8 inner vertices. Moreover, for small $n$ the
ellipse is nearly a circle and becomes flatter for increasing $n$.

## 10 Comparing Integritaly Ratio

In this section we compare the lower bounds on the integritaly ratio we found in the previous sections for the TSP variants to each other and to the instances from the literature.

In the previous sections we showed lower bounds on the integritaly ratio of $1 + \frac{1}{3 + 2\left(\frac{\sqrt{3} + 2}{n} + \frac{\sqrt{3}}{n}\right)}$ and $1 + \frac{1}{3 + 2\left(\frac{\sqrt{3} + 2}{n} + \frac{\sqrt{3}}{n}\right)}$ for the Rectilinear and Multidimensional Rectilinear / Metric TSP, respectively. As the deviation converges to 0 for $n \to \infty$, we discard in this subsection for simplicity the integritaly constraints of $i, j$ and $k$. In this case the bounds for the Rectilinear TSP and Multidimensional Rectilinear/ Metric TSP are $1 + \frac{1}{3 + 2\left(\frac{\sqrt{3} + 2}{n} + \frac{\sqrt{3}}{n}\right)}$ and $1 + \frac{1}{3 + \frac{2}{n}}$, respectively. As we can see, both values converge to $\frac{4}{3}$ as $n \to \infty$. By a straightforward calculation, we get

$$1 + \frac{1}{3 + \frac{2\left(\sqrt{3} + 2\right)^2}{n-3}} = 1 + \frac{1 + \frac{2}{3} \cdot \frac{\left(\sqrt{5} + 2\right)^2}{n-3} - \frac{2}{3} \cdot \frac{\left(\sqrt{7} + 2\right)^2}{n-3}}{3 + \frac{2\left(\sqrt{3} + 2\right)^2}{n-3}} = \frac{4}{3} - \frac{\frac{2}{3} \left(\sqrt{5} + 2\right)^2}{3(n-3) + 2\left(\sqrt{5} + 2\right)^2}.$$

Similarly, we get $1 + \frac{1}{3 + \frac{2}{n}} = \frac{4}{3} - \frac{\frac{2}{3} \cdot \left(\sqrt{5} + 2\right)^2}{3(n-3) + 2\left(\sqrt{5} + 2\right)^2}$. Hence, there are constants $c_1, c_2$ such that the lower bounds for the Rectilinear and Multidimensional Rectilinear / Metric TSP are $\frac{4}{3} - \frac{\frac{2}{3} \cdot \left(\sqrt{5} + 2\right)^2}{n+c_1}$ and $\frac{4}{3} - \frac{\frac{2}{3} \cdot \left(\sqrt{5} + 2\right)^2}{n+c_2}$, respectively. Since the additive constants $c_1, c_2$ are neglectable as $n \to \infty$, we see that the latter converges to $\frac{4}{3}$ roughly twice as fast as the former.

The Euclidean TSP instances $G(n', \sqrt{n'-1})$ from [13] have $n := 3n'$ vertices and an integritaly ratio of $\frac{4n'-12+4\sqrt{n'}}{3n'-12+3\sqrt{n'}+1+\sqrt{n'}} \in \frac{4}{3} - \Theta(n^{-\frac{1}{7}})$ which converges asymptotically slower than that of $I_n^2$ and $I_n^{3}$. The tetrahedron instances for Euclidean TSP in [15] have an integritaly ratio between $\frac{4n+12}{3n+18}$ and $\frac{4n+33}{3n+27}$. These bounds are too inaccurate to directly compare the rate of convergence. Figure [16] shows the integritaly ratio which was explicitly computed in [14]. Note that for each fixed number of vertices the tetrahedron instances depend on two parameters and they were chosen in [14] to maximize the runtime of Concorde instead of the integritaly ratio.

Unfortunately, we do not have a formula for the integritaly ratio of the Euclidean instances found by the ellipse construction algorithm. So we cannot directly compare their rate of convergence but only the explicitly computed integritaly ratios. Figure [16] shows the integritaly ratio of the various instances described in the previous sections. Note that for the constructed Euclidean instances the integritaly ratio was computed for $6 \leq n \leq 109$ vertices by Concorde. For instances with $110 \leq n \leq 199$ vertices the
runtime of **Concorde** was too high to verify the integrality ratio, see Section 11 for more
details on this phenomenon. For these cases we rely on property 2 of Observation 9.1 and
assume the non-intersecting shortcuts of the pseudo-tours in $T$ are optimal tours. This
property holds for the instances with $6 \leq n \leq 109$ vertices. As we can see from the plot,
the integrality ratios of the constructed instances are higher than these of the instances
$G(n', \sqrt{n' - 1})$ and the tetrahedron instances. For this data they converge roughly two
and four times slower than the rectilinear and metric instances, respectively.

![Figure 16: The integrality ratio for the TSP variants. The black, red and blue dots cor-
respond to the lower bounds on the integrality ratio of the Multidimensional Recti-
linear TSP/Metric TSP from [2], Rectilinear TSP and Euclidean TSP, respectively. The
integrality ratio of the Euclidean TSP instances with $110 \leq n \leq 199$
vertices are computed assuming property 2 of Observation 9.1. The orange and green
dots correspond to the integrality ratios of the instances $G(n', \sqrt{n' - 1})$ from [13]
and the tetrahedron instances from [15], respectively.]

11 Hard to Solve Instances

In this section we investigate the runtime of **Concorde** for the instances $I^3_{i,i-1,i+1}$, $I^3_{i,i-1,i+2}$
and $I^3_{i,i-1,i+3}$. The runtime of **Concorde** for solving these instances is much higher than
for the known tetrahedron instances from [15].

First, we observe that symmetry seems to affect the computational results a lot. The
instance $I^3_{10,10,10}$ can be solved by **Concorde** in less than a second. A small modification
of the distribution of vertices on the three lines increases the runtime significantly: $I_{10,9,11}^3$ needs more than 1000 seconds to solve on the same hardware.

In the following we tested the runtime of the following instances: For $n = 3(i + 2)$, $n = 3(i + 2) + 1$ and $n = 3(i + 2) + 2$ we solved the instances $I_{3,i-1,i+1}^3$, $I_{3,i-1,i+2}^3$ and $I_{3,i-1,i+3}^3$ with seed 1 by Concorde, respectively. The distances were multiplied by 1000 and rounded down to the nearest integer. Concorde-03.12.19 was compiled with gcc 4.8.5 and using CPLEX 12.04 as LP solver. We used a single core of an AMD EPYC 7601 processor for every run. The resulting runtimes are shown in Figure 17.

![Figure 17: The Concorde runtime for the instances $I_{3,i-1,i+1}^3$, $I_{3,i-1,i+2}^3$ and $I_{3,i-1,i+3}^3$ in seconds. The red function is the least-square fit regression of the logarithmic runtime.](image)

Using least-square fit regression of the logarithmic runtime we get the following exponential regression for the runtime

$$0.144 \cdot 1.304^n.$$

Since $1.304^3 > 2.2$, the estimated computation time more than doubles whenever $n$ increases by 3. Based on this estimate an instance with 100 vertices would need more than 1500 years. This runtime is much higher compared to the tetrahedron instances from [15]. For 52 vertices the runtime for the tetrahedron instances is about 10 seconds compared to over 2 days for the tested instances. It should be noted that the calculations in [15] were performed by a different processor which is about 20% faster. Nevertheless, comparing with the regression function $0.480 \cdot 1.0724^n$ for the tetrahedron instances we see that the exponential basis is much greater. This implies that the growth of runtime is also much faster.
The instances $I_2^n$ seem to have similar runtimes as the instances tested above. The runtime was a bit higher if the numbers of vertices in the outer two lines are not equal. It was not obvious which distribution of vertices maximizes the runtime.

In contrast the metric instances described in [2] with $n = 36$ can be solved by Concorde in a few seconds compared to more than half an hour for $I_{10,9,11}^3$ with the same number of vertices. Although the runtime seems to be exponential also in this case, modifying the number of vertices on the three lines still does not give similar high runtimes. The same holds for the Euclidean instances constructed by the ellipse construction algorithm.

Note that the results of Section 7 can be easily extended to determine the structure of the optimal tours of the instances $I_{i,i-1,i+1}^3$, $I_{i,i-1,i+2}^3$, and $I_{i,i-1,i+3}^3$. Using this knowledge the optimal tour can be computed in linear time.
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