ReFine: Re-randomization before Fine-tuning for Cross-domain Few-shot Learning
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ABSTRACT
Cross-domain few-shot learning (CD-FSL), where there are few target samples under extreme differences between source and target domains, has recently attracted huge attention. Recent studies on CD-FSL generally focus on transfer learning based approaches, where a neural network is pre-trained on popular labeled source domain datasets and then transferred to target domain data. Although the labeled datasets may provide suitable initial parameters for the target data, the domain difference between the source and target might hinder fine-tuning on the target domain. This paper proposes a simple yet powerful method that re-randomizes the parameters fitted on the source domain before adapting to the target data. The re-randomization resets source-specific parameters of the source pre-trained model and thus facilitates fine-tuning on the target domain, improving few-shot performance.

CCS CONCEPTS
• Computing methodologies → Machine learning.
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1 INTRODUCTION
Few-shot learning (FSL) has become an attractive field of deep learning research to tackle problems with a small number of training samples [38]. In this setting, a model is typically pre-trained on a large source dataset comprised of base classes from the source domain and then transferred into the target dataset comprised of few samples from unseen novel classes. Studies on FSL have typically assumed that the base and novel classes share the same domain, and these have followed two research directions: meta-learning [9, 23, 25, 31] and fine-tuning [4, 7, 34].

However, the source dataset and the target dataset come from considerably different domains in many real-world scenarios [13, 24]. To tackle this problem, cross-domain few-shot learning (CD-FSL) has recently gained significant attention, exemplified by the introduction of the BSCD-FSL benchmark dataset [13]. This benchmark considers large-scale natural image datasets as source data and four different target datasets for evaluation, each with varying levels of similarity to the source data domain. It is shown that transfer learning approaches, where a pre-trained model on the source domain is fine-tuned on the target domain, overwhelm meta-learning approaches on BSCD-FSL [13].
In this regard, recent works have attempted to extract better representations during the pre-training phase by exploiting unlabeled data from the target domain [16, 22, 24] or reconstructing the images with an autoencoder to enhance the generalization of a model [18]. While these works focus on developing better pre-training methods, we suppose the fine-tuning phase is also a crucial research direction. Das et al. [6] were aware of the importance of fine-tuning for CD-FSL, however, their framework using a mask generator is highly complicated to use.

In this paper, we present a new perspective to tackle the domain gap issue in CD-FSL: not all the pre-trained parameters from the source domain are desirable on the target domain. We posit that parameters in deeper layers of a pre-trained feature extractor may be detrimental for target domain adaptation, as they contain domain-specific information belonging to the source domain. This is demonstrated in Figure 1, where we use fixed image features from different stages of a pre-trained backbone and analyze the change in few-shot performance. We observe different trends for same-domain and cross-domain scenarios. While accuracy increases consistently with feature depth in the same-domain case (the blue lines), the accuracy decreases when using features from the last stage in the cross-domain case (the red lines).

Motivated by these findings, we propose a novel method, ReFine (Re-randomization before Fine-tuning), where we re-randomize the top layers of the feature extractor after supervised training on the source domain, before fine-tuning on the target domain. This is effective for CD-FSL because it helps reduce the learning bias towards the source domain by simply re-randomizing the domain-specific layer. It can also be implemented by adding a few lines of code and can be easily combined with other recent CD-FSL methods. This simplicity and flexibility allows it to be easily adapted in practical uses for CD-FSL. Contrary to the prior works that have focused on improving universal representations during the pre-training phase [22, 24], our method focuses on removing source-specific features obtained during pre-training to aid the fine-tuning.

Our contributions are summarized as follows:

• We propose a simple yet effective algorithm called ReFine, which re-randomizes the fitted parameters on the source domain and then fine-tunes the partially re-randomized model. This puts forward a new perspective for adapting to novel classes of the target domain in CD-FSL.

• We demonstrate improved performance for CD-FSL when our re-randomization technique is used, and provide an in-depth analysis on where and how to re-randomize.

## 2 RELATED WORKS

**Few-shot learning (FSL)** has been studied in two research directions, meta-learning and fine-tuning. Regarding the meta-learning approach, a meta-trained model is evaluated after fast adaptation on a few train sets. The meta-training procedure resembles the episodic evaluating procedure. Meta-learning approaches include learning good initialized parameters [9, 10, 23, 34], a metric space [3, 31, 32, 36], and update rule or optimization [2, 11, 27]. Regarding the fine-tuning approach [4, 7, 34], a pre-trained model is typically evaluated after fine-tuning. During the pre-training procedure, the model is trained in a mini-batch manner.

---

**Cross-domain few-shot learning (CD-FSL)** addresses a problem when the source and target domains are extremely different, which is a more real-world scenario for FSL [13, 35]. Initially, Tseng et al. [35] proposed feature-wise transformation (FWT) that learns scale-and-shift meta-parameters using pseudo-unseen target data during meta-training. However, it showed poor performance on the recently released BSCD-FSL benchmark [13], consisting of four target datasets collected from different domains. In general, fine-tuning based approaches have been shown to outperform meta-learning based approaches such as FWT [13]. Therefore, recent CD-FSL studies have proposed their algorithms under a pre-training and fine-tuning scheme. These works have mainly focused on improving the pre-training phase, so that the pre-trained model is more suitable for adaptation to the target domain.

**Re-randomization** has been widely studied in the field of language tasks [33, 41], in particular related to BERT, which is one of the most popular fine-tuning based language models. An interesting observation from Zhang et al. [41] is that re-randomizing the topmost block in BERT increases the performance for downstream tasks by reducing the fine-tuning workload. Concurrently to this observation, Tamkin et al. [33] examined the relations between the partial re-randomization of BERT and transferability of the layers. Meanwhile, in a visual task, Alabdulmohsin et al. [1] showed that placing more emphasis on the early layers of a convolutional neural network helps improve generalization. There have been similar attempts in meta-learning based FSL, e.g., zeroing the context vector for adaptation in each new task [42] and setting the classifier weight to have the same row vector (for any-shot problem) [8]. However, to the best of our knowledge, our work is the first to investigate the impact of re-randomization in fine-tuning based approaches for better CD-FSL.

Although some literature use the term re-initialization, we distinguish it from re-randomization because re-initialization reverts the values to the previously initialized ones. Refer to [40] for a formal definition. For a more concrete comparison, we have also dealt with re-initialization in Section 4.4.
3 REFINE: RE-RANDOMIZATION BEFORE FINE-TUNING

The objective of fine-tuning based CD-FSL algorithms is to learn a backbone \( f \) on the source data \( D_B \) with base classes \( C_B \), extracting meaningful representations on the target data \( D_N \) with novel classes \( C_N \), where \( C_B \cap C_N = \emptyset \). However, because there is no access to target data, the pre-trained model is biased towards the source domain, especially in the upper layers that pertain to classification of base classes. To mitigate this, we re-randomize the upper layers of the pre-trained backbone \( f \) to reset source-fitted parameters, depicted in Figure 2. Specifically, the weights of convolutional layers are re-randomized to uniform distributions [14]. The scaling and shifting parameters of batch normalization layers are reset to ones and zeros, respectively.

The reason why upper layers of the backbone \( f \) are re-randomized is that more domain-specific representations are extracted as the depth increases in convolutional neural networks [1, 19, 26, 39]. Re-randomization of upper layers helps the training loss to escape from local minima attributed to \( D_B \) and allows bottom-level layers to be sufficiently updated, alleviating the gradient vanishing problem [17, 29]. This is in line with previous works which show that representation change is beneficial for CD-FSL [23, 35].

Finally, fine-tuning and evaluation are performed with episodes, each representing distinct tasks, sampled from the labeled target data \( D_N \). Each episode consists of a support set \( D_s \), used to fine-tune the partially re-randomized pre-trained model, and a query set \( D_q \), used to evaluate after the fine-tuning. To sample an episode \((D_s, D_q)\), \( n \) classes are first selected from \( C_N \), and subsequently, \( k \) and \( k_q \) samples are selected per class for support and query sets, respectively, where \( n = 5 \) and \( k \in \{1, 5\} \) in general.

4 EXPERIMENTS

We introduce the experimental setup in Section 4.1 and compare ReFine (ours) with two baselines in Section 4.2: (1) Linear is a linear probing method to fine-tune only the classifier layer; (2) Transfer is a transfer learning method to fine-tune the entire network without using re-randomization\(^2\). We further investigate where and how to re-randomize in Section 4.3 and Section 4.4, respectively.

4.1 Experimental Setup

Datasets. For the source domain dataset, we use miniImageNet (miniIN) [36] and tieredImageNet (tieredIN) [28]. For the target domain, we use the BSCD-FSL benchmark [13], which consists of four different datasets: CropDisease [21], EuroSAT [15], ISIC [5], and ChestX [37], in order of similarity to miniIN.

Backbone and Training Setup. We use ResNet10 for miniIN and ResNet18 for tieredIN. Figure 2 describes the ResNet10 backbone. A family of ResNet consists of one stem module and four stages. The stem module consists of Conv-BN-ReLU-MaxPool layers. Each stage includes one or more convolution blocks, where resolution is halved and the number of channels is doubled in the first block, and they are maintained in the following blocks. For the pre-training and fine-tuning setups, we follow Guo et al. [13].

\(^2\)Many meta-learning based approaches such as MAML, ProtoNet, ProtoNet+FWT, and MetaOptNet have worse performance than Transfer, which is shown in [13].

4.2 Performance Comparison

Table 1 describes the 5-way \( k \)-shot performance of Linear, Transfer, and ReFine in which a model is pre-trained on miniIN or tieredIN and then fine-tuned on BSCD-FSL. In most cases, ReFine outperforms Linear and Transfer. This implies that random parameters are generally better than the source-fitted parameters, especially of the topmost layers, for fine-tuning initialization. Meanwhile, in the ISIC and ChestX data, we observed that it might be advantageous to transfer the source information to the target without re-randomization when the source data becomes larger.

4.3 Ablation Study on Where to Re-randomize

We demonstrate that re-randomizing the extractor at the topmost layers is essential. We only consider Transfer as a baseline for fair comparison because ReFine fine-tunes the entire network. Figure 3 shows the test accuracy according to the re-randomized stage(s).
We propose ReFine (re-randomization before fine-tuning), a simple yet effective method for CD-FSL, that involves resetting the parameters fitted to the source domain in order to maximize the efficacy of few-shot adaptation to the labeled target dataset. We demonstrate that our method outperforms conventional baselines under the CD-FSL setup. Furthermore, we investigate where and how to re-randomize the pre-trained models. We believe that our research will inspire CD-FSL researchers with the concept of re-initialization in the context of few-shot learning.

**Table 2: 5-way k-shot test accuracy over 600 tasks on [miniIN] \(\rightarrow\) [BSCD-FSL] according to the parts of re-randomization in the last stage. The topmost layers are boldfaced.**

| Path | Layer | Re-randomization layer |
|------|-------|------------------------|
| Original | Conv1 | ✓ ✓ ✓ ✓ ✓ |
|    | BN1   | ✓ ✓ ✓ ✓ ✓ |
|    | Conv2 | ✓ ✓ ✓ ✓ ✓ |
|    | BN2   | ✓ ✓ ✓ ✓ ✓ |
| Shortcut | ShortcutConv | ✓ ✓ ✓ ✓ ✓ |
|      | ShortcutBN | ✓ ✓ ✓ ✓ ✓ |

1-shot

| Dataset | 1-shot | 5-shot |
|---------|--------|--------|
| CropDisease | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| EuroSAT | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ISIC | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ChestX | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |

**Table 3: 5-way k-shot test accuracy over 600 tasks on [tieredIN] \(\rightarrow\) [BSCD-FSL] according to the parts of re-randomization in the last stage. The topmost layers are boldfaced.**

| Path | Layer | Re-randomization layer |
|------|-------|------------------------|
| Block1.Conv1 | ✓ ✓ ✓ ✓ ✓ |
| Block1.BN1 | ✓ ✓ ✓ ✓ ✓ |
| Block1.Conv2 | ✓ ✓ ✓ ✓ ✓ |
| Block1.BN2 | ✓ ✓ ✓ ✓ ✓ |
| Block1.Conv3 | ✓ ✓ ✓ ✓ ✓ |
| Block1.BN3 | ✓ ✓ ✓ ✓ ✓ |
| Block1.ShortCutConv | ✓ ✓ ✓ ✓ ✓ |
| Block2.Conv1 | ✓ ✓ ✓ ✓ ✓ |
| Block2.BN1 | ✓ ✓ ✓ ✓ ✓ |
| Block2.Conv2 | ✓ ✓ ✓ ✓ ✓ |
| Block2.BN2 | ✓ ✓ ✓ ✓ ✓ |
| Block2.Conv3 | ✓ ✓ ✓ ✓ ✓ |
| Block2.BN3 | ✓ ✓ ✓ ✓ ✓ |

1-shot

| Dataset | 1-shot | 5-shot |
|---------|--------|--------|
| CropDisease | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| EuroSAT | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ISIC | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ChestX | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |

5-shot

| Dataset | 1-shot | 5-shot |
|---------|--------|--------|
| CropDisease | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| EuroSAT | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ISIC | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |
| ChestX | ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ |

**Table 4: Analysis on the initializing distribution of ReFine. Sparse distribution initializes parameters with 20% sparsity. Lottery indicates re-initialization.**

| Shot | Distribution | CropDisease | EuroSAT | ISIC | ChestX |
|------|--------------|-------------|---------|------|--------|
| Uniform | 68.93 ± 0.84 | 64.14 ± 0.82 | 35.30 ± 0.59 | 22.48 ± 0.41 |
| Normal | 69.34 ± 0.86 | 60.85 ± 0.82 | 31.35 ± 0.58 | 22.38 ± 0.39 |
| 1 Orthogonal | 67.96 ± 0.84 | 59.71 ± 0.83 | 31.05 ± 0.59 | 22.50 ± 0.38 |
| Sparse | 69.07 ± 0.84 | 61.21 ± 0.82 | 31.10 ± 0.61 | 22.52 ± 0.39 |
| Lottery | 61.53 ± 0.92 | 61.30 ± 0.88 | 31.27 ± 0.57 | 21.87 ± 0.36 |

**4.4 Ablation Study on How to Re-randomize**

Table 4 shows that re-randomizing the parameters following uniform distribution is generally the best practice. Uniform and Normal indicate that the values are sampled from the uniform and normal distribution. Orthogonal indicates the weights are randomized as an orthogonal matrix, as described in Saxe et al. [30]. Sparse indicates the weights are randomized as a sparse matrix, where non-zero elements are sampled from the zero-mean normal distribution, as described in Martens et al. [20]. Lottery refers to re-initialization, i.e., resetting parameters to their initial state, prior to training. In the model pruning literature, the lottery ticket hypothesis [12] suggests that re-initialization can improve performance. However, we find that re-randomization is better suited in the case of CD-FSL. We believe that although re-initialization can be helpful in the original domain, this is not true under domain differences.

5 CONCLUSION

We propose ReFine (re-randomization before fine-tuning), a simple yet effective method for CD-FSL, that involves resetting the parameters fitted to the source domain in order to maximize the efficacy of few-shot adaptation to the labeled target dataset. We demonstrate that our method outperforms conventional baselines...
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