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ABSTRACT
Root Cause Analysis (RCA) of any service-disrupting incident is one of the most critical as well as complex tasks in IT processes, especially for cloud industry leaders like Salesforce. Typically, RCA investigation leverages data-sources like application error logs or service call traces. However, a rich goldmine of root cause information is hidden in the natural language documentation of the past incidents investigations by domain experts. This is generally termed as Problem Review Board (PRB) Data which constitute a core component of IT Incident Management. However, owing to the raw unstructured nature of PRBs, such root cause knowledge is not directly reusable by manual or automated pipelines for RCA of new incidents. This motivates us to leverage this widely-available data-source to build an Incident Causation Analysis (ICA) engine, using SoTA neural NLP techniques to extract targeted information and construct a structured Causal Knowledge Graph from PRB documents. ICA forms the backbone of a simple-yet-effective Retrieval based RCA for new incidents, through an Information Retrieval system to search and rank past incidents and detect likely root causes from them, given the incident symptom. In this work, we present ICA and the downstream Incident Search and Retrieval based RCA pipeline, built at Salesforce, over 2K documented cloud service incident investigations collected over a few years. We also establish the effectiveness of ICA and the downstream tasks through various quantitative benchmarks, qualitative analysis as well as domain expert’s validation and real incident case studies after deployment.
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1 INTRODUCTION
For operating large-scale cloud services, incident (e.g., unplanned interruption, outage or performance degradation) management [5] is a critical aspect of IT-Operations, with one of its most complex problems being Incident Root Cause Analysis (RCA) [1]. Lately, AIOps (AI for IT Operations) has played a significant role in automating RCA investigation by leveraging data-driven and AI techniques over data-sources like application logs, time series and execution trace data. However in this work, we focus on a rich data-source of past documented incident investigation reports - generally termed as Problem Review Board (PRB) Data [6, 29] that constitute a core component in all major IT Incident Management pipelines [2, 8, 27].

The manual RCA investigation in carried out in 5 steps, with each documented separately in the PRB data: 1) Incident Detection which typically relies on analysis of Key Performance Indices (e.g. Average Page Time of a service), continuously monitored for each host machine. 2) Symptom Detection which detects the primary effect of the service disruption on performance factors like CPU and is treated as the key observable symptom e.g. High App CPU. 3) Investigation which requires multiple iterations of back and forth communication updates between teams of Site Reliability Engineers or SRE inspecting into different aspects to understand the broad nature of the incident and identify the target team who can undertake the RCA investigation. 4) Immediate Resolution: Based on the conclusions of the investigation, an action is taken to temporarily mitigate the problem, e.g., an incident due to sudden increase of memory consumption on a node might be mitigated by restarting it, but a deeper investigation needs to be carried out by the respective Service Owner for RCA. 5) Root Cause Investigation: Finally the target team for RCA investigates into the true root cause (e.g a bug in the service or a specific process). Each phase of this investigation is documented in a long open-ended form
containing evidences from different kinds of systems data (logs, traces etc) or team-communications (email or chat discussions). This process of documenting incident investigations is indeed a critical component of any major ITOps pipeline, making PRBs a fairly generic data-source largely available in all Incident Management systems. Especially with repeated incidents causing similar service disruptions, past incident data has become increasingly valuable. However, in its raw form this rich informative data-source cannot be directly consumed by AI models or domain experts for knowledge reuse, nor are there any existing AIOps pipeline leveraging it.

With this motivation, our main Research Question is Can AI assist ongoing incident analysis by extracting and mining relevant RCA information from past investigations and reusing this knowledge to quickly resolve repeating incidents?

Towards this end, our Primary Contributions are:

- We propose an AI pipeline of Incident Causation Analysis (ICA) over past Incident Investigations (i.e. PRB) data, constituting of
  - A targeted Neural NLP and Information Extraction system to extract key RCA information from each unstructured PRB
  - A specialized Neural Knowledge Mining system to aggregate document-level information over all incidents into a domain-specific Causal Knowledge Graph

- Using rich distributional semantics of natural language, ICA enables Incident Search and RCA, given a new incident symptom:
  - A Neural Information Retrieval System to search and rank the most relevant past incidents with similar symptom
  - A simple yet effective Retrieval based RCA to detect the most likely root causes and resolutions for the given incident symptom based on the past investigations.

Additionally, ICA provides a framework for post-mortem analysis into all past incidents and understand the nature of recurring issues. It allows application of formal ML techniques (e.g., causal models or graphical inference) for RCA or, in future, building comprehensive AIOps pipeline for holistic RCA over multimodal multi-source data like logs, execution traces and time series metrics. By succinctly representing and consuming RCA knowledge of past investigations, ICA provides an ideal framework for novice inexperienced SREs to quickly get onboarded into the RCA process and acquire the knowledge of more experienced SREs. In future, infrastructures like Causal Knowledge Graph, might enable discovering RCA insights even unknown to the experienced SRE. With this objective, in Sec. 2, we motivate the problem, in Sec. 3 we present the proposed system which we analyze and evaluate in Sec. 4 and conclude in Sec. 5.

### 2 PROBLEM SETTING AND MOTIVATION

Our PRB dataset is collected over 2000 investigations of cloud service incidents having Sev0/1/2 severity levels, i.e., respectively, Catastrophic, Critical or High Impact. In this section we motivate the need for mining such a PRB data source and elaborate its challenges.

**Motivation-1: Inadequate Prior Work:** Most of RCA literature has focused on mining usable knowledge from Software Logging data and Execution traces, Service Call Graphs and Time Series data. The closest works related to us are [10, 12, 27] which mines knowledge from incident descriptions or Troubleshooting Guides or Bug Fixes. However, they focus on more straightforward tasks, involving simpler models or readily available training data. [27] only tags named entities from Incident Descriptions, by leveraging the available structured key-value pair data. [12] recommends Troubleshooting guides for incidents with available parallel data to train CNN/LSTM models. [10] does bug triaging on structured Bug Fix documents using non-neural and heuristic methods. Because of their use-cases, they do not require the targeted information extraction and causal mining needed for RCA. Our other contribution is building a Causal Knowledge Graph from the unstructured incident data. This is a quite different task from the well-studied literature of causal graph construction [16, 27, 32] from structured call traces/graphs and system dependency graphs.

**Motivation-2: PRB as Oracle Root Cause Knowledge Source:** Traditional RCA pipeline heavily rely on data-sources like application or error logs [9, 11, 20, 31] from service health monitoring tools or execution traces [16–18, 28] and time series of KPI metrics [4, 21, 26, 27]. However discovering any root-cause related signal in these data-sources can be a complex time-consuming task. On the other hand, the past incident investigations documented by domain experts are a rich goldmine of Oracle Root Cause Information, containing many explicit informative linguistic cues connecting the incident symptom to the expert-recommended root cause and resolution. While in its raw form, these long unstructured documentations are not apt for knowledge reusal, SoTA NLP techniques can process them into a structured form amenable to AI models.

### Table 1: Stats of our collected dataset of 2000 PRB records

| See Wise Avg Stats | Sev0 | Sev1 | Sev2 |
|--------------------|------|------|------|
| Percentage of Incidents | 3.84% | 31.23% | 65.35% |
| Investigation Doc Length | 1479 ± 2680 | 419 ± 707 | 193 ± 300 |
| Resolution Doc Length | 28 ± 32 | 21 ± 29 | 17 ± 21.5 |
| RCA Doc Length | 189 ± 163 | 752 ± 150.6 | 86 ± 197 |

| Average Stats (mean ± std) of Raw & Extracted PRB data fields |
|---------------------|--------|--------|--------|
| Length (non-stopwords) of PRB Subject Text | 5.2 ± 2.9 |
| Length (non-stopwords) of full PRB Investigation Doc | 309.7 ± 732.2 |
| Length (non-stopwords) of PRB Resolution Document | 18.3 ± 24.8 |
| Length (non-stopwords) of PRB RCA Document | 110 ± 1 ± 159 |
| Length (non-stopwords) of extracted Symptom | 4.1 ± 2.8 |
| Length (non-stopwords) of extracted Investigation Topic | 3.1 ± 1.0 |
| Length (non-stopwords) of extracted Investigation Summary | 41.6 ± 31.9 |
| Length (non-stopwords) of extracted Root Cause | 5.9 ± 4.1 |
| Length (non-stopwords) of extracted Resolutions | 5.0 ± 3.3 |

**Figure 2:** Plot w.r.t degree of repeatedness of incidents: (a) Timeline of quarterly incident count (b) Distribution of incident severity (c) Incident Resolution Time

### Table 1: Stats of our collected dataset of 2000 PRB records
Motivation-3: Handling Repeated Incidents: A repeated incident is one with similar symptom, root cause and resolution as any past incident. We quantitatively define extent of repeatedness as the maximum obtainable Word-Overlap of the concatenation of these three fields, when compared with all past incidents. Fig. 2(a) plots the timeline of quarterly count of all and various degrees of repeated incidents, showing that the latter consistently persists throughout the period. In Fig. 2(b), we observe that the distribution of incident severity (Sev1/Sev2) is quite similar across repeated and non-repeated incidents, indicating that repeated incidents need as much attention as the non-repeated ones. And Fig. 2(c) shows that the distribution of incident resolution time (and its mean) is quite similar across repeated and non-repeated incidents. This is largely due to the lack of a framework of knowledge-reusal from past investigations. Especially with increasing number of high-stake recurring incidents, AI pipelines have become essential to extract and represent the RCA knowledge embedded in PRBs.

Challenge-1: Long Unstructured Documentation of PRB We need to handle the long, unstructured content in PRBs that are often rife with irrelevant distractive information. Table 1 presents the statistics of the original PRB documents as well as the extracted information. For instance, it shows that more severe incidents (Sev0>1>2) typically result in longer documentation.

Challenge-2: Unsupervised Setting We need to tackle this complex domain-specific problem in an unsupervised setting, using generic pretrained or unsupervised NLP models, with minimal assumption on the nature of PRB documents.

Can PRBs be organically generated in a structured form? RCA investigations typically require multiple iterations of cross-team communications. This decentralized documentation in an agile troubleshooting and triaging framework results in PRB fields being direct excerpts from email-exchanges or chat-conversations, making it impossible to generate PRBs in a structured form.

3 OUR APPROACH
The raw PRB documents (from Fig. 1) recording incident investigations have a generic structure comprising of: i) Incident Subject, i.e., a title capturing the primary symptom of the incident, ii) Incident TimeStamp and Host Details, iii) Sequence of updates of the investigation, iv) Immediate Resolution and v) Root Cause Investigation. With this form of PRB Data, Fig 3 shows our proposed Incident Causation Analysis (ICA) pipeline (which we elaborate below) whose main components are:

- i) Offline Neural Information Extraction from unstructured data
- ii) Neural Knowledge Mining to construct Causal Knowledge Graph
- iii) Neural Search to find past investigations relevant to any query
- iv) Retrieval based RCA using Neural Search & Causal Knowledge Graph to predict root causes and resolutions for a query symptom.

3.1 Neural Information Extraction
Here we extract targeted information from the unstructured PRBs.

Symptom Extraction: This involves a rule-based module to extract the generic symptom indicating the incident (e.g., connpool) from the PRB Subject, by removing specific Host Machine details. At inference time, for a new incident, the symptom is observed from the KPI metrics and provided as input to the ICA pipeline.

Key Topic Extraction: For this we employ an ensemble of various unsupervised Topic models [3] to extract short topical phrases most representative of the document. This includes Graphical Topic Models like TextRank, SingleRank, TopicRank, TopicalPageRank, PositionRank, MultipartiteRank, Feature based model YAKE, Neural embedding based SIFRank which uses pretrained ELMo. The extracted phrases along with their probability scores are simply aggregated into a distribution by the ensembling technique.

Root Cause & Resolution Extraction: To extract targeted spans containing crisp root causes and resolution information from the PRB document, we use pretrained Transformers that have been fine-tuned on Machine Reading Comprehension task that answers questions based on a given passage. Specifically we apply an ensemble of BERT models (DistilBERT, BERT-base and BERT-large)[7], RoBERTa [19] and SpanBERT [14], each fine-tuned on the standard open-domain extractive-QA dataset SQuAD. For extracting root causes, we create a hand-crafted query-template, e.g., “What was the root cause of SYMPTOM? or What caused the incident?”, where SYMPTOM refers to the extracted incident symptom. Similarly for resolution extraction we use queries like “What was done to remedy the SYMPTOM? or What action resolved the incident?”. Empirically, we observe that these pretrained QA models perform quite well on this challenging problem, without any supervision of
our target AIOps domain. These models extract short spans with a probability score, which are aggregated by an ensemble after lexical de-duplication resulting in arbitrarily many target spans.

**Extractive Summarization:** In order to extract the most informative sentences from the PRB investigation as a summary, we use a RoBERTa [19] based extractive summarization model finetuned on a standard benchmark summarization dataset, CNN-DailyMail.

### 3.2 Neural Knowledge Mining

Our Neural Knowledge Mining module aggregates the document-level information extracted in form of symptoms, root causes and resolutions and builds a global Causal Knowledge Graph (CKG). This infrastructure not only enables visualization of the causal structure underlying the incidents, it also plays a key role in predicting the likely root cause and resolution given a symptom. We store the CKG in the popular GraphDB framework, Neo4j (https://neo4j.com) which allows interactive visualization and navigation and efficient querying over the graph. Below are the steps to construct the graph:

**PRB Document Level Graph:** For each document, nodes are constructed out of the extracted symptom, root-cause and resolutions and edges added individually between symptom, root-cause and symptom-resolution pairs. Each node is represented as a vector obtained as average of the GloVe [24] based token embeddings of the node description, weighted by normalized term-frequency.

**Aggregating Document Level Graphs:** We apply simple clustering strategies over the dense representation of the graph nodes to aggregate the incident level information into a compact Causal Knowledge Graph. Fig. 4 shows a randomly selected subgraph, with the different node-types, each with label as the corresponding textual description extracted from the PRB document or the generated cluster label. The clustering involves the below steps:

**Step 1: Clustering Symptoms:** We apply Hierarchical Agglomerative Clustering techniques [23] to hierarchically cluster the symptoms extracted from all the past PRB records, bottom to top, into a *symptomType* node, successively merging them together by minimizing the sum of squared distances within all clusters. Number of clusters are estimated using ELBOW and Silhouette methods.

**Step 2: Clustering Root Causes and Resolutions:** Next, we individually apply global and local Affinity Propagation [23] based clustering on the root-causes and resolutions through iterative message passing between nodes as functions of their similarity score. Here global refers to clustering over all root-causes (and resolutions) collected from all PRB records, leading to *globalRootCauseType* and *globalResolutionType* nodes as cluster-heads. And, local clustering is only restricted to the root-causes (and resolutions) associated to symptoms within each cluster of *symptomType*, creating cluster-heads *rootCauseType* and *resolutionType* for that symptom cluster.

**Step 3: Cluster Labeling:** For each cluster, we construct a document by concatenating all the node labels and use a popular collocation extraction technique [25] on it. It greedily selects the longest n(≤3)-grams with highest Pointwise-Mutual Information from the document. The selected n-grams are further reranked using average normalized term-frequency weights of the non-stopwords.

**Figure 4: Snippet of constructed Causal Knowledge Graph**

#### 3.3 Using Causal Knowledge Graph for RCA

The constructed graph has many uses in RCA:

**Global Incident Analysis:** It provides interactive visualization and intuitive navigation over the underlying structure of symptoms, root causes and resolutions connecting different incidents. It also serves as post-mortem analysis tool, to understand the nature of symptoms and root causes of the most recurring past incidents.

**Incident-specific Analysis:** Starting with an incident symptom or root-cause, a user can extract the relevant subgraph of the Causal Knowledge Graph or navigate the local cluster of related root-causes or similar symptoms.

**Root Cause or Resolution Prediction from Symptom:** Our primary use-case of the CKG is to leverage the graphical structure to collectively infer the root cause or resolution from all relevant past investigations given an incident symptom. We frame them as two independent tasks: i) Root Cause ii) Resolution Prediction, given the Symptom, for which we propose a simple yet effective graphical neural model. For the first task we consider the CKG over global clustering of the symptom and root-cause nodes and ignore the resolution nodes and vice-versa for the second task. We describe the model for the first task which similarly follows for the second one. For simplicity, we ignore the hierarchical clustering over symptoms and only consider the final level of symptom clustering, i.e. *symptomType* here refers to the leaf level cluster heads.

- \( V_s, V_r \) = Set of *symptom* and *root-cause* nodes respectively
- \( E_s = \{ (v_i, v_j) | v_i, v_j \in V_s, \text{cluster}(v_i) = \text{cluster}(v_j) \} \)
- \( E_r = \{ (v_i, v_j) | v_i, v_j \in V_r, \text{cluster}(v_i) = \text{cluster}(v_j) \} \)
- \( E_{sr} = \{ (v_i, v_f) | v_i \in V_s, v_f \in V_r, \text{incident}(v_i) \cap \text{incident}(v_f) \neq \emptyset \} \) i.e. they both belong to the same incident
This results in a bipartite graph, between the cluster graph formed over the symptom nodes and a similar one formed over the root-cause nodes. During training and inference we assume that the cluster graph over the symptoms and root causes (i.e. \( V_S \cup V_R, E_S, E_R \)) is completely known. However, the “symptom root-cause edges”, \( E_{SR} \), which are observations from past incidents are unknown for some or all incidents. Our practical motivation is that while organizing known symptoms and root-causes into clusters can be done a priori, there needs to be “collective learning” over past incidents to predict the root-cause given a new symptom. Accordingly we frame the problem of predicting Root Cause for a given Symptom, as a Link Prediction task between the symptom and root-cause nodes, given the cluster graphs over symptoms and root-causes. Empirically we show that by training with the knowledge of the symptom root-cause connection from only 1% of incidents, our model achieves an appreciable link prediction performance on the test incidents.

**Data Augmentation:** During training we further add noisy edges \( E_{SR}^n \) between symptom and root-cause nodes, by connecting their one-hop neighbours, obtained from the respective cluster graphs. For both tasks, our number of true edges \( |E_{SR}| \) constitutes of only 5% of all (i.e. true and noisy i.e. \( |E_{SR}| + |E_{SR}^n| \) ) edges.

**Training Data:** We train different models by varying the training and validation data is selected. We follow two setups i) All Edge Sampling ii) Noisy Edge Sampling. Respectively for them, we sample \( x \% \) of edges from All edges i.e. \( (E_S \cup E_R) \) or Noisy edges i.e. \( E_{SR}^n \) for the Train+Validation data split. In both cases, we build multiple models by varying \( x \in \{1\%,2\%,5\%,10\%,20\%\} \).

**Model:** We use a Graph Convolutional Network (GCN) [15] based neural model over the Symptom Root-Cause bipartite graph. GCN has been popularly used for learning representations over graphs, by iteratively updating node representation with their neighbours. First, we compute symptom and root cause node representations as average of GloVe based token embeddings (with dimension \( d \)). \( \tilde{X}_S \in R^{|V_S| \times d} \) and \( \tilde{X}_R \in R^{|V_R| \times d} \) represent the node embedding matrices of Symptom and Root Cause nodes. Then we add separate GCN layers on the cluster graphs over symptoms and root causes. This results in updated representations of symptom and root-cause nodes by message passing over their immediate neighbours.

\[
X_S = \text{Linear}(\text{ReLU}(G\text{CN}(\tilde{X}_S, E_S)))
\]
\[
X_R = \text{Linear}(\text{ReLU}(G\text{CN}(\tilde{X}_R, E_R)))
\]

For each training instance, we sample an edge \((v_i, v_j)\) from the training data and randomly sample \( n \) negative root causes \((v_i, v_j) \notin \text{AllEdges}\) and compute their GCN transformed representation i.e. \((x_{s,i}, x_{r,j}, \cdots)\). Then for the positive pair and each of the negative pairs of symptom-rootcauses, we compute a dotproduct similarity between the symptom and the respective root cause representation. We then train the neural network with a negative log likelihood of the positive pair of symptom-rootcause:

\[
L(v_i, v_r, \cdots) = -\log \left( \frac{e^{\text{sim}(x_{s,i}, x_r)}}{e^{\text{sim}(x_{s,i}, x_r)} + \sum_{j=1}^{n} e^{\text{sim}(x_{s,i}, x_{r,j})}} \right)
\]

During inference, given a symptom, we compute the dotproduct of the GCN transformed representation with that of each rootcause node in the constructed CKG and output the one which yields the highest similarity score as the predicted root cause.

### 3.4 Incident Search and Retrieval based RCA

We now focus on ICA modules catering to our RCA goal. After a new incident occurs and its key symptoms have been identified, a core Incident Management task is to efficiently search over past similar incident investigations and promptly detect the likely root causes and remediations based on them. For this we build a specialized Incident Search and Retrieval based RCA which takes any open-ended natural language query and i) retrieves the most similar past incidents and presents the key RCA information in a structured form ii) predicts the most likely root causes and resolutions for the queried symptom based on the past investigations.

**Incident Search:** Our Incident Search engine is based on neural search which represents and indexes documents as dense high-dimensional vectors and retrieves them using efficient vector-space search. Neural search has several advantages over traditional symbolic search, like seamlessly handling typological errors, domain specific abbreviations or agglutinations and non-canonicalized wordings abundant in manual documentations (e.g. “connection pool” as “copool” or “conn pool”).

- **Data Representation:** The search index is built over the data from the raw PRB Subject and Investigation document as well as all the targeted information extracted from them. Each topic or sentence from the raw documents or extracted summaries is represented as a vector, obtained as the average of the contextualized token embeddings from the pretrained RoBERTa [19].

- **Indexing:** Each sentence or phrase is separately indexed as vector by FAISS [13] which allows fast approximate nearest-neighbor retrieval over high dimensional vector space.

- **Query Representation:** Queries being typically short, are also represented as average of RoBERTa based token embeddings.

- **Retrieval & Ranking:** FAISS search retrieves the most relevant sentences over all PRB Documents, scoring them w.r.t query based on standard vector similarity metrics (e.g. dot-product). These sentence-level scores are max-pooled to get an overall document-level score for each of the top-K retrieved results.

- **Visualizing:** The retrieved PRB documents are then shown in an easily consumable structured form of the extracted information: Investigation Subject, Topics, Summaries, Root Cause and Resolution. Apart from this, we also show a query specific subgraph of the CKG associated with the top-k retrieved results. This allows users to interactively navigate over the related incidents and explore their underlying root cause and resolution clusters.

**Retrieval based RCA:** We apply the following two techniques for obtaining a distribution of most likely root causes and resolutions (which follows similarly) from the top-K retrieved incidents.

- **Using Incident Search:** For each search result, the multiple extracted root cause spans are merged into a single sentence-form with the span scores max-pooled and multiplicatively combined with the relevance score of the search result. After de-duplication of the root-causes and score-normalization we obtain the distribution over the top-k likely root-causes.
Using Incident Search and Causal Knowledge Graph: We take the symptom extracted from the top-k retrieved search results and for each symptom we predict the top-k likely root-causes using the Causal Knowledge Graph as described in 3.3. The root cause prediction score is multiplicatively combined with the search result relevance score, and aggregated over repeated occurrences, if any. The resulting top-k root causes form the predicted distribution with their final scores L1-normalized.

### 4 EVALUATION AND ANALYSIS

In this section we evaluate the ICA modules and downstream Incident Search and RCA tasks over our in-house collected PRB dataset of 2000 incidents. As the first work to leverage PRB data for AIOps and RCA, our objective is to validate the feasibility of using generic NLP models in mining PRB data for building a specialized tool like ICA. We present empirical results through systematic quantitative evaluations, qualitative analysis and surveys, expert-annotated validation of the model predictions, and real incident case studies after deployment in which we seek the SRE’s judgement on the effectiveness of the proposed model’s predictions in our approach.

#### 4.1 Neural Information Extraction

**Human Validation of Extracted Information:** In Table 2 we provide the quantitative results of a survey conducted over domain experts and target end-users. Its aim is to validate and annotate the quality of topics, summaries, root cause and resolutions that are extracted from PRB documents (Sec. 3.1).

| Info | Total | Annotation Labels & Overall Metrics |
|------|-------|-------------------------------------|
| Topics | 1320 | WellFormed: 1276 |
| | | Informative: 1009 |
| | | Uninteresting: 248 |
| | | Unclear: 60 |
| | | Extra Words: 15 |
| Summary | 525 | Informative: 435 |
| | | Too Specific: 46 |
| | | Too Generic: 43 |
| Root Cause | 320 | ExactMatch: 79.67% |
| | | F1 (Bag of NonStop Words): 87.97% |
| | | F1 (Bag of All Words): 88.44% |
| Resolution | 175 | ExactMatch: 78.34% |
| | | F1 (Bag of NonStop Words): 81.57% |
| | | F1 (Bag of All Words): 81.69% |

#### 4.2 Neural Knowledge Mining

**Symptom, Root-Cause and Resolution Clustering:** For clustering, we collect unique descriptions of 1072 symptoms, 1915 root causes and 2250 resolutions extracted over all PRB documents. Fig. 6 (right) presents the t-SNE visualization (using the node embedding vector) of the resulting 60 Symptom clusters, showing that the clustering is indeed quite well-separated and distinctive.

**Post-Incident Analysis:** The Causal Knowledge Graph built over the PRB repository can be instrumental in an organization-wide post-mortem analysis of all past incidents. For e.g. it can analyze the categories of most commonly occurring symptoms or root-causes and resolutions in the last month. In Fig. 6 (left) we present the generated cluster labels of the most frequently occurring clusters of symptoms, root causes and resolutions, along with the % coverage of incidents. This also illustrates the quality of the semantic labeling of clusters. Even with simple greedy n-gram selection techniques (Sec. 3.2), the generated cluster labels still constitute of reasonably coherent well-formed and self-explanatory topics.

#### 4.3 Incident Search and Retrieval based RCA

In this section we evaluate the performance of the proposed ICA pipeline in retrieving past incidents with similar symptoms and predicting the likely root causes and resolutions from those investigations. Since the PRB data itself is the only Oracle data available to us, we showcase this based on the below quantitative benchmarking technique. In our experimental setup, say, an incident from a given PRB document is the ongoing target incident, with its only known information being the incident symptom. Then assuming all the remaining PRB documents are available to search and analyze over, our benchmarking is targeted at two questions:

**Q1:** Is Incident Search able to retrieve PRB documents having a high overlap with the target PRB document, not only in terms of the original investigation, but also the targeted extracted information?

**Q2:** Does the root cause/resolution predicted by ICA match the true root cause/resolution extracted from the target PRB document?
For each PRB instance, we take the incident symptom as query and search over the repository of remaining PRB records and compare the similarity of the retrieved top-k results with the target PRB. There being no gold standard of search result set, our metrics are precision-based. We decompose the evaluation into two objectives:

i) Evaluating Search: We compare the retrieved top-k results with the target, by considering either i) the raw PRB Investigation Document or ii) raw PRB Subject iii) extracted Topics iv) extracted Summary. For all of these we consider BLEU-4gram [22] similarity, which we compute between a target list (of sentences or phrases) \( D_t = \{ s_1, \ldots, s_k \} \) and retrieved list \( D_r = \{ s_1, \ldots, s_j \} \) as

\[
\text{BLEU}(D_t, D_r) = \left( \frac{\sum_{s_j \in D_r} \text{max} \{ s_j \in D_t \}}{\sum_{s_j \in D_r} \text{length}(s_j)} \right)^{\frac{1}{k}}
\]

Additionally for extracted topics, we also compute i) F1-Score of exact match i.e. matching entire text of target with retrieved and ii) BOW i.e. recall of Bag-Of-NonStop-Words of the target text over the retrieved.

ii) Evaluating Retrieval based RCA: We compare the distribution of the top-k likely Root-causes and Resolutions obtained from ICA (as described in Sec 3.4) with the true Root-Cause and Resolution extracted from the target PRB. For both, we compute the metrics BLEU-4gram, and BOW i.e. recall of Bag-Of-NonStop-Words. For the above metrics, results in Fig. 7a) are obtained by taking the metric’s average or maximum value over the Top-10 results.

Models: We consider different variants of the Incident Search: i) Neural: This is the Incident Search as described in Sec 3.4. ii) Symbolic: This is same as Incident Search, except for replacing the “neural” with traditional symbolic search based on the popular user-friendly benchmark Pyserini. For this we index the raw PRB Subject, Investigation, Root Cause and Resolution documents. While exact-match based symbolic search acts as a very strong baseline for us, it should be noted that the search technique itself (neural or symbolic) is not our contribution. Rather our goal is to build a robust pipeline that can handle the noisy non-standardized unstructured documentations created by this agile RCA process. iii) Neural + Causal Knowledge Graph (CKG): As described in Sec 3.4, this first executes the Incident Search and then runs inference on the Causal Knowledge Graph to further refine the root-cause and resolution prediction. Hence for this model’s evaluation would differ from that of Neural Incident Search only in terms of root-cause and resolution prediction performance. We now briefly elaborate the details of the RCA using the Causal Knowledge Graph.

Using Causal Knowledge Graph in RCA: Here we train different models for Causal Knowledge Graph based Root Cause and Resolution prediction task, by varying the percentage of symptom-rootcause and symptom-resolution edges in Training data. We create Train+Validation data for these different models by sampling \( x\% \) of edges from either i) set of All Edges, or ii) set of Noisy edges alone. The first case results in sampling \( x\% \) edges from True and \( x\% \) from Noisy Edges. These sampled edges are split 70%/30% for Train and Validation respectively and the Test data for each of these setups are the set of remaining True edges linking symptom-rootcause and symptom-resolution. Based on this we create a separate Test set of PRBs for each setup, consisting of those documents whose symptom-rootcause pair not appearing in Train and Validation. Note that for Noisy edge sampling setup, the Test set is same regardless of \( x\% \) of edges for Train+Validation and is the entire set of 2000 PRB records. Each of these models are
then used in an end-to-end style Retrieval based RCA following the technique in 3.4. In Fig 7 a) since the evaluation is done over the entire repository of 2000 PRB records, we use the Noisy edge setup with $x=1\%$ i.e. using the least data for training. Further, in Fig 7 b) and c) we respectively compare the root-cause and resolution prediction performance of the Neural and Neural+CKG based Search methods, by varying $x$. For simplicity, we only plot the maximum BLEU-4 score between the top-10 predictions. Since the evaluation set is different for All edge sampling setup, we run both Incident Search (Neural and Neural+CKG) on the same set of PRB records.

4.3.1 Our Observations on the results in Fig 7:

Meaningful evaluation metrics: One striking observation is that the evaluating w.r.t the raw PRB documents achieves high BLEU score throughout. Even with a naive Random Search baseline (which randomly samples top-k documents) we achieve a high Avg (over top-10) BLEU of 41.0 over PRB document and a meagre 3.94 over PRB Subject. This shows that evaluation over raw PRB investigation documents is meaningless as most of them contain identical or agglutinations or typological errors, which are captured according to these precision-based metrics, the performance is hence limited by the fact that around only 6% of incidents have at least 50% word overlap in terms of Symptom, Root Cause and Resolution (from Fig. 2) and 4% incidents are almost identical repeats.

RCA Performance Trend by varying $x$: For Noisy Edge Sampling setup, since the Test PRB Set is the set of all PRB documents, the results with Incident Search is constant throughout and directly corresponds with the results in Fig 7 a). For All Edge Sampling setup, the Test PRB Set is different for each $x$, but the results with Neural Search remains nearly the same throughout by varying $x$, for both root cause and resolution. Again, in both those cases, Incident Search with Causal Knowledge Graph (CKG) shows overall a mostly positive, but not drastic, trend in performance with increasing Training data size. Even when trained with only 1% of only noisy edges alone, using CKG gives a significant boost of 15% (in Max BLEU) in Root Cause and 11% in Resolution Prediction.

Only Meaningful for Repeated Incidents: Both for Incident Search and Retrieval based RCA, only repeated incidents will contribute to the precision metrics. The performance is hence limited by the fact that around only 6% of incidents have at least 50% word overlap in terms of Symptom, Root Cause and Resolution (from Fig. 2) and 4% incidents are almost identical repeats.

4.4 Human Validation & Case Studies

We now present a more formal evaluation manually validated by domain experts and elaborate on an end-to-end case study below.

Human Validation of Incident Search: We validated the Incident Search results for 50 handcrafted queries, by domain experts. 32% of these queries had 1 clause, 56% had 2 clauses (e.g., high request rate and high jetty threads) and 12% had 3 clauses (e.g. degraded capacity and connection pools on Single App Server). We observed that all top-10 results matched at least 1 query clause, and 53% and 40% results respectively matched 2 and 3 query clauses.

Case Study for Real Incident RCA Our Incident Causation Analysis (ICA) pipeline was recently deployed in production for a pilot study with our Site-Reliability Engineers (SRE) to use in RCA investigation. In this section we take 50 real incidents which occurred post-deployment and do a comparative analysis of the root cause predicted by the ICA pipeline with the true root cause detected by the SRE through their manual investigation. On automatic detection of any anomalous incident, different hand-crafted workflows get auto-triggered to detect the incident symptom. For example, for the incident in Fig 8 the generated symptom “Connpool issues” is provided as input query to ICA which yields the following outputs for SRE to observe (as in Fig 8) during live investigation: i) Incident Search Results, shown in the summarized structured form for quick
perusal ii) Query specific Causal Knowledge subgraph to intuitively explore the cluster of incidents or related root causes iii) Retrieval based RCA results which gives the distribution of the top likely root causes and resolutions based on past similar investigations. For e.g. in this incident the true root cause found by SRE was Performance tests being run by a vaccine cloud customer which indeed closely corroborated with the top predicted root cause i.e. Customer opened vaccine appointment causing DB contention. Consequently the top recommended resolutions are to throttle the URI which typically mitigates this type of issue.

We performed similar manual comparative analysis on 50 incidents with varying kinds of symptoms. For each incident, the SRE compared the true root cause detected through their manual investigation with the top-K root causes predicted by ICA and judged whether any of the predictions “match” the true. Through this analysis, we found that in 28 out of 50 instances, the root cause predicted by the Retrieval based RCA pipeline of ICA closely matches the true root cause, with the mean rank of the closest matching root-cause being 3.07. This corroborates quite well with our quantitative results and shows that one of the top-3 results is usually very relevant to the investigation. In Table 3 we provide the symptom, and true and predicted root cause of 11 of those 28 incidents. The SRE judged that the remaining 22 incidents were indeed novel with previously unknown root causes. Together our quantitative and qualitative analysis showcases a promising direction in guiding SREs in their RCA investigation based on the knowledge acquired from past investigations. In future this can help in speed-up the investigation by enabling SRE to promptly investigate the root-causes suggested by ICA and infer if an incident is similar to the past incidents and quickly resolve it.

**Usability to Cloud Service Incident Management** Our ICA pipeline has a minimalistic assumption into the nature of the PRB documents. While incident investigation data can be documented somewhat differently in other cloud industries, their essence remains the same - with details on incident symptom, investigation, root-cause and resolution. For each we assume a completely open-ended form, from which our ICA can extract and re-use relevant information using linguistic cues and only open-source unsupervised and pretrained models (with default hyperparameter settings) the making it generic enough to be applied to Cloud service Incident Investigations data.

**Threats to Validity** Being in a completely unsupervised setting, for evaluating this work, we mostly relied on qualitative evaluation on subset of data and quantitative benchmarking using proxy methods (e.g. incident symptom as query) and analyzing 50 real incidents. We acknowledge that these evaluations cannot exhaustively explore the nature of complications that may arise in real incidents. Also since historical knowledge can potentially suffer from knowledge drift and become obsolete. While in our model we handle this by simply notifying users both when any search result or predicted root-cause/resolution are from a substantially old incident, this is a potential future direction open for exploration.
5 CONCLUSION
In this work, we investigated research on an important and widely available data source in Cloud Service Incident Management, i.e., past incident RCA investigation records (PRB), documented by domain experts. But owing to their long unstructured nature of natural language documentation, they have not been much leveraged in ALPs pipelines for RCA yet. In this work, we present ICA, an Incident Cause Analysis engine built at Salesforce, to extract meaningful RCA information from PRB documents, in order to reuse this knowledge for new incidents through Incident Search and retrieval-based RCA. We keep our solution generic by making minimal assumptions about PRB documents and only employing pretrained NLP models in ICA. By doing extensive evaluation and analysis of ICA on PRBs collected in-house over a few years, we showcase that incident reports are indeed a rich goldmine for RCA and our ICA engine is in fact quite effective for improving incident management at least for repeated incidents. Though our current ICA engine serves as a simple but effective retrieval based RCA pipeline, the framework and our models hold promise in future for building a more holistic multimodal multi-source RCA engine.
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