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Abstract

In this paper, we show that the total area of two distinct surfaces with Gaussian curvature equal to 1, which are also conformal to the Euclidean unit disk with the same conformal factor on the boundary, must be at least $4\pi$. In other words, the areas of these surfaces must cover the whole unit sphere after a proper rearrangement. We refer to this lower bound of total area as the Sphere Covering Inequality. The inequality and its generalizations are applied to a number of open problems related to Moser-Trudinger type inequalities, mean field equations and Onsager vortices, etc, and yield optimal results.

1 Introduction

A large number of important second order nonlinear elliptic equations involve exponential nonlinearities. These equations arise, for example, in the study of Gaussian curvature of surfaces with metrics conformal to Euclidean metric ([12], [14], [15], [18], [19], etc.), Moser-Trudinger type inequalities ([1], [2], [7], [21], [22], [24], [28], [34], [35], [36], [39]), the mean field theory of statistical mechanics of classical vortices and thermodynamics ([4], [6], [10], [11], [13], [16], [29], [32]), and self gravitating cosmic string configurations in the framework of Einstein’s general relativity ([17], [37], [40]). In this article, we shall prove a basic and important inequality which becomes a crucial tool for tackling several open problems in the above mentioned areas.

Let us consider the equation

$$\Delta v + e^{2v} = 0, \quad y \in \Omega,$$

where $\Omega \subset \mathbb{R}^2$ is a $C^2$ simply-connected bounded region. It is well-known that for a solution $v \in C^2(\Omega)$ of (1.1), the two dimensional Riemannian manifold with boundary $(\Omega, g)$ with a conformal Euclidean metric $dg = e^{2v} dy$ has Gaussian curvature equal to 1 everywhere. The
total area as well as the total curvature of such manifold is equal to \( A = \int_\Omega e^{2\nu}dy \). The well-known Gauss-Bonnet Theorem states that
\[
A = \int_\Omega e^{2\nu}dy = \int_\Omega dg = 2\pi - \int_{\partial\Omega} \kappa_g dg_s
\]
where \( \kappa_g \) is the geodesic curvature and \( dg_s \) the length parameter of \( \partial\Omega \). From the equation, it is also easy to see that
\[
A = -\int_{\partial\Omega} \frac{\partial \nu}{\partial r} ds.
\]
These formulas, though very useful in general, do not impose any restriction on the area of the surface, as the uniformization theorem says that every simply-connected Riemann surface is conformally equivalent to one of the three domains: the open unit disk, the complex plane, or the Riemann sphere. However, if there is another surface \( (\Omega, \tilde{g}) \) with a distinct conformal metric \( \tilde{g} = e^{2\tilde{v}}dy \in \Omega \), where \( \tilde{v} \in C^2(\Omega) \) is a solution of (1.1) and \( \tilde{g} = g \) on \( \partial\Omega \), we shall show
\[
\tilde{A} + A = \int_\Omega (e^{2\tilde{v}} + e^{2\nu})dy \geq 4\pi.
\]
(1.2)
Since the standard sphere has Gaussian curvature 1 and area 4\( \pi \), and these two surfaces have total area bigger than or equal to that of the standard sphere, one may think that these two surfaces could cover the standard sphere if they are properly arranged (this will be made more rigorous later in Section 2.1). The equality obviously hold when the two surfaces are isometric to two complementing spherical caps on the standard sphere. We therefore refer to (1.2) as the Sphere Covering Inequality. Let us give an explicit example to better demonstrate the Sphere Covering Inequality. Set \( \lambda > 0 \) and define
\[
V_\lambda(y) := -\ln(1 + \frac{\lambda^2|y|^2}{8}) + \ln(\lambda) - \frac{1}{2} \ln(2),
\]
satisfying
\[
\Delta V_\lambda + e^{2V_\lambda} = 0, \quad y \in \mathbb{R}^2.
\]
For every \( \lambda_2 > \lambda_1 \), there exists a unique \( R \in \mathbb{R} \) such that \( V_{\lambda_1}(\partial B_R) = V_{\lambda_2}(\partial B_R) \) and \( V_{\lambda_2} > V_{\lambda_1} \) in \( B_R \). Now define two surfaces \( S_1 \) and \( S_2 \) with constant Gaussian curvature 1 as follows
\[
S_1 = (B_R, e^{2V_{\lambda_1}}dy) \quad \text{and} \quad S_2 = (B_R, e^{2V_{\lambda_2}}dy).
\]
Notice that the metrics \( g_i = e^{2V_{\lambda_i}}dy, i = 1, 2 \) have the same conformal factor on \( \partial B_R \), which implies that \( \lambda_1\lambda_2 = \frac{8}{R^2} \). By scaling in \( y \in \mathbb{R}^2 \) and using the stereographic projection \( \Pi: S^2 \to \mathbb{R}^2 \) with respect to the north pole \( N = (1, 0, 0) \):
\[
y = \Pi(x) := \left( \frac{x_1}{1 - x_3}, \frac{x_2}{1 - x_3} \right),
\]
we can see that the surface \( S_1 = (B_R, e^{2V_{\lambda_1}}dy) \) is isometric to
\[
(B_{\lambda_1 R/\sqrt{8}}, e^{2V_1}dy) = \left( B_{\lambda_1 R/\sqrt{8}}, \frac{1}{(1 + |y|^2)^2}dy \right),
\]
which is isometric to a disc $C_1$ around the south pole. Similarly, the surface $S_2 = (B_R, e^{2V_1}dy)$ is isometric to
\[(B_{\lambda_2 R/\sqrt{8}}, e^{2V_1}dy) = (B_{\lambda_2 R/\sqrt{8}}, \frac{1}{(1 + |y|^2)^2}dy),\]
which is isometric to a disc $C_2$ around the south pole.

Using the Kelvin transformation $z = y/|y|^2$ and the fact $\lambda_1 \lambda_2 = \frac{8}{R}$, one can see that
\[(B_{\lambda_2 R/\sqrt{8}}, \frac{1}{(1 + |y|^2)^2}dy),\]
is isometric to
\[(\mathbb{R}^2 \setminus B_{\lambda_1 R/\sqrt{8}}, \frac{1}{(1 + |z|^2)^2}dz),\]
which is isometric to $S^2 \setminus C_1$. This implies that $S_1$ and $S_2$ are indeed isometric to two complimenting spherical caps on the unit sphere, and therefore their total areas are exactly $4\pi$.

We will prove the inequality (1.2) in a more general setting as follows.

**Theorem 1.1 (The Sphere Covering Inequality)** Let $\Omega$ be a simply-connected subset of $\mathbb{R}^2$ and assume $v_i \in C^2(\overline{\Omega})$, $i = 1, 2$ satisfy
\[\Delta v_i + e^{2v_i} = f_i(y), \tag{1.4}\]
where $f_2 \geq f_1 \geq 0$ in $\Omega$. If $v_2 \geq v_1, v_2 \not\equiv v_1$ in $\Omega$ and $v_2 = v_1$ on $\partial \Omega$, then
\[\int_{\Omega} e^{2v_1} + e^{2v_2} dy \geq 4\pi. \tag{1.5}\]
Moreover, the equality only holds when $f_2 \equiv f_1 \equiv 0$ and $(\Omega, e^{2v_i}dy), i = 1, 2$ are isometric to two complimenting spherical caps on the standard unit sphere.

For the simplicity of the equation, we may replace $2v$ by $u - \ln 2$ and consider
\[\Delta u + e^u = 0, \quad y \in \Omega,\]
Geometrically, this is equivalent to multiplying the conformal factor by $\sqrt{2}$ so the sphere in comparison has radius $\sqrt{2}$ and total area $8\pi$. Indeed Theorem 1.1 is equivalent to Theorem 3.1 in Section 3.

The Sphere Covering Inequality is closely related to the symmetry of solutions of elliptic equations with exponential nonlinearity in $\mathbb{R}^2$. To see the connection, consider the equation
\[\Delta w + e^w = f \geq 0 \quad \text{in} \quad \mathbb{R}^2, \tag{1.6}\]
and let $w$ be a classical solution with a critical point located at $P \in \mathbb{R}^2$. Assume that $f$ is evenly symmetric about a line passing through $P$. It follows from the Sphere Covering Inequality that if $\int_{\mathbb{R}^2} e^w dy < 16\pi$, then $u$ must be symmetric about the line. More precisely, suppose $P = (p, 0)$ and $f(y_1, y_2) = f(y_1, -y_2)$ in $\mathbb{R}^2$. Define $\bar{w}(y_1, y_2) = w(y_1, -y_2)$, and set $\bar{v} := w - \bar{w}$.
Then $\tilde{v}$ satisfies
\[ \Delta \tilde{v} + c \tilde{v} = 0, \]
where
\[ c = e^w - e^{\bar{w}}. \]
Suppose $\tilde{v} \not\equiv 0$. It follows from the Hopf’s lemma that the nodal line of $\tilde{v}$ divides a neighborhood of $P$ into at least four regions, and consequently there exist at least two simply-connected regions $\Omega_1, \Omega_2 \subset \mathbb{R}^2_+$ such that $\tilde{v} > 0$ in $\Omega_1$, $\tilde{v} < 0$ in $\Omega_2$, and $\tilde{v} = 0$ on $\partial \Omega_1 \cup \partial \Omega_2$. Therefore on each $\Omega_i$, $i = 1, 2$, the equation (1.6) has two distinct solutions, $w$ and $\bar{w}$, satisfying the assumptions of Theorem 3.1 which is an equivalent form of Theorem 1.1 for (1.6). Thus
\[ \int_{\mathbb{R}^2} e^w dy \geq \int_{\Omega_1} e^w + e^{\bar{w}} dy + \int_{\Omega_2} e^w + e^{\bar{w}} dy \geq 16\pi, \]
which is a contradiction and leads to the symmetry of $w$.

The above argument is at the core of the proof of the symmetry results in this paper, and consists of two main ingredients: the Sphere Covering Inequality and the nodal set analysis. The idea of using nodal sets to prove symmetry results for elliptic equations with exponential nonlinearity was used by Lin and others to obtain symmetry results for mean field equations in $\mathbb{R}^2$ and on $S^2$ and flat tori (see, e.g., [31], [33], [24], [5], etc). The key in their arguments is Proposition 3.2 in Section 3, which has a geometrical interpretation in terms of the extremal first eigenvalue (see Remark 3.4) and usually yields a lower bound of $2\pi$ for (1.4) instead of $4\pi$ in the Sphere Covering Inequality. Note that Proposition 3.2 may be regarded as a special limiting case of the Sphere Covering Inequality, although the geometric meaning of the Sphere Covering Inequality itself still remains unclear and worth further exploring. In this paper, the Sphere Covering Inequality will be used to solve several important open problems. Below we introduce some of the problems.

### 1.1 Best Constant in a Moser-Trudinger Type Inequality

Let $S^2$ be the unit sphere and for $u \in H^1(S^2)$ define
\[ J_\alpha(u) = \frac{\alpha}{4} \int_{S^2} |\nabla u|^2 d\omega + \int_{S^2} u d\omega - \log \int_{S^2} e^u d\omega, \quad (1.7) \]
where the volume form $d\omega$ is normalized so that $\int_{S^2} d\omega = 1$. The well-known Moser-Trudinger inequality [34] says that $J_\alpha$ is bounded below if and only if $\alpha \geq 1$. Onofri [35] showed that for $\alpha$ close to $1$ the best lower bound is equal to zero. On the other hand, Aubin [2] proved that if $J_\alpha$ is restricted to
\[ \mathcal{M} := \{ u \in H^1(S^2) : \int_{S^2} e^u x_i = 0, \quad i = 1, 2, 3 \}, \]
then for $\alpha \geq \frac{1}{2}$, $J_\alpha$ is bounded below and the infimum is attained in $\mathcal{M}$. In 1987 Chang and Yang [14], in their work on prescribing Gaussian curvature on $S^2$ (see also [15]), showed that for $\alpha$ close to $1$ the best constant again is equal to zero, and this led to the following conjecture.
Conjecture A. For $\alpha \geq \frac{1}{2}$

$$\inf_{u \in \mathcal{M}} J_\alpha(u) = 0.$$ 

In 1998, Feldman, Froese, Ghoussoub and the first author [23] proved that this conjecture is true for axially symmetric functions when $\alpha > \frac{16}{25} - \epsilon$. Later the first author and Wei [28], and independently Lin [32] proved Conjecture A for radially symmetric function, but the problem remained open for non-axially symmetric functions.

In [24] Ghoussoub and Lin, showed that Conjecture A holds true for $\alpha \geq \frac{2}{3} - \epsilon$, for some $\epsilon > 0$. See Chapter 19 in [25] for a complete history of the problem. In this paper, among other results, we will prove that Conjecture A is true.

**Theorem 1.2** For $\alpha \geq \frac{1}{2}$

$$\inf_{u \in \mathcal{M}} J_\alpha(u) = 0.$$ 

Indeed we apply Theorem 3.1 to show that the corresponding Euler-Lagrange equation

$$\frac{\alpha}{2} \Delta u + \frac{e^u}{\int_{S^2} e^u d\omega} - 1 = 0 \quad \text{on} \quad S^2$$

(1.8)

has only constant solutions.

### 1.2 A Mean Field Equation with singularity on $S^2$

Consider the mean field equation

$$\Delta_g u + \lambda \left( \frac{e^u}{\int_{S^2} e^u d\omega} - \frac{1}{4\pi} \right) = 4\pi (\delta(P) - \frac{1}{4\pi}) \quad \text{on} \quad S^2,$$

(1.9)

where $g$ is the standard metric on $S^2$ with the corresponding volume form $d\omega$, $\alpha > -1$, $\lambda > 0$, and $P \in S^2$. In [4], motivated by the study of vortices in self-dual gauge field theory, Bartolucci, Lin and Tarentello studied symmetry of solutions of (1.9) under the assumption

$$\lambda = 4\pi (3 + \alpha)$$

(1.10)

and showed that (1.9) admits a solution if and only if $\alpha \in (-1, 1)$. Then, via a new bubbling phenomenon, they proved that there exists $\delta > 0$ such that for $\alpha \in (1 - \delta, 1)$ the equation (1.9) admits a unique solution that is in addition is axially symmetric about the direction $\overrightarrow{OP}$, and proposed the following

**Conjecture B.** All solutions of (1.9)-(1.10) are axially symmetric about $\overrightarrow{OP}$ for every $\alpha \in (-1, 1)$.

In Section 5, we shall use the Sphere Covering Inequality to provide an affirmative answer to the above question. Indeed we will prove the following result.

**Theorem 1.3** For every $\alpha \in (-1, 1)$ equation (1.9)-(1.10) has a unique solutions that in addition is axially symmetric about $\overrightarrow{OP}$.
1.3 A Mean Field Equation for the Spherical Onsager Vortex

Consider the following equation

\[ \Delta_g u(x) + \frac{\exp(\alpha u(x) - \gamma \langle n, x \rangle)}{\int_{S^2} \exp(\alpha u(x) - \gamma \langle n, x \rangle) d\omega} - \frac{1}{4\pi} = 0 \text{ on } S^2, \]  

(1.11)

where $g$ is the standard metric on $S^2$ with the corresponding volume form $d\omega$, $\vec{n}$ is a unique vector in $\mathbb{R}^3$, $\alpha \geq 0$, and $\gamma \in \mathbb{R}$. Since $\gamma < 0$ can be changed to $-\gamma$ by replacing the north pole with the south pole, we only need to consider the case $\gamma \geq 0$. This equation is invariant up to adding a constant and we seek a normalized solution with

\[ \int_{S^2} u d\omega = 0. \]  

(1.12)

In [32], Lin showed that if $\alpha < 8\pi$, then for $\gamma \geq 0$ the equation (1.11) has a unique solution that in addition is axially symmetric with respect to $\vec{n}$. In this case the coefficient in the equation is decreasing and therefore the moving plane method applies (see (5.16)). He also conjectured the following

**Conjecture C.** Let $\gamma \geq 0$ and $\alpha \leq 16\pi$. Then every solution $u$ of (1.11) is axially symmetric with respect to $\vec{n}$.

In an attempt to prove this conjecture, in [31], C.S. Lin proved the following theorems for $\alpha > 8\pi$.

**Theorem A.** ([31]) For every $\gamma > 0$, there exists $\alpha_0 = \alpha_0(\gamma) > 8\pi$ such that, for $8\pi < \alpha \leq \alpha_0$, any solution $u$ of (1.11) is axially symmetric.

**Theorem B.** ([31]) Let $u_i$ be a solution of (1.11) with $\gamma = 0$ and $\alpha_i \to 16\pi$. Suppose $\lim_{i \to \infty} \sup u_i(x) = +\infty$. Then $u_i$ is axially symmetric with respect to some direction $\vec{n}_i$ in $\mathbb{R}^3$ for $i$ large enough.

In Section 5, we shall apply the Sphere Covering Theorem to prove the following result.

**Theorem 1.4** Suppose $8\pi \leq \alpha \leq 16\pi$ and

\[ 0 \leq \gamma \leq \frac{\alpha}{8\pi} - 1. \]  

(1.13)

Then every solution of (1.11) is axially symmetric with respect to $\vec{n}$. In particular if $\gamma = 0$ and $8\pi \leq \alpha \leq 16\pi$, then the trivial solution $u \equiv 0$ is the only solution of (1.11).

In all problems above and many others, there exists a critical number $8\pi$ for a quantity which may be interpreted as total area literally. In (1.7), the quantity is $4\pi/\alpha$, with $\alpha$ being a parameter; In (1.9), the quantity is $\lambda$; While in (1.11), the quantity is $\alpha$. Note that the parameter $\alpha$ has different meanings in these three equations which should be clear from the context. The work of Brezis and Merle [9] and Y.Y. Li [30] as well as others showed that
8\pi m, m \in N are values where solutions of these type of equations may lose compactness and blow-up phenomena may happen. The critical level 8\pi also separates two significantly different cases in terms of the coerciveness of associate functionals and the positiveness of linearized operators. A crucial tool is required to deal with the supercritical cases of many important problems in related research. The Sphere Covering Inequality provides exactly such a much needed tool. Besides the applications in this paper, other applications of the Sphere Covering Inequality will also be discussed in forthcoming papers [26] and [27].

The paper is organized as follows. In Section 2, we shall discuss some preliminary results about the classical Bol's inequality and prove a counterpart of Bol's inequality for radially symmetric functions which is needed for the proof of the Sphere Covering Inequality. In Section 3, we will prove the Sphere Covering Inequality. In Section 4, the Sphere Covering Inequality shall be applied to (1.7) to show the best constant. Finally, we will present a general symmetry result regarding Gaussian curvature equations on \( \mathbb{R}^2 \) which leads to optimal results for (1.9), (1.11) and others.

## 2 Bol’s Isoperimetric Inequality

Bol’s isoperimetric inequality plays a crucial role in the proof of our main results. In this section we present some preliminary results on Bol’s inequality that will be used in subsequent sections. First we recall the classical Bol’s isoperimetric inequality [3, 8, 38]:

**Proposition 2.1** Let \( \Omega \subset \mathbb{R}^2 \) be a simply-connected and assume \( u \in C^2(\Omega) \) satisfies

\[
\Delta u + e^u \geq 0 \quad \text{and} \quad \int_{\Omega} e^u \leq 8\pi.
\] (2.1)

Then for every \( \omega \Subset \Omega \) of class \( C^1 \) the following inequality holds

\[
\left( \int_{\partial \omega} e^{\frac{u}{2}} \right)^2 \geq \frac{1}{2} \left( \int_{\omega} e^u \right) \left( 8\pi - \int_{\omega} e^u \right).
\] (2.2)

We first show an example for which the equality in Bol’s inequality holds. For \( \lambda > 0 \), let define \( U_\lambda \) by

\[
U_\lambda := -2 \ln(1 + \frac{\lambda^2 |y|^2}{8}) + 2 \ln(\lambda).
\] (2.3)

Then

\[
\Delta U_\lambda + e^{U_\lambda} = 0,
\]

and

\[
\int_{B_r} e^{U_\lambda} dy = \frac{8\pi \lambda^2 r^2}{8 + \lambda^2 r^2},
\]

for all \( r > 0 \), where \( B_r \) denotes the ball of radius \( r \) centered at the origin in \( \mathbb{R}^2 \). One can check that

\[
\left( \int_{\partial B_r} e^{\frac{U_\lambda}{2}} \right)^2 = \frac{1}{2} \left( \int_{B_r} e^{U_\lambda} \right) \left( 8\pi - \int_{B_r} e^{U_\lambda} \right),
\]
for all $r > 0$ and $\lambda > 0$. Indeed, $e^{U_\lambda(y)}dy$ corresponds to the metric in a standard sphere with radius $\sqrt{2}$.

By examining the proof of Bol’s inequality (see, e.g., [38]), it can be seen that if the equality holds for some $\omega$ in (2.2), then $\Delta u + e^u = 0$ in $\omega$, and $e^{u(z)}dz = e^{U_\lambda(\xi)}d\xi$, where $z = g^{-1}(\xi)$ for some analytic function $g: \Omega \to B_R$, and $\lambda > 0$. More precisely, let us consider the case that $\omega = \Omega$ is simply-connected, and follow the arguments in [38] by considering the harmonic lifting $h$ of boundary value of $u$ in $\Omega$, i.e.,

$$\Delta h(z) = 0, \quad z \in \Omega; \quad h = u, \quad z \in \partial \Omega.$$ 

It is known that there is an analytic function $\xi = g(z)$ such that $e^h = |g'(z)|^2$. The equality in (2.2) implies that $g(\Omega) = B_R$ and $g(\partial \Omega) = g(\partial B_R)$ for some $R > 0$. Furthermore, letting

$$q(\xi) := e^u(g^{-1}(\xi)) |g'(g^{-1}(\xi))|^{-2},$$

we have $e^u(z)dz = q(\xi)d\xi$ and $q(\xi)$ is radially symmetric. Therefore $q(\xi) = e^{U_\lambda(\xi)}$ for some $\lambda > 0$. In general, if $\omega$ is not simply-connected, Bartolucci and Lin showed in [5] that strict inequality holds in (2.2). So the equality may hold only for simply-connected $\omega$. Note that if $\Omega$ is not simply-connected, Proposition 2.1 is not valid in general. Indeed, (2.2) does not hold for certain annulus regions as shown in [5].

For the proof of our main results, we shall need the following counterpart of the Bol’s inequality for radial functions. The proof is a modification of an argument by Suzuki [38] and we present it here for the sake of completeness.

**Proposition 2.2** Let $B_R$ be the ball of radius $R$ in $\mathbb{R}^2 \psi \in C^{0,1}(\overline{B_R})$ be a strictly decreasing, radial, Lipschitz function satisfying

$$\int_{\partial B_r} |\nabla \psi|ds \leq \int_{B_r} e^\psi dy \text{ a.e. } r \in (0, R), \text{ and } \int_{B_R} e^\psi \leq 8\pi. \quad (2.4)$$

Then the following inequality holds

$$\left( \int_{\partial B_R} e^{\frac{\psi}{2}} \right)^2 \geq \frac{1}{2} \left( \int_{B_R} e^\psi \right) \left( 8\pi - \int_{B_R} e^\psi \right). \quad (2.5)$$

Moreover if $\int_{\partial B_r} |\nabla \psi|ds \neq \int_{B_r} e^\psi dy$ in $(0, R)$, then the inequality in (2.2) is strict.

**Proof.** Let $\beta := \psi(R)$ and define

$$k(t) = \int_{\{\psi > t\}} e^\psi dy, \quad \text{and} \quad \mu(t) = \int_{\{\psi > t\}} dy,$$

for $t > \beta$. Then

$$-k'(t) = \int_{\{\psi = t\}} e^\psi |\nabla \psi| = -e^t \mu'(t), \text{ for a.e. } t > \beta.$$
Hence

\[-k(t)k'(t) \geq \int_{\{\psi = t\}} |\nabla \psi| \cdot \int_{\{\psi = t\}} \frac{e^\psi}{|\nabla \psi|} \]  

(2.6)

\[= (\int_{\{\psi = t\}} e^{\psi/2})^2 = e^t (\int_{\{\psi = t\}} ds)^2 \]

\[= 4\pi e^t \int_{\{\psi > t\}} dy = 4\pi e^t \mu (t), \text{ for a.e. } t > \beta.\]

Therefore

\[\frac{d}{dt}[e^t \mu(t) - k(t) + \frac{1}{8\pi} k^2(t)] = e^t \mu(t) + \frac{1}{4\pi} k'(t)k(t) \leq 0, \text{ for a.e. } t > \beta.\]

Integrating on $(\beta, \infty)$ we get

\[\left[e^t \mu(t) - k(t) + \frac{1}{8\pi} k^2(t)\right]_\beta^\infty = -\left(e^\beta \mu(\beta) - k(\beta) + \frac{1}{8\pi} k^2(\beta)\right) \leq 0. \]  

(2.7)

Now notice that

\[k(\beta) = \int_{B_R} e^\psi dy\]

and

\[e^\beta \mu(\beta) = e^\beta \int_{B_R} dy = \frac{1}{4\pi} e^\beta (\int_{\partial B_R} ds)^2 = \frac{1}{4\pi} (\int_{\partial B_R} e^\psi ds)^2.\]

Thus (2.5) follows from the inequality (2.7). Finally if \(\int_{\partial B_R} |\nabla \psi| ds \neq \int_{B_R} e^\psi \in (0, R)\), then the inequality (2.6) will be strict in a set with a positive measure in \(\{t > \beta\}\), and consequently (2.7) and (2.5) will also be strict. \(\Box\)

2.1 Rearrangement with respect to two measures

Let \(\Omega \subset \mathbb{R}^2\) and \(\lambda > 0\), and suppose that \(w \in C^2(\Omega)\) satisfies

\[\Delta w + e^w \geq 0.\]

Then any function \(\phi \in C^2(\Omega)\) can be equimeasurably rearranged with respect to the measures \(e^w dy\) and \(e^{U_\lambda} dy\) (see [3], [38], and [33]), where \(U_\lambda\) is defined in (2.3). More precisely, for \(t > \min_{y \in \Omega} \phi\) define

\[\Omega_t := \{\phi > t\} \subset \subset \Omega,\]

and define \(\Omega_t^*\) be the ball centered at the origin in \(\mathbb{R}^2\) such that

\[\int_{\Omega_t^*} e^{U_\lambda} dy = \int_{\Omega_t} e^w dy := a(t).\]
Then \(a(t)\) is a right-continuous function, and \(\phi^*: \Omega^* \to \mathbb{R}\) defined by \(\phi^*(y) := \sup\{t \in \mathbb{R} : y \in \Omega^*_t\}\) provides an equimeasurable rearrangement of \(\phi\) with respect to the measure \(e^w dy\) and \(e^{U_\lambda} dy\), i.e.

\[
\int_{\{\phi^* > t\}} e^{U_\lambda} dy \leq \int_{\{\phi > t\}} e^w dy, \quad \forall t > \min_{y \in \Omega} \phi. \tag{2.8}
\]

Let

\[
j(t) := \int_{\{\phi > t\}} |\nabla \phi|^2 dy, \quad j^*(t) := \int_{\{\phi^* > t\}} |\nabla \phi^*|^2 dy, \quad \forall t > \min_{y \in \Omega} \phi;
\]

\[
J(t) := \int_{\{\phi > t\}} |\nabla \phi| dy, \quad J^*(t) := \int_{\{\phi^* > t\}} |\nabla \phi^*| dy, \quad \forall t > \min_{y \in \Omega} \phi.
\]

It is easy to see that both \(j(t)\) and \(J(t)\) are absolutely continuous and decreasing in \(t > \min_{y \in \Omega} \phi\).

When \(\phi \equiv C\) on \(\partial \Omega\), it can be shown that

\[
\int_{\{\phi = t\}} |\nabla \phi| ds \geq \int_{\{\phi^* = t\}} |\nabla \phi^*| ds, \quad \text{for a.e. } t > \min_{y \in \Omega} \phi. \tag{2.9}
\]

Indeed it follows from Cauchy-Schwarz and Bol’s inequalities that

\[
\int_{\{\phi = t\}} |\nabla \phi| ds \geq \left( \int_{\{\phi = t\}} e^\pi \right)^2 \left( \int_{\{\phi = t\}} \frac{e^w}{|\nabla \phi|} \right)^{-1}
\]

\[
= \left( \int_{\{\phi = t\}} e^{\pi \over 2} \right)^2 \left( -\frac{d}{dt} \int_{\Omega_t} e^w \right)^{-1}
\]

\[
\geq \frac{1}{2} \left( \int_{\Omega_t^*} e^w \right)^2 \left( 8\pi - \int_{\Omega_t^*} e^w \right) \left( -\frac{d}{dt} \int_{\Omega_t} e^w \right)^{-1}
\]

\[
= \frac{1}{2} \left( \int_{\Omega_t^*} e^{U_\lambda} \right) \left( 8\pi - \int_{\Omega_t^*} e^{U_\lambda} \right) \left( -\frac{d}{dt} \int_{\Omega_t^*} e^{U_\lambda} \right)^{-1}
\]

\[
= \int_{\{\phi^* = t\}} |\nabla \phi^*| ds, \quad \text{for a.e. } t > \min_{y \in \Omega} \phi.
\]

It also follows that \(j^*(t), J^*(t)\) are absolutely continuous and decreasing in \(t > \min_{y \in \Omega} \phi\), since both functions are right-continuous by definition and

\[
0 \leq j^*(t) - j^*(t - 0) \leq j(t) - j(t - 0) = \int_{\{\phi = t\}} |\nabla \phi|^2 dy = 0, \quad t > \min_{y \in \Omega} \phi.
\]

\[
0 \leq J^*(t) - J^*(t - 0) \leq J(t) - J(t - 0) = \int_{\{\phi = t\}} |\nabla \phi| dy = 0, \quad t > \min_{y \in \Omega} \phi.
\]

Therefore we have the following proposition.

**Proposition 2.3** Let \(w \in C^2(\overline{\Omega})\) satisfy

\[
\Delta w + e^w \geq 0 \quad \text{in} \quad \Omega,
\]
and let $U_\lambda$ be given by (2.3). Suppose $\phi \in C^1(\overline{\Omega})$ and $\phi \equiv C$ on $\partial \Omega$. Define the equimeasurable symmetric rearrangement $\phi^*$ of $\phi$, with respect to the measures $e^{w_1}dy$ and $e^{U_\lambda}dy$, by (2.3). Then $j^*(t), J^*(t)$ are absolutely continuous and decreasing in $t > \min_{y \in \Omega} \phi$ and

$$\int_{\{\phi^* = t\}} |\nabla \phi^*| ds \leq \int_{\{\phi = t\}} |\nabla \phi| ds, \text{ for a.e. } t > \min_{y \in \Omega} \phi.$$

### 3 The Sphere Covering Inequality

The main objective of this section is to prove the following theorem.

**Theorem 3.1** Let $\Omega$ be a simply-connected subset of $\mathbb{R}^2$ and assume $w_i \in C^2(\overline{\Omega}), i = 1, 2$ satisfy

$$\Delta w_i + e^{w_i} = f_i(y), \tag{3.1}$$

where $f_2 \geq f_1 \geq 0$ in $\Omega$. If $w_2 \geq w_1, w_2 \neq w_1$ in $\Omega$ and $w_2 = w_1$ on $\partial \Omega$, then

$$\int_{\Omega} e^{w_1} + e^{w_2} dy \geq 8\pi. \tag{3.2}$$

Moreover, the equality only holds when $f_2 \equiv f_1 \equiv 0$ and there is an analytic function $\xi = g(y)$ such that $g(\Omega) = B_R$ and $g(\partial \Omega) = \partial B_R$ for some $R > 0$, and $e^{w_1}(y)dy = e^{U_{\lambda_1}}(\xi)d\xi, e^{w_2}(y)dy = e^{U_{\lambda_2}}(\xi)d\xi$ with $e^{U_{\lambda_1}}(R) = e^{U_{\lambda_2}}(R) = 1$.

**Remark 3.2** Note that if $f_1 \equiv f_2$, the condition $w_2 \geq w_1, w_2 \neq w_1$ in the theorem can just be replaced by $w_2 \neq w_1$, since there must be a simply connected subset $\omega$ of $\Omega$ such that $w_2 > w_1$ in $\omega$ and $w_2 = w_1$ on $\partial \omega$ after switching the indices. If $w_2 - w_1$ changes sign in $\Omega$, the inequality has indeed a lower bound as $16\pi$.

Before proving the above theorem, let us first show that Theorem 3.1 holds when $w_1, w_2$ are both radial. Choose $\lambda_2 > \lambda_1$ and let $U_{\lambda_1}, U_{\lambda_2}$ be given by (2.3). Suppose $U_{\lambda_1} = U_{\lambda_2}$ on $\partial B_R$ for some $R > 0$. Then

$$\frac{\lambda_1}{1 + \frac{\lambda_1^2 R^2}{8}} = \frac{\lambda_2}{1 + \frac{\lambda_2^2 R^2}{8}} = \kappa.$$

Hence $\lambda_1, \lambda_2$ are positive real roots of the quadratic equation

$$R^2 \lambda^2 + 8 = \frac{8}{\kappa} \lambda.$$

This implies $\kappa \leq 2/R^2$,

$$\lambda_1 + \lambda_2 = \frac{8}{\kappa R^2}, \text{ and } \lambda_1 \lambda_2 = \frac{8}{R^2}. \tag{3.3}$$

Direct computations yield

$$\int_{B_R} e^{U_{\lambda_1}} + e^{U_{\lambda_2}} dy = 8\pi \left( \frac{\lambda_1^2 R^2}{8 + \lambda_1^2 R^2} + \frac{\lambda_2^2 R^2}{8 + \lambda_2^2 R^2} \right)$$

$$= 8\pi \left( \frac{\lambda_1^2 R^2}{8\lambda_1} + \frac{\lambda_2^2 R^2}{8\lambda_2} \right) = 8\pi \left[ \frac{\kappa R^2}{8} (\lambda_1 + \lambda_2) \right]$$

$$= 8\pi.$$

Thus we have the following
Proposition 3.1 Let \( \lambda_2 > \lambda_1 \), and \( U_{\lambda_1} \) and \( U_{\lambda_2} \) be radial solutions of the equation 
\[
\Delta u + e^u = 0,
\]
defined in (2.3) with \( U_{\lambda_2} > U_{\lambda_1} \) in \( B_R \), and \( U_{\lambda_1} = U_{\lambda_2} \) on \( \partial B_R \), for some \( R > 0 \). Then 
\[
\int_{B_R} (e^{U_{\lambda_1}} + e^{U_{\lambda_2}}) dy = 8\pi.
\]

To understand the above inequality geometrically, we may scale the conformal factor by \( 1/2 \) and consider two surfaces \( S_1 \) and \( S_2 \) with constant Gaussian curvature 1 as follows
\[
S_1 = (B_R, e^{2V_{\lambda_1}} dy) \quad \text{and} \quad S_2 = (B_R, e^{2V_{\lambda_2}} dy).
\]
where \( 2V_{\lambda} = U_{\lambda} - \ln 2 \). Notice that the metrics \( g_i = e^{2V_{\lambda_i}} dy \) have the same conformal factor on \( \partial B_R \) and hence (3.3) holds and
\[
\kappa \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right) = \frac{\kappa(\lambda_1 + \lambda_2)}{\lambda_1 \lambda_2} = 1. \tag{3.4}
\]

Next we explain that areas of \( S_1 \) and \( S_2 \) are equal to the areas of two complimenting spherical caps on the unit sphere, and consequently the total area must be
\[
A_1 + A_2 = \int_{B_R} e^{2V_{\lambda_1}} dy + \int_{B_R} e^{2V_{\lambda_2}} dy = 4\pi.
\]
Indeed, we have
\[
\int_{B_R} e^{2V_{\lambda_i}} dy = \int_{B_R} \frac{\lambda_i^2}{2(1 + \frac{\lambda_i^2 |x|^2}{8})} dy = \int_{B_{\lambda_iR}/\sqrt{8}} \frac{4}{(1 + |x|^2)} dy, \quad i = 1, 2.
\]

Hence by the stereographic projection, \( A_i \) is equal to the area of the spherical cap \( C_i \) of the unit sphere that lies below the plane
\[
z = z_i := \frac{\lambda_i^2 R^2}{8} - 1 = \frac{\lambda_i - 1}{\frac{\lambda_i}{\kappa}} = 1 - \frac{2\kappa}{\lambda_i}, \quad i = 1, 2.
\]
It follows from (3.4) that \( z_1 < 0 \) while \( z_2 > 0 \). Moreover
\[
|z_i| = \frac{2\kappa}{\lambda_i} - 1 = 1 - \frac{2\kappa}{\lambda_2} = z_2, \quad i = 1, 2.
\]
Thus \( C_1 \) and \( C_2 \) are two complimenting spherical caps on the unit sphere. Note that the area of the smaller cap \( C_1 \) can be arbitrarily close to 0 or \( 2\pi \).

The following lemma will play a key role in the proof of Theorem 3.1
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Lemma 3.3 Assume that $\psi \in C^{0,1}(\overline{B_R})$ is a strictly decreasing, radial, Lipschitz function, and satisfies
\begin{equation}
\int_{\partial B_r} |\nabla \psi| \leq \int_{B_r} e^\psi \tag{3.5}
\end{equation}
a.e. $r \in (0, R)$ and $\psi = U_{\lambda_2} = U_{\lambda_1}$ for some $\lambda_2 > \lambda_1$ on $\partial B_R$, and $R > 0$. Then there holds
\begin{equation}
\text{either } \int_{B_R} e^\psi \leq \int_{B_R} e^{U_{\lambda_1}} \quad \text{or} \quad \int_{B_R} e^\psi \geq \int_{B_R} e^{U_{\lambda_2}}. \tag{3.6}
\end{equation}
Moreover if the inequality in (3.5) is strict in a set with positive measure in $(0, R)$, then the inequalities in (3.6) are also strict.

**Proof.** Let $m_1 := \int_{B_R} e^{U_{\lambda_1}}$, $m_2 := \int_{B_R} e^{U_{\lambda_2}}$, and $m := \int_{B_R} e^\psi$. Also define
\[ \beta := \left( \int_{\partial B_R} e^{\frac{\psi}{2}} \right)^2 = \left( \int_{\partial B_R} e^{\frac{U_{\lambda_1}}{2}} \right)^2 = \left( \int_{\partial B_R} e^{\frac{U_{\lambda_2}}{2}} \right)^2. \]
It follows from Proposition 2.2 that
\[ \beta \geq \frac{1}{2} m (8\pi - m). \]
On the other hand,
\[ \beta = \frac{1}{2} m_1 (8\pi - m_1) = \frac{1}{2} m_2 (8\pi - m_2). \]
Hence $m_1$ and $m_2$ are roots of the quadratic equation
\[ x^2 - 8\pi x + 2\beta = 0. \]
Since $m$ satisfies
\[ m^2 - 8\pi m + 2\beta \geq 0, \]
we have
\[ \text{either } m \leq m_1 \quad \text{or} \quad m \geq m_2. \]
Equality holds only when the equality in (3.5) holds for a.e. $r \in (0, R)$. This completes the proof. \[\square\]

Now we are ready to prove Theorem 3.1

**Proof of Theorem 3.1.** Suppose $w_1$ and $w_2$ satisfy the assumptions of Theorem 3.1. Then
\[ \Delta (w_2 - w_1) + e^{w_2} - e^{w_1} = f_2 - f_1 \geq 0. \]
Now we can choose $\lambda_2 > \lambda_1$ such that $U_{\lambda_1}$ and $U_{\lambda_2}$ are as described in Proposition 3.1 and
\begin{equation}
\int_{\Omega} e^{w_1} = \int_{B_1} e^{U_{\lambda_1}}. \tag{3.7}
\end{equation}
Let \( \varphi \) be the symmetrization of \( w_2 - w_1 \) with respect to the measures \( e^{w_1} dy \) and \( e^{U_{\lambda_1}} dy \). Then by Proposition 2.3,

\[
\int_{\{\varphi = t\}} |\nabla \varphi| \leq \int_{\{w_2 - w_1 = t\}} |\nabla (w_2 - w_1)| \leq \int_{\Omega} (e^{w_2} - e^{w_1}) = \int_{\{\varphi > t\}} e^{U_{\lambda_1} + \varphi} - \int_{\{\varphi > t\}} e^{U_{\lambda_1}} = \int_{\{\varphi > t\}} e^{U_{\lambda_1} + \varphi} - \int_{\{\varphi = t\}} |\nabla U_{\lambda_1}|, \quad \text{for a.e. } t > 0.
\]

Hence

\[
\int_{\{\varphi = t\}} |\nabla (U_{\lambda_1} + \varphi)| \leq \int_{\{\varphi > t\}} e^{(U_{\lambda_1} + \varphi)}, \quad \text{for a.e. } t > 0. \tag{3.8}
\]

Since \( \varphi \geq 0 \) is decreasing in \( r \), \( \psi := U_{\lambda_1} + \varphi \) is a strictly decreasing function, and

\[
\int_{\partial B_r} |\nabla \psi| \leq \int_{B_r} e^{\psi} dy, \quad \text{a.e. } r \in (0, 1), \tag{3.9}
\]

by Proposition 2.3 and the above inequality we know that \( \psi \) belongs to \( C^{0,1}(B_R) \). It follows from Lemma 3.3 that

\[
\int_{B_1} e^{\psi} dy = \int_{B_1} e^{U_{\lambda_1} + \varphi} dy \geq \int_{B_1} e^{U_{\lambda_2}}.
\]

Hence

\[
\int_{B_1} e^{w_1} + e^{w_2} dy = \int_{B_1} (e^{U_{\lambda_1}} + e^{U_{\lambda_1} + \varphi}) dy \geq \int_{B_1} e^{U_{\lambda_1}} + e^{U_{\lambda_2}} dy = 8\pi.
\]

Moreover, it is clear that if the equality holds, then \( f_2 \equiv f_1 \) and the equality in (3.9) holds for all \( r > 0 \). This leads to the equality in Bol’s inequality for \( w_2 \) in \( \Omega \), therefore \( f_2 \equiv 0 \) and there is an analytic function \( \xi = g(y) \) such that \( g(\Omega) = B_R \) and \( g(\partial \Omega) = \partial B_R \) for some \( R > 0 \) and \( e^{w_1(y)} dy = e^{U_{\lambda_1}(\xi)} d\xi \). Furthermore, \( \psi = U_{\lambda_1} + \varphi \equiv U_{\lambda_2}(\xi) \). This proof is complete. \( \square \)

Note that the following consequence of Bol’s inequality and the equimeasurable symmetric rearrangement (see Lemma 3.1 in [24] or Proposition 3.3 in [33] for a proof) may be regarded as a limiting case of the Sphere Covering Inequality.

**Proposition 3.2** Let \( \Omega \subset \mathbb{R}^2 \) be a simply-connected domain and assume that \( w \in C^2(\overline{\Omega}) \) satisfies \( \Delta w + e^w \geq 0 \) in \( \overline{\Omega} \) and \( \int_{\Omega} e^w \leq 8\pi \). Consider an open set \( \omega \subset \Omega \) and define the first eigenvalue of the operator \( \Delta + e^w \) in \( H^1_0(\omega) \) by

\[
\lambda_{1,w}(\omega) := \inf_{\phi \in H^1_0(\omega)} \left\{ \int_{\omega} |\nabla \phi|^2 - \int_{\omega} \phi^2 e^w \right\} \leq 0.
\]

Then \( \int_{\Omega} e^w \geq 4\pi \) if \( \lambda_{1,w}(\Omega) \leq 0 \).
Suppose that $w^k_1, w^k_2$ are solutions of (3.1) with $f^k_1, f^k_2$ in $\Omega_k$, $k = 1, 2, \cdots$ and the conditions of Theorem 3.1 hold for each $k$ large. Further assume that $\Omega_k \to \Omega$ in $C^2$, $w^k_i \to w$ in $C^2$, $f^k_i \to f_i$ in $C^0$, $i = 1, 2$ as $k \to \infty$. Then $w$ satisfies the condition in Proposition 3.2 and the Sphere Covering Inequality gives the same conclusion as Proposition 3.2.

**Remark 3.4** It can be seen from its proof that Proposition 3.2 has a geometrical interpretation as follows: Given a simply connected region $\omega$ on a surface with Gaussian curvature less than $1/2$, if the first eigenvalue of Laplacian in $\omega$ with zero Dirichlet boundary condition 

$$
\lambda_1(\omega) := \inf_{\phi \in H^1_0(\omega)} \frac{\int_{\omega} |\nabla \phi|^2}{\int_{\omega} \phi^2 e^w} \leq 1,
$$

then the area of $\omega$ must be bigger than or equal to $4\pi$, which is the area of a hemisphere with Gaussian curvature $1/2$. Note that such a hemisphere has first eigenvalue equal to $1$ as the height function from the boundary equator of the hemisphere is the first eigenfunction. In other words, Proposition 3.2 is an immediate consequence of the extremal eigenvalue theorem which says that a geodesic disc on the sphere achieves the smallest first eigenvalue of Laplacian among all surfaces with the same area and the same Gaussian curvature upper bound. It would be very interesting to see if there is a simple but deep geometric explanation of Theorem 3.1.

## 4 Best Constant in a Moser-Trudinger Type Inequality

Let us consider the functional $J_\alpha(u)$ defined in (1.7) in

$$
\mathcal{M} := \{u \in H^1(S^2) : \int_{S^2} e^u x_j = 0 \text{ for } j = 1, 2, 3\}.
$$

In this section we shall prove that $\inf_{u \in \mathcal{M}} J_\alpha(u) = 0$ for $\alpha \geq \frac{1}{2}$. Critical points of $J_\alpha(u)$, up to an additive constant, satisfy

$$
\frac{\alpha}{2} \Delta u + e^u - 1 = 0 \text{ on } S^2. \tag{4.1}
$$

Following [24], let $\Pi$ be the stereographic projection $S^2 \to \mathbb{R}^2$ with respect to the north pole $N = (1, 0, 0)$:

$$
\Pi := \left( \frac{x_1}{1 - x_3}, \frac{x_2}{1 - x_3} \right).
$$

Suppose $u$ is a solution of (4.1), and let

$$
\bar{u}(y) := u(\Pi^{-1}(y)) \text{ for } y \in \mathbb{R}^2.
$$

Then $\bar{u}$ satisfies

$$
\Delta \bar{u} + \frac{8}{\alpha(1 + |y|^2)^2}(e^{\bar{u}} - 1) = 0 \text{ in } \mathbb{R}^2. \tag{4.2}
$$
Now if we let
\[ v = \bar{u} - \frac{2}{\alpha} \ln(1 + |y|^2) + \ln\left(\frac{8}{\alpha}\right), \]  
(4.3)
then \( v \) satisfies
\[ \Delta v + (1 + |y|^2)^{2(\frac{1}{\alpha} - 1)} e^v = 0 \text{ in } \mathbb{R}^2, \]  
(4.4)
and
\[ \int_{\mathbb{R}^2} (1 + |y|^2)^{2(\frac{1}{\alpha} - 1)} e^v \, dy = \frac{8\pi}{\alpha}. \]  
(4.5)

### 4.1 Uniqueness of Axially Symmetric Solutions

For the convenience of the reader, we first use a new method to prove Conjecture A for axially symmetric functions, which was originally proven in [28] and [32].

**Lemma 4.1** Let \( \alpha \geq \frac{1}{2} \) and \( u \in \mathcal{M} \) be a solution of (4.1). If \( u \) is axially symmetric, then \( u \equiv 0 \).

**Proof.** We may assume that \( u \) is symmetric about \( x_3 \)-axis, i.e. \( u = g(x_3), \, x_3 \in [-1, 1] \). Since \( \int_{S^2} e^u x_3 \, d\omega = 0 \), \( g \) could not be monotone in \( x_3 \) unless it is identically equal to a constant \( C \). Therefore, if \( u \not\equiv C \), then it must take either its absolute minimum or absolute maximum at some point \( x_3^0 \in (-1, 1) \). Without loss of generality we can assume \( x_3^0 \geq 0 \) and \( g(x_3^0) = \max_{[-1,1]} g(x_3) \). Now choose some point \( p = (0, x_2^p, x_3^p) \in S^2 \) with \( x_3^0 < x_3^p < 1 \) and let \( u_p(x) = u(R^{-1}(x)) \) for some \( R \in SO(3) \) with \( R(p) = (0, 0, 1) \). Define \( \bar{u}_p = u_p(\Pi^{-1}) \) and let
\[ \bar{v}_p = \bar{u}_p - \frac{2}{\alpha} \ln(1 + |y|^2) + \ln\left(\frac{8}{\alpha}\right). \]
the \( \bar{v}_p \) satisfies (4.4) and (4.3). Now let
\[ \varphi_p(y) := y_2^p \frac{\partial v_p}{\partial y_1} - y_1 \frac{\partial v_p}{\partial y_2}. \]
Note that the set of critical points of \( \bar{u}_p \) contains a closed simple curve \( C \subset \mathbb{R}^2 \) which contains the origin in its interior, and \( \bar{u}_p \) takes its absolute maximum on \( C \). On the other hand \( v_p \) and \( \varphi_p \) are evenly symmetric about \( y_1 \)-axis, therefore
\[ C \cup \{ y = (y_1, 0) : y \in \mathbb{R}^2 \} \subset \varphi_p^{-1}(0). \]
Hence \( \varphi_p^{-1}(0) \) divides \( \mathbb{R}^2 \) into at least four simply-connected regions \( \Omega_i, \, i = 1, 2, 3, 4 \). Now let \( w_p := \ln((1 + |y|^2)^{2(\frac{1}{\alpha} - 1)} e^{v_p}) \). Then \( w_p \) satisfies
\[ \Delta w_p + e^{w_p} = \frac{8(\frac{1}{\alpha} - 1)}{(1 + |y|^2)^2} > 0 \text{ in } \mathbb{R}^2. \]
On the other hand \( \varphi_p \) satisfies
\[ \Delta \varphi_p + e^{w_p} \varphi_p = 0 \text{ in } \mathbb{R}^2. \]
Thus it follows from (3.2) that
\[ \frac{8\pi}{\alpha} = \int_{\mathbb{R}^2} (1 + |y|^2)^2(\frac{1}{\alpha}-1)e^{v_y}dy = \sum_{i=1}^{4} \int_{\Omega_i} e^{u_y} > 4\pi = 16\pi. \]
This implies \( \alpha < \frac{1}{2} \) which is a contradiction. Therefore \( \varphi_p \equiv 0 \) and consequently \( u \) is also axially symmetric about the line passing through \( p \) and the origin. Since \( p \neq (0,0,1) \), \( u \) must be identically equal to a constant, and therefore must be zero. \( \square \)

Next we prove that if \( u \) is evenly symmetric about a plane passing through the origin, then \( u \) is axially symmetric. Note that this result was remarked by Ghoussoub and Lin [24], we provide the details here since it is needed in the proof of the main result.

**Lemma 4.2** Let \( \alpha \geq \frac{1}{2} \) and \( u \) be a solution of (4.1). If \( u \) is evenly symmetric about a plane passing through the origin, then \( u \) is axially symmetric.

**Proof.** The proof is similar to the proof of Lemma 4.1. We may assume that \( u \) is evenly symmetric about \( x_1x_3 \)-plane. Let \( u_0 \) be the restriction of \( u \) to \( \{ x \in S^2 : x_2 = 0 \} \) and assume that \( p \in S^2 \) is a maximum point of \( u_0 \). Since \( u \) is symmetric about \( x_1x_3 \)-plane, \( p \) is also a critical point of \( u \) on \( S^2 \). Without loss of generality we may assume \( p = (0,0,-1) \). We claim that
\[ \varphi(y_1, y_2) = y_2 \frac{\partial v}{\partial y_1} - y_1 \frac{\partial v}{\partial y_2} \equiv 0, \]
where \( v \) is defined by (4.3). Suppose \( \varphi \not\equiv 0 \). Since \( v \) has a critical point at the origin, the nodal line of \( \varphi \) divides a neighborhood of the origin into at least four regions. On the other hand \( \varphi \) is symmetric with respect to \( y_1 \)-axis and the nodal line of \( \varphi \) contains the \( y_1 \)-axis. Therefore the nodal line of \( \varphi \) divides \( \mathbb{R}^2 \) into at least 4 simply-connected regions \( \Omega_i \), \( i = 1, 2, 3, 4 \). As before, we can show that \( \varphi \equiv 0 \) and consequently \( u \) is axially symmetric about the line passing through \( p \) and the origin. \( \square \)

### 4.2 The General Case

We shall prove the even symmetry of a solution to (4.1).

**Theorem 4.3** Let \( \alpha \geq \frac{1}{2} \) and assume \( u \) be a solution of (4.1). Then \( u \) is evenly symmetric about any plane passing through the origin and a critical point of \( u \). Therefore \( u \) must be axially symmetric and consequently \( u \equiv 0 \).

**Proof.** Without loss of generality we may assume that \( (1,0,0) \) is a critical point of \( u \), and that \( u \) is not symmetric about \( x_1x_2 \)-plane. To finish the proof, it is enough to prove that \( u \) is symmetric about the \( x_1x_2 \)-plane. Define \( u^*(x_1, x_2, x_3) := u(x_1, x_2, -x_3) \) and \( \hat{u}(x) = u(x) - u^*(x) \). Notice that \( \hat{u}(x_1, x_2, 0) = 0 \), for all \( (x_1, x_2, 0) \in S^2 \). Then \( \hat{u} \) satisfies
\[ \frac{\alpha}{2} \Delta \hat{u} + c(x)\hat{u} = 0, \quad \text{on} \ S^2, \quad (4.6) \]
where

\[ c(x) := \frac{e^u - e^{u^*}}{u - u^*}. \]

Since \((1,0,0)\) is a critical point of \(u\), it follows from the Hopf’s lemma that \(u\) must change sign in \(S^+ := \{(x) \in S^2 : x_3 > 0\}\). Therefore the nodal line of \(\tilde{u}\) divides \(S^+\) into at least two simply-connected regions and there exists \(S^+_+, S^+_+ \subset S^+\) such that \(u = u^*\) on \(\partial(S^+_+ \cup S^+_-)\), \(u > u^*\) on \(S^+_+\) and \(u < u^*\) on \(S^+_-\).

Define \(S^+_-, S^-_+\) to be the reflections of \(S^+_+, S^+_+\) with respect to the \(x_1x_2\)-plane. Then we also have \(u = u^*\) on \(\partial(S^+_+ \cup S^-_-)\), \(u < u^*\) on \(S^+_-\) and \(u > u^*\) on \(S^-_+\).

Let \(\Omega_1, \Omega_2, \Omega_3, \Omega_4 \subset \mathbb{R}^2\) be the images of \(S^+, S^+_+, S^+_-, S^+_+ \subset S^2\) under the stereographic projection, respectively. Define \(v_1, v_2\) as follows

\[ v_1(y) = u((\Pi^{-1}(y)) - 2 \frac{2}{\alpha} \ln(1 + |y|^2) + \ln(\frac{8}{\alpha}) \]

and

\[ v_2(y) = u^*(\Pi^{-1}(y)) - \frac{2}{\alpha} \ln(1 + |y|^2) + \ln(\frac{8}{\alpha}). \]

Then \(v_1\) and \(v_2\) both satisfy \(4.4\) and \(w_i\) defined by

\[ w_i := \ln((1 + |y|^2)^{(\frac{1}{\alpha} - 1)}e^{v_i}) \]

satisfies

\[ \Delta w_i + e^{w_i} = \frac{8(\frac{1}{\alpha} - 1)}{(1 + |y|^2)^2} \geq 0 \text{ in } \mathbb{R}^2, \ i = 1, 2. \]

Moreover \(w_1 = w_2\) on \(\partial \Omega_i, \ i = 1, 2, 3, 4\). Applying the Sphere Covering Inequality (Theorem 3.1) on \(\partial \Omega_i, \ i = 1, 2, 3, 4\), we obtain that

\[ 2 \times \frac{8\pi}{\alpha} = \int_{\mathbb{R}^2} (1 + |y|^2)^{(\frac{2}{\alpha} - 1)}e^{v_1} dy + \int_{\mathbb{R}^2} (1 + |y|^2)^{(\frac{2}{\alpha} - 1)}e^{v_2} dy \]

\[ \geq \sum_{i=1}^{4} \int_{\Omega_i} e^{w_1} + e^{w_2} dy > 4 \times 8\pi. \]

Hence \(\alpha < \frac{1}{2}\) which is a contradiction. Thus \(u\) is evenly symmetric about the \(x_1x_2\)-plane and the proof is complete.

5 Radial Symmetry of Solutions in \(\mathbb{R}^2\)

In this section, we shall consider solutions to a general class of equations in \(\mathbb{R}^2\) and prove radial symmetry of the solutions. Assume \(u \in C^2(\mathbb{R}^2)\) satisfies

\[ \Delta u + k(|y|)e^u = 0 \text{ in } \mathbb{R}^2, \]

(5.1)
and
\[ \frac{1}{2\pi} \int_{\mathbb{R}^2} k(|y|)e^u \, dy = \beta \leq 8, \]  
(5.2)
where \( K(y) = k(|y|) \in C^2(\mathbb{R}^2) \) is a non constant positive function satisfying
\[
(K1) \quad \Delta \ln(k(|y|)) \geq 0, \quad y \in \mathbb{R}^2 \\
(K2) \quad k(|y|) \leq C(1 + |y|)^m, \quad y \in \mathbb{R}^2 
\]
for some constant \( C, m > 0 \). It is easy to see that \((K1)\) implies that both \( k(r) \) and \( \frac{r k'(r)}{k(r)} \) are nondecreasing. Let
\[ 2l = \lim_{r \to \infty} \frac{r k'(r)}{k(r)}. \]
From \((K2)\) we know that \( 0 \leq 2l \leq m \) and hence for any \( \epsilon > 0 \) there exists a positive constant \( C_\epsilon > 0 \) such that
\[ C_\epsilon (1 + |y|^2)^{l-\epsilon} \leq k(|y|) \leq C(1 + |y|^2)^l, \quad y \in \mathbb{R}^2. \]
Without loss of generality we may assume that \( m = 2l \). Then it follows from Theorem 1.1 in [20] that
\[ \beta \geq 2l + 2. \]
Following [24] and using Pohazaev identity, we can obtain the following result.

**Proposition 5.1** Suppose \( u \) is a solution to \((5.1)-(5.2)\), where \((K1)-(K2)\) hold with \( m = 2l \). Then, if \( \beta > 2l + 2 \), there holds
\[ 4 < \beta < 4l + 4. \]  
(5.3)

**Proof.** By Theorem 1.1 in [20], we have
\[ u(y) = -\beta \ln(|y|) + C + O(|y|^{-\gamma}) \]  
(5.4)
for some constants \( C \) and \( \gamma > 0 \) as \( x \to \infty \), if \( \beta > 2l + 2 \). Also if \( \beta = 2l + 2 \), then for any \( \epsilon > 0 \) there exists \( R(\epsilon) > 0 \) such that
\[ -\beta \ln(|y|) - C \leq u(y) \leq (\epsilon - \beta) \ln(|y|), \quad |y| \geq R(\epsilon) \]
for some constant \( C \). On the other hand, it is easy to see that when \( \beta > 2l + 2 \), we have
\[ \nabla u = (-\beta + o(1)) \frac{x}{|y|^2}, \quad \text{as} \ y \to \infty. \]

Multiplying \((5.1)\) by \( y \cdot \nabla u \) and integrating by parts on \( B_R = \{ y : |y| \leq R \} \), we obtain
\[
\int_{\partial B_R} (y \cdot \nabla u) \frac{\partial u}{\partial \nu} \, ds - \frac{1}{2} \int_{\partial B_R} (y \cdot \nu) |\nabla u|^2 \, ds = - \int_{B_R} k(|y|)y \cdot \nabla e^u \, dy \\
= \int_{B_R} (2k(|y|) + k'(|y|)|y|) e^u \, dy - \int_{\partial B_R} (y \cdot \nu) k(|y|) e^u \, ds.
\]
Letting \( R \to \infty \) and using \((5.4)\), we obtain that
\[ \int_{\mathbb{R}^2} (2k(|y|) + k'(|y|)|y|) e^u \, dy = \pi \beta^2. \]
Hence we derive (5.3) from
\[ 2k(|y|) \leq 2k(|y|) + k'(|y|)|y| \leq (2l + 2)k(|y|), \quad y \in \mathbb{R}^2, \]
and the fact that equality holds in the above inequalities only when \( l = 0 \) and \( k \) equals to a constant. Note that by our assumptions, \( k(|y|) = |y|^{2l} \) is not allowed for \( l > 0 \) since \( k(0) = 0 \) in this case, nor is \( k \) allowed to be equal to a positive constant. The proof is complete. \( \square \)

**Remark 5.1** In all applications considered in this paper, it holds that \( \beta > 2l + 2 \). We wonder if \( \beta > 2l + 2 \) is always true for all solutions to (5.1) - (5.2) under the general conditions (K1) – (K2).

It is shown in \([32]\) that

**Proposition 5.2** If \( 0 < l \leq 1 \), then there exists a radially symmetric solution \( u_\beta \) to (5.1) if and only if \( \beta \in (4, 4l + 4) \). The radial solution is also unique in this case. Also If \( l > 1 \) and \( \beta \in (4l, 4l + 4) \), then there exists a unique radially symmetric solution \( u_\beta \) to (5.1).

Now we are ready to prove the following general theorem.

**Theorem 5.2** Assume that \( K(y) = k(|y|) > 0 \) satisfies (K1) – (K2), and \( u \) is a solution to (5.1) - (5.2) with \( 2l + 2 < \beta \leq 8 \). Then \( u \) must be radially symmetric.

**Proof.** Since \( \lim_{|y| \to \infty} u(y) = -\infty \), \( u \) has a maximum point \( p \in \mathbb{R}^2 \). We first prove that \( u \) is even symmetric about the line passing through the origin and \( p \). In particular if \( p = (0,0) \), then the following argument guarantees that \( u \) is even symmetric about any line passing through the origin and hence \( u \) must be radially symmetric. Without loss of generality we may assume that \( p \) lies on \( y_1 \)-axis. Define
\[ v(y_1, y_2) = u(y_1, y_2) - u(y_1, -y_2). \quad (5.5) \]
Suppose \( v \neq 0 \). Then the nodal line of \( v \), \( v^{-1}(0) \), contains the \( y_1 \)-axis. On the other hand since the critical point \( p \) lies on \( y_1 \)-axis, the nodal line of \( v \) divides every small neighborhood of \( p \) into at least four regions. Therefore the nodal line of \( v \) divides \( \mathbb{R}^2 \) into at least four simply-connected regions \( \Omega_i, \ i = 1, 2, 3, 4 \). Now notice that on each \( \Omega_i \) the equation
\[ \Delta u + k(|y|)e^u = 0 \quad y \in \Omega_i \]
has two solutions \( u_1^i(y_1, y_2) = u(y_1, y_2) \) and \( u_2^i(y_1, y_2) = u(y_1, -y_2) \) with \( u_1^i|_{\partial \Omega} = u_2^i|_{\partial \Omega} \). Define \( w := u + \ln(k(|y|)) \). Then \( w \) satisfies
\[ \Delta w + e^w = \Delta (\ln(k(|y|))) \geq 0. \quad (5.6) \]
Thus on each \( \Omega_i \), the above equation has two solutions \( w_1^i, w_2^i \) with \( w_1^i|_{\partial \Omega} = w_2^i|_{\partial \Omega}, \ i = 1, 2, 3, 4 \). Hence it follows from Theorem [3.1] that
\[
4\pi \beta = 2\int_{\mathbb{R}^2} k(|y|)e^u dy = \int_{\mathbb{R}^2} k(|y|)e^{u(y_1, y_2)} dy + \int_{\mathbb{R}^2} k(|y|)e^{u(y_1, -y_2)} dy \\
\geq \sum_{i=1}^{4} \int_{\Omega_i} e^{w_1} + e^{w_2} dy > 4 \times 8\pi = 32\pi.
\]
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Consequently $\beta > 8$ which is a contradiction, and therefore $u$ is evenly symmetric about the $y_1$-axis.

Next we shall prove that $u$ is indeed axially symmetric. Let $\phi = y_2 \cdot u_{y_1} - y_1 \cdot u_{y_2}$. Then $\phi$ satisfies

$$\Delta \phi + K(y)e^u \phi = 0, \quad y \in \mathbb{R}^2. \tag{5.7}$$

On the other hand, $u_{y_2}$ satisfies

$$\Delta u_{y_2} + K(y)e^u u_{y_2} = -y_2 \frac{k'(|y|)}{|y|} e^u, \quad y \in \mathbb{R}^2. \tag{5.8}$$

Note that both $u_{y_2}$ and $\phi$ are odd function in $y_2$. Let us multiply equation (5.7) by $u_{y_2}$ and equation (5.8) by $\phi$ and subtract. Then, integrating the resulting equation in $B_R^+ = \{y : y_2 > 0, |y| \leq R\}$, we obtain

$$\int_{\partial B_R^+} \phi \partial u_{y_2} \frac{\partial v}{\partial \nu} - u_{y_2} \partial \phi \frac{\partial v}{\partial \nu} ds = - \int_{B_R^+} y_2 \frac{k'(|y|)}{|y|} e^u \phi.$$

Applying the standard Schauder estimates for the elliptic equation satisfied by $u + \beta \ln(|y|)$ and using the fact that $\beta > 2l + 2$, we obtain

$$|\nabla u(y)| \leq \frac{C}{|y|}, \quad |\nabla^2 u(y)| \leq \frac{C}{|y|^2}, \quad |y| > 1$$

for some constant $C$. Letting $R \to \infty$, we derive

$$\int_{\mathbb{R}^2^+} y_2 \frac{k'(|y|)}{|y|} e^u \phi dy = 0.$$

We claim that $\phi \equiv 0$ in $\mathbb{R}^2$. Assume the contrary. Since $y_2 \frac{k'(|y|)}{|y|} e^u > 0$ in $\mathbb{R}^2^+$, there exist at least two regions $\Omega_1, \Omega_2 \subset \mathbb{R}^2^+$ such that $\phi > 0$ in $\Omega_1$ and $\phi < 0$ in $\Omega_2$ and $\phi = 0$ on $\partial \Omega_i, i = 1, 2$. Applying Proposition 3.2 to $\Omega_i, i = 1, 2$, we conclude that

$$\int_{\mathbb{R}^2^+} k(|y|) e^u dy \geq \int_{\Omega_1} e^u dy + \int_{\Omega_1} e^u dy > 8\pi,$$

and therefore $\beta > 8$. This contradiction shows $\phi \equiv 0$ in $\mathbb{R}^2$, and hence $u(y)$ is radially symmetric. \(\square\)

Now we consider several special cases of the equation (5.1)-(5.2). First, if $K(y) = (1 + |y|^2)^l$ for some $l \geq 0$, then the equations (5.1)-(5.2) read as

$$\Delta v + (1 + |y|^2)^l e^v = 0 \quad \text{in} \quad \mathbb{R}^2, \tag{5.9}$$

and

$$\frac{1}{2\pi} \int_{\mathbb{R}^2} (1 + |y|^2)^l e^v dy = \beta. \tag{5.10}$$
The following result is conjectured in [24].

**Conjecture D.** For $0 < l \leq 2$ and $\beta = (2l + 4)$, solutions to (5.9)- (5.10) must be radially symmetric.

For $-2 < l \leq 0$, the radial symmetry of solutions to (5.9)-(5.10) was shown in [18] and [16] by the moving plane method; while for $l > 0$ the moving plane method does not seem to work, the conjecture was shown in [24] for $0 < l \leq 1$ by using the Alexandrov-Bol inequality. For $2 < l \neq (k-1)(k+2)$, where $k \geq 2$ is an integer, it is pointed out by Lin in [32] that there is a non-radial solution to (5.9)-(5.10). A direct application of Theorem 5.2 to (5.9)-(5.10) leads to an affirmative answer to Conjecture D. Indeed, all solutions to (5.9)-(5.10) must be radially symmetric as long as $\beta \leq 8$.

Another example is the following equation from the study of self-gravitating strings for a massive W-boson model coupled to Einstein theory in account of gravitational effects ([37], [40]).

\[
\Delta v + (1 + |y|^2)e^v = 0 \quad \text{in } \mathbb{R}^2, \tag{5.11}
\]

and

\[
\frac{1}{2\pi} \int_{\mathbb{R}^2} (1 + |y|^2)e^v dy = \beta, \tag{5.12}
\]

where $l > 0$. It is shown in [37] that (5.11)-(5.12) admit a radial solution if and only if

\[
\beta \in \left(4 \max\{1, l\}, 4(l + 1)\right)
\]

and the corresponding radial solution is unique. Furthermore, for $0 < l \leq 1$, the interval above is also optimal for the solvability of (5.11)-(5.12) among non-radial functions. The main known difference between (5.11) and (5.9) is that the latter possesses radial solutions for a larger range of $\beta$ which is at least $(2l + 2, 4l + 4)$, and has multiple radial solutions when $l > 2$ and $\beta \in (\beta, 4l)$ for some $\beta \in (2l + 2, 2l + 4)$, which also implies the existence of non-radial solutions for (5.9) for $l > 2$ (see [21], [32]). While the former has a radial solution only for $\beta \in \left(4 \max\{1, l\}, 4(l + 1)\right)$, which is also unique. In particular, no non-radial solution is known in this case.

Theorem 5.2 implies that solutions to (5.11)-(5.12) must be radially symmetric when $\beta \leq 8$. As a consequence, the solvability range of $\beta$ among non-radial functions must be $\beta > 4 \max\{1, l\}$ when $l \leq 2$.

**Proof of Theorem 1.3** Let $u$ be a solution of (1.9)-(1.10). Without loss of generality we may assume $P = (0, 0, 1)$. Now let $\Pi : S^2 \to \mathbb{R}^2$ be the stereographic projection with north pole at $P = (0, 0, 1)$. Define

\[
v(y) = u(\Pi^{-1} y) - \ln \left( \int_{S^2} e^v \omega \right) + \ln(16\pi(3 + \alpha)) - 3 \ln(1 + |y|^2), \tag{5.13}
\]

where $y = \Pi(x)$. Then $u$ is a solution of (1.9)-(1.10) if and only if $v$ satisfies

\[
\begin{align*}
\Delta v + (1 + |y|^2)e^v &= 0 \quad \text{in } \mathbb{R}^2 \\
\int_{\mathbb{R}^2} (1 + |y|^2)e^v dy &= 4\pi(\alpha + 3).
\end{align*}
\]
Therefore it follows from Theorem 5.2 that \( v \) is radially symmetric about the origin. Hence \( u \) is axially symmetric with respect to \( \overrightarrow{OP} \) and the proof is complete. \( \square \)

**Proof of Theorem 1.4.** Without loss of generality we may assume that \( \overrightarrow{n} = (0, 0, 1) \). Let \( \Pi : S^2 \to \mathbb{R}^2 \) be the stereographic projection with north pole at \( \overrightarrow{n} = (0, 0, 1) \). Define

\[
v(y) = u(\Pi^{-1}(y)) \quad \text{for} \quad y \in \mathbb{R}^2.
\]

Then \( v \) satisfies

\[
\Delta v + \frac{J^2(y) \exp(\alpha v - \gamma \psi(y))}{\int_{\mathbb{R}^2} J^2(y) \exp(\alpha v - \gamma \psi(y)) dy} - \frac{J^2(y)}{4\pi} = 0 \quad \text{for} \quad y \in \mathbb{R}^2, \tag{5.14}
\]

where

\[
J(y) = \frac{2}{1 + |y|^2} \quad \text{and} \quad \psi(y) = \frac{|y|^2 - 1}{|y|^2 + 1}.
\]

Now define

\[
w(y) := \frac{\alpha}{2} \left( v(y) - \frac{1}{4\pi} \ln(1 + |y|^2) \right) + c,
\]

with

\[
c = \frac{1}{2} \left( \gamma + \ln \left( \frac{2}{\alpha} \int_{\mathbb{R}^2} J^2(y) e^{\alpha v - \gamma \psi} \right) \right).
\]

Then we have

\[
\Delta w(y) + K(y) e^w = 0 \quad \text{in} \quad \mathbb{R}^2, \tag{5.15}
\]

and

\[
\int_{\mathbb{R}^2} K(y) e^w dy = \alpha,
\]

where

\[
K(y) = 2(1 + |y|^2)^{-2 + \frac{\alpha}{4\pi}} e^{\gamma J(y)}. \tag{5.16}
\]

Now we compute

\[
\Delta (\ln K(y)) = \frac{4(-2 + \frac{\alpha}{4\pi})}{(1 + |y|^2)^3} + \frac{8\gamma(|y|^2 - 1)}{(1 + |y|^2)^3}.
\]

Since the right hand side of the above equation is nonnegative for \( 0 \leq \gamma \leq \frac{\alpha}{8\pi} - 1 \), it follows from Theorem 5.2 that \( w \) is radially symmetric about the origin. \( \square \)

**Acknowledgement** The authors would like to thank Professors Alice Chang, Nassif Ghoussoub, Yanyan Li, Fernando Marques, Richard Schoen, Paul Yang for their interests and helpful comments on the earlier draft of the paper. The first author is partially supported by a Simons Foundation Collaborative Grant (Award #199305) and NSFC grant No 11371128.
References

[1] Thierry Aubin. Problèmes isopérimétriques et espaces de Sobolev. *J. Differential Geometry*, 11(4):573–598, 1976.

[2] Thierry Aubin. Meilleures constantes dans le théorème d’inclusion de Sobolev et un théorème de Fredholm non linéaire pour la transformation conforme de la courbure scalaire. *J. Funct. Anal.*, 32(2):148–174, 1979.

[3] Catherine Bandle. *Isoperimetric inequalities and applications*, volume 7 of *Monographs and Studies in Mathematics*. Pitman (Advanced Publishing Program), Boston, Mass.-London, 1980.

[4] Daniele Bartolucci and Francesca De Marchis. Supercritical mean field equations on convex domains and the Onsager’s statistical description of two-dimensional turbulence. *Arch. Ration. Mech. Anal.*, 217(2):525–570, 2015.

[5] Daniele Bartolucci and Chang-Shou Lin. Existence and uniqueness for mean field equations on multiply connected domains at the critical parameter. *Math. Ann.*, 359(1-2):1–44, 2014.

[6] Daniele Bartolucci, Chang-Shou Lin, and Gabriella Tarantello. Uniqueness and symmetry results for solutions of a mean field equation on $\mathbb{S}^2$ via a new bubbling phenomenon. *Comm. Pure Appl. Math.*, 64(12):1677–1730, 2011.

[7] William Beckner. Sharp Sobolev inequalities on the sphere and the Moser-Trudinger inequality. *Ann. of Math. (2)*, 138(1):213–242, 1993.

[8] G. Bol. Isoperimetrische Ungleichungen für Bereiche auf Flächen. *Jber. Deutsch. Math. Verein.*, 51:219–257, 1941.

[9] Haïm Brezis and Frank Merle. Uniform estimates and blow-up behavior for solutions of $-\Delta u = V(x)e^u$ in two dimensions. *Comm. Partial Differential Equations*, 16(8-9):1223–1253, 1991.

[10] E. Caglioti, P.-L. Lions, C. Marchioro, and M. Pulvirenti. A special class of stationary flows for two-dimensional Euler equations: a statistical mechanics description. *Comm. Math. Phys.*, 143(3):501–525, 1992.

[11] E. Caglioti, P.-L. Lions, C. Marchioro, and M. Pulvirenti. A special class of stationary flows for two-dimensional Euler equations: a statistical mechanics description. II. *Comm. Math. Phys.*, 174(2):229–260, 1995.

[12] Kung Ching Chang and Jia Quan Liu. On Nirenberg’s problem. *Internat. J. Math.*, 4(1):35–58, 1993.

[13] Sun-Yung A. Chang, Chiun-Chuan Chen, and Chang-Shou Lin. Extremal functions for a mean field equation in two dimension. In *Lectures on partial differential equations*, volume 2 of *New Stud. Adv. Math.*, pages 61–93. Int. Press, Somerville, MA, 2003.
[14] Sun-Yung A. Chang and Paul C. Yang. Conformal deformation of metrics on $S^2$. *J. Differential Geom.*, 27(2):259–296, 1988.

[15] Sun-Yung Alice Chang and Paul C. Yang. Prescribing Gaussian curvature on $S^2$. *Acta Math.*, 159(3-4):215–259, 1987.

[16] Sagun Chanillo and Michael Kiessling. Rotational symmetry of solutions of some nonlinear problems in statistical mechanics and in geometry. *Comm. Math. Phys.*, 160(2):217–238, 1994.

[17] Robin Ming Chen, Yujin Guo, and Daniel Spirn. Asymptotic behavior and symmetry of condensate solutions in electroweak theory. *J. Anal. Math.*, 117:47–85, 2012.

[18] Wen Xiong Chen and Congming Li. Classification of solutions of some nonlinear elliptic equations. *Duke Math. J.*, 63(3):615–622, 1991.

[19] Wen Xiong Chen and Congming Li. A necessary and sufficient condition for the Nirenberg problem. *Comm. Pure Appl. Math.*, 48(6):657–667, 1995.

[20] Kuo-Shung Cheng and Chang-Shou Lin. On the asymptotic behavior of solutions of the conformal Gaussian curvature equations in $\mathbb{R}^2$. *Math. Ann.*, 308(1):119–139, 1997.

[21] Jean Dolbeault, Maria J. Esteban, and Gaspard Jankowiak. The Moser-Trudinger-Onofri inequality. *Chin. Ann. Math. Ser. B*, 36(5):777–802, 2015.

[22] Jean Dolbeault, Maria J. Esteban, and Gabriella Tarantello. Multiplicity results for the assigned Gauss curvature problem in $\mathbb{R}^2$. *Nonlinear Anal.*, 70(8):2870–2881, 2009.

[23] J. Feldman, R. Froese, N. Ghoussoub, and C. Gui. An improved Moser-Aubin-Onofri inequality for axially symmetric functions on $S^2$. *Calc. Var. Partial Differential Equations*, 6(2):95–104, 1998.

[24] Nassif Ghoussoub and Chang-Shou Lin. On the best constant in the Moser-Onofri-Aubin inequality. *Comm. Math. Phys.*, 298(3):869–878, 2010.

[25] Nassif. Ghoussoub and Amir Moradifam. Functional inequalities: New perspectives and new applications. volume 187. American Mathematical Society, 2013.

[26] Changfeng Gui and Amir Moradifam. Symmetry of solutions of a mean field equation on flat torus. *Preprint*, 2016.

[27] Changfeng Gui and Amir Moradifam. Uniqueness of solutions of mean field equations in $\mathbb{R}^2$. *Preprint*, 2016.

[28] Changfeng Gui and Juncheng Wei. On a sharp Moser-Aubin-Onofri inequality for functions on $S^2$ with symmetry. *Pacific J. Math.*, 194(2):349–358, 2000.

[29] Michael K.-H. Kiessling. Statistical mechanics of classical particles with logarithmic interactions. *Comm. Pure Appl. Math.*, 46(1):27–56, 1993.
[30] Yan Yan Li. Harnack type inequality: the method of moving planes. *Comm. Math. Phys.*, 200(2):421–444, 1999.

[31] Chang-Shou Lin. Topological degree for mean field equations on $S^2$. *Duke Math. J.*, 104(3):501–536, 2000.

[32] Chang-Shou Lin. Uniqueness of solutions to the mean field equations for the spherical Onsager vortex. *Arch. Ration. Mech. Anal.*, 153(2):153–176, 2000.

[33] Chang-Shou Lin and Marcello Lucia. One-dimensional symmetry of periodic minimizers for a mean field equation. *Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)*, 6(2):269–290, 2007.

[34] J. Moser. A sharp form of an inequality by N. Trudinger. *Indiana Univ. Math. J.*, 20:1077–1092, 1970/71.

[35] E. Onofri. On the positivity of the effective action in a theory of random surfaces. *Comm. Math. Phys.*, 86(3):321–326, 1982.

[36] B. Osgood, R. Phillips, and P. Sarnak. Extremals of determinants of Laplacians. *J. Funct. Anal.*, 80(1):148–211, 1988.

[37] Arkady Poliakovsky and Gabriella Tarantello. On a planar Liouville-type problem in the study of selfgravitating strings. *J. Differential Equations*, 252(5):3668–3693, 2012.

[38] Takashi Suzuki. Global analysis for a two-dimensional elliptic eigenvalue problem with the exponential nonlinearity. *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 9(4):367–397, 1992.

[39] Neil S. Trudinger. On imbeddings into Orlicz spaces and some applications. *J. Math. Mech.*, 17:473–483, 1967.

[40] Yi Song Yang. Self-duality of the gauge field equations and the cosmological constant. *Comm. Math. Phys.*, 162(3):481–498, 1994.