Machine learning provides realistic model of complex phase transition

Sandro Scandolo

Nature has provided us with many more types of phases than the elementary ones—solid, liquid, and gas—that we learn in school textbooks. Some of them can be rather exotic, such as the one considered in the PNAS article by Robinson et al. (1), which deals with a remarkable but not so uncommon state of matter found in several elemental solids when they are compressed to gigapascal pressures (1 GPa = 10,000 bar). The solid in this specific case, elemental rubidium, crystallizes in a tetragonal structure composed of two interpenetrating lattices with incommensurate periodicity (Fig. 1). When heated, the "host" chain sublattice loses its long-range periodic order while the "guest" sublattice remains crystalline.

Microscopically complex state changes such as the ones observed in host–guest structures raise fundamental questions regarding how the system disorders as temperature is raised. Is chain disordering a phase transition? Why do the two interpenetrating lattices melt at different temperatures? Do different types of order, or rather disorder, appear?

Determining the nature of phase transitions, and especially temperature-induced phase transitions, is one of the most fascinating topics in statistical physics, and an area where Ehrenfest and Landau made important contributions by, among other things, providing us with the theoretical framework that we still use to classify phase transitions. Crucial ingredients of such a theoretical framework are the identification of an order parameter and the possibility to determine the free energy of the different phases by means of a microscopic model.

Simplified microscopic models have proved themselves useful in providing important insight into the nature of phase transitions, as well as for identifying universal classes of phase transitions obeying similar critical behavior as the transition is approached. The Ising model, for example, which was originally developed to describe the ferromagnetic transition and the appearance of spontaneous magnetization at low temperature, has found applications in fields as diverse as neuroscience and biology. Simplified models sometimes allow for analytical solutions and, in general, can be solved numerically for large enough sizes to enable the study of critical behavior and determine universality classes.

But nature, as we see in the case of host–guest structures, can be complex and hard to describe with simplified models. Chain disordering in host–guest structures requires a proper understanding of the low-temperature incommensurate solid phase. Moreover, chain disordering is most likely a second-order phase transition, as shown in the case of similar intergrown structures (2). How can we combine an accurate description of the interatomic interactions in host–guest structures with the extensive statistical sampling required to understand the nature of the phase transition?
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