Abstract
We introduce a new concept, data irrecoverability, and show that the well-studied concept of data privacy is sufficient but not necessary for data irrecoverability. We show that there are several regularized loss minimization problems that can use perturbed data with theoretical guarantees of generalization, i.e., loss consistency. Our results quantitatively connect the convergence rates of the learning problems to the impossibility for any adversary for recovering the original data from perturbed observations. In addition, we show several examples where the convergence rates with perturbed data only increase the convergence rates with original data within a constant factor related to the amount of perturbation, i.e., noise.

1 Introduction
In recent years, as machine learning algorithms are gradually embedded into different on-line services, there is increasing concern about privacy leakage from service providers. On the other hand, the enhancement of user experience and promotion of advertisement must rely on user data. Thus, there is a natural conflict between privacy and usefulness of data. Whether data can be protected, while remaining useful, has become an interesting topic.

To resolve this conflict, several frameworks have been proposed. Since 2006, differential privacy [13, 12] has been considered as a formal definition of privacy. The core idea of differential privacy is to eliminate the effect of individual records from the output of learning algorithms, by introducing randomization into the process. There is already a large number of differentially-private algorithms for different purposes [11, 33, 11, 19, 4, 5]. More recently, local privacy [9, 24, 15], a stronger setting to protect individuals privacy, has been proposed. In local privacy, data providers randomize data before releasing it to a learning algorithm. Locally-private algorithms related to machine learning problems have been further developed in [31, 22].

In this paper, we discuss the effect of perturbed data on several problems in machine learning that can be modeled as the minimization of an empirical loss, with a finite number of training samples randomly drawn from some unknown data distribution. In these problems, the expected loss is usually defined as the expected value of the empirical loss, with respect to the data distribution. The minimizers of the empirical loss and expected loss are called the empirical minimizer and true hypothesis respectively. One of the most important measurements of learning success is loss consistency, which describes the difference between the expected loss of the empirical minimizer and that of the true hypothesis. In [16], a general framework was proposed to analyze loss consistency for various problems, including the estimation of exponential family distributions, generalized linear models, matrix factorization, nonparametric regression and max-margin matrix factorization. Additionally, in [10] loss consistency was also used to establish other forms of consistency as corollaries of the former. That is, loss consistency implies norm consistency (small distance between the empirical minimizer and the true hypothesis), sparsistency (recovery of the sparsity pattern of the true hypothesis) and sign consistency (recovery of the signs of the true hypothesis).

Contributions. We generalize the concept of privacy by defining the concept of data irrecoverability. We show that under our framework, the convergence rates of several learning problems with perturbed data, are similar to the convergence rates with original data. More specifically, our contributions can be summarized as follows.
• First, we define the concept of data irrecoverability, and show that privacy implies data irrecoverability (Theorems 6 and 2). In addition, Appendix C shows examples that are irrecoverable but not private. Thus, privacy is sufficient but not necessary for irrecoverability.

• Second, we show how perturbed data affect the loss consistency of several problems, by extending the assumptions and the framework of [16]. That is, we prove a perturbed loss consistency guarantee for regularized loss minimization (Theorem 3).

• Third, our framework allows us to analyze several empirical loss minimization problems, such as maximum likelihood estimation for exponential family distributions, generalized linear models with fixed design, exponential-family PCA, nonparametric generalized regression and max-margin matrix factorization.

• We find that introducing noise with dimension-independent variance can make it difficult enough to recover the original data, while only increasing the convergence rate within a constant factor (Theorem 4 to 13) with respect to the results reported in [16].

2 Preliminaries

In this section, we will first formalize our definition of perturbed data and irrecoverability of perturbed data. Then we define the empirical loss minimization problems and our main assumptions.

2.1 Perturbed Data and Irrecoverability

First we show a general definition of privacy which is used in both differential and local privacy.

Definition 1 (Privacy). An algorithm $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{Z}$ satisfies $(\epsilon, \delta)$-privacy, where $\epsilon > 0$ and $\delta \in (0, 1)$, if and only if for any input $x, x' \in \mathcal{X}$ and $S \in \sigma(\mathcal{Z})$, we have

$$\mathbb{P}_\mathcal{M}[\mathcal{M}(x) \in S] \leq e^{\epsilon} \mathbb{P}_\mathcal{M}[\mathcal{M}(x') \in S] + \delta,$$

where $\mathbb{P}_\mathcal{M}$ denotes that the probability is over random draws made by the algorithm $\mathcal{M}$, and $\sigma(\mathcal{Z})$ denotes a $\sigma$-algebra on $\mathcal{Z}$.

The above definition is very general. Differential privacy assumes that $x$ and $x'$ are datasets that differ in a single data point. Group privacy assumes that $x$ and $x'$ are datasets that differ in several data points.

While $\mathcal{M}$ is a general mechanism in differential privacy, for local privacy $\mathcal{M}$ is a particular mechanism that adds noise to the data before releasing it to the learner. Note that by setting $x$ and $x'$ as two arbitrary datasets differing in $\alpha$ on samples $(\alpha \in (0, 1))$ and $S = \{z\}$, we have $\prod_{i=1}^{\alpha} p(z_i|x_i) \leq e^{\epsilon} \prod_{i=1}^{\alpha} p(z_i|x'_i) + \delta$ by independence from Definition 1 which means $\forall i \in [\alpha], p(z_i|x_i) \leq e^{\epsilon \mathbb{P}_\mathcal{M}} p(z_i|x'_i) + \frac{\delta}{\alpha}$ is a sufficient condition to satisfy privacy.

Data irrecoverability. The definition of privacy can be considered as a forward mapping from data to the output of the algorithm. Here we analyze the backward mapping. That is, we focus on how likely the original data can be recovered from the algorithm output. Next we provide our formal definition.

Definition 2 (Data Irrecoverability). For any privacy-preserving algorithm $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{Z}$ and any conceivable adversary $\mathcal{A} : \mathcal{Z} \rightarrow \mathcal{X}$, we say that the original data $\mathcal{X}$ is irrecoverable if the following holds for some constant $\gamma \in (0, 1)$:

$$\inf_{\mathcal{A}} \mathbb{P}_{\mathcal{X},\mathcal{M}}[\mathcal{A}(\mathcal{M}(X)) \neq X] \geq \gamma.$$

Our definition of data irrecoverability is more general than that of privacy. We can show that $(\epsilon, \delta)$-privacy implies data irrecoverability. Thus, in this case, our Definition 2 is more general than Definition 1. The following theorem uses privacy for arbitrary datasets $x$ and $x'$.

Theorem 1 (Privacy implies data irrecoverability). For any privacy-preserving algorithm $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{Z}$ that satisfies $(\epsilon, \delta)$-privacy where $\mathcal{X}$ is a countably finite set, and any conceivable adversary $\mathcal{A} : \mathcal{Z} \rightarrow \mathcal{X}$, data irrecoverability follows. That is:

$$\inf_{\mathcal{A}} \mathbb{P}_{\mathcal{X},\mathcal{M}}[\mathcal{A}(\mathcal{M}(X)) \neq X] \geq 1 - \frac{b(\epsilon, \delta) + \log 2}{\text{H}(X)},$$

where $H(X)$ is the entropy of $X$ and $b(\epsilon, \delta) = \inf_{x \in X} \log \int_{z \in \mathcal{Z}} (e^{\epsilon \mathbb{P}_\mathcal{M}}(\mathcal{M}(x') = z) + \delta) dz$, provided that $H(X) > b(\epsilon, \delta) + \log 2$. Note that $b$ can be understood as an infimum of a log-partition function.

(See Appendix A for detailed proofs.)

In our paper, logarithms are base $e$. Note that the term $b(\epsilon, \delta)$ depends on the amount of noisy introduced by $\mathcal{M}$. Also, note that a higher entropy $H(X)$ implies a bigger difficulty for guessing $X$.

Corollary 1. For any privacy-preserving algorithm $\mathcal{M} : \mathcal{X} \rightarrow \mathcal{Z}$ that satisfies $(\epsilon, 0)$-privacy, and any conceivable adversary $\mathcal{A} : \mathcal{Z} \rightarrow \mathcal{X}$, data irrecoverability follows. That is:

$$\inf_{\mathcal{A}} \mathbb{P}_{\mathcal{X},\mathcal{M}}[\mathcal{A}(\mathcal{M}(X)) \neq X] \geq 1 - \frac{\epsilon + \log 2}{\text{H}(X)},$$
where $H(X)$ is the entropy of $X$, provided that $H(X) > \epsilon + \log 2$.

In the particular case of local privacy, we can capture the randomness of algorithm $\mathcal{M}$, by denoting $\mathcal{M} : X \times H \to Z$, where $\mathcal{M}$ also takes a random parameter $\eta \in H$. In order to quantify the noise, we denote the variance of the noise distribution $Q$ as $\sigma_\eta^2$.

**Definition 3** (Generalized Data Irrecoverability). Let $X, X' \in \mathcal{X}$ be two datasets and let $d(X, X')$ be the number of different samples between $X$ and $X'$. For any privacy-preserving algorithm $\mathcal{M} : X \to Z$ and any conceivable adversary $A : Z \to X$, we say that the original data $X$ is irrecoverable if the following holds for some constant $\gamma \in (0, 1)$:

$$\inf_{\mathcal{M}} \mathbb{P}_{X, \mathcal{M}}[d(\mathcal{M}(X), X) > t] \geq \gamma.$$

We now state our theorem.

**Theorem 2** (Privacy implies generalized data irrecoverability). For any privacy-preserving algorithm $\mathcal{M} : X \to Z$ that satisfies $(\epsilon, \delta)$-privacy where $X$ is a countably finite set, and any conceivable adversary $A : Z \to X$, data irrecoverability follows with a symmetric function $d : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$. That is:

$$\inf_{\mathcal{M}} \mathbb{P}_{X, \mathcal{M}}[d(\mathcal{M}(X), X) > t] \geq 1 - \frac{b(\epsilon, \delta) + \log 2}{\log N_{\text{max}}(t)},$$

where $H(X)$ is the entropy of $X$, $b(\epsilon, \delta) = \inf_{x' \in X} \log \int_z (e^\epsilon \mathbb{P}_{\mathcal{M}}(M(x') = Z) + \delta) dz$, and

$$N_{\text{max}}(t) = \max_{X \in \mathcal{X}} \sum_{X' \in \mathcal{X}} 1[d(X, X') \leq t]$$

is the maximum neighborhood size at radius $t$, provided that $\frac{1}{N_{\text{max}}(t)} > b(\epsilon, \delta) + \log 2$.

### 2.2 (Perturbed) Empirical Loss Minimization Problems

To formalize the empirical loss minimization problems, we define the problems as a tuple $\Pi = (\mathcal{H}, D, Q, \tilde{L}, \mathcal{R})$ for a hypothesis class $\mathcal{H}$, a data distribution $D$, a noise distribution $Q$, an empirical loss $\tilde{L}$ and a regularizer $\mathcal{R}$. For simplicity, we assume that $\mathcal{H}$ is a normed vector space.

Let $\theta$ be a hypothesis such that $\theta \in \mathcal{H}$. For the original empirical problem (without noise), let $\tilde{L}(\theta)$ denote the empirical loss of $n$ samples from an unknown data distribution $D$; and let $L(\theta) = \mathbb{E}_D[\tilde{L}(\theta)]$ denote the expected loss for data from distribution $D$.

Furthermore, let $\psi(x, \eta)$ denote a mapping $\mathcal{X} \times H \to Z$. Then, we let $\hat{L}_n(\theta)$ denote the empirical loss of $n$ perturbed samples $\psi(x^{(1)}, \eta^{(1)}), \psi(x^{(n)}, \eta^{(n)})$, where $x^{(1)}, \ldots, x^{(n)}$ are samples from the unknown data distribution $D$, and $\eta^{(1)}, \ldots, \eta^{(n)}$ are noise from distribution $Q$. Similarly, we let $L_n(\theta) = \mathbb{E}_D[\hat{L}_n(\theta)]$ denote the expected loss of perturbed data, where the expectation is taken with respect to both the data distribution $D$ and then noise distribution $Q$.

Let $\mathcal{R}(\theta)$ be a regularizer and $\lambda > 0$ be a penalty parameter. The empirical minimizer $\hat{\theta}$ and perturbed empirical minimizer $\hat{\theta}_n$ are given by

$$\hat{\theta} = \arg \min_{\theta \in \mathcal{H}} \tilde{L}(\theta) + \lambda_n \mathcal{R}(\theta), \quad \hat{\theta}_n = \arg \min_{\theta \in \mathcal{H}} \hat{L}_n(\theta) + \lambda_n \mathcal{R}(\theta).$$

We use a relaxed optimality assumption, defining an $\xi$-approximate empirical minimizer $\theta$ and perturbed $\xi$-approximate empirical minimizer $\theta_n$ with the following property for $\xi > 0$:

$$\tilde{L}(\theta) + \lambda_n \mathcal{R}(\theta) \leq \xi + \min_{\theta \in \mathcal{H}} \tilde{L}(\theta) + \lambda_n \mathcal{R}(\theta), \quad (1)$$

$$\hat{L}_n(\theta_n) + \lambda_n \mathcal{R}(\theta_n) \leq \xi + \min_{\theta \in \mathcal{H}} \hat{L}_n(\theta) + \lambda_n \mathcal{R}(\theta). \quad (2)$$

The true hypothesis is defined as $\theta^* = \arg \min_{\theta \in \mathcal{H}} \tilde{L}(\theta)$, while the perturbed true hypothesis is defined as $\theta^*_n = \arg \min_{\theta \in \mathcal{H}} \hat{L}_n(\theta)$. The loss consistency is defined as the upper bound of $L(\theta) - L(\theta^*)$. Similarly, in this paper, we define perturbed loss consistency as the upper bound of $L_n(\theta_n) - L_n(\theta^*)$.

### 2.3 Assumptions

Our first assumption is scaled uniform convergence, a concept contrary to regular uniform convergence. Although both scaled uniform convergence and regular uniform convergence can be used to describe the difference between the empirical and expected loss for all $\theta$, regular uniform convergence provides a bound that is the same for all $\theta$, while scaled uniform convergence provides a bound that depends on a function of $\theta$. We present the assumption formally in what follows:

**Assumption A** (Scaled uniform convergence). Let $c : \mathcal{H} \to [0; +\infty)$ be the scale function. The empirical loss $\hat{L}_n$ is close to its expected value $L_n$, such that their absolute difference is proportional to the scale of the hypothesis $\theta$. That is, with probability at least $1 - \delta$ over draws of $n$ samples:

$$\forall \theta \in \mathcal{H} \quad |\hat{L}_n(\theta) - L_n(\theta)| \leq \epsilon_n, \delta_c(\theta) \quad (3)$$

where the rate $\epsilon_n, \delta_c$ is nonincreasing with respect to $n$ and $\delta$. Furthermore, assume $\lim_{n \to +\infty} \epsilon_n, \delta = 0$ for $\delta \in (0, 1)$.

Next, we borrow the super-scale regularizers assumption from [16], which defines regularizers lower-bounded by a scale function.
Assumption B (Super-scale regularization \([16]\)). Let \(c : \mathcal{H} \to [0; +\infty)\) be the scale function. Let \(r : [0; +\infty) \to [0; +\infty)\) be a function such that \((\forall z \geq 0)\; z \leq r(z)\). The regularizer \(\mathcal{R}\) is bounded as \((\forall \theta \in \mathcal{H})\; r(c(\theta)) \leq \mathcal{R}(\theta) < +\infty\).

Note that the above assumption implies \(c(\theta) \leq \mathcal{R}(\theta)\). Next, we introduce an assumption for the difference between the expected loss for perturbed data and that of original data.

Assumption C (Bounded perturbed loss). Let \(c : \mathcal{H} \to [0; +\infty)\) be the scale function. The expected loss of the perturbed data \(L_{\eta}\) is close to the expected loss of the original data \(L\), such that their absolute difference is proportional to the scale of the hypothesis \(\theta\). That is, with draws of \(n\) samples:

\[
\forall \theta \in \mathcal{H}, |L_{\eta}(\theta) - L(\theta)| \leq \varepsilon_n c(\theta),
\]

2.4 Perturbed Loss Consistency

In this part, we formally show perturbed loss consistency, a worst-case guarantee of the difference between the expected loss under the original data distribution \(D\) of the \(\xi\)-approximate empirical minimizer from perturbed data, \(\theta_{\eta}\), and that of the true hypothesis \(\theta^*\).

Theorem 3 (Perturbed Loss consistency). Under Assumption A with rate \(\varepsilon_{n,\delta}\), Assumption B for regularizers, and Assumption C with rate \(\varepsilon'_n\), perturbed regularized loss minimization is loss-consistent. That is, for \(\alpha \geq 2\), \(\lambda_n = \alpha \varepsilon_{n,\delta}\) and \(\varepsilon'_n \leq \varepsilon_{n,\delta}\), with probability at least \(1 - \delta\):

\[
L(\theta) - L(\theta^*) \leq \varepsilon_{n,\delta} (\alpha \mathcal{R}(\theta_{\eta}^*) + c(\theta_{\eta}^*)) + \varepsilon'_n c(\theta^*) + \xi.
\]

(4)

Based on Theorem 3, the perturbed loss consistency result maintains the same structure as the one for original data \([16]\), with an additional term (i.e., \(\varepsilon'_n c(\theta^*)\)). In the following section, we show that the problems that we study will either have larger \(\varepsilon_{n,\delta}\) than the ones in \([16]\) and \(\varepsilon'_n = 0\), or have the same \(\varepsilon_{n,\delta}\) as the ones in \([16]\) and \(\varepsilon'_n > 0\). Thus, the loss consistency for perturbed data leads to a larger upper bound when compared to using original data.Fortunately, we show that the difference is only in constant factors.

3 Examples

In this section, we show that several popular problems can be analyzed with our novel framework. For the first four examples in Subsection 3.1 to 3.4, we focus on a special class of algorithms that perform unbiased data perturbation. In Subsection 3.5, we focus on an algorithm that performs a sign-flipping data perturbation.

Definition 4 (Unbiased Data Perturbation). Let \(\psi(x, \eta)\) denote a mapping \(\mathcal{X} \times H \to Z\), where \(x \in \mathcal{X}\) is the original data sample drawn from \(D\) and \(\eta \in H\) is the noise drawn from \(Q\). We say that the function \(\psi(x, \eta)\) is unbiased if it satisfies \(E_Q[\psi(x, \eta)] = t(x)\), for all \(x \in \mathcal{X}\), where \(t(x)\) is the sufficient statistic for a particular machine learning problem.

Table I summarizes the convergence rates achieved for several examples using our proposed framework. Table II also shows the minimum noise variance in order to achieve data irrecoverability in the last column. For example, we can obtain a convergence rate of \(O(\sqrt{\sigma_x^2 + \sigma_\eta^2} \frac{\eta}{\log \frac{1}{\delta}} \sqrt{\log \frac{1}{\delta}})\) for maximum likelihood estimation for exponential family distribution with \(\ell_1\) regularizer, sub-Gaussian sufficient statistics with variance \(\sigma_x\), and perturbation/noise distribution with variance \(\sigma_\eta\). Meanwhile, if the perturbation/noise distribution has variance at least \(\sigma_\eta^2 \geq \frac{1}{(1 - \gamma) \log 2}\), then any adversary will fail to recover the original data up to permutation with probability greater than \(\gamma\). Thus, the introduced noise has dimension-independent variance, which guarantees irrecoverability, while only increasing the convergence rate within a constant factor with respect to \([16]\), from \(\sigma_x\) to \(\sqrt{\sigma_x^2 + \sigma_\eta^2}\).

Several regularizers are shown to fulfill Assumption B in \([16]\). Norm regularizers such as the \(\ell_1\)-norm \([25]\), the \(k\)-support norm \([2]\), the multitask \(\ell_{1,2}\) and \(\ell_{1,\infty}\)-norms \([18, 23, 25, 26]\), and the trace norm \([3, 32]\) fulfill Assumption B with \(c(\theta) = ||\theta||_2\) and \(r(z) = z\). The Tikhonov regularizer \([14]\) fulfills Assumption B with \(c(\theta) = ||\theta||_2\) and \(r(z) = z^2 + \frac{1}{2}\). Other regularizers such as the low-rank prior \([20]\), the elastic net \([16]\), dirty models \([20]\) and the total variation prior \([35]\) also fulfill Assumption B.

Before discussing various examples, we present two technical lemmas that are useful for the analysis of the perturbed loss consistency.

Lemma 4. Given the sufficient statistic \(t(x)\). Assume that \(\forall j, t_j(x)\) follows a sub-Gaussian distribution with parameter \(\sigma_z\), and that the conditional distribution of \(\psi_j(x, \eta)\) for any fixed \(x\) is sub-Gaussian with parameter \(\sigma_\eta\). We have that \(\psi_j(x, \eta)\) follows a sub-Gaussian distribution with parameter \(\sigma\), such that \(\sigma^2 = \sigma_z^2 + \sigma_\eta^2\).

Lemma 5. Given the sufficient statistic \(t(x)\). Assume that \(\forall j, t_j(x)\) has variance at most \(\sigma_z^2\), and that the conditional distribution of \(\psi_j(x, \eta)\) for any fixed \(x\) has variance at most \(\sigma_\eta^2\). We have that \(\psi(x, \eta)\) has variance at most \(\sigma^2 = \sigma_z^2 + \sigma_\eta^2\).
For maximum likelihood estimation of exponential family distributions with $\ell_1$ regularizer, sub-Gaussian sufficient statistics with variance $\sigma_x$, and perturbation/noise distribution with variance $\sigma_\eta$, we can obtain a convergence rate of $O(\sqrt{\sigma_x^2 + \sigma_\eta^2} / \log 1 / \delta)$ for the maximum likelihood function $\ell_1$ regularizer $\ell_1(\mathbf{y})$. Theorem 6 to 15:

\[ -\langle \mathbf{T}, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta}) \text{ and } L(\mathbf{\theta}) = -\langle \mathbf{T}_1, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta}) \text{ are the expected negative log-likelihood for the original data and the perturbed data respectively.} \]

### Table 1: New Convergence Rates $\varepsilon_{n,\delta}$ with Data Irrecoverability and Minimum Noise for Examples in Section 3.

For example, we can obtain a convergence rate of $O(\sqrt{\sigma_x^2 + \sigma_\eta^2} / \log 1 / \delta)$ for maximum likelihood estimation of exponential family distributions with $\ell_1$ regularizer, sub-Gaussian sufficient statistics with variance $\sigma_x$, and perturbation/noise distribution with variance $\sigma_\eta$. Meanwhile, if the perturbation/noise distribution has variance at least $\sigma_\eta^2 \geq \frac{1}{1-\gamma} \log 2$, then any adversary will fail to recover the original data up to permutation with probability greater than $\gamma$. Thus, the introduced noise has dimension-independent variance, which guarantees irrecoverability, while only increasing the convergence rate within a constant factor with respect to $\varepsilon_{n,\delta}$ from $\sigma_x$ to $\sqrt{\sigma_x^2 + \sigma_\eta^2}$.

### 3.1 Maximum Likelihood Estimation for Exponential Family Distributions

First, we focus on the problem of maximum likelihood estimation (MLE) for exponential family distributions with arbitrary norms regularization. This includes for instance, the problem of learning the parameters (and possibly structure) of Gaussian and discrete MRFs. We provide a new convergence rate $\varepsilon_{n,\delta}$ with perturbed data and provide an impossibility result for the recovery of the original data.

To define the problem, let $t(\mathbf{x})$ be the sufficient statistic and $Z(\mathbf{\theta}) = \int_x e^{\langle t(\mathbf{x}), \mathbf{\theta} \rangle}$ be the partition function. Given $n$ i.i.d. samples, let $\hat{T} = \frac{1}{n} \sum_i t(\mathbf{x}^{(i)})$ be the original empirical sufficient statistics, and let $\mathbf{T} = \mathbb{E}_{\mathbf{x} \sim \mathcal{D}}[t(\mathbf{x})]$ be the expected sufficient statistics. After we perturb the $n$ samples, denote $\hat{T}_\eta = \frac{1}{n} \sum_i \psi(\mathbf{x}^{(i)}, \eta^{(i)})$ as the empirical statistics for perturbed data, and $T_\eta = \mathbb{E}_{\mathbf{x} \sim \mathcal{D}, \eta \sim \mathcal{Q}}[\psi(\mathbf{x}, \eta)]$ as the expected sufficient statistic after perturbation. Let $\tilde{L}(\mathbf{\theta}) = -\langle \hat{T}, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta})$ be the empirical negative log-likelihood for original data $\hat{T}$. Let $\tilde{L}_\eta(\mathbf{\theta}) = -\langle \hat{T}_\eta, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta})$ be the empirical negative log-likelihood for privatized data $\hat{T}_\eta$. Similarly, $L(\mathbf{\theta}) = -\langle \mathbf{T}, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta})$ and $L_\eta(\mathbf{\theta}) = -\langle \mathbf{T}_\eta, \mathbf{\theta} \rangle + \log Z(\mathbf{\theta})$ are the expected negative log-likelihood for the original data and the perturbed data respectively.
Data Irrecoverability. Next we provide an example to show how perturbation can prevent an adversarial from recovering the original data. Based on the example, we analyze what is the minimum noise to guarantee data irrecoverability. In what follows, we consider recovering the data up to permutation, since the ordering of i.i.d. samples in a dataset is not relevant.

Consider a simple example. MLE for an Ising model with zero mean. Let \( \theta \in \mathcal{H} = \mathbb{R}^p \) and \( x^{(i)} \in \{-1, 1\}^p \) be samples drawn from some unknown distribution. Denote \( X = \{x^{(1)}, x^{(2)}, \ldots, x^{(n)}\} \). The sufficient statistic is \( \hat{x}^{(i)} = x^{(i)} \hat{x}^{(i)^T} \), and the empirical sufficient statistic is \( \hat{T} = \sum_i x^{(i)} x^{(i)^T} \). We add noise in the following way: we sample \( n \) times from \( \mathcal{N}(0, \sigma^2 I) \). Then we get \( \eta^{(i)}, i = 1, \ldots, n \), then add noise to samples, obtaining \( X_\eta = \{x^{(1)} + \eta^{(1)} , \ldots, x^{(n)} + \eta^{(n)}\} \). The perturbed sufficient statistics becomes \( \hat{T}_\eta = \sum_i (x^{(i)} + \eta^{(i)})(x^{(i)} + \eta^{(i)})^T \). Finally we publish \( \hat{T}_\eta \) by removing the diagonal entries of \( \hat{T}_\eta \) and by clamping the non-diagonal entries of \( \hat{T}_\eta \) to the range \([-1, 1]\).

**Theorem 7.** If we perturb \( \hat{T} \) as mentioned above, \( \gamma \leq 1 - \frac{4}{n\sqrt{p}} \), \( n \leq 2\sqrt{p}/4 \) and the noise variance fulfills \( \sigma^2_\eta \geq \frac{4}{(1-\gamma)\log 2} \), then any adversary will fail to recover the original data up to permutation with probability greater than \( \gamma \). That is, \( \inf_{A} \mathbb{P}_{X,\eta}[A(X_\eta) \neq X] \geq \gamma \).

Let \( X, X' \in \mathcal{X} = \{-1, +1\}^{n\times \sqrt{p}} \) be two datasets and let \( d(X, X') \) be the number of different samples between \( X \) and \( X' \). The maximum neighborhood size at radius \( t \) is defined as:

\[
N_{\text{max}}(t) = \max_{X \in \mathcal{X}} \sum_{X' \in \mathcal{X}} 1[d(X, X') \leq t] = \binom{n}{t} \left(\frac{2\sqrt{p} - n}{t}\right) \]  

We now state our theorem.

**Theorem 8.** Under the same conditions as in Theorem 7 if \( \gamma \leq 1 - \frac{4}{n\sqrt{p}} \), \( n \leq 2\sqrt{p}/4 \) and the noise variance fulfills

\[
\sigma^2_\eta \geq \frac{4}{(1-\gamma)\log 2 + (1-\gamma)^2 \frac{1}{n} \log \frac{2n^2}{2\pi e^2} + \frac{1}{\sqrt{2n}} \log 2 - 2} \]

then any adversary will fail to recover the original data up to permutation with probability greater than \( \gamma \). That is, \( \inf_{A} \mathbb{P}_{X,\eta}[d(A(X_\eta), X) > t] \geq \gamma \).

### 3.2 Generalized Linear Models with Fixed Design

Generalized linear models unify different models, including linear regression (when Gaussian noise is assumed), logistic regression and compressed sensing with exponential-family noise \( \mathbb{R}^p \). For simplicity, we focus on the fixed design model, in which \( y \) is a random variable and \( x \) is a constant vector. Let \( t(y) \) be the sufficient statistic and \( \mathcal{Z}(\nu) = \int_{\mathbb{R}^n} e^{t(y)^\nu} \) be the partition function. Let \( \hat{L}(\theta) = \frac{1}{n} \sum_i -t(y^{(i)})(x^{(i)}, \theta) + \log \mathcal{Z}(\langle x^{(i)}, \theta \rangle) \) be the empirical negative log-likelihood for original data \( y^{(i)} \) given their linear predictions \( \langle x^{(i)}, \theta \rangle \). Let \( \hat{L}_{\eta}(\theta) = \frac{1}{n} \sum_i -t(y^{(i)})(x^{(i)}, \theta) + \log \mathcal{Z}(\langle x^{(i)} + \eta^{(i)}, \theta \rangle) \) be the empirical negative log-likelihood for privatized data \( y^{(i)} \) given their linear predictions \( \langle x^{(i)}, \theta \rangle \).

**Theorem 9.** The model above fulfills Assumption A and Assumption C with \( e^{4} = 0 \). Assume that \( t(y) \) follows a sub-Gaussian distribution with parameter \( \sigma_y \). Suppose the conditional distribution of \( \psi(y, \eta) \) for any fixed \( y \) is sub-Gaussian with parameter \( \sigma_y \), then \( \psi(y, \eta) \) follows a sub-Gaussian distribution with parameter \( \sigma_y + \sigma_\eta \), such that \( \sigma^2 = \sigma_y^2 + \sigma_\eta^2 \). Thus, we can obtain a rate \( \varepsilon_{n, \delta} \in \mathcal{O}(\sigma(\sqrt{1/n}\log 1/\delta)) \).

Similarly, assume that \( t(y) \) has variance at most \( \sigma_y^2 \), and that the conditional distribution of \( \psi(y, \eta) \) for any fixed \( y \) has variance at most \( \sigma_\eta^2 \), then \( \psi(y, \eta) \) has variance at most \( \sigma^2 = \sigma_y^2 + \sigma_\eta^2 \). Thus, we can obtain a rate \( \varepsilon_{n, \delta} \in \mathcal{O}(\sigma(\sqrt{1/(n\delta)})) \).

As comparison, the rates with original data \( 10 \) are \( \mathcal{O}(\sigma_y \sqrt{1/n} \log 2/\delta) \) and \( \mathcal{O}(\sigma_y \sqrt{1/n}) \) respectively.

Data Irrecoverability. Next we provide an example and show the minimum noise to achieve data irrecoverability. Here, we only consider to protect \( y \). Assume that \( y^{(i)} \in \{-1, +1\} \) drawn from some unknown data distribution. Let the sufficient statistic \( t(y) = y \). Denote \( Y = \{y^{(1)} , \ldots, y^{(n)}\} \). We sample \( n \) times from \( \mathcal{N}(0, \sigma_y^2) \), and get \( \eta^{(1)}, \ldots, \eta^{(n)} \). Then we perturb the data as \( \psi(y, \eta) = y + \eta \). Finally we publish \( Y_\eta = \{y^{(1)} + \eta^{(1)}, \ldots, y^{(n)} + \eta^{(n)}\} \) and all corresponding \( x^{(i)} \).

**Theorem 10.** If we perturb \( Y \) as mentioned above, \( \gamma \leq 1 - \frac{2}{n} \) and the noise variance fulfills \( \sigma^2_\eta \geq \frac{4}{(1-\gamma)\log 2} \), then any adversary will fail to recover the original data with probability greater than \( \gamma \). That is, \( \inf_{A} \mathbb{P}_{Y,\eta}[A(Y_\eta) \neq Y] \geq \gamma \).

Let \( Y, Y' \in \mathcal{Y} = \{-1, +1\}^n \) be two datasets and let \( d(Y, Y') \) be the number of different samples between \( Y \) and \( Y' \). The maximum neighborhood size at radius
Thus, we can obtain a rate \( \varepsilon \) distribution with parameter \( \sigma \). The hypothesis space for this problem is the perturbed data. Theorem 12. if \( \gamma \leq 1 - \frac{2}{n} \) and the noise variance fulfills \( \sigma_n^2 \geq \frac{2}{(1 - \gamma) \log 2 + (1 - \gamma)^2 t(\log \frac{(1 - \gamma)}{2} - 1)} \), then any adversary will fail to recover the original data with probability greater than \( \gamma \). That is, \( \inf_A \mathbb{P}_{X_n}[d(A(X_n), X) > t] \geq \gamma \).

### 3.3 Exponential-family PCA

Exponential family PCA was first introduced in [10] as a generalization of Gaussian PCA. We assume that each entry in in the random matrix \( X \in \mathbb{R}^{n \times n^2} \) is independent, and might follow a different distribution. The hypothesis space for this problem is \( \Theta \in \mathcal{H} = \mathbb{R}^{n \times n^2} \). Let \( (x_{ij}) \) be the sufficient statistic and and \( \mathcal{Z}(\nu) = \int_{\nu} e^{t(x_{ij})}\nu \) be the partition function. Let \( \hat{L}(\theta) = \frac{1}{n} \sum_{ij} -t(x_{ij} \theta_{ij}) + \log \mathcal{Z}(\theta_{ij}) \) be the empirical negative log-likelihood for original data \( x_{ij} \). Let \( \hat{L}_n(\theta) = \frac{1}{n} \sum_{ij} -\psi(x_{ij}, \eta_{ij})\theta_{ij} + \log \mathcal{Z}(\theta_{ij}) \) be the empirical negative log-likelihood for privatized data \( \psi(x_{ij}, \eta_{ij}) \). Denote \( L(\theta) = E_{(x_{ij}) \sim \mathcal{D}_{ij}, \eta_{ij} \sim \mathcal{Q}}[\hat{L}(\theta)] \) as the expected negative log-likelihood function for the original and the perturbed data.

**Theorem 12.** The model above fulfills Assumption 3 and Assumption 4 with \( \varepsilon_n = 0 \). Assume that \( t(x_{ij}) \) follows a sub-Gaussian distribution with parameter \( \sigma_x \). Suppose the conditional distribution of \( \psi(x_{ij}, \eta_{ij}) \) for any fixed \( x_{ij} \) is sub-Gaussian with parameter \( \sigma_n \), then \( \psi(x_{ij}, \eta_{ij}) \) follows a sub-Gaussian distribution with parameter \( \sigma \), such that \( \sigma^2 = \sigma_x^2 + \sigma_n^2 \). Thus, we can obtain a rate \( \varepsilon_{n, \delta} \in O(\sigma \sqrt{1/n \log 1/\delta}) \).

Similarly, assume that \( t(x_{ij}) \) has variance at most \( \sigma_x^2 \), and that the conditional distribution of \( \psi(x_{ij}, \eta_{ij}) \) for any fixed \( x \) has variance at most \( \sigma_n^2 \), then \( \psi(x_{ij}, \eta_{ij}) \) has variance at most \( \sigma^2 \) such that \( \sigma^2 = \sigma_x^2 + \sigma_n^2 \). Thus, we can obtain a rate \( \varepsilon_{n, \delta} \in O(\sigma \sqrt{1/(n \log n)}) \).

As comparison, the rates with original data [10] are \( O(\sigma_x \sqrt{1/n \log 1/\delta}) \) and \( O(\sigma_x \sqrt{1/(n \log n)}) \) respectively.

**Data Irrecoverability.** Next we provide an example and show the minimum noise to achieve data irrecoverability. Assume \( \forall i, j, i+j \in \{-1, +1\} \). We perturb the data in the way that \( \psi(x_{ij}, \eta_{ij}) = x_{ij} + \eta_{ij} \), where \( \eta_{ij} \sim \mathcal{N}(0, \sigma_n^2) \). Let \( X \) denote the original data, \( X_n \) denote the perturbed data. That is, the \((i, j)\)-th entry of \( X_n \) is \( \psi(x_{ij}, \eta_{ij}) \).

**Theorem 13.** If we perturb \( X \) as mentioned above, \( \gamma \leq 1 - \frac{2}{n} \) and the noise variance fulfills \( \sigma_n^2 \geq \frac{2}{(1 - \gamma) \log 2 + (1 - \gamma)^2 t(\log \frac{(1 - \gamma)}{2} - 1)} \), then any adversary will fail to recover the original data with probability greater than \( \gamma \). That is, \( \inf_A \mathbb{P}_{X_n}[d(A(X_n), X) > t] \geq \gamma \).

Let \( X, X' \in \mathcal{X} = \{-1, +1\}^{n \times n^2} \) be two matrices and let \( d(X, X') \) be the number of different entries between \( X \) and \( X' \). The maximum neighborhood size at radius \( t \) is defined as:

\[
N_{\max}(t) = \max_{X \in \mathcal{X}} \sum_{X' \in \mathcal{X}} 1[d(X, X') \leq t] \left( \begin{array}{c} n \\ t \end{array} \right)
\]

We now state our theorem.

**Theorem 14.** Under the same conditions as in Theorem 13 if \( \gamma \leq 1 - \frac{2}{n} \) and the noise variance fulfills \( \sigma_n^2 \geq \frac{2}{(1 - \gamma) \log 2 + (1 - \gamma)^2 t(\log \frac{(1 - \gamma)}{2} - 1)} \), then any adversary will fail to recover the original data with probability greater than \( \gamma \). That is, \( \inf_A \mathbb{P}_{X_n}[d(A(X_n), X) > t] \geq \gamma \).

### 3.4 Nonparametric Generalized Regression with Fixed Design

In nonparametric generalized regression with exponential-family noise, the goal is to learn a function, which can be represented in an infinite dimensional orthonormal basis. One instance of this problem is the Gaussian case provided in [27] with orthonormal basis functions depending on single coordinates. Here we allow for the number of basis functions to grow with more samples. For simplicity, we analyze the fixed design model, i.e., \( y \) is a random variable and \( x \) is a constant.

Let \( \mathcal{X} \) be the domain of \( x \). Let \( \theta : \mathcal{X} \to \mathbb{R} \) be a predictor. Let \( t(y) \) be the sufficient statistic and \( \mathcal{Z}(\nu) = \int_y e^{t(y)\nu} \) be the partition function. Let \( \hat{L}(\theta) = \frac{1}{n} \sum_i -t(y_i \theta(x_i)) + \log \mathcal{Z}(\theta(x_i)) \) be the empirical negative log-likelihood for original data \( y_i \) given their predictions \( \theta(x_i) \). Let \( \hat{L}_n(\theta) = \frac{1}{n} \sum_i -\psi(y_i, \eta_i)\theta(x_i) + \log \mathcal{Z}(\theta(x_i)) \) be the empirical negative log-likelihood for privatized data \( \psi(y_i, \eta_i) \) given their predictions \( \theta(x_i) \). Then denote \( L(\theta) = E_{y_i \sim \mathcal{D}_i, \psi(y_i, \eta_i) \sim \mathcal{Q}}[\hat{L}(\theta)] \) and \( L_n(\theta) = E_{y_i \sim \mathcal{D}_i, \psi(y_i, \eta_i) \sim \mathcal{Q}}[\hat{L}_n(\theta)] \) as the expected negative log-likelihood function for the original and the perturbed data.
Assumption C with $\epsilon \in \mathbb{O}$ for any fixed $y$. Suppose the conditional distribution of $\psi(y, \eta)$ for any fixed $y$ is sub-Gaussian with parameter $\sigma_y$, then $\psi(y, \eta)$ follows a sub-Gaussian distribution with parameter $\sigma$, such that $\sigma^2 = \sigma_y^2 + \sigma_n^2$. Thus, we can obtain a rate $\varepsilon_{n, \delta} \in \mathcal{O}(\sigma(1/n^{1/2-\delta})\sqrt{\log 1/\delta})$ with $n$ independent samples and $\mathcal{O}(n^{2\gamma})$ basis functions, where $\beta \in (0, 1/2)$.

Similarly, assume that $t(y)$ has variance at most $\sigma_y^2$, and that the conditional distribution $\psi(y, \eta)$ for any fixed $y$ has variance at most $\sigma_n^2$, then $\psi(y, \eta)$ has variance at most $\alpha^2$ such that $\sigma^2 = \sigma_y^2 + \sigma_n^2$. Thus, we can obtain a rate $\varepsilon_{n, \delta} \in \mathcal{O}(\sigma(1/n^{1/2-\delta})\sqrt{\log 1/\delta})$ for $n$ independent samples and $\mathcal{O}(n^{2\gamma})$ basis functions, where $\beta \in (0, 1/2)$.

As comparison, the rates with original data are $\mathcal{O}(\sigma_y(1/n^{1/2-\delta})\sqrt{\log 1/\delta})$ and $\mathcal{O}(\sigma_y(1/n^{1/2-\delta})\sqrt{1/\delta})$ respectively.

**Data Irrecoverability.** In the case of nonparametric generalized regression with fixed design, we can perturb the data $y$ in the same way as for generalized linear models with fixed design. Therefore, Theorems 10 and 11 also holds for the nonparametric generalized regression.

### 3.5 Max-margin Matrix Factorization

The max-margin matrix factorization problem was introduced in [22], which used a hinge loss. Here we generalize the loss function to Lipschitz continuous. Let $f : \mathbb{R} \rightarrow \mathbb{R}$ be a $K$ Lipschitz continuous loss function. Assume the entries of the random matrix $X \in \{-1, +1\}^{n_1 \times n_2}$ are independent. Let $n = n_1 n_2$. We perturb each of the entries in matrix $X$ as $\psi(x_{ij}, \eta_{ij}) = x_{ij}\eta_{ij}$, where $P[\eta_{ij} = 1] = q$ and $P[\eta_{ij} = -1] = 1 - q$. Let $\hat{L}(\theta) = \frac{1}{n} \sum_{ij} f(x_{ij}\theta_{ij})$ be the empirical risk of predicting the binary value $x_{ij} \in \{-1, +1\}$ by using $\text{sgn}(\theta_{ij})$. Let $\hat{L}_\eta(\theta) = \frac{1}{n} \sum_{ij} f(\psi(x_{ij}, \eta_{ij})\theta_{ij})$ be the empirical risk of predicting the privatized data $\psi(x_{ij}, \eta_{ij})$ by using $\text{sgn}(\theta_{ij})$.

**Theorem 16.** The model above fulfills Assumption 3 with probability 1 (i.e., $\delta = 0$), scale function $c(\theta) = \|\theta\|_1$ and rate $\varepsilon_{n, 0} = O(1/n)$. The model also fulfills Assumption 4 with $\varepsilon_n \in \mathcal{O}(\frac{K}{n})$ and scale function $c(\theta) = \|\theta\|_1$.

As comparison, the rate with original data is $O(1/n)$.

**Data Irrecoverability.** We show that data irrecoverability can be achieved in this model. Let $X$ denote the original data, $X_\eta$ denote the perturbed data. That is, the $(i, j)$-th entry of $X_\eta$ is $\psi(x_{ij}, \eta_{ij}) = x_{ij}\eta_{ij}$, where $P[\eta_{ij} = 1] = q$ and $P[\eta_{ij} = -1] = 1 - q$.

**Theorem 17.** If we perturb $X$ as mentioned above, $\gamma \leq 1 - \frac{2}{n}$ and $q \in (1/2, 1/2 + (1 - 2\delta)\log 1/\delta)$, then any adversary will fail to recover the original data with probability greater than $\gamma$. That is, $\inf_A \mathbb{P}_{X, \eta}[A(X_\eta) \neq X] \geq \gamma$.

Let $X, X' \in X = \{-1, +1\}^{n_1 \times n_2}$ be two matrices and let $d(X, X')$ be the number of different entries between $X$ and $X'$. The maximum neighborhood size at radius $t$ is defined as:

$$N_{\max}(t) = \max_{X \in A \subseteq X} \sum_{X' \in X} 1[d(X, X') \leq t] = {n \choose t}$$

We now state our theorem.

**Theorem 18.** Under the same conditions as in Theorem 17 if $\gamma \leq 1 - \frac{2}{n}$, $G_{\gamma, n, t} = (1 - \gamma)(\log 2 + \frac{1}{\gamma} - 1) - \log \frac{2}{\gamma}$ and

$$q \in \left(1 - \frac{2}{n}, \frac{1}{2}, \frac{1}{2} + \frac{G_{\gamma, n, t} + \sqrt{G_{\gamma, n, t}}(G_{\gamma, n, t} + 8)}{8}\right)$$

then any adversary will fail to recover the original data with probability greater than $\gamma$. That is, $\inf_A \mathbb{P}_{X, \eta}[d(A(X_\eta), X) > t] \geq \gamma$.

### 4 Concluding Remarks

As a corollary of our result on perturbed loss consistency, we believe that norm consistency, sparsistency and sign consistency as in [10] can also be proved under our framework of data irrecoverability. In addition, there are several problems that our current framework cannot accommodate, such as nonparametric clustering with exponential families, for instance. We need to explore new mathematical characterizations in the context of these problems.
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A Detailed Proofs

A.1 Proof of Theorem 1

Proof. We invoke Definition 1 for sets $S$ of size 1. In this case we have $S = \{z\}$ for $z \in Z$, and therefore $M(x) \in S$ is equivalent to $M(x) = z$. Furthermore, we use arbitrary datasets $x$ and $x'$.

We can describe the data process with the Markov chain $X \rightarrow M(X) \rightarrow A(M(X))$. Next, for a fixed and arbitrary $x' \in X$, we define the distribution $Q$ as follows:

$$Q(z) = \frac{e^{\epsilon P_{M}(M(x') = z)} + \delta}{\int_{z' \in Z} (e^{\epsilon P_{M}(M(x') = z')} + \delta)dz'}$$

The denominator is a partition function. It is easy to see that $Q$ is a valid distribution since $\int_{z \in Z} Q(z)dz = 1$.

Then we can bound the mutual information between $X$ and $M(X)$ in the following way:

$$I(X; M(X)) \leq \frac{1}{|X|} \sum_{x \in X} K_L(P_{M}(M(x))|Q)$$

$$= \frac{1}{|X|} \sum_{x \in X} \int_{z \in Z} P_{M}(M(x) = z) \log \frac{P_{M}(M(x) = z)}{Q(z)}dz$$

$$\leq \frac{1}{|X|} \sum_{x \in X} \int_{z \in Z} P_{M}(M(x) = z) \log \frac{e^{\epsilon P_{M}(M(x') = z) + \delta}}{Q(z)}dz$$

$$= \frac{1}{|X|} \sum_{x \in X} \int_{z \in Z} P_{M}(M(x) = z)dz \log \left(\int_{z' \in Z} (e^{\epsilon P_{M}(M(x') = z')} + \delta)dz'\right)$$

$$= \log \int_{z \in Z} (e^{\epsilon P_{M}(M(x') = z')} + \delta)dz'$$

The first inequality comes from equation 5.1.4 in [8]. The second inequality comes from the Definition 1. Since $x'$ is an arbitrary choice in our argument, we can take the infimum with respect to $x'$ and get a tight bound on the mutual information:

$$I(X; M(X)) \leq \inf_{x' \in X} \log \int_{z \in Z} (e^{\epsilon P_{M}(M(x') = z)} + \delta)dz$$

$$= b(\epsilon, \delta) \quad (5)$$

Then, by Fano’s inequality [7], we have:

$$\inf_{A} P_{X,M}[A(M(X)) \neq X] \geq 1 - \frac{I(X; M(X)) + \log 2}{H(X)}$$

$$\geq 1 - \frac{b(\epsilon, \delta) + \log 2}{H(X)}$$

and we prove our claim.

A.2 Proof of Theorem 2

Proof. We proceed as in Theorem 1 except for the Fano’s inequality step. We now use the Fano’s inequality from [10] together with eq.(5) and obtain:

$$\inf_{A} P_{X,M} [d(A(M(X)), X) > \ell] \geq 1 - \frac{I(X; M(X)) + \log 2}{\log \frac{|A|}{N_{max}(\ell)}}$$

$$\geq 1 - \frac{b(\epsilon, \delta) + \log 2}{\log \frac{|A|}{N_{max}(\ell)}}$$

and we prove our claim.
A.3 Proof of Corollary 1

Proof. When \( \delta = 0 \), since \( \int_{z \in \mathbb{Z}} P_M(M(x') = z)dz = 1 \) for all \( x' \in \mathcal{X} \), we have:

\[
b(\epsilon, \delta) = \log \inf_{x' \in \mathcal{X}} \int_{z \in \mathbb{Z}} (e^z P_M(M(x') = z))dz = \log e^\epsilon \int_{z \in \mathbb{Z}} P_M(M(x') = z)dz = \epsilon
\]

By Theorem 1, we prove our claim.

A.4 Proof of Theorem 3

Proof. By definition, we have

\[
\mathcal{L}_\eta(\theta^*_n) - \mathcal{L}_\eta(\theta^*) \leq 0,
\]

because \( \theta^*_n = \arg\min_{\theta \in \mathcal{H}} \mathcal{L}_\eta(\theta) \). By Assumptions A and B and by setting \( \lambda_n = \alpha \varepsilon_{n, \delta} \) for some \( \alpha \geq 2 \), then we have

\[
\mathcal{L}_\eta(\hat{\theta}_n) - \mathcal{L}_\eta(\theta^*_n) \leq \varepsilon_{n, \delta} (\alpha R(\theta^*_n) + c(\theta^*_n)) + \xi \tag{7}
\]

By Assumption C and since \( \varepsilon'_n \leq \varepsilon_{n, \delta} \), we have

\[
\mathcal{L}(\hat{\theta}_n) - \mathcal{L}(\theta^*) = (\mathcal{L}(\hat{\theta}_n) - \mathcal{L}(\theta^*_n)) + (\mathcal{L}(\theta^*_n) - \mathcal{L}(\theta^*)) + (\mathcal{L}(\theta^*) - \mathcal{L}(\theta^*_n)) \leq \varepsilon'_n c(\theta^*_n) + \varepsilon_{n, \delta} (\alpha R(\theta^*_n) + c(\theta^*_n)) + \xi + 0 + \varepsilon'_n c(\theta^*) \leq \varepsilon_{n, \delta} (\alpha R(\theta^*_n) + c(\theta^*_n)) + \xi + \varepsilon'_n c(\theta^*) \leq \varepsilon_{n, \delta} (\alpha R(\theta^*_n) + c(\theta^*_n)) + \varepsilon'_n c(\theta^*) + \xi.
\]

The first inequality is based on Assumption C and the two inequalities 6 and 7 mentioned above. The second inequality comes from \( \varepsilon'_n \leq \varepsilon_{n, \delta} \). The third inequality comes from \( \alpha \geq 2 \), Assumption B and the elimination of the negative terms.

A.5 Proof of Lemma 4

Since \( t_j(x) \) follows a sub-Gaussian distribution, then we have \( E_x[e^{\lambda(t_j(x) - E_x[t_j(x)])}] \leq e^{\frac{\lambda^2}{2}} \). Since the conditional random variable \( \psi_j(x, \eta) \) for any fixed \( x \) follows sub-Gaussian distribution, then we have \( E_\eta[e^{\lambda(\psi_j(x, \eta) - E_x[\psi_j(x, \eta)])} | x] \leq e^{\frac{\lambda^2}{2}} \). Thus, for random variable \( \psi_j(x, \eta) \) for any \( x \) and \( \eta \), we can get:

\[
E_{x, \eta}[e^{\lambda(\psi_j(x, \eta) - E_x,\eta[\psi_j(x, \eta)])}] = E_{x, \eta}[e^{\lambda(\psi_j(x, \eta) - E_x,\eta[\psi_j(x, \eta)])}]
\]

Thus, \( \psi_j(x, \eta) \) will also be sub-Gaussian with parameter \( \sigma \) such that \( \sigma^2 = \sigma_x^2 + \sigma_\eta^2 \).
A.6 Proof of Lemma 5

Since \( t_j(x) \) has variance at most \( \sigma^2 \) and \( \psi_j(x, \eta) \) for any fixed \( x \) has variance at most \( \sigma^2 \). Then for random variable \( \psi_j(x, \eta) \) for \( x \) and \( \eta \), we have:

\[
E_{x,\eta}[(\psi_j(x, \eta) - t_j(x))^2] = E_{x,\eta}[(\psi_j(x, \eta) - \psi_j(x, \eta))^2] + 2(\psi_j(x, \eta) - t_j(x))(t_j(x) - E_{x,\eta}[\psi_j(x, \eta)]) + (t_j(x) - E_{x,\eta}[\psi_j(x, \eta)])^2
\]

\[
= E_{x}[(\psi_j(x, \eta) - E_{\eta}[\psi_j(x, \eta)])^2] + 2E_{x}[t_j(x) - E_{x}[t_j(x)])E_{\eta}[\psi_j(x, \eta) - E_{\eta}[\psi_j(x, \eta)])] + E_{x}[t_j(x) - E_{x}[t_j(x)])^2]
\]

\[
\leq \sigma^2 + \sigma^2
\]

We can have last inequality because \( E_{\eta}[\psi_j(x, \eta) - E_{\eta}[\psi_j(x, \eta)]] = 0 \). Thus, \( \psi_j(x, \eta) \) has variance at most \( \sigma^2 + \sigma^2 \).

A.7 Proof of Theorem 6

Claim i. The maximum likelihood estimation for exponential family distribution fulfills Assumption A with probability at least \( 1 - \delta \), scale function \( c(\theta) = ||\theta|| \) and rate \( \epsilon_{n, \delta} \), provided that the dual norm fulfills \( ||\hat{T}_{\eta} - T_{\eta}||_* \leq \epsilon_{n, \delta} \).

The problem also fulfills Assumption C with \( \epsilon'_{n} = 0 \).

Proof. First we show that \( L_{\eta}(\theta) = \mathcal{L}(\theta) \) for any \( \theta \). Recall that \( E_{\eta}[\psi(x, \eta)] = t(x) \). We have

\[
L_{\eta}(\theta) = -\langle T_{\eta}, \theta \rangle + \log Z(\theta)
\]

\[
= -\langle T, \theta \rangle + \log Z(\theta)
\]

\[
= \mathcal{L}(\theta)
\]

For proving that Assumption C holds, note that \( L_{\eta}(\theta) = \mathcal{L}(\theta) \) for any \( \theta \), and thus \( \epsilon'_{n} = 0 \).

For proving that Assumption A holds, we invoke Claim i in [16], that is for all \( \theta \)

\[
|\hat{L}_{\eta}(\theta) - L_{\eta}(\theta)| = |\langle \hat{T}_{\eta} - T_{\eta}, \theta \rangle|
\]

\[
\leq ||\hat{T}_{\eta} - T_{\eta}||_* ||\theta||
\]

\[
\leq \epsilon_{n, \delta} ||\theta||
\]

\[\square\]

Let \( \theta \in \mathcal{H} = \Re^p \). Let \( ||\cdot||_* = ||\cdot||_{\infty} \), \( ||\cdot|| = ||\cdot||_1 \). According to Lemma 4 and Lemma 5 the variance of \( \psi_j(x, \eta) \) is \( \sigma^2 = \sigma^2 + \sigma^2 \). We now focus on proving that \( ||\hat{T}_{\eta} - T_{\eta}||_* \leq \epsilon_{n, \delta} \) which is the precondition of Claim i.
Sub-Gaussian case and $\ell_1$-norm. For sub-Gaussian $\psi_j(x, \eta), 1 \leq j \leq p$ with parameter $\sigma$ and $l_1$-norm, by the union bound and independence:

$$P[\|\hat{T}_\eta - T_\eta\|_1 > \varepsilon] = P[(\exists j) \frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[t_j(x)] > \varepsilon]$$

$$= P[(\exists j) \frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]] > \varepsilon]$$

$$\leq 2pP[\frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]] > \varepsilon]$$

$$= 2pP[\exp(t(\sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - nE_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]])) > \exp(tn\varepsilon)]$$

$$\leq 2pE[\exp(t(\sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - nE_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]]))]/\exp(tn\varepsilon)$$

$$= 2p \prod_{i=1}^n E[\exp(t(\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]]))/\exp(tn\varepsilon)$$

$$\leq 2p \exp(-\frac{\sigma^2 t^2 n}{2} - tn\varepsilon)$$

$$\leq 2p \exp(-\frac{n\varepsilon^2}{2\sigma^2}) = \delta$$

By solving for $\varepsilon$, we have $\varepsilon_{n, \delta} = \sigma \sqrt{2/n (\log p + \log \frac{2}{\delta})}$.

Finite variance case and $\ell_1$-norm. For $\psi_j(x, \eta), 1 \leq j \leq p$ with finite variance $\sigma^2$ and $l_1$-norm, by union bound and Chebyshev's inequality:

$$P[\|\hat{T}_\eta - T_\eta\|_1 > \varepsilon] = P[(\exists j) \frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[t_j(x)] > \varepsilon]$$

$$= P[(\exists j) \frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]] > \varepsilon]$$

$$\leq pP[\frac{1}{n} \sum_i (\psi_j(x^{(i)}, \eta^{(i)})) - E_{x \sim D}[\eta \sim Q[\psi_j(x, \eta)]] > \varepsilon]$$

$$\leq p \frac{\sigma^2}{n\varepsilon^2}$$

By solving for $\varepsilon$, we have $\varepsilon_{n, \delta} = \sigma \sqrt{\frac{p}{n\delta}}$.

A.8 Proof of Theorem 7

Proof. Using Fano’s inequality, we show that it will be impossible to recover the original data $X$ up to permutation with probability greater than $1/2$. We can describe the data process with the Markov chain $X \rightarrow X_\eta \rightarrow \hat{T}_\eta \rightarrow \hat{T}_\eta \rightarrow X$, where $\hat{X} = A(\hat{T}_\eta)$. The mutual information of $X, X_\eta$ can be bounded by using the pairwise KL
Because we require the recovery of $X \in \mathcal{X}$ up to permutation, we have $|\mathcal{X}| = \binom{2\sqrt{p}}{n} \geq \frac{2^{\sqrt{p}}}{n}$. By Fano’s inequality \[7\] and since $H(X) \leq \log |\mathcal{X}|$,

$$P[\hat{X} \neq X] \geq 1 - \frac{\|X; \hat{X}\| + \log 2}{\log |\mathcal{X}|} \geq 1 - \frac{\frac{2n\sqrt{p}}{\sigma^2} + \log 2}{n\sqrt{p}\log 2 - n\log n}$$

In order to have $P[\hat{X} \neq X] \geq \gamma$, we require

$$\frac{\frac{2n\sqrt{p}}{\sigma^2} + \log 2}{n\sqrt{p}\log 2 - n\log n} \leq 1 - \gamma$$

$$\sigma^2 \geq \frac{2}{(1-\gamma)(\log 2 - \frac{\log n}{\sqrt{p}}) - \frac{\log 2}{n\sqrt{p}}}$$

Thus, if $n \geq \frac{4}{(1-\gamma)\sqrt{p}}$ and $n \leq 2\sqrt{p}/4$,

$$\sigma^2 \geq \frac{4}{(1-\gamma)\log 2}$$

A.9 Proof of Theorem 8

Proof. First, recall that $\hat{X} = A(X_{\eta})$. We proceed as in Theorem 7 except for the Fano’s inequality step. We now use the Fano’s inequality from [10] together with eq. (8) and the fact that $N_{\text{max}}(t) = \binom{n}{t} \frac{2^{\sqrt{p} - n}}{t^n} \leq \frac{2^{\sqrt{p}}}{t^n}$.

\[\]
Thus, 
\[
\left( \frac{ne}{t} \right)^t \left( \frac{2(\sqrt{\pi} - n)\epsilon}{t} \right)^t. \text{ Thus,}
\]

\[
P[d(\hat{X}, X) > t] \geq 1 - \frac{I(X; \hat{X}) + \log 2}{\log \left( \frac{1}{N_{\max(t)}} \right)}
\]

\[
\geq 1 - \frac{2n \sqrt{p} + \log 2}{\log \left( \frac{t^d}{(c^2 n (2^{\sqrt{p} - n})^n)^{2 n \sqrt{p}}} \right)}
\]

\[
= 1 - \frac{2n \sqrt{p} + \log 2}{n \sqrt{p} \log 2 - n \log n + t (\log \frac{t^d}{n (2^{\sqrt{p} - n})} - 2)}
\]

Note that \( t \leq n \) in our analysis. In order to have \( P[d(\hat{X}, X) > t] \geq \gamma \), we require

\[
\frac{2n \sqrt{p} + \log 2}{n \sqrt{p} \log 2 - n \log n + t (\log \frac{t^d}{n (2^{\sqrt{p} - n})} - 2)} \leq 1 - \gamma
\]

\[
\sigma^2_n \geq \frac{2n \sqrt{p}}{(1 - \gamma) \left( n \sqrt{p} \log 2 - n \log n + t (\log \frac{t^d}{n (2^{\sqrt{p} - n})} - 2) \right) - \log 2}
\]

\[
\sigma^2_n \geq \frac{2}{(1 - \gamma) \left( \log 2 - \frac{\log n}{\sqrt{p}} + \frac{t}{n \sqrt{p}} \left( \log \frac{t^d}{n (2^{\sqrt{p} - n}) - 2} \right) \right) - \log 2}
\]

Thus, if \( n \geq \max \left\{ \frac{4}{(1 - \gamma) \sqrt{p}}, \frac{\log 2 + 2 t (1 - \gamma) / (1 - \gamma) \sqrt{p} \log 2}{(1 - \gamma) \sqrt{p} \log 2} \right\} \) and \( n \leq 2 \sqrt{p} / 4 \),

\[
\sigma^2_n \geq \frac{4}{(1 - \gamma) \log 2 + (1 - \gamma)^2 \frac{1}{4} \left( \log \frac{t^d}{2^{\sqrt{p} - 1} - \frac{\sqrt{p}}{2} \log 2 - 2} \right)}
\]

\[\square\]

### A.10 Proof of Theorem 9

**Claim ii.** The generalized linear models with fixed design fulfills Assumption \( A \) with probability at least \( 1 - \delta \), scale function \( c(\theta) = \| \theta \| \) and rate \( \epsilon_{n, \delta} \), provided that the dual norm fulfills \( \frac{1}{n} \sum_i (\theta_i(y(i), \eta(i)) - E_{y \sim D, \eta \sim Q}[\psi(y(i), \eta)])x(i)^i \|_* \leq \epsilon_{n, \delta} \).

The problem also fulfills Assumption \( C \) with \( \epsilon'_n = 0 \).

**Proof.** We first show that \( L_0(\theta) = L(\theta) \) for any \( \theta \). Recall that \( E_\eta[\psi(y, \eta)] = t(y) \). We have

\[
L_\eta(\theta) = E_{(\psi(y), \eta) \sim D, \eta \sim Q}[\hat{L}_\theta(\theta)]
\]

\[
= E_{(\psi(y), \eta) \sim D, \eta \sim Q} \left[ \frac{1}{n} \sum_i -\psi(y(i), \eta(i))(x(i), \theta) + \log Z((x(i), \theta)) \right]
\]

\[
= E_{(\psi(y), \eta) \sim D} \left[ \frac{1}{n} \sum_i -E_{\eta \sim Q}[\psi(y(i), \eta(i))(x(i), \theta)] + \log Z((x(i), \theta)) \right]
\]

\[
= E_{(\psi(y), \eta) \sim D} \left[ \frac{1}{n} \sum_i -t(y(i))(x(i), \theta) + + \log Z((x(i), \theta)) \right]
\]

\[
= L(\theta)
\]

For proving that Assumption \( C \) holds, note that \( L_\eta(\theta) = L(\theta) \) for any \( \theta \), and thus \( \epsilon'_n = 0 \).
For proving that Assumption A holds, we invoke Claim ii in [16], that is for all \( \theta \)

\[
|\hat{L}(\theta) - L(\theta)| = \frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} - 1 \cdot \sum_i \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})]\mathbf{x}^{(i)} - \frac{1}{n} \sum_i \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})]\mathbf{x}^{(i)} - \frac{1}{n} \sum_i \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})]\mathbf{x}^{(i)}).
\]

\[
= \left| \left( \frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} - \frac{1}{n} \sum_i \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})]\mathbf{x}^{(i)} \right) \right|
\]

\[
\leq \left| \frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} \right|_1 \left| \frac{1}{n} \sum_i \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})]\mathbf{x}^{(i)} \right|
\]

\[
\leq \varepsilon_{n, \delta} \left| \theta \right|
\]

\[
\square
\]

Let \( \theta \in \mathcal{H} = \mathbb{R}^p \). Let \( \| \cdot \|_1 = \| \cdot \|_\infty \) and \( \| \cdot \|_1 \). Let \( \forall x_i, \|x_i\|_1 \leq B \) and thus \( \forall i, j, |x_j^{(i)}| < B \). According to Lemma 4 and Lemma 5, the variance of \( \psi(y, \eta) \) is \( \sigma^2 = \sigma_\eta^2 + \sigma_y^2 \). We now focus on proving that

\[
\frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} \leq \varepsilon_{n, \delta}
\]

which is the precondition of Claim ii.

**Sub-Gaussian case and \( \ell_1 \)-norm.** By Claim ii and by the union bound and independence, if we have sub-Gaussian \( \psi(y, \eta) \), then

\[
\mathbb{P}[\left| \frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} \right|_1 > \varepsilon] = \mathbb{P}[(\exists j)\frac{1}{n} \sum_i (\psi(y_j, \eta^{(i)}) - \mathbb{E}_{y \sim D}[\psi(y, \eta)])x_j^{(i)} > \varepsilon]
\]

\[
= \mathbb{P}[(\exists j)\frac{1}{n} \sum_i (\psi(y_j, \eta) - \mathbb{E}_{y \sim D}[\psi(y, \eta)])x_j^{(i)} > \varepsilon]
\]

\[
\leq 2p \exp\left(-\frac{n\varepsilon^2}{2(\sigma B)^2}\right)
\]

Thus, \( \varepsilon_{n, \delta} = \sigma B \sqrt{\frac{1}{n} \log p + \log \frac{2}{\delta}} \).

**Finite variance case and \( \ell_1 \)-norm.** If \( \psi(y, \eta) \) has variance at most \( \sigma^2 \), then by Claim ii and by the union bound and Chebyshev’s inequality,

\[
\mathbb{P}[\left| \frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{D,Q}[\psi(y^{(i)}, \eta^{(i)})])\mathbf{x}^{(i)} \right|_1 > \varepsilon] = \mathbb{P}[(\exists j)\frac{1}{n} \sum_i (\psi(y_j, \eta^{(i)}) - \mathbb{E}_{y \sim D}[\psi(y, \eta)])x_j^{(i)} > \varepsilon]
\]

\[
= \mathbb{P}[(\exists j)\frac{1}{n} \sum_i (\psi(y_j, \eta) - \mathbb{E}_{y \sim D}[\psi(y, \eta)])x_j^{(i)} > \varepsilon]
\]

\[
\leq p \frac{(\sigma B)^2}{n\varepsilon^2}
\]

By solving for \( \varepsilon \), we have \( \varepsilon_{n, \delta} = \sigma B \sqrt{\frac{p}{2n\delta}} \).

**A.11 Proof of Theorem [10]**

*Proof.* Using Fano’s inequality, we show that it will be impossible to recover the original data \( Y \) with probability greater than 1/2. We can describe the data process with the Markov chain \( Y \to Y_\eta \to \hat{Y} \), where \( \hat{Y} = \mathcal{A}(Y_\eta) \). The
mutual information of $Y, Y_\eta$ can be bounded by using the pairwise KL divergence bound [34].

\[
I[Y; \hat{Y}] \leq I[Y; Y_\eta] = nI[y^{(i)}; \hat{y}_n^{(i)}] \\
\leq \frac{n}{|\{-1, +1\}|^2} \sum_{y^{(i)} \in \{-1, +1\}} \sum_{y'^{(i)} \in \{-1, +1\}} KL(P_{y_n^{(i)}|y^{(i)}}|P_{y_n^{(i)}|y'^{(i)}}) \\
= \frac{n}{|\{-1, +1\}|^2} \sum_{y^{(i)} \in \{-1, +1\}} \sum_{y'^{(i)} \in \{-1, +1\}} KL(N(y^{(i)}, \sigma^2_\eta) | N(y'^{(i)}, \sigma^2_\eta)) \\
= \frac{n}{|\{-1, +1\}|^2} \sum_{y^{(i)} \in \{-1, +1\}} \sum_{y'^{(i)} \in \{-1, +1\}} \frac{(y^{(i)} - y'^{(i)})^2}{2\sigma^2_\eta} \\
\leq \frac{n}{|\{-1, +1\}|^2} (|\{-1, +1\}|^2 - |\{-1, +1\}|) \frac{2}{\sigma^2_\eta} \\
\leq \frac{n}{\sigma^2_\eta} \tag{9}
\]

Since $Y \in \mathcal{Y} = \{-1, +1\}^n$ we have $|\mathcal{Y}| = 2^n$. By Fano’s inequality[7] and since $H(Y) \leq \log |\mathcal{Y}|$,

\[
\mathbb{P}[\hat{Y} \neq Y] \geq 1 - \frac{I(Y; \hat{Y}) + \log 2}{\log |\mathcal{Y}|} \\
\geq 1 - \frac{\frac{n}{\sigma^2_\eta} + \log 2}{n \log 2}
\]

In order to have $P[\hat{Y} \neq Y] \geq \gamma$, we require

\[
\frac{n}{\sigma^2_\eta} + \log 2 \leq \frac{1}{n \log 2} \leq 1 - \gamma \\
\frac{1}{\sigma^2_\eta \log 2} + \frac{1}{n} \leq 1 - \gamma
\]

Thus, if $n > \frac{2}{1 - \gamma}$, we have

\[
\sigma^2_\eta \geq \frac{1}{(1 - \gamma - \frac{1}{n}) \log 2} \\
\sigma^2_\eta \geq \frac{2}{(1 - \gamma) \log 2}
\]
A.12 Proof of Theorem 11

Proof. First, recall that $\hat{Y} = A(Y_\eta)$. We proceed as in Theorem 10, except for the Fano’s inequality step. We now use the Fano’s inequality from [10] together with eq. (9) and the fact that $N_{\text{max}}(t) = (\frac{n}{t^2})$. Thus,

$$\mathbb{P}[d(\hat{Y}, Y) > t] \geq 1 - \frac{H(Y; \hat{Y}) + \log 2}{\log \left( \frac{|Y|}{N_{\text{max}}(t)} \right)}$$

$$\geq 1 - \frac{\frac{n}{\sigma^2} + \log 2}{\log \left( \frac{2n}{\sigma^2 t} \right)}$$

$$= 1 - \frac{n}{n \log 2 + t \log \left( \frac{1}{n} \frac{1}{n - 1} \right)}$$

Note that $t \leq n$ in our analysis. In order to have $\mathbb{P}[d(\hat{Y}, Y) > t] \geq \gamma$, we require

$$\sigma^2 \geq \frac{n}{(1 - \gamma) \left( n \log 2 + t \log \left( \frac{1}{n} \frac{1}{n - 1} \right) \right)} - \log 2$$

Thus, if $n > \frac{2}{1 - \gamma}$, we have

$$\sigma^2 \geq \frac{2}{(1 - \gamma) \log 2 + (1 - \gamma)^2 \log \left( \frac{(1 - \gamma)}{2} - 1 \right)}$$

\[\square\]

A.13 Proof of Theorem 12

Claim iii. The exponential family PCA fulfills Assumption A with probability at least $1 - \delta$, scale function $c(\theta) = \|	heta\|$ and rate $\varepsilon_{n, \delta}$, provided that the dual norm fulfills $\|A(\psi_{x_{11}, \eta_{11}}) - A_{x_{11}, \eta_{11}}[\psi(x, \eta), \ldots, \psi(x_{n_{12}, \eta_{n_{12}}}), \ldots, \psi(x_{n_{12}, \eta_{n_{12}}})] \|_* \leq \varepsilon_{n, \delta}$.

The problem also fulfills Assumption C with $\varepsilon_n = 0$.

Proof. We first show that $\mathcal{L}_n(\theta) = \mathcal{L}(\theta)$ for any $\theta$. We have

$$\mathcal{L}_n(\theta) = \mathbb{E}_{(i, j) \sim \mathcal{D}, \eta_{ij} \sim Q_{ij}} \left[ \hat{\mathcal{L}}_n(\theta) \right] = \mathbb{E}_{(i, j) \sim \mathcal{D}, \eta_{ij} \sim Q_{ij}} \left[ \frac{1}{n} \sum_{ij} -\psi(x_{ij}, \eta_{ij}) \theta_{ij} + \log Z(\theta_{ij}) \right]$$

$$= \mathbb{E}_{(i, j) \sim \mathcal{D}, \eta_{ij} \sim Q_{ij}} \left[ \frac{1}{n} \sum_{ij} -\mathbb{E}_{\eta_{ij} \sim Q_{ij}} [\psi(x_{ij}, \eta_{ij})] \theta_{ij} + \log Z(\theta_{ij}) \right]$$

$$= \mathbb{E}_{(i, j) \sim \mathcal{D}, \eta_{ij} \sim Q_{ij}} \left[ \frac{1}{n} \sum_{ij} -t(x) \theta_{ij} + \log Z(\theta_{ij}) \right]$$

$$= \mathcal{L}(\theta)$$

For proving that Assumption C holds, note that $\mathcal{L}_n(\theta) = \mathcal{L}(\theta)$ for any $\theta$, and thus $\varepsilon_n = 0$. 
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For proving that Assumption [A] holds, we have for all $\theta$

$$|\hat{L}_\eta(\theta) - L_\eta(\theta)| = \frac{1}{n} \sum_{i,j} \psi(x_{ij}, \eta_{ij}) \theta_{ij} - \frac{1}{n} \sum_{i,j} E_{x \sim D_{ij}, \eta \sim Q_{ij}} [\psi(x, \eta)] \theta_{ij}$$

$$= \frac{1}{n} \sum_{i,j} (\psi(x_{ij}, \eta_{ij}) - E_{x \sim D_{ij}, \eta \sim Q_{ij}} [\psi(x, \eta)]) \theta_{ij}$$

$$\leq \frac{1}{n} (\psi(x_{11}, \eta_{11}) - E_{x \sim D_{11}, \eta \sim Q_{11}} [\psi(x, \eta)], \ldots, \psi(x_{n_1 n_2}, \eta x_{n_1 n_2}) - E_{x \sim D_{n_1 n_2}, \eta \sim Q_{n_1 n_2}} [\psi(x, \eta)]) \| \theta \|$$

$$\leq \varepsilon_{n, \delta} \| \theta \|$$

$\square$

Recall that $\theta \in \mathcal{H} = \mathbb{R}^{n_1 \times n_2}$ and $n = n_1 \times n_2$. Let $\| \cdot \| = \| \cdot \|_\infty$, $\| \cdot \| = \| \cdot \|_1$. According to Lemma [4] and Lemma [5], the variance of $\psi(x_{ij}, \eta_{ij})$ is $\sigma^2 = \sigma_{x_{ij}}^2 + \sigma_{\eta_{ij}}^2$. We now focus on proving that $\| \frac{1}{n} (\psi(x_{11}, \eta_{11}) - E_{x \sim D_{11}, \eta \sim Q_{11}} [\psi(x, \eta)], \ldots, \psi(x_{n_1 n_2}, \eta x_{n_1 n_2}) - E_{x \sim D_{n_1 n_2}, \eta \sim Q_{n_1 n_2}} [\psi(x, \eta)]) \|_\ast \leq \varepsilon_{n, \delta}$ which is the precondition of Claim iii.

Claim [iii] Sub-Gaussian case and $\ell_1$-norm. If we have sub-Gaussian $\psi(x_{ij}, \eta_{ij})$, by Claim [iii] and by the union bound and independence, we have

$$\mathbb{P}[\| \frac{1}{n} (\psi(x_{11}, \eta_{11}) - E_{x \sim D_{11}, \eta \sim Q_{11}} [\psi(x, \eta)], \ldots, \psi(x_{n_1 n_2}, \eta x_{n_1 n_2}) - E_{x \sim D_{n_1 n_2}, \eta \sim Q_{n_1 n_2}} [\psi(x, \eta)]) \|_\ast > \varepsilon]$$

$$= \mathbb{P}(\exists i,j) |\psi(x_{ij}, \eta_{ij}) - E_{x \sim D_{ij}} [t(x_{ij})]| > n \varepsilon$$

$$\leq 2n \exp\left(-\frac{(n \varepsilon)^2}{2 \sigma^2}\right)$$

Let $\delta = 2n \exp\left(-\frac{(n \varepsilon)^2}{2 \sigma^2}\right)$, we still have $\varepsilon_{n, \delta} = \frac{n}{2} \sqrt{2 \log n + \log \frac{2}{\delta}}$

Claim [iii] Finite variance case and $\ell_1$-norm. If $\psi(x_{ij}, \eta_{ij})$ has variance at most $\sigma$, by Claim [iii] and by the union bound and Chebyshev’s inequality:

$$\mathbb{P}[\| \frac{1}{n} (\psi(x_{11}, \eta_{11}) - E_{x \sim D_{11}, \eta \sim Q_{11}} [\psi(x, \eta)], \ldots, \psi(x_{n_1 n_2}, \eta x_{n_1 n_2}) - E_{x \sim D_{n_1 n_2}, \eta \sim Q_{n_1 n_2}} [\psi(x, \eta)]) \|_\ast > \varepsilon]$$

$$= \mathbb{P}(\exists i,j) |\psi(x_{ij}, \eta_{ij}) - E_{x \sim D_{ij}} [t(x)]| > n \varepsilon$$

$$\leq \frac{n \sigma^2}{(n \varepsilon)^2}$$

Let $\delta = n \frac{\sigma^2}{(n \varepsilon)^2}$, then we have $\varepsilon_{n, \delta} = \frac{\sigma}{\sqrt{n} \delta}$

A.14 Proof of Theorem [13]

Proof. Using Fano’s inequality, we show that it will be impossible to recover the original data $X$ with probability greater than $1/2$. We can describe the data process with the Markov chain $X \rightarrow X_\eta \rightarrow X$, where $X = A(X_\eta)$.
The mutual information of $X, X_\eta$ can be bounded by using the pairwise KL divergence bound [34].

$$I[X; \hat{X}] \leq \|X; X_\eta\|
= nI[x_{ij}; x_{\eta ij}]
\leq \frac{n}{\{|-1, +1|\}^2} \sum_{x_i \in \{-1, +1\}} \sum_{x_{ij} \in \{-1, +1\}} KL(P_{x_{ij}|x_i} | P_{x_{\eta ij}|x_{ij}})
= \frac{n}{\{|-1, +1|\}^2} \sum_{x_i \in \{-1, +1\}} \sum_{x_{ij} \in \{-1, +1\}} KL(N(x_{ij}, \sigma_\eta^2) | N(x'_{ij}, \sigma_\eta^2))
= \frac{n}{\{|-1, +1|\}^2} \sum_{x_i \in \{-1, +1\}} \sum_{x_{ij} \in \{-1, +1\}} \frac{(x_{ij} - x'_{ij})^2}{2\sigma_\eta^2}
\leq \frac{n}{\{|-1, +1|\}^2} (\{|-1, +1|\}^2 - \{|-1, +1|\}^2) \frac{2}{\sigma_\eta^2}
\leq \frac{n}{\sigma_\eta^2}$$ (10)

Since $X \in \mathcal{X} = \{-1, +1\}^{n_1 \times n_2}$ where $n = n_1 n_2$ we have $|\mathcal{X}| = 2^n$. By Fano’s inequality [7] and since $H(X) \leq \log |\mathcal{X}|$,

$$P[\hat{X} \neq X] \geq 1 - \frac{I(X; X_\eta) + \log 2}{\log |\mathcal{X}|}
\geq 1 - \frac{n}{\sigma_\eta^2} + \log 2
\geq 1 - \frac{n}{n \log 2}$$

In order to have $P[\hat{X} \neq X] \geq \gamma$, we require

$$\frac{n}{\sigma_\eta^2} + \log 2 \leq 1 - \gamma$$

Thus, if $n > \frac{2}{1 - \gamma}$, we have

$$\sigma_\eta^2 \geq \frac{1}{(1 - \gamma - \frac{1}{n}) \log 2}
\sigma_\eta^2 \geq \frac{2}{(1 - \gamma) \log 2}$$

\( \square \)

A.15 Proof of Theorem [14]

Proof. First, recall that $\hat{X} = \mathcal{A}(X_\eta)$. We proceed as in Theorem [13] except for the Fano’s inequality step. We now use the Fano’s inequality from [10] together with eq. (10) and the fact that $N_{\max}(t) = \binom{n}{t} \leq (\frac{en}{2})^t$. Thus,

$$P[d(\hat{X}, X) > t] \geq 1 - \frac{I(X; X_\eta) + \log 2}{\log \left( \frac{|\mathcal{X}|}{N_{\max}(t)} \right)}
\geq 1 - \frac{n}{\sigma_\eta^2} + \log 2
\geq 1 - \frac{n}{n \log 2 + t(\log \frac{4}{n} - 1)}$$
Note that $t \leq n$ in our analysis. In order to have $\mathbb{P}[d(\hat{X}, X) > t] \geq \gamma$, we require

$$\frac{n}{2^n} + \log 2 \leq 1 - \gamma$$

$$\sigma^2_n \geq \frac{n}{(1 - \gamma) (n \log 2 + t) - \log 2}$$

Thus, if $n > \frac{2}{1 - \gamma}$, we have

$$\sigma^2_n \geq \frac{2}{(1 - \gamma) \log 2 + (1 - \gamma) t \log \left(\frac{1 - \gamma}{2} \right) - 1}$$

\[\square\]

A.16 Proof of Theorem 15

Claim iv. Let $\phi_1, \ldots, \phi_\infty$ be an infinitely dimensional orthonormal basis, and let $\phi(x) = (\phi_1(x), \ldots, \phi_\infty(x))$. we represent the function $\theta : \mathcal{X} \rightarrow \mathbb{R}$ by using the infinitely dimensional orthonormal basis. That is, $\theta(x) = \sum_{j=1}^\infty \nu_j^{(\theta)} \phi_j(x) = \langle \nu^{(\theta)}, \phi(x) \rangle$, where $\nu^{(\theta)} = (\nu_1^{(\theta)}, \ldots, \nu_\infty^{(\theta)})$. In the latter, the superindex $(\theta)$ allows for associating the infinitely dimensional coefficient vector $\nu$ with the original function $\theta$. Then, we define the norm of the function $\theta$ with respect to the infinitely dimensional orthonormal basis. That is, $\|\theta\| = \|\nu^{(\theta)}\|$.

Non-parametric generalized regression with fixed design fulfills Assumption A with probability at least $1 - \delta$, scale function $c(\theta) = \|\theta\|$ and rate $\epsilon_{n, \delta}$, provided that the dual norm fulfills

$$\|\frac{1}{n} \sum_i (\psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{y \sim \mathcal{D}, \eta \sim \mathcal{Q}} \|\psi(y^{(i)}, \eta^{(i)})\|) \phi(x^{(i)})\|_*$$

$$\leq \epsilon_{n, \delta}$$

This problem also fulfills Assumption X with $\epsilon' = 0$.

Proof. We first show that $\mathcal{L}_0(\theta) = \mathcal{L}(\theta)$. We have

$$\mathcal{L}_0(\theta) = \mathbb{E}_{(y^{(i)}, \eta^{(i)}) \sim \mathcal{D}(\theta), \eta^{(i)} \sim \mathcal{Q}} \frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) \theta(x^{(i)}) + \log \mathcal{Z}(\theta(x^{(i)}))]$$

$$= \mathbb{E}_{(y^{(i)}, \eta^{(i)}) \sim \mathcal{D}(\theta)} \frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) \theta(x^{(i)}) + \log \mathcal{Z}(\theta(x^{(i)}))]$$

$$= \mathbb{E}_{(y^{(i)}, \eta^{(i)}) \sim \mathcal{D}(\theta)} \frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) \theta(x^{(i)}) + \log \mathcal{Z}(\theta(x^{(i)}))] = \mathcal{L}(\theta)$$

For proving that Assumption X holds, note that $\mathcal{L}_0(\theta) = \mathcal{L}(\theta)$ for any $\theta$, and thus $\epsilon' = 0$.

For proving that Assumption A holds, we have for all $\theta$

$$|\widehat{\mathcal{L}}_0(\theta) - \mathcal{L}_0(\theta)| = \frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) \theta(x^{(i)}) - \mathbb{E}_{(y, \eta) \sim \mathcal{D}, \mathcal{Q}} \|\psi(y^{(i)}, \eta^{(i)})\| \theta(x^{(i)})|$$

$$= \left|\frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{(y, \eta) \sim \mathcal{D}, \mathcal{Q}} \|\psi(y^{(i)}, \eta^{(i)})\| \phi(x^{(i)}), \nu^{(\theta)}\|\right|$$

$$\leq \frac{1}{n} \sum_i \psi(y^{(i)}, \eta^{(i)}) - \mathbb{E}_{(y, \eta) \sim \mathcal{D}, \mathcal{Q}} \|\psi(y^{(i)}, \eta^{(i)})\| \phi(x^{(i)}), \nu^{(\theta)}\|$$

$$\leq \epsilon_{n, \delta} \|\theta\|$$

\[\square\]

Let $x \in \mathcal{X} = \mathbb{R}^p$. Let $\| \cdot \|_\infty$ and $\| \cdot \|_1$. Let $\mathbb{E}_{\mathbb{X}} \phi(x) \leq B$ and thus $(\forall ij) |\phi_j(x^{(i)})| \leq B$. The complexity of our nonparametric model grows with more samples. Assume that we have $q_n$ orthonormal
basis functions $\varphi_1, \ldots, \varphi_q : \mathbb{R} \to \mathbb{R}$. Let $q_n$ be increasing with respect to the number of samples $n$. With these bases, we define $q_n, p$ orthonormal basis functions of the form $\phi_j(x) = \varphi_k(x_i)$ for $j = 1, \ldots, q_n, k = 1, \ldots, q_n$, $l = 1, \ldots, p$. According to Lemma A and Lemma A the variance of $\psi(y, \eta)$ is $\sigma^2 = \sigma_y^2 + \sigma_\eta^2$. We now focus on proving that $\| \frac{1}{n} \sum_i (\psi(y(i), \eta(i)) - \mathbb{E}_{D, Q}[\psi(y(i), \eta(i))]) \phi_j(x(i)) \|_\ast \leq \varepsilon_{n, \delta}$ which is the precondition of Claim iv.

**Claim iv** Sub-Gaussian case with $\ell_1$-norm. Let $\forall i, \psi(y(i), \eta(i))$ be sub-Gaussian with parameter $\sigma$. Therefore $\forall i, \psi(y(i), \eta(i))\phi_j(x(i))$ is sub-Gaussian with parameter $\sigma B$. By Claim iv, and by the union bound, sub-Gaussianity and independence,

$$\mathbb{P}[\| \frac{1}{n} \sum_i (\psi(y(i), \eta(i)) - \mathbb{E}_{D, Q}[\psi(y(i), \eta(i))]) \phi_j(x(i)) \|_\ast > \varepsilon] = \mathbb{P}[(\exists j) \| \frac{1}{n} \sum_i (\psi(y(i), \eta(i)) - \mathbb{E}_{D, Q}[\psi(y(i), \eta(i))]) \phi_j(x(i)) \| > \varepsilon] \leq 2q_n p \exp(-\frac{n\varepsilon^2}{2(\sigma B)^2}) = \delta$$

By solving for $\varepsilon$, we have $\varepsilon_{n, \delta} = \sigma B/\sqrt{2/n}.$

**Claim iv** Finite variance case with $\ell_1$-norm. Let $\forall i, \psi(y(i), \eta(i))$ have variance at most $\sigma^2$. Therefore $\forall i, \psi(y(i), \eta(i))\phi_j(x(i))$ has variance at most $(\sigma B)^2$. By Claim iv and by the union bound and Chebyshev’s inequality,

$$\mathbb{P}[\| \frac{1}{n} \sum_i (\psi(y(i), \eta(i)) - \mathbb{E}_{D, Q}[\psi(y(i), \eta(i))]) \phi_j(x(i)) \|_\ast > \varepsilon] = \mathbb{P}[(\exists j) \| \frac{1}{n} \sum_i (\psi(y(i), \eta(i)) - \mathbb{E}_{D, Q}[\psi(y(i), \eta(i))]) \phi_j(x(i)) \| > \varepsilon] \leq q_n p \frac{(\sigma B)^2}{n\varepsilon^2} = \delta$$

By solving for $\varepsilon$, we have $\varepsilon_{n, \delta} = \sigma B/\sqrt{2/n}.$

**A.17 Proof of Theorem [16]**

**Claim v.** Max-margin matrix factorization fulfills Assumption [A] with probability 1, scale function $c(\theta) = \|\theta\|_1$ and rate $\varepsilon_{n, \delta} = O(1/n)$. Furthermore, max-margin matrix factorization fulfills Assumption Ce with $\varepsilon_n = 2K(1-\eta)/n$ and $c(\theta) = \|\theta\|_1$.

**Proof.** To prove this problem fulfills Assumption [A] we have:

$$|\hat{\mathcal{L}}_n(\theta) - \mathcal{L}_n(\theta)| = \frac{1}{n} \sum_{ij} (f(x_{ij} \eta_{ij} \theta_{ij}) - \mathbb{E}_{D, Q}[f(x_{ij} \eta_{ij} \theta_{ij})])$$

$$= \frac{1}{n} \sum_{ij} (1[x_{ij} \eta_{ij} = +1] f(\theta_{ij}) + 1[x_{ij} \eta_{ij} = -1] f(-\theta_{ij}) - \mathbb{P}[x_{ij} \eta_{ij} = +1] f(\theta_{ij}) - \mathbb{P}[x_{ij} \eta_{ij} = -1] f(-\theta_{ij}))$$

$$= \frac{1}{n} \sum_{ij} (1[x_{ij} \eta_{ij} = +1] - \mathbb{P}[x_{ij} \eta_{ij} = 1] f(\theta_{ij}) + 1[x_{ij} \eta_{ij} = -1] - \mathbb{P}[x_{ij} \eta_{ij} = -1] f(-\theta_{ij}))$$

$$\leq \frac{1}{n} \sum_{ij} (1[x_{ij} \eta_{ij} = +1] - \mathbb{P}[x_{ij} \eta_{ij} = +1] f(\theta_{ij}) + 1[x_{ij} \eta_{ij} = -1] - \mathbb{P}[x_{ij} \eta_{ij} = -1] f(-\theta_{ij}))$$

$$\leq \frac{1}{n} \sum_{ij} 2K|\theta_{ij}|$$

$$= \frac{2K}{n} \| \theta \|_1$$
To prove this problem fulfills Assumption [C] let $K$ be the Lipschitz constant of $f$. Note that

$$\mathbb{E}_q[\hat{L}_n(\theta)] = \frac{1}{n} \sum_{i,j} qf(x_{ij}\theta_{ij}) + (1-q)f(-x_{ij}\theta_{ij})$$

Thus, we have

$$|\hat{L}(\theta) - \mathbb{E}_q[\hat{L}_n(\theta)]| = \left|\frac{1}{n} \sum_{i,j} f(x_{ij}\theta_{ij}) - \left(\frac{1}{n} \sum_{i,j} qf(x_{ij}\theta_{ij}) + (1-q)f(-x_{ij}\theta_{ij})\right)\right|$$

$$\leq \frac{1}{n} \left|\sum_{i,j} (1-q)f(x_{ij}\theta_{ij}) - (1-q)f(-x_{ij}\theta_{ij})\right|$$

$$\leq \frac{(1-q)}{n} \left|\sum_{i,j} 2K(x_{ij}\theta_{ij})\right|$$

$$\leq \frac{2K(1-q)}{n} \|	heta\|_1$$

By Jensen’s inequality:

$$|\mathcal{L}(\theta) - \mathcal{L}_n(\theta)| = |\mathbb{E}_D[\hat{L}(\theta) - \hat{L}_n(\theta)]|$$

$$\leq \mathbb{E}_D[|\hat{L}(\theta) - \hat{L}_n(\theta)|]$$

$$\leq \frac{2K(1-q)}{n} \|	heta\|_1$$

A.18 Proof of Theorem [17]

Proof. Using Fano’s inequality, we show that it will be impossible to recover the original data $X$ with probability greater than $1/2$. We can describe the data process with the Markov chain $X \rightarrow X_\eta \rightarrow \hat{X}$, where $X = \mathcal{A}(X_\eta)$. Let $B(q)$ denote the probability distribution that returns $+1$ with probability $q$ and $-1$ with probability $1-q$.

Note that since $x_{ij} \in \{-1, +1\}$ and $\eta_{ij} \sim B(q)$, then $\eta_{ij}x_{ij} \sim B(1/2 + (q - 1/2)x_{ij})$. The mutual information of $X, X_\eta$ can be bounded by using the pairwise KL divergence bound [34].

$$I[X; \hat{X}] \leq I[X; X_\eta]$$

$$\leq n \sum_{x_{ij}, \eta_{ij}x_{ij}} \sum_{x_{ij}', \eta_{ij}x_{ij}'} \mathbb{KL}(P_{\eta_{ij}x_{ij}|x_{ij}} | P_{\eta_{ij}x_{ij}'|x_{ij}'})$$

$$\leq \frac{n}{|\{-1, +1\}|^2} \sum_{x_{ij}, \eta_{ij}x_{ij}} \sum_{x_{ij}', \eta_{ij}x_{ij}'} \mathbb{KL}(B(1/2 + (q - 1/2)x_{ij}) | B(1/2 + (q - 1/2)x_{ij}'))$$

$$= \frac{n}{|\{-1, +1\}|^2} (|\{-1, +1\}|^2 - |\{-1, +1\}|)(q \log \frac{q}{1-q} + (1-q) \log \frac{1-q}{q})$$

$$\leq \frac{n}{2} (q \log \frac{q}{1-q} + (1-q) \log \frac{1-q}{q})$$

$$= \frac{n}{2} (2q - 1) \log \frac{q}{1-q} \tag{11}$$

Since $X \in \mathcal{X} = \{-1, +1\}^{n_1 \times n_2}$ where $n = n_1n_2$ we have $|\mathcal{X}| = 2^n$. By Fano’s inequality [7] and since $H(\mathbf{X}) \leq \log |\mathcal{X}|$, we get

$$P[X \neq \hat{X}] \geq 1 - \frac{I[X; \hat{X}] + \log 2}{\log |\mathcal{X}|}$$

$$\geq 1 - \frac{\frac{n}{2}(2q - 1) \log \frac{q}{1-q} + \log 2}{n \log 2}$$

$$\geq 1 - \frac{n}{2} \left(\frac{2q - 1}{1-q} + \frac{1}{n \log 2}\right)$$
In order to have \( P[\hat{X} \neq X] \geq \gamma \), we require
\[
\frac{n}{2} (2q - 1) \log \frac{q}{1-q} + \log 2 \geq 1 - \gamma \\
(2q - 1) \log \frac{q}{1-q} < 2(1 - \frac{1}{n}) \log 2
\]

Note that
\[
(2q - 1) \log \frac{q}{1-q} < (2q - 1)(\frac{q}{1-q} - 1) = \frac{4q^2 - 4q + 1}{1-q}
\]

Let \( g = 2(1 - \gamma - \frac{1}{n}) \log 2 \) and \( g \in (0, 2\log 2) \), we can solve
\[
\frac{4q^2 - 4q + 1}{1-q} < g
\]

Solving the inequality above, we get, \( q \in \left( \frac{1}{2}, \frac{1}{2} + \frac{1-g}{4} \right) \). A sufficient condition for the latter is \( q \in \left( \frac{1}{2}, \frac{1}{2} + \frac{1-g}{2} \right) \). Let \( g \in \left( \frac{1}{2}, \frac{1}{2} + \frac{1-g}{8} \right) \).

\[\text{A.19 Proof of Theorem 18}\]

Proof. First, recall that \( \hat{X} = \mathcal{A}(X_\eta) \). We proceed as in Theorem 17, except for the Fano’s inequality step. We now use the Fano’s inequality from [10] together with eq. (11) and the fact that \( N_{\max}(t) = \binom{n}{t} \leq \left( \frac{ne}{t} \right)^t \). Thus,
\[
P[d(\hat{X}, X) > t] \geq 1 - \frac{\mathbb{I}(X: \hat{X}) + \log 2}{\log \left( \frac{|X|}{N_{\max}(t)} \right)} \\
\geq 1 - \frac{n}{2} (2q - 1) \log \frac{q}{1-q} + \log 2 \\
= 1 - \frac{n}{2} (2q - 1) \log \frac{q}{1-q} + \log 2 \\
= n \log 2 + t \log \left( \frac{t}{n} - 1 \right)
\]

Note that \( t \leq n \) in our analysis. In order to have \( P[d(\hat{X}, X) > t] \geq \gamma \), we require
\[
\frac{n}{2} (2q - 1) \log \frac{q}{1-q} + \log 2 \\
\frac{n}{2} (2q - 1) \log \frac{q}{1-q} \leq 1 - \gamma \\
(2q - 1) \log \frac{q}{1-q} \leq \frac{(1-\gamma)(n \log 2 + t (\log \frac{t}{n} - 1)) - \log 2}{n/2} \\
(2q - 1) \log \frac{q}{1-q} \leq 2(1 - \gamma) \left( \log 2 + \frac{t}{n} (\log \frac{t}{n} - 1) \right) - \frac{2 \log 2}{n}
\]

Let \( G_{\gamma,n,t} = (1 - \gamma) (\log 2 + \frac{t}{n} (\log \frac{t}{n} - 1)) - \frac{2 \log 2}{n} \). A reasoning similar to the proof of Theorem 17 leads to
\[
q \in \left( \frac{1}{2}, \frac{1}{2} + \frac{-G_{\gamma,n,t} + \sqrt{G_{\gamma,n,t}G_{\gamma,n,t} + 8}}{8} \right).
\]
B Irrecoverability Versus Privacy in Our Examples

B.1 A General Privacy Example

We invoke Definition 1 for sets $S$ of size 1. In this case we have $S = \{ z \}$ for $z \in Z$, and therefore $M(x) \in S$ is equivalent to $M(x) = z$. Furthermore, we use datasets $x$ and $x'$ that differ in $\alpha n$ samples, where $\alpha \in (0, 1]$ is constant with respect to $n$. We believe this regime is fair for comparison, since Theorem 1 uses privacy for arbitrary datasets $x$ and $x'$ (i.e., $\alpha = 1$). Furthermore, regimes such as differential privacy (where datasets $x$ and $x'$ differ in a single data point) assume that the attacker knows all samples except one (which is an irrelevant regime for recoverability where the attacker does not know any of the samples).

Let $D_x$ be the domain of samples, denote a dataset with $n$ samples as $x \in X \equiv D^n_x$. Let $z \in Z \equiv D^n_z$ be the perturbed version of $x$ (i.e., $z_i$ is the noisy observation of $x_i$ for $i \in [n]$). Let $M$ be the perturbation algorithm that takes $x$ as input and returns $z$ as output. We have:

$$P_{M[M(x) = z]} \leq e^\epsilon P_{M[M(x') = z]} + \delta,$$

which is equivalent to

$$p(z|x) \leq e^\epsilon p(z|x') + \delta.$$

By independence, we have

$$\prod_{i=1}^n p(z_i|x_i) \leq e^\epsilon \prod_{i=1}^n p(z_i|x'_i) + \delta$$

Now $\forall i \in [n], p(z_i|x_i) \leq e^\epsilon p(z_i|x'_i) + \frac{\delta}{n}$ is a sufficient condition to satisfy privacy.

B.2 Irrecoverable Example in Section 3.1

Following Section B.1, this example satisfies Definition 1 if $\tilde{\sigma}_\eta \geq \frac{\alpha n \sqrt{8 \log \frac{1}{0.25}}}{\epsilon}$ for two datasets with $\alpha n$ different samples, because of the additive Gaussian noise and robustness of post-processing [14]. If the variance $\sigma^2_\eta \in \left[ \frac{4}{(1-\gamma) \log 2}, \tilde{\sigma}^2_\eta \right]$, the example is not private but irrecoverable.

B.3 Irrecoverable Example in Section 3.2

Following Section B.1 and similar to the previous example, this example satisfies Definition 1 if $\tilde{\sigma}_\eta \geq \frac{\alpha n \sqrt{8 \log \frac{1}{0.25}}}{\epsilon}$ for two datasets with $\alpha n$ different samples, because of the additive Gaussian noise [14]. If the variance $\sigma^2_\eta \in \left[ \frac{8}{(1-\gamma) \log 2}, \tilde{\sigma}^2_\eta \right]$, the example is not private but irrecoverable.

B.4 Irrecoverable Example in Section 3.3

Following Section B.1, similar to the previous examples, this example satisfies Definition 1 if $\tilde{\sigma}_\eta \geq \frac{\alpha n \sqrt{8 \log \frac{1}{0.25}}}{\epsilon}$ for two datasets with $\alpha n$ different samples, because of the additive Gaussian noise [14]. If the variance $\sigma^2_\eta \in \left[ \frac{8}{(1-\gamma) \log 2}, \tilde{\sigma}^2_\eta \right]$, the example is not private but irrecoverable.

B.5 Irrecoverable Example in Section 3.5

Following Section B.1, this example satisfies $(\epsilon, 0)$-privacy from Definition 1 for the matrix $X \in \{-1, 1\}^{n_1 \times n_2}$, $n = n_1 n_2$ if we have $\tilde{q} = \frac{\alpha n \sqrt{8 \log 2}}{\epsilon} + 1$ for two datasets with $\alpha n$ different samples. If $q \in \left[ \frac{1}{2}, \frac{1}{2} + \frac{(1-\gamma) \log 2}{8} \right]$ and $q > \tilde{q}$, the example is not private but irrecoverable.