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ABSTRACT

Of recent, the government of Nigeria has been keen in changing the narrative of rice production viz. striving to make the country self-sufficient in rice production. To achieve this, various efforts viz. import ban, credit support programmes etc were embarked upon to boost domestic production in order to meet its demand and possibly engage in exportation soonest. It is in view of this that this research was conceptualized to see whether this goal is feasible or the country would remain a net importer. Time series data which spanned for a period of 58 years (1961-2018) and covered production, area, yield and producer prices were used. The data source was FAO data bank and the collected data were analyzed using both descriptive and inferential statistics. The empirical evidence showed that growth rate in the production of rice through the economic reform periods was driven majorly by area expansion with technological effect been marginal. In addition, the current acreage allocation was governed by price, area and institutional factors. Furthermore, rice production has been marked by virulent instability across all the reform periods, thus the country’s rice production has not been in the comfort zone. In addition, the empirical evidence showed area risk and uncertainty-climate change to be the major factors responsible for production variability across the reform periods. Besides, area effect predominates in determining the production growth of rice throughout the economic periods. The future food security of rice in the decade ahead is not promising given that the production trend of rice would be fluctuating, thus a threat to the country’s economic viz. rice food security and foreign reserve. Therefore, realistic and holistic policies are needed to change the future narrative of the country’s rice food security; otherwise the country will remain a net importer.

Highlights

- Achieving self-sufficiency in rice production will help the country to contain economic pilfering viz. foreign reserve depletion, thus enhance Nigeria’s GDP.
- Production growth of rice owed majorly to area expansion with area risk and uncertainty been the major factors that caused production variability.
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Nigeria is the continent’s leading consumer of rice, one of the largest producers of rice in Africa and simultaneously one of the largest rice importers in the world. In Nigeria, rice still remains a staple food; approximately 7 million metric tonnes is been consumed annually (Russon, 2019), thus, creating a supply deficit of approximately 3 million MT (KPMG, 2019). This is a lot of demand, and in order to meet this demand the country has imported large volume of the grain. However, according to the
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African Development Bank (ADB), the import is not only peculiar to Nigeria as approximately $35 billion has been spent on food import across the Africa continent annually. This is despite the fact that two-thirds of the world’s most arable uncultivated land is located in Africa (Russon, 2019). As well as an important food security crop, it is an essential cash crop for its mainly small-scale producers who commonly sell 80 percent of total production and consume only 20 per cent.

In 2015, Nigeria’s Central bank banned the use of its foreign exchange to pay for rice imports and has provided loans of at least 40 billion naira ($130 million) to help small-holder farmers boost output (George, 2020). Besides, it banned rice imports across all its land borders and kept hefty 70 percent tariffs on imports coming through ports, all aimed at encouraging domestic production, thus boosting its food security. Despite these measures, in the markets where most Nigerians buy their foods, sacks of home-grown rice are piled high but imported rice is still available, even though some traders keep the foreign grain under wraps to prevent it being confiscated by customs agents. George (2020), reported that Agricultural data specialist viz. Gro-Intelligence, put Nigeria’s rice output at 4.9 million tonnes in 2019; up 60% from 2013 but well below local consumption of 7 million tonnes. Meanwhile, the USDA expects Nigeria’s 2020 rice imports to increase by 9% i.e. 2.4 million tonnes, in part due to the high cost of unprocessed Nigerian paddy rice and elevated operating costs at mills.

According to KPMG (2020), the Nigerian agricultural landscape is changing, with increased government policies aimed at stimulating private sector involvement and boosting local production of key products. In line with the diversification drive of the present dispensation as well as fulfillment of one of its cardinal pillars of food security, it is expected that the government will continue to priorities activities within the Agriculture sector through targeted policies to attract investments. With the rapid growth in the country’s population which is estimated to exceed 200 million by 2019; it is expected that the demand for rice will be sustained and increased in the foreseeable future. But the question is, can the country become a net exporter or will remained a net importer? It is in the light of the foregoing that this research aimed at examining the production pattern of rice in Nigeria. The specific objectives were to: examined the production trend and growth pattern of rice production; determined the extent and magnitude of production instability; determined the factors influencing farmers’ acreage allocation decision; and, forecast the production trend of rice in Nigeria.

**RESEARCH METHODOLOGY**

Time series data for production, area, yield, producer prices of both studied crop and competing crop, that spanned between 1961 to 2018; and sourced from FAO data bank were used. The production trend of rice was examined based on the reform periods viz. pre-Structural Adjustment Period (SAP)(1961-1984), SAP (1985-1999) and post-SAP (2000-2018) which marked the country’s economy. The collected data were analyzed using descriptive and inferential statistics. The first objective was achieved using descriptive statistics and compound growth model; the second objective was achieved using instability index and Hazell’s decomposition model; while the third and last objectives were achieved using Nerlove’s distributed lag model and ARIMA model respectively.

**Model specification**

**Growth rate:** The compound annual growth rate calculated using the exponential model is given below:

\[ \gamma = \alpha \beta^t \]  
\[ \ln(\gamma) = \ln(\alpha) + t \ln(\beta) \]  
\[ \text{CAGR} = [\text{Antilog } (\beta - 1)] \times 100 \]

Where, CAGR is compound growth rate; \( t \) is time period in year; \( \gamma \) is area/yield/production; \( \alpha \) is intercept; and, \( \beta \) is the estimated parameter coefficient.

**Instability index:** Coefficient of variation (CV), Cuddy-Della Valle Index (CDII) and Coppock’s index were used to measure the variability in the production, area and yield.

\[ \text{CV}(\%) = \frac{\sigma}{\bar{X}} \times 100 \]

(Sandeep et al. 2016; and Boyal et al. 2015)
Where, σ is standard deviation and X is the mean value of area, yield or production

\[ CDII = CV \times (1 - R^2)^{0.5} \] \hspace{1cm} (5)

Where CDII is the Cuddy-Della instability index; CV is the coefficient of variation; and, \( R^2 \) is the coefficient of multiple determination (Cuddy-Della Valle, 1978). The instability index classification is low instability (<20%), moderate instability (21-40%) and high instability (>40%) (Shimla, 2014; and Umar et al. 2019).

Unlike CV, Coppock’s instability index give close approximation of the average year-to-year percentage variation adjusted for trend (Coppock, 1962; Ahmed and Joshi, 2013; Kumar et al. 2017; Umar et al. 2019).

\[ CI = \left( \text{Antilog}_{\log V - 1} \right) \times 100 \] \hspace{1cm} (6)

\[ \log V = \sum \frac{\log X_{t+1} - m}{N-1} \] \hspace{1cm} (7)

Where, \( X_t \) = Area or Yield or Production in year ‘t’, \( N \) = number of year(s), CI = Coppock’s instability index; \( m = \) mean difference between the log of \( X_{t+1} \) and \( X_t \); and, \( \log V = \) Logarithm Variance of the series.

**Source of change in production**

**Instantaneous change:** The instantaneous decomposition model as used by Sandeep et al. (2016) is given below:

\[ P_0 = A_0 \times Y_0 \] \hspace{1cm} (8)

\[ P_n = A_n \times Y_n \] \hspace{1cm} (9)

Where, \( P, A \) and \( Y \) represent the production, area and yield respectively. The subscript 0 and \( n \) represent the base and the \( n^{th} \) years respectively.

\[ P_n - P_0 = \Delta P \] \hspace{1cm} (10)

\[ A_n - A_0 = \Delta A \] \hspace{1cm} (11)

\[ Y_n - Y_0 = \Delta Y \] \hspace{1cm} (12)

From equation (8) and (12) we can write

\[ P_0 + \Delta P = (A_0 + \Delta A)(Y_0 + \Delta Y) \] \hspace{1cm} (13)

Therefore,

\[ P = \frac{Y_0 \Delta A}{\Delta P} \times 100 + \frac{A_0 \Delta Y}{\Delta P} \times 100 + \frac{\Delta A \Delta Y}{\Delta P} \times 100 \] \hspace{1cm} (14)

Production = Area effect + Yield effect + Interaction effect \hspace{1cm} (15)

**Hazell’s decomposition model:** Following Hazell’s (1982) as adopted by Umar et al. (2017; 2019), the model is presented below:

(i) **Changes in average production**

\[ E(P) = \bar{A} \bar{Y} + \text{COV}(A,Y) \] \hspace{1cm} (16)

\[ \Delta E(P) = E(P_2) - E(P_1) = \bar{A}_1 \Delta Y + \bar{Y}_1 \Delta A + \Delta \text{COV}(A,Y) \] \hspace{1cm} (17)

(ii) **Change in variance decomposition**

\[ V(P) = \bar{A}^2 \bar{Y}^2 + 2 \bar{A} \bar{Y} \text{COV}(A,Y) \] \hspace{1cm} (18)

**Nerlovian’s model:** The Nerlove’s response model as used by Sadiq et al. (2017) is presented below:

\[ A_t^* = \beta_0 + \beta_1 \text{RP}_{t-1} + \beta_2 \text{MP}_{t-1} + \beta_3 \text{RPR}_{t-1} + \beta_4 \text{YR}_{t-1} + \beta_5 \text{WI}_{t-1} + \beta_7 \text{T}_t + \beta_8 \text{A}_{t-1} + \epsilon_t \] \hspace{1cm} (19)

The first equation is a behavioural equation, stating that desired acreage (\( A_t^* \)) depend upon the following independent variables:

Where,

\( A_t \) = current area under rice;
\( \text{RP}_{t-1} \) = one year lagged price of rice;
\( \text{MP}_{t-1} \) = one year lagged price of maize (competing crop);
\( \text{RPR}_{t-1} \) = one year lagged price risk of rice.
Price and yield risks were measured by the standard deviation of the three preceding years. For the weather index, the impact of weather on yield variability was measured with a Stalling’s index (Stalling, 1960; Ayalew, 2015).

The number of years required for 95 percent of the effect of the price to materialize is given below (Sadiq et al. 2017):

\[(1 - r)^n = 0.05 \quad \text{...}(20)\]

Where:

\[r = \text{coefficient of adjustment (1-coefficient of lagged area); and, } n = \text{number of year.}\]

Marginal effect and price elasticities for semi-logarithm functional form are given below:

\[
ME = \frac{\text{Price coefficient}}{\text{Mean of Predictor(s)}} \quad \text{...}(21)
\]

\[
SRE = \frac{\text{Price coefficient}}{\text{Mean of current area}} \quad \text{...}(22)
\]

\[
LRE = \frac{SRE}{\text{Coefficient of adjustment}} \quad \text{...}(23)
\]

**ARIMA**

ARIMA in general form is as follows (Gujarati et al., 2012):

\[
\Delta^d Z_t = \alpha + (\delta_1 \Delta^d Z_{t-1} + \ldots + \delta_p \Delta^d Z_{t-p}) - (\phi_1 \epsilon_{t-1} + \ldots + \phi_q \epsilon_{t-q}) + \epsilon_t \quad \text{...}(24)
\]

Where, \(\Delta\) denotes difference operator like:

\[
\Delta Z_t = Z_t - Z_{t-1} \quad \text{...}(25)
\]

\[
\Delta^2 Z_{t-1} = \Delta Z_t - \Delta Z_{t-1} \quad \text{...}(26)
\]

Here, \(Z_{t-1}, \ldots, Z_{t-p}\) are values of past series with lag 1, \ldots, p respectively.

**Forecasting Accuracy**

For measuring the accuracy in fitted time series model, mean absolute prediction error (MAPE), relative mean square prediction error (RMSPE), relative mean absolute prediction error (RMAPE) (Paul, 2014), Theil’s U statistic and \(R^2\) were computed using the following formulae:

\[
MAPE = \frac{1}{T} \sum_{t=1}^{T} (A_{t-1} - F_{t-1}) \quad \text{...}(27)
\]

\[
RMPSE = \frac{1}{T} \sum_{t=1}^{T} (A_{t-1} - F_{t-1})^2 / A_{t-1} \quad \text{...}(28)
\]

\[
\text{Interaction effect I (changes in mean area and mean yield)}
\]

\[
\Delta \bar{A} \Delta \bar{Y} = 2 \bar{A} \bar{Y} + \{2 \bar{A} \Delta \bar{Y} + (\Delta \bar{A})^2 \} V(Y)
\]

\[
\text{Interaction effect II (changes in mean area and yield variance)}
\]

\[
\Delta \bar{A} \Delta V(Y) = (2 \bar{A} \Delta \bar{Y} + (\Delta \bar{A})^2) \Delta V(Y)
\]

\[
\text{Interaction effect II (changes in mean yield and area variance)}
\]

\[
\Delta \bar{T} \Delta V(A) = (2 \bar{T} \Delta \bar{T} + (\Delta \bar{T})^2) \Delta V(A)
\]

\[
\text{Interaction effect IV (changes in mean area and mean yield and changes in area-yield covariance)}
\]

\[
\Delta \bar{A} \bar{Y} \Delta COV(A,Y) = (2 \bar{A} \bar{Y} + 2 \bar{A} \Delta \bar{A} + 2 \Delta \bar{A} \bar{Y}) \Delta COV(A,Y)
\]

\[
\text{Residual}
\]

\[
\Delta R = \Delta V(AY)
\]

\[
\text{Table 2: Components of change in variance production}
\]

| Sources of change                          | Symbols | Components of change                                                                 |
|-------------------------------------------|---------|--------------------------------------------------------------------------------------|
| Change in mean area                       | \(\Delta \bar{A}\) | \(2 \bar{A} \Delta \bar{Y} \text{COV}(A,Y) + \{2 \bar{A} \Delta \bar{Y} + (\Delta \bar{A})^2 \} \text{V}(Y)\) |
| Change in mean yield                      | \(\Delta \bar{Y}\) | \(2 \bar{A} \Delta \bar{Y} \text{COV}(A,Y) + \{2 \bar{T} \Delta \bar{T} + (\Delta \bar{T})^2 \} \text{V}(Y)\) |
| Change in area variance                   | \(\Delta \text{V}(A)\) | \(\text{V}(A)\)                                                                              |
| Change in yield variance                  | \(\Delta \text{V}(Y)\) | \(\text{V}(Y)\)                                                                              |
| Interaction effect I (changes in mean area and mean yield) | \(\Delta \bar{A} \Delta \bar{Y}\) | \(2 \bar{A} \bar{Y} \Delta \bar{Y} \text{COV}(A,Y)\)                                        |
| Changes in area-yield covariance          | \(\Delta \text{COV}(A,Y)\) | \(2 \bar{A} \bar{Y} - 2 \text{COV}(A,Y) \text{COV}(A,Y) - \{\Delta \text{COV}(A,Y)\}^2\) |
| Interaction effect II (changes in mean area and yield variance) | \(\Delta \bar{A} \Delta \text{V}(Y)\) | \((2 \bar{A} \bar{Y} + (\Delta \bar{A})^2) \Delta \text{V}(Y)\) |
| Interaction effect II (changes in mean yield and area variance) | \(\Delta \bar{T} \Delta \text{V}(A)\) | \((2 \bar{T} \Delta \bar{T} + (\Delta \bar{T})^2) \Delta \text{V}(A)\) |
| Interaction effect IV (changes in mean area and mean yield and changes in area-yield covariance) | \(\Delta \bar{A} \bar{Y} \Delta \text{COV}(A,Y)\) | \((2 \bar{A} \bar{Y} + 2 \bar{A} \Delta \bar{A} + 2 \Delta \bar{A} \bar{Y}) \Delta \text{COV}(A,Y)\) |
| Residual                                  | \(\Delta R\) | \(\Delta \text{V}(AY)\) |

MPR\(t-1\) = one year lagged price risk of maize;

Y\(t-1\) = one year lagged yield of rice;

YR\(t-1\) = one year lagged yield risk of rice;

WI\(t-1\) = weather index for rice;

T\(t\) = time trend at period \(t\);

A\(t-1\) = one year lagged area under rice;

\(\beta_0\) = intercept;

\(\beta_{1-n}\) = parameter estimates; and,

\(\epsilon_t\) = Disturbance term.
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\[ RMAPE = \frac{1}{T} \sum_{i=1}^{T} \left( \frac{\sum_{t=1}^{i} (A_{t-1} - F_{t-1})}{A_{t-1}} \times 100 \right) \]  

\[ U = \sqrt{\frac{\sum_{i=1}^{n} (Y_{r+i} - Y_{l+i})^2}{\sum_{i=1}^{n} (Y_{r+i})}} \]  

\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (A_t - F_t)^2}{\sum_{i=1}^{n} (F_t)} \]

Where, \( R^2 \) = coefficient of multiple determination, \( A_t \) = Actual value; \( F_t \) = Future value, and \( T \) = time period.

RESULTS AND DISCUSSION

Trend and Growth Pattern of Rice Production

A cursory review of the overall period showed the production trend of rice to be on the increase with yield increase being the major driving force as its effect is more pronounced than the area effect (Fig. 1).

For the post-SAP era, the production trend of rice was marked by a gentle-to-steep rise in the production of rice with yield increase being gentle from year 2001 to 2006; then slightly declined in the year 2007; thereafter exhibited a cyclical trend with a steep rise between year 2008 to 2012 and 2014 to 2016. Though, it was noticed that the effect of yield in driving the production trend upward became slight at the end of the studied period (Fig. 4). Thus, it can be inferred that yield effect dominates in driving the production trend of rice upward during the pre-SAP and post-SAP transitions while area expansion dominates in driving rice production trend during the SAP period in the country. Thus, policy effects of the government intervention viz. technological advancement, credit policy, moral suasion, input subsidies and targeted programmes impacted positively on rice production before and aftermath of the SAP period.
It was observed that the annual average production and area of rice increased hyperbolically through the transitional periods while yield observed increase between pre-SAP and SAP periods and thereafter it declined (Table 3). The results of the growth trend of rice showed the production to be marked by a positive annual growth rate of 8.9% during the pre-SAP era with the influence of annual growth rate of area (5.8%) been more pronounced than the yield annual growth rate (3.0%). During the SAP period, production and area of rice witnessed an annual positive growth rate of 5.5% and 8.5% respectively, while yield was marked by an annual negative growth rate of -2.8%. For the post-SAP transition, production, area and yield of rice witnessed positive annual growth rates of 5.4%, 2.7% and 2.7% respectively (Table 3). Thus, it can be inferred that area growth predominates in driving the production growth of rice during the pre-SAP and SAP while both area and yield growth simultaneously determined the positive growth rate witnessed by the production. In addition, area expansion transient through the transition periods as against yield growth which witnessed positive growth rate during the pre-SAP and post-SAP and plummeted during the SAP period. Generally, for the overall period, the growth trends of production and area were almost at par i.e. 6.7% and 6.5% respectively, while yield growth rate was 0.5%. This revealed the overwhelming influence of area expansion in driving the production growth rate of rice with influence of yield growth been minimal.

**Extent and Sources of Instability**

The CV index showed instability of production to be high during the pre-SAP (71.24%) and thereafter, the shock declined to a moderate status during the succeeding transitional periods i.e. SAP and post-SAP periods, as indicated by the CV index which is within the range of 20-40%. Though, for the overall period, the production level of rice fluctuated at an extreme high rate as indicated by the CV index of 81.80%. It was observed that the heightened shock in the production volatility during the pre-SAP and the overall periods was triggered by high fluctuation in area expansion as shocks emanating from yield was moderate for the former and low for the latter. While the moderate shock that marked the production trend during the SAP period was associated with low fluctuations in both area and yield.

**Table 3: Growth pattern of rice production**

| Variables | Pre-SAP | SAP | Post-SAP | Overall |
|-----------|---------|-----|----------|---------|
| **Area (ha)** | | | | |
| CGAR % | 105.8*** | 108.5*** | 102.7*** | 106.2*** |
| AGR % | 5.8*** | 8.5*** | 2.7*** | 6.2*** |
| AA | 318750 | 149821 | 2634137 | 1382272 |
| Status | 1351.23*(A) | -4742.05***(D) | 5455.07***(A) | 643.41***(A) |
| **Yield (hg)** | | | | |
| CGAR % | 103.0*** | 97.2*** | 102.7*** | 100.5*** |
| AGR % | 3.0*** | -2.8*** | 2.7*** | 0.5*** |
| AA | 15680.67 | 18647.8 | 16992.37 | 16877.72 |
| Status | 0.408***(A) | -8.87****(D) | -2.17****(D) | -4.57****(D) |
| **Production (ton)** | | | | |
| CGAR % | 108.9*** | 105.5*** | 105.4*** | 106.7*** |
| AGR% | 8.9*** | 5.5*** | 5.4*** | 6.7*** |
| AA | 543500 | 2690021 | 4554199 | 2412485 |
| Status | 3219.41***(A) | -15082.76***(D) | 12245.18***(A) | 1565.43*** (A) |

**Source:** Authors’ computation, 2020

**Note:** CGAR- Compound growth rate; AGR- Annual growth rate; AA- Annual Average; A- Acceleration; D- Deceleration; S- Stagnation.

*** * & NS means significant at 1, 5, 10% and Non-significant respectively.
level during the SAP and post-SAP periods owed to moderate fluctuation in area expansion, as yield volatility was low for the former while a simultaneous low volatility in both area expansion and yield accounted for the moderate shock for the latter (Table 5). Furthermore, in determining the exact direction of the instability in the production of rice viz. CDII, it was observed that the production of rice witnessed moderate shock during the pre-SAP and the overall period; and, low shock during the SAP and post-SAP periods (Table 5). The moderate shock which marred the production during the pre-SAP and the overall periods owed to the moderate shock which emanates from area expansion, as yield effect transmits low shock. However, for the low instability in the production of rice which was witnessed by SAP and post-SAP regimes, a simultaneous low shock transmitted by both area and yield effects were the driving factors.

Examining the effect of price fluctuation on production instability (CII), instability in production across the regime shifts were observed to be high and both area and yield were responsible, as shocks emanating from them were both virulent (Table 4). Therefore, it can be inferred that market imperfection due to imbalance between supply and demand caused high instability in the production of rice in the country.

Table 4: Magnitude of instability in rice production (%)

| Regimes  | Variables | CV  | CDII | CII  |
|----------|-----------|-----|------|------|
| Pre-SAP  | Area      | 51.15 | 26.87 | 58.55 |
|          | Yield     | 23.37 | 11.92 | 46.81 |
|          | Production| 71.24 | 31.05 | 71.87 |
| SAP      | Area      | 33.66 | 14.39 | 55.07 |
|          | Yield     | 14.52 | 7.80  | 42.66 |
|          | Production| 26.10 | 16.24 | 49.98 |
| Post-SAP | Area      | 19.25 | 11.59 | 44.41 |
|          | Yield     | 16.74 | 8.49  | 43.68 |
|          | Production| 32.53 | 10.64 | 50.44 |
| Overall  | Area      | 77.80 | 21.17 | 105.83|
|          | Yield     | 19.83 | 18.09 | 45.39 |
|          | Production| 81.80 | 24.13 | 116.69|

Source: Authors' computation, 2020.

Furthermore, it was observed that the source of production variability vis-à-vis pre-SAP and SAP was largely due to ‘change in area expansion’ and ‘change in area variance’. Between the SAP and post-SAP transitional shift, ‘residual effect’ i.e. uncertainty alongside ‘change in area yield covariance’ were the dominant factors which caused variability in the production of rice in the studied area. In addition, for the overall period, ‘change in mean area’ and ‘residual effect’ were found to be the major sources of instability in the production trend of rice in the studied area (Table 5). Thus, it can be inferred that variability in the production level of rice owed to area risk which is concerned with area expansion and uncertainty which has to do with weather variability. Innovation viz. introduction of technologies had minimal effect on rice output recorded in the country, thus the need for realistic intervention so as to ensure food security of rice production in the studied area.

Table 5: Sources of instability in rice production

| Source of variance                              | Pre-SAP to SAP | SAP to Post-SAP | Overall  |
|------------------------------------------------|----------------|----------------|----------|
| Change in mean yield                           | 33.18          | -330.38        | -3.56    |
| Change in mean area                            | 203.43         | -85.83         | 223.13   |
| Change in yield variance                       | -2.82          | -56.14         | -15.17   |
| Change in area variance                        | 263.25         | -78.49         | -155.34  |
| Interaction between changes in mean yield and mean area | 15.96         | 18.04          | -115.82  |
| Change in area yield covariance                | -79.87         | 272.29         | 47.68    |
| Interaction between changes in mean area and yield variance | -59.56         | -117.41        | -177.53  |
| Interaction between changes in mean yield and area variance | -348.98        | 161.40         | -75.08   |
| Interaction between changes in mean area and yield and change in area-yield covariance |          |              |          |
| Change in residual                             | -33.64         | 303.20         | 218.08   |
| Total change in variance of production         | 100.00         | 100.00         | 100.00   |

Source: Authors’ computation, 2020

Source(s) of Growth in Rice Production.

The results of the instantaneous source of growth in the production level showed ‘area effect’ to be the major source of increase in the production level of rice across the transitional periods. However,
yield showed a minimal effect in increasing the production level of rice across the regime shifts while the ‘interaction effect’ caused a decline in the production level across the transitional periods under consideration. In addition, for the overall period, ‘area effect’ dominates in increasing the production level of rice alongside minimal influence of ‘yield effect’, while ‘interaction effect’ caused a decline in the production level of rice in the studied area (Table 6).

Table 6: Instantaneous source(s) of change in rice production (Intra-wise %)

| Source of change      | Pre-SAP      | SAP          | Post-SAP     | Overall    |
|-----------------------|--------------|--------------|--------------|------------|
| Area effect           | 74.40755     | 163.724      | 63.58597     | 92.52086   |
| Yield effect          | 28.37751     | -47.0847     | 40.86759     | 14.87022   |
| Interaction effect    | -2.78484     | -16.634      | -4.45372     | -7.39023   |
| Total change          | 100          | 100          | 100          | 100        |

Source: Authors’ own computation, 2020.

Furthermore, a cursory review of the source of growth in the production between two transitional periods showed ‘change in area’ to be the major factor that caused an increase in the production level between pre-SAP and SAP periods; and, also between SAP and post-SAP periods (Table 7). Thus, it can be inferred that area expansion was responsible for the production level of SAP to be higher than that of the pre-SAP; likewise that of post-SAP over the SAP regime. The concurrent rise in the production of rice through the transitional periods was mainly due to area expansion with the effect of productivity been marginally. This obviously did not come as a surprise as for almost two decades, the country heavily relied on importation of rice to bridge the wide gap between demand and supply as the local production cannot meet the country’s rice food security.

Table 7: Sources of change in rice production (Inter-regime wise %)

| Source of change   | Pre-SAP to SAP | SAP to Post-SAP |
|--------------------|----------------|-----------------|
| Area effect        | 4.36           | -14.01          |
| Yield effect       | 85.30          | 119.65          |
| Interaction effect | 16.14          | -10.62          |
| Covariance effect  | -5.81          | 4.98            |
| Total change       | 100            | 100             |

Source: Authors’ computation, 2020.

Farmers’ Acreage Response

Of the four functional forms subjected to the Nerlove’s regression model, the semi-logarithm functional form was found to be the best fit as it satisfied tri-aggregates criteria viz. economic theory, statistical criterion and econometric criterion. In addition, the model passed the requisites diagnostic tests: the residual is devoid of serial correlation, heteroscedasticity and Arch effect as indicated by the test statistics which were outside the plausible margin of 10% degree of freedom. However, the residual was found not to be normally distributed as evident by the chi-square statistic which is below the plausible margin of 10% degree of freedom. Though, non-normality is not considered a serious problem as data in their natural form are mostly not normally distributed. Evidences of structural break in the equation, inadequate specification of the model, non-stability of the parameter estimates were absent as indicated by chow test, RESET test and CUSUM test statistics respectively, which were not different from 10% error gap (Table 8). Thus, it can be inferred that the parameter estimates are reliable for future prediction with certainty and efficiency. The value of the coefficient of multiple determination ($R^2$) being 0.9617 reveals that 96.17% variation in the current acreage under rice cultivation is been influenced by the technical, price and institutional factors included in the model. The empirical evidence showed that farmers’ acreage allocation decision was influenced by lagged yield, lagged price of rice, lagged price of the competing crop (maize), lagged rice price risk and time as evident by their respective parameter estimates which were within the acceptable margin of 10% degree of freedom.

The significant of lagged yield implied that poor yield owing to inadequate technological advancement plummeted productivity in the studied area, thus a disincentive on farmers’ acreage allocation decision. The lagged price of rice turn-out to be an incentive which encouraged the farmers to increase the current area allocated to rice as revealed by its estimated coefficient which is within the acceptable margin of 10% degree of freedom. The short-run and long-run elasticities of acreage responsiveness to price changes were 0.31 and 0.43 respectively (Table 9). Thus, based on the reflection
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Furthermore, the empirical evidence showed that large substantial time viz. 9.1 years was taken for the price effect of rice to materialize or adjust. Thus, it can be concluded that the farmers faced higher institutional and technological constraints in the production of rice. The higher the constraint, the more is the time needed for adjustment.

It was observed that the lagged price of the competing crop affected the current acreage allocated to rice in the studied area. Thus, dampening of rice price owing to glut would force farmers to switch to the production of alternative crop in order to earn remunerative income. The negative significant of the lagged rice price risk indicated that the farmers were risk averters of price variability and any price fall would be a disincentive to the farmers, thus affecting the current allocation cultivated under rice.

The positive significant of the time trend coefficient implied that the different policy programmes witnessed by the country’s economy favoured the rice sub-sector. This did not come as a surprise given that both present and past governments had implemented specific policies targeted at boosting

### Table 8: Farmers’ acreage response

| Items   | Linear        | t-stat      | Exponential | t-stat | Semi-log (+) | t-stat | Double-log | t-stat |
|---------|---------------|-------------|-------------|--------|--------------|--------|------------|--------|
| Intercept | 555805(376502) | 1.476NS     | 11.606(0.494) | 23.48*** | -2.73E6(3.49E6) | 0.780NS | -1.235(2.781) | 0.444NS |
| RP<sub>t-1</sub> | 18.38(12.23) | 1.503NS | 9.58E-6(1.79E-5) | 0.535NS | 445742(228742) | 1.949** | 0.235(0.182) | 1.291NS |
| MP<sub>t-1</sub> | -19.865(12.35) | -1.608NS | -2.47E-5(1.62E-5) | 1.525NS | -425754(234574) | 1.815* | -0.243(0.187) | 1.301NS |
| RPR<sub>t-1</sub> | 3.714(19.198) | 0.193NS | 9.58E-6(2.54E-5) | 0.377NS | -115958(54462.8) | 2.123** | 0.003(0.043) | 0.073NS |
| MPR<sub>t-1</sub> | -8.187(14.37) | 0.569NS | -3.98E-6(2.07E-5) | 0.192NS | 20331.9(56891.4) | 0.357NS | 0.034(0.045) | 0.741NS |
| Y<sub>t-1</sub> | 297.68(163.85) | 1.817* | -3.4E-4(2.3E-4) | 1.475NS | -294956(174221) | 1.693* | 0.355(0.223) | 1.594NS |
| YR<sub>t-1</sub> | 3.14(20.49) | 0.153NS | -1.48E-5(2.91E-5) | 0.510NS | 11527.7(24526.3) | 0.470NS | 0.038(0.019) | 1.945** |
| T<sub>t</sub> | 15953.1(13403.7) | 1.190NS | 0.0784(0.019) | 3.972*** | 62299.3(14314.4) | 4.352*** | 0.011(0.014) | 0.971NS |
| WI<sub>t-1</sub> | -5.19E6(2.81E7) | 1.850* | 5.674(3.923) | 1.446NS | -469084(303055) | 1.548NS | -0.295(0.241) | 1.222NS |
| A<sub>t-1</sub> | 0.4616(0.1575) | 2.93*** | 3.83E-7(1.88E-7) | 2.036** | 402117(196054) | 2.051** | 0.786(0.156) | 5.035*** |
| R<sup>2</sup> | 0.9691 | | | | | | |
| F-stat | 219.23*** | | 79.87*** | | | | |
| Autocorrelation | 1.84(0.17)NS | | | | | | |
| Arch effect | 0.38(0.53)NS | | | | | | |
| Heteroscedasticity | 11.6(0.23)NS | | | | | | |
| Normality | 9.2(0.01)*** | | | | | | |
| RESET test | 7.0(0.12)NS | | | | | | |
| Chow test | 1.89(0.92)NS | | | | | | |

**Source:** Authors’ own computation, 2020.

**Note:** *** ** * NS means significant at 1%, 5%, 10% probabilities and Non-significant respectively.

Values in ( ), [ ] and { } are standard error, t-statistic and probability level respectively.

### Table 9: Short and long-run elasticity estimates

| Variables   | Mean | Marginal Effect | SRE   | LRE   |
|-------------|------|-----------------|-------|-------|
| Intercept   | —    | —               | —     | —     |
| RP<sub>t-1</sub> | 22954 | 19.41892 | 0.311134 | 0.43254 |
| MP<sub>t-1</sub> | 20809 | -20.4601 | -0.29718 | -0.41314 |
| RPR<sub>t-1</sub> | 3283 | -35.2111 | -0.08069 | -0.11217 |
| MPR<sub>t-1</sub> | 3156.4 | 6.441484 | 0.014192 | 0.01973 |
| Y<sub>t-1</sub> | 17388 | -16.9632 | -0.20588 | -0.28622 |
| YR<sub>t-1</sub> | 1164 | 9.903522 | 0.008046 | 0.01186 |
| T<sub>t</sub> | 27 | 2307.381 | 0.043486 | 0.060454 |
| WI<sub>t-1</sub> | 1.0213 | -459301 | -0.32743 | -0.45519 |
| A<sub>t-1</sub> | 1.50E+06 | 0.268831 | 0.280683 | 0.390207 |

**Source:** Authors’ own computation, 2020.
rice production for food security and export purposes. Also, it was observed that the current acreage was positively influenced by the lagged acreage cultivated under rice in the studied area. The estimated adjustment coefficient was 0.28, implying small adjustment of the area under rice. In addition, the positive effect of the lagged area of rice indicates lesser rigidity in the adjustment of area cultivated under the studied crop.

Production Forecast of Rice

The results of the unit root tests viz. ADF and KPSS tests showed evidence of trend in the variables at level but after first difference, trends were absent, indicating that the variables were stationary. Because of the weakness inherent in ADF test, the validity of the results was tested using ADF-GLS test, and its results confirm the reliability of the ADF results (Table 10). Furthermore, for the forecast, results of ARIMAs at different level showed ARIMA (1,1,1), ARIMA (1,1,0) and ARIMA (0,1,1) to be the best fits and reliable to predict production, area and yield respectively (Table 10). These chosen ARIMAs passed the pre-requisite diagnostic tests viz. no autocorrelation and no Arch effect as indicated by their respective test statistics which were outside the acceptable margin of 10%. However, with the exception of production variable all the remaining variables had their residual not to be normally skewed as indicated by their respective chi² test statistics which were within the plausible margin of 10%. Non-normality of a residual is not considered a serious problem as data in their natural form are mostly not normally distributed. Thus, with these satisfactory evidences, it can be inferred that these chosen models are valid for prediction of the variable concern with certainty, consistency and efficiency.

Furthermore, the validity of the predictive power of the chosen ARIMAs and how closely they could track the path of the actual observations were verified through the one-step ahead forecast (Table 11).

In addition, the empirical evidence showed that the chosen ARIMAs were reliable for prediction as indicated by their respective Theil’s inequality

| Items | Production | Area | Yield |
|-------|------------|------|-------|
| ADF   | Level      | -1.338<sup>ns</sup> | -2.438<sup>ns</sup> | -2.240<sup>ns</sup> |
|       | 1<sup>st</sup> Diff | -12.93<sup>ns</sup> | -11.563<sup>ns</sup> | -8.308<sup>ns</sup> |
| KPSS  | Level      | 2.698<sup>ns</sup> | 2.852<sup>ns</sup> | 0.661<sup>ns</sup> |
|       | 1<sup>st</sup> Diff | 0.253<sup>ns</sup> | 0.143<sup>ns</sup> | 0.106<sup>ns</sup> |
| ADF-GLS | Level     | -1.216<sup>ns</sup> | -1.805<sup>ns</sup> | -1.742<sup>ns</sup> |
|       | 1<sup>st</sup> Diff | -4.923<sup>ns</sup> | -5.268<sup>ns</sup> | -10.781<sup>ns</sup> |
| ARIMA (1,1,1)(AIC) | 1633.9 | 1559.9 | 1040.2 |
| ARIMA (1,1,0)(AIC) | 1639.29 | 1559.2 | 1041.6 |
| ARIMA (0,1,1)(AIC) | 1644.18 | 1561.5 | 1038.2 |
| Autocorrelation test | 0.39(0.82)<sup>ns</sup> | 2.04(0.56)<sup>ns</sup> | 3.03(0.38)<sup>ns</sup> |
| Arch LM test | 7.72(0.10)<sup>ns</sup> | 3.28(0.51)<sup>ns</sup> | 4.54(0.33)<sup>ns</sup> |
| Normality test | 3.05(0.21)<sup>ns</sup> | 19.4(6.02E-5)<sup>***</sup> | 7.57(0.02)<sup>**</sup> |

Source: Authors’ computation, 2020.

Note: ADF-GLS and KPSS tau critical levels at 5% probability are -3.03 and 0.462 respectively.
*** *** * NS, nst & st means significant at 1, 5, 10%, Non-significant, non-stationary and stationary respectively.

| Period | Production | Area | Yield |
|--------|------------|------|-------|
|        | Actual     | Forecast | Actual | Forecast | Actual | Forecast |
| 2014   | 6002831   | 5418250 | 3081923 | 2982833 | 19478 | 17718.27 |
| 2015   | 6256228  | 5512778 | 3121562 | 3099466 | 20042 | 18632.11 |
| 2016   | 7564050  | 6749367 | 3745134 | 3184414 | 20197 | 19364.27 |
| 2017   | 6607703  | 7111813 | 3308876 | 3569380 | 19970 | 19796.71 |
| 2018   | 6809327  | 7380642 | 3345969 | 3566189 | 20351 | 19886.7 |

Source: Authors’ computation, 2020.
coefficient (U) and the relative mean absolute prediction error (RMAPE) which were less than 1 and 5% respectively (Table 12). Thus, the selected ARIMAs can be used for ex-ante projection with high projection validity and consistency as the predictive error associated with the estimated equations in tracking the actual data (ex-post prediction) are insignificant and low.

The results of the one-step-ahead out of the sample forecast for the period 2019 to 2030 revealed a fluctuating trend that would be marked by a gentle rise in the production of rice in the studied area (Table 13 and Fig. 5). This showed that the production will rise and subsequently decline, this will persist till the end of the forecasted period.

This systematic production trend would be caused by area trend which will exhibit gentle rise (Fig. 6) and yield whose trend would be stagnant (Fig. 7). Therefore, it can be inferred that the production of rice would be driven by area expansion with little or no effect of technology. This vividly showed that the rice food security of the nation will be threatened in the next decade if concerted efforts are not put in place. The chance of the country in becoming a net exporter in the next few years is very narrow. Therefore, policymakers should concentrate on how to achieve rice food security as the forecast ahead showed that the country is likely to remain a net importer of rice. Thus, the study recommends the need for adequate and proper investment on advanced technologies and infrastructures so as to

| Variable | R²    | RMSE   | RMSPE  | MAPE   | RMAPE (%) | Theil's U |
|----------|-------|--------|--------|--------|-----------|-----------|
| Production | 0.985478 | 599492.2 | 52497.11 | 96541.59 | 1.326901 | 0.826937 |
| Area      | 0.993851 | 293684.8 | 23822.08 | 20418.22 | 0.24505 | 0.870674 |
| Yield     | 0.971209 | 765.0925 | 29.12231 | 576.042 | 2.861385 | 0.333555 |

Source: Authors’ computation, 2020.
achieve sustainable and steady production increase that will guarantee rice food security in the country.

CONCLUSION AND RECOMMENDATIONS

Based on the findings it can be inferred that yield had pronounced effect on the production of rice along side area expansion. A steep rise in the trend of production commenced from the period of SAP to post-SAP era. However, the empirical evidence of growth rate showed the production of rice to be majorly driven by area expansion with yield growth been marginal. The growth rate of rice production was on the decline through the transitional periods; area witnessed a surged in the growth rate during the SAP period and thereafter declined during the succeeding period. The yield recorded a positive growth rate during the pre-SAP phase and thereafter became negative during the SAP period but revived to a positive growth rate during the post-SAP period. Furthermore, the rice production throughout the economic phases was not in the comfort zone as area was marred by high instability, thus causing high fluctuation in the production of rice in the studied area. It was observed that the farmers’ acreage allocation decision was governed by price and institutional factors. The future food security of rice is not promising as rice production would be marked by a fluctuating trend. Thus, concerted efforts need to put in place in order to achieve rice food security; otherwise the country would remain a net importer.
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