Charge regulation of colloidal particles in aqueous solutions
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We study charge regulation of colloidal particles inside aqueous electrolyte solutions. To stabilize colloidal suspension against precipitation, colloidal particles are synthesized with either acidic or basic groups on their surface. In contact with water these surface groups undergo proton transfer reaction, resulting in colloidal surface charge. The charge is determined by the condition of local chemical equilibrium between hydronium ions inside the solution and at the colloidal surface. We use a model of Baxter sticky spheres to explicitly calculate the equilibrium dissociation constants and to construct a theory which is able to quantitatively predict the effective charge of colloidal particles with either acidic or basic surface groups. The predictions of the theory for the model are found to be in excellent agreement with the results of Monte Carlo simulations. The theory is further extended to treat colloidal particles with a mixture of both acidic and basic surface groups.

I. INTRODUCTION

Aqueous solutions are of great importance in biology and chemistry. In many cases such solutions are ionic. The long-range Coulomb interaction between charged particles is the main source of difficulty for exploring the thermodynamics of such systems. Because of organic functional groups many surfaces and membranes acquire surface charge when placed in water. From their interaction with water and acid or base these functional groups can either lose or gain a proton, becoming charged. The amount of charge gained in this process depends on the pH of solution and the process is known as charge regulation (CR). CR is of great importance in colloidal science, biology, and chemistry, and is responsible for the stability of many different systems.

The concept of charge regulation was first described by Lindeström-Lang and later developed by many other researchers. The first quantitative implementation of charge regulation was done by Ninham and Parsegian (NP) who combined the idea of the local chemical equilibrium with the Poisson-Boltzmann theory introduced by Gouy and Chapman sixty years earlier. The fundamental assumption of the NP theory is that the bulk association constants can be used to study proton transfer reactions with the surface adsorption sites. Within the NP approach the bulk concentration of hydronium ions is replaced by the local density determined self-consistently by the Boltzmann distribution,

$$c_{H^+}^{surf} = c_{H^+}^{ Bulk} \exp(-\beta \phi_0),$$

where $\beta = 1/k_B T$ and $\phi_0$ the electrostatic surface potential.

\[ \text{(1)} \]

The NP theory relies on Poisson-Boltzmann equation with the CR implemented as a new boundary condition. The two parameters that determine the boundary condition are the equilibrium constant of the chemical reaction taking place at the surface, and the surface density of the chemical groups. Within the NP model, the surface is homogeneous, therefore, the model ignores the discrete structure of surface chemical groups. Another assumption is that the equilibrium constant is defined in terms of the concentrations of the reacting species rather than their activities. The validity of this assumption needs to be tested, since the concentration of hydronium ions can be quite large near a charged surface. Finally, the value of the equilibrium constant at the surface is assumed to be the same as for the reaction in the bulk. This is clearly far from obvious.

In this paper we will focus on spherical colloidal particles with acidic and basic surface groups. If a colloidal particle has $N_{\text{acid}}$ basic functional groups on its surface then the effective surface charge within the NP theory is found to be

$$\sigma = \frac{K_{Bulk} N_{\text{acid}} q c_a e^{-\beta \phi_0}}{4 \pi (a + r_{ion})^2 (1 + K_{Bulk} c_a e^{-\beta \phi_0})},$$

where $a$ is the colloidal radius and $c_a$ is the bulk concentration of strong acid. On the other hand if the surface has $N_{\text{acid}}$ acidic groups, the effective surface charge is

$$\sigma = -\frac{N_{\text{acid}} q}{4 \pi (a + r_{ion})^2} + \frac{K_{Bulk} N_{\text{acid}} c_a e^{-\beta \phi_0}}{4 \pi (a + r_{ion})^2 (1 + K_{Bulk} c_a e^{-\beta \phi_0})},$$

The fundamental ingredient of the NP theory is the equilibrium constant. In the original approach the equilibrium constant for the active sites on the colloidal surface was assumed to be the same as for the bulk solution,
However, in the latter works the equilibrium constant was treated as a fitting parameter. Clearly this is not very satisfactory, since it does not allow us to explicitly probe the validity of the theory. Although, the NP theory was a pioneering first step in understanding charge regulation in colloidal systems, in the absence of an explicit model on which the theory could be tested, the validity of the underlying approximations of the theory remains unclear. A different approach was recently advocated by Bakhshandeh et al. in which a specific model of of association was used to calculate exactly the bulk equilibrium constant for acid.\textsuperscript{16} The same acidic groups where then placed on top of a spherical colloidal particle and the density profiles for hydronium cations and corresponding anions were calculated exactly – within this model – using Monte Carlo simulations. Knowledge of the exact equilibrium constant allowed us to explicitly compare the results of simulations with the NP theory. It was found that NP approach deviated significantly from the predictions of simulations. For the specific case of acidic surface groups Ref.[16] then introduced an alternative approach which was found to be in excellent agreement with the Monte Carlo simulations. The objective of this paper is to extend the results of\textsuperscript{16} to colloidal particles with basic surface groups, as well to the particles containing a mixtures of basic and acidic surface groups.

We should note that the present theory applies directly only to the specific model of chemical association described below. There are two levels of approximation that we use: 1 – the microscopic model of acid-base association in terms of the Baxter sticky spheres, and 2 – the approximations used to theoretically solve the model. The advantage of this two step approach is that the theory can be tested against an “exact” solution of the microscopic model obtained using the computer simulations. This allows us to separate the possible shortfalls of the theory from those of the microscopic model. If the theory agrees with the “exact” solution of the model, any shortfalls can then be attributed to the microscopic model of association and not to the approximations which had to be made to solve the model. The disadvantage of such approach is that the theory that we develop applies only to the specific microscopic model of acid/base equilibrium and is not generally universal. This, however, is the problem with any microscopic theory which does not explicitly take into account all the quantum effects associated with the charge transfer at the interface. In the absence of such “complete” theory, we expect that the approach advocated in the present paper will help to shed interesting new light on the mechanisms of charge regulation of nanoparticles and colloidal suspensions, and in particular on applicability of mean-field theories to study this intrinsically strong-coupling problem.

There are several possibilities for colloidal surface to acquire charge. The acidic functional groups, such as carboxyl COOH, can become dissociated due to the following reaction

\[
\text{HA} + \text{H}_2\text{O} \leftrightarrow \text{H}_3\text{O}^+ + \text{A}^-. \tag{4}
\]

resulting in a negatively charged surface. Alternatively, basic functional groups, which originally are not charged, can gain protons from hydronium ions and acquire a positive charge,

\[
\text{B} + \text{H}_3\text{O}^+ \leftrightarrow \text{H}_2\text{O} + \text{HB}^+. \tag{5}
\]

One example of such functional group is amine NH$_2$.

The paper is organized as follows. In section II, we introduce a model of a colloidal particles with sticky sites and present the details of Monte Carlo simulations. In section III we show how the equilibrium association constant can be calculated for sticky ions. In section IV we present a model for a uniformly sticky colloidal particle. In Section V this model is extended to account for discrete basic surface groups, and in Section VI and VII to discrete acidic groups. In Section VIII we consider particles with a mixture of both basic and acidic surface groups and in Section IX we present our conclusions.

II. THEORETICAL BACKGROUND AND MONTE CARLO SIMULATIONS DETAILS

A. Theoretical background

To study charge regulation of a colloidal surface we use a model of Baxter sticky spheres.\textsuperscript{15,31,32} The sticky potential was previously used to study gelation in globular proteins\textsuperscript{83,84}, chemical association in weak acid-base reaction\textsuperscript{85} and sticky-charged wall model.\textsuperscript{86,87} In our model, sticky interactions take on a physical interpretation of a chemical bond between proton and acid/base groups. This is not the first time that a sticky interaction is used to model a chemical bond, to capture some aspect of quantum mechanics in an otherwise classical description. The idea has been around for some time and reaches back to 1980 in particular, the work of Blum and Herrell and Werthaim for directional chemical bonding. Sticky interactions continue to this day being an important part of soft-matter modeling.\textsuperscript{91} In the present work sticky interactions, and their quantum-chemical interpretation, will be used to study charge regulation of nanoparticles with surface acid and base groups. The results obtained, therefore, are only valid within the specific microscopic model. The model, of course, can be extended and modified to represent a different charge regulated system. For example, directional chemical bonding could be introduced by making a sphere sticky in limited regions. The size and shape of an absorbing molecule could be changed. These alternatives are not explored in the present work.

The hydronium ion can become adsorbed on an acidic or basic functional group to form a molecule H$^+\cdot$A$^-$ or H$^+$B, respectively. To model the binding between H$^+$ and A$^-$ or B we use an attractive square well potential with a repulsive hard core.\textsuperscript{81,15} The first component of
the interaction potential is the hard-core repulsion,
\[ u_{hs}(r) = \begin{cases} \infty, & r < d, \\ 0, & r > d, \end{cases} \]
where \( d \) is the diameter of particles. The second component is a narrow attractive well,
\[ u_{well}(r) = \begin{cases} 0, & r < d, \\ -\varepsilon, & d < r < d + \Delta, \\ u_{sf}(r), & r > d + \Delta. \end{cases} \]
To generalize the model, we also include a soft potential \( u_{sf}(r) \), so that the total pair potential becomes
\[ u_{tot} = u_{hs} + u_{well} + u_{sf}, \]
Assuming a small \( \Delta \), we can expand \( Z \) in \( \Delta \), yielding
\[ Z = 4\pi d^2 e^{\beta \varepsilon} e^{-\beta u_{sf}(d)} \left[ \Delta \left( 1 - e^{-\beta \varepsilon} \right) + \left( \frac{1}{d} - \frac{1}{d} \frac{d\beta u_{sf}(r)}{dr} \right) \Delta^2 \right] + 4\pi \int_d^{R} r^2 e^{-\beta u_{sf}(r)} dr. \]
In the limit \( \Delta \to 0 \) only the last term does not vanish. However, if, at the same time as \( \Delta \to 0 \), \( \varepsilon \to \infty \), then some of the expansion terms must also be retained. The correct way to carry out the limit is to require that \( \Delta e^{\beta \varepsilon} = \text{const} \), which is referred to as the Baxter limit and yields
\[ \lim_{\Delta \to 0, \varepsilon \to \infty} Z = 4\pi d^2 e^{\beta \varepsilon} e^{-\beta u_{sf}(d)} + 4\pi \int_d^{R} r^2 e^{-\beta u_{sf}(r)} dr, \]
where we introduced the “sticky length” defined as
\[ l_g = \lim_{\Delta \to 0} \Delta e^{\beta \varepsilon}. \]
Of great concern for simulations is the width \( \Delta \) of the well potential, since in practice the exact Baxter limit cannot be attained and \( \Delta \) must remain finite. To estimate what is sufficiently small value of \( \Delta \), we consider the previous simple system with \( u_{sf} = 0 \), for which the exact partition function is
\[ Z = 4\pi d^2 l_g \left[ 1 + \Delta \left( d^2 + \frac{1}{3} \left( \frac{\Delta}{d} \right)^2 \right) + 4\pi R^3 \left[ 1 - \left( \frac{d + \Delta}{R} \right)^3 \right] \right]. \]
If we ignore the second term in square brackets, assuming \( R \gg d \), we conclude that the well potential becomes sticky if \( \Delta/d \ll 1 \). In practice, we find that \( \Delta/d \approx 0.01 \) is sufficiently small to suppress most contributions of finite \( \Delta \).

The Baxter sticky potential may appear analogous to a delta function potential often used in quantum mechanics. This, however, is misleading. The well potential in Eq. 7 transforms into the delta function in the limits \( \Delta \to 0 \) and \( \varepsilon \to \infty \), while the product \( \Delta \varepsilon \) is held fixed. On the other hand, the Baxter limit, requires that \( \Delta e^{\beta \varepsilon} \) remains constant. To see this more clearly, we define
\[ f(r) = \begin{cases} \frac{1}{\Delta}, & d \leq r \leq d + \Delta, \\ 0, & r < d \text{ or } r > d + \Delta. \end{cases} \]
The Boltzmann factor then can be written as
\[ e^{-\beta u_{well}(r)} = 1 + \Delta (e^{\beta \varepsilon} - 1) f(r), \]
which in the Baxter limit reduces to
\[ \lim_{\Delta \to 0} e^{-\beta u_{well}(r)} = 1 + l_g \delta(r - d). \]
with the sticky length given by \( l_g \equiv \Delta (\epsilon^3 - 1) \). In the Baxter limit the \(-1\) in the definition of \( l_g \) can be neglected, however, in the simulations with finite \( \Delta \) we will use the exact expression for \( l_g \). The sticky potential itself is then

\[
\beta u_{\text{well}}(r) = -\ln \left[ 1 + l_g \delta(r - d) \right],
\]

which shows that it is weaker than the delta function potential. Indeed, a delta function potential would result in an irreversible association between the sticky spheres. Finally, we note that if the expression \((16)\) is used in the partition function Eq. \((9)\), we will arrive directly at the Eq. \((11)\).

### B. Monte Carlo simulations details

We are now in a position to implement numerical simulations. The simulations are performed inside a spherical Wigner-Seitz (WS) cell of radius \( R \). A spherical colloidal particle of radius \( a \) is placed in the center of the WS cell. The radius of the cell is determined by the colloidal volume fraction of the suspension, \( \varphi_c = a^3/R^3 \). The motivation for using WS is that for small salt concentration colloidal system may crystallize, in which case thermodynamics will be very well described by the WS cell model, with a Donnan potential used to control the charge neutrality. In fact, even for the disordered state the WS approach to thermodynamics is found to lead to osmotic pressures in excellent agreement with experiments\(^{92}\). In a sense, the many body colloid-colloid interactions in the grand-canonical ensemble are all included through the boundary condition of vanishing electric field at the WS cell boundary.

The colloidal particle has \( N_{\text{site}} \) adsorption sites randomly distributed over its surface. Each adsorption site is a sphere of diameter \( d \), see Fig. 2. If an active site is basic – has zero charge — it interacts with the hydronium ions through the Baxter sticky potential, Eq. \((5)\). On the other hand if the site is acidic or has charge \( -q \), where \( q \) is the proton charge — in addition to the Baxter and hard core interactions, there is also a long range Coulomb potential between the adsorption site and all the ions inside the simulation cell. In this work all the ions and the adsorption sites have diameter 4 Å and the colloidal particle has radius of \( a = 100 \) Å.

The system is connected to a reservoir of strong acid at concentration \( 10^{-pH} \), and a reservoir of 1:1 strong electrolyte at concentration \( c_s \). The solvent is considered to be a uniform dielectric of permittivity \( \epsilon_w = 80\epsilon_0 \) and the Bjerrum length is \( \lambda_B = q^2/\epsilon_w k_BT = 7.2\) Å. The total interaction potential is

\[
U = \sum_{i>j} q_i q_j \epsilon_w |r_i - r_j| + \sum_{i} u_{\text{well}}(r_i),
\]

where the first sum is over all the charged particles, including the adsorption sites, and the second sum is for the sticky interaction between the hydronium ions and the adsorption sites. The hardcore interaction between ions, sites, and colloidal surface is implicit. The restriction on the second sum indicated by the prime is due to the fact that each functional site can adsorb at most one hydronium ion. This is the case for carboxyl or amine groups. Therefore, once there is a hydronium ion within the distance \( \Delta \) of the adsorption site, the short range sticky potential of this site with other hydronium ions is switched off. In this paper we will not consider more complicated metal oxide ions which can adsorb more than one proton. To perform simulations we used Metropolis algorithm\(^{93}\). For large WS cells, when a system establishes a well defined bulk concentration far from the colloidal surface, we can use canonical Monte Carlo simulations\(^{94}\). For large colloidal volume fractions, when WS is small and bulk concentration is not reached inside the cell, we use the grand canonical Monte Carlo simulations\(^{94}\). This is done in order to have a well defined reservoir concentrations of acid \( c_a \) and salt \( c_s \), which are necessary to compare the theory with the simulations. In both types of simulations we have used \( 5 \times 10^6 \) MC steps for equilibration and \( 10^4 \) steps for production.

We first check the convergence of MC results to the Baxter sticky limit by studying systems with different values of \( \Delta \) and \( \epsilon \), while keeping fixed the sticky length \( l_g \). Fig. 3 shows the rapid convergence to the Baxter limit, with decreasing value of \( \Delta \).

### III. Equilibrium Constant for Particles Interacting via a Pair Potential

To connect the simulations presented in the previous section with the NP theory we must relate the sticky length with the bulk association constant.
FIG. 3: The density profiles of ions for different size $\Delta$ and fixed $l_g=109.9\text{Å}$. The density is plotted in terms of the number of particles per $\text{Å}^3$.

A. Neutral pairs

We first consider a general two-component system of sticky spheres. To avoid confusion with previous labels, we designate the “atoms” of each species as X and Y. The interaction between atoms of the same species is

$$u_{xx}(r) = u_{yy}(r) = u_{hs}(r) + u_{sf1}(r),$$

(19)

and between the atoms of different species is

$$u_{xy}(r) = u_{hs}(r) + u_{sf2}(r) + u_{well}(r),$$

(20)

This is the, so called, “physical picture”, in which only atoms exist. Alternatively, we can regard two atoms X and Y in contact to form a molecule XY. This corresponds to the “chemical picture”, see Fig. (4) for illustration. In the chemical picture, we have free atoms X and Y, and molecules XY which are in “chemical” equilibrium:

$$X + Y \rightleftharpoons XY.$$  

(21)

At most two atoms X and Y are permitted to interact via a sticky potential. Without this restriction, one has to account for the presence of triplets XYX, quartets XYXY, and other higher order formations, together with their corresponding chemical reactions.

To obtain the equilibrium constant for the chemical reaction in Eq. (21) we compare the equations of state calculated using the physical and the chemical pictures. Clearly the osmotic pressure calculated using the two interpretations of the same physical reality has to be same. Within the physical interpretation, the system is comprised of two types of atoms, X and Y, and the formation of pairs XY is devoid of any special meaning. The virial expansion of the osmotic pressure up to second order in bulk concentration $c_i$ is

$$\beta P_{\text{phys}} = c_x + c_y + B_{xx}c_x^2 + B_{yy}c_y^2 + 2B_{xy}c_x c_y + \ldots,$$

(22)

where $B_{ij}$ are the second virial coefficients defined as

$$B_{ij} = 2\pi \int_0^{\infty} \left(1 - e^{-\beta u_{ij}(r)}\right)r^2dr,$$

(23)

and whose various contributions are

$$B_{xx} = B_{yy} = B_{hs} + B_{sf1},
B_{xy} = B_{hs} + B_{st} + B_{sf2},$$

(24)

which, after evaluation, become

$$B_{hs} = \frac{2\pi d^3}{3},
B_{st} = -2\pi l_g d^2 e^{-\beta u_{sf2}(d)},
B_{sf1} = 2\pi \int_d^{\infty} \left(1 - e^{-\beta u_{sf1}(r)}\right)r^2dr,
B_{sf2} = 2\pi \int_d^{\infty} \left(1 - e^{-\beta u_{sf2}(r)}\right)r^2dr,$$

(25)

where $B_{st}$ was evaluated using the Boltzmann factor in Eq. (16). Inserting these contributions into the expansion in Eq. (22) yields

$$\beta P_{\text{phys}} = c_x + c_y + B_{hs}(c_x + c_y)^2 + B_{sf1}(c_x^2 + c_y^2) + 2B_{sf2} c_x c_y + 2B_{st} c_x c_y + \ldots,$$

(26)

where the first line is the ideal-gas contribution, the second line is the second order correction due to hard-core and soft interactions, and the third line is the second order correction due to the sticky potential.
To formulate the equation of state within the chemical picture, we need to define the concentrations of free atoms X, Y, and of molecules XY, designated by the superscript *:

\[
\begin{align*}
  c_x^* &= c_x - K_{Bulk}c_xc_y + \ldots, \\
  c_y^* &= c_y - K_{Bulk}c_xc_y + \ldots, \\
  c_{xy}^* &= K_{Bulk}c_xc_y + \ldots
\end{align*}
\]

where the last equation was obtained using the definition of the equilibrium constant of the reaction in Eq. 21,

\[ K_{Bulk} = \frac{c_{xy}^*}{c_x^*c_y^*}. \]  (28)

valid in the dilute limit where activities are approximated by concentrations. To second order in concentrations \( c_i \), Eq. (27) can be written as

\[
\begin{align*}
  c_x^* &= c_x - K_{Bulk}c_xc_y + \ldots, \\
  c_y^* &= c_y - K_{Bulk}c_xc_y + \ldots, \\
  c_{xy}^* &= K_{Bulk}c_xc_y + \ldots
\end{align*}
\]

In the chemical picture, the interactions between free atoms X and Y do not include sticky interaction,

\[ u'_{xy}(r) = u_{hs}(r) + u_{sf2}(r). \]

which acts only within a molecule XY. Without the sticky interaction, the modified second virial coefficient in the chemical interpretation is

\[ B_{xy}' = B_{hs} + B_{sf2}. \]  (30)

The osmotic pressure up to second order in concentrations \( c_i \) is then

\[ \beta P_{chem} = c_x^* + c_y^* + c_{xy}^* + B_{xx}c_x^2 + B_{xy}c_y^2 + 2B_{xy}c_x^*c_y^* + \ldots. \]

The terms

\[ 2B_{x,y}c_x^*c_{xy}^* + 2B_{y,xy}c_y^*c_{xy}^* + B_{x,xy}c_{xy}^2, \]  (31)

that are second order in \( c_{xy}^* \) are omitted since, due to \( c_{xy}^* \approx K_{Bulk}c_xc_y \) in Eq. (29), they are of higher order in \( c_i \). Using formulas in Eq. (29), and substituting for the coefficients \( B_{ij} \), Eq. (30) becomes

\[ \beta P_{chem} = c_x + c_y + B_{hs}(c_x + c_y)^2 + B_{sf1}(c_x^2 + c_y^2) + 2B_{sf2}c_xc_y - K_{Bulk}c_xc_y + \ldots, \]  (33)

Setting \( P_{phys} = P_{chem} \), and matching the terms of the same order yields

\[ K_{Bulk} = -2B_{sf} = 4\pi l_g d^2 e^{-b_{sf}(d)}, \]  (34)

We note that the above derivation assumes a dilute limit, where the definition of \( K_{Bulk} \) in Eq. (28) and the second order expansion of \( \beta P \) are valid. The result in Eq. (34), however, is exact for any concentration. This is because the quantity \( K_{Bulk} \) itself is independent of concentrations. We simply took advantage of this fact and chose the limit where all the expressions are the simplest.

If we set \( u_{sf2} = 0 \), the equilibrium constant becomes

\[ K_{Bulk} = 4\pi l_g d^2, \]  (35)

which is appropriate for the pair formation between bases and hydronium ions. On the other hand, as we will see in the following section, Eq. (34) with \( u_{sf2} \) corresponding to the Coulomb potential will be appropriate for weak acid-hydronium equilibrium constant.

**B. Charged pairs**

In bulk, acid “molecule” dissociates resulting in a hydronium ion and a corresponding anion:

\[ \text{HA} \rightleftharpoons \text{H}^+ + \text{A}^-, \]  (36)

The thermodynamics of bulk electrolytes, even without covalent bonding between the ions, is complicated by the divergence of the virial expansion due to the long range nature of the Coulomb interaction. Instead a certain class of perturbative diagrams must be summed together to obtain a finite result. This leads to a non-analytic term in the density expansion of the osmotic pressure which scales with electrolyte concentration as \( c^{3/2} \). The next order term which scales as \( c^2 \) can be interpreted as the result of Bjerrum anion-cation pair formation. In the case of purely electrostatic interactions, the equilibrium constant for such cluster formation was derived by Ebeling considering the exact density expansion of the equation of state up to \( O(c^{5/2}) \). The Ebeling equilibrium constant is:

\[ K_{EB} = 8\pi d^3 \int \frac{1}{12} b^3 \left[ Ei(b) - Ei(-b) \right] - \frac{1}{3} \cosh b - \frac{1}{6} b \sinh b - \frac{1}{6} b^2 \cosh b + \frac{1}{3} + \frac{1}{2} b^2 \right], \]  (37)

where \( b = \frac{\lambda_B}{d} \). For large values of \( b \) (strong coupling limit), the equilibrium constant can be expanded asymptotically to give:

\[ K_{EB} = 4\pi a^3 e^b \left( 1 + \frac{4}{b} + \frac{4 \times 5}{b^2} + \frac{4 \times 5 \times 6}{b^3} + \ldots \right). \]  (38)

This may be compared with the Bjerrum phenomenological association constant for formation of anion-cation pairs

\[ K_{BJ} = 4\pi \int_{R_{Bj}}^{R_{Bj}} e^{\lambda_B r^2} r^2 dr, \]  (39)

where \( R_{Bj} = \lambda_B / 2 \) is the Bjerrum cutoff. In the strong coupling limit (low temperatures), \( K_{BJ} \) is completely insensitive to the precise value of cutoff \( R_{Bj} \). Furthermore, the low temperature expansions for \( K_{EB} \) and \( K_{BJ} \)
are found to be identical. One can then interpret the 
Ebeling equilibrium constant as the analytic continuation 
of $K_{Bj}$ over the full temperature range. With this 
observation it becomes easy to obtain the equilibrium 
constant for sticky electrolytes. In the spirit of Bjerrum, 
we then write 

$$K_{Bulk} = 4\pi \int_{d}^{R_{Bj}} e^{-\beta u_{s}(r) + \frac{2\mathcal{B}}{\varepsilon} r^2} dr.$$ 

(40)

Using Eq. (16) we obtain 

$$K_{Bulk} = 4\pi \int_{d}^{R_{Bj}} \left[ (1 + l_{g} \delta(r - d)) \right] e^{\frac{2\mathcal{B}}{\varepsilon} r^2} dr,$$ 

(41)

which after integration yields, 

$$K_{Bulk} = 4\pi d^2 l_{g} e^{b},$$ 

(42)

The validity of the above equation is extended beyond 
the strong coupling limit by replacing the integral with 
$K_{Ebel}$. In the case of weak acids, large $l_{g}$, the first term will dominate Eq. (42), so that the bulk equilibrium constant 
for a weak acid can be approximated by 

$$K_{Bulk} = 4\pi d^2 l_{g} e^{b},$$ 

(43)

which is similar to Eq. (34) of the previous section.

IV. UNIFORM STICKY COLLOID

To build a theory of charge regularization of colloidal 
particles we start with the simplest possible model in 
which the whole of colloidal surface is sticky. Colloidal 
particle of radius $a$ is placed at the center of a spherical 
WS cell of radius $R$. The density profiles of ions, then, 
satisfy the modified Poisson-Boltzmann (mPB) equation:

$$\nabla^2 \phi(r) = -\frac{4\pi}{\varepsilon_{w}} \sigma_{0} \delta(r-a-r_{ion}) - \frac{4\pi q}{\varepsilon_{w}} \left[ c_{H^{+}}(r) + c_{+}(r) - c_{-}(r) \right],$$

(44)

where $\sigma_{0} = 0$ if the surface groups are basic, and $\sigma_{0} = -N_{site}s\tilde{q}/4\pi(a + r_{ion})^{2}$ if all the groups are acidic. The ionic concentrations are defined as:

$$c_{H^{+}}(r) = c_{a} e^{-\beta(u(r)+q\phi(r))},$$

(45)

$$c_{+}(r) = c_{a} e^{-\beta q\phi(r)},$$

(46)

$$c_{-}(r) = (c_{a} + c_{s}) e^{\beta q\phi(r)},$$

(47)

where $u(r)$ is the sticky potential between the colloidal 
surface and a hydronium ion, $c_{a} = 10^{-pH}$ is the 
reservoir concentration of acid, and $c_{s}$ is the reservoir 
concentration of 1:1 salt. We assume that both acid and 
salt in the reservoir are strong electrolytes and are fully 
dissociated. Using Eq. (16) we obtain $e^{-\beta(u(r)+q\phi(r))} = (1 - l_{g} \delta(r - a - r_{ion})) e^{-\beta q\phi(r)}$, which means that the 
surface density of adsorbed hydronium ions is

$$\sigma_{su} = q c_{a} l_{g} e^{-\beta q\phi_{0}},$$

(48)

where $\phi_{0} = \phi(a + r_{ion})$. The net surface charge density is then

$$\sigma_{net} = \sigma_{0} + \sigma_{su}.$$ 

(49)

To calculate the ionic density profiles and the number 
of condensed hydronium ions we must now solve the PB equation

$$\nabla^2 \phi(r) = \frac{8\pi q}{\varepsilon_{w}} (c_{a} + c_{s}) \sinh[\beta\phi(r)],$$

(50)

with the boundary conditions $\phi'(R) = 0$ and $\phi'(a + r_{ion}) = 4\pi\sigma_{net}/\varepsilon_{w}$. The calculation can be performed 
numerically using the 4th order Runge-Kutta, in which 
the value of the surface potential $\phi(a + r_{ion}) = \phi_{0}$ is adjusted 
based on the Newton-Raphson algorithm to obtain 
zero electric field at the cell boundary.

In reality, however, the whole of colloidal surface is not 
uniformly sticky and hydronium ions can only adsorb on 
special sites. We now explicitly consider the modifications 
that must be made to the above theory in order to 
account for the discrete nature of adsorption sites.

V. NEUTRAL FUNCTIONAL GROUPS

We first consider a colloidal particle with $N_{site}$ neutral 
functional groups (sticky spheres) uniformly distributed 
on its surface. To simplify the geometry we will map the 
spherical sticky sites onto circular sticky patches of the 
same effective contact area. Since both hydronium and 
the adsorption sites are modeled by spheres of the same 
diameter $d$, the hard core repulsion between the colloidal 
surface and the hydronium ion restricts the effective 
contact area to $2\pi d^{2}$. Therefore, the patch radius must be

$$r_{patch} = \sqrt{2} d,$$ 

(51)

Compared to the situation discussed in the previous section 
in which the whole of colloidal surface was sticky, the 
effective area on which hydronium ions can become 
adsorbed is significantly reduced in the case of discrete 
adsorption sites. Nevertheless, we can still use the same 
approach as in Section IV if the sticky length is rescaled 
as $l_{g}^{\text{eff}} = l_{g} \alpha_{\text{eff}}$, to account for the reduced adsorption 
area, where

$$\alpha_{\text{eff}} = \frac{N_{act} \pi r_{patch}^{2}}{4\pi(a + r_{ion})^{2}},$$

(52)

is the fraction of the surface area occupied by the active 
sticky patches. Note that if hydronium is adsorbed to a 
patch, this patch becomes inactive, preventing more than 
one hydronium ion from being adsorbed. The number 
of adsorbed hydronium ion is given by Eq. (48) with $l_{g}$ replaced by $l_{g}^{\text{eff}}$. As the process of adsorption progresses, 
the number of active sites decreases in such a way as

$$N_{site}^{\text{act}} = N_{site} - 4\pi(a + r_{ion})^{2} c_{a} l_{g}^{\text{eff}} e^{-\beta \phi_{0}}.$$ 

(53)
resulting in a self-consistent equation for $l_{gf}$. Solving Eqs. (52) and (53), the effective sticky length is found to be

$$l_{gf} = \frac{l_g N_{site}^{2}}{4(a + r_{ion})^2 (1 + l_g c_a e^{-\beta \phi_0} \pi l_{patch}^2)}.$$

The effective surface charge density which must be used as the boundary condition for PB equation is then

$$\sigma_{ef} = q c_a l_{gf} e^{-\beta \phi_0} = \frac{q K_{Surf} N_{site} c_a e^{-\beta \phi_0}}{4(\alpha + r_{ion})^2 (1 + K_{Surf} c_a e^{-\beta \phi_0})},$$

where $K_{Surf} = 2\pi l_g d^2 = K_{Bulk}/2$, where the bulk association constant is the same as in Eq. (53).

We stress again that the bulk equilibrium constant $K_{Bulk}$ is exact for the model of sticky hard spheres and does not depend on the density of the reactants. The higher order terms of the virial expansion, however, will modify the activity coefficients, so that in the law of mass action the concentrations will have to be replaced by the activities. Nevertheless, since the PB equation does not take into account ionic correlations, to remain consistent, the activity coefficients must also be set to unity. Solving Eq. (50) with the boundary conditions $\phi'(R) = 0$ and $\phi'(a + r_{ion}) = 4\pi \rho_{net}/\epsilon_{w}$ we are able to obtain the density profile of ions around the colloidal particle.

To explore the range of validity of the theory we will compare it with the results of Monte Carlo simulations. We first consider colloidal particles with 300 and 600 active neutral basic sites and concentration of HCl set to 50 mM. In Figs. 5 and 6 we show the comparison between the simulation data, NP theory, and the present work. For these parameters the difference between the new theory and the NP approach is not very large, nevertheless it is clear that the simulation results are in a much better agreement with the theory developed in the present paper. The figures show that the density of free hydronium ions decreases near the colloidal surface. This is not surprising, since once some of the hydroniums have adsorbed to the neutral basic groups, colloidal surface becomes positively charged and repels other cations. A more curious behavior is found for the anion Cl\(^-\), the concentration of which shows a peak close to the surface, but then diminishes on further approach. The reason for this is that anions prefer to stay close to the adsorbed cations H\(^+\), which in turn want to minimize the repulsive electrostatic energy between themselves, as well as to maximize entropy. This favors the hydronium ions to be located at about 3 $r_{ion}$ from the colloidal surface. This is precisely the position of the peak found in the density profile of anions. This fine detail, however, is beyond the scope of the present theory. Nevertheless the fact that the density profiles away from colloidal surface are perfectly described by the present theory implies that the prediction for the total number of adsorbed hydronium ions is correct, in spite of the fine structure of ionic density profiles near the surface.

We next consider the effect of 1:1 salt on the charge regulation. We study a colloidal particle with 200 basic sites in the presence of HCl and NaCl, both at concentration 10 mM. We assume that both acid and salt are completely ionized. The results of the theory and simulations are shown in Fig. 7. Once again we see a very good agreement between the present theory and the MCs.


FIG. 7: Density profiles of hydronium, Cl⁻, and Na⁺ measured in particles per Å³. Symbols are the simulation data and solid (green) and dashed (blue) lines are the predictions of the NP theory and of the theory developed in the present work, respectively. The parameters are \( a = 100 \, \text{Å}, \, R = 200 \, \text{Å}, \) and \( l_g = 109.97 \, \text{Å} \). The colloidal particle has 200 basic sites on its surface. The concentration of HCl and NaCl is 10 mM. The density \( C \) is in units of particles per Å³.

simulations.

In experiments, Zeta potential is more easily available than the effective charge. Definition of Zeta potential, however, requires knowledge of the position of the slip plain. Nevertheless we expect that Zeta potential will behave similarly to the electrostatic contact surface potential. In Figs. 8 and 9 we show the behavior of the surface potential and the effective charge \( Z_{eff} \) in unit of charge \( q \) as a function of pH, for the present theory and NP theory, respectively and in Fig 10 the behavior of the two as a function of salt concentration. We observe that addition of 1:1 electrolyte diminishes the contact potential. This, in turn, lowers the electrostatic energy penalty for bringing hydronium ions to colloidal surface, thus favoring their association with the active sites. Indeed, Fig 10 shows that the effective charge of colloidal particle increases with increasing salt concentration.

VI. CHARGED FUNCTIONAL GROUPS

We next consider a colloidal particle with \( N_{site} \) acidic surface groups each carrying a charge \(-q\). If all the groups would be ionized, the particle would acquire a net charge \( Q_0 = -N_{site}q \). The chemical equilibrium between hydronium and acid groups, however, reduces this value to \( Q_{eff} = Q_0 + Q_{con} \), where

\[
Q_{con} = 4\pi (a + r_{ion})^2 q c_a r_{eff} e^{-\beta q \varphi_0}
\]

is the number of associated hydronium ion and \( \varphi_0 \) is the potential of mean force (PMF) — the work required to bring an ion from the bulk to contact with one of the acidic groups. The PMF can be separated into a mean-field electrostatic potential \( \varphi_0 \) and a contribution from the discrete nature of surface charge groups \( \mu_c^q \).

\[
\varphi_0 = \varphi_0 + \mu_c^q.
\]

The value of \( r_{eff} \) is given by Eq. (54) with the mean-field potential replaced by the PMF, \( \varphi_0 \to \varphi_0 \). The effective surface charge density then reduces to

\[
\sigma_{eff} = -\frac{N_{site}q}{4\pi (a + r_{ion})^2} + \frac{q K^a_{Surf} N_{site} c_a e^{-\beta \varphi_0}}{4\pi (a + r_{ion})^2 \left( 1 + K^a_{Surf} c_a e^{-\beta \varphi_0} \right)}
\]

where

\[
K^a_{Surf} = \frac{K^g_{bulk}}{2} e^{-b - \beta \mu_c^q},
\]
FIG. 10: (a) Contact potential and (b) the effect charge of colloidal particle in unit of \( q \) as a function of salt concentration \( c_s \) (M) for different pH. The colloidal particle has 300 basic functional group. The parameters are \( a = 100 \text{ Å} \), \( R = 200 \text{ Å} \), and \( l_g = 109.97 \text{ Å} \).

and the bulk acid association constant \( K_{a,\text{Bulk}}^q \) is given by Eq. (43). The term \( e^{-b} \) in Eq. 59 discounts the direct Coulomb interaction between the hydronium ion and its adsorption site, which is already accounted for in the \( \mu_{c}^{q} \).

FIG. 11: The triangular lattice used to evaluate \( \mu_{c}^{q} \) and \( \mu_{a}^{q} \).

VII. THE EFFECT OF DISCRETE CHARGES

It is well known that the PB equation is very accurate for systems containing only 1:1 electrolyte. The mean-field nature of this equation is manifested by the complete neglect of ionic correlations, which are found to be small for aqueous solutions of monovalent ions. However, in the case of acidic groups, hydronium ions will condense directly onto charged sites and discrete nature of hydronium ions and surface sites can not be neglected for the associated ions. The free ions, however, can still be treated at the mean-field level.

To account for the discrete nature of surface groups, we add and subtract a uniform neutralizing background to the colloidal surface. The negative of the background can be combined with the mean-field electrostatic potential produced by the ions to yield the total mean-field potential \( \phi(r) \). The potential produced by the discrete surface charge and their neutralizing background, on the other hand, correspond to \( \mu_{c}^{q} \) defined in Eq. (57). To calculate \( \mu_{c}^{q} \) we will ignore the curvature of the colloidal surface. Furthermore, we will suppose that the adsorption sites are uniformly distributed, forming a triangular lattice of spacing \( L \).

We start by calculating the electrostatic potential produced by an infinite planar triangular array of charges, see Fig. 11. This potential must satisfy the Poisson equation

\[
\nabla^2 G(r) = -\frac{4\pi q}{\varepsilon_w} \sum_{n,m} \delta(r - n\mathbf{a}_1 - m\mathbf{a}_2),
\]

where \( z \) and \( \rho = x\hat{x} + y\hat{y} \) are the transverse and longitudinal directions, respectively, and the lattice vectors are given by

\[
\mathbf{a}_1 = L \hat{x}, \quad \mathbf{a}_2 = \frac{1}{2} L \hat{x} + \frac{\sqrt{3}}{2} L \hat{y}.
\]

The reciprocal lattice vectors \( \mathbf{b}_i \) are defined as \( \mathbf{a}_j \cdot \mathbf{b}_j = 2\pi \delta_{ij} \), and are given by

\[
\mathbf{b}_1 = \frac{2\pi}{d} \left( \hat{x} - \hat{y} \sqrt{3} \right), \quad \mathbf{b}_2 = \frac{2\pi}{d} \left( \hat{y} \sqrt{3} \right).
\]

The periodic delta function can be written as

\[
\sum_{n,m} \delta(\rho - n\mathbf{a}_1 - m\mathbf{a}_2) = \frac{1}{\gamma} \sum_{n,m} e^{i\mathbf{b}_1 \cdot \rho n + i\mathbf{b}_2 \cdot \rho m}
\]

and the Green function as

\[
G(\mathbf{r}) = \frac{1}{\gamma} \sum_{n,m} g_{n,m}(z) e^{i\mathbf{b}_1 \cdot \rho n + i\mathbf{b}_2 \cdot \rho m},
\]

where \( g_{n,m}(z) \) is a function of \( z \) coordinate only. Substi-
Integrating Eq. (66) once, we see that the derivative of \( g(z) \) is discontinuous at \( z = 0 \) with

\[
g'_{n,m}(0^+) - g'_{n,m}(0^-) = -\frac{4\pi q}{\epsilon_w}, \tag{68}
\]

from which we determine \( A = 2\pi q/\epsilon_w k \). The Green function can then be written as

\[
G(r) = 2\pi q \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} \frac{e^{-k|z|}}{\gamma_{w}} \left[ \frac{2\pi}{L} \left( nx + \frac{1}{\sqrt{3}}(2ym - yn) \right) \cos \left( \frac{2\pi}{L} \left( nx + \frac{1}{\sqrt{3}}(2ym - yn) \right) \right) \right], \tag{69}
\]

The \((n = 0, m = 0)\) term of \( G(r) \) diverges. Indeed, if we take the limit \( k \to 0 \) of the summation and in Eq. (69) we will obtain an infinite constant and a finite term which grows as \(|z|\). This is nothing more than the potential of a uniformly charged plane. Therefore, if we introduce a neutralizing background, we will cancel precisely this term, eliminating the divergence. The electrostatic potential produced by a triangular array of charges on a neutralizing background is then

\[
\tilde{G}(r) = 2\pi q \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} \frac{e^{-k|z|}}{\gamma_{w}} \left( \frac{2\pi}{L} \left( nx + \frac{1}{\sqrt{3}}(2ym - yn) \right) \cos \left( \frac{2\pi}{L} \left( nx + \frac{1}{\sqrt{3}}(2ym - yn) \right) \right) \right), \tag{70}
\]

where the prime on the sums indicates that we have removed the term \((n = 0, m = 0)\). Bringing an ion of opposite charge into contact with one of the adsorption sites then yield

\[
\mu_{ij}^q = -\frac{2\pi q^2}{\gamma_{w}} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} \frac{e^{-2kr_{ion}}}{k}. \tag{71}
\]

Even if sites are not perfectly ordered on the colloidal surface, we still expect that \( \mu_{ij}^q \) derived in Eq. (71) will provide a reasonably accurate account of the discreteness effects assuming that the average separation between \( Z \) acid sites is such that the area per site is \( \gamma = 4\pi(a + r_{ion})^2/Z \), where \( \gamma \) is given by Eq. (62). The average separation between acid groups is then \( L = (a + r_{ion})\sqrt{8\pi/\sqrt{3}Z} \).

We first consider a colloidal particles with 600 acid surface groups with \( l_g = 109.97 \text{Å} \), in a solution of pH = 2. The ionic density profiles are presented in Fig. 12. We see that the theory is in excellent agreement with simulations, while NP approach shows significant deviation. Next we consider particles with 300 charged sites inside an acid solution containing 1:1 salt. Once gain there is a good agreement between theory and simulations, see Fig. 13.

In Fig. 14 we show the behavior of the effective charge and contact potential of colloidal particle as a function of 1:1 salt concentration for different pH values. The figure
FIG. 14: Modulus of the effective charge in unit of $q$ and contact potential of colloidal particle as a function of 1:1 salt concentration $C_s$ for different values of pH. The colloidal particle has 300 charged functional group on it surface. The parameters are $a = 100$ Å, $R = 200$ Å, and $l_g = 109.97$ Å. The densities are in units of particles per Å$^3$.

Figures 15 and 16 show that increase of salt concentration leads to increase of the modulus of the effective charge. This, again, is a consequence of electrostatic screening produced by salt on the Coulomb interaction between hydronium ions and the negatively charged adsorption sites — making the association of a hydronium with an active site less energetically favorable. In Fig. 15 we compare the effective charge and contact potential calculated using the present theory and the values predicted by the NP theory, for nanoparticles with 300 charged groups. As can be seen, neglect of discrete charge effects in the NP theory leads to smaller modulus of the contact potential and of the effective charge. We also note that at large pH the effective charge saturates at the value smaller than the bare charge. This is a consequence of the overall charge neutrality of the colloidal suspension. Even if the reservoir has a very small concentration of acid — large pH, in the absence of other cations inside the suspension, there must be enough hydronium ions to compensate all the colloidal charge. Some of these hydronium ions will then associate with the surface groups, leading to the saturation of the effective colloidal charge. We now perform the same calculation, but in the presence of a reservoir with 10 mM monovalent salt. As can be seen in Fig. 16 in the presence of salt, for high pH both NP and our theory predict that the effective charge approaches the bare charge. This is consistent with the no-salt system. When the system is connected to both the salt and acid reservoirs, at large pH the hydronium ions inside the system are replaced by the salt cations, which then control the overall charge neutrality of the colloidal suspension. Since in our model salt cations do not react with the surface groups, for reservoir at large pH very few hydronium ions will be present inside the suspension. Therefore, all the surface groups will become ionized, and the effective colloidal charge will approach the value of the bare charge.

### VIII. MIXTURE OF FUNCTIONAL GROUPS

As a final example we consider a colloidal particle with a mixture of acidic and basic surface groups. Following the same approach introduced in the previous sections...
we find that the effective surface charge is
\[ \sigma_{\text{eff}} = -\frac{N_{\text{acid}} q}{4\pi (a + r_{\text{ion}})^2} + q(\nu_{\text{gc}}^a c_a e^{-\beta \phi_0^a} + \nu_{\text{gn}}^a c_a e^{-\beta \phi_0^a}), \]

\[ \nu_{\text{gc}}^a = \frac{l_{\text{gc}} N_{\text{acid}} r_{\text{patch}}^2}{4(a + r_{\text{ion}})^2 \left(1 + l_{\text{gc}} c_a e^{-\beta \phi_0^a} \pi r_{\text{patch}}^2\right)}, \]

\[ \nu_{\text{gn}}^a = \frac{l_{\text{gn}} N_{\text{base}} r_{\text{patch}}^2}{4(a + r_{\text{ion}})^2 \left(1 + l_{\text{gn}} c_a e^{-\beta \phi_0^a} \pi r_{\text{patch}}^2\right)}, \]

(72)

where \( N_{\text{acid}} \) is the number of acidic groups and \( N_{\text{base}} = N_{\text{site}} - N_{\text{acid}} \) is the number of basic groups. The effective sticky length for acidic (charged) and basic (neutral) groups are: \( \nu_{\text{gc}}^a \) and \( \nu_{\text{gn}}^a \), respectively. The discreteness effects will manifest themselves in different ways for hydronium ions condensing on acidic and basic groups,

\[ \beta \phi_0^a = \beta \phi_0^b + \mu_{\text{n}}^q, \]

\[ \beta \phi_0^b = \beta \phi_0^a + \mu_{\text{c}}^q, \]

(73)

Since the values \( \mu_{\text{n}}^q \) depend only on the electrostatic interaction between the hydronium ion and the charged (acid) sites, the value of \( \mu_{\text{c}}^q \) will be the same as in Eq. 71, depending only on the average separation between the acidic groups. We will suppose that the basic groups are also uniformly distributed on the colloidal surface on a dual hexagonal lattice with vertexes at the center of each triangle composed of acidic sites. In this case the position of one of the basic groups will be at \( x_0 = d/2, y_0 = \sqrt{3}d/4 \). Using Eq. 70 we obtain \( \mu_{\text{n}}^q \)

\[ \mu_{\text{n}}^q = -\frac{2\pi q^2}{\gamma \epsilon_w} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{e^{-2k_{\text{ion}} r_{\text{ion}}}}{k} \cos \pi \left( m + \frac{n}{2} \right) \]

(74)

The effective surface charge density can now be written as

\[ \sigma_{\text{eff}} = -\frac{N_{\text{acid}} q}{4\pi (a + r_{\text{ion}})^2} + \frac{q K_{\text{Surf}}^a N_{\text{acid}} c_a e^{-\beta \phi_0^a}}{4\pi (a + r_{\text{ion}})^2 \left(1 + K_{\text{Surf}}^a c_a e^{-\beta \phi_0^a}\right)} \]

\[ q K_{\text{Surf}}^b N_{\text{base}} c_a e^{-\beta \phi_0^b} \]

\[ \frac{4\pi (a + r_{\text{ion}})^2 \left(1 + K_{\text{Surf}}^b c_a e^{-\beta \phi_0^b}\right)}{4\pi (a + r_{\text{ion}})^2 \left(1 + K_{\text{Surf}}^b c_a e^{-\beta \phi_0^b}\right)} \]

where

\[ K_{\text{Surf}}^a = \frac{K_{\text{Bulk}}^a e^{-\beta \mu_{\text{c}}^q}}{2}, \]

(76)

and

\[ K_{\text{Surf}}^b = \frac{K_{\text{Bulk}}^b e^{-\beta \mu_{\text{n}}^q}}{2}. \]

(77)

The bulk equilibrium constants for acidic and basic, \( K_{\text{Bulk}}^a \) and \( K_{\text{Bulk}}^b \), are given by Eqs. 43 and 35, respectively. To test our theory for mixture of basic and acidic surface groups we, once again, compare it with MC simulations. We consider a colloidal particle with 500 adsorption sites with different number of acidic groups \( N_{\text{acid}} \). The sticky lengths \( l_{\text{gc}} \) and \( l_{\text{gn}} \) are 109.97 and 1099.7, respectively. These values correspond to the equilibrium constants \( K_{\text{eq}} = 0.012 \) and 0.00125 M, respectively. The concentration of strong acid, HCl, in the reservoir is fixed at 10 mM. We note that as the value of the sticky length \( l_g \) increases, it becomes progressively more difficult to equilibrate the simulations. For this reason we have chosen values of \( l_g \) that are not too large. This, however, has no implication for the theory, which remains valid for arbitrary values of \( l_g \) and \( K_{\text{eq}} \).

Since the theory is completely general, the values of \( l_g \) are arbitrarily one and can, in practice, choose the depth and the width of the sticky potential and calculated the sticky length. There is, however, an additional constraint. The equilibration of the simulations becomes progressively more difficult with increase of sticky length. To have a good test of the theory we, therefore, need to choose sufficiently large sticky length to have a significant association of hydronium ions with the adsorption sites, while keeping a reasonable equilibration CPU time. Furthermore, to better test the validity of the theory, we should choose very different sticky lengths for acid and base sites. This is the reason for a factor of 10 difference between the values of \( l_g \) of acidic and basic groups. In Table 1 we show the values of \( \mu_{\text{c}}^q \) and \( \mu_{\text{n}}^q \), calculated using Eqs. 71 and 74, respectively — for a colloidal particle with the total of \( N_{\text{site}} = 500 \) adsorption sites, \( N_{\text{acid}} \) of which are acidic (charged) and the rest are basic.

Fig. 17 shows that for small number of basic sites, the theory remains very accurate. This is also the case if the number of basic sites is significantly larger than the number of acidic sites. The worst agreement is found when \( N_{\text{acid}} \approx N_{\text{base}} \) in which case the surface of colloid becomes strongly heterogeneous, with positive, negative, and neutral domains present, leading to the breakdown of assumptions used to calculate \( \mu_{\text{n}}^q \).

From the obtained results, we conclude that the theory works very well if colloidal particle has either basic or acidic adsorption sites. The discrete charge effects are embedded in the \( \mu_{\text{c}}^q \) and \( \mu_{\text{n}}^q \), which are calculated using a regular arrangement of adsorption sites, even though in the simulations the sites are randomly distributed. If the number of acid and base sites is approximately equal, then after the adsorption, we will end up with large domains composed of \(-1, 0, 1\) charges, and our assumptions for calculating \( \mu_{\text{c}}^q \) and \( \mu_{\text{n}}^q \) will break down.

| \( N_{\text{acid}} \) | 500 | 450 | 300 | 200 | 50 |
|---------------------|-----|-----|-----|-----|----|
| \( \mu_{\text{c}}^q \) | -0.6278 | -0.6653 | -0.8073 | -0.9427 | -1.31429 |
| \( \mu_{\text{n}}^q \) | 0.14311 | 0.1519 | 0.1529 | 0.119273 |
Nevertheless the theory is found to work quite well, as long as the number of acidic and basic sites is not the same. Addition of salt to the system results in even better agreement between theory and simulations. Therefore, the salt free case, provides the most stringent test of the theoretical approach.

### IX. CONCLUSION

In this work, we used a sticky sphere model to mimic chemical reaction on a colloidal surface. Within our theory, the discrete charge effects come only from acid surface sites, since ions are treated at the mean field Poisson-Boltzmann level. This is the reason why the surface equilibrium constant is dependent only on the value of $\mu^{\text{aq}}$. In the previous work we studied colloidal particles with only acidic surface groups. In that approach we used one component plasma model (OCP), to account for the electrostatic corrections due to discrete surface groups. While the approach in Ref. was sufficiently accurate for colloidal particles with only acidic groups, the OCP does not take into account ionic radius, which prevented us from extending this approach to colloidal particles with a mixture of acidic and basic surface groups. In the present study, we have developed a completely different method to account for discrete surface effects using periodic Green functions. The fact that theory works well even for very small nanoparticles of 10 nm radius shows the robustness of our approach.

The microscopic model presented in the paper permits us to study the same chemical reaction taking place in bulk and at the interface. In the case of neutral basic surface groups our theory reduces to the NP approach with the bulk equilibrium constant replaced by the surface equilibrium constant,

$$K_{\text{Surf}}^b \rightarrow \frac{1}{2} K_{\text{Bulk}}^b.$$  \hfill (78)

The difference between surface and bulk equilibrium constants is a consequence of steric repulsion, which restricts the overall surface area of the adsorption sites available for interaction with hydronium ions.

For colloidal particles with acidic surface groups the situation is significantly more complex. In this case our theory reduces to the NP approach with an effective surface equilibrium constant only for weak acidic groups. For such systems we find the surface equilibrium constant to be

$$K_{\text{Surf}}^a = \frac{K_{\text{Bulk}}^a e^{-\beta \mu^{\text{aq}}}}{2},$$  \hfill (79)

where $\mu^{\text{aq}}$ accounts for the discreteness of surface charge. For colloidal particles with a mixture of acidic and basic surface groups, the respective surface equilibrium constants are given by Eqs. (76) and (77).

It is important to stress that Eqs. (78) and (79) are not universal, and in general will depend on the details of the system. These details may include molecular geometry, modified electronic structure of surface functional groups, water structure, etc. Nevertheless the model of sticky adsorption sites demonstrates that there is a mapping between the bulk and the surface equilibrium constants which allows one to use the Poisson-Boltzmann framework to accurately account for the charge regulation in colloidal systems. Any deviations from experiment can therefore be attributed to the shortfall of the model and not to the theoretical method used to solve it.

In this work our primary goal was to explore the extent of validity of the mean-field NP approach by applying it to an exactly solvable model. Clearly the microscopic model that we used for spherically symmetric hydronium, uniform dielectric water, sticky interactions for covalent binding, etc., is a very rough approximation to the physical reality. The advantage is that we can solve this model exactly using computer simulations. Applying the NP approach to the same model we can then test the extent of validity of the mean-field approximations. We should stress that the NP theory does not give us any information whatsoever about the surface equilibrium constant and assumes it to be the same as the bulk association constant. We find, on the other hand, that sticky interactions result in a breakdown of the mean-field approximations. Surprisingly, however, we find that all the discreteness effects can be included in a renormalized surface association constant, which our theory predicts explicitly. For our microscopic model the correlations and steric effects lead to lower surface association constant $K_{\text{Surf}}$, compared to the bulk association constant for the same acid or base, $K_{\text{Bulk}}$. This means that fewer hydronium ions will bind to surface groups, implying that...
surface $pK_a$ will be smaller than bulk $pK_a$. Within the present model, there are two contributions which account for the decrease of the association constant at the surface. First, is the steric repulsion from the colloidal surface, which diminishes the access of hydronium to acid and base groups. Within our model the accessible area for the charge transfer reaction is lowered by a factor of two, which accounts for the factor of 1/2 which appears in the surface binding constant. The second contribution comes from the discrete nature of surface charged groups, which we also find to lower the effective binding constant. On the other hand, the experiments indicate that the surface binding constant. The second contribution comes from the discrete nature of surface charged groups, which we also find to lower the effective binding constant. On the other hand, the experiments indicate that the surface binding constant, $K_{\text{Surf}}$, that one needs to use in the NP theory is actually larger than $K_{\text{Bulk}}$. This means that the surface $pK_a$ is larger than the $pK_a$ of the bulk acid.$^{[101]}$ Since our model already takes into account all the steric and electrostatic effects at the dielectric continuum level, we must conclude that in order to account for the experimental results we must included additional effects into the model, such dielectric discontinuity across the colloidal structure, water ordering, quantum nature of proton transfer, etc. The approach that we have developed should allow us to explore these additional effects in order to understand the mechanisms that lead to the increase of $pK_a$ at colloidal surface. This will be the subject of the future work.
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