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Abstract—Predicting multiple heterogeneous biological and medical targets is a challenge for traditional deep learning models. In contrast to single-task learning, in which a separate model is trained for each target, multi-task learning (MTL) optimizes a single model to predict multiple related targets simultaneously. To address this challenge, we propose the Multi-gate Mixture-of-Experts with Exclusivity (MMoEEx). Our work aims to tackle the heterogeneous MTL setting, in which the same model optimizes multiple tasks with different characteristics. Such a scenario can overwhelm current MTL approaches due to the challenges in balancing shared and task-specific representations and the need to optimize tasks with competing optimization paths. Our method makes two key contributions: first, we introduce an approach to induce more diversity among experts, thus creating representations more suitable for highly imbalanced and heterogeneous MTL learning; second, we adopt a two-step optimization (Finn et al., 2017 and Lee et al., 2020) approach to balancing the tasks at the gradient level. We validate our method on three MTL benchmark datasets, including UCI-Census-income dataset, Medical Information Mart for Intensive Care (MIMIC-III) and PubChem BioAssay (PCBA).
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1 INTRODUCTION

SINGLE-TASK learning (STL) models are the most traditional approach in machine learning and have been extremely successful in many applications. This approach assumes that the model is required to output a single prediction target for a given input sample, such as a class label or a regression value. If two output targets are associated with the same input data, then two independent models are trained: one for each target or task (See Fig. 1a). STL may be suitable for situations in which the tasks are very different from each other, and in which computational efficiency may be ignored. However, when the tasks are related, STL models are parameter inefficient [3], [4]. In addition, in some applications, the synergy among tasks can help a jointly trained model better capture shared patterns that would otherwise be missed by independent training. For example, in computer vision, the synergy between the dense prediction tasks of semantic segmentation (the assignment of a semantic class label to each pixel in an image) and depth estimation (the prediction of real-world depth at each pixel in an image) can be leveraged to train a single neural network that achieves higher accuracy on both tasks than independently trained networks [5].

In contrast to STL, multi-task learning (MTL) optimizes a single model to perform multiple related tasks simultaneously, aiming to improve generalization and parameter efficiency across tasks. In this case, two or more output targets are associated with the same input data (See Figs. 1b, 1c, and 1d). Effective multi-tasking learning typically requires task balancing to prevent one or more tasks from dominating the optimization, to decrease negative transfer, and to avoid overfitting. Standard MTL settings usually assume a homogeneous set of tasks, for example all tasks are classification or regression tasks, and usually they are non-sequential data. This scenario can greatly benefit MTL approaches with strong shared representations. In contrast, heterogeneous multi-task learning is defined by multiple classes of tasks, such as classification, regression with single or multi label characteristics and temporal data, being optimized simultaneously. The latter setting is more realistic but lacks further exploration. Ma et al. [6] proposed a Multi-gate Mixture-of-Experts (MMoE), a model that combines experts using gate functions. In this case, each expert is one or more neural network layers shared among the tasks. MMoE tends to generalize better than other models because it leverages several shared bottoms (experts) instead of using a single architecture. It allows dynamic parameter allocation to shared and task-specific parts of the network thus improving further the representation power. In order to take advantage of these characteristics and extend it to heterogenous MTL problems, we introduced MMoEEx.

The multi-gate mixture-of-experts with exclusivity (MMoEEx) model is a new mixture-of-experts (MMoE) approach to MTL that boosts the generalization performance of traditional MMoE via two key contributions:

- The experts in traditional MMoE are homogeneous, which limits the diversity of the learned representations. Inspired by ensemble learning, we improve the generalization of traditional MMoE by inducing diversity among experts. We introduce novel exclusion and exclusivity conditions, under which some
experts only contribute to some tasks, while other experts are shared among all tasks.

- We introduce a two-step task balancing optimization at the gradient level inspired by MAML [1]. This enables MMoEEx to support the learning of unbalanced heterogeneous tasks, in which some tasks may be more susceptible to overfitting, more challenging to learn, or operate at different loss scales.

We validate our proposed method with a broad set of experiments. First, we explored how MMoEEx behaves in the UCI Census-income dataset [6], [7], a standard MTL benchmark dataset for low cardinality tasks. We compare it with several state-of-the-art multi-task models and show that our technique outperforms the other approaches. Then, we evaluated the performance of MMoEEx on two medical and biological benchmark datasets. The Medical Information Mart for Intensive Care (MIMIC-III) [8], [9] is a heterogeneous time series multi-task learning dataset. The mixture of multi-label and single-label temporal tasks with non-temporal binary classification makes this dataset ideal to benchmark our approach. The dataset’s large-scale and high task imbalance characteristics also provide a scenario to exploit the robustness of our approach to competing tasks. We observed significant improvements in the AUC metrics against all compared approaches, especially the MMoE [6] technique. The MMoEEx method proposed by Ma et al. [6] is an attempt to provide a soft parameter sharing mechanic through a gating mechanism. The gate function selects a set of experts for each task while re-using it for multiple tasks, consequently providing feature sharing. The main advantage of soft parameter sharing approaches is the capability of learning task specific and shared representations explicitly. Nevertheless, these models suffer from scalability problems, as the size of the MTL network tends to grow proportionally with the number of tasks. A full survey on different MTL topologies can be found at [15], [16].

The second group of MTL topologies have a dedicated set of parameters to each task. Such methods are called soft parameter sharing [13]. They can be interpreted as single networks that have a feature sharing mechanism between encoders to induce inter branch information crossing. Methods like Cross-Stitch Network [14] and Multi-gate Mixture of Experts [6] are examples of soft parameter sharing based on an explicit feature sharing mechanism, mixture of experts feature fusion and attention based approaches to cross-task among branches. Misra et al. [14] introduced the concept of soft-parameter sharing in deep multi-task approaches by learning a linear combination of the input activation maps. The linear combination (soft feature fusion) is learned at each layer from both tasks. The MMoE method proposed by Ma et al. [6] is an attempt to provide a soft parameter sharing mechanism through a gating mechanism. The gate function selects a set of experts for each task while re-using it for multiple tasks, consequently providing feature sharing. The main advantage of soft parameter sharing approaches is the capability of learning task specific and shared representations explicitly. Nevertheless, these models suffer from scalability problems, as the size of the MTL network tends to grow proportionally with the number of tasks. A full survey on different MTL topologies can be found at [15], [16].

The previously mentioned works focused on better network structures for MTL. Another significant problem of
learning multiple tasks is related to the optimization procedure. MTL methods need to balance gradients of multiple tasks to prevent one or more tasks from dominating the network and producing task biased predictions. The optimization methods can be divided into loss balancing techniques [11], [17], gradient normalization [18] and model-agnostic meta-learning [1], [2]. Liu et al. [11] proposed a loss balance approach based on loss ratios between the first batch and all subsequent ones in each epoch. The method called Loss-Balanced Task Weighting (LBTW) showed promising results reducing the negative transfer on a 128 task scenario. Loss balancing approaches have as their main drawbacks its suboptimality when task gradients are conflicting or when a set of tasks have gradient magnitudes higher than others. In order to mitigate these limitations of loss based approaches GradNorm [18] and Model-Agnostic Meta-Learning (MAML) for MTL [1], [2] were proposed.

Gradient normalization proposed by Chen et al. [18] aims to control the training through a mechanism that encourages all tasks to have similar magnitude. Additionally to it the model also balances the pace tasks are learned. More recently, methods based on meta-learning [1] emerged and outperformed previous loss-based approaches and gradient normalization techniques [2]. Lee et al. [2] proposed a multi-step approach which updates each task in an exclusive fashion. The method is capable of not only providing a balanced task optimization but also boosts current MTL architectures. MTL meta-learning methods, while being the current state-of-the-art class of approaches, can become impractical for settings with large cardinality based on the intermediate steps which are needed to task state computation.

The proposed multi-gate mixture-of-experts with exclusivity (MMoEEx) approach has similarities with the MMOE approach [6] and MAML [1]. Our technique is an MMOE approach, however we introduce an exclusivity mechanism that provides an explicit sparse activation of the network, enabling the method to learn task specific features and a shared representation simultaneously. We also tackle the scalability limitation of MMOE techniques with our exclusion gates. Our approach is inspired by the MAML technique in which we aim to introduce a two step approach to balance tasks at the gradient level for mixture of experts.

3 METHODOLOGY

Hard-parameter sharing networks [12] shown in Fig. 1b are one of the pillars of multi-task learning. These networks are composed of a shared bottom and task-specific branches. Ma et al. [6] suggested that a unique shared bottom might not be enough to generalize for all tasks in an application, and proposed to use several shared bottoms, or what they call experts. The experts are combined using gate functions, and their combination is forwarded to the towers. The final architecture is called Multi-gate Mixture-of-Experts (MMoE), and is shown in Fig. 1c. MMoE generalizes better than its traditional hard-parameter sharing counterpart, but there are two weaknesses: first, it lacks a task-balancing mechanism; second, the only source of diversity among the experts is due to the random initialization. Although the experts can indeed be diverse enough if they specialize in different tasks, there are no guarantees that this will happen in practice. In this work, we propose the Multi-gate Mixture-of-Experts with Exclusivity (MMoEEx) (Fig. 1d), a model that induces more diversity among the experts and has a task-balancing component.

3.1 Structure

The neural network architecture follows the structure proposed by Ma et al. [6] and can be divided into three parts: gates, experts, and towers. Considering an application with $K$ tasks, input data $x \in \mathbb{R}^d$, the gate function $g_k()$ is defined as:

$$g_k(x) = \text{softmax}(W^k x), \forall k \in \{0, \ldots, K\},$$

(1)

where $W^k \in \mathbb{R}^{E \times d}$ are learnable weights and $E$ is the number of experts, defined by the user. The gates control the contribution of each expert to each task.

The experts $f_e(), \forall e \in \{0, \ldots, E\}$, and our implementation is very flexible to accept several experts architectures, which is essential to work with applications with different data types. For example, if working with temporal data, the experts can be LSTMs, GRUs, RNNs; for non-temporal data, the experts can be dense layers. The number of experts $E$ is defined by the user. The experts and gates’ outputs are combined as follows:

$$f^k(x) = \sum_{e=0}^{E} g_e^k(x) f_e(x), \forall k \in \{0, \ldots, K\},$$

(2)

The $f^k()$ are input to the towers, the task-specific part of the architecture. Their design depends on the data type and tasks. The towers $h^k$ output the task predictions as follows:

$$y^k = h^k(f^k(x)), \forall k \in \{0, \ldots, K\}.$$

(3)

3.2 Diversity

In ensemble learning, models with a significant diversity among their learners tend to generalize better. MMoE [6] leverages several experts to make its final predictions; however, it relies only on random initialization to create diversity among the experts, and on the expectation that the gate function will learn how to combine these experts. Here we propose two mechanisms to induce diversity among the experts, defined as exclusion and exclusivity:

- Exclusivity: We set $\alpha E$ experts to be exclusively connected to one task. The value $\alpha \in [0, 1]$ controls the proportion of experts that will be exclusive. If $\alpha = 1$, all experts are exclusive, and if $\alpha = 0$, all experts are shared (same as MMoE). An exclusive expert is randomly assigned to one of the tasks $T_k$, but the task $T_k$ can still be associated with other exclusive experts and shared experts.

- Exclusion: We randomly exclude edges/connections between $\alpha E$ experts and tasks. If $\alpha = 1$, all experts will have one connection randomly removed, and if $\alpha = 0$, there is no edge deletion (same as MMoE).

For applications with only two tasks ($K = 2$), exclusion and exclusivity mechanisms are identical. The exclusion mechanism is more scalable than the exclusivity mechanism because it does not require one expert per task, and therefore, works well in applications with a large number of
tasks. For a small set of tasks, both approaches have similar results. MMoEEx, similarly to MMoE, relies on the expectation that gate functions will learn how to combine the experts. Our approach induces more diversity by forcing some of these gates to be ‘closed’ to some experts, and the exclusivity and exclusion mechanisms are used to close part of the gates. The remaining non-closed gates learn to combine the output of each expert based on the input data, according to Eq. (1).

As Eq. (2) shows, the gates are used as experts weights. Therefore, if an expert \( e \in \{0, ..., E\} \) is exclusive to a task \( k \in \{0, ..., K\} \), then only the value \( g^k[e] \neq 0 \), and all the other gates for that expert are ‘closed’: \( g^m[e] = 0, m \in \{0, ..., K\}, m \neq k \).

### 3.3 MAML - MTL Optimization

The goal of the two-step optimization is to balance the tasks on the gradient level. Finn et al. [1] proposed the Model-agnostic Meta-learning (MAML), a two-step optimization approach originally intend to be used with transfer-learning and few-shot learning due to its fast convergence. MAML also has a promising future in MTL. Lee and Son [2] first adapted MAML for Multi-task learning applications, showing that MAML can balance the tasks on the gradient level and yield better results than some existing task-balancing approaches. The core idea is that MAML’s temporary update yields smoothed losses, which also smooth the gradients on direction and magnitude.

In our work, we adopt MAML. However, differently from Lee and Son [2], we do not freeze task-specific layers during the intermediate/inner update. The pseudocode of our MAML-MTL approach is shown in Algorithm 1.

**Algorithm 1. MAML-MTL**

Sample batch \( X \);
\( loss = 0 \);
for \( T \) in \( TASKS \) do
  Evaluate \( \Delta_{\theta_T} \mathcal{L}_T(f_{\theta}(X)) \);
  Temporary Update \( \theta_T' = \theta - \Delta_{\theta_T} \mathcal{L}_T(f_{\theta}(X)) \);
  Re-evaluate and save \( loss = loss + \Delta_{\theta_T'} \mathcal{L}_T(f_{\theta_T'}(X)) \);
  Update \( \theta = \theta - loss \)

Fig. 2 shows an illustration of Algorithm 1 when we have two tasks (\( A \) and \( B \)). The white boxes represent shared blocks of the neural network; light grey and dark grey blocks are specific for task \( A \) and task \( B \), respectively. The first step of MAML is to calculate the current loss for each task. A standard optimization method would normally sum these losses and back-propagate. However, these are the losses we want to smooth to improve task balancing. Therefore, we perform a temporary update in the entire neural network for each task, as shown in step 2. Then, in step 3, we re-evaluate tasks using the temporarily updated neural network. These new losses are smoothed (on magnitude and direction) and are used on the final update (step 4).

Section 4 shows the results of the experiments using our two-step optimization strategy. One of the main drawbacks of this approach is scalability. Temporary updates are expensive, making infeasible the use of MAML in applications with many tasks.

### 4 Experiments

In this section, we develop experiments to answer two main questions to validate our proposed method:
1) Our proposed method MMoEEx has better results than existing MTL baselines, such as MMoE, Hard-parameter sharing (shared bottom), Multi-Channel Wise LSTMs (time-series datasets);
2) Our proposed method MMoEEx has better results than Single Task Learning (STL) methods.

Furthermore, we also explore some secondary results, such as the influence of the expert complexity and the number of experts on the results, and the comparison of expert's diversity in our proposed method and our main baseline.

4.1 Datasets
We evaluate the performance of our approach on three datasets.

4.1.1 UCI - Census-Income Dataset [6], [7]
Extracted from the US 1994 census database, there are 299,285 answers and 40 features, extracted from the respondent’s socioeconomic form. Three binary classification tasks are explored using this dataset:

1) Respondent income exceeds $50K;
2) Respondent’s marital status is “ever married”;
3) Respondent’s education is at least college;

4.1.2 Medical Information Mart for Intensive Care (MIMIC-III) database [8], [9]
This database was proposed by Harutyunyan et al. [9] to be a benchmark dataset for MTL in time-series data. It contains metrics of patients from over 40,000 intensive care units (ICU) stays. This dataset has 4 tasks: two binary tasks, one temporal multi-label task, and one temporal temporal classification. Fig. 3 shows the neural network adopted in our work and where each task is calculated.

4.1.3 PubChem BioAssay (PCBA)[10], [11] Database
We worked with a subset of the PCBA, composed of 128 binary tasks/biological targets and 439,863 samples. Each sample represents a molecule, pre-processed using Circular Fingerprint [11] molecule feature extractor, that creates 1024 features. These features are used to determine whether the chemical affects a biological target, here defined as our tasks.

4.2 Design of Experiments
The split between train, validation, and test set was the same used by our baselines to offer a fair comparison. For the UCI-Census, the split was 66%/17%/17% for training/validation/testing sets, for the MIMIC-III and PCBA 70%/15%/15%. The data pre-processing, loss criterion, optimizers, parameters, and metrics description of our experiments is shown in Section 4.3. The metric adopted to compare results is AUC (Area Under The Curve) ROC for the binary tasks and Kappa Score for the multiclass tasks.

4.3 Experiments Reproducibility
We used PyTorch in our implementation, and the code will be made available at https://github.com/BorealisAI/MMoEEx-MTL. We used Adam optimizer with learning rate 0.001, weight decay 0.001, and learning rate decreased by a factor of 0.9 every ten epochs. The metric adopted to compare the models was ROC AUC, with the exception of the task LOS on MIMIC-III dataset, which was Cohen’s kappa Score, a statistic that measures the agreement between the observed values and the predicted. We trained the models using the training set, and we used the task’s AUC sum in the validation set to define the best model, where the largest sum indicates the best epoch, and consequently, the best model. Table 1 shows a summary of the models adopted for future reference.

4.4 UCI - Census-Income Study
In this subsection, we report and discuss experimental results on the census-income data. We present experiments predicting income, marital status, and education level.
The census income, marital status and education dataset experiments are presented at Table 2. We can observe that our approach outperforms all the baselines with the exception of the Education task where the standard MMoEEx. We argue that the Census tasks already present slightly conflicting optimization goals and, in this situation, our approach is better suited to balance multiple competing tasks.

We can conclude that our MMoEEx approach can better learn multiple tasks when compared to standard shared bottom approaches and the MMoE baseline, due to the exclusivity and the multi-step optimization contributions of our work.

### 4.5 MIMIC-III Study

MIMIC-III dataset is the main benchmark for heterogeneous MTL with time series. The dataset consists of a mixture of multi-label and single-label temporal tasks and two non-temporal binary classification tasks. Our experiments will first investigate the best recurrent layers to be selected as experts to the MMoEEx model. The following sections show an ablation study on the impact of higher experts cardinality and our full scale baseline evaluation.

#### 4.5.1 Recurrent Modules Ablation Study

One of the main design choices for time series prediction is the type of recurrent unit to be deployed. The goal of this ablation study is to provide a thorough analysis on the impact of different recurrent layers to our approach. The layers taken into consideration range from the standard RNN’s [19], LSTM’s [20] and GRU’s [21] to modern recurrent layers like the Simple Recurrent Units (SRU) [22] and Independent Recurrent Networks (IndRNN) [23].

MIMIC-III recurrent modules ablation study is presented in Table 3. SRU and IndRNN outperform the other methods from length-of-stay (LOS) task. Besides that MMoEEx with IndRNN also is the top performer for the in-hospital mortality (Ihm) task. Besides the good performance of SRU and IndRNN for these tasks, they present an imbalanced performance over all considered tasks and also impose a memory and runtime burden, making the scalability of MMoEEx to higher number of experts infeasible. Taking the overall task performance into consideration, RNN and GRU outperform the compared recurrent approaches. RNN, in addition to being a top performer expert, also presented the lowest memory footprint and consequently is capable of providing MMoEEx with more experts if needed. From this part on we will have MMoEEx’s with RNN’s or GRU’s as their recurrent layers.

#### 4.5.2 Impact of Experts Cardinality

During the training of our approach for the MIMIC-III experiments we noticed that a larger number of experts, when connected with our exclusivity mechanism, gave better overall results. In order to further explore this parameter we conducted a series of experiments where we trained our MMoEEx with RNN’s with a number of experts ranging from 12 to 64 experts. We choose RNN’s as the recurrent layer in this experiment based on its low memory requirement.

Fig. 4 depicts our results for the four tasks on the MIMIC-III dataset. LOS tasks is the one that take most advantage of

### Table 1

| Dataset          | Pre-processing | Epochs | Experts | Loss                  | Layers                                                                 |
|------------------|----------------|--------|---------|-----------------------|----------------------------------------------------------------------|
| UCI-Census       | Ma et al. [6]  | 200    | 12      | BCEWithLogitsLoss     | Experts: Linear(4) + ReLU, Towers: Linear(4) + Linear(1)            |
| MIMIC-III        | Johnson et al. [8], [9] | 50     | 12 and 32 | BCEWithLogitsLoss, CrossEntropyLoss (multilabel task), pos_weight: pheno = 5, LOS = 1, Decomp = 25, Ihm = 5 | Experts: RNN(128) or GRU(128); Towers: Linear(16) + Linear(output), where the output depends on the task. Three towers had time-series data, and one had only the first 24 observations of the time-series. Linear(2000) + Dropout(0.25) + ReLU + Linear(2000) + Sigmoid + Linear(2000). The tower had one Linear(1) layer per task. |
| PCBA             | Liu et al. [11] | 100    | 2 or 4 | BCEWithLogitsLoss, pos_weight = 100 |                                                                      |

Δ is the average relative improvement. MMoEEx Exclusivity α = 0.5.

### Table 2

| Method | Income | Marital Stat | Education | Δ    |
|--------|--------|--------------|-----------|------|
| Single-Task | 88.95  | 97.48        | 87.23     | -    |
| Shared-Bottom | 91.09  | 97.98        | 86.99     | +0.85% |
| MMoE   | 90.86  | 96.70        | 86.33     | -0.28% |
| MMoEEx (Ours) | 92.51  | 98.47        | 87.19     | +1.65% |

Δ is the average relative improvement. MMoEEx Exclusivity α = 0.5.
4.5.3 MiMIC-III Results

The full set of results for MiMIC-III dataset is presented in Table 4. We compared our approach with the multitask channel wise LSTM (MCW-LSTM) [8], single task trained network, shared bottom, MMe [6] and two variations of MMeEx with RNN’s and GRU’s.

MMeEx outperforms all the compared approaches except on the Phenotype (Pheno) task. For both time series tasks (LOS and Decomp) our approach outperforms all baselines. It is worth noting that for the LOS task, which is the hardest task on MiMIC-III, we present a relative improvement superior to 40 percentage points when compared to multitask channel wise LSTM [8] and over 16 percentage points to MMeEx with RNN’s and GRU’s.

MMoEEx outperforms all the compared approaches except on the Phenotype (Pheno) task. For both time series tasks (LOS and Decomp) our approach outperforms all baselines. It is worth noting that for the LOS task, which is the hardest task on MiMIC-III, we present a relative improvement superior to 40 percentage points when compared to multitask channel wise LSTM [8] and over 16 percentage points to MMeEx with RNN’s and GRU’s.

MMoEEx with GRU’s presents a better individual task performance than its RNN counterpart but with lower LOS task performance.

4.6 PubChem BioAssay Dataset Study

The PCBA dataset has 128 tasks and is the main benchmark for scalability and negative transfer. All the 128 tasks are binary classification tasks, and they are very similar to each other. Our experiments first compare our approach with existing baselines on the tasks’ average AUC and number of tasks with negative transfer. Then, we have a second ablation study comparing our MMeEx approach with the MMoE on the number of experts and overfitting evaluation.

4.6.1 Comparison With Existing Baselines

We used the work of Liu et al. [11], as our main baseline, due to the variety of tested technique, such as GradNorm [18], and LBTW [11]. Additionally we included a shared bottom and a MMeEx techniques to our baselines.

The architecture adopted for baselines and experts is very similar (more details see Section 4.3) For this application, we did not use MAML-MLT optimization due to scalability issues. Therefore, the difference between the MMeEx and MMeEx in this application is the diversity of experts: all MMeEx’s experts are shared among all tasks, versus only a portion of MMeEx are shared. Table 5 shows the final results. We adopted four metrics to compare our results with the baselines: the average ROC AUC of all tasks, Standard Deviation of the ROC AUC, NT, and the number of negative transfer (NT). The NT is calculated using Single Task Learning Models, and counts how many tasks have a worse result on the multi-task learning approach. Fig. 5 shows the improvement of each model in comparison with the STL model, where tasks below 0 indicates NT.

Considering all the baselines, the shared bottom fitted in our study has the best overall result (largest average AUC, smaller NT). Using the tasks AUC, we constructed 95% confidence intervals, shown in Table 5, from where we conclude there is no significant difference between RMTL, MTL, LBTW, Shared Bottom, MMeEx and MMeEx. Therefore, our proposed method MMeEx has a competitive result when compared with other baselines. We highlight that LBTW and GradNorm are both focused on task balancing. However, the PCBA dataset has very similar tasks,
which almost makes unnecessary the task balancing component. The shared bottom model, for example, does not have any task balancing approach and has the best performance overall.

4.6.2 Impact of Number of Experts

We also make a direct comparison between our method MMoEEx and our main baseline MMoE. In this dataset, fixing the number of experts, our proposed method MMoEEx has a better average ROC AUC on the testing set than the MMoE, as Fig. 6 shows. In this study, we fix the number of shared experts in the MMoEEx as 2. With three experts, we adopted $\alpha = 0.42$, and to each new expert added, we increment the value of $\alpha$ by 0.09. Therefore, with eight experts, we have two shared experts and $\alpha = 0.87$. The plot shows that the inclusion of more diversity on the experts through expert exclusivity helped the model to generalize better on the testing set and decreased overfitting.

4.7 Diversity Score Study

We propose a diversity measurement to support our claim that our method MMoEEx induced more diversity among the experts than our baseline MMoE. The diversity among the experts can be measured through the distance between the experts’ outputs $f_e$, $\forall e \in \{0, \ldots, E\}$. Considering a pair of experts $i$ and $j$, the distance between them is defined as:

$$d_{i,j} = \sqrt{\frac{1}{N} \sum_{n=0}^{N} (f_i(x_n) - f_j(x_n))^2},$$

where $N$ is the number of samples in the dataset, $d_{i,j} = d_{j,i}$, and a matrix $D \in \mathbb{R}^{E \times E}$ is used to keep all the distances. To scale the distances into $d_{i,j} \in [0, 1]$, we divide the raw entries in the distance matrix $D$ by the maximum distance observed, $\max(D)$. A pair of experts $i, j$ with $d_{i,j} = 0$ are considered identical, and experts distances $d_{i,j}$ close to 0 are considered very similar; analogously, experts with $d_{i,j}$ close to 1 are considered very dissimilar. To compare the overall distance between the experts of a model, we define the diversity score $d$ as the mean entry in $D$.

In this section, we analyze the diversity score of the MMoE and MMoEEx in our benchmark datasets. The MMoE and MMoEEx models compared using the same dataset have the same neural network structure, but the MMoEEx uses the MAML - MTL optimization and has the diversity enforced. The MMoEEx models in Figs. 7 and 8 were created with $\alpha = 0.5$ and exclusivity. In other words, half of the experts in the MMoEEx models were randomly assigned to be exclusive to one of the tasks, while the MMoE results have $\alpha = 0$ (all experts shared among all tasks). Fig. 7 shows a heatmap of the distances $D^{MMoE}$ and $D^{MMoEEx}$ calculated on the MIMIC-III testing set with 12 experts. The MMoE’s heatmap has, overall, lighter colors and a smaller diversity score than the MMoEEx. Fig. 8 shows the MMoE and MMoEEx heatmap for the PCBA dataset, with 128 tasks and 4 experts. Our proposed method MMoEEx also has a larger diversity score $d$ and darker colors.

In summary, our approach works extremely well on the heterogeneous dataset, MIMIC-III, increasing the diversity score by 43.0%. The PCBA is a homogeneous dataset, but the diversity component still positively impacts and increases the diversity score by 7.7%. Finally, as the most homogeneous and simplest dataset adopted in our study, the Census dataset is the only one that does not take full advantage of the experts’ diversity. MMoE’s diversity score was 0.410 versus 0.433 for the MMoEEx’s model, which is only 5.6% improvement.

These results show that our approach indeed increased the experts’ diversity while keeping the same or better tasks’ AUC (See Tables 2, 5 and 4), which was one of our main goals.

4.8 Biological Implications

An MTL learning approach can improve generalization when the tasks are related from the ML standpoint. From a
biological point of view, it means related tasks benefit from being modeled together, even when they are very distinct tasks. The explanation is that modeling multiple tasks in a single model can help the neural network to remove spurious correlations, highlighting important patterns within the data. To illustrate this intuition, consider the PCBA database and its results shown in Table 5. Our goal is to predict if a given molecule will react to a chemical compound. The molecules are pre-processed using the circular fingerprint methodology, which creates a representation of the molecule structure using the atom neighborhoods. The final representation is a flat array with 1024 features for each molecule. Using an STL approach, we would have one model for each chemical compound; for each model, we would split the database into training/testing sets and train the model. Ideally, the model would learn to identify a representation of the input features, which is meaningful for predicting the observed reaction. That would be repeated for each one of the 128 chemical compounds, meaning that the knowledge acquired by predicting one compound under an STL approach is never re-used or improved over time. Every time, the STL model would learn everything from scratch. If a specific compound is unbalanced on the training set or harder to learn because it has a more complex behavior, the neural network might fail to capture and learn a meaningful representation adequately or give too much weight to spurious correlations. An MTL learning approach, on the other hand, would attempt to learn a meaningful representation of all chemical compounds, and the task-specific layers would then learn a specific representation for a given compound. That means the MTL approach is more likely to learn a better representation of the data because there is more information (from multiple tasks/losses) to help rule out spurious correlations and highlight important patterns. Yet, the task-specific layers allow the neural network to differentiate the tasks, giving room to compound specific representation. That intuition is confirmed by our experiments, as Table 5 shows: all MTL learning approaches had a better performance than the STL models.

5 CONCLUSION

We proposed a novel multi-task learning approach called Multi-gate Mixture-of-Experts with Exclusivity (MMoEx), which extends MMoE methods by introducing an exclusivity and exclusion mechanism that induces more diversity among experts, allowing the network to learn representations that are more effective for heterogeneous MTL. We also introduce a two-step optimization approach called MAML-MTL, which balances tasks at the gradient level and enhances MMoEx’s capability to optimize imbalanced tasks. We show that our method has better results than...
baselines in MTL settings with heterogenous tasks, which are frequently found in biological applications. Experiments on biological and clinical benchmark datasets demonstrate the success of our proposed method in homogeneous and heterogeneous settings, where we outperform several state-of-the-art baselines.

Besides the contributions above, we believe the ablation analysis on MMoEEx can open the opportunity to further explore heterogeneous multi-task learning. The substantial improvement on the hardest task of the MIMIC-III dataset is an indication of this possible investigation direction. The MAML-MTL optimization is also in its infancy, and more research on meta-learning task balancing can greatly benefit MTL research. We hope this work inspires other researchers to further investigate multi-task learning at the network architecture and optimization levels.
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