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Abstract

Visual Emotion Analysis (VEA) has attracted increasing attention recently with the prevalence of sharing images on social networks. Since human emotions are ambiguous and subjective, it is more reasonable to address VEA in a label distribution learning (LDL) paradigm rather than a single-label classification task. Different from other LDL tasks, there exist intrinsic relationships between emotions and unique characteristics within them, as demonstrated in psychological theories. Inspired by this, we propose a well-grounded circular-structured representation to utilize the prior knowledge for visual emotion distribution learning. To be specific, we first construct an Emotion Circle to unify any emotional state within it. On the proposed Emotion Circle, each emotion distribution is represented with an emotion vector, which is defined with three attributes (i.e., emotion polarity, emotion type, emotion intensity) as well as two properties (i.e., similarity, additivity). Besides, we design a novel Progressive Circular (PC) loss to penalize the dissimilarities between predicted emotion vector and labeled one in a coarse-to-fine manner, which further boosts the learning process in an emotion-specific way. Extensive experiments and comparisons are conducted on public visual emotion distribution datasets, and the results demonstrate that the proposed method outperforms the state-of-the-art methods.

1. Introduction

Emotion serves as one of the most essential factors that distinguish human beings from other species, which affects almost every aspect of our daily lives. With the prevalence of social networks, more and more people tend to express their feelings by sharing images on the internet. Therefore, Visual Emotion Analysis (VEA) has drawn great attention recently, which aims at understanding how people feel emotionally towards different visual stimuli. The development in VEA may also bring benefit to other related tasks (e.g., aesthetic assessment [2, 14], memorability estimation [5, 31], and stylized image captioning [3, 9]), as well as potential applications (e.g., opinion mining [20, 32], intelligent advertising [13, 24], and mental disease treatment [15, 34]).

Most of the existing work often regard VEA as a single-label classification task [29, 36, 38, 42, 47], assuming that each image only evokes a dominant emotion. However, these attempts over-simplified the complexity of human emotions and neglected the ambiguity and subjectivity lies in them. In reality, different people may experience different emotions towards one image (i.e., subjectivity), and even an individual may have diverse emotions towards one image (i.e., ambiguity). Label Distribution Learning (LDL) is proposed to deal with the problem when an instance is covered by a certain number of labels with different description degrees [7]. Thus, it is more reasonable to address VEA in an LDL paradigm rather than a single-label classification.
task, as shown in Fig. 1. Various methods have been proposed to deal with visual emotion distribution learning so far, including the earlier traditional algorithms [7, 39, 43] and the recent deep learning ones [11, 26, 35, 37, 39]. Most of the aforementioned methods simply implement general LDL algorithms for VEA. However, unlike other LDL tasks, there exist intrinsic relationships between distinct emotion labels, which can be viewed as useful prior knowledge of this task.

The study of human emotions is not only limited to computer vision field, but also being heated discussed in psychology [17, 33], biology [22, 28], as well as sociology [12, 30]. Psychologists developed various emotion models to illustrate the intrinsic relationships among emotions, including the well-known Plutchik’s Wheel [27] and Mikel’s Wheel [23, 45]. Besides, it has been demonstrated in psychology that people experience eight basic emotions, which can be expressed at different intensities and can be combined to form any emotional state [27].

Inspired by the above studies, we propose a well-grounded circular-structured representation for visual emotion distribution learning, aiming to effectively utilize the intrinsic relationships between emotions and unique characteristics within them. To be specific, we construct an Emotion Circle to unify any emotional state within it, including both basic emotions and the compound ones. On the proposed Emotion Circle, each emotional state can be well-presented as an emotion vector with three attributes (i.e., emotion polarity, emotion type and emotion intensity) and two properties, namely similarity and additivity. As shown in Fig. 2, basic emotions are defined with a set of unit vectors evenly-distributed on the Emotion Circle (b), corresponding to the circular structure of the eight basic emotions (i.e., amusement, awe, contentment, excitement, anger, disgust, fear, sad) in Mikel’s Wheel (a) [23, 45]. In addition to the above basic emotions, there also exist complex emotional states in reality (e.g., emotion distributions). Therefore, considering that basic emotions have intensities and can be combined to form any emotional state [27], we propose a systematic approach to map any emotion distribution to a compound emotion vector on the Emotion Circle. In detail, each emotion distribution is first projected on basic emotion vectors with different emotion intensities according to their description degrees. Weighted basic emotion vectors are then combined to form a compound emotion vector, which can be regarded as the specific circular-structured representation of a given emotion distribution.

Most visual emotion distribution learning methods [11, 37, 39] simply leverage the Kullback-Leibler (KL) loss [18] to directly measure the differences between labeled emotion distributions and the predicted ones. However, rather than a set of uncorrelated labels, emotions are closely related to each other and circularly distributed according to psychological models. To exploit such prior knowledge, we propose a novel Progressive Circular (PC) loss to learn the dissimilarities between the labeled emotion vector and the predicted one on the Emotion Circle in a coarse-to-fine manner. In detail, we first construct polar loss to penalize the difference between the predicted polarity and the labeled one, which can be viewed as a coarse constraint towards a specific emotional state. After divide emotions into two polarities, we build up a more fine-grained constraint on emotion type by calculating the distance between them. Since emotion intensity is regarded as a crucial factor when describing a specific emotional state [27], we further leverage it as the confidence degree to constrain the above two losses. By implementing both the KL loss and the proposed PC loss, the learning process of emotion distribution is not only optimized through its conventional mechanism, but also further boosted in a novel emotion-specific circular-structured manner.

Our contributions can be summarized as follows:

• We propose a well-grounded circular-structured representation to learn visual emotion distribution by utilizing the intrinsic relationships between emotions, which consistently outperforms the state-of-the-art methods on several emotion distribution datasets. To the best of our knowledge, it is the first time to systematically exploit emotion relationships as prior knowledge for visual emotion distribution learning.

• We construct an Emotion Circle to unify any emotional state within it, where each emotion distribution is represented as a compound emotion vector with three attributes as well as two properties according to psychological models.

• We design a novel Progressive Circular loss to penalize the dissimilarities between labeled emotion vectors and the predicted ones on the Emotion Circle from coarse to fine, which further boosts the visual emotion distribution learning process in an emotion-specific circular-structured manner.
2. Related Work

2.1. Visual Emotion Analysis

Researchers have been devoted to visual emotion analysis (VEA) for more than two decades [19], during which approaches vary from the early traditional ones to the recent deep learning ones. Earlier works in VEA mainly focused on designing hand-crafted features to mine emotions from affective images [1, 21, 44, 46]. Inspired by psychology and art theory, Machajdik et al. [21] extracted rich hand-crafted features including color, texture, composition, and content. Zhao et al. [46] extracted features from low-level elements-of-art, mid-level principles-of-art, to high-level semantics in a multi-graph learning framework. Although hand-crafted features have been proven to be effective on several small-scale datasets, they are still limited to cover all the important factors in visual emotion. Recently, researchers in VEA have adopted Convolutional Neural Network (CNN) to predict emotions and have achieved gratifying results [29, 36, 38, 40, 41, 42]. A multi-level deep representation network (MldrNet) was constructed by Rao et al. [29] to extract emotional features from image semantics, aesthetics, and low-level features simultaneously. Aiming to focus on local regions instead of the holistic one, Yang et al. [38] constructed a local branch to discover affective regions (AR) by implementing the off-the-shelf detection tools. A weakly supervised coupled network (WSCNet) [36] was further proposed by Yang et al. to discover emotion regions as well as to predict visual emotions in an end-to-end manner. However, these methods simply regard VEA as a single-label classification task, which neglects the ambiguity and subjectivity lies in human emotions. To be specific, different people may evoke different emotions towards one image (i.e., subjectivity) and even an individual may experience multiple emotions towards one image (i.e., ambiguity). Thus, rather than a single-label classification task, it is more reasonable to consider VEA in a Label Distribution Learning [27] paradigm.

2.2. Label Distribution Learning

Label distribution learning (LDL) is proposed by Geng et al. [7] to address the problem when an instance is covered by a certain number of labels with different description degrees, which is a more general learning framework covering both single-label and multi-label learning tasks. Traditional algorithms in LDL can be roughly divided into three strategies, i.e., problem transfer (PT), algorithm adaption (AA), and specialized algorithms (SA) [7]. With the help of deep networks, deep label distribution learning (DLDL) is proposed by Gao et al. [6] to effectively prevent the network from over-fitting by utilizing the label ambiguity in both feature learning and classifier learning. Consequently, LDL was then introduced to VEA to deal with subjectivity and ambiguity lies in it [11, 26, 35, 37, 39, 43]. Peng et al. [26] proposed convolutional neural network regressions (CNNR) to address VEA in LDL for the first time. Subsequently, Yang et al. [37] proposed a joint network (JCDL) to learn visual emotion from distribution and classification simultaneously, by optimizing both softmax loss and Kullback-Leibler (KL) loss. Most of the aforementioned methods simply employ general LDL mechanisms and consequently ignore the intrinsic relationships between emotions, which can be regarded as prior knowledge for visual emotion distribution learning. Motivated by psychological theories [23, 27, 45], we propose a circular-structured representation to utilize the intrinsic relationships between emotions and unique characteristics within it.
3. Methodology

3.1. Emotion Circle

Unlike other label distribution learning tasks, emotion labels are closely related to each other with circular structure and unique characteristics based on psychological models [23, 27, 45]. Inspired by this, aiming at learning emotions in a more specific and reasonable way, we construct an Emotion Circle to unify any emotional states in it. On the proposed Emotion Circle, each emotional state is represented with an emotion vector in the compound emotion vector (d) on the Emotion Circle. We first weigh eight basic emotions with different description degrees (b) and then combine them to form a compound emotion vector through vector addition operations (c). The final emotion vector can be viewed as a specific circular-structured representation of a given emotion distribution. Figure 4. Mapping from the emotion distribution (a) to the compound emotion vector (d) on the Emotion Circle. We first weight eight basic emotions, denoted as

\[
\theta^j = \frac{2j - 1}{8} \pi, \ j \in [1, C],
\]

where \(C\) denotes the number of emotion categories in psychological models. Besides, there also exist compound emotion types, which are distributed in the blank space between these basic vectors.

- **Emotion Intensity** (\(r_i\)): As mentioned in a psychological literature [27], “Each emotion can exist in varying degrees of intensity.” Thus, polar diameter \(r_i \in [0, 1]\) is introduced to describe the intensity of a specific emotion type \(\theta_i\), where \(r_i = 1\) indicates the strongest degree and \(r_i = 0\) the weakest. To be specific, the emotion intensity of each basic emotion is set as

\[
r^j = 1, \ j \in [1, C],
\]

indicating that only a single emotion described the specific emotional state with all its weight.

- **Similarity**: The similarity between different emotions are measured with the distance between their polar angles, i.e., image \(i_1\) and image \(i_2\) share the same emotion type if and only if \(\theta_{i_1} = \theta_{i_2}\). As mentioned in psychological literature [27], “since a circle combines the concepts of degree of similarity (nearness) and degree of opposition”. The larger the distance between two polar angles, the greater the dissimilarities between two emotion types.

- **Additivity**: According to psychological theories [27], basic emotion vectors can be intensified and combined to produce any complex emotional states. Thus, each compound emotion can be defined as a weighted combination of basic emotions, which can be calculated through vector addition operations.

Based on the aforementioned attributes and properties, we develop a systematic approach to map an emotion distribution to a compound emotion vector on the Emotion Circle, as shown in Algorithm 3.1. Besides the strict arithmetic procedures, we also vividly illustrate the mapping process in Fig. 4 for better comprehension. In general, each

\[
p_i = \begin{cases} 
0, & \theta_i \in \left[0, \frac{1}{2} \pi\right) \cup \left[\frac{3}{2} \pi, 2\pi\right), \\
1, & \theta_i \in \left[\frac{1}{2} \pi, \frac{3}{2} \pi\right) .
\end{cases}
\]

- **Emotion Type** (\(\theta_i\)): We define emotion type with the polar angle \(\theta_i \in [0, 2\pi]\), in order to preserve the circular-distributed emotions on the Mikel’s Wheel. There are basic emotions and compound emotions in reality [27], which both can be well-represented on the Emotion Circle. In Fig. 2(b), we first set a series of evenly-distributed unit vectors on the Emotion Circle to represent eight basic emotions, denoted as

\[
\theta^j = \frac{2j - 1}{8} \pi, \ j \in [1, C],
\]

where \(C\) denotes the number of emotion categories in psychological models. Besides, there also exist compound emotion types, which are distributed in the blank space between these basic vectors.

- **Similarity**: The similarity between different emotions are measured with the distance between their polar angles, i.e., image \(i_1\) and image \(i_2\) share the same emotion type if and only if \(\theta_{i_1} = \theta_{i_2}\). As mentioned in psychological literature [27], “since a circle combines the concepts of degree of similarity (nearness) and degree of opposition”. The larger the distance between two polar angles, the greater the dissimilarities between two emotion types.

- **Additivity**: According to psychological theories [27], basic emotion vectors can be intensified and combined to produce any complex emotional states. Thus, each compound emotion can be defined as a weighted combination of basic emotions, which can be calculated through vector addition operations.
emotions, to form a compound emotion vector, which can be regarded as the specific circular-structured representation of a given emotion distribution.

### 3.2. Progressive Circular Loss

Most of the previous methods simply implement the Kullback-Leibler (KL) [18] loss for visual emotion distribution learning, which measure the information loss caused by the inconsistency between the predicted distribution and the labeled one:

\[
\mathcal{L}_{KL} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{C} d_i(j) \ln \hat{d}_i(j),
\]

(5)

\[
\hat{d}_i(j) = \frac{\exp(w_{i,j} \mathbf{f}_i)}{\sum_{j'=1}^{C} \exp(w_{i,j'} \mathbf{f}_i)},
\]

(6)

where \(d_i\) denotes the labeled emotion distribution from datasets and \(\hat{d}_i\) represents the predicted one. \(N\) denotes the number of images in a specific dataset and \(C\) represents the involved emotion categories.

However, rather than a set of uncorrelated labels, emotions are intrinsically distributed in a circular structure in psychological models [23, 45]. In order to effectively exploit such prior knowledge, we propose a Progressive Circular (PC) loss to learn the emotion distribution from coarse to fine. The proposed PC loss, conducted on the Emotion Circle described in Sec. 3.1, is designed to penalize the difference between two emotion vectors, i.e., the labeled one \(e_i = (p_i, \theta_i, r_i)\) and the predicted one \(\hat{e}_i = (\hat{p}_i, \theta_i, \hat{r}_i)\). To be specific, we progressively establish constraints on three attributes of emotion vectors, i.e., emotion polarity (\(p_i\)), emotion type (\(\theta_i\)) and emotion intensity (\(r_i\)). Since polarity is the coarse attribute of an emotion, we first devise polar loss to measure the differences between emotion polarities, by implementing the Mean Square Error (MSE) loss:

\[
\mathcal{L}_p = \frac{1}{N} \sum_{i=1}^{N} (p_i - \hat{p}_i)^2,
\]

(7)

where \(p_i\) denotes the labeled emotion polarity and \(\hat{p}_i\) represents the predicted one. Eq. 7 ensures the correctness in emotion polarity prediction, which is the first goal towards accurate emotion prediction. As mentioned in Sec. 3.1, distance between polar angles can measure the similarities between different emotion types. Thus, after divide emotions into two polarities, we build up a more fine-grained constraint on emotion type, denoted as type loss:

\[
\mathcal{L}_t = \frac{1}{N} \sum_{i=1}^{N} (\theta_i - \hat{\theta}_i)^2.
\]

(8)

In Eq. 8, the closer the two polar angles are, the more similarity lies in their emotional states. However, it is insufficient to merely take emotion type into account, as emotion intensity is also considered as a crucial factor towards a specific emotional state [27]. Suppose there are two images with the same emotion type, i.e., \(\theta_{i_1} = \theta_{i_2}\), and quite different emotion intensities, i.e., \(r_{i_1} = 1, r_{i_2} = 0.01\), it is really hard to group them into the same emotional state. Therefore, serving as the confidence degree for both emotion type \(\theta\) and emotion polarity \(p\), we further add emotion intensity \(r\) to the proposed loss function for a precise and detailed constraint for visual emotion distribution learning:

\[
\mathcal{L}_{PC} = \frac{1}{N} \sum_{i=1}^{N} r_i \left((p_i - \hat{p}_i)^2 + (\theta_i - \hat{\theta}_i)^2\right).
\]

(9)

Based on the Emotion Circle, our PC loss is eventually constructed with three constraints in a coarse-to-fine manner in Eq. 9. Our loss function is integrated with both KL loss and PC loss in a weighted combination:

\[
\mathcal{L} = (1 - \mu)\mathcal{L}_{KL} + \mu\mathcal{L}_{PC},
\]

(10)

where \(\mu\) is a hyper-parameter balancing the importance between the two losses and is further ablated in Sec. 4.4.2.
far, the emotion distribution is not only learned in a conventional mechanism, but further gains a performance boost in an emotion-specific and circular-structured manner.

4. Experimental Results

4.1. Datasets

We evaluate our method on three public visual emotion distribution datasets, including Flickr(LDL), Twitter(LDL) [39] and Abstract Paintings [21]. Built on Mikel’s eight emotion space, there are 11,150 images in Flickr(LDL) and 10,045 images in Twitter(LDL). Eleven viewers are hired to label Flickr(LDL) and eight viewers are hired to label Twitter(LDL), where the detailed votes from all the workers are integrated to generate the ground truth label distribution for each image. The Abstract Paintings dataset is also labeled with Mikel’s eight emotions, which consists only of combinations of color and texture without any recognizable objects and contains 280 images in total.

4.2. Implementation Details

• In the experiment, our backbone network is built on ResNet-50 [10] following the same setting as previous methods [11], which is pre-trained on a large-scale visual recognition dataset, ImageNet [4]. Specifically, the output dimension of the last fully connected layer is changed to emotion numbers according to the datasets. Following the same setting in [39], Flickr(LDL), Twitter(LDL) and Abstract Paintings datasets are randomly split into training set (80%) and testing set (20%). For training/testing sets, after resizing each image to 480 on shorter side, we then crop it to 448×448 randomly followed by a horizontal flip [10].

The whole network is trained by the adaptive optimizer Adam [16] in an end-to-end manner with KL loss and the proposed PC loss. With a weight decay of 5e-5, the learning rate of Adam starts from 1e-5 and divided by 10 every 10 epochs, and the total epoch number is set to 50. Our framework is implemented using PyTorch [25] and our experiments are performed on an NVIDIA GTX 1080Ti GPU.

4.3. Comparison with the State-of-the-art Methods

To evaluate the effectiveness of the proposed circular-structured representation, we conduct extensive experiments compared with the state-of-the-art methods on three public visual emotion distribution datasets, including Flickr(LDL), Twitter(LDL) and Abstract Paintings, as shown in TABLE 1, TABLE 2 and TABLE 3 respectively. In general, the state-of-the-art methods can be divided into four types: PT, AA, SA and CNN-based.

• Problem Transformation (PT): Based on the representative algorithms Bayes classifier and SVM, PT-Bayes and PT-SVM are designed to transfer the LDL problem into a single-label learning (SLL) one [7]. Since these methods roughly turn a complex LDL task into a simple SLL one, performance drops may exist when measuring the differences between distributions.

• Algorithm Adaptation (AA): The existing machine learning algorithms k-NN and BP neural network are extended to deal with label distributions, which are denoted by AA-kNN and AA-BP respectively [7]. In TABLE 1 and TABLE 2, AA-kNN achieves insurmountable results in Clark distance and Canberra metric, owing to its superiority in dealing with overlapping samples in visual emotion distributions.

| Measures | PT-Bayes | PT-SVM | AA-kNN | AA-BP | SA-IIS | SA-BFGS | SA-CPNN | CNNR | DLDL | ACPNN | JCDL | SSDL | E-GCN | Ours |
|----------|----------|--------|--------|--------|--------|---------|---------|------|------|-------|------|------|------|------|
| Average Rank ↓ | 13.3(13) | 13.3(13) | 6.7(1) | 10.1(1) | 8.7(1) | 11.5(1) | 9.2(1) | 8.1(1) | 5.3(1) | 6.5(1) | 5.2(1) | 13.2(1) | 13.3(1) | 13.3(1) |
| Accuracy ↑ | 0.47(13) | 0.37(14) | 0.61(5) | 0.52(11) | 0.58(9) | 0.50(12) | 0.58(9) | 0.61(5) | 0.61(5) | 60.0(8) | 0.64(4) | 0.70(2) | 0.69(3) | 0.72(1) |
Table 3. Comparison with the state-of-the-art methods on Abstract Paintings dataset.

| Measures        | PT-Bayes | PT-SVM | AA-kNN | AA-BP | SA-IIS | SA-BFGS | ACPNN | Ours |
|-----------------|----------|--------|--------|-------|--------|---------|-------|------|
| Chebyshev ↓     | 0.360(7) | 0.298(6) | 0.245(3) | 0.297(5) | 0.298(4) | 0.472(8) | 0.234(2) | 0.226(1) |
| Clark ↓         | 0.674(7) | 0.632(4) | 0.621(2) | 0.641(5) | 0.660(6) | 0.834(8) | 0.625(3) | 0.562(1) |
| Canberra ↓      | 0.594(7) | 0.537(4) | 0.513(2) | 0.544(6) | 0.564(5) | 0.781(8) | 0.522(3) | 0.456(1) |
| KL ↓            | 0.326(8) | 0.708(5) | 0.515(3) | 0.782(6) | 0.644(4) | 2.282(7) | 0.513(2) | 0.441(1) |
| Cosine ↑        | 0.653(5) | 0.623(6) | 0.637(3) | 0.636(7) | 0.692(4) | 0.573(6) | 0.763(2) | 0.773(1) |
| Intersection ↑  | 0.518(7) | 0.539(6) | 0.608(3) | 0.540(5) | 0.577(4) | 0.417(8) | 0.618(2) | 0.654(1) |
| Average Rank ↓  | 6.83(7)  | 5.17(6) | 2.68(3) | 4.83(5) | 3.83(4) | 7.83(8)  | 2.33(2) | 1(1) |

Table 4. Ablation study of loss function on Flickr_LDL dataset.

| Measures       | $L_{KL}$ | $L_{KL} + L_p$ | $L_{KL} + L_\mu$ | $L_{KL} + L_p + L_\mu$ | $L_{KL} + L_{PC}$ |
|----------------|----------|----------------|------------------|-------------------------|------------------|
| Chebyshev ↓   | 0.239    | 0.222          | 0.218            | 0.213                   | 0.213            |
| Clark ↓       | 0.783    | 0.777          | 0.775            | 0.774                   | 0.774            |
| Canberra ↓    | 0.697    | 0.687          | 0.682            | 0.685                   | 0.685            |
| KL ↓          | 0.435    | 0.441          | 0.420            | 0.414                   | 0.408            |
| Cosine ↑      | 0.843    | 0.862          | 0.869            | 0.870                   | 0.874            |
| Intersection ↑| 0.678    | 0.693          | 0.705            | 0.703                   | 0.709            |
| Accuracy ↑    | 0.669    | 0.695          | 0.700            | 0.718                   | 0.721            |

Table 5. Ablation study of loss function on Twitter_LDL dataset.

| Measures       | $L_{KL}$ | $L_{KL} + L_p$ | $L_{KL} + L_\mu$ | $L_{KL} + L_p + L_\mu$ | $L_{KL} + L_{PC}$ |
|----------------|----------|----------------|------------------|-------------------------|------------------|
| Chebyshev ↓   | 0.259    | 0.240          | 0.233            | 0.230                   | 0.224            |
| Clark ↓       | 0.861    | 0.851          | 0.848            | 0.846                   | 0.842            |
| Canberra ↓    | 0.797    | 0.778          | 0.775            | 0.772                   | 0.764            |
| KL ↓          | 0.464    | 0.476          | 0.455            | 0.450                   | 0.439            |
| Cosine ↑      | 0.848    | 0.870          | 0.878            | 0.882                   | 0.886            |
| Intersection ↑| 0.686    | 0.706          | 0.703            | 0.713                   | 0.717            |
| Accuracy ↑    | 0.744    | 0.764          | 0.770            | 0.779                   | 0.781            |

- **Specialized Algorithm (SA):** Specialized algorithms are designed by directly matching the characteristics of LDL, including SA-IIS, SA-BFGS, SA-CPNN [7, 8]. By implementing a similar strategy to Improved Iterative Scaling (IIS), SA-IIS assumes the parametric model to be the maximum entropy mode [7, 8]. However, IIS often performs worse compared with other optimization algorithms such as conjugate gradient and quasi-Newton methods. Thus, SA-BFGS is further developed with an effective quasi-Newton method named Broyden-Fletcher-Goldfarb-Shanno for LDL [7]. SA-CPNN is proposed based on a three-layer conditional probability neural network [8]. Compared with the above PT and AA methods, SA has achieved improved results for their specially designed features.

- **CNN-based methods (CNN-based):** Benefiting from its powerful representation ability, CNN-based methods gain a significant performance boost compared with those traditional ones. Specifically, CNNR [26] is proposed to treat VEA in a label distribution paradigm for the first time, which achieved a great performance with an end-to-end network. DLDL [6] replaces the Euclidean loss with KL loss to well describe the differences between two distributions. In order to learn visual emotion distribution and classification in a joint manner, JCDL [37] further boosts the performance by optimizing both KL loss and softmax loss.

Following the same setting as the previous work [7, 11, 35, 37, 39], we evaluate the performance of visual emotion distribution learning task with six commonly-used measurements, i.e., Chebyshev distance (↓), Clark distance (↓), Canberra metric (↓), Kullback-Leibler divergence (↓), cosine coefficient (↑), and intersection similarity (↑). Among these measurements, the first four are distance measures and the last two are similarity measures, where ↓ suggests the lower the better and ↑ the higher the better. As KL divergence is not well defined with zero value, we use a small value ε = 10^{−10} to approximate it. Besides, since the maximum values of Clark distance and Canberra metric are determined by the number of emotions, we divided Clark distance by the square root of number of emotions and divided Canberra metric by the number of emotions for standardized comparisons. In addition to the above six measurements, we further introduce top-1 accuracy as another evaluation metric, which ensures the prediction results of the dominant emotions in the distributions. From the above analysis, it is obvious that the proposed method consistently outperforms the state-of-the-art methods on three widely-used datasets, owing to the effectiveness in circular-structured representation for visual emotion distribution learning.

### 4.4. Ablation Study

#### 4.4.1 Effectiveness of the PC Loss

In TABLE 4 and TABLE 5, we conduct ablation study on the proposed PC loss with two large-scale datasets, aiming to verify the effectiveness of each proposed constraint (i.e., polar loss, type loss and emotion intensity). By adopting Figure 5. Effect of μ for combined loss on Twitter_LDL dataset. Note that μ = 1 suggests only using PC loss while μ = 0 means implementing KL loss alone.
KL loss alone, we first evaluate the baseline of our method with six measurements and top-1 accuracy. Polarity loss and type loss are then separately and jointly added to KL loss, where both bring significant performance boosts as emotion polarity and emotion type serve as the basic and decisive attributes in visual emotion distribution learning. For a more fine-grained description, emotion intensity further improves all the measurements and gains the optimal result eventually. From the above analysis, we can conclude that each constraint in PC loss is indispensable, jointly and progressively contributing to the final result.

4.4.2 Hyper-Parameter Analysis

As $\mu$ controls the relative importance between the proposed PC loss and KL loss, we conduct experiments to validate the choice of $\mu = 0.7$ in Eq. 10, as shown in Fig. 5. The greater the value of $\mu$, the more importance lies in the proposed PC loss. Based on the Twitter_LDL dataset, we implement three measurements, namely KL divergence, Cosine coefficient and Accuracy, to demonstrate how $\mu$ influences the performance of the proposed method. We find that all the three measurements constantly grows as $\mu$ varies from 0 to 0.7 and drops after $\mu = 0.7$, which suggests that a combination of PC loss and KL loss achieves the best performance. As KL loss solves the problem of general label distribution learning while PC loss considers emotion-specific circular structure as prior knowledge, each loss encounters performance drop when acting alone, which further suggests that both losses are essential and complementary in visual emotion distribution learning.

4.5. Visualization

We further visualize the predicted emotion distributions (predicted) and the ground-truths (GT) on both Flickr_LDL and Twitter_LDL datasets in Fig. 6. It is obvious that the proposed method restores the original emotion distribution to a large extent on both emotion polarity, emotion type and emotion intensity. Specifically, we can infer from the visualized results that once an emotion distribution only involves a single polarity, the prediction is more accurate with the help of the polar loss. When encounters complex emotional state, i.e., an emotional state is made up of different polarized emotions, our proposed method can still achieve relatively good results, owing to the effectiveness of the proposed type loss and emotion intensity.

5. Conclusion

In this paper, we have proposed a circular-structured representation for visual emotion distribution learning by exploiting the intrinsic relationships between emotions based on psychological models. We first constructed the Emotion Circle to present any emotional state with emotion vectors and then designed a Progressive Circular (PC) loss to constraint emotion vectors in a coarse-to-fine manner. Extensive experiments and comparisons have shown that the proposed method consistently outperforms the state-of-the-art methods on three visual emotion distribution datasets.
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