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Abstract
The article proposes an estimator and command filtering-based adaptive neural network controller for the electrically driven flexible-joint robotic manipulators with output constraints under the circumstance of matched and mismatched disturbances in system dynamics. The presented method is designed based on electrically driven model of the n-link flexible-joint robotic manipulators, which introduces more uncertainties and increases the dimensionality of the system but is more in line with practical. In view of the properties of fast convergence speed and great estimation performance in radial basis function neural network, radial basis function neural network is used to approximate the internal uncertain dynamic parameters of the system. An observer-based estimator is introduced for estimating the matched and mismatched disturbances in flexible-joint robotic manipulator dynamics. As to the differential explosion problem in backstepping control design, this article utilizes second-order command filters to overcome it. This article also adopts barrier Lyapunov functions for implementing output constraint to consider security issues in practical use. For demonstrating the effectiveness of the proposed controller, numerical simulations on two-link flexible-joint robotic manipulators are conducted. On the basis of the comparisons among estimator and command filtering-based adaptive neural network controller and other advanced controllers, the superiorities of estimator and command filtering-based adaptive neural network controller in several areas are proved.
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Introduction
As an advanced manufacturing tool, robotic manipulators have been extensively used in precision operations.1–3 thus posing higher demands on robotic trajectory planning and motion control.4 As technology evolves, the study of flexible-joint robotic manipulators (FJRM) has received close attention from researchers and has become a popular topic in last few years. Since the FJRM is a highly nonlinear system, in order for FJRM to work well with the surrounding, scholars have developed diverse control methods, such as feedback linearization control,5,6 passivity control,7,8 singular perturbation control,9,10 adaptive sliding mode control (SMC),11,12 proportional-derivative
control,\textsuperscript{13,14} fault tolerant control,\textsuperscript{15,16} and adaptive backstepping control.\textsuperscript{15,17,18} Among them, the backstepping technique is a Lyapunov-based recursive scheme, which is a broadly used method for nonlinear system control. According to the technology, it can implement tuning and tracking characteristics through a stepwise paradigm. However, for the classic backstepping technique, differential explosion which is caused by reduplicative derivations of virtual control signals is a huge obstacle that prevents backstepping technique from broadly application. For overcoming this difficulty, Li et al.\textsuperscript{19–21} introduce a first-order command filter (FOCF) at every process of the backstepping control design effectively preventing the reduplicative derivations of virtual control signals. This method we call dynamic surface control (DSC). Although the differential explosion problem is solved, a new series of tracking error is generated because of the utilization of FOCF. Jiang et al.\textsuperscript{22,23} improve the performance of DSC by replacing the FOCF with a second-order command filter (SOCF) for obtaining better signals. Furthermore, an error compensating mechanism (ECM) is designed to make up for filter errors.

As we all know, FJRM is a complex nonlinear system with many parameters in the model-based controller.\textsuperscript{24–26} Furthermore, some parameters are not possible to obtain in some cases. Hence, developing a method that is able to reduce the requirements for model parameters in controller design is quite important. During the last decade, the utilization of neural networks (NN) has captured a great deal of scholarly interests due to their learning ability and parallel processing capability\textsuperscript{27–29} which can to some extent lower the dependence of robot parameters in controller design. And the neural networks control scheme is broadly employed to figure out the track tracking issue of robotic manipulators on account of Lagrange dynamics model. For instance, Cheng et al.\textsuperscript{9} resolves tracking control problems of FJRM with \( n \) links according to NN technique and singular perturbation theory; He et al.\textsuperscript{30} suggest an NN control scheme to approach the uncertain dynamics terms in the model and solves the problem of parameter inaccessibility; Deng et al.\textsuperscript{31} put forward an NN controller for estimating the time-varying external disturbance;\textsuperscript{32} puts forward an optimal bounded ellipsoid identification algorithm for NN for estimating the uncertain dynamics of robot manipulator. Although FJRM control has made great advancement due to the learning capability of NN, the shortcomings that the estimation errors of NN cannot converge and their weight calculation update laws depend solely on tracking errors as well as transient approximation value remain to be addressed. Thus, NN is not an ideal technique for estimating time-varying external disturbance. Yang et al.\textsuperscript{33} propose a composite NN control law which unites NN and disturbance observer (DO) and effectively make up the shortcomings of NN by use of DO.

For the sake of enabling the designed control scheme more suitable for actual applications, further improvements of the dynamic model of robotic manipulators are being considered in some recent studies in the literature. Deng et al.\textsuperscript{34} develop a control scheme based on hydraulic-driven robotic manipulator and improve its model by taking actuator dynamics into consideration. Li et al.\textsuperscript{31,35} design a controller based on the electrically driven FJRM model, which makes the studied system more universal because of the attention of the dynamics of the joint and the electrically driven DC motor. As a result, dimension of the controlled system is increased, more unknown parameters and disturbances shall be considered and in consequence the complexity and difficulty in controller design are leveled up. As the dimensions increase in controlled system, the emergence of mismatched uncertainties becomes a huge problem in control law design. Over the past decade, unremitting endeavors have been made to accommodate mismatched disturbances. Ding et al.\textsuperscript{31} use NN for estimating the matched and mismatched disturbances in FJRM dynamic system yet fail to solve the problem that estimation errors of NN can’t converge. Norton et al.\textsuperscript{36–38} adopt SMC technology to improve the robustness of the controller and to deal with the effects of mismatched disturbances. But this strategy cannot fully compensate the mismatched disturbances in the system and makes the design of controller be conservative. To break through the conservativeness, Deng et al.\textsuperscript{39,40} employ an extended state observer to estimate the mismatched disturbances as well as unmeasurable states signals. Zhang et al.\textsuperscript{41–43} introduce DO for compensating mismatched uncertainties yet these DO fail to make estimation errors asymptotically stable and require several strict prior assumptions on the uncertainties. Xiao et al.\textsuperscript{44} propose an observer-based estimator (OBE) that not only achieves asymptotic stabilization of the error but also does not require any prior knowledge of the bound about the mismatched disturbances.

In addition, in the practical use, especially in some high precision work such as medical surgery, output constraint of FJRM is significantly indispensable for sake of security concerns. Wu et al.\textsuperscript{45–47} adopt a barrier Lyapunov function (BLF) for realizing output constraint and acquire successful result.

Inspired by the above investigations, this article designs an estimator and command filtering-based adaptive neural network (ECBNN) controller to ensure full-state tracking of a FJRM nonlinear system with \( n \) links in the presence of model uncertainty and external disturbances. Different from Li et al.\textsuperscript{19–21} where merely use FOCF for working out the differential explosion problem, the proposed ECBNN introduces a SOCF to solve it, which can offer better robust and precision than FOCF. Besides, the proposed controller constructs an ECM to compensate for a new set of tracking errors arising from the use of command filters. Not same as Cheng et al.\textsuperscript{9,30,31} where only employ NN to approximate uncertainties that include model uncertainties as well as disturbances, the proposed control framework combines an OBE with NN control law where OBE is mainly utilized.
to approximate time-vary external disturbances and can make up the previously mentioned shortcomings of NN. Distinct from Zhang et al.\textsuperscript{41–43} where the exact bounds of the disturbances have to be known, the introduced OBE doesn’t require any prior knowledge about the disturbances’ bounds, which means it has a wider range of uses. Moreover, the OBE can ensure the estimation errors to be asymptotically stable. Differ with He et al.\textsuperscript{9,30,33} where only consider joint dynamic in control law design, ECBNN considers the dynamic of DC motor in FJRM, which introduces more uncertainties and increases the dimensionality of the model, but is more in line with practical applications. Besides, output constraint of FJRM is considered in the proposed control scheme for the sake of using security.

In general, the major contributions of this article, in comparison with available work, are as follows.

1. Replace FOCF into SOCF to enhance the capability of the controller in solving the differential explosion problem. Besides, an ECM is constructed to compensate errors generated by SOCF.
2. Propose a composite control scheme consisting of NN and DO, which not only can lower the dependence of robot parameters in controller design but also make up the shortcoming that estimation errors of NN cannot converge.
3. Introduce a novel OBE to compensate the matched and mismatched disturbances in FJRM dynamic system which can achieve estimation error asymptotically stable and broaden the range of utilization of the control law for the introduced OBE doesn’t require any prior knowledge about the disturbances’ bounds.
4. To be more practical, the dynamic model of FJRM in this article is improved by taking the dynamic of DC motor into consideration, which introduces more uncertainties and increases the dimensionality of the model. Output constraint of FJRM is designed as well for the reason of using security.

The rest of the article is arranged in the following structure. The second section presents FJRM dynamic model and some techniques used hereinafter. In the third section, the course of design ECBNN controller is stated, which consists of control law design and system stability analysis. In the fourth section, the simulation results are illustrated to demonstrate the superiority of ECBNN and some comparisons with other advanced control schemes are also made in this section. Finally, several conclusions are given in the fifth section.

**Problem statement and preliminaries**

**Modeling of EDFJRM**

For FJRM modeling, most of the literatures model the DC motor providing the drive torques as pure torque sources which ignores the influence of DC motor dynamics. However, DC motor dynamics forms an essential part of the overall FJRM dynamics, notably in the conditions of high-speed motion and highly variable loads. Besides, in theory, the more detail that can be included, the higher the level of performance that can be attained. By taking the dynamic of DC motor into consideration, the disturbances exerting on DC motor will be compensated through the estimation given by the designed DO. In comparison, such disturbances cannot be compensated by the controllers in most of the literatures that model the DC motor as pure torque sources. It is for considering the uncertainties and disturbances of the DC motor that the proposed controller will be safer than the controller that does not consider. Nevertheless, not all details have to be represented on the model. To simplify the analysis and minimize on-line computational requirements, only the most significant dynamic elements of DC motor should retain in the dynamic model. Thus, we add the dynamic model of DC motor for improving control performance while this newly added dynamic model is only characterized by the most significant elements in DC motor circuit. As for the nonsignificant parts, we categorize them uniformly as uncertainties and will estimate them with OBE.

According to the above analysis, we construct the dynamic model of EDFJRM with $n$ links as follows\textsuperscript{31}

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = K(q_m - q) + d_1 \quad (1)$$

$$J_m\ddot{q}_m + B_m\dot{q}_m + K(q_m - q) = K_TI_m + d_2 \quad (2)$$

$$L\dddot{q}_m + R\dot{q}_m + K_B\dot{q}_m = v(t) + d_3 \quad (3)$$

where $\ddot{q}$, $\dot{q}$, $q \in \mathbb{R}^n$ are the angular acceleration, velocity, and position of the link side, respectively; $\ddot{q}_m$, $\dot{q}_m$, $q_m \in \mathbb{R}^n$ are the angular acceleration, velocity, and position of the motor shafts side, respectively; $M(q) \in \mathbb{R}^{n \times n}$ denotes the positive definite symmetric inertia matrix of the links; $C(q, \dot{q}) \in \mathbb{R}^{n \times n}$ is the centrifugal and Coriolis force matrix; $G(q) \in \mathbb{R}^n$ represents the vector of gravity; $d_1$ is unknown disturbances; $J_m \in \mathbb{R}^{n \times n}$ denotes the positive definite diagonal matrix of the motor moment of inertia; $K \in \mathbb{R}^{n \times n}$ is the diagonal positive definite matrix denoting the spring stiffness of the $n$ joints. $B_m \in \mathbb{R}^n$ is the actuator damping matrix; $I_m \in \mathbb{R}^n$ indicates the motor armature current; $K_T \in \mathbb{R}^{n \times n}$ indicates the constant diagonal positive definite matrix, which describes the electromechanical transformation between armature current and joint torque; $d_2 \in \mathbb{R}^n$ is the motor’s unknown disturbances; $L \in \mathbb{R}^{n \times n}$ indicates the constant diagonal positive definite matrix representing the inductance; $R \in \mathbb{R}^{n \times n}$ denotes electrical impedance; $K_B \in \mathbb{R}^{n \times n}$ indicates the counter electromotive force of the motor; $v(t) \in \mathbb{R}^n$ denotes the vector of control input. $d_3 \in \mathbb{R}^n$ represents the motor disturbances. The simplified physical model of EDFJRM is shown in Figure 1.

**Assumption 1.** The disturbances $d_1$, $d_2$, $d_3$ are bounded and their bounds are unknown.
Figure 1. Simplified physical model of EDFJRM. EDFJRM: electrically driven flexible-joint robotic manipulator.

Remark 1. The simplified flexible-joint robotic manipulator model is constructed under the following two assumptions: (1) The mass distribution of the motor rotor is uniform, the joint axis and the rotation axis coincide, and the influence of the uneven mass of the motor rotor on the moment of inertia can be ignored. (2) The influence of connecting rod rotation on the kinetic energy of joint motor is negligible. However, in the real situation, the distribution of the motor rotor mass is not uniform, and the uneven mass has an effect on the rotational inertia in the model; the joint axis and the rotation axis of the motor rotor do not usually coincide and the connecting link rotation has an effect on the kinetic energy of the joint motor rotor. These are the major differences between the dynamic model and the real FJRM.

To facilitate expression, we use $G, C, M$ to denote $G(q), C(q, \dot{q}), M(q)$, respectively, in the next sections. To facilitate the design of the controller, we rewrite the dynamic model of EDFJRM (1), (2), (3) into the following system of differential equations

$$
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \bar{M}^{-1}Kx_3 - \bar{M}^{-1}Kx_1 - \bar{M}^{-1}G - \bar{M}^{-1}Cx_2 - \bar{M}^{-1}(M - \bar{M})\dot{x}_2 + \Delta_1 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= J_m^{-1}K_Tx_5 - J_m^{-1}K(x_3 - x_1) - J_m^{-1}Bmx_4 + \Delta_2 \\
\dot{x}_5 &= L^{-1}v(t) - L^{-1}K_Bx_4 - L^{-1}R_5 + \Delta_3
\end{aligned}
$$

where $x_1 = q$, $x_2 = \dot{q}$, $x_3 = q_m$, $x_4 = \dot{q}_m$, $x_5 = I_m$, $M = \text{diag}(m_1, m_2, ..., m_n)$ is a positive definite constant matrix and

$$
\begin{aligned}
\Delta_1 &= \bar{M}^{-1}d_1 \\
\Delta_2 &= J_m^{-1}d_2 \\
\Delta_3 &= L^{-1}d_3
\end{aligned}
$$

Application of radial basis function neural network

Noticing that radial basis function neural network (RBFNN) possessing a property that it can approximate any arbitrary nonlinear function in any given accuracy, we employ it to cope with the problem of internal uncertainties in FJRM dynamic model.

The property of RBFNN can be formulated as

$$f(x) = \Theta^T\phi(x) + \delta\quad (6)$$

where $\Theta$ is the ideal weight vector, $\phi(x)$ is the Gaussian basic function vector, and $\delta$ is the error for approximation that satisfy bounded restriction $|\delta| \leq \delta_N$ ($\delta_N$ is the upper bound of $\delta$).

Remark 2. In the dynamic model of flexible-joint robotic manipulator, the most complicated and hardest parts to be modeled are the inertia matrix $M$, Coriolis and centrifugal force matrix $C$, gravitational force $G$ which are strongly influenced by state variables and usually hard to acquire their exact expression. Therefore, in this article, we utilize RBFNN to approximate all the terms related to the matrices $M, C, G$ which enables us build the control law without any prior knowledge of the matrices $M, C, G$ and improve the robustness and accuracy of the controller. These terms composite a lumped term $Q$ which is formulated as follows

$$Q = \bar{M}^{-1}G + \bar{M}^{-1}Cx_2 + \bar{M}^{-1}(M(q) - \bar{M})\dot{x}_2 = \Theta^T\phi(x) + \delta\quad (7)$$

where $x = [x_1^T, x_2^T]^T$. Therefore, using RBFNN (7), we can transform the second equation in (4) into

$$\dot{x}_2 = \bar{M}^{-1}Kx_3 - \bar{M}^{-1}Kx_1 - \bar{M}^{-1}(M(q) - \bar{M})\dot{x}_2 + \Delta_1' = \Theta^T\phi(x) + \Delta_1\quad (8)$$

where $\Delta_1' = \Delta_1 - \delta$.

Introduction of the novel OBE

To deal with the mismatched uncertainties $\Delta_1', \Delta_2$ and matched uncertainty $\Delta_3$, we introduce an OBE.

Remark 3. Considering that DO can achieve finite time convergence, it is desirable for utilizing DO to observe disturbances. $\Delta_1', \Delta_2, \Delta_3$ are mainly made up of and affected by disturbances $d_1, d_2, d_3$. As a consequence, we use DO to observe them. Besides, $\Delta_1'$ consists of $\Delta_1$ and $\delta$, which means the estimation error of RBFNN will be observed by DO again. It is quite clear that tracking errors of the system will be reduced further and are smaller than using single RBFNN.

To facilitate the introduction of OBE and the design of the tracking controller, the dynamic model (4) shall be transformed into
Rewriting (9) into matrix form, we have

\[
\begin{align*}
\dot{X} &= -K X + G(X) X + F(X) + g(X) \begin{bmatrix} 0_{4n \times 1} \\ v(t) \end{bmatrix} + \Delta \\
\end{align*}
\]

where \( G(x) = \tilde{M}^{-1} K, \) \( G_4(x) = J_m^{-1} K_T, \) \( g(x) = L^{-1}, \)

and

\[
\begin{align*}
f_2(x) &= k_2 x_2 - \tilde{M}^{-1} K x_1 - \Theta^T \phi(x) \\
f_4(x) &= k_4 x_4 - J_m^{-1} K (x_3 - x_1) - J_m^{-1} B_m x_4 \\
f_5(x) &= k_5 x_5 + g(x) v(t) + f_5(x) + \Delta_3
\end{align*}
\]

where \( G_2(x) = \tilde{M}^{-1} K, \) \( G_4(x) = J_m^{-1} K_T, \) \( g(x) = L^{-1}, \)

and we define a dynamic error \( X_e = X - X_a. \) Let’s subtract (17) from (11), we have

\[
\dot{X}_e = -K X_e + \Delta
\]

(18) is a linear system where \( \Delta \) is its unknown input.

Then, we define the output of the linear system (18) as

\[
y_e = h_1 X_e, \quad \text{where } h_1 \in \mathbb{R}^{5n \times 5n}
\]

is a constant positive definite diagonal matrix. By the above series of definitions, we can design the OBE to estimate the uncertainties \( \Delta \) of the system

\[
\hat{\Delta} = h_1^{-1} (K h_1 \dot{X}_e + \dot{y}_e)
\]

In (20), \( h_2 \in \mathbb{R}^{5n \times 5n} \) is a positive definite diagonal matrix with constant values too.

Using (18) minus (20), the observer error \( \dot{\hat{X}}_e = \dot{X}_e - \dot{X}_e \) can be obtained by the derivative formula

\[
\dot{\hat{X}}_e = \Delta - K X_e - (-h_1 h_2 \dot{X}_e + h_1^{-1} \dot{y}_e + h_2 y_e)
\]

We can observe that the estimation error \( \hat{\Delta} \) satisfies

\[
\hat{\Delta} = \Delta - \hat{\Delta}
\]

\[
= \Delta - h_1^{-1} (K h_1 \dot{X}_e + \dot{y}_e)
\]

Remark 4. The estimator (19) doesn’t require any prior knowledge about the bound of uncertainty \( \Delta. \) Furthermore, the approximation error of the uncertainty \( \Delta \) is guaranteed to be asymptotically stable. Therefore, the mismatched disturbances which are able to be handled by OBE(19) are much more extensive.

**Preliminary of SOCF**

**Lemma 1.** (Command filter) Consider the following SOCF with \( \phi_{j1}(0) = \kappa_{j-1}(0) \) and \( \phi_{j2}(0) = 0 \) as its initial conditions

\[
\begin{align*}
\dot{\phi}_{j1} &= \gamma \phi_{j2}, \\
\dot{\phi}_{j2} &= -2 \omega \gamma \phi_{j2} - \gamma (\phi_{j1} - \kappa_{j-1}), (j = 2, \cdots, n)
\end{align*}
\]
For any $\rho_j > 0$, there exist constants $\epsilon_j > 0 (j = 2, \ldots, n)$ and $\varpi \in (0, 1]$ such that the difference $(\dot{\varphi}_{j,1} - \kappa_{j-1})$ is bounded by $\rho_j$, and the boundedness of $|\dot{\varphi}_{j,1}|$, $|\ddot{\varphi}_{j,1}|$, and $|\dddot{\varphi}_{j,1}|$ are guaranteed if the input of the filter $\kappa_{j-1}$ fulfills $|\kappa_{j-1}| < \alpha_1$ and $|\dot{\kappa}_{j-1}| < \alpha_2$ for all $t > 0$, where $\alpha_1, \alpha_2$ are two positive constants.

**Remark 5.** In traditional backstepping control design, if the order of the controlled system is high, we need to derive a virtual control law many times to construct the actual control law. Such phenomenon, we call differential explosion problem, will produce a great amount calculated quantity for the computer and impair the performance of the system. Therefore, to solve this problem, DSC was proposed which set a filter for each of virtual control laws and avoid the numerous times of derivation of them. Yet, the commonly used filters in DSC during last years is first-order. Considering that the higher order the command filter is, the smoother and more robust the output of the command filter will be, we replace the FOCF by second-order one which can to some extent enhance the robustness of the system.

**ECBNN control design**

**Control law design**

In this section, combining with all of the aforementioned theories, we will design ECBNN controller through backstepping technique.

The tracking errors for each of state variable are specified as

$$e_i = x_i - x_{id}, i = 1, 2, 3, 4, 5$$

where $x_{id}$ is the desired trajectory, $x_{2d}, x_{3d}, x_{4d}, x_{5d}$ are the outputs of the SOCF by putting virtual control laws $\alpha_1$, $\alpha_2$, $\alpha_3$, $\alpha_4$ (we will define later) into SOCF, respectively.

The compensated tracking errors are specified as

$$z_i = e_i - \zeta_i, i = 1, 2, 3, 4, 5$$

where $\zeta_i$ is a designed compensating signal which is employed to decrease the errors generated by the utilization of SOCF.

**Remark 6.** In the following backstepping control design, when we use the output of an SOCF to approximate a virtual control law, there will be estimation errors that influence the controller performance. Therefore, an ECM that can overcome the drawbacks of utilizing SOCF and improve the performance of the controller are required to design.

**Step 1.** Select a BLF for the first Lyapunov function as

$$V_1 = \frac{1}{2} \sum_{j=1}^{n} \ln \frac{k_{1j}^2}{k_{1j}^2 - z_{1j}^2}$$

where $z_1(j = 1, 2, \ldots, n)$ denotes the $j$th element of vector $z_1, k_{1j} (j = 1, 2, \ldots, n)$ are the design constant parameters of BLF.

**Remark 7.** To prevent output variables from violating the required constraints, we adopt BLF whose value can grow to infinity if $z_{1j}$ approaches $k_{1j}$. By securing that the BLF in the closed loop is bounded, it will ensure that no state constraints are violated.

Differentiating (26) and placing (25), (24) and the first equation of (4) into it, we obtain

$$\dot{V}_1 = \sum_{j=1}^{n} \frac{z_{1j}}{k_{1j}^2 - z_{1j}^2} \dot{z}_{1j} = \sum_{j=1}^{n} z_{1j} (x_{2j} - \dot{x}_{1jd} - \dot{\zeta}_{1j})$$

where $x_{2j}, \dot{x}_{1jd}, \dot{\zeta}_{1j}$ denote the $j$th elements of $x_2, \dot{x}_{1d}, \dot{\zeta}_1$.

Then, we construct the compensating signal $\zeta_1$ and the virtual control law $\alpha_1$ as

$$\zeta_1 = -c_1 \zeta_1 + \zeta_2 + x_{2d} - \alpha_1$$

$$\alpha_1 = -c_1 e_1 + \dot{x}_{1d}$$

where $c_1$ is a positive design constant denoting control gain. Putting (28), (29) into (27) and simplifying it further, we obtain

$$\dot{V}_1 = -\sum_{j=1}^{n} \frac{c_1 z_{1j}^2}{k_{1j}^2 - z_{1j}^2} + z_{1j}^2 + \chi$$

$\chi$ in (31) is defined as

$$\chi = \begin{bmatrix} z_{11} & z_{12} & \cdots & z_{1n} \\ \frac{z_{11}}{k_{11} - z_{11}^2} & \frac{z_{12}}{k_{12} - z_{12}^2} & \cdots & \frac{z_{1n}}{k_{1n} - z_{1n}^2} \end{bmatrix}^T$$

**Step 2.** The second Lyapunov function is chosen as

$$V_2 = \frac{1}{2} z_{1j}^2 z_{2j}$$

Taking the derivative of (32) and placing (25), (24), and (8) into it, we obtain

$$\dot{V}_2 = z_{1j}^2 \left( M^{-1} K x_3 - M^{-1} K x_1 - \Theta^T \phi(x) + \Delta'_1 - \dot{x}_{2d} - \dot{\zeta}_2 \right)$$

Then, we construct the compensating signal $\zeta_2$ and the virtual control law $\alpha_2$ as

$$\zeta_2 = -c_2 \zeta_2 + M^{-1} K (\zeta_1 + x_{3d} - \alpha_2)$$

$$\alpha_2 = K^{-1} M \left( -c_2 \zeta_2 + M^{-1} K x_1 + \Theta^T \phi(x) - \chi + \dot{x}_{2d} - \Delta_1 \right)$$

where $c_2$ is a positive constant denoting control gain. $\Theta$ is the approximation of weight matrix $\Theta$ and its updating law is

$$\dot{\Theta}_j = -\Gamma_j \phi(x) z_{2j} - \Gamma_j \eta_j \Theta_j$$
where $\Gamma_j, j = 1, 2, \ldots, n$ are positive definite symmetric designed matrices; $\eta_j, j = 1, 2, \ldots, n$ are tiny positive design constants; $z_{2j}, j = 1, 2, \ldots, n$ denote the $j$th element in vector $z_2^*$; $\tilde{\Theta}_j, \tilde{\Theta}_{j}, j = 1, 2, \ldots, n$ denote the $j$th columns in matrices $\tilde{\Theta}, \tilde{\Theta}$. Putting (34), (35), into (33) and simplifying it further, we obtain

$$
\dot{V}_2 = -c_2 z_2^T z_2 + z_2^T M^{-1} K z_2 - z_2^T \tilde{\Theta}^T \phi(x) - z_2^T \chi + z_2^T \tilde{\Lambda}_1
$$

(37)

where $\tilde{\Theta} = \Theta - \tilde{\Theta}$, $\tilde{\Lambda}_1 = \Lambda_1 - \tilde{\Lambda}_1$.

**Step 3.** Select the third Lyapunov function as

$$
V_3 = \frac{1}{2} z_3^T z_3
$$

(38)

Taking the derivative of (38) and placing (25), (24) and the third equation of (4) into it, we obtain

$$
\dot{V}_3 = z_3^T (x_4 - \dot{x}_{sd} - \dot{\varsigma}_3)
$$

(39)

Then, we construct the compensating signal $\varsigma_3$ and the virtual control law $\alpha_3$ as

$$
\dot{\varsigma}_3 = -c_3 \varsigma_3 + \varsigma_4 + x_{4d} - \alpha_3
$$

(40)

$$
\alpha_3 = -c_3 \varsigma_3 + \dot{x}_{sd} - \tilde{M}^{-1} K z_2
$$

(41)

where $c_3$ is a positive design constant denoting control gain. Putting (40), (41), into (39) and simplifying it further, we obtain

$$
\dot{V}_3 = -c_3 z_3^T z_3 - z_3^T \tilde{M}^{-1} K z_2 + z_3^T z_4
$$

(42)

**Step 4.** Select the fourth Lyapunov function as

$$
V_4 = \frac{1}{2} z_4^T z_4
$$

(43)

Taking the derivative of (43) and placing (25), (24) and the fourth equation of (4) into it, we obtain

$$
\dot{V}_4 = z_4^T (J_m^{-1} K T_5 x_5 - J_m^{-1} K (x_3 - x_1) - J_m^{-1} B_m x_4 + \Delta_2 - \dot{x}_{4d} - \dot{\varsigma}_4)
$$

(44)

Then, we construct the compensating signal $\varsigma_4$ and the virtual control law $\alpha_4$ as

$$
\dot{\varsigma}_4 = -c_4 \varsigma_4 + J_m^{-1} K T_5 \varsigma_5 + J_m^{-1} K T_5 x_{sd} - J_m^{-1} K T_4 \alpha_4
$$

(45)

$$
\alpha_4 = K_m^{-1} J_m ( -c_4 \varsigma_4 + J_m^{-1} K (x_3 - x_1) + J_m^{-1} B_m x_4 - z_3 + \dot{x}_{4d} - \Delta_2)
$$

(46)

where $c_4$ is a positive design constant denoting control gain. Putting (45), (46), into (44) and simplifying it further, we obtain

$$
\dot{V}_4 = -c_4 z_4^T z_4 + z_4^T J_m^{-1} K T_5 z_5 - z_4^T z_3 + z_4^T \tilde{\Lambda}_2
$$

(47)

where $\tilde{\Lambda}_2 = \Lambda_2 - \tilde{\Lambda}_2$.

**Step 5.** Select the fifth Lyapunov function as

$$
V_5 = \frac{1}{2} z_5^T z_5
$$

(48)

Taking the derivative of (48) and placing (25), (24) and the fifth equation of (4) into it, we obtain

$$
\dot{V}_5 = z_5^T (L^{-1} \varsigma(t) - L^{-1} K B x_4 - L^{-1} R x_5 + \Delta_3 - \dot{x}_{sd} - \dot{\varsigma}_5)
$$

(49)

Then, we construct the compensating signal $\varsigma_5$ and the actual control input $\varsigma(t)$ as

$$
\dot{\varsigma}_5 = -c_5 \varsigma_5
$$

(50)

$$
\varsigma(t) = -L c_5 \varsigma_5 - L J_m^{-1} K T_5 x_5 + K B x_4 + R x_5 + L \dot{x}_{sd} - \tilde{\Lambda}_3
$$

(51)

where $c_5$ is a positive design constant denoting control gain. Putting (50), (51), into (49) and simplifying it further, we obtain

$$
\dot{V}_5 = -c_5 z_5^T z_5 - z_5^T J_m^{-1} K T_5 x_5 + z_5^T \tilde{\Lambda}_3
$$

(52)

where $\tilde{\Lambda}_3 = \Lambda_3 - \tilde{\Lambda}_3$. The whole process of ECBNN control is presented in Figure 2.

**System stability analysis**

**Definition 1.** (SGUUB) The system’s solution $f(t)$ is semi-globally uniformly ultimately bounded (SGUUB) if for any compact set $\Omega$ and all $f(t_0) \in \Omega$, there are a positive constant $\rho$ and $T(\rho, f(t_0))$ such that $|f(t)| \leq \rho$ for all $t > t_0 + T$.

Considering the following compact set

$$
\Omega = \left\{ \sum_{j=1}^{n} \ln \left( \frac{k_{j}}{k_{j}^{2} + z_{j}} \right) + z_{2}^T z_{2} + z_{3}^T z_{3} + z_{4}^T z_{4} + z_{5}^T z_{5} \right. \\
+ \tilde{\Lambda}_1^T \tilde{\Lambda}_1 + \tilde{\Lambda}_2^T \tilde{\Lambda}_2 + \tilde{\Lambda}_3^T \tilde{\Lambda}_3 + \sum_{j=1}^{n} \tilde{\Theta}_j^T \tilde{T}_j^{-1} \tilde{\Theta}_j \leq 2U \right\}
$$

(53)

where $U$ represents a constant with positive value.

The candidate Lyapunov function $V$ is formulated as

$$
V = V_1 + V_2 + V_3 + V_4 + V_5 + V_D + V_{NN}
$$

(54)

where

$$
V_D = \frac{1}{2} \tilde{\Lambda}_1^T \tilde{\Lambda}_1 + \frac{1}{2} \tilde{\Lambda}_2^T \tilde{\Lambda}_2 + \frac{1}{2} \tilde{\Lambda}_3^T \tilde{\Lambda}_3
$$

(55)

$$
V_{NN} = \frac{1}{2} \sum_{j=1}^{n} \tilde{\Theta}_j^T \tilde{T}_j^{-1} \tilde{\Theta}_j
$$

(56)

where $\tilde{\Theta}_j, j = 1, 2, \ldots, n$ is $j$th column in matrix $\tilde{\Theta}$.

According to (22) and (21), we can calculate that

$$
\dot{\tilde{\Lambda}} = K \dot{X}_c = -h_1 h_2 K \dot{X}_c = -h_1 h_2 \tilde{\Lambda}
$$

(57)
where

\[
\begin{bmatrix}
    h_{11} & 0 & 0 & 0 & 0 \\
    0 & h_{12} & 0 & 0 & 0 \\
    0 & 0 & h_{13} & 0 & 0 \\
    0 & 0 & 0 & h_{14} & 0 \\
    0 & 0 & 0 & 0 & h_{15}
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
    h_{21} & 0 & 0 & 0 & 0 \\
    0 & h_{22} & 0 & 0 & 0 \\
    0 & 0 & h_{23} & 0 & 0 \\
    0 & 0 & 0 & h_{24} & 0 \\
    0 & 0 & 0 & 0 & h_{25}
\end{bmatrix}
\]

\(h_{1i}, \ h_{2i}, \ i = 1, 2, 3, 4, 5\) are the design constant positive definite diagonal matrices with \(n\) dimension.

Therefore, taking derivative of \(V_D\) (55), we obtain

\[
\dot{V}_D = -h_{12}h_{22}\Delta_1^T\Delta_1' - h_{14}h_{24}\Delta_2^T\Delta_2 - h_{15}h_{25}\Delta_3^T\Delta_3
\]  

(58)

Taking the derivative of \(V_{NN}\) (56), we obtain

\[
\dot{V}_{NN} = \sum_{j=1}^{n} (\hat{\Theta}_j^T \phi(x)z_j + \hat{\Theta}_j^T \eta \hat{\Theta}_j)
\]

(59)

Hence, taking derivative of (54) and using (30), (37), (42), (47), (52), (58), (59), we obtain

\[
\dot{V} = -\sum_{j=1}^{n} \frac{c_1z_j^2}{k_{aj}^2 - z_j^2} - c_2z_j^2z_{j2} - c_3z_j^Tz_{j3} - c_4z_j^Tz_{j4}
\]

\[
- c_5z_j^2z_{j5} - h_{12}h_{22}\Delta_1^T\Delta_1' - h_{14}h_{24}\Delta_2^T\Delta_2
\]

\[
- h_{15}h_{25}\Delta_3^T\Delta_3 + z_j^T\hat{\Delta}_1' + z_j^T\hat{\Delta}_2 + z_j^T\hat{\Delta}_3
\]

(60)

Using Young’s inequality and \(2\hat{\Theta}_j^T \hat{\Theta}_j \leq ||\hat{\Theta}_j||^2 - ||\hat{\Theta}_j||^2\), we obtain

\[
\dot{V} \leq -\sum_{j=1}^{n} \frac{c_1z_j^2}{k_{aj}^2 - z_j^2} - \left( c_2 - \frac{1}{2} \right)z_j^2z_{j2} - c_3z_j^Tz_{j3}
\]

\[
- \left( c_4 - \frac{1}{2} \right)z_j^Tz_{j4} - \left( c_5 - \frac{1}{2} \right)z_j^Tz_{j5}
\]

\[
- \left( h_{12}h_{22} - \frac{1}{2} \right)\Delta_1^T\Delta_1' - \left( h_{14}h_{24} - \frac{1}{2} \right)\Delta_2^T\Delta_2
\]

\[
- \left( h_{15}h_{25} - \frac{1}{2} \right)\Delta_3^T\Delta_3 - \sum_{j=1}^{n} \frac{\eta_j}{2\lambda_{\text{max}}(G_j)} \hat{\Theta}_j^T G_j^{-1} \hat{\Theta}_j
\]

\[
+ \sum_{j=1}^{n} \frac{\eta_j}{2} ||\Theta_j||^2
\]  

(61)
where $\lambda_{\max}(I_j^{-1})$ denotes the largest eigenvalue of matrix $I_j^{-1}$.

Setting the control parameters as $c_1 \geq 0$, $c_2 \geq \frac{1}{2}$, $c_3 \geq 0$, $c_4 \geq \frac{1}{2}$, $c_5 \geq \frac{1}{2}$, $h_{13}h_{22} \geq \frac{1}{2}$, $h_{14}h_{24} \geq \frac{1}{2}$, $h_{15}h_{25} \geq \frac{1}{2}$, then we can have

$$\dot{V} \leq -\rho V + \varphi$$

(62)

where $\varphi = \sum_{i=1}^{n} \eta_i \|\Theta_i\|^2$ is a positive constant; $\rho$ is a design positive parameter which satisfies

$$\rho \leq \min \left[2c_1, 2c_2 - 1, 2c_3, 2c_4 - 1, 2c_5 - 1, 2h_{12}h_{22} - 1, 2h_{14}h_{24} - 1, 2h_{15}h_{25} - 1, \min_{j=1,2,...,n} \left(\frac{\eta_j}{\lambda_{\max}(I_j^{-1})}\right)\right]$$

(63)

According to the compact set (53), we can conclude that $V \leq U$. Set $\frac{\varphi}{\rho} \leq \rho$. When $V = U$

$$\dot{V} \leq -\rho U + \varphi \leq 0$$

(64)

Them, on the basis of (64), we have proved that $V \leq U$, that is $\Omega$ is an invariable set. In other word, if $V(0) \leq U$, then $V(t) \leq U$ when $t \geq 0$. Solving the equation (64), we have

$$V \leq \frac{\varphi}{\rho} + \left(V(0) - \frac{\varphi}{\rho}\right) e^{-\rho t}$$

(65)

Therefore, we can draw the conclusion that all of the errors of state variables $z_1, z_2, z_3, z_4, z_5, \Delta_1, \Delta_2, \Delta_3, \hat{\Theta}_j (j = 1, 2, ..., n)$ are SGUB and the system can realize stability.

### Simulation studies

To check the theoretical outcomes, this section simulates ECBNN on a two-link FJRM and will verify the effectiveness of ECBNN by comparing the following aspects: (1) Compared with the traditional backstepping controller (BSC) of FJRM, whether the proposed ECBNN can solve the differential explosion problem? (2) Compared with the FOCF in DSC, whether the SOCF in ECBNN can provide better tracking performance? (3) Compared with the traditional BSC with SOCF, whether the introduction of ECM in ECBNN can enhance the tracking accuracy? (4) Compared with the NN controller, whether the introduced OBE in ECBNN has the superiority in coping with matched and mismatched disturbances? In addition, we make two simulations comparing about the parameter setup and display them in (5) and (6). In (5), the parameters of RBFNN are kept constant (identical to the values in (1), (2), (3), (4)) and all the gain values, including those of OBE, are reduced twice to see how they affect the performance of our controller at each change. In (6), we keep all the gain values constant (identical to the parameter values in (1), (2), (3), (4)) and alter the parameter values of RBFNN twice to find out how they affect the performance of our controller at each change. The combinations of parameter for the two variations in (5) and (6) are, respectively, presented in Tables 1 and 2, and the control results are shown in Figures 15 and 16. To better demonstrate the robustness of the controller in real-world applications, white noise is added to the simulation from 2s to 8s. The observations of OBE for noise and disturbances are shown in Figure 17. The estimation results of RBFNN are illustrated in Figure 18.

Without loss of generality, a two-link FJRM is used for the following simulation. The dynamic equation of FJRM is described by equations (1) to (3), where

$$M(q) \frac{d^2}{dt^2} = \begin{bmatrix}
(m_1 + m_2)l_1^2 + m_2l_2^2 & m_2l_2^2 \\
2l_1l_2m_2\cos(q_2) & J_1 + m_1l_2\cos(q_2)
\end{bmatrix}$$

$$C(q, \dot{q}) = \begin{bmatrix}
l_2^2m_2^2 + l_1l_2m_2\cos(q_2) & l_2^2m_2 + J_2 \\
-l_1l_2m_2\sin(q_2) & -l_1l_2m_2\sin(q_2)
\end{bmatrix}$$

$$G(q) = \begin{bmatrix}
l_1(m_1 + m_2)g\cos(q_1 + q_2) \\
l_2m_2g\cos(q_1 + q_2)
\end{bmatrix}$$

### Table 1. The parameter setting in comparison (5).

| Parameter | Original setting | First resetting | Second resetting |
|-----------|-----------------|-----------------|-----------------|
| $c_1$     | 30              | 20              | 10              |
| $c_2$     | 100             | 80              | 60              |
| $c_3$     | 30              | 20              | 10              |
| $c_4$     | 300             | 250             | 200             |
| $c_5$     | 500             | 450             | 400             |
| $h_{12}$  | 10              | 5               | 1               |
| $h_{14}$  | 70              | 50              | 20              |
| $h_{22}$  | 75              | 60              | 50              |

### Table 2. The parameter setting in comparison (6).

| Parameter | Original setting | First resetting | Second resetting |
|-----------|-----------------|-----------------|-----------------|
| $b$       | 10              | 5               | 1               |
| $\eta_1$  | 0.02            | 0.01            | 0.005           |
| $\eta_2$  | $G_1 = G_2$    | 100             | 80              | 60              |
| $\eta_1$  | $\eta_2$       | 0.02            | 0.01            | 0.005           |

Without loss of generality, a two-link FJRM is used for the following simulation. The dynamic equation of FJRM is described by equations (1) to (3), where
Table 3. Simulation parameters in the EDFRM model.

| Parameter (Unit) | Values |
|------------------|--------|
| $l_1 = l_2$      | 1.2    |
| $m_1$ (kg)       | 0.6    |
| $m_2$ (kg)       | 1.8    |
| $J_1 = J_2$ (kg·m²) | 6     |
| $g$ (m/s²)       | 9.8    |
| $J_{m1} = J_{m2}$ (kg·m²) | 0.12 |
| $B_{m1} = B_{m2}$ (Nm·s/rad) | 4.8 |
| $K_1 = K_4$ (Nm/A) | 100   |
| $K_{T1} = K_{T2}$ (Nm/rad) | 10    |
| $L_1 = L_2$ (mH) | 2.5    |
| $R_1 = R_2$ (Ω) | 2      |
| $K_{B1} = K_{B2}$ (V·s/rad) | 1     |

EDFJRM: electrically driven flexible-joint robotic manipulator.

Table 4. Simulation parameters in the ECBNN.

| Parameter | Values | Parameter | Values |
|-----------|--------|-----------|--------|
| $c_1$     | 10     | $\Gamma_1$ | 100   |
| $c_2$     | 100    | $\Gamma_2$ | 100   |
| $c_3$     | 10     | $h_{11} = h_{13}$ | 0     |
| $c_4$     | 300    | $h_{21} = h_{23}$ | 0     |
| $c_5$     | 500    | $\gamma_1$ | 0.02  |
| $k_{x1}$  | 1      | $\gamma_2$ | 0.02  |
| $k_{x2}$  | 0.1    | $\omega$   | 0.1   |
| $\tau_2$  | 1000   | $k_2$      | 20    |
| $\tau_3$  | 10000  | $k_3$      | 24    |
| $\tau_4$  | 10000  | $k_4$      | 30    |
| $\tau_5$  | 100000 | $h_{12} = h_{14} = h_{15}$ | 45   |
| $\tau_{22}$ | 10000 | $h_{24} = h_{25}$ | 75    |

ECBNN: estimator and command filtering-based adaptive neural network.

The simulation results of the previous parameter setting to decide how to adjust the parameters of the next simulation, such methods are very efficient for people who have a lot of experience in tuning parameters. Therefore, in this article, we use Baby Sitting to acquire the control parameters in Table 4 and obtain a balance between convergence speed and oscillation. Firstly, we set the parameter values of the neural network parameters roughly according to the values most literatures use. Secondly, the gain parameter values we choose have to satisfy the theoretical constraints in system stability analysis. Based on these constraints, we set each of the gain parameter values to the smallest integer value that satisfies their respective constraints. We perform simulation experiments on such parameter setting method and check the simulation results. If the result is not satisfactory, we increase the order of magnitude of each gain parameter value separately and repeat the experiment until we determine the order of magnitude of each parameter value with the best simulation result. And then fine-tune each parameter value at the single-digit level. Thirdly, after determining the appropriate gain parameter values, we adjust the neural network parameter values, which are generally fine-tuned around the empirical values to obtain the best estimation results. The parameter values of SOCF are also fine-tuned around the values most literatures use.

The whole simulation time is 10s and our simulations are conducted under the computation environment of Variable-step, ode45 Solver. As it is illustrated in Figures 3 and 4, we can see that the trajectories controlled by ECBNN are successfully tracking the desired trajectories, the time of convergence is about 0.04s.

(1) Comparison between traditional BSC and the proposed ECBNN controller.

In Figures 5 and 6, we can see that the control signal of BSC is not stable and there are many huge sudden jumps in it from time to time, which is leaded by the differential explosion problem. Yet ECBNN’s control signal is quite
stable and regular, which means differential explosion problem is successfully solved by ECBNN controller.

(2) Comparison between FOCF in DSC and SOCF in ECBNN.

First, we use a simple function for testing the performance of FOCF and SOCF. We choose the function as

\[ x_d = 5t + \cos(t) + 0.001\sin(30t) \]

thus we obtain its first derivative as

\[ \dot{x}_d = 5 - \sin(t) + 0.03\cos(30t) \].

Putting the signal \( x_d \) into FOCF and SOCF, we can compare the tracking performance between FOCF and SOCF. In Figure 7, we can see that both of the signals from FOCF and SOCF can track \( x_d \), yet signal from FOCF has bigger error. In Figure 8, the part of tracking \( \dot{x}_d \), such phenomenon that the signal from FOCF fluctuates much more severe than the signal from SOCF is quite obvious, which significantly deteriorates tracking performance. Then, in Figures 9 and 10, the tracking outcomes of DSC and ECBNN are given. It is easy to spot that ECBNN offers smaller tracking errors and smoother tracking curves in comparison with DSC.

(3) Comparison between traditional BSC with SOCF and ECBNN.

From the tracking error results in Figures 11 to 14, it is obvious that ECBNN is able to offer a smaller tracking errors and smoother tracking curves both in position tracking and velocity tracking than traditional BSC with SOCF because of the employment of ECM.

(4) Comparison between NN controller and ECBNN.

According to Figures 11 and 12, we can see that the position tracking errors of NN controller are above or beneath zeros point from beginning to end and fail to cross it, which means the tracking errors of NN controller can’t converge. Yet the position tracking errors of ECBNN
periodic cross zero point, which means error convergence is achieved by ECBNN for the utilization of OBE. From Figures 13 and 14, we can see that ECBNN provides smaller tracking errors of velocity than NN controller, which demonstrates the superiority of the introduction of OBE.

(5) The effect of the changes in control gain values on the controller tracking performance.

According to Figure 15, we can see that the tracking errors gradually increase as the gain values decrease. However, the tracking error values of the three parameter setting schemes generally remain in the same order of magnitude, which shows that the control performance of the proposed controller has strong robustness to the changes of control gain and does not change drastically due to the changes of control gain.

(6) The effect of variation of RBFNN parameter values on controller tracking performance.

According to Figure 16, we can see that smaller $\eta_1$, $\eta_2$ and larger $b$, $\Gamma_1$, $\Gamma_2$ can offer smaller tracking errors and faster convergence speeds. However, the tracking error values of the three sets of schemes are still in the same order of magnitude, which indicates that the tracking performance of the proposed controller in this article is robust to the variations of the neural network parameters.

As can be seen in Figure 17, EBO is able to accurately estimate disturbances even in the presence of noise. Figure 18 demonstrates that RBFNN can have an effective
estimation of the unknown term $Q$ in the dynamic model ($Q_i, i = 1, 2$ denotes the $i$th element in vector $Q$).

To illustrate the problem more intuitively, we introduce the average of errors (AE) for quantitative comparison and analysis. AE are specified as follows

$$AE_j = \frac{1}{t_f - t_0} \int_{t_0}^{t_f} |e_j(t)| dt, \quad j = 1, 2, 3$$

where $t_0$ and $t_f$ are the initial time and the end time, respectively. The AE values of the position and velocity tracking errors of all the compared control strategies are, respectively, reported in Table 5 and 6. From the above table, it can be seen that the proposed controller has the smallest AE value in both position and velocity tracking errors compared to other methods. Besides, we present in Table 7 a collection of steady-state errors of position tracking for the abovementioned controllers.

Figure 11. Position tracking error diagram for joint 1.

Figure 12. Position tracking error diagram for joint 2.

Figure 13. Velocity tracking error diagram for joint 1.

Figure 14. Velocity tracking error diagram for joint 2.

Figure 15. Comparison of tracking errors for different combinations of gain parameters.
From Table 7, we can see that the steady-state error provided by the ECBNN is at least an order of magnitude smaller than that of the other controllers.

**Conclusion and work in the future**

In this article, a new robust ECBNN under the circumstance of system parameter uncertainty and disturbances is proposed for FJRM. Unlike the conventional DSC, this
article substitutes the FOCF with an SOCF and constructs an ECM, thus improving the performance of the controller, solving the differential explosion problem, and compensating for the shortcomings of the new series of tracking errors arising from the employment of the command filter. Besides, a composite control strategy composed of NN and DO is proposed to reduce the dependence on robot parameters in controller design and to compensate for the estimation error of NN that cannot converge. Moreover, in DO part, a novel OBE is introduced to compensate the matched and mismatched disturbances in FJRM dynamic system, which makes estimation error asymptotically stable and broadens the range of utilization of the control law for the introduced OBE doesn’t require any prior knowledge about the bounds of the disturbances. Beyond these, to be more practical, the dynamic model of FJRM in this article is improved by taking the dynamic of DC motor into consideration, which introduces more unknowns and increases the dimensionality of the model; output constraint of FJRM is designed as well for the reason of using security. By means of Lyapunov’s theorem, we prove that ECBNN can ensure the system’s stability. Finally, simulations are performed and the outcomes confirmed the effectiveness of ECBNN. From the simulation results, we can see ECBNN provides the smallest average of errors in both position and velocity tracking and its steady-state error of position tracking is at least one order of magnitude smaller than that of the other controllers.

In future research, we will consider the combination of SMC technique and backstepping control technique to further improve the convergence speed and will consider the application of a predefined performance function to limit the range of tracking error.
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