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Abstract—The research content of this paper is mainly aimed at the automatic recognition of human behavior in video surveillance. It usually contains two main steps: foreground detection and behavior recognition. In the foreground detection step, this paper studied related algorithms and theories, briefly analyzed the principles and the advantages and disadvantages of various algorithms, finally choose the Vibe algorithm to extract the motive targets, and made some improvements to the original version of Vibe, which can get a more satisfied result. In behavior recognition step, we roughly classified the existing algorithms into three categories: template matching method, state space method, and semantic description method. After analyzing these three types of algorithms, we decided to select the Support Vector Machine (SVM) for training. We used the Star model for the feature collection. After the simulation experiment, the recognition result is not bad.
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I. INTRODUCTION

In recent years, with the rapid growth of national economy, social progress and the steady improvement of national strength, video surveillance has become a necessary facility for banks, transportation, railway stations, airports and military bases. Naturally, the demand for video surveillance is rising. But monitoring at this stage is a waste of resources and inefficient, because it relies on human resources. Moreover, in many cases, it is impossible to make timely response when an incident occurs, but only to obtain evidence afterwards. And it is a very arduous task to find the effective information in a large number of video. So intelligent video surveillance has gradually become a research hotspot. It is to use computers to process the input video stream, analyze and understand the processing results. When there is improper behavior, it will trigger a warning. This can liberate manpower, reduce the omission of events and enhance regional security.

Intelligent surveillance is also a hot technology at home and abroad. For now, there are many studies on it, and got some achievements. For example, VSAM(Visual Surveillance and Monitoring) developed by Carnegie Mellon University in the early years[1];EU’s ADV ISOR system[2];IBM developed SSS(IBM developed SSS system)[3];Vstar system developed by Institute of Automation, Chinese Academy of Sciences[4], etc. There are also many corresponding products in the market. There are many foreign manufacturers providing intelligent video analysis software products, such as Westec, Interactive, Verint, Vidient, Visual Defence, Nextiva, Ivbox, etc. It can be seen that intelligent video surveillance has formed an industry, and there are many technologies waiting for people to study and improve.

Although intelligent surveillance has been applied in some fields for many years, there are still many problems that need to be solved urgently. Otherwise, it will hinder the promotion of intelligent surveillance based on visual recognition technology. How to quickly extract moving objects and accurately recognize human behavior is the most urgent problem to be solved. This project focuses on these two issues, and puts forward some improvement methods on the existing methods and strategies. Fig. 1 is the flow chart of this project, in which the dashed rectangle is the method improved or newly proposed in this paper.

FIGURE I. FLOW CHAT

II. BASICS

In the field of human behavior recognition in video, we call the area of human motion as the foreground. Compared with the whole picture, foreground recognition is easier to process, so foreground extraction is necessary. There are three traditional detection methods: background elimination method[5], which is fast and easy to implement, but it is difficult to obtain an accurate background model in practical application. Optical flow method[6][7] requires a long calculation time and cannot meet the real-time requirements; The frame difference method[8], which is fast in calculation,
has large errors. Vibe algorithm[9] is based on background subtraction, the main steps are as follows:

- Initialization: Only one frame is used to initialize the background model.
- Foreground segmentation: Comparing the current pixel with the sample set corresponding to the background model, calculating the distance between the sample point and the current point, counting the numbers of the points which distance are close enough. Then segment the point according to the number reaches the threshold or not.
- Model updating: Updating background model based on segmentation results, it has certain randomness.

On this basis, this paper improves some shortcomings of the original Vibe algorithm. See the next chapter for details.

Human behavior recognition refers to the analysis and recognition of human motion state. Star model[10] is a parametric model proposed by Hironobu Fujiyoshi and Alan J. Lipton to extract a ten-dimensional vector from complex data as a feature. This model is used to reduce the computational complexity of subsequent recognition algorithms. Support Vector Machine (SVM) [11] is a classification algorithm based on state space. This paper presents a behavior recognition method based on star model and SVM.

III. IMPROVEMENT STRATEGY

A. Ghost Remove-Our Improvement for Vibe

Although the original Vibe algorithm has many advantages, but since only one frame is used to initialize the model, ghosts appear in subsequent foreground segmentation: Background areas that covered by the foreground at the beginning remain as foreground after the foreground moves to other place. In order to remove ghost more quickly for a better foreground and background segmentation effect, this article improves the original vibe algorithm, that is, the ghost can be removed after the foreground area is separated from the ghost area.

Because ghost areas are actually part of the background, they should have similar characteristics to the adjacent background areas. According to this characteristic of ghost, this article identifies and removes ghosts. The specific steps are as follows:

- For each foreground area, find out its outer rectangle, delete the foreground area in the rectangle, leave the background area as the adjacent background area of the foreground area.
- Calculate the histograms of foreground area and its adjacent background area respectively.
- Normalize the Histogram and then calculate the correlation coefficient as similarity degree.
- If the correlation coefficient is greater than the threshold value, the foreground area is determined as ghost and removed from the foreground segmentation map.

Through experiments, when the threshold value is 0.7, it works better.

B. Behavior Recognition

In this paper, Star model is used for behavior recognition, which classifies behavior by analyzing representative frames. The results of Konrad Schindler and Luc van Gool[12] show that in a complete human motion cycle, only 1-10 frames can be extracted to identify an action, and even one frame can achieve 90% of the discrimination effect. Therefore, it is very important to select the most representative number of frames in the action flow. This section also proposes a method for selecting the most representative frames:

$$f = \arg \min \left( \frac{H_r}{L_f} \right)$$  \hspace{1cm} (1)

Among them, \(f\) is the selected frame number, \(L_x\) is the width of the human peripheral contour in a frame, and \(H_r\) is the height of the human peripheral contour in a frame. This method ensures the maximum expansion of the limbs and reduces the degree of occlusion of the limbs.

The star model has parameterized the single frame action, but discarded the process data. So the process data is compensated here. The compensation method is as follows: extracting the first and last ten frames of the representative frame, then adding the representative frame itself, at last using formula 2 to calculate the speed in pixels/frames:

$$v_x = \frac{1}{20} \sum_{t=1}^{20} \left| x_c(t) - x_c(t+1) \right|$$
$$v_y = \frac{1}{20} \sum_{t=1}^{20} \left| y_c(t) - y_c(t+1) \right|$$  \hspace{1cm} (2)

Among them, \(x_c\) and \(y_c\) are the X coordinates and Y coordinates of the center of mass of the person in frame \(t\). Considering the distance between the person and the camera, it will lead to the same displacement in reality but different pixels in the camera. Therefore, it is more reasonable to regard the person as the displacement unit than to use the displacement of the pixel as the parameter. Formulas 3 for calculating displacement units are as follows:

$$m = \arg \min (L_m) \quad n = \arg \min (H_n)$$

$$v_x' = \frac{v_x}{L_m} \quad v_y' = \frac{v_y}{H_n}$$ \hspace{1cm} (3)

IV. RESULT

The following figure is a comparison of the experimental results before and after the improvement of Vibe algorithm. It can be seen clearly that ghosts are eliminated.
The first one is before processing, the second one is the result of VIBE algorithm, and the third one is the result of ghost elimination method proposed in this paper.

In this paper, we construct a one-to-many classifier, that is, a classifier is used to screen whether a sample belongs to a certain behavior, and a total of 10 classifiers are constructed. In the simulation test, one material is selected at a time, and the remaining material is used as the sample set to train the classifier. Finally, the selected material is put into the trained classifier to estimate and obtain the estimated results. This operation is performed on each material, that is, one material is used as the test sample, the other material is used as the training set, and then a separate material is input into the classifier trained. The results are shown in Table 1.

| action | Number of correct classifications |
|--------|----------------------------------|
| bend   | 8                                |
| jack   | 4                                |
| jump   | 7                                |
| pjump  | 7                                |
| run    | 6                                |
| side   | 5                                |
| skip   | 6                                |
| walk   | 7                                |
| wave1  | 7                                |
| wave2  | 5                                |

The average success rate was 78%.

V. SUMMARY

In summary, this paper presents a behavior recognition method, which is based on Vibe foreground extraction algorithm and SVM classification algorithm. Based on the original vibe algorithm, this paper adds a new step, ghost elimination, and extracts a clear前景. Then, in order to reduce the computational complexity of subsequent behavior recognition, a method of selecting representative frames is proposed. Then, based on the star model, a star model with process compensation is proposed, and feature extraction is carried out. Then SVM classification training is used to get the classification model which can detect human behavior. The experimental results show that the proposed method can achieve a satisfactory success rate of behavior recognition.
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