Nonintrusive Method for Induction Motor Equivalent Circuit Parameter Estimation using Chicken Swarm Optimization (CSO) Algorithm

M. Aminu1∗, M. Abana1, S. W. Pallam1, P. K. Ainah2

1Department of Electrical Engineering, Niger Delta University, Wilberforce Island, Bayelsa, Nigeria.
2Department of Electrical Engineering, Modibbo Adama University of Technology, Yola, Nigeria.

ABSTRACT: This paper presents a nonintrusive method for estimating the parameters of an Induction Motor (IM) without the need for the conventional no-load and locked rotor tests. The method is based on a relatively new swarm-based algorithm called the Chicken Swarm Optimization (CSO). Two different equivalent circuits implementations have been considered for the parameter estimation scheme (one with parallel and the other with series magnetization circuit). The proposed parameter estimation method was validated experimentally on a standard 7.5 kW induction motor and the results were compared to those obtained using the IEEE Std. 112 reduced voltage impedance test method 3. The proposed CSO optimization method gave accurate estimates of the IM equivalent circuit parameters with maximum absolute errors of 5.4618% and 0.9285% for the parallel and series equivalent circuits representations respectively when compared to the IEEE Std. 112 results. However, standard deviation results in terms of the magnetization branch parameters, suggest that the series equivalent circuit model gives more repeatable results when compared to the parallel equivalent circuit.
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I. INTRODUCTION

Induction motors are the primary source of mechanical energy for various industrial applications. They constitute nearly 80% of the total number of motors used in industries (Fleiter et al., 2011; Waide and Brunner, 2011). This is mainly due to their low cost, reliability, robustness and low maintenance cost when compared to other types of machines. In high performance electric drive systems such as the Field Oriented Control (FOC) or the Direct Torque Control (DTC), accurate parameter estimation is needed to guarantee good controller response and overall performance (Toliyat et al., 2003). Significant attention has been given to the development of new methods for Induction Motor (IM) parameters estimation.

Currently, the standard no-load and locked rotor tests are the most reliable procedures that are being used to determine the IM equivalent circuit parameters. However, because these two tests represent the extremes of the motor operation, they do not correspond to normal conditions under which the IM operates. In addition, these tests may not be easily performed under in-service condition because of their intrusive nature, since the no-load test involves running the motor uncoupled to a load, while the locked rotor test requires full control of the rotor mechanically in the locked condition before measurements are taken. Hence, alternative methods have been considered in literature for IM parameters estimation.

A review of the major parameter estimation techniques has been presented in (Toliyat et al., 2003). Generally, the methods can be classified into two major groups, namely: signal injection methods and system identification methods. Signal injection methods are usually performed at standstill with the motor excited using a dc or ac signal and the motor parameters are determined based on the resulting response. Several studies using signal injection method are reported (Carraro and Zigliotto, 2014; Bechouche et al., 2012; Castaldi and Tilli, 2005). However, the major drawback of this method is the problem of torque ripples due to the injected signal (Lu et al., 2008). System identification methods can be based on steady state measurements (Reed et al., 2016; Alturas et al., 2016; Hague, 2008; Abdelhadi et al., 2005; Cirrincione et al., 2005) or transient measurements (Ranta and Hinkkanen, 2013; Wang., et al, 2004). Steady state methods use simplified motor models to solve the parameter estimation problem but require multiple tests measurements at different loading conditions.

Optimization techniques that are inspired by the phenomenon of natural evolution and Swarm Intelligence (SI) have been applied for IM parameter estimation (Al-badri et al., 2015; Kanakoglu et al., 2014; Seesak and Panthep, 2009). These methods rely on measurements of the motor terminal voltages and currents under steady state operation. Thus, the no-load and locked rotor test are avoided, making them suitable for field or in-service applications. Generally,
The resistances \( r_{st} \) and \( r_{sl} \) are added to the equivalent circuit to account for the core loss and the stray load loss in the motor. The value of \( r_{st} \) can be determined according to IEEE standard 112 (IEEE Std. 112, 2017) using equation (7):

\[
r_{st} = 0.018 f_p \left( \frac{1 - s_{fl}}{s_{fl}} \right)
\]

where \( s_{fl} \) is the slip at full-load.

The parameters associated with the equivalent circuit are the leakage reactance of the stator and rotor, the core loss resistance and the magnetization reactance. Detail procedures for obtaining these parameters are presented in the next sections.

The parameter estimation method uses the steady-state equivalent circuit of an IM to derive an objective function for optimization. In most conventional T-models, the core loss resistance is omitted for simplicity. However, in applications such as efficiency estimation or the design of high-performance electric drive systems, the core loss is crucial and therefore must be considered (Yang et al., 2017). In this paper, two equivalent circuit implementations are used: one with a parallel and the other with a series core loss representation as depicted in Fig. 1.

B. Objective Function Formulation

The goal of the optimization is to search for the motor parameters by minimizing the error between the measured and estimated motor quantities such as the stator currents, input power, output power and power factor using measured (experimental) and estimated (computer generated data). In order to minimize the number of unknown variables for the optimization algorithm, the resistance of the stator winding \( r_s \) can be obtained through direct measurements across two terminals of the stator windings (IEEE Std. 112, 2017). For a star connected machine, the stator resistance is given by equation (8) (IEEE Std. 112, 2017).

\[
r_s = 0.5 r_{total}
\]

where \( r_{total} \) is the resistance measured across the two stator terminals.

The ratio of stator to rotor reactance can also be used to determine the stator reactance based on the NEMA design class of the machine (NEMA MG 1, 2006) as shown in Table 1.

| \( x_s/x_r \) based on NEMA design class | NEMA Design class |
|----------------------------------------|-------------------|
| \( x_s/x_r = 0.67 \)                    | B                 |
| \( x_s/x_r = 0.43 \)                    | C                 |
| \( x_s/x_r = 1.00 \)                    | A, D and wound rotor motors |

With the stator resistance and reactance determined, only four variables are to be searched using the optimization techniques. These parameters are the rotor resistance \( (r_r) \), the core loss resistance \( (r_{fe}) \), the rotor leakage reactance \( (x_r) \) and the magnetization reactance \( (x_m) \).

Since values of resistances are affected by temperature changes, the stator and rotor resistances are to be corrected according to IEEE Standard 112 (IEEE Std. 112, 2017) using equation (9):

\[
R_t = R_m \left( \frac{T_e+C}{T_m+C} \right)
\]

where \( R_m \) is the measured value of winding resistance at the measured temperature \( T_m \) and \( R_t \) is the winding resistance corrected to the full-load temperature \( T_t \). \( C \) is the zero-resistance temperature constant (\( C = 234.5 \) for copper and \( C = 224.1 \) for aluminum).

Thus, the corrected resistances for the stator and rotor are:

\[
r_{st} = r_{stator} \left( \frac{T_e+C}{T_m+C} \right)
\]

\[
r_{rotor} = r_{rotor} \left( \frac{T_e+C}{T_m+C} \right)
\]

The following equations can be derived based on the equivalent circuit shown in Fig.1:

\[
Y_s = \frac{1}{r_{st}+jx_s}
\]

\[
Y_r = \frac{1}{x_r+jx_r}
\]

For parallel magnetizing circuit:
\[ Y_m = \frac{1}{r_{fe}} - \frac{1}{s_m} \]  
\[ I_{2-est} = \left[ \frac{v_2V_0(V_2+Y_m)}{V_0+Y+Y_m} \right] \]  
\[ I_m = \left[ \frac{v_2V_0}{r_{fe}(V_0+V_r+Y_m)} \right] \]  
\[ p_{f-est} = \frac{P_{real(t)}}{I_{2-est}} \]  
\[ I_r = \left[ \frac{v_2V_0r}{V_r+V_r+Y_m} \right] \]  
\[ P_{input-est} = 3(1^2r_{c-c} + \frac{I_2^2}{s} + I_{2r}^2r_{fe}) \]  
\[ P_{output-est} = 3(1^2r_{c-c} + \frac{I_2^2}{s}) \]  
\[ Y'_{m} = \frac{1}{r_{fe}+jx_{m}} \]  
\[ x_{r} = \frac{I_{r}}{r_{fe}+jx_{m}} \]  
\[ \text{The objective function to be minimized is therefore as given in (28):} \]
\[ f_{obj} = \sum^n_{i=1} \left( \sum^{m}_{j=1} f_{ij} \right) \]  
\[ P(\theta)_{\text{min}} \leq P(\theta) \leq P(\theta)_{\text{max}} \]  
\[ \theta = [r_r, x_{ir}, r_{fe}, x_{m}] \]  
\[ x_{ij}^{t+1} = x_{ij}^t + S1 \ast \text{Rand}\{0,1] \ast (x_{ij}^t - x_{ij}) + S2 \ast \text{Rand}\{0,1] \ast (x_{ij}^t - x_{ij}) \]  
\[ S1 = \exp \left( \frac{f_{1-r} - f_1}{\delta_{a(b)}(f)} \right) \]  
\[ S2 = \exp \left( f_{r} - f_1 \right) \]  
\[ \text{Where } k \in [1,N], k \neq i, \text{ Rand}(0,\sigma^2) \text{ is a Gaussian distribution with mean 0 and standard deviation } \sigma^2, \epsilon \text{ is the smallest constant used to avoid zero division. } k \text{ is the rooster’s index and } f \text{ is the fitness value.} \]

For the hens, the dominant would have more advantage in competing for food than the submissive ones. This can be formulated as follows (Wu et al., 2015; Meng et al., 2014):

\[ x_{ij}^{t+1} = x_{ij}^t + S1 \ast \text{Rand}\{0,1] \ast (x_{ij}^t - x_{ij}) + S2 \ast \text{Rand}\{0,1] \ast (x_{ij}^t - x_{ij}) \]  
\[ \text{Where } r1 \in [1,2,3, ..., N] \text{ is the rooster’s index in the } i^{th} \text{ group, while } r2 \in [1,2,3, ..., N] \text{ is the index of chicken (rooster or hen) randomly chosen from the swarm but } r1 \neq r2. \]

The chicks forage for food around their mother. This is formulated by (35) (Qu et al., 2017; Meng et al., 2014).

\[ x_{ij}^{t+1} = x_{ij}^t + FL \ast (x_{ij}^t - x_{ij}) \]  
\[ \text{Where } x_{ij}^t \text{ is the position of the } i^{th} \text{ chick’s mother (} m \in [1,N] \text{). The parameter } FL(FL \in (0,2)) \text{ is randomly chosen to determine the distance of the chick from its mother.} \]

The six parameters RN, HN, CN, MN G and FL are to be correctly specified in the CSO algorithm. As suggested in (Wu et al., 2015), the following parameter assumptions works well for most optimization problems: RN = 0.2N, HN = 0.6N, CN = N – RN – HN, MN = 0.1N. Selection of the appropriate value for G is problem specific. If G is very large, convergence rate of the algorithm becomes slow while very small value may result in the algorithm converging to a local optimal solution. It is recommended that G \in [2,20] and FL \in [0.4,1] may give good results for most optimization problems (Meng et al., 2014).

Given the chickens’ diverse laws of motion and cooperation between groups, the CSO algorithm strikes a balance between exploration and exploitation of the search space and this feature is what gives it its pre-eminence over other optimization algorithms as clearly demonstrated in (Qu et al., 2017; Wu et al., 2015; Meng et al., 2014).

For the induction motor parameter estimation problem, each individual chicken position \( x_{ij}^t = [r_r, x_{ir}, r_{fe}, x_{m}] \) represents a possible solution to the optimization problem.

\[ D. \text{ IEEE Reduced Voltage Impedance Test} \]

The IEEE reduced voltage impedance test method 3 is briefly presented in this section. This test method is used to
accurately extract the parameters of the IM which serve as the reference values for validation of the proposed CSO method. In this method, the motor is run uncoupled or coupled to a reduced load and the voltage is reduced to give the desired slip speed. Measurements of voltage, current, power and temperature are recorded at six different voltage values. The total reactance per phase for each test point is calculated and the values are used to draw a curve of the total reactance per phase versus voltage per phase as shown in Fig. 2 (IEEE Std. 112-2017).

![Fig. 2. Total input reactance versus no-load voltage.](image)

The highest point of this curve (D) is taken as the total no-load reactance per phase \((x_{t0} + x_m)\). From the lowest voltage test point (E), the total apparent reactance per phase can be calculated (IEEE Std. 112-2017). With the two values obtained at point D and E, and the initial ratio of \((x_{t0}/x_m)\) based on the NEMA design class of the motor, the set of equations in section 5.10.5.2 of the IEEE Std. 112-2017 are used iteratively until stable values of the motor parameters are achieved within 0.1%.

### III. RESULTS AND DISCUSSION

To verify the proposed CSO parameter estimation method, a 7.5 kW standard efficiency IM with nameplate data given in Table 2 is tested using the experimental setup shown in Fig. 3. The induction motor is coupled to a dynamometer through an in-line torque transducer.

![Fig. 3. The 22 kW Experimental Test Rig: 1. Programmable power supply MX 30, 2. Power supply panel, 3. Yokogawa WT1800 Power Analyzer, 4. 4-Quadrant DC Drive Load Assembly, 5. 15kW DC Machine, 6. In-line torque transducer-Magtrol TM 300, 7. Induction motor, 8. Data acquisition pc.](image)

The IEEE Std. 112 impedance test method 3 was performed and the results obtained are shown in Table 3. These results are used as the reference values for comparison to the proposed CSO method.

![Table 2: Nameplate data of the test motor.](image)

| Power (kW) | \(V_{IL}\) (V) | \(I_{rated}\) (A) | \(Freq.\) (Hz) | \(\eta_{rated}\) (pol) | \(R_{fe}\) (Ω) |
|-----------|----------------|------------------|---------------|-----------------|--------------|
| 7.5       | 380            | 15.1             | 50            | 1450            | 4            |

For the CSO method, a rated temperature test as specified by the IEEE standard 112 is first performed. This test is necessary to allow the machine’s temperature to stabilize before taking measurements.

![Table 3: Estimated parameters based on the IEEE reduced voltage impedance test.](image)

| Motor          | \(R_s\) (Ω) | \(R_r\) (Ω) | \(X_{s0}\) (Ω) | \(X_{r0}\) (Ω) | \(X_m\) (Ω) | \(R_{fe}\) (Ω) |
|----------------|-------------|-------------|----------------|----------------|--------------|--------------|
| IEEE std.112 Parallel circuit | 1.900       | 1.310       | 3.497          | 5.220          | 98.015       | 140.700      |
| IEEE std.112 Series circuit    | 1.900       | 1.310       | 3.497          | 5.220          | 98.500       | 6.893        |

*Stator resistance is measured directly.

The temperature test is followed by the load test where the machine is subjected to loads at 5 points approximately spaced between 125% down to 25% of the rated load. Readings of the stator current, voltage, shaft speed, electrical and mechanical power and the stator winding temperature are taken at each load point. The results from this test are shown in Table 4.

The power factor is calculated for each load point based on Table 4 using Eq. (36).

\[
p_f = \frac{P_{elec}}{\sqrt{3}V_{IL}}
\]

![Table 4: Load test results for the 7.5kW test motor.](image)

| Test point (%) | \(\eta\) (V) | \(I_s\) (A) | \(P_{elec}\) (W) | \(P_{mech}\) (W) | \(\eta_{mech}\) (rpm) | \(\eta_{elec}\) (rpm) |
|----------------|-------------|-------------|-----------------|-----------------|---------------------|---------------------|
| 125            | 375.7       | 19.1        | 11,123          | 9,213           | 1,425               | 116.17              |
| 100            | 376.9       | 15.2        | 8,731           | 7,471           | 1,445               | 124.28              |
| 75             | 378.2       | 11.7        | 6,474           | 5,671           | 1,462               | 118.78              |
| 50             | 379.4       | 8.7         | 4,236           | 3,817           | 1,476               | 115.68              |
| 25             | 380.4       | 6.5         | 2,294           | 1,925           | 1,489               | 108.88              |

The data in Table 4 and the calculated power factor for each load point are used as the measured quantities in (24) to (28) to compute the cost function for the CSO optimization algorithm. The code for the CSO optimization was implemented using the Matlab version 2018a software package based on the parameter settings shown in Table 5. The value for \(G\) is selected large enough as a tradeoff for the convergence speed in order to avoid a local optimum solution by the CSO algorithm.

![Table 5: The parameter settings for the CSO algorithm.](image)

| \(N\) | \(R_N\) | \(H_N\) | \(N\) | \(N\) | \(\eta\) | \(G\) | \(F_L\) | \(D\) |
|-------|----------|----------|------|------|---------|------|--------|------|
| 100   | 20       | 60       | 20   | 10   | 10      | 0.6  | 4      |      |
Fig. 4(a) to Fig. 4(g) show the convergence of the cost function and the motor parameters using the CSO algorithm for the parallel equivalent circuit. The algorithm is run 30 times with the same input data to test for consistency. Only three optimization cycles are shown in the figures for clarity.
As can be seen in Fig. 4(a), the objective function converges after about 42 iterations for all the three cycles. As shown in Fig. 4(b) and Fig. 4(c), consistent steady values of 1.309 \( \Omega \) and 5.225 \( \Omega \) were obtained in all 30 optimization cycles for the rotor resistance and leakage reactance respectively. On the other hand, inconsistent results are obtained for the core loss resistance and magnetization reactance as can be seen in Figs. 4(d)-(g). The disparity can be seen to be more pronounced in the estimation of the core loss resistance as can be observed in the Fig. 4(g). This problem has been observed in (Lu et al, 2007) and is due to the small impact of the core loss resistance on the stator IM currents.

One way of solving this problem is to use a series instead of the parallel circuit for the magnetization branch. Fig. 5(a) to Fig. 5(e) show the results for the series equivalent circuit.

As can be observed, the CSO algorithm was able to track the equivalent circuit parameters including the core loss resistance and the magnetization reactance in all the optimization cycles.

Fig. 5. Convergence profile (series circuit): (a) objective function (b) Rotor resistance (c) Rotor leakage reactance (d) Magnetization reactance (e) Core loss resistance.
Table 6 summarizes the final parameter estimation results for the parallel and series equivalent circuits. The CSO algorithm was set to run for 30 cycles and the average value was taken for each parameter. This is necessary to confirm the repeatability of the estimation algorithm. Based on the repeatability test, the summary of the recorded results for the parallel and series equivalent circuit implementation is given in terms of the absolute error and standard deviation as reported in Table 6. It can be observed that the standard deviation values for the series model show very close agreement to the IEEE method for all the estimated motor parameters when compared to the parallel model.

| Parameter | Reference Values | Parallel Model | Abs. Error (%) | Std. Dev. (σ) | Reference Values | Series Model | Abs. Error (%) | Std. Dev. (σ) |
|-----------|------------------|----------------|----------------|--------------|----------------|-------------|----------------|--------------|
| R_s(Ω)    | 1.310            | 1.309          | 0.0763         | 0.0002       | 1.310          | 1.309       | 0.0763         | 0.0002       |
| X_m(Ω)    | 5.220            | 5.225          | 0.0958         | 0.0058       | 5.220          | 5.227       | 0.1341         | 0.0047       |
| X_m(Ω)    | 3.500            | 3.505          | 0.1429         | 0.0039       | 3.500          | 3.502       | 0.0571         | 0.0032       |
| X_m(Ω)    | 98.015           | 97.964         | 0.0520         | 0.0341       | 98.500         | 98.482      | 0.0032         | 0.0017       |
| R_p(Ω)    | 1400.700         | 1477.203       | 5.4618         | 75.741       | 6.893          | 6.829       | 0.0285         | 0.0006       |

From Table 6, it can be observed that accurate parameter estimates are obtained for both the parallel and series equivalent circuits when compared to the reference values (obtained by the IEEE method 3). This is because the CSO algorithm as a global optimization method avoids convergence to an undesired local minimum. This can be observed by the percentage error values reported in Table 6. However, the standard deviation values, suggest that the series equivalent circuit model gives more repeatable results in terms of the magnetization branch parameters when compared to the parallel equivalent circuit.

IV. CONCLUSION

In this paper, a simple, yet accurate method for IM parameter estimation is presented. The method relies on few external measurements of motor terminal quantities (voltage, current), shaft speed and temperature to formulate a distance criterion objection function for optimization. The objective function is defined based on the difference between the measured data and their corresponding estimates. The estimated parameters are determined using two different equivalent circuit implementations. From the experimental results, it was shown that the CSO algorithm was capable of estimating the IM parameters for both the parallel and series equivalent circuits implementations with acceptable levels of accuracies. It can be deduced from the results that the series equivalent circuit implementation gave more accurate and repeatable parameter estimates with less percentage errors when compared to the parallel equivalent circuit implementation.
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