Natural language processing is an important branch of deep learning. In particular, the classification of short texts is one of the main tasks of computer linguistics, because it ensures the security of information. Therefore, this paper reviews the text classification methods for the first time, aiming at comparing the modern methods to solve the text classification problems, determine the trend in this direction, and select the best algorithm to be applied to research and business tasks. In this paper, with the help of the emerging algorithm in the field of deep learning, a web domain knowledge text classification method based on feature words is developed with the support vector machine (SVM) as the basic classification algorithm. Two datasets representing basic research disciplines and emerging research fields are selected to verify the proposed research framework. Experiments show that the performance of this method is improved by 3% compared with the benchmark method.

1. Introduction
The convolutional neural network (CNN) has been developed as an object of application of image recognition, but recently, it has been known that it can be applied to classification of documents and can be classified into high accuracy. This paper classifies documents by the CNN with a relatively deep layer and acquires excellent classification results [1]. However, there are few examples of document classification using a character-level CNN for Japanese documents. As a cause, there is a method called the transition learning using the learning result of other tasks as a method to deal with the problem. In this paper, we apply the residual network to the conventional character-level CNN [2]. We also apply this method to various datasets and confirm their effects. Convolutional neural networks are attractive. In a short time, they have become a disruptive technology, breaking all the most advanced algorithms in many fields, such as text, video, and voice, far beyond their initial application in image processing. The CNN consists of many neural network layers. The two different types of layers, convolution and pooling, are usually alternating. The depth of each filter in the network increases from left to right. Finally, it usually consists of one or more fully connected layers.

Advances in microelectronics and information technology have led to a wide range of applications for the real-time processing of large data streams [3]. For example, many simple operations in everyday life, such as using a credit card or telephone, require the automatic creation, analysis, and processing of a wide range of data. Because these operations are often carried out by a large number of participants, distributed and massive data streams are required. Similarly, social media contains large streams of network-specific and textual data [4]. The problem of creating models and algorithms is therefore relevant.

In order to ensure information and public safety, the analysis of content containing illegal information in telecommunications networks (including data related to terrorism, drug trafficking, online extremism, and preparations for protest movements or mass riots) is important to ensure information security [5]. The goal of this paper is to compare modern approaches to solving text classification problems, to discover trends in the field and to select the best algorithms for research and commercial tasks.
Text classification methods lie at the intersection of the two fields of information retrieval and machine learning. Their similarities lie in the way that the documents themselves are represented and in the quality of the algorithms. Currently, many methods and their different variations have been developed to classify text. Each group of methods has its advantages and disadvantages, areas of application, characteristics, and limitations [6].

Of particular interest are the following cases where the data is in the form of streams, for example, in telecommunications networks, some difficulties arise because model training is always based on a file of a set of attributes [7]. These sets of attributes may change over time, and it is necessary to consider the possible changes in the underlying distribution of data when constructing stream classifiers [8]. The preferred choice of method is one that can support incremental learning, i.e., we want the chosen method to support incremental learning, where the classifier learns on each sample in real time. In incremental learning, the training samples arrive sequentially during the sampling process; therefore, the classifier must constantly correct the training results and the classifier must constantly correct the training results and retrain itself [9]. In nonincremental training, the entire training sample is provided in its entirety at once. The entire training sample is provided all at once. Obviously, in the case of incremental learning, the behaviour of the classifier changes during operation, which reduces its predictability and may make the system difficult to adjust. At the same time, incremental learning makes the system more flexible and able to adapt to changing conditions.

The specificity of the classification process in streams is also due to the fact that it is not always possible to control the speed at which data arrives. Some of the document categories that may be encountered in a stream are only sporadic. Detecting such rare classes can be difficult [10]. Classes may be difficult to find, in which case it becomes very difficult to classify text. In such a case, the "I" becomes an extremely difficult task. The comparison of classifier construction methods is a rather difficult task, as different input data may lead to different results. It is therefore necessary to perform software implementations and performance calculations for training and testing on the same set of documents [11].

2. Related Work

With the continuous enrichment of web resources, web-oriented text classification research is gaining more and more attention [12, 13]. In this research, we use the network structure of vcdn and we use the network which is suitable for Japanese document classification. As a preliminary study on the transition learning, Moo et al. report that the transition learning works well when the similarity of the transition between the transitive and the transitional task is high in the document classification using the neural network.

The traditional text classification methods for the massive amount of information on the web are mainly manual classification and organization. However, the traditional methods using manual classification have many drawbacks, such as high labor and high material and energy consumption and low consistency of classification results [14]. Currently, the general technical process of text classification is as follows: first, the unstructured text data is preprocessed to represent the text in a structured form, which is called feature representation; second, feature selection is performed to select the feature items that best represent the text content to reduce the dimensionality of the feature vector space; then, the training document set is used to construct and train the classifier; finally, the new text is classified using the constructed classifier [15]. Finally, the constructed classifier is used to classify the new text. In [15], the maximum entropy model is applied to the text classification study in conjunction with the current text classification study. Reference [16] extracted features from text using the deep belief network and classified the extracted features using the softmax regression classifier, and the experiments showed that text classification using the deep belief network has good performance. Reference [17] proposed a text similarity weighting algorithm based on the semantic similarity of the knowledge network and conducted Chinese text classification experiments on the algorithm, and the results showed that the method improved the performance in text classification compared with the traditional text similarity.

Although the scheme of the abovementioned researchers has achieved certain results, the recognition of special characters is not very accurate but the CNN model designed in this paper also has good recognition ability for special symbols.

3. Text Classification

A distinction should be made between classification and clustering. In document classification, categories are predefined, whereas in clustering, they are not and even information about their number may not be available. It may be absent.

Formally, the formulation of the classification problem can be expressed in the following way.

There is a document set \(D = \{d_1, \cdots, d_D\}\) and a set of possible categories (classes) \(C = \{c_1, \cdots, c_D\}\). The unknown objective function \(D \times C \rightarrow \{0, 1\}\) given by the following:

\[
\Phi(d_j, c_i) = \begin{cases} 
0, & d_j \notin c_i, \\
1, & d_j \in c_i.
\end{cases}
\]  

(1)

A classifier needs to be constructed that is as close as possible to \(\Phi\). In the formulation of this problem, it should be noted.

A classification is called an exact classification if the classifier gives an exact answer.

\[
\Phi : D \times C \rightarrow \{0, 1\}.
\]  

(2)

If the classifier determines the classification status value of a document, the classification is called a threshold classification.
In general, the process of supervised learning (supervised learning) is as follows. The system is presented. The system presents a set of examples relating to the previous ones. This set of data is sometimes referred to as the training sample \( L \). It is used to train a classifier and to determine the values of its parameters so that the classifier gives the best results at that value. Next, the system generates solution rules that are used to classify a set of instances into a given class. The quality of the separation is checked using a test sample of instances \( T \). It is necessary to satisfy the following conditions:

\[
L \cap T = \emptyset, \\
\Omega = L \cup T \subseteq C \times D, 
\]

where \( \Omega \) means a set of examples and \( \Phi \) means the values of the objective function.

If in a task, each document \( d \in D \) may correspond to only one \( c \) to only one category \( C \in c \), then, there is a single-valued classification and, i.e., any number of categories.

A special case of disambiguation classification is binary classification, where a collection of documents needs to be divided into two nonoverlapping categories, for example, the task of determining the tone of speech (positive or negative) or the task of detecting or, with the help of a binary classifier, solving the task of spam detection (whether a message is spam).

The solution to the classification problem consists of four successive steps.

1. Preprocessing and indexing of documents
2. Reducing the dimensionality of the feature space
3. Constructing and training the classifier using machine learning methods
4. Evaluating the quality of the classification

When selecting a particular classification algorithm, the specific characteristics of each algorithm should be taken into account. There is still an unsolved problem. The method for determining the set of classification features, their number, and calculating the weights remains unsolved. In deep learning algorithms, the accuracy of classification depends heavily on the availability of training. The accuracy of classification depends heavily on the availability of appropriately sized training samples. Preparing such samples, sampling is a very time-consuming process. Until now, the problem of selecting parameters for some algorithms in the training phase has remained unresolved. In the following, each phase is considered in detail. The different algorithms used to construct the classifier, the experiments conducted with these algorithms, and the results of these experiments are described in detail.

3.1. Preprocessing and Indexing of Documents. Text preprocessing includes symbolization, removal of function words (semantically neutral words such as conjunctions and prepositions). The following work was carried out by morphological analysis (partitioning part of speech and word roots). This allowed for a significant reduction in the dimensionality of the space. As a result, all meaningful words occurring in the document are represented as features of the document.

A document index is a construction of some numerical model of a text that translates the text into a representation suitable for further processing.

For example, the bag-of-words model allows a document to be represented as a multidimensional vector consisting of words and their weights within the document [18]. In other words, each document is a vector in a multidimensional space whose coordinates correspond to the number of words and whose values correspond to the weights.

A common indexing model is Word2vec [19]. It represents each word as a vector containing information about the contextual (relevant) words. Another indexing model is based on taking into account n-grams, i.e., sequences of adjacent characters. Obviously, the same approach should be used for training and testing documents.

3.2. Features That Reduce the Dimensionality of the Feature Space. Different computational complexity and different classification methods depend directly on the dimensionality of the feature space. This is why the use of classifiers often resorts to reducing the number of features (terms) used.

By reducing the dimensional term space, it is possible to reduce the effects of overlearning—a phenomenon where the classifier is guided by random or incorrect features.

An overtrained classifier works well on the instances on which it has been trained and significantly worse on the test data. To avoid overtraining, the number of training instances should be proportional to the number of trainees. In some cases, reducing the dimensionality of the feature space by a factor of 10 (or even 100) may only lead to a deterioration in the nonsignificance of the classifier.

There are several ways to determine document feature weights. The most common one is the TF-IDF function. Its basic idea is to give more weight to words that have a high frequency in a particular document and a low frequency in other documents.

The term frequency (TF) is calculated—an estimate of the importance of a term in a single document \( d \)—using the following formula:

\[
TF = \frac{n_{td}}{n_d}. 
\]

IDF reduces the weight of common words according to the following formula:

\[
IDF = \log \left( \frac{|D|}{|D_t|} \right). 
\]

The total weight of terms in individual documents relative to the entire document set is calculated by the following formula:

\[
V_{td} = TF \cdot IDF. 
\]
It should be noted that equation (7) assesses the importance of a term based only on its frequency of occurrence in the document, without regard to the order of the terms.

Latent semantic analysis (LSA) was also used to reduce the dimensionality. LSA is a method to learn the implicit relationship between from massive text data and then obtain the expression characteristics of documents and words. The basic idea of this method is to comprehensively consider which documents will some words appear at the same time, so as to determine the similarity between the meaning of the word and other words. By first constructing a word document matrix \( M \), find the low-rank approximation of the matrix to mine the association relationship between the process is mainly divided into four steps: calculating the word document matrix, singular value decomposition, selecting the first \( k \) feature roots and the corresponding feature vectors to reconstruct the matrix \( M \), and mining the semantic relationship using the correlation coefficient matrix. Term space has also been used for LSA using singular matrix decomposition [20], flow mutual information (PMI) [21] (a measure of association), and conditional random fields (CRF). (a generalization of the latent Markov model). Some studies [22] have applied statistical criteria and relative entropy to probability distributions, called information amplification factors, or Kullback-Leibler divergence.

The following is a summary of these methods, including the advantages and disadvantages.

The naive Bayes approach (NB) refers to the probabilistic classification method setting \( P(c_i|d) \) as the probability of the document. The \( i = 1, \cdots, |C| \) represented by the vector \( d = (t_1, \cdots, t_n) \) corresponds to the category \( c_i \). The task of the classifier is to find such values of \( c_i \) and \( d \) that the probability \( P(c_i|d) \) is the maximum.

\[
\text{CSV}(d) = \arg \max_{c_i \in C} P(c_i|d). \quad (8)
\]

To calculate the value of \( P(c_i|d) \), use Bayes’ theorem.

\[
PP(c_i|d) = \frac{P(c_i)P(d|c_i)}{P(d)}. \quad (9)
\]

Calculating \( P(c_i|d) \) is difficult because of the large number of features \( t_1, \cdots, t_n \), so we make the “naive” assumption that any two coordinates are considered random and are statistically independent of each other. Then, one can use the following formula:

\[
P(d|c_i) = \prod_{k=1}^{n} P(t_k|c_i). \quad (10)
\]

All probabilities are then calculated using the maximum likelihood method.

4. Programme of This Paper

4.1. KNN. The \( k \) nearest neighbour (KNN) method refers to the metric classification method. In order to find the category corresponding to document \( d \), the classifier compares \( d \) with all documents in the training sample \( L \), i.e., for each \( d_k \in L \), it calculates a distance \( \rho(d_k, d) \). The \( k \) documents closest to \( d \) are then selected from the training set. According to the \( k \) nearest neighbour method, document \( d \) is considered to belong to the category that is the most common among the neighbours of a given document, i.e., for each category \( c_i \) is computed as a ranking function.

\[
\text{CSV}(d) = \sum_{d_k \in L_k(d)} \rho(d_k, d) \Phi(d_k, c_i), \quad (11)
\]

where \( L_k(d) \) is the \( k \) closest documents between \( L \) and \( d \) and \( \Phi(d_k, c_i) \) is a known value, which is the document already classified in the training sample.

4.2. Neural Networks. In order to classify the category classification, the following learning is carried out. First, the model uses the CNN, which is similar to the VDCNN. As a dataset in 50 dimensions, the set of different news articles is classified as the dataset of the transitional and the transition destination and the genre is classified as a category in order to have the size of the embedded vector.

A VDCNN with a convolution layer of 17 layers is referenced using chainer *1* *. The length of the input string is 1024 characters. The initial value of \( h \) is used to initialize the convolution layer of the network. In the following, the layers of the implemented VDCNN are assumed to be embed1, conv1, re2, RES5, FC6, and fc8 from the lower layer. The stochastic gradient descent method is used for the learning of a network containing four convolutional layers in each res layer.

In view of the limitations of current research methods, in order to accurately detect and identify the structural features of domain knowledge, this paper proposes a research framework based on the deep graph neural network learning representation method and the specific research process is shown in Figure 1. The proposed research framework consists of the following parts: data preprocessing module, feature extraction module, graph network model module, and domain knowledge structure visualization module.

The weight and bias of FC6 to fc8 are randomly initialized. The transition weight and bias are tested in two cases:

5. Experimental Results and Considerations

5.1. Dataset. The dataset is shown in Table 1.

The AFPBB dataset has four categories: news, environment science it, fifties, and sports. The livedoor dataset uses four categories (news, life hack, livedoor Homme, and sports watch), which are considered to be relatively close to AFPBB data.

5.2. Result. Learning the network of transponders is performed by AFPBB datasets. The dataset of the destination is the livedoor dataset. In this case, we compared the correct
solution for the test data in the two cases described. In addition, in order to clarify the effect of the transition learning in the case where the number of data in the transition destination is small, the comparison of the number of the training data of the transition to the first 1/2, 1/4, 1/8, and 1/16 was also compared. The results of comparison of the correct answers to test data are shown in Table 2 and Figure 2.

As shown in Figure 2, the inaccuracy of Init is the most accurate for all data sizes. In the VDCNN, it is very effective to use transfer learning between similar datasets at least. On the other hand, when the weight and bias after the transition are fixed, the accuracy is lower than that of scratch and the inverse effect is reversed in the other case. Moreover, the accuracy of scratching without reducing the data size and the accuracy of scratching are almost the same when the data size is 1/8. In addition, as the data size decreases, the difference in the accuracy of the scratches and Init increases [23, 24].
As can be seen in Figure 3, the citation networks in both the physics and blockchain domains exhibit a clear modular structure. Specifically, the modularity of the direct citation network structure for the physics discipline is 0.81, resulting in 12 communities, while the modularity of the citation network for the blockchain domain is 0.46, resulting in 8 communities. It should be noted that the results of subsequent document representation learning models as well as neural network models will be based on the results of citation network community classification. The coloring in the visualization stage of the domain knowledge network structure and the labeling in the graph neural network model will use the results of the citation relationship community delineation of the document nodes as a reference. The results of
domain text content analysis obtained based on document representation learning and stream learning algorithms are shown in Figure 4.

As shown in Figure 4, comparing the two visualizations, we find that the citation communities in physics show better aggregation characteristics, while the content analysis results in the “blockchain” domain are more inconsistent with the citation network community results, showing a lower aggregation of similar citation communities in terms of content. After coloring by citation network communities, it is more obvious that document representation learning can indeed characterize and measure the knowledge structure of more mature physical disciplines well. However, for the emerging “blockchain” domain, the results obtained from document representation learning and citation network structure community segmentation methods are relatively different. This may be due to the fact that the emerging field is at an early stage of exploration and the trend of integration with other fields is emerging but no clear topic or subfield has been formed yet.

6. Conclusions

Text classification of data in the Internet can solve the problem of information clutter to a greater extent and discover data containing domain knowledge. This paper proposes a feature word-based text classification method for web domain knowledge, using the support vector machine as the basic classification algorithm. In the future study, we can consider adding other features (such as word position, dependent syntax, and semantic roles) to verify the effects of different features or feature combinations on the classification of knowledge text. Experiments show that the performance of this method is improved by 3% compared with the benchmark method.
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