Role of attractive forces in the relaxation dynamics of supercooled liquids
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The attractive tail of the intermolecular interaction affects very weakly the structural properties of liquids, while it affects dramatically their dynamical ones. Via the numerical simulations of model systems not prone to crystallization, both in three and in two spatial dimensions, here we demonstrate that the non-perturbative dynamical effects of the attractive forces are tantamount to a rescaling of the activation energy by the glass transition temperature $T_g$: systems only differing in their attractive interaction have the same structural and dynamical properties if compared at the same value of $T/T_g$.

According to the ‘van der Waals picture’ the physics of liquids is dominated by the harsh and short-ranged repulsive forces between the particles, the weaker and longer ranged attractive forces only providing a homogeneous cohesive background. This suggests the possibility of treating the attractive forces perturbatively, as first proposed by Weeks, Chandler and Andersen [1, 2]. They indeed considered that, due the smooth spatial dependence of the attractive forces and the roughly homogeneous liquid structure, the sum of attractive forces experienced by a particle may be negligible with respect to the sum of the attractive ones. Hence ‘the arrangements and motions of molecules . . . are determined primarily by the local packing and steric effects produced by the repulsive forces’ [2]. Berthier and Tarjus [3, 4] investigated the validity of this scenario focusing on the Kob-Andersen binary Lennard-Jones (KA-LJ) model [5], a prototypical glass former. To assess the relevance of the attractive forces, they compared this model with its WCA variant (KA-WCA), where particles interact via the purely repulsive potential obtained by truncating the LJ potential at its minimum. Their results demonstrated that the attractive forces have a non-perturbative effect on the relaxation dynamics, as the attractive forces greatly slow down the dynamics at low temperatures. Subsequent works have clarified that the difference between attractive and purely repulsive interactions could be attributed to the small structural differences induced by the attractive forces. These differences have been first identified in higher order structural correlations [6, 8] and more recently, investigating two-point correlation functions via machine learning techniques [10]. Relating the relaxation time to the configurational entropy through the Adam-Gibbs relation [11], the effect of the different pair correlations on the dynamics has been rationalized considering their different contribution to the entropy [12–14]. It has also been demonstrated that it is possible to design a purely-repulsive potential that seemingly generates many structural and dynamical properties of LJ liquids [15–17].

All of these results indicate that in molecular liquids the attractive forces do not have a perturbative effect as originally speculated. The open question ahead is therefore quantitatively rationalizing their non-perturbative influence. In this Letter, we consider this question via the numerical investigation of the relaxation dynamics of a family of potentials characterized by the same repulsive part but different attractive tails. These potentials have been recently introduced to investigate the influence of the attractive interaction on the mechanical features of amorphous solids [13]. Our results demonstrate that attractive forces do not qualitatively change the features of the dynamics in the supercooled regime, but only rescale the typical temperature scale: the structural and the dynamical properties of the different potentials coincide if their temperature is measured in units of their respective glass transition temperatures, $T_g$. The non-perturbative role of the attractive forces is thus simply rationalized, to a very good approximation, via a simple rescaling of the typical energy scale.

**Model** – We investigate the role of the attractive interactions via the numerical simulations of an interaction potential with a repulsive and an attractive part $U(r_{ij}, \lambda) = U_r(r_{ij}) + U_a(r_{ij}, \lambda)$, the latter depending on a cutoff $\lambda$. The repulsive component acts for $r_{ij} \leq r_{ij}^\text{min} = 2^{1/6} \sigma_{ij}$, and is given by a LJ potential, $U_r(r_{ij}) = 4\epsilon_{ij} \left[ (\sigma_{ij}/r_{ij})^{12} - (\sigma_{ij}/r_{ij})^6 \right]$. Conversely, the attractive component only acts for $r_{ij}^\text{min} \leq r_{ij} \leq r_{ij}^{(c)}$, and is given by

$$U_a(r_{ij}, \lambda) = \epsilon_{ij} \left[ a_0 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - a_1 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 + \sum_{l=0}^{3} c_{2l} \left( \frac{r_{ij}}{\sigma_{ij}} \right)^{2l} \right].$$

Here the six parameters $a_0, a_1, c_{2l}$ are set such that $U(r_{ij})$ and its first two derivatives are continuous at the minimum, $r_{ij}^\text{min}$, and at the cutoff, $r_{ij}^{(c)}$, where the potential vanishes. As the cutoff is varied, the repulsive part of the potential remains unchanged, while the width of the attractive tail changes. We define the width of the attractive tail as $w(r^{(c)}) = r^{10\%} - r_{ij}^\text{min}$, where $U(r^{10\%}) = 0.1U(r_{ij}^\text{min})$, as illustrated in Fig. 4, and compare each potential to the Lennard-Jones one via the parameter $\lambda = w(r^{(c)})/w_{\text{LJ}}$. For $\lambda = 1$ we recover the
LJ potential, while in the limit $\lambda \to 0$ the attraction range vanishes and the potential becomes discontinuous at its minimum. We have investigated the above potential for different values of $\lambda$. Here we focus on two extreme values, $\lambda = 0.08$ and $\lambda = 0.87$, the other values behaving in an analogous way. Beside investigating the above potentials, we also consider the WCA one, $U_{\text{WCA}} = U_f(r_{ij}) + c_{ij}$, where the constant $c_{ij}$ is such that the potential vanishes continuously at $r_{ij}^{\text{min}}$. The WCA potential, which is not formally obtained from our potential of Eq. (I), would correspond to the $\lambda \to \infty$ limit.

Finally, in the Supplementary Material [19] we present results suggesting that our results do not depend on the specific form of the attractive potential.

To prevent crystallization and demixing [20] we study polydisperse systems with $\epsilon_{ij} = \epsilon$, $\sigma_{ij} = (\sigma_i + \sigma_j)/2$, and $\sigma_i$ is drawn from a uniform random distribution in the range [0.8:1.2]. We use $\sigma$, $\epsilon$ and the mass of the particles $m$ as units of length, energy and mass, respectively. In the numerical simulations [21], we first equilibrate the system at the desired value of the temperature $T$ and of the density $\rho$ via NVT simulations, and then perform production runs in the NVE ensemble. All measures are taken in thermal equilibrium, when the system displays no aging behavior. We focus on three dimensional (3d) systems with $N = 32000$ particles, but we will also show that our main result remains valid in two spatial dimensions (2d).

We consider two values of the density, $\rho = 1.07$, and $\rho = 1.15$. We remark that at the smallest temperature which we investigate the coexisting density for $\lambda = 0.87$ is $\rho_{\text{coex}} \approx 0.97$. Hence, we are investigating density values close to the coexistence region, where the role of attractive forces is expected to be of great relevance.

Results – We measure the structural relaxation time $\tau_\alpha$ from the decay of the self-intermediate scattering function $F_s(q,t) = \frac{1}{N} \langle \sum_{j=1}^N e^{i q (r_j(t) - r_j(0))} \rangle$, with $q \approx 7$ corresponding to the first peak position of the static structure factor. Specifically, we extract $\tau_\alpha$ by fitting $F_s$ curves with exponential function $\sim e^{-t/\tau_\alpha}$ in the interval of $F_s \in [e^{-1} \pm 0.1]$. Fig. 1b illustrates the dependence of the relaxation time on the inverse temperature for $\lambda = 0.08$ and $\lambda = 0.87$, and for the WCA model. We have checked that $\lambda = 0.87$ is already in the $\lambda \to 1$ limit in the considered temperature range, meaning that the system behaves as a LJ one. In all cases, the relaxation time exhibits a crossover from an Arrhenius to a super-Arrhenius temperature dependence, as in fragile glass-formers. At low temperature, the relaxation time of the WCA, $\lambda = \infty$, is smaller than that observed at $\lambda = 0.87$, which is smaller than that at $\lambda = 0.08$. Hence, as the attraction range decreases, the dynamics slows down. This confirms previous results [3, 10, 22]. We have also checked [3, 8, 10, 12] that the differences in the relaxation dynamics occur together with structural differences, we quantify comparing two-point correlation functions through the parameter $\Delta = \int_0^\infty |g_\alpha(r;T) - gw_{\text{CA}}(r;T)|dr$ [22, 23]. Panel c demonstrates that, as the temperature decreases, the structure of attractive potentials increasingly deviates from that of the WCA, and that the deviation becomes larger with the shorter range of the attractive interaction.

This observed behavior is consistent with the failure of the perturbation picture of liquids [11], according to which the sum of the attractive forces experienced by a particle should be small and negligible with respect to the sum of the repulsive forces experienced by the same particle. To explicitly verify that this assumption fails we evaluate the average net attractive force acting on the particles $f_a = \langle |f_a^{\text{s}}| \rangle$, where $f_a^{\text{s}} = \sum_i f_{ij}(r_{ij}) \theta(r_{ij} - r_{ij}^{\text{min}})$ is the net attractive force acting on particle $i$, $\theta(\cdot)$ being the Heaviside step function; similarly, we evaluate the average value of the magnitude of the net repulsive force acting on the particles, $f_r$. For the attractive forces...
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to act as a perturbation, one would need \(f_a/f_t \ll 1\). Fig. 1b illustrates that \(f_a/f_t\) increases as the temperature
decreases, and that it also decreases as the attraction range increases. This is qualitatively as expected. At
\(\lambda = 0.87\) the attractive forces may still account for 10% of the repulsive ones: they are not small enough to be negligible. Notice that, regardless of the attraction range, in the \(T \to 0\) limit \(f_a/f_t \to 1\), as the system reaches a state of mechanical equilibrium.

Having established that attractive forces play an important role in the relaxation dynamics, we now consider
if they change the dynamics quantitatively, or also qualitatively. To this end, we investigate the Angell’s plot [24]
by operatively defining the glass transition temperature \(T_g\) as that at which the relaxation time reaches \(\tau_a = 10^4\).
We find \(T_g = 0.61\) for the WCA model, \(T_g = 0.76\) for \(\lambda = 0.87\) and \(T_g = 0.9\) for \(\lambda = 0.08\).
Fig. 2 shows that when plotted versus \(T_g/T\) the data of Fig. 1b collapse on a same master curve, at low temperature.
Implying that all systems have the same fragility. Notice that for dimensional consistency in Fig. 2 we have also rescaled
the relaxation time by \(\tau_0 = 1/\sqrt{T}\). We have verified that the collapse is robust and not affected by the definition of \(T_g\).
The inset of Fig. 1b shows that qualitatively analogous results hold in two dimensions. We have therefore reached the first important message of our investigation: the non-perturbative effect of the attractive forces on the dynamics of supercooled liquids can be taken into account via a simple rescaling of the activation energy, for the model systems we have considered. Note that the data collapse also holds to a good approximation at high

\[\frac{\tau}{\tau_0} \approx \exp \left( \frac{\Delta E}{k_B T} \right) \text{ at low temperatures,}\]

where we observe an Arrhenius relaxation, \(\tau_0 \propto \tau_g \exp \left( \frac{\Delta E_A}{k_B T} \right)\). This suggests \(T_g \propto \Delta E_A\). This surprising result is related to a generalized isomorphism induced by the attractive forces. We remind [25, 26] that two state points of a same systems, having different densities and temperatures, are isomorph if they can be scaled into each other, meaning that their physical properties are identical when measured as a function of a thermodynamic parameter combining temperature and density. This exactly occurs in inverse power-law liquids, \(U(r) \propto r^{-n}\), whose physical properties are fixed by \(\rho^{d/d} T\) in \(d\) spatial dimensions. To compare systems with different interaction potentials, but same density, here we postulate \(T_g\) to be their relevant energy scale, and write the interaction energy as \(U(r, \lambda) = T_g^{(\lambda)} u(r)\) with \(u(r)\) a universal function. If this is so, then the statistical weight of configuration \(r\),

\[\exp \left( -\frac{U^{(\lambda)}(r)}{T} \right) = \exp \left( -\frac{u(r)}{T/T_g^{(\lambda)}} \right), \]

does not depend on \(\lambda\) if the temperature is measured in units of the glass transition temperature \(T_g^{(\lambda)}\). We validate this prediction in Fig. 3. In panels a,b we compare the radial distribution functions at \(T/T_g \approx 0.94\), for \(\lambda = 0.08\) and \(\lambda = 0.87\). In panel d,e we compare at \(T/T_g \approx 0.98\) the WCA potential, and the \(\lambda = 0.87\) case. We observe the radial distribution functions to be
indistinguishable, strongly supporting our speculation. This generalized isomorphism also holds for the dynamical properties of the system. Fig. 2 already clarifies that when the temperature is measured in units of \( T_g \) different potentials have the same relaxation time. In addition, we show in Fig. 3 of the KA-WCA model the fragility is density dependent, and in the KA-LJ it is again density independent \([3, 4]\). On the contrary, we find the fragility to be potential and density independent. We investigate the origin of this discrepancy considering that the KA model differs from our model in two aspects. First, the KA model uses a binary rather than a continuous size polydispersity. Secondly, the mixing rule involves both the energy scales and the particle size, as \( \epsilon_{AA} = \epsilon, \epsilon_{BB} = \epsilon/2, \epsilon_{AB} = 1.5\epsilon \). \( \sigma_{AA} = \sigma, \sigma_{BB} = 0.88\sigma, \sigma_{AB} = 0.87\sigma \). To separately check the role of these two differences we perform simulations of an A-B 80-20 mixture using the energy mixing rule of the KA model, but a continuous polydispersity with \( \sigma \) uniformly distributed in the [0.8:1.2] range. We fix the density to \( \rho = 1.07 \) and consider 80\% randomly chosen particles of type A, the other of type B. Fig. 4 shows the characteristic relaxation time over \( T \) for these systems (full symbols). For comparison, the figure also presents data obtained without any mixing in energy, \( \epsilon_{AA} = \epsilon_{BB} = \epsilon_{AB} = \epsilon \). For \( \lambda = 0.87 \), energy mixing slightly slows down the dynamics. Conversely, for the WCA case it substantially speeds it up. However, as illustrated in the inset of Fig. 4 all data can be again collapsed by rescaling the temperature by the glass transition temperature. Hence, also in the presence of polydispersity in \( \epsilon \) the attraction does not lead to qualitative changes in the relaxation dynamics, in the supercooled regime. We therefore conclude that the fragility dependence \([3, 4]\) of the KA-WCA model is strongly affected by size bidispersity.

In this respect, we have noticed that the bidispersity of KA-WCA is actually not enough to prevent its crystallization \([24]\), and that it is actually easier to crystallize the KA-WCA than the KA-LJ, which also crystallizes \([31]\). This suggests that the density dependence of the fragility of the KA-WCA \([3, 4]\) might be attributed to the presence of density and temperature dependent crystalline patches, or locally preferred structures \([3]\).

We have shown that the non-perturbative effect of the attractive forces on the dynamics of liquids can be taken into account via a rescaling of the relaxation energy scale: systems only differing in their attractive interaction have the same structural and dynamical properties at the same value of \( T/T_g \), where \( T_g \) is their respective glass transition temperature. Determining this energy scale from structural properties of the system remains an open issue. We have checked that this picture holds in the liquid region of the phase diagram, also close to the coexistence curve.

An important consequence of our finding is that the fragility is not affected by the attractive forces, but only by the repulsive ones which more directly control the local structure. This supports previous results which have linked the fragility to the emergence of locally favoured structures \([31, 34]\) and also to the steepness of the repulsive potentials \([32]\). While we do have shown in the SM \([19]\) that our results are robust with respect to changes of the functional form of the attractive tails, we remain cautious about the generality of the role of attractive forces in the limit of very small attractive wells, where a re-entrant glass transition may occur \([36]\). We finally remark that it has been shown that the glassy fragility is correlated with soft elastic modes \([37, 38]\). It is then interesting to understand how density of states behave for such polydisperse glasses where the fragility...
remains unaltered by attraction forces. We keep this question for future investigation.

We thank Gilles Tarjus, Srikanth Sastry, Itamar Procaccia and Li Yanwei for useful discussions. We acknowledge the support from the Singapore Ministry of Education through the Academic Research Fund (Tier 2) MOE2017-T2-1-066 (S), and from the NSCC for granting computational resources.

*massimo@ntu.edu.sg*  

[1] J. D. Weeks, D. Chandler, and H. C. Andersen, The Journal of Chemical Physics 54, 5237 (1971).  
[2] D. Chandler, J. D. Weeks, and H. C. Andersen, Science 220, 787 (1983).  
[3] L. Berthier and G. Tarjus, Physical Review Letters 103, 170601 (2009).  
[4] L. Berthier and G. Tarjus, The Journal of Chemical Physics 134, 214503 (2011).  
[5] W. Kob and H. C. Andersen, Physical Review Letters 73, 1376 (1994).  
[6] D. Coslovich, Physical Review E 83, 051505 (2011).  
[7] D. Coslovich, The Journal of Chemical Physics 138, 12A530 (2013).  
[8] G. M. Hockey, T. E. Markland, and D. R. Reichman, Physical Review Letters 108, 225506 (2012).  
[9] Y.-W. Li, Y.-L. Zhu, and Z.-Y. Sun, Physical Review E 94, 062601 (2016).  
[10] F. P. Landes, G. Birol, O. Dauchot, A. J. Liu, and D. R. Reichman, arXiv preprint arXiv:1906.01103 (2019).  
[11] G. Adam and J. H. Gibbs, The Journal of Chemical Physics 43, 139 (1965).  
[12] A. Banerjee, S. Sengupta, S. Sastry, and S. M. Bhatchacharya, Physical review letters 113, 225701 (2014).  
[13] A. Banerjee, M. K. Nandi, S. Sastry, and S. M. Bhatchacharya, The Journal of Chemical Physics 145, 034502 (2016).  
[14] A. Banerjee, M. K. Nandi, S. Sastry, and S. Maitra Bhatchacharya, The Journal of Chemical Physics 147, 024504 (2017).  
[15] U. R. Pedersen, T. B. Schroder, and J. C. Dyre, Physical Review Letters 105, 157801 (2010).  
[16] L. Bøhling, A. A. Veldhorst, T. S. Ingebrigtsen, N. P. Bailey, J. S. Hansen, S. Toxvaerd, T. B. Schroder, and J. C. Dyre, Journal of Physics: Condensed Matter 25, 032101 (2012).  
[17] Z. E. Dell and K. S. Schweizer, Physical Review Letters 115, 205702 (2015).  
[18] O. Dauchot, S. Karmakar, I. Procaccia, and J. Zylberg, Physical Review E 84, 046105 (2011).  
[19] See Supplemental Material at XXX for a study of the effect of the functional form of the attractive potential.  
[20] F. Leonforte, R. Boissiere, A. Tanguy, J. Wittmer, and J.-L. Barrat, Physical Review B 72, 224206 (2005).  
[21] S. Plimpton, Journal of Computational Physics 117, 1 (1995).  
[22] L. Wang and N. Xu, Physical Review Letters 112, 055701 (2014).  
[23] T. S. Ingebrigtsen, T. B. Schroder, and J. C. Dyre, Physical Review X 2, 011011 (2012).  
[24] C. A. Angell, Science 267, 1924 (1995).  
[25] N. Gnan, T. B. Schroder, U. R. Pedersen, N. P. Bailey, and J. C. Dyre, The Journal of Chemical Physics 131, 234504 (2009).  
[26] J. C. Dyre, Physical Review E 88, 042139 (2013).  
[27] Y. S. Elmatad, D. Chandler, and J. P. Garrahan, The Journal of Physical Chemistry B 114, 17113 (2010).  
[28] W. Kob and H. C. Andersen, Physical Review E 51, 4626 (1995).  
[29] J. Chattoraj and M. Pica Ciamarra, in preparation.  
[30] U. R. Pedersen, T. B. Schroder, and J. C. Dyre, Physical Review Letters 120, 165501 (2018).  
[31] D. Coslovich and G. Pastore, The Journal of Chemical Physics 127, 124504 (2007).  
[32] C. P. Royall and S. R. Williams, Physics Reports 560, 1 (2015).  
[33] C. Xia, J. Li, Y. Cao, B. Kou, X. Xiao, K. Fezzaa, T. Xiao, and Y. Wang, Nature Communications 6, 8409 (2015).  
[34] D. Wei, J. Yang, M.-Q. Jiang, L.-H. Dai, Y.-J. Wang, J. C. Dyre, I. Douglass, and P. Harrowell, The Journal of Chemical Physics 150, 114502 (2019).  
[35] L. Wang, P. Guan, and W. Wang, The Journal of chemical physics 145, 034505 (2016).  
[36] G. Foffi, C. De Michele, F. Sciortino, and P. Tartaglia, Physical review letters 94, 078301 (2005).  
[37] H. Shintani and H. Tanaka, Nature Materials 7, 870 (2008).  
[38] L. Yan, G. Düring, and M. Wyart, Proceedings of the National Academy of Sciences 110, 6307 (2013).
We develop a potential function where the repulsive term follows the standard LJ potential, i.e., $U(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]$, when $r_{ij} \leq r_{ij}^{\text{min}} = 2^{1/6} \sigma_{ij}$, and the attractive term is expressed as a polynomial form

$$U_a(r_{ij}, \lambda) = \epsilon_{ij} \left[ \sum_{l=0}^{3} b_{2l} \left( \frac{r_{ij}}{\sigma_{ij}} \right)^{2l} \right] \quad \text{for} \quad r_{ij}^{\text{min}} \leq r_{ij} \leq r_{ij}^{(c)}.$$  \hspace{1cm} (S1)

The four coefficients $b_{2l}$ are set such that the potential function reaches its minimum value $-\epsilon_{ij}$ at $r_{ij}^{\text{min}}$, and the function and its first derivative vanish at the cutoff $r_{ij}^{(c)}$. We have introduced the parameter $\lambda = w(r^{(c)})/w_{\text{LJ}}$ to distinguish different attractive potential functions, where $w(r^{(c)}) = r^{10\%} - r^{\text{min}}$, is defined as the distance between the minimum position and the position at which energy is $0.1U(r^{\text{min}})$, and $w_{\text{LJ}}$ follows the same definition for Lennard-Jones potential. We then study the structural relaxation time $\tau_\alpha$ over temperature $T$ for two different values of $\lambda = 0.87, 1.5$ (see the two curves labelled type-II in Fig. S1(b)). In comparison with the potential functions used in our main text, we find that with the new attraction potentials the relaxation time can go even faster than the relaxation time of WCA. Nevertheless after rescaling $T$ by the glass transition temperature $T_g$ ($\tau_\alpha \equiv 10^4$) we recover the same fragility for all potentials which we studied in this work (Fig. S1(c)).