Interpolation of impedance matrices for varying quasi-periodic boundary conditions in 2D periodic Method of Moments
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Abstract—Periodic structures can be simulated using the periodic Method of Moments. The quasi-periodicity, i.e. periodicity within a linear phase-shift, is implemented through the use of the periodic Green’s function. In this paper, we propose a technique to interpolate the impedance matrix for varying phase-shifts. To improve the accuracy, the contribution of the dominant Floquet modes and a term corresponding to a linear phase-shift are first extracted. The technique is applied to planar geometries, but can be extended to non-planar configurations. This paper has been published in the proceedings of the 15th European Conference on Antennas and Propagation (EuCAP 2021). The original version of the paper is available at https://doi.org/10.23919/EuCAP51087.2021.9411301.
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I. INTRODUCTION

Electromagnetic periodic structures have received a lot of attention due to their peculiar properties and their relatively easy integration in complex designs. Among the applications are the design of Frequency-Selective Surfaces (FSS), reflect- and transmit-arrays, metasurfaces, metamaterials, etc. The efficient study of these materials requires suitable numerical tools.

Structures periodic in two directions can be simulated using the Method of Moments (MoM), a spectral method based on surface integral equations [1]. If the excitation is quasi-periodic, i.e. it shares the periodicity of the structure within a linear phase-shift, the response of the structure can be obtained from the study of a single unit cell. The periodicity is accounted for through the use of a modified Green’s function that accounts for the periodicity of the structure. First, the impedance matrix of the structure is computed. Then, the resulting system of equation is solved to obtain the response of the structure to a given excitation. For unit cells of small or moderate size, most of the time is devoted to the computation of the periodic impedance matrix. Non-periodic sources can be handled using the Array Scanning Method (ASM), which consists of decomposing the non-periodic source into a superposition of quasi-periodic sources and solving each subproblem separately [2].

One drawback of the periodic Method of Moments is that the response of the structure must be computed for each frequency and relative phase-shift between consecutive unit cells. This problem becomes critical when using the ASM, for which a large number of phase shifts may be required to get accurate results [3]. One way to counter this drawback is to use interpolation techniques [4], [5], [6]. The value of the impedance matrix is computed for few reference frequencies and/or phase shifts. Its value at different frequencies and/or phase shifts is then interpolated. Brute-force polynomial interpolation is inefficient due to the rapidly oscillating behaviour of the Green’s function and the singularity arising from plane-waves with grazing incidence. To improve the convergence of the method, it was proposed to use a Model-Based Parameter Estimation (MBPE) technique [4], [6]. Based on the physics, a model is developed to describe the generic behaviour of the periodic impedance matrix entries. Then, the evolution of each entry of the impedance matrix is obtained by adjusting few coefficients involved in the model. In [5], the periodic impedance matrix for normally incident plane-waves is divided into two contributions: the resonant modes of the substrate and the rest. Then, the relative contribution of the different terms is estimated to fit the actual value of the periodic impedance matrix at few sampling frequencies. In [6], it is proposed to extend the technique to oblique incidence by removing an additional phase term. In this way, frequency interpolation of the periodic impedance matrix can be carried out for non-vanishing phase shifts between consecutive unit cells. However, these studies concentrate on the interpolation of the periodic impedance matrix vs. frequency. It seems that the interpolation with respect to the phase shift has received little attention so far.

In this paper, we propose a method to interpolate the periodic impedance matrix for different phase shifts between consecutive unit cells. First, the contribution of the leading Floquet modes is removed from the impedance matrix. Then, an additional phase term is extracted. It is shown that the resulting function is smooth with respect to the phase shift between consecutive unit cells. The contribution of the dominant Floquet modes is evaluated numerically instead of being
fitted, so that very few sampling points are required for the interpolation. It is in contrast with MBPE techniques for which at least one sampling point per coefficient is required. It is also shown that removing the contribution of the main Floquet modes breaks the periodicity of the impedance matrix, so that one impedance matrix can be used to obtain several sampling points.

The paper is organized as follows. In Section II, the working principle of the periodic MoM is briefly described. Then, in Section III, the behaviour of the periodic impedance matrix is studied and the interpolation technique is described. Last, in Section IV, the interpolation technique is validated through few examples.

II. THE PERIODIC METHOD OF MOMENTS

Surface Integral Equation based numerical methods are relying on the surface equivalence principle. The response of a structure to incident fields is modeled using equivalent currents. The fields generated by these currents correspond to the fields scattered by the structure. The amplitude of the currents is found by solving the resulting system of equations:

$$\mathbf{Z} \mathbf{x} = -\mathbf{b}$$

with $\mathbf{Z}$ the impedance matrix, $\mathbf{x}$ a vector containing the unknown coefficients used to expand the equivalent currents using the BF and $\mathbf{b}$ the impact of the incident fields on the boundary conditions. One natural set of boundary conditions that can be used is the continuity of the tangential electric and magnetic fields, leading to the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formulation. Using this formulation, the impedance matrix corresponds to the sum of the fields generated by the BF along the TF through the media on both sides of the interface.

This method can be extended to periodic structures provided that the fields radiated by replicas of the BFs are included when computing the impedance matrix [11]. In that case, one obtains the following system of equations:

$$\tilde{\mathbf{Z}}(\varphi) \mathbf{x} = -\mathbf{b}(\varphi)$$

with $\tilde{\mathbf{Z}}$ the periodic impedance matrix and $\varphi$ the phase-shift between consecutive unit cells in the two directions of periodicity.

One way to compute the periodic impedance matrix is to first compute the the periodic Green’s function and convolve it spatially with the BFs and integrate the result along the TF. In that case, several methods can be used to accelerate the computation of the periodic Green’s function (see e.g. [8], [9], [10], [11]). Another possibility is to compute directly the impedance matrix in the spectral domain. In that case, each entry of the impedance matrix can be expressed as an infinite series of spectral term, each term corresponding to one Floquet mode of the structure [12].

III. INTERPOLATION SCHEME

We consider a homogeneous medium of permittivity and permeability $\varepsilon$ and $\mu$. In this medium, a quasi-periodic set of BF of period $d_x$ and $d_y$ and phase-shifts $\varphi_x$ and $\varphi_y$ in the $x$ and $y$ directions emit electric ($E$) and magnetic ($H$) fields, which are tested with the TFs. We define the direction $\hat{z} = \hat{x} \times \hat{y}$. We consider that the TF is located either above or below the BF, i.e. the sign of $\hat{z} \cdot (r' - r)$ is identical for any pair of points $r'$ and $r$ on the BF and TF, respectively. This condition is always met in planar geometries, so that we will restrain ourselves to this particular case for the rest of the paper. Then, using the notations of [3], the corresponding entry of the periodic impedance matrix reads

$$\tilde{Z}^E \hat{A}(\varphi) = \frac{\eta k}{2 d_x d_y} \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \frac{1}{\gamma_{pq}}$$

$$\times \left( \tilde{F}_{B,e}(k_{pq}) \tilde{F}_{T,e}(-k_{pq}) + \tilde{F}_{B,m}(k_{pq}) \tilde{F}_{T,m}(-k_{pq}) \right)$$

$$\tilde{Z}^M(\varphi) = \frac{k}{2 d_x d_y} \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \frac{1}{\gamma_{pq}}$$

$$\times \left( \tilde{F}_{B,e}(k_{pq}) \tilde{F}_{T,m}(-k_{pq}) - \tilde{F}_{B,m}(k_{pq}) \tilde{F}_{T,e}(-k_{pq}) \right)$$

with $\varphi = (\varphi_x, \varphi_y)$, $\eta = \sqrt{\mu/\varepsilon}$ the impedance of the medium through which the interactions are computed, $k = \omega/\sqrt{\varepsilon \mu}$ the wavenumber of the medium, $\omega$ the angular frequency, $k_{pq} = (k_x, k_y, q \pm \gamma_{pq})$ the wave-vector associated to Floquet harmonic $(p, q)$. $\tilde{F}_{B/T,e/m}(\varphi)$ the Fourier transform of the $\hat{e}$ or $\hat{m}$ component of the BF ($B$) and TF ($T$), with:

$$\hat{e}(k_{pq}) = \frac{1}{k_{t,pq}} \left( -k_{x,p}, k_{y,q}, 0 \right)$$

$$\hat{m}(k_{pq}) = -\frac{\gamma_{pq}}{k_{t,pq}} \left( \pm k_{x,p}, \pm k_{y,q} - k_{t,pq}^2 \gamma_{pq} \right)$$

$$k_{t,pq} = \left( k_{x,p}, k_{y,q}, 0 \right)$$

$$\gamma_{pq} = \sqrt{k_{t,pq}^2 - k_{pq}^2}$$

$$k_{x,p} = \frac{2 \pi p + \varphi_x}{d_x}$$

$$k_{y,q} = \frac{2 \pi q + \varphi_y}{d_y}$$

Note that where $\pm$ is indicated, the $+$ sign is used if the TF is located above the BF, and the $-$ sign otherwise. Similarly, note that $b = \sqrt{a}$ is defined such that its imaginary part is negative and, if $b$ is real, it is positive.

From [3] and [4], the dependence of the impedance matrix on $\varphi$ can be analyzed. Looking at each term of the sum separately and factoring out the phase term due to the spatial
shift between the BF and TF, one can highlight four different factors:

\[ \frac{1}{\gamma_{pq}} \]  

(12)

\[ \tilde{f}_{B,e/m}^0(k_{pq}) \tilde{f}_{T,e/m}^0(-k_{pq}) \]  

(13)

\[ \exp \left( jk_{\ell,pq} \cdot (r_B^0 - r_T^0) \right) \]  

(14)

\[ \exp \left( \pm j\gamma_{pq} \hat{z} \cdot (r_B^0 - r_T^0) \right) \]  

(15)

with \( \tilde{f}_{B,e/m}^0(k_{pq}) \) and \( \tilde{f}_{T,e/m}^0(-k_{pq}) \) the Fourier transforms of the BF and TF when they are centered at the origin and \( r_B^0 \) and \( r_T^0 \) the position of the BF’s and TF’s actual centers with respect to the origin.

We now look at each factor separately.

Factor (12): For \( k_{\ell,pq} \approx k \), this factor varies rapidly vs. \( \varphi_x \) and \( \varphi_y \) that may be hard to interpolate. However, for \( k_{\ell,pq} \gg k \), the variation is slow with respect to \( \varphi \) and thus the interpolation is expected to work well.

Factor (13): The BF and TF are generally well-behaving functions, so their Fourier transform does not exhibit any sharp feature. Moreover, the BF and TF being usually much smaller than the unit cell, their Fourier transform is expected to vary very slowly with \( \varphi \).

Factor (14): The variation of this factor with respect to \( \varphi \) does not depend on indices \( (p,q) \) of the Floquet mod considered and can be factored out as

\[ \exp \left( j \left( \frac{\varphi_x}{\Delta x} \hat{x} + \frac{\varphi_y}{\Delta y} \hat{y} \right) \cdot (r_B^0 - r_T^0) \right) \]  

(16)

Factor (15): Four different cases can be highlighted, depending on the distance \( \Delta z \) between the BF and the TF in the \( \hat{z} \) direction and depending on \( k_{\ell,pq} \), the amplitude of the transverse wave-vector. On one hand, if \( \Delta z \gg 0 \), variations of the factor are rapid if \( k_{\ell,pq} \ll k_0 \). However, if \( k_{\ell,pq} \gg k_0 \), \( \varphi_z \) becomes negligible and the contribution of the corresponding terms to series (3) and (4) is negligible. On the other hand, if \( \Delta z \approx 0 \), variation with respect to \( \gamma_{pq} \) and thus \( k_{\ell,pq} \) is slow. It should be noticed that for \( k_{\ell,pq} \approx k \), despite the relatively slow variation, the function is not analytic. Thus, interpolation is not expected to provide accurate results when crossing this limit.

Summarizing all these observations, the high-order \( (p,q) \) terms, and thus their sum, are expected to be easy to interpolate. Thus the interpolation method is the following:

1) Compute the periodic impedance matrix for few phase shifts.
2) Remove the contribution of the dominant Floquet modes \( |\ell|, |q| \leq N \).
3) Remove the phase term of (16).
4) Interpolate the remaining function for the phase shift of interest using a polynomial interpolation technique.
5) Re-introduce the phase term of (16).
6) Re-add the contribution of the dominant Floquet modes.

One interesting feature of the technique is that \( \tilde{Z} \) is periodic with respect to \( \varphi_x \) and \( \varphi_y \), so that

\[ \tilde{Z}(\varphi_x, \varphi_y) = \tilde{Z}(\varphi_x + 2\pi, \varphi_y) = \tilde{Z}(\varphi_x, \varphi_y + 2\pi). \]  

(17)

However, the Floquet modes that are removed do depend on the phase shift considered since, according to (10) and (11), we have

\[ k_{x,p}(\varphi_x + 2\pi) = k_{x,p+1}(\varphi_x) \]  

(18)

\[ k_{y,q}(\varphi_y + 2\pi) = k_{y,q+1}(\varphi_y) \]  

(19)

It means that from a single periodic impedance matrix, one can evaluate the value of the interpolant at several different locations. Let’s take a simplified 1D example, as illustrated in Fig. 1. On the top graph, one can see the evolution of the Floquet modes of the series (3) and (4) with respect to the phase shift \( \varphi \). Clearly, if \( \varphi \) is increased by \( 2\pi \), the Floquet modes will be translated by one single period. Hence, when summing the contribution of the Floquet modes, one obtains the same value for \( \varphi \) and \( \varphi + 2\pi \). However, after removing the contribution of the \( 2N + 1 \) dominant Floquet modes, the remaining terms in series (3) and (4) will be different for different phase shifts \( \varphi \) (cf. bottom graphs). The resulting interpolant \( \tilde{Z}_{rem}(\varphi) \) will be non-periodic. Thus, from a single periodic impedance matrix, by choosing properly the Floquet modes that are being removed, one can determine the value of the interpolant at several different locations.
IV. NUMERICAL RESULTS

In order to illustrate the improvement of the interpolant with each successive transformation, we consider the interaction between two identical co-planar rooftop basis functions aligned in the \(x\) direction. Each half of the rooftop is corresponding to a square of size \(\lambda/18\), \(\lambda\) being the wavelength. The periodicity in the \(x\) and \(y\) directions is \(\lambda/1.8\). The TF corresponds to the replica of the BF translated by half a unit cell in the \(x\) and \(y\) directions. The evolution of the periodic interaction with phase shift is illustrated in the top graphs of Fig. 2. Graphs in the left-hand side illustrate the real part and graphs on the right-hand side illustrate the imaginary part of the periodic interaction. The middle graphs illustrate the value of the periodic impedance matrix after removing the contribution of the 9 dominant Floquet modes (\(N = 1\)). The bottom graphs illustrate the value of the interpolant after removing both the contribution of the 9 dominant Floquet modes and the phase term of (15). It can be seen that, at each step, the function becomes much smoother and easier to interpolate. Similar results are found for different pairs of BF and TF. It is worth noting that the value of the interpolant is illustrated for phase-shifts varying from \(-2\pi\) to \(2\pi\). While one is generally interested in estimating the periodic impedance matrix for phase shifts ranging from \(-\pi\) to \(\pi\), this extended zone can be used to add sampling points that may improve the polynomial interpolation.

In order to check the accuracy of the interpolation procedure, we meshed a whole plane of the unit cell using 200 rooftop TFs oriented along the \(x\) and \(y\) directions. The periodic interaction between a single BF and the 200 TF was computed for several different heights \(\Delta z\) between the BF and the TF. For the interpolation, we used four different periodic impedance matrices: \(\tilde{Z}(0,0), \tilde{Z}(0,\pi), \tilde{Z}(\pi,0)\) and \(\tilde{Z}(\pi,\pi)\). From these impedance matrices, the interpolant has been evaluated on 25 sampling points using the described procedure with \(N = 1\) (9 Floquet modes extracted), the coordinates of the sampling points corresponding to \(\varphi_x, \varphi_y \in \{-2\pi, -\pi, 0, \pi, 2\pi\}\). Then, from these sampling points, the interpolant was approximated using a polynomial of order 4. Due to the high number of sampling points, the coefficients of the polynomial were obtained by solving an overconstrained system of equations, the relative weight attributed to the most distant points being a hundred times smaller than the weight attributed to the nine central points.

Periodic impedance matrices were computed using the method of [13]. Since only one BF is used, the resulting impedance “matrices” correspond to vectors. The error is estimated as the norm of the difference between the interpolated impedance matrix and the computed one, relative to the norm of the computed one:

\[
e(\varphi) = \frac{\|\tilde{Z}_{\text{interp}} - \tilde{Z}\|_2}{\|\tilde{Z}\|_2}
\]  

with \(\tilde{Z}_{\text{interp}}\) the periodic impedance matrix obtained using the interpolation technique and \(\| \cdot \|\) the L2 norm. For any distance and phase-shift, the maximum error was found to be approximately 0.2%.

We compared the times required to prepare the interpolation procedure and apply it. To do so, we considered the electric and magnetic fields generated by the plane on itself (200x400 interactions). In [13], the periodic Green’s function is first tabulated and then integrated over the BF and TF. For each phase-shift the tabulation of the periodic Green’s function required 20” and the computation of the impedance matrix required 6”. Thus computing the four periodic impedance matrices required 1’45”. Then, as explained earlier, the four periodic impedance matrices have been used to estimate the value of the interpolant at 25 different points. The estimation of the interpolant took about 10”. Last, to interpolate the value of the matrix for a given phase-shift, it took about 0.5”. The duration of the different steps is summarized in Table [1]. It should be emphasized that the computation of the reference impedance matrices and the extraction of the dominant Floquet modes only needs to be performed once.

![Fig. 2. Evolution of the periodic interaction with the contribution of all the Floquet modes (top graphs), without the contribution of the 9 dominant Floquet modes (middle graphs) and after removing the remaining phase term (bottom graphs). Both the real (LHS) and imaginary (RHS) parts of the functions are displayed. The red square delineates the zone of phase-shifts going from \(-\pi\) to \(\pi\).]
To conclude, we proposed a technique to efficiently interpolate the Method of Moments periodic impedance matrix vs. the phase shift between consecutive unit cells. To improve accuracy, the interpolant is smoothened by extracting the contribution of the dominant Floquet modes and a linear phase term. The efficiency of the method partly relies on the fact that a single periodic impedance matrix can be used to sample the interpolant at many different points. The accuracy of the method has been validated on numerical examples.
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