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Abstract

Constrained submodular set function maximization problems often appear in multi-agent decision-making problems with a discrete feasible set. A prominent example is the problem of multi-agent mobile sensor placement over a discrete domain. Submodular set function optimization problems, however, are known to be NP-hard. This paper considers a class of submodular optimization problems that consist of maximization of a monotone and submodular set function subject to a uniform matroid constraint over a group of networked agents that communicate over a connected undirected graph. We work in the value oracle model where the only access of the agents to the utility function is through a black box that returns the utility function value. We propose a distributed suboptimal polynomial-time algorithm that enables each agent to obtain its respective strategy via local interactions with its neighboring agents. Our solution is a fully distributed gradient-based algorithm using the submodular set functions’ multilinear extension followed by a distributed stochastic Pipage rounding procedure. This algorithm results in a strategy set that when the team utility function is evaluated at worst case, the utility function value is in $\frac{1}{c}(1 - e^{-c} - O(1/T))$ of the optimal solution with $c$ to be the curvature of the submodular function. An example demonstrates our results.

1 Introduction

This paper studies a multi-agent optimal planning in discrete space, which is often referred to as optimal strategy scheduling. We consider a group of $A = \{1, ..., N\}$ agents with communication and computation capabilities, interacting over a connected undirected graph $G(A, E)$. Each agent $i \in A$ has a distinct discrete strategy set $P_i$, known only to agent $i$, and wants to choose at most $\kappa_i \in \mathbb{Z}_{>0}$ strategies from $P_i$ such that a monotone increasing and submodular utility function $f : 2^P \rightarrow \mathbb{R}_{\geq 0}$, $P = \bigcup_{i \in A} P_i$, evaluated at all the agents’ strategy selection is maximized. In other words, the

\[ \frac{1}{c}(1 - e^{-c} - O(1/T)) \]
agents aim to solve in a distributed manner the discrete domain optimization problem

\[
\max_{\mathcal{R} \in \mathcal{I}} f(\mathcal{R}) \tag{1a}
\]

\[\mathcal{I} = \{ \mathcal{R} \subset \mathcal{P} \mid |\mathcal{R} \cap \mathcal{P}_i| \leq \kappa_i, \forall i \in \mathcal{A} \}. \tag{1b}\]

The agents’ access to the utility function is through a black box that returns \(f(\mathcal{R})\) for any given set \(\mathcal{R} \in \mathcal{P}\) (value oracle model). The constraint set \(\text{(1b)}\) is a partition matroid, which restricts the number of strategy choices of each agent \(i \in \mathcal{A}\) to \(\kappa_i\). In a distributed solution, each agent \(i \in \mathcal{A}\) should obtain its respective component \(\mathcal{R}_i^* \in \mathcal{P}_i\) of \(\mathcal{R}^* = \bigcup_{j=1}^{N} \mathcal{R}_j^*\), the optimal solution of \(\text{(1)}\), by interacting only with the agents that are in its communication range. Optimization problem \(\text{(1)}\) is known to be NP hard \([1]\). Our goal is to design a polynomial-time distributed solution for \(\text{(1)}\) with formal guarantees on the optimality bound. Our problem is motivated by a wide range of multi-agent exploration, and sensor placement problems for monitoring and coverage, which can be formulated in the form of submodular maximization problem \(\text{(1)}\) \([2–7]\). An example application scenario is shown in Fig. 1.

When the utility function of \(\text{(1)}\) is monotone increasing and submodular set function, the \textit{sequential greedy algorithm} \([8]\) delivers a polynomial-time suboptimal solution with guaranteed optimality bound. The sequential greedy algorithm is a central solution. Several attempts have been undertaken to adapt the sequential greedy algorithm for large-scale submodular maximization problems by reducing the size of the problem through approximations \([9]\) or using several processing units to achieve a faster sequential greedy algorithm, however, with some sacrifices on the optimality bound \([10–13]\). Decentralized implementation of the sequential greedy algorithm through sequential message passing or via sequential message sharing through a cloud is also discussed in \([2]\).

The optimality gap achieved by sequential greedy algorithm for problem \(\text{(1)}\) is \(\frac{1}{1+c} f(\mathcal{R}^*) \) \([14]\), where \(c\) is the \textit{curvature} of the utility function. More recently, another suboptimal solution for problem \(\text{(1)}\) with an improved optimality gap is proposed in the literature using the \textit{multilinear} continuous relaxation of a submodular set function \([15–18]\). The relaxation transforms the discrete problem \(\text{(1)}\) into a continuous optimization problem with linear constraints. Then, a continuous gradient-based optimization algorithm is used to solve the continuous optimization problem. A suboptimal solution for \(\text{(1)}\) with the improved optimality gap of \(\frac{1}{c} (1 - e^{-c}) f(\mathcal{R}^*)\) then is obtained by properly \textit{rounding} the continuous-domain solution \([19]\). This approach however requires a central authority to solve the problem. In sensor placement problems, when the agents are self-organizing autonomous mobile agents with communication and computation capabilities, it is desired to solve the optimization problem \(\text{(1)}\) in a distributed way, without involving a central authority. For the special case of zero curvature, and when each agent has only one choice to make, i.e., \(\kappa_i = 1\) for all \(i \in \mathcal{A}\), \([20]\) has proposed an average consensus-based distributed algorithm to solve the multi-linear extension relaxation of \(\text{(1)}\) over connected graphs. The solution of \(\text{(20)}\) requires exact knowledge of the multi-linear extension function. However, the computational complexity of constructing the exact value of the multi-linear extension of a submodular function and its derivatives is exponential in the size of the strategy set. The result in \(\text{(20)}\) also requires a centralized rounding scheme.

The multi-linear extension function of a submodular function, as we review in Section 2.2, is equivalently the expected value of the submodular function evaluated at random sets obtained by picking strategies from the strategy set independently with a probability. This stochastic interpretation has allowed approximating the multi-linear extension function and its derivatives emphatically with a reasonable computational cost via sampling from the strategy set. This approach has been used \([19]\) in its continuous domain solution of submodular optimization problems. Of course, as expected, this
approach comes with a penalty on the optimality gap that is inversely proportional to the number of the samples.

In this paper, motivated by the improved optimality gap of the multilinear continuous relaxation-based algorithms, we develop a distributed implementation of the algorithm of [19] over a connected undirected graph to obtain a suboptimal solution for [1]. We propose a gradient-based algorithm, which uses a maximum consensus message passing scheme over the communication graph. We complete our solution by designing a fully distributed rounding procedure to compute the final sub-optimal strategy of each agent. In this algorithm, to manage the computational cost of constructing the multilinear extension of the utility function, we use a sampling-based evaluation of the multilinear extension. Through rigorous analysis, we show that our proposed distributed algorithm in finite time $T$ achieves, with a known probability, a $\frac{1}{c}(1 - e^{-c}) - O(1/T)$ optimality bound, where $1/T$ is the step size of the algorithm and the frequency at which agents communicate over the network. A numerical example demonstrates our results.

## 2 Preliminaries

This section introduces our notation and relevant definitions from graph theory and submodular set functions.\footnote{Since we use standard notation, the reader familiar with the subject can continue to Section 3 and come back to this section if the need arises.}

### 2.1 Notion

We denote the vectors with bold small font. The $p^{th}$ element of vector $x$ is denoted by $[x]_p$. We denote the inner product of two vectors $x$ and $y$ with appropriate dimensions by $x \cdot y$. We use $1$ as a vector of ones, whose dimension is understood from the context. We denote sets with the capital $x \in \mathbb{R}$, $\mathbb{R}$ is the step size of the algorithm and the frequency at which agents communicate over the network. $\kappa<|R|$ denotes the membership indicator vector of set $R$. Given a finite countable set $R \subset \mathbb{R}$ and integer $\kappa$, $1 \leq \kappa < |R|$, max$(R, \kappa)$ returns the $\kappa$ largest elements of $R$. $|x|$ is the absolute value of $x \in \mathbb{R}$. By overloading the notation, we also use $|R|$ as the cordiality of set $R$. For a set function $f : 2^P \rightarrow \mathbb{R}$, we define $\Delta_f(p|R) = f(R \cup \{p\}) - f(R), R \subset P$. A set function is normalized if $f(\emptyset) = 0$. Given a set $F \subset X \times \mathbb{R}$ and an element $(p, \alpha) \in X \times \mathbb{R}$ we define the addition operator $\oplus$ as $F \oplus \{(p, \alpha)\} = \{(u, \gamma) \in X \times \mathbb{R} | (u, \gamma) \in F, u \neq p\} \cup \{(u, \gamma + \alpha) \in X \times \mathbb{R} | (u, \gamma) \in F, u = p\} \cup \{(p, \alpha) \in X \times \mathbb{R} | (p, \gamma) \notin F, \gamma \in \mathbb{R}\}$. Given a collection of sets $F_i \in X \times \mathbb{R}, i \in A$, we define the max-operation over these collection as $\operatorname{MAX}_{i \in A} F_i = \{(u, \gamma) \in X \times \mathbb{R} | (u, \gamma) \in F, u = p\} \cup \{(p, \alpha) \in X \times \mathbb{R} | (p, \gamma) \notin F, \gamma \in \mathbb{R}\}$. We denote a graph by $G(A, \mathcal{E})$ where $A$ is the node set and $\mathcal{E} \subset A \times A$ is the edge set. $G$ is undirected if and only is $(i, j) \in \mathcal{E}$ means that agents $i$ and $j$ can exchange information. An undirected graph is connected if there is a path from each node to every other node in the graph. We denote the set of the neighboring nodes of node $i$ by $N_i = \{j \in A | (i, j) \in \mathcal{E}\}$. We also use $d(G)$ to show the diameter of the graph.
2.2 Submodular Functions

A set function $f : 2^P \rightarrow \mathbb{R}_{\geq 0}$ is monotone increasing if $f(P_1) \leq f(P_2)$, and submodular if for any $p \in P \setminus P_2$,

$$\Delta_f(p|P_1) \geq \Delta_f(p|P_2),$$

hold for any sets $P_1 \subset P_2 \subset P$. The total curvature of a submodular set function $f : 2^P \rightarrow \mathbb{R}_{\geq 0}$, which shows the worst-case increase in the value of the function when member $p$ is added, is defined as

$$c = 1 - \min_{S,p \notin S} \frac{\Delta_f(p|S)}{\Delta_f(p|\emptyset)}\,$$

Note that $c \in [0, 1]$; the curvature of $c = 0$ means that the function is modular, i.e., $f(\{p_1, p_2\}) = f(\{p_1\}) + f(\{p_2\})$, $p_1, p_2 \in P$, while $c = 1$ means that there is at least a member that adds no value to function $f$ in a special circumstance. Curvature $c$ represents a measure of the diminishing return of a set function. Whenever the total curvature is not known, it is rational to assume the worst case scenario and set $c = 1$.

In the rest of this paper, without loss of generality, we assume that the ground set $P$ is equal to $\{1, \ldots, n\}$. For a submodular function $f : 2^P \rightarrow \mathbb{R}_{\geq 0}$, its multilinear extension $F : [0, 1]^n \rightarrow \mathbb{R}_{\geq 0}$ in the continuous space is

$$F(x) = \sum_{R \subseteq P} f(R) \prod_{p \in R} [x]_p \prod_{p \notin R} (1 - [x]_p), \quad x \in [0, 1]^n.$$  \hfill (4)

$F$ in (4) is indeed equivalent to

$$F(x) = \mathbb{E}\[f(R_x)],$$

where $R_x \subset P$ is a set where each element $p \in R_x$ appears independently with the probabilities $[x]_p$. Then, taking the derivatives of $F(x)$ yields

$$\frac{\partial F}{\partial [x]_p}(x) = \mathbb{E}[f(R_x \cup \{p\}) - f(R_x \setminus \{p\})],$$

and

$$\frac{\partial^2 F}{\partial [x]_p \partial [x]_q}(x) = \mathbb{E}[f(R_x \cup \{p, q\}) - f(R_x \cup \{q\} \setminus \{p\}) - f(R_x \cup \{p\} \setminus \{q\}) + f(R_x \setminus \{p, q\})].$$

To construct $F(x)$ and its derivatives we should evaluate $f(R)$ for all $R \in 2^P$. Therefore, when the size of $P$ grows, constructing $F(x)$ and its derivatives computationally become intractable. The stochastic interpretation \cite{5} of the multilinear extension and its derivatives offer a mechanism to estimate them with a reasonable computational cost via sampling. Chernoff-Hoeffding’s inequality can be used to quantify the quality of these estimates given the number of samples.

**Theorem 2.1 (Chernoff-Hoeffding’s inequality \cite{21})** Consider a set of $K$ independent random variables $X_1, \ldots, X_K$ where $a < X_i < b$. Let $S_K = \sum_{i=1}^{K} X_i$, then

$$\mathbb{P}(|S_K - \mathbb{E}[S_K]| > \delta) < 2e^{-\frac{2\delta^2}{K(b-a)^2}},$$

for any $\delta \in \mathbb{R}_{\geq 0}$. 


Given a ground set \( \mathcal{P} \), Partition matroid \( \mathcal{M} \) is defined as \( \mathcal{M} = \{ R \subseteq \mathcal{P} \mid |R \cap \mathcal{P}_i| \leq k_i, \forall i \in \mathcal{A} \} \), where \( k_i \leq |\mathcal{P}_i| \) and \( \mathcal{A} = \{1, \ldots, N\} \), with \( \bigcup_{i \in \mathcal{A}} \mathcal{P}_i = \mathcal{P} \) and \( \mathcal{P}_i \cap \mathcal{P}_j = \emptyset, \ i \neq j \). The matroid polytope for partition matroid is a convex hull defined as (with abuse of notation)

\[
\mathcal{M} = \{ x \in [0, 1]^n \mid \sum_{p \in \mathcal{P}_i} [x]_p \leq k_i, \forall i \in \mathcal{A} \}.
\]  

where \([x]_p, \ p \in \mathcal{P}_i\) associated with membership probability of strategies in \( \mathcal{P}_i \), \( i \in \mathcal{A} = \{1, \ldots, N\} \), we have \( \sum_{p \in \mathcal{P}_i} [x]_p \leq k_i \).

The following result is established for the optimal solution of the optimization problem (1).

**Lemma 2.1** Consider the set value optimization problem (1). Suppose \( f : \mathcal{P} \to \mathbb{R}_{\geq 0} \) is an increasing and submodular set function with curvature \( c \) whose multilinear extension is \( F : [0, 1]^n \to \mathbb{R}_{\geq 0} \). Let \( \mathcal{R}^* \) be the optimizer of problem (1). Then,

\[
1_{\mathcal{R}^*} \cdot \nabla F(x) \geq f(\mathcal{R}^*) - c F(x), \ \forall x \in \mathcal{M}.
\]

### 3 Decentralized continuous-domain strategy selection

The utility function \( f \) assigns values to all the subsets of \( \mathcal{P} = \bigcup_{i \in \mathcal{A}} \mathcal{P}_i = \{1, \ldots, n\} \). Thus, equivalently, we can regard the set value utility function as a function on the Boolean hypercube \( \{0, 1\}^n \), i.e., \( f : \{0, 1\}^n \to \mathbb{R} \). Multilinear-extension function \( F(x) \), given in (4), expands the function evaluation of the utility function to over the space between the vertices of this Boolean hypercube. On the other hand, the matroid polytope \( \mathcal{M} \) is the convex haul of the vertices of the hypercube \( \{0, 1\}^n \) that satisfy the partition matroid constraint (15). Additionally, note that according to (4), \( F(x) \) for any \( x \in \mathcal{M} \) is a weighted average of values of \( F \) at the vertices of the matroid polytope \( \mathcal{M} \). Then, equivalently, \( F(x) \) at any \( x \in \mathcal{M} \) is a normalized-weighted average of \( f \) on the strategies satisfying constraint (15). As such,

\[
f(\mathcal{R}^*) \geq F(x), \ x \in \mathcal{M},
\]

which is equivalent to \( f(\mathcal{R}^*) = \max_{x \in \mathcal{M}} F(x) \), where \( \mathcal{R}^* \) is the optimizer of problem (1) (15). Therefore, solving the continuous domain optimization problem

\[
\max_{x \in \mathcal{M}} F(x),
\]

by using a gradient-based method combined with a proper rounding procedure presents itself as a gateway to solving the optimization problem (1). For instance, the solution proposed in (19) to solve (9) is the constrained gradient ascent solver

\[
\frac{dx}{dt} = v(x) \text{ where } v(x) = \arg \max_{w \in \mathcal{M}} (w \cdot \nabla F(x)),
\]

initialized at \( x(0) = 0 \). Since \( \mathcal{M} \) is convex and \( x(0) = 0 \in \mathcal{M} \), the trajectory \( t \mapsto x \) of (10) belongs to \( \mathcal{M} \) for \( t \in [0, 1] \). Due to Lemma 2.1, ascent direction in (10) satisfies

\[
\frac{dF}{dt} = v(x) \cdot \nabla F(x) \geq f(\mathcal{R}^*) - c F(x).
\]

Using the Comparison Lemma (22) then (10) concludes that \( F(x(1)) \geq \frac{1}{c}(1 - e^{-c}) f(\mathcal{R}^*) \). To complete its suboptimal solution, (19) uses Pipage rounding procedure (23) on \( x(1) \) to obtain the suboptimal solution of (1) with optimality gap of \( \frac{1}{c}(1 - e^{-c}) f(\mathcal{R}^*) \).
Inspired by the central solver [10], in what follows, we present a practical finite time distributed solution for problem (1). Our solution includes a proper distributed sampling method to obtain a polynomial-time numerical approximation of $\nabla F(x)$ and also a distributed rounding procedure.

### 3.1 Distributed Discrete Gradient Ascent Solution

To design a distributed iterative solution for (1), let every agent $i \in A$ maintain and evolve a local copy of the membership probability vector as $x_i(t) \in \mathbb{R}^n$. Since $\mathcal{P} = \{1, \ldots, n\}$ is sorted agent-wise, we denote $x_i(t) = [\hat{x}_{i1}(t), \ldots, \hat{x}_{iN}(t)]^\top \in \mathbb{R}^n$ where $\hat{x}_{ii}(t) \in \mathbb{R}^{|\mathcal{P}i|}$ is the membership probability vector of agent $i$’s own strategy with entries of $|x_i(t)|_p$, $p \in \mathcal{P}_i$ at iteration $t \in \{0, 1, \ldots, T\}$, $T \in \mathbb{Z}_{>0}$, while $\hat{x}_{ij}(t) \in \mathbb{R}^{|\mathcal{P}j|}$ is the local estimate of the membership probability vector of agent $j$ by agent $i$ with entries of $|x_i(t)|_p$ $p \in \mathcal{P}_j$, $j \in A \setminus i$. Every agent $i \in A$ initializes at $x_i(0) = 0$.

At time step $t$, each agent $i \in A$ generates $K_i$ independent samples $\{R_k^i(t)\}_{k=1}^{K_i}$ of random set $\mathcal{R}_{x_i(t)}$.\[ drawn according to membership probability vector $x_i(t)$ from $\mathcal{P}$ and empirically computes gradient vector $\nabla F(x_i(t)) \in \mathbb{R}^n_{\geq 0}$, which according to (6) is defined element-wise as\[ \nabla F(x_i(t)) = \left(\sum_{k=1}^{K_i} f(R_k^i(t) \cup \{p\}) - f(R_k^i(t) \setminus \{p\})\right)/K_i, \tag{11} \]
$p \in \mathcal{P} = \{1, \ldots, n\}$. Hereafter, $\nabla F(x_i(t))$ is the empirical estimate of $\nabla F(x_i(t))$. The following lemma, whose proof is given in the Appendix B and relies on the Chernoff-Hoeffding’s inequality, can quantify the quality of this estimate.

**Lemma 3.1** Consider the set value optimization problem (1). Suppose $f : \mathcal{P} \to \mathbb{R}_{\geq 0}$ is an increasing and submodular set function and consider its multilinear extension $F : [0, 1]^n \to \mathbb{R}_{\geq 0}$. Let $\nabla F(x)$ be the estimate of $\nabla F(x)$ that is calculated by taking $K \in \mathbb{Z}_{>0}$ samples of set $\mathcal{R}_x$ according to membership probability vector $x$. Then,
\[ \left|\nabla F(x(t))\right|_p - \frac{\partial F}{\partial |x|_p}(x) \geq \frac{1}{2T} f(\mathcal{R}^*), \quad p \in \{1, \ldots, n\}, \tag{12} \]
with the probability of $2e^{-\frac{1}{2T}}K$, for any $T \in \mathbb{Z}_{>0}$.

Let each agent $i \in A$ propagate its local probability membership function with step size $\frac{1}{T}$ according to
\[ x_i^-(t + 1) = x_i(t) + \frac{1}{T} \nabla_i(t), \tag{13} \]
where
\[ \nabla_i(t) = \arg\max_{w \in \mathcal{M}_i} w. \nabla F(x_i(t)) \tag{14} \]
with
\[ \mathcal{M}_i = \left\{ w \in [0, 1]^n | 1^\top w \leq \kappa_i, [w]_p = 0, \forall p \in \mathcal{P}_i \right\}. \tag{15} \]

Because the propagation is only based on the local information of agent $i$, next, we update the propagated $x_i^-(t + 1)$ of each agent $i \in A$ by element-wise maximum seeking among its neighbors,
\[ x_i(t + 1) = \max_{j \in \mathcal{N} \cup \{i\}} x_j^{-}(t + 1). \] (16)

Lemma 3.2 below, whose proof is given in the Appendix A, shows that, as expected, \[ x_{ii}(t) = x_{ii}^{-}(t), \quad i \in \mathcal{A}, \]
i.e., the corrected component of \( x_i \) corresponding to agent \( i \) itself is the propagated value maintained at agent \( i \), and not the estimated value of any of its neighbors.

**Lemma 3.2** Let the agents propagate and update their local membership probability vector according to (13) and (16). Let
\[ \bar{x}(t) = \max_{i \in \mathcal{A}} x_i(t). \] (17)
Then, at any \( t \in \{0, 1, \cdots, T\} \), we have
\[ \bar{x}(t) = [x_{11}^T(t), \cdots, x_{NN}^T(t)]^T. \] (18)

After the update (16), at each time step \( t \) each agent has a local membership probability vector of the strategies \( x_i(t) \), which is not necessarily the same for all \( i \in \mathcal{A} \). The following result, whose proof is given in Appendix B, establishes the difference between the agents’ local copies of the membership probability vector.

**Proposition 3.1** Let the agents propagate and update their local membership probability vector according to (13) and (16). Then, (a) \( x_i(t), \bar{x}(t) \in \mathcal{M} \) at any \( t \in \{0, 1, \cdots, T\} \), for each agent \( i \in \mathcal{A} \) satisfies
\[ 0 \leq \frac{1}{\kappa} \bar{x}(t) - x_i(t) \leq \frac{1}{T} d(\mathcal{G}), \] (19a)
\[ \bar{x}(t + 1) - \bar{x}(t) = \frac{1}{T} \sum_{i \in \mathcal{A}} \bar{v}_i(t), \] (19b)
\[ \frac{1}{\kappa_i} \bar{x}(t + 1) - \bar{x}(t) = \frac{1}{T}, \] (19c)
where \( \kappa = \sum_{i \in \mathcal{A}} \kappa_i \).

Next lemma, whose proof is given in Appendix A, establishes that both \( x_i(t) \) and \( \bar{x}(t) \) belong to \( \mathcal{M} \) for any \( t \in \{0, \cdots, T\} \).

**Lemma 3.3** Let the agents propagate and update their local membership probability vector according to (13) and (16). Then, (a) \( x_i(t), \bar{x}(t) \in \mathcal{M} \) at any \( t \in \{0, 1, \cdots, T\} \); (b) \( 1 \cdot x_{ii}(T) = \kappa_i \); (c) \( 1 \cdot x_{ij}(T) \leq \kappa_j, j \in \mathcal{A} \setminus \{i\} \), and \( x_i(T) \in [0, 1]^n \).

The following theorem, whose proof is given in Appendix A, quantifies the optimality of \( \bar{x}(T) \in \mathcal{M} \) evaluated by the multilinear-extension function \( F \).

**Theorem 3.1 (Optimality gap)** Let the agents propagate and update their local membership probability vector according to (13) and (16). Let \( \kappa = \sum_{i \in \mathcal{A}} \kappa_i \), and \( \mathcal{R}^* \) be the optimizer of problem (1). Then, the admissible strategy set \( \mathcal{P} = \bigcup_{i \in \mathcal{A}} \mathcal{P}_i \),
\[ \frac{1}{e} (1 - e^{-c})(1 - (2c \kappa d(\mathcal{G}) + \frac{c \kappa}{2} + 1) \frac{\kappa}{T}) f(\mathcal{R}^*) \leq F(\bar{x}(T)) \] (20)
with the probability of \( \left( \prod_{i \in A} (1 - 2e^{-\frac{1}{T^2} K_i})^{\vert P_i \vert} \right)^T \).

Notice that since
\[
1 - 2T e^{-\frac{1}{T^2} K} \leq \left( \prod_{i \in A} (1 - 2e^{-\frac{1}{T^2} K_i})^{\vert P_i \vert} \right)^T,
\]
where \( K = \min\{K_1, \ldots, K_N\} \), the probability of the bound (20) improves as \( T \) and the number of the samples collected by the agents \( K \) increase.

The final output of a distributed solver for problem (1) must be a set \( \mathcal{R} \) satisfying (1B). Recall that strategies corresponding to the vertices of the matroid polytope \( \mathcal{M} \) belong to admissible strategy set of (1). However, \( \bar{x}(T) \) is a fractional point in \( \mathcal{M} \). Moreover, only part of \( \bar{x}(T) \) is available at each agent \( i \in A \). In what follows, we propose a distributed stochastic Pipage rounding to move \( \bar{x}(T) \) to a a vertex of \( \mathcal{M} \) starting from \( x_i(T) \).

### 3.1.1 Distributed Pipage rounding procedure

Let each agent \( i \in A \) initialize its local rounded membership vector \( y_i \in \mathbb{R}^n \) at \( y_i(0) = x_i(T) \). Then, by virtue of Lemma 3.3, we have \( y_i(0) \in [0, 1]^n \), \( i \in A \). Following a Pipage type rounding procedure, each agent \( i \in A \) at each iteration picks two two local strategies \( p, q \in P_i \) for which \( [y_i(\tau)]_p, [y_i(\tau)]_q \in (0, 1) \), and preforms
\[
\begin{align*}
[y_i(\tau + 1)]_p &= [y_i(\tau)]_p - \delta_p(\tau), \\
[y_i(\tau + 1)]_q &= [y_i(\tau)]_q + \delta_p(\tau), \\
[y_i(\tau + 1)]_q &= [y_i(\tau)]_q - \delta_q(\tau), \\
[y_i(\tau + 1)]_p &= [y_i(\tau)]_p + \delta_q(\tau),
\end{align*}
\]
where \( \delta_p(\tau) = \min([y_i(\tau)]_p, 1 - [y_i(\tau)]_q) \) and \( \delta_q(\tau) = \min(1 - [y_i(\tau)]_p, [y_i(\tau)]_q) \). Here, ‘w.p.’ stands for ‘with probability of’. The following proposition gives the convergence result of distributed Pipage rounding (21). In what follows, we partition \( y_i(\tau) \) as \( y_i(\tau) = [\tilde{y}_{i1}(\tau), \ldots, \tilde{y}_{ii}(\tau), \ldots, \tilde{y}_{iN}(\tau)]^T \in [0, 1]^n \), \( i \in A \), where \( y_{ij}(\tau) \in \mathbb{R}^{\vert P_j \vert} \) for \( j \in A \).

**Proposition 3.2** Starting from \( y_i(0) = x_i(T) \), let each agent \( i \in A \) implement the rounding procedure (21). Then, \( y_{ii}(\vert P_i \vert) \in \{0, 1, r \in P_i \ and \ 1.y_{ii}(\vert P_i \vert) = \kappa_i \). Moreover, \( \bar{y} = [y_{11}(\vert P_1 \vert), y_{22}(\vert P_2 \vert), \ldots, y_{NN}(\vert P_N \vert)] \) is a vertex of \( \mathcal{M} \).

**Proof** Given the definition of \( \delta_p(\tau) \) and \( \delta_q(\tau) \), at each iteration of (21), either \( [y_i(\tau + 1)]_p \in \{0, 1\} \) or \( [y_i(\tau + 1)]_q \in \{0, 1\} \). Consequently, \( y_{ii}(\vert P_i \vert) \in \{0, 1\} \), \( r \in P_i \). Next, note that since \( y_i(0) = x_i(T), i \in A \), by virtue of Lemma 3.3, we have \( 1.y_{ii}(0) = \kappa_i \). Therefore, because (21) is a zero-sum iteration, we have \( 1.y_{ii}(\tau) = \kappa_i, i \in A \) for any \( \tau \in \mathbb{Z}_{\geq 0} \), which confirms \( 1.y_{ii}(\vert P_i \vert) = \kappa_i \) and \( \bar{y} \in \mathcal{M} \). Lastly, because \( y_{ii}(\vert P_i \vert) \in \{0, 1\}, r \in P_i \) for any \( i \in A \), \( \bar{y} \) is a vertex of \( \mathcal{M} \).

Our distributed stochastic Pipage rounding procedure concludes by each agent \( i \in A \) choosing its suboptimal strategy set according to
\[
\mathcal{R}_i = \mathcal{R}_{\bar{y}_i}, \quad \text{where} \quad \bar{y}_i = \left[ 0_{\vert P_1 \ver} x_1, \ldots, y_{ii}(\vert P_i \vert), \ldots, 0_{\vert P_N \ver x_1} \right]^T,
\]
with \( y_{ii}(\vert P_i \vert) \) obtained from (21) when it is initialized at \( y_i(0) = x_i(T) \). The following lemma, whose proof is given in Appendix A, determines the expected utility of the agents if the agents
Theorem 3.2 (Distributed Pipage rounding) Let each agents \( i \in A \) choose its strategy set \( \tilde{\mathcal{R}}_i \in \mathcal{P}_i \) according to Algorithm 1, where \( \mathcal{P}_i \) is the strategy set space. Then, the expected value of the cost function is bounded by:

\[
F(\bar{x}(T)) \leq \mathbb{E}[f(\bar{R})].
\]

Algorithm 1: Discrete distributed implementation of the continuous greedy algorithm.

1. **Init:** \( \mathcal{F}_i \leftarrow \emptyset, \ldots, \mathcal{F}_N \leftarrow \emptyset, t \leftarrow 1, \)
2. **while** \( t \leq T \) **do**
3.   **for** \( i \in A \) **do**
4.     **Draw** \( K_i \) samples of \( \mathcal{R}_{\alpha_i}^{k} \) such that \( q \in \mathcal{R}_{\alpha_i}^{k} \) w.p. \( \alpha \) for all \( (q, \alpha) \in \mathcal{F}_i \).
5.     **for** \( p \in \mathcal{P}, \) **do**
6.         Compute \( w_p^t \sim \mathbb{E}[f(\mathcal{R} \cup \{p\}) - f(\mathcal{R} \setminus \{p\})] \) using the strategy sample sets of step 4.
7.     **end for**
8.     \( \{p_1^t, \ldots, p_m^t\} = \arg \max \{\{w_p^t\}_{p \in \mathcal{P}_i} \} \)
9.     \( \mathcal{F}_i^{-} \leftarrow \mathcal{F}_i \cup \{(p_1^t, \frac{1}{\mathcal{P}}), \ldots, (p_m^t, \frac{1}{\mathcal{P}})\} \)
10. **Broadcast** \( \mathcal{F}_i^{-} \) to the neighbors \( N_i \).
11. **end for**
12. \( t \leftarrow t + 1 \).
13. **end while**
14. **for** \( i \in A \) **do**
15.     \( \tilde{\mathcal{R}}_i = \{\tilde{p}_1, \ldots, \tilde{p}_{\kappa_i}\} \leftarrow \text{DistStochPipage} (\mathcal{F}_i) \)
16. **end for**
17. **Return** \( \tilde{\mathcal{R}}_1, \ldots, \tilde{\mathcal{R}}_N \)

Algorithm 2: DistStochPipage()

1. **Input:** \( \mathcal{F}_i \)
2. **Init:** \( \tilde{\mathcal{R}}_i \leftarrow \emptyset \)
3. **while** \( |\tilde{\mathcal{R}}_i| < \kappa_i \) **do**
4.     **pick any** \( (\alpha_p, p), (\alpha_q, p) \in \mathcal{F}_i \) such that \( p, q \in \mathcal{P}_i \)
5.     **Set:** \( \delta_p = \min\{\alpha_p, 1 - \alpha_q\} \)
6.     **Update** \( \delta_q = \min\{\alpha_q, 1 - \alpha_p\} \)
7.     **end while**
8. **Return** \( \tilde{\mathcal{R}}_i \)

choose their local admissible strategies according to our proposed distributed stochastic Pipage rounding procedure.

Theorem 3.2 (Distributed Pipage rounding) Let each agents \( i \in A \) choose its strategy set \( \tilde{\mathcal{R}}_i \in \mathcal{P}_i \) according to Algorithm 1, where \( \mathcal{P}_i \) is the strategy set space. Then, the expected value of the cost function is bounded by:

\[
F(\bar{x}(T)) \leq \mathbb{E}[f(\bar{R})].
\]

3.2 A minimal information implementation

Our proposed suboptimal solution to solve problem \([1]\) consists of iterative propagation step \([13]\), which requires drawing \( K_i \) samples of \( \mathcal{R}_{\alpha_i} \subset \mathcal{P} \) to compute \([11]\), and update step \([16]\), which requires local interaction between neighbors. After \( T \) steps, once \( x_i(T) \) is obtained, each agent \( i \in A \) computes its suboptimal solution from \([22]\) after running Pipage procedure \([21]\) locally for \( |\mathcal{P}_i| \) steps to compute \( y_{ii}(|\mathcal{P}_i|) \). In what following by relying on the properties of the updated
local copies of the probability membership we outline a minimum information exchange implementation of our distributed solution. The resulted implementation is summarized as the distributed multilinear-extension-based iterative greedy algorithm presented as Algorithm 1.

We define the local information set of each agent $i$ at time step $t$ as

$$\mathcal{F}_i(t) = \{(p, \alpha) \in \mathcal{P} \times [0, 1] | x_i(t) \neq 0 \text{ and } \alpha = [x_i(t)]_p \}. \quad (24)$$

Since $x_i(0) = 0$, then $\mathcal{F}_i(0) = \emptyset$. Introduction of the information set $\mathcal{F}_i(t)$ provides the framework through which the agents only store and communicate the necessary information. Furthermore, it enables the agents to carry out their local computations using the available information in $\mathcal{F}_i(t)$.

At each agent $i \in \mathcal{A}$, define $w^i_p(t) = \left[ \bar{\nabla} F(x_i(t)) \right]_p$, $p \in \mathcal{P}_i$. $w^i_p(t), p \in \mathcal{P}_i$, then is computed from (11) using $K_i$ samples of $\{R^k_i(t)\}_{k=1}^{K_i}$ such that $q \in R^k_i(t)$ with the probability of $\alpha$ for all couples $(q, \alpha) \in \mathcal{F}_i(t)$.

It follows from submodularity of $f$ that $f(\mathcal{R}_i(t) \cup \{p\}) - f(\mathcal{R}_i(t) \setminus \{p\}) \geq 0$. Thus, $w^i_p(t) \geq 0, p \in \mathcal{P}_i$. Consequently, one realization of $\mathcal{V}_i(t)$ of problem (14) is $1_{\{p_1^*, \ldots, p_{\kappa_i}^*\}}$, where

$$\{p_1^*, \ldots, p_{\kappa_i}^*\} = \text{arg max } \{\{w^i_p\}_{p \in \mathcal{P}_i, \kappa_i}\}. \quad (25)$$

Since $1_{\{p_1^*, \ldots, p_{\kappa_i}^*\}}$ is a realization of $\mathcal{V}_i(t)$, the corresponding realization of propagation rule (13) over the information set $\mathcal{F}_i(t)$ is denoted as

$$\mathcal{F}_i^-(t + 1) = \mathcal{F}_i(t) \oplus \left\{ \left\{ p_1^*, \ldots, p_{\kappa_i}^* \right\}, \frac{1}{T} \right\}, \quad (26)$$

where $\mathcal{F}_i^-(t + 1)$ is consistent with the realization of $x_i^-(t + 1)$ through the membership probability vector to information set conversion relation (24).

Instead of the agents sharing $x_i^-(t), i \in \mathcal{A}$ with their neighbors, they can share their local information set with their neighboring agents and execute a max operation over their local and received information sets as

$$\mathcal{F}_i(t + 1) = \text{MAX}_{j \in N_i(t)} \mathcal{F}_j^-(t + 1). \quad (27)$$

Consequently, through the membership probability vector to information set conversion relation (24), $\mathcal{F}_i(t + 1)$ is consistent with a realization of $x_i(t + 1)$.

Finally, given the definition of $\mathcal{F}_i(t)$ in (24) and in light of Proposition 3.2, the stochastic rounding procedure (21) and (22) can be implemented according to Algorithm 2.

In light of the discussion above, Algorithm 1 gives our distributed multi-linear extension based suboptimal solution for problem (1). The following theorem establishes the optimality bound of $f(\bar{\mathcal{R}})$ where $\bar{\mathcal{R}} = \bigcup_{i \in \mathcal{A}} \{\mathcal{R}_i\}$ is generated through the decentralized Algorithm 1.

**Theorem 3.3 (Convergence guarantee and suboptimality gap of Algorithm 1)** Let $f : 2^{\mathcal{P}} \to \mathbb{R}_{\geq 0}$ be normalized, monotone increasing and submodular set function. Let $\mathcal{R}^*$ to be the optimizer of problem (1). Following the distributed Algorithm 1, the admissible strategy set $\bar{\mathcal{R}}$ satisfies

$$\frac{1}{e} \left( 1 - e^{-c} \right) \left( 1 - \left( 2ckd(G) + \frac{ck}{2} + 1 \right) \frac{K}{T} \right) f(\mathcal{R}^*) \leq E[f(\bar{\mathcal{R}})],$$

with probability of at least $1 - 2Tn e^{-\frac{K}{T+K}}$, $K = \min_{i \in \mathcal{A}} K_i$. 
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Proof Given that the information set propagation rules (25), (26), and (27) are a realization of the vector space propagation rules (14), (13), and (16), we can conclude that the vector \( y = [y_1^T, \ldots, y_N^T]^T \) defined as

\[
\begin{cases}
[y]_p = \alpha, & (p, \alpha) \in F_i(T), \quad p \in P_i \\
[y]_p = 0, & \text{Otherwise}
\end{cases}
\]

is a realization of \( \tilde{x}(T) \) and satisfies \( F(\tilde{x}(T)) = F(y) \). Moreover, sampling a single strategy \( \tilde{p}_i \) according to \( y_i \) out of \( P_i \) is equivalent to sampling rule (21). Noting that \( y \) is a realization of \( \tilde{x}(T) \), Lemma 3.3 and Theorem 3.2 leads us to concluding the proof. □

Remark 3.1 (Extra communication for improved optimality gap) Replacing the update step (16) with \( x_i(t + 1) = y_i(d(G)) \) where \( y_i(0) = x_i^-(t + 1) \) and

\[
y_i(m) = \max_{j \in N_i \cup \{i\}} y_j(m - 1), \quad m \in \{1, \ldots, d(G)\},
\]

i.e., starting with \( x_i^-(t + 1) \) and recursively repeating the update step (16) using the output of the previous recursion for \( d(G) \) times, each agent \( i \in A \) arrives at \( x_i(t + 1) = \tilde{x}(t + 1) \) (recall Lemma 3.2). Hence, for this revised implementation, following the proof of Theorem 3.3, we observe that (42) is replaced by

\[
\left| \frac{\partial F}{\partial x_i^p} (\tilde{x}(t)) - \frac{\partial F}{\partial x_i^p} (x_i(t)) \right| = 0,
\]

which consequently, leads to

\[
\frac{1}{e} (1-e^{-c})(1-(\frac{cK}{2}+1)\frac{K}{T}) f(R^*) \leq F(\tilde{x}_i(T)),
\]

(28)

with the probability of \( \left( \prod_{i \in A} (1 - 2e^{-\frac{cK}{2T}}) \right)^T \). This improved optimality gap is achieved by \( (d(G) - 1)T \) extra communication per agent. The optimality bound (28) is the same bound that is achieved by the centralized algorithm of [19]. To implement this revision, Algorithm 7’s step 11 (equivalent to (25)) should be replaced by \( F_i = H_i(d(G)) \), where \( H_i(0) = F_i^- \), and

\[
H_i(m) = \max_{j \in N_i \cup \{i\}} H_j^m(m - 1), \quad m \in \{1, \ldots, d(G)\}.
\]

(29)
Figure 2: Set of information sources $\mathcal{D}$ and set of sensor placement point $\mathcal{B}$.

Figure 3: The communication graph of the agents is a ring graph. Six possible communication sequences to implement a sequential greedy algorithm is shown.

### 4 Numerical Example

Consider the sensor placement problem depicted in Fig. 1. Each agent $i \in \mathcal{A}$ should deploy $\kappa_i$ mobile sensors at $\mathcal{B}_i \subset \mathcal{B}$ sensor-placement locations on the prespecified information harvesting points $\mathcal{B}$ to harvest information from a set of $\mathcal{D}$ information sources. $\mathcal{B}_1, \ldots, \mathcal{B}_N$ can be overlapping. Each information source $d \in \mathcal{D}$ relays its information to the nearest mobile sensor. To maximize the utility of the group the mobile sensors must be placed such that the distance between the information sources and mobile sensors is minimized. This sensor-placement problem can be cast as problem (1) where the distinct strategy set of each agent $i \in \mathcal{A}$ is modeled as $\mathcal{P}_i = \{(i, b) | b \in \mathcal{B}_i \}$ and the utility function is

$$f(\mathcal{P}) = L(\{0\}) - L(\mathcal{P} \cup \{0\}),$$

(30)
Figure 4: The average number of sensor placement points covered by mobile sensors when Algorithm 1 is implemented by different sample numbers and $T = 10$.

where $L(P) = \sum_{d \in D} \min_{(i,b) \in P} \|d - b\|$. Here, with abuse of notation, we use $d$ and $b$, respectively, to indicate also the location of an information source and a mobile sensor. The utility function (30) is submodular and monotone increasing \[24\]. For our numerical study, we consider 2000 information sources spread in a two-dimensional field with 10 sensor deployment locations $B = \{b_1, \cdots, b_{10}\}$, $b_i = (x_i, y_i)$, to deploy mobile sensors as shown in Fig. 2. We consider a set of five agents $A = \{1, 2, 3, 4, 5\}$ whose goal is to deploy $\kappa_1 = 5, \kappa_2 = 2, \kappa_3 = 1, \kappa_4 = 1, \kappa_5 = 1$ mobile sensors at $B_1 = \{b_1, \cdots, b_{10}\}$, $B_2 = \{b_1, \cdots, b_5\}$, $B_3 = \{b_1, b_2, b_3\}$, $B_4 = \{b_1, b_2\}$, and $B_5 = \{b_1, b_2\}$. Although, the general form of the problem is NP-hard, we have designed our numerical example such the optimal solution is trivial: agent 1 places its $\kappa_1 = 5$ mobile sensors at locations $\{b_6, \cdots, b_{10}\} \subset B_1$, agent 2 places its $\kappa_2 = 2$ mobile sensors at $\{b_4, b_5\} \subset B_1$, agent 3 places its $\kappa_3 = 1$ at $b_3 \in B_3$, agent 2 places its $\kappa_2 = 1$ at $b_2 \in B_2$, and agent 1 places its $\kappa_1 = 1$ at $b_1 \in B_1$ (agent 1 and 2 can also swap their location). This setting allows us to compare the outcome of the suboptimal solutions against the optimal one. Recall that to maximize the utility of the group the mobile sensors must be placed such that the distance between the information sources and mobile sensors is minimized. Thus, the optimal solution is to place all the mobile sensors at distinct sensor-placement locations.

Let the communication topology of the agents be an undirected ring graph, see Fig. 3. First, we solve the problem using a decentralized sequential greedy algorithm following \[2\]. That is, we choose a route $SEQ$ that visits all the agents and makes the agents perform the sequential greedy algorithm by sequential message passing according to $SEQ$. Fig. 3(a)-(f) gives 6 of the possible $SEQ$ depicted by the semi-circular arrow inside the networks. Next, we solve the problem using Algorithm 1 which is a modest number of iteration ($T = 50$) and using a modest number of samples ($K_i = 1000$) in fact finds almost the optimal solution, see Fig. 4 on the other hand, as Fig. 5 shows, the performance of the sequential greedy algorithm depends on what $SEQ$ agents follow, with $SEQ$ of Fig. 3(a) delivering the worst performance. We can attribute this inconsistency to the heterogeneity of the agents’ mobile sensor numbers. When agents with larger number of choices pick first, this limits the options of the agents with a lower number of sensors available. However, the performance of Algorithm 1 is regardless of any particular path on the graph. Through its iterative process, the agents get the chance to readjust their choices. Intuitively, this explains the better optimality gap of the continuous greedy algorithm over the sequential greedy algorithm.
Figure 5: The average number of covered placement points over 50 different random generated information source and sensor placement locations. The x-axis corresponds to the six SEQ in Fig. 3(a)-(f) and Algorithm 1 denoted by DS. The y-axis corresponds to the average number of sensor placement points covered by the mobile agents.

5 Conclusion

We proposed a distributed suboptimal algorithm to solve the problem of maximizing a monotone increasing submodular set function subject to a partition matroid constraint. Our problem of interest was motivated by optimal multi-agent sensor placement problems in discrete space. Our algorithm was a practical decentralization of a multilinear extension-based algorithm that achieves $\frac{1}{1+c}(1 - e^{-c} - O(1/T))$ optimally gap, which is an improvement over $\frac{1}{1+c}$ optimality gap that the well-known sequential greedy algorithm achieves. In our numerical example, we compared the outcome obtained by our proposed algorithm with a decentralized sequential greedy algorithm that is constructed from assigning a priority sequence to the agents. We showed that the outcome of the sequential greedy algorithm is inconsistent and depends on the sequence. However, our algorithm’s outcome, due to its iterative nature intrinsically tended to be consistent, which also explains its better optimally gap over the sequential greedy algorithm. Our future work is to study the robustness of our proposed algorithm to message dropout.
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Appendix A: Proof of the Results in Section 3

Proof of Lemma 3.2 Since $f$ is monotone increasing and submodular, we have $f(R_{x_i(t)} \cup \{p\}) - f(R_{x_i(t)} \setminus \{p\}) \geq 0$ and hence $\nabla F(x_i(t))$ has positive entries $\forall i \in A$. Thus, $\mathbf{e}_i(t) \in M_i$, the optimizer of the optimization (14) has nonnegative entries. Hence, according to the propagation and update rule (13) and (16), we can conclude that $x_i(t)$ has increasing elements and only agent $i$ can update it and other agents only copy this value as $\hat{x}_{ji}(t)$. Therefore, we can conclude that $[\hat{x}_{ji}]_p(t) \leq [x_i]_p(t)$ for all $p \in P$, which concludes the proof.

Proof of Proposition 3.1 $f$ is a monotone increasing and submodular set function therefor $f(R_{x_i(t)} \cup \{p\}) - f(R_{x_i(t)} \setminus \{p\}) \geq 0$ and hence $\nabla F(x_i(t))$ has positive entries $\forall i \in A$. Then, because $\mathbf{e}_i(t) \in M_i$, it follows from (14) that $\mathbf{e}_i(t)$ has non-negative entries, $[\mathbf{e}_i(t)]_p \geq 0$ which satisfy $\sum_{p \in P} [\mathbf{e}_i(t)]_p = \kappa_i$. Therefore, it follows from (13) and Lemma 3.2 that

$$1. x_{ii}(t + 1) = 1. x_{ii}(t) + \frac{\kappa_i}{T}, \quad i \in A.$$ (31)

Using (31), we can also write

$$1. x_{ii}(t) = 1. x_{ii}(t - d(G)) + \frac{\kappa_i}{T} d(G), \quad i \in A.$$ (32)

Furthermore, it follows from Lemma 3.2 that for all $\forall p \in P_i$ and any $j \in A \setminus \{i\}$, we can write

$$[x_i(t)]_p \geq [x_j(t)]_p.$$ (33)

Also, since every agent $j \in A \setminus \{i\}$ can be reached from agent $i \in A$ at most in $d(G)$ hops, it follows from the propagation and update laws (13) and (16), for all $\forall p \in P_i$, for any $j \in A \setminus \{i\}$ that

$$[x_j(t)]_p \geq [x_i(t - d(G))]_p(t - d(G)).$$ (34)

Thus, for $i \in A$ and $j \in A \setminus \{i\}$, (33) and (34) result in

$$1. x_{ii}(t) \geq 1. \hat{x}_{ji}(t) \geq 1. x_{ii}(t - d(G)).$$ (35)

Next, we can use (32) and (35) to write

$$1. x_{ii}(t) \geq 1. \hat{x}_{ji}(t) \geq 1. x_{ii}(t) - \frac{\kappa_i}{T} d(G),$$ (36)

for $i \in A$ and $j \in A \setminus \{i\}$. Using (36) for any $i \in A$ we can write

$$\sum_{t \in A} 1. x_{ii}(t) \geq 1. x_{ii}(t) + \sum_{j \in A \setminus \{i\}} 1. \hat{x}_{ij}(t) \geq \sum_{t \in A} 1. x_{ii}(t) - \frac{\kappa_i}{T} d(G).$$ (37)

Then, using Lemma 3.2 from (37) we can write

$$1. \hat{x}(t) \geq 1. x_{ii}(t) \geq 1. \hat{x}(t) - \frac{\kappa}{T} d(G),$$

with $\kappa = \sum_{i \in A} \kappa_i$, which ascertains (19a). Next, note that from Lemma 3.2 we have $x_{jj}(t) = x_{ii}(t)$ for any $i \in A$. Then, using (13) and invoking Lemma 3.2 we obtain (19b), which, given (31), also ascertains (19c).
Proof of Lemma 3.3 The proof follows from a mathematical induction argument. The base case $x_i(0) = 0 \in M$ and $\bar{x}(0) = 0 \in M$ is trivially true. We take it to be true that at time $t$ and for each agent $i \in A$ it hold that $x_i(t) \in M$ with

$$1. x_{ii}(t) = \frac{t}{T} \kappa_i, \text{ and } 1. \hat{x}_{ij}(t) \leq \frac{t}{T} \kappa_j, \quad j \in A \setminus \{i\}.$$

for $t < T$ and $\bar{v}_i(t) \in M_i$ satisfying

$$\sum_{p \in P_i} [\bar{v}_i(t)]_p = \kappa_i, \text{ and } \sum_{p \in P_i} [\bar{v}_i(t)]_p = 0, \quad j \in A \setminus \{i\}.$$

Since $[\nabla F(x_i(t))]_p \geq 0$, $p \in P$, then by propagation rule (13), we establish that

$$1. x_{ii}^{-1}(t + 1) = \frac{t + 1}{T} \kappa_i, \quad 1. \hat{x}_{ij}^{-1}(t + 1) \leq \frac{t + 1}{T} \kappa_j, \quad j \in A \setminus \{i\}.$$

A as result of $M_i$, $i \in A$ being disjoint convex subspaces of $M$, the update rule (16) leads to

$$1. x_{ii}(t + 1) = \frac{t + 1}{T} \kappa_i, \quad 1. \hat{x}_{ij}(t + 1) \leq \frac{t + 1}{T} \kappa_j, \quad j \in A \setminus \{i\}.$$

Therefore, we conclude that $x_i(t + 1) \in M$. Moreover, by the definition of $\bar{x}(t)$ in (18) and $M_i$, $i \in A$ being disjoint convex subspaces of $M$, we deduce that

$$1. \bar{x}(t) = \sum_{i \in A} 1. x_{ii}(t + 1) = \frac{t + 1}{T} \kappa_i, \quad i \in A,$$

for $t < T$ and therefore, $\bar{x}(t + 1) \in M$. We conclude the proof of (a) by induction and trivially (b) follows.

Proof of Theorem 3.2 Consider the distributed Pipage rounding (21). Let $\tau_i$ be any arbitrary iteration stage of (21) for agent $i \in A$. Recall that we partitioned $y_i$, $i \in A$ as $y_i(\tau_i) = [\bar{y}_{i1}(\tau_i), \cdots, \bar{y}_{ii}(\tau_i), \cdots, \bar{y}_{iN}(\tau_i)]$. Let

$$y(\tau) = [y_{11}(\tau_1), \cdots, y_{ii}(\tau_i + \tau), \cdots, y_{NN}(\tau_N)]$$

for any $\tau_j \in \mathbb{Z}_{\geq 0}$, $j \in A$, and arbitrary $i \in A$. Distributed Pipage rounding (21) results in

$$y(\tau + 1) = \begin{cases} y(\tau) + \delta_p(\tau_i) z, & \text{w.p. } \frac{\delta_q(\tau_i)}{\delta_p(\tau_i) + \delta_q(\tau_i)} \in [0, 1], \\ y(\tau) - \delta_q(\tau_i) z, & \text{w.p. } \frac{\delta_p(\tau_i)}{\delta_p(\tau_i) + \delta_q(\tau_i)} \in [0, 1], \end{cases}$$

for a $z \in \{-1, 0, 1\}^n$ that satisfies $|z|_p = 1$, $|z|_q = -1$ and $|z|_r = 0$, $r \neq p, q$. Next, note that the directional convexity of the multilinear function in Lemma 5.2 yields

$$F(y(\tau)) \leq \frac{\delta_q(\tau_i)}{\delta_p(\tau_i) + \delta_q(\tau_i)} F(y(\tau) + \delta_p(\tau_i) z) + \frac{\delta_p(\tau_i)}{\delta_p(\tau_i) + \delta_q(\tau_i)} F(y(\tau) - \delta_q(\tau_i) z).$$

Hence, we can write

$$F(y(\tau)) \leq E[F(y(\tau + 1)) | y(\tau)]. \quad (38)$$
Next, taking expectation with respect to $y(\tau)$, we get

$$\mathbb{E}[F(y(\tau))] \leq \mathbb{E}[F(y(\tau+1))].$$

(39)

Note that because $y(0) | (\tau_j)_{j=1}^N = \mathbf{o}^N = \bar{x}(T)$, we have $\mathbb{E}[F(y(0) | (\tau_j)_{j=1}^N = \mathbf{o}^N)] = F(\bar{x}(T))$. Consequently, since $y(\tau)$ is defined for any arbitrary $\{\tau_j\}_{j=1}^N$, we can conclude that

$$F(\bar{x}(T)) \leq \mathbb{E}[F(\bar{y})],$$

(40)

where $\bar{y} = [y_{11}(|P_1|), y_{22}(|P_2|), \cdots, y_{NN}(|P_N|)]$. Proposition 5.2 states that $\bar{y}$ is a vertex of $\mathcal{M}$, therefore $F(\bar{y}) = f(\mathcal{R}_\bar{y})$. On the other hand, it follows from (22) that $\mathcal{R}_\bar{y} = \bigcup_{i \in \mathcal{A}} \mathcal{R}_i$. Consequently, (23) follows from (40).

Proof of Theorem 3.3 Knowing that $\left| \frac{\partial^2 F}{\partial [x]_p \partial [x]_q} \right| \leq cf(\mathcal{R}^*)$ from Lemma 5.1 and (19c), it follows from Lemma 5.3 that $F(\bar{x}(t+1)) - F(\bar{x}(t)) \geq \nabla F(\bar{x}(t)).(\bar{x}(t+1) - \bar{x}(t)) - \frac{\kappa^2}{2T^2} cf(\mathcal{R}^*)$, which, given (19b), leads to

$$F(\bar{x}(t+1)) - F(\bar{x}(t)) \geq$$

$$\frac{1}{T} \sum_{i \in \mathcal{A}} \bar{v}_i(t).\nabla F(\bar{x}(t)) - \frac{\kappa^2}{2T^2} cf(\mathcal{R}^*).$$

(41)

By definition, $\bar{x}(t) \geq x_i(t)$ for any $\forall i \in \mathcal{A}$. Therefore, given (19a), by invoking Lemma 5.3 for any $i \in \mathcal{A}$ we can write

$$\left| \frac{\partial F}{\partial [x]_p}(\bar{x}(t)) - \frac{\partial F}{\partial [x]_p}(x_i(t)) \right| \leq \frac{\kappa}{T} d(\mathcal{G}) cf(\mathcal{R}^*),$$

(42)

for $p \in \{1, \cdots, n\}$. Recall that at each time step $t$, the realization of $\bar{v}_i(t)$ in (14) that Algorithm 1 uses for $\{p^*_1, \cdots, p^*_m\} \in \mathcal{P}_1$ is

$$\bar{v}_i(t) = \mathbf{1}_{(p^*_1, \cdots, p^*_m)},$$

(43)

for every $i \in \mathcal{A}$. Thus, $\mathbf{1}_i.\bar{v}_i(t) = \kappa_i, i \in \mathcal{A}$. Consequently, using (42) we can write

$$\sum_{i \in \mathcal{A}} \bar{v}_i(t).\nabla F(\bar{x}(t)) \geq$$

$$\sum_{i \in \mathcal{A}} \bar{v}_i(t).\nabla F(x_i(t)) - \frac{\kappa^2}{T} d(\mathcal{G}) cf(\mathcal{R}^*).$$

(44)

Next, we let $\hat{v}_i(t) = \arg\max_{v \in \mathcal{M}_i} v.\nabla F(\bar{x}(t))$ and $\hat{v}_i(t) = \arg\max_{v \in \mathcal{M}_i} v.\nabla F(x_i(t))$. Then, using $\hat{v}_i(t).\nabla F(x_i(t)) \geq \bar{v}_i(t).\nabla F(x_i(t))$ and $\bar{v}_i(t).\nabla F(x_i(t)) \geq \hat{v}_i(t).\nabla F(x_i(t)), i \in \mathcal{A}$, and (42) we can also write

$$\sum_{i \in \mathcal{A}} \hat{v}_i(t).\nabla F(x_i(t)) \geq$$

$$\sum_{i \in \mathcal{A}} \bar{v}_i(t).\nabla F(x_i(t)) - \frac{\kappa^2}{T} d(\mathcal{G}) cf(\mathcal{R}^*),$$

(45a)

$$\sum_{i \in \mathcal{A}} \hat{v}_i(t).\nabla F(x_i(t)) \geq \sum_{i \in \mathcal{A}} \hat{v}_i(t).\nabla F(x_i(t)).$$

(45b)
On the other hand, by virtue of Lemma 3.1 \[
\left[\nabla F(x_i(t))\right]_{p} \quad \text{for} \quad p \in P_i, \quad \text{each agent} \quad i \in \mathcal{A} \quad \text{uses to solve optimization problem} \quad (25) \quad \text{(equivalently} \quad (14)) \quad \text{satisfies}
\]
\[
\left|\left[\nabla F(x_i(t))\right]_{p} - \frac{\partial F}{\partial [x]_p}(x_i(t))\right| \leq \frac{1}{2T} f(\mathcal{R}^*)
\]
with the probability of \(1 - 2e^{-\frac{1}{2T} K_i}\). Using (45b) and (46), and because the samples are drawn independently, we obtain
\[
\sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x_i(t)) \geq \sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x_i(t)) - \frac{K}{2T} f(\mathcal{R}^*)
\]
(47a)
\[
\sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x_i(t)) \geq \sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x_i(t)) \geq \sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x_i(t)) - \frac{K}{2T} f(\mathcal{R}^*)
\]
(47b)
with the probability of \(\prod_{i \in \mathcal{A}} (1 - 2e^{-\frac{1}{2T} K_i})^{|P_i|}\).

From (44), (45a), (47a), and (47b) now we can write
\[
\sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x(t)) \geq \sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x(t)) - (2cd(\mathcal{G}) + 1) \frac{K}{T} f(\mathcal{R}^*)
\]
(48)
with the probability of \(1 - 2 \sum_{i \in \mathcal{A}} e^{-\frac{1}{2T} K_i}\).

Next, let \(v_i^* \) be the projection of \(1_{\mathcal{R}^*}\) into \(\mathcal{M}_i\). Knowing that \(\mathcal{M}_i\)'s are disjoint sub-spaces of \(\mathcal{M}\) covering the whole space then we can write
\[
1_{\mathcal{R}^*} = \sum_{i \in \mathcal{A}} v_i^*.
\]
(49)
Then, using (48), (49), and invoking Lemma 2.1 and the fact that \(\tilde{v}_i(t).\nabla F(x(t)) \geq v_i^*(t).\nabla F(x(t))\) we obtain
\[
\sum_{i \in \mathcal{A}} \tilde{v}_i(t).\nabla F(x(t)) \geq \sum_{i \in \mathcal{A}} v_i^*(t).\nabla F(x(t)) - (2cd(\mathcal{G}) + 1) \frac{K}{T} f(\mathcal{R}^*) = 1_{\mathcal{R}^*}.\nabla F(x(t)) - (2cd(\mathcal{G}) + 1) \frac{K}{T} f(\mathcal{R}^*) \geq f(\mathcal{R}^*) - cF(x(t)) - (2cd(\mathcal{G}) + 1) \frac{K}{T} f(\mathcal{R}^*)
\]
(50)
with the probability of \(\prod_{i \in \mathcal{A}} (1 - 2e^{-\frac{1}{2T} K_i})^{|P_i|}\). Hence, using (41) and (50), we conclude that
\[
F(x(t + 1)) - F(x(t)) \geq \frac{1}{T} (f(\mathcal{R}^*) - cF(x(t)) - (2cd(\mathcal{G}) + \frac{K}{2} + 1) \frac{K}{T} f(\mathcal{R}^*)
\]
(51)
with the probability of $\prod_{i \in A} (1 - 2e^{-\frac{j}{\sqrt{\tau}} K_i})^{\lvert \cdot \rvert}$. Next, let $g(t) = f(\mathcal{R}^*) - cF(\mathbf{x}(t))$ and $\beta = (2\kappa d(\mathcal{G}) + \frac{cK}{2} + 1) \frac{c}{T} f(\mathcal{R}^*)$, to rewrite (51) as

\[
(f(\mathcal{R}^*) - cF(\mathbf{x}(t))) - (f(\mathcal{R}^*) - cF(\mathbf{x}(t + 1))) = g(t) - g(t + 1) \geq \frac{c}{T} (f(\mathcal{R}^*) - cF(\mathbf{x}(t))) - c\beta = \frac{c}{T} g(t) - c\beta.
\]

(52)

Then from inequality (52), we get

\[
g(t + 1) \leq (1 - \frac{c}{T}) g(t) + c\beta
\]

(53)

with the probability of $\prod_{i \in A} (1 - 2e^{-\frac{j}{\sqrt{T}} K_i})^{\lvert \cdot \rvert}$. Solving for inequality (53) at time $T$ yields

\[
g(T) \leq (1 - \frac{c}{T})^T g(0) + \beta \sum_{k=0}^{T-1} (1 - \frac{c}{T})^k = (1 - \frac{c}{T})^T g(0) + T \beta (1 - (1 - \frac{c}{T})^T)
\]

(54)

with the probability of $\left( \prod_{i \in A} (1 - 2e^{-\frac{j}{\sqrt{T}} K_i})^{\lvert \cdot \rvert} \right)^T$. Substituting back $g(T) = f(\mathcal{R}^*) - cF(\mathbf{x}(T))$ and $g(0) = f(\mathcal{R}^*) - cF(\mathbf{x}(0)) = f(\mathcal{R}^*)$, in (54), we then obtain

\[
\frac{1}{c} (1 - (1 - \frac{1}{T})^T)(f(\mathcal{R}^*) - T \beta) = \frac{1}{c} (1 - (1 - \frac{1}{T})^T)(1 - (2\kappa d(\mathcal{G}) + \frac{cK}{2} + 1) \frac{K}{T}) f(\mathcal{R}^*) \leq F(\mathbf{x}(T)),
\]

(55)

with the probability of $\left( \prod_{i \in A} (1 - 2e^{-\frac{j}{\sqrt{T}} K_i})^{\lvert \cdot \rvert} \right)^T$. By applying $e^{-c} \geq (1 - (1 - \frac{c}{T})^T)$, we get

\[
\frac{1}{c} (1 - e^{-c})(1 - (2\kappa d(\mathcal{G}) + \frac{cK}{2} + 1) \frac{K}{T}) f(\mathcal{R}^*) \leq F(\mathbf{x}(T)),
\]

(56)

with the probability of $\left( \prod_{i \in A} (1 - 2e^{-\frac{j}{\sqrt{T}} K_i})^{\lvert \cdot \rvert} \right)^T$, which concludes the proof. \qed

Appendix B: Auxiliary Results

Proof of Lemma 3.1 Define the random variable

\[
X = \left( f(\mathcal{R}_X \cup \{p\}) - f(\mathcal{R}_X \setminus \{p\}) \right) - \frac{\partial F}{\partial x_p}(x) / f(\mathcal{R}^*),
\]

and assume that agent $j \in A$ takes $K_j$ samples from $\mathcal{R}_X$ to construct $\{X_k\}_{k=1}^K$ realization of $X$. Since $f$ is a submodular function, then we have $(f(\mathcal{R}_X \cup \{p\}) - f(\mathcal{R}_X \setminus \{p\})) \leq f(\mathcal{R}^*)$. Consequently using equation (9), we conclude that $0 \leq X \leq 1$. Hence, using Theorem 2.1, we have $\sum_{k=1}^K X_k \geq \frac{1}{2T} K$ with the probability of $2e^{-\frac{1}{\sqrt{T}} K}$. Hence, the estimation accuracy of $\nabla F(x)$, is given by

\[
\left| \left[ \nabla F(x_i(t)) \right]_p - \frac{\partial F}{\partial x_p}(x) \right| \geq \frac{1}{2T} f(\mathcal{R}^*), \quad p \in \{1, \cdots, n\} \text{ with the probability of } 2e^{-\frac{1}{\sqrt{T}} K}.
\]

\[\square\]

Lemma 5.1 (First and second derivatives of the multilinear extension) Let $f : 2^\mathcal{P} \to \mathbb{R}_{\geq 0}$, $\mathcal{P} = \{1, \cdots, n\}$, be increasing and submodular set function with curvature $c$, and the multilinear
Lemma 5.2 (Directional Convexity)

Then, \( \frac{\partial F}{\partial |x|} \geq (1-c)f(p) \) for all \( p \in P \) and \( x \in [0,1]^n \).
Moreover, \(-cf(R^*) \leq 0 \) for all \( p, q \in P \) and \( x \in [0,1]^n \).

Proof: The derivative of \( F(x) \) can be written as

\[
\frac{\partial F}{\partial |x|} (x) = \Delta_f(p | R_x \setminus \{p\}).
\] (57)

Furthermore, by the definition of the total curvature \( \mathfrak{K} \) we can write \( c \geq 1 - \frac{\Delta_f(p | R_x \setminus \{p\})}{f(p)} \), and by conjunction with equation (57), we have \( \frac{\partial F}{\partial |x|} \geq (1-c)f(p) \) which proves the first part of Lemma. Since \( p \notin R_x \cup \{q\} \), therefor by the definition of the total curvature \( \mathfrak{K} \) we can write

\[
(1-c)f(\{p\}) \leq \Delta_f(p | R_x \cup \{q\} \setminus \{p_i\}) \leq f(\{p\}).
\] (58)

Moreover, Since \( p \notin R_x \cup \{p, q\} \), therefor by the definition of the total curvature \( \mathfrak{K} \) we can write

\[
(1-c)f(\{p\}) \leq \Delta_f(p | R_x \cup \{p, q\}) \leq f(\{p\}).
\] (59)

Knowing that \( \Delta_f(p | R_x \cup \{q\} \setminus \{p_i\}) = f(R_x \cup \{p, q\}) - f(R_x \cup \{q\}) \) and \( \Delta_f(p | R_x \cup \{p, q\}) = f(R_x \cup \{p, q\}) - f(R_x \cup \{q\}) \), the definition of second order derivative of \( F \) \( \mathfrak{K} \), we can be written as

\[
\frac{\partial F}{\partial |x|} = \mathbb{E}[\Delta_f(p | R_x \cup \{q\} \setminus \{p\}) - \Delta_f(p | R_x \cup \{p, q\})].
\] (60)

Putting (58) and (59) together in conjunction with submodular property of \( f \) results in \( -cf(\{p\}) \leq \frac{\partial^2 F}{\partial |x|} \leq 0 \). Knowing that \( f(\{p\}) \leq f(R^*) \) results in proving the second part of Lemma. \( \square \)

Lemma 5.2 (Directional Convexity) Let \( f : 2^P \to \mathbb{R}_{\geq 0}, P = \{1, \cdots, n\}, \) be monotone increasing and submodular set function with a multilinear extension function \( F(x) \) defined in \( \mathfrak{K} \). Then, for any given \( x \in [0,1]^n \) and \( w \in \{-1,0,1\}^n \) where \( w_p = 1, w_q = -1 \) and \( w_l = 0, l \neq p, q \), then the multilinear extension of set function \( f \) in the direction of \( w \) is defined as

\[
F(x + \lambda w) = \sum_{R \subseteq P \setminus \{p, q\}} f(\{p\} \cup R)(|x|_p + \lambda)(1 - (|x|_q - \lambda))P(R) + \]

\[
f(\{q\} \cup R)(1 - (|x|_p + \lambda))P(R) + \]

\[
f(R)(1 - (|x|_p + \lambda))(1 - (|x|_q - \lambda))P(R) + \]

\[
f(R) - f(\{p, q\} \cup R))(|x|_p + \lambda)(|x|_q - \lambda)P(R).
\]

with \( P(R) = \prod_{r \in R} x_r \prod_{r \notin R}(1 - x_r) \). Taking the second derivative of \( F(x + \lambda w) \) with respect to \( \lambda \) yields

\[
\frac{\partial^2 F(x + \lambda w)}{\partial \lambda^2} = \sum_{R \subseteq P \setminus \{p, q\}} 2P(R)(f(\{p\} \cup R) + f(\{q\} \cup R) - f(R) - f(\{p, q\} \cup R)).
\]
The submodularity of $f$ asserts that $\frac{\partial^2 F(x + \lambda w)}{\partial \lambda^2} \geq 0$ and consequently, $F(x + \lambda w)$ is a convex function of $\lambda$.  

**Lemma 5.3 (Interval Bound of Twice differentiable function)** Consider a twice differentiable function $F(x) : [0, 1]^n \to \mathbb{R}$ which satisfies $\left| \frac{\partial^2 F}{\partial |x|^p \partial |x|^q} \right| \leq \alpha$ for any $p, q \in \{1, \cdots, n\}$. Then for any $x_1, x_2 \in \mathbb{R}^n$ satisfying $x_2 \geq x_1$ and $(x_2 - x_1) \leq \beta$ we have

$$\left| \frac{\partial F}{\partial |x|^p} (x_1 + \epsilon(x_2 - x_1)) - \frac{\partial F}{\partial |x|^p} (x_1) \right| \leq \epsilon \alpha \beta, \quad (61a)$$

$$F(x_2) - F(x_1) \geq \nabla F(x_1) \cdot (x_2 - x_1) - \frac{1}{2} \alpha \beta^2, \quad (61b)$$

for $\epsilon \in [0, 1]$.

**Proof** Let $h_p = \left[ \frac{\partial^2 F}{\partial |x|^p \partial x_1}, \cdots, \frac{\partial^2 F}{\partial |x|^p \partial x_n} \right]^\top$. Then, we can write

$$\left| \frac{\partial F}{\partial |x|^p} (x_1 + \epsilon(x_2 - x_1)) - \frac{\partial F}{\partial |x|^p} (x_1) \right| = \left| \int_0^\epsilon h_p(x_1 + \tau(x_2 - x_1))(x_2 - x_1)d\tau \right| \leq \int_0^\epsilon \alpha 1(x_2 - x_1)d\tau = \epsilon \alpha \beta, \quad (62)$$

Furthermore, $F(x_2) - F(x_1) = \int_0^1 \nabla F(x_1 + \epsilon(x_2 - x_1))(\bar{x}(t + 1) - \bar{x}(t))d\epsilon \geq \int_0^1 (\nabla F(x_1) - \epsilon \alpha \beta)(x_2 - x_1)d\epsilon = \nabla F(x_1) \cdot (x_2 - x_1) - \frac{1}{2} \alpha \beta^2$, with the third line follow from equation (62), which concludes the proof.  

□