Uniform vs. Non-Uniform Coarse Quantization in Mutual Information Maximizing LDPC Decoding
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Abstract—Recently, low-resolution LDPC decoders have been introduced that perform mutual information maximizing signal processing. However, the optimal quantization in variable and check nodes requires expensive non-uniform operations. Instead, we propose to use uniform quantization with a simple hardware structure, which reduces the complexity of individual node operations approximately by half and shortens the decoding delay significantly. Our analysis shows that the loss of preserved mutual information resulting from restriction to uniform quantization is very small. Furthermore, the error rate simulations with regular LDPC codes confirm that the uniform quantization causes only minor performance degradation within 0.01 dB compared to the non-uniform alternative. Due to the complexity reduction, especially the proposed 3-bit decoder is a promising candidate to replace 4-bit conventional decoders.

I. INTRODUCTION

Low-density parity-check codes (LDPC) are established in many modern communication applications, like fiber-optic, Ethernet, wireless or NAND flash systems. In particular, their capacity-approaching error correction capabilities and the existence of iterative message-passing decoding algorithms with high parallelism make LDPC codes an excellent choice. But the constantly increasing demand for high data rates and energy-efficient systems requires continuous improvements.

To alleviate the complexity caused by the message transfers between variable and check nodes, finite alphabet decoders that maximize the preserved mutual information have been proposed. Excellent performance is achieved while using only a few bits for the exchanged messages [1]–[7]. Conventional algorithms, like the offset or normalized min-sum decoders [8], work with higher resolutions to achieve similar performance.

However, most of the mutual information maximizing decoders use non-uniform operations in the node updates that can cause higher hardware complexity than in the conventional algorithms. One option to perform mutual information maximizing node updates is the two-input lookup table decomposition technique [1], [2]. Each lookup table encodes a non-uniform compression mapping for any realization of the two input messages, which maximizes the preserved mutual information between the output message and a relevant variable. Although this avoids exponentially increasing table sizes, the multiple compression steps in each node update introduce performance degradation [4], [6]. To reduce this loss, we decided to focus on the so-called computational domain approach [4], [9]. The technique is characterized by three steps: First, small single-input lookup tables translate the low-resolution messages to higher-resolution representation values. Secondly, arithmetic operations combine those values into one high-resolution extrinsic message. Finally, the extrinsic message is compressed in a single step with non-uniform threshold quantization which enables optimal preservation of relevant information in the compressed output message [10]. As we will show, the non-uniform threshold quantization consumes large amounts of the hardware resources dedicated to check and variable nodes. In particular, those resources include multiple high-resolution comparison operations and memory for the threshold values.

In this paper, we propose to reduce the complexity by restricting to symmetric uniform quantization with equally spaced thresholds. With that restriction, the outputs of the translation tables can be scaled such that the uniform quantization consists only of a simple bit-shift operation. In this way, no high-resolution comparators or memory for the thresholds are required. Furthermore, the optimization complexity is potentially reduced since the design involves fewer degrees of freedom than the non-uniform quantization. We observe only a small loss in the preserved mutual information and minor performance degradation in terms of error rates. The main contributions are summarized as follows.

- The non-uniform quantization in the computational domain approach is replaced with uniform quantization for check and variable nodes. The proposed design eliminates the complexity caused by non-uniform quantization.
- A variable node structure is developed leading to symmetric probability distributions of the exchanged messages. Hence, memory requirements are reduced by half and translation tables avoided when using the minimum approximation in the check node.
- The non-uniform and uniform solutions are compared in detail with respect to the threshold levels, effect on probability distributions and preserved mutual information. The discrete density evolution method confirms that uniform quantization introduces only a small loss in terms of mutual information.
- Error rates simulations reveal that uniform quantization achieves performance within 0.01 dB compared to optimal non-uniform quantization.
II. MUTUAL INFORMATION MAXIMIZING DECODERS

We assume a binary LDPC code with parity check matrix \( H \in \{0,1\}^{N_c \times N} \) which can be represented by a Tanner graph with \( N \) variable nodes (VNs) and \( N_c \) check nodes (CNs). The encoder maps the information bits \( u \in \{0,1\}^{K \times 1} \) to code bits \( b \in \{0,1\}^{N \times 1} \) satisfying \( Hb = 0 \). For the transmission, we consider binary phase-shift keying (BPSK) symbols which are disturbed by additive white Gaussian noise (AWGN) at the receiver. A mutual information maximizing symmetric channel quantizer maps the received symbols to messages \( t^{ch} \in \mathcal{T}^N \) with finite alphabet \( \mathcal{T} \) of bit width \( w \) [2]. In the decoder, \( w \)-bit messages are exchanged over multiple decoding iterations between variable and check nodes. We apply a flooding schedule, where one decoding iteration consists of updating all check nodes and, subsequently, all variable nodes. However, the proposed techniques can be applied also to other schedules [6]. In the first iteration the channel messages are directly forwarded to the corresponding check nodes.

A. Computational Domain Node Updates

As explained in the introduction, in this work we focus on reducing the complexity of the computational domain approaches for check and variable nodes [4], [9]. In the following, we extend this framework by replacing the non-uniform with uniform quantization.

1) Check Node: A check node of degree \( d_c \) receives the variable node messages \( t_i^v \in \mathcal{T} \) with \( i \in N_c = \{1, \ldots, d_c\} \). Each message \( t_i^v \) provides information about a code bit \( x_i^c \) that participates in the parity check equation \( x_1^c \oplus x_2^c \oplus \ldots \oplus x_d^c = 0 \). The mutual information maximizing node update (derivation in appendix V-A) yields [4]

\[
|t_i^v| = \frac{Q}{2} \left( \prod_{i \in N_c \backslash \{j\}} \text{sgn}(\phi_i^c(t_i^v)) \sum_{i \in N_c \backslash \{j\}} |\phi_i^c(t_i^v)| \right). \tag{1}
\]

In (1), \( \phi_i^c \) are small translation tables computed according to \( \phi_i^c(t_i^v) = \text{sgn}(L(x_i^c|t_i^v))(-\log | \tanh L(x_i^c|t_i^v)/2|) \) with the log-likelihood ratio (LLR) being \( L(x|t) = p(x=0|t)/p(x=1|t) \). The quantizer \( Q \) is defined by a threshold set and \( \max_{Q^v} \ I(X_i^c; T_i^v) \) can be performed, e.g., using the sequential information bottleneck algorithm [2].

B. An Efficient Hardware Design with Uniform Quantization

In practice, the internal resolution after translation is limited to \( w_\phi \) bits. Computations in the check node update (1) and variable node update (2) are performed with integer instead of real valued numbers. Therefore, the translation lookup table \( \phi = \phi^o, \phi^{ch} \) or \( \phi^c \) is scaled to an integer range with

\[
\phi_\Delta(t) = \text{sgn}(\phi(t)) \min \left( \frac{1}{2} |\phi(t)| + \frac{1}{2} \cdot 2^{w_\phi - 1} - 1 \right) \tag{3}
\]

where \( \phi_\Delta(t) \approx \frac{1}{\Delta} \phi(t) \) and \( \Delta \in \mathbb{R}^+ \).

Fig. 1: A full check node update.

Fig. 2: A full variable node update.

Fig. 3: Non-uniform hardware schematics for performing quantization with \( w_\phi = 9 \) bit as the bit width of \( y \) and \( w = 4 \) bit for \( t \).

(a) Uniform
Fig. 1 and Fig. 2 depict possible hardware structures to perform the update for all outputs of the check node or variable node, respectively. For an efficient implementation we assume symmetric distributions of the input messages with \( p(X=0, T=t) = p(X=1, T=-t) \) when using a sign-magnitude (SM) format with \( t \in T = \{-2^{w-1}, \ldots, 1, -1, \ldots, +2^{w-1}\} \). In this way, translation tables only require the message’s magnitude bits to perform the mapping into the computational domain, which cuts the memory demand by half.

1) Symmetry Preserving Variable Node Update: In contrast to the check node, the variable node performs signed addition using the 2’s complement format, such that the same hardware component can deal with addition and subtraction. Therefore, after translation, one conversion step from SM to the 2’s complement format is done. Hence, only the magnitude part must be quantized. After summation, another conversion back to the SM format is done. Hence, only the magnitude part must be quantized. Note, that this can cause an asymmetric distribution \( p(x, y) = p(x, Y=0) \), conversion to the SM format leads to \( y=+1 \) and, therefore, \( p(Y=+1) > p(Y=-1) \). For canceling out asymmetric distributions in the design phase, we use two types of variable nodes: One adds up negative LLRs and inverts the sign at the output; the other requires no modifications. In this way, we enforce a symmetric distribution

\[
p(x, y) = p(x, y) + \left\{ \begin{array}{ll}
0 & y = +1 \\
p(x, Y=0)/2 & y = \pm 1 \\
\end{array} \right.
\]

2) Non-Uniform Quantization: We perform the symmetric non-uniform quantization with \( Q \) as \( Q^v \) or \( Q^c \) according to

\[
Q(y) = \text{sgn}(y) \left\{ \begin{array}{ll}
1 & |y| < \tau_0 \\
\frac{i}{2^{w-1}} & \tau_i < |y| < \tau_{i+1}, 0 < i < 2^{w-1} - 2 \\
\end{array} \right.
\]

The corresponding hardware implementation is depicted in Fig. 3a. The threshold quantization with a binary search technique involves \( w-1 \) high resolution comparisons. For the full update in total \( d_v(w-1) \) comparisons are required, which can cause even more complexity than the addition operations. Furthermore, memory and logic are necessary to hold and select the appropriate thresholds \( \{\tau_0, \ldots, \tau_{2^{w-1} - 2}\} \).

3) Uniform Quantization: We perform symmetric uniform quantization with \( Q \) as \( Q^v \) or \( Q^c \) according to

\[
Q(y) = \text{sgn}(y) \min (|y|/2^\phi + 1, 2^{w-1}).
\]

An efficient hardware implementation is proposed in Fig. 3b with a right-shift operation by \( r \in N_0 \) positions and a subsequent clipping such that the desired resolution \( w \) is obtained. By modifying \( r \) and the scaling factor \( \Delta \) for the translation tables, any uniform boundary spacing, \( \Delta(\tau_i+1-\tau_i) = 2\Delta r \) w.r.t. the reconstructed LLRs \( \Delta y \approx L(x|y) \), can be achieved. The optimal uniform quantization is obtained with a grid based search aiming for \( \max X \in \mathbb{R} | X(T) \) where \( T := T_j \times X_j \) for the variable (check) node. Only \((w_y-w-r)+(w-1)\) logic OR gates are required, which is negligibility compared to the hardware used for the non-uniform threshold quantization in Fig. 3a. For the check node, an offset \( \kappa \) in \( Q^c(y') \) with \( y' = \text{sgn}(y)(|y| + \kappa) \) (moves first boundary \( \tau_0 \) closer to the decision threshold), can improve the performance especially for higher iterations.

C. Check Node with Minimum Approximation

Instead of (1), another option is the check node update with minimum approximation from [3].

\[
t_{j}^{c} = \prod_{i \in N \setminus \{j\}} \text{sgn}(t_{i}^{c}) \min_{i \in N \setminus \{j\}} |t_{i}^{c}|, \tag{7}
\]

where the sign magnitude format and symmetric design of Section II-B is assumed. The number of comparisons required in hardware can be reduced to \( d_c + \lceil \log_2 d_c \rceil - 2 \) [11].

D. Complexity Evaluation

In Table I, the check and variable node complexity of the proposed decoders is compared to the offset min-sum (OMSQ) algorithm [8]. The non-uniform decoder involves the highest number of operations for check and variable nodes, due to the more expensive quantization. Also, the memory requirements are highest to represent the translation tables and boundaries. In contrast, the uniform decoder can avoid comparisons and memory for boundaries. Further complexity reduction is achieved by using the minimum approximation in the check node, where only a first and second minimum search must be performed and no translation tables are required [3], [8]. Note, that the two-minima search involves additional multiplexers in hardware, which are not considered in Table I. The OMSQ check node has slightly higher complexity due to the offset operation.

| TABLE I: Complexity of variable and check nodes. |
| --- |
| node variant | additions/ comparisons | translation count \( \phi \) | memory usage in bit |
| --- | --- | --- | --- |
| non-uniform | \((w+1)d_v-2\) | \(d_v\) | \((w_y+w-1)2^{w-1}\) |
| CN | min. approx. | \(2d_v-2\) | \(d_v\) | \((w_y+w-1)2^{w-1}\) |
| OMSQ | \(d_v+\lceil \log_2 d_c \rceil - 2\) | | |
| non-uniform | \((w+1)d_c-1\) | \(d_c+1\) | \((2w_y+w-3)2^{w-1}\) |
| VN | uniform | \(2d_c-1\) | \(d_c+1\) | \((2w_y-2)2^{w-1}\) |
| OMSQ | \(2d_c-1\) | | |

III. PERFORMANCE EVALUATION

A. Density Evolution Analysis of Different Quantizers

For the mutual information maximizing decoder design, discrete density evolution [1] is used to track the distributions of messages with respect to relevant variables.

In Fig. 4 and Fig. 5, the optimization results and corresponding distributions are shown for check and variable node designs in the first iteration. The degree distribution corresponds to the code of Section III-B1 with \( d_v=32 \) and \( d_c=6 \). The design SNR is set to \( E_b/N_0=3.3 \) dB. The internal resolution is \( w_y = 8 \) bit.

In the following analysis we consider the quantizer operation of (1) and (2) as information bottleneck setups, where X, Y and T are defined as the relevant, observed and compressed variable, respectively [2].
Fig. 4: Check node distributions and boundary placements.

For the check node $X = X_j^c$ and $T = T_j^c$. For the variable node $X = X^r$ and $T = T_j^c$. In both cases, the observed variable $Y$ is the quantizer input.

Please note, that the horizontal axis depicts only half of the sample space $Y$ w.r.t. positive LLRs, since the other half is symmetric. Furthermore, the integers $y$ are scaled with $\Delta$ to facilitate comparisons of the boundary placements in Fig. 4 and 5.

1) Check Node: Looking at Fig. 4a, it can be seen that the boundaries are more dense in regions where $L(x|y)$ has steeper slope. This is reasonable, since the optimization procedure aims at minimizing the loss of relevant information

$$\min_{Q} I(X; Y) - I(X; T) = \min_{Q} \sum_{y} p(y) D_{KL}(p(x|y)||p(x|T = Q(y))),$$

(8)

where the Kullback Leibler divergence is given by $D_{KL}(p(x|y)||p(x|t)) = \sum_x p(x|y) \log \frac{p(x|y)}{p(x|t)}$. From (8) we can conclude that the loss is increased more severely, if $D_{KL}$ (always non-negative) is large and if the event $y$ has high probability of occurrence $p(y)$. Consequently, the boundaries in Fig. 4a are more dense in regions where the meaning $L(x|y)$ changes rapidly, to combat large divergences.

In Fig. 4b, we observe that the uniform quantization mimics the behavior of the non-uniform solution. The mutual information difference between non-uniform and uniform check node ($0.0443 - 0.0441 = 0.0003$) is negligible compared to the difference between non-uniform and minimum approximation check node ($0.0443 - 0.0407 = 0.0036$). Also note, that $p(y)$ depends on the spacing $\Delta = 0.02277$ (uniform) which is different from $\Delta = 0.02814$ (non-uniform).

2) Variable Node: For evaluation in Fig. 5 we use the same check node implementation (minimum approximation) to ensure equal input distributions. For the non-uniform quantizer at the variable node in Fig. 5a, the rate of change in $L(x|y)$ is constant w.r.t. to $y$. Therefore, the boundary placement is determined primarily by the fact that $D_{KL}$ has less contribution for large $L(x|y)$, and, secondly, by $p(y)$. Especially the first effect causes the optimization to place the boundaries more densely close to $y = 0$.

The uniform quantization at the variable node in Fig. 5b turns out to be very effective, too. Compared to Fig. 5a the difference in mutual information $0.9056 - 0.9053 = 0.0003$ is similar to the loss observed for the uniform check node.

3) Summary: Overall, we can conclude that the boundary placement depends mainly on three effects:

1) Clustering of events that are close in meaning, e.g. merging the events $y_1$ and $y_2$ where $L(x|y_1) \approx L(x|y_2)$, causes only minor relevant information loss in (8).

2) Clustering in regions with low reliability, i.e., where $|L(x|y)|$ is small, leads to more information loss than clustering in regions with high reliability. This effect is less dominant than the first one, which becomes apparent by carefully comparing the boundary placement w.r.t. $L(x|y)$ of the check node and the variable node results.

3) Clustering in regions where $p(y)$ is small, has minor influence on the relevant information loss in (8) and, therefore, the boundaries are less dense in those regions.
B. Decoder Design and Error Rate Performance

In this section we compare the performance in terms of mutual information and error rates. All scenarios use either 3 or 4 bits for the channel quantizer, variable node and check node messages. The internal resolution is \( w_0 = 8 \) bit. Smaller resolutions like \( w_0 = 6 \) bit introduced degradation of about 0.01 dB. Table II summarizes the node configurations used in this work. The first part of each decoder label specifies the check node and the second part the variable node. In the error rate simulations, the design \( E_b/N_0 \) is optimized for best frame or bit error rate performance.

1) Scenario 1: We analyze the performance for a rate \( R = 0.841 \) code from [12] with \( N = 2048 \), \( d_c = 32 \) and \( d_v = 6 \). First, the evolution of mutual information in Fig. 6 is evaluated.

For the 4-bit decoding in Fig. 6a the non-uniform quantization configuration in check and variable node converges fastest. Remarkably, only very small degradation occurs, when restricting to uniform quantization in check and/or variable node. Using the minimum approximation in the check node results in more significant mutual information loss. The lookup table based variable node is significantly outperformed by the computational domain solutions.

Additionally for 3-bit decoding in Fig. 6b, uniform quantization in check and variable node leads only to minor performance degradation. We note that the loss from using concatenated lookup tables in the variable node is more severe for 3-bit decoding because of the internal quantization effects.

The frame error rate results for a maximum of 10 decoding iterations are depicted in Fig. 7. The mutual information performances differences translate to high frame error rates \( > 10^{-4} \). The performance loss from the uniform compared to the non-uniform configurations is less than 0.01 dB. In the region \( < 10^{-5} \) cycle effects start to dominate the performance, which are not taken into account in discrete density evolution. For low error rates the minimum approximation closes the performance gap to the computational domain approach, which indicates more robustness against cycle effects. This phenomenon was also observed in [6]. The 3-bit uniform decoders achieve similar performance as the 4-bit conventional offset-min-sum decoder (OMSQ).

2) Scenario 2: A medium-rate \( R = 0.5 \) code with \( N = 8000 \), \( d_c = 6 \) and \( d_v = 3 \) is considered, which was also studied in [2] with label '8000.4000.465'. As observed in scenario 1, the bit error rates in Fig. 7 confirm that restriction to uniform quantization introduces only barely noticeable performance differences. Especially for 3-bit decoding, the computational domain decoder achieves a gain of 0.08 dB over the lookup table based configuration. The 3-bit decoder with minimum approximation in the check node looses only 0.04 dB compared to the 4-bit OMSQ decoder.

![Fig. 6: Evolution of mutual information for scenario 1.](image)

![Fig. 7: Frame error rates for scenario 1 (3 and 4 bits).](image)

**TABLE II: Check and variable node variants.**

| node | label | description | equation | reference |
|------|-------|-------------|----------|-----------|
| CN   | comp  | non-uniform comp. domain | (1)  | [4] |
|      | comp(uni) | uniform comp. domain (1), II-B3 proposed | (2)  | [4] |
|      | min   | minimum approximation (7) [3] | (7)  | [3] |
| VN   | comp  | non-uniform comp. domain | (2)  | [4] |
|      | comp(uni) | uniform comp. domain (2), II-B3 proposed | (2)  | [4] |
|      | lut   | two-input lookup tables - [2] | -  | [2] |
IV. CONCLUSIONS

This paper revealed significant complexity reduction potential with minor performance loss for mutual information maximizing decoding by replacing non-uniform with uniform quantization operations. The proposed hardware structure essentially eliminated most of the resources required for non-uniform quantization in the computational domain approach for check and variable nodes. For the check node update, the minimum approximation still achieved the lowest complexity at the price of performance losses ranging from 0.015-0.025 dB compared to computational domain with uniform quantization.

The most promising candidate was a 3-bit decoder architecture using the variable node with uniform quantization and check node with minimum approximation. Performance close to 4-bit OMSQ decoding is achieved with the potential to significantly save wiring and register complexity.

V. APPENDIX

A. Computational Domain Check Node Update Derivation

This section uses results from [4], [5] to derive the check node update (1). For simplicity, consider a check node of degree \(d_c=3\). Bit \(b_3\) can be obtained from the parity check equation with \(b_3=b_1\oplus b_2\). Correspondingly, soft information can be computed from the probabilities \(p(b_1)\) and \(p(b_2)\) through circular convolution \(\psi(b_3)=\sum p(b_1)p(b_2=b_3=b_1)\), which is equivalently performed in frequency domain using the DFT as \(p(b_3)=\mathcal{F}^{-1}\{\mathcal{F}\{p(b_1)\}\mathcal{F}\{p(b_2)\}\}\). Then, \(p(b_3=0)=\frac{1}{2} + \frac{1}{2} (p(b_1=0)-p(b_1=1)) (p(b_2=0)-p(b_2=1))\). The result can be generalized for degree \(d_c>3\), where \(p(b_d=0)=\frac{1}{2} + \frac{1}{2} \sum_{i=1}^{d_c-1} (p(b_i=0)-p(b_i=1))\). The corresponding LLR is given by

\[ L(b_{d_c}) = \log \left( \frac{1}{2} + \frac{1}{2} \prod_{i=1}^{d_c-1} \psi_i \right) = 2 \tanh^{-1} \prod_{i=1}^{d_c-1} \psi_i, \tag{9} \]

where \(\psi_i=p(b_i=0)-p(b_i=1)=\tanh L(b_{d_i})\). Performing the multiplication in log-domain, we get:

\[ L(b_{d_c}) = \left( \prod_{i=1}^{d_c-1} \text{sgn} \psi_i \right) 2 \tanh^{-1} \left( \sum_{i=1}^{d_c-1} \log |\psi_i| \right). \tag{10} \]

It is shown in [10], that using a binary LLR as the input \(y:=L(b_{d_c})\) of a threshold quantizer \(t=Q(y)\), mutual information maximizing compression \(\max_Q I(X;T)\) is achievable. The monotonic increasing \(\tanh^{-1}\)-function has no effect on the order of input events to the quantizer. Furthermore, note that \(\exp(-x)\) is a monotonic decreasing function of \(x\) with \(x=\sum_{i=1}^{d_c-1} (-\log |\psi_i|)\), which only inverts the order w.r.t. the magnitude of the input events. Thus, threshold quantization is equivalently performed with

\[ y := \left( \prod_{i=1}^{d_c-1} \text{sgn} \psi_i \right) \sum_{i=1}^{d_c-1} (-\log |\psi_i|). \tag{11} \]