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ABSTRACT. In this paper, we study a class of piecewise smooth integrable non-Hamiltonian systems, which has a center. By using the first order Melnikov function, we give an exact number of limit cycles which bifurcate from the above periodic annulus under the polynomial perturbation of degree n.

1. Introduction and the main results. Limit cycle theory of piecewise smooth differential systems which raised from nonlinear oscillations, mechanics, electrical engineering and control systems [1, 2, 8] has been extensively studied for many years and many methodologies have been developed. In particular, it can be seen as an extension of the Hilbert’s 16th problem, which has not been solved since Hilbert proposed the 23 mathematical problems in 1990 [6]. For more details on the Hilbert’s 16th problem, see for instance [7, 9, 10, 17, 18] and the references therein.

Consider a piecewise smooth differential system

$$\begin{align*}
\frac{dx}{d\tau}, \frac{dy}{d\tau} &= \begin{cases}
(p^+(x,y), q^+(x,y)), & x \geq 0, \\
(p^-(x,y), q^-(x,y)), & x < 0.
\end{cases}
\end{align*}$$

(1.1)

Suppose that system (1.1) has first integrals $H^+(x,y) = h$ (resp. $H^-(x,y) = \tilde{h}$) for $x \geq 0$ (resp. $x < 0$), and has integrating factors $\mu_1(x,y)$ (resp. $\mu_2(x,y)$) for $x \geq 0$ (resp. $x < 0$). We call (1.1) a piecewise smooth integrable differential system. For a perturbed piecewise smooth integrable differential system

$$\begin{align*}
\frac{dx}{d\tau}, \frac{dy}{d\tau} &= \begin{cases}
(p^+(x,y) + \varepsilon f^+(x,y), q^+(x,y) + \varepsilon g^+(x,y)), & x \geq 0, \\
(p^-(x,y) + \varepsilon f^-(x,y), q^-(x,y) + \varepsilon g^-(x,y)), & x < 0,
\end{cases}
\end{align*}$$

(1.2)
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where \( f^\pm, g^\pm \in C^\infty \), since
\[
\frac{\partial H^+(x, y)}{\partial y} = \mu_1(x, y)p^+(x, y), \quad \frac{\partial H^+(x, y)}{\partial x} = -\mu_1(x, y)q^+(x, y),
\]
\[
\frac{\partial H^-(x, y)}{\partial y} = \mu_2(x, y)p^-(x, y), \quad \frac{\partial H^-(x, y)}{\partial x} = -\mu_2(x, y)q^-(x, y),
\]

multiplying (1.2) by \( \mu_1(x, y) \) (resp. \( \mu_2(x, y) \)) for \( x \geq 0 \) (resp. \( x < 0 \)) and letting \( dt = \mu_1(x, y)dt \) \((i = 1, 2)\), we have
\[
(\dot{x}, \dot{y}) = \begin{cases}
\left( \frac{\partial H^+(x, y)}{\partial y} + \varepsilon \mu_1(x, y)f^+(x, y), -\frac{\partial H^+(x, y)}{\partial x} + \varepsilon \mu_1(x, y)g^+(x, y) \right), & x \geq 0, \\
\left( \frac{\partial H^-(x, y)}{\partial y} + \varepsilon \mu_2(x, y)f^-(x, y), -\frac{\partial H^-(x, y)}{\partial x} + \varepsilon \mu_2(x, y)g^-(x, y) \right), & x < 0,
\end{cases}
\tag{1.3}
\]

where the dot denotes derivative with respect to an independent variable \( t \). Systems (1.2) and (1.3) have qualitatively the same orbit structure.

As in the smooth case, a very important issue associated with (1.3) is to find the number of limit cycles and their distributions. Up to now most of the results on this problem have been concerned with the perturbation of the Hamiltonian system, i.e. the case \( \mu_1(x, y) = \mu_2(x, y) = 1 \), see [3, 5, 13, 15, 16]. For the integrable but non-Hamiltonian system, since \( \mu(x, y) \) and \( \mu_2(x, y) \) are no longer constants, the study of Melnikov functions in this case is much more difficult than in the Hamiltonian case. As far as we know, few papers study piecewise smooth integrable non-Hamiltonian systems [11].

In this paper, we first give the first order Melnikov function of system (1.3). Hence, we make the following assumptions for system (1.3) \( \varepsilon = 0 \):

Assumption (I). There exist an interval \( J = (\alpha, \beta) \), and two points \( A(h) = (0, a(h)) \) and \( B(h) = (0, b(h)) \) such that for \( h \in J \)
\[
H^+(A(h)) = H^+(B(h)) = h, \quad H^-(A(h)) = H^-(B(h)) = \tilde{h}, \quad a(h) \neq b(h).
\]

Assumption (II). The system (1.3) \( \varepsilon = 0 \) has an orbital arc \( L_h^+ \) starting from \( A(h) \) and ending at \( B(h) \) defined by \( H^+(x, y) = h \), \( x \geq 0 \); the system (1.3) \( \varepsilon = 0 \) has an orbital arc \( L_h^- \) starting from \( B(h) \) and ending at \( A(h) \) defined by \( H^-(x, y) = H^-(B(h)), x < 0 \).

Under the above assumptions (I) and (II), system (1.3) \( \varepsilon = 0 \) has a family of periodic orbits \( L_h = L_h^+ \cup L_h^- \) for \( h \in J \). Each of the closed curves \( L_h \) is piecewise smooth, in general. Further, without loss of generality, suppose that \( L_h \) has a clockwise orientation.

From Theorem 1.1 in Liu and Han [14], we get the first order Melnikov function \( M(h) \) of system (1.3) as follow.

Proposition 1.1. Under the conditions (I) and (II), the first order Melnikov function of system (1.3) has the following form
\[
M(h) = \frac{H_y^+(A)}{H_y^-(A)} \cdot \frac{H_y^+(B)}{H_y^-(B)} \oint_{L_h^+} \mu_1(x, y)(g^+(x, y)dx - f^+(x, y)dy) + \oint_{L_h^-} \mu_2(x, y)(g^-(x, y)dx - f^-(x, y)dy), \quad h \in J.
\tag{1.4}
\]

Remark 1. By Lemma 2.2 in [12], we have \( \frac{H_y^+(A)}{H_y^-(A)} \cdot \frac{H_y^+(B)}{H_y^-(B)} = 1 \).
In the following, we consider the following piecewise smooth integrable differential system
\[
\begin{align*}
(\dot{x}, \dot{y}) = \begin{cases} 
-\varepsilon f^+(x, y), & x > 0, \\
-\varepsilon f^-(x, y), & x < 0,
\end{cases}
\end{align*}
\] (1.5)
where \(ab \neq 0\),
\[
f^\pm(x, y) = \sum_{i+j=0}^n a_{i,j}^\pm x^i y^j, \quad g^\pm(x, y) = \sum_{i+j=0}^n b_{i,j}^\pm x^i y^j.
\] (1.6)

System (1.5)\(\varepsilon=0\) has the first integral \(H^\pm(x, y) = x^2 + y^2\) with respect to \(x \geq 0\) and \(x < 0\). The origin is a center. It is worth noting that system (1.5)\(\varepsilon=0\) has an invariant straight line \(ax^2 + 1 = 0\) (resp. \(bx^2 + 1\)) for \(a < 0\) (resp. \(b < 0\)). Denote
\[
h_1 = \begin{cases} 
\sqrt{-\frac{1}{a}}, & a < 0, \\
+\infty, & a \geq 0,
\end{cases} \quad h_2 = \begin{cases} 
\sqrt{-\frac{1}{b}}, & b < 0, \\
+\infty, & b \geq 0.
\end{cases}
\]

Let \(H(n)\) denote the maximum number of limit cycles of (1.5) bifurcated from the period annulus \(\bigcup_{0<h<h_0} L_h\) for all possible \(f^\pm(x, y)\) and \(g^\pm(x, y)\) satisfying (1.6) up to the first order Melnikov function in \(\varepsilon\), where \(h_0 = \min\{h_1, h_2\}\). Our main result is the following theorem.

**Theorem 1.1.** Suppose that \(ab \neq 0\), then for any \(n \geq 1\), we have

(i) If \(a \neq b\), then \(H(n) = n + 2\left[\frac{n+1}{2}\right] - 1\).

(ii) If \(a = b\), then \(H(n) = n + \left[\frac{n+1}{2}\right] - 1\).

2. **The first order Melnikov function.** In this section, we give an expression of the first order Melnikov function \(M(h)\) of system (1.5) for \(0 < h < h_0\). Note that \(H^+(0, y) = H^-(0, y)\). Then by Proposition 1.1, we have the first order Melnikov function of system (1.5) satisfying
\[
M(h) = \oint_{\overline{AB}} \mu_1(g^+ dx - f^+ dy) + \oint_{\overline{BA}} \mu_2(g^- dx - f^- dy),
\] (2.1)
where \(0 < h < h_0\), and
\[
\overline{AB} = \{(x, y)|H^+(x, y) = h, \ x \geq 0\}, \quad \overline{BA} = \{(x, y)|H^-(x, y) = h, \ x < 0\}.
\]

Letting \(x = \sqrt{h} \cos \theta, \ y = \sqrt{h} \sin \theta\), we obtain
\[
M(h) = -\sum_{i+j=0}^n h^{i+j} b_{i,j}^+ \frac{\int \frac{\pi}{2} \cos^i \theta \sin^{i+1} \theta d\theta}{1 + ah \cos^2 \theta} - \sum_{i+j=0}^n h^{i+j} a_{i,j}^- \frac{\int \frac{\pi}{2} \cos^{i+1} \theta \sin^i \theta d\theta}{1 + ah \cos^2 \theta}
\]
(2.2)
\[
-\sum_{i+j=0}^n h^{i+j} b_{i,j}^- \frac{\int \frac{\pi}{2} \cos^i \theta \sin^{i+1} \theta d\theta}{1 + bh \cos^2 \theta} - \sum_{i+j=0}^n h^{i+j} a_{i,j}^+ \frac{\int \frac{\pi}{2} \cos^{i+1} \theta \sin^i \theta d\theta}{1 + bh \cos^2 \theta}
\]
\[
= \sum_{i+j=1}^{n+1} \sigma_{i,j} \frac{\int \frac{\pi}{2} \cos^i \theta \sin^{i+1} \theta d\theta}{1 + ah \cos^2 \theta} + \sum_{i+j=1}^{n+1} \tau_{i,j} \frac{\int \frac{\pi}{2} \cos^{i+1} \theta \sin^i \theta d\theta}{1 + bh \cos^2 \theta},
\]
where \(\sigma_{i,j} = -b_{i,j}^+ - a_{i+1,j}^-\) and \(\tau_{i,j} = -b_{i,j}^- - a_{i+1,j}^+\), here we assume that \(b_{i-1,j}^+ = a_{i-1,j}^+\), \(b_{i-1,j}^- = a_{i-1,j}^-\), \(\sigma_{0,0} = \tau_{0,0} = 0\). Since the coefficients \(a_{i,j}^\pm\)
and $b_{i,j}^k$ are arbitrary for $i, j \in \mathbb{N}$, $\sigma_{i,j}$ and $\tau_{i,j}$ are also arbitrary. Furthermore, for the sake of convenience, we denote

$$I_{i,j}(h) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\cos^i \theta \sin^j \theta}{1 + ah \cos^2 \theta} d\theta,$$

$$J_{i,j}(h) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\cos^i \theta \sin^j \theta}{1 + bh \cos^2 \theta} d\theta,$$

$$(2.3) \quad N(k) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos^k \theta d\theta.$$

**Lemma 2.1.** Suppose that $ab \neq 0$, the following equalities hold:

(i) $I_{1,2j+1}(h) = J_{1,2j+1}(h) = 0$.

(ii) $I_{i,2l}(h) = \sum_{k=0}^{l} (-1)^k C_k^i I_{i+2k,0}(h), \quad J_{i,2l}(h) = \sum_{k=0}^{l} (-1)^k C_k^i J_{i+2k,0}(h)$.

(iii) $h^i I_{2i,0}(h) = \left( -\frac{1}{a} \right)^i I_{0,0}(h) - \sum_{k=1}^{i} \left( -\frac{1}{a} \right)^k h^{-k} N(2i - 2k)$.

(iv) $h^i J_{2i,0}(h) = \left( -\frac{1}{b} \right)^i J_{0,0}(h) - \sum_{k=1}^{i} \left( -\frac{1}{b} \right)^k h^{-k} N(2i - 2k)$.

(v) If $a \neq -\frac{1}{h}, (1 + ah) I_{0,0}(h) = -\frac{1}{2} J_{0,0}(h)$. If $b \neq -\frac{1}{h}, (1 + bh) J_{0,0}(h) = -\frac{1}{2} J_{0,0}(h)$.

**Proof.** (i) and (ii) can be got by straight calculation.

(iii) From

$$(ah \cos^2 \theta)^i - (-1)^i = (1 + ah \cos^2 \theta) \sum_{k=1}^{i} (-1)^{k-1}(ah \cos^2 \theta)^{i-k},$$

we have

$$\frac{(ah \cos^2 \theta)^2}{1 + ah \cos^2 \theta} = \frac{(-1)^i}{1 + ah \cos^2 \theta} + \sum_{k=1}^{i} (-1)^{k-1}(ah \cos^2 \theta)^{i-k}.$$

Integrating the above equality from $-\frac{\pi}{2}$ to $\frac{\pi}{2}$, we obtain the conclusion (iii). Conclusion (iv) can be proved similarly.

(v) Noting that

$$I_{0,0}(h) = \begin{cases} \frac{\pi}{\sqrt{1+ah}}, & a \geq 0, \ h \in (0, +\infty) \ or \ a < 0, \ h \in (0, -\frac{1}{a}), \\ 0, & a < 0, \ h \in (-\frac{1}{a}, +\infty), \\ \infty, & a < 0, \ h = -\frac{1}{a}, \end{cases}$$

and

$$J_{0,0}(h) = \begin{cases} \frac{\pi}{\sqrt{1+bh}}, & b \geq 0, \ h \in (0, +\infty) \ or \ b < 0, \ h \in (0, -\frac{1}{b}), \\ 0, & b < 0, \ h \in (-\frac{1}{b}, +\infty), \\ \infty, & b < 0, \ h = -\frac{1}{b}, \end{cases}$$

we obtain the conclusion (v). \qed

**Lemma 2.2.** Suppose that $ab \neq 0$.

(i) If $a \neq b$, then $M(h)$ can be expressed by the following $2[n + 1] + n + 1$ functions:

$$a_0 I_{0,0}(h) - \alpha \pi + \hat{b}_0, \ h I_{0,0}(h), \ h^2 I_{0,0}(h), \cdots, \ h^{[a+b]} I_{0,0}(h),$$
where \( I_{0,0}(h) \) and \( J_{0,0}(h) \) are given by (2.3), \( a_0, c_0, \tilde{b}_0, \tilde{b}_0, \alpha \) and \( \beta \) are constants.

Proof. (i) From (2.2), (2.3) and (i)-(iv) in Lemma 2.1, we have

\[
M(h) = \sum_{i+j=1}^{n+1} h^{\frac{i+j}{2}} I_{i,j}(h) + \sum_{i+j=1}^{n+1} h^{\frac{i+j}{2}} \tau_{i,j} \langle J_{i,j}(h) \rangle
= \sum_{i=1}^{n+1} h^\frac{i}{2} \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} \sigma_{i-j,j} I_{i-j,j}(h) + \sum_{i=1}^{n+1} h^\frac{i}{2} \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} \tau_{i-j,j} J_{i-j,j}(h)
= \sum_{i=0}^{n+1} \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} S_{i,j} h^\frac{i+j}{2} I_{i,0}(h) + \sum_{i=0}^{n+1} \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} T_{i,j} h^\frac{i+j}{2} J_{i,0}(h)
= a_0 I_{0,0}(h) - \alpha \pi + \sum_{i=1}^{\left\lceil \frac{n+1}{2} \right\rceil} a_i h^i I_{0,0}(h) + \sum_{i=0}^{n-1} \tilde{b}_i h^{\frac{i}{2}}
+ c_0 J_{0,0}(h) - \beta \pi + \sum_{i=1}^{\left\lceil \frac{n+1}{2} \right\rceil} c_i h^i J_{0,0}(h) + \sum_{i=0}^{n-1} \tilde{b}_i h^{\frac{i}{2}}
= a_0 I_{0,0}(h) - \alpha \pi + \tilde{b}_0 + \sum_{i=1}^{\left\lceil \frac{n+1}{2} \right\rceil} a_i h^i I_{0,0}(h) + \sum_{i=1}^{\left\lceil \frac{n+1}{2} \right\rceil} \tilde{b}_i h^{\frac{i}{2}}
+ c_0 J_{0,0}(h) - \beta \pi + \tilde{b}_0 + \sum_{i=1}^{\left\lceil \frac{n+1}{2} \right\rceil} c_i h^i J_{0,0}(h),
\]

where

\[
S_{i,j} = \sum_{k=0}^{\left\lfloor \frac{i}{2} \right\rfloor} (-1)^k C^k_{j+k} \sigma_{i-2k,2k+2k}, \quad T_{i,j} = \sum_{k=0}^{\left\lfloor \frac{i}{2} \right\rfloor} (-1)^k C^k_{j+k} \tau_{i-2k,2k+2k},
\]
Remark 2. Since $\sigma_{i,j}$ and $\tau_{i,j}$ are arbitrary, $S_{i,j}$ and $T_{i,j}$ are also arbitrary. It is easy to get that

$$A = \frac{\partial(a_1, a_2, \cdots, a_{\left[\frac{n+1}{2}\right]}, a_0, b_1, b_2, \cdots, b_n)}{\partial(S_{0,1}, S_{0,2}, \cdots, S_{0,\left[\frac{n+1}{2}\right]}, S_{1,0}, S_{2,0}, S_{3,0}, \cdots, S_{n+1,0})}
\begin{pmatrix}
1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & -\frac{1}{a} & \left(-\frac{1}{a}\right)^2 & \cdots & \left(-\frac{1}{a}\right)^{n+1} \\
0 & 0 & \cdots & 0 & N(1)\frac{1}{a} & -N(1)\left(-\frac{1}{a}\right)^2 & \cdots & N(1)\left(-\frac{1}{a}\right)^{n+1} \\
0 & 0 & \cdots & 0 & 0 & N(2)\frac{1}{a} & \cdots & -N(2)\left(-\frac{1}{a}\right)^{n+1} \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & N(n)\frac{1}{a}
\end{pmatrix},
$$

and $\det A = -\frac{1}{a^{n+1}} \prod_{i=1}^{n} N(i) \neq 0$. So $a_i, b_i$ can be chosen arbitrary. In a similar way, we can prove that $c_i, \tilde{b}_i$ are arbitrary.

In the following, we show that the functions defined in (2.6) and (2.7) are linearly independent and suppose that $h \in \mathbb{C}$. From Lemma 2.1 (v), we have $I_{0,h}(h) = \frac{a}{\sqrt{1+b}}$ with $a > 0$. Therefore, $I_{0,h}(h)$ can be analytically extended to the complex domain $D_1 = \mathbb{C} \setminus \{h \in \mathbb{R}, h \leq -h_1\}$ with $a > 0$. In a similar way, $J_{0,h}(h)$ can be analytically extended to the complex domain $D_2 = \mathbb{C} \setminus \{h \in \mathbb{R}, h \geq h_2\}$ with $b > 0$. For $h < -h_1$, we denote $I_{0,h}^+(h)$ by the analytic continuation of $I_{0,h}(h)$ along an arc such that $\operatorname{Im}(h) > 0$ (resp. $\operatorname{Im}(h) < 0$). For other functions, we will use similar notations.
Lemma 2.3. (i) If $a > 0$, then the functions $I_{0,0}^\pm(h)$, which are defined in $(-\infty, -h_1)$, satisfy

$$I_{0,0}^+(h) - I_{0,0}^-(h) = \frac{c_1i}{\sqrt{1 + ah}}. \quad (2.9)$$

(ii) If $b > 0$, then the functions $J_{0,0}^\pm(h)$, which are defined in $(h_2, +\infty)$, satisfy

$$J_{0,0}^+(h) - J_{0,0}^-(h) = \frac{c_2i}{\sqrt{1 + bh}}. \quad (2.10)$$

where $c_1$ and $c_2$ are nonzero real number and $i^2 = -1$.

Proof. From Lemma 2.1 (v) and noting that $I_{0,0}^\pm(h)$ are both analytic continuation of $I_{0,0}(h)$, we have $(1 + ah)(I_{0,0}^\pm(h))' = -\frac{a}{2}I_{0,0}^\pm(h)$, which implies

$$(1 + ah)(I_{0,0}^+(h) - I_{0,0}^-(h))' = -\frac{a}{2}(I^+0.0(h) - I^-0.0(h)).$$

Solving the above equation we obtain

$$I_{0,0}^+(h) - I_{0,0}^-(h) = \frac{c}{\sqrt{1 + ah}},$$

where $c \in \mathbb{C}$ is a constant. Since $I_{0,0}^\pm(h)$ conjugate each other, $I_{0,0}^+(h) - I_{0,0}^-(h)$ is a pure imaginary number, so we can suppose $c = c_1i$ ($c_1 \in \mathbb{R}$). We claim that $c_1$ is nonzero, else $I_{0,0}(h)$ is global single-valued, $I_{0,0}(h)$ will be analytic at $h = -h_1$ or is $-h_1$ a pole of $I_{0,0}(h)$, which is a contradiction with $I_{0,0}(h) = \frac{e^{-\pi h}}{\sqrt{1 + ah}}$. In a similar way, we can get the conclusion (ii). \qed

Now we begin to prove the independence of functions defined in (2.6). Suppose that

$$G(h) = \tilde{a}_0(a_0I_{0,0}(h) - \alpha \pi + \tilde{b}_0) + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} \tilde{a}_i h^i I_{0,0}(h) + \sum_{i=1}^{n-1} \tilde{b}_i h^i \quad \quad (2.11)$$

$$+ \tilde{c}_0(c_0I_{0,0}(h) - \beta \pi + \tilde{b}_0) + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} \tilde{c}_i h^i I_{0,0}(h) \equiv 0.$$

We only prove that the coefficients $\tilde{a}_i = \tilde{c}_i = 0$, $i = 0, 1, \cdots, \lfloor \frac{n+1}{2} \rfloor$ and $\tilde{b}_i = 0$, $i = 1, 2, \cdots, n - 1$.

If $a > 0, b > 0$, then $G(h)$ can be analytically extended to the domain $D = D_1 \cap D_2$. By Lemma 2.3, when $h < -h_1$, then

$$G^+(h) - G^-(h) = \frac{c_1i}{\sqrt{1 + ah}} \sum_{i=0}^{\lfloor \frac{n+1}{2} \rfloor} \tilde{a}_i h^i = 0,$$

which implies that $\tilde{a}_i = 0$, $i = 0, 1, \cdots, \lfloor \frac{n+1}{2} \rfloor$. Similarly, we can obtain $\tilde{c}_i = 0$, $i = 0, 1, \cdots, \lfloor \frac{n+1}{2} \rfloor$. Thus $G(h) = \sum_{i=1}^{n-1} \tilde{b}_i h^i = 0$, which implies that $\tilde{b}_i = 0$, $i = 1, \cdots, n - 1$. The cases $a > 0$ and $b < 0$, $a < 0$ and $b > 0$, and $a < 0$ and $b < 0$ can be proved similarly.
3. Proof of the main results. We only prove the case that \(a > 0\) and \(b > 0\). To obtain the lower bound of \(H(n)\), we need

**Lemma 3.1.** [4] Consider \(p + 1\) linearly independent analytical functions \(f_i : U \rightarrow \mathbb{R}, \ i = 1, 2, \cdots, p\), where \(U \in \mathbb{R}\) is an interval. Suppose that there exists \(j \in \{0, 1, \cdots, p\}\) such that \(f_j\) has constant sign. Then there exists \(p + 1\) constants \(\delta_i, \ i = 0, 1, \cdots, p\) such that \(f(x) = \sum_{i=0}^{p} \delta_i f_i(x)\) has at least \(p\) simple zeros in \(U\).

From the above Lemma 3.1, we immediately obtain

(i) If \(a \neq b\), then \(H(n) \geq 2[\frac{n+1}{2}] + n\).

(ii) If \(a = b\), then \(H(n) \geq [\frac{n+1}{2}] + n - 1\).

Let \(0 < \varepsilon \ll 1 \ll R\) and denote by \(D_{\varepsilon,R}\) the domain obtained by removing two small discs \(\{|h + h_1| \leq \varepsilon\}, \{|h - h_2| \leq \varepsilon\}\) and two real intervals \([-R, -h_1 - \varepsilon], [h_2 + \varepsilon, R]\) from \(\{|h| \leq R\}\). Now we will use argument principle to estimate the number of zeros of \(M(h)\) in the domain \(D_{\varepsilon,R}\).

Recall that \(M(h)\) has the form

\[
M(h) = a_0 I_{0,0}(h) - \alpha \pi + \hat{b}_0 + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} a_i h^i I_{0,0}(h) + \sum_{i=1}^{n-1} b_i h^i \\
+ c_0 J_{0,0}(h) - \beta \pi + \hat{b}_0 + \sum_{i=1}^{\lfloor \frac{n+1}{2} \rfloor} c_i h^i J_{0,0}(h),
\]

On \(\{|h + h_1| = \varepsilon\}\), \(M(h) \sim \frac{\varepsilon}{\sqrt{1 + ah}}\). So the argument of \(M(h)\) increases \(\pi + o(1)\). On \([-R, -h_1 - \varepsilon]\), \(M(h)\) is real if and only if \(\text{Im}(M(h)) = 0\), that is,

\[
M^+(h) - M^-(h) = \frac{c_1 i}{\sqrt{1 + ah}} \sum_{i=0}^{\lfloor \frac{n+1}{2} \rfloor} a_i h^i = 0.
\]

Note that we must count \([-R, -h_1 - \varepsilon]\) twice, so together with \(\{|h + h_1| = \varepsilon\}\) and \([-R, -h_1 - \varepsilon]\), the argument of \(M(h)\) increases at most \((2 + 2[\frac{n+1}{2}])\pi\). Similarly, together with \(\{|h - h_2| = \varepsilon\}\) and \([h_2 + \varepsilon, R]\), the argument of \(M(h)\) also increases at most \((2 + 2[\frac{n+1}{2}])\pi\).

Let \(r^2 = h\), then \(M(r) \sim r^{n-1}\). On \(\{|h| = R\}\), the argument of \(r^{n-1}\) increases \(2(n-1)\pi\), thus the argument of \(M(r)\) increases at most \(2(n-1)\pi + o(1)\). That is, the argument of \(M(h)\) increases at most \(2(n-1)\pi + o(1)\).

Along the boundary of \(D_{\varepsilon,R}\), the argument of \(M(h)\) increases at most \(2[\frac{n+1}{2}]\pi + 2(n-1)\pi + o(1)\). By the argument principle, \(M(h)\) has at most \(n + 2[\frac{n+1}{2}] + 1\) zeros in \(D_{\varepsilon,R}\). Noting that \(M(0) = 0\), we have

\[
H(n) \leq n + 2[\frac{n+1}{2}] + 1.
\]

So \(H(n) = n + 2[\frac{n+1}{2}]\), the proof of Theorem 1.2 for \(a > 0\) and \(b > 0\) is finished. For other \(a, b\), the proofs are similar.
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