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Metric adjusted skew information, induced from quantum Fisher information, is a well-known family of resource measures in the resource theory of asymmetry. However, its asymptotic rates are not valid asymmetry monotone since it has an asymptotic discontinuity. We here introduce a new class of asymmetry measures with the smoothing technique, which we term smooth metric adjusted skew information. We prove that its asymptotic sup- and inf-rates are valid asymptotic measures in the resource theory of asymmetry. Furthermore, it is proven that the smooth metric adjusted skew information rates provide a lower bound for the coherence cost and an upper bound for the distillable coherence.

1 Introduction

Symmetry and conservation laws are basic yet profound concepts in modern physics. As first pointed out by Wigner [1] and further examined by Araki and Yanase [2], conservation laws place limitations on the precision of the measurements. Based on this observation, Wigner and Yanase [3] introduced a measure of information content in the presence of a conservation law, called the Wigner-Yanase skew information. It quantifies how a state is “askew” (i.e., non-diagonal, or coherent) to the eigenbasis of the conserved quantity. This quantity was later shown to be closely related to quantum information geometry [4, 5]. Generalizing this connection, metric adjusted skew information is introduced from a family of quantum Fisher information metrics as quantifiers of information content relative to a conserved quantity [6].

A deeper understanding of the above relation between symmetries and skew information has been gained through the recent development of quantum resource theories. Quantum resource theories [7] provide a powerful framework for studying the connection between a resource and the physical restriction posed by our inability to prepare a state and perform an operation. Due to its wide applicability, various kinds of resources have been investigated, such as entanglement [8], coherence [9–11], athermality [12, 13] and asymmetry [14]. The resource theory of asymmetry is one of the most actively studied quantum resource theories, where the dynamics and states are restricted by symmetries of the system.

In the resource theory of asymmetry, a class of coherence called asymmetry is considered to be a resource to implement operations that break the symmetry. Asymmetry captures consequences of symmetry that cannot be captured by the Noether theorem [15] and has various applications. For example, time-translation asymmetry is mandatory for creating accurate clocks [16–21] and accelerating quantum operations [22], and is known to be a resource independent of entropy in quantum thermodynamics [23]. Furthermore, asymmetry is shown to be an essential resource in various problems under conservation laws such as quantum measurements [1, 2, 24–28], gate implementation in quantum computing [29–33], quantum error correction [32–37], and the Hayden–Preskill model for evaporating black holes [32, 33].

As a resource under conservation laws, asymmetry is closely related to metric adjusted skew information. Indeed, metric adjusted skew information plays a significant role in both one-shot and asymptotic settings. In the one-shot setting, a family of metric adjusted skew information is
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known as valid resource measures [38, 39] for $U(1)$ symmetry. It is lifted to a family of skew information matrices [40] for a general Lie group $G$, which are valid asymmetry measures as well as $G$-asymmetry [41] and the relative entropy of $G$-frameness [42]. The convertibility conditions in the one-shot regime [14, 43–46] are significantly simplified in the asymptotic regime, and a thermodynamic structure based on skew information appears for i.i.d. pure states [14, 47]. Furthermore, the conversion theory in the non-i.i.d. regime [45] has been established by extending the quantum Fisher information, which is an example in the family of metric adjusted skew information.

Despite the above progress in the resource theory of asymmetry, little is known about asymmetry measures in the asymptotic regime. In particular, it is known that the asymptotic rate of metric adjusted skew information is not a valid asymptotic asymmetry measure due to a discontinuity in the asymptotic regime [42, 47]. Also, the asymptotic rate of the relative entropy of $G$-frameness becomes trivial for any i.i.d. states since the regularized relative entropy of $G$-frameness vanishes in the asymptotic limit [42]. These results show that useful asymptotic asymmetry measures cannot be obtained from a one-shot asymmetry measure just by calculating its asymptotic rate.

In this paper, we introduce a family of valid asymptotic asymmetry measures, which we call the smooth metric adjusted skew information rates. For this purpose, we first introduce the $\epsilon$-smooth metric adjusted skew information parameterized by the smoothness parameter $\epsilon \in (0, 1]$ with the smoothing technique [48, 49]. Then, we define the smooth metric adjusted skew information rates as the sup- and inf-rates of the $\epsilon$-smooth metric adjusted skew information in the limit of $\epsilon \to 0$. We show that they are valid asymptotic asymmetry measures. For an i.i.d. sequence of a pure state, we further show that they are equal to the metric adjusted skew information of the state. Combining these results, we relate the smooth metric adjusted skew information rates to the coherence cost and the distillable coherence, which are central operational quantities in the asymptotic conversion theory. Concretely, by using an argument of Lieb-Yngvason’s non-equilibrium thermodynamics [50], we prove that the smooth metric adjusted skew information rates provide a lower bound of the coherence cost and an upper bound of the distillable coherence.

This paper is organized as follows: In Sec. 2, we first review the basics of the resource theory of asymmetry. We also briefly summarize the properties of metric adjusted skew information, including its asymptotic discontinuity. In Sec. 3, we introduce a family of the $\epsilon$-smooth metric adjusted skew information and its asymptotic rates. We state our main theorems on the properties of the smooth metric adjusted skew information rates. Theorem 1 shows that the smooth metric adjusted skew information rates are valid asymptotic asymmetry measures. In Theorem 2, the smooth metric adjusted skew information rates for i.i.d. states are explicitly calculated. We also present a general asymptotic behavior of metric adjusted skew information for states near i.i.d. pure states, which are used to prove Theorem 2. The details of the proofs are postponed to Appendix. In Sec. 4, we prove inequalities that relate the smooth metric adjusted skew information rates to the coherence cost and the distillable coherence by using Theorems 1 and 2, based on Lieb-Yngvason’s non-equilibrium thermodynamics.

2 Resource theory of asymmetry

2.1 Definition

In this subsection, we review the definition of the resource theory of asymmetry. Fundamental elements of any resource theory are free states and free operations that are prepared and performed freely. In the resource theory of asymmetry, they are defined with respect to a symmetry group $G$. We say that a state $\rho$ is symmetric if and only if it is invariant under a group action, i.e., $\rho = U_g \rho U_g^\dagger$ for any $g \in G$, where $U_g$ denotes the unitary representation of $g$. A symmetric state can be prepared without access to the reference frame related to the group $G$ [14] and is considered a free state in the resource theory of asymmetry. Any state that breaks the symmetry is called asymmetric and is regarded as a resource.

A free operation in the resource theory of asymmetry is the so-called covariant operation $\mathcal{E}$ satisfying $\mathcal{E}(U_g^n (\rho) U_g^{n\dagger}) = U_g^{out} \mathcal{E}(\rho) U_g^{out\dagger}$ for all states $\rho$ and $g \in G$, where $U_g^{in}$ and $U_g^{out}$ are unitary representations of $g$ in the input and output
systems, respectively. A covariant operation describes a process that can be implemented without access to the reference frame related to the group $G$. By using the covariant Stinespring dilation theorem [43, 51], it can also be interpreted as the dynamics of a system that couples to an ancillary system initially in a symmetric state under a unitary evolution with a conservation law of additive observables associated with $G$.

Although the resource theory of asymmetry is a general framework for investigating the consequences of symmetries described by any group $G$, we here focus on $U(1)$ and $(\mathbb{R},+)$ groups where a unitary representation is given by $U_t = e^{-iHt}$ with an observable $H$ on the system. This corresponds to the case where a single additive quantity is conserved. Such an additive quantity can vary depending on the physical situation we are interested in. To simplify the terminologies, we always call it the Hamiltonian of a system in this paper. In this case, a quantum channel $\mathcal{E}$ is covariant if and only if it commutes with the time translation, that is,

$$\mathcal{E}(e^{-iHt}\rho e^{iHt'}) = e^{-iH't}\mathcal{E}(\rho)e^{iH't}, \quad \forall \rho, \forall t \in \mathbb{R},$$

(1)

where $H$ and $H'$ are the Hamiltonians of the input and output systems of $\mathcal{E}$. Furthermore, a symmetric state can be understood as a state diagonalized by the energy eigenbasis since $\rho = e^{-iHt}\rho e^{iHt}$ implies $[\rho, H] = 0$. Since an asymmetric state $\rho$ satisfies $[\rho, H] \neq 0$, the resource theory of asymmetry with time-translation symmetry is a branch of resource theories investigating the properties of energetic coherence.

For later convenience, we here introduce notations for convertibility in the resource theory of asymmetry. The most basic setup in conversion theory is one-shot conversion without error, which has been analyzed, e.g., in [14, 43, 45, 46]. Suppose that for a given state $\rho$ of a system with Hamiltonian $H$ and a given state $\sigma$ of a system with Hamiltonian $H'$, there exists a covariant operation $\mathcal{E}$ such that $\sigma = \mathcal{E}(\rho)$. In this case, we say that $\rho$ is convertible to $\sigma$ and denote

$$\rho, H \xrightarrow{\text{cov}} \sigma, H'.$$

(2)

It should be noted that convertibility depends not only on the states $\rho$ and $\sigma$, but also on the Hamiltonians $H$ and $H'$ since the covariance of channels is defined with respect to the time translations generated by them. The binary relation $\xrightarrow{\text{cov}}$ is a preorder since the identity operation is covariant and any product of covariant operations is covariant.

Since the exact conversion is too restrictive from a practical point of view, conversion with an error is often analyzed. In this paper, we focus on the setup in which the error vanishes in the asymptotic limit. Consider sequences of states $\tilde{\rho} = \{\rho_m\}_m$ and $\tilde{\sigma} = \{\sigma_m\}_m$ of systems with Hamiltonians $\tilde{H} = \{H_m\}_m$ and $\tilde{H}' = \{H'_m\}_m$, respectively. We say that $\tilde{\rho}$ is asymptotically convertible to $\tilde{\sigma}$ by covariant operations if and only if for any $\epsilon \in (0,1)$, there exists a sequence of covariant operations $\{\mathcal{E}_m\}_m$ such that $\lim \sup_{m \to \infty} D(\mathcal{E}_m(\rho_m), \sigma_m) \leq \epsilon$, where $D$ denotes the trace distance defined by $D(\rho, \sigma) := \frac{1}{2} \| \rho - \sigma \|_1$. Here, the covariance of $\mathcal{E}_m$ is defined with respect to $H_m$ and $H'_m$ for each $m$. In this case, we denote

$$\tilde{\rho}, \tilde{H} \xrightarrow{\text{cov}_a} \tilde{\sigma}, \tilde{H'}.$$  

(3)

The subscript in $\xrightarrow{\text{cov}_a}$ indicates that the binary relation is defined for the asymptotic conversion. The asymptotic conversion theory has been analyzed in [14, 20, 45, 47]. We will briefly review their results in Sec. 4, where we relate the smooth metric adjusted skew information rates to the coherence cost and the distillable coherence. Similarly to the one-shot case, the binary relation $\xrightarrow{\text{cov}_a}$ is a preorder.

2.2 Metric adjusted skew informations as asymmetry measures

Resource theories have the advantage of providing a concrete way to quantify a resource. In general, a resource measure is defined with a conversion relation. We say that $R(\rho, H)$ is an asymmetry measure (in the one-shot setting) if and only if the following two conditions are satisfied:

1) Monotonicity: If $\rho, H \xrightarrow{\text{cov}} (\sigma, H')$, then $R(\rho, H) \geq R(\sigma, H')$.

2) If $\rho$ is symmetric, then $R(\rho, H) = 0$.

If a measure $R$ further satisfies the converse of the second condition, i.e., if $R(\rho, H) = 0$ implies that $\rho$ is symmetric, we say $R$ is faithful. We do not impose faithfulness as one of the minimal requirements for an asymmetry measure, as well as entanglement measures in entanglement theory.
In the one-shot regime, there are several known asymmetry measures [14, 38, 39, 41, 42]. Our main focus in this paper is the family of metric adjusted skew information [6]. They are first introduced as quantifiers of non-commutativity of a state and an observable by extending the Wigner-Yanase skew information [3], which are later shown to be asymmetry measures [38, 39].

The metric adjusted skew information is closely related to the Riemannian geometry of the state space. In classical information geometry, there is a unique Riemannian metric that monotonically contracts under information processing, which is called the Fisher information metric. The study of monotone metrics in quantum information theory is initiated by Morozova and Chentsov in [52]. Its classification is completed by Petz in [53], showing a one-to-one correspondence between a monotone metric and an operator monotone function. We say that a function \( f \) is a standard monotone function if and only if it satisfies the following three conditions:

i) \( 0 \leq A \leq B \implies f(A) \leq f(B) \).

ii) \( f(x) = xf(1/x) \).

iii) \( f(1) = 1 \).

It is known that

\[
J^f(\rho_t) := \text{Tr}\left( \begin{bmatrix} \partial \rho_t / \partial t \end{bmatrix} \begin{bmatrix} c_f(L_{\rho_t}, R_{\rho_t}) \end{bmatrix} \begin{bmatrix} \partial \rho_t / \partial t \end{bmatrix} \right),
\]

where \( L_{\rho} \) and \( R_{\rho} \) denote the left and right multiplication operators by \( \rho \), i.e., \( L_{\rho}(O) = \rho O \) and \( R_{\rho}(O) = O \rho \) for an operator \( O \). The function \( c_f(x,y) \) is called the Morozova–Chentsov function associated with a standard monotone function \( f \), which is defined by

\[
c_f(x,y) = \frac{1}{y f(x/y)}, \quad x, y > 0.
\]

A standard monotone function satisfying \( f(0) \neq 0 \) is called regular. Hansen [6] defined the metric adjusted skew information for a regular standard monotone \( f \) as

\[
I^f(\rho, H) := \frac{f(0)}{2} J^f(\rho_t) \bigg|_{t=0}
\]

where \( \rho_t \) denotes a unitary model defined by \( \rho_t := \{ e^{-iHt} \rho e^{iHt} \}_{t \in \mathbb{R}} \). The prefactor \( f(0)/2 \) is chosen so that

\[
I^f(\psi, H) = \text{Var}(\psi, H)
\]

holds for any pure state \( \psi \), where \( \text{Var}(\rho, H) := \text{Tr}(\rho H^2) - (\text{Tr}(\rho H))^2 \) denotes the variance. For a generic state \( \rho \), it holds \( I^f(\rho, X) \leq \text{Var}(\rho, X) \). By using the eigenvalue decomposition \( \rho = \sum_i \lambda_i \vert i \rangle \langle i \vert \), the metric adjusted skew informations are written as

\[
I^f(\rho, H) = \frac{f(0)}{2} \sum_{i,j} (\lambda_i - \lambda_j)^2 |\langle i | H | j \rangle|^2.
\]

An example of the metric adjusted skew information is the Wigner–Yanase–Dyson skew information, which is known as a one-parameter extension of the Wigner–Yanase skew information. The corresponding operator monotone function is given by \( f_{\text{WYD}}(p) = p(1-p)(x-1)/((x^p - 1)(x^{1-p} - 1)) \) [6]. The Wigner–Yanase skew information is obtained as a special case for \( p = 1/2 \). Another important example is skew information for \( f_{\text{SLD}} \), which corresponds to the SLD Fisher information. It is known that the SLD skew information is equal to the convex roof of variance [58, 59]:

\[
I^f_{\text{SLD}}(\rho, H) = \min_{\{p_i, \phi_i\}} \sum_i p_i \text{Var}(\phi_i, H),
\]

where \( \{p_i, \phi_i\} \) runs over the set of all probability distributions \( \{p_i\} \) and pure states \( \{\phi_i\} \) satisfying \( \rho = \sum_i p_i \phi_i \). The SLD skew information is the largest among the family of metric adjusted skew information. Precisely, it holds

\[
\frac{1}{2f(0)} I^f(\rho, H) \geq I^f_{\text{SLD}}(\rho, H) \geq I^f(\rho, H),
\]

where \( f \) is an arbitrary regular standard monotone function [60].

From the viewpoint of the resource theory of asymmetry, critical properties of metric adjusted skew informations are the following two:

1) Monotonicity [38]: If \( (\rho, H) \succeq (\sigma, H') \), then

\[
I^f(\rho, H) \geq I^f(\sigma, H').
\]
2) If $\rho$ is symmetric, then $I^f(\rho, H) = 0$.

In other words, metric adjusted skew informations are valid asymmetry measures. Furthermore, since $J^f(\rho_t) = 0$ only if $\partial_t \rho_t = 0$, metric adjusted skew informations are faithful asymmetry measures.

Another property which we shall use later is the convexity of the metric adjusted skew informations: For any set of density operator $\{\rho_k\}$ and probability distribution $\{p_k\}_k$ such that $p_k \geq 0$ and $\sum_k p_k = 1$, it holds

$$\sum_k p_k I^f(\rho_k, H) \geq I^f\left(\sum_k p_k \rho_k, H\right).$$

Such a convexity is one of the requirements that Wigner and Yanase [3] imposed on quantifiers of information content under conservation laws. The convexity of the Wigner-Yanase skew information is proved in [3]. The convexity of the Wigner-Yanase-Dyson skew information was called the Wigner-Yanase-Dyson conjecture, which was later proved by Lieb [61]. The convexity for all metric adjusted skew informations is proven by Hansen [6].

2.3 Asymptotic discontinuity of metric adjusted skew informations

The metric adjusted skew informations are valid asymmetry measures that monotonically decrease under covariant operations. However, their asymptotic rates

$$\limsup_{m \to \infty} \frac{1}{m} I^f(\rho_m, H_m), \quad \liminf_{m \to \infty} \frac{1}{m} I^f(\rho_m, H_m)$$

are not asymptotic asymmetry measures. Here, we say that a quantity $R(\hat{\rho}, \hat{H})$ defined for sequences of states $\hat{\rho}$ and Hamiltonians $\hat{H}$ is an asymptotic asymmetry measure if and only if it satisfies the following two conditions:

1) Monotonicity: If $(\hat{\rho}, \hat{H}) \overset{\text{cov}}{\succ} (\hat{\sigma}, \hat{H}'),$ then $R(\hat{\rho}, \hat{H}) \geq R(\hat{\sigma}, \hat{H}').$

2) If $\hat{\rho}$ is a sequence of symmetric states, then $R(\hat{\rho}, \hat{H}) = 0$.

We usually do not impose faithfulness for asymptotic resource measures as a minimal requirement. This is because an operationally important asymmetry measure called the distillable coherence is not faithful. A similar argument can also be found in entanglement theory [62].

Intuitively, we can understand the reason why the metric adjusted skew information rates in Eq. (12) are not asymptotic asymmetry measures as follows: From Eq. (9), we can estimate the maximal change in metric adjusted skew informations as $\sim \|H_m\|^2 \times \epsilon$ when the state changes on the order of $\epsilon$ in the trace distance. This implies that even when $\hat{\rho}$ and $\hat{\sigma}$ are interconvertible, their metric adjusted skew information rates can take different values, violating condition 1) above. We remark that this was one of the non-trivial issues in establishing the conversion theory in the i.i.d. regime [47].

Indeed, such a discontinuity can be seen by examining the variance. A quantity $A$ is called asymptotically continuous [42, 63, 64] if

$$\lim_{m \to \infty} \frac{A(\rho_m) - A(\sigma_m)}{1 + \log(\dim(H_m))} = 0$$

holds for any states $\rho_m$ and $\sigma_m$ of a Hilbert space $H_m$ such that $\lim_{m \to \infty} D(\rho_m, \sigma_m) = 0$. In a typical setup, including i.i.d. setup, $1 + \log(\dim(H_m)) = O(m)$ for $m \to \infty$. Therefore, Eq. (13) implies $\lim_{m \to \infty} \frac{1}{m} A(\rho_m) = \lim_{m \to \infty} \frac{1}{m} A(\sigma_m)$ if $\lim_{m \to \infty} D(\rho_m, \sigma_m) = 0$. In [42], it is pointed out that the variance is not asymptotically continuous. Since metric adjusted skew informations are equal to the variance for pure states, this result proves that the metric adjusted skew information rates cannot be asymptotic asymmetry measures.

3 Smooth metric adjusted skew information rates

So far, we have seen that the asymptotic rates of the metric adjusted skew informations are not asymptotic asymmetry measures. Intuitively, this is because metric adjusted skew informations change too drastically with a small perturbation in the state space and hence they are not good quantifiers in the asymptotic conversion theory with an error.

To find an asymptotic asymmetry measure related to the metric adjusted skew informations, we here apply the smoothing technique to metric adjusted skew informations. The smoothing
technique \cite{48, 49} is commonly used to investigate information-theoretic tasks with an error. It is closely related to the information-spectrum method \cite{65}, a powerful and universal tool to analyze asymptotic problems in information theory. The smoothing technique is used in a recent study \cite{45} on the asymptotic conversion theory in the resource theory of asymmetry in the non-i.i.d. regime. In \cite{45}, the smoothing technique is applied for the max- and min-quantum Fisher information to construct an information-spectrum approach for quantum Fisher information. However, it has not been applied to metric adjusted skew informations.

To begin with, let us introduce a family of the $\epsilon$-smooth metric adjusted skew informations. For a smoothing parameter $\epsilon \in (0, 1]$, we define

$$I_{\epsilon}^f(\rho, H) := \inf_{\sigma \in \mathcal{B}^\epsilon(\rho)} I^f(\sigma, H),$$

where $\mathcal{B}^\epsilon(\rho)$ is the $\epsilon$-ball in the state space defined by $\mathcal{B}^\epsilon(\rho) := \{\sigma : \text{states} \mid D(\rho, \sigma) \leq \epsilon\}$. In Appendix A, we show that $I_{\epsilon}^f(\rho, H)$ monotonically decreases through a covariant channel. In addition, it trivially vanishes for any symmetric state. Therefore, $I_{\epsilon}^f(\rho, H)$ is an asymptotic measure. Note that the $\epsilon$-smooth metric adjusted skew informations $I_{\epsilon}^f$ is not a faithful measure as it vanishes for a state close to a symmetric state. In Appendix A, we prove that $I_{\epsilon}^f(\rho, H)$ inherits the convexity of metric adjusted skew informations.

By using the smooth metric adjusted skew informations, we now define the sup- and inf-smooth metric adjusted skew information rates as follows:

$$I_+^f(\hat{\rho}, \hat{H}) := \lim_{\epsilon \to 0^+} \sup_{m \to \infty} \frac{1}{m} I_{\epsilon}^f(\rho_m, H_m),$$

$$I_-^f(\hat{\rho}, \hat{H}) := \lim_{\epsilon \to 0^+} \inf_{m \to \infty} \frac{1}{m} I_{\epsilon}^f(\rho_m, H_m).$$

We also call them the smooth metric adjusted skew information rates for short. We remark that since \(\limsup_{m \to \infty} \frac{1}{m} I_{\epsilon}^f(\rho_m, H_m)\) and \(\liminf_{m \to \infty} \frac{1}{m} I_{\epsilon}^f(\rho_m, H_m)\) are monotonic functions of $\epsilon$, their right-hand side limits $I_{\pm}^f(\hat{\rho}, \hat{H})$ always exist.

A key property of the smooth metric adjusted skew information rates is the following:

**Theorem 1.** For any regular operator monotone function $f$, the smooth metric adjusted skew information rates are asymptotic measures in the resource theory of asymmetry. That is, the following two conditions are satisfied:

1) Monotonicity: If $(\hat{\rho}, \hat{H}) \overset{\text{conv}}{\succ} (\hat{\sigma}, \hat{H}')$, then $I_{+}^f(\hat{\rho}, \hat{H}) \geq I_{+}^f(\hat{\sigma}, \hat{H}')$ and $I_{-}^f(\hat{\rho}, \hat{H}) \geq I_{-}^f(\hat{\sigma}, \hat{H}')$.

2) If $\hat{\rho}$ is a sequence of symmetric states, then $I_{+}^f(\hat{\rho}, \hat{H}) = I_{+}^f(\hat{\rho}, \hat{H}) = 0$.

This is one of the main results of this paper. The proofs of Theorem 1 and the convexity of smooth metric adjusted skew information rates are provided in Appendix B.

Note that the monotonicity implies that for any sequence of Hamiltonians $\hat{H}$,

$$I_{+}^f(\hat{\rho}, \hat{H}) = I_{+}^f(\hat{\sigma}, \hat{H}),$$

$$I_{-}^f(\hat{\rho}, \hat{H}) = I_{-}^f(\hat{\sigma}, \hat{H}),$$

hold if $\lim_{m \to \infty} D(\rho_m, \sigma_m) = 0$.

We remark that from Eq. (10), it holds

$$\frac{1}{2f(0)} I_{+}^f(\rho, H) \geq I_{+}^{\text{SLD}}(\rho, H) \geq I_{+}^f(\rho, H),$$

$$\frac{1}{2f(0)} I_{-}^f(\rho, H) \geq I_{-}^{\text{SLD}}(\rho, H) \geq I_{-}^f(\rho, H)$$

for any regular standard monotone function $f$. Therefore, smooth skew information rates for $f_{\text{SLD}}$ are the largest among the family of smooth metric adjusted skew information rates.

Another main result of this paper is the following:

**Theorem 2.** Let $\psi$ be a pure state having period $2\pi$ for a Hamiltonian $H$. Assume that the third absolute moment of the Hamiltonian is finite, i.e., $\langle \psi \mid |H|^3 \mid \psi \rangle < \infty$. For a positive parameter $R > 0$, define $\hat{\psi}_{\text{id}}(R) := \{\psi_{\otimes [Rm]}\}_m$ and $\hat{H}_{\text{id}}(R) := \{H_{\text{id}, [Rm]}\}_m$, where $H_{\text{id}, k} := \sum_{k=1}^R \mathbb{I}^k \otimes H \otimes \mathbb{I}^{k-1}$. The smooth metric adjusted skew information rates for this i.i.d. sequence are given by

$$I_{+}^f(\hat{\psi}_{\text{id}}(R), \hat{H}_{\text{id}}(R)) = I_{+}^f(\hat{\psi}_{\text{id}}(R), \hat{H}_{\text{id}}(R)) = \lim_{m \to \infty} \frac{1}{m} I^f(\psi_{\otimes [Rm]}, H_{[Rm]}) = I^f(\psi, H) R.$$ (21
Lemma 3. Let $\psi$ be a pure state with period $2\pi$ with a Hamiltonian $H$. Assume that the absolute third moment is finite, i.e., $\langle \psi | H^3 | \psi \rangle < \infty$. Fix $\epsilon$ to be a sufficiently small real parameter. Let $\hat{\rho} = \{ \rho_m \}_m$ be a sequence of states such that $\rho_m \in B'(\psi^{\otimes [mR]}_\epsilon)$ for all sufficiently large $m$ with a real parameter $R > 0$, where $B'(\rho)$ is the $\epsilon$-ball in the state space defined by $B'(\rho) := \{ \sigma : |D(\rho, \sigma)| \leq \epsilon \}$. Then there exists a real function $\delta^I(\epsilon)$ of $\epsilon$ such that $\lim_{\epsilon \to 0} \delta^I(\epsilon) = 0$ and

$$I^f \left( \rho_m, H_{\text{iid},[mR]} \right) \geq I^f \left( \psi^{\otimes [mR]}, H_{\text{iid},[mR]} \right) - m \delta^I(\epsilon) + o(m)$$

as $m \to \infty$.

Intuitively, this lemma shows that $\frac{1}{m} I^f \left( \rho_m, H_{\text{ iid },[mR]} \right)$ approximately takes a local minimum around i.i.d. states $\psi^{\otimes [mR]}_\epsilon$ in the asymptotic regime. As a consequence, its smooth metric adjusted skew information rates become equal to the asymptotic rate of metric adjusted skew informations for i.i.d. states, proving Theorem 2.

4 Smooth metric adjusted skew information rates and the asymptotic conversion theory

In this section, by using Theorems 1 and 2, we relate smooth metric adjusted skew information rates to the coherence cost and the distillable coherence, which are the central quantities in the asymptotic conversion theory in the resource theory of asymmetry.

4.1 Coherence cost and distillable coherence

In order to introduce the coherence cost and the distillable coherence, let us briefly review the asymptotic conversion theory in the resource theory of asymmetry.

Independent and identically distributed (i.i.d.) setup is one of the most important and fundamental regimes in the asymptotic conversion. In this setting, many copies of a state are converted to copies of another state under the assumption that the Hamiltonian is given by a sum of copies of a free Hamiltonian of a subsystem. Precisely, we consider a sequence of states $\hat{\rho}_{\text{ iid }} = \{ \rho^{\otimes m}_m \}_m$ with Hamiltonians $\hat{H}_{\text{ iid }} = \{ H_m \}_m$, where $H_m = \sum_{i=1}^{m} \mathbb{I}^{\otimes (i-1)} \otimes H \otimes \mathbb{I}^{\otimes (m-i)}$.

The convertibility among i.i.d. pure states is studied in earlier research [14] and completed in [47]. Suppose that two pure states $\psi$ and $\phi$ have the same period. For i.i.d. sequences $\psi_{\text{ iid }} = \{ \psi^{\otimes m}_\epsilon \}$ and $\phi_{\text{ iid }} = \{ \phi^{\otimes [mR]}_\epsilon \}$, it is shown that $\psi_{\text{ iid }}$ is convertible to $\phi_{\text{ iid }}$ if and only if $R \leq \mathcal{F}(\psi, H)/\mathcal{F}(\phi, H')$. Here, $\mathcal{F}(\rho, H)$ denotes the symmetric logarithmic derivative (SLD) quantum Fisher information with respect to the one-parameter family of states $\rho_t = \{ e^{-iHt} \rho e^{iHt} \}_{t \in \mathbb{R}}$, given by

$$\mathcal{F}(\rho, H) := 2 \sum_{i,j} \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} |\langle i | H | j \rangle |^2$$

(23)

where $\rho = \sum_i \lambda_i |i \rangle \langle i|$ is the eigenvalue decomposition. Conventionally, this quantity is simply called the quantum Fisher information. Note that the quantum Fisher information is related to the skew information of $\mathcal{F}_{\text{ SLD }} = (1 + x)/2$ as $4 I^f_{\text{ SLD }}(\rho, H) = \mathcal{F}(\rho, H)$.

The above result in the i.i.d. regime shows that pure states with the same periods are equivalent coherence resources in the sense that they are interconvertible with a non-vanishing rate as long as the quantum Fisher information is non-zero. Since the period of a state can be set to $2\pi$ by rescaling the Hamiltonian, we can pick up any pure state with period $2\pi$ as a reference in analyzing convertibility. Here we adopt a coherence bit

$$\phi_{\text{coh}} := |\phi_{\text{coh}} \rangle \langle \phi_{\text{coh}}|, \quad |\phi_{\text{coh}}\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)$$

(24)

with Hamiltonian $H_{\text{coh}} = |1 \rangle \langle 1|$ as a reference. This state has period $2\pi$ and its quantum Fisher information is normalized to unity: $\mathcal{F}(\phi_{\text{coh}}, H_{\text{coh}}) = 1$. For arbitrary sequences of states $\hat{\rho} = \{ \rho_m \}_m$ and Hamiltonians $\hat{H} = \{ H_m \}_m$, the coherence cost and the distillable coherence are defined by

$$C_{\text{cost }} \left( \hat{\rho}, \hat{H} \right) := \inf \left\{ R \mid \left( \phi_{\text{coh}}(R), H_{\text{coh}}(R) \right) \right\}$$

(25)

$$C_{\text{dist }} \left( \hat{\rho}, \hat{H} \right) := \sup \left\{ R \mid \left( \hat{\rho}, \hat{H} \right) \right\}$$

(26)
where $\hat{H}_{\text{coh}}(R) := \{H_{\text{coh},[Rm]}\}_m$ with $H_{\text{coh},k} := \sum_{i=1}^{k-1} H_{\text{coh}} \otimes \mathbb{I} \otimes \mathbb{I}$ and $\hat{\phi}_{\text{coh}}(R) := \{\phi_{\text{coh}}[Rm]\}_m$.

The above result [47] for i.i.d. pure states can be restated as

$$C_{\text{cost}}\left(\hat{\psi}_{\text{lid}}, \hat{H}_{\text{lid}}\right) = C_{\text{dist}}\left(\hat{\psi}_{\text{lid}}, \hat{H}_{\text{lid}}\right) = \mathcal{F}\left(\psi, H\right),$$  \hspace{1cm} (27)$$

where the period of $\psi$ is set to be $2\pi$ and $\hat{\psi}_{\text{lid}} = \{\hat{\psi}^{2m}\}_m$. This result for the coherence cost is directly extended to a general i.i.d. states $\hat{\rho}_{\text{lid}} = \{\hat{\rho}^{2m}\}$ as $C_{\text{cost}}(\hat{\rho}_{\text{lid}}, \hat{H}_{\text{lid}}) = \mathcal{F}(\rho, H)$ [47]. Although no general formula on the distillable coherence is known for an i.i.d. mixed states, it is known that i.i.d. mixed states typically have vanishing distillable coherence [20].

### 4.2 Smooth metric adjusted skew information rates, the coherence cost and the distillable coherence

We are now ready to relate the smooth metric adjusted skew information rates to the coherence cost and the distillable coherence by using Lieb-Yngvason’s non-equilibrium thermodynamics [30]. Note that although the original aim of Lieb-Yngvason’s non-equilibrium thermodynamics was to extend the notion of thermodynamic entropy to non-equilibrium states, some of their arguments are applicable to a generic preorder relation.

Concretely, we here prove following the in-equations, proving that the smooth metric adjusted skew information rates yield a lower bound of the coherence cost and an upper bound of the distillable coherence:

**Theorem 4.** For any sequences $\hat{\rho}$ and $\hat{H}$, it holds

$$C_{\text{cost}}(\hat{\rho}, \hat{H}) \geq 4I^\dagger_+(\hat{\rho}, \hat{H}) \geq 4I^\dagger_-(\hat{\rho}, \hat{H}) \geq C_{\text{dist}}(\hat{\rho}, \hat{H}).$$  \hspace{1cm} (28)$$

**Proof.** Suppose that $C_{\text{cost}}(\hat{\rho}, \hat{H}) < \infty$. For any $\delta > 0$, define $R_\delta := C_{\text{cost}}(\hat{\rho}, \hat{H}) + \delta$. Then it holds

$$\left(\hat{\phi}_{\text{coh}}(R_\delta), \hat{H}_{\text{coh}}(R_\delta)\right)_{\text{cov}} \succ_a \left(\hat{\rho}, \hat{H}\right).$$  \hspace{1cm} (29)$$

From the monotonicity of smooth metric adjusted skew information rates, we get

$$I^\dagger_+\left(\hat{\phi}_{\text{coh}}(R_\delta), \hat{H}_{\text{coh}}(R_\delta)\right) \geq I^\dagger_+(\hat{\rho}, \hat{H}).$$  \hspace{1cm} (30)$$

Since

$$I^\dagger_+\left(\hat{\phi}_{\text{coh}}(R_\delta), \hat{H}_{\text{coh}}(R_\delta)\right) = \frac{R_\delta}{4}$$  \hspace{1cm} (31)$$

holds from Theorem 2, we get

$$C_{\text{cost}}(\hat{\rho}, \hat{H}) + \delta \geq 4I^\dagger_+(\hat{\rho}, \hat{H})$$  \hspace{1cm} (32)$$

for any $\delta > 0$ and hence

$$C_{\text{cost}}(\hat{\rho}, \hat{H}) \geq 4I^\dagger_+(\hat{\rho}, \hat{H}).$$  \hspace{1cm} (33)$$

Note that when $C_{\text{cost}}(\hat{\rho}, \hat{H}) = +\infty$, $C_{\text{cost}}(\hat{\rho}, \hat{H}) \geq I^\dagger_+(\hat{\rho}, \hat{H})$ is trivially true. By a similar argument, it is shown that

$$4I^\dagger_-(\hat{\rho}, \hat{H}) \geq C_{\text{dist}}(\hat{\rho}, \hat{H}).$$  \hspace{1cm} (34)$$

□

Among these inequalities, the tightest lower bound for the coherence cost can be obtained by $I^\dagger_{\text{STD}}(\hat{\rho}, \hat{H})$ as can be directly shown from Eq. (19).

Theorem 4 is of fundamental importance since it clarifies a relation among smooth metric adjusted skew information rates and quantities with operational meaning, i.e., the coherence cost and the distillable coherence. Although the proof provided here is straightforward, the result itself is non-trivial since it is derived from Theorems 1 and 2. To understand its importance, we shall apply Theorem 4 to explicit examples in Sec. 5.

### 4.3 Relation to the spectral QFI rates and comparison to entropic quantities

For pure states with finite periods, asymptotic conversion theory has been established beyond the i.i.d. regime [15]. This result shows that the coherence cost and the distillable coherence for any sequence of pure states are given by the spectral sup- and inf-quantum Fisher information rates, respectively. By using Theorem 4, it is straightforward to show that the smooth metric adjusted skew information rates give lower and upper bounds for the spectral quantum Fisher information rates. A similar relation is known in entropy rates and the spectral entropy rates. This subsection aims to compare these relations and explore their similarities and differences.

Let us first briefly review the result in [45]. The definitions of quantities reviewed here are somewhat involved and therefore postponed to Appendix D. In [45], two quantities $F_{\text{max}}(\psi, H)$ and
$F_{\min}(\psi, H)$, called the max- and min-quantum Fisher information, are introduced for pure states with finite periods. It is proven [45] that they give upper and lower bounds of the quantum Fisher information:

$$F_{\max}(\psi, H) \geq F(\psi, H) \geq F_{\min}(\psi, H).$$

(35)

For a sequence of pure states with a finite period, the spectral sup- and inf-quantum Fisher information rates are defined by

$$F(\hat{\psi}, \hat{H}) := \lim_{\epsilon \to 0} \lim \inf_{m \to \infty} \frac{1}{m} F_{\max}(\psi_m, H_m),$$

(36)

$$F(\hat{\psi}, \hat{H}) := \lim_{\epsilon \to 0} \lim \sup_{m \to \infty} \frac{1}{m} F_{\min}(\psi_m, H_m),$$

(37)

$$F^x(\psi, H) := \inf_{\rho \in B^x(\psi)} F(\rho, H)$$

(41)

These inequalities are interpreted as the asymptotic version of inequalities (35).

A similar inequalities are known for the spectral sup- and inf-information rates. Let us first introduce the max-entropy $S_{\max}(\rho) := \log(\text{rank}(\rho))$ and the min-entropy $S_{\min}(\rho) := -\log(\|\rho\|_{\infty})$, where $\text{rank}(\rho)$ and $\|\rho\|_{\infty}$ denote the rank of $\rho$ and the maximum eigenvalue of $\rho$, respectively. These quantities provide upper and lower bounds for the von Neumann entropy $S(\rho) := -\text{Tr}(\rho \log \rho)$.

$$S_{\max}(\rho) \geq S(\rho) \geq S_{\min}(\rho).$$

(42)

Defining the smooth max- and min-entropies $S^x_{\max}(\rho) := \inf_{\sigma \in B^x(\rho)} S_{\max}(\sigma)$ and $S^x_{\min}(\rho) := \sup_{\sigma \in B^x(\rho)} S_{\min}(\sigma)$, the spectral sup- and inf-entropy rates $S(\hat{\rho})$ and $S^x(\hat{\rho})$ of a sequence of states $\hat{\rho} = \{\rho_m\}_m$ are expressed as

$$S(\hat{\rho}) := \lim_{\epsilon \to 0} \lim \sup_{m \to \infty} \frac{1}{m} S_{\max}(\rho_m),$$

(43)

$$S^x(\hat{\rho}) := \lim_{\epsilon \to 0} \lim \inf_{m \to \infty} \frac{1}{m} S^x_{\min}(\rho_m)$$

(44)

where $F^x_{\max}$ and $F^x_{\min}$ are smooth max- and min-quantum Fisher information. See Appendix D for their definition. It is proven [45] that the coherence cost and the distillable coherence are given by

$$C_{\text{cost}}(\hat{\psi}, \hat{H}) = F(\hat{\psi}, \hat{H}),$$

$$C_{\text{dist}}(\hat{\psi}, \hat{H}) = F^x(\hat{\psi}, \hat{H}).$$

(38)

Therefore, Theorem 4 implies

$$F(\hat{\psi}, \hat{H}) \geq 4I^f(\hat{\psi}, \hat{H}) \geq 4I^f(\hat{\psi}, \hat{H}) \geq F(\hat{\psi}, \hat{H}).$$

(39)

Let us now consider a special case with $f_{\text{SLD}}$. Since $4I^f_{\text{SLD}}(\rho, H) = F(\rho, H)$ holds for any state $\rho$, we get

$$F(\hat{\psi}, \hat{H}) \geq \lim \sup_{m \to \infty} \frac{1}{m} F(\psi_m, H_m) \geq \lim \inf_{m \to \infty} \frac{1}{m} F(\psi_m, H_m) \geq F^x(\hat{\psi}, \hat{H}),$$

(40)

by using the smoothing method [49, 66]. It is known that

$$S(\hat{\rho}) \geq \lim \sup_{m \to \infty} \frac{1}{m} S(\rho_m) \geq \lim \inf_{m \to \infty} \frac{1}{m} S(\rho_m) \geq S(\hat{\rho}).$$

(45)

hold [67]. These inequalities can be understood as an asymptotic version of inequalities (42).

In the resource theory of entanglement, the spectral entropy rates play an essential role in the conversion theory of non-i.i.d. states. Precisely, for a sequence of bipartite pure states $\psi_{AB,m} = \{\psi_{AB,m}\}_m$, the entanglement cost and the distillable entanglement are given by the spectral sup- and inf-entropy rates for the sequence of reduced states $\hat{\rho} := \{\rho_m\}_m$, where $\rho_m := \text{Tr}_B(\psi_{AB,m})$, respectively [68, 69]. Furthermore, the sup- and inf-rates of the von Neumann entropy for $\hat{\rho}$ are asymptotic entanglement measures since the entanglement entropy of a pure state $S_{\text{EE}}(\psi_{AB,m}) = S(\rho_m)$ is an entanglement measure that is asymptotically continuous [62, 63, 70–72] as shown by the Fannes inequality [73].

It is worth emphasizing that there is a crucial difference between Eqs. (40) and (45) for the asymptotic rates of the quantum Fisher information $F$ and the entanglement entropy $S_{\text{EE}}$. 

---
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In Eq. (40), smoothing parameter $\epsilon$ must be included in since the quantum Fisher information $\mathcal{F}$ is not asymptotically continuous [42]. On the other hand, in Eq. (45), the smoothing technique is not required for the entanglement entropy $S_{EE}$ since it is asymptotically continuous [62, 63, 70–72]. The correspondence is summarized in Table 1.

Table 1: Summary of asymptotic resource measures in the resource theory of entanglement and the resource theory of asymmetry, which are based on entropies and the quantum Fisher information (QFI), respectively.

| Spectral rates | Asymptotic rates |
|----------------|------------------|
| Sup-rate of smooth max-entropy | Sup-rate of smooth QFI |
| $\overline{S}(\hat{\rho}) = \lim_{\epsilon \to 0} \limsup_{m \to \infty} \frac{1}{m} S_{\max}(\rho_m)$ | $\sup-rate of smooth max-QFI$ |
| Inf-rate of smooth min-entropy | Inf-rate of smooth QFI |
| $\underline{S}(\hat{\rho}) = \lim_{\epsilon \to 0} \liminf_{m \to \infty} \frac{1}{m} S_{\min}(\rho_m)$ | $\inf-rate of smooth QFI$ |

* Smoothing technique is not required.
§ Defined for a sequence of pure states with a finite period.

5 Applications

To better understand our results established in the present paper, we here apply them to concrete examples.

5.1 Upperbound for distillable coherence

Distillable coherence is particularly relevant for mixed states since it quantifies the number of pure resources that can be extracted from noisy resources. In [20], the following sufficient condition for the distillable coherence to vanish is proven:

$$[\Pi_{\rho}, H] = 0 \implies C_{dist}(\hat{\rho}_{dist}, \hat{H}_{dist}) = 0$$  \hfill (46)

where $\Pi_{\rho}$ is the projector to the support of $\rho$, $\hat{\rho}_{dist} = \{\rho^\otimes m\}_{m}$ and $\hat{H}_{dist} = \{H_{dist,m}\}_{m}$ for $H_{dist,m} := \sum_{i=1}^{m} H \otimes I_{m-i}$. However, despite its importance, no general formula is known for the distillable coherence of mixed states, even in the i.i.d. regime.

We here derive a simple upper bound for the distillable coherence applicable to general sequence of states. From Theorem 4, the distillable coherence $C_{dist}(\hat{\rho}, \hat{H})$ is upper bounded by

$$4I^f(\hat{\rho}, \hat{H}) \geq C_{dist}(\hat{\rho}, \hat{H})$$  \hfill (47)

holds for any $(\hat{\rho}, \hat{H})$.

To simplify the argument, let us now consider the i.i.d. case. Since the metric adjusted skew informations are additive for product states [6], we have

$$\lim_{m \to \infty} \frac{1}{m} I^f(\rho^\otimes m, H_{dist,m}) = I^f(\rho, H)$$  \hfill (48)

implying that

$$4I^f(\rho, H) \geq C_{dist}(\hat{\rho}_{dist}, \hat{H}_{dist})$$  \hfill (49)

Note that for $f_{SLD}$, this bound is equivalent to a trivial inequality

$$C_{cost}(\hat{\rho}_{dist}, \hat{H}_{dist}) \geq C_{dist}(\hat{\rho}_{dist}, \hat{H}_{dist})$$  \hfill (50)
since $C_{\text{cost}} \left( \hat{\rho}_{\text{fid}}, \hat{H}_{\text{fid}} \right) = 4 I_{\text{SLD}}^f (\rho, H)$ if $\rho$ has a period $2\pi$ [47]. Our bound in Eq. (49) gives a better bound in general since $I_{\text{SLD}}^f (\rho, H)$ is the largest element in the family of metric adjusted skew information.

As a concrete example, let us analyze an i.i.d. copies of qutrit systems with Hamiltonian $H = \sum_{n=0}^2 n | n \rangle \langle n |$. Consider a mixed state

$$\rho := (1 - q) \psi_1 + q \psi_2$$

(51)

where $q \in (0, 1)$ and $\psi_i := | \psi_i \rangle \langle \psi_i |$ for orthonormal states $\{| \psi_i \rangle \}_{i=1}^2$. From the definition, the metric adjusted skew information is explicitly calculated as

$$I^f (\rho, H) = (1 - q) \text{Var} (\psi_1, H) + q \text{Var} (\psi_2, H) - \left( 1 - \frac{f(0)}{q f((1 - q)/q)} \right) | \langle \psi_1 | H | \psi_2 \rangle |^2$$

(52)

for the mixed state in Eq. (51).

To compare the bounds in Eqs. (49) and (50), we calculate the metric adjusted skew information for

$$| \psi_1 \rangle := \frac{1}{\sqrt{2}} | 0 \rangle + \frac{1}{\sqrt{2}} | 1 \rangle + \frac{1}{\sqrt{2}} | 2 \rangle,$$

$$| \psi_2 \rangle := \frac{1}{\sqrt{2}} | 0 \rangle - \frac{1}{\sqrt{2}} | 1 \rangle$$

(53)

(54)

Note that the result in Eq. (46) is not applicable since $[H, \rho] = [\psi_1 + \psi_2, H] \neq 0$. For this example, the metric adjusted skew information for $I_{\text{SLD}}^f$ and $I_{\text{WYD,P}}^f$ are evaluated as

$$I_{\text{SLD}}^f (\rho, H) = \frac{11 - 15q + 8q^2}{16},$$

$$I_{\text{WYD,P}}^f (\rho, H) = \frac{11 - 7q}{16} - \frac{1}{8} \left( 1 - q \left( \left( \frac{1 - q}{q} \right)^p - 1 \right) \left( \left( \frac{1 - q}{q} \right)^{1-p} - 1 \right) \right)$$

(55)

(56)

for $q \in (0, 1)$. Since $I_{\text{WYD,P}}^f$ is a monotonically increasing continuous function of $p$ for $p \in (0, 1/2)$ and $q \in (0, 1)$, Eq. (49) implies

$$\lim_{p \to 0^+} I_{\text{WYD,P}}^f (\rho, H) \bigg|_{q \neq 0, 1} = \frac{9 - 7q}{4} \geq C_{\text{dist}} \left( \hat{\rho}_{\text{fid}}, \hat{H}_{\text{fid}} \right) \bigg|_{q \neq 0, 1}$$

(57)

Figure 1: Comparison of upper bounds of the distillable coherence for an i.i.d. mixed state. $I_{\text{SLD}}^f$ corresponds to a trivial bound in Eq. (50), while $I_{\text{WYD,P}}^f$ is a special case of our new bound in Eq. (49). The plot shows that the latter gives a tighter bound.

for $q \in (0, 1)$.

The metric adjusted skew information for $I_{\text{SLD}}^f$ and $I_{\text{WYD,P}}^f$, and the bound in Eq. (57) are plotted in Fig. 1. Of particular interest are their behaviors near $q \approx 0$ and $q \approx 1$. When $q = 0$, i.e., $\rho = \psi_1$, the distillable coherence is given by

$$C_{\text{dist}} \left( \hat{\rho}_{\text{fid}}, \hat{H}_{\text{fid}} \right) \bigg|_{q=0} = 4^f I_{\text{SLD}}^f (\psi_1, H) = \frac{11}{4}$$

(58)

while when $q = 1$, it holds

$$C_{\text{dist}} \left( \hat{\rho}_{\text{fid}}, \hat{H}_{\text{fid}} \right) \bigg|_{q=1} = 4^f I_{\text{SLD}}^f (\psi_2, H) = 1.$$  

(59)

From Eqs. (57), (58) and (59), we find that the distillable coherence $C_{\text{dist}} \left( \hat{\rho}_{\text{fid}}, \hat{H}_{\text{fid}} \right)$ is discontinuous at $q = 0, 1$.

We stress that the bounds in this subsection is derived by using Eq. (47), which can be calculated without using any smoothing technique. Nevertheless, the smoothing technique is essential to prove Eq. (47) as we have argued in this paper. In the next subsection, we will revisit this point by analyzing an explicit example.

5.2 Necessity of smoothing

Let us now consider a sequence of pure states $\psi = \{ \psi_m \}_m$ for qutrit systems given by

$$| \psi_m \rangle := \sqrt{1 - \epsilon_m} | \phi_{\text{coh}} \rangle^{\otimes m} + \sqrt{\epsilon_m} | 2 \rangle^{\otimes m}$$

(60)
where $|\phi_{\text{coh}}\rangle$ is defined in Eq. (24) and $\epsilon_m := 1/\sqrt{m}$. Note that $\hat{\psi}^{\text{cov}}_m \succ_a \hat{\phi}_{\text{coh}}(1)$ and $\hat{\phi}_{\text{coh}}(1) \succ_a \hat{\psi}$ since $\lim_{m \to \infty} D(\psi_m, \phi_{\text{coh}}^m) = 0$. Therefore, we get

$$C_{\text{cost}}(\hat{\psi}, \hat{H}) = C_{\text{cost}}(\hat{\psi}, \hat{H}) = 1. \quad (61)$$

The left-hand side of Eq. (47) is evaluated as

$$4 \lim_{m \to \infty} \frac{1}{m} I^f(\psi_m, H_m) = \infty \quad (62)$$

since

$$I^f(\psi_m, H_m) = \text{Var}(\psi_m, H_m) = \frac{\sqrt{m}}{4}(9m - 8\sqrt{m} - 1). \quad (63)$$

Therefore, Eq. (47) does not provide a meaningful bound for distillable coherence in this example. This can be understood from the fact that the asymptotic rate of metric adjusted skew information is not a good asymptotic asymmetry measure due to the asymptotic discontinuity [20, 42].

In the present paper, we showed that the smoothing technique is essential to overcome this issue. From Lemma 3, the smooth metric adjusted skew information rates are explicitly evaluated as

$$4 I^f_\pm(\hat{\psi}, \hat{H}) = 1. \quad (64)$$

From Theorem 4, this quantity gives a lower bound for the coherence cost and an upper bound for the distillable coherence, as is consistent with Eq. (61).

6 Conclusions

In this paper, we investigated the properties of metric adjusted skew information particularly from the perspective of the resource theory of asymmetry. A family of metric adjusted skew information is induced from a family of monotone metrics, i.e., quantum Fisher information metrics in information geometry. They are known as asymmetry resource measure in the one-shot regime. However, their asymptotic rates are not valid asymptotic asymmetry monotone due to their asymptotic discontinuity. To find asymptotic asymmetry measures, we first introduced a family of the $\epsilon$-smooth metric adjusted skew information by using the smoothing technique. We then defined the sup- and inf-smooth metric adjusted skew information rates as its asymptotic rates in the limit of $\epsilon \to 0$. We proved that these families of smooth metric adjusted skew information rates are valid asymptotic asymmetry measures. We further proved that the smooth metric adjusted skew information rates inherit the convexity of skew informations, which may be viewed as an extension of the Wigner-Yanase-Dyson conjecture [3, 61] to the asymptotic regime.

By analyzing a general asymptotic behavior of the metric adjusted skew information for sequences of states that are close to i.i.d. pure states, we explicitly calculated the smooth metric adjusted skew information for an arbitrary sequence of i.i.d pure states. Combining this result with the asymptotic monotonicity of the smooth metric adjusted skew information rates, we related them to the key operational quantities in the asymptotic conversion theory in the resource theory of asymmetry. Concretely, we showed that the smooth metric adjusted skew information rates provide a lower bound of the coherence cost and an upper bound of the distillable coherence. As a corollary, we further proved inequalities relating the asymptotic rates of the quantum Fisher information to the spectral quantum Fisher information rates based on an information-spectrum approach for the quantum Fisher information [45]. They have a structure similar to the inequalities for the von Neumann entropy rates and the spectral entropy rates. However, our analysis shows that smoothing parameters must be included in the rates of the quantum Fisher information since it has an asymptotic discontinuity.

The main focus of this paper is to study the metric adjusted skew information in the resource theory of asymmetry. However, our results could also be useful in quantum thermodynamics and quantum estimation theory. In the resource theory of athermality, thermal operations are regarded as free. Here, thermal operations are operations that can be implemented by coupling a system to a thermal bath through an energy-conserving unitary evolution [12, 74, 75]. Since any thermal operation is covariant with respect to the time translation, Theorem 1 implies that the smooth metric adjusted skew information rates $I^f_\pm$ are valid asymptotic resource measures in the resource theory of athermality. Although relevant
quantities in quantum thermodynamics are typically introduced from entropies, new insights are obtained with the family of quantum Fisher information [20]. Therefore, it will be quite interesting to explore the role of the smooth metric adjusted skew information rates not only as asymmetry measures but also as athermality measures. On the other hand, the smooth metric adjusted skew information rates can also be helpful in studies on quantum estimation theory in the asymptotic regime. Indeed, the metric adjusted skew information is proportional to quantum Fisher information, a central quantifier in quantum estimation theory, for a unitary model. Further research in these directions is left for future work since it is out of the scope of the present paper.

Acknowledgments

KY acknowledges support from the JSPS Overseas Research Fellowships. HT acknowledges supports from JSPS Grants-in-Aid for Scientific Research (JP19K14610 and JP22H05250), JST PRESTO (JPMJPR2014), and JST MOONSHOT (JPMJMS2061).

References

[1] E. P. Wigner, Zeitschrift für Physik A Hadrons and nuclei 133, 101 (1952).
[2] H. Araki and M. M. Yanase, Physical Review 120, 622 (1960).
[3] E. P. Wigner and M. M. Yanase, Proceedings of the National Academy of Sciences 49, 910 (1963), publisher: Proceedings of the National Academy of Sciences.
[4] P. Gibilisco and T. Isola, Infinite Dimensional Analysis, Quantum Probability and Related Topics 04, 553 (2001).
[5] P. Gibilisco and T. Isola, Journal of Mathematical Physics 44, 3752 (2003).
[6] F. Hansen, Proceedings of the National Academy of Sciences 105, 9909 (2008).
[7] E. Chitambar and G. Gour, Reviews of Modern Physics 91, 025001 (2019).
[8] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Reviews of Modern Physics 81, 865 (2009).
[9] J. Aberg, arXiv:quant-ph/0612146 (2006).
[10] T. Baumgratz, M. Cramer, and M. Plenio, Physical Review Letters 113, 140401 (2014).
[11] A. Streltsov, G. Adesso, and M. B. Plenio, Reviews of Modern Physics 89, 041003 (2017).
[12] F. G. S. L. Brandão, M. Horodecki, J. Oppenheim, J. M. Renes, and R. W. Spekkens, Physical Review Letters 111, 250404 (2013).
[13] F. Brandão, M. Horodecki, N. Ng, J. Oppenheim, and S. Wehner, Proceedings of the National Academy of Sciences 112, 3275 (2015).
[14] G. Gour and R. W. Spekkens, New Journal of Physics 10, 033023 (2008).
[15] I. Marvian and R. W. Spekkens, Nature Communications 5, 3821 (2014).
[16] V. Giovannetti, S. Lloyd, and L. Maccone, Nature 412, 417 (2001).
[17] V. Giovannetti, S. Lloyd, and L. Maccone, Physical Review Letters 96, 010401 (2006).
[18] F. Giacomini, E. Castro-Ruiz, and Č. Brukner, Nature Communications 10, 494 (2019).
[19] R. Schnabel, N. Mavalvala, D. E. McClelland, and P. K. Lam, Nature Communications 1, 121 (2010).
[20] I. Marvian, Nature Communications 11, 25 (2020).
[21] M. P. Woods, R. Silva, and J. Oppenheim, Annales Henri Poincaré 20, 125 (2019).
[22] I. Marvian, R. W. Spekkens, and P. Zanardi, Physical Review A 93, 052331 (2016).
[23] M. Lostaglio, D. Jennings, and T. Rudolph, Nature Communications 6, 6383 (2015).
[24] M. M. Yanase, Physical Review 123, 666 (1961).
[25] M. Ozawa, Physical Review Letters 88, 050402 (2002).
[26] K. Korzekwa, Resource theory of asymmetry, Ph.D. thesis, Imperial College London (2003).
[27] H. Tajima and H. Nagaoka, arXiv:1909.02904 [cond-mat, physics:quant-ph] (2019).
[28] Y. Kuramochi and H. Tajima, “Wigner-Araki-Yanase theorem for continuous and unbounded conserved observables,” (2022).
[29] M. Ozawa, Physical Review Letters 89, 057902 (2002).
[30] H. Tajima, N. Shiraishi, and K. Saito, Physical Review Letters 121, 110403 (2018).
[31] H. Tajima, N. Shiraishi, and K. Saito, Physical Review Research 2, 043374 (2020).
[32] H. Tajima and K. Saito, arXiv:2103.01876 [cond-mat, physics:quant-ph] (2021).
[33] H. Tajima, R. Takagi, and Y. Kuramochi, “Universal trade-off structure between symmetry, irreversibility, and quantum coherence in quantum processes,” (2022).
[34] A. Kubica and R. Demkowicz-Dobrzański, Physical Review Letters 126, 150503 (2021).
[35] S. Zhou, Z.-W. Liu, and L. Jiang, Quantum 5, 521 (2021).
[36] Y. Yang, Y. Mo, J. M. Renes, G. Chiribella, and M. P. Woods, Physical Review Research 4, 023107 (2022).
[37] Z.-W. Liu and S. Zhou, arXiv:2111.06360 [quant-ph] (2022).
[38] C. Zhang, B. Yadin, Z.-B. Hou, H. Cao, B.-H. Liu, Y.-F. Huang, R. Maity, V. Vedral, C.-F. Li, G.-C. Guo, and D. Girolami, Physical Review A 96, 042327 (2017).
[39] R. Takagi, Scientific Reports 9, 14562 (2019).
[40] D. Kudo and H. Tajima, arXiv:2205.03245 [quant-ph] (2022).
[41] J. A. Vaccaro, F. Anselmi, H. M. Wiseman, and K. Jacobs, Physical Review A 77, 032114 (2008).
[42] G. Gour, I. Marvian, and R. W. Spekkens, Physical Review A 80, 012307 (2009).
[43] I. Marvian Mashhad, Symmetry, Asymmetry and Quantum Information, Ph.D. thesis, University of Waterloo (2012).
[44] G. Gour, D. Jennings, F. Buscemi, R. Duan, and I. Marvian, Nature Communications 9, 5352 (2018).
[45] K. Yamaguchi and H. Tajima, “Beyond i.i.d. in the Resource Theory of Asymmetry: An Information-Spectrum Approach for Quantum Fisher Information,” (2022), arXiv:2204.08439 [cond-mat, physics:quant-ph].
[46] G. Gour, PRX Quantum 3, 040323 (2022).
[47] I. Marvian, Physical Review Letters 129, 190502 (2022).
[48] R. Renner and S. Wolf, in International Symposium on Information Theory, 2004, ISIT 2004. Proceedings. (2004) pp. 233–.
[49] R. Renner, Security of Quantum Key Distribution, PhD Thesis, ETH Zurich (2005).
[50] E. H. Lieb and J. Yngvason, Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences 469, 20130408 (2013).
[51] M. Keyl and R. F. Werner, Journal of Mathematical Physics 40, 3283 (1999).
[52] E. A. Morozova and N. N. Chentsov, Itogi Nauki i Tekhniki 36, 69 (1989).
[53] D. Petz, Linear Algebra and its Applications 244, 81 (1996).
[54] F. Kubo and T. Ando, Mathematische Annalen 246, 205 (1980).
[55] D. Petz, Quantum Information Theory and Quantum Statistics, Theoretical and Mathematical Physics (Springer, Berlin, Heidelberg, 2008).
[56] P. Gibilisco and T. Isola, Journal of Mathematical Analysis and Applications 375, 270 (2011).
[57] D. Petz and C. Ghinea, in Quantum Probability and Related Topics, QP-PQ: Quantum Probability and White Noise Analysis, Vol. Volume 27 (WORLD SCIENTIFIC, 2011) pp. 261–281.
[58] G. Tóth and D. Petz, Physical Review A 87, 032324 (2013).
[59] S. Yu, arXiv:1302.5311 [quant-ph] (2013).
[60] P. Gibilisco, D. Imparato, and T. Isola, Proceedings of the American Mathematical Society 137, 317 (2009).
[61] E. H. Lieb, Advances in Mathematics 11, 267 (1973).
[62] M. Horodecki, P. Horodecki, and R. Horodecki, Physical Review Letters 84, 2014 (2000).
[63] M. J. Donald, M. Horodecki, and O. Rudolph, Journal of Mathematical Physics 43, 4252 (2002).
[64] M. Plenio and S. Virmani, Quantum Information and Computation 7, 1 (2007).
[65] T. S. Han, Information-Spectrum Methods in Information Theory, Stochastic Modelling and Applied Probability, Vol. 50 (Springer Berlin Heidelberg, Berlin, Heidelberg, 2003).
[66] N. Datta and R. Renner, IEEE Transactions on Information Theory 55, 2807 (2009).
[67] N. Datta, IEEE Transactions on Information Theory 55, 2816 (2009).
[68] M. Hayashi, in IEEE International Symposium on Information Theory, 2003. Proceedings. (2003) pp. 431–.
[69] G. Bowen and N. Datta, IEEE Transactions on Information Theory 54, 3677 (2008).
[70] G. Vidal, Journal of Modern Optics 47, 355 (2000).
[71] M. Horodecki, Quantum Information and Computation 1, 3 (2001).
[72] B. Synak-Radtke and M. Horodecki, Journal of Physics A: Mathematical and General 39, L423 (2006).
[73] M. Fannes, Communications in Mathematical Physics 31, 291 (1973).
[74] D. Janzing, P. Wocjan, R. Zeier, R. Geiss, and T. Beth, International Journal of Theoretical Physics 39, 2717 (2000).
[75] M. Horodecki and J. Oppenheim, Nature Communications 4, 2059 (2013).
[76] M. A. Nielsen and I. L. Chuang, “Quantum Computation and Quantum Information: 10th Anniversary Edition,” (2010).
[77] A. D. Barbour and V. Čekanavičius, The Annals of Probability 30, 509 (2002).
A Properties of the ε-smooth skew informations

Let us first prove the monotonicity of the ε-smooth skew informations.

**Proposition 5** (Monotonicity of the ε-smooth metric adjusted skew information). Let ε be a parameter such that ε ∈ (0, 1]. Let (ρ, H) and (σ, H′) denote sets of states and Hamiltonians. If ρ is convertible to σ by a covariant operation, i.e., (ρ, H) \( \overset{\text{cov}}{\succ} (σ, H′), \) then it holds

\[
I_ε(ρ, H) ≥ I_ε(σ, H′).
\]  

**(Proof.** The proof directly follows from the monotonicity of the metric adjusted skew information and the trace distance. By using a covariant channel \( E \) such that \( E(ρ) = σ \), we get

\[
I_ε(ρ, H) = \inf_{ξ ∈ B^ε(ρ)} I_ε(ξ, H)
\]

from the monotonicity of metric adjusted skew informations. Since the trace distance is contractive under a quantum channel, \( E(ξ) ∈ B^ε(ρ) \) holds for any \( ξ ∈ B^ε(ρ) \), implying that

\[
\inf_{ξ ∈ B^ε(ρ)} I_ε(E(ξ), H′) ≥ \inf_{χ ∈ B^ε(σ)} I_ε(χ, H′).
\]

Therefore, we get

\[
I_ε(ρ, H) ≥ I_ε(σ, H′).
\]

\( \square \)

We now prove the convexity of the ε-smooth metric adjusted skew informations.

**Proposition 6** (Convexity of the ε-smooth metric adjusted skew information). Let ε be a parameter ε ∈ (0, 1]. For any states \( \{ρ^k\}_k \) and a probability distribution \( \{p_k\}_k \), it holds

\[
\sum_k p_k I_ε(ρ_k, H) ≥ I_ε \left( \sum_k p_k ρ_k, H \right).
\]

**(Proof.** By using the convexity of the metric adjusted skew information

\[
\sum_k p_k I_ε(ρ_k, H) ≥ I_ε \left( \sum_k p_k ρ_k, H \right),
\]

we get

\[
\sum_k p_k I_ε(ρ_k, H) = \sum_k p_k \inf_{σ_k ∈ B^ε(ρ_k)} I_ε(σ_k, H)
\]

\[
= \inf_{∀k, σ_k ∈ B^ε(ρ_k)} \sum_k p_k I_ε(σ_k, H)
\]

\[
≥ \inf_{∀k, σ_k ∈ B^ε(ρ_k)} I_ε \left( \sum_k p_k σ_k, H \right)
\]

\[
≥ \inf_{σ ∈ B^ε(\sum_k p_k ρ_k)} I_ε(σ, H)
\]

\[
= I_ε \left( \sum_k p_k ρ_k, H \right).
\]

In the last inequality, we have used

\[
∀k, \quad σ_k ∈ B^ε(ρ_k) \implies \sum_k p_k σ_k ∈ B^ε \left( \sum_k p_k ρ_k \right),
\]

which follows from the convexity of the trace distance. See, e.g., [76] for proof of the convexity of the trace distance. \( \square \)


**B Properties of smooth metric adjusted skew information rates**

Let us first prove the asymptotic monotonicity of the smooth metric adjusted skew information rates.

**Proposition 7** (Monotonicity of the smooth metric adjusted skew information rates). Let \((\rho, H)\) and \((\hat{\sigma}, \hat{H}')\) be sequences of states and Hamiltonians. If \((\rho, H) \overset{\text{cov}}{\succ}_a (\hat{\sigma}, \hat{H}')\), then it holds

\[
I^f_\pm(\rho, H) \geq I^f_\pm(\hat{\sigma}, \hat{H}').
\]

\[
(78)
\]

*Proof.* Since \((\rho, H) \overset{\text{cov}}{\succ}_a (\hat{\sigma}, \hat{H}')\), for any \(\epsilon > 0\), there exists a sequence of covariant channels \(\{E_m\}_m\) such that

\[
D(E_m(\rho_m), \sigma_m) < \epsilon
\]

holds for all sufficiently large \(m\). By using the triangle inequality, we have

\[
\forall \chi_m \in B^\epsilon(E_m(\rho_m)), \quad D(\chi_m, \sigma_m) \leq D(\chi_m, E(\rho_m)) + D(E_m(\rho_m), \sigma_m) < 2\epsilon
\]

for all sufficiently large \(m\). Therefore, we get

\[
I^f_{\epsilon}(\rho_m, H_m) \geq I^f_{\epsilon}(E_m(\rho_m), H'_m)
\]

\[
\geq I^f_{2\epsilon}(\sigma_m, H'_m)
\]

and hence

\[
\limsup_{m \to \infty} \frac{1}{m} I^f_{\epsilon}(\rho_m, H_m) \geq \limsup_{m \to \infty} \frac{1}{m} I^f_{2\epsilon}(\sigma_m, H'_m),
\]

\[
\liminf_{m \to \infty} \frac{1}{m} I^f_{\epsilon}(\rho_m, H_m) \geq \liminf_{m \to \infty} \frac{1}{m} I^f_{2\epsilon}(\sigma_m, H'_m)
\]

holds for any \(\epsilon \in (0, 1]\). In the limit of \(\epsilon \to 0\), it is proven

\[
I^f_+(\rho, H) = \lim_{\epsilon \to 0^+} \limsup_{m \to \infty} \frac{1}{m} I^f_{\epsilon}(\rho_m, H_m)
\]

\[
\geq \lim_{\epsilon \to 0^+} \limsup_{m \to \infty} \frac{1}{m} I^f_{2\epsilon}(\sigma_m, H'_m)
\]

\[
= I^f_+(\hat{\sigma}, \hat{H}'),
\]

and similarly

\[
I^f_-(\rho, H) \geq I^f_-(\hat{\sigma}, \hat{H}').
\]

\[
(88)
\]

Let us now prove the convexity of the smooth metric adjusted skew information rates.

**Proposition 8** (Convexity of the smooth metric adjusted skew information rates). Let \(\{p_k\}_k\) be a probability distribution. We denote \(\hat{\rho}^{(k)}\) a sequences of states for each \(k\). For a sequence of states \(\sum_{k=1}^N p_k \hat{\rho}^{(k)}\) given by \(\{\sum_{k=1}^N p_k \rho_m^{(k)}\}_m\), it holds

\[
\sum_{k=1}^N p_k I^f_\pm(\hat{\rho}^{(k)}, \hat{H}) \geq I^f_\pm \left(\sum_{k=1}^N p_k \hat{\rho}^{(k)}, \hat{H}\right)
\]

\[
(89)
\]
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Proof. By using the convexity of smooth metric adjusted skew informations, we immediately get

\[
\sum_{k=1}^{N} p_k I_+^\ell \left( \hat{\rho}^{(k)}, \hat{H} \right) = \sum_{k=1}^{N} p_k \lim_{\epsilon \to 0} \limsup_{m \to \infty} \frac{1}{m} I_+^\ell \left( \rho_m^{(k)}, H_m \right) = \lim_{\epsilon \to 0} \limsup_{m \to \infty} \frac{1}{m} \sum_{k=1}^{N} p_k I_+^\ell \left( \rho_m^{(k)}, H_m \right) \geq \lim_{\epsilon \to 0} \limsup_{m \to \infty} \frac{1}{m} I_+^\ell \left( \sum_{k=1}^{N} p_k \rho_m^{(k)}, H_m \right) = I_+^\ell \left( \sum_{k=1}^{N} p_k \rho_m^{(k)}, H_m \right) = I_+^\ell \left( \sum_{k=1}^{N} p_k \hat{\rho}^{(k)}, \hat{H} \right). \]  

(90)

It should be noted that this proof is valid only if we can exchange the order of the sum \( \sum_k \) and the limits \( \lim_{\epsilon \to 0} \limsup_{m \to \infty} \). When the summation \( \sum_k \) is taken over a finite set, this condition is always satisfied.

In the same way, we also get \( \sum_{k=1}^{N} p_k I_-^\ell \left( \hat{\rho}^{(k)}, \hat{H} \right) \geq I_-^\ell \left( \sum_{k=1}^{N} p_k \hat{\rho}^{(k)}, \hat{H} \right) \) \( \square \).

Combining the convexity of the smooth metric adjusted skew information rates and Theorem 4, we can derive the following simple upper bound for the distillable coherence:

\[
\sum_{k=1}^{N} p_k I_+^\ell \left( \hat{\rho}^{(k)}, \hat{H} \right) \geq I_+^\ell \left( \sum_{k=1}^{N} p_k \hat{\rho}^{(k)}, \hat{H} \right) \geq C_{\text{dist}} \left( \sum_{k=1}^{N} p_k \hat{\rho}^{(k)}, \hat{H} \right). \]  

(94)

As a corollary, we also get upper bounds that can be calculated without using the smoothing technique:

\[
\liminf_{m \to \infty} \frac{1}{m} \sum_{k=1}^{N} p_k I^\ell \left( \rho_m^{(k)}, H_m \right) \geq \liminf_{m \to \infty} \frac{1}{m} I^\ell \left( \sum_{k=1}^{N} p_k \rho_m^{(k)}, H_m \right) \geq C_{\text{dist}} \left( \sum_{k=1}^{N} p_k \rho_m^{(k)}, H_m \right) \geq C_{\text{dist}} \left( \sum_{k=1}^{N} p_k \hat{\rho}^{(k)}, \hat{H} \right). \]  

(95)

C Smooth metric adjusted skew information rates in the i.i.d. regime

We here explicitly calculate the smooth metric adjusted skew information rates in the i.i.d. regime. For this purpose, we here prove Lemma 3:

Lemma (Restatement of Lemma 3). Let \( \psi \) be a pure state with period \( 2\pi \) with a Hamiltonian \( H \). Assume that the absolute third moment is finite, i.e., \( \|\psi\|^3 \|H\| < \infty \). Fix \( \epsilon \) be a sufficiently small real parameter. Let \( \hat{\rho} = \{ \rho_m \}_m \) be a sequence of states such that \( \rho_m \in B'_{\psi} \) for all sufficiently large \( m \) with a real parameter \( R > 0 \), where \( B'_{\psi} \) is the \( \epsilon \)-ball in the state space defined by \( B'_{\psi} := \{ \sigma : \text{states} \mid D(\rho, \sigma) \leq \epsilon \} \). Then there exists a real function \( \delta^\ell (\epsilon) \) of \( \epsilon \) such that \( \lim_{\epsilon \to 0} \delta^\ell (\epsilon) = 0 \) and

\[
I^\ell \left( \rho_m, H_{\text{iid},[mR]} \right) \geq I^\ell \left( \psi_{\text{pure}}^{|Rm|}, H_{\text{iid},[mR]} \right) - m \delta^\ell (\epsilon) + o(m) \quad (m \to \infty), \]  

(96)

where \( H_{\text{iid},k} = \sum_{i=1}^{k} \mathbb{1} \otimes H \otimes I^{\otimes k-i} \).

To prove this lemma, let us first derive a general behavior of metric adjusted skew informations for states close to a pure state. The following lemma is an extension of claims in Corollary 1 in [20].

Lemma 9. Let \( \Phi \) denote the eigenstate with the largest eigenvalue of an arbitrary state \( \rho \). For a pure state \( \Psi \), the infidelity of \( \rho \) and \( \Psi \) is defined by \( \delta := 1 - \langle \Phi \mid \rho \mid \Psi \rangle \). Then it holds

\[
| \langle \Phi \mid \Psi \rangle | \geq 1 - 2\delta. \]  

(97)

Furthermore, when \( \delta < 1/2 \), the metric adjusted skew informations \( I^\ell (\rho, H) \) are lower bounded as

\[
I^\ell (\rho, H) \geq \frac{f(0)}{f\left(\frac{\delta}{1-\delta}\right)} (1 - 2\delta)^2 \text{Var}(\Phi, H). \]  

(98)
Proof. Equation (97) is proven in Corollary 1 in [20]. We here prove Eq. (98). Let
\[ \rho = p |\Phi\rangle \langle \Phi| + \sum_{i=1}^{k} \lambda_i |i\rangle \langle i| = \sum_{i=0}^{k} \lambda_i |i\rangle \langle i| \]
be the eigenvalue decomposition, where we defined \( \lambda_0 := p \) and \( |0\rangle := |\Phi\rangle \). Since
\[ \langle \Psi|\rho|\Psi\rangle = \sum_{i=0}^{k} \lambda_i |\langle i|\Psi\rangle|^2 \leq p \sum_{i=0}^{k} |\langle i|\Psi\rangle|^2 = p, \]
we have
\[ 1 - \delta \leq p. \] (101)
By using \( 1 = p + \sum_{i=1}^{k} \lambda_i \), we get \( \lambda_i \leq 1 - p \leq \delta \) for all \( i = 1, 2, \cdots, k \). Equation (98) is derived as
\[
I^f(\rho, H) = \frac{f(0)}{2} \sum_{i,j=0}^{k} \frac{(\lambda_i - \lambda_j)^2}{\lambda_j f(\lambda_i/\lambda_j)} |\langle i|H|j\rangle|^2 
\]
(102)
\[ = 2 \times \frac{f(0)}{2} \sum_{i=1}^{k} \frac{(\lambda_i - \lambda_j)^2}{p f(\lambda_i/p)} |\langle i|H|\Phi\rangle|^2 + \frac{f(0)}{2} \sum_{i,j=1}^{k} \frac{(\lambda_i - \lambda_j)^2}{\lambda_j f(\lambda_i/\lambda_j)} |\langle i|H|j\rangle|^2 \] (103)
\[ \geq f(0) \sum_{i=1}^{k} \frac{(\lambda_i - \lambda_j)^2}{p f(\lambda_i/p)} |\langle i|H|\Phi\rangle|^2. \] (104)
From \( \lambda_i \leq \delta \) and \( 1 - \delta \leq p \), we have \( p - \lambda_i \geq 1 - 2\delta \). Since \( \delta < 1/2 \) implies \( 1 - 2\delta > 0 \), it holds \( (p - \lambda_i)^2 \geq (1 - 2\delta)^2 \). On the other hand since \( f \) is an operator monotone and hence a monotonic function, we get
\[ f \left( \frac{\lambda_i}{p} \right) \leq f \left( \frac{\delta}{1 - \delta} \right), \]
where we used \( \lambda_i/p \leq \delta/(1 - \delta) \). From these inequalities and \( p \leq 1 \), we obtain a lower bound of metric adjusted skew informations as
\[
I^f(\rho, H) \geq \frac{f(0)}{f \left( \frac{\delta}{1 - \delta} \right)} (1 - 2\delta)^2 \sum_{i=1}^{k} |\langle i|H|\Phi\rangle|^2 
\]
(106)
\[ = \frac{f(0)}{f \left( \frac{\delta}{1 - \delta} \right)} (1 - 2\delta)^2 \text{Var}(\Phi, H) \] (107)
Consider a case where a state \( \rho \) is close to a pure state \( \Psi \). Equation (98) shows that metric adjusted skew informations \( I^f(\rho, H) \) of are lower bounded by the variance of the eigenstate \( \Phi \) of \( \rho \) with largest eigenvalue. Furthermore, Eq. (97) shows that \( \Phi \) is also close to \( \Psi \) in the trace distance. Therefore, a lower bound of \( I^f(\rho_m, H_{[R_m]}) \) in Lemma 3 can be derived by analyzing the asymptotic behavior of the energy variances of pure states that are close to \( \psi_{\Phi_{[R_m]}} \).
For this purpose, let us briefly review the asymptotic behavior of the energy distribution of \( \psi_{\Phi_{[R_m]}} \). Let us define the energy distribution
\[ P_{\psi_{\Phi_{[R_m]}}}(E) := \left( \psi_{\Phi_{[R_m]}} \right| \Pi_{E}^m \left| \psi_{\Phi_{[R_m]}} \right), \quad E \in \text{Spec}(H_{\text{ind.}_{[R_m]}}), \]
(108)
where \( \text{Spec}(A) \) denotes the set of all eigenvalues of an operator \( A \) and \( \Pi^m_E \) denotes the projectors to the eigenspace of \( H_{\text{id}, [R_m]} \) with eigenvalue \( E \). Since \( \psi \) has a period \( 2\pi \), \( p_{\psi\otimes[R_m]}(E) = 0 \) if \( E \notin \mathbb{Z} \). In the asymptotic limit of \( m \to \infty \), it is known that the energy distribution \( p_m := \{p_{\psi\otimes[R_m]}(E)\}_E \) converges to the Poisson distribution up to a shift. Precisely, under the assumption that the absolute third moment is finite, i.e., \( \langle |\psi|^3|\psi\rangle < \infty \), it is shown \([45, 47, 77]\) that there exists \( k_m \in \mathbb{Z} \) for each \( m \) such that

\[
\lim_{m \to \infty} d_{TV}(\psi_{\otimes[R_m]}, \Psi_{k_m} P_m \mathbb{R}\text{Var}(\psi, H)) = 0,
\]

where \( d_{TV} \) denotes the total variation distance and \( \Psi_k \) for \( k \in \mathbb{Z} \) denotes the shift operation for a probability distribution defined by \( (\Psi_k)(n) := p(n - k) \).

Now, let us prove an asymptotic behavior of the variance of random variables which approximately follows the Poisson distribution:

**Lemma 10.** Fix a positive parameter \( \lambda > 0 \). Let \( q = \{q_m\}_m \) be a sequence of probability distributions such that

\[
\exists M > 0, \quad \forall m > M, \quad \exists k_m \in \mathbb{Z}, \quad d_{TV}(q_m, \Psi_{k_m} P_m \lambda) \leq \epsilon
\]

for a sufficiently small parameter \( \epsilon \). Then there exists a function \( \gamma_{\lambda}(\epsilon) \) such that

\[
\lim_{\epsilon \to 0} \gamma_{\lambda}(\epsilon) = 0
\]

and

\[
\text{Var}(q_m) \geq \text{Var}(P_{m\lambda}) - \gamma_{\lambda}(\epsilon)m
\]

holds for all sufficiently large \( m \).

**Proof.** For simplicity, we hereafter assume that the probability distributions \( q_m \) are defined on integers \(^7\). Since the variance is invariant under the translation operation \( \Psi_k \), we can assume that \( k_m = 0 \) without loss of generality. Let us introduce the following notations:

\[
\delta_m(n) := P_{m\lambda}(n) - q_m(n),
\]

\[
\mu_{P_{m\lambda}} := \sum_n n P_{m\lambda}(n) = m\lambda
\]

\[
\mu_{q_m} := \sum_n n q_m(n),
\]

\[
\Delta \mu_m := \mu_{P_{m\lambda}} - \mu_{q_m} = \sum_n n \delta_m(n).
\]

From \( P_{m\lambda}(n) \geq 0 \) and \( q_m(n) \geq 0 \), we have

\[
P_{m\lambda}(n) \geq \delta_m(n) \geq -q_m(n).
\]

Defining \( A_m := \{n \in \mathbb{Z} | \delta_m(n) > 0\} \), we have

\[
\sum_{n \in A_m} \delta_m(n) = d_{TV}(q_m, P_{m\lambda}).
\]

The variance of \( q_m \) is decomposed into

\[
\text{Var}(q_m) = \sum_n (n - \mu_{q_m})^2 q_m(n)
\]

\[
= \sum_n (n - \mu_{q_m})^2 (P_{m\lambda}(n) - \delta_m(n))
\]

\[
= \text{Var}(P_{m\lambda}) + \Delta \mu_m^2 - \sum_n (n - \mu_{q_m})^2 \delta_m(n).
\]

\(^7\)The proof is valid for a general case if we replace the equalities in Eqs. (118) and (119) with \( \leq \) and \( \geq \), respectively.
To provide a lower bound of this quantity, let us introduce an interval $I_m := [\mu_{P_{\mu\lambda}} - a_m, \mu_{P_{\mu\lambda}} + a_m] \cap \mathbb{Z}$, where $a_m = \alpha_\epsilon \sqrt{m}$. Here, $\alpha_\epsilon > 0$ for $\epsilon > 0$ is defined by $\alpha_\epsilon \sqrt{\lambda} := g^{-1}(1 - \epsilon)$, where

$$g(x) := \int_{-x}^{x} d\beta \frac{e^{\beta^2}}{\sqrt{2\pi}} = \text{Erf} \left( \frac{x}{\sqrt{2}} \right) - \frac{2x}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}. \quad (122)$$

Note that $\alpha_\epsilon$ is uniquely determined since $g(x)$ is monotonic and takes any values in $[0, 1]$ for $x \geq 0$.

Defining $\bar{I}_m := \mathbb{Z} \setminus I_m$, we have

$$\sum_{n} (n - \mu_{q_m})^2 \delta_m(n) = \sum_{n \in I_m} (n - \mu_{q_m})^2 \delta_m(n) + \sum_{n \in \bar{I}_m} (n - \mu_{q_m})^2 \delta_m(n) \quad (123)$$

$$\leq \sum_{n \in I_m} (n - \mu_{q_m})^2 \delta_m(n) + \sum_{n \in \bar{I}_m} (n - \mu_{q_m})^2 \delta_m(n) \quad (124)$$

$$\leq (|\Delta \mu_m| + a_m)^2 \epsilon + \sum_{n \in I_m} (n - \mu_{q_m})^2 P_{m\lambda}(n) \quad (125)$$

$$= (|\Delta \mu_m| + a_m)^2 \epsilon + \Delta \mu_m \sum_{n \in I_m} P_{m\lambda}(n) + 2\Delta \mu_m \sum_{n \in I_m} (n - \mu_{P_{m\lambda}}) P_{m\lambda}(n) + \sum_{n \in \bar{I}_m} (n - \mu_{P_{m\lambda}})^2 P_{m\lambda}(n). \quad (126)$$

By using the Stirling formula

$$n! \sim \sqrt{2\pi n} \left( \frac{n}{e} \right)^n, \quad (128)$$

it holds

$$P_{m\lambda}(m\lambda + k) = \frac{(m\lambda)^{m\lambda + k}}{((m\lambda + k)!) e^{-m\lambda}} \quad (129)$$

$$\sim \frac{1}{\sqrt{2\pi (m\lambda + k)}} \left( \frac{m\lambda}{m\lambda + k} \right)^{m\lambda + k} e^k \quad (130)$$

$$\sim \frac{1}{\sqrt{2\pi m\lambda}} e^{-\frac{\beta^2}{2m\lambda}} \quad (131)$$

for $k = \beta \sqrt{m}$ as $m \to \infty$.

With this formula, we have

$$\lim_{m \to \infty} \frac{1}{\sqrt{m}} \sum_{n \in I_m} (n - \mu_{P_{m\lambda}}) P_{m\lambda}(n) = \int_{-\alpha_\epsilon}^{\alpha_\epsilon} d\beta \frac{\beta}{\sqrt{2\pi \lambda}} e^{-\frac{\beta^2}{2\pi \lambda}} = 0, \quad (132)$$

and

$$\lim_{m \to \infty} \frac{1}{m} \sum_{n \in \bar{I}_m} (n - \mu_{P_{m\lambda}})^2 P_{m\lambda}(n) = \int_{-\alpha_\epsilon}^{\alpha_\epsilon} d\beta \frac{\beta^2}{\sqrt{2\pi \lambda}} e^{-\frac{\beta^2}{2\pi \lambda}} = \lambda g(\alpha_\epsilon \sqrt{\lambda}) = \lambda(1 - \epsilon). \quad (133)$$

implying that

$$\sum_{n \in I_m} (n - \mu_{P_{m\lambda}}) P_{m\lambda}(n) = o(\sqrt{m}) \quad (134)$$

$$\sum_{n \in \bar{I}_m} (n - \mu_{P_{m\lambda}})^2 P_{m\lambda}(n) = \lambda m + o(m). \quad (135)$$
Therefore, for any positive constants \( u \) and \( v \) which are independent of \( m \),
\[
\sum_{n \in I_m} (n - \mu_{P_m\lambda}) P_{m\lambda}(n) \leq u \sqrt{m} \tag{136}
\]
\[
\sum_{n \in I_m} (n - \mu_{P_m\lambda})^2 P_{m\lambda}(n) = (\lambda \epsilon + v) m \tag{137}
\]
hold for all sufficiently large \( m \). For future convenience, we take \( u = \epsilon \alpha \sqrt{\lambda} \) and \( v = \lambda \epsilon \), which implies that
\[
\sum_{n \in I_m} (n - \mu_{P_m\lambda}) P_{m\lambda}(n) \leq \epsilon \alpha \sqrt{m \lambda} \tag{138}
\]
\[
\sum_{n \in I_m} (n - \mu_{P_m\lambda})^2 P_{m\lambda}(n) \leq 2 \lambda \epsilon m \tag{139}
\]
hold for all sufficiently large \( m \).
On the other hand, by using Chebyshev’s Inequality we have
\[
\sum_{n \in I_m} P_{m\lambda}(n) \leq \frac{\lambda}{\alpha \epsilon^2} \tag{140}
\]
By using these results, the variance of \( q_m \) is lower bounded as
\[
\text{Var} (q_m) = \text{Var}(p_m) + \Delta \mu_m^2 - \sum_n (n - \mu_{q_m})^2 \delta_m(n)
\tag{141}
\geq \text{Var}(p_m) + \Delta \mu_m^2 - \left( (|\Delta \mu_m| + \alpha \epsilon \sqrt{m})^2 \epsilon + \Delta \mu_m^2 \frac{\lambda}{\alpha \epsilon^2} + 2 \Delta \mu_m \epsilon \alpha \epsilon \sqrt{m \lambda} + 2 \lambda \epsilon m \right). \tag{142}
\]
Since the right hand side is quadratic in \( \Delta \mu_m \), we get
\[
\Delta \mu_m^2 - \left( (|\Delta \mu_m| + \alpha \epsilon \sqrt{m})^2 \epsilon + \Delta \mu_m^2 \frac{\lambda}{\alpha \epsilon^2} + 2 \Delta \mu_m \epsilon \alpha \epsilon \sqrt{m \lambda} + 2 \lambda \epsilon m \right)
\geq \left( 1 - \epsilon - \frac{\lambda}{\alpha \epsilon^2} \right) |\Delta \mu_m|^2 - 4 \alpha \epsilon \epsilon \sqrt{m \lambda} |\Delta \mu_m| - \left( \alpha \epsilon^2 \epsilon + 2 \lambda \epsilon \right) m \tag{144}
\]
\[
\geq - \left( \alpha \epsilon^2 \epsilon + 2 \lambda \epsilon \right) + \frac{4 \alpha \epsilon^2 \epsilon^2 \lambda}{\left( 1 - \epsilon - \frac{\lambda}{\alpha \epsilon^2} \right)} m \tag{145}
\]
where we have assumed that
\[
1 - \epsilon - \frac{\lambda}{\alpha \epsilon^2} > 0 \tag{146}
\]
in the last line. This assumption is true for a sufficiently small \( \epsilon \) since \( \lim_{\epsilon \to 0} \alpha \epsilon = \lim_{\epsilon \to 0} g^{-1}(1 - \epsilon) / \sqrt{\lambda} = \infty \) holds.
We now introduce
\[
\gamma_{\lambda}(\epsilon) := \left( \alpha \epsilon^2 \epsilon + 2 \lambda \epsilon \right) + \frac{4 \alpha \epsilon^2 \epsilon^2 \lambda}{\left( 1 - \epsilon - \frac{\lambda}{\alpha \epsilon^2} \right)} \tag{147}
\]
From Fig. 2, it holds
\[
\lim_{\epsilon \to 0} \epsilon \alpha \epsilon = \lim_{\epsilon \to 0} \epsilon g^{-1}(1 - \epsilon) / \sqrt{\lambda} = 0 \tag{148}
\]
\[
\lim_{\epsilon \to 0} \epsilon \alpha \epsilon^2 = \lim_{\epsilon \to 0} \epsilon \left( g^{-1}(1 - \epsilon) \right)^2 / \lambda = 0. \tag{149}
\]
Therefore, we get \( \lim_{\epsilon \to 0} \gamma_{\lambda}(\epsilon) = 0 \), completing the proof. \( \square \)
Combining these lemmas, we here prove Lemma 3:

**Proof of Lemma 3.** We denote \(\psi_m := \psi \otimes [Rm]\). Let \(\hat{\rho} = \{\rho_m\}_m\) be an arbitrary sequence of states such that \(\rho_m \in B^r(\psi_m)\). From the Fuchs-van de Graaf inequalities, an upper bound of the infidelity of \(\rho_m\) and \(\psi_m\) is derived as

\[
1 - \langle \psi_m | \rho_m | \psi_m \rangle \leq 1 - (1 - D(\rho_m, \psi_m)) \leq 1 - (1 - \epsilon)^2 =: \delta_1. \tag{150}
\]

Let \(\Phi_m\) be the eigenstate of \(\rho_m\) with the largest eigenvalue. From Eq. (97), we get

\[
|\langle \Phi_m | \psi_m \rangle| \geq 1 - \delta_1. \tag{151}
\]

For the probability distribution \(p_{\Phi_m}\) of \(\Phi_m\), it holds

\[
d_{TV}(p_{\Phi_m}, p_{\psi_m}) \leq D(\Phi_m, \psi_m) \leq \sqrt{1 - (1 - \delta_1)^2}. \tag{152}
\]

By using Eq. (109), for any \(\epsilon > 0\),

\[
\exists k_m \in \mathbb{Z}, \quad d_{TV}(p_{\psi_m}, \Upsilon_{k_m} P_{m\lambda}) \leq \epsilon \tag{153}
\]

holds for all sufficiently large \(m\), where \(\lambda := R \text{Var}(\psi, H)\). Therefore, from the triangle inequality, we get

\[
\exists k_m \in \mathbb{Z}, \quad d_{TV}(p_{\Phi_m}, \Upsilon_{k_m} P_{m\lambda}) \leq \sqrt{1 - (1 - \delta_1)^2} + \epsilon =: \delta_2 \tag{154}
\]

for all sufficiently large \(m\). Note that \(\lim_{\epsilon \to 0} \delta_1 = \lim_{\epsilon \to 0} \delta_2 = 0\) holds. From Lemmas 9 and 10, we get

\[
I(\rho_m, H_{\text{id}}, [mR]) \geq \frac{f(0)}{f\left(\frac{\delta}{1 - \delta_1}\right)} (1 - 2\delta_1)^2 \text{Var}(\Phi_m, H_m) \tag{155}
\]

\[
\geq m (\lambda - \gamma_\lambda(\delta_2)) \frac{f(0)}{f\left(\frac{\delta}{1 - \delta_1}\right)} (1 - 2\delta_1)^2 \tag{156}
\]

as \(m \to \infty\), where \(\gamma_\lambda\) is defined in Lemma 10. Defining

\[
\delta^f(\epsilon) := (\lambda - \gamma_\lambda(\delta_2)) \frac{f(0)}{f\left(\frac{\delta}{1 - \delta_1}\right)} (1 - 2\delta_1)^2 - \lambda, \tag{157}
\]

we have \(\lim_{\epsilon \to 0} \delta^f(\epsilon) = 0\) and

\[
I(\rho_m, H_{\text{id}}, [mR]) \geq m\lambda - m\delta^f(\epsilon) = mR \text{Var}(\psi, H) - m\delta^f(\epsilon) \tag{158}
\]
for all sufficiently large $m$. Since
\[
\lim_{m \to \infty} \frac{1}{m} I\left(\psi^{\otimes[Rm]}, H_{\text{id},[mR]}\right) = R\text{Var}(\psi, H),
\] (159)
this result can also be written as
\[
I(\rho_m, H_{\text{id},[mR]}) \geq I\left(\psi^{\otimes[Rm]}, H_{\text{id},[mR]}\right) - m\delta f(\epsilon) + o(m) \quad (m \to \infty).
\] (160)

As an immediate corollary, we get Theorem 2:

**Theorem** (Restatement of Theorem 2). Let $\psi$ be a pure state having period $2\pi$ for a Hamiltonian $H$. Assume that the third absolute moment of the Hamiltonian is finite, i.e., $\langle \psi | H^3 | \psi \rangle < \infty$. For a positive parameter $R > 0$, define $\tilde{\psi}_{\text{id}}(R) := \{\psi^{\otimes[Rm]}\}_m$ and $\tilde{H}_{\text{id}}(R) := \{H_{\text{id},[Rm]}\}_m$, where $H_{\text{id},k} := \sum_{i=1}^{k} \mathbb{I}^{\otimes i-1} \otimes H \otimes \mathbb{I}^{\otimes k-i}$. The smooth metric adjusted skew information rates for this i.i.d. sequence are given by
\[
I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) = I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) = \lim_{m \to \infty} \frac{1}{m} I^f(\psi^{\otimes[Rm]}, H_{[Rm]}) = I^f(\psi, H) R.
\] (161)

**Proof.** From Lemma 3, we get
\[
I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I(\psi, H) R.
\] (162)
A straightforward calculation shows
\[
\lim_{m \to \infty} \frac{1}{m} I^f(\psi^{\otimes[Rm]}, H_{\text{id},[Rm]}) = \lim_{m \to \infty} \frac{1}{m} [Rm] I(\psi, H) = I(\psi, H) R.
\] (163)
Since
\[
\lim_{m \to \infty} \frac{1}{m} I^f_+(\psi^{\otimes[Rm]}, H_{\text{id},[Rm]}) \geq I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) \geq I(\psi, H) R.
\] (164)
holds by definition of $I^f_+$, we get
\[
I^f_+(\tilde{\psi}_{\text{id}}(R), \tilde{H}_{\text{id}}(R)) = I(\psi, H) R.
\] (165)

As another corollary, we obtain an alternative proof of the converse part of the conversion theory for i.i.d. pure states [47]:

**Corollary 11.** Let $\psi$ and $\phi$ be pure states with period $2\pi$ with Hamiltonians $H$ and $H'$, respectively. If $(\tilde{\psi}, \tilde{H}_{\text{id}}) \succeq (\tilde{\phi}(R), \tilde{H}_{\text{id}}(R))$ holds for $\tilde{\psi} = \{\psi^{\otimes m}\}_m$ and $\tilde{\phi}(R) = \{\phi^{\otimes m}\}_m$, then it holds
\[
\text{Var}(\psi, H) \geq \text{Var}(\phi, H') R.
\] (166)
i.e.,
\[
R \leq \frac{\text{Var}(\psi, H)}{\text{Var}(\phi, H')} = \frac{\mathcal{F}(\psi, H)}{\mathcal{F}(\phi, H')}.
\] (167)

**Proof.** From the monotonicity of the smooth metric adjusted skew information rates, we get
\[
I^f_+(\tilde{\psi}, \tilde{H}) \geq I^f_+(\tilde{\phi}(R), \tilde{H}'(R)).
\] (168)
From Theorem 2, this inequality implies
\[
I(\psi, H) \geq I(\phi, H') R.
\] (169)
D Review of the spectral quantum Fisher information rates

We here briefly review the results in [45]. For a pure state $\psi$ and a Hamiltonian $H$, the period is defined as

$$\tau := \inf_{t > 0} \left\{ t \left| \langle \psi | e^{-iHt} | \psi \rangle = 1 \right. \right\}. \tag{170}$$

We assume that $H$ is bounded below and $0 < \tau < \infty$. Without loss of generality, we can set the period to be $2\pi$ by rescaling the Hamiltonian as $H \rightarrow \frac{\tau}{2\pi} H$. In the following, we always assume that pure states have period $2\pi$ for simplicity. In this case, the pure state $\psi$ has support in the eigenspaces of the Hamiltonian with eigenvalue given by $n + E_0$, where $n$ is a positive integer and $E_0$ is a constant. Shifting the Hamiltonian by a constant, we can assume that $E_0 = 0$. We define the energy distribution of a pure state $\psi$ by

$$p_\psi(n) := \langle \psi | \Pi_n | \psi \rangle \quad (n \in \mathbb{Z}_{\geq 0}), \tag{171}$$

where $\Pi_n$ is a projector to the eigenspace of the Hamiltonian with eigenvalue $n$. An essential fact is that the exact convertibility among pure states is fully characterized by the energy distribution [14]. This is because $(\psi, H) \xrightarrow{\text{conv}} (\psi_{\text{HO}}, H_{\text{HO}})$ and $(\psi_{\text{HO}}, H_{\text{HO}}) \xrightarrow{\text{conv}} (\psi, H)$ holds for a state

$$|\psi_{\text{HO}}\rangle := \sum_{n=0}^{\infty} \sqrt{p_\psi(n)} |n\rangle \tag{172}$$

of a harmonic oscillator system with Hamiltonian $H_{\text{HO}} = \sum_{n=0}^{\infty} n |n\rangle \langle n|$. This observation can also be extended to the convertibility with vanishing error in the asymptotic regime. For further detail, see also [45].

To define the max- and min-quantum Fisher information, we introduce several notations. For a real number $\lambda \in \mathbb{R}$, we define a generalized Poisson distribution $P_\lambda = \{P_\lambda(n)\}_{n \in \mathbb{Z}}$ by

$$P_\lambda(n) := \begin{cases} e^{-\lambda} \frac{\lambda^n}{n!} & (n \geq 0) \\ 0 & (n < 0) \end{cases}. \tag{173}$$

For $\lambda \geq 0$, this is an ordinary Poisson distribution. However, for $\lambda < 0$, it is not a probability distribution since some of the elements becomes negative. For sequences of numbers $a = \{a(n)\}_{n \in \mathbb{Z}}$ and $b = \{b(n)\}_{n \in \mathbb{Z}}$, we define the convolution sequence $(a * b) = \{(a * b)(n)\}_{n \in \mathbb{Z}}$ by $(a * b)(n) := \sum_{k \in \mathbb{Z}} a(n - k) b(k)$. For a given sequence $q$, $\tilde{q}$ denotes its “inverse” sequence with respect to $*$ in the sense that $(q * \tilde{q})(n) = \delta_{n,0}$, where $\delta_{n,m}$ is the Kronecker delta. We denote $a \geq 0$ for $a = \{a(n)\}_n$ if and only if $a(n) \geq 0$ for all $n$. The max- and min-quantum Fisher information are defined by [45]

$$F_{\text{max}}(\psi, H) := \inf \left\{ 4\lambda | P_\lambda * \tilde{P}_\psi \geq 0 \right\}, \tag{174}$$

$$F_{\text{min}}(\psi, H) := \sup \left\{ 4\lambda | p_\psi * P_{-\lambda} \geq 0 \right\}. \tag{175}$$

To define the smooth max- and min-quantum Fisher information, let us first assume that the system of interest is a harmonic oscillator. The max-quantum Fisher information is extended to a mixed state $\rho$ by $F_{\text{max}}(\rho, H_{\text{HO}}) = \inf_{\Phi_\rho} F_{\text{max}}(\Phi_\rho, H_{\text{HO}} + H_A)$, where the infimum is taken over the set of all purification $\Phi_\rho$ of $\rho$ and $H_A$ is a Hamiltonian of an ancillary system with integer eigenvalues. The $\epsilon$-smooth max- and min-quantum Fisher information are then defined as

$$F_{\text{max}}^\epsilon(\psi, H_{\text{HO}}) := \inf_{\rho \in B^\epsilon(\psi)} F_{\text{max}}(\rho, H_{\text{HO}}), \quad F_{\text{min}}^\epsilon(\psi, H_{\text{HO}}) := \sup_{\phi \in B_{\text{pure}}^\epsilon(\psi)} F_{\text{min}}(\phi, H_{\text{HO}}), \tag{176}$$

where $\epsilon$-balls are defined by $B^\epsilon(\psi) := \{ \rho: \text{states} \mid D(\rho, \psi) \leq \epsilon \}$ and $B_{\text{pure}}^\epsilon(\psi) := \{ \phi: \text{pure states} \mid D(\phi, \psi) \leq \epsilon \}$. 
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For a system with a generic Hamiltonian, the $\epsilon$-smooth max- and min-quantum Fisher information are defined by

$$
F_{\text{max}}^{\epsilon}(\psi, H) := F_{\text{max}}^{\epsilon}(\psi_{\text{HO}}', H_{\text{HO}}), \quad F_{\text{min}}^{\epsilon}(\psi, H) := F_{\text{min}}^{\epsilon}(\psi_{\text{HO}}', H_{\text{HO}}),
$$

(177)

where $\psi_{\text{HO}}'$ is defined in Eq. (172).

Let $(\psi, \hat{H}) = (\{\psi_m\}_m, \{H_m\}_m)$ be any sequences of pure states and Hamiltonians with period $2\pi$. The spectral sup- and inf- quantum Fisher information rates are defined as [45]

$$
\mathcal{F}(\hat{\psi}, \hat{H}) := \lim_{\epsilon \to 0} \lim_{m \to \infty} \frac{1}{m} F_{\text{max}}^{\epsilon}(\psi_m, H_m),
$$

(178)

$$
\mathcal{F}_{\text{inf}}(\hat{\psi}, \hat{H}) := \lim_{\epsilon \to 0} \lim_{m \to \infty} \frac{1}{m} F_{\text{min}}^{\epsilon}(\psi_m, H_m).
$$

(179)

These quantities are shown to be equal to the coherence cost and the distillable coherence [45], i.e.,

$$
C_{\text{cost}}(\hat{\psi}, \hat{H}) = \mathcal{F}(\hat{\psi}, \hat{H}), \quad C_{\text{dist}}(\hat{\psi}, \hat{H}) = \mathcal{F}_{\text{inf}}(\hat{\psi}, \hat{H}).
$$

(180)