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Babak Fazli Malidareh, Seyed Abbas Hosseini and Ebrahim Jabbari

ABSTRACT

This paper presents a new meshless numerical scheme to overcome the problem of shock waves and to apply boundary conditions in cases of dam-break flows in channels with constant and variable widths. The numerical program solves shallow water equations based on the discrete mixed subdomain least squares (DMSLS) meshless method with collocation points. The DMSLS meshless method is based on the minimization of a least squares functional defined as the weighted summation of the squared residuals of the governing equations over the entire domain and requiring the summation of residual function to be zero at collocation points in boundary subdomains. The collocated discrete subdomain meshless method is applied on the boundary, whereas the collocated discrete least squares meshless technique is applied to the interior domain. The meshless scheme extends for dam-break formulation of shallow water equations. The model is verified by comparing computed results with analytical and experimental data for constant and varying width channels. The developed model is also used to study one-dimensional dam-break problems involving different flow situations by considering changes to the channel width, a bumpy channel with various downstream boundary conditions, and the effects of bed friction and bed slope as source terms on wave propagation. The accuracy of the results is acceptable.
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INTRODUCTION

Dam-break flows propagate along rivers and can lead to devastating floods, damage to property, and loss of human life. Dam-break problems have been the subject of scientific research by many hydraulic scientists and engineers. Many efforts have been made to understand the mechanism of dam-break flows by conducting analytical, experimental, and numerical studies. Whereas dam break is associated with large free-surface deformation and fragmentation with the interfacial flow and mixing process, it makes modeling of the flow structure very complicated (Biscarini et al. 2010; Bellos et al. 2012; Ozmen-Cagatay & Kocaman 2014).

The most important feature of dam-break equations is that they allow discontinuities and smooth solutions. These discontinuities, often called ‘shock’ or ‘shock waves’, initiate the failure of a number of classical numerical methods. The results of dam-break modeling show that shallow water equations are logically appropriate for capturing discontinuous free surface, and methods for shallow water problems fit sufficiently with experimental and analytical results (Alcrudo & Garcia-Navarro 1993). Shallow water equations are typically used to represent the hydrodynamics and behavior of dam-break problems.

Earlier studies have been primarily based on analytical solutions of shallow water equations for idealized conditions. For example, Stoker (1957) developed an analytical solution to predict dam-break flows in an idealized channel in which the bed slope was assumed to be zero and the friction term was ignored. Chanson (2006) proposed an
analytical solution of dam-break waves with flow resistance, and then it was applied to simulate tsunami surges on dry coastal plains. However, analytical solutions for shallow water equations which are nonlinear hyperbolic partial differential equations (PDEs) cannot be obtained except in special and simple cases. With the development of computer technology, hydrodynamic models based on one-dimensional (1-D) and two-dimensional (2-D) shallow water equations are increasingly being used in numerical solutions for dam-break flows. Numerous studies in the literature solved these equations using different numerical techniques, such as finite difference, finite volume, and finite element methods based on the mesh system (Bellos et al. 1991; Stansby et al. 1998; Mohamed et al. 2003; Janosi et al. 2004; Bukreev & Gusev 2005; Liang et al. 2006; Ghadimi & Reisinezhad 2012; Duricic et al. 2013; Di Francesco et al. 2013). However, mesh-based numerical methods have difficulty dealing with complicated problems such as in dam-break flows with violent free surface and interfaces. The main difficulty in using such methods is the capturing of sharp interfaces or shock waves. Furthermore, the complicated procedure needs to specify those cells containing the free surface. Also, in mesh-based methods, the problem of numerical diffusion is common due to advection terms (Zihhua 1989).

Recently, the hottest interest in the field of computational fluid mechanics has been concentrated on development of the next generation of numerical meshless methods, which are advantageous in applications with discontinuous free surface or large interfacial deformations compared to mesh-based methods. As their name implies, one common characteristic of all these methods is that they do not require the traditional mesh to construct the numerical formulation; they require node generation instead of mesh generation. In other words, there is no pre-specified connectivity or relationship among the nodes; thus, the computational costs associated with mesh generation are greatly reduced. The computational advantages of a meshless method suggest that they have the potential to solve a broad class of scientific and engineering problems (Liu 2002; Liu & Gu 2005). Over the last decade, meshless methods have increasingly been used for the solution of PDEs to solve both shallow water equations and Navier–Stokes equations. Ferrari et al. (2010), Kao & Chang (2012), and Ataie-Ashtiani et al. (2008) used the smooth particle hydrodynamic (SPH) concept to solve both shallow water equations and Navier–Stokes equations. The moving particle semi-implicit (MPS) method has been applied for simulation of fixed-bed dam-break flow on dry-bed and wet-bed downstream channels (Shakibaeinia & Jin 2010; Khayer & Gotoh 2010). Darbani et al. (2011) used the natural element method to simulate 2-D shallow water equations in the presence of strong gradients. Despite their advantages, meshless methods have the difficulties of imposing boundary and treatment of boundary values, whereas the unreliable selection of weight functions and the complexity of algorithms for computing interpolation functions are all serious technical problems in such methods. This is in contrast to mesh-based methods which often have this property. Consequently, the imposition of boundary conditions requires certain attention in mesh-free methods and may degrade the convergence of the method (Firoozjaee & Afshar 2010a). Special techniques, such as the penalty method by Zhu & Atluri (1998), the transformation of approximate nodal values to actual nodal values by Cai & Zhu (2004), the nodal integration method by Beissel & Belytschko (1996), and the efficient computation of shape functions by Beitkofl et al. (2000) have been proposed to overcome these problems.

Recently, a family of collocation-based meshless methods has been emerging in the literature. The advantage of collocation methods is their efficiency in constructing the final system of equations because integration is not required, and shape functions are evaluated at nodal positions only. However, the accuracy and robustness of collocation approaches are weak points, especially if the approximation is based on a set of randomly scattered points. Collocation methods may lead to large numerical errors in these cases and involve numerical stability problems. An interesting discussion of these aspects may be found in Fries & Matthies (2004), where certain conditions are proposed which are often not met by standard collocation mesh-less methods. Furthermore, boundary conditions are an issue for collocation methods. The definition and location of the boundary surface may not be easy, e.g., for free surface flow, and methods of applying boundary conditions are not always straightforward. Firoozjaee & Afshar (2010b) proposed the collocated discrete least squares meshless (CDLSM) method to solve steady-state incompressible Navier–Stokes
equations. Shobeyri & Afshar (2009) discussed simulating free surface problems using the discrete least squares meshless method. Afshar et al. (2009) used the CDLSM method to solve transient and steady-state problems. In CDLSM, the penalty method is used and can only approximately satisfy the boundary conditions. Accuracy is affected by selection of the penalty coefficient; these boundary conditions are only approximately imposed, depending on the magnitude of the penalty coefficients. Theoretically, the larger the penalty coefficients, the more accurate the enforcement of boundary conditions will be. It is difficult to choose a set of penalty factors that are universally applicable for all kinds of problems. One hopes to use the largest possible penalty factors, but penalty factors that are too large often give numerical problems, and trials may be needed to choose a proper penalty factor (Liu 2002; Liu & Gu 2005).

In this study, the authors propose a new method named collocated discrete subdomain meshes (CDSM) method on the boundary for more accuracy as explained in the section ‘Implementation of boundary conditions’. In this approach, the residual functional can be written in summation form and minimized at collocation points; the sum of the residuals must be zero for each boundary subdomain. It is noteworthy that the boundary subdomains are usually centered by nodal points on the boundary.

This study investigated the discrete mixed subdomain least squares (DMSLS) meshless method using collocation points. To generalize this method, an attempt was made to check the balance of this approach for some dam-break flow simulations (where the definition and location of the boundary surface is not easy) for different bed and geometry conditions with maximum variables in boundary conditions (where applying boundary conditions are not straightforward). To verify the prediction results, this technique was tested for different experimental dam-break flows considering bed friction, bed slope, bumpy channels with various downstream conditions and varying width channels, and well-known analytical solutions for rectangular channels of constant width. Finally, the results were summarized and conclusions were drawn. The results of this study illustrate the potential ability of the DMSLS method to reproduce the detailed features of flow structure for highly transient flow with the large geometrical changes of the computational domain.

GOVERNING EQUATIONS

The shallow water theory is based on the hypothesis that a layer of water flows over a horizontal, flat surface with elevation $Z(x, y, t)$. This means that the pressure distribution along each vertical is hydrostatic. If it is assumed that the horizontal scale of flow features is large compared to the depth of water, the flow velocity is independent of depth and the water within the layer is in hydrostatic balance. Thus, 1-D continuity and momentum equations, which were modified to provide a conservation formulation applicable to rectangular channels of varying width, which can be written in the following vector form as:

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = S$$  \hspace{1cm} (1)

where

$$U = \begin{bmatrix} A \\ Q \end{bmatrix}$$  \hspace{1cm} (2)

is the vector of conserved variables or the solution vector,

$$F = \begin{bmatrix} Q \\ QU + gAH \end{bmatrix}$$  \hspace{1cm} (3)

is the flux vector, and

$$S = gA \left( S_0 - S_f + \frac{gAH}{2B} \frac{dB}{dx} \right)$$  \hspace{1cm} (4)

represents the source term vector.

The non-conservation formulation of the 1-D Saint-Venant equations can be written in the following vector form as:

$$\frac{\partial U}{\partial t} + \tilde{A} \frac{\partial U}{\partial x} = S$$  \hspace{1cm} (5)

in which

$$\tilde{A} = \frac{\partial F}{\partial U} = \begin{bmatrix} 0 & 1 \\ (gH - U^2) & 2U \end{bmatrix}$$  \hspace{1cm} (6)
is known as the convection matrix where \( g \) is the acceleration due to gravity, \( A \) is the cross-sectional area perpendicular to the flow, \( Q \) is the discharge, \( H \) is the water depth, \( U \) is the averaged longitudinal flow velocity, \( B \) is the width of the rectangular channel, \( S_0 \) is the longitudinal channel bed slope, \( t \) is the temporal coordinate, and \( x \) is the longitudinal coordinate. The longitudinal boundary friction slope \( S_f \) was estimated using the Manning resistance law:

\[
S_f = \frac{n^2 U^2}{R_h^3} \tag{7}
\]

in which \( n \) is the Manning resistance coefficient and \( R_h \) is the hydraulic radius.

**NUMERICAL SCHEME**

There are a variety of numerical techniques for approximating Equation (1) or shallow water equations, e.g., finite difference methods, finite element methods, finite volume methods, etc. As mentioned in the Introduction, the DMSLS meshless method with collocation points is used to solve Equation (5). The DMSLS meshless method was extended for solving 1-D dam-break problems, and its performance for solving transient problems on regular distribution of nodes was investigated. In this method, the least squares functional and residual functions are formed at the collocation points. The aim of the mixed subdomain-least squares meshless method is to find an approximate solution which minimizes the least squares function over the entire domain and causes the residual function to be zero in their boundary conditions at nodal points. As shown in Figure 1, the physical domain and boundaries are discretized using two sets of nodes called nodal points and collocation points. Collocation points are used in the physical domain and on its boundaries to make the least squares functional and subdomain residual function.

**Moving least squares method**

Several techniques have been developed to construct meshless shape functions. The moving least squares (MLS) approximation, the radial point interpolation method, and kriging interpolation are only some examples of current methods. Among these methods, the MLS method has gained more popularity in the meshless community. If it is assumed that \( u \) is a dependent variable function of \( x \), then the MLS approximation of \( u(x) \) is \( u^h(x) \) as shown in Figure 2 and can be defined at \( x \) as:

\[
u^h(x) = \sum_{j=1}^{m} p_j(x) a_j(x) = P^T(x)a(x) \tag{8}\]

where \( P(x) \) is the vector of polynomials (basis functions) of the spatial coordinates, \( x^T = [x] \) is the vector of the spatial coordinates of nodes, and \( m \) is the number of the polynomial. The basis function \( P(x) \) is often built using monomials from the Pascal triangle to ensure minimum completeness. In some special problems, enhancement functions can, however, be added to the basis to improve the

**Figure 1** | Local support domains in the meshless method.

**Figure 2** | Approximate function \( u^h(x) \) and nodal parameters \( u_i \) in the MLS approximation.
performance of the MLS approximation. In this paper, only pure polynomial basis was used. In Equation (8), $a(x)$ is the coefficients vector given by:

$$a^T(x) = \{a_0(x) \ a_1(x) \ldots \ a_m(x)\}$$

(9)

As shown in Figure 2, the coefficients vector $a(x)$ in Equation (9) is a function of $x_i$. The coefficients $a(x)$ can be obtained by minimizing the following weighted discrete $L_2$ norm:

$$J = \sum_{i=1}^{n} W(x - x_i)[p^T(x_i) a(x) - u_i]^2$$

(10)

where $n$ is the number of nodes in the support domain of $x$, for which the weight function $W(x - x_i) \neq 0$, and $u_i$ is the nodal parameter of $u$ at $x = x_i$. Equation (10) is a functional, weighted residual that is constructed using the approximated values and the nodal parameters of the unknown field function. Because the number of nodes ($n$) used in the MLS approximation is usually much larger than the number of unknown coefficients ($m$), the approximated function $u^h(x)$ does not pass through nodal values. In this research, the cubic spline weight function explained in more details by Liu (2002) and Liu & Gu (2005) was considered.

The approximation of the unknown function can be written in the familiar form of:

$$u^h(x) = \sum_{i=1}^{n} N_i(x) u_i$$

(11)

where $N_i(x)$ denotes the shape function of node $i$ defined as:

$$N = P^T A^{-1}(x) B(x)$$

(12)

MLS shape functions generally do not satisfy the Kronecker delta condition. Hence, $u_i$ cannot be treated like nodal values of the unknown function ($u^h(x_i) \neq u_i$).

The accuracy of interpolation for the point of interest depends on the nodes in the support domain, as shown in Figure 1. Therefore, a suitable support domain should be chosen to ensure an efficient and accurate approximation.

For a point of interest at $X_k$, the dimension of the support domain $d_s$ is determined by

$$d_s = \alpha_s d_c$$

(13)

where $\alpha_s$ is the dimensionless size of the support domain, and $d_c$ is the nodal spacing near the point at $X_Q$. Generally, $\alpha_s = 2 \sim 3$ leads to good results for many of the problems that have been studied (Liu 2002; Liu & Gu 2005). It should be noted that the support domain is usually centered by a point of interest. It should also be noted that the polynomial basis of the second order ($P = [1; \ x \ x^2]$) was used in this study for 1-D problems to construct MLS shape functions, such as 1-D dam-break cases. Therefore, the accuracy of this approach is the second order in space.

Mathematical formulations

Using a semi-discretization approach, Equation (5) was discretized by the $\theta$ method in time as follows:

$$A^{n+1} - A^n + \theta \Delta t \left( \frac{\partial Q}{\partial x} \right)^{n+1} + (1-\theta) \Delta t \left( \frac{\partial Q}{\partial x} \right)^n = 0$$

(14)

$$Q^{n+1} - Q^n + \theta \Delta t \left( (gH - U^2) \frac{\partial A}{\partial x} + 2U \frac{\partial Q}{\partial x} \right)^{n+1} + (1-\theta) \Delta t \left( (gH - U^2) \frac{\partial A}{\partial x} + 2U \frac{\partial Q}{\partial x} \right)^n - S\Delta t = 0$$

Assuming $\theta = 0$, the method is first-order accurate in time, and Equation (14) becomes:

$$A^{n+1} - A^n + \Delta t \left( \frac{\partial Q}{\partial x} \right)^n = 0$$

(16)

The approximate value of $A$ at a collocation point $x_h$ can be obtained through interpolation:

$$A(x_h) = \sum_{i=1}^{n_h} N_i(x_h) \phi_i$$

(17)
where \( n_k \) is the number of nodal points having spatial coordinates \((x_k)\) in their support domain.

The linearized residuals in the problem domain and its boundaries can now be defined as follows:

\[
R_{\Omega}^{n+1} = A^n - A^n + \Delta t \left( \frac{\partial Q}{\partial x} \right)^n
\]  

Substituting Equation (17) into Equation (18) leads to the differential equation residual \( R_{\Omega} \) defined as:

\[
R_{\Omega}^{n+1} = \sum_{i=1}^{n_k} N_i(x_k) \phi_i^{n+1} - A^n + \Delta t \left( \frac{\partial Q}{\partial x} \right)^n
\]  

\[
L(x_k) = N(x_k)
\]  

\[
f(x_k) = -A^n + \Delta t \left( \frac{\partial Q}{\partial x} \right)^n
\]  

\[
R_{\Omega}^{n+1} = [L][A] + \{F\}
\]  

The total number of collocation points is \( N \) comprising \( N_d \) internal collocation points, \( N_t \) collocation points on the Neuman boundary, and \( N_u \) collocation points on the Dirichlet boundary, i.e.,

\[
N = N_d + N_t + N_u
\]  

when there is no Neuman boundary condition, then \( N_t = 0 \).

Now, the least squares functional of all residuals at all collocation points in inner (field) domain can be constructed as:

\[
J = \frac{1}{2} \sum_{k=1}^{N} \left[ R_k^{(d)} \right]^2
\]  

Minimization of Equation (24) with respect to the nodal parameters \( u_i \) leads to:

\[
\frac{\partial J}{\partial u_i} = \sum_{k=1}^{n_k} \frac{\partial R_k^{(d)}}{\partial u_i} R_k^{(d)} = 0
\]  

Substituting Equation (22) into Equation (25) yields the domain system of equations:

\[
K^{Q} \phi^Q = F^Q
\]  

The typical components of the matrix \( K^Q \) and right-hand side vector \( F^Q \) are defined as:

\[
K^{Q}_{lm} = \sum_{k=1}^{N} [L(N_l)]^T [L(N_m)]_l, \ m = 1, 2, \ldots, n
\]  

\[
F^Q_l = \sum_{k=1}^{n_k} [L(N_l)]^T f_j, \ j = 1, 2, \ldots, n
\]  

In the same way, the momentum part of Equation (5) becomes:

\[
K^{Q} q^Q = F^Q
\]  

The approximate value of function \( Q \) at collocation point \( x_k \) can be obtained through interpolation:

\[
Q(x_k) = \sum_{i=1}^{n_k} N_i(x_k) q_i
\]  

The typical components of the matrix \( K^Q \) and right-hand side vector \( F^Q \) in Equation (29) are defined as:

\[
L(x_k) = N(x_k) + \Delta t \left( 2U \frac{\partial N(x_k)}{\partial x} \right)
\]  

\[
f(x_k) = -Q^n + \Delta t S^n
\]  

\[
K^{Q}_{lm} = \sum_{k=1}^{N} [L(N_l)]^T [L(N_m)]_l, \ l = 1, 2, \ldots, n
\]  

\[
F^Q_l = \sum_{k=1}^{n_k} [L(N_l)]^T f_j, \ j = 1, 2, \ldots, n
\]
Implementation of boundary conditions

This paper introduces the collocated subdomain meshless method to implement boundary conditions accurately. In this method, the summation of residuals must be zero for each boundary subdomain. It is noteworthy that the boundary subdomains are usually centered by nodal points on the boundary. In this paper, the boundary conditions are Dirichlet boundary conditions; therefore:

\[ \sum_{k=1}^{n_b} R_k^{(u)} = 0 \]  

(35)

where \( R_k^{(u)} \) is residual at collocation points inside the Dirichlet subdomain. Each Dirichlet subdomain is usually centered by a nodal point on the Dirichlet boundary, and \( n_b \) is the number of collocation points inside each Dirichlet subdomain.

Substituting Equation (17) into Dirichlet boundary conditions leads to the Dirichlet boundary condition residual defined as:

\[ R_{\Gamma}^{u} = \sum_{i=1}^{n_b} N_i(x_k) \phi_i^{n+1} - \bar{A} \]  

(36)

subject to Dirichlet boundary \( A = \bar{A} \).

The substitution of Equation (36) into Equation (35) for each Dirichlet subdomain leads to the boundary system of equations:

\[ K^u \phi^u = F^u \]  

(37)

\[ \{ \phi \}^u = \begin{bmatrix} A_L \\ A_R \end{bmatrix} \]  

(38)

where \( A_L \) and \( A_R \) are cross-sectional areas of the left and right boundaries, respectively.

The typical components of the matrix \( K^u \) and the right-hand side vector \( F^u \) in Equation (42) are defined as follows:

\[ K_{ij}^u = \sum_{k=1}^{n_b} N_j(x_k) \]  

(39)

\[ F_i^u = \sum_{k=1}^{n_b} \bar{A}(x_k) \]  

(40)

where \( n_b \) is number of nodal points on the Dirichlet boundary, and \( n \) is the number of total nodal points.

Matrix \( K \) and vector \( F \) are formed with the assembly process using \( K^u \), \( F^u \), \( F^\Omega \), and \( F^\Omega \).  

\[ [K]_{mm} \{ \phi \}_{m \times 1} = \{ F \}_{m \times 1} \]  

(41)

The assembly matrix of this method is similar to the assembly process in the finite element method. In the same way, the system of equations for discharge in the Dirichlet boundary becomes:

\[ K^u Q^u = F^u \]  

(42)

\[ \{ q \}^u = \begin{bmatrix} Q_L \\ Q_R \end{bmatrix} \]  

(43)

where \( Q_L \) and \( Q_R \) are discharges in left and right boundaries, respectively.

The components of matrix \( K^u \) and right-hand side vector \( F^u \) in Equation (42) are defined as follows:

\[ K_{ij}^u = \sum_{k=1}^{n_b} [N_j(x_k)] \quad j = 1, 2, \ldots, n \quad \text{and} \]  

(44)

\[ i = 1, 2, \ldots, n_b \]

\[ F_i^u = \sum_{k=1}^{n_b} Q(x_k) \]  

(45)

subject to Dirichlet boundary \( Q = \bar{Q} \).

Matrix \( K \) and vector \( F \) are formed with the assembly process using \( K^\Omega \), \( K^u \), \( F^\Omega \), and \( F^u \).

\[ [K]_{mm} \{ q \}_{m \times 1} = \{ F \}_{m \times 1} \]  

(46)

Now, the system of equations can be solved at each time step in a time-marching manner. The stiffness matrix \( K \) in Equations (41) and (46) can be seen to be symmetric and positive-definite.
NUMERICAL CASES

In this section, the numerical accuracy and applicability of the proposed DMSLS method are further examined by analytical and laboratory results of dam-break flows in open channels, including dam-break flows through an idealized and rough, flat channel, and a rough bumpy channel with various downstream boundary conditions and varying width channel. These validation cases encompass a number of flow phenomena in open channels, such as shock discontinuities, shock front motion, hydraulic jumps, dry/wet bed flow, contraction flow, overtopping flow, and partial reflections. For the numerical stability of the proposed scheme, the Courant–Friedriches–Lewy (CFL) condition should be satisfied:

$$\Delta t = C_t \min \left\{ \frac{\Delta x}{|U| + C} \right\}$$  \hspace{1cm} (47)

where $C$ is the celerity ($C = \sqrt{gH}$) and $C_t$ is the Courant number that should be less than 1.

To evaluate overall accuracy, the following $L_2$ norm is used:

$$L_2 = \sqrt{\frac{\sum (H_i^{\text{sim}} - H_i^{\text{exact}})^2}{\sum (H_i^{\text{exact}})^2}}$$  \hspace{1cm} (48)

where $H_i^{\text{sim}}$ and $H_i^{\text{exact}}$ are the simulated water depth and the exact solution at the $i^{th}$ point, respectively.

Figure 3 | Numerical solutions of (a) water depths and (b) velocities for frictionless, dry bed.
Figure 4 | Numerical solutions of (a) water depths and (b) velocities for frictionless, non-dry bed.

Figure 5 | Numerical solutions of water depths for dam break on sloping bed.
The first numerical test is the 1-D idealized dam-break problem. The idealized channel is rectangular, frictionless, and horizontal, where $H_{up}$ and $H_{down}$ are initial water depths upstream and downstream of the dam, respectively. The channel is 1,000 m in length, and a dam is located in its middle. At the beginning ($t = 0$), the dam is broken instantaneously. A positive wave propagating downstream and a depression wave traveling upstream can be observed. The initial upstream water depth of the dam is 10 m, and the corresponding initial downstream water depths are given as 0.0 m (dry bed) and 2.0 m (wet bed) for each case. The analytical solution for dry bed on slope channel is
given as (Chanson 2006):

$$
\frac{H}{H_0} = \frac{1}{9} \left( 2 + \frac{1}{2} \sqrt{\frac{g}{H_0}} S_0 t - \frac{x}{t \sqrt{g H_0}} \right)
$$

(49)

where $H_0$ is the initial water depth of the dam break, $H$ is the water depth, $x$ is the distance from the dam break, and $t$ is the time. More details about the analytical solution on a wet, friction bed can be found in the literature (Stoker 1957; Chanson 2006).

In all the numerical computations, a uniform mesh of 201 nodal points with 801 distributed collocation points was used. The depths and velocities at $t = 23$ s after the dam failure for dry and wet bed were modeled with proposed methods and compared with the analytical solutions in Figures 3 and 4, respectively. Figure 3(b) reveals that solutions of velocity are evidently underestimated near the wave front edge, but the velocity distribution by the DMSLS method is more accurate than CDLSM. In fact, most of the numerical schemes have difficulty in accurately predicting velocity near the wave front edge for dry bed dam-break problem because of the low water depth in the area (Ying et al. 2004). There is little discrepancy in the water surface profiles for these two approaches, and they are approximately compatible together.

To study the effect of slope on the accuracy of DMSLS, the dam break was modeled on a sloping, frictionless bed ($s_0 = 0.001$) as shown in Figure 5. The comparison between numerical and analytical solutions shows an acceptable agreement.

To examine the accuracy of the model compared with other meshless methods, an idealized dam break on a dry bed was modeled by these methods and compared with MPS and experimental observations (shown in Figure 6) (Fu & Jin 2014). Experiments were conducted by LaRocque et al. (2013) in a smooth wooden flume with a length of $L = 7.31$ m, height of $H = 0.42$ m, width of $W = 0.18$ m, a bottom slope of 0.93%, initial length of water column $L_w = 3.37$ m, and initial heights of water column upstream $H_0 = 0.25$ m, respectively. Table 1 summarizes the $L_2$ norms between DMSLS and MPS with respect to

| No. of nodal points | No. of collocation points | CPU time (s) | $L_2$ | CPU time (s) | $L_2$ |
|---------------------|---------------------------|--------------|-------|--------------|-------|
| A 101               | 201                       | 6.62         | 0.083 | 7.26         | 0.306 |
| B 401               | 401                       | 8.36         | 0.052 | 9.06         | 0.053 |
| C 1,001             | 1,001                     | 13.59        | 0.033 | 15.05        | 0.025 |
| D 201               | 401                       | 59.42        | 0.049 | 64.71        | 0.051 |
| E 1,001             | 1,001                     | 78.09        | 0.031 | 84.77        | 0.032 |
| F 2,001             | 2,001                     | 114.06       | 0.022 | 122.59       | 0.024 |

**Table 2** | The $L_2$ norms between the simulated and exact water depths for different numbers of nodal points (NNP) and numbers of collocation points (NCP) and water depth ratios

**Figure 8** | Numerical solutions of water depths for frictional, dry bed.
Figure 9 | Comparison of idealized and real numerical solutions of water depths for non-dry bed.

Figure 10 | Straight channel with a triangular bump in the bed. Side elevation showing gauge positions indicated with a suffix number after G which means distance from the gate, i.e., G4 indicates that it is 4 m away from the gate (Morris 2000).

Figure 11 | Straight channel with a triangular bump in the bed, wet bed with open end. Water surface profile at t = 8.5 s.
experimental data. As can be seen, the results of this new approach (DMSLS) are in good agreement with the experimental data and have greater accuracy compared with the MPS method.

To study the effect of number of nodal and collocation points on the accuracy and point dependency of the proposed method, a sensitivity analysis was performed for the DMSLS meshless method. For this purpose, two different numbers of nodal points (NNP), NNP = 101, 201 with three different numbers of collocation points (NCP) were considered. The non-dry bed dam-break problem with NNP = 201 and a water depth ratio equal to 0.2 is evaluated in Figure 7. Good agreement of the wave-front tracking process between the numerical and analytical solutions was obtained using NCP = 1,001, 2,001. Table 2 summarizes the $L_2$ norms between the numerical and exact solutions of different NNP and NCP, and results demonstrate that the $L_2$ norm decreases as NNP increases. As shown in Table 2, collocation points instead of nodal points can be increased to obtain better results.

It is notable that increasing nodal points to obtain better results yields an increase in the dimension of the coefficient matrix, but increasing the number of collocation points yields better results without increasing the dimension of the coefficient matrix. Thus, this method can be easily used in practical cases with high efficiency and less computational effort, and it can simulate dam-break problems in real size (in the field) rather than on a small scale with good accuracy and less simulation time.

Real dam-break problem in a rectangular channel

In this test case, a real dam break with a Manning roughness coefficient $n = 0.03$ m$^{-1/3}$ s was considered. Other computational conditions were the same as in the dry bed test case discussed in the previous section. Figure 8 represents the numerical and analytical solution of water depth $H$ at 23 s after the dam failure. Good agreement between numerical and analytical solutions can be observed. To study the effect of bed friction on wave propagation, downstream channels were considered to be wet, and the initial downstream water depth was 2.0 m. The results of the wave propagated downstream are shown in Figure 9. It can be seen that the effect of the bed friction on dam break with a wet bed is negligible, and it can be neglected in numerical modeling. This result is in accordance with previous results published by other researchers (Chanson 2006) and can be a suitable case for DMSLS verification.

Straight channel with a triangular bump in bed

The third test case selected from the CADAM studies was a dam-break flow into a channel with a triangular bump in the bed (Morris 2000). The channel was 38 m long and 0.75 m
Figure 13 | Straight channel with a triangular bump in the bed, dry bed with an open end. Comparisons of experimental and numerical water depths at selected gauges.
A gate was located 15.5 m from the upstream end of the channel at the exit of a reservoir, and a triangular bump 0.4 m high and 6 m long was located 13 m downstream of the gate (Figure 10). The initial water depth at the reservoir was 0.75 m. Manning's friction coefficient for the channel bed was 0.0125 s/m$^{1/3}$. In the experiments, three cases were considered. The first case (case I) was a dry bed with open conditions at the downstream end, in
which the water depth in the downstream channel was zero; two wet bed cases were then considered. In both of them, the depth of water in the channel after the bump was set to 0.15 m, but two different boundary conditions were considered at the end of the channel: in case II an open (transmissive) condition was applied, and in case III a closed (reflective) boundary was imposed. In all numerical computations, 153 nodal and 603 collocation points were used.

In all three cases, the flow initially generated a bore wave which propagated along the channel. Upon reaching the bump, the bore ran up, overtopped the bump, and then accelerated downstream. During the run up, the bore was partially reflected and generated a small wave which propagated upstream. After the initial wave overtopped the bump, it began to act like a weir with supercritical flow over the downstream face, causing a hydraulic break. In the wet-bed cases, this supercritical flow caused a hydraulic jump to form (Figure 11). When the end of the channel was closed, this bore wave was reflected from the end wall and propagated upstream (Figure 12). The results indicate that the flow is potentially very complex, involving multiple wave interactions, thus providing a demanding test for verification and validation of a numerical method.

For these three cases, water depths were compared at four gauges as shown in Figures 13–15. In almost all cases, there was a good agreement between numerical and experimental results. Figure 13 shows the comparison of CDLSM, DMSLS, and experimental data for case I (dry bed). As seen in Figure 13, the DMSLS method provides more accurate results compared with the CDLSM approach. As can also be observed in Figures 14 and 15, near the reservoir (at gauge 4), the sudden rise in depth at \( t = 13 \) s occurs as the incident bore passes, and a second abrupt rise happens at \( t = 35 \) s, because of the partial reflection of the overtopping bore from the upstream face of the bump. Results at gauge 4 are virtually identical in all three cases over the plotted time since the effects of different downstream conditions are separated from this portion of the flow domain by a hydraulic break. The results at gauge 10, which is located at the upstream toe of the bump, show similar characteristics to those at gauge 4. Numerical results for gauge 13 at the apex of the bump follow those of experiments, but they consistently underestimate the water depth. This may be due to the lack of vertical acceleration terms in the shallow water model and the local discontinuity in the bed slope.

**Varying width dam-break problems**

To further verify the proposed meshless scheme, dam-break surge propagation in a rectangular channel with varying width was considered. This case is important, because different flow regimes can occur. Analytical solutions for this case are not readily obtainable. However, the experimental results of Bellos et al. (2012) involving dam-break flows in a non-prismatic channel provide suitable data for the verification of the proposed meshless scheme. Figure 16 shows the geometry of the flume used by Bellos et al. (Hicks et al. 1997). The rectangular flume was made of steel and glass with a gate fixed at the section of minimum width. During each dam-break simulation, water levels were monitored at eight different locations along the center line of the flume as shown in Figure 16. The data, which were collected from five of these observational stations (\( x = 0.0 \) m, 4.5 m, 8.5 m, 13.5 m, and 18.5 m), are used for the purpose of this comparison. Figures 17 and 18 show the comparison of the DMSLS meshless method results with the experimental data for \( H_u/H_d = 2.0 \) (upstream depth \( H_u = 0.20 \) m and downstream depth \( H_d = 0.10 \) m) and \( H_u/H_d = 2.5 \) (\( H_u = 0.25 \) m and \( H_d = 0.10 \) m). The results are presented in five locations along the channel where data were provided by Bellos et al. As Figures 17 and 18 illustrate, this numerical scheme provided accurate and comparable...
water level predictions. Only numerical results differ from the experimental measurements at \( x = 18.5 \text{ m} \) after 12 sec.

As data describing the weir dimensions at the downstream end of the experimental channel were not available, the
downstream boundary condition was assumed as the constant water depth. As a result, the numerical modeling was unable to predict waves reflected off the downstream boundary of the channel. It seems the numerical solution underestimated the stage at \( x = 8.5 \) m (the point of maximum plan flow curvature) and may also reflect 2-D effects that are not considered in 1-D modeling.

**CONCLUSIONS**

The moving least squares (meshless) scheme has been developed to solve the 1-D shallow water equations for the computation of dam-break induced flows. A key feature of the model is the use of collocated points to minimize the sum of the squared residual functional. The problem domain is discretized using some nodes. Then, using the MLS shape function with a least squares technique, an asymmetric stiffness matrix is constructed. Sampling (collocated) points are defined to minimize the sum of the squared residual functional over interior domain and to be zero residual function at their boundaries, and field nodes (nodal points) are defined to construct MLS shape functions. Considering the number of sampling (collocated) points to be more than the number of field nodes will improve the results and guarantee stability.

Nonlinear 1-D dam-break problems have been solved using the newly proposed CDSM method for boundary conditions and the CDLSM method for interior domain, and the results have been presented and compared to the analytical and experimental results. The variety of dam-break
Figure 18 Comparison of the DMSLS solution with experimental data for $H_x/H_0 = 2.5$: (a) $x = 0.0$ m, (b) $x = 4.5$ m, (c) $x = 8.5$ m, (d) $x = 13.5$ m, (e) $x = 18.5$ m. (Continued.)
problems involving different flow regimes by changing the width of the channel, considering the effects of bed friction and bed slope as source terms on wave propagation, and bumpy channel with reflective boundary were modeled. The results clearly indicate that the proposed DMSLS method with collocation points for boundary conditions is capable of obtaining stable and more accurate results in dam-break problems, especially for wet/dry interfaces, different bed geometry conditions, and shock and hydraulic break waves.

The formulation presented in this paper offers a number of advantages over many existing meshless methods used to solve PDEs. In CDLSM, the penalty method has been used for boundary conditions; these boundary conditions were imposed only approximately, depending on the magnitude of the penalty coefficients. It is difficult to choose a set of penalty factors that are universally applicable for all kinds of problems. One hopes to use the largest possible penalty factors, but penalty factors that are too large often give numerical problems, and trials may be needed to choose a proper penalty factor. Thus, this paper introduces the CDSM method to enforce boundary conditions in moving least square mesh-free methods. Another advantage of this method is the use of collocated points. It is notable that increasing nodal points for obtaining better results yields to an increase in the dimension of the stiffness matrix, but increasing the number of collocation points yields better results without increasing the dimension of the stiffness.

Figure 18 | Continued.
matrix. This issue prevents a large stiffness matrix, increases the efficiency of the scheme, and consumes less time to solve the system of equations. These advantages can help researchers simulate flood events in the field induced from prototype dam break. This method can also be used for a moving bed such as dam-break modeling over an erodible bed, an issue currently under research.
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