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Abstract

This article extends the notion of a Frobenius power of an ideal in prime characteristic to allow arbitrary nonnegative real exponents. These generalized Frobenius powers are closely related to test ideals in prime characteristic, and multiplier ideals over fields of characteristic zero. For instance, like these well-known families of ideals, Frobenius powers also give rise to jumping exponents that we call critical Frobenius exponents. In fact, the Frobenius powers of a principal ideal coincides with its test ideals, but appear to be a more refined measure of singularities in general. Herein, we develop the theory of Frobenius powers in regular domains, and apply it to study singularities, especially those of generic hypersurfaces. These applications illustrate one way in which multiplier ideals behave more like Frobenius powers than like test ideals.

1 Introduction

This article concerns the singularities of algebraic varieties, especially the relationship between the singularities of hypersurfaces and those of more general varieties. Though our main interest is in the prime characteristic setting, we are motivated by the following well-known result from birational algebraic geometry over the complex numbers: Let $a$ be an ideal of a polynomial ring over $\mathbb{C}$. If $f \in a$ is a general $\mathbb{C}$-linear combination of some fixed generators of $a$, then

$$ J(f^t) = J(a^t) $$

for each parameter $t$ in the open unit interval. This equality of multiplier ideals immediately implies that the log canonical threshold of such an $f \in a$ equals the minimum of 1 and the log canonical threshold $\text{lct}(a)$ of $a$ [Laz04].

An important special case is when $a$ is the term ideal of $f$. In this case, the condition that $f$ is general can be expressed concretely: it suffices to take $f$ generic with respect to the Newton polyhedron of $a$ [How03]. Consequently, test ideals and the log canonical threshold of a general polynomial can be computed combinatorially from its term ideal [How01].
At present, it is understood that there is an intimate relationship between birational algebraic geometry over fields of characteristic zero and the study of singularities in prime characteristic from the point of view of the Frobenius endomorphism. Therefore, it is natural to ask whether those results relating the singularities of a generic element \( f \in \mathfrak{a} \) to those of \( \mathfrak{a} \) extend to the positive characteristic setting, after replacing multiplier ideals and the log canonical threshold with their analogs, namely test ideals and the \( F \)-pure threshold. Unfortunately, several obstructions are encountered, even when \( f \) is a polynomial over \( \mathbb{F}_p \) and \( \mathfrak{a} \) is its term ideal. For example, in this case the test ideals \( \tau(\mathfrak{a}^t) \) are monomial ideals, and depend only on the Newton polyhedron of \( \mathfrak{a} \) and the parameter \( t \), but not on the characteristic [HY03]. In contrast, the test ideals \( \tau(f^t) \) need not be monomial and typically depend on the characteristic, often in mysterious ways. Thus, it is not surprising that counterexamples to prime characteristic versions of the above statements abound.

**Example.** Let \( \mathbb{k} \) be a field, consider the monomial ideal
\[
\mathfrak{a} = \langle x^2, y^3 \rangle \subseteq \mathbb{k}[x, y]
\]
and let \( f \) be an arbitrary \( \mathbb{k}^* \)-linear combination of the generators \( x^2 \) and \( y^3 \).

When \( \mathbb{k} = \mathbb{C} \), the log canonical threshold of \( \mathfrak{a} \) equals \( 5/6 \). Furthermore, in this case, each choice of \( f \) is nondegenerate with respect to its Newton polyhedron, and so the log canonical threshold of \( f \) always equals that of \( \mathfrak{a} \). In fact, a stronger relation holds: The multiplier ideals of \( \mathfrak{a} \) and of every such \( f \) agree at all parameters in the unit interval [How03, Example 9].

However, when \( \mathbb{k} = \mathbb{F}_p \), the \( F \)-pure threshold of \( \mathfrak{a} \) also equals \( 5/6 \), while the \( F \)-pure threshold of every \( f \in \mathfrak{a} \) is strictly less than \( 5/6 \) whenever \( p \equiv 5 \mod 6 \) (see [MTW05, Example 4.3] or [Her15, Example 3.8]). In particular, for such primes, there exist parameters \( t \) in the unit interval at which the test ideal of \( \mathfrak{a} \) differs from that of each \( f \).

Bearing this in mind, we are interested in the following question:

**Question A.** In prime characteristic, how are the Frobenius singularities of an ideal related to those of a generic element of the ideal? For example, to what extent is a given Frobenius invariant (especially the test ideals, \( F \)-pure threshold, and other \( F \)-jumping exponents) of a polynomial determined by an *intrinsic*, but possibly different, Frobenius invariant of its term ideal?

With this motivation, in this article we develop a new theory of Frobenius singularities of pairs in prime characteristic that we call *(generalized)* Frobenius powers. This construction assigns to an ideal \( \mathfrak{a} \) of an \( F \)-finite regular domain \( R \) of characteristic \( p > 0 \), and a nonnegative real number \( t \), an ideal \( \mathfrak{a}^{[t]} \) of \( R \) called the \( t \)-th *Frobenius power of \( \mathfrak{a} \).* This theory is only interesting when \( \mathfrak{a} \) is nonzero and proper; we impose this assumption for the remainder of the introduction.

As the nomenclature and notation suggests, our Frobenius powers coincide with the standard Frobenius powers and the Frobenius roots of [BMS08] when the parameter \( t \) is an integral power of \( p \). Indeed, our Frobenius powers are
defined in terms of those standard operations, mimicking the construction of test ideals in [BMS08]. Not surprisingly, the resulting theory bears many formal similarities to those of test ideals and of multiplier ideals. For example, as in these other theories, the ideals \( a^t \) vary discretely with \( t \). We call the parameters at which \( a^t \) “jumps” the critical (Frobenius) exponents of \( a \). The smallest such parameter is called the least critical exponent of \( a \), and is denoted \( \text{lce}(a) \). The least critical exponent is an analog of the Frobenius pure threshold, and as such, may be regarded as a prime characteristic analog of the log canonical threshold.

The Frobenius powers \( a^t \) are contained in the test ideals \( \tau(\mathfrak{a}) \); equality holds if \( a \) is principal, but otherwise they may differ drastically. For example, as noted above, the test ideals of a monomial ideal are combinatorial in nature, do not depend on the characteristic, and do not distinguish a monomial ideal from its integral closure (in fact, this last property holds for all ideals [BMS08, Lemma 2.27]). In contrast, the Frobenius powers of a monomial ideal turn out to depend strongly on the characteristic and, as recorded in Section 3.4, can differ from those of its integral closure. This suggests that the Frobenius powers may often be more refined measures of singularities than test ideals.

Though Frobenius powers and test ideals can differ, one unifying observation is that the generalized Frobenius powers of an arbitrary ideal behave in many interesting ways like the test ideals of a principal ideal. In fact, it is exactly this heuristic principle (which we call the Principal Principle) that allows us to address certain instances of our motivating Question A.

Our main results are largely of two flavors: in some, we work in a fixed ambient ring, and in others, we consider Frobenius powers from the point of view of reduction to prime characteristic (that is, we let the characteristic tend to infinity). We summarize some of these results below.

**Theorem B** (cf. Theorem 5.3, and Corollaries 5.5 and 5.7). If \( a \) is an ideal of an \( F \)-finite domain \( R \), and \( f \) is a very general linear combination of generators for \( a \), then the test ideals \( \tau(f^t) \), which agree with the Frobenius powers \( (f)^t \), are determined by the Frobenius powers \( a^t \) for every parameter \( t \) in the unit interval. In particular, the \( F \)-pure threshold of \( f \) equals the least critical exponent of \( a \).

At the level of \( F \)-pure thresholds, we also obtain a related result in which the “very general” condition is weakened, though at the expense of restricting to the local case.

**Theorem C** (cf. Theorem 5.16 and Corollary 5.17). Let \( a \) be an ideal of a polynomial ring over \( k = \mathbb{F}_p \) vanishing at a point \( P \). Fixing generators \( a = \langle g_1, \ldots, g_m \rangle \), we may regard a given \( k \)-linear combination of these generators as a point in \( k^m \). Under this identification, the set of all such generic elements of \( a \) whose \( F \)-pure threshold at \( P \) agrees with the least critical exponent of \( a \) at \( P \) is a nonempty open set of \( k^m \).

The foregoing results show that the least critical exponent of an ideal can always be realized as the \( F \)-pure threshold of a principal ideal. Consequently, properties enjoyed by \( F \)-pure thresholds of principal ideals, but that may fail for
arbitrary ideals, are inherited by least critical exponents. For example, although
every rational number in the open unit interval is the $F$-pure threshold of some
ideal, all least critical exponents avoid the same “forbidden intervals” that $F$-
pure thresholds of principal ideals avoid (see Corollary 5.9, and the discussion
preceding it, for more details).

A relationship between $F$-thresholds and Bernstein–Sato polynomials was
first observed in [MTW05]. We expand upon this relationship with a result
in direct analogy with results of Lyubeznik [Lyu97], on the finiteness of the
Bernstein–Sato polynomials associated with polynomials of a bounded degree
and number of variables, and Leykin [Ley01], on the constructibility of the
set of polynomials that realize a fixed Bernstein–Sato polynomial. Though its
statement makes no reference to critical exponents, nor Frobenius powers, its
proof is an application of these ideas.

**Theorem D** (cf. Theorem 5.12). Given positive integers $n$ and $d$, and a prime
$p > 0$, the set of all numbers that can be realized as the local $F$-pure threshold at
the origin of a polynomial in $n$ variables over an $F$-finite field of characteristic
$p$, and of degree at most $d$, is finite. In addition, fixing such a field $k$, the
set of all such polynomials over $k$ that realize some fixed $F$-pure threshold is
a constructible set that can be defined by polynomials over $F_p$, and that are
independent of $k$.

What is more, some of the most compelling results in the analogy between
test ideals and multiplier ideals persist when test ideals are replaced with Frobe-
nius powers. For example, in the sense that the multiplier ideal is a “universal
test ideal,” it is also a “universal Frobenius power.” Likewise, the relationship
between the least critical exponent and the log canonical threshold has strong
similarities to the relationship that the $F$-pure threshold has with the latter.

**Theorem E** (cf. Proposition 4.3, and Theorems 6.3 and 6.4). Let $a$ be an ideal
of the localization of a polynomial ring over $\mathbb{Q}$ at a point. If $t$ is a parameter in
the open unit interval, then

$$a^{[t]}_p = \tau(a^t_p) = J(a^t_p)$$

for all $p \gg 0$. Moreover, $\text{lce}(a_p) \leq \text{fpt}(a_p) \leq \text{lct}(a)$, and if $\text{lct}(a) \leq 1$, then

$$\lim_{p \to \infty} \text{lce}(a_p) = \lim_{p \to \infty} \text{fpt}(a_p) = \text{lct}(a).$$

**Outline**

In Section 2, we review our notation, and basics on multinomial coefficients in
prime characteristic. Section 3 is dedicated to constructing, and establishing the
basic properties of, generalized Frobenius powers. In Section 4, we define and
study critical Frobenius exponents, and compare them to $F$-jumping exponents.
In Section 5, we relate Frobenius powers of arbitrary ideals to test ideals of
principal ideals, and derive many of the results mentioned above. In addition,
we also establish the discreteness and rationality of critical exponents in this section. We investigate Frobenius powers as the characteristic tends to infinity in Section 6, and present an algorithm for computing Frobenius powers of ideals in a polynomial ring in Section 7.

2 Preliminaries

2.1 Notations and conventions

Throughout the paper, $p$ denotes a positive prime integer, and $q$ is shorthand for a number of the form $p^e$ for some nonnegative integer $e$. All rings are considered commutative. If $a$ is an ideal in a ring of characteristic $p$, then $a^{[q]} = \langle f^q : f \in a \rangle$ is the $q^{th}$ Frobenius power of $a$.

Vectors are denoted by boldface lower case letters, and their components by the same letter in regular font; e.g., $v = (v_1, \ldots, v_n)$. In line with this, $\mathbf{0} = (0, \ldots, 0)$ and $\mathbf{1} = (1, \ldots, 1)$. The taxicab norm $\|v\|$ of a vector $v$ is the sum of the absolute values of its components. Given vectors $u$ and $v$ of the same dimension, $u < v$ denotes componentwise inequality, so $u < v$ if and only if $u_i < v_i$ for each $i$. The non-strict inequality $u \leq v$ is defined analogously.

We adopt standard monomial notation: if $x_1, \ldots, x_m$ are elements of a ring, and $u \in \mathbb{N}_m$, then

$$x^u = x_1^{u_1} \cdots x_m^{u_m}.$$  

A rational number that can be written in the form $k/p^n$, for some $k \in \mathbb{Z}$ and $n \in \mathbb{N}$, is called $p$-rational. The sets consisting of all nonnegative and all positive $p$-rational numbers are denoted by $(\mathbb{Q}_{\geq 0})_{p^\infty}$ and $(\mathbb{Q}_{> 0})_{p^\infty}$, respectively. The fractional part of a real number $t$ is denoted by $\{t\}$; that is, $\{t\} = t - \lfloor t \rfloor$.

2.2 Multinomial coefficients

The multinomial coefficient associated to a vector $u \in \mathbb{N}_m$ is

$$\binom{\|u\|}{u} = \binom{\|u\|}{u_1, \ldots, u_m} = \frac{\|u\|!}{u_1! \cdots u_m!}.$$  

If $k$ is an integer with $k \neq \|u\|$, then we set $\binom{k}{u} = 0$.

**Theorem 2.1** ([Dic02]). Consider a vector $u \in \mathbb{N}_m$, and write the terminating base $p$ expansions of $\|u\|$ and $u$ as follows:

$$\|u\| = k_0 + k_1 p + k_2 p^2 + \cdots + k_r p^r$$  

and

$$u = u_0 + p u_1 + p^2 u_2 + \cdots + p^r u_r,$$

where each $k_i$ is an integer between 0 and $p - 1$, inclusive, and each $u_i$ is a vector in $\mathbb{N}_m$ less than $p \cdot 1$. (Note that it is possible that $k_r = 0$ or $u_r = 0$.) Then

$$\binom{\|u\|}{u} \equiv \binom{k_0}{u_0} \binom{k_1}{u_1} \cdots \binom{k_r}{u_r} \mod p.$$
In particular, \( (\|u\|) \neq 0 \mod p \) if and only if \( \|u_i\| = k_i \) for each \( i \), which is to say that the components of \( u \) sum to \( \|u\| \) without carrying (base \( p \)). \( \square \)

Corollary 2.2. Let \( k, l \in \mathbb{N} \), with \( k < p \), and \( u, v \in \mathbb{N}^m \), with \( u < p \cdot 1 \). Then
\[
\left( \frac{k + pl}{u + pv} \right) \equiv \left( \frac{k}{u} \right) \left( \frac{l}{v} \right) \mod p.
\]

\( \square \)

3 Frobenius powers

3.1 Integral powers

Throughout this section, \( a \) is an ideal of a ring \( R \) of characteristic \( p > 0 \).

Notation. Given \( k \in \mathbb{N} \) and \( q \), a power of \( p \), \( a^{[k]} \) denotes the ideal \((a^k)^q\) or, equivalently, \((a^q)^k\).

Definition 3.1 (Integral Frobenius power). Let \( k \in \mathbb{N} \), and write the base \( p \) expansion of \( k \) as follows: \( k = k_0 + k_1 p + \cdots + k_r p^r \). Then the \( k \)th Frobenius power of \( a \) is the ideal
\[
a^{[k]} := a^{k_0} a^{k_1} \cdots a^{k_r p^r}.
\]

If \( k \) is a power of \( p \), this agrees with the standard definition of Frobenius power.

Example 3.2. Since \( p^s - 1 = (p - 1) + (p - 1)p + \cdots + (p - 1)p^{s-1} \), we have
\[
a^{[p^s-1]} = a^{p-1} a^{(p-1)} \cdots a^{(p-1)} \cdot \cdots \cdot a^{(p-1)}.
\]

Remark 3.3. The function \( k \mapsto a^{[k]} \) is the unique function \( \mathcal{J} \) from \( \mathbb{N} \) to the set of ideals of \( R \) satisfying the following properties:

(1) \( \mathcal{J}(0) = (1) \);

(2) \( \mathcal{J}(k + pl) = a^k \cdot \mathcal{J}(l)^{p^n} \), for each \( k, l \in \mathbb{N} \) with \( k < p \).

Proposition 3.4 (Basic properties of integral Frobenius powers). Let \( a \) and \( b \) be ideals of \( R \), and \( k, l \in \mathbb{N} \). Then the following properties hold.

(1) \( a^{[k]} \subseteq a^k \), and equality holds if \( a \) is principal.

(2) \( (ab)^{[k]} = a^{[k]} b^{[k]} \).

(3) If \( a \subseteq b \), then \( a^{[k]} \subseteq b^{[k]} \); consequently, \( a^{[k]} + b^{[k]} \subseteq (a + b)^{[k]} \) and \( (a \cap b)^{[k]} \subseteq a^{[k]} \cap b^{[k]} \).

(4) \( a^{[k+l]} \subseteq a^{[k]} a^{[l]} \), and equality holds if \( k \) and \( l \) add without carrying (base \( p \)).

(5) If \( k > l \), then \( a^{[k]} \subseteq a^{[l]} \).

(6) \( a^{[k]} \subseteq (a^{[k]})^{[l]} = (a^{[l]})^{[k]} \), and the containment becomes an equality if one of the numbers \( k \) and \( l \) is a power of \( p \).
and by (4). The case already proven shows that

\( a \subseteq (a')^k \).

Proof. (1)–(3) follow directly from the definition of Frobenius powers.

(4) That equality holds if \( k \) and \( l \) add without carrying (base \( p \)) is immediate from the definition of Frobenius powers. In general, write \( k = k_1 + pk_2 \) and \( l = l_1 + pl_2 \), where \( 0 \leq k_1, l_1 < p \). If \( k_1 + l_1 < p \), then Remark 3.3 shows that

\[
    a^{k+l} = a^{k_1+l_1+p(k_2+l_2)} = a^{k_1+l_1} \left( a^{k_2+l_2} \right)^p.
\]

Induction on the sum \( k + l \) allows us to assume that \( a^{k_2+l_2} \subseteq a^{[k_2]}a^{[l_2]} \), and the desired containment follows easily. If \( k_1 + l_1 \geq p \), then

\[
    a^{k+l} = a^{k_1+l_1-p+p(k_2+l_2+1)} = a^{k_1+l_1-p} \left( a^{(k_2+l_2+1)} \right)^p.
\]

Again, we may assume that \( a^{[k_2+l_2+1]} \subseteq a^{[k_2]}a^{[l_2]}a \), so that

\[
    \left( a^{[k_2+l_2+1]} \right)^p \subseteq a^{[pk_2]}a^{[pl_2]}a^p \subseteq a^{[pk_2]}a^{[pl_2]}a^p,
\]

and the desired containment follows.

(5) is a consequence of (4): if \( k > l \), then \( a^k \subseteq a^{[k]}a^l \subseteq a^l \).

(6) The facts that \( (a^k)^l = (a^l)^k \), and that this equals \( a^{kl} \) when one of \( k \) and \( l \) is a power of \( p \), follow immediately from the definition of Frobenius powers. If \( l < p \), repeated applications of (4) gives us \( a^{kl} \subseteq (a^k)^l = (a^l)^k \). If \( l \geq p \), write \( l = l_1 + pl_2 \), with \( 0 \leq l_1 < p \). Then \( a^{kl} = a^{k_1+l_1+pk_2} \subseteq a^{k_1+k_2} = a^{[k_2]} \left( a^{[k_1]} \right)^p \), by (4). The case already proven shows that \( a^{k_1} \subseteq (a^k)^{l_1} \), and induction on \( l \) allows us to assume that \( a^{k_2} \subseteq (a^k)^{l_2} \); the desired containment follows.

(7) The containment \( a^{kl} \subseteq (a^k)^l \) follows from (6) and (1), or repeated applications of (4); the identity \( (a^k)^l = (a^l)^k \) follows from (2).

\[]

**Proposition 3.5** (Frobenius powers in terms of generators). Let \( a \) be an ideal of \( R \), and let \( \mathcal{A} \subseteq a \) be a set of generators for \( a \). Then the Frobenius power \( a^k \) is generated by all products \( f^u := f_1 \cdots f_m \), where \( m \geq 1 \), \( f_i \in A \), and \( u \in \mathbb{N}^m \) is such that \( \|u\| = k \) and \( \binom{k}{u} \neq 0 \mod p \).

**Proof.** For each \( k \), let \( \mathfrak{J}(k) \) be the ideal generated by the products \( f^u \), as in the statement. We shall verify that \( \mathfrak{J} \) satisfies properties (1) and (2) of Remark 3.3, and the result will follow. Property (1) is trivial, so we focus on (2). Let \( k, l \in \mathbb{N} \), with \( k < p \). The ideal \( \mathfrak{J}(k + pl) \) is generated by products \( f^w \), where \( \|w\| = k + pl \) and \( \binom{k + pl}{w} \neq 0 \mod p \). Writing \( w = u + pv \), where \( 0 \leq u < p \cdot l \), we have

\[
    \binom{k}{u} \binom{l}{v} \equiv \binom{k + pl}{u + pv} \not\equiv 0 \mod p,
\]

\[
7
\]
where the first congruence comes from Corollary 2.2. The generators \( f^w = f^{u + p\nu} \) of \( \mathfrak{I}(k + pl) \) are, therefore, products of elements in the following sets:

\[
S = \{ f^u : f_1, \ldots, f_m \in \mathcal{A}, u \in \mathbb{N}^m, \|u\| = k, \binom{k}{u} \neq 0 \mod p \};
\]

\[
T = \{ (f^v)^p : f_1, \ldots, f_m \in \mathcal{A}, v \in \mathbb{N}^m, \|v\| = l, \binom{l}{v} \neq 0 \mod p \}.
\]

Because \( k < p \), \( \binom{k}{u} \neq 0 \mod p \) for all \( u \in \mathbb{N}^m \) for which \( \|u\| = k \); thus, \( S \) is simply a set of generators for \( a^k \). Since \( T \) is a set of generators for \( \mathfrak{I}(l)^{|p|} \), we conclude that \( \mathfrak{I}(k + pl) = a^k \cdot \mathfrak{I}(l)^{|p|} \).

**Example 3.6.** If \( 0 < k < p \) and \( q \) is a power of \( p \), then if \( i + j = kq - 1 \), we always have that \( \binom{kq - 1}{i,j} \neq 0 \mod p \). Thus, the previous proposition shows that if \( a \) is generated by two elements, then \( a^{kq - 1} = a^{kq - 1} \).

**Example 3.7.** Let \( f \in k[x_1, \ldots, x_n] \), where \( k \) is a field of characteristic \( p \). The *support* of \( f \), denoted by \( \text{supp}(f) \), is the collection of monomials that appear in \( f \) with a nonzero coefficient. Then \( \langle \text{supp}(f^k) \rangle \subseteq \langle \text{supp}(f) \rangle^k \), though this containment is typically strict. However, in view of Proposition 3.5, we have \( \langle \text{supp}(f^k) \rangle = \langle \text{supp}(f) \rangle^{|k|} \). This fact is one of our motivations for extending the notion of Frobenius powers.

### 3.2 \( p \)-rational powers

Henceforth we shall assume that \( R \) is an \( F \)-finite regular domain of positive characteristic \( p \). This will allow us to use the theory of \( [1/q]^{|1|} \) powers from [BMS08]. If \( a \) is an ideal of \( R \) and \( q \) a power of \( p \), the ideal \( a^{[1/q]} \) is the smallest ideal \( c \) such that \( a \subseteq c^{[q]} \). The following lemma gathers the basic facts about such powers, for the reader’s convenience.

**Lemma 3.8 ([BMS08, Lemma 2.4]).** Let \( a \) and \( b \) be ideals of \( R \). Let \( q \) and \( q' \) be powers of \( p \), and \( k \in \mathbb{N} \). Then the following statements hold.

1. If \( a \subseteq b \), then \( a^{[1/q]} \subseteq b^{[1/q]} \).
2. \( (ab)^{[1/q]} \subseteq a^{[1/q]} b^{[1/q]} \).
3. \( (a^{[q']})^{[1/q]} = a^{[q'/q]} \subseteq (a^{[1/q]})^{[q']} \).
4. \( a^{[1/(qq')]} = (a^{[1/q]})^{[1/q']} \).
5. \( a^{[k]} \) is the smallest power of \( a^{[1/q]} \).

**Proof.** We prove (5) and the containment “\( \supseteq \)” in (4); proofs of the other properties can be found in [BMS08, Lemma 2.4]. Property (5) follows from the definition of \( a^{[k]} \) and repeated applications of (2) and (3). As for the reverse containment in (4), note that by (3) we have \( a^{[1/q]} = a^{[q'/qq']} \subseteq (a^{[1/(qq')]})^{[q']} \), and since \( (a^{[1/q]})^{[1/q']} \subseteq a^{[1/(qq')]} \), by the minimality of \( a^{[1/q]} \), we conclude that (4) holds.

\[ \square \]
Proof. To prove (1), we may assume that

\[ a \subseteq b \subseteq \cdots \subseteq a^{[k/q]} \subseteq \cdots \subseteq a \]

Thus, it suffices to prove the following claim:

Lemma 3.11. proving properties of real Frobenius powers. that

\[ a \subseteq b \subseteq \cdots \subseteq a^{[k/q]} \subseteq \cdots \subseteq a \]

As for each

\[ q \]

let

\[ a \subseteq b \subseteq \cdots \subseteq a^{[k/q]} \subseteq \cdots \subseteq a \]

Then

\[ a^{[k/q]} \subseteq b^{[k/q]} \]

This shows that

\[ a \subseteq (b^{[k/q]} : a^{[k/q]}) = (b^{[k/q]} : a^{[k/q]})^{[k/q]} \]

for each \( q > 1 \), where the equality is a consequence of the flatness of the Frobenius over \( R \). If \( a^{[k/q]} \not\subseteq b^{[k/q]} \), the intersection of all \( (b^{[k/q]} : a^{[k/q]})^{[k/q]} \) would be the zero ideal by the Krull Intersection Theorem, contradicting the assumption that \( a \) is nonzero. Hence \( a^{[k/q]} \subseteq b^{[k/q]} \), and therefore \( a^{[k/q]} = (a^{[k/q]})^{[k/q]} \subseteq b^{[k/q]} \).

The reverse containment follows from (1), and (3.1) holds.

We close this subsection with the following lemma, which will be useful in proving properties of real Frobenius powers.

Lemma 3.11. Let \( a \) and \( b \) be ideals of \( R \). Then

\[ (a \cdot b)^{[1/q]} = a^{[1/q]} \cdot b \]

Proof. It suffices to show that if \( c \) is an ideal of \( R \), then \( ab^{[q]} \subseteq c^{[q]} \) if and only if \( a^{[1/q]} \cdot b \subseteq c \). However, the containment \( ab^{[q]} \subseteq c^{[q]} \) holds if and only if

\[ a \subseteq (c^{[q]} : b^{[q]}) = (c : b)^{[q]}, \]

which occurs if and only if \( a^{[1/q]} \subseteq (c : b) \), as desired.
3.3 Real powers

We now extend the Frobenius powers to arbitrary nonnegative real exponents by using $p$-rational approximations from above. Throughout, given a sequence $(a_k)$ of real numbers, we use the notation $a_k \searrow a$ to mean that the sequence converges to the real number $a$ monotonically from above.

**Lemma 3.12.** Let $a$ be a nonzero ideal of $R$, $t \in \mathbb{R}_{\geq 0}$, and suppose $(t_k)$ and $(s_k)$ are sequences of $p$-rational numbers such that $t_k \searrow t$ and $s_k \searrow t$. Monotonicity ensures that the Frobenius powers $a^{[t_k]}$ and $a^{[s_k]}$ form ascending chains of ideals, which must eventually stabilize. Suppose $a^{[t_k]} = b$ and $a^{[s_k]} = c$, for all $k \geq k_0$. Then $b = c$.

**Proof.** If neither sequence is eventually constant, choose $k_2, k_1 \geq k_0$ so that $t_{k_2} < s_{k_1} < t_{k_1}$; then $b = a^{[t_{k_2}]} \subseteq a^{[s_{k_1}]} = c \subseteq a^{[t_{k_1}]} = b$, by Lemma 3.10(1). If $(t_k)$ is eventually constant (so $t$ is $p$-rational), by Lemma 3.10(2) we can choose $k \gg k_0$ sufficiently large so that $a^{[t_k]} = a^{[t]}$; then $c = a^{[s_k]} = a^{[t]}$. □

Lemma 3.12 allows us to define $a^{[t]}$ for every $t \in \mathbb{R}_{\geq 0}$ by taking $p$-rational approximations of $t$ from above.

**Definition 3.13** (Real Frobenius powers). Let $a$ be a nonzero ideal of $R$. If $t \in \mathbb{R}_{\geq 0}$ and $(t_k)$ is a sequence of $p$-rational numbers such that $t_k \searrow t$, we define

$$a^{[t]} := \bigcup_{k \geq 0} a^{[t_k]}.$$ 

Thus, $a^{[t]} = a^{[t_k]}$, for $k \gg 0$.

Note that the definition of $a^{[t]}$ does not depend on the choice of the sequence $(t_k)$ by Lemma 3.12. For the purpose of computations of the ideals $a^{[t]}$, we often use the sequence $\left(\left\lceil p^k t \right\rceil / p^k \right)$. If $t$ is $p$-rational, then by taking the constant sequence we see that this definition agrees with our earlier one.

Definition 3.13 extends to the zero ideal, provided $t > 0$. Thus, $\langle 0 \rangle^{[t]} = \langle 0 \rangle$ for $t > 0$, while $\langle 0 \rangle^{[0]} = \langle 0 \rangle^0 = R$, as previously defined.

If $a$ is a principal ideal, then integral Frobenius powers of $a$ are just regular powers; consequently, the real Frobenius power $a^{[t]}$ coincides with the test ideal $\tau(a^t)$ of $[BMS08]$, except in the case that $t = 0$ and $a$ is the zero ideal.

The following proposition generalizes Lemma 3.10, and will be used repeatedly throughout the paper without further reference.

**Proposition 3.14.** Let $a$ be a nonzero ideal of $R$, and $s, t \in \mathbb{R}_{\geq 0}$.

1. **(Monotonicity)** If $s > t$, then $a^{[s]} \subseteq a^{[t]}$.

2. **(Right constancy)** $a^{[s]} = a^{[t]}$, for each $s > t$ sufficiently close to $t$.

**Proof.** First, note that (2) follows from (1): by definition, $a^{[t]} = a^{[c]}$ for some $p$-rational $c > t$, and (1) implies that $a^{[k]} = a^{[s]}$ for each $s$ between $t$ and $c$.

Suppose $s > t$, and let $(t_k)$ and $(s_k)$ be sequences of $p$-rational numbers such that $t_k \searrow t$ and $s_k \searrow s$. For $k \gg 0$ we have $s_k \geq s > t_k \geq t$, $a^{[s_k]} = a^{[t_k]}$, and $a^{[k]} = a^{[t_k]}$, so that Lemma 3.10(1) yields (1). □
Remark 3.15. Right constancy fails at \( t = 0 \) for the zero ideal, since \( \langle 0 \rangle^{[0]} = \langle 0 \rangle^0 = R \), while \( \langle 0 \rangle^{[t]} = \langle 0 \rangle \) for each \( t > 0 \).

Additional properties of Frobenius powers are listed in the next proposition.

**Proposition 3.16** (Basic properties of real Frobenius powers). Let \( a \) and \( b \) be ideals of \( R \), and \( t, s \in \mathbb{R}_{\geq 0} \). Then the following properties hold.

1. If \( t > 0 \) or \( a \) is nonzero, then \( a^{[t]} \subseteq \tau(a^t) \), and equality holds if \( a \) is principal.
2. \( (ab)^{[t]} \subseteq a^{[t]}b^{[t]} \).
3. If \( a \subseteq b \), then \( a^{[t]} \subseteq b^{[t]} \).
4. \( a^{[t+s]} \subseteq a^{[t]}a^{[s]} \), and equality holds if \( t < 1 \) and \( s \in \mathbb{N} \).
5. \( a^{[s]} \subseteq (a^{[t]})^{[s]} \), and equality holds if \( t = p^e \) or \( s = p^{-e} \), for some \( e \in \mathbb{N} \).

**Proof.** These properties follow from the properties of integral Frobenius powers and of \([1/q]^{th}\) powers (see Proposition 3.4 and Lemma 3.8). To illustrate the methods, we verify (4) and (5) for a nonzero ideal \( a \). For each \( k/q \) and \( l/q \) in \((\mathbb{Q}_{\geq 0})_{p^\infty}\), Proposition 3.4(4) and parts (1) and (2) of Lemma 3.8 give us

\[
a^{[(k+l)/q]} = (a^{[k]})^{[1/q]} \subseteq (a^{[k]a^{[l]}})^{[1/q]} \subseteq (a^{[k]})^{[1/q]}(a^{[l]})^{[1/q]} = a^{[k/q]}a^{[l/q]}.\]

Letting \( k/q \searrow t \) and \( l/q \searrow s \) we obtain the containment in (4). If \( s \in \mathbb{N} \) and \( t < 1 \), we may assume in this argument that \( l = sq \) and \( k/q < 1 \). Since \( k < q \), \( k \) and \( l = sq \) add without carrying (base \( p \)), and the first containment in the displayed equation becomes an equality, by Proposition 3.4(4). Furthermore, Lemma 3.11 shows that the second containment becomes an equality as well, since \( a^{[t]} \) is a \([q]^{th}\) power. So the additional assertion in (4) follows.

To verify (5), we again start with \( k/q \) and \( l/q \) in \((\mathbb{Q}_{\geq 0})_{p^\infty}\), and observe that

\[
a^{[kt/q]} = (a^{[k]})^{[1/q]} \subseteq (a^{[k]})^{[1/q]}(a^{[t]})^{[1/q]} = a^{[kt/q]},\]

where the first containment follows from Proposition 3.4(6) and Lemma 3.8(1), and the second follows from parts (1), (4), and (5) of Lemma 3.8. Letting \( k/q \searrow t \) and \( l/q \searrow s \) we obtain the containment in (5).

If \( t = p^e \), then for each \( l/q \) we have \( (a^{[p^e]})^{[l/q]} = (a^{[p^e]l})^{[1/q]} = a^{[p^{e+l}/q]} \), by Proposition 3.4(6). Letting \( l/q \searrow s \) we see that \( (a^{[t]})^{[s]} = a^{[ts]} \).

If \( s = 1/p^e \), then we have \( a^{[t]} \subseteq (a^{[t/p^e]})^{[p^e]} \), by the containment already proven. This is equivalent to \( (a^{[t]})^{[1/p^e]} \subseteq a^{[t/p^e]} \), or \( (a^{[t]})^{[s]} \subseteq a^{[ts]} \).

The following corollary is a rephrasing of the second assertion in Proposition 3.16(4)—the analog of Skoda’s Theorem [BMS08, Proposition 2.25] in our setting. This result illustrates one way in which real Frobenius powers behave like test ideals of principal ideals, since Skoda requires that \( a \) can be generated by at most \( m \) elements in order to conclude that \( \tau(a^{m+k}) = a^{k+1}\tau(a^{m-1}) \) for \( k \geq 0 \).
Corollary 3.17. \( a^{[t]} = a^{[\{t\}]} \cdot a^{[\lfloor t \rfloor]} \), for each \( t \in \mathbb{R}_{\geq 0} \), where \( \{t\} \) denotes the fractional part of \( t \), i.e., \( \{t\} = t - \lfloor t \rfloor \).

Remark 3.18. We choose to work in an integral domain for simplicity, and because our main applications will be in the setting of polynomial rings over \( F \)-finite fields. However, the notions and results introduced in this paper extend to arbitrary \( F \)-finite regular rings of positive characteristic, provided one exerts care when dealing with 0\(^{th}\) powers. For when \( R \) is not a domain, right constancy at \( t = 0 \) not only fails for the zero ideal, but also for certain nonzero ideals. For instance, if \( R = S \times S \), where \( S \) is a regular \( F \)-finite domain of positive characteristic, and \( a = (0) \times S \), then \( a^{[0]} = a^0 = R \), while \( a^{[s]} = a \), for each \( s > 0 \). The analogous issue is avoided in [BMS08] by virtue of their definition of \( \tau(a^0) \); see [BMS08, Remark 2.10].

Remark 3.19. The real Frobenius powers commute with localization and completion; i.e., the following hold for each \( t \in \mathbb{R}_{\geq 0} \):

1. If \( S \) is a multiplicative system in \( R \), then \( (S^{-1}a)^{[t]} = S^{-1}(a^{[t]}) \).

2. If \( R \) is local and \( \tilde{R} \) is its completion, then \( (a^{[t]}\tilde{R})^{[t]} = a^{[t]}\tilde{R} \).

These both follow from the fact that localization and completion commute with standard Frobenius and \( \lfloor 1/q \rfloor \)th powers of ideals (the last statement can be found in [BMS08, Lemma 2.7]).

We note that there exists an algorithm for computing \( a^{[t]} \) when \( t \) is a nonnegative rational number and \( a \) is an ideal of a polynomial ring over a finite field. See Section 7 for details.

We conclude this section with a comparison of Frobenius powers and test ideals. We begin with Lemma 3.20 below, which is well known to experts (see, e.g., [DSNBP17, Lemma 3.2]).

Lemma 3.20. If \( a \) can be generated by \( m \) elements, then

\[
a^{(m+k)q} = a^{(m-1)q}a^{(k+1)q}\]

for every integer \( k \geq -1 \).

Proof. We induce on \( k \), with the base case \( k = -1 \) being obvious, and the induction step following from the identity

\[
a^{mq} = a^{(m-1)q}a^q,
\]

which itself is a direct consequence of the pigeonhole principle. \( \square \)

Lemma 3.21. If \( a \) can be generated by \( m \) elements, then

\[
a^{\frac{(m-1)(q-1)}{p-1}} a^k = a^{\frac{(m-1)(q-1)}{p-1}} a^k
\]

for every \( q \) a power of \( p \), and every integer \( k \) with \( 0 \leq k < q \).
Proof. Lemma 3.20 implies that
\[ a^{(m-1)p^*}a^{k_p} = a^{(m-1)p^*}a^{k_p[p^*]}, \]
where \( k_p \) is the coefficient of \( p^* \) in the base \( p \) expansion of \( k \). The bound \( 0 \leq k < q \) implies that \( k_p = 0 \) whenever \( p^* \) is at least \( q \), and so our claim follows after recalling that the sum of all \( p^* \) less than \( q \) is \( \frac{q-1}{p-1} \).

\[ \begin{array}{ll}
\text{Proposition 3.22.} & \text{If } a \text{ can be generated by } m \text{ elements and } 0 < t < 1, \text{ then} \\
\tau(a^{t\frac{m-1}{p^*}}) & \subseteq a^{[t]} \subseteq \tau(a^t) \\
\end{array} \]

Proof. Since \( t < 1 \), \( [tq] < q \) for all \( q \gg 0 \), and for such \( q \),
\[ a^{[(t+\frac{m-1}{p^*})q]} \subseteq a^{(m-1)p^*\frac{1}{p-1}+[tq]} \subseteq a^{[tq]}, \]
where the last containment follows from Lemma 3.21. Taking \( 1/q \)th powers of this and letting \( q \to \infty \) then shows that \( \tau(a^{t\frac{m-1}{p^*}}) \subseteq a^{[t]} \).

3.4 Examples

As noted in Proposition 3.16(1), the Frobenius power \( \langle f \rangle_t \) agrees with the test ideal \( \tau(f^t) \) whenever \( t > 0 \). In this subsection, we compare Frobenius powers and test ideals of certain non-principal monomial ideals. In contrast with the principal setting, we will see that, even in this simple case, Frobenius powers and test ideals can be quite different.

We begin by recalling the situation for test ideals of monomial ideals: If \( a \) is a monomial ideal in \( k[x_1, \ldots, x_n] \), then \( \tau(a^t) \) is generated by all monomials \( x^u \) such that \( u + 1 \) is contained in the interior of \( tN \), where \( 1 = (1, \ldots, 1) \in \mathbb{Z}^n \) and \( N \) is the Newton polyhedron of \( a \) in \( \mathbb{R}^n \) (see [HY03, Theorem 6.10], and [How01] for the analogous result for multiplier ideals). In particular, \( \tau(a^t) \) depends on \( N \) and \( t \), but not on the ideal \( a \), nor on the characteristic. As we see below, this concrete description allows one to explicitly compute the test ideals of a monomial ideal without too much effort.

Example 3.23. Set \( m = \langle x, y \rangle \subseteq k[x, y] \). If \( a = m^7 \) and \( t \in [0, 1) \), then
\[
\tau(a^t) = \begin{cases} 
\kappa[x, y] & \text{if } t \in [0, \frac{1}{7}) \\
m & \text{if } t \in \left[\frac{1}{7}, \frac{2}{7}\right) \\
m^2 & \text{if } t \in \left[\frac{2}{7}, \frac{3}{7}\right) \\
m^3 & \text{if } t \in \left[\frac{3}{7}, \frac{4}{7}\right) \\
m^4 & \text{if } t \in \left[\frac{4}{7}, \frac{5}{7}\right) \\
m^5 & \text{if } t \in \left[\frac{5}{7}, 1\right) 
\end{cases}
\]

We stress that these formulas are valid in all characteristics.
Although we omit the details here, in an upcoming article the authors will present a computation of the critical Frobenius exponents of certain \( m \)-primary monomial ideals in a polynomial ring. We summarize our computations in the context of Example 3.23 below.

**Example 3.24.** Adopt the notation of Example 3.23. As in that example,
\[ \{a^t : 0 \leq t < 1\} = \{k[x, y], m, m^2, m^3, m^4, m^5\}. \]

However, the values of \( t \) that correspond to each of these possibilities may depend on the characteristic. For example, if \( p \equiv 4 \mod 7 \), then
\[
a^t = \begin{cases} 
  k[x, y] & \text{if } t \in \left[0, \frac{2}{7} - \frac{1}{7^p}\right) \\
  m & \text{if } t \in \left(\frac{2}{7} - \frac{1}{7^p}, \frac{3}{7}\right) \\
  m^2 & \text{if } t \in \left(\frac{3}{7} - \frac{1}{7^p}, \frac{4}{7}\right) \\
  m^3 & \text{if } t \in \left(\frac{4}{7} - \frac{1}{7^p}, \frac{5}{7}\right) \\
  m^4 & \text{if } t \in \left(\frac{5}{7} - \frac{1}{7^p}, \frac{6}{7}\right) \\
  m^5 & \text{if } t \in \left(\frac{6}{7}, 1\right) 
\end{cases}
\]

We note that there are similar formulas for every possible congruence class of \( p \) modulo 7. For instance, if \( p \equiv 1 \mod 7 \), then \( a^t = \tau(a^t) \) for every \( t \in [0, 1) \).

On the opposite extreme, if \( p \equiv 3 \mod 7 \), then each of the intervals in \([0, 1)\) that correspond to some fixed value of \( a^t \) depends on the characteristic.

As mentioned above, the formulas for the test ideals of a monomial ideal depend only on the parameter \( t \) and the Newton polyhedron of the ideal. As it turns out, this is a particular instance of a more general fact: the test ideals of an ideal are the same as those of its integral closure [BMS08, Lemma 2.27]. Given this, it is natural to ask whether the analogous property also holds for Frobenius powers of ideals. However, as we see below, the Frobenius powers of an ideal and its integral closure can differ, even in the monomial case.

**Example 3.25.** Set \( m = \langle x, y \rangle \subseteq k[x, y] \). If \( b = m^5 \) and \( c = \langle x^5, y^5 \rangle \), then it is clear that both these ideals determine the same Newton polyhedron in \( \mathbb{R}^2 \), and so their test ideals must agree at all parameters. In fact,
\[
\tau(b^t) = \tau(c^t) = \begin{cases} 
  k[x, y] & \text{if } t \in \left[0, \frac{2}{5}\right) \\
  m & \text{if } t \in \left(\frac{2}{5}, \frac{3}{5}\right) \\
  m^2 & \text{if } t \in \left(\frac{3}{5}, \frac{4}{5}\right) \\
  m^3 & \text{if } t \in \left(\frac{4}{5}, 1\right) 
\end{cases}
\]

On the other hand, when \( p \equiv 3 \mod 5 \), we have computed that
\[
b^t = \begin{cases} 
  k[x, y] & \text{if } t \in \left[0, \frac{2}{5} - \frac{1}{5^p}\right) \\
  m & \text{if } t \in \left(\frac{2}{5} - \frac{1}{5^p}, \frac{3}{5} - \frac{1}{5^p}\right) \\
  m^2 & \text{if } t \in \left(\frac{3}{5} - \frac{1}{5^p}, \frac{4}{5} - \frac{1}{5^p}\right) \\
  m^3 & \text{if } t \in \left(\frac{4}{5} - \frac{1}{5^p}, 1\right) 
\end{cases}
\]
while
\[
\mathcal{c}^{[t]} = \begin{cases} 
  k[x, y] & \text{if } t \in \left[0, \frac{2}{5} - \frac{1}{5p} \right), \\
  m & \text{if } t \in \left[\frac{2}{5} - \frac{1}{5p}, \frac{3}{5} - \frac{2}{5p^2} \right), \\
  m^2 & \text{if } t \in \left[\frac{3}{5} - \frac{2}{5p^2}, \frac{4}{5} - \frac{2}{5p} \right), \\
  \langle x^3, xy, y^3 \rangle & \text{if } t \in \left[\frac{4}{5} - \frac{2}{5p}, \frac{4}{5} - \frac{1}{5p^2} \right), \\
  m^3 & \text{if } t \in \left[\frac{4}{5} - \frac{1}{5p^2}, 1 \right]. 
\end{cases}
\]

Remark 3.26. The somewhat unexpected monomial ideal \( \langle x^3, xy, y^3 \rangle \) appearing in the formula for \( \mathcal{c}^{[t]} \) above is perhaps best realized as
\[
\langle x^3, xy, y^3 \rangle = \langle x, y^3 \rangle \cap \langle x^3, y \rangle.
\]
Comparing this with the primary decomposition
\[
m^3 = \langle x, y^3 \rangle \cap \langle x^3, y \rangle \cap \langle x^2, y^2 \rangle,
\]
the computation in Example 3.25 seems to suggest that the Frobenius powers of \( \mathcal{c} \) distinguish between certain irreducible components of the Frobenius powers of its integral closure \( \mathfrak{b} \). We stress that, though this phenomenon is often reflected in our computations, the exact way in which the Frobenius powers of an ideal and of its integral closure may differ remains quite mysterious.

4 Critical Frobenius exponents

In this section, we define and investigate an analog of \( F \)-thresholds called critical Frobenius exponents. Throughout this section, \( a \) and \( b \) are nonzero proper ideals of an \( F \)-finite regular domain \( R \) of characteristic \( p > 0 \), with \( a \subseteq \sqrt{b} \).

4.1 Definition and basic properties

For the reader’s convenience, we recall here the definition and a few basic properties of \( F \)-thresholds. We refer the reader to [MTW05] and [BMS08] for a more detailed discussion. For each \( q \), we define \( \nu_a^b(q) = \max\{k \in \mathbb{N} : a^k \not\subseteq b^{[q]} \} \). As \( q \) varies over all powers of \( p \), \( (\nu_a^b(q)/q) \) forms a non-decreasing bounded sequence. The \( F \)-threshold of \( a \) with respect to \( b \) is defined as
\[
c^b(a) = \lim_{q \to \infty} \frac{\nu_a^b(q)}{q} = \sup_{q} \frac{\nu_a^b(q)}{q}.
\]
The \( F \)-threshold \( c^b(a) \) is always a positive real number, which can be alternatively characterized as follows:
\[
c^b(a) = \sup \left\{ t \in \mathbb{R}_{\geq 0} : \tau(a^t) \not\subseteq b \right\} = \min \left\{ t \in \mathbb{R}_{\geq 0} : \tau(a^t) \subseteq b \right\}.
\]
Critical Frobenius exponents are defined similarly, but with regular powers replaced with Frobenius powers.
**Definition 4.1.** For each \( q \), we define \( \mu_a^b(q) = \max\{k \in \mathbb{N} : a^{[k]} \not\subseteq b^{[q]}\} \).

Because \( a \subseteq \sqrt{b} \), we know that \( a^{[m]} \subseteq b^{[n]} \) for some \( m \). If \( a \) is generated by \( n \) elements, then \( a^{[mnq]} \subseteq a^{mn} \subseteq (a^{[m]})^{[n]} \subseteq b^{[q]} \), while \( a^{[0]} \not\subseteq b^{[q]} \), so the maximum \( k \) in the above definition always exists. Because \( a^{[k]} \not\subseteq b^{[q]} \) if and only if \( a^{[k]} \not\subseteq b^{[q]} \), we have \( \mu_a^b(pq) \geq p \cdot \mu_a^b(q) \), and thus, as \( q \) varies, \( (\mu_a^b(q)/q) \) forms a non-decreasing sequence, bounded above by \( mn \).

**Definition 4.2.** The critical Frobenius exponent of \( a \) with respect to \( b \) is

\[
\text{crit}^b(a) = \lim_{q \to \infty} \frac{\mu_a^b(q)}{q} = \sup_{q} \frac{\mu_a^b(q)}{q}.
\]

We shall often omit the word “Frobenius,” and refer to \( \text{crit}^b(a) \) simply as the critical exponent of \( a \) with respect to \( b \). We adopt the convention that \( \text{crit}^b(a) \) is zero.

**Notation.** If \( a = \langle f \rangle \), we denote \( c^b(a) \) and \( \text{crit}^b(a) \) by \( c^b(f) \) and \( \text{crit}^b(f) \).

We gather in the next proposition some properties of critical Frobenius exponents, analogous to those of \( F \)-thresholds.

**Proposition 4.3** (Basic properties of critical Frobenius exponents).

1. If \( f \) is a nonzero element of \( a \), then
   \[
   0 < c^b(f) = \text{crit}^b(f) \leq \text{crit}^b(a) \leq c^b(a) < \infty.
   \]

2. \( \text{crit}^b(a) = \sup\{\frac{i}{q} \in (\mathbb{Q}_{\geq 0})_{p^\infty} : a^{[i]} \not\subseteq b^{[q]}\} = \inf\{\frac{i}{q} \in (\mathbb{Q}_{\geq 0})_{p^\infty} : a^{[i]} \subseteq b^{[q]}\} \).

3. \( \text{crit}^b(a) = \sup\{t \in \mathbb{R}_{> 0} : a^{[t]} \not\subseteq b\} = \min\{t \in \mathbb{R}_{> 0} : a^{[t]} \subseteq b\} \).

4. \( \mu_a^b(q) < q \cdot \text{crit}^b(a) \leq \mu_a^b(q) + 1 \), so that \( \mu_a^b(q) = \lceil q \cdot \text{crit}^b(a) \rceil - 1 \).

**Proof.** The discussion following Definition 4.1 implies that \( \text{crit}^b(a) \) is finite. Next, observe that since \( b \) is proper, \( \bigcap_q b^{[q]} = \{0\} \) by the Krull Intersection Theorem. Therefore, \( f \not\subseteq b^{[q]} \) for some \( q \), and so \( \mu_a^b(q) \geq 1 \), which shows that \( \text{crit}^b(f) \) is at least \( 1/q \). The remaining inequalities in (1) follow from the containments \( \langle f \rangle^{[i]} = \langle f \rangle^{[q]} \subseteq a^{[i]} \subseteq a\), which hold for every \( i \).

Next, consider the following sets:

- \( A = \{\frac{i}{q} \in (\mathbb{Q}_{\geq 0})_{p^\infty} : a^{[i]} \subseteq b^{[q]}\} \)
- \( \bar{A} = \{t \in \mathbb{R}_{> 0} : a^{[t]} \subseteq b\} \)
- \( B = \{\frac{i}{q} \in (\mathbb{Q}_{\geq 0})_{p^\infty} : a^{[i]} \not\subseteq b^{[q]}\} \)
- \( \bar{B} = \{t \in \mathbb{R}_{> 0} : a^{[t]} \not\subseteq b\} \)

Because \( a^{[i]} \subseteq b^{[q]} \) is equivalent to \( a^{[i/q]} \subseteq b \), we have \( A \subseteq \bar{A} \) and \( B \subseteq \bar{B} \), hence \( \inf \bar{A} \leq \inf A \) and \( \sup B \leq \sup \bar{B} \). Since there are sequences \( (\mu_a^b(q)/q) \) and \( ((\mu_a^b(q) + 1)/q) \) in \( \bar{B} \) and in \( A \) converging to \( \text{crit}^b(a) \), we have

\[
\inf \bar{A} \leq \inf A \leq \text{crit}^b(a) \leq \sup B \leq \sup \bar{B}.
\]
By monotonicity, every element of $\bar{B}$ is less than every element of $\bar{A}$, so sup $\bar{B} \leq$ inf $\bar{A}$, and all quantities above are equal. Due to right constancy, inf $\bar{A}$ is actually a minimum. This completes the proof of (2) and (3). The inequalities in (4) then follow from the fact that $\mu^b_{a}(q)/q \in B$, while $(\mu^b_{a}(q) + 1)/q \in A$.

\begin{remark}
If $q = p^c$, then Proposition 4.3(4) is equivalent to saying that $\mu^b_{a}(q)/q$ is the $e^{th}$ truncation of the unique nonterminating base $p$ expansion of $\text{crit}^b(a)$. In particular, every term $\mu^b_{a}(q)$ can be recovered from $\text{crit}^b(a)$.
\end{remark}

\begin{remark}
If $a$ is not a principal ideal, then only the first inequality in Proposition 4.3(4) need be true if we replace $\text{crit}^b(a)$ and $\mu^b_{a}(q)$ with $c^b(a)$ and $\nu^b_{a}(q)$ (see [MTW05, Proposition 1.7(5)]). However, [DSNP17, Lemma 3.3] shows that if $a$ can be generated by $m$ elements, then

$$\frac{\nu^b_{a}(qq')}{qq'} \leq \frac{\nu^b_{a}(q) + m}{q},$$

for each $q$ and $q'$. Fixing $q$ and letting $q' \to \infty$, we see that

$$\frac{\nu^b_{a}(q)}{q} < c^b(a) \leq \frac{\nu^b_{a}(q) + m}{q}.$$

We conclude this subsection with the following results, which state that critical exponents may be computed locally and show that critical exponents are invariant under split extensions.

\begin{proposition}
The critical exponent $\text{crit}^b(a)$ is the maximum value among all $\text{crit}^b_r(a_p)$, where $p$ ranges over the prime ideals of $R$.
\end{proposition}

\begin{proof}
If $\lambda = \text{crit}^b(a)$, then $a^{[\lambda]} \subseteq b$, and since localization commutes with Frobenius powers, $a_p^{[\lambda]} = (a^{[\lambda]})_p \subseteq b_p$. Therefore, $\text{crit}^b_r(a_p) \leq \lambda$ for every $p$.

To show that there exists $p$ for which $\text{crit}^b_r(a_p) = \lambda$, we follow the general argument in [BMS09, Lemma 2.13]. Take an ascending sequence $(t_k)$ with limit $\lambda$. By monotonicity, $a^{[t_{k+1}]} \subseteq a^{[t_k]}$ for every $k$. Thus, the ideals $(b : a^{[t_k]})$ form an ascending chain, and all are proper by definition of $\lambda$. Fix a prime ideal $p$ containing their stabilization. Since Frobenius powers and taking cols both commute with localization, it follows that $(b : a^{[t_k]})_p = (b_p : a_p^{[t_k]})$ is a proper ideal of $R_p$ for all $k$, which allows us to conclude that $\lambda = \text{crit}^b_r(a_p)$.
\end{proof}

\begin{proposition}
If $R \subseteq S$ is a split inclusion of $F$-finite regular domains, then $\text{crit}^b(a) = \text{crit}^b_S(aS)$.
\end{proposition}

\begin{proof}
Fix an $R$-linear map $\phi : S \to R$ that restricts to the identity on $R$. Given a nonnegative integer $i$ and $q$ an integral power of $p$, it suffices to show that $a^{[i]}$ is contained in $b^{[q]}$ if and only if $a^{[i]}S = (aS)^{[i]}$ is contained in $b^{[q]}S = (bS)^{[q]}$. However, if $a^{[i]}S \subseteq b^{[q]}S$, then $a^{[i]} = \phi(a^{[i]}S) \subseteq \phi(b^{[q]}S) = b^{[q]}$, while the reverse implication is obvious.
\end{proof}
4.2 Comparison with $F$-thresholds

Here, we compare critical Frobenius exponents with $F$-thresholds, beginning with the terms of the sequences whose limits define them.

**Proposition 4.8.** If $a \subseteq b$, then $\mu_a^b(p) = \min\{\nu_a^b(p), p - 1\}$.

*Proof.* As $a \subseteq b$, we have $a^{[p]} \subseteq b^{[p]}$, so $\mu_a^b(p) \leq p - 1$. If $\nu_a^b(p) \geq p - 1$, then $a^{[p]} = a^{p - 1} \nsubseteq b^{[p]}$, and consequently $\mu_a^b(p) = p - 1$. If $\nu_a^b(p) \leq p - 1$, then $\mu_a^b(p) = \nu_a^b(p)$, since $a^{[k]} = a^k$ whenever $k < p$. \hfill \square

**Proposition 4.9.** Suppose that $a \subseteq b$. If $\mu_a^b(q) \neq q - 1$, then

$$\mu_a^b(q) \geq \nu_a^b(q) - \frac{(m - 1)(q - 1)}{p - 1}$$

whenever $a$ can be generated by $m$ elements.

*Proof.* Set $\mu = \mu_a^b(q)$ and $\nu = \nu_a^b(q)$, and $l = \frac{(m - 1)(q - 1)}{p - 1}$. If $\mu \neq q - 1$, then $\mu + 1 \leq q - 1$, and Lemma 3.21 implies that $a^{[q - 1]} = a^{[q - 1]} \nsubseteq b^{[q]}$, which allows us to conclude that $\nu \leq \mu + l$. \hfill \square

**Corollary 4.10.** Suppose $a \subseteq b$. If $\text{crit}_a^b(a) \neq 1$, then

$$\text{crit}_a^b(a) \geq c_a^b(a) - \frac{m - 1}{p - 1}$$

whenever $a$ can be generated by $m$ elements.

*Proof.* Our hypothesis that $\text{crit}_a^b(a) \neq 1$ implies that $\mu_a^b(q) \neq q - 1$ for all $q \gg 0$, and our claim then follows from Proposition 4.9. \hfill \square

Recall that an $F$-jumping exponent for $a$ is a positive number $\lambda$ such that $\tau(a^{\lambda - \epsilon}) \neq \tau(a^\lambda)$, for all $0 < \epsilon \leq \lambda$ [BMS08, Definition 2.17]. In [BMS08, Corollary 2.30], it was shown that the $F$-thresholds of $a$ are precisely the $F$-jumping exponents of $a$. An analogous result holds in our setting.

**Definition 4.11.** $\text{Crit}(a)$ is the set consisting of all critical Frobenius exponents $\text{crit}_a^b(a)$, where $b$ ranges over all proper ideals of $R$ with $a \subseteq \sqrt{b}$.

**Proposition 4.12.** The set $\text{Crit}(a)$ of critical Frobenius exponents of $a$ consists precisely of the jumping exponents for the Frobenius powers of $a$, that is, the positive real numbers $\lambda$ such that $a^{[\lambda - \epsilon]} \neq a^{[\lambda]}$, for all $0 < \epsilon \leq \lambda$.

*Proof.* The characterization of critical exponents given in Proposition 4.3(3) shows that critical exponents are jumping exponents. The same characterization gives us the reverse containment: if $a^{[\lambda - \epsilon]} \neq a^{[\lambda]}$, for all $0 < \epsilon \leq \lambda$, then $\lambda = \min\{t \in \mathbb{R}_{\geq 0} : a^{[t]} \subseteq a^{[\lambda]}\} = \text{crit}_a^b(a)$. \hfill \square
4.3 The least critical exponent

Recall that the \textit{F-pure threshold} of a proper nonzero ideal \(a\) [TW04] is

\[
fpt(a) = \sup\{t \in \mathbb{R}_{>0} : \tau(a^t) = R\} = \min\{t \in \mathbb{R}_{>0} : \tau(a^t) \neq R\},
\]

which is well-defined since \(\tau(a^0) = R\), but \(\tau(a^t) \neq R\) for \(t \gg 0\). We adopt the convention that the F-pure threshold of the ideal \(a = R\) is infinite. Inspired by this, and by the observation that Frobenius powers satisfy the same properties that guaranteed that the above is well defined, analogously, we define:

**Definition 4.13.** The least critical exponent of a proper nonzero ideal \(a\) is

\[
lce(a) = \sup\{t \in \mathbb{R}_{>0} : a^t = R\} = \min\{t \in \mathbb{R}_{>0} : a^t \neq R\}.
\]

We adopt the convention that the least critical exponent of \(a = R\) is infinite.

**Notation.** If \(a = \langle f \rangle\), we denote \(fpt(a)\) and \(lce(a)\) simply by \(fpt(f)\) and \(lce(f)\).

The least critical exponent of \(a\) is, in fact, a critical exponent. Indeed, it follows from the definition that \(lce(a) = \text{crit}^b(a)\) for some proper ideal \(b\) of \(R\) if and only if \(b\) contains \(a^\{lce(a)\}\), which itself is proper by definition.

**Definition 4.14.** If \(lce(a) = \text{crit}^b(a)\), then we say that \(b\) realizes \(lce(a)\).

A priori (that is, without computing the largest proper Frobenius power of \(a\)), it is not at all clear which ideals realize \(lce(a)\). Below, we highlight two important cases in which such a determination is possible.

If \(a\) is a homogeneous and proper ideal of a polynomial ring over an \(F\)-finite field, then all Frobenius powers of \(a\) are also homogeneous (see, e.g., Proposition 7.1). Hence, in this case the unique homogeneous maximal ideal realizes \(lce(a)\). Similarly, if \(R\) is local, then the unique maximal ideal of \(R\) realizes \(lce(a)\) for every nonzero proper ideal \(a\).

**Proposition 4.15.** If \(a\) is a nonzero proper ideal of \(R\), then \(lce(a) \leq lce(a_p)\) for every prime ideal \(p\) of \(R\), with equality if and only if \(p\) contains the proper ideal \(a^\{lce(a)\}\).

**Proof.** If \(\lambda = lce(a)\), then \(a^t = R\) for each \(t < \lambda\), and since localization commutes with Frobenius powers, \(a_p^t = R_p\), for all such \(t\), which demonstrates that \(lce(a_p) \geq \lambda\). On the other hand, if \(a^\lambda \subseteq p\), then \(a_p^\lambda\) is proper, which implies that \(lce(a_p) = \lambda\). Otherwise, \(a_p^\lambda = R_p\), and the right constancy of Frobenius powers then implies that \(lce(a_p) > \lambda\).

**Proposition 4.16.** Suppose that \(a\) is a nonzero proper ideal of \(R\).

(1) If \(f\) is a nonzero element of \(a\), then

\[
0 < fpt(f) = lce(f) \leq lce(a) \leq \min\{1, fpt(a)\}.
\]
If \( \text{lce}(a) \neq 1 \) and \( a \) can be generated by \( m \) elements, then

\[
\text{lce}(a) \geq \text{fpt}(a) - \frac{m - 1}{p - 1}.
\]

**Proof.** The first claim follows from the fact that \( \tau(f^t) = \langle f \rangle^{[t]} \subseteq a^{[t]} \subseteq \tau(a^t) \) for every \( t > 0 \), and that \( a^{[1]} = a \), which is assumed to be proper.

We pause to recall some basic properties of \( F \)-pure thresholds. First, Proposition 4.15 holds for \( F \)-pure thresholds, after replacing \( \text{lce}(a) \) with \( \text{fpt}(a) \), and \( a^{\text{lce}(a)} \) with \( \tau(a^{\text{fpt}(a)}) \). Secondly, if \((R, m)\) is local, then \( \text{fpt}(a) = c(m)(a) \).

We now address the second claim. If \( \text{lce}(a) \neq 1 \), then there exists a prime ideal \( p \) of \( R \) for which \( \text{lce}(a) = \text{lce}(a_p) \neq 1 \), and so

\[
\text{lce}(a) = \text{lce}(a_p) \geq \text{fpt}(a_p) - \frac{m - 1}{p - 1} \geq \text{fpt}(a) - \frac{m - 1}{p - 1}
\]

where the first inequality follows from Corollary 4.10, and the second from the analog of Proposition 4.15 for \( F \)-pure thresholds. \( \square \)

We conclude this subsection with some examples, contrasting the different behavior of least critical exponents and \( F \)-pure thresholds.

**Example 4.17.** The formulas discussed in Section 3.4 lead to the following well-known description: The \( F \)-pure threshold of a monomial ideal is the unique real number \( \lambda \) such that \((1/\lambda, \ldots, 1/\lambda)\) lies in the boundary of its Newton polyhedron. In particular,

\[
\text{fpt}\left(\langle x_1, \ldots, x_n \rangle^d\right) = \frac{n}{d}.
\]

The general situation for the least critical exponent of a monomial ideal is, however, rather complex. For instance, Example 3.25 tells us that if \( b = \langle x, y \rangle^5 \), then \( \text{fpt}(b) = 2/5 \), and

\[
\text{lce}(b) = \frac{2}{5} - \frac{1}{5p}
\]

whenever \( p \equiv 3 \mod 5 \). More generally, we have computed that

\[
\text{lce}(b) = \begin{cases} 
\frac{2}{5} & \text{if } p = 5 \text{ or } p \equiv \pm 1 \mod 5 \\
\frac{2}{5} - \frac{1}{5p} & \text{if } p \equiv 2 \mod 5 \\
\frac{2}{5} - \frac{1}{5p} & \text{if } p \equiv 3 \mod 5
\end{cases}
\]

We stress that this example illustrates that for an ideal \( a \), it is possible, and perhaps even common, to have \( \text{lce}(a) < \text{fpt}(a) \) when \( \text{fpt}(a) < 1 \).

5 The Principal Principle

As noted in Proposition 3.16(1), the Frobenius powers and test ideals of a principal ideal in an \( F \)-finite regular domain agree for all positive exponents. On the
other hand, we also observed in Corollary 3.17 and in the comments preceding it, a situation in which the Frobenius powers of an arbitrary ideal behave like the test ideals of principal ideals.

In this section, we make explicit the connection between test ideals of hypersurfaces and Frobenius powers of arbitrary ideals, and explore some consequences. The results derived in this section suggest that the following heuristic principle can be used when dealing with Frobenius powers:

**The Principal Principle.** Given a result for test ideals or $F$-thresholds or $F$-pure thresholds of principal ideals, there is an analogous result for Frobenius powers or critical exponents or least critical exponents.

5.1 Principalization

**Proposition 5.1.** Fix an ideal $a = (g_1, \ldots, g_m)$ of an $F$-finite regular domain $R$ of characteristic $p > 0$. Let $z = z_1, \ldots, z_m$ be variables over $R$, and consider the generic linear combination $G = z_1g_1 + \cdots + z_mg_m \in R[z]$. If $b$ is an ideal of $R$ and $t$ is a positive real number, then

$$a^{[t]} \subseteq b \iff \tau(G^t) \subseteq bR[z].$$

Consequently, if $a$ and $b$ are nonzero proper ideals of $R$ with $a \subseteq \sqrt{b}$, then

$$\text{crit}^b(a) = \text{crit}^b(a^{[t]}R[z](G)).$$

**Proof.** We may assume that $t = k/q$, with $k$ a positive integer and $q$ a power of $p$. With such a choice of parameter, our claim then is equivalent to the assertion that $a^{[k]} \subseteq b^{[q]}$ if and only if $G^k \in (bR[z])^{[q]} = b^{[q]}R[z]$. However, $G^k \in b^{[q]}R[z]$ if and only if each of the coefficients in the expression of $G^k$ as an $R$-linear combination of monomials in the variables $z$ lies in $b^{[q]}$, and Proposition 3.5 tells us that these coefficients are precisely the generators of $a^{[k]}$.

**Remark 5.2.** Setting $b = a^{[t]}$ in Proposition 5.1 implies that $\tau(G^t)$ is contained in $a^{[t]}R[z]$ for all $t > 0$. Though this containment may be proper (e.g., when $t = 1$), we will see in Theorem 5.3 that we obtain an equality whenever $0 < t < 1$.

In the proof of the following theorem, we refer to [BMS08, Proposition 2.5]. This proposition, which allows us to compute Frobenius roots of ideals in terms of their generators, is restated in Section 7.

**Theorem 5.3 (Principalization).** Suppose $0 < t < 1$. If $a \subseteq R$ and $G \in R[z]$ are as in Proposition 5.1, then $\tau(G^t) = a^{[t]}R[z]$ and $a^{[t]} = \tau(G^t) \cap R$.

**Proof.** Note that the second statement follows from the first. Indeed, as $R[z]$ is split over $R$, we have that $(bR[z]) \cap R = b$ for every ideal $b$ of $R$.

We now turn our attention to the first statement. First, note that we may assume that $t = k/q$, with $0 < k < q$. Moreover, it suffices to establish that the $R$-modules $a^{[t]}R[z]$ and $\tau(G^t)$ are equal after localizing at each prime ideal of $R$. 
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However, if $p$ is a prime ideal of $R$, then under the identification $(R[z])_p = R_p[z]$, the localization of the expansion $a^{[t]}R[z]$ at $p$ satisfies
\[
(a^{[t]}R[z])_p = (a^{[t]})_pR_p[z] = a^{[t]}_p R_p[z],
\]
while the localization of $\tau(G^t)$ at $p$ is identified with the test ideal of $G$, regarded as an element of $R_p[z]$, with respect to the parameter $t$. In other words, we may assume that $R$ is local, and therefore free over its subring $R^q$.

If $B = \{e_1, \ldots, e_n\}$ is a basis for $R$ over $R^q$, then $B' = \{e_i z^u : 1 \leq i \leq n$ and $u < q\}$ is a basis for $R[z]$ over $(R[z])^q$. Let $\mathcal{H}$ denote the collection of all vectors $\mathbf{h} \in \mathbb{N}^m$ such that $\lVert \mathbf{h} \rVert = k$ and $\left(\frac{h_i}{q}\right) \not\equiv 0 \mod p$. By Proposition 3.5, $a^{[k]}$ is generated by products $g^h = g_{h_1}^{h_1} \cdots g_{h_m}^{h_m}$, where $h \in \mathcal{H}$. Writing each $g^h$ in terms of the basis $B$ as
\[
g^h = \sum_{i=1}^n a^{q}_{h_i} e_i,
\]
where each $a_{h,i} \in R$, [BMS08, Proposition 2.5] shows that $a^{[k/q]}$ is generated by
\[
\{a_{h,i} : h \in \mathcal{H}, 1 \leq i \leq n\}.
\]
(5.1)

On the other hand, we have
\[
G^k = \sum_{h \in \mathcal{H}} \left(\frac{k}{h}\right) g^{h_z^h} = \sum_{h \in \mathcal{H}} \left(\frac{k}{h}\right) a^q_{h,i} e_i g^h.
\]
Since each $h \in \mathcal{H}$ has norm $k < q$, the above is an expression for $G^k$ on the basis $B'$, so [BMS08, Proposition 2.5] shows that $\tau(G^{k/q}) = \langle G^k \rangle^{[1/q]}$ is also generated (in $R[z]$) by the set displayed in (5.1).

**Remark 5.4.** Together with Corollary 3.17, Theorem 5.3 allows us to express any real Frobenius power as the product of an integral Frobenius power and the test ideal of a principal ideal with respect to a parameter in the open unit interval. This has an important computational consequence: Frobenius powers of arbitrary ideals can be explicitly determined using algorithms for the computation of test ideals of principal ideals (we refer the reader to [HNBW17] for such an algorithm). This approach is typically efficient for ideals generated by a small number of elements. Nevertheless, we present an algorithm for the direct computation of rational Frobenius powers in Section 7.

**Corollary 5.5.** If $a = \langle g_1, \ldots, g_m \rangle$ is a nonzero proper ideal of $R$ and $G \in R[z]$ is as in Proposition 5.1, then
\[
\text{ice}(a) = \text{fpt}(G).
\]

**Proof.** Let $\lambda = \text{fpt}(G)$. Then $\tau(G^t) = R[z]$ whenever $0 \leq t < \lambda$, and in view of Theorem 5.3, $a^{[t]} = R$ for all such $t$, showing that $\text{ice}(a) \geq \lambda$. If $\lambda = 1$, then it must be the case that $\text{ice}(a) = 1 = \text{fpt}(G)$. If $\lambda < 1$, then $\tau(G^\lambda) \neq R[z]$, and $a^{[\lambda]} = \tau(G^\lambda) \cap R \neq R$, showing that $\text{ice}(a) = \lambda = \text{fpt}(G)$.  \[\square\]
Remark 5.6 (An alternate form of principalization). Let \( a \subseteq R \) and \( G \in R[z] \) be as in Proposition 5.1. Let \( k \) be an \( F \)-finite field contained in \( R \), and consider \( A = R \otimes_k k(z) \), which we identify with the localization of \( R[z] = R \otimes_k k[z] \) at the set of nonzero polynomials in \( k[z] \).

A useful fact in this context is that \((bA) \cap R[z] = bR[z] \), and hence that \((bA) \cap R = b \), for every ideal \( b \) of \( R \). Indeed, after fixing a monomial order on the variables \( z \), one can show by induction on the number of terms that every coefficient of every polynomial in \((bA) \cap R[z] \) must lie in \( b \). This demonstrates that \((bA) \cap R[z] \subseteq bR[z] \), while the reverse containment holds trivially.

Now, let \( \tau(G^t) \) be the test ideal of \( G \in R[z] \), and \( \tau_A(G^t) \) the test ideal of \( G \), when regarded as an element of the localization \( A \). As test ideals commute with localization, we have that \( \tau_A(G^t) = \tau(G^t)A \), and combining this with the equality \( \tau(G^t) = a[1]R[z] \) from Theorem 5.3 shows that \( \tau_A(G^t) = a[1]A \). Furthermore, intersecting the above with \( R \) shows that
\[
\tau_A(G^t) \cap R = (a[1]A) \cap R = a[1].
\]

In summary, we have just seen that an analog of Theorem 5.3 holds for the generic linear combination \( G \), regarded as an element of \( A \). This observation also leads to the following analog of Corollary 5.5: If \( a \) is a nonzero proper ideal, then the least critical exponent of \( a \) equals the \( F \)-pure threshold of \( G \), regarded as an element of \( A \).

We now record an immediate consequence of Remark 5.6.

**Corollary 5.7.** Fix an ideal \( a = (g_1, \ldots, g_m) \subseteq k[x_1, \ldots, x_n] = k[x] \), with \( k \) an \( F \)-finite field of characteristic \( p > 0 \). Let \( z = z_1, \ldots, z_m \) be variables over \( k[x] \), and consider the generic linear combination
\[
G = z_1g_1 + \cdots + z_mg_m \in k(z)[x].
\]
If \( 0 < t < 1 \), then \( \tau(G^t) = a[1] \cdot k(z)[x] \) and \( a[1] = \tau(G^t) \cap k[x] \). In particular, if \( a \) is a nonzero proper ideal, then \( \text{fpt}(G) = \text{lce}(a) \).

In the remainder of this subsection, we derive some straightforward consequences of the preceding results. First, we point out that since the \( F \)-thresholds of the polynomial \( G \) in Proposition 5.1 are rational and form a discrete set (see [BMS09, Theorem 1.1]), the discreteness and rationality of the critical exponents of \( a \) follows at once.

**Corollary 5.8.** If \( a \) is a nonzero proper ideal of an \( F \)-finite regular domain, then the set \( \text{Crit}(a) \) of critical exponents of \( a \) is discrete and contained in \( Q \).

Principalization also sheds light on the structure of least critical exponents, and highlights an important way in which they must differ from \( F \)-thresholds for non-principal ideals. For instance, recall that although every rational number is the \( F \)-pure threshold of some ideal, there are “forbidden” intervals in \((0, 1)\).
containing no $F$-pure threshold of a principal ideal (see [BMS09, Proposition 4.3] and the discussion that precedes it, and [Her12, Proposition 4.8]). Since least critical exponents are $F$-pure thresholds of principal ideals, they must avoid the same intervals.

**Corollary 5.9** (Forbidden interval condition). The least critical exponent of any nonzero proper ideal of an $F$-finite regular domain does not lie in any interval of the form $(\frac{k}{q}, \frac{k}{q-1})$, where $q$ is an integral power of $p$, and $0 \leq k \leq q - 1$. 

Suppose that $b$ realizes $\mathrm{lce}(a)$, in the sense that $\mathrm{lce}(a) = \mathrm{crit}^b(a)$. In view of the above corollary, Proposition 4.3(4) can be strengthened in this situation to

$$\frac{\mu^b_a(q)}{q-1} \leq \mathrm{lce}(a) \leq \frac{\mu^b_a(q) + 1}{q}. \quad (5.2)$$

This gives us the following characterization of ideals with least critical exponent equal to 1.

**Corollary 5.10.** If $a$ is a nonzero proper ideal of an $F$-finite regular domain, and $b$ is such that $\mathrm{lce}(a) = \mathrm{crit}^b(a)$, then the following are equivalent:

1. $\mathrm{lce}(a) = 1$.
2. $\mu^b_a(q) = q - 1$ for all $q$.
3. $\mu^b_a(q) = q - 1$ for some $q$.

**Proof.** If $\mathrm{lce}(a) = 1$, then Proposition 4.3(4) shows that $\mu^b_a(q) = q - 1$ for all $q$. If $\mu^b_a(q) = q - 1$ for some $q$, (5.2) shows that $\mathrm{lce}(a) \geq 1$, so $\mathrm{lce}(a) = 1$. 

Next, we turn our attention to the subadditivity property. In the context of $F$-thresholds, subadditivity says that if $a, b, d$ are nonzero proper ideals of an $F$-finite regular ring with $a, b \subseteq \sqrt{d}$, then $c^d(a + b) \leq c^d(a) + c^d(b)$ [BMS09, Lemma 3.3]. The proof of subadditivity for $F$-thresholds is simple, and is based on the observation that if $a^m$ and $b^n$ are contained in $d^{[q]}$, then so is $(a + b)^{m+n}$. However, although it is not immediately clear that the same observation holds after replacing regular powers with Frobenius powers, subadditivity holds for critical exponents.

**Corollary 5.11.** If $a, b, d$ are nonzero proper ideals of an $F$-finite regular domain $R$ with $a, b \subseteq \sqrt{d}$, then $\mathrm{crit}^d(a + b) \leq \mathrm{crit}^d(a) + \mathrm{crit}^d(b)$.

**Proof.** Suppose that $a = \langle g_1, \ldots, g_m \rangle$ and $b = \langle h_1, \ldots, h_n \rangle$, and fix variables $z = z_1, \ldots, z_m$ and $w = w_1, \ldots, w_n$ over $R$. By Propositions 4.7 and 5.1, there exist $G \in R[z]$ and $H \in R[w]$ satisfying the following conditions:

- $\mathrm{crit}^d(a) = c^d_{R[z]}(G) = \sum_{z=1}^{z_m} G(z)w$, $\mathrm{crit}^d(b) = c^d_{R[w]}(H) = \sum_{w=1}^{w_n} H(w)z$, and $\mathrm{crit}^d(a + b) = c^d_{R[z,w]}(G + H)$.

The claim then follows from subadditivity for $F$-thresholds in $R[z, w]$. 
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5.2 Sets of polynomials with a fixed $F$-threshold

Theorem 5.12, the main result of this subsection, is concerned with the local behavior of a polynomial at a point, which we assume to be the origin. Recall that if $a$ is an ideal in a polynomial ring contained in the homogeneous maximal ideal $m$, then the $F$-pure threshold of $a$ at the origin is simply $c^m(a) = \text{fpt}(a_m)$.

In order to state Theorem 5.12, we fix the following notation: Given positive integers $n$ and $d$ and a field $k$, let $P(n, d, k)$ denote the set of polynomials over $k$ of degree at most $d$ in $n$ variables that vanish at the origin. We identify this set with $A_{m_k}$, where $m$ is the number of nonconstant monomials of degree at most $d$ in $n$ variables, which gives meaning to the notion of a locally closed subset of $P(n, d, k)$. If $k$ has prime characteristic and is $F$-finite, let $F(d, n, k)$ be the set of all $F$-pure thresholds at the origin of polynomials in $P(n, d, k)$, and let $F(n, d, p) = \bigcup F(n, d, k)$, where the union is taken over all $F$-finite fields $k$ of characteristic $p > 0$.

**Theorem 5.12.** The set $F(n, d, p)$ is finite. Moreover, given $\lambda \in F(n, d, k)$, the set of polynomials in $P(n, d, k)$ whose $F$-pure threshold at the origin equals $\lambda$ is a locally closed set. Furthermore, the defining equations of this set have coefficients in $\mathbb{F}_p$, and may depend on $p$, but not on the particular field $k$. 

**Remark 5.13 (An analogy with the Bernstein–Sato polynomial).** Theorem 5.12 is in direct analogy with known results on the Bernstein–Sato polynomial: Given a field $k$ of characteristic zero, let $B(n, d, k)$ be the set of all Bernstein–Sato polynomials of elements of $P(n, d, k)$, then let $B(n, d)$ be the union of all $B(n, d, k)$, over all fields $k$ of characteristic zero. Lyubeznik showed that $B(n, d)$ is finite, and also asked whether the subset of $P(n, d, k)$ corresponding to some fixed polynomial in $B(n, d, k)$ is constructible [Lyu97]. Leykin gave a positive answer to this question, and also showed that the defining equations of the constructible set have coefficients in $\mathbb{Q}$, and are independent of $k$ [Ley01].

Theorem 5.12 is a special case of Theorem 5.19 below, which deals with more general linear combinations, and replaces the homogeneous maximal ideal with an arbitrary proper monomial ideal. We now begin to work towards the proof of this more general theorem.

**Lemma 5.14.** Fix positive integers $n$ and $d$. Then the set consisting of all $F$-jumping exponents of all ideals of $k[x_1, \ldots, x_n]$ generated in degree at most $d$, where $k$ ranges over all $F$-finite fields of characteristic $p$, is discrete.

**Proof.** According to [BMS08, Proposition 3.8, Remark 3.9], the set in question is contained in a union of sets of the form $\mathbb{F}_p^{a(p-1)N}$, where $a, b$ are nonnegative integers bounded above by constants that depend only on $n, d$, and $p$, but not on $k$. In particular, this set is contained in a finite union of discrete sets.

**Setup 5.15.** Let $k$ be an $F$-finite field of characteristic $p > 0$. Let

$$g_1, \ldots, g_m \in k[x] = k[x_1, \ldots, x_n]$$
be nonzero polynomials that generate a proper ideal \( a \), and fix a proper monomial ideal \( b \) of \( k[x] \) with \( a \subseteq \sqrt{b} \).

If \( L \) is an \( F \)-finite field containing \( k \), and \( d \) is an ideal of \( k[x] \), then \( \mathcal{O}_L \) is the extension of \( d \) to \( L[x] \). With this notation, Proposition 4.7 tells us that

\[
\text{crit}^b(a) = \text{crit}^{b_L}(a_L).
\]

Similarly, if \( V \) is a closed set of \( \mathbb{A}^m_k \), then \( V_L \) is the base change of \( V \) to \( L \), i.e., the subset of \( \mathbb{A}^m_L \) given by the same equations that define \( V \) in \( \mathbb{A}^m_k \).

**Theorem 5.16.** Under Setup 5.15, there exists a closed set \( V \) of \( \mathbb{A}^m_k \) with the following property: Given an \( F \)-finite field \( L \) containing \( k \), and an \( m \)-tuple \( \gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{A}^m_L \) for which \( g = \gamma_1g_1 + \cdots + \gamma_mg_m \) is nonzero,

\[
c^{b_L}(g) = \text{crit}^b(a) \iff \gamma \notin V_L.
\]

**Proof.** Let \( G = z_1g_1 + \cdots + z_mg_m \in k[x, z] \) and let \( \mathcal{B} \) be the extension of \( b \) in \( k[x, z] \). Furthermore, let \( \lambda \) denote the common value \( \lambda = c^b(G) = \text{crit}^b(a) \).

By Lemma 5.14, the set consisting of all the \( F \)-jumping exponents of all nonzero linear combinations of \( g_1, \ldots, g_m \) with coefficients in any \( F \)-finite extension field of \( k \) is discrete. Thus, there exists an interval of the form \( (\lambda - \epsilon, \lambda) \) disjoint from that set. Choose a \( p \)-rational number \( i/q \) in that interval, so that \( G^i \notin \mathcal{B}^{|q|} \). Write \( G^i \) in the form

\[
G^i = \sum_u H_u(z) x^u,
\]

with nonzero \( H_u \in k[z] \). Because \( G^i \notin \mathcal{B}^{|q|} \), there is at least one monomial \( x^u \) in (5.3) not in \( b^{[|q|]} \). Let \( X \) be the collection of all such \( u \), set \( \mathcal{H} = \{ H_u : u \in X \} \), and let \( V \) be the closed subset of \( \mathbb{A}^m_L \) defined by \( \mathcal{H} \).

Now, fix an \( F \)-finite extension field \( L \) of \( k \), and \( \gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{A}^m_L \) for which \( g = \gamma_1g_1 + \cdots + \gamma_mg_m \) is nonzero. The identity (5.3) implies that

\[
g^i \equiv \sum_{u \in X} H_u(\gamma) x^u \mod b^{[|q|]}_L
\]

in \( L[x] \). Since \( b \) is monomial, this implies that \( g^i \notin b^{[|q|]}_L \) if and only if \( \gamma \notin V_L \).

It remains to show that \( g^i \notin b^{[|q|]}_L \) if and only if \( c^{b_L}(g) = \lambda \). Towards this, first note that if \( g^i \in b^{[|q|]}_L \), then \( c^{b_L}(g) \) is at most \( i/q \), and hence less than \( \lambda \). On the other hand, if \( g^i \notin b^{[|q|]}_L \), then \( c^{b_L}(g) \geq i/q \). But \( c^{b_L}(g) \) cannot lie in the interval \( (\lambda - \epsilon, \lambda) \), by design, so \( c^{b_L}(g) \geq \lambda = \text{crit}^b(a) = \text{crit}^{b_L}(a_L) \). Proposition 4.3(1) then tells us that equality holds throughout.

Note that the closed set \( V = \mathcal{V}(\mathcal{H}) \) constructed in the proof of Theorem 5.16 is defined by a finite collection of nonzero homogeneous polynomials. If \( k \) is an infinite field, the fact that these polynomials are nonzero implies that \( V \subseteq \mathbb{A}^m_k \) is proper, which gives us the following.
Corollary 5.17. If \( k \) is infinite, then under the assumptions of Theorem 5.16 we have \( \text{crit}^b(a) = \max\{c^b(g) : g \in a\} \). \( \square \)

Example 5.18. We examine the proof of Theorem 5.16 in the concrete case that the polynomials \( g_1, \ldots, g_m \) are monomials, say \( g_i = x^{u_i} \) for every \( 1 \leq i \leq m \). In this case, \( G = z_1x^{u_1} + \cdots + z_mx^{u_m} \), and so

\[
G^i = \sum \binom{i}{h} z^h x^{h_1u_1 + \cdots + h_mu_m},
\]

by the multinomial theorem, where the sum is over all \( h \in \mathbb{N}^m \) with \( ||h|| = i \) and \( \binom{i}{h} \not\equiv 0 \mod p \). Therefore, for each fixed monomial \( x^u \) appearing in the expression for \( G^i \) given in (5.3), we have that

\[
H_u(z) = \sum \binom{i}{h} z^h,
\]

where the sum ranges over all \( h \in \mathbb{N}^m \) satisfying the preceding two conditions, and as well as the additional condition

\[
h_1u_1 + \cdots + h_mu_m = u.
\]

Our choice of the monomial \( x^u \) guarantees that there exists at least one \( h \) satisfying these conditions, and in certain cases, there is only a single vector \( h \) that satisfies them. In such cases, the polynomial \( H_u(z) \) is a monomial, and so the closed set that it defines in \( \mathbb{A}^m_{\mathbb{F}_p} \) lies in the union of the coordinate hyperplanes. In particular, the proof of Theorem 5.16 tells us that

\[
c^{b_L}(g) = \text{crit}^b(a)
\]

whenever \( L \) is an \( F \)-finite field of characteristic \( p > 0 \) and \( g \) is any \( L \)-linear combination with nonzero coefficients of the monomials \( x^{u_1}, \ldots, x^{u_m} \).

This behavior occurs, for instance, when \( u_1, \ldots, u_m \) are linearly independent (e.g., this occurs for the monomials \( x^{d_1}, \ldots, x^{d_m} \)). Considering the condition that \( ||h|| = i \), we see that this is also the case when these vectors are affinely independent (e.g., this occurs for a distinct pair of monomials \( x^{u_1} \) and \( x^{u_2} \)).

Theorem 5.19. Under Setup 5.15, the following hold.

1. Given an \( F \)-finite field \( L \) containing \( k \), let \( S(L) \) denote the set of \( F \)-thresholds with respect to \( b_L \) of all nonzero \( L \)-linear combinations of \( g_1, \ldots, g_m \). Then \( S = \bigcup S(L) \) is finite, where the union ranges over all \( L \) as above.

2. For each \( \lambda \in S \), there exists a locally closed set \( Z^\lambda \) of \( \mathbb{A}_L^m \) with the following property: Given an \( F \)-finite field \( L \) containing \( k \), and an \( m \)-tuple \( \gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{A}_L^m \) for which \( g = \gamma_1g_1 + \cdots + \gamma_mg_m \) is nonzero,

\[
c^{b_L}(g) = \lambda \iff \gamma \in Z^\lambda_L.
\]

27
Proof. The set \( S \) is finite in view of Lemma 5.14, since given an \( F \)-finite extension field \( L \) of \( k \), every element of \( S(L) \) does not exceed \( \text{crit}^k(a_L) = \text{crit}^b(a) \). Therefore, we can list the elements of \( S \) as \( \lambda_1 < \lambda_2 < \cdots < \lambda_r \).

Let \( G = z_1g_1 + \cdots + z_mg_m \), and let \( B \) be the extension of \( b \) in \( k[x, z] \). Given \( 1 \leq j < r \), fix a \( p \)-rational number \( i_j/q \) in the interval \((\lambda_j, \lambda_{j+1})\). Since

\[
i_j/q < \lambda_r \leq \text{crit}^b(a) = c^B(G),
\]

where the last equality comes from Proposition 5.1, we know that \( G^j \notin B^{[q]} \). This means that \( G^j \), when thought of as a polynomial in \( x \) with coefficients in \( k[z] \), has at least one supporting monomial not in \( B^{[q]} \). As in the proof of Theorem 5.16, we gather the coefficients of all such monomials, and let \( V^j \) be the closed set in \( \mathbb{A}_k^m \) defined by these coefficients. Moreover, set \( V^0 = \emptyset \) and \( V^r = \mathbb{A}_k^m \), so that \( V^j \) is defined for each \( 0 \leq j \leq r \).

Fix an \( F \)-finite extension field \( L \) of \( k \), and take \( \gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{A}_L^m \) with \( g = \gamma_1g_1 + \cdots + \gamma_mg_m \) nonzero. As in the proof of Theorem 5.16, for \( 1 \leq j < r \), \( \gamma \in V^j \) if and only if \( g^j \notin B^{[q]} \), and we claim that the latter condition is equivalent to the condition that \( \text{crit}^b(g) \leq \lambda_j \), so that for each \( 1 \leq j < r \) we have

\[
\gamma \in V^j \iff \text{crit}^b(g) \leq \lambda_j.
\] (5.4)

Indeed, the condition that \( g^j \notin B^{[q]} \) implies that \( \text{crit}^b(g) \leq i_j/q < \lambda_{j+1} \), and since there are no elements of \( S(L) \) between \( \lambda_j \) and \( \lambda_{j+1} \), we conclude that \( \text{crit}^b(g) \leq \lambda_j \). On the other hand, if \( \gamma \notin V^j \), then \( \text{crit}^b(g) \geq i_j/q > \lambda_j \).

The equivalence (5.4) tells us that for every \( 1 < j < r \),

\[
c^b(g) = \lambda_j \iff \text{crit}^b(g) \leq \lambda_j \text{ and } \text{crit}^b(g) > \lambda_{j-1}
\]

\[
\iff \gamma \in V^j \text{ and } \gamma \notin V^{j-1}.
\]

Finally, note that (5.4) implies that the first and last conditions above are also equivalent for \( j = 1 \) and \( j = r \), and so we may set \( Z^\lambda = V^1 \setminus V^{r-1} \subseteq \mathbb{A}_k^m \). \( \square \)

Remark 5.20 (On effective computability of strata). The proof of Theorem 5.19 is constructive. In particular, if one could effectively compute the set \( S \) in its statement, then our proof would lead to an explicit description of the sets \( Z^\lambda \). This would be especially interesting in the case that \( g_1, \ldots, g_m \) are monomials, so that one may compare the resulting strata with those computed by Leykin in the context of Bernstein–Sato polynomials.

5.3 Sets of least critical exponents

In this subsection, we are motivated by a result of Blickle, Mustață, and Smith regarding sets of \( F \)-pure thresholds of principal ideals. Throughout the subsection, we fix a prime \( p \), a positive integer \( n \), and adopt the following notation:

- \( \mathcal{L}_n \) is the set of all least critical exponents of ideals in regular \( F \)-finite domains of characteristic \( p \) and dimension at most \( n \), and \( \mathcal{T}_n \) is the subset of all \( F \)-pure thresholds of principal ideals in such rings.
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The aforementioned result establishes that $\mathcal{T}_n = \overline{\mathcal{T}_n}$, where the right-hand side denotes the closure of $\mathcal{T}_n$ [BMS09, Theorem 1.2]. We prove the following analog for least critical exponents.

**Theorem 5.21.** $\mathcal{L}_n = \overline{\mathcal{L}_n}$.

In order to prove Theorem 5.21, we need the following lemma.

**Lemma 5.22.** If $\mathfrak{a}$ and $\mathfrak{b}$ are proper ideals of an $F$-finite regular local ring $(R, \mathfrak{m})$ and $\mathfrak{a} + \mathfrak{m}^q = \mathfrak{b} + \mathfrak{m}^q$, then $|\text{lce}(\mathfrak{a}) - \text{lce}(\mathfrak{b})| < 1/q$.

**Proof.** Corollary 5.11 applied to the containment $\mathfrak{b} \subseteq \mathfrak{a} + \mathfrak{m}^q$ implies that $\text{lce}(\mathfrak{b})$ is at most $\text{lce}(\mathfrak{a} + \mathfrak{m}^q) \leq \text{lce}(\mathfrak{a}) + \text{lce}(\mathfrak{m}^q) = \text{lce}(\mathfrak{a}) + 1/q$. Our claim follows from this, and the analogous statement when we reverse the roles of $\mathfrak{a}$ and $\mathfrak{b}$. $\square$

We are now ready to prove Theorem 5.21.

**Proof of Theorem 5.21.** Given an ideal $\mathfrak{a}$ of a regular $F$-finite domain $R$ of characteristic $p$, any maximal ideal $\mathfrak{m}$ containing $\mathfrak{a}^{[\text{lce}(\mathfrak{a})]}$ realizes $\text{lce}(\mathfrak{a})$, by Proposition 4.15, and $\text{crit}^\mathfrak{m}(\mathfrak{a}) = \text{crit}^\mathfrak{mR_m}(\mathfrak{a}R_m) = \text{crit}^\mathfrak{mR_m}(\mathfrak{a}R_m)$, by Proposition 4.6 and the fact that Frobenius powers commute with completion. Then by the Cohen Structure Theorem, $\mathcal{L}_n$ is the set of all least critical exponents of ideals in power series rings $\mathbb{k}[x] = \mathbb{k}[x_1, \ldots, x_r]$, where $r \leq n$, and $\mathbb{k}$ an $F$-finite field of characteristic $p$.

Given $f \in \mathbb{k}[x]$ and $d \in \mathbb{N}$, let $f_{\leq d}$ denote the truncation of $f$ up to degree $d$ (which can be considered in $\mathbb{k}[x]$). Fix generators $f_1, \ldots, f_t$ of $\mathfrak{a}$, and define $\mathfrak{a}_{\leq d} = (f_1_{\leq d}, \ldots, f_t_{\leq d})$. By the pigeonhole principle, $\mathfrak{a} + \mathfrak{m}^q = \mathfrak{a}_{\leq d} + \mathfrak{m}^q$ for $d \geq r(q-1)$. Hence the limit of the sequence $\text{lce}(\mathfrak{a}_{\leq d})$ is $\text{lce}(\mathfrak{a})$ by Lemma 5.22.

If $\langle x \rangle = \langle x_1, \ldots, x_r \rangle$ and $\mathfrak{a}_{\leq d} = (f_1_{\leq d}, \ldots, f_t_{\leq d})$ are ideals of $\mathbb{k}[x]$, we know that $\text{lce}(\mathfrak{a}_{\leq d}) = \text{crit}^\mathfrak{m}(\mathfrak{a}_{\leq d}) = \text{crit}^{\langle x \rangle}(\mathfrak{a}_{\leq d})$, again because Frobenius powers commute with completion. Since the sequence whose limit defines $\text{crit}^{\langle x \rangle}(\mathfrak{a}_{\leq d})$ agrees with the sequence defining the critical exponent with respect to $\langle x \rangle$ of the extension of $\mathfrak{a}_{\leq d}$ to the polynomial ring over the algebraic closure of $\mathbb{k}$, these critical exponents are equal. Hence we conclude that $\mathcal{L}_n \subseteq \overline{\mathcal{L}_n}$.

Since $\overline{\mathcal{T}_n} = \mathcal{T}_n$ [BMS09, Theorem 1.2], and $\overline{\mathcal{L}_n} = \mathcal{T}_n^\circ$ by Corollary 5.17, we conclude that $\mathcal{L}_n \subseteq \overline{\mathcal{L}_n} = \overline{\mathcal{T}_n} = \mathcal{T}_n \subseteq \mathcal{L}_n$, so that equality holds throughout. $\square$

**Remark 5.23.** Note that the proof of Theorem 5.21 yields the stronger statement

$$\mathcal{L}_n = \overline{\mathcal{L}_n} = \overline{\mathcal{T}_n} = \mathcal{T}_n.$$
6 Behavior as \( p \to \infty \)

In this section, we view Frobenius powers and critical exponents from the point of view of reduction to prime characteristic, with an eye towards establishing connections with certain invariants from birational geometry. To simplify our discussion, we only consider the local behavior of varieties in \( \mathbb{A}^n_r \) at a point, which we may assume to be the origin. Algebraically, this means that we focus on nonzero ideals in the localization of \( \mathbb{Q}[x_1, \ldots, x_n] \) at \( \mathfrak{m} = (x_1, \ldots, x_n) \).

Recall that the \textit{multiplier ideal} of \( \mathfrak{a} \subseteq \mathbb{Q}[x_1, \ldots, x_n] \) with respect to a nonnegative real parameter \( \tau \) is the ideal in \( \mathbb{Q}[x_1, \ldots, x_n] \) given by

\[
\mathcal{J}(\mathfrak{a}^{\tau}) = \{ h \in \mathbb{Q}[x_1, \ldots, x_n] : \text{div}(\pi^*h) \geq \tau Z - K_{\pi} \}
\]

where \( \pi : X \to \text{Spec}(\mathbb{Q}[x_1, \ldots, x_n]) \) is a log resolution of \( \mathfrak{a} \) with relative canonical divisor \( K_{\pi} \), and \( \mathfrak{a} \cdot \mathcal{O}_X = \mathcal{O}_X(-Z) \). We also recall that the \textit{log canonical threshold} of \( \mathfrak{a} \), denoted \( \lct(\mathfrak{a}) \), is the supremum of all \( \tau > 0 \) such that \( \mathcal{J}(\mathfrak{a}^{\tau}) \) is the unit ideal. We refer the reader to [BL04] for the basics of multiplier ideals and log canonical thresholds.

**Remark 6.1** (Reduction modulo a prime integer). Let \( \mathfrak{b} \subseteq \mathbb{Q}[x_1, \ldots, x_n] \) be an ideal generated by a set \( \mathcal{B} \) consisting of polynomials with integer coefficients. Given a prime \( p \), the \textit{reduction of \( \mathfrak{b} \) modulo \( p \)} is the ideal \( \mathfrak{b}_p \) generated by the image of \( \mathcal{B} \) in \( \mathbb{F}_p[x_1, \ldots, x_n] \), where \( \mathfrak{m}_p \) is the homogeneous maximal ideal of \( \mathbb{F}_p[x_1, \ldots, x_n] \). Note that, while the reductions \( \mathfrak{b}_p \) may depend on the choice of \( \mathcal{B} \), any two such choices will yield identical reductions once \( p \gg 0 \).

Our interest in the multiplier ideals of an ideal \( \mathfrak{a} \subseteq \mathbb{Q}[x_1, \ldots, x_n] \) stems from the fact that they are “universal test ideals” of the reductions \( \mathfrak{a}_p \). Indeed, it was shown in [Smi00, HY03] that if \( p \gg 0 \), then \( \tau(\mathfrak{a}_p^{\tau}) \) is contained in \( \mathcal{J}(\mathfrak{a}^{\tau})_p \) for all \( t > 0 \). Furthermore, if \( t > 0 \) is fixed, then the ideals \( \tau(\mathfrak{a}_p^{t}) \) and \( \mathcal{J}(\mathfrak{a}_p^{t}) \) agree whenever \( p \gg 0 \), with the precise bound on \( p \) depending on \( t \).

We record an important corollary of this remarkable result below.

**Remark 6.2.** If \( \mathfrak{a} \subseteq \mathfrak{b} \) are ideals in \( \mathbb{Q}[x_1, \ldots, x_n] \), then

\[
\lim_{p \to \infty} \text{crit}^{\mathfrak{b}_p}(\mathfrak{a}_p)
\]

exists, and equals \( \min\{t \in \mathbb{R}_{>0} : \mathcal{J}(\mathfrak{a}^{t}) \subseteq \mathfrak{b} \} \). Indeed, if we denote this minimum by \( \lambda \), then \( \mathcal{J}(\mathfrak{a}^{\lambda}) \subseteq \mathfrak{b} \), and we may choose an integer \( N_{\lambda} \) such that

\[
\tau(\mathfrak{a}_p^{\lambda}) = \mathcal{J}(\mathfrak{a}^{\lambda})_p \subseteq \mathfrak{b}_p
\]

for all \( p \geq N_{\lambda} \), which shows that the terms of the sequence \( \text{crit}^{\mathfrak{b}_p}(\mathfrak{a}_p) \) are at most \( \lambda \) whenever \( p \gg 0 \). Next, fix \( 0 < t < \lambda \), so that \( \mathcal{J}(\mathfrak{a}^{t}) \nsubset \mathfrak{b} \), which we restate in terms of quotients as \( (\mathcal{J}(\mathfrak{a}^{t}) + \mathfrak{b})/\mathfrak{b} \neq 0 \). It is well known (see, e.g., [HH99]) that the property of being nonzero is preserved under reduction mod \( p \gg 0 \), and so there exists an integer \( N_t \) such that \( \tau(\mathfrak{a}_p^{t}) = \mathcal{J}(\mathfrak{a}_p^{t}) \nsubset \mathfrak{b}_p \) for all \( p \geq N_t \). In particular, \( \text{crit}^{\mathfrak{b}_p}(\mathfrak{a}_p) > t \) if \( p \geq N_t \), which allows us to conclude that

\[
\lim_{p \to \infty} \text{crit}^{\mathfrak{b}_p}(\mathfrak{a}_p) = \lambda
\]
as desired. We also note the following special case of this result: If \( b \) is the maximal ideal of \( \mathbb{Q}[x_1, \ldots, x_n]_m \), then \( \text{fpt}(a_p) = \text{crit}^{b_p}(a_p) \), and so
\[
\lim_{p \to \infty} \text{fpt}(a_p) = \text{lct}(a).
\]

In the remainder of this section, we establish analogous results for Frobenius powers and critical exponents.

**Theorem 6.3.** Suppose \( a \) is an ideal of \( \mathbb{Q}[x_1, \ldots, x_n]_m \). If \( 0 < t < 1 \), then
\[
a_p^t = \tau(a_p^t) = J(a_p^t)
\]
for all \( p \gg 0 \), with the precise bound on \( p \) depending on \( t \).

**Proof.** Fix \( 0 < t < 1 \). Like test ideals and Frobenius powers, the multiplier ideals of \( a \) are locally constant to the right, and so we may fix \( 0 < \epsilon \ll 1 \) with \( J(a^t) = J(a^{t+\epsilon}) \). Having fixed both \( t \) and \( \epsilon \), it follows that
\[
\tau(a_p^t) = \tau(a_p^{t+\epsilon}) \quad (6.1)
\]
for all \( p \gg 0 \). However, if \( a \) (and hence each \( a_p \)) can be generated by \( m \) elements, then \( \frac{m-1}{p-1} < \epsilon \) for all \( p \gg 0 \), and so Proposition 3.22 tells us that
\[
\tau(a_p^{t+\epsilon}) \subseteq a_p^t \subseteq \tau(a_p^t)
\]
for all \( p \gg 0 \). Finally, comparing this with (6.1) we see that any two ideals appearing in either of these chains must agree. \( \square \)

**Theorem 6.4.** Consider ideals \( a \subseteq b \) in \( \mathbb{Q}[x_1, \ldots, x_n]_m \), and set
\[
\lambda = \lim_{p \to \infty} \text{crit}^{b_p}(a_p) = \min\{t \in \mathbb{R} : J(a^t) \subseteq b\}.
\]
If \( \lambda > 1 \), then \( \text{crit}^{b_p}(a_p) = 1 \) for all \( p \gg 0 \). Otherwise,
\[
\lim_{p \to \infty} \text{crit}^{b_p}(a_p) = \lambda.
\]

**Proof.** Suppose that \( a \) (and hence all \( a_p \)) can be generated by \( m \) elements. If \( \lambda > 1 \), yet \( \text{crit}^{b_p}(a_p) \neq 1 \) for infinitely many \( p \), then Corollary 4.10 implies that a subsequence of terms \( \text{crit}^{b_p}(a_p) \) converges to \( \lambda \), which is impossible, since the containment \( a \subseteq b \) implies that each such term is at most 1. If \( \lambda = 1 \), then Corollary 4.10 tells us that either \( \text{crit}^{b_p}(a_p) = 1 \), or \( \text{crit}^{b_p}(a_p) \) lies between two sequences that converge to \( \lambda = 1 \), and so \( \lim_{p \to \infty} \text{crit}^{b_p}(a_p) = 1 \). Finally, if \( \lambda < 1 \), then \( \text{crit}^{b_p}(a_p) \leq \text{crit}^{b_p}(a_p) < 1 \) for all \( p \gg 0 \), and we may once again invoke Corollary 4.10 to see that \( \lim_{p \to \infty} \text{crit}^{b_p}(a_p) = \lambda \). \( \square \)

**Remark 6.5.** Theorem 6.4 implies that if \( a \subseteq b \subseteq \mathbb{Q}[x_1, \ldots, x_n]_m \), then
\[
\lim_{p \to \infty} \text{crit}^{b_p}(a_p) = \min \left\{ 1, \lim_{p \to \infty} \text{crit}^{b_p}(a_p) \right\}.
\]
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Alternatively, this also follows from Theorem 6.3, and an argument modeled on that given in Remark 6.2. In any case, if \( b \) is the maximal ideal of \( Q[x_1, \ldots, x_n]_m \), then \( \text{lce}(a_p) = \text{crit}^b(a_p) \), and so

\[
\lim_{p \to \infty} \text{lce}(a_p) = \min\{1, \text{lct}(a)\}.
\]

The following is motivated by similar well-known questions surrounding the relationship between test ideals and multiplier ideals.

**Question 6.6.** Given an ideal \( a \) in \( Q[x_1, \ldots, x_n]_m \) with \( \text{lct}(a) \) at most 1, do there exist infinitely many primes \( p \) such that \( \text{lce}(a_p) = \text{lct}(a) \)? More generally, does there exist an infinite set of primes \( X \) for which \( a_{\mathbb{Z}_p} = \mathcal{J}(a^t)_p \) for all \( p \in X \) and \( t \) in the unit interval?

## 7 Computing Frobenius powers

In this section, we outline an algorithm that can be implemented to compute arbitrary rational Frobenius powers of ideals in polynomial rings.

Before proceeding, we point out that it is possible to effectively compute \([1/q]^{th}\) powers in a polynomial ring over a finite field. This has been implemented in the *Macaulay2* [GS] package *TestIdeals* [BBB⁺], and relies on the following proposition, which describes \( a^{[1/q]} \) in terms of the generators of \( a \).

**Proposition 7.1 ([BMS08, Proposition 2.5]).** Suppose \( R \) is free over \( R^q \), with basis \( \{\epsilon_1, \ldots, \epsilon_n\} \), and let \( a = \langle f_1, \ldots, f_s \rangle \) be an ideal of \( R \). Write each \( f_i \) as an \( R^q \)-linear combination of the basis \( \{\epsilon_1, \ldots, \epsilon_n\} \) as follows:

\[
f_i = \sum_{j=1}^n a_{ij}^q \epsilon_j,
\]

where \( a_{ij} \in R \). Then \( a^{[1/q]} = \langle a_{ij} | 1 \leq i \leq s, 1 \leq j \leq n \rangle \).

Let \( R \) be a polynomial ring over a finite field of characteristic \( p \). Let \( a \) be an ideal in \( R \), and \( t \) a nonnegative rational number. We now describe an algorithm for computing \( a^t \).

- If \( t \) is of the form \( k/p^b \) for some \( b \in \mathbb{N} \), then
  \[
a^t = (a^{[k]})^{[1/p^b]},
\]
  which can be computed using Proposition 7.1.

- Otherwise, \( t \) can be written in the form \( t = k/(p^c(p^c - 1)) \), for some \( c > 0 \).

- Set \( u = k/(p^c - 1) \), and note that, by Proposition 3.16(5),
  \[
a^t = (a^{[u]})^{[1/p^c]}.
\]
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• Write \( k = (p^e - 1)l + r \), with \( 0 \leq r < p^e - 1 \), and set \( v = r/(p^e - 1) \), so that \( u = l + v \). and \( a^{[u]} = a^{[l]}a^{[v]} \) by Corollary 3.17.

• For each \( e \geq 1 \), set

\[
v_e = \frac{r}{p^e} + \frac{r}{p^{2e}} + \cdots + \frac{1}{p^{ce}} = \frac{rp^{(e-1)c} + rp^{(e-2)c} + \cdots + r}{p^{ce}}.
\]

Note that \( v_e \searrow v \), so that \( a^{[v]} = a^{[v_e]} \) for \( e \gg 0 \). It remains to determine how large \( e \) needs to be.

• Let

\[
\mu = \min \{ e \geq 1 : a^{[v_e]} = a^{[v_{e+1}]} \}.
\]

To compute \( \mu \) efficiently, note that the ideals \( a^{[v_e]} \) can be computed recursively. Indeed, let \( n_e \) denote the numerator of \( v_e \), that is, \( n_e = rp^{(e-1)c} + rp^{(e-2)c} + \cdots + r + 1 \). Then

\[
a^{[v_{e+1}]} = (a^{[n_{e+1}]})^{[1/p^{(e+1)c}]} = (a^{[n_{e}+rp^{ec}]})^{[1/p^{(e+1)c}]}.
\]

Since the supporting base \( p \) digits of \( n_e \) and \( rp^{ec} \) are disjoint, \( a^{[n_{e}+rp^{ec}]} = a^{[n_{e}]}a^{[rp^{ec}]} \), so

\[
a^{[v_{e+1}]} = (a^{[n_{e}]}a^{[rp^{ec}]})^{[1/p^{(e+1)c}]} \]

\[
= \left( (a^{[n_{e}]}a^{[rp^{ec}]})^{[1/p^{ec}]} \right)^{[1/p^{c}]} \quad \text{by Lemma 3.8(4)}
\]

\[
= \left( (a^{[n_{e}]}(a^{[r]}a^{[v_{e}]})^{[1/p^{ec}]} \right)^{[1/p^{c}]} \quad \text{by Proposition 3.4(6)}
\]

\[
= (a^{[r]}(a^{[v_{e}]})^{[1/p^{ec}]} \quad \text{by Lemma 3.11}
\]

\[
= (a^{[r]}a^{[v_{e}]})^{[1/p^{c}]}.
\]

• The above recursion shows that \( a^{[v_{e}]} = a^{[v_{\mu}]} \), for all \( e \geq \mu \), so \( a^{[v]} = a^{[v_{\mu}]} \).

• In conclusion,

\[
a^{[t]} = (a^{[l]}a^{[v_{\mu}]})^{[1/p^{h}]}.
\]

We provide pseudocode for the above algorithm on the top of page 34.
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Algorithm 1: Computing rational Frobenius powers

Input: $a$, an ideal in a polynomial ring over a finite field $t$, a nonnegative rational number

Output: $a^{[t]}$

1. if $t = k/p^b$, for some $k, b \in \mathbb{N}$ then return $(a^{[k]})^{[1/p^b]}$
2. Write $t = \frac{k}{p^c - 1}$, with $b \in \mathbb{N}$ and $k, c \in \mathbb{N}_{>0}$
3. Divide $k$ by $p^c - 1$: $k = (p^c - 1)l + r$, where $0 \leq r < p^c - 1$
4. $c \leftarrow (a^{[r+1]})^{[1/p^c]}$
5. repeat
6. $b \leftarrow c$
7. $c \leftarrow (a^{[r]}b)^{[1/p^c]}$
8. until $c \subseteq b$
9. return $(a^{[l]}b)^{[1/p^b]}$
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