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We present a general scheme for implementing bi-directional quantum state transfer in a quantum swapping channel. Unlike many other schemes for quantum computation and communication, our method does not require qubit couplings to be switched on and off. The only control variable is the bias acting on individual qubits. We show how to derive the parameters of the system (fixed and variable) such that perfect state transfer can be achieved. Since these parameters vary linearly with the pulse width, our scheme allows flexibility in the time scales under which qubits evolve. Unlike quantum spin networks, our scheme allows the transmission of several quantum states at a time, requiring only a two qubit separation between quantum states. By pulsing the biases of several qubits at the same time, we show that only eight bias control lines are required to achieve state transfer along a channel of arbitrary length. Furthermore, when the information to be transferred is purely classical in nature, only three bias control lines are required, greatly simplifying the circuit complexity.

I. INTRODUCTION

Currently, there are several ways of moving data around in a quantum computer. While some methods transfer quantum states by moving them down a linear array of qubits, there are others which exploit the quantum property of entanglement for teleporting quantum states between distant qubits [1, 2]. Recently, Bose proposed a scheme for using an unmodulated and unmeasured spin chain as a channel for short distance quantum communication [3]. The quantum state to be transmitted is placed on a spin at one end of the chain and is propagated to a spin at the other end by evolution under a suitable time-dependent Hamiltonian, without any additional external control. This makes these spin chains appealing because achieving dynamical control of the interactions between qubits is often a problem encountered in quantum computer implementations [4, 5]. Moreover, for short-length chains, the fidelity of state transfer is close to unity. However, due to dispersion of the initial information over the entire length of the chain, as the length of the chain increases, the fidelity of state transfer substantially reduces. To overcome this problem, several schemes to achieve perfect state transfer have been proposed. One of these schemes uses spatially varying coupling constants to refocus the information at the receiving end of the chain [6-8]. Another method is to encode the information in low-dispersion Gaussian wave packets spread over several spins [9]. Very high fidelity can also be achieved in chains where the first and last qubits are only weakly coupled to the rest of the chain [10]. Conclusive state transfer is another promising method where parallel quantum channels are used, which in addition to providing high fidelity state transfer, are more robust to decoherence and non-optimal timing than the single chain schemes [11, 12].

The major advantage of using quantum spin chains for state transfer is their simplicity. However, since the state initialized to the first qubit of the chain propagates to the last qubit after a certain time duration governed by its evolution under the Hamiltonian, only a single state can be transferred at a time. This places a limit on the rate at which quantum information is transferred. In a quantum computer involving several qubits, transporting several states down a channel might be more efficient. In this paper, we present a scheme for transferring quantum information along a linear arrangement of qubits with nearest-neighbor interactions, whereby several quantum states can be transported at a time from one end of the wire to another. Since most proposals for solid-state implementations of a quantum computer use a one-dimensional line of qubits with nearest-neighbor interactions [13-22], our scheme can be used to implement a quantum wire in these applications.

As with the spin channels, we achieve state transfer without having to switch “on” and “off” the coupling between adjacent qubits. Recently, Zhou et al. devised a scheme for universal and scalable quantum computation without the need to tune the couplings between qubits [4]. Their method relies on the idea of computing with logical bits, which comprise several physical bits [23]. The coupling between the encoded qubits are effectively turned on and off by computing in and out of carefully designed interaction free subspaces analogous to decoherence free subspaces [24, 25]. Our scheme, unlike theirs, transfers the states of physical qubits and not of encoded qubits where state transfer is achieved by means of swap operations between adjacent qubits. In a one-dimensional arrangement of qubits with nearest neighbor interactions, each qubit is coupled to a qubit on either side of it. Therefore, when a gate operation is performed on a qubit, the evolution of the three-qubit system is governed by an $8 \times 8$ Hamiltonian matrix. We show how this Hamiltonian can be reduced to a $2 \times 2$ matrix describing the evolution of the “target” qubit only, by fixing the states of the two qubits coupled to it. The evolution of the target qubit can then be described as taking place in different two-dimensional subspaces of the eight-dimensional Hilbert space of the three qubits and this reduction technique can be used to solve for parameters (bias, tunneling and coupling) in order to realize swap operations between two adjacent qubits. The tunneling and coupling parameters obtained in our solutions are “fixed” parameters of the system; the only control parameter is the bias acting on individual qubits. We further show that by pulsing the bias on alternate qubits at the same time, only eight bias control lines are required for a quantum channel of arbitrary length.
Another advantage of our scheme is that the time scales under which qubits evolve are flexible and can, therefore, be adjusted to the requirements of the particular experimental realization. This is because the governing equations used to solve for the parameters are scalable and depending on the time duration of the applied bias pulse, the parameters can be scaled. One of the drawbacks of spin channels using constant coupling is that the time required for transfer is long compared to qubit decoherence times, making state readout and manipulation impossible using current experimental technology [26, 27]. By dynamically varying the coupling this problem can be solved as shown by Lyakhov and Bruder [28], in which they vary the coupling between the first and the last pair of qubits. In practical quantum computing applications, varying the coupling between qubits might not always be possible. For instance, in Josephson junction devices [29-36], the coupling is usually realized using a hard-wired capacitor or inductor which is fixed during fabrication and therefore, cannot be tuned during computation. Even though a number of variable coupling schemes [32, 34-36] have been devised, they are not completely satisfactory. Most of them require external controls making them major decoherence sources [32, 34], while others avoiding the use of external controls in their design are limited in the number of qubits that can be incorporated [35, 36]. Therefore, a scheme which allows state transfer without switching the couplings is very useful because, besides reducing decoherence, it simplifies the operation drastically.

II. QUANTUM SWAPPING CHANNEL

Consider a linear arrangement of qubits, Figure 1, where each qubit is represented as a circle. We assume weak coupling between the qubits and each qubit is coupled only to the qubits adjacent to it through the coupling terms, $\xi$, represented in the figure by square boxes. The coupling between adjacent qubits is a fixed parameter of the system. The only variable is the bias operating on individual qubits which will be pulsed between high and low values in order to achieve a quantum wire operation. We assume all the qubits are identical in having the same value for the tunneling parameter. In subsequent sections, we will show how to calculate the parameter values of the system, both fixed (coupling and tunneling) and variable (bias), such that a quantum wire operation is realized.

Quantum state transfer is achieved by swapping the states of adjacent qubits and thereby moving states along the line of qubits from one end to the other. Conventionally, a swap operation between two qubits comprises three Controlled-NOT (CNOT) gate operations. Previously [37], we have showed that a CNOT gate operation between two qubits can be realized in a single pulse operation by pulsing the bias on the target qubit only to a certain “low” value for a certain time duration. Figure 1 shows the sequence of CNOT pulses applied on two qubits, B and C, involved in a swap operation. The first CNOT pulse at time $t_1$ is applied to qubit B. Next, a CNOT pulse is applied to qubit C at time $t_2$ and finally a CNOT pulse is applied to qubit B again at time $t_3$. At the end of the third CNOT pulse, the states of qubits B and C are interchanged.

Since in our scheme the coupling between adjacent qubits is permanently “on”, qubits A and D are always coupled to qubits B and C, respectively. Since qubits A and D can be in any arbitrary quantum state, the evolution of the two-qubit system comprising qubits B and C depends on the states of qubits A and D and will vary as the states of these two qubits vary. The question arises whether the system comprising qubits B and C can be isolated from qubits A and D without having to switch off the coupling between qubits A and B and between qubits C and D. One approach is to initialize qubits A and D to the $|0\rangle$ state. This will allow us to exactly account for the effect of the coupling term between qubits A and B (C and D) as we will subsequently show.

Suppose the system of three qubits A, B and C is described by the following $8 \times 8$ Hamiltonian:
\[
H = \Delta \sigma_{xA} + \Delta \sigma_{xB} + \Delta \sigma_{xC} + \varepsilon_A \sigma_{zA} + \varepsilon_B \sigma_{zB} + \varepsilon_C \sigma_{zC} + \xi_{AB} \sigma_{zA} \sigma_{zB} + \xi_{AC} \sigma_{zA} \sigma_{zC} + \xi_{BC} \sigma_{zB} \sigma_{zC}
\]

where \( \Delta \) is the tunneling parameter of a qubit, \( \varepsilon_A, \varepsilon_B \) and \( \varepsilon_C \) are the biases acting on qubits A, B and C, respectively, \( \xi_{AB} \) and \( \xi_{BC} \) are the coupling constants between qubits A and B and between qubits B and C, respectively, which are each equal to “\( \xi \)” (Fig. 1), \( \sigma_{zA}, \sigma_{zB} \) and \( \sigma_{zC} \) are the Pauli spin matrices for qubits A, B and C, respectively. Note that we have not considered qubit D in the system. This is because under a CNOT gate operation we will be varying the bias only on the target qubit (B in this case) which is coupled only to two qubits (A and C). As shown in [37], by maintaining high biases on qubits A and C whereby their states are “fixed”, the \( 8 \times 8 \) matrix as given by Eq. (1) can be reduced to a \( 2 \times 2 \) matrix describing the evolution of the target qubit B:

\[
H_B = \Delta \sigma_{x} + (\varepsilon_B \pm \xi_{BC} + \xi_{AB}) \sigma_{z}
\]

The coupling term \( \xi_{BC} \) either adds or subtracts from the bias term \( \varepsilon_B \) depending on whether the control qubit C is in the \( |0 \rangle \) or \( |1 \rangle \) state, respectively. This is because the expectation value of the \( \sigma_{zC} \) operator in the subspace of qubit B is +1 or -1 depending on whether qubit C is in the \( |0 \rangle \) or \( |1 \rangle \) states, respectively. Since we initialized qubit A to the \( |0 \rangle \) state, the expectation value of the \( \sigma_{zA} \) operator in the subspace of qubit B is always +1. Therefore, the coupling term \( \xi_{AB} \) always adds to the bias term \( \varepsilon_A \).

Starting in an initial state, say \( |0 \rangle \), the probability of qubit B in the \( |1 \rangle \) state can be written as an oscillatory function in terms of the parameters \( \Delta \) (tunneling) and \( \varepsilon_B \) (bias) as follows [37]:

\[
P_{|1\rangle} = X - Y \cos(2\pi ft),
\]

where the offset \( X \), the amplitude \( Y \) and the frequency \( f \) of probability oscillation are given as:

\[
\text{Offset}, \quad X = \left( \frac{1}{2} - \frac{(\varepsilon \pm \xi + \varepsilon)^2}{2(\Delta^2 + (\varepsilon \pm \xi + \varepsilon)^2)} \right),
\]

\[
\text{Amplitude}, \quad Y = \frac{\Delta^2}{2(\Delta^2 + (\varepsilon \pm \xi + \varepsilon)^2)},
\]

\[
\text{Frequency}, \quad f = 2\sqrt{\Delta^2 + (\varepsilon \pm \xi + \varepsilon)^2},
\]

Here, we have replaced the bias term \( \varepsilon_B \) with \( \varepsilon \) and the terms \( \xi_{AB} \) and \( \xi_{BC} \) by \( \xi \). We have chosen a basis where the Planck’s constant is normalized to 1. From Eq. (6), there will be two frequencies of oscillation for the probability function. By making the bias term equal to zero, these two frequencies of oscillation will be given by:

\[
f_1 = 2\sqrt{\Delta^2 + 4\xi^2}
\]

\[
f_2 = 2\sqrt{\Delta^2} = 2\Delta
\]

The frequencies \( f_1 \) and \( f_2 \) correspond to the cases when the control qubit C is in the \( |0 \rangle \) and \( |1 \rangle \) states, respectively. Under a CNOT gate operation, we require that the target qubit flip its state when the control qubit is in the \( |1 \rangle \) state and that the target qubit remain in its state when the control qubit is in the \( |0 \rangle \) state. Given a time step, \( T \), of pulse operation, we therefore require frequency \( f_1 \) to correspond to an integer multiple of complete oscillations and frequency \( f_2 \) to correspond to an odd integer multiple of half-cycle oscillations [37]. Under these conditions, for a chosen time step \( T \), using the conditions imposed on frequencies \( f_1 \) and \( f_2 \) to realize a CNOT gate, we have a system of two equations in two unknown parameters, \( \Delta \) and \( \xi \) as follows:

\[
f_1 = 2\sqrt{\Delta^2 + 4\xi^2} = \frac{M}{T},
\]

\[
f_2 = 2\Delta = \frac{(2N + 1)\pi}{2T}
\]

where \( M \) and \( N \) are integers. The parameters, \( \Delta \) and \( \xi \), can therefore be solved for and these form the fixed parameters of the system. For instance, for a time step of 10ns, we obtain values of 25 GHz and 21.65 MHz for the tunneling and coupling, respectively, which are experimentally realizable values for rf-SQUIDs [37]. Recall that we had previously chosen the value of the bias, \( \varepsilon \), to be zero. Therefore, when we apply a pulse to the target qubit, the bias on it will be pulsed from a high value to zero and will be maintained at this value for the entire time step, \( T \). We call this zero-bias pulse a CNOT pulse. The high value of the pulse can be arbitrarily chosen as long as it is sufficiently higher than the tunneling parameter, \( \Delta \). It is important to note that these parameters which we solve for using Eqs. (9) and (10) will realize a CNOT gate operation between the two adjacent qubits B and C in a three-qubit coupled system of qubits A, B and C, provided the state of qubit A is “fixed” to the \( |0 \rangle \) state. Also, instead of choosing a time step \( T \), we can choose a value for the tunneling parameter (or the coupling) depending upon the physical system under consideration and solve for the time step \( T \) and the coupling (or the tunneling).

Therefore, by fixing the state of qubit A, we are able to realize a CNOT gate operation in a three qubit system analogous
to realizing such a gate operation in a two qubit system. We introduce the term “sacrificial” qubit for qubits like A whose state is known (fixed to the $|0\rangle$ state) and therefore, whose presence can be accounted for in solving for the system parameters.

Next, when a CNOT pulse (“zero” bias pulse) is applied to qubit C, with qubit B as the control, qubit D will be treated as a sacrificial qubit by initializing its state to the $|0\rangle$ state. The key point to observe is that when a swap operation is performed between any two qubits, the qubits adjacent to them must be initialized to the $|0\rangle$ state and therefore, treated as sacrificial qubits. In the next section, we will describe an efficient scheme for implementing the quantum swapping channel making use of sacrificial qubits in our design.

The parameters derived for realizing a CNOT gate operation using our scheme in fact realizes the CNOT gate modulo a phase shift. When the control qubit is in the $|0\rangle$ and $|1\rangle$ states, phase shifts of $\pi$ and $-\pi/2$, respectively, are introduced. The following transformations occur under the CNOT gate operation:

$$|00\rangle \rightarrow \exp(i\pi |00\rangle ; |01\rangle \rightarrow \exp(i\pi |01\rangle ;$$

$$|10\rangle \rightarrow \exp(-i\pi/2 |11\rangle ; |11\rangle \rightarrow \exp(-i\pi/2 |10\rangle . \quad (11)$$

Therefore, each swap operation introduces additional phases on the quantum states being swapped. If at the end of the swapping channel, the quantum data is being measured this additional phase would not be of any consequence. However, if the quantum states transported down the swapping channel are to be used for quantum computing making use of quantum properties like interference, the additional phases would affect the computation. It will, thus, become important to devise a scheme for either eliminating these phases or accounting for them. We will show how the scheme implemented by us in the next section totally eliminates any phases by the time a quantum state reaches the end of the swapping channel.

### III. IMPLEMENTING THE QUANTUM SWAPPING CHANNEL

In the previous section, we stated that when two neighboring qubits are involved in a swap operation, the qubits adjacent to them must be treated as sacrificial qubits with their states initialized to the $|0\rangle$ state. Therefore, the role of sacrificial qubits is not fixed to certain qubits in the design. Depending on where swap operations are performed, different qubits will be assigned the role of sacrificial qubits.

Figure 2 shows a design scheme for implementing a quantum swapping channel where only five qubits have been considered to demonstrate the operation. Following usual conventions in the literature, each of the five horizontal lines represents a wire carrying a single qubit and time goes from left to right. The qubits have been labeled on the left hand side of each horizontal line. The states of the qubit before and after an operation is performed on it are represented above the line corresponding to the qubit. The two x-marks connected by a vertical line represent a swap operation (3 CNOT pulses) and the rectangular box with $|D_i\rangle$ written in it represents an initialization of the qubit to the arbitrary quantum state $|D_i\rangle$. The rectangular box with R written in it represents reading out the state of the qubit and re-initializing it to the $|0\rangle$ state.

Suppose that initially the states of the qubits IN through OUT are $|D_0\rangle$, $|0\rangle$, $|0\rangle$, $|D_0\rangle$, $|0\rangle$, respectively, where $|D_0\rangle$ and $|D_1\rangle$ are arbitrary quantum states and represent data being transmitted along the wire. (In a practical implementation, all the qubits except IN will be initialized to the $|0\rangle$ state and qubit IN will be prepared in an arbitrary quantum state $|D_0\rangle$. By performing successive swap operations in the sequence shown in Fig. 2, the system eventually will evolve to the state $|D_1\rangle$, $|0\rangle$, $|0\rangle$, $|D_0\rangle$, $|0\rangle$. We have not showed these initial operations here due to space considerations). Swap operations are performed between qubits IN and A and between qubits C and OUT. Notice that qubit B acts as a sacrificial qubit since it is in the $|0\rangle$ state. Each swap operations comprise three CNOT pulses (Fig. 1) where the bias on the target qubit is pulsed to zero for a time step $T$. In this case, the first pulse is applied to qubits IN and C, the second pulse is applied to qubits A and OUT and the third pulse is applied to qubits IN and C again. The states of qubits IN through OUT after the swap operation are $|0\rangle$, $|D_1\rangle$, $|0\rangle$, $|0\rangle$ and $|D_0\rangle$, respectively. Notice that the state of qubit OUT is available for read-out, and after being read, it is re-initialized to the $|0\rangle$ state. Simultaneously, swap operations are performed between qubits A and B with qubits IN and C acting as sacrificial qubits. The states of the qubits IN through OUT after these operations are $|0\rangle$, $|0\rangle$, $|D_1\rangle$, $|0\rangle$ and $|0\rangle$, respectively. Next, a swap operation is performed between qubits B and C with qubits A and OUT acting as sacrificial qubits. Simultaneously, qubit IN is prepared in the next input state, $|D_2\rangle$. The states of the qubits IN through OUT now are $|D_2\rangle$, $|0\rangle$, $|0\rangle$, $|D_1\rangle$ and $|0\rangle$, respectively. This process of performing swap operations on qubits, each time treating the qubits adjacent to them not involved in the swap as sacrificial qubits, is carried on in order to realize a quantum swapping channel. Notice that, unlike the others, qubits IN and OUT are each coupled to a single qubit. Therefore, under a CNOT gate operation when either of these two qubits function as targets, the bias on them is not pulsed to zero, but to a value equal to the coupling term, $\xi$, as described in Reference [37]. In other words, a usual two-qubit CNOT gate is realized when either of these two qubits act as target qubits.

In our scheme, we are assuming that the time taken to prepare qubit IN in a given quantum state $|D_0\rangle$, the time taken to read out the state of qubit OUT and to initialize it to the $|0\rangle$ state...
is comparable to the time taken to do a swap operation. This assumption can be supported by the fact that the parameter values for which a CNOT gate is realized vary linearly with the time step. For instance, if the time step were changed from 10ns to 100ns, the values of \( \Delta \) and \( \zeta \) would change from 25 MHZ and 21.65 MHZ to 2.5 MHZ and 2.165 MHZ, respectively. Therefore, for a particular experimental realization the parameters can be appropriately scaled depending on the time step under consideration.
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**Fig. 2.** Pulsed bias sequences on a linear arrangement of five qubits IN, A, B, C and OUT, comprising a quantum wire. Each of the five horizontal lines represents a wire carrying a single qubit and time goes from left to right. The qubits have been labeled on the left hand side of each horizontal line. The states of the qubit before and after an operation is performed on it are represented above the line corresponding to the qubit. The two x-marks connected by a vertical line represent a swap operation (3 CNOT pulses) and the rectangular box with \( |D\rangle \) written in it represents an initialization of the qubit to the state \( |D\rangle \), which is an arbitrary quantum state. The box with R represents reading out the state of the qubit and re-initializing it to the \( |0\rangle \) state. Note that in our design implementation scheme, only eight bias control lines are required, taking into account that each swap operation requires two control lines and qubits IN and OUT require separate bias control lines since the bias on these qubits is pulsed to the value of the coupling term and not to zero.

At the end of the previous section, we mentioned how additional phases are introduced in the quantum states being swapped as a result of each gate operation realizing the CNOT gate modulo a phase shift (Eq. (11)). We show here how our scheme allows us to cancel out all phases by the time a particular quantum state is transported to the end of the channel. Suppose the initial state \( |D\rangle \) in Fig. 2 is an arbitrary quantum state \( \alpha|0\rangle + \beta|1\rangle \) where \( |\alpha|^2 + |\beta|^2 = 1 \). Under the first swap operation, 3 CNOT pulses are applied to qubits IN, A and IN, respectively. The equations below show the transformation of the two qubits along with the phases introduced as given by Eq. (11) where the first and second qubits represent qubits IN and A, respectively.

\[
\begin{align*}
\alpha|00\rangle + \beta|10\rangle & \rightarrow \exp(i\pi)\alpha|00\rangle + \exp(-i\frac{\pi}{2})\beta|11\rangle \\
& \rightarrow \exp(i\pi + i\pi)\alpha|00\rangle + \exp(-i\frac{\pi}{2} - i\frac{\pi}{2})\beta|01\rangle \\
& \rightarrow \exp(i\pi + i\pi)\alpha|00\rangle + \exp(-i\frac{\pi}{2} - i\frac{\pi}{2} + i\pi)\beta|01\rangle \\
& = \exp(i\pi)\alpha|00\rangle + \beta|01\rangle = |0\rangle(\exp(i\pi)\alpha|0\rangle + \beta|1\rangle)
\end{align*}
\]

(13)

From Eq. (13) it is clear that only the \( |0\rangle \) state of the quantum state \( \alpha|0\rangle + \beta|1\rangle \) picks up an additional phase of \( \pi \). Therefore, if even numbers of swap operations are performed in transferring the state from qubits IN to OUT, the quantum state \( \alpha|0\rangle + \beta|1\rangle \) can be exactly transported down the swapping channel without introducing an additional relative phase between the \( |0\rangle \) and \( |1\rangle \) states. This is possible if the swapping channel is built using an odd number of qubits. In Fig. 2, we use 5 qubits whereby 4 swap operations are performed on a quantum state in transporting it from qubits IN to OUT.

It is worth pointing out that in our design implementation scheme, only eight bias control lines are required, taking into account that each swap operation requires two control lines and qubits IN and OUT require separate bias control lines since the bias on these qubits is pulsed to the value of the coupling term and not to zero. We always require only eight bias control lines, no matter how many qubits are involved in the design of the quantum wire, assuming at least 5 qubits are used. This is, therefore, an efficient implementation since the number of control lines is minimal. Moreover, due to symmetry of the architecture, the quantum swapping channel is bi-directional.

When the data states to be transferred down the line of qubits are purely classical in nature, i.e., the qubits are always only in one of the two basis states, \( |0\rangle \) or \( |1\rangle \), the number of gate operations can be further reduced. In this case, we can move the qubit states from one end of the channel to the other by copying
the state of the preceding qubits onto the qubit adjacent to it. This is because the no-cloning theorem [38] only forbids the copying of arbitrary quantum states and not the copying of a qubit in a known state. In the next section, we show how the number of gate operations can be reduced in transmitting only basis states down the line of qubits. Moreover, we show that only three bias control lines are required in this case.

IV. MOVING CLASSICAL DATA

Figure 3 shows a schematic of the quantum wire shown in Fig. 1 with the qubits renamed as IN, A1, B1, …, AN, BN, OUT (There are 2N+2 qubits in all, where N is an integer). As before, the quantum wire operation is performed by applying a sequence of bias pulses. However, in this case, only three bias lines φ1, φ2 and φ3 are required (Fig. 3) instead of eight. Bias line φ1 is connected to the bias lines of the N qubits A1, A2, …, AN, while bias line φ2 is connected to the bias lines of the N qubits B1, B2, …, BN. The clock pulses φ1 and φ2 only differ in phase and the qubits they are applied to. Bias line φ3 is used to pulse the bias on the output qubit OUT to move data out of the wire and is simultaneously applied with φ1.

![Fig. 3. Quantum wire using a linear arrangement of qubits IN through OUT similar to Fig. 1. Data is entered for a shift operation by preparing qubit IN in the desired state of the preceding qubit onto the qubit to which a pulse is applied. We call this pulse a COPY pulse which constitutes the pulse applied using bias lines φ1 and φ2. Table I shows a general state table of the system of three qubits (in this case, IN, A1 and B1) before and after a COPY pulse is applied to the target qubit A1. Note that the initial states of qubits A1 and B1 are the same. This is because prior to the application of a COPY pulse to qubit A1, a COPY operation was performed on qubit B1 where the state of qubit A1 was copied to it, assuming the direction of shift of data states is from left to right. From the table we can see that under a COPY pulse, the target qubit flips its state only when both the control qubits adjacent to it are in opposite states. When the two control qubits are in the same state, the target qubit does not change its state.

TABLE I. State table showing the states of qubits IN, A1 and B1, before and after a COPY pulse is applied to qubit A1. Both qubits A1 and B1 are initially in the same state (|0⟩ or |1⟩). On applying a COPY pulse to qubit A1, it flips its state only when qubits IN and B1 are in opposite states.

| Initial states | Final states |
|----------------|--------------|
| IN  A1  B1     | IN  A1  B1   |
| 0  0  0       | 0  0  0     |
| 0  1  1       | 0  0  1     |
| 1  0  0       | 1  1  0     |
| 1  1  1       | 1  1  1     |

As described in Section II, by maintaining a high bias on the two qubits IN and B1, the 8 × 8 Hamiltonian describing the evolution of qubits IN, A1 and B1 which is of the form of Eq. (1) can be reduced to a 2 × 2 matrix describing the evolution of qubit A1 only. The reduced 2 × 2 Hamiltonian matrix for the target qubit A1 interacting with the two control qubits, IN and B1, can therefore be written as

\[ H_{\text{nl}} = \Delta \sigma_x + \Sigma \sigma_z \quad \text{with} \quad \Sigma = \epsilon \pm \xi \pm \bar{\epsilon} \]

(12)

where Σ is the effective bias acting on the target qubit as a result of the coupling terms either adding or subtracting from the bias applied to the target qubit A1, depending on the states of the two adjacent qubits, IN and B1. Note here that both qubits IN and B1 function as controls and neither acts as a sacrificial qubit. Analagous to Eq. (3), the probability of the target qubit in the |1⟩ state can be written as an oscillatory function of time with three different frequencies of oscillation (as a result of the three different effective biases). The three frequencies of oscillation are:

\[ f_1 = 2\sqrt{(\Delta^2 + (\epsilon + 2\xi)^2)}, \quad f_2 = 2\sqrt{(\Delta^2 + \epsilon^2)}, \quad \text{and} \]

\[ f_3 = 2\sqrt{(\Delta^2 + (\epsilon - 2\xi)^2)}, \]

(13)
where $f_1$ and $f_2$ correspond to the cases when both qubits IN and B$_1$ are in the $|0\rangle$ and $|1\rangle$ states, respectively, and $f_2$ corresponds to the case when they are in opposite states. By choosing the bias term equal to zero during the COPY pulse, we can have two frequencies of oscillation as follows:

$$f_1 = 2\sqrt{\left(\Delta^2 + 4\xi^2\right)},$$  \hspace{1cm} (14)$$

$$f_2 = 2\Delta.$$ \hspace{1cm} (15)

These are the same frequencies given by equations (7) and (8) even though the interpretations of these frequencies under the two cases are different. In this case, frequencies $f_1$ and $f_2$ correspond to the frequencies of oscillation when the control qubits are in the same state and in opposite states, respectively. Therefore, if $T$ is the time duration for which the COPY pulse is applied to qubit A$_1$, frequency $f_2$ must be chosen such that an odd integer number of half cycles is realized within the time step, $T$. This will cause the target qubit to flip its state when the two control qubits are in opposite states, in accordance with Table I. When the control qubits are in the same state, we require qubit A$_1$ to maintain its state. Therefore, frequency $f_1$ must be chosen to correspond to an integer number of complete oscillation cycles, within the time step $T$ of the pulse operation. Notice that we have arrived at the same conditions to be satisfied for frequencies $f_1$ and $f_2$ as that required for implementing a quantum swapping channel in Section II. Therefore, the same parameters used to realize a CNOT pulse can be used to realize a COPY pulse within the same time step. Similar to a CNOT pulse when a COPY pulse operation is performed on qubit A$_1$, its bias is pulsed to “zero” for a time step $T$.

To copy the state of qubit B$_1$ onto qubit OUT, qubit OUT is first initialized to the $|0\rangle$ state and then a CNOT gate operation is performed between qubits B$_1$ and OUT with qubit OUT as the target. As mentioned in Section II, the bias on qubit OUT is pulsed to a value equal to the coupling parameter, $\xi$, between the two qubits for the same time step $T$ [37]. This bias pulse is applied to qubit OUT using bias line $\phi_3$ and we call it the READ-OUT pulse. The state of qubit OUT is now available for read-out and once it is read, qubit OUT is re-initialized to the $|0\rangle$ state before the next CNOT gate operation can be performed.

To demonstrate the classical wire operation, consider as an example a system of six qubits IN, A$_1$, B$_1$, A$_2$, B$_2$ and OUT, in an arrangement similar to that shown in Fig. 3. Figure 4 shows the pulse sequences on each of the five qubits, A$_1$ through OUT. Black solid dots and crosses are used to represent qubits acting as controls and targets, respectively, during a pulse operation. Each target qubit is only affected by the control qubit/s adjacent to it since we are only assuming nearest-neighbor interactions in our design. Note that the states of all the qubits, targets as well as controls, are depicted after a pulse is applied.

Fig. 4. Pulsed bias sequences to achieve a classical wire operation in an architecture comprising only six qubits, IN, A$_1$, B$_1$, A$_2$, B$_2$ and OUT. Each qubit is represented as a line and time goes from left to right. Alternate qubits are pulsed simultaneously. This reduces the number of control lines required to implement the operation. Vertical lines with dots and crosses represent pulses. During a pulse operation, control qubits are represented as dots and target qubits by crosses. Each target qubit is only affected by the control qubit/s adjacent to it. The state of each qubit after a pulse is applied is represented as $|D_i\rangle$ on the line corresponding to the qubit.
At the start of the shift operation, all the qubits \( A_1 \) through \( \text{OUT} \) are initialized to the \( |0\rangle \) state. Qubit \( \text{IN} \) is initialized to the data state \( |D_0\rangle \) which can be either of the two basis states. Now, the biases on qubits \( A_1, A_2 \) and \( \text{OUT} \) are simultaneously pulsed by applying a COPY pulse to bias line \( \phi_1 \) and a READ-OUT pulse to bias line \( \phi_3 \). From Fig. 3, we can see that after these pulses (\( \phi_1 \) and \( \phi_3 \)) are applied, the states of qubits \( \text{IN}, B_1 \) and \( B_2 \) are copied onto qubits \( A_1, A_2 \) and \( \text{OUT} \), respectively. Next, a COPY pulse is applied to bias line \( \phi_2 \), at the end of which the states of qubits \( A_1 \) and \( A_2 \) are copied onto qubits \( B_1 \) and \( B_2 \), respectively. Also, while pulse \( \phi_2 \) is applied, qubit \( \text{IN} \) is simultaneously prepared in the new state \( |D_1\rangle \) as depicted by a box with the state “\( |D_1\rangle \)” in it. The process of applying pulses \( \phi_1 \) and \( \phi_3 \) simultaneously and then applying pulse \( \phi_2 \) is carried out sequentially to realize a classical wire operation. Note that after the third sequence of pulses is applied (a pulse sequence comprises a simultaneous application of pulses \( \phi_1 \) and \( \phi_3 \) followed by an application of pulse \( \phi_2 \)), qubit \( \text{OUT} \) is in the state \( |D_0\rangle \), the first data state transferred out of the channel. This is now available for read-out after which qubit \( \text{OUT} \) is re-initialized in the \( |0\rangle \) state. In general, if the channel comprises \( 2N \) qubits, the first state qubit \( \text{IN} \) is prepared in is available for read-out after \( N \) sequences of clock pulses.

While the quantum swapping channel described in Section III can be used to move classical data, the scheme described in this section presents a better option. This is because unlike a swap operation which requires three CNOT pulses, a copy operation can be achieved in a single pulse. Also, only three bias control lines are required in this scheme as compared to the swapping channel where a minimum of eight lines are required. Therefore in moving classical data in a quantum computer, the scheme described in this section is more efficient. Transporting classical data using qubits will become essential when dealing with architectural issues of a heterogeneous quantum/classical computer as that discussed by Jonker and Han in [39].

In our scheme we have assumed that qubits tied to a common bias line are all identical, having the same parameter values. In other words, we have not taken into account the effect of errors due to slight mismatch of parameters during fabrication. Moreover, we have assumed ideal pulses in our derivations. It will be interesting to study the effect of mismatches in parameters, of finite rise and fall times, and of decoherence due to classical control on state transfer using this scheme. The design challenges to be addressed due to propagation of errors as a result of these mismatches will be pursued as a future work.

V. CONCLUSION

We have shown in this paper a general approach for achieving state transfer in a quantum swapping channel without having to switch the coupling “off” between adjacent qubits. State transfer is achieved by varying the biases on individual qubits. However, since the biases of several qubits are pulsed at the same time, we require only eight bias control lines for a channel of arbitrary length. Therefore, the scheme is efficient. Furthermore, we also show that the number of bias control lines can be reduced from eight to three when the data to be transported is classical in nature. The main advantage of our scheme is that the time scales under which qubits evolve are flexible and, therefore, can be adjusted to the requirements of the particular experimental realization. This is because the governing equations used to solve for the parameters are scalable and depending on the time duration of the applied bias pulse, the parameters can be scaled. Moreover, transfer of quantum information is not restricted to a single state in our scheme and several qubits can be transported at the same time. This is because we do not wait for the state to evolve under the system Hamiltonian from the first qubit to the last along the chain as is the case in quantum spin chains.
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