A vehicle routing problem for biological sample transportation in healthcare: mathematical formulations and a metaheuristic approach
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Abstract

In this paper, a real-world transportation problem is addressed, concerning the collection and the transportation of biological sample tubes from sampling points to a main hospital. Blood and other biological samples are collected in different centers during morning hours. Then, the samples are transported to the main hospital, for their analysis, by a fleet of vehicles located in geographically distributed depots. Each sample has a limited lifetime and must arrive to the main hospital within that time. If a sample cannot arrive to the hospital within the lifetime, either is discarded or must be processed in dedicated facilities called Spoke Centers.
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Two Mixed Integer Linear Programming formulations and an Adaptive Large Neighborhood Search (ALNS) metaheuristic algorithm have been developed for the problem. Computational experiments on different sets of instances based on real-life data provided by the Local Healthcare Authority of Bologna, Italy, are presented. A comparison on small instances with the optimal solutions obtained by the formulations shows the effectiveness of the proposed ALNS algorithm. On real-life instances, different batching policies of the samples are evaluated. The results show that the ALNS algorithm is able to find solutions in which all the samples are delivered on time, while in the real case about the 40% of the samples is delivered late.
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1 Introduction

The transportation problem addressed in this paper arises from a real-world healthcare application, concerning the collection and transportation of biological sample tubes from sampling points to a main laboratory. More specifically, the problem arises from the Local Healthcare Authority of Bologna, Italy, and basically consists in collecting and routing blood and other biological samples from different draw centers to the “Laboratorio Unico Metropolitano”, hereafter called HUB, which is the central laboratory where all samples are analyzed.

Blood and other biological samples are drawn from patients in different centers during morning hours, and are transported to the main hospital to be analysed, by a fleet of vehicles located in geographically distributed depots. Given the small sample dimension, vehicles have no capacity restriction. Each sample has a limited lifetime and must be delivered to the main hospital within
that time. If a sample cannot arrive to the HUB within the lifetime, either is discarded or must be stabilized. The stabilization process can be performed in dedicated facilities called Spoke Centers or Spokes, and provides the samples with an extra lifetime, useful for their on time delivery. Each sample can be stabilized at most once. Samples stabilized at spoke centers can be transferred from a vehicle to another. In fact, vehicle delivering samples at a spoke center can either wait until the end of the stabilization process or depart after dropping the samples off. Then, the same or another vehicle will pick up the samples after the end of their stabilization.

The overall objective of the problem is to minimize the total travelled distance while fulfilling the lifetime requirements of all the samples. In fact, real historical data provided by the Local Healthcare Authority of Bologna, Italy, show that about the 40% of the samples is delivered late (i.e., after the lifetime) at the main hospital, each day.

The problem has been first addressed in [1, 5]. In [1], the problem is mathematically modeled, while in [5] a simple metaheuristic method is presented based on the Adaptive Large Neighborhood Search (ALNS) framework, proposed by Ropke and Pisinger in [15].

The main contributions of this paper are listed below.

(a) A relevant healthcare transportation problem coming from a real-life application is addressed and solved. More specifically, the problem can be formulated as a new variant of the Vehicle Routing Problem with the following new features: 
   i) Each transportation request has a limited lifetime and must be delivered within that time to the HUB; 
   ii) Specific locations exist (i.e., the spokes), devoted to provide extra-lifetimes to the requests; 
   iii) At the spokes, requests can be transferred from a vehicle to another.

(b) Two Mixed Integer Linear Programming (MILP) formulations are developed able to model all the
characteristics of the addressed problem.

(c) A metaheuristic algorithm based on the Adaptive Large Neighborhood Search framework is proposed, able to solve real-life instances of the problem. The ALNS algorithm is a completely new version of the algorithm proposed in [5]. More specifically, while in [5] spokes were not used during the search process (but only inserted by a post processing procedure at specific algorithm steps), the new algorithm has been designed to handle spokes and sample stabilization at each iteration of the search. Furthermore, the new algorithm has been enriched by a number of new procedures that can be used during the destruction and the repair phases of the solutions.

(d) A study is presented to evaluate different grouping policies for managing samples. The aim of this study is to face with the high dimension of the real instances, in which hundreds of samples must be delivered on time each day. The study allows to assess what are the policies yielding the best solutions (i.e., able to deliver all samples on time with smallest traveled distance) in reasonable computational times.

A computational campaign on different sets of instances based on real-life data is presented. A comparison between the solutions obtained with the MILP formulations and the developed ALNS metaheuristic on small instances, shows the effectiveness of the proposed algorithm, able to find optimal solutions in short time, in almost all the cases. Furthermore, the algorithm is able to attain solutions in which all samples are delivered on time in real-life instances, while, as stated, real historical data provided by the Local Healthcare Authority of Bologna, show that on average about 40% of the samples is delivered late.

The paper is organized as follows. In Section 2, we review results from the literature. In Section 3, a detailed description of the problem is presented. In Section 4, two MILP formulations are presented
for the problem. Section 5 describes the adaptive large neighborhood search algorithm used to solve real-life instances of the problem. The description of the real-life data and the computational results are reported in Section 7. Finally, conclusions are gathered in Section 8.

2 Literature review

The problem addressed in this paper can be modeled as a variant of the Multi-depot Vehicle Routing Problem (VRP). In the literature, many VRPs and Dial-a-Ride problems have been solved in healthcare contexts for optimizing transportation services [6, 9, 4, 19]. Furthermore, several works exist that address blood sample collection problems [6, 7, 8, 17, 16]. In [6], a transportation problem originating from the blood collection process of the Austrian Red Cross blood program is addressed. The problem is modeled as a vehicle routing problem with multiple interdependent time windows, and solved by a mixed-integer programming formulation and different heuristics. Grasas et al. [7] consider the problem of sample collection and transportation from different collection points to a core laboratory for testing in Spain. The problem is modeled as a variant of the capacitated vehicle routing problem with open routes and route length constraints, and a heuristic based on a genetic algorithm is proposed. A similar problem is addressed in [16] where a mobile blood collection system is designed and a routing problem is proposed with the aim of transporting blood samples from blood mobile draw centers to the depot. A mathematical model and a 2-stage IP based heuristic algorithm are proposed to solve the problem. In [8], a vehicle routing problem is addressed for blood transportation between hospitals or donor/client sites. A hybrid meta-heuristic algorithm including genetic algorithms and local search is developed able to reduce the cost and the response time for emergency. In [17], the
problem of allocating units of blood from a regional blood transfusion centre to the hospitals of its area is considered. The problem is formulated as a multi-objective transportation problem.

A new feature of the problem addressed in this paper is the possibility of stabilizing samples in spoke centers to gain extra lifetimes. After the stabilization, the samples may be taken in charge from a vehicle that is different from the vehicle that delivered them to the spoke. In the literature, transportation problems with transfers, i.e., in which a request may be transferred from one vehicle to another, have been addressed in [3, 10, 14]. In [14], the pickup-and-delivery problem in which transfers are allowed (PDPT) is addressed, and mixed integer-programming formulations are proposed and evaluated. The PDPT is also addressed in [10]. The authors propose heuristics capable of efficiently inserting requests through transfer points and embed them into an Adaptive Large Neighborhood Search (ALNS) scheme. The approach is evaluated on real-life instances. Cortes et al. [3] address Dial-a-Ride problems where passengers may be transferred from one vehicle to another at specific locations. A mathematical programming formulation is presented and a solution method based on Benders decomposition is proposed.

Unlike in the general scheme of the PDPT, in the problem addressed in this paper only the requests subjected to stabilization at the spoke centers are allowed to be transferred between vehicles.

3 Problem Description

In the problem addressed in this paper, a set of transportation requests, i.e., biological samples, must be carried from draw points to a main hospital (the HUB). A fleet of vehicles, located in geographically distributed depots is available to perform the transportation requests. The vehicles belong to
different organizations and, given the small dimension of the samples, they can be considered with unlimited capacity. The samples are produced and become available during the opening hours of the draw points. Pick up and delivery operations of the samples require a *service time* to load or unload a request. Each sample must be delivered to the main hospital within a pre-specified time span from its withdrawal. In other words, each sample has a lifetime, defining the deadline by which the sample has to be delivered to the HUB. When a sample cannot be delivered to the hospital within the deadline, it can be *stabilized* to gain an extra lifetime. This stabilization process is performed in geographically distributed spoke centers. The problem consists in assigning the transportation requests to the vehicles and in finding the routing of each vehicle, in such a way that all samples are delivered on time and the total transportation cost is minimized.

Observe that, in a spoke center, a vehicle can depart after dropping a sample off for stabilization, and another vehicle can pass to pick up the sample after the end of the stabilization process. It is important to notice that the transfer of requests between vehicles is allowed only for stabilized requests. In other words, the spoke centers cannot be used for transfer only. Figure 1 shows a scheme of the two transportation modes of a request (i.e. a sample): either directly from the draw center to the HUB or first from the draw center to a spoke and then to the HUB.

In the remainder of this section, notation is introduced and a formal definition of the problem is given. Observe that a request, i.e., a sample, must be picked up at the draw center within a time window, defined by the time of its withdrawal from a patient and the closure time of the draw center, and must be delivered to the HUB or to a spoke center within its lifetime.

Let $R$ and $K$ be the sets of transportation requests and vehicles, respectively. Furthermore, let $G = (N,A)$ be a complete directed graph, where $N = \{1, \ldots, n, n + 1, n + 2, \ldots, n + s + 2, n + s +$
3, \ldots , n+s+m+3 \} is the node set and \( A = \{(i,j) : i,j \in N \} \) is the arc set. The nodes in \( P = \{1, \ldots , n\} \) are the pickup nodes of the transportation request, the node \( n+1 \), also denoted as \( H \), is the delivery node, i.e., the main hospital or the HUB. The nodes in \( S = \{n+2, \ldots , n+s+2\} \) correspond to the spoke centers and the nodes in \( D = \{n+s+3, \ldots , n+s+m+3\} \) are the depots. In the following, we denote by \( p(r) \in P \) the pickup node of the request \( r \in R \) and by \( d(k) \) the depot of vehicle \( k \in K \). For each request \( r \in R \), \( LT_r \) is the lifetime of request \( r \), and \( [e_r, l_r] \) is the related time window. The time window \( [e_r, l_r] \) of each request \( r \in R \) indicates that \( r \) can only be picked up from its pickup location \( p(r) \) between time \( e_r \) and \( l_r \). A vehicle is allowed to arrive at the location \( p(r) \) before the start of the time window, but it has to wait \( e_r \) to begin the load of the sample. The service time to load/unload requests at each node is \( st \). The lifetime \( LT_r \) is the deadline by which request \( r \in R \) must be delivered either to the HUB or to a spoke center. \( ET_r \) is the extra lifetime gained by request \( r \) if it is stabilized at a spoke center. Hence, the stabilized request \( r \) has to arrive to the HUB (from the spoke) within \( ET_r \). The time needed to perform the stabilization process is the same for all spokes and requests, and
is denoted as $stbr$.

The problem consists in finding a set of routes on $G$ such that:

- each route starts and ends at the same depot;
- each route visits the main hospital right before the arrival to the depot;
- the service at node $p(r) \in P$ begins in the interval $[e_r, l_r]$, for each request $r \in R$;
- each request can be stabilized in a spoke center at most once;
- all the requests arrive to the main hospital within the lifetimes;
- the total length of the routes is minimized.

4 Mixed Integer Linear Programming formulations

In this section, two time-indexed Mixed Integer Linear Programming formulations, in the following denoted as $MILP_1$ and $MILP_2$, are presented for the problem under study. Time indexing is used to properly address routes visiting more than once the same spoke center. As an example, multiple visits of a spoke center may occur when a vehicle drops a request at a spoke for stabilization, departs from the spoke and returns to pick up that request after the end of the stabilization. Also requests may visit a spoke multiple times, even if they can be stabilized at most once. For example, a request can pass through a spoke center because the vehicle carrying that request has to drop another sample in that spoke for stabilization. In order to index the variables with a time component, let’s define the time index $t \in TT$, where $TT$ is the time horizon considered. In the addressed problem is possible
to identify two different flows: the flow of vehicles and the flow of requests. The first concerns the route followed by each vehicle from its depot to the HUB and back to its depot. The second is the path of each request from its origin to its final destination. Since the problem allows transshipment of requests at the spoke centers, in general the two flows can be decoupled at spoke centers. So, it is important to keep track of both flows and to make sure that the they are consistent with each other.

In the formulations MILP₁ and MILP₂, we denote by \( \text{loc}(i) \) the location of node \( i \in N \).

### 4.1 Formulation MILP₁

Formulation MILP₁ employs the following variables:

- \( x_{ij}^{kt} \in \{0, 1\} \) be equal to 1 if vehicle \( k \) traverses arc \((i, j)\) arriving in \( j \) at \( t \) and 0 otherwise;

- \( y_{ij}^{krt} \in \{0, 1\} \) is 1 if vehicle \( k \) traverses arc \((i, j)\) carrying request \( r \) arriving in \( j \) at \( t \) and 0 otherwise;

- \( z_{ij}^{krt} \in \{0, 1\} \) be equal to 1 if vehicle \( k \) arrives in spoke \( j \) at \( t \) to drop request \( r \) for stabilization and 0 otherwise;

- \( w_{ij}^{krt} \in \{0, 1\} \) be equal to 1 if vehicle \( k \) arrives in spoke \( j \) at \( t \) to pick up request \( r \) and 0 otherwise.

- \( A_{r+n} \) arrival time of request \( r \) to the HUB.

The objective function is to minimize the total traveled distance:

\[
\min \sum_{t \in T} \sum_{k \in K} \sum_{(i,j) \in A} d_{ij} x_{ij}^{kt} \tag{1}
\]

where \( d_{ij} \) is the travel distance between nodes \( i \) and \( j \) of \( N \).
The constraints of the model can be divided into three classes: (i) Flow Constraints, describing both the flow of requests and the flow of vehicles; (ii) Spoke Constraints, describing how the spoke nodes work; (iii) Time Constraints, imposing the timing restrictions of the problem and the compliance of visit time of the nodes.

The Flow Constraints read as follow.

\[ \sum_{t \in T} \sum_{j \in N, j \neq d(k)} x_{d(k)j}^{kt} \leq 1, \quad \forall k \in K \]  
\[ \sum_{t \in T} x_{Hd(k)}^{kt} = \sum_{t \in T, i \in N, i \neq H} x_{ij}^{kt}, \quad \forall k \in K \]  
\[ \sum_{t \in T} \sum_{j \in N, j \neq i} x_{ij}^{kt} + \sum_{t \in T} x_{ji}^{kt} \leq 1, \quad \forall i \in D, \forall j \in S, \forall k \in K \]  
\[ \sum_{t \in T} \sum_{j \in N, j \neq d(k)} x_{d(k)j}^{kt} = \sum_{t \in T, j \in N, j \neq d(k)} x_{jd(k)}^{kt}, \quad \forall k \in K \]  
\[ \sum_{t \in T} \sum_{j \in N, j \neq i} x_{ij}^{kt} - \sum_{t \in T} \sum_{j \in N, j \neq i} x_{ji}^{kt} = 0, \quad \forall k \in K, \forall i \in N \]  
\[ x_{p(j)p(i)}^{kt} = 0, \forall k \in K, \forall t \in T, \forall j, i \in R: loc(p(i)) = loc(p(j)), e_i < e_j \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq i} x_{ij}^{kt} = 1, \quad \forall i \in P \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq i} y_{ij}^{kr} = 1, \quad \forall r \in R \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq i} y_{ij}^{kr} = 1, \quad \forall r \in R \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq i} y_{ij}^{kr} = 0, \quad \forall r \in R, \forall i \in S \]  
\[ \sum_{t \in T} \sum_{j \in N, j \neq i} y_{ij}^{kr} - \sum_{t \in T} \sum_{j \in N, j \neq i} y_{ji}^{kr} = 0, \forall r \in R, \forall k \in K, \forall i \in P \setminus p(r) \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq p(r)} y_{jp(r)}^{kr} = 0, \forall r \in R \]  
\[ \sum_{t \in T} \sum_{k \in K} \sum_{j \in N, j \neq p(r)} y_{jp(r)}^{kr} = 1, \forall r \in R \]  
\[ y_{ij}^{kr} \leq x_{ij}^{kt}, \forall r \in R, \forall k \in K, \forall (i, j) \in A, \forall t \in T \]
Constraints (2) ensure that each vehicle leaves at most once from its depot, while Constraints (3) state that a vehicle must come back to its depot after visiting the HUB. Constraints (4) forbid a vehicle to go directly from its depot to a spoke and come back to its depot immediately after. Constraints (5) ensure that each vehicle must return in its depot. Vehicle flow conservation is imposed by equalities (6), while Constraints (7) are used to forbid sub-cycles between pickup nodes. Constraints (8) ensure, together with (7), that each pickup node must be visited by exactly one vehicle. Constraints (9) and (10) ensure that each request is served exactly once. Constraints (11) maintain the request flow conservation at the spoke nodes allowing requests to switch from one vehicle to another. Constraints (12)-(14) ensure the request flow conservation at the pickup nodes requiring that every vehicle visiting a pickup node with some requests must leave carrying those requests and the one related to the visited node. Finally, Constraints (15) link variables $x$ and $y$. 
Now, the Spoke Constraints are presented.

\[
\sum_{r \in [e_r, e_r + LT_r]} \sum_{k \in K} \sum_{j \in S} z_{ij}^{krt} \leq 1, \forall r \in R
\]  \hspace{1cm} (16)

\[
z_{ij}^{krt} \leq \sum_{i \in N, i \neq j} y_{ij}^{krt}, \forall j \in S, \forall k \in K, \forall r \in R, \forall t \in [e_r, e_r + LT_r]
\]  \hspace{1cm} (17)

\[
\sum_{r \in [e_r, e_r + LT_r]} \sum_{k \in K} \sum_{j \in S} z_{ij}^{krt} = \sum_{r \in [e_r, e_r + LT_r + stbt + ET_r]} \sum_{k \in K} w_{ij}^{krt}, \forall j \in S, \forall r \in R
\]  \hspace{1cm} (18)

\[
x_{ij}^r \leq \sum_{r \in R} z_{ij}^{krt} + \sum_{\tau = t + st}^{TT} \sum_{r \in R} w_{ij}^{krt}, \forall j \in S, \forall k \in K, \forall i \in N, i \neq j, \forall t \in TT
\]  \hspace{1cm} (19)

\[
y_{ij}^{k(t + t_{ji})} \geq w_{ij}^{krt}, \forall r \in R, \forall j \in S, \forall k \in K, \forall i \in N, i \neq j, \forall t \in [e_r, e_r + LT_r + stbt + ET_r]
\]  \hspace{1cm} (20)

\[
z_{ij}^{krt} \leq \sum_{q \in K} \sum_{\tau = e_r}^{t - st - stbt} w_{ij}^{qrt}, \forall j \in S, \forall k \in K, \forall r \in R, \forall t \in [e_r, e_r + LT_r]
\]  \hspace{1cm} (21)

\[
w_{ij}^{qrt} \leq \sum_{q \in K} \sum_{\tau = e_r}^{t - st - stbt} z_{ij}^{qrt}, \forall j \in S, \forall k \in K, \forall r \in R, \forall t \in [e_r, e_r + LT_r + stbt + ET_r]
\]  \hspace{1cm} (22)

\[
\sum_{i \in N, i \neq j} \sum_{r \in [e_r, e_r + LT_r]} x_{ij}^{krt} \geq z_{ij}^{krt} - M[(1 - z_{ij}^{krt})]
\]  \hspace{1cm} (23)

\[
\sum_{i \in N, i \neq j} \sum_{r \in [e_r, e_r + LT_r]} x_{ij}^{krt} \geq 1 - M[(1 - \sum_{l \in N, l \neq j} x_{ij}^{klt}) + (1 - \sum_{l \in N, l \neq j} x_{ij}^{klt})], \forall k \in K, \forall r \in R, \forall t \in TT, t > e_r, t_2 > t
\]  \hspace{1cm} (24)

\[
\sum_{i \in N, i \neq j} \sum_{r \in [e_r, e_r + LT_r]} y_{ij}^{krt} \geq \sum_{i \in N, i \neq j} y_{ij}^{krt} - z_{ij}^{krt}, \forall j \in S, \forall r \in R, \forall k \in K, \forall t \in TT, t > e_r
\]  \hspace{1cm} (25)

\[
\sum_{r \in TT} \sum_{j \in S} z_{ij}^{krt} \leq \sum_{h \in N} \sum_{r \in TT} x_{ih(r)}^{krt}, \forall r \in R, i \in P
\]  \hspace{1cm} (26)

Constraints (16) impose that each request can be stabilized in a spoke at most once. Constraints (17) link variables \(y\) and \(z\), while Constraints (18) state that, if a request is left in a spoke node for the stabilization, then it must be picked up from that spoke node. Constraints (19) ensure that a vehicle can visit a spoke node only if it has either to leave a request for stabilization or to withdraw a stabilized request. Constraint (20) links the variables \(y\) and \(w\) while Constraints (21)-(22) link the
timing between the $z$ and $w$ variables. Constraints (23)-(24) contribute to define the exit time of a vehicle from a spoke node and to manage the multiple visits at a spoke node by imposing that each vehicle has to depart from a spoke node within the time interval between two different visits of the node. Constraints (25) impose that a request transfer at a spoke center is not allowed unless the request is left for stabilization. Lastly, Constraints (26) state that a request can be left at a spoke node for stabilization only by the vehicle that loaded it from its pickup node.

Finally, the Timing Constraints are reported in the following.

$$e_r \leq B_p(r) \leq I_r, \forall r \in R \quad (27)$$

$$B_j \geq \sum_{k \in K} \sum_{t = t_d(k)}^{T_T} t x_{ij}^{kt}, \forall j \in P \quad (28)$$

$$t x_{ij}^{kt} \geq B_i + s t + t_{ij} - M (1 - x_{ij}^{kt}), \forall t \in T_T, t > \min_r e_r, \forall k \in K, \forall i \in P, \forall j \in N, \text{loc}(i) \neq \text{loc}(j) \quad (29)$$

$$t x_{ij}^{kt} \leq B_i + s t + t_{ij} + M (1 - x_{ij}^{kt}), \forall t \in T_T, t > \min_r e_r, \forall i \in P, \forall j \in N, \text{loc}(i) \neq \text{loc}(j) \quad (30)$$

$$t x_{ij}^{kt} \leq B_i + M (1 - x_{ij}^{kt}), \forall t \in T_T, t > \min_r e_r, \forall i \in P, \forall j \in N, \text{loc}(i) = \text{loc}(j) \quad (31)$$

$$t x_{ij}^{kt} \leq B_i + M (1 - x_{ij}^{kt}), \forall t \in T_T, t > \min_r e_r, \forall i \in P, \forall j \in N, \text{loc}(i) = \text{loc}(j) \quad (32)$$

$$A_{r+n} = \sum_{i \in T_T, t > e_r} \sum_{k \in K} \sum_{i \neq j} t y_{ij}^{k lt} \forall r \in R \quad (33)$$

$$A_{r+n} + s t - e_r \leq L T_r (1 - \sum_{t = e_r}^{e_r + L T_r} \sum_{k \in K} \sum_{j \in S} z_{ij}^{k rt}) + M \sum_{t = e_r}^{e_r + L T_r} \sum_{k \in K} \sum_{j \in S} z_{ij}^{k rt}, \forall r \in R \quad (34)$$

$$A_{r+n} + s t - e_r \leq t + s t + s t b t z_{ij}^{k rt} \leq$$

$$M (1 - \sum_{t = e_r}^{e_r + L T_r} \sum_{k \in K} \sum_{j \in S} z_{ij}^{k rt}) + E T_r \sum_{t = e_r}^{e_r + L T_r} \sum_{k \in K} \sum_{j \in S} z_{ij}^{k rt}, \forall r \in R \quad (35)$$

$$\sum_{t = e_r}^{e_r + L T_r} \sum_{k \in K} \sum_{j \in S} (t + s t) z_{ij}^{k rt} - e_r \leq L T_r, \forall r \in R \quad (36)$$
Time windows compliance is ensured by Constraints (27), while Constraints (28) state that the loading service at a pickup node can start after the arrival of a vehicle. Constraints (29)-(32) ensure the correct timing between two pickup nodes while Constraints (33) define the arrival at the HUB variables. Compliance of lifetimes is ensured by Constraints (34) when a request is not stabilized at a spoke, while Constraints (35)-(36) ensure the lifetime and extra lifetime compliance when a request is stabilized at a spoke node.

4.2 Formulation $MILP_2$

A different formulation with a smaller number of variables, denoted as $MILP_2$, can be obtained by dropping variables $y$ from formulation $MILP_1$. Variables $x$ and $y$ are used in $MILP_1$ to represent the two different flows of requests and vehicles and to make them match correctly. However, with the only use of variables $x$ is still possible to track the flow of requests at least until they arrive at a spoke node. In fact, if $x^{kt}_{ij}$ is equal to 1 for a certain $i \in P$ (or $j \in P$) it means that the request related to the node $i$ (or $j$) will be on board of vehicle $k$ at least until the next spoke node is visited by that vehicle. If the vehicle does not visit a spoke node after the visit of node $i$ ($j$) then the related request flow will certainly be the same as the vehicle $k$ flow until the HUB. Variables $z$ also allow to determine the spoke node in which a vehicle leaves a request for stabilization. Hence, it is possible to track the flow of a certain request $r$ by the $x$ variables, until the vehicle carrying $r$ reaches the spoke node in which the request is stabilized. Furthermore, the use of the variables $w$ allows us to track the requests flow also after the spoke node, without the need of the $y$ variables. In fact, if $w^{kr}_{j}$ is equal to 1, then vehicle $k$ picks up request $r$ at the spoke node $j$ after the stabilization and, since a request can switch vehicle
only when stabilized, it follows that from time \( t \) on the flow of request \( r \) will match entirely to the flow of vehicle \( k \).

In the following the \( MILP_2 \) model is presented. As for \( MILP_1 \), also in \( MILP_2 \) the constraints of the model can be divided into three classes. The flow constraints of the model are reported in the following.

\[
\sum_{t \in T} \sum_{j \in N, j \neq d(k)} x_{dt(k)j}^k \leq 1, \forall k \in K \tag{37}
\]

\[
\sum_{t \in T} x_{Hd(k)}^k = \sum_{t \in T} \sum_{i \in N, i \neq H} x_{diH}^k, \forall k \in K \tag{38}
\]

\[
\sum_{t \in T} x_{ij}^k + \sum_{t \in T} x_{ji}^k \leq 1, \forall i \in D, \forall j \in S, \forall k \in K \tag{39}
\]

\[
\sum_{t \in T} \sum_{j \in N, j \neq d(k)} x_{d(k)j}^k = \sum_{t \in T} \sum_{j \in N, j \neq d(k)} x_{jd(k)}^k, \forall k \in K \tag{40}
\]

\[
\sum_{i \in T} \sum_{j \in N, j \neq i} x_{ij}^k - \sum_{t \in T} \sum_{j \in N, j \neq i} x_{ji}^k = 0, \forall k \in K, \forall i \in N \tag{41}
\]

\[
x_{p(j)p(i)}^k = 0, \forall k \in K, \forall t \in T, \forall j, i \in R : loc(p(i)) = loc(p(j)), e_i < e_j \tag{42}
\]

\[
\sum_{t \in T} \sum_{j \in N, j \neq i} x_{ij}^k = 1, \forall i \in P \tag{43}
\]

\[
\sum_{t \in T} \sum_{j \in N, j \neq i} x_{jH}^k \leq 1, \forall k \in K \tag{44}
\]

Constraints (37)-(43) are the same as Constraints (2)-(8) of \( MILP_1 \) while (44) states that a vehicle can go to the HUB at most once.

Now, the spoke constraints of the \( MILP_2 \) model are presented.
Constraints (45), (47) and (48) are the same as (16), (18), (19) of MILP₁, while Constraints (46) and (49) replace (17) and (20), respectively, ensuring consistency between the flow of vehicles and the
download/withdraw of requests at a spoke node. Constraints (50)-(54) are the same as (21)-(24) and (26) of MILP1. Constraints (55) impose the minimum time needed for a request to be left at a spoke node after its withdrawal from its pickup location. Lastly, Constraints (56) force a vehicle to reach the HUB if it has withdrawn a request at its pickup location and the request is not stabilized, or if it picks up a request after stabilization at a spoke node.

Finally, the Timing Constraints of the MILP2 model are:

\[ e_r \leq B_p(r) \leq l_r, \forall r \in R(57) \]

\[ B_j \geq \sum_{k \in K_{1-t}} \sum_{i \in N_{j \neq j}} t^{kt}_{ij}, \forall j \in P(58) \]

\[ t^{kt}_{ij} \geq B_i + st + t_{ij} - M(1 - x^{kt}_{ij}), \forall t \in TT, t > min_r e_r, \forall k \in K, \forall i \in P, \forall j \in N, \text{loc}(i) \neq \text{loc}(j)(59) \]

\[ t^{kt}_{ij} \leq B_i + st + t_{ij} + M(1 - x^{kt}_{ij}), \forall t \in TT, t > min_r e_r, \forall k \in K, \forall i \in P, \forall j \in N, \text{loc}(i) = \text{loc}(j)(60) \]

\[ A_{r+n} \geq \sum_{i \in N \cap TT} \sum_{t \in TT} t^{kt}_{id} - M(1 - \sum_{h \in N \cap TT} x^{kt}_{hil(r)}) - M \sum_{q \in K_{1-t}} \sum_{j \in S} z^{qrt}_{ij}, \forall r \in R, \forall k \in K(63) \]

\[ A_{r+n} \geq \sum_{i \in N \cap TT} \sum_{t \in TT} t^{kt}_{id} - M(1 - \sum_{t \in TT} \sum_{j \in S} w^{qrt}_{ij}), \forall r \in R, \forall k \in K(64) \]

\[ A_{r+n} + st - e_r \leq LT_r(1 - \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} z^{qrt}_{ij}) + M \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} z^{qrt}_{ij}, \forall r \in R(65) \]

\[ A_{r+n} + st - \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} (t + st + stb)z^{qrt}_{ij} \leq \]

\[ M(1 - \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} z^{qrt}_{ij}) + ET_r \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} z^{qrt}_{ij}, \forall r \in R(66) \]

\[ \sum_{t = e_r}^{e_r + LT_r} \sum_{k \in K \cap j \in S} (t + st)z^{qrt}_{ij} - e_r \leq LT_r, \forall r \in R(67) \]

Constraints (57)-(62) are the same as (27)-(32) of MILP1. Constraints (63)-(64) replace (33) and
define the arrival at the HUB of a request on the basis of the vehicle that is carrying the request.

Lastly, (65)-(67) are the same as (34)-(36)

5 An Adaptive Large Neighborhood Search algorithm for the problem

In this section, the ALNS algorithm developed for the addressed problem is presented. The framework of our algorithm is mainly based on the one proposed in [15], in which specific developments for the problem under study have been introduced. However, while in [15] the algorithm only accepts feasible solutions, in our approach we allow the exploration of unfeasible solutions, too. Infeasibilities are properly included into the objective function as penalty terms. In practice, in real-cases instances the existence of a feasible solution can not be guaranteed a priori. Furthermore, the strict lifetime requirements, the existence of different transportation modes of the requests, the possibility of transfers, as well as the possibility of multiple visits at the spoke centers make hard even the detection of a feasible solution.

The developed ALNS algorithm has two main steps. First an initial solution, $s_0$, is generated not necessarily feasible, through different heuristics. Afterwards the solution is iteratively destroyed and repaired until a maximum number of iterations is reached. At each iteration a solution (not necessarily feasible) is accepted under given acceptance criteria. If the criteria are satisfied, the solution is kept and the algorithm continues with the next iteration. The process is repeated until the maximum number of iterations is reached.

In Algorithm [1] a general scheme of the ALNS is reported. In what follows, the main building
blocks of the algorithm are described into detail.

**Algorithm 1 ALNS Algorithm**

Generate the initial solution $s_0$;  
Set $s_{best} = s_0$ and $s = s_0$, $f(s_{bestFeas}) = +\infty$

Repeat

$s' \leftarrow Destroy(s)$
$s' \leftarrow Repair(s')$

If $s'$ is feasible and $f(s') < f(s_{bestFeas})$

Set $s_{bestFeas} := s'$

If $f(s') < f(s_{best})$

Set $s_{best} := s'$

If $Accept(s') = true$

$s = s'$

Until $I_{max}$ iterations are reached

return $s_{best}$ and $s_{bestFeas}$.

5.1 Evaluation Function and route length minimization

As already stated in the above section, during the algorithm we allow the exploration of infeasible solutions in order to facilitate the search in the solution space. More precisely, the violation of the two main sets of constraints of the problem is allowed, i.e., the constraints on the lifetimes (i.e., deadlines) and on the time windows of the requests. The violations of these constraints are weighted in the evaluation function by penalty positive coefficients.

Given a solution $s$ of the problem, the evaluation function tackled by ALNS has two main components and is equal to $f(s) = f_1(s) + f_2(s)$. The function $f_1(s)$ corresponds to the total traveled distance by all the routes. The term $f_2(s)$ is a penalization component of the form $f_2(s) = \alpha t(s) + \beta w(s)$, where
\( t(s) \) and \( w(s) \) represent the total violation of solution \( s \) with respect to lifetimes and time windows constraints, respectively, and \( \alpha \) and \( \beta \) are positive penalty coefficients. In more detail, violations are calculated as in (68) and (69). In solution \( s \), given a request \( i \in P \) and its related pick up time window \([e_i, l_i]\), we denote by \( p_i \) and \( d_i \) the times in which the request is picked up from its pickup location and is delivered to the main hospital, respectively. Let \( \delta(i) \) be 1 if \( i \) is stabilized in a spoke Center in \( s \) and 0 otherwise. If \( i \) is stabilized, then let \( sa_i \) be the time in which \( i \) arrives at the spoke center and let \( se_i \) be the time in which \( i \) ends the stabilization process.

Then

\[
\begin{align*}
t(s) &= \sum_{i \in P} ((d_i - e_i - LT_i)^+ (1 - \delta(i)) + (sa_i - e_i - LT_i)^+ \delta(i) + (d_i - se_i - ET_i)^+ \delta(i)) \quad (68) \\
w(s) &= \sum_{i \in P} (p_i - l_i)^+. \quad (69)
\end{align*}
\]

(Where \((a)^+ = a \) if \( a > 0 \) and 0 otherwise.)

In \( f(s) \), coefficients \( \alpha \) and \( \beta \) are initially set to given values \( \alpha_0 \) and \( \beta_0 \) respectively. Then, at each iteration, \( \alpha \) and \( \beta \) are increased (decreased) if lifetime or time windows constrains are violated (not violated) in solution \( s \).

### 5.2 Destruction Heuristics

In the ALNS algorithm, destruction operations are performed by six different heuristics. These heuristics remove a given number of requests from a given solution \( s \). All the destruction heuristics have been designed to tackle with spoke centers. When a request that is stabilized in a spoke center is removed from the current solution \( s \), all the information related to the pair request/spoke is deleted from \( s \) and all involved routes are updated. Three of the destruction heuristics have already been introduced
in the literature and have been adapted for the problem under study. They are the Worst Removal, the Random Removal \cite{15} and the Related Removal \cite{18}, and are briefly described in the following.

- The Worst Removal heuristic iteratively removes requests that cause the biggest detour in the current solution. In particular, the requests are removed in a semi-random way. The probability for a request to be removed from the solution is proportional to the decrease in the objective function produced by the removal of that request. The randomization is regulated by a parameter $p \geq 1$, the smaller $p$ is, the more randomness is allowed.

- The Random Removal heuristic randomly selects the requests to remove.

- The Related Removal (or Shaw Removal) heuristic aims to remove requests that are more related with each other in order to give them the chance to be re-routed more efficiently. A specific measure of relatedness between requests have been developed ad-hoc for the problem under study and is described into detail in Section 5.2.1.

The other three heuristics were developed ad-hoc for the problem and are denoted as Vehicle Removal, Spoke Removal and Late Requests Removal. They are briefly described in the following, and in more detail in Sections 5.2.2-5.2.4.

- The Vehicle Removal heuristic removes all the requests of a randomly selected vehicle.

- The Spoke Removal heuristic removes all the requests stabilized at a randomly selected spoke center.

- The Late Requests Removal removes the requests with the higher lifetime violations.
5.2.1 Related Removal and relatedness function

As suggested by Shaw [18], the removal of requests that are very different from each other may not help in improving the solution when re-inserting them. In fact the solution obtained after the re-insertion will probably be close to the previous solution, because the requests will likely be re-inserted in their original positions if not even in worse positions. Therefore, the general idea of this heuristic is to remove requests that are somehow related to each other, in order to give them the chance to be re-routed efficiently. Let $R(i, j)$ be the relatedness function of requests $i$ and $j$. The bigger $R$ is the more related are the two requests. For the problem under study, we developed an ad-hoc measure of relatedness between a pair of requests, which takes into account three pieces of information: the distance between their pick-up locations, possible overlaps of their time windows, and if they are routed on the same vehicle in the current solution or not. More precisely, the relatedness function employed in the Related Removal heuristic is computed as $R(i, j) = 1/(D_{ij} + E_{ij} + V_{ij})$, where $D_{ij}$ is the distance between request $i$ and request $j$ (normalized according to the maximum distance between locations), $E_{ij} = 1/(100(l_i - e_j))$ if $l_i - e_j \geq 0$ and $E_{ij} = 1 + 1/(100(l_i - e_j))$ if $l_i - e_j \leq 0$, and $V_{ij}$ is equal to 1 if the requests are on the same vehicle and 0 otherwise. The value $l_i - e_j$ is a measure of the overlap between the time windows of requests $i$ and $j$. If the two time windows overlap with each other, then $l_i - e_j \geq 0$ and $E_{ij}$ is smaller, otherwise $l_i - e_j \leq 0$ and $E_{ij}$ is bigger. Recall that, $l_i$ is the end of the time window of request $i$, and $e_j$ is the beginning of the time window of request $j$. Hence, $R(i, j)$ is bigger when $D_{ij}, E_{ij}$ and $V_{ij}$ are smaller, implying that the requests are more related. In fact, we consider two requests $i$ and $j$ more related when they have small values of $D_{ij}, E_{ij}$ and $V_{ij}$, meaning that their pick-up locations are close together, there is overlap between their time windows.
and they are not on the same vehicle. So, requests with higher relatedness are those currently in different vehicles, but that could be more appropriately assigned to the same route.

5.2.2 Vehicle Removal

In the problem under study is often possible to reduce the number of used vehicles by routing some requests through a spoke center. In fact, since the stabilization increases the lifetimes of requests, a single vehicle is able to transport a bigger number of requests. The Vehicle Removal heuristic simply removes a route from the solution. In this way, the requests carried on the removed vehicle have the chance to be re-routed with another vehicle, possibly through a spoke center. In particular, the heuristic deletes a route from the solution by removing all the requests in that route. The route with the largest total violation of the time windows and lifetime constraints is removed. If all routes in the current solution are feasible, then a random route is removed. Observe that, even if the requests will not be reassigned in already existing routes, by removing the route with the largest violations, after the re-insertion of the removed requests the solution will likely be better than before. Finally, note that the number of requests removed by the heuristic is not known \textit{a priori} but depends on the route selected.

5.2.3 Spoke Removal

This heuristic is inspired from a neighborhood for a pickup and delivery problem with transfer proposed in [10]. The idea is to remove all the requests using a given spoke center, in order to give them the chance to be re-routed through a different spoke center or without stabilization. We first select a random spoke among the active ones in the solution. If the number of requests using that spoke center
is less than or equal to the number of requests to be destroyed, all these requests are removed from
the solution. In this way the spoke center is also deleted from the current solution. If the number
of requests using the selected spoke is greater than the number of requests to be destroyed, only a
subset of requests is removed. The subset is iteratively generated as explained below. At the first it-
eration, the first request of the subset is selected randomly among the requests using the spoke center
and is removed. Then, at each iteration, an already removed request \( i \) is randomly selected and the
next request to remove, say \( j \), is chosen among the requests using the spoke center with a probability
increasing with the proximity of the pickup locations of \( i \) and \( j \). The randomization is regulated by a
parameter \( p \geq 1 \), the bigger \( p \) is, the more randomness is allowed.

5.2.4 Late Requests Removal

As already explained, during the ALNS the visit of infeasible solutions is allowed and infeasibilities,
i.e. time windows and lifetime violations, are taken into account with penalty terms in the objective
function. This heuristic aims at reducing the lifetime constraints violations of the current solution by
removing the requests with the highest lifetime violations, if any, in order to give them the chance to
be re-routed with no lifetime violation or at least a smaller one. If the solution has no late requests,
this heuristic cannot be chosen by the ALNS. On the other hand, if the number of late requests of
the current solution, \( lr \), is smaller than the number of requests to remove, the heuristic removes \( lr \)
requests only. Note that, the number of requests removed by the heuristic could not be equal to the
given number of requests to remove.
5.3 Repair Heuristics

In the ALNS algorithm, the repairing operations are performed by seven insertion heuristics. In general, each of these heuristics takes as an input a partial solution produced after a destruction heuristic and a number of requests to insert (unplanned requests), and gives as an output a new solution in which all requests are inserted. In the ALNS, we use both repair heuristics that do not consider stabilization and heuristics in which the use of stabilization at spokes centers is evaluated for the insertion. The five following heuristics, denoted as *Best Insertion* and *Regret-k* (with $k = 2, \ldots, 5$), do not use stabilization and have been already successfully employed in the literature:

- **Best Insertion** is a construction heuristic based on greedy criteria. At each iteration, the insertion cost of each unplanned request is calculated for each possible position. The request with the minimum insertion cost is then inserted in its best position, and a new iteration starts. The heuristic terminates when all the unplanned requests are added to the solution [15].

- **The Regret-k heuristic** have been used for example by Potvin and Rousseau [13] and by Ropke and Pisinger [12] for the Vehicle Routing Problem with Time Windows. Let $R$ be the set of unplanned requests and, for each request $i \in R$, let $\Delta f^p_i$ be the lowest cost of inserting $i$ in the $p$-th best route at the best position. In the Regret-$k$ heuristic, the following procedure is iteratively performed until all the requests are inserted. At each iteration, the request selected for insertion at its best position is

$$i^* = \arg\max_{i \in R} \left\{ \sum_{p=1}^{k} (\Delta f^p_i - \Delta f^p_i) \right\},$$

where $\sum_{p=1}^{k} (\Delta f^p_i - \Delta f^p_i)$ is the *regret value* of request $i$. In our algorithm, we consider Regret-$k$ heuristics with values of $k$ between 2 and 5, resulting in four different heuristics.
The following two heuristics have been developed to evaluate the insertion of requests both with and without stabilization (at the spoke centers). These heuristics, denoted as Best Insertion with spokes and Best Request-spoke Insertion, are adaptations of repair heuristics proposed for the Pick-up and Delivery Problem with transfers [10, 11].

5.3.1 Best Insertion with spokes

This heuristic evaluates the insertion of each unplanned request both with stabilization (i.e., by delivering it to a spoke center) and without stabilization (i.e., by delivering it directly to the HUB). In particular, for each unplanned request \( i \), first the best insertion cost without the use of stabilization is calculated. Then, the best insertion with stabilization of the request is evaluated. At this aim, the stabilization of request \( i \) at a given spoke is modeled by adding two new distinct nodes: the delivery spoke node, where the request is delivered for the stabilization, and the pick-up spoke node, where the request is picked up after the stabilization. Obviously, the delivery spoke node must be visited before the pick-up spoke node. The best insertion with stabilization is evaluated as follows. For each spoke, we first evaluate the best positions of the pair pick-up node (of the request \( i \)) and of the delivery spoke of \( i \). Of course the two will be on the same route. Then, the best insertion for the pick-up spoke of request \( i \) is computed. Note that, recalling that transfers are allowed at the spoke centers, the delivery spoke node and the pick-up spoke node could be inserted in different routes. The best insertion with stabilization is the one involving the spoke that gives the smallest overall insertion cost. On the other hand, the best insertion without stabilization of the request \( i \) is evaluated as in the Best Insertion heuristic. Finally, the insertion costs of \( i \) with or without stabilization are compared and the insertion with the smallest cost is performed.
5.3.2 Best Request-spoke Insertion

The Best Request-spoke Insertion heuristic inserts each unplanned request with stabilization. In fact, even if in some cases the insertion without stabilization could be cheaper, in terms of traveled distance, the insertion of one or more spokes in the solution may help future insertion operations.

More precisely, for each unplanned request $i$, the heuristic evaluates and performs the best insertion with stabilization as in the heuristic Best Insertion with spokes. It is important to notice that the stabilization of unplanned requests can be performed in spokes already used in the solution.

5.4 Adaptive Component and heuristic selection

In the ALNS algorithm, at each iteration a pair of destroy-repair heuristics (described in sections 5.2 and 5.3) is selected with a certain probability. As proposed in [15], the selection is made using the 

*roulette wheel selection principle* described below.

Let $w_i$ be the weight of heuristic $i$. Then, at each iteration, the heuristic $j$ is chosen with probability

$$\frac{w_j}{\sum_{i=1}^{k} w_i}$$

The weights of the heuristics are automatically adjusted during the algorithm taking into account the performances of the heuristics. We keep track of these performances by assigning *scores* to the heuristics. At the end of each iteration the scores of the destroy and repair heuristics used are increased by $\sigma_1$, $\sigma_2$ or $\sigma_3$, as explained below. If the solution produced by the last heuristic pair is new and better than the best known solution, the score is increased by $\sigma_1$; if the solution produced by the last heuristic pair has not been yet accepted and better than the current solution then $\sigma_2$ is used; if the
solution produced by the last heuristic pair, completely new, has not been yet accepted and is worse than the current solution $\sigma_3$ is used. A list of all the visited solutions is kept during the segment. The scores for both the destroy and repair heuristics used during an iteration are updated equally, as we cannot specify whether the destroy or the repair heuristic was the one with the good performance. In order to make a more precise search, the algorithm is divided into segments of $I = 100$ iterations each. At the beginning of the first segment all the heuristics have the same weight. Then, at the end of each segment $j$, the weight of each heuristic is adjusted on the basis of the scores gained during segment $j$. At the end of each segment the scores are set to zero. More precisely, the weight that will be used for heuristic $i$ in the segment $j + 1$ reads as follows,

$$w_{i,j+1} = w_{ij}(1 - r) + r \frac{\pi_i}{\theta_i}$$

where $\pi_i$ is the score obtained by the $i$-th heuristic during the last segment and $\theta_i$ is the number of times the heuristic was used. Parameter $r$ controls how fast the algorithm reacts to the weight change. If $r = 0$ the same weights will be used during all the algorithm, instead if $r = 1$ the scores attained in the last segment will entirely determine the weights to use in the following segment.

### 5.5 Acceptance Criteria

In order not to get stuck in a local minima the acceptance criteria from simulated annealing is used. Let $s$ be the current solution, $s'$ will be accepted with probability $e^{(f(s') - f(s))/T}$, where $T > 0$ is the temperature. The initial temperature is $T_0$ and decreases at each iteration according to the expression $T = T \cdot c$ where $0 < c < 1$ corresponds to the cooling rate. $T_0$ is calculated looking at the initial solution. Let $f(s_0)$ be the cost of the initial solution, as in [15] the initial temperature is calculated in
such a way that if the solution is \(w\%\) worse than the current solution, the solution is accepted with a probability of 0.5. More precisely the initial temperature is calculated as follows

\[
T_0 = \frac{-w \cdot f(s_0)}{\log(0.5)}
\]

### 5.6 Post-Segment Procedure

In the ALNS, at the end of each segment of \(I = 100\) iterations, a procedure is executed, called *Spoke Insertion* heuristic, in order to try to reduce lifetime violations of the current solution \(s\), if any. The Spoke Insertion tries to stabilize some requests in order to remove or reduce lifetime violations as follows. For each route, the last request \(r_l\) violating the lifetime constraints and not already stabilized in a spoke center is detected, if any. Afterward, the spoke center \(j\) that minimizes the sum of the distances to the pick-up node node of \(r_l\) and to the subsequent node in the route is chosen. The spoke center is then inserted in the route right after the pickup-node of \(r_l\). In practice, the insertion of \(j\) in the route may generate new lifetime violations in the requests that were picked up by the vehicle before \(r_l\). Hence, also such requests, if not already stabilized in a spoke, are re-routed through \(j\) for stabilization. Once all the routes with lifetime violations have been processed, the Spoke Insertion procedure terminates and a check on the output solution is performed. If the output solution is better than the input solution (i.e., the current solution \(s\)) in terms of evaluation function, it is taken as a new current solution. (Otherwise, the current solution is not changed.) Furthermore, if the output solution is also better than the best known solution (best known feasible solution), the best solution (best known feasible solution) is updated.
Algorithm 2 ALNS Algorithm

Generate Initial Solution, $s_0$

$s_{\text{best}} \leftarrow s_0$

$s_{\text{curr}} \leftarrow s_0$

Repeat

   Selection Destroy and Repair heuristics

   $s \leftarrow s_{\text{curr}}$

   $s \leftarrow \text{Destroy}(s)$

   $s \leftarrow \text{Repair}(s)$

   If $f(s) < f(s_{\text{best}})$ Then $s_{\text{best}} \leftarrow s$ $s_{\text{curr}} \leftarrow s$

   Else If $\text{Accepted}(s, s_{\text{curr}})$ Then $s_{\text{curr}} \leftarrow s$

   If end of segment Then

      $s_{\text{sp}} \leftarrow \text{SpokeInsertion}(s_{\text{curr}})$ (See Section 5.6)

      If $f(s_{\text{sp}}) < f(s_{\text{curr}})$ Then $s_{\text{curr}} \leftarrow s_{\text{sp}}$

      If $f(s_{\text{sp}}) < f(s_{\text{best}})$ Then $s_{\text{best}} \leftarrow s_{\text{sp}}$

Until a maximum number of iterations is reached
5.7 Initial Solution

In the proposed ALNS algorithm, Large Neighborhood Search (LNS) procedures have been used to produce an initial solution with small lifetime violations. In fact, for the problem under study, we observed that a too high total lifetime violation of the initial solution may negatively affect the performances of the overall algorithm. At this aim, different starting solutions are generated by employing each of the repairing heuristics described in Section 5.3. In this case, the repair heuristics are used as constructive heuristics for routing all the requests to the vehicles. Then, a 5-iterations LNS is applied to each starting solution generated as described above, with the aim of reducing the lifetime violations, if any. More precisely, at each iteration of the LNS procedures, the destruction heuristic Late Requests Removal (see Section 5.2.4) is first applied to remove late requests. Then, the solution is repaired with an heuristic randomly chosen among the pool of repairing heuristics and finally the post processing procedure Spoke Insertion (introduced in Section 5.6) is applied. At the end of each iteration, the new generated solution is kept only if it is better than the previous solution. In a preliminary experimental campaign, it has been observed that these small LNS procedures are able to sensibly reduce the lifetime violations of the starting solutions. Obviously, the LNS procedures are not applied to starting solutions with no lifetime violation. After applying the LNS to each starting solution with lifetime violations, the best solution obtained so far is chosen as initial solution of the ALNS algorithm.
|                | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday |
|----------------|--------|---------|-----------|----------|--------|----------|
| Draw centers   | 31     | 33      | 30        | 36       | 30     | 16       |
| Av. Time (min) | 100.65 | 100.00  | 100.00    | 99.17    | 100.00 | 108.75   |

Table 1: Number of opened draw centers and average opening hours (in minutes).

6 Real-world data and instance description

The MILP formulations and the ALNS algorithm have been tested on instances generated from real data, arising from the case study of the Local Healthcare Authority of Bologna, Italy. In Bologna, a reorganization plan for the territorial network of the Bologna Analysis Laboratories was conducted. The reorganization consisted in the activation of a Single Metropolitan Laboratory (LUM) for the analysis of all biological samples collected in the metropolitan area of Bologna. In the area, there are 46 (blood and biological samples) draw centers geographically distributed. The opening days and hours of each center depend on the center itself and range from 7 am to 10 am, from Monday to Saturday. According to the real data, in each center, a sample is drew about every 3 minutes. Table reports the number of draw centers opened each day and the average opening hours of the centers in minutes. The lifetime of each sample is of 120 minutes. Hence, from its withdrawal, a sample must be delivered to the main hospital or to a spoke center within 120 minutes. The fleet of vehicles that can be used for transporting samples is composed of 26 vehicles for weekdays and of 16 for Saturday. Vehicles are located in 8 different depots. Each day, the stabilization process can be performed in 12 spoke centers and requires about 30 minutes. The extra lifetime gained by a stabilized sample is of 90 minutes (starting from the end of the stabilization process). The service time required by a vehicle to load or unload samples at a draw center or a spoke is about 10 minutes.
Figure 2 reports the geographical distribution of the draw centers, spokes and depots in the metropolitan area of Bologna. More precisely, each area highlighted in grey contains at least one of the above mentioned centers. The location of the main hospital (HUB), denoted by $H$, is also shown.

Figure 2: Locations of draw centers, spoke Centers and Depots.
From the real case described above, different sets of small and large instances have been generated. More precisely, ten small instances have been produced in order to compare the performances of the two MILP formulations introduced in Section 4 and the ALNS algorithm. Furthermore, 32 large instances have been generated for solving the real problem.

In the small instances, the number of requests (i.e., samples) and vehicles range from 5 to 20 and from 3 to 10, respectively, while the number of spokes is one or two. The details of the ten small instances are reported in Table 2. More precisely, in the table, Column 2 reports the time step used in the two time-indexed formulations $\text{MILP}_1$ and $\text{MILP}_2$ (i.e., one or five minutes). Obviously, the bigger the time step is, the smaller the number of variables of the formulations is. Columns 3–5 respectively report the number of requests $|R|$, vehicles $|K|$ and spokes $|SP|$ of the instances. These instances have been designed to also test the different transportation modes of the samples (i.e., directly to the main hospital, or first to a spoke and then to the hospital). For example, in Instance 2 a feasible solution can be obtained only by using stabilization at the spokes, while in Instance 7 an optimal solution exists that does not require sample stabilization.

In the large instances, all vehicles and all draw and spoke centers have been included. Furthermore, since the daily number of samples to manage is extremely high (i.e., more than 500 and 1000 on Saturday and weekdays, respectively), samples have been grouped in batches according to different time spans. In fact, recalling that a biological sample is produced every 3 minutes at each draw center, samples have been grouped in batches every either 30, 45 or 60 minutes of activity of a draw center. Hence, as an example, when samples are grouped in batches using a time span of 30 minutes, a batch, i.e. a transportation request, contains about 10 samples. The earliest limit of the time window assigned to each batch is set equal to the ending production time of the last sample of the batch, i.e.,
Table 2: Characteristics of the small instances.

The production time the last sample of the batch, and the latest limit of the time window is always set to 30 minutes after the closing time of the draw center. Thus, the time window width varies depending on the batch. The lifetime assigned to each batch is set to 120 minutes after the production time of the oldest sample of the batch, i.e., the sample of the batch which is generated first. In this way we ensure that, if a batch is delivered on time to the main hospital, every sample contained in the batch is delivered on time, too. As a consequence, the bigger the time span used for grouping the samples is, the shorter the lifetimes of the batches are, since the cardinality of each batch is bigger.

In general, when grouping samples of a draw center in batches using a given time span, the number of batches generated may vary according to the opening hours of the center and, if the time span and the opening hours are not divisible numbers, to the rounding procedure used. More precisely, let $ts$ be the time span used and $o_k$ be the opening hours (in minutes) of center $k$. The batches generated may be $\lceil o_k/ts \rceil$ or $\lfloor o_k/ts \rfloor$. In the first case (second case), the last generated batch of each draw...
center may contain a smaller (bigger) number of samples, resulting in a batch with a longer (shorter) lifetime. According to the above criteria, for each time span $ts$, we generate two sets of large instances, denoted as Set $A$ and Set $B$, containing $\lceil o_k/ts \rceil$ and $\lfloor o_k/ts \rfloor$ batches for each center $k$, respectively.

As an example, let us assume that the opening hours of the draw center $k$ are $o_k = 300$ minutes and that $ts = 45$ minutes. Hence, $\lceil o_k/ts \rceil = 7$ and $\lfloor o_k/ts \rfloor = 6$. In the first case, we get 7 batches: the first 6 batches with 15 samples and lifetime of 78 minutes and the last batch with 25 samples and a shorter lifetime of 48 minutes. In the second case, we get 6 batches: the first 5 batches contain 15 samples and lifetime 78 minutes, and the last batch contains 10 samples and has a longer lifetime of 93 minutes.

Tables 3 and 4 show the number of requests/batches in the instances of Set $A$ and Set $B$, generated by grouping samples according to the two different rounding procedures, with a time span of 60, 45 and 30 minutes respectively, from Monday to Saturday. Hence, as detailed above, instances of Set $A$ generally contain a bigger number of batches than the instances of Set $B$, but possibly with longer lifetimes. Note that, in each set, since the opening hours of the draw centers depend on the day of the week, the number of requests for each day varies. Furthermore, when a time span of 30 minutes is considered, the number of requests in the instances of Set $A$ and Set $B$ related to Monday, Wednesday, Friday and Saturday are the same, resulting in exactly the same instances. As a consequence, the number of different large instances obtained so far is 32.
### Table 3: Number of requests/batches per time span and day in instances of Set A.

| Set | Time Span | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday |
|-----|-----------|--------|---------|-----------|----------|--------|----------|
| A₁  | 60        | 61     | 65      | 60        | 71       | 59     | 34       |
| A₂  | 45        | 76     | 81      | 72        | 87       | 73     | 42       |
| A₃  | 30        | 104    | 111     | 100       | 120      | 100    | 58       |

Table 4: Number of requests/batches per time span and day in instances of Set B.

| Set | Time Span | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday |
|-----|-----------|--------|---------|-----------|----------|--------|----------|
| B₁  | 60        | 43     | 45      | 40        | 48       | 41     | 24       |
| B₂  | 45        | 62     | 66      | 61        | 72       | 60     | 35       |
| B₃  | 30        | 104    | 109     | 100       | 118      | 100    | 58       |

### 7 Experimental Results

In this section, the experimental results on the instances described in the previous section are presented. All tests have been performed on a PC equipped with Intel i5 processor and 8 Gb of RAM. This section is organized as follows. In Section 6, a tuning experimental campaign devoted to properly set some parameters of the ANLS algorithm is presented. In Sections 7.2 and 7.3, the computational results on small and large instances are respectively reported.

#### 7.1 ALNS Tuning

In this section, the results of an experimental tuning campaign carried out to properly set some components and parameters of the ALNS algorithm are reported.
On the basis of a preliminary experimental analysis, it follows that the parameters that highly affect the performance of the ALNS are $r$ and the percentage of requests to remove and re-insert at each iteration, denoted as $rem$ in what follows. Recall that $r$ controls how the weights assigned to each heuristic change during the algorithm: the smaller $r$ is the more importance is given to the whole performance history of the heuristics during the algorithm when updating their weights. As a consequence, in the tuning phase, different values of $r$ and $rem$ have been evaluated, while the other parameters have been set as proposed in [15], i.e., $\sigma_1 = 33, \sigma_2 = 9, \sigma_3 = 19, C_{rate} = 0.99975$ and $w = 0.05$. Furthermore, in the tuning phase, different variants of the insertion heuristics have been tested, which take into account, with different accuracy levels, how the insertion of a request in a given route affect other routes of the solution. In fact, in the problem under study, the requests can be transferred from one vehicle to another at the spoke centers, implying that routes may affect each other. As an example, let us suppose that request $i$ is delivered by vehicle $k$ to a spoke $sp$ and is picked up at $sp$ by a vehicle $q$ after the stabilization. Then, a change in the route $k$ may lead to request $i$ ending the stabilization process at spoke $sp$ earlier or later than before, implying a possible timing change in the route $q$. In practice, taking into account the changes on the affected routes during the insertion of requests performed by an insertion heuristic increases the accuracy of local insertion decisions, but, at the same time, increases the complexity of the heuristics. In order to evaluate how the global performance of the ALNS algorithm is influenced by the evaluation of the affected routes in the insertion heuristics, the following three configurations have been tested:

- Configuration 1 ($C_1$): The affected routes are never taken into account during the insertion evaluation. Hence, heuristics evaluate the insertion of a request in a route $k$ considering route $k$ only.
• Configuration 2 ($C_2$): The affected routes are always taken into account during the insertion evaluation. Hence, a heuristic evaluates the insertion of a request in a route taking into account how that insertion affect other routes.

• Configuration 3 ($C_3$): The affected routes are taken into account only during the evaluation of an insertion of a request together with a spoke center. Hence, only the insertion heuristics Best Insertion with spokes and Best Request-spoke Insertion consider the affected routes during the insertion evaluation. This configuration arises from the fact that inserting a request together with a spoke center could have a higher impact on other routes than the insertion of a single request.

In the tuning phase, the three configurations introduced above and different values for parameters $r$ and $rem$ have been tested. More precisely, we consider $r \in \{0.1, 0.5, 0.8\}$ and $rem \in \{0.01, 0.05, 0.1, 0.15\}$. The values of $r$ have been chosen in order to test the algorithm with a high, medium, or small sensitivity to the weights’ change. The values of $rem$ came out from a preliminary experimental campaign, which showed that the proposed algorithm performs better, with respect to solution quality and computational time, when the percentage of requests to be removed/inserted at each iteration is quite small. All combinations of the values of $r$ and $rem$ and the three configurations have been tested on 4 real-world instances, i.e., Saturday and Friday of Set $A_3$, and Wednesday and Thursday of set $A_2$. Hence, 144 experiments have been performed in total: each configuration has been tested on 48 experiments (one for each instance, $r$ and $rem$ values), while each value of $r$ and $rem$ has been tested on 48 and 36 experiments, respectively. The main indicators used to evaluate the performances of the ALNS algorithm are the percentage of feasible solutions found, the solution values, and the
computation time.

The results of the tuning campaign are summarized in Tables 5 and 6. On the smallest instance, Saturday of Set A3 (Table 5), the ALNS was able to find a feasible solution in all the runs. The best solution is found with configuration $C_2$, $r = 0.1$ and $rem = 0.01$. As Table 5 shows, on Friday of Set A3, the algorithm is able to find a feasible solution with $r = 0.1$, only. The value of $rem$ that provides the highest percentage of feasible solutions is 0.05 and the best solution is found with configuration $C_1$, $r = 0.1$ and $rem = 0.05$. As shown in Table 6 on the instance Wednesday of Set A2, the ALNS with configuration $C_1$ is able to find a feasible solutions in the 92% of the runs, against the 50% and 67% of configuration $C_2$ and configuration $C_3$, respectively. The values $r = 0.1$ and $rem = 0.05$ are the best ones in terms of feasibility (100% and 89%, respectively). The best solution is found with configuration $C_1$, $r = 0.1$ and $rem = 0.01$, but $rem = 0.01$ has only a 44% feasibility. The second best solution (with a gap of less than 2% from the best solution) is found with configuration $C_1$, $r = 0.1$ and $rem = 0.05$ (in this case, ALNS is able to find a feasible solution in the 89% of the runs). On Thursday of Set A2 (Table 6), configuration $C_1$ is the only one enabling the ALNS to find feasible solutions and the best solution is found with $r = 0.1$ and $rem = 0.05$.

To conclude, configuration $C_1$ performs better than the other configurations in all the instances except Saturday of Set A3. However, as already stated, this is the smallest and easiest instance, on which all the configurations perform reasonably well. The other instances are much bigger and, as shown in the Tables 5 and 6, configuration $C_1$ provides the best results, in terms of percentage of feasible solutions, as well as best solutions. Hence, configuration $C_1$ is the more reliable and effective of the three. Furthermore, the ALNS algorithm with this configuration always finds the best solution with $r = 0.1$ and $rem = 0.05$, except for Wednesday of Set A2 where, as mentioned before, the best
solution is found with $\text{rem} = 0.01$ (even if the second best solution is found with $\text{rem} = 0.05$). The values $r = 0.1$ and $\text{rem} = 0.05$ seem in general to be the most effective. Regarding computational times, a comparison with last rows of Tables 5 and 6 shows that the combination configuration $C_1$, $r = 0.1$ and $\text{rem} = 0.05$ require in general higher computational times than the other combinations on the four instances, on average. Anyway, such a higher computational effort is compensated by better performances in terms of solution feasibility and quality.

| r  | rem | Solution | Time | Solution | Time | Solution | Time | Solution | Time | Solution | Time | Solution | Time |
|----|-----|----------|------|----------|------|----------|------|----------|------|----------|------|----------|------|
| 0.1| 0.01| 1407     | 21.44| 1197     | 26.75| 1295     | 26.16| 2119     | 91.74| -        | 87.04| 2202     | 99.63|
| 0.1| 0.05| 1373     | 115.67| 1361     | 153.23| 1257     | 44.14| 2104     | 524.36| 2515     | 624.33| 2264     | 750.54|
| 0.1| 0.1 | 1385     | 158.08| 1287     | 68.93| 1458     | 36.57| 2164     | 469.08| -        | 227.69| 2467     | 578.68|
| 0.1| 0.15| 1603     | 305.53| 1427     | 63.12| 1648     | 30.43| 2307     | 242.72| -        | 343.71| -        | 368.11|
| 0.5| 0.01| 1419     | 23.90| 1290     | 27.83| 1212     | 25.67| -        | 135.78| -        | 149.92| -        | 154.15|
| 0.5| 0.05| 1411     | 76.51| 1359     | 93.99| 1398     | 126.22| -        | 259.72| -        | 170.07| -        | 319.35|
| 0.5| 0.1 | 1611     | 165.35| 1469     | 102.84| 1647     | 144.02| -        | 166.76| -        | 282.59| -        | 196.65|
| 0.5| 0.15| 1620     | 146.17| 1726     | 54.20| 1620     | 143.51| -        | 112.05| -        | 230.16| -        | 259.02|
| 0.8| 0.01| 1483     | 83.09| 1245     | 30.71| 1272     | 49.75| -        | 201.43| -        | 208.25| -        | 152.52|
| 0.8| 0.05| 1488     | 46.36| 1518     | 114.24| 1540     | 163.90| -        | 150.68| -        | 229.12| -        | 156.79|
| 0.8| 0.1 | 1613     | 105.53| 1652     | 129.92| 1551     | 154.51| -        | 141.63| -        | 144.48| -        | 171.87|
| 0.8| 0.15| 1726     | 77.94| 1617     | 61.43| 1620     | 132.14| -        | 122.39| -        | 149.81| -        | 164.36|
| Av. |     | 1511.58  | 110.46| 1429.00  | 77.27| 1459.83  | 89.75| 2173.5   | 218.19| 2515     | 237.26| 2311     | 280.97|

Table 5: Tuning results on instances Saturday and Friday of Set $A_3$. 
|  | \(r\) | rem | \(C_1\) Solution | \(r\) | Solution | \(C_2\) Time | \(C_3\) Solution | \(C_2\) Time | \(C_3\) Solution | \(C_2\) Time | \(C_3\) Solution | \(C_2\) Time |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| **Wednesday \(A_2\)** | | | | | | | | | | | | |
| \(r\) | rem | Solution | Solution | Time | Time | Solution | Solution | Time | Time | Solution | Solution | Time | Time |
| 0.1 | 0.01 | 2070 | 2287 | 57.78 | 176.55 | 2176 | 105.88 | - | 159.60 | - | 80.22 | - | 151.74 |
| 0.1 | 0.05 | 2112 | 2140 | 282.43 | 198.26 | 2389 | 291.97 | 2266 | 438.53 | - | 491.10 | - | 605.23 |
| 0.1 | 0.1 | 2232 | 2284 | 154.49 | 270.73 | 2168 | 161.72 | - | 287.70 | - | 300.05 | - | 434.66 |
| 0.1 | 0.15 | 2460 | 2147 | 226.36 | 405.24 | 2329 | 101.68 | 2572 | 886.82 | - | 232.78 | - | 357.48 |
| 0.5 | 0.01 | 2323 | - | 81.39 | 127.66 | - | 216.28 | - | 130.06 | - | 141.06 | - | 144.33 |
| 0.5 | 0.05 | 2438 | 2492 | 94.50 | 202.37 | 2357 | 266.22 | 2452 | 236.93 | - | 199.60 | - | 201.33 |
| 0.5 | 0.1 | 2477 | - | 109.71 | 180.20 | 2714 | 114.26 | - | 160.73 | - | 233.93 | - | 133.22 |
| 0.5 | 0.15 | 2858 | - | 122.45 | 98.55 | 2439 | 139.60 | - | 149.20 | - | 159.99 | - | 158.89 |
| 0.8 | 0.01 | - | - | 95.59 | 149.27 | - | 151.17 | - | 112.85 | - | 113.75 | - | 136.24 |
| 0.8 | 0.05 | 2268 | - | 155.33 | 141.01 | - | 102.35 | - | 153.79 | - | 113.54 | - | 152.87 |
| 0.8 | 0.1 | 2579 | - | 85.85 | 124.97 | 2545 | 11.12 | - | 202.43 | - | 164.85 | - | 158.83 |
| 0.8 | 0.15 | 2406 | - | 106.31 | 108.02 | - | 110.05 | - | 140.77 | - | 122.77 | - | 121.76 |
| **Av.** | | | | | | | | | | | | | | 2383.91 | 131.01 | 2321.33 | 181.90 | 2389.63 | 147.69 | 2430.00 | 254.95 | - | 196.14 | - | 229.72 |

Table 6: Tuning results on instances Wednesday and Thursday of set \(A_2\).
7.2 Results on small instances

In order to test the two MILP formulations of the problem and the effectiveness of the ALNS algorithm, the ten small instances of different sizes generated from real-life instances and introduced in Section 6 have been used. As already stated, these instances have been generated in order to test the formulations on different aspects of the problem, e.g., sample stabilization, multiple visits of the vehicles at spoke centers. The two mathematical formulations $\text{MILP}_1$ and $\text{MILP}_2$ have been solved by Gurobi 9.0 on a 3.2 GHz computer with 12 cores, 64 Gb of RAM with a time limit of 16 hours. The ALNS algorithm has been executed on a 2.5 GHz Quad-core processor and 16 Gb of RAM, using the parameter combination selected in the tuning phase presented in Section 7.1, i.e., Configuration $C_1$, $\text{rem} = 0.05$ and $r = 0.1$, and setting $I_{\text{max}} = 10,000$.

Table 7 reports a summary of the results of $\text{MILP}_1$, $\text{MILP}_2$ and of the ALNS algorithm. In the table, for each instance, Columns 2–4 and 5–7 respectively report the results related to $\text{MILP}_1$ and $\text{MILP}_2$. More precisely, “LB” is the best lower bound found at the root node, “Sol” is the value of the best solution and “time” is the computation time in seconds. A “*” indicates that Gurobi was not able to certify the optimality of the solution within the time limit. Finally, Columns 8–10 show the results of the ALNS algorithm, in which, for each instance, “Av.” is the average solution found over 5 runs of the algorithm, “# Opt.” is the number of times the optimal solution is found out of the five runs and “time” is the average computation time in seconds.

The results show that $\text{MILP}_1$ is able to find the optimal solution for all the small instances considered. In most of the cases the optimality is certified at the root node. The computation time required by $\text{MILP}_1$ generally depends on the instance dimension, and ranges from a few dozens of seconds to
| Id | MILP₁ LB | MILP₁ Sol | MILP₁ time | MILP₂ LB | MILP₂ Sol | MILP₂ time | ALNS LB | ALNS Sol | ALNS time | Av. # Opt. | time |
|----|-----------|-----------|------------|-----------|-----------|------------|---------|---------|-----------|-----------|------|
| 1  | 227       | 227       | 601.53     | 184       | 227       | 526.83     | 227.00  | 5       | 0.84      |           |      |
| 2  | 366       | 366       | 1,024.73   | 322       | 366       | 1,171.99   | 366.00  | 5       | 1.15      |           |      |
| 3  | 385       | 385       | 1,862.24   | 385       | 385       | 1,432.54   | 385.00  | 5       | 0.97      |           |      |
| 4  | 328       | 328       | 19.02      | 260       | 328       | 19.14      | 328.00  | 5       | 1.34      |           |      |
| 5  | 572       | 572       | 39.11      | 420       | 572       | 55.86      | 580.80  | 3       | 1.83      |           |      |
| 6  | 572       | 572       | 187.80     | 311       | 572       | 57600*     | 583.20  | 3       | 2.11      |           |      |
| 7  | 572       | 572       | 231.62     | 322       | 572       | 57600*     | 577.60  | 4       | 2.63      |           |      |
| 8  | 569       | 569       | 87.03      | 569       | 569       | 90.20      | 570.60  | 3       | 3.11      |           |      |
| 9  | 528       | 528       | 604.88     | 390       | 638       | 57600*     | 534.60  | 3       | 4.23      |           |      |
| 10 | 302       | 302       | 1,463.58   | 211       | 302       | 42,088.83  | 358.20  | 0       | 3.80      |           |      |

Table 7: Results on the small instances.

about half an hour. It also seems to depend on other characteristics of the instances. In fact, when the optimal solution requires multiple visits of a vehicle at a spoke center, the computation time seems to be higher. Also, the number of spokes seems to affect the computation time more than increasing the number of requests or vehicles. MILP₂ performs similarly on the 5 smallest instances but, in general, as the size of the instances increases, it starts to struggle in finding the optimal solution. In three of the ten instances, MILP₂ was not able to certify the optimal solution within the time limit. In two of these cases the best solution found is actually the optimal solution, but the optimality gap was not filled up. Such a behavior could be mainly due to the strength of the linear relaxation: In fact, the best lower bound found at root node of MILP₁ always equals the optimal solution value, while the one provided by MILP₂ is generally smaller. As for the ALNS, it has proven to be quite effective when compared to the MILP models. Note that, in Column “#Opt.”, in four instances the optimal solution was found in
each run, while in the other instances it was found only in some of the 5 runs, as indicated. Instance 10 is the only one where the ALNS was not able to find the optimal solution in the 5 runs. However, even the not optimal solutions are in general very close to the optimum: on Instances 5-9, there is an average gap of 1.92% between the optimal solution and the ALNS average solution while on instance 10 the gap is about 15%. As for the computational times, the ALNS is obviously much faster with an average time going from 0.8 to 4.2 seconds.

7.3 ALNS results on real-life instances

In this section, experimental results of the ALNS algorithm on the 32 distinct large instances of SetA and SetB are presented. Even on the smallest instances of these sets, we point out that Gurobi running on MILP\textsubscript{1} and MILP\textsubscript{2} was not even able to find a feasible solution in hours of computation.

Tables 8 and 9 report the results on the two sets. We recall that the instances of Monday, Wednesday, Friday and Saturday of Sets A\textsubscript{3} and B\textsubscript{3} are the same.

On each instance, five runs of the algorithm have been performed employing the parameters and the algorithm configuration selected from tuning phase presented in Section 7.1, i.e., configuration C\textsubscript{1}, rem = 0.05 and r = 0.1, and with T\textsubscript{max} = 20,000. As shown in Section 7.1 on selected instances, such parameters allow on average to find feasible solutions with small costs.

The objective of the experimental campaign on the large instances is twofold. From one side, the ability of the developed ALNS algorithm to tackle with big real-life instances can be assessed. From the other side, it allows to evaluate the best policy for batching samples in such a way that all samples can be delivered on time. Recall that, instances of Set A and Set B present different characteristics: instances in Set A usually have a bigger number of requests but with longer lifetimes, while instances
in Set $B$ are smaller but with shorter lifetimes of the requests. In Tables 8 and 9, Columns 2–5, Columns 6–9 and Columns 10–13 show the results for sets $A_1/B_1$, $A_2/B_2$ and $A_3/B_3$, respectively, from Monday to Saturday. In the tables, “Av.” and “Best.” are the average travel distance and the best travel distance, respectively, of the solutions found on the 5 runs of the algorithm, “Feas.” is the number of times, out of the 5 runs, a feasible solution was found, and “time” is the average computational time in seconds. In the tables, a “-” in “Av.” and “Best.” means that no feasible solution has been found in the five runs.

First of all, note that the ALNS algorithm is not able to find feasible solutions for all instances of Set $B_1$, but Saturday (for which it founds the best feasible solution for that day). In fact, instances in Set $B_1$ contain requests with the shortest lifetimes and, hence, are the most constrained in terms of lifetimes. In all other instances, except for the instances related to Thursday in $A_3$ and $B_3$, the ALNS is able to find feasible solutions. Regarding the batching policy, the results show that bigger the time spans for batching samples are, better the quality of the solutions are, in terms of objective function. As shown in Tables 8 and 9, for each day, the average and the best costs of the solutions usually increase as the time span increases, i.e., from instances of Set $A_3$ (Set $B_3$) to instances of Set $A_1$ (Set $B_1$). Nevertheless, note that by employing the rounding procedure used to generate Set $B$ and a time span of 60 minutes, the instances become too much constrained in terms of lifetimes so that a feasible solution could not exist. The results show that using a time span of 45 minutes is the best batching policy with respect to feasibility. In fact, the ALNS always find a feasible solution in both Set $A_2$ and Set $B_2$.

In general, on all the days, the best results in terms of best and average objective function values and computational time are attained on instances of Set $A_1$. 
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Table 8: ALNS results on the instances of SetA.

For the single days, the best results are obtained for the instances of Set A1, except for Saturday for which the best results are attained in Set B1. Note that, the instance Saturday in Set B1 is the smallest instance in terms of number of requests.

Regarding the biggest instances of Sets A3 and B3, we observe that the ALNS algorithm fails in finding feasible solutions for the instances of Thursdays and few feasible solutions are found on Tuesdays’ instances. This fact could mainly due to the big sizes of these instances, with a number of requests ranging from 109 to 120. On the other hand, especially on instances of Set A3, ALNS is able to find quasi-feasible solutions with small total lifetime violations (of about 22 minutes) and total time-windows violations (of about 1 minute), on average.

Summarizing, the ALNS algorithm is able to deliver all samples on time by grouping samples with a time span ts of 45 minutes. This is an important and interesting result since in the real case related to the Local Healthcare Authority of Bologna about the 40% of samples is delivered late.
|      | \(B_1 (ts = 60)\) | \(B_2 (ts = 45)\) | \(B_3 (ts = 30)\) |
|------|------------------|------------------|------------------|
|      | Av. | Feas. | Best | Best | Av. | Feas. | Best | Best | Av. | Feas. | Best | Best |
| Monday | -   | 0     | -    | 269.11 | 1995 | 5     | 1842 | 334.23 | 2320.75 | 4   | 2238 | 428.68 |
| Tuesday | -   | 0     | -    | 283.61 | 2352 | 5     | 2254 | 427.83 | 2709  | 1   | 2709 | 576.05 |
| Wednesday | -   | 0     | -    | 2060  | 5     | 1970 | 312.31 | 2490.75 | 4   | 2241 | 400.35 |
| Thursday | -   | 0     | -    | 2380.2 | 5   | 2286 | 540.33 | -   | 0  | - |
| Friday  | -   | 0     | -    | 1908  | 5     | 1770 | 162.12 | 2144.75 | 4   | 2102 | 475.21 |
| Saturday | 859.5 | 4   | 817  | 54.11 | 1058.2 | 5 | 849  | 57.38 | 1201  | 5   | 1057 | 105.99 |
| Av.    | -   | -     | -    | -     | 1958.90 | 5.00 | 1828.50 | 305.70 | 2173.25 | 3.00 | 2069.40 | 397.26 |

Table 9: ALNS results on the instances of SetB.

8 Conclusion

In this paper, a Vehicle Routing problem arising from a real-world healthcare application has been presented, concerning the transportation of biological samples from draw centers to a main laboratory. The problem is modeled as a Vehicle Routing Problem with time-window and lifetime constraints, transfers and multiple possible visits at specific nodes (i.e., the spokes), where samples can be stabilized to gain extra lifetimes. Two Mixed Integer Linear Programming formulations and an Adaptive Large Neighborhood Search algorithm have been proposed for the problem. Computational experiments on different sets of instances based on real-life data provided by the Local Healthcare Authority of Bologna, Italy, are presented. A comparison between the solutions obtained with the formulations and the ALNS algorithm on small instances shows the effectiveness of the proposed algorithm. On real-life instances, different batching policies of the samples are evaluated. The more reliable batching policy, in terms of feasibility, is to use a time span of 45 minutes for grouping samples, while a time span of 60 minutes can be better if batches are created with more samples but longer lifetimes,
as explained in Section 6. The results also show that the ALNS algorithm is able to find solutions in
which all the samples are delivered on time, while in the real case of Bologna, about 40% of samples
is delivered late.
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