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Abstract
We study convergence rates of the classic proximal bundle method for a variety of nonsmooth convex optimization problems. We show that, without any modification, this algorithm adapts to converge faster in the presence of smoothness or a Hölder growth condition. Our analysis reveals that with a constant stepsize, the bundle method is adaptive, yet it exhibits suboptimal convergence rates. We overcome this shortcoming by proposing nonconstant stepsize schemes with optimal rates. These schemes use function information such as growth constants, which might be prohibitive in practice. We provide a parallelizable variant of the bundle method that can be applied without prior knowledge of function parameters while maintaining near-optimal rates. The practical impact of this scheme is limited since we incur a (parallelizable) log factor in the complexity. These results improve on the scarce existing convergence rates and provide a unified analysis approach across problem settings and algorithmic details. Numerical experiments support our findings.

1 Introduction
Convex optimization has played a fundamental role in recent developments in high-dimensional statistics, signal processing, and data science. Large-scale applications have motivated researchers to develop first-order methods with computationally simple iterations. Although impressive in scope, these methods often require delicate parameter tuning involving geometrical information about the objective function. Thus, imposing an obstacle for practitioners that rarely have access to such information.

In this work, we develop efficiency guarantees for proximal bundle methods, which date back to the 70s, that solve unconstrained convex minimization problems

\[ \min_{x \in \mathbb{R}^d} f(x) \]  

where \( f : \mathbb{R}^d \to \mathbb{R} \) is a proper closed convex function. Throughout we assume \( f \) attains its minimum value \( f^* = \inf f \) on some nonempty set \( X^* = \{ x \mid f(x) = f^* \} \). Our core finding is that classic bundle methods, without any modification, are adaptive, which means that they speed up in the presence of smoothness or error bounds, with little to no tuning.

Proximal bundle methods were originally introduced by [33], [40], and [59]. They are conceptually similar to model-based methods [8,15,50]. That is, methods that update their iterates by applying a proximal step to an approximation of the function, known as the model \( f_k \):

\[ x_{k+1} \leftarrow \arg\min_x f_k(x) + \frac{\rho_k}{2} \| x - x_k \|^2 \quad \text{with} \quad \rho_k > 0. \]  
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Unlike these schemes, bundle methods only update their iterates $x_k$ when the decrease in objective value is at least a fraction of the decrease that the model predicted. Moreover, bundle methods incorporate information from past iterations into their models, allowing $f_k$ to capture more than the just objective’s geometry near $x_k$.

This seemingly subtle change has a rather surprising consequence: the iterates generated by a bundle method, with any constant parameter configuration, converge to a minimizer of $f$; see [27, Thm. 4.9], [22, Thm. XV.3.2.4], or [54, Thm. 7.16] for different variations of this result. This stands in harsh contrast to other classic first-order algorithms; for example, gradient descent and its accelerated variants rely on selecting a stepsize inversely proportional to the level of smoothness. Similarly, subgradient methods rely on carefully controlled decreasing stepsize sequences. These simpler algorithms may fail to converge when the stepsizes are not carefully managed. Thus, providing a compelling reason to consider bundle methods.

Although bundle methods are known to converge under a number of assumptions [2,7,10,19,26,39,41,45,46,56] and have been successfully used in applications [11,55], nonasymptotic guarantees have remained mostly evasive. The purpose of this paper is to close this gap. We study convergence rates for finding an $\varepsilon$-minimizer, e.g., $f(x) - \inf f \leq \varepsilon$, under a variety of different assumptions on $f$. We consider settings where the objective function is either $M$-Lipschitz continuous

$$|f(x) - f(y)| \leq M\|x - y\| \quad \text{for all } x, y \in \mathbb{R}^d$$

or differentiable with an $L$-Lipschitz gradient, often referred to as $L$-smoothness,

$$\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\| \quad \text{for all } x, y \in \mathbb{R}^d.$$ (1.4)

In either setting, we investigate the method’s rate of convergence with and without the presence of Hölder growth

$$f(x) - f^* \geq \mu \cdot \text{dist}(x, X^*)^p \quad \text{for all } x \in \mathbb{R}^d,$$ (1.5)

where $\text{dist}(x, S) = \inf_{y \in S} \|x - y\|$. Particularly important cases are when $p = 1$ and $p = 2$ which correspond to sharp growth ($\mu$-SG) [4] and a generalization of strong convexity, known as quadratic growth ($\mu$-QG).

Historically, bundle methods were primarily conceived for nonsmooth optimization. The reason for this is simple: solving the proximal bundle subproblem (1.2) is believed to be expensive, which is acceptable for nonsmooth problems because of their intrinsic higher complexity. Yet, it is not acceptable for smooth problems. Thus, studying rates for smooth setting might seem odd. Nonetheless, recently Nesterov and Florea [48] introduced an efficient routine to tackle the subproblems and use it to derive a model-based method with sound theoretical and practical performance. This motivates our pursuit for efficiency guarantees for smooth optimization.

### 1.1 Contributions

The main contribution of this work is to establish convergence rates under every realizable combination of continuity/smoothness (1.3) or (1.4) and growth assumptions (1.5), see Table 1. Full theorem statements are given in Section 2 and apply for any Hölder growth exponent (rather than just the cases of $p = 1$ and $p = 2$ shown in the table). Our analysis technique is fairly general as we apply it to every combination of assumptions as well as different stepsize rules. We show rates for the constant stepsize rule $\rho_k = \rho > 0$, which tend to be suboptimal. Yet, they improve under additional assumptions such as quadratic growth or smoothness. Tuning the constant $\rho$ to depend on a target accuracy $\varepsilon$ yields faster convergence rates. Further, we propose nonconstant stepsize
Table 1: Convergence rates. We denote \( \Delta_f := f(x_0) - \inf f \). Here QG and SG denotes quadratic and sharp growth, respectively. The first column applies for any choice of the parameter \( \rho \), showing progressively faster convergence as more structure is introduced. The second column shows the rate after optimizing the choice of \( \rho \). The third column further improves these by allowing nonconstant stepsizes \( \rho_k \), albeit it requires information about the function that might be unavailable.

| Assumptions | Rate for generic \( \rho \) | Rate for tuned \( \rho \) | Rate for adaptive \( \rho_k \) |
|-------------|-----------------------------|-----------------------------|-----------------------------|
| \( M \)-Lipschitz | \( O\left( \frac{M^2\|x_0 - x^*\|^4}{\rho^3 \epsilon} \right) \) | \( O\left( \frac{M^2\|x_0 - x^*\|^4}{\epsilon^2} \right) \) | \( O\left( \frac{M^2\|x_0 - x^*\|^4}{\epsilon^2} \right) \) |
| \( \mu \)-QG | \( O\left( \frac{M^2}{\min\{\mu, \rho\} \epsilon} \right) \) | \( O\left( \frac{M^2}{\mu \epsilon} \right) \) | \( O\left( \frac{M^2}{\mu \epsilon} \right) \) |
| \( \mu \)-SG | \( O\left( \frac{M^2}{\rho \epsilon} \right) \) | \( O\left( \frac{M^2}{\mu \epsilon} \right) \) | \( O\left( \frac{M^2}{\mu \epsilon} \right) \) |
| \( L \)-Smooth | \( O\left( \frac{L^3\|x_0 - x^*\|^2}{\rho^2 \epsilon} \right) \) | \( O\left( \frac{L\|x_0 - x^*\|^2}{\epsilon} \right) \) | \( O\left( \frac{L\|x_0 - x^*\|^2}{\epsilon} \right) \) |
| \( \mu \)-QG | \( O\left( \frac{L^3}{\mu^2 \epsilon} \log \left( \frac{\Delta_f}{\epsilon} \right) \right) \) | \( O\left( \frac{L}{\mu} \log \left( \frac{\Delta_f}{\epsilon} \right) \right) \) | \( O\left( \frac{L}{\mu} \log \left( \frac{\Delta_f}{\epsilon} \right) \right) \) |

The existing convergence theory for the proximal bundle method applies to settings comparable to the first two rows of our table. Kiwiel [30] derived a \( O(\epsilon^{-3}) \) convergence rate for Lipschitz problems, which agrees with our theory. Du and Ruszczyński [16] and subsequently Liang and Monteiro [37] showed a variant of the proximal bundle method with proper stepsize selection attains near optimal nonsmooth convergence rates for Lipschitz problems with any level of Hölder growth, at the cost of running a logarithmic number of instances of the bundle method in parallel. This additional cost may make the method impractical in settings when processor power is limited. Its primary value lies in showing a parameter-free, optimal proximal bundle method is theoretically possible.

1.2 Related work

In 2000, Kiwiel [30] gave the first convergence rate for the proximal bundle method, showing that an \( \epsilon \)-minimizer \( x_k \) is found with \( k \leq O\left( \frac{\|x_0 - x^*\|^4}{\epsilon^3} \right) \). More recently, Du and Ruszczyński [16] gave the first analysis of bundle methods when applied to problems satisfying a quadratic growth bound. In this case, an \( \epsilon \)-minimizer is found within \( O(\log(1/\epsilon)/\epsilon) \) iterations. Following this, Liang and Monteiro [37] showed a variant of the proximal bundle method with proper stepsize selection attains...
the optimal convergence rate for convex and strongly convex optimization, up to logarithmic terms. This work continues this direction establishing a wide range of guarantees for an unmodified proximal bundle method. Note that our work assumes the given problem is unconstrained (matching the model of [16] but falling short of that of [30,37]). Generalizing our analysis beyond the unconstrained setting provides an interesting future direction.

Despite historically having weaker convergence rate guarantees than simple alternatives like the subgradient method, bundle methods have persisted as a method of choice for nonsmooth convex optimization. See [18,34] as a survey of much of the bundle method literature. In practice, bundle methods have proven to be efficient methods for solving many nonsmooth problems (see [11,55] for further discussion). Extensions that apply to nonconvex problems have been considered in [2,10,19,26,39,41,45,46] and as well as extensions to problems where only an inexact first-order oracle is available in [13,20,38]. Bundle-based methods that exploit the so called \( \mathcal{U} \)-structure of the objective function were develop in [42,43]; under suitable conditions these algorithms exhibit superlinear convergence.

Stronger convergence rates have been established for related level bundle methods [35], which share many core elements with proximal bundle methods. Variations of level bundle methods were studied in [9,29,32]. The results of Lan [32] provide guarantees across a range of problem settings, while incorporating Nesterov-type acceleration at the cost of needing two oracle calls per iteration. For nonsmooth optimization, their level bundle method rates align with the optimal rates we derive for the proximal bundle method. For smooth optimization, they achieve the optimal accelerated rate whereas our analysis finds the proximal bundle method only converges as fast as gradient descent.

A few parallel bundle methods have been proposed in the literature [17,23,24]. The authors of [24] propose a bundle-trust-region targeted to stochastic mixed-integer programming problems. While [23] introduces an asynchronous level bundle method that assumes that \( f \) is a sum of convex functions and exploits this decomposition to distribute computation. To our knowledge, [17] introduced the only parallel variant of the proximal bundle method, which seeks to reduce the computational load by greedily picking subsets of coordinates and executing parallel instances of the bundle method restricted to each subset. In contrast, our parallel bundle method aims to bypass the need for tuning by running a small number of instances with different stepsizes.

Outline  Section 2 introduces the Proximal Bundle Method and provides the formal convergence guarantees under different regularity assumptions. This section also introduces simple stepsize rules that guarantee optimal convergence rates for all nonsmooth settings. Practical implementations of these rules require access growth constants of the function. To illustrate that nearly optimal parameter-free guarantees are possible, in Section 3 we propose an adaptive parallel bundle method. We complement our findings with numerical experiments in Section 4. Finally, Section 5 presents a broadly applicable proof technique to analyze bundle methods and uses it to establish the theoretical results.

2 Bundle Methods

In this section, we formally define the family of proximal bundle methods that our theory applies to. We present the convergence rates for the classic method with constant stepsizes. Additionally, we introduce and analyze nonconstant stepsize rules that guarantee faster convergence rates.

Proximal bundle methods work by maintaining a model function \( f_k : \mathbb{R}^n \rightarrow \mathbb{R} \) at each iteration
The method computes a candidate for the next iterate as
\[
z_{k+1} = \arg\min_{z \in \mathbb{R}^d} f_k(z) + \frac{\rho_k}{2} \|z - x_k\|^2. \tag{2.1}
\]

However, unlike other model-based algorithms, bundle methods do not necessarily move their next iterate to \(z_{k+1}\). Instead, it first checks whether the candidate \(z_{k+1}\) has at least \(\beta \in (0,1)\) fraction of the decrease in objective value that our model \(f_k(\cdot)\) predicts, i.e., \(\beta(f(x_k) - f(z_{k+1})) \leq f(x_k) - f(z_{k+1})\).

If it does, it updates \(x_{k+1} = z_{k+1}\) as the next iterate, this is called a *Descent Step*. Otherwise the method keeps the iterate the same \(x_{k+1} = x_k\) and updates the model function \(f_{k+1}\), called a *Null Step*.

The proximal bundle method is stated fully in Algorithm 1. Our analysis does not presume a particular parametrization or form of the models. We only assume that the models satisfy mild assumptions, typical of bundle methods in the literature. To state the assumptions, note the first-order optimality conditions define a subgradient
\[
s_{k+1} = \rho_k (x_k - z_{k+1}) \in \partial f_k(z_{k+1}) \quad \text{for each } k \geq 0
\]

where \(\partial f(x) = \{g \mid f(x') \geq f(x) + \langle g, x' - x \rangle \ \forall x' \in \mathbb{R}^d\}\) denotes the subdifferential of \(f\) at \(x\). As it is customary, we assume access to a black-box oracle that for a given point \(x\) returns \(f(x)\) and some subgradient \(g(x) \in \partial f(x)\).

**Assumption A.** Let \(\{f_k : \mathbb{R}^d \to \mathbb{R}\}\) and \(\{\rho_k\}\) be the sequence of models and stepsizes used throughout the execution of a bundle method. Assume that for any iteration \(k \geq 0\), the next model \(f_{k+1}\) and stepsize \(\rho_{k+1}\) satisfy the following:

1. **Minorant.**
   \[
f_{k+1}(x) \leq f(x) \quad \text{for all } x \in \mathbb{R}^d. \tag{2.2}
\]

2. **Subgradient lower bound.** The oracle output \(g_{k+1} := g(z_{k+1}) \in \partial f(z_{k+1})\) satisfies
   \[
f_{k+1}(x) \geq f(z_{k+1}) + \langle g_{k+1}, x - z_{k+1} \rangle \quad \text{for all } x \in \mathbb{R}^d. \tag{2.3}
\]

3. **Model subgradient lower bound.** After a null step \(k\)
   \[
f_{k+1}(x) \geq f_k(z_{k+1}) + \langle s_{k+1}, x - z_{k+1} \rangle \quad \text{for all } x \in \mathbb{R}^d. \tag{2.4}
\]

4. **Nondecreasing stepsizes between null steps.** After a null step \(k\),
   \[
   \rho_{k+1} \geq \rho_k. \tag{2.5}
   \]
The first two conditions are natural as they ensure that a new model incorporates first-order information from the objective at \( z_{k+1} \). The third condition is mild and, intuitively, requires the new model to retain some of the approximation accuracy of the previous model. The last assumption is trivial to enforce algorithmically.

### 2.1 Bundle Method Model Function Choices

Several methods for constructing model functions \( f_k \) that satisfy (2.2)-(2.4) have been considered. In practice, the main consideration lies in weighing the potentially greater per iteration gains from having more complex models against the lower iteration costs from having simpler models.

#### Full-Memory Proximal Bundle Method.

The earliest proposed bundle methods \([33,59]\) rely on using all of the past subgradient evaluations to construct the models as

\[
f_{k+1}(x) = \max_{j=0...k+1} \{ f(z_j) + \langle g_j, x - z_j \rangle \}.
\]

In this case, solving the quadratically regularized subproblem at each iteration amounts to solving a quadratic programming problem.

#### Finite Memory Proximal Bundle Method.

Alternatively using cut-aggregation \([25,27]\), the collection of \( k+1 \) lower bounds used by (2.6) can be simplified down to just two linear lower bounds. The only two necessary lower bounds are exactly those required by (2.3) and (2.4). Namely, one could construct the model functions as

\[
f_{k+1}(x) = \max \{ f_k(z_{k+1}) + \langle s_{k+1}, x - z_{k+1} \rangle, f(z_{k+1}) + \langle g_{k+1}, x - z_{k+1} \rangle \}.
\]

Then the subproblem that needs to be solved at each iteration can be done in closed form, see Claim 1. Hence the iteration cost using this model is limited primarily by the cost of one subgradient evaluation.

#### Spectral Bundle Methods.

Both of the above models rely on constructing piecewise linear models of the objective. For more structure problems, richer models can be constructed. For example, in eigenvalue optimization or more broadly semidefinite programming, better spectral lower bounds can be constructed instead of using simple polyhedral bounds \([21,51]\). Primal-dual convergence rate guarantees for such spectral bundle methods were recently developed by Ding and Grimmer \([14]\).

### 2.2 Iterations, Oracle Queries, Stopping and Inexactness

In the sequel, we present convergence rates of the bundle method with respect to the number of iterations. Depending on the choice of the model function \( f_k \), solving the proximal subproblem (2.1) might require a numerical procedure. Our results treat this step as a black box. In turn, our statements are written in terms of the number of descent and null steps. The sum of these two gives what we call the “iteration count” and ignores any inner-loop iterations needed for solving (2.1).

Although the total number inner and outer of iterations might indeed be much higher than our iteration count, our claims about the optimality of the bundle method hold; black-box complexity theory \([47]\) measures optimality in terms of the number of oracle queries. Regardless of the model function choice, the number of oracle queries matches our iteration count.
In general, provable stopping criteria for the proximal bundle method are not readily available. One reasonable heuristic lies in stopping once the aggregate \(\|s_{k+1}\|\) is small, but this provides no bound on the algorithm’s suboptimality. Stopping conditions are possible given more structure (for example, a bound on the distance to optimality or when (1.1) corresponds to the dual of a constrained problem). Alternative approaches like the level bundle method naturally lend themselves to a stopping criteria.

One shortcoming of our theory is that we do not account for methods where the oracle queries or the solutions of (2.1) are inexact. There is a vast literature on this topic [11, 13, 31, 58]. Algorithmic variants that handle inexactness require additional checks in order to guarantee convergence. As extensions of our results to the inexact setting goes beyond the scope of this work; we leave this as an intriguing question for future research.

### 2.3 Convergence Rates from Constant Stepsize Choice

We now formalize our convergence theory for the proximal bundle method using any constant choice of the stepsize parameter \(\rho_k = \rho\) and any \(\beta \in (0, 1)\). These guarantees match those claimed in the first column of Table 1. After each theorem, we remark on the tuned choice of \(\rho\) that gives rise to the claimed rate in the second column of Table 1. We start by considering the setting where only Lipschitz continuity is assumed. The proof of this result is deferred to Section 5.4.

**Theorem 2.1 (Lipschitz).** For any \(M\)-Lipschitz convex objective function \(f\), consider applying the bundle method using a constant stepsize \(\rho_k = \rho\). Then for any \(0 < \epsilon \leq f(x_0) - f^*\), the number of descent steps before an \(\epsilon\)-minimizer is found is at most

\[
\frac{2\rho D^2}{\beta \epsilon} + \left[ \frac{2 \log \left( \frac{f(x_0) - f^*}{\rho D^2} \right)}{\beta} \right] +
\]

and the number of null steps is at most

\[
\frac{48 \rho M^2 D^4}{\beta (1 - \beta)^2 \epsilon^3} + \frac{32 M^2}{\beta (1 - \beta)^2 \rho^2 D^2}
\]

where \(D^2 = \sup_k \text{dist}(x_k, X^*)^2 < \infty\).

It follows from [54] [(7.64)] that \(D^2 \leq \text{dist}(x_0, X^*)^2 + \frac{2(1 - \beta)(f(x_0) - f^*)}{\delta \rho}\). Alternatively, if the level sets of \(f\) are bounded, the fact that \(f(x_k)\) is non-increasing ensures \(D^2 \leq \sup \{\text{dist}(x_k, X^*)^2 \mid f(x) \leq f(x_0)\}\).

Selecting \(\rho = \epsilon / D^2\) gives an overall complexity bound of \(O\left(\frac{M^2 D^2}{\epsilon^2}\right)\) and matches the optimal rate for nonsmooth, Lipschitz convex optimization [47].

If instead of Lipschitz continuity of the objective, we assume the objective has Lipschitz gradient, the bundle method adapts to give the following faster rate. We defer the proof to Section 5.5.

**Theorem 2.2 (Smooth).** For any \(L\)-smooth convex objective function \(f\), consider applying the bundle method using a constant stepsize \(\rho_k = \rho\). Then for any \(0 < \epsilon \leq f(x_0) - f^*\), the number of descent steps before an \(\epsilon\)-minimizer is found is at most

\[
\frac{2\rho D^2}{\beta \epsilon} + \left[ \frac{2 \log \left( \frac{f(x_0) - f^*}{\rho D^2} \right)}{\beta} \right] +
\]

and the number of null steps is at most

\[
\frac{48 \rho M^2 D^4}{\beta (1 - \beta)^2 \epsilon^3} + \frac{32 M^2}{\beta (1 - \beta)^2 \rho^2 D^2}
\]
and the number of null steps is at most

\[ 16(L + \rho)^3 \left( \frac{2pD^2}{\beta \epsilon} + \left\lfloor \frac{2 \log \left( \frac{f(x_0) - f^*}{\rho D^2} \right)}{\beta} \right\rfloor + 1 \right) \]

where \( D^2 = \sup_k \text{dist}(x_k, X^*)^2 < \infty \).

Selecting \( \rho = L \) gives an overall complexity bound of \( O \left( \frac{LD^2}{\beta(1-\beta) \epsilon} \right) \). This matches the standard convergence rate for gradient descent [47]. It is likely that a variant of the bundle method can achieve accelerated rates, either by enforcing additional assumptions about the models \( f_k \) or by modifying the logic of the algorithm. We leave this as an intriguing open question for future research.

Next, we reconsider the settings of Lipschitz continuity and smoothness with additional structure in the form of a Hölder growth bound. We find that the convergence guarantees divide into three regions depending on the growth exponent \( p \), whether it is large, equal to, or smaller than 2. Here \( p = 2 \) is the critical exponent value since the proximal subproblem adds a regularizer with quadratic growth. Regardless, as \( p \) decreases, the bundle method converges faster. We defer the proof of the next result to Section 5.6.

**Theorem 2.3 (Lipschitz with Hölder growth).** For any \( M \)-Lipschitz objective function \( f \) satisfying the Hölder growth condition (1.5), consider applying the bundle method using a constant stepsize \( \rho_k = \rho \). Then for any \( 0 < \epsilon < f(x_0) - f^* \), the number of descent steps before an \( \epsilon \)-minimizer is found is at most

\[
\begin{cases}
2p & \text{if } p > 2 \\
\frac{2p}{(1 - 2/p)\beta \mu^{2/p} \epsilon^{1 - 2/p}} + \frac{2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right)}{\beta} & \text{if } p = 2 \\
\frac{2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right)}{\beta \min\{\mu/\rho, 1\}} & + \frac{2p(f(x_0) - f^*)^{2/p - 1}}{(1 - 2^{1-2/p})\beta \mu^{2/p}} & \text{if } 1 \leq p < 2
\end{cases}
\]

and the number of null steps is at most

\[
\begin{cases}
\frac{48pM^2}{(1 - 2/p)\beta(1 - \beta)^2 \mu^{4/p} \epsilon^{3-4/p}} + \frac{32M^2}{\beta(1 - \beta)^2 \rho(\mu^{2/p})^{1/(1-2/p)}} & \text{if } p > 2 \\
\frac{4(1 - \beta)^2 \mu^{4/p} \rho \epsilon^{1 - 2/p}}{16M^2} \min\{\mu/\rho, 1\} & + \frac{32M^2}{\beta(1 - \beta)^2 \rho \epsilon^2} + \frac{32M^2}{\beta(1 - \beta)^2 \rho \mu^{2/p}(1 - 2/p)C} & \text{if } 1 \leq p < 2
\end{cases}
\]

with \( C = \max \left\{ \frac{(f(x_0) - f^*)^{1/p - 3}}{(\mu^{2/p})^{1/(1-3/p)}}, 1 \right\} \min \left\{ \frac{1}{1 - 2^{1/p - 3}}, \left\lfloor \frac{2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right)}{\beta \mu^{2/p}} \right\rfloor \right\} \).

When \( p = 2 \), selecting \( \rho = \mu \) gives an optimal overall complexity bound of \( O(M^2/\mu \epsilon) \). Selecting \( \rho = O(\epsilon^{1-2/p}) \) matches the optimal rate for Lipschitz optimization with growth exponent \( p > 2 \). When \( p = 1 \), selecting \( \rho = O(1/\sqrt{\epsilon}) \) minimizes this bound, but the resulting sublinear \( O(1/\sqrt{\epsilon}) \) rate
falls short of the best known rate for sharp, Lipschitz optimization, i.e., linear convergence \[52\]. In the next section where we consider nonconstant stepsizes, this disconnect will be remedied and a linear convergence guarantee will follow.

The proof of the next result is deferred to Section 5.7.

**Theorem 2.4 (Smooth with Hölder growth).** For any $L$-smooth objective function $f$ satisfying the Hölder growth condition (1.5), consider applying the bundle method using a constant stepsize $\rho_k = \rho$. Then for any $0 < \epsilon \leq f(x_0) - f^*$, the number of descent steps before an $\epsilon$-minimizer is found is at most

$$
\left\{ \begin{array}{ll}
\frac{2\rho}{(1 - 2/p)\beta \mu^2/p \epsilon^{1-2/p}} + \frac{2\log \left( \frac{f(x_0) - f^*}{\beta \mu^2/p \epsilon^{1-2/p}} \right)}{\beta \min\{\mu/\rho, 1\}} & \text{if } p > 2 \\
2 \log \left( \frac{f(x_k) - f^*}{\epsilon} \right) & \text{if } p = 2
\end{array} \right.
$$

and the number of null steps is at most

$$
\left\{ \begin{array}{ll}
\frac{16(L + \rho)^3}{(1 - \beta)^2 \rho^3} \left( \frac{2\rho}{(1 - 2/p)\beta \mu^2/p \epsilon^{1-2/p}} + \frac{2\log \left( \frac{f(x_0) - f^*}{\beta \mu^2/p \epsilon^{1-2/p}} \right)}{\beta \min\{\mu/\rho, 1\}} + 1 \right) & \text{if } p > 2 \\
\frac{16(L + \rho)^3}{(1 - \beta)^2 \rho^3} \left( 2 \log \left( \frac{f(x_k) - f^*}{\epsilon} \right) \right) & \text{if } p = 2
\end{array} \right.
$$

Selecting $\rho = L$ gives an overall complexity bound matching gradient descent \[47\].

### 2.4 Convergence Rates from Improved Stepsize Choice

Picking $\rho_k$ to vary throughout the execution of the bundle method allows for stronger convergence guarantees. These rates are formalized in the following pair of theorems that consider settings with and without Hölder growth. In the latter case, we find that our stepsize choice removes the need for piecewise guarantees around growth exponent $p = 2$, which notably simplifies the statement of our results.

Intuitively, the stepsize choices are aim to mimic the following idealistic (and impractical) stepsize rule that naturally arises from our theory

$$
\rho_k = \frac{f(x_k) - f(x^*)}{\|x_k - x^*\|^2}.
$$

In Section 5 after introducing our main lemmas, we discuss the convergence bounds that would result from approximating this stepsize. The proof techniques we develop could be extended to study other nonconstant stepsizes. For instance, stepsizes that shrink/grow polynomial with the number of iterations, mirroring those used for subgradient methods. The analysis of such schemes is beyond the scope of this work.

The proof of the next two Theorems are presented in Sections 5.8 and 5.9, respectively.

**Theorem 2.5 (Lipschitz).** For any $M$-Lipschitz objective function $f$, consider applying the bundle method using the stepsize policy

$$
\rho_k = \frac{f(x_k) - f^*}{D^2}
$$

(2.9)
with any choice of $\|D^2 \| \geq \sup \{\text{dist}(x, X^*)^2 \mid f(x) \leq f(x_0)\}$. Then for any $0 < \epsilon \leq f(x_0) - f^*$, the number of descent steps before an $\epsilon$-minimizer is found is at most

$$\left\lceil 2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right) \right\rceil \frac{1}{\beta},$$

and the number of null steps is at most

$$\left( \frac{1}{1 - (1 - \beta/2)^2} \right) \frac{8M^2D^2}{(1 - \beta)^2\epsilon^2}.$$

**Theorem 2.6 (Lipschitz with Hölder growth).** For any $M$-Lipschitz objective function $f$ satisfying the Hölder growth condition (1.5), consider applying the bundle method using the stepsize policy

$$\rho_k = \mu^{2/p}(f(x_k) - f^*)^{1-2/p}.$$  \hfill (2.10)

Then for any $0 < \epsilon \leq f(x_0) - f^*$, the number of descent steps before an $\epsilon$-minimizer is found is at most

$$\left\lceil 2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right) \right\rceil \frac{1}{\beta},$$

and the number of null steps is at most

$$\begin{cases} 
\left( \frac{1}{1 - (1 - \beta/2)^{2-2/p}} \right) \frac{8M^2}{(1 - \beta)^2\mu^2\epsilon^{2-2/p}} & \text{if } p > 1, \\
\frac{8M^2}{(1 - \beta)^2\mu^2} \left( 2 \log \left( \frac{f(x_0) - f^*}{\epsilon} \right) \right) & \text{if } p = 1.
\end{cases}$$

### 3 The parallel bundle method

Several works [3, 12, 28, 36] have proposed practical step size rules that update $\rho_k$ on the fly using the objective values of the iterates. Such rules enjoy asymptotic convergence guarantees and tend to perform well in practice. However, to our knowledge, none of them come equipped with efficiency rates. In this section, we take an alternative approach to tackle tuning: we run a logarithmic number of parallel instances of the bundle method, with different constant step sizes, inspired by the ideas of [53]. The instances communicate at the end of each iteration and update their models based on each other’s progress. We show that this procedure achieves optimal convergence rates, up to the cost of running a logarithmic number of instances which can be mitigated through parallelization. Unlike the step sizes proposed in the previous section, this parallel scheme provides a provably near optimal proximal bundle method that is parameter-free. This scheme’s primary drawback lies in the nontrivial overhead of running several instances at once.

The core observation behind our parallel method is that if we run the bundle method with the nonconstant step size rules (2.9) and (2.10), then the step sizes $\rho_k$ will lie in the interval

$$\rho_k \in \left[ c_1 \epsilon, c_2 \epsilon^{-1} \right],$$

for some fixed constants $c_1, c_2 > 0$, before the algorithm finds an $\epsilon$-minimizer. Intuitively, our plan will be to run a modest number of instances of the bundle method, each with a different constant step size in the interval above, and combine their progress to achieve a faster convergence rate.
As input, we only assume the following are given: a lower bound $\bar{\rho}$ and an upper bound $2^J \bar{\rho}$ on the range of step sizes to consider, where $J \in \mathbb{N}$ controls the number of instances we run in parallel. Provided our step size rules (2.9) and (2.10) lie in this interval,

$$\rho_k \in \left[ \bar{\rho}, 2^J \bar{\rho} \right],$$

we are able to recover nearly optimal convergence rates. Notice that the interval $[\bar{\rho}, 2^J \bar{\rho}]$ can span the whole range of step sizes needed for our Hölder growth analysis by setting $\bar{\rho} = O(\epsilon)$ and $J = O(\log_2(1/\epsilon^2))$. Our resulting convergence guarantees only depend logarithmically on the size of this interval (a cost which can be mitigated through parallelization), so $\bar{\rho}$ and $2^J \bar{\rho}$ can be set generously at relatively little cost.

**Description of the algorithm.** We now informally outline the parallel bundle method and refer the reader to Algorithm 2 for detailed pseudo-code. Recall that we use $g(z)$ to denote the subgradient oracle evaluated at $z \in \mathbb{R}^d$. We propose running $J$ instances of the bundle method in parallel and enumerate them as $\{0, \ldots, J-1\}$. The $j$th instance uses a constant step size $\rho^{(j)} = 2^j \bar{\rho}$.

We denote its iterates by $x_k^{(j)}$ and its model functions by $f_k^{(j)}$. Each instance $j$ proceeds as normal with the only modification being that after it takes a descent step, the algorithm checks if there exists an instance $j'$ that has an iterate with even lower objective value $f_k^{(j')} < f_k^{(j)}$. If such an improvement exists, instance $j$ updates

$$
\begin{aligned}
&x_{k+1}^{(j)} \leftarrow x_k^{(j')} \\
f_{k+1}^{(j)}(z) \leftarrow f_k^{(j')}(z) + \langle g_k^{(j')}, z - x_k^{(j')} \rangle
\end{aligned}
$$

and then proceeds.

For the sake of analysis, we assume that each parallel instance of the bundle method operates *synchronously*; that is, all instances have to finish the current iteration before any of them can proceed to the next one. This process can be implemented either sequentially or in parallel by cycling through the bundle method instances and computing one iteration for each before repeating. An asynchronous variant of this procedure could be analyzed as well, using similar techniques as those in [53]. However, this is beyond the focus of this work.

The choice to use powers of two defining $\rho^{(j)}$ is arbitrary. For the numerical experiments in Section 4, we use powers of 10 and 10000 demonstrating the effectiveness of this scheme even when using a sparse selection of sample step sizes.

### 3.1 Convergence Rates for the Parallel Bundle Method

First, we remark that all of our previous convergence theory for constant stepsizes (Theorems 2.1, 2.2, 2.3, and 2.4) immediately apply to the Parallel Bundle Method fixing $\rho = 2^J \bar{\rho}$ for any $j \in \{0, \ldots, J-1\}$. This follows as our convergence theory on relies on a lemma ensuring sufficient decrease at each descent step (Lemma 5.1) and the new case of a bundle method restarting at another method’s lower objective value iterate can only further improve on this decrease. Hence any individual instance of the bundle method with $\rho^{(j)} = 2^j \bar{\rho}$ in our parallel scheme will converge at least as fast as Theorems 2.1, 2.2, 2.3, and 2.4 guarantee it would converge on its own.

Further and more importantly, when our nonconstant stepsize rules (2.9) and (2.10) lie in the interval $[\bar{\rho}, 2^J \bar{\rho}]$, we find that their convergence theory (Theorems 2.5 and 2.6) also extends to our parallel algorithm. This is formalized by the following theorem. We defer the proof of this result to Section 5.10.
**Algorithm 2: Parallel bundle method**

**Data:** $x_0 \in \mathbb{R}^n$, $f_0 = f(x_0) + (g(x_0), \cdot - x_0), \rho \in \mathbb{R}^+, J \in \mathbb{N}^+$

**For** $j \in \{0, \ldots, J-1\}$

Set $\rho^{(j)} \leftarrow 2^j \cdot \bar{\rho}$, $x_0^{(k)} \leftarrow x_0$, descent$^{(j)} = true$;

**Step k:** ($k \geq 0$)

**ParallelFor** $j \in \{0, \ldots, J-1\}$ // Each instance runs a step

Compute $z_{k+1}^{(j)} \leftarrow \arg\min_{z \in \mathbb{R}^d} f_k^{(j)}(z) + \frac{\rho^{(j)}}{2} \|z - x_k^{(j)}\|^2$;

If $\beta(f(x_k^{(j)}) - f_k^{(j)}(z_{k+1}^{(j)})) \leq f(x_k^{(j)}) - f(z_{k+1}^{(j)})$ // Descent step

Update $x_{k+1}^{(j)} \leftarrow z_{k+1}^{(j)}$, and descent$^{(j)} = true$;

Else // Null step

Update $x_{k+1}^{(j)}$ and descent$^{(j)} = false$;

Update $f_k^{(j)}$ without violating Assumption $A$.

Find best iterate $j^* \leftarrow \arg\min_{j \in \{0, \ldots, J-1\}} f(x_k^{(j)});

**ParallelFor** $j \in \{0, \ldots, J-1\}$ // Communication round

If descent$^{(j)}$ and $f(x_j^{(j^*)}) < f(x_{k+1}^{(j)})$

Update $x_{k+1}^{(j)} \leftarrow x_j^{(j^*)}$, and $f_{k+1}^{(j)} \leftarrow f(x_{k+1}^{(j)}) + (g(x_k^{(j^*)}), \cdot - x_j^{(j^*)})$;

---

**Theorem 3.1.** For any $M$-Lipschitz objective function $f$ that satisfies the Hölder growth condition $\lfloor 1.5 \rfloor$, consider applying the Parallel Bundle Method with stepsizes (Algorithm 2) with input $x_0 \in \mathbb{R}^n$, $\rho \in \mathbb{R}^+$, and $J \in \mathbb{N}^+$. Then for any $0 < \epsilon \leq f(x_0) - f(x^*)$, if

$$\bar{\rho} \leq \frac{1}{4} \mu^2/p \min\{\epsilon^{1-2/p}, (f(x_0) - f(x^*))^{1-2/p}\}$$

and

$$J \geq \log_2 \left( \frac{\mu^2/p (\max\{\epsilon^{1-2/p}, (f(x_0) - f(x^*))^{1-2/p}\})}{4 \bar{\rho}} \right),$$

then the iterate with minimum objective $x_{best}$ becomes an $\epsilon$-minimizer within the first

$$\left\{ \begin{array}{ll}
\frac{2}{1 - (1 - \beta/2)^{2-2/p}} & 64M^2 \\
2(1 - \beta/2)^{2-2/p} + 1 & 2 \log\left( \frac{f(x_0) - f^*}{\epsilon} \right) / \beta
\end{array} \right\}$$

and $p > 1$ if $p > 1$,

$$2 \left( \frac{64M^2}{(1 - \beta/2)^{2-2/p}} + 1 \right) \left[ 2 \log\left( \frac{f(x_0) - f^*}{\epsilon} \right) / \beta \right]$$

if $p = 1$.

iterations, each utilizing $J$ subgradient oracle evaluations.

We reiterate that the total number of oracle calls required by the parallel method is given by the product between number of iterations and $J$. This limits the practicality for applications where oracle costs are expensive or cannot be easily parallelized.

Nonetheless, these rates nearly match the optimal lower bounds for nonsmooth Lipschitz optimization, up to small constants and an additive logarithmic term when $p > 1$. For example, under quadratic growth when $p = 2$, selecting $\bar{\rho} \leq \mu/4$ and $J \geq \log_2(\mu/4 \bar{\rho})$, an $\epsilon$-minimizer is found within

$$O\left( \frac{M^2}{\mu \epsilon} \right)$$
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iterations (each utilizing $J$ subgradient evaluations, which in this case, is constant with respect to $\epsilon$).

Under sharp growth $p = 1$, selecting $\bar{\rho} \leq \frac{\mu^2}{\mu_f(x_0) - f(x^*)}$ and $J \geq \log_2(\mu^2/4\bar{\rho}\epsilon)$ yields a convergence rate of

$$O \left( \frac{M^2}{\mu^2} \log(1/\epsilon) \right)$$

with each step utilizing a logarithmic number $J = O(\log(1/\epsilon))$ of subgradient evaluations. Critically, these convergence rates only depend on $\bar{\rho}$ and $J$ through the (parallelizable) cost of updating the $J$ bundle method instances at each iteration.

4 Numerical experiments

In this section, we present three examples with a focus on illustrating our theory for the bundle method rather than on the numerical practicality of any proposed stepsize scheme. These experiments were implemented in Julia; see https://github.com/mateodd25/proximal-bundle-method for the source code. For all the numerical experiments, we use a finite-memory model function (2.7). The reason is two-fold: first, we want to illustrate our theoretical efficiency rates, which are independent of the model $f_k$, and, second, with this choice, the subproblem (2.1) has a closed-form solution, thus reducing the computational footprint.

4.1 Sharp linear regression

The first experiment aims to exemplify the fast convergence of the bundle method under sharp growth. We consider a simple linear regression problem of the form

$$\min_{x \in \mathbb{R}^d} f(x) := \|Ax - b\|$$

where $A \in \mathbb{R}^{n \times d}$ is a matrix and $b = Ax^*$ for a fixed $x^*$. This problem is equivalent to the classic least-squares problem after taking squares. Yet, without the square it is well known that for Gaussian matrices, $(A)_{ij} \sim N(0, 1/\sqrt{n})$, this function is sharp and Lipchitz continuous provided $n$ is large enough [6].

We generate a random Gaussian matrix $A \in \mathbb{R}^{100 \times 50}$ and random solution $x^* \sim N(0, I_d)$. We run three algorithms: two proximal bundle methods with step sizes (2.8) and (2.10), respectively, and the parallel bundle method described in Section 3. The step sizes (2.8) and (2.10) are impractical.
since they require knowing the minimum value, and the sharpness constant. However, the theoretical analysis shows that they yield optimal convergence rates, and so we use them as a baseline. The parallel bundle method uses nine parallel instances with step sizes in $\rho \in \{1, 10, \ldots, 10^8\}$. We let both methods run for 150 iterations.

Figure 1 displays the best objective gap $f - \min f$ so far against the iteration count for the three methods. On the other hand, Figure 2 shows the step size used at each iteration. For the parallel bundle method, we display the step size used by the last instance to reduce the best objective value seen. As the theory predicts the convergence of all three methods is linear. The bundle method with step size (2.8) exhibits steady progress and reaches an objective gap of $10^{-15}$, while the parallel version slows down around 100 iterations and only achieves a loss of gap of $10^{-10}$. This behavior is explained by the step size plots. The impractical step sizes behave like $\mu^2/(f(x_k) - \min f)$, and so they keep increasing as the iterates converge. Figure 2 plots how the parallel algorithm roughly emulates (2.8), until it exceeds the maximum step size that the parallel bundle method can use, i.e., $10^8$. After which, the instance with step size $10^8$ consistently leads the method’s progress, albeit sublinearly. The fact that the parallel method adapted to follow a stepsize scheme similar to (2.8) provides numerical support for our proposed ideal stepsize.

**Parameter misspecification.** The theoretical analysis suggests that the convergence of proximal bundle methods degrades gracefully with the misspecification of the growth constants; see the discussion after Lemma 5.3 below. To corroborate this, we perform the same sharp regression experiment, but we underestimate by a factor of 1/3 and overestimate by a factor of 3 the sharpness constant. We use these estimates with step size (2.10) and compare them against the previous executions with the correct estimate and the ideal step size (2.8). Figure 3 displays the results: even with a misspecified $\mu$, the method still exhibits linear convergence, although at a slower rate.

### 4.2 Support Vector Machine

To illustrate the adaptive features of the parallel bundle method we consider the standard Support Vector Machine (SVM) formulation: we are giving datapoints
Figure 4: Log-log plot of best objective gap against coefficient $\lambda$ for the three problems, solved by a subgradient method and by the parallel bundle method: colon-cancer (left), duke (center), and leu (right); see text for details.

$$(x_1, y_1), \ldots, (x_n, y_n) \text{ with } x_i \in \mathbb{R}^d \text{ and } y_i \in \{\pm 1\} \text{ and our goal is to solve }$$

$$\min_{w \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^n \max \{0, 1 - y_i \langle w, x_i \rangle \} + \frac{\lambda}{2} \|w\|^2$$

(4.1)

where $\lambda \in \mathbb{R}$ is a fixed constant. This problem is not smooth due to the first term. For this experiment we compare against a subgradient method based on Pegasos [57], a state-of-the-art solver for SVM. Our vanilla implementation of the parallel bundle method is not tuned for efficiency and does not aim to be competitive with commercial solvers. Instead, we aim to show that an out-of-the-box implementation is immediately comparable to a specialized first-order method for this problem.

We generate SVM problems using three datasets from the LIBSVM Binary Classification Database [1]. In particular, we use colon-cancer, duke, and leu. We preprocess the data by deleting empty features, normalizing the features, and adding an extra component $x_k = (x_k, 1)$ to allow for affine functions.

The implementation of the subgradient algorithm updates

$$w_{k+1} \leftarrow (1 - \eta_k \lambda)w_k + \eta_k \sum_{i=1}^n 1\{1 \leq y_i \langle w_k, x_i \rangle \}y_ix_i$$

where $\eta_k = \frac{1}{\lambda k}$ and $1\{\cdot\}$ is one if $\cdot$ holds true and zero otherwise. This is analogous to Pegasos with the exception that it does full instead of stochastic subgradient evaluations. Knowledge of $\lambda$ is necessary for the implementation of this method.

For the parallel bundle method, we use stepsizes three instances with constant stepsizes $\rho \in \{10^{-9}, 10^{-8} \cdot 10^j \mid j = 0, 1, 2\}$. We run the bundle method for 2000 iterations and the subgradient method for 6000 thousand iterations, that way both methods make the same number of oracle calls. We measure the best objective gap $f(x_k) - \min f$ so far. To compute the minimum we use Gurobi with accuracy set to $10^{-10}$. Figure 4 plots the gap against regularizer coefficient $\lambda$; we consider $\lambda \in \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1.0, 2.0\}$.

In this simple setting, the parallel bundle method out-of-the-box performs similarly to the tuned subgradient method without the need of function related information. We see that the parallel method can handle a wide range of parameters $\lambda$ with a scarce set of potential stepsizes. Notice that while for small $\lambda$ the performance of the subgradient method tends to deteriorate, the performance of the bundle method improves.
4.3 Log-Sum-Exp function

In this section, we aim to illustrate the performance of the bundle method on smooth problems. We consider a soft-max problem of the form:

$$\arg\min_{x \in \mathbb{R}^d} f(x; A, b) := \gamma \log \left( \sum_{i=1}^n \exp \left( \frac{\langle a_i, x \rangle - b_i}{\gamma} \right) \right),$$

where $a_i$ is the $i$th column of the matrix $A$. This problem lacks strong convexity and becomes “stiffer” as $\gamma$ approaches zero. We generate random instances as follows: we let $b_i$ be i.i.d. random variables with distribution $\text{Unif}[-1, 1]$, similarly, we draw a random matrix $\tilde{A}$ with i.i.d. entries $(\tilde{a}_i)_j \sim \text{Unif}[-1, 1]$ and set $a_i = \tilde{a}_i - \nabla f(0; \tilde{A}, b)$. This choice ensures that zero is a minimizer of $f(\cdot; A, b)$.

We fix $d = 100$ and $n = 6d$ and vary the parameter $\gamma \in \{0.01, 0.05, 0.08\}$. We test four algorithms: Gradient Descent (GD), Accelerated Gradient Descent (AGD), Limited-Memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-BFGS) \cite{L-BFGS}, and the parallel bundle method. We use the open source implementation of GD, AGD, and L-BFGS provided by Optim.jl \cite{Optim.jl}. We set the memory of L-BFGS to ten and use four instances, with stepsizes $\rho \in \{10^{-3}, 10^{-2}, 10^{-1}, 1\}$, for the parallel bundle method. This way, L-BFGS and the bundle method have a comparable memory footprint. GD and AGD use the theoretically sound step size $0.9/L$, where $L$ is the smoothness constant of $f$. While L-BFGS uses backtracking line search \cite[Section 3.5]{L-BFGS}.

Figure 5 plots the best seen objective gap $f - \min f$ against the number of oracle calls for the different values of $\mu$. L-BFGS is faster than all the other algorithms in all scenarios; this is somewhat expected since L-BFGS is widely recognized for its superior practical performance. Nonetheless, the parallel bundle method consistently outperforms GD and is often competitive with AGD, despite its very real practical drawback of utilizing $J = 4$ oracle calls per iteration. It would be interesting to explore whether one can accelerate the bundle method to make it competitive with AGD when $\mu$ is small. This is left as an intriguing question for future research.

5 Analysis

In this section, we develop the proofs of the convergence rates. We start by introducing the general strategy that we use to establish all of our results and then specialize it to each scenario.

---

Figure 5: Best objective gap against number of oracle calls for the Log-Sum-Exp problem. Results for different parameters $\gamma$: 0.01 (left), 0.05 (middle), and 0.08 (right).

---

1We refer the reader to LIBSVM for the origin of each of these datasets.
5.1 Analysis Overview and Proof Sketch

Each iteration of the bundle method can be viewed as an attempt to mimic the proximal point method, using the model $f_k$ instead of the true objective function $f$. At each iteration $k$, we denote the objective gap of the proximal subproblem, called the **proximal gap**, by

$$\Delta_k := f(x_k) - \left( f(\bar{x}_{k+1}) + \frac{\rho_k}{2} \| \bar{x}_{k+1} - x_k \|^2 \right)$$

where $\bar{x}_{k+1} = \arg\min_{x \in \mathbb{R}^d} \{ f(x) + \frac{\rho_k}{2} \| x - x_k \|^2 \}$.

Regardless of which continuity, smoothness and growth assumptions are made, our analysis works by relating the proximal steps computed by the bundle method on the models $f_k$ to proximal steps on $f$. The following pair of observations show that the behavior on both descent steps and null steps is controlled by the proximal gap $\Delta_k$.

(i) **Descent steps attain decrease proportional to the proximal gap.**

**Lemma 5.1.** A descent step, at iteration $k$, has

$$f(x_{k+1}) \leq f(x_k) - \beta \Delta_k.$$  

(ii) **The number of consecutive null steps is bounded by the proximal gap.**

**Lemma 5.2.** A descent step, at iteration $k$, followed by $T$ consecutive null steps has at most

$$T \leq \frac{8G_{k+1}^2}{(1-\beta)^2 \rho_{k+1} \Delta_{k+T}}$$

where $G_{k+1} = \sup\{ \| g_{t+1} \| | k \leq t \leq k + T \}$. This simplifies to

$$T \leq \begin{cases} 
\frac{2M^2}{(1-\beta)^2 \rho_{k+1} \Delta_{k+T}} & \text{if } f \text{ is } M\text{-Lipschitz, or} \\
\frac{16(L + \rho_{k+1})^3}{(1-\beta)^2 \rho_{k+1}^3} & \text{if } f \text{ is } L\text{-smooth}.
\end{cases}$$

With these two observations in hand, convergence guarantees for the bundle method follow from specifying any choice of the parameter $\rho_k$. For fixed $\rho_k$, bounding the proximal gap is a classic, well-understand problem. Standard analysis [54, Lemma 7.12] of the proximal gap shows the following bound for any minimizer $x^*$:

**Lemma 5.3.** Fix a minimizer $x^*$ of $f$ and let $x_k \in \mathbb{R}^n \setminus \{x^*\}$. Then, proximal gap is lower bounded by

$$\Delta_k \geq \begin{cases} 
\frac{1}{2\rho_k} \left( f(x_k) - f(x^*) \right)^2 & \text{if } f(x_k) - f(x^*) \leq \rho_k \| x_k - x^* \|^2 \\
\frac{f(x_k) - f(x^*)}{2} \| x_k - x^* \|^2 & \text{otherwise}.
\end{cases}$$  

(5.1)

Our ideal stepsize [2.8] is chosen to balance the two cases of this classic bound, ensuring $\Delta_k \geq \frac{1}{2}(f(x_k) - f(x^*))$. This lemma then gives insight into the effect of approximating this stepsize by some $\rho_k = \lambda(f(x_k) - f(x^*))/\| x_k - x^* \|^2$. Using an over estimate of the target stepsize (i.e., $\lambda > 1$), one has $\Delta_k \geq \frac{1}{2\lambda}(f(x_k) - f(x^*))$, weakening the descent bound (Lemma 5.1) by a factor of $1/\lambda$.

[54, Lemma 7.12] is missing a “1/2” in its statement, however it does appear in the proof.
Similarly, underestimating the target stepsize (i.e., $\lambda < 1$), one maintains $\Delta_k \geq \frac{1}{2}(f(x_k) - f(x^*))$, but the smaller $\rho_k$ leads the null step bound (Lemma 5.2) to grow by $1/\lambda$. Similar reasoning holds for approximating the stepsizes (2.9) and (2.10).

All of our analysis follows directly from applying these core lemmas. We bound the number of descent steps by combining Lemmas 5.1 and 5.3 to give a recurrence relation describing the decrease in the objective gap. Then Lemmas 5.2 and 5.3 together allow us to bound the number of consecutive null steps between each of these descent steps, which can then be summed up to bound the total number of iterations required.

### 5.2 Proof of the Descent Step Lemma 5.1

Let $\bar{x}_{k+1} = \arg\min\{f(\cdot) + \frac{\rho_k}{2}\|\cdot - x_k\|^2\}$. From (2.2), we have

$$f_k(x_{k+1}) \leq f_k(x_{k+1} + \frac{\rho_k}{2}\|x_{k+1} - x_k\|^2$$

$$\leq f_k(\bar{x}_{k+1}) + \frac{\rho_k}{2}\|\bar{x}_{k+1} - x_k\|^2$$

$$\leq f(\bar{x}_{k+1}) + \frac{\rho_k}{2}\|\bar{x}_{k+1} - x_k\|^2.$$

The second line follows by the definition of $x_{k+1}$ and the last line uses $f_k \leq f$. Hence $f(x_k) - f_k(x_{k+1}) \geq \Delta_k$. Since we have assumed that iteration $k$ was a descent step, this implies $(f(x_k) - f(x_{k+1}))/\beta \geq \Delta_k$. Concluding the proof.

### 5.3 Proof of the Null Step Lemma 5.2

Consider some descent step, at iteration $k$, followed by $T$ consecutive null steps. Denote the proximal subproblem gap at iteration $k < t \leq k + T$ on the model $f_t$ by

$$\tilde{\Delta}_t := f(x_{k+1}) - \left(f_t(z_{t+1}) + \frac{\rho_t}{2}\|z_{t+1} - x_{k+1}\|^2\right).$$

Note every such null step $t$ has stepsize $\rho_t \geq \rho_{k+1}$ and the same proximal center $x_t = x_{k+1}$. The core of this null step bound relies on the following recurrence showing $\tilde{\Delta}_t$ decreases at each step

$$\tilde{\Delta}_{t+1} \leq \tilde{\Delta}_t - \frac{(1 - \beta)^2 \rho_{k+1}\tilde{\Delta}_t^2}{8G_{k+1}^2}.$$  (5.2)

Before deriving this inequality, we show how it completes the proof of this lemma. After $T$ consecutive null steps, the fact that $f_{k+T} \leq f$ ensures $\tilde{\Delta}_{k+T} \geq \Delta_{k+T}$. Thus, to bound $T$ it suffices to bound the minimum iteration at which the reversed inequality hold. By solving the recurrence (5.2), see Lemma A.1 in the appendix with $\epsilon = \Delta_{k+T}$, we conclude the number of consecutive null steps is at most

$$T \leq \frac{8G_{k+1}^2}{(1 - \beta)^2 \rho_{k+1}\Delta_{k+T}}.$$  

Now all that remains is to derive the recurrence (5.2). Consider some null step $k < t \leq k + T$ in the sequence of consecutive null steps. It suffices to assume $\rho_{t+1} = \rho_t$ as increasing the value of the proximal parameter can only further decrease the proximal gap. Define the necessary lower bound on $f_{t+1}$ given by (2.3) and (2.4) as

$$\tilde{f}_{t+1}(\cdot) := \max\{f_t(z_{t+1}) + \langle s_{t+1}, \cdot - z_{t+1}\rangle, f(z_{t+1}) + \langle g_{t+1}, \cdot - z_{t+1}\rangle\} \leq f_{t+1}(\cdot).$$

Denote the result of a proximal step on $\tilde{f}_{t+1}$ by $y_{t+2} = \arg\min\{\tilde{f}_{t+1}(\cdot) + \frac{\rho_t}{2}\|\cdot - x_{k+1}\|^2\}$.  
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Claim 1. The solution to the above optimization problem is:

\[
\theta_{t+1} = \min \left\{ 1, \frac{\rho_t (f(z_{t+1}) - f_t(z_{t+1}))}{\|g_{t+1} - s_{t+1}\|^2} \right\}
\]

\[y_{t+2} = x_{k+1} - \frac{1}{\rho_t} (\theta_{t+1} g_{t+1} + (1 - \theta_{t+1}) s_{t+1}).\]  (5.3)

This claim is a well-known fact, we include a brief proof in Appendix B for completion. Considering \(y_{t+2}\), the objective of the proximal subproblem at iteration \(t+1\) is lower bounded by

\[
f_{t+1}(z_{t+2}) + \frac{\rho_t}{2} \|x_{k+1} - z_{t+1}\|^2 \\
\geq \tilde{f}_{t+1}(y_{t+2}) + \frac{\rho_t}{2} \|y_{t+2} - x_{k+1}\|^2 \\
\geq \theta_{t+1} (f(z_{t+1}) + (s_{t+1}, y_{t+2} - z_{t+1})) + (1 - \theta_{t+1}) (f(z_{t+1}) + (s_{t+1}, y_{t+2} - z_{t+1})) + \frac{\rho_t}{2} \|y_{t+2} - x_{k+1}\|^2 \\
= f_t(z_{t+1}) + \theta_{t+1} (f(z_{t+1}) - f_t(z_{t+1})) + (1 - \theta_{t+1}) (s_{t+1}, y_{t+2} - z_{t+1}) + \frac{\rho_t}{2} \|y_{t+2} - x_{k+1}\|^2 \\
= f_t(z_{t+1}) + \theta_{t+1} (f(z_{t+1}) - f_t(z_{t+1})) - \theta_{t+1}^2 \|g_{t+1} - s_{t+1}\|^2 / 2 \rho_t + \frac{\rho_t}{2} \|z_{t+1} - x_{k+1}\|^2,
\]

where the first inequality uses that \(f_{t+1} \geq \tilde{f}_{t+1}\), the second inequality takes a convex combination of the two affine functions defining \(f_{t+1}\), and the second equality uses the definition of \(y_{t+2}\) to complete the square (noting \(y_{k+2} - z_{k+1} = \theta_{t+1}/\rho_t (s_{t+1} - g_{t+1})\)). Thus we have

\[
\bar{\Delta}_{t+1} \leq \bar{\Delta}_t - \theta_{t+1} (f(z_{t+1}) - f_t(z_{t+1})) + \theta_{t+1}^2 \|g_{t+1} - s_{t+1}\|^2 / 2 \rho_t.
\]

The amount of decrease guaranteed above can be lower bounded as follows

\[
\theta_{t+1} (f(z_{t+1}) - f_t(z_{t+1})) - \theta_{t+1}^2 \|g_{t+1} - s_{t+1}\|^2 / 2 \rho_t \\
\geq \frac{1}{2} \min \left\{ f(z_{t+1}) - f_t(z_{t+1}), \frac{\rho_t (f(z_{t+1}) - f_t(z_{t+1}))^2}{\|g_{t+1} - s_{t+1}\|^2} \right\} \\
\geq \frac{1}{2} \min \left\{ (1 - \beta) \bar{\Delta}_t, \frac{\rho_t (1 - \beta)^2 \bar{\Delta}_t^2}{\|g_{t+1} - s_{t+1}\|^2} \right\} \\
\geq \frac{1}{2} \min \left\{ (1 - \beta) \bar{\Delta}_t, \frac{\rho_t (1 - \beta)^2 \bar{\Delta}_t^2}{2 \|g_{t+1}\|^2 + 2 \|s_{t+1}\|^2} \right\}
\]

where the first inequality uses the definition of \(\theta_{t+1}\), the second inequality uses the definition of \(\beta\) and \(\Delta\), and where we conclude the weaker results that \(\bar{\Delta}_{t+1}\) is nonincreasing. Utilizing the chain of inequalities \(\|s_{t+1}\|^2 \leq 2 \rho_t \bar{\Delta}_t \leq (\rho_t / \rho_{k+1}) G_{k+1}^2\) (which we will show in a second) and that \(\rho_t \geq \rho_{k+1}\), the decrease bound above is at
least

\[ \frac{1}{2} \min \left\{ (1 - \beta)\Delta_t, \frac{\rho_t(1 - \beta)^2\Delta_t^2}{2\|g_{t+1}\|^2 + 2\|s_{t+1}\|^2} \right\} \]

\[ \geq \frac{1}{2} \min \left\{ 2\rho_{k+1}(1 - \beta)\Delta_t^2, \frac{\rho_t(1 - \beta)^2\Delta_t^2}{4G_{k+1}^2} \right\} \]

\[ \geq \frac{\rho_{k+1}(1 - \beta)^2\Delta_t^2}{8G_{k+1}^2}. \]

This needed chain of inequalities holds as

\[ \frac{\rho_t}{2}\|z_{t+1} - x_{k+1}\|^2 \leq f_t(x_{k+1}) - \left( f_t(z_{t+1}) + \frac{\rho_t}{2}\|z_{t+1} - x_{k+1}\|^2 \right) \]

\[ \leq \Delta_t \]

\[ \leq \Delta_{k+1} \]

\[ \leq \frac{1}{2\rho_{k+1}}\|g_{k+1}\|^2 \]

where the first inequality uses the \( \rho_t \)-strongly convexity of the proximal subproblem \( f_t(z) + \frac{\rho_t}{2}\|z - x_{k+1}\|^2 \), the second uses the fact that \( \Delta_t \) is nonincreasing, and the last inequality follows by (2.3) applied at the descent step (i.e., \( x_{k+1} = z_{k+1} \)).

For any \( M \)-Lipschitz objective, our specialized result follows from observing that \( G_k \leq M \) as subgradients everywhere are uniformly bounded in norm by the Lipschitz constant. For any \( L \)-smooth objective, the following three inequalities hold for any null step \( t \) in the sequence of consecutive null steps following a descent step \( k < t \):

\[ \|g_{t+1}\| \leq \|g_{k+1}\| + L\|z_{t+1} - x_{k+1}\| \]

(5.5)

\[ \|z_{t+1} - x_{k+1}\| \leq \|g_{k+1}\|/\rho_{k+1} \]

(5.6)

\[ \|g_{k+1}\| \leq \sqrt{2(L + \rho_{k+1})\Delta_{k+1}}. \]

(5.7)

Combined these three inequalities give the claimed bound as

\[ G_{k+1} = \sup_t\{\|g_{t+1}\|\} \leq \sup_t\{\|g_{k+1}\| + L\|z_{t+1} - x_{k+1}\|\} \]

\[ \leq (1 + L/\rho_{k+1})\|g_{k+1}\| \]

\[ \leq (1 + L/\rho_{k+1})\sqrt{2(L + \rho_{k+1})\Delta_{k+1}} \]

and thus \( G_{k+1}^2 \leq 2(L + \rho_{k+1})^3\Delta_{k+1}/\rho_{k+1}^2 \). First (5.5) follows directly from the gradient being \( L \)-Lipschitz continuous. Second (5.6) follows from (5.4). Third (5.7) follows from the \( L \)-smoothness of \( f \) and considering the full proximal subproblem \( f(z) + \frac{\rho_{k+1}}{2}\|z - x_{k+1}\|^2 \) since

\[ \Delta_{k+1} = f(x_{k+1}) - \min_z \left\{ f(z) + \frac{\rho_{k+1}}{2}\|z - x_{k+1}\|^2 \right\} \]

\[ \geq f(x_{k+1}) - \min_z \left\{ f(x_{k+1}) + \langle g_{k+1}, z - x_{k+1} \rangle + \frac{L + \rho_{k+1}}{2}\|z - x_{k+1}\|^2 \right\} \]

\[ = \frac{\|g_{k+1}\|^2}{2(L + \rho_{k+1})}. \]
5.4 Proof of Theorem 2.1

For a constant stepsize \( \rho_k = \rho \), we can simplify the lower bound \( (5.1) \) to only depend on \( x_k \) through a simple threshold on \( f(x_k) - f^* \) as

\[
\Delta_k \geq \begin{cases} 
\frac{1}{2\rho} \left( \frac{f(x_k) - f^*}{D} \right)^2 & \text{if } f(x_k) - f^* \leq \rho D^2 \\
\frac{1}{2} (f(x_k) - f^*) & \text{otherwise}.
\end{cases}
\]

(5.8)

Combining this with Lemma 5.1 gives a recurrence relation describing the decrease in the objective gap \( \delta_k = f(x_k) - f^* \) on any descent step \( k \) of

\[
\delta_{k+1} \leq \begin{cases} 
\delta_k - \frac{\beta \delta_k^2}{2\rho D^2} & \text{if } \delta_k \leq \rho D^2 \\
(1 - \beta/2) \delta_k & \text{if } \delta_k > \rho D^2.
\end{cases}
\]

Our analysis of the bundle method then proceeds by considering these two cases separately. In each case, solving the given recurrence relation bounds the number of descent steps and applying Lemma 5.2 bounds the number of null steps.

5.4.1 Bounding steps with \( \delta_k > \rho D^2 \). First we show that the number of descent steps with \( \delta_k > \rho D^2 \) is bounded by

\[
\left\lfloor \log \left( \frac{f(x_0) - f^*}{\rho D^2} \right) \right\rfloor + 1.
\]

(5.9)

and the number of null steps with \( \delta_k > \rho D^2 \) is at most

\[
\frac{32M^2}{\beta(1 - \beta)^2 \rho^2 D^2}.
\]

(5.10)

In this case, our recurrence relation simplifies to have geometric decrease at each descent step \( \delta_{k+1} \leq (1 - \beta/2) \delta_k \). This immediately bounds the number of descent steps by (5.9). Index the descent steps before a \( \rho D^2 \)-minimizer is found by \( k_1 < \cdots < k_n \) such that \( x_{k_{n+1}} \) is the first iterate with objective value less than \( \rho D^2 \). Define \( k_0 = -1 \). Then for each \( i = 0 \ldots n-1 \), \( f(x_{k_{i+1}}) - f^* \geq (1 - \beta/2)^{i-(n-1)} \rho D^2 \). It follows from (5.1) that \( \Delta_{k+1} \geq (f(x_{k+1}) - f^*)/2 \geq (1 - \beta/2)^{i-(n-1)} \rho D^2/2 \). Plugging this into Lemma 5.2 (note \( \Delta_{k+T} = \Delta_{k+1} \) since the stepsize is held constant) upper bounds the number of consecutive null steps after the descent step \( k_i \) by

\[
k_{i+1} - k_i - 1 \leq (1 - \beta/2)^{(n-1)-i} \frac{16M^2}{(1 - \beta)^2 \rho^2 D^2}.
\]

Summing this over \( i = 0 \ldots n-1 \) bounds the total number of null steps before a \( \rho D^2 \)-minimizer is found by (5.10) as

\[
\sum_{i=0}^{n-1} (1 - \beta/2)^{(n-1)-i} \frac{16M^2}{(1 - \beta)^2 \rho^2 D^2} \leq \frac{32M^2}{\beta(1 - \beta)^2 \rho^2 D^2}.
\]
5.4.2 Bounding steps with $\rho D^2 \geq \delta_k > \epsilon$. Now we complete our proof of Theorem 2.1 by bounding the number of descent steps with $\rho D^2 \geq \delta_k > \epsilon$ by

$$\frac{2\rho D^2}{\beta \epsilon}$$

(5.11)

and the number of null steps with $\rho D^2 \geq \delta_k > \epsilon$ by

$$\frac{48\rho D^4 M^2}{(1 - \beta)^2 \epsilon^3}.$$ 

(5.12)

After the bundle method has passed objective value $\rho D^2$, the recurrence relation becomes

$$\delta_{k+1} \leq \delta_k - \frac{\beta \delta_k^2}{2\rho D^2}.$$ 

Solving this recurrence with Lemma A.1 implies $\delta_k > \epsilon$ holds for at most (5.11) descent steps. Then we can bound the number of null steps between these descent steps by noting (5.8) implies $\Delta_k \geq (f(x_k) - f^*)^2/2\rho D^2 \geq \epsilon^2/2\rho D^2$. Then Lemma 5.2 (note $\Delta_{k+T} = \Delta_{k+1}$ since the stepsize is held constant) upper bounds the number of consecutive null steps by $16D^2M^2/(1 - \beta)^2 \epsilon^2$. Then multiplying this by our bound on the number of descent steps gives (5.12) as

$$\left(\frac{2\rho D^2}{\beta \epsilon} + 1\right) \frac{16D^2M^2}{(1 - \beta)^2 \epsilon^2} \leq \frac{48\rho D^4 M^2}{\beta(1 - \beta)^2 \epsilon^3}.$$

5.5 Proof of Theorem 2.2

Our bound on the number of descent steps comes directly from Theorem 2.1. Our claimed bound on the total number of null steps follows by multiplying this by the constant bound on the number of consecutive null steps from Lemma 5.2.

5.6 Proof of Theorem 2.3

Assuming Hölder growth (1.5) holds and fixing $\rho_k = \rho$, the lower bound (5.1) simplifies to only depend on a simple threshold with $f(x_k) - f^*$ as

$$\Delta_k \geq \begin{cases} 
\frac{\mu^{2/p} (f(x_k) - f^*)^{2-2/p}}{2\rho} & \text{if } (f(x_k) - f^*)^{1-2/p} \leq \rho/\mu^{2/p} \\
\frac{1}{2} (f(x_k) - f^*) & \text{otherwise}.
\end{cases}$$ 

(5.13)

From this, we arrive at a recurrence relation on the objective gap $\delta_k = f(x_k) - f^*$ decrease at each descent step $k$ by plugging this lower bound into Lemma 5.1 of

$$\delta_{k+1} \leq \begin{cases} 
\delta_k - \frac{\beta \mu^{2/p} \delta_k^{2-2/p}}{2\rho} & \text{if } \delta_k^{1-2/p} \leq \rho/\mu^{2/p} \\
(1 - \beta/2)\delta_k & \text{if } \delta_k^{1-2/p} > \rho/\mu^{2/p}.
\end{cases}$$ 

Our analysis proceeds by considering the two cases of this recurrence and the three cases of $p > 2$, $p = 2$, and $1 \leq p < 2$ separately. In each case, solving the given recurrence relation bounds the number of descent steps and applying Lemma 5.2 bounds the number of null steps.
5.6.1 Given \( p > 2 \), bounding steps with \( \delta_k > (\rho/\mu^2/p)^{1/(1-2/p)} \). First we show that the number of descent steps with \( \delta_k > (\rho/\mu^2/p)^{1/(1-2/p)} \) is bounded by

\[
\left\lfloor \frac{\log \left( \frac{f(x_0) - f^*}{(\rho/\mu^2/p)^{1/(1-2/p)}} \right)}{-\log(1 - \beta/2)} \right\rfloor_+ \tag{5.14}
\]

and the number of null steps with \( \delta_k > (\rho/\mu^2/p)^{1/(1-2/p)} \) is at most

\[
\frac{8M^2}{\beta(1 - \beta/2)^2 \rho (\rho/\mu^2/p)^{1/(1-2/p)}}. \tag{5.15}
\]

In this case, our recurrence relation simplifies to have geometric decrease at each descent step \( \delta_{k+1} \leq (1 - \beta/2)\delta_k \). This immediately bounds the number of descent steps by (5.14). Index the descent steps before a \((\rho/\mu^2/p)^{1/(1-2/p)}\)-minimizer is found by \( k_1 < \cdots < k_n \) such that \( x_{k_{n+1}} \) is the first iterate with objective value less than \((\rho/\mu^2/p)^{1/(1-2/p)}\). Define \( k_0 = -1 \). Then for each \( i = 0 \ldots n-1 \), \( f(x_{k_{i+1}}) - f^* \geq (1 - \beta/2)^{-(n-1)}(\rho/\mu^2/p)^{1/(1-2/p)} \). It follows from (5.15) that

\[
\Delta_{k_{i+1}} = (f(x_{k_{i+1}}) - f^*)/2 \geq (1 - \beta/2)^{-(n-1)}(\rho/\mu^2/p)^{1/(1-2/p)}/2.
\]

Plugging this into Lemma 5.2 (note \( \Delta_{k+T} = \Delta_{k+1} \) since the stepsize is held constant) upper bounds the number of consecutive null steps after the descent step \( k_i \) by

\[
k_{i+1} - k_i - 1 \leq (1 - \beta/2)^{(n-1)-i} \frac{16M^2}{(1 - \beta/2)^2 \rho (\rho/\mu^2/p)^{1/(1-2/p)}}.
\]

Summing this over \( i = 0 \ldots n-1 \) bounds the total number of null steps before a \((\rho/\mu^2/p)^{1/(1-2/p)}\)-minimizer is found by (5.15) as

\[
\sum_{i=0}^{n-1} (1 - \beta/2)^{(n-1)-i} \frac{16M^2}{(1 - \beta/2)^2 \rho (\rho/\mu^2/p)^{1/(1-2/p)}} \leq \frac{32M^2}{\beta(1 - \beta/2)^2 \rho (\rho/\mu^2/p)^{1/(1-2/p)}}.
\]

5.6.2 Given \( p > 2 \), bounding steps with \((\rho/\mu^2/p)^{1/(1-2/p)} \geq \delta_k \geq \epsilon \). Next we show that the total number of descent steps with \((\rho/\mu^2/p)^{1/(1-2/p)} \geq \delta_k \geq \epsilon \) is bounded by

\[
\frac{2\rho}{(1 - 2/p)\beta \mu^2/p \epsilon^{1-2/p}} \tag{5.16}
\]

and the number of null steps with \((\rho/\mu^2/p)^{1/(1-2/p)} \geq \delta_k \geq \epsilon \) is at most

\[
\frac{48\rho M^2}{(1 - 2/p)\beta (1 - \beta/2)^2 \mu^4/p \epsilon^{3-4/p}}. \tag{5.17}
\]

In this case, the recurrence relation on objective value decrease becomes

\[
\delta_{k+1} \leq \delta_k - \frac{\beta \mu^2/p \delta_k^{2-2/p}}{2\rho}.
\]

Applying Lemma A.1 gives our bound on the number of descent steps with \( \delta_k > \epsilon \) in (5.16). Plugging the lower bound \( \Delta_k \geq \mu^2/p (f(x_k) - f^*)^{2-2/p}/2\rho \geq \mu^2/p \epsilon^{2-2/p}/2\rho \) into Lemma 5.2 the number of consecutive null steps after a descent step is at most

\[
\frac{16M^2}{(1 - \beta/2)^2 \mu^2/p \epsilon^{2-2/p}}.
\]
Then multiplying our limit on consecutive null steps by the number of descent steps between finding a \((p/\mu^2/p)^{1/(1-2/p)}\)-minimizer and finding an \(\epsilon\)-minimizer gives the bound (5.17) as

\[
\left(\frac{2\rho}{(1-2/p)\mu^2/p\epsilon^{1-2/p}} + 1\right) \frac{16M^2}{(1-2/p)\mu^2/p\epsilon^{2-2/p}} \leq \frac{48\rho M^2}{(1-2/p)(1-\beta)^2\mu^2/p\epsilon^{3-4/p}}.
\]

### 5.6.3 Given \(p = 2\), bounding steps with \(\delta_k > \epsilon\). Here both cases of our recurrence relation have a similar form, and so we directly bound the total number of descent steps with \(\delta_k > \epsilon\) by

\[
\left[\log\left(\frac{f(x_0)-f^*}{\epsilon}\right)\right] - \log(1-\beta \min\{\mu/2\rho,1/2\})
\]

and the number of null steps with \(\delta_k > \epsilon\) by

\[
\frac{8M^2}{\beta(1-\beta)^2 \min\{\mu/2\rho,1/2\} \rho \epsilon}.
\]

In this case, our recurrence relation simplifies to have geometric decrease at each descent step \(\delta_{k+1} \leq (1-\beta \min\{\mu/2\rho,1/2\})\delta_k\). This immediately bounds the number of descent steps by (5.18).

Index the descent steps before an \(\epsilon\)-minimizer is found by \(k_1 < \cdots < k_n\) such that \(x_{k_n+1}\) is the first iterate with objective value less than \(\epsilon\). Define \(k_0 = -1\). Then for each \(i = 0\ldots n - 1\), \(f(x_{k_{i+1}}) - f^* \geq (1-\beta \min\{\mu/2\rho,1/2\})^{i-(n-1)}\epsilon\). It follows from (5.1) that \(\Delta_{k_{i+1}} \geq (1-\beta \min\{\mu/2\rho,1/2\})^{i-(n-1)}\epsilon/2\).

Plugging this into Lemma 5.2 (note \(\Delta_{k+T} = \Delta_{k+1}\) since the stepsize is held constant) upper bounds the number of consecutive null steps after the descent step \(k_i\) by

\[
k_{i+1} - k_i - 1 \leq (1-\beta \min\{\mu/2\rho,1/2\})^{(n-1)-i} \frac{8M^2}{(1-\beta)^2 \rho \epsilon}.
\]

Summing this over \(i = 0\ldots n - 1\) bounds the total number of null steps before an \(\epsilon\)-minimizer is found by

\[
\sum_{i=0}^{n-1} (1-\beta \min\{\mu/2\rho,1/2\})^{(n-1)-i} \frac{8M^2}{(1-\beta)^2 \rho \epsilon} \leq \frac{8M^2}{\min\{\mu/2\rho,1/2\} \beta(1-\beta)^2 \rho \epsilon}.
\]

### 5.6.4 Given \(1 \leq p < 2\), bounding steps with \(\delta_k > (p/\mu^2/p)^{1/(1-2/p)}\). Now we show that the number of descent steps with \(\delta_k > (p/\mu^2/p)^{1/(1-2/p)}\) is bounded by

\[
\frac{2p(f(x_0) - f^*)^{2/p-1}}{(1-2^{1-2/p})\mu^2/p}
\]

and the number of null steps with \(\delta_k > (p/\mu^2/p)^{1/(1-2/p)}\) is at most

\[
\frac{32M^2}{\beta(1-\beta)^2 p(\mu^2/p)^{1/(1-2/p)}C}
\]

with \(C = \max\left\{\frac{(f(x_0)-f^*)^{4/p}}{(p/\mu^2/p)^{(4/p)}(1-2/p)}; 1\right\} \min\left\{\frac{1}{1-2^{1/p-3}}, \left[\log_2\left(\frac{f(x_0)-f^*}{(p/\mu^2/p)^{(1-2/p)}}\right)\right]\right\}\). Notice that since \(p < 2\), the power \(1-2/p\) of \(\delta_k\) in the threshold condition of our recurrence is negative.
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Then, the recurrence relation on objective value decrease becomes \( \delta_{k+1} \leq \delta_k - \frac{\beta \mu^2 \delta_k^{2-2/p}}{2\rho} \). For any \( i \geq 0 \), we first bound the number of descent and null steps with

\[
2^{i+1} \left( \frac{\rho}{\mu^2} \right)^{1/(1-2/p)} \geq \delta_k > 2^i \left( \frac{\rho}{\mu^2} \right)^{1/(1-2/p)}.
\]

Since descent steps decreases the gap by at least \( \beta \mu^2 \delta_k^{2-2/p} / 2\rho \), there are at most

\[
\frac{2\rho \left( \frac{\rho}{\mu^2} \right)^{1/(1-2/p)} 2^{p-1}}{\beta \mu^2} = 2 \left( \frac{2}{p-1} + 1 \right)\beta \mu^2
\]
descent steps in this interval. Further, noting that in this interval

\[
\Delta_k \geq \frac{\mu^2}{2\rho} \left( \frac{\rho}{\mu^2} \right)^{1/(1-2/p)} 2^{2-2/p} \geq 2^{2(p-1)i-1} \left( \frac{\rho}{\mu^2} \right)^{1/(1-2/p)},
\]

we can bound the number of consecutive null steps following any of these descent steps via Lemma \[5.2\]. Hence there are at most

\[
2^{\left( 4/p-3 \right)i+5} M^2 \frac{\beta^2 \rho}{(1-\beta)^2 \rho (\mu^2) \left( 1/(1-2/p) \right)}
\]
null steps in this interval.

The bundle method halves its objective value at most \( N = \left\lfloor \log_2 \left( \frac{f(x_0) - f^*}{(\rho/\mu^2)^{1/(1-2/p)}} \right) \right\rfloor \) times before an \( (\rho/\mu^2)^{1/(1-2/p)} \)-minimizer is found. Then summing up these bounds on the descent and null steps in each interval limits the number of descent steps needed to find a \( (\rho/\mu^2)^{1/(1-2/p)} \)-minimizer by \[5.20\] as

\[
\sum_{i=0}^{N-1} \frac{2^{(2/p-1)i+1}}{\beta} \leq \frac{2^N}{\beta} \sum_{i=0}^{N-1} 2^{(2/p-1)i} \leq \frac{2(2^N - 1)}{(1 - 2^{1-2/p})\beta} \leq \frac{2\rho (f(x_0) - f^*)^{2/p-1}}{(1 - 2^{1-2/p})\beta \mu^2}
\]
and similarly, the number of null steps needed by \[5.21\] as

\[
\sum_{i=0}^{N-1} \frac{2^{\left( 4/p-3 \right)i+5} M^2}{\beta (1-\beta)^2 \rho (\mu^2) \left( 1/(1-2/p) \right)} \leq \frac{32 M^2}{\beta (1-\beta)^2 \rho (\mu^2) \left( 1/(1-2/p) \right)} \sum_{i=0}^{N-1} 2^{\left( 4/p-3 \right)i},
\]

\[
\leq \frac{32 M^2}{\beta (1-\beta)^2 \rho (\mu^2) \left( 1/(1-2/p) \right)} \max \left\{ \frac{(f(x_0) - f^*)^{4/p-3}}{(\rho/\mu^2)^{4/p-3}/(1-2/p)} , 1 \right\} \min \left\{ \frac{1}{1 - 2^{-4/p-3}} , N \right\}
\]

where the last inequality bounds the sum regardless of the sign of the exponent \( 4/p - 3 \).

5.6.5 Given \( 1 \leq p < 2 \), bounding steps with \( (\rho/\mu^2)^{1/(1-2/p)} \geq \delta_k > \epsilon \). Finally, we show that the number of descent steps with \( (\rho/\mu^2)^{1/(1-2/p)} \geq \delta_k > \epsilon \) is bounded by

\[
\left\lfloor \frac{\log \left( \frac{(\rho/\mu^2)^{1/(1-2/p)}}{\epsilon} \right)}{-\log(1-\beta/2)} \right\rfloor \quad (5.22)
\]
and the number of null steps with \((\rho/\mu^2/\mu)^{1/(1-2/\rho)} \geq \delta_k > \epsilon\) is at most

\[
\frac{16M^2}{\beta(1-\beta)^2\rho}\epsilon. \tag{5.23}
\]

In this case, our recurrence relation simplifies to have geometric decrease at each descent step \(\delta_{k+1} \leq (1 - \beta/2)\delta_k\). This immediately bounds the number of descent steps by (5.22). Index the descent steps after a \((\rho/\mu^2/\mu)^{1/(1-2/\rho)}\), minimizer but before an \(\epsilon\)-minimizer is found by \(k_1 < \cdots < k_n\) such that \(x_{k_n+1}\) is the first iterate with objective value less than \(\epsilon\). Then for each \(i = 0 \ldots n - 1\), \(f(x_{ki+1}) - f^* \geq (1 - \beta/2)^i(\epsilon-1)\). It follows from (5.1) that \(\Delta_{k+1} \leq (f(x_{ki+1}) - f^*)/2 \geq (1 - \beta/2)^{i(n-1)}/\epsilon/2\). Plugging this into Lemma 5.2 (note \(\Delta_{k+T} = \Delta_{k+1}\) since the stepsize is held constant) upper bounds the number of consecutive null steps after the descent step \(k_i\) by

\[
k_{i+1} - k_i - 1 \leq (1 - \beta/2)^{(n-1)-i} \frac{8M^2}{(1-\beta)^2\rho\epsilon}.
\]

Summing this over \(i = 0 \ldots n - 1\) bounds the additional number of null steps before an \(\epsilon\)-minimizer is found by (5.23) as

\[
\sum_{i=0}^{n-1} (1 - \beta/2)^{(n-1)-i} \frac{8M^2}{(1-\beta)^2\rho\epsilon} \leq \frac{16M^2}{\beta(1-\beta)^2\rho\epsilon}.
\]

### 5.7 Proof of Theorem 2.4

Our bound on the number of descent steps comes directly from Theorem 2.3. Our claimed bound on the total number of null steps follows by multiplying this by the constant bound on the number of consecutive null steps from Lemma 5.2.

### 5.8 Proof of Theorem 2.5

Combining the lower bound \(\Delta_k \geq \frac{1}{2}(f(x_k) - f^*)\) with Lemma 5.1 shows linear decrease in the objective every descent step

\[
f(x_{k+1}) - f^* \leq \left(1 - \frac{\beta}{2}\right)(f(x_k) - f^*).
\]

Our bound on the number of descent steps follows immediately from this. Combining the lower bound \(\Delta_k \geq \frac{1}{2}(f(x_k) - f^*)\) with Lemma 5.2 shows that at most

\[
\frac{8M^2D^2}{(1-\beta)^2(f(x_{k+1}) - f^*)^2}
\]

null steps occur between each descent step. Denote the sequence of descent steps taken by the bundle method by \(k_1, k_2, k_3 \ldots\) and as a base case define \(k_0 = -1\). Let \(k_n\) be the first descent step finding an \(\epsilon\)-minimizer, which must have \(n \leq \lceil \log(1-\beta/2)(\frac{1}{f(x_0)-f^*}) \rceil + 1\). From our linear decrease condition, we know for any \(i = 0, 1, 2, 3, \ldots n - 1\)

\[
f(x_{ki+1}) - f^* \geq (1 - \beta/2)^i(\epsilon-1)
\]

and from our null step bound, we know for any \(i = 0, 1, 2, \ldots n - 1\)

\[
k_{i+1} - k_i - 1 \leq \frac{8M^2D^2}{(1-\beta)^2(f(x_{ki+1}) - f^*)^2} \leq \frac{16M^2D^2}{(1-\beta)^2\epsilon^2}.
\]
Then summing up our null step bounds ensures
\[
k_n - n \leq \sum_{i=1}^{n} (1 - \beta/2)^{2(i-1-(n-1))} \frac{8M^2D^2}{(1 - \beta)^2\epsilon^2}.
\]
Bounding this geometric series shows us that the bundle method finds an \(\epsilon\)-minimizer with the number of null steps bounded by
\[
\left(\frac{1}{1 - (1 - \beta/2)^2}\right) \frac{8M^2D^2}{(1 - \beta)^2\epsilon^2}.
\]

### 5.9 Proof of Theorem 2.6

Our bound on the number of descent steps follows from Theorem 2.5. Our proof of the null step bound follows the same approach as Theorem 2.5 with only minor differences. Applying Lemma 5.2 with our stepsize choice (2.10) bounds the number of consecutive null steps after some descent step \(k\) by
\[
\frac{8M^2}{(1 - \beta)^2\mu^{2/p}(f(x_{k+1}) - f^*)^{2-2/p}}.
\]
Denote the descent steps \(-1 = k_0 < k_1 < k_2 < \ldots\) and suppose the \(x_{k_n+1}\) is the first \(\epsilon\)-minimizer. Then
\[
\frac{8M^2}{(1 - \beta)^2\mu^{2/p}(f(x_{k+1}) - f^*)^{2-2/p}}.
\]
Denote the descent steps \(-1 = k_0 < k_1 < k_2 < \ldots\) and suppose the \(x_{k_n+1}\) is the first \(\epsilon\)-minimizer. Then
\[
\frac{8M^2}{(1 - \beta)^2\mu^{2/p}(f(x_{k+1}) - f^*)^{2-2/p}}.
\]

When \(p > 1\), this geometric series shows us that the bundle method finds an \(\epsilon\)-minimizer with the number of null steps bounded by
\[
\left(\frac{1}{1 - (1 - \beta/2)^2\epsilon^{2-2/p}}\right)^{2-2/p}.
\]

When \(p = 1\), we have a constant upper bound on the number of null steps following a descent step. Hence the number of null steps is bounded by
\[
\frac{8M^2}{(1 - \beta)^2\mu^{2/p}(f(x_0) - f^*)} - \log(1 - \beta/2)\epsilon^2.
\]

### 5.10 Proof of Theorem 3.1

Let \(\delta_k = \min_{j \in \{0, \ldots, J-1\}} \{f(x_k^{(j)}) - f^*\}\) denote the lowest objective gap among all of our \(J\) instances of the bundle method after they have taken \(k\) synchronous steps. Then the core of our convergence proof is bounding the number of iterations where this lowest objective gap is in the interval
\[
(1 - \beta/2)^{-n} \epsilon \leq \delta_k \leq (1 - \beta/2)^{-(n+1)} \epsilon.
\]
for any integer $0 \leq n < N := \left\lceil \frac{\log((f(x_0) - f^*)/\epsilon)}{\log(1 - \beta/2)} \right\rceil$. Within this interval, we focus on the instance

$$j = \left\lceil \frac{\log(\rho(j)/\epsilon)}{\log(1 - \beta/2)} \right\rceil.$$ 

This instance of the bundle method’s constant stepsize $\rho(j) = 2^j \bar{\rho}$ approximates the stepsize \(^{(2.10)}\) as

$$\frac{1}{4} \mu^2/\rho((1 - \beta/2)^{-n}\epsilon)^{1 - 2/p} \leq \rho(j) \leq \frac{1}{2} \mu^2/\rho((1 - \beta/2)^{-n}\epsilon)^{1 - 2/p}.$$ 

Then \(^{(5.13)}\) bounds this method’s proximal gap before an $(1 - \beta/2)^{-n}\epsilon$-minimizer is found by

$$\Delta_k^{(j)} \geq \frac{1}{2} (f(x_k^{(j)}) - f^*) \geq (1 - \beta/2)^{-n}\epsilon/2.$$ 

Letting $\delta_k^{(j)} = f(x_k^{(j)}) - f^*$, each descent step $k$ improves method $j$’s objective gap according to the recurrence $\delta_{k+1}^{(j)} \leq \min\{(1 - \beta/2)\delta_k^{(j)} + \delta_k\}$ where the first term in the minimum comes from Lemma 5.1 and the second term comes from method $j$ taking any further improvement from the other bundle methods. By assumption, we have $\delta_k \leq (1 - \beta/2)^{-(n+1)}\epsilon$, and so after one descent step $k' > k$ we must have $\delta_{k' + 1}^{(j)} \leq (1 - \beta/2)^{-(n+1)}\epsilon$. Thus after a second descent step $k'' > k'$, our intermediate target accuracy is met as $\delta_{k'' + 1} \leq (1 - \beta/2)^{-n}\epsilon$.

Applying Lemma 5.2 bounds the number of null steps between descent steps by

$$\frac{8M^2}{(1 - \beta)^2\rho(j)\Delta_{k+1}^{(j)}} \leq \frac{64M^2}{(1 - \beta)^2\mu^2/(1 - \beta/2)^{-n}\epsilon)^{2 - 2/p}}.$$ 

Hence the total number of steps before $\delta_k^{(j)} < 2^n\epsilon$ (and consequently $\delta_k < 2^n\epsilon$) is at most

$$2 \left( \frac{64M^2}{(1 - \beta)^2\mu^2/(1 - \beta/2)^{-n}\epsilon)^{2 - 2/p}} + 1 \right).$$ 

Summing over this bound completes our proof. When $p > 1$, this gives

$$\sum_{n=0}^{N-1} 2 \left( \frac{64M^2}{(1 - \beta)^2\mu^2/(1 - \beta/2)^{-n}\epsilon)^{2 - 2/p}} + 1 \right)$$

$$= 2 \sum_{n=0}^{N-1} \frac{64M^2}{(1 - \beta)^2\mu^2/(1 - \beta/2)^{-n}\epsilon)^{2 - 2/p}} + 2 \left[ \frac{\log((f(x_0) - f^*)/\epsilon)}{-\log(1 - \beta/2)} \right]$$

$$\leq \frac{2}{1 - (1 - \beta/2)^{-2/p}} \left( \frac{64M^2}{(1 - \beta)^2\mu^2/(1 - \beta/2)^{-n}\epsilon)^{2 - 2/p}} + 2 \left[ \frac{\log((f(x_0) - f^*)/\epsilon)}{-\log(1 - \beta/2)} \right] \right).$$

When $p = 1$, the number of steps in each of our intervals is constant. Consequently, the total number of iterations before an $\epsilon$ minimizer is found is at most

$$\sum_{n=0}^{N-1} 2 \left( \frac{64M^2}{(1 - \beta)^2\mu^2 + 1} \right) = 2 \left( \frac{64M^2}{(1 - \beta)^2\mu^2 + 1} \right) \left[ \frac{\log((f(x_0) - f^*)/\epsilon)}{-\log(1 - \beta/2)} \right] .$$
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A Solutions to Recurrence Relations

Throughout our analysis, we frequently encounter recurrence relations of the form $\delta_{k+1} \leq \delta_k - \alpha \delta_k^q$ for some $\alpha > 0$ and $q > 1$. The following lemma bounds the number of steps of such a recurrence to reach a desired level of accuracy $\delta_k \leq \epsilon$. 

\[ \sum_{k=0}^{n} \alpha^k \leq \frac{1}{1-\alpha} \]
Lemma A.1. Assume that a sequence \( \{\delta_k\}_{k=1}^\infty \), satisfies the recurrence \( \delta_{k+1} \leq \delta_k - \alpha \delta_k^q \). Then for any \( \epsilon > 0 \), the inequality \( \delta_k \leq \epsilon \) holds for some
\[
k \leq \left[ \frac{1}{(q-1)\alpha q^{q-1}} \right].
\]

Proof. It suffices to show the following upper bound on \( \delta_k \) as a function of \( k \)
\[
\delta_k \leq \left( \frac{1}{(q-1)\alpha k} \right)^{1/(q-1)}.
\]
First we show this bound holds with \( k = 1 \). This follows as
\[
\delta_1 \leq \delta_0 - \alpha \delta_0^q \leq \max_{\delta \in \mathbb{R}} \{\delta - \alpha \delta^q\} \leq \left( \frac{1}{q\alpha} \right)^{1/(q-1)}.
\]
Then we complete our proof by induction using the following weighted arithmetic-geometric mean (AM-GM) inequality, which ensures for any \( a, \alpha, b, \beta > 0 \) we have \( a^\alpha b^\beta \leq \left( \frac{a^{\alpha+\beta}}{\alpha+\beta} \right)^{\alpha+\beta} \). This implies that for any \( k \geq 1 \), \( (k - (q-1)^{-1})(k+1)^{1/(q-1)} \leq k^{q/(q-1)} \) by taking \( a = k - (q-1)^{-1}, \alpha = 1, b = k+1, \beta = 1/(q-1) \). By expanding the recurrence at \( k + 1 \) and applying this inequality we get
\[
\delta_{k+1} \leq \delta_k - \alpha \delta_k^q \leq \left( \frac{1}{(q-1)\alpha k} \right)^{1/(q-1)} - \alpha \left( \frac{1}{(q-1)\alpha} \right)^{q/(q-1)}
\]
\[
= \left( \frac{1}{(q-1)\alpha} \right)^{1/(q-1)} \left( \frac{k}{k^{q/(q-1)} - \frac{1}{(q-1)k^{q/(q-1)}}} \right)
\]
\[
= \left( \frac{1}{(q-1)\alpha} \right)^{1/(q-1)} \frac{k - (q-1)^{-1}}{k^{q/(q-1)}}
\]
\[
\leq \left( \frac{1}{(q-1)\alpha (k+1)} \right)^{1/(q-1)}.
\]
Proving the result.

B Proof of Claim 1

For notational convenience define \( h_1(\cdot) := f_t(z_{t+1}) + \langle s_{t+1}, \cdot - z_{t+1} \rangle \) and \( h_2(\cdot) := f_t(z_{t+1}) + \langle g_{t+1}, \cdot - z_{t+1} \rangle \) and so \( \tilde{f}_{t+1} = \max\{h_1, h_2\} \). Since the problem is strongly convex, there is unique solution. The solution is characterized by
\[
y_{t+2} \in x_{k+1} - \frac{1}{\rho t} \partial \tilde{f}_{t+1}(y_{t+2}) \tag{B.1}
\]
where subdifferential is
\[
\partial \tilde{f}_{t+1}(y_{t+2}) = \begin{cases} 
\{s_{t+1}\} & \text{if } h_1(y_{t+2}) > h_2(y_{t+2}), \\
\{g_{t+1}\} & \text{if } h_2(y_{t+2}) > h_1(y_{t+2}), \\
\text{conv}\{s_{t+1}, g_{t+1}\} & \text{otherwise},
\end{cases}
\]
and conv denotes the convex hull.

Define \( w = \theta_{t+1} g_{t+1} + (1 - \theta_{t+1}) s_{t+1} \). In light of (B.1), the claim would follow if we had \( w \in \partial \tilde{f}_{t+1}(y_{t+2}) \). Let’s prove that this is the case. Observe that the coefficient \( \theta_{t+1} \in [0, 1] \) because \( f \geq f_t \). We consider two cases.
Case 1. Assume $\theta_{t+1} = 1 < \frac{\rho_t(f(z_{t+1}) - f(z_{t+1}))}{\|g_{t+1} - s_{t+1}\|^2}$, then $w = g_{t+1}$. Moreover,

$$h_1(y_{k+2}) - h_2(y_{k+2}) = f_t(z_{t+1}) - f(z_{t+1}) + \langle s_{t+1} - g_{t+1}, y_{t+2} - z_{t+1} \rangle$$

$$< -\frac{1}{\rho_t} \|g_{t+1} - s_{t+1}\|^2 + \langle s_{t+1} - g_{t+1}, x_{k+1} - z_{t+1} - \frac{1}{\rho_t} g_{t+1} \rangle$$

$$= -\frac{1}{\rho_t} \|g_{t+1} - s_{t+1}\|^2 + \frac{1}{\rho_t} \|g_{t+1} - s_{t+1}\|^2 = 0,$$

where we used $s_{t+1} = \rho_t(x_{k+1} - z_{t+1})$. Thus $w \in \partial \tilde{f}_{t+1}(y_{t+2})$.

Case 2. Assume $\theta_{t+1} = \frac{\rho_t(f(z_{t+1}) - f(z_{t+1}))}{\|g_{t+1} - s_{t+1}\|^2} \leq 1$. Then,

$$h_1(y_{k+2}) - h_2(y_{k+2}) = f_t(z_{t+1}) - f(z_{t+1}) + \left\langle s_{t+1} - g_{t+1}, x_{k+1} - z_{t+1} - \frac{1}{\rho_t} w \right\rangle$$

$$= f_t(z_{t+1}) - f(z_{t+1}) + \theta_{t+1} \|s_{t+1} - g_{t+1}\|^2 = 0$$

where the middle equality follows from the definition of $s_{t+1}$ and the last equality uses the definition of $\theta_{t+1}$. We conclude that $w \in \partial \tilde{f}_{t+1}(y_{t+2})$. 
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