ABSTRACT

Photographs taken through a glass surface often contain an approximately linear superposition of reflected and transmitted layers. Decomposing an image into these layers is generally an ill-posed task and the use of an additional image prior and user provided cues is presently necessary in order to obtain good results. Current annotation approaches rely on a strong sparsity assumption. For images with significant texture this assumption does not typically hold, thus rendering the annotation process unviable.

In this paper we show that using a Gaussian Mixture Model patch prior, the correct local decomposition can almost always be found as one of 100 likely modes of the posterior. Thus, the user need only choose one of these modes in a sparse set of patches and the decomposition may then be completed automatically. We demonstrate the performance of our method using synthesized and real reflection images.

Index Terms— Natural image statistics, reflection separation

1. INTRODUCTION

Many real-world photographs contain reflections and photographers often expend significant effort to avoid their effect. Ideally, we would like a fully automatic method that can remove reflections in post-processing of a single image. In the general single image reflection separation problem, assuming a linear response of the camera sensor then the input image $y = x_1 + x_2$ is a sum of two unknown reflection and transmission images. Automatically recovering $x_1$ and $x_2$ given $y$ is a highly ill-posed task. This is due to the fact that the number of equations is generally half the number of unknowns.

The problem becomes less difficult when additional cues exist. Some existing approaches use the presence of a double image [1] or polarization [2, 3] in the reflection layer. Others use the availability of more than a single composite image due to camera motion [4, 5, 6] or additional a priori known differences between the reflected and transmitted layers, e.g. a smoothness disparity [7] or a disparity in the relative layer attenuation factor [8]. However, in many situations, these extra cues are not available.

While fully automatic separation of reflection images from a single image is extremely difficult, photographers would also be happy with a semi-automatic method requiring user annotation. If the amount of annotation required is manageable then a method that completes the separation given this annotation may be of great utility. This was the motivation behind the work of Levin and Weiss [9] (LW) who presented a user-assisted method for separating reflections. Their method was based on the well-known property that derivative filters of natural images tend to have a sparse distribution. This property both served as an image prior and was the basis of their proposed annotation mechanism: the user was tasked with selecting pixels in which the (first and second order image derivative) filter responses fully originated from only one of the layers. They then optimized for a likely reflection separation that is also consistent with these annotations.

The LW method is the only currently available approach to solving the single image user-assisted reflection separation task that we know of. As shown in [9] it is often possible to get very good separations on real images with a modest amount of user input. However, for many images, we find that the annotation mechanism of the LW method is not applicable. Often a large fraction of the pixels in one layer contain non-sparse texture overlapping edges in the other layer. In such cases it is often impossible to locate a sufficient number of pixels having filter responses originating from only a single layer. Figure 1 shows one such example. The input image

Fig. 1: Visual comparison of the results of running the sparsity based LW method and our method on a synthetic reflection image.

is a sum of two images, the first of which contains significant
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texture. Due to this texture, filter responses in both images are nonzero at edges of the second image, and thus the LW labeling mechanism fails. We show in figure 1 the results of running the LW method and our method on this input.

In section 2 we study the limitations of the sparsity assumption as an annotation mechanism. In section 3, we introduce an alternative annotation mechanism based on the GMM patch prior which overcomes the shortcomings of the LW annotation mechanism. The full algorithm utilizing both the revised prior and revised annotation mechanism (GMM-C) is described in section 4. In section 5 we assess the accuracy of our proposed method on reflection images synthesized from the BSDS300 dataset [10] and show separation results on real reflection images.

2. LIMITATIONS OF THE SPARSITY ASSUMPTION

Although the outputs of derivative filters applied to natural images tend to have a sparse distribution overall (c.f. [11]), this property varies greatly between images and within images. An example of this is shown in figure 2, where three natural images taken from the BSDS300 dataset show very different filter response statistics. We can also quantify this disparity between natural images by noting that although overall in BSDS300 ~10% of pixels have gradient magnitude > 0.1, it is also the case that ~30% of the images in BSDS300 have ~30% of pixel gradient magnitudes > 0.1. This indicates that this sparsity property is not spread out evenly. Some images tend to contain much more textured regions than others and filter responses in these textured regions tend to have a non-sparse gaussian distribution.

When one layer contains texture, it becomes difficult or oftentimes impossible to correctly annotate edges in the overlapping regions of the second layer using the LW annotation mechanism. In figure 3, we show how these unavoidable inaccuracies in annotation affect the quality of the resulting LW separation. In all cases, annotation is performed automatically using the ground truth layers and the automatic annotation protocol of [9]. In general we see in the LW results that the inaccurate annotation leads to texture transferring into the edge layer and vice versa. In section 5, we quantify this visual observation.

3. THE GMM PATCH PRIOR

While the sparsity of filter responses may often serve as a reasonable prior, recent work has shown that more powerful models of natural images can be learnt. One very successful prior is the Gaussian Mixture Model (GMM) that models the statistics of 8 × 8 image patches (see [12]). Denoting the 64 dimensional vector representation of the patch by x, then under the GMM prior we have

$$Pr(x) = \sum_{k=1}^{K} \pi_k \mathcal{N}(x; \mu_k, \Sigma_k),$$

where \( \mathcal{N}(x; \mu_k, \Sigma_k) \) denotes a Gaussian density with mean \( \mu_k \) and full covariance matrix \( \Sigma_k \). In a similar fashion to [12] we learn two models having \( K = 50 \) and \( K = 200 \) components using the BSDS300 train dataset. Suppose we observe an image patch \( y \) that is the sum of two image patches \( x_1, x_2 \), then it can be shown that the posterior probability of \( x_1 \) given \( y \) is also a Gaussian Mixture of the form

$$Pr(x_1|y) = \frac{1}{Z} Pr(x_1) Pr(y - x_1),$$

having \( K^2 \) components, one for each Gaussian cross term. The mixture weights and means of the posterior GMM depend on the prior GMM as well as the input patch \( y \), while the posterior covariances depend only on the prior covariances and may be precomputed. We also note that the resulting posterior means will generally be nonzero. Given an input image patch \( y \) a naive approach to finding the original patches is to find \( x_1 \) that maximizes \( Pr(x_1|y) \). Unfortunately due to the posterior probability being highly multimodal such an ap-
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**Fig. 2:** Example images having a large variation in filter response statistics shown in the top row with corresponding pixels having gradient magnitude > 0.1 marked white in the middle row. We see that the fraction of high gradient magnitude pixels varies greatly and that vertical gradient histograms also display this over and under sparseness of the “Fez” and “Totem” images compared to the “Kayak” image and the full BSDS300 dataset.
proach often fails. A more potent approach is to rely on the user at this point and ask that he picks \( x_1 \) from a set of candidate decompositions that would likely contain a close match to the true decomposition. We therefore seek for a set of preferably diverse decompositions that maximize \( \Pr(x_1|y) \).

### 3.1. A new annotation method

We choose to approximate such a set of candidate decompositions by taking the means of the posterior GMM that have highest mixture weights. Figure 4 shows some examples of these local decompositions. Even when it is hard for an un-guided human to decompose \( y \) into the original patch layers, the posterior GMM does a remarkable job of suggesting good candidates among the top 100 posterior means and often even among the top 10.

To quantify the performance of this candidate proposal mechanism we repeatedly sampled a random pair of image patches \( x_1, x_2 \) from the BSDS300 test set, and summed them to create \( y = x_1 + x_2 \). Given \( y \) we created a set of \( N \) possible
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**Fig. 3:** Visual comparison of decomposing non sparse textures (asphalt, tree bark, fur) from a horizontal edge using the LW and GMM-C methods. Bottom row shows ground truth.

**Fig. 4:** Some examples of \( 8 \times 8 \) patch decomposition candidates provided by the posterior means having top mixture weights. Here the \( K = 50 \) prior was used.

**Fig. 5:** Accuracy of best patch decomposition among \( N \) candidates: the \( N \) posterior means with highest mixture weights. decompositions by taking the \( N \) posterior means with highest mixture weights, and measured the distance between the true \( x_1 \) and the closest posterior mean among these \( N \) candidates. Figure 5 shows that with as few as \( N = 100 \) candidates, it is possible to find a decomposition that is a very close match to the true \( x_1 \) (with accuracies of 36.7 dB for \( K = 50 \) and 36.2 dB for \( K = 200 \)).

Our proposed annotation method is then to require the user to both pick an annotation point and to pick the most appropriate patch decomposition among the \( N = 100 \) posterior means with highest mixture weights at this point.

---

### 4. FULL ALGORITHM

Given input image \( y \) which is the sum of two unknown layer images \( x_1, x_2 \) the user is first prompted to provide annotation at a set of image points as follows:

- The user picks an annotation point \( i^* \) and the surrounding input patch \( P_{i^*}y \) is extracted. Here \( P_{i^*} \) is the linear operator extracting an \( 8 \times 8 \) pixel patch from an image encoded as a column vector.
- Given \( P_{i^*}y \), the corresponding set of \( N = 100 \) posterior means with highest mixture weights are computed and presented to the user as candidate decompositions.
- The user then picks the decomposition most appropriate at point \( i^* \). We denote by \( \mu_{i^*} \) the posterior mean selected by the user and the corresponding posterior covariance by \( \Sigma_{i^*} \).

The annotation is then automatically propagated by finding image \( x_1 \) maximizing the expected patch log likelihood (EPLL) function

\[
EPLL(x_1|y) = \sum_i \log \Pr(P_{i^*}x_1|P_{i^*}y),
\]

under the set of annotation constraints \( P_{i^*}x_1 = \mu_{i^*} \). Here \( i \) indexes all overlapping image patches and \( i^* \) indexes patches surrounding annotation points. In practice we replace these hard constraints by an additional cost and minimize

\[
J_C(x_1) = -EPLL(x_1|y) + \frac{\lambda C}{2} \sum_{i^*} (P_{i^*}x_1 - \mu_{i^*})^T \Sigma_{i^*}^{-1} (P_{i^*}x_1 - \mu_{i^*}).
\]
Fig. 6: Decomposition accuracy of LW, GMM-F and GMM-C measured on 8,000 $40 \times 40$ pixel patches generated from random BSDS300 test patch pairs.

This is the cost used in our proposed GMM-C method (GMM with component annotations). To optimize this cost we use the iterated least squares approach described in [13]. Once $x_1$ is estimated, the second image is then set to $x_2 = y - x_1$ per the problem definition.

5. RESULTS AND DISCUSSION

Accuracy was assessed by decomposing 8,000 $40 \times 40$ pixel patches generated from the addition of random BSDS300 test patches. To separately measure the effects the revised prior and revised annotation each have on the relative accuracies of the GMM-C and LW methods, we also included a third control method denoted GMM-F (GMM with filter annotations). GMM-F uses the annotation cost term of the LW method (see [9]) but replaces the prior cost term with the negative EPLL cost defined in the previous section.

Filter annotations for the LW and GMM-F methods were generated automatically using the protocol used by [9]. Essentially a small random subset of the canny edges in the input image were classified as originating from either layer, depending on which ground truth layer had greater gradient magnitude there. Automatic annotation for GMM-C was computed at this same set of locations. At these locations one of the top two posterior means closest to the ground truth among the set of $N = 100$ posterior means with highest mixture weights was randomly picked. All results presented in this section were generated using the $K = 200$ GMM prior (both in the auto-annotation protocol and in the EPLL cost).

Accuracy statistics are presented in figure 6. The overall PSNR gain between the LW and GMM-C methods ranges between 3.3 dB at an annotation density of $1/22 \text{ px}^{-2}$ and 4.6 dB at $1/8 \text{ px}^{-2}$. Of this gain, approximately 2.5 dB is due to the modified prior (GMM-F) and approximately 1.6 dB is due to the modified annotation.

In figure 7 we show decompositions of real reflection images generated using the GMM-C and LW methods. In the GMM-C results we see successful separation of textured regions in one layer from overlapping edges and low frequency texture in the second layer (see e.g. the mannequin shirt appearing in the left-most column). These textured regions are not successfully separated by the LW method.

Using non optimized code in Matlab on a standard PC the run time for optimizing the costs of the previous section on an image from BSDS300 is approximately two minutes.

Fig. 7: Decomposition results for real reflection images using the LW and GMM-C methods. Note that GMM-C annotations are not shown but that they were provided at the same locations as the LW annotations. Best viewed on screen.

6. DISCUSSION

The single image reflection separation problem is inherently ill-posed and requires additional constraints provided by user annotations and a natural image prior. Previous work was based on a sparsity based prior and annotation mechanism which enabled semi-automatic separation of images in which both layers had little texture and the sparsity assumption was a good fit. However, for many real images, sparsity based methods cannot yield good separations even when a large fraction of the edges in the input image are correctly labeled. In this paper we have proposed a new user-assisted algorithm that is based on a much stronger prior of natural images - a GMM prior learnt from training examples. We have shown that this GMM, which has already been used successfully in image restoration tasks, can also be used to define a new annotation mechanism for user-assisted reflection separation. Our results show that high quality decompositions can be obtained with a relatively small amount of user interaction, even in the presence of significant texture.
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