Root-aligned SMILES for Molecular Retrosynthesis Prediction
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Retrosynthesis prediction is a fundamental problem in organic synthesis, where the task is to discover precursor molecules that can be used to synthesize a target molecule. A popular paradigm of existing computational retrosynthesis methods formulate retrosynthesis prediction as a sequence-to-sequence translation problem, where the typical SMILES representations are adopted for both reactants and products. However, the general-purpose SMILES neglects the characteristics of retrosynthesis that 1) the search space of the reactants is quite huge, and 2) the molecular graph topology is largely unaltered from products to reactants, resulting in the suboptimal performance of SMILES if straightforwardly applied. In this article, we propose the root-aligned SMILES (R-SMILES), which specifies a tightly aligned one-to-one mapping between the product and the reactant SMILES, to narrow the string representation discrepancy for more efficient retrosynthesis. As the minimum edit distance between the input and the output is significantly decreased with the proposed R-SMILES, the computational model is largely relieved from learning the complex syntax and dedicated to learning the chemical knowledge for retrosynthesis. We compare the proposed R-SMILES with various state-of-the-art baselines on different benchmarks and show that it significantly outperforms them all, demonstrating the superiority of the proposed method.
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As a fundamental problem of organic chemistry, organic synthesis plays a vital role in drug discovery and material design. Retrosynthesis [1, 2], which aims at designing reaction pathways and intermediates for a target compound, is an important technique for solving the planning of organic synthesis. Retrosynthesis is challenging as the search space of all possible transformations is huge by nature. In the early days, expert synthetic chemists could convert target molecules to simpler precursor molecules with their familiar reactions. To integrate more chemical knowledge and be
more efficient, the first computer-aided synthesis planning program LHASA [3] was formally proposed by Corey et al. and showed great potential. Since then, many rule-based organic synthesis systems have come out, such as SYNLM [4], WODCA [5], and Synthia [6]. However, with the increase of chemical reaction rules, the cost of manually hard-coding chemical rules into computer systems is getting higher. Alternatively, people have begun to explore fully data-driven retrosynthesis approaches, where the current literature can be roughly categorized into two schools: selection-based methods [7–12] and generation-based methods [13–24]. Selection-based methods turn retrosynthesis into a ranking or classification problem, where the goal is to rank the matched reaction templates [7–10] or reactants [11, 12] higher than those unmatched for the target molecule. Despite encouraging results achieved, selection-based methods not only require expensive computation but also suffer from poor generalization on new target structures and reaction types. Generation-based methods, however, address the retrosynthesis problem with a generative model (e.g., transformers [14–21] or GNNs [22–24]) where reactants are generated rather than selected, which significantly alleviates the poor generalization issue of selection-based methods.

Before applying generation-based methods for retrosynthesis, the first and critical step is to select the appropriate representation forms of both the product and the reactants. Two types of molecular representations are most widely used currently, including molecular graphs and string sequences. A molecular graph explicitly describes the topological structure of the molecule, upon which the recently well-developed GNNs [25, 26] can be directly leveraged. However, graph-based representations involve a graph generation problem in retrosynthesis, which is challenging and usually solved by sequential graph edit operation predictions [22–24]. In contrast, another popular paradigm to represent molecules is using strings that are generated following some predefined chemical notation systems, of which the simplified molecular-input line-entry system (SMILES) [27] is most widely used currently. With string sequences as the representations of molecules, retrosynthesis can be reformulated as the typical seq2seq translation problem in NLP, where plenty of methods or models can be borrowed.

SMILES has been widely used for retrosynthesis predictions [14–21] in the current literature. However, in this work we argue that the general-purpose SMILES is deficient for the retrosynthesis problem. Since SMILES is generated by a depth-first traversal of the molecular graph, a molecule can have multiple valid SMILES representations by selecting different root atoms as the starting nodes of traversal. The one-to-many mappings between molecules and SMILES turn retrosynthesis into a one-to-many mapping problem between products and reactants, which renders retrosynthesis extremely challenging as the computational model should learn not only the chemical rules for retrosynthesis but also the SMILES syntax for SMILES string validity. Several canonicalization methods [28, 29] can be adopted to generate canonical SMILES that ensures a one-to-one mapping between molecules and SMILES. However, these methods are designed for each individual molecule without considering the relationship between product and reactant molecules, which leads to the large input-output (or product- reactant) SMILES discrepancy, as shown by the two examples (2,2,2-trichloroethyl prop-2-enoate and 2-ethyl-6-methylpyridine-3-carbonitrile) in Fig 1. The large input-output SMILES discrepancy leaves the search space of reactants huge, degrading the performance of retrosynthesis models. Moreover, the canonical SMILES is incompatible with some data augmentation techniques where multiple SMILES are needed for one molecule to bypass the data scarcity issue, as the concept of “canonical SMILES” is violated by multiple SMILES for one molecule.

In contrast to the large edit distance between the input and the output SMILES adopted in existing models, the molecular graph topology is in fact largely unaltered from reactants to products as the molecular changes usually occur locally during the chemical reactions [10]. In this article, we propose the root-aligned SMILES (R-SMILES) for more efficient retrosynthesis. As shown in Fig 1, for each chemical reaction, R-SMILES adopts the same atom as the root (i.e., the starting atom) of the SMILES strings for both the products and the reactants, which makes the input and
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1For a given input SMILES, there can be multiple correct output SMILES.
the output SMILES maintain a one-to-one mapping and highly similar to each other. The high similarity between the input and output makes retrosynthesis with R-SMILES very close to the typical autoencoding problem [30, 31] where the goal is to learn an identity mapping between the input and the output, with some bottleneck features summarizing the most important aspects in the data. Motivated by this, we propose a transformer-based autoencoder for retrosynthesis. With the proposed R-SMILES, we first pretrain the proposed autoencoder with the cheaply available unlabeled molecular data for extracting the compact molecular representations and mastering essential SMILES syntax in the decoder. Then the model is finetuned with the reaction data, where the model is largely relieved from learning the complex syntax and can be dedicated to learning the chemical knowledge for retrosynthesis. We conducted extensive experiments to validate the proposed method, with template-free (i.e., learning a direct mapping from the product to reactants [13–16, 19–21, 24, 32]) and semi-template (i.e., first identifying intermediate molecules called synthons, and then completing synthons into reactants [17, 18, 22, 23]) variants. Compared with other baselines, the proposed template-free and semi-template variants yield significantly superior performance on both USPTO-50K and USPTO-FULL datasets. For a better understanding of the proposed method, we visualize the cross-attention mechanism in transformer with R-SMILES and show some interesting aspects of our results. Furthermore, we provide several multistep retrosynthesis examples successfully predicted by our method, which illustrates its great potential in complicated retrosynthesis tasks.

Results and discussion
To thoroughly evaluate the performance of the R-SMILES and the autoencoder proposed for retrosynthesis, we implement our method with both template-free and semi-template variants to make comparisons with more SOTA methods. Template-free methods [13–16, 19–21, 24, 32] learn a direct mapping from products to reactants. Here for simplicity, the product is abbreviated as P and the reactant as R. The transformation from products to reactants in template-free methods is denoted by P2R. Semi-template methods [17, 18, 22, 23] decompose retrosynthesis into two stages:
1) first identify intermediate molecules called synthons, and then 2) complete synthons into reactants. We use S to represent synthons, and P2S and S2R to represent the two stages, respectively. The template-free variant is an end-to-end seq2seq model taking R-SMILES as the input and output. As for the semi-template variant, we also formulate S2R as a seq2seq problem and use the proposed autoencoder with R-SMILES to solve it. However, P2S is more suitable to be formulated as a graph link prediction problem, and thus we adopt a GNN model here for superior overall performance. A detailed description of the adopted GNN can be found in Section Methods. In addition, many existing works [9, 10, 22–24] demonstrate their performances with the reaction type known for each product. Since the reaction type is not always available in real-world scenarios, all experiments in this work are carried out without this information.

**Dataset Summary.** Experiments are conducted on USPTO-50K [33] and USPTO-FULL [9], both of which are widely used as public benchmarking datasets for the retrosynthesis task. USPTO-50K is a high-quality dataset containing about 50,000 reactions with accurate atom mappings between products and reactants. USPTO-FULL, the superset of USPTO-50K, is derived from USPTO 1976-2016. It is a much larger dataset for chemical reactions, consisting of about 1,000,000 reactions. Reactions that contain multiple products are duplicated into multiple reactions to ensure that every reaction in data has only one product. Invalid data that contains no products or just a single ion as reactants are removed. After these preprocessing steps, we can get a clean version of USPTO-FULL dataset.

**Statistical analysis of the minimum edit distance with R-SMILES.** We first provide some statistical analysis of the minimum edit distance between the input and the output with the proposed R-SMILES. The minimum edit distance between two strings is defined as the minimum number of editing operations (including insertion, deletion, and substitution) needed to transform one into the other. Here we adopt it to measure the discrepancy between input and output SMILES. With canonical SMILES, the average minimum edit distance between the product and the reactant is 17.9 on USPTO-50K and 19.8 on USPTO-FULL. With the proposed R-SMILES, the minimum edit distances become 14.1 and 16.6, decreasing by 21% and 16%, respectively. Moreover, to alleviate the overfitting problem, data augmentation is critical and widely used in existing methods [18–20]. However, with the randomized SMILES as used in most existing works, the minimum edit distance will be significantly increased. For example, with 5× augmentation, the minimum edit distance is increased to 28.4 on USPTO-50K, which is more than two times of that of the proposed R-SMILES (14.1) where the minimum edit distance of R-SMILES keeps unchanged with data augmentation. The larger discrepancy and one-to-many mapping of randomized SMILES make the learning problem more difficult, degrading the model performance of retrosynthesis prediction. For more detailed statistics, please refer to Supplementary Table. 2.

**Comparisons with SOTA retrosynthesis methods.** We make comparisons between the proposed method and existing SOTA competitors, including selection-based (i.e., template-based) and generation-based (including template-free and semi-template) methods. We adopt the exact match accuracy and the maximal fragment accuracy [19] as the metrics to evaluate the performance. Exact match accuracy that is widely used as the metric of the retrosynthesis performance, represents the percentage of predicted reactants that are identical to the ground truth. The maximal fragment accuracy, inspired by classical retrosynthesis, requires the exact match of only the largest reactant. We use the top-K exact match accuracy as the main metric to report the performance. The maximal fragment accuracy is adopted in some cases for a more comprehensive comparison. Experiments are conducted on both USPTO-50K and USPTO-FULL. Results are shown in Table 1.

From the results, we make the following three main conclusions. (1) Generally speaking, the proposed methods, including the semi-template and the template-free variants, consistently outperform SOTA competitors by a large margin. For example, on USPTO-50K the proposed template-free variant outperforms the current best method by absolute 6.2% and 3.5% in top-10 and top-50 exact match accuracy, respectively. On the more challenging USPTO-FULL dataset, the accuracy improvement is still very substantial, by 1.6% in top-1, 2.7% in top-10, and 8.3% in top-50. These
impressing and consistent results demonstrate the superiority of the proposed methods over SOTA methods. (2) The template-free variant outperforms the semi-template variant in most cases, for example, by 8.3% and 12.2% in top-5 and top-10, respectively in exact match accuracy on USPTO-50K. The main factor accounting for this phenomenon lies in the two stages of semi-template methods, where P2S usually makes noisy predictions that can hardly be rectified by the following S2R model. The end-to-end template-free variant bypasses this issue and thus yields superior performance. (3) The template-free variant achieves superior or at least comparable performance to the current SOTA template-based method LocalRetro \cite{10} on USPTO-50K. However, as template-based approaches are well known to be poor at generalizing to new reaction templates, the performance of LocalRetro on the more challenging USPTO-FULL dataset is substantially worse than the proposed template-free variant. All these results verify the effectiveness and the superiority of our proposed method.

**Superiority of the proposed R-SMILES with data augmentation.** Here we evaluate the superiority of the proposed R-SMILES in retrosynthesis. We adopt the vanilla transformer \cite{34}, a popular language translation model, as the retrosynthesis model. In retrosynthesis, data augmentation can be applied to both the training and the test data \cite{19}, or only one of them. To test the performance of R-SMILES with data augmentation, different times of augmentation are conducted on training and test data. Here we take the widely used canonical SMILES as the baseline for comparisons. Experiments are conducted on

| Table 1 | Top-K results on USPTO-50K (top) and USPTO-FULL (bottom) datasets. Unless specially specified, the results are reported in exact match accuracy. Symbol † denotes that the maximal fragment accuracy is reported. Symbol * denotes that the result is implemented by the open-source code with well-tuned hyperparameters. SEMI and FREE denote our semi-template and template-free variants, respectively. |
|---------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| USPTO-50K top-K Accuracy (%)   | Category | Model | Year | K = 1 | 3 | 5 | 10 | 20 | 50 |
|--------------------------------|---------|-------|------|-------|---|---|----|----|----|----|----|----|----|----|----|----|----|
| Template-Based                 |         |       |      |       |   |   |    |    |    |    |    |    |    |    |    |    |    |
| RetroSim \cite{7}             | 2017    | 37.3  | 54.7 | 63.3  | 74.1 | 82.0 | 85.3 |
| NeuralSym \cite{8}            | 2017    | 44.4  | 6.3  | 72.4  | 78.9 | 82.2 | 83.1 |
| GLN \cite{9}                  | 2019    | 52.5  | 69.0 | 75.6  | 84.7 | 89.0 | 92.4 |
| LocalRetro \cite{10}          | 2021    | 53.4  | 77.5 | 85.9  | 92.4 |    | 97.7 |
| Semi-template                 | G2Gs \cite{22} | 2020 | 48.9 | 67.6 | 72.5 | 75.5 | -   | -   |
| RetroXpert \cite{17}          | 2020    | 50.4  | 61.1 | 62.3  | 63.4 | 63.9 | 64.0 |
| RetroPrime \cite{18}          | 2021    | 51.4  | 70.8 | 74.0  | 76.1 |    | -   |
| Ours (SEMI) \cite{22}         | 2022    | 59.0 (±0.36) | 75.4 (±0.19) | 78.2 (±0.15) | 80.1 (±0.38) | -   | -   |
| Template-Free                 | Liu’s Seq2seq \cite{13} | 2017 | 37.4 | 52.4 | 57.0 | 61.7 | 65.9 | 70.7 |
| GTA \cite{20}                 | 2021    | 51.1 (±0.29) | 67.6 (±0.22) | 74.8 (±0.36) | 81.6 (±0.22) | -   | -   |
| Dual-TF \cite{32}             | 2021    | 53.3  | 69.7 | 73.0  | 75.0 | -   | -   |
| MEGAN \cite{24}               | 2021    | 48.1  | 70.7 | 78.4  | 86.1 | 90.3 | 93.2 |
| Tied Transformer \cite{21}    | 2021    | 47.1  | 67.2 | 73.5  | 78.5 | -   | -   |
| AT \cite{19}                  | 2020    | 53.3  | 81.0 | 85.7  | -   | -   | -   |
| Ours (FREE) \cite{19}         | 2022    | 55.0 (±0.08) | 78.8 (±0.23) | 86.5 (±0.25) | 92.3 (±0.46) | 95.3 (±0.48) | 96.7 (±0.56) |
| MEGAN \cite{24}               | 2021    | 54.2  | 75.7 | 83.1  | 89.2 | 92.7 | 95.1 |
| Tied Transformer \cite{21}    | 2021    | 51.8  | 72.5 | 78.2  | 82.4 | -   | -   |
| AT \cite{19}                  | 2020    | 58.5  | 85.4 | 90.0  | -   | -   | -   |
| Ours (FREE) \cite{19}         | 2022    | 59.7 (±0.08) | 81.7 (±0.16) | 88.4 (±0.30) | 93.7 (±0.31) | 96.2 (±0.38) | 97.3 (±0.51) |
| USPTO-FULL top-K Accuracy (%) | Category | Model | Year | K = 1 | 3 | 5 | 10 | 20 | 50 |
|--------------------------------|---------|-------|------|-------|---|---|----|----|----|----|----|----|----|----|----|----|----|
| Template-Based                 |         |       |      |       |   |   |    |    |    |    |    |    |    |    |    |    |    |
| LocalRetro* \cite{10}         | 2021    | 39.1  | 53.3 | 58.4  | 63.7 | 67.5 | 70.7 |
| Semi-template                 | RetroPrime \cite{18} | 2021 | 44.1 | -   | 68.5 | -   | -   | -   |
| Ours (SEMI) \cite{18}         | 2022    | 45.2 (±0.28) | -   | 70.2 (±0.37) | -   | -   | -   |
| Template-Free                 | MEGAN \cite{24} | 2020 | 33.6 | -   | 63.9 | -   | 74.1 |
| GTA \cite{20}                 | 2021    | 46.6 (±0.20) | -   | 70.4 (±0.15) | -   | -   | -   |
| AT \cite{19}                  | 2020    | 46.2  | -   | 73.3  | -   | -   | -   |
| Ours (FREE) \cite{19}         | 2022    | 47.7 (±0.08) | 64.1 (±0.08) | 70.0 (±0.06) | 76.0 (±0.05) | 78.1 (±0.05) | 82.4 (±0.04) |
the USPTO-50K dataset, with both the template-free (P2R) and the semi-template (S2R) variants. Results are shown in Fig. 2. In each subplot, the solid and dashed lines represent the performance with and without (i.e., with canonical SMILES) R-SMILES, and different colors represent times of data augmentation. First of all, it is evident that the solid lines are consistently above the dashed lines in the same color, which reveals that the performance with R-SMILES is consistently superior to the widely used canonical SMILES in the same data augmentation scenario. An interesting observation is that if no training data augmentation is applied (Fig. 2a, d), doing augmentation on the test data will lower the performance with the canonical SMILES. However, with the proposed R-SMILES, the accuracy is improved as expected. It indicates that the proposed method is more compatible with test data augmentation even though augmentation is not applied at the training time. Finally, by making plot-level comparisons, we can find that with more training data augmentation, the proposed R-SMILES yield higher accuracy. For example, if no data augmentation is applied at test time, 5x data augmentation yields 82.4% top-10 accuracy, while 20x augmentation achieves 83.0%. However, the canonical SMILES may yield inferior performance if too much training data augmentation is applied. Under the same situation as an example above, 5x data augmentation with canonical SMILES yields 73.7% top-10 accuracy, while 20x augmentation achieves only 69.3%. The underlying reason is that if too much training data augmentation is applied, the retrosynthesis task becomes a one-to-many problem, which is extremely difficult for the model to learn useful chemical knowledge for retrosynthesis. On the other hand, if no training data augmentation is used, the model may suffer from the overfitting problem, which leaves a trade-off issue regarding the data augmentation with the canonical SMILES. However, the proposed R-SMILES perfectly solves this problem and can reliably enjoy the higher performance with more data augmentation.

**Visualization of cross-attention mechanism in transformer with R-SMILES.** To further illustrate how transformer works with R-SMILES, we display a retrosynthesis example of 3-oxo-4H-1,4-benzothiazine-6-carboxylic acid, where a
Fig. 3 Visualization of the cross attention with the proposed R-SMILES (Left) and the canonical SMILES (Right). This is an example of the retro synthesis of 3-oxo-1H-1,4-benzothiazine-6-carboxylic acid that is taken from our test set of USPTO-50K (id: US20100081650A1). Top: the molecular graphs of products and reactants. Bottom: the cross attention map between product and reactant tokens. Arrows in the molecular graphs represent the atomic traversal order of the SMILES. The arrows with the same traversal order in the products and the reactants are marked with the same color as well as their corresponding SMILES tokens. The gray arrows in reactant graphs represent the absence of the corresponding arrows. Each column in the attention map represents the attention over the product tokens for predicting the next reactant token. The “bos” token is the beginning of reactant tokens and will be removed after the decoding process completes.

new carbon atom is added to the reactant. The visualization of the cross-attention between the product and the reactant tokens is shown in Fig. 3. The adopted transformer is an autoregressive model, where the last predicted token is taken as input for predicting the next token. The cross-attention represents the correlation between reactant tokens and product tokens. Since the proposed R-SMILES makes the reactant SMILES tightly aligned to the product SMILES, as shown by the arrows in molecular graphs in the left subplot of Fig. 3, the prediction of the reactant tokens can be largely based on input tokens, with nearly the same token order. It is verified by the clear strong correlation between nearly diagonally paired tokens as shown in the rectangular dashed red box. However, when it comes to the reaction center (i.e., the new carbon atom), the attention becomes more evenly distributed, as shown by the attention of the new atom “C” in this example. After the reaction center, the prediction of the reactant tokens can be again largely dependent on the corresponding tokens in the product tokens, as indicated by the rectangular dashed blue box. However, for canonical SMILES, as reactant tokens and product tokens are mostly unaligned, the model should learn to master the complex syntax, and thus the performance on retrosynthesis is largely affected. It is revealed by the cross-attention between the product and the reactant tokens as shown in the right subplot in Fig 3, where the results are much harder to understand for us.

Discussion of R-SMILES in more aspects. Here we conduct further studies to shed more light on the proposed R-SMILES. Specifically, we investigate the performance of R-SMILES with some more complex reactions in the USPTO-50K, including reactions involving many new atoms in the reactants and chirality.
The number of new atoms in reactants. According to the number of new atoms (hydrogen atoms do not count) in reactants, we illustrate top-10 accuracy with or without R-SMILES and the amount of data in Fig. 4a. Similar to the previous results, the red line is always above the blue line, illustrating that the performance with R-SMILES surpasses the other by a large margin. In addition, the more new atoms in reactants, the larger improvement, especially for the situations with small amounts of data. For the reactions whose numbers of new atoms are 9, the improvement is impressively 39.3%, demonstrating that R-SMILES remains robust even with small amounts of data. This is because with R-SMILES that reduces the differences between the input and the output SMILES, the model can pay attention to the new fragments in the output SMILES.

Chirality. Chirality is a property of asymmetry and is important in drug discovery and stereochemistry. It can be represented by ‘@’ or ‘@@’ in SMILES sequences. We count 851 reactions with chirality in our test set of USPTO-50K and exhibit the top-10 accuracy with or without chirality and overall accuracy in Fig. 4b. When chirality exists in the reaction, the accuracy without R-SMILES drops 13.3%. In comparison, ours drops only 4.3%, proving that R-SMILES helps the model focus on the more meaningful differences between the input and output SMILES.

For other top-K accuracies, results for both indicators are similar and can be found in Fig. S2. These results all demonstrate the effectiveness and robustness of R-SMILES.

Multistep retrosynthesis prediction by our method. By applying our template-free variant recursively, we verify our method with several multistep retrosynthesis examples reported in the literature, including febuxostat [35], salmeterol [36], an allosteric activator for GPX4 [16], and a 5-HT₆ receptor ligand [37]. As shown in Fig. 5, our method successfully predicts the complete synthetic pathway for these examples.

Febuxostat (Fig. 5a) is a novel anti-gout drug as the non-purine selective inhibitor of xanthine oxidase. Cao et al. [35] reported a new reaction pathway for it based on the Suzuki cross-coupling reaction in 2016. Our predicted first step is hydrolysis of the ester, which is exactly the same as reported. For the remaining reaction steps, our method provides two different synthetic routes. The first one is the same as reported, where 3-cyano-4-isobutoxyphenyl boronic acid and ethyl 2-bromo-4-methylthiazole-5-carboxylate are taken as the reactants of the Suzuki cross-coupling reaction. However, the second one reports nucleophilic substitution to get aryl boronic esters for the Suzuki cross-coupling reaction. As illustrated by Urawa et al. [38], the utilization of aryl boronic esters is usually accompanied by
Fig. 5  Multistep retrosynthesis predictions by our method. a, febuxostat, b, salmeterol, c, an allosteric activator for GPX4, d, a 5-HT₆ receptor ligand. The reaction centers and transformations from products to reactants are highlighted in different colors at different reaction steps. In addition to the reaction pathway in the literature, we report a potentially better reaction pathway for febuxostat.
higher yields than aryl boronic acid, which suggests that the second one may be more consistent with experimental experience. The final steps of them both involve borylation, where the second one is reported by Ishiyama et al. [39]. Therefore, we believe that our method suggests a potentially better synthetic pathway for febuxostat.

Salmeterol (Fig. 5b) is a potent, long-acting, \( \beta_2 \)-adrenoreceptor agonist. Guo et al. [36] proposed a reaction pathway for it based on the asymmetric Henry reaction. Although the first three steps provided by our method do not exist in the literature, they are all explainable. The first step reports the hydrolysis of cyclic acetal, where cyclic acetal has been proved to be stable. Considering the high activity of the phenolic hydroxyl group and the hydroxyl group connected to the benzyl group, the formation of cyclic acetal can effectively prevent the occurrence of side reactions, which illustrates the model has distinguished the properties of protection groups and preserved it to the starting compound. The second step involves the amination of halohydrocarbon, and the third step involves the reduction of the nitro group. The final step, which is the core reaction, is the asymmetric Henry reaction, where our method has successfully reproduced the generation of new chiral centers at the rank-1 prediction. This result also matches our conclusion of the great performance involving chirality as mentioned above.

The synthetic pathway of the GPX4 activator compound (Fig. 5c) is reported by Lin et al. [16], who predicted the synthetic pathway with a template-free model by enumerating different reaction types. However, even without the reaction type, our method succeeds for all five reaction steps within the top-2 predictions, which directly demonstrates the superiority of our method. Among five reaction steps, the Hinsberg reaction of the final step is the core reaction of the whole synthetic pathway, where our method succeeds at the rank-1 prediction.

Nirogi et al. [37] proposed a benzopyran sulfonamide derivative as an antagonist of 5-HT\(_6\) receptor (Fig. 5d) in 2015. Although the synthetic pathway consists of seven reaction steps, our method succeeds at the rank-1 prediction for all steps except the sixth one that is predicted at the rank-6 prediction. The second and fourth steps have attracted our attention, which are the Hinsberg reaction and Nucleophilic Aromatic Substitution reaction (SNAr). In the Hinsberg reaction, primary amines are able to react with benzenesulfonyl chloride. In SNAr, meta-nitro group reduces the density of electron cloud, which is conducive to the occurrence of reaction. The success of key steps in the long synthetic pathway further demonstrates the robustness of our method.

For all 22 reactions in these four examples, our method succeeds at the top-10 predictions, and mostly at the top-2 predictions. In addition, our method proposes a novel synthetic pathway for febuxostat that is more consistent with experimental experience. These exciting results all demonstrate the great potential of our method for multistep retrosynthesis.

**Conclusion**

In this article, we propose R-SMILES for retrosynthesis. Unlike canonical SMILES that is widely adopted in the current literature, R-SMILES specifies a tightly aligned one-to-one mapping between the input and output SMILES, which decreases the edit distance significantly. With R-SMILES, the retrosynthesis model is largely relaxed from learning the complex syntax and can be dedicated to learning the chemical knowledge for retrosynthesis. We implement both template-free and semi-template models to validate the proposed R-SMILES, both yielding superiority performance to state-of-the-art methods. To better understand the proposed method, we further provide several interesting discussions, e.g., the visualization of the cross-attention between input and output tokens. Finally, the synthetic pathways of some organic compounds are provided to showcase the effectiveness of the proposed method.

Albeit striking performance achieved in retrosynthesis, we believe that the potential of R-SMILES is not fully explored in this work. One promising application scenario is forward reaction prediction, where the proposed R-SMILES may facilitate the model learning in a similar way to retrosynthesis. Another possible scenario is reaction type classification, where the reaction center can be easier to be identified with the proposed R-SMILES as inputs for reactants and products.
Method

Root-aligned SMILES. First of all, we follow Schwaller et al.’s [40] regular expression to tokenize SMILES to meaningful tokens. To get R-SMILES, we have to find the common structures of the source and the target, which can be found by atom mapping or substructure matching algorithms [41]. In this work, we use atom mapping in the reactions to find the common structures.

The root alignment operation is effortless in the P2R stage, where the input is only a single product. We can select a root atom from the product randomly first, and set it as the root atom to obtain the product SMILES. According to the new order of product tokens, we can find each corresponding root atom for reactants. We remove all atom mapping from the final input and output to avoid any information leak. An example of the root alignment is shown in Table S3.

In the S2R stage, we put the product and synthon SMILES together as input, separated by a special token that does not exist in the SMILES syntax. We choose to align reactants to synthons to minimize the difference between the input and the output since there is a one-to-one mapping between synthons and reactants. The product is aligned to the largest synthon (i.e., the synthon with the most atoms). Taking the reaction in Table S3 as the example, we can get the synthon SMILES with atom-mapping first, which is “[C:1]([CH:2]=[CH:3])=[O:4],[O:5][CH2:6][C:7],[Cl:8],[Cl:9],[Cl:10]”. By selecting [Cl:8] and [C:1] as the roots of the synthons, we can obtain the input as “Cl C ( Cl ) ( Cl ) C O O C ( = O ) C= C <split> Cl C ( Cl ) ( Cl ) C O . C ( = O ) C= C” and the output as “Cl C ( Cl ) ( Cl ) C O . C ( = O ) ( Cl ) C = C”. After root alignment, the input and output are highly similar to each other, which helps the model to reduce the search space and makes cross-attention stronger.

Vanilla transformer. We take the vanilla transformer as the backbone of our autoencoder. Vanilla transformer [34] is an end-to-end model following a stepwise and autoregressive encoder-decoder fashion. Taken the product SMILES \( X = (x_0, x_1, x_2, ..., x_n) \) and partially decoded reactant SMILES \( Y = (y_0, y_1, y_2, ..., y_j) \) as the input, it is trained to predict the next token of reactant SMILES \( y_{j+1} \). The key idea of the vanilla transformer is the attention mechanism, which allows each token to capture the global information and is quite suitable for SMILES representations. The encoder and decoder are both composed of multiple stacked multihead attention layers consisting of a multihead attention module and a position-wise feed forward module.

Before passing into the encoder, SMILES tokens are embedded to continuous vector representations \( X' = (x'_0, x'_1, x'_2, ..., x'_n) \). The multihead attention module consists of multiple scaled-dot product layers that run in parallel. A single scaled-dot product calculation works as follows:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]

where \( Q, K, V \) represent query, key, value matrix, respectively; \( W_Q, W_K, W_V \) are all trainable parameters; \( d_k \) means the dimension of \( K \).

Depending on where \( Q, K, V \) come from, multihead attention can be the self-attention mechanism or cross-attention mechanism. After the attention calculation of each head, they can be concatenated as follows:

\[
Z = \text{Concat}(h_0, h_1, ...)W^0
\]

\[
h_i = \text{Attention}(Q_i, K_i, V_i)
\]

The position-wise feed forward module is a simple fully connected layer that utilizes the concept of residual block and works as follows:

\[
FFN(Z) = \max(0, W_1z + b_1)W_2 + b_2
\]

After the calculation of feed forward module, updated token vectors can be passed to another multihead attention layer. We use the vanilla transformer architecture composed of 6 layers for both encoder and decoder with 8 attention heads for all experiments.

During the inference stage, the transformer takes the product SMILES and decoded reactant as the input to predict the probability of the next reactant SMILES token, which can be represented by a conditional probability distribution:
\[ p(y|X) = \prod_{i=1}^{m} p(y_i|y_{<i}, X) \]  

(4)

where \( m \) is the maximum number of reactant tokens. The “bos” (begin of sentence) token is the beginning of reactant tokens. When the last predicted token is “eos” (end of sentence), the decoding process completes.

**Data augmentation with R-SMILES.** We successively perform data augmentation and root alignment on the training data, and only perform data augmentation on the test data. When inferring on the valid and test data, we input multiple SMILES of a molecule respectively and get multiple sets of outputs correspondingly. After removing error SMILES that cannot be recognized by Rdkit [42] and converting all outputs to canonical SMILES, we refer to Tekto et al.’s approach [19] that scores these outputs uniformly as follows:

\[
\text{score}(\text{output}) = \frac{1}{\text{aug. beam} \sum_{i=1}^{\text{beam}} 1 + 0.001 \times (i - 1)}
\]

(5)

where \( \text{aug.} \) represents the augmentation times of the test set, and \( \text{beam} \) represents the beam size. After scoring uniformly, we can select outputs with top-K scores as the final result.

**Mixed loss for the P2S stage** Because the P2S stage is more suitable to be formulated as a link prediction problem, we use a graph model during the P2S stage. To get our backbone graph module, we add information propagation mechanism of edges to RGCN [25]. We use a 6-layer of the graph module to build our graph model. Then we propose the loss function from the perspective of the graph, the atom, and the bond to train the graph model. In addition to judging whether each bond is broken, we additionally judge the number of broken bonds on each graph and whether the atoms are connected to the broken bonds. The former helps us judge the number of reaction centers on each graph, and the latter can be used as an auxiliary task to identify the reaction centers. We give each edge a probability to break. According to the predicted number of the broken edges, select the edges with the highest probabilities to get rid of the threshold of the broken probability.

**Training settings.** We split USPTO-50K dataset randomly into train, valid and test sets with the 8:1:1 ratio. As for the USPTO-FULL dataset, we use the same data split as Dai et al. [9]. During the pretraining stage, products in the training set of USPTO-FULL are used for self-supervised training, where products in the test set of USPTO-50K are removed. We apply 20× augmentation at training and test sets of USPTO-50K, and 5× augmentation at training and test sets of USPTO-FULL, respectively. For sequence-based models, we set the hidden size as 256 except that the dimension of \( Q, K, V \) is 64. We also use the Adam optimizer and a varied learning rate with 8,000 warm up steps. The input and output share the same vocabulary, but their embedding layers are separated. The maximum sentence length is 500 and 1000 for USPTO-50K and USPTO-FULL, respectively. For graph-based models, we assign the same weights to all three losses and set the hidden size as 128. We use the Adam optimizer with fixed learning rates for training. Learning rates of 0.001 and 0.0001 are used for USPTO-50K and USPTO-FULL, respectively. The more detailed settings can be found in our code repository.

**Data availability**

USPTO-50K dataset was obtained from the Github reported by Coley et al.[7](https://github.com/connorcoley/retrosim). USPTO-Full dataset was obtained from the study reported by Dai et al.[9](https://github.com/Hanjun-Dai/GLN).

**Code availability**

The code used in the study is publicly available from the GitHub repository: https://github.com/otori-bird/retrosynthesis.
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Fig. S1  Training steps with/without the pre-trained model on USPTO-50K for the P2R stage. The training set of USPTO-50K is applied 20× augmentation.

S1 Analysis of Pretrained Autoencoder

We used a similar approach to the masked language model of BERT [1] for pretraining. Specifically, 15% of tokens in SMILES are masked. Every masked token has an 80% probability of being replaced with the “unknown” token, a 10% probability of being replaced with any token in the vocabulary, and keeps unchanged for the rest of the cases. After pretraining, we can see in Fig. S1 that the training time has been dramatically reduced, which helps a lot in the case of very limited computational resources.

S2 Comparisons of P2S and S2R accuracy

We report the performances of our methods for P2S and S2R stages besides others in Table S1.

Table S1  Comparisons of top-K accuracy in P2S and S2R stages on USPTO-50K

| Stage | Model        | top-K Accuracy(%) |
|-------|--------------|-------------------|
|       | K=1          | 3      | 5      | 10     |
| P2S   | G2Gs [2]     | 75.8   | 83.9   | 85.3   | 85.6   |
|       | RetroXpert [3]| 59.9   | -      | -      | -      |
|       | GraphRetro [4]| 70.8   | 92.2   | 93.7   | 94.5   |
|       | RetroPrime [5]| 65.6   | 87.7   | 92.0   | -      |
|       | Ours (edge)  | 79.5   | -      | -      | -      |
|       | Ours (edge + node) | 78.0 | -      | -      | -      |
|       | Ours (edge + graph) | 78.8 | 87.5   | 88.2   | 88.6   |
|       | Ours (R-SMILES) | 82.0 | 88.7   | 89.2   | 89.5   |
|       | Ours (edge)  | 73.4   | 94.2   | 97.9   | 99.1   |
|       | Ours (node)  | 74.4   | 87.9   | 89.8   | 90.4   |
|       | Ours (graph) | 73.9   | 91.9   | 95.2   | 97.4   |
| S2R   | G2Gs [2]     | 61.1   | 81.5   | 86.7   | 90.0   |
|       | GraphRetro [4]| 75.6   | 87.7   | 92.9   | 96.3   |
|       | RetroPrime [5]| 74.4   | 87.9   | 89.8   | 90.4   |
|       | Ours (R-SMILES) | 74.9 | 91.9   | 95.2   | 97.4   |

edge, node, graph: edge, node, graph loss, respectively. all: all the losses are used. R-SMILES: root-aligned SMILES.

For the P2S stage, our graph-based method that is taken as a component of our semi-template method achieves the best top-1 exact match accuracy, surpassing the current SOTA with the 6.2% margin. Compared with graph-based methods that formulate the P2S stage as a link prediction problem, sequence-based methods formulate it as a seq2seq task from scratch, which turns out to be an inborn disadvantage. But despite this, our sequence-based method still outperforms others at all top-K accuracies with the exception of top-1, where the top-10 accuracy has even been improved from 94.5% of the baseline to 99.1%. For the S2R stage, our method also achieves the best results with the exception of only top-1. Compared with another sequence-based method RetroPrime [5], our method outperforms it for all metrics both in P2S and S2R stages.
Table S2 Edit distance with/without R-SMILES

| dataset               | data size  | length | unique characters | edit Distance |
|-----------------------|------------|--------|-------------------|---------------|
|                       |            | Pro.   | Rea.              |               |
| USPTO50K<sup>x1</sup> | 50,016     | 43.4   | 47.4              | 17.9          |
| USPTO50K<sup>x5</sup> | 250,060    | 45.1   | 49.6              | 28.4          |
| USPTO50K<sup>x20</sup>| 1,000,240  | 45.4   | 50.0              | 30.2          |
| USPTO-Full-cleaned<sup>x1</sup> | 960,198 | 41.4   | 48.1              | 19.8          |
| USPTO-Full-cleaned<sup>x5</sup> | 4,800,990 | 43.1   | 50.4              | 29.2          |

Canonical SMILES is always included in the datasets without R-SMILES. Except for the data size, all data are shown on average. Dataset<sup>xm</sup>: m times data augmentation. Pro.: product SMILES. Rea.: reactant SMILES. unique characters: the characters only appear in reactant SMILES or product SMILES. Cano.: canonical and randomized SMILES. R-SMILES.: root-aligned SMILES.

Table S3 An example (US20020192594A1 in USPTO-50K) of performing root alignment

| Step          | reactant >> product                                      |
|---------------|---------------------------------------------------------|
| (1) Original data | Cl[Cl:1][[CH:2]==[CH2:3]]==[O:4].[OH:5][CH2:6][C:7][([Cl:8])][([Cl:9])][Cl:10] |
| (2) Randomly select a root atom from the product | >>[Cl:1][([CH:2]==[CH2:3])][([=O:4])][O:5][CH2:6][C:7][([Cl:8])][([Cl:9])][Cl:10] |
| (3) Product R-SMILES with root atom mapping | [Cl:8][C:7]([Cl:9])([Cl:10])][C:6][O:5][C:1][([=O:4])][C:2]==[C:3] |
| (4) Atom-mapping removal | Cl(Cl)(Cl)COC(=O)C=C |
| (5) Select reactant roots according to the product | Cl(Cl)[([CH:2]==[CH2:3])][([=O:4])][OH:5][CH2:6][C:7][([Cl:8])][([Cl:9])][Cl:10] |
| (6) Reactant R-SMILES without atom mapping | Cl(Cl)(Cl)CO.C(=O)(Cl)C=C |
| (7) Tokenization | Input: Cl C ( Cl ) ( Cl ) C O C ( = O ) C = C | Output: Cl C C ( Cl ) ( Cl ) C O C ( = O ) ( Cl ) C = C |

The root atoms are bold. (1) Select a reaction from the dataset. (2) Randomly select an atom as the root atom. In this case, [Cl:8] is selected. (3) Obtain the product R-SMILES with specified root atom. (4) Remove the atom mapping to get the final input. (5) From the left to the right of the reactant SMILES, look for the atom mapping that appeared on the product SMILES. Once found, the atom is selected as the root of the reactant. In this case, [C:1] and [Cl:8] are selected. (6) Obtain the reactant R-SMILES without atom mapping to get the final output. (7) Tokenize the SMILES.
Fig. S2  Extra top-K accuracy (%) for complex reactions. a, c, e, Top-1, top-3, and top-5 accuracies according to the number of new atoms in reactants. The red and blue lines represent the performance with/without R-SMILES. The gray bar means the percentage of this kind of reaction in the test set. b, d, f, Top-1, top-3, and top-5 accuracies for reactions involving with or without chirality. The red and blue bars represent the performance with or without R-SMILES.
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