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ABSTRACT

In this paper, an android expert system for recommending the suitable journal for publishing the researchers' papers has been presented. In so doing, the expectations of different journals for accepting an article and also the requests of papers' writers for choosing the journals have been examined. Language, quality, waiting time for judgment, waiting time for publication after acceptance, field, length of paper and cost are the system inputs and its output is the degree of suitability of journals for publishing a certain paper. This system includes a database of different journals and their parameters. It uses particle swarm optimization method and K-means++ algorithm for assessing and clustering the journals database and determines an index for every cluster of journals. The process for matching the paper with a cluster's index is done through fuzzy induction system. After choosing the most similar cluster, the paper is compared with all the journals of the cluster in the same way and the result including the most similar journals is presented. This system has been tested for journals and papers in the computer field indexed in Elsevier.
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1. INTRODUCTION

Collective intelligence and fuzzy logic generate powerful and android precise system. In recent years, a lot of attempts have been made to produce android systems to use the capabilities of both fuzzy and collective intelligence methods such as hybrid systems of fuzzy particle swarm optimization algorithm [1-2], ant colony optimization algorithm with parallel fuzzy cluster [3], modified artificial bee colony algorithm [2], [4], etc. In addition, there is a significant increase in successful use of hybrid android systems in many different issues including data clustering [5-6], data categorization, medical diagnosis systems, picture process, handwriting recognition, etc.

Expert system is a branch of artificial intelligence which was introduced and developed by artificial intelligence committee in the mid-1960s. An expert system is a computer program which aims at knowledge modeling in one or more technical fields. The main idea of an expert system is to transfer and expert's knowledge to computer so that through induction it could have some suggestions for users regarding this recorded technical knowledge and explain the logic behind each suggestion, if necessary. Expert system has been used in solving various problems such as medical and treatment [7-11], education [12], path recognition [2][13], fault recognition [14-15], prediction of gas engines' efficiency [16], business management [17], control of robot's path [18], and control [19].

Journal homepage: http://iaescore.com/journals/index.php/ijeecs
One of the main applications of expert system is the recommendation systems for matching a request with a database. The expert system for matching an unemployed with a given job [20] was presented in 2004 in which fuzzy induction system (FIS) and neural network are used to do the matching between the patterns [16]. Also, an expert system for efficient portfolio recommendation through fuzzy expert system has been presented in [21]. However, the subject of making an expert system for recommending a suitable journal for publishing a paper is less investigated in the area of recommendation. Akbarzadeh & Soleimani [22] suggested an expert system for this problem which despite the suitable time, is far from the optimized precision.

Choosing a suitable journal for publishing a certain paper is a matter which every researcher or student is faced with during the education time. There are some people who have become expert in this selection due to publishing a lot of papers. These people usually choose the suitable journal by considering some of the features of the paper and searching in journals’ information bank. So far, no android system has been designed and presented for knowledge modeling and selection methods of these people. Designing such a system will help people avoid confusion, repeated sending, wasting time and money, frequent rejections in publishing their papers and by having a list of suitable journals they won't send the paper to an unsuitable journal. The presented system is being tested and examined by a database including journals in computer field recorded in Elsevier database [23]. The structure of the remaining part of the paper is as follows: section 2 examines the system's structure analytically. Section 3 shows a case study using the system (matching the paper and journal). Findings are presented in section 4.

2. SUGGESTED SYSTEM

Our system has the following characteristics:

a) A database which includes a list of journals and their features.

b) Clusters which are resulted from database clustering using Fuzzy-PSO methods. This clustering affects the speed increase and decreasing the evaluation steps of the suitable journal.

c) A fuzzy induction system which selects the cluster most similar to the questioned paper. This system is also used in comparison of existing journals in the selected cluster with the given paper and presenting the degree of suitability of each journal with the paper.

d) The user mediator is used by the user to insert the features of the given paper.

Our system consists of special parts Figure 1 which should be integrated in an android system to produce the final output. Every matching between the paper and the journal is done by the following features: Language, quality, waiting time for judgment, waiting time for publication after acceptance, field, length of paper and cost Figure 2. In general, the questionnaire is made of two precise and approximate parts. Journals’ clustering is done based on the approximate criteria. The questionnaire's approximate part is given to the fuzzy induction system as the input. The results of the induction system are examined by the precise criteria and those which contrasted with binary criteria are deleted from the list.

The output of the induction system is the degree of matching the paper with journals and providing some suggestions. This problem is an approximate practical problem with successive inputs. We have used the experience of expert people to determine the criteria and the degree of the importance of each criterion.

![Figure 1. Simplified architecture System](image-url)
2.1. System’s Rules

There is a fuzzy rule for each criterion which should be performed for each form: The A feature of the given paper matches with A criterion. A can be one of the approximate criteria (Language, quality, waiting time for judgment, waiting time for publication after acceptance, field, and length of paper). There is a set of these rules for the index of each cluster and also for each journal. The sum of all these rules makes the system’s rule Table 1.

![Diagram of Fuzzy Inference Engine](image)

Figure 2. Fuzzy inference engine

| Table 1. System's rules |
|---|
| Paper’s quality matches quality criterion |
| Paper’s judge time matches judge time criterion |
| Paper’s publish time matches publish time criterion |
| Paper’s field matches field criterion |
| Paper’s length matches length criterion |

2.2. Fuzzy Methods

In the following, the fuzzy methods in the field of questionnaire are presented. Fuzzy binary relations are fuzzy sets of $A \times B$ in which every element is drawn with membership degree between 0 and 1. We can explain a fuzzy relation using a relation matrix as follows:

$$U = \begin{bmatrix}
\phi(1,1) & \phi(2,1) & \cdots & \phi(n, n) \\
\phi(2,1) & \phi(2,2) & \cdots & \phi(n, 2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi(m, 1) & \phi(m, 2) & \cdots & \phi(m, n)
\end{bmatrix}$$

(1)

In which $\phi(m, n)$ is a function which shows the membership degree of $m$ to $n$, if the membership degree of an element of the set equals 0, that element is completely out of the set, and if the membership degree of an element of the set equals 1, that element is completely in the set. Among the introduced features, approximate features (Language, quality, waiting time for judgment, waiting time for publication after acceptance, field, and length of paper) need fuzzy methods.

2.2.1. Quality

The quality of each paper is determined by the user while filling in the form as one of the four groups of excellent, good, average, not so good. Mutually, this categorization should be done for every journal, as well. In our own investigated area, we have done the journal categorization based on the factor which ISI gives to each journal regarding its quality. This factor is called impact factor and has different ranges for journals of different fields of study. For our area of study—computer—figures more than 3 are very rare.
We have determined a fuzzy membership function for the journals' quality which increases the homogeneity between these groups Figure 3. In this case, those qualified journals which are a little far from the quality limitations are not rejected. Therefore, the rule of "paper quality matches journal quality" comes true and for example, an average paper can have choices among journals with factors between 0.4 to 1.2.

![Figure 3. Fuzzy membership function for the journals' quality](image)

### 2.2.2. Waiting Time for Judgment and Publication

The maximum time that a person can wait for the paper's judgment and publication is recorded in 4 areas: less than 1 month, between 1 to 2 months, between 2 to 4 month, and more than 4 months. These conditions are coded in a general way as field codes. Rules are: waiting time for the applicant's judgment matches with journal's criterion of waiting time for judgment. Waiting time for the applicant's publication matches with journal's criterion of waiting time for publication. These rules are understood as a relation between fields of waiting time and the request for waiting time Table 2. The results of these rules are the degree of matching the user's request for the paper's judgment and publication with the journal's performance.

| C                | Less than 1 m | 1-2 m | 2-4 m | More than 4 m |
|------------------|---------------|-------|-------|---------------|
| Less than 1 m    | 1             | 0.6   | 0.3   | 0             |
| 1-2 m            | 1             | 1     | 0.6   | 0.3           |
| 2-4 m            | 1             | 1     | 1     | 0.6           |
| More than 4 m    | 1             | 1     | 1     | 1             |

### 2.2.3. Area and Field of Study

Here, the field of study is computer. This field is recorded in 4 main areas of software, hardware, artificial intelligence and network Table 3. Its related rule is "paper's field matches with field criterion" and the output of this rule shows the degree of matching the paper's field with the journal. Every journal can publish papers in several fields, so the output of maximum matching is met.

| C                | Software | Hardware | Artificial intelligence | Network |
|------------------|----------|----------|-------------------------|---------|
| Software         | 1        | 0.5      | 0.8                     | 0.5     |
| Hardware         | 0.5      | 1        | 0.5                     | 0.8     |
| Artificial intelligence | 0.8   | 0.5      | 1                       | 0.5     |
| Network          | 0.5      | 0.8      | 0.5                     | 1       |

### 2.2.4. Paper's Length

The maximum length of published papers in a journal is grouped in 5 categories of less than 7 pages, between 7 to 9 pages, between 10 to 14 pages, between 15 to 20 pages, and more than 20 pages for journals without limitations Table 4.
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Table 4. Fuzzy relations between field of paper’s length (C) and request for paper’s length (R)

|       | Less than 7 p | 7-9 p | 10-14 p | 15-20 p | More than 20 p |
|-------|---------------|-------|---------|---------|----------------|
| Less than 7 p | 1       | 0.6   | 0.2     | 0       | 0              |
| 7-9 p   | 1       | 1      | 0.6     | 0.2     | 0              |
| 10-14 p | 1       | 1      | 1       | 0.6     | 0              |
| 15-20 p | 1       | 1      | 1       | 1       | 0.6            |
| More than 20 p | 1       | 1      | 1      | 1       | 1              |

2.2.5. Paper’s Length

In this section, we examine receiving the fee for publishing the paper. This section can include 2 figures {yes=1, No=0}. It is an exact variable. All the journals which contrast with the user’s request regarding the reception of fee are deleted from the final list.

2.2.6. Language

Every journal can publish papers written in one or several languages. All the journals which don’t publish the given paper’s language are deleted from the list. In our field, we examine 2 languages of English and Persian.

2.3. Clustering

Regarding the recommending the suitable journal, we are faced with a large number of journals and consequently high volume of information. One of the vital ways of controlling and managing this data is the categorization or grouping the similar data within a set of clusters. The aim of clustering is to organizing the data into reasonable groups to understand the differences and similarities between data. After clustering, it is possible to examine only the index of each cluster which can be the center of cluster, instead of examination and comparison of all the journals.

As mentioned before, in the present paper Fuzzy-PSO algorithm is used for clustering the journals. PSO algorithm was first introduced by Kennedy & Eberhart [24] based on the collective behavior of birds and fish. Every particle in an N-dimensional search space has a speed vector and a place vector. How to update the velocity vector and place vector in the repetition of t+1 is based on Eqs. 2 and 3.

\[ v_{i}^{t+1} = wv_{i}^{t+1} + c_{1}r_{1}(pbest_{i} - x_{i}) + c_{2}r_{2}(gbest_{i} - x_{i}) \]  

\[ x_{i}^{t+1} = x_{i}^{t} + v_{i}^{t+1} \quad i = 1,2, ..., n \]  

\[ c_{1} \] and \( c_{2} \) are constants called speed coefficient, and \( r_{1} \) and \( r_{2} \) are independent random numbers in the domain of \([0, 1]\). \( pbest_{i} \) is the best place which has ever been seen by the particle i. \( gbest_{i} \) is the best place among all the particles [25]. To select \( gbest \) and \( pbest \), adaptive distance dynamic clusters’ criterion is used. This criterion determines the quality of each cluster based on the Eq. 4.

\[ ADCC = \frac{\sum_{k=1}^{K} \sum_{i=1}^{N_{k}} d_{ij}(c_{i}+x_{ij})}{K} \]  

In which \( K \) is the number of clusters, \( N_{i} \) is the number of cluster’s data, \( D \) is a distance function and \( d_{ij} \) is the jth data from ith cluster. Each data is related to the cluster which to its center it has the least distance.

In the original version of PSO, the center of preliminary clusters is randomly figured. In this paper, k-means++ algorithm is used for choosing the center of clusters. This choice leads to the increase in final precision of the method and decrease in the program’s performance time [26]. This algorithm was first introduced by Arthur & Vassivitski [27] for choosing the centroids. The steps for performing this algorithm to choose the centroids are as follows:

a) The first centroid (\( c_{1} \)) is randomly chosen among X main data.

b) The centroid \( c_{1} \) among X main data is chosen with the probability of Equation 5.

c) Step b is repeated until the number of centroids reaches

\[ P = \frac{SD(x)^{2}}{\Sigma_{x \in X} SD(x)^{2}} \]  

(5)
SD(x) is the shortest distance of x from the nearest existing centroid. To calculate the distance, all five fuzzy rules for each journal are performed for comparison with the cluster's center and then the result of each rule is chosen with a weight to determine the final result. These weights are the same chosen weights in the final evaluation. Eq. 3 is used for continuous data. Therefore, it is not suitable for data related to field of study. So, binary coding and binary version of PSO algorithm are used. Binary version of PSO algorithm determines the particle's place using Eqs. 6 and 7 [18].

\[ s(v_i^{*+}) = 1/(1+\exp(s(v_i^{*+}))) \]  

\[ x_i^t = \begin{cases} 
1 & \text{if } \text{rand} \leq s(v_i^{*+}) \\
0 & \text{if } \text{rand} > s(v_i^{*+}) 
\end{cases} \]  

2.4. Results and Evaluation

As mentioned in the introduction, for final selection of journals first the suggested paper is compared with the index of each cluster so that two clusters are chosen as winners. The number of clusters is achieved regarding the number of journals and through trial and error. For our given questionnaire, five clusters are considered. After choosing two superior clusters, the given paper is compared with all journals of those clusters. Table 5 shows the value of each rule. Those journals which are contradicted regarding the amount of exact variables (language and cost) are deleted from the comparison list. In the end, at most 10 journals with the most similarity are shown.

| Rule | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|
| \( W_i \) | 0.4 | 0.1 | 0.1 | 0.2 | 0.2 |

3. SAMPLE

So far, 2826 journals are registered in Elsevier among which 140 titles are in the field of computer science. The statistical analysis of the database based on the evaluation criterion, i.e. data entered to the android system are presented in Graphs 1-5. This overview of database gives a better understanding about the papers’ profiles and the findings of android system. The quality distribution is presented in Graph 1 which shows that most of journals are placed in average and good groups. Some journals can be placed in more than one group, so the sum of all the journals is more than 140 in the Figure. Graphs 2 and 3 illustrate that waiting time for judgment and publication of papers are generally more than two months. Graph 4 demonstrates that the number of journals in different areas is almost the same. Graph 5 showed that most of journals don’t have any restrictions regarding the number of pages for the sent papers.
Graph 2. Waiting time for judgment

Graph 3. Waiting time for publication

Graph 4. Different areas

Graph 5. Number of pages for the sent papers
So far, students and researchers have chosen the suitable journal to publish their papers based on their personal experience or guidance of an expert, and no android system was designed to solve this problem. With unavailability of an expert, this process was time-consuming and sometimes some mistakes were happened such as publishing a rich paper in a weak journal, several sending of an average or weak paper to rich journals, etc.

Our designed system provides a list of suggested journals for a given paper. The system manager has inserted the profile of journal in the database Figure 4. Questionnaire's parameters are made of the input data to the android system. The check box next to some options allows their ineffectiveness. In the present use of the case study, just language and cost are closely examined. By clicking on the "register" button, the entered journal is registered in the database.

By pressing the "performing the questionnaire” button, the present questionnaire for the android system is run so that journals get matched with the given paper Figure 5. Then, the results of the android system by examining the questionnaire along with the journals' evaluation sign will be shown Figure 6.

Figure 4. Profile of journal

Figure 5. User interfaces in the query of the expert system

Figure 6. Query results
To test and evaluate the given system, 200 papers are randomly chosen and given to it. For every paper, system has recommended 5 to 10 journals. The recommendation list is given to 10 experts including computer teachers to evaluate so that each of them evaluates the system's recommendations for 20 papers. Each expert has given a 0 to 5 mark to every suggestion and all in all 1000 marks for 200 suggestions. For a more evaluation, the results of this evaluation have been compared with the results of a fuzzy expert system similar to what Arias-Aaranda et al. [17] and Akbarzadeh & Soleimani [22] have presented. Table 6 which has been achieved after 5 times testing process, shows that the precision of all the 3 methods is very similar, but the time needed for our suggested method is much less.

|                | Precision (%) | time (seconds) |
|----------------|---------------|----------------|
| Expert system  | 92.7          | 352            |
| Arias-Aaranda et al. (2010) [17] | 92.1          | 156            |
| Expert system  | 92.1          | 156            |
| Akbarzadeh & Soleimani (2014) [22] | 92.5          | 132            |

4. CONCLUSION

In this paper, a hybrid android system for recommending the suitable journal to publish a given paper has been developed. The suggested journals are chosen from among registered journals in the computer field in Elsevier's journals. The system's performance for journal recommendation with 5 approximate criteria (quality, waiting time for judgment, waiting time for publication after acceptance, field, length of paper) with the importance presented in Table 5 and 2 precise criteria (language and cost) is examined. The preliminary clustering of database leads to the decrease in the number of comparisons and increase in the speed of the response process to the user.
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