Surveying the surveyors to address risk perception and adaptive-behaviour cross-study comparability
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Abstract. One of the key challenges for risk, vulnerability and resilience research is how to address the role of risk perceptions and how perceptions influence behaviour. It remains unclear why people fail to act adaptively to reduce future losses, even when there is ever richer information available on natural and human-made hazards (flood, drought, etc.). The current fragmentation of the field makes it an uphill battle to cross-validate the results of existing independent case studies. This, in turn, hinders comparability and transferability across scales and contexts and hampers recommendations for policy and risk management. To improve the ability of researchers in the field to work together and build cumulative knowledge, we question whether we could agree on (1) a common list of minimal requirements to compare studies, (2) shared criteria to address context-specific aspects of countries and regions, and (3) a selection of questions allowing for comparability and long-term monitoring. To map current research practices and move in this direction, we conducted an international survey – the Risk Perception and Behaviour Survey of Surveyors (Risk-SoS). We find that most studies are exploratory in nature and often overlook theoretical efforts that would enable the comparison of results and an accumulation of evidence. While the diversity of approaches is an asset, the robustness of methods is an investment to be made. Surveyors report a tendency to reproduce past research design choices but express frustration with this trend, hinting at a turning point. To bridge the persistent gaps, we offer several recommendations for future studies, particularly grounding research design in theory; improving the formalisation of methods; and formally comparing theories and constructs, methods, and explanations while collecting the themes and variables most in use.

1 Introduction

One of the key challenges for risk, vulnerability and resilience studies is understanding risk perceptions and how these perceptions influence behaviour. A central question is why people fail to act adaptively to reduce future losses, even when there is increasingly richer risk information provided by various communication channels (e.g. websites, social media, mobile applications, and television and print news). Whilst United Nations (UN) programmes aim to foster pub-
lic engagement and community participation in disaster preparedness, recovery and adaptation (UNDRR, 2015, 2019), we have a fragmented understanding of risk perception and risk reduction behaviour drivers (Lechowska, 2018). The current focus of risk management on structural measures, monetary impacts and cost–benefit analyses frequently relies on flawed underlying assumptions as they leave aside social inequalities, actual behaviour, underlying motivations and capacities that can lead to significant differences in resilience across society (Rufat et al., 2020; Kuhlicke et al., 2020).

Such a narrow focus runs the risk of hollowing out resilience by overlooking citizens’ perceptions, knowledge, capacities, motivations and behaviours. This hinders the achievement of more inclusive climate change adaptation (CCA) and disaster risk reduction (DRR) called for by the UN Sendai Framework (2015–2030) and the UN Sustainable Development Goals (SDGs 2030).

The current fragmentation of academic research on risk perception, behaviour and adaptation and the historically disparate development of DRR and CCA communities hinder comparability and transferability across scales and contexts in research fields defined by high degrees of uncertainty. Such issues are related to, although different from, those associated with the “replication crisis” (Shrout and Rodgers, 2018). The interdisciplinary theories and methods used are shaped by different sets of assumptions and often lead to inconsistent or contradictory findings (Bradford et al., 2012). Lindell (2022) suggested that these problems might be addressed by meta-analyses revealing a moderator variable (for contradictory findings) or inconsistent operationalisation of indicators (for inconsistent findings). Competing theories and divergent methods fragment our understanding of risk perception (Bamberg et al., 2017), with disagreement on drivers (Lechowska, 2018) and their interactions (Rufat et al., 2015) and influence on individual behaviour (Bubeck et al., 2012). Whilst predicting the actual behaviour of people before, during and after a crisis remains a major challenge (Kreibich et al., 2017), it is often assumed that risk communication and awareness campaigns can foster desired judgement, motivation and behaviour (Rufat et al., 2020). Most theories assume that high risk perception will lead to personal preparedness and then risk mitigation behaviour, but it has been verified repeatedly that high risk perceptions do not lead to preparedness or adaptive action (Wachinger et al., 2013). The current “behavioural turn” in DRR and CCA (Kuhlicke et al., 2020) overlooks this gap, with recent strategies advocating that less protected households are individually responsible for looking after themselves. The reasons for this shift are that stretched public budgets are deemed unable to carry the costs for upgrading structural measures (Slavíkova, 2018) and policy is increasingly relying on individual resilience (Begg et al., 2017). Lindell (2022) also suggested that the destruction of transportation infrastructure in a disaster can prevent the authorities from delivering assistance.

The main sources of uncertainty in the design of risk perception, behaviour and adaptation studies include the many drivers of risk reduction behaviour, demographic, social and cultural factors (Wilkinson, 2001; de Brito et al., 2018); under- or overestimation of risk (Mol et al., 2020); place attachment (de Dominicis et al., 2015); exposure (O’Neill et al., 2016); previous hazard experience (Botzen et al., 2015); or the use of short-term horizons by households and decision-makers in planning and risk management (Hartmann and Driessen, 2017; Scolobig et al., 2015). However, it remains challenging to disentangle which factors drive risk perception in a specific area or among specific groups (Rufat, 2015).

Diverging risk perception and behaviour theories are used in studies to test limited sets of hypotheses, drivers or control variables, resulting in findings that are not easily rendered compatible (Lechowska, 2018). Although numerous theoretical frameworks have been developed of ways in which risk perceptions are formed and relate to preparedness and/or adaptive behaviour (e.g. Boholm, 1998; Kellens et al., 2013; Robinson and Botzen, 2019; van Valkengoed and Steg, 2019), no definitive explanation has yet been found (Siegrist and Árvai, 2020), and opposite conclusions (positive vs. negative relationships) can be reached from different case studies (Wachinger et al., 2013). Existing theories focus on different dimensions (sociological, economic, psychological), internal or personal factors (gender, age, education, income, values, trust), external or contextual factors (e.g. vulnerability, institutions, power, oppression or cultural backgrounds), risk or environmental factors (e.g. perceived likelihood or experienced frequency), and/or informational factors (e.g. media coverage, experts or risk management). This situation is not satisfying in the long run as it hinders the production of a common baseline for risk perception and adaptation studies and prevents the comparison of empirical insights derived from different studies and thus the accumulation of evidence.

The current fragmentation of the field makes it an uphill battle to cross-validate the results of the current collection of independent case studies. This, in turn, hinders comparability and transferability across scales and contexts and hampers recommendations for policy and risk management. Improving comparability would significantly increase the ability of researchers from different communities to work together and build cumulative knowledge.

Risk perception and adaptive-behaviour studies usually follow a case-study approach. While case studies can provide a deep insight into social phenomena and their context (Orun, 2015), the lack of comparability hampers the generalisation of case-study findings to other situations, thus making potentially ambiguous the interpretation of different study conclusions. This, in turn, limits the accumulation of evidence by, for instance, conducting robust meta-analysis. In this regard, generalising is an important goal for scientific practice as well as for policymaking (Ruzzene, 2012; Runhard, 2017). By increasing case studies’ comparability, their external validity can be assessed and, in this way, their gener-
alizability potential enhanced (Ruzzene, 2012). This can allow researchers to identify and understand similarities and differences in the risk perception of exposed people in different regions. Overcoming this lack of comparability can be attempted by having common standards in risk perception studies (e.g. standardised questions, with the same scales).

By sending a survey of surveyors (SoS) to the research community, we wanted to initiate a discussion on research standards in this field. While we obviously cannot run the same questionnaire or focus groups – because we have different research questions, case studies, geographical settings and social contexts – our ability to work together and build cumulative knowledge can be significantly improved by having (1) a common list of minimal requirements to compare studies and surveys, (2) a set of shared criteria to address context-specific aspects of countries and regions, and (3) a selection of survey questions or themes allowing for comparability and long-term monitoring. We conducted an international survey aiming to map current research practices. The Risk Perception and Behaviour Survey of Surveyors (Risk-SoS) intended to foster convergence and comparison in risk perception, behaviour and adaptation studies. More specifically, we wanted to investigate which theories, variables and elements are frequently targeted by surveyors.

2 Methods, questionnaire and dissemination

With this survey, we aimed to identify core elements for enabling results comparability while allowing individual surveys to pursue their other specific questions. The original discussion started at the first European Conference on Risk Perception, where struggles to define these core elements within a limited group of experts occurred (Rufat and Fekete, 2019).

The survey consisted of 30 questions, mainly multiple-choice questions (see Supplement). Established brainstorming techniques were used during webinar group discussions to select the questions to be included. The first three questions dealt with the respondents’ methodological practices in terms of data collection. Questions 4–7 focused on the disciplines and social theories used by the surveyors. Questions 8–14 addressed the variables analysed, focusing on explanatory variables such as age, gender and education. Questions 15–19 related to the pre-pandemic and post-pandemic survey designs and sample sizes. Questions 20–22 discussed the comparison effort and expectations regarding the variables compared. The final questions described the surveyor’s experience in terms of diversity of case studies and risks studied; they also captured demographic variables (country of residence, gender, employment and education). Before disseminating the survey, we tested it within our group to eliminate ambiguities.

Risk-SoS was disseminated in a snowball fashion to reach the community by sending personal emails between December 2020 and April 2021. We first wrote personally to scientists who had published empirical studies in English academic journals relevant to the field during the last 20 years. We wrote to colleagues based in Europe, requesting them to forward the survey invitation to other persons who might be interested, and subsequently sent several reminders. Although our original focus was on Europe, the snowball effect allowed us to reach other continents. In total, 150 experts from more than 25 countries, one-quarter outside of Europe (Fig. 1), answered the survey (N = 150). Their backgrounds included experience in individual or community perceptions of risk, climate impacts or hazards adaptation behaviour, using surveys, interviews, experiments or focus groups.

Our sample was balanced in terms of gender (Table 1). Most surveyors (n = 107, 71%) had a PhD; some of the others were PhD students. The snowball method allowed us to reach a population with substantial experience in research. This observation was confirmed by the number of studies already conducted. Just under half of the respondents (n = 68, 45%) had conducted more than three risk studies; 53 (35%) had conducted one or two studies; 13 (9%) were currently working on their first study. While most respondents have been working on floods (n = 91, 61%) and climate change impacts (n = 77, 51%), the question on the hazards they investigate was multiple choice and reflects a considerable diversity with over a quarter of respondents having studied each of the following: earthquakes, volcanoes, landslides, droughts, storms, cyclones and/or epidemics. Most respondents (n = 114, 76%) were currently working in academia. Thus, our respondents had experience with risk studies. Around a quarter of the respondents (n = 42, 28%) did not wish to be associated with only one humanities and social sciences discipline. A quarter of the respondents considered themselves geographers (n = 38, 25%), 18 (13%) environmental scientists, 14 (9%) sociologists, 12 (8%) psychologists and 10 (7%) economists. The results were collected and treated anonymously. They were shared and discussed with the community during monthly Risk-SoS webinars (Rufat et al., 2021).

The study was meant to be an exploration to map current practices. Therefore, we did not a priori define a set of hypotheses or specify an overarching framework. A combination of descriptive statistics was used to present the results. Moreover, bivariate (Pearson correlation, \(\chi^2\) test) and multivariate (logistic regression) statistics were used to assess significant relationships among the answers, as well as between replies and the respondents’ backgrounds.

3 Theories, disciplines and frameworks used by the surveyors

Several theoretical strands from social sciences, psychology and environmental sciences have been introduced to support risk perception and behaviour studies. The use of theoretical constructs is encouraged as they can lead to deeper and
more thorough insights into the social world. Furthermore, they allow for comparison and the consequent accumulation of evidence (Kuhlicke et al., 2020; Rufat et al., 2020).

Despite this importance, survey results showed that a large share of the participants \( (n = 53, 35\%) \) had not relied on any particular theoretical model or framework to guide the design of their studies (Fig. 2). At first sight, this result might be surprising. However, it is worth mentioning that the reasons for considering theories were not captured in our survey. It may be that an underlying theory informed the research, even if the researchers did not state it clearly. Also, as many respondents mentioned that they designed their studies based on the literature or a previous study, it is possible that previous studies (including theories) inspired their choices. Additionally, it could be the case that there were good or even theoretical reasons to not apply a theory or to conduct a study inductively without the influence of pre-existing theories. In this regard, a participant mentioned that “I do not tend to use a single explicit theory in a deductive way but am informed by PMT and COM-B.”

The responses may have also been influenced by how the question and answers were framed. Indeed, three participants that had declared the use of “no particular theory” mentioned in a subsequent question that they had formally compared more than two theories in the same study.

Of those who had considered a theoretical framing, most used “protection motivation theory” \( (n = 42, 28\%) \), followed by “heuristics, biases, prospect theory”; the “psychometric paradigm”; and “cultural theory”. This was expected as these frameworks are well established in this field of research. Twenty-five \( (17\%) \) participants had used other frameworks not included in the survey, such as the model of pro-environmental behaviour, the mental model approach, Cutter’s framing of social vulnerability, construal level theory, game theory, sense of place, the transtheoretical model, hyperbolic discounting and social capital. The high number of “other” responses warrants further investigation.

Differences existed according to the hazard investigated (Fig. 3a). Indeed, more than 50 \% of the participants studying “traffic and transport accidents”; “domestic accidents”; “protests, riots, unrest”; “sea level rise”; and “nuclear accidents” did not rely on a particular theory. Conversely, participants from the hazard fields “industrial accidents”; “compounded, cascading events”; “epidemics, pandemics”; and “multiple hazards” tended to conduct theoretically grounded research.

Differences were also observed according to discipline. Only 7 \% \( (n = 1) \) of the “sociology” participants did not rely on a particular theory. Conversely, 59 \% \( (n = 10) \) of the participants with a background in environmental sciences did not rely on a particular theory. Given the large share of geographers \( (n = 38, 25\%) \) and environmental disciplines \( (n = 18, 13\%) \) (Table 1), it is surprising that theories from these fields (e.g. pressure and release, hazards of place) did not receive a high number of responses. However, in our results, neither discipline is particularly strong in theory ap-

---

1 PMT stands for protection motivation theory; COM-B proposes that behaviour consists of the components capability, opportunity and motivation.
Table 1. Participants’ characteristics and hazards they investigate.

| Gender          | n  | %   | n  | %   |
|-----------------|----|-----|----|-----|
| Female          | 67 | 45  | 19 | 13  |
| Male            | 63 | 42  | 1  | 2   |

| Main field of PhD or studies | n  | %   | n  | %   |
|-----------------------------|----|-----|----|-----|
| Geography                   | 38 | 25  | 10 | 7   |
| Other                       | 24 | 16  | 7  | 5   |
| Environment                 | 19 | 13  | 3  | 2   |
| Prefer not to say           | 18 | 12  | 3  | 2   |
| Sociology                   | 14 | 9   | 2  | 2   |
| Psychology                  | 12 | 8   |    |     |

| Years since PhD             | n  | %   | n  | %   |
|-----------------------------|----|-----|----|-----|
| Student or no PhD           | 30 | 20  | 21 | 14  |
| 1 to 3 years                | 19 | 13  | 18 | 12  |
| 4 to 7 years                | 25 | 17  | 15 | 10  |
| 8 to 12 years               | 22 | 15  |    |     |

| Work affiliation            | n  | %   | n  | %   |
|-----------------------------|----|-----|----|-----|
| Academia                    | 114| 76  | 7  | 5   |
| Prefer not to say           | 12 | 8   | 6  | 4   |
| Public service or agency    | 8  | 5   | 3  | 2   |

| Number of finalised risk perception case studies | n  | %   | n  | %   |
|------------------------------------------------|----|-----|----|-----|
| Work in progress              | 13 | 9   | 6  | 4   |
| 1 or 2                        | 52 | 35  | 4  | 3   |
| 3 to 5                        | 36 | 24  | 18 | 12  |
| 6 to 10                       | 21 | 14  |    |     |

| Investigated hazards or risks (multiple answers) | n  | %   | n  | %   |
|--------------------------------------------------|----|-----|----|-----|
| Floods                                           | 91 | 61  | 12 | 8   |
| Climate, climate change impacts                   | 77 | 51  | 12 | 8   |
| Earthquakes, volcanoes, landslides                | 39 | 26  | 9  | 6   |
| Drought, extreme temperatures                     | 37 | 25  | 9  | 6   |
| Storms, cyclones, weather events                  | 37 | 25  | 8  | 5   |
| Epidemics, pandemics                             | 34 | 23  | 6  | 4   |
| Multiple hazards                                 | 33 | 22  | 5  | 3   |
| Pollution, environmental disasters                | 23 | 15  | 4  | 3   |
| Other hazards                                    | 19 | 13  | 2  | 1   |
| Fires, wildfires                                 | 15 | 10  | 2  | 1   |
| Submersion, sea level rise                        | 14 | 9   | 1  | 1   |

plication (Fig. 3b). The fact that many researchers work in interdisciplinary groups might also help to explain why standard and psychological theories had been used more often. By grouping respondents according to their training, with geographers and environmental scientists in one group, sociologists and psychologists in another, and a third group with all others, we find a significant difference in their approach to risk perception and behaviour. Those in psychology or sociology had an 85 % higher chance than those in geography or environmental disciplines to prefer a specific theory (logistic regression of $-1.86$, i.e. a chance of 0.155). In other words, those trained in sociology and psychology were more likely to have the methodological background to formulate working hypotheses following specific theories and use measurement scales to capture human perceptions and behaviours.

4 Questions asked and themes explored by the surveyors

A key interest of this study was to identify what is being studied in risk perception surveys, which key elements are most often explicitly targeted by the surveyors and what may be deemed out of focus. To explore this, two questions were de-
signed to disentangle the range of choices and uncover possible convergences around key approaches and foci. While the respondents converged around some key elements, there was less agreement on the usefulness of such convergence. Results of the question “What did you try to capture with your risk perception questions?” showed that surveyors captured a multitude of elements (23 items) in their surveys (Fig. 4). This indicates that the respondents were aware that risk perception and behaviour are complex phenomena that cannot be easily reduced to a few elements.

The highest numbers of mentions were directed towards knowledge-related elements such as awareness, information or experience, which each received up to 120 responses per element (80 % of respondents). The lowest numbers, although still up to 50 responses (33 % of respondents), were given for “helplessness”; “collective efficacy”; “fatalism”; and “denial, wishful thinking”. Around 20 (13 %) respondents selected the option “other”. Low numbers of responses should not be over-interpreted: they may be as important, but there is less agreement on their relevance or awareness of their use amongst the respondents. Actual exposure was much less mentioned than perceived exposure. Of course, there may be biases introduced, as some elements could be considered similar. For example, the combined number of responses for “fear” and “worry” exceeds the highest numbers per element recorded. It could be tempting to group them as they might be considered examples of automatic processes (Moors and De Houwer, 2007), while denial and fatalism might be considered examples of controlled processes. However, the correlation between the two is only 0.55, indicating that the respondents make a difference between them. While 55 (37 %) respondents said they used both worry and fear in their studies, 22 (15 %) used worry but did not use fear, 12 (8 %) only used fear and 61 (41 %) used neither. We, therefore, encourage reading the results carefully and want to leave interpretation as open as possible to foster discussion.
Regarding comparability, around one-third of respondents chose to skip the question “From your experience, what would be the three decisive questions or themes for cross-study comparability?” or stated that they did not know (n = 49, 32 % for the first item, 33 % for the second and 36 % for the third). In contrast to the convergence on the most used questions (Fig. 4), there was a wide dispersion on the most decisive questions or themes for cross-study comparability (Fig. 5). Adding the three possible answers, the most cited items were “awareness” (n = 34, 8 %), the first choice for 16 % of the respondents and then “information, knowledge” (n = 33, 7 %); “response, coping”, often a third choice (n = 28, 6 %); “previous experience” (n = 26, 6 %); and “adaptive behaviour” (n = 25, 5 %), whereas the others were mentioned less than 5 % of the time.

There was more agreement regarding research design choices (Fig. 6). The design of interviews, questionnaires or focus groups most often relied on the literature in general (n = 115, 77 %), “discussion with co-authors” (n = 96, 64 %), “previous (own) studies” (n = 84, 56 %) and working “on my own” (n = 71, 47 %). Fewer respondents considered “other studies to compare” (n = 78, 52 %) or “discussions with practitioners or decision-makers” (n = 56, 37 %). This pattern may constrain the comparability of studies, which is a key interest of our Risk-SoS study – that is, to find out how studies can be better compared or designed to be comparable. Almost one-quarter of the respondents designed studies without considering previous studies or “the literature”. While the relatively large share of studies designed “on my own” (47 %) might recall the share of studies not using theoretical models or frameworks (35 %), there was no significant relationship between them – in fact, not relying on theory had no significant relationship with any of the answers on design choices.

The same was true for how the questions were selected (Fig. 6). Respondents had most often used the literature in general (n = 128, 85 %), “previous (own) studies” (n = 79, 53 %), tables and data from “comparison with other studies” (n = 74, 49 %), an “exploratory approach” (n = 65, 43 %), and “experience and habits” (n = 60, 40 %) to identify key questions. Therefore, the convergence on awareness, knowledge, experience and exposure questions might reflect the agreement on reliance on past choices – by relying on either the literature or habits. It did not, however, result in the recognition of the relevance of these choices for improving the field. A shortcoming pointed out by a participant during our webinars is that respondents could declare that they based their questions and method only on the literature, previous studies and other options, and we did not offer the option of theory.

Overall, answers on the selection of explanatory variables were consistent with those of other design questions (Fig. 6). Most respondents selected them by considering “literature review” in general (n = 133, 87 %), leaving more than 1 in 10 failing to consider previous studies for their design choices. Around half of them based the selection on “previous (own) studies” (n = 74, 49 %) or “experience and habits” (n = 68, 45 %). Again, only a minority considered in-depth “comparison with specific studies” relevant for their design choices (n = 58, 39 %). Among the respondents declaring that they did not rely on theoretical models or frameworks (n = 53), 80 % subsequently declared that they did base their variable selection on the literature (χ² = 5.86, p = 0.01). The other variable selection choices had no significant relationship to the answers on theory. It might be argued that while the respondents did not rely on specific theoretical models themselves, they indirectly incorporated the theoretical framing from previous studies into their own design choices. However, the tendency to reproduce past research design choices and the dissatisfaction with them or the lack of convergence on choices that might improve cross-study comparability points in the opposite direction. Therefore, a closer look at the selection of explanatory variables and the drivers of these choices is required.

5 Exploratory variables – looking for a needle in parallel universes?

Another interest of this study was to identify common explanatory elements and variables used to explain risk perception and adaptive behaviour. Previous studies have shown that results depend on the input of variables (Lechowska, 2018), and a model does not necessarily improve with a greater number of variables (Rufat et al., 2020). In our study,
the sheer variety of explanatory variables in use and the divergence in research design choices might give the impression that studies run in parallel universes. Yet, this situation might be the momentary price that is paid without further reflection about the ongoing, loosely coordinated, exploratory, multidisciplinary research effort. Lindell (2022) suggested the field is experiencing “organized anarchy” (Cohen et al., 1972) with the most experienced researchers operating within self-defined domains that are coordinated implicitly and substantially confirmatory.

Socio-demographic characteristics are the most contested drivers of risk perception and evacuation (Rufat et al., 2020; Huang et al., 2016). This led us to ask respondents not only to mention the explanatory variables they have used to study risk perception and behaviour but also to identify the three most relevant variables for cross-study comparability and long-term monitoring (Fig. 8). The surveyors reported having applied a wide diversity of variables to explain variation in risk perceptions and behaviours. Unsurprisingly, socio-demographic characteristics (age, gender, education, income, family or household composition, and occupation) were the most often used. Certain risk or environmental factors were also mentioned frequently, most notably previous hazard experience and hazard exposure. “Age”, “gender”, “education” and “previous hazard experience” each received more than 100 responses (67%). In addition, over one-third of the respondents chose a few external or contextual factors (vulnerability or resilience), whereas other personal factors were much less commonly used (minorities, disability or language proficiency), and informational factors were largely absent. A moderate number of respondents had used health; insurance demand; anxiety; or resilience and its determinants, that is, social capital and coping capacity. Factors of social vulnerability such as language proficiency and whether the surveyed individual had a disability or was of a minority background were rarely applied. These results are consistent with literature reviews published in recent years (Moreira et al., 2021; Rufat et al., 2020; Lechowska, 2018; Renn and Rohrmann, 2000).

The three most often mentioned variables were ubiquitous – found in most databases – and matched general demographic characteristics. The fourth and fifth, “previous hazard experience” and “exposure to hazards”, were connected to the context of risk. Both reached similar high rankings in the questions asked by surveyors (Fig. 5), likely because they cannot be derived from standard databases and therefore must be collected by surveyors. It is worth noting that “vulnerability” was mentioned more often than “resilience” to explain risk perception and behaviour (Fig. 8a), which may be linked to the theoretical frameworks used to design the studies. Of the 21 options, “health”, “minorities”, “disability” and “language proficiency” were each mentioned by fewer than one-quarter of the respondents. Fourteen (9%) respondents indicated that there were other useful variables that were not included in our survey. This may point towards a need for further investigation.

What stands out is the discrepancy between the variables used (Fig. 8a) and the variables thought to be critical to cross-study comparability or long-term monitoring (Fig. 8b). Around half of the respondents declared that they did not know which variables were useful to ensure comparabil-
ity. This result might reflect the current disagreement on
risk perception drivers and challenges in directly compar-
ing the current collection of independent case studies. While
socio-demographic characteristics (age, gender and educa-
tion) were often used, followed by risk or environmental fac-
tors (experience and exposure) and contextual factors (vul-
nearity and resilience), the ranking is reversed in the case
of comparability or long-term monitoring: environmental
factors come first, followed by contextual factors, and socio-
demographic factors are less mentioned, except for the role
of education. Despite evidence of socio-demographic vari-
bles’ weak and inconsistent correlations with behavioural
variables such as evacuation (Baker, 1991; Huang et al.,
2016), it is conventional to measure these variables so that
readers can assess the degree to which a survey sample is bi-
ased in comparison to census data. Lindell (2022) suggested
that their inclusion as predictors requires no imagination and
no knowledge of the research area and that they are compati-
ble with any of the theoretical perspectives mentioned by the
respondents (Fig. 2).

Figure 9 illustrates a Pearson correlation matrix of all
the variables grouped following a hierarchical cluster analy-
sis, with statistically significant correlations ($p < 0.01$) high-
lit in red for positive correlations. These correlations are
as expected; they identify groups of variables often used to-
gether (e.g. age, gender and education); the least frequently
reported have fewer relationships; environmental factors (ex-
périence and exposure) have fewer relationships than per-
sonal factors.

Comparing the explanatory variables used and declared
relevant for comparison by the same respondents (Fig. 10)
reveals two contrasting situations. While most respondents
used socio-demographic characteristics in their studies, a mi-
nority of them considered such factors important for com-
parison, whereas virtually none of those who did not use
them considered them important for comparison. Conversely,
while a smaller proportion of the sample used environmen-
tal factors (experience and exposure) and less than half used
contextual factors (vulnerability and resilience), a substan-
tial proportion of those who did not use them did neverthe-
less consider that they might be important for comparison,
whereas a larger share of those who did use them declared
them critical for comparison. There is, however, no agree-
ment as no single driver was mentioned by more than one-
quarter of respondents as one of the three most important for
case-study comparison and monitoring.

This leaves us with the challenge of fostering conver-
gence among the wide diversity of risk perception and be-
vaviour drivers as there was no agreement on their relevance
for comparison or long-term monitoring. This might explain
why most respondents declared that they based their vari-
able choices on the literature and their own previous studies

Figure 8. The most used variables to explain risk perception and behaviour (a) and variables (three choices) identified as most relevant for cross-study comparability and long-term monitoring (b).
Figure 9. Heatmap of the correlations among the variables used to explain risk perception and behaviour.

Figure 10. Explanatory variables used vs. mentioned as important for cross-study comparison. For instance, 124 respondents used age as an explanatory variable, but only 19 of them (15%) thought age was relevant for cross-study comparison.
(Fig. 6) – there does not seem to be any other robust criterion at the moment.

The ranking of variables was further analysed according to the hazards studied, the location diversity of case studies, the disciplinary background and the study size (Fig. 11). The figure breaks down the overall ranking presented in Fig. 8a. The (maximal) sample size may have a strong effect on the ranking of the explanatory variables: respondents using smaller samples had used environmental factors (experience and exposure) and contextual factors (vulnerability and resilience) more often, whereas respondents who used larger samples had more often used income, ownership and anxiety. The ranking was only marginally impacted by the hazards studied, with insurance, ownership and home characteristics slightly more used for floods; experience, vulnerability and anxiety for multi-hazard studies; education and vulnerability for geophysical hazards; and resilience and health for epidemics. The location diversity of the case studies – in only one country or in several – affected the drivers used. Respondents with a greater diversity of case studies used gender, coping capacity or minorities more often, whereas respondents with less diversity were more likely to use age, exposure, occupation, housing size or location. The disciplinary background of the respondents (main field of PhD or studies) had almost no impact, which may be linked to the interdisciplinary focus of most studies.

The respondent’s experience, seniority and methods used had a lesser impact on the ranking of explanatory variables. The respondents’ experience (number of case studies conducted) had little effect. Respondents with more than five case studies may have used minorities, language proficiency, and family or household size or composition more often. In contrast, respondents conducting their first study may have used age and gender less often and contextual factors more often. The respondent’s seniority (years since PhD) also had a negligible impact on the ranking of explanatory variables. The only time a χ² test found a statistically significant link (p = 0.01) with the theories in use or the selection of the explanatory variables. The only time a χ² test found a statistically significant link, logistic regression rejected the association. The same result was obtained when testing for a dichotomous division between eastern and western European regions, despite the barriers in scientific communication during communism and most of the early post-communist transition period.

Even though our study did not capture significant regional differences in research design and explanatory-variable selection, we can state that the short-term horizons used by households were more frequent in context-specific hazard research in the former communist states of eastern Europe (Raška, 2015). However, this observation might be impacted by the imbalanced background of the participants in our sample and the prevalence of geographers and researchers from environmental sciences with a focus on inductive hazard-related approaches, indirectly informed by specific risk and vulnerability theories. Another regional discrepancy in our results that may be explicable from a historical perspective was that most researchers in former communist countries were limited to studies inside their country. At the same time, researchers in western Europe remain more open to case studies located in other countries and even on other continents. It is however appropriate to underline that the initial focus of Risk-SoS was on surveyors based in Europe.

7 Impact of COVID-19 on research

As Risk-SoS was disseminated from December 2020 to April 2021, we inquired about the impact of COVID-19 on respondents’ research. Contrary to our expectations, only 53 % of respondents (n = 80) declared an impact on their research on risk perception or behaviour (Table 2). It is worth noting that 10 % did not know (n = 15), which leaves a little more than a third of respondents declaring no impact (n = 55, 37 %). An optional open question was offered to respondents to elaborate on their answer if they wished. We collected 69 dif-
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Table 2. Responses to “Has Covid-19 impacted your own research on risk perception and/or behaviour?”

| Has Covid-19 impacted your own research? | n | % |
|----------------------------------------|---|---|
| Yes                                    | 80 | 53 |
| No                                     | 55 | 37 |
| Don’t know                             | 15 | 10 |

fferent open answers (representing 46 % of respondents). Un-
surprisingly, the impacts reported were mostly negative, such
as impairments in access to people, colleagues, travel, field-
work and traditional methods demanding face-to-face con-
nversations. An increased workload and work–life balance is-
sues were also mentioned several times, as well as reluctance of
surveyed people, postponed empirical studies and an in-
ability to conduct planned follow-up surveys. However, the
adaptation of research designs to online methods, either im-
mEDIATELY or planned for future studies, points towards an
adjustment out of necessity rather than resignation or can-
cellation of all empirical work during the pandemic. Some
respondents mentioned that online interviews or surveys had
costs and practical benefits after adjusting to the new method-
ologies, while a few acknowledged that online meetings and
webinars facilitate exchanges with a scattered research com-

Figure 11. Explanatory-variable selection according to the background of respondents and study characteristics. NA stands for “no answer”.

Figure 12. Ranking of explanatory variables according to location. NA stands for “no answer”.

Table 2. Responses to “Has Covid-19 impacted your own research on risk perception and/or behaviour?”

| Has Covid-19 impacted your own research? | n | % |
|----------------------------------------|---|---|
| Yes                                    | 80 | 53 |
| No                                     | 55 | 37 |
| Don’t know                             | 15 | 10 |
8 Discussion

8.1 Discussion of the results in relation to the existing literature

Our finding that most risk perception studies are not strongly embedded in a theoretical framework is consistent with review studies of risk perception research for particular types of hazards. For instance, Kellens et al. (2013) review 57 peer-reviewed articles on flood risk perception and communication and conclude that most studies are exploratory in nature and not based on a theoretical framework. This was subsequently confirmed by other studies (Lechowska, 2018; Santos-Reyes et al., 2014). Our observation that PMT is the most commonly applied theory is consistent with the review of risk mitigation behaviour by Bubeck et al. (2012), who point towards its relevance in explaining behaviour. A meta-analysis of determinants of climate adaptation behaviour by van Valkengoed and Steg (2019) also concludes that PMT variables are strong predictors of this behaviour and hence a suitable theoretical framework in this particular strand of research. Lechowska (2018) concludes that the main flood risk perception indicators used in the literature are awareness and worry. This is consistent with our findings for the broader risk perception literature if we consider fear to be similar to worry and combine these two variables into one category. However, our results show that surveyors distinguish between them.

Regarding explanatory variables, Kellens et al. (2013) conclude that almost any study on flood risk perception includes socio-demographic variables. They also point towards the importance of previous hazard experience as an explanatory variable that is commonly used to test the availability heuristic (Tversky and Kahneman, 1974) – however, experience was used as an explanatory variable for risk perception and hazard adjustment much earlier (Kates, 1963). More recently Demuth (2018) proposed a comprehensive method of measuring hazard experience. The work of van Valkengoed and Steg (2019) also shows that disaster experience is commonly used as an explanatory variable in the literature on climate adaptation behaviour. However, socio-demographic characteristics are the most contested drivers. For example, some studies observed that people with less education worried more about risk (Bradford et al., 2012), while others found no such effect (Kuhlicke et al., 2011), and some attributed such an effect to the relationship between education and income (Wachinger et al., 2013). Similarly, some studies conclude that immigrants and socially vulnerable communities have lower levels of self-protection and higher risk perceptions (Armaş, 2008; Rufat and Botzen, 2022), whereas others attributed such effects to other characteristics, mostly age and income (Adelekan and Asiyani, 2016) or residential segregation (Rufat, 2015). Some studies also claim that older and higher-income residents have higher risk perceptions and more often adopt precautionary measures (Grothmann and Reusswig, 2006), whereas other studies find that age (Armaş et al., 2015; Botzen and Van Den Bergh, 2012) or income (Lindell and Hwang, 2008; Botzen et al., 2009) has no significant impacts. Such contradictory evidence on behaviour hampers recommendations for policy and risk management (Lechowska, 2018), such as the design of targeted risk communication strategies (Höppner et al., 2012). As many studies focus on different dimensions (sociological, economic or psychological), internal or personal factors (gender, age, education, income, values or trust), external or contextual factors (vulnerability, institutions, power, oppression or cultural backgrounds), risk or environmental factors (perceived likelihood or experienced frequency), or informational factors (media coverage, experts or risk management), their diverging sets of variables, methods and approaches are scarcely compatible. Our results reflect this diversity of methods, theories, questions and explanations, as well as the discrepancy between the variables used and the variables thought to be critical to cross-study comparability or long-term monitoring.

In the absence of a census of researchers and hazards in the field of risk perception and adaptive behaviour, it remains unclear how far the respondents are representative of the field. The sample characteristics might introduce a potential bias towards researchers in Europe studying floods. However, the results show that the hazards studied and place of work only have little effect on the rankings. Lindell (2022) further suggested that based on his extensive and diverse experience, the data are likely to generalise to other hazards and countries.

8.2 Towards a list of minimal requirements to compare studies (Goal 1)

Our results map the diversity of practices and present shortcomings in the field. While they signal that cross-study comparison is not the primary concern of surveyors when they design their research, they offer two possible ways forward to improve convergence, comparability and cumulative knowledge. One is factual and relies on what surveyors are currently doing. The other is counter-factual and relies on what surveyors may have more carefully considered to ensure their study comparability. We consider six questions critical for ensuring comparability during the research design phase of a study:

1. Is there a set of explicit hypotheses specified?
2. Are the hypotheses formally derived from one or more theories?
3. Are the constructs (e.g. risk awareness or trust) and their operationalisation in terms of indicators derived from one or more theoretical frameworks?
4. Are there research questions or themes that are comparable with those of previous studies?
5. Are there explanatory variables derived from previous studies?
6. Do the results allow for a formal test of the hypotheses or theories while controlling for context and other variables?

Answering all six questions positively would ensure that the designed study is likely to lead to comparable results if other studies have applied the same theoretical framework (or parts of it). Lindell and Perry (2000) suggested that inconsistency in research findings can often be attributed to differences in the operationalisation of constructs such as experience and risk perception. In general, building a larger theory-informed empirical evidence base may facilitate meta-analyses and allow for the systematic identification of context-dependent effects. Moreover, producing cumulative knowledge in this way may assist policymakers in grounding their decisions in plausible and coherent mechanisms of action. On the other hand, “forgetting theories may result in measuring a wide range of less relevant, marginally relevant, or irrelevant constructs, while also minimising the chances of obtaining results that are meaningful and not by pure chance” (Bhattacherjee, 2012, p. 21).

However, such an approach might prove to be a major deviation from current practice according to our Risk-SoS results. An easier but less satisfactory solution – which may be only transitory – would be to follow the revealed trend in the field to base design choices on previous research. As a first step, a way forward would be to implement some of the questions, themes, constructs and variables currently most in use – i.e. the top ranking in our results – in future studies, without expending effort to improve the theoretical foundation and methodological robustness of the research design. One implication is the need for researchers to report the interrelationships among all of the variables that have been measured to test the hypotheses – not just the significant coefficients – to avoid the “file drawer problem” (Rosenthal, 1979). While we acknowledge that the ranking produced may not be definitive, this type of instrument may be a critical way forward to bridge the current research design gap in the field but, to the best of our knowledge, is missing. We do not promote a single umbrella theory, unique standardised method or some one-size-fits-all global questionnaire. Nevertheless, reproducing (at least some of) the currently most frequently used questions and explanatory variables in future case studies may be the most favourable way forward. One limitation is that research design choices are already shaped by inertia, and more of the same is therefore not necessarily advisable. Some of the most used items might lack relevance or merit – it is still important to be able to put them to the test; conversely protective actions at the core of PMT (Floyd et al., 2000) and the protective action decision model (PADM; Lindell and Perry, 2012) did not rank well in our results. The long-term perspective must therefore be to foster systematic efforts to integrate the constructs from the main frameworks beyond the currently most frequently used questions and variables.

8.3 Can we reach shared criteria to address context-specific aspects? (Goal 2)

Our survey, Risk-SoS, did not reveal significant regional differences in risk perception and adaptive-behaviour study design. The reasons are manifold, including our initial focus on researchers based in Europe. However, as risk perception, behaviour and adaptation are locally embedded practices and social, institutional and cultural factors play a key role in driving or hindering adaptation behaviour (Berrang-Ford et al., 2021), more comparative research is necessary (Gierlach et al., 2010). The issue is – for example – when a study in Italy says that gender has an effect on perceptions while one in Romania says that the effect is not caused by gender but age. At the moment, we cannot investigate if this is related to the context (country) or to the methodological choices of the study (question, theories, etc.). Therefore, relying on a unified theoretical framework and following the procedure outlined in the previous section seem particularly relevant for such a cross-regional comparison; then, more context-specific drivers can be identified. However, at which spatial level such comparative studies should be conducted (e.g. continental, country, local level) is still an open question. We suggest that any comparative study is highly relevant as there are so few. Diversity and comparability are both critical for surveying communities that differ substantially in their hazard experience and allowing for robust meta-analyses to help disentangle the various effects (contextual, methodological and cultural).

8.4 Improving comparability and long-term monitoring (Goal 3)

The elements most often captured by respondents were, in descending order, risk awareness, information (knowledge), previous hazard experience, perceived hazard exposure and coping with disaster (response). The ranking is similar for those considered decisive for cross-study comparability – if we set aside the fact that “don't know” was by far the most frequent answer – with the addition of another item: adaptive behaviour (actual, not projected). The most often used explanations or variables were, in descending order, age, gender, education, previous hazard experience, actual exposure and income. The respondents made a different ranking, however, for the explanations they consider the most important: previous hazard experience, education, age, gender, vulnerability, coping capacity and social capital. The rankings were more scattered for those considered decisive for cross-study comparability – again with “don't know” being by far the most frequent answer – but were more likely to include previous experience, vulnerability, coping capacity and social capital than age or gender. Thus, ensuring that future research designs consider collecting all these themes and control for all these explanations should be considered good practice in the field. However, large shares of replies were “don’t know”,

https://doi.org/10.5194/nhess-22-2655-2022
and the fact that surveyors use themes and variables does not qualify them as decisive for comparison. Such a discrepancy between use and reputation is a reminder that neither of them guarantees merit. This might explain why most respondents said that they base their choices on their own previous studies – it remains hard to find other robust criteria at the moment.

Unfortunately, our study points to specific challenges for comparability and long-term monitoring. Even highly experienced researchers – with over 20 completed studies or over 20 years of research experience – struggled to narrow down the core questions of risk perception and behaviour, reduce complexity to a few key themes and variables, or agree on the most significant ones for comparison and long-term monitoring. Lindell (2022) suggested that the difference between use and relevance could be explained by the fact that environmental variables such as hazard experience tend to be homogeneous within communities, especially for infrequent hazards, so studies focused upon a small region will find little variation. While it is necessary to survey communities that differ substantially in their hazard experience to obtain the requisite variation at the household level (Lindell and Prater, 2000), such designs are much more expensive than single community surveys.

As a substantial share of studies failed to rely on the literature \( (n = 22, 15\%) \), previous studies \( (n = 76, 51\%) \), or theories and frameworks \( (n = 53, 35\%) \) to strengthen their research design, challenges in comparing results are expected. While most respondents used risk perception as an explanation of behaviour and adaptation \( (n = 97, 65\%) \), the majority of studies were observational \( (n = 120, 80\%) \), and just over one-third had implemented their studies or surveys multiple times \( (n = 62, 41\%) \). The dispersion of studies combined with these choices does not favour causality detection, the assessment of intervention effects, sequential disaster cumulative effects, or drawing robust lessons to guide policy and help risk communication strategies. The disuse of common theoretical frameworks may add to this problem. Only one-third of surveyors conducted formal tests of the validity of a theory or the power of an explanation \( (n = 50, 33\%) \), and only half of those that did formally compared two or more theories in the same study \( (n = 25, 17\%) \). Without a substantial and enduring convergence effort, comparing the merits of different theories and assessing the worthiness of different explanations, not to mention long-term monitoring, can only be achieved by studies designed by the same team or inside a group of like-minded surveyors. Beyond the issue of reduced efficiency and speed, this places context specificity assessment or cross-validation out of reach.

In other words, we recommend that future studies implement all items listed above, along with their specific questions, and test for a wider set of explanations or demonstrate which of them lack merit for their specific case study or context – presenting this explicitly as a result – before discarding them from their research design. However, our study does not intend to promote a single theoretical framework or make assumptions about why many seem not to use such frameworks. There may be good reasons to avoid using pre-existing frameworks or to use an inductive approach, especially because understanding risk perception or the bridge between perception and adaptive behaviour has evaded most explanatory frameworks or models so far.

9 Conclusions

This study initiated a discussion on standards on risk perception, behaviour and adaptation research. Although we reached many surveyors \( (N = 150) \), our empirical basis has sampling constraints. The results point towards further research and discussion aiming to inform the community about key findings and persistent gaps. While using theoretical constructs allows comparing and accumulating evidence, most of these studies are exploratory in nature. Over one-third of surveyors did not rely on a particular theoretical model or framework to guide their studies. Only one-third of surveyors tested the validity of a theory or the power of an explanation. Even fewer formally compared two or more theories in the same study. These limitations might be the momentary price to pay for an ongoing multidisciplinary effort. However, the exploratory and fragmented nature of current studies may make them look like fishing expeditions, finding results mostly by chance and reaching conclusions that other studies cannot substantiate.

While the diversity of approaches is an asset, the robustness of methods is an investment. Surveyors reported a tendency to reproduce past research design choices. They also expressed frustration with this trend, and one-third of surveyors did not know how to improve the situation in the field. We recommend greater attention to the formalisation and robustness of methods and advocate reaping the benefits of the current diversity of choices by systematically comparing different approaches. Similarly, we recommend that future studies test for a broader set of explanations or demonstrate which of them lack merit for a specific case study or context before discarding them from their research design.

The wide diversity of opinions on how to remedy comparability is a cause for concern: convergence and comparison remain high-hanging fruits in the field. The discrepancy between actual usage, estimated utility and belief in the merit of cross-validation or long-term monitoring of the current wide range of potential explanations is equally worrying. One way forward is counter-factual and relies on what surveyors should more carefully consider, especially (1) grounding their research design in theory; (2) improving the formalisation of methods and operationalisation of constructs; and (3) formally comparing theories, methods and explanations. Another is factual and relies on what surveyors are currently doing. It involves (1) ensuring that future research designs consider collecting all the themes most in use and (2) controlling for all the explanations most in use if they can be...
theoretically linked to the research questions and logically implemented in their models and methods.
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