MULTIPlicITIES OF SOME MAXIMAL DOMINANT WEIGHTS OF THE $\widehat{\mathfrak{s}l}(n)$-MODULES $V(k\Lambda_0)$
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Abstract. For $n \geq 2$ consider the affine Lie algebra $\widehat{\mathfrak{s}l}(n)$ with simple roots $\{\alpha_i \mid 0 \leq i \leq n-1\}$. Let $V(k\Lambda_0)$, $k \in \mathbb{Z}_{\geq 1}$ denote the integrable highest weight $\widehat{\mathfrak{s}l}(n)$-module with highest weight $k\Lambda_0$. It is known that there are finitely many maximal dominant weights of $V(k\Lambda_0)$. Using the crystal base realization of $V(k\Lambda_0)$ and lattice path combinatorics we determine the multiplicities of a large set of maximal dominant weights of the form $k\Lambda_0 - \lambda_{a,b}$ where

$$\lambda_{a,b} = \ell \alpha_0 + (\ell - b)\alpha_1 + (\ell - (b + 1))\alpha_2 + \cdots + \alpha_{n-\ell+a+1} + 2\alpha_{n-\ell+a+1} + \cdots + (\ell - a)\alpha_{n-1},$$

and $k \geq a + b$, $a, b \in \mathbb{Z}_{\geq 1}$, $\max\{a, b\} \leq \ell \leq \left\lfloor \frac{n+a+b}{2} \right\rfloor - 1$. We show that these weight multiplicities are given by the number of certain pattern avoiding permutations of $\{1, 2, 3, \ldots, \ell\}$.

1. Introduction

Affine Lie algebras form an important class of infinite dimensional Kac-Moody Lie algebras. The representation theory of affine Lie algebras have applications in many areas of mathematics and physics. Most of these applications arise from integrable representations of affine Lie algebras. For an affine Lie algebra $\mathfrak{g}$ and a dominant integral weight $\lambda$, there is a unique (up to isomorphism) integrable representation of $\mathfrak{g}$ with highest weight $\lambda$. We denote the corresponding $\mathfrak{g}$-module by $V(\lambda)$. Determining the multiplicities of the weights of $V(\lambda)$ is still an open problem. A weight $\mu$ of $V(\lambda)$ is said to be maximal if $\mu + \delta$ is not a weight where $\delta$ is the null root of $\mathfrak{g}$. Maximal weights form a roof-like structure for the set of weights of $V(\lambda)$. Any maximal weight is Weyl group conjugate to a maximal dominant weight. It is known that there are finitely many maximal dominant weights of $V(\lambda)$ [6, Proposition 12.6].

In order to determine multiplicities of all maximal weights it suffices to determine the multiplicities of the maximal dominant weights.

In this paper we focus on the affine Lie algebra $\mathfrak{g} = \widehat{\mathfrak{s}l}(n)$ with simple roots $\{\alpha_i \mid 0 \leq i \leq n-1\}$, simple coroots $\{h_i \mid 0 \leq i \leq n-1\}$, fundamental weights $\{\Lambda_i \mid 0 \leq i \leq n-1\}$. Note that $\Lambda_j(h_i) = \delta_{ij}$ and $\alpha_j(h_i) = a_{ij}$ where $A = (a_{ij})$ is the associated affine Cartan matrix where $a_{ii} = 2$, $a_{i,i+1} = -1 = a_{i+1,i}$, $a_{0,n-1} = -1 = a_{n-1,0}$ and $a_{ij} = 0$ otherwise. The canonical central element and the null root are $c = h_0 + h_1 + \cdots + h_{n-1}$ and $\delta = \ell \alpha_0 + (\ell - b)\alpha_1 + (\ell - (b + 1))\alpha_2 + \cdots + \alpha_{n-\ell+a+1} + 2\alpha_{n-\ell+a+1} + \cdots + (\ell - a)\alpha_{n-1}$, and $k \geq a + b$, $a, b \in \mathbb{Z}_{\geq 1}$, $\max\{a, b\} \leq \ell \leq \left\lfloor \frac{n+a+b}{2} \right\rfloor - 1$. We show that these weight multiplicities are given by the number of certain pattern avoiding permutations of $\{1, 2, 3, \ldots, \ell\}$.
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\(\alpha_0 + \alpha_1 + \ldots + \alpha_{n-1}\) respectively. The free abelian group \(P = \mathbb{Z}\Lambda_0 \oplus \mathbb{Z}\Lambda_1 \oplus \ldots \oplus \mathbb{Z}\Lambda_{n-1} \oplus \mathbb{Z}\delta\) is the weight lattice and \(P^+ = \{\lambda \in P \mid \lambda(h_i) \in \mathbb{Z}_{\geq 0} \text{ for all } i \in I\}\) is the set of dominant integral weights. We consider the integrable highest weight \(\widehat{sl}(n)\)-module \(V(k\Lambda_0)\) with highest weight \(k\Lambda_0, k \in \mathbb{Z}_{\geq 2}\). We denote the set of all maximal weights of \(V(k\Lambda_0)\) by \(\text{max}(k\Lambda_0)\). The explicit forms of the set of maximal dominant weights \(\text{max}(k\Lambda_0) \cap P^+\) are given in [3, Theorem 3.6]. In particular, the weights of the form \(k\Lambda_0 - \lambda_{a,b}^\ell\) where \(\lambda_{a,b}^\ell = \ell\alpha_0 + (\ell - b)\alpha_1 + (\ell - (b + 1))\alpha_2 + \ldots + \alpha_{n-\ell+a} + 2\alpha_{n-\ell+a+1} + \ldots + (\ell - a)\alpha_{n-1}, a, b \in \mathbb{Z}_{\geq 1}, \max\{a, b\} \leq \ell \leq \left\lfloor \frac{a + a + b}{2} \right\rfloor - 1,\) and \(k \geq a + b\), are maximal dominant weights of \(V(k\Lambda_0)\). In [10] Tsuchioka showed that for \(a = 1 = b, k = 2\) the multiplicities of the maximal dominant weights \(2\Lambda_0 - \lambda_{1,1}^\ell\) of \(V(2\Lambda_0)\) are given by certain Catalan numbers which are same as the number of 321-avoiding permutations of \([\ell] = \{1, 2, \ldots, \ell\}\). In [4], using the extended Young diagram realization of the crystal \(B(k\Lambda_0)\) for the \(\widehat{sl}(n)\)-module \(V(k\Lambda_0)\), we proved that the multiplicities of the maximal dominant weights \(k\Lambda_0 - \lambda_{1,1}^\ell\) are given by the \((k + 1)k \cdots 21\) avoiding permutations of \([\ell]\). This result was also obtained in [11] from a different point of view. More recently, Kyu-Hwan Lee and collaborators [7] have given weight multiplicities of level 2 and 3 maximal dominant weights for other classical affine Lie algebras using some new classes of Young tableaux associated with corresponding crystal bases.

In this paper we generalize our results in [4] and determine multiplicities of the maximal dominant weights \(k\Lambda_0 - \lambda_{a,b}^\ell\) in \(V(k\Lambda_0)\). As in [4] we use the extended Young diagram realization of the crystal \(B(k\Lambda_0)\) for the \(\widehat{sl}(n)\)-module \(V(k\Lambda_0)\) which we briefly recall below.

An extended Young diagram \(Y = (y_i)_{i \geq 0}\) of charge 0 is a weakly increasing sequence with integer entries such that \(y_i = 0\) for \(i \gg 0\). Associated with each sequence \(Y = (y_i)_{i \geq 0}\) is a unique diagram in the \(\mathbb{Z}_{\geq 0} \times \mathbb{Z}\) right half lattice. For each element \(y_i\) of the sequence, we draw a column with depth \(-y_i\), aligned so the top of the column is on the line \(y = 0\). We fill in square boxes for all columns from the depth to the line \(y = 0\) and obtain a diagram with a finite number of boxes. We color a box with lower right corner at \((a, b)\) by color \(j\), where \((a + b) \equiv j \pmod{n}\). For simplicity, we refer to color \((n - j)\) by \(-j\). The weight of an extended Young diagram of charge \(i\) is \(\text{wt}(Y) = \Lambda_i - \sum_{j=0}^{n-1} c_j \alpha_j\), where \(c_j\) is the number of boxes of color \(j\) in the diagram. For \(Y = (y_i)_{i \geq 0}\) we denote \(Y\left|n\right. = (y_i + n)_{i \geq 0}\). Thus by definition \(Y\left|n\right.\) is a vertical shift of \(Y\) by \(n\) units.

The weight of a \(k\)-tuple of extended Young diagrams \(\mathbf{Y} = (Y_1, Y_2, \ldots, Y_k)\) of charge 0 is \(\text{wt}(\mathbf{Y}) = \sum_{i=1}^{k} \text{wt}(Y_i)\). Let \(\mathcal{Y}(k\Lambda_0)\) denote the set of all \(k\)-tuples of extended Young diagrams of charge zero. For two extended Young diagrams \(Y = (y_i)_{i \geq 0}\) and \(Y' = (y'_i)_{i \geq 0}\) we say \(Y \subseteq Y'\) if \(y_i \geq y'_i\) for all \(i\) which means \(Y\) is contained in \(Y'\) as a diagram. Note that this containment is transitive. The realization of the crystal \(B(k\Lambda_0)\) for \(V(k\Lambda_0)\) is given in the following theorem.
Theorem 1.1. Let $V(k\Lambda_0)$ be the irreducible $\widehat{sl}(n)$-module of highest weight $k\Lambda_0$ and let $B(k\Lambda_0)$ be its crystal. Then $B(k\Lambda_0) = \{ Y = (Y_1, \ldots, Y_k) \in \mathcal{Y}(k\Lambda_0) \mid Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_k \supseteq Y_1[n], \text{ and for each } i \geq 0, \exists j \geq 1 \text{ s.t. } (Y_{j+1})_i > (Y_j)_{i+1} \}.$

Remark 1.2. Let $B(k\Lambda_0)_{k\Lambda_0 - \lambda_{a,b}^\ell}$ denote the set of $Y \in B(k\Lambda_0)$ such that $\text{wt}(Y) = k\Lambda_0 - \lambda_{a,b}^\ell.$ Then $\text{mult}_{k\Lambda_0}(k\Lambda_0 - \lambda_{a,b}^\ell) = \lvert B(k\Lambda_0)_{k\Lambda_0 - \lambda_{a,b}^\ell} \rvert.$

Our main result is that the multiplicity of $k\Lambda_0 - \lambda_{a,b}^\ell$ in $V(k\Lambda_0)$ equals to the number of $(k+1)k(k-1) \cdots 21$-avoiding permutations of $[\ell]$ in which the subsequence of integers 1 through $a$ is in decreasing order and the first $b$ elements are in decreasing order. To prove this result we use the extended Young diagram realization of the crystal $B(k\Lambda_0)$ to express the multiplicity with the number of ordered pairs of certain lattice paths in Section 2. In Section 3, we show that these lattice paths are in one-to-one correspondence with certain standard Young tableaux, hence the multiplicity can be obtained by counting the number of corresponding pairs of tableaux. Finally in Section 4 we use the well-known RSK correspondence and obtain the desired result.

We thank Kyu-Hwan Lee for some discussion in the early stage of this project where he shared with us some data for the multiplicities in the particular case when $a = 2, b = 1.$

2. Multiplicity and Admissible Sequences of Paths

We consider the colored diagram $Y^\ell$, as in Figure 1(a). This figure is an $\ell \times \ell$ square made up of colored boxes, with color 0 on the diagonal. To form the diagram $Y_{a,b}^\ell$ as in Figure 1(b), we delete the boxes in the bottom $a - 1$ rows to the left of the 0-diagonal and in the rightmost $b - 1$ columns above the 0-diagonal of $Y^\ell.$ We take the upper left corner to be the origin and draw two different types of sequences of $k-1$ lattice paths on the diagram $Y_{a,b}^\ell.$

The first type of sequence, $\{p_{1}^{L},p_{2}^{L},\ldots,p_{k-1}^{L}\}$, is called a sequence of lower paths and begins at $(0,-\ell+a-1)$ and ends $\ell-a$ right ($R$) and up ($U$) moves later on the diagonal of -1 colored boxes (i.e on the line $y = -x-1$). The other type of sequence, $\{p_{1}^{U},p_{2}^{U},\ldots,p_{k-1}^{U}\}$, is called a sequence of upper paths and begins at $(\ell-b+1,0)$ and ends $\ell-b$ down ($D$) and left ($L$) moves later on the diagonal of 1 colored boxes (i.e on the line $y = -x+1$). Both types of paths are drawn in such a way that for each color, the number of colored boxes of a specific color below $p_{i}^{U}$ (resp. $p_{i}^{L}$) is greater than or equal to the number of boxes of that color below $p_{i-1}^{L}$ (resp. $p_{i-1}^{U}$).

For $2 \leq i \leq k-1$, we let $t_{i}^{L}$ be the number of boxes of color $j$ between paths $p_{i-1}^{L}$ and $p_{i}^{L}$ for $j < 0$ and between paths $p_{i-1}^{U}$ and $p_{i}^{U}$ for $j > 0.$ We define $t_{1}^{L}$ (resp. $t_{1}^{U}$) to be the number of boxes of color $j$ below path $p_{1}^{L}$ (resp. above $p_{k-1}^{U}$) for $j < 0$ and below $p_{1}^{U}$ (resp. above $p_{k-1}^{L}$) for $j > 0.$ We define admissible sequences of lower and upper paths as follows which is a generalization of the corresponding notions in [3, Definition 2.1].

Definition 2.1. Let $\{p_{1}^{L},p_{2}^{L},\ldots,p_{k-1}^{L}\}$ (resp. $\{p_{1}^{U},p_{2}^{U},\ldots,p_{k-1}^{U}\}$) be a sequence of lower (resp. upper) paths in $Y_{a,b}^\ell.$ This sequence is an admissible sequence of lower (resp. upper) paths if the following criteria are met.
We associate with each admissible sequence of lower paths a partition
\[ \tau = (t_{-1}^0, t_{-1}^1, t_{-1}^2, \ldots, t_{k-1}^i) \vdash \ell - a \]
and say that the sequence is of type \( \tau \). With each admissible sequence of upper paths we associate a partition
\[ \omega = (t_0^1, t_1^1, t_2^1, \ldots, t_{k-1}^i) \vdash \ell - b \]
and say that the sequence is of type \( \omega \). For a particular \( \tau \) (resp. \( \omega \)), we let \( L_{\alpha}^{\ell:k,\tau} \) (resp. \( U_{b}^{\ell:k,\omega} \)) denote the set of all admissible lower (resp. upper) sequences of type \( \tau \) (resp. \( \omega \)).

Let \( \mu \) be a partition of some integer \( \ell \) with at least \( j \) rows and let \( P_j^{\mu} \) be the set of partitions of \( \ell - j \) such that exactly \( j \) distinct parts of \( \mu \) are decreased by 1. For example, \( P_2^{(3,2,2,1)} = \{(2,2,1,1),(2,2,2),(3,1,1,1),(3,2,1)\} \). For a partition \( \mu \), we let \( l(\mu) \) be the length of \( \mu \), which is the number of parts. Let \( \mu \vdash \ell \), with \( \text{max}\{a,b\} \leq l(\mu) \leq k \)

(a)  
\[
\begin{array}{cccccccc}
0 & 1 & \cdots & \ell-3 & \ell-2 & \ell-1 & -1 & 0 & 1 & 2 \\
-1 & 0 & \cdots & \ell-4 & \ell-3 & \ell-2 & -3 & -2 & -1 & 0 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
3-\ell & 4-\ell & \cdots & 0 & 1 & 2 & 4-3 & 2-3 & 1-2 & -1 \\
2-\ell & 3-\ell & \cdots & -1 & 0 & 1 & 2-1 & 1-2 & 0 & 1 \\
1-\ell & 2-\ell & \cdots & -2 & -1 & 0 & 1 & 0 & 1 & 0 \\
\end{array}
\]

(b)  
\[
\begin{array}{cccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
-1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 \\
-3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 \\
-4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 \\
-5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 \\
-6 & -5 & -4 & -3 & -2 & -1 & 0 & 1 & 0 \\
\end{array}
\]

Figure 1. The colored square \( Y^\ell \) (a) and \( Y_3^{\tau} \) (b)

(1) \( p_1^\ell \) (resp. \( p_1^j \)) does not cross the diagonal \( y = x - (\ell - a + 1) \) (resp. \( y = x - (\ell - b + 1) \))

(2) for \( 2 \leq i \leq k-1 \),
\[
t_i^j \leq \min\left\{ t_{i-1}^j, \ell - |j| - (a - 1) - t_i^j - \sum_{m=1}^{i-1} t_m^j \right\} \quad \text{for } j \leq -1
\]

(resp. \( t_i^j \leq \min\left\{ t_{i-1}^j, \ell - j - (b - 1) - t_1^j - \sum_{m=1}^{i-1} t_m^j \right\} \) for \( j \geq 1 \)) and

(3) for \( 2 \leq i \leq k-1 \),
\[
t_i^j \leq t_i^{j+1} \quad \text{for } j < -1 \quad \text{(resp. } t_i^j \leq t_i^{-1} \text{ for } j > 1 \text{)}
\]
and define $\mathcal{S}^{\ell,k,\mu}_{a,b}$ to be the set of all ordered pairs $(L, U)$, where $L \in L_{a}^{\ell,k,\tau}$ for any $\tau \in P^{a}$ and $U \in U_{b}^{\ell,k,\omega}$ for any $\omega \in P^{b}$.

**Example 2.2.** Let $\mu = (3, 2, 2, 1, 1)$, $\ell = 9$, $a = 3$, $b = 2$, $k = 5$. In Figure 2(a), we have an admissible sequence of lower paths ($L = \{p_{1}, p_{2}^{L}, p_{3}^{L}, p_{4}^{L}\}$) and a table with the moves of each path. Note that $t_{0}^{-1} = 2, t_{1}^{-1} = 1, t_{2}^{-1} = 1, t_{3}^{-1} = 1, t_{4}^{-1} = 1$ and so $L$ is of type $\tau = (2, 1, 1, 1, 1) \in P_{3}^{(3, 2, 2, 2, 1, 1)}$. In Figure 2(b), we have an admissible sequence of upper paths ($U = \{p_{1}^{U}, p_{2}^{U}, p_{3}^{U}, p_{4}^{U}\}$) and the associated table. We see that $t_{0}^{1} = 2, t_{1}^{1} = 2, t_{2}^{1} = 1, t_{3}^{1} = 1, t_{4}^{1} = 1$ and so $U$ is of type $\omega = (2, 2, 1, 1, 1) \in P_{3}^{(3, 2, 2, 2, 1, 1)}$. So $(L, U) \in S^{9,5, (3, 2, 2, 2, 1, 1)}_{3,2}$.

![Figure 2](image)

**Figure 2.** Example of admissible sequences of lower/upper paths

We remark that an admissible sequence of lower paths in $Y_{a,b}^{\ell}$ consists of the first $\ell - a$ moves of each path in an admissible sequence of $k - 1$ paths in the $(\ell - a + 1) \times (\ell - a + 1)$ square (see [3, Definition 4.5] and [4, Definition 2.1]).

**Theorem 2.3.** Let $a, b \geq 1$. For $k \geq a + b$, $\max\{a, b\} \leq \ell \leq \left\lceil\frac{n + a + b}{2}\right\rceil - 1$,

$$\text{mult}_{V(k\Lambda_{0})}(k\Lambda_{0} - \lambda_{a,b}^{\ell}) = \left| \bigcup_{\mu \vdash \ell, \max\{a, b\} \leq \ell(\mu) \leq k} \mathcal{S}^{\ell,k,\mu}_{a,b} \right|.$$
Proof. It is enough to show that the elements in \( \bigcup_{\mu \vdash \ell, \max\{a, b\} \leq l(\mu) \leq k} S_{a, b}^{k, \mu} \) are in one-to-one correspondence with the \( k \)-tuples of extended Young diagrams in \( B(k\Lambda_0)_{k\Lambda_0 - \lambda^{\ell}_{a,b}} \).

Let \( \mu = (\mu_1, \mu_2, \ldots, \mu_k) \vdash \ell, \max\{a, b\} \leq l(\mu) \leq k \), and let \( (L, U) \in S_{a, b}^{k, \mu} \) be comprised of an admissible sequence of lower paths \( L = \{p_1^U, p_2^U, \ldots, p_{k-1}^U\} \) of type \( \tau \in \mathcal{P}_a^{\mu} \) and an admissible sequence of upper paths \( U = \{p_1^L, p_2^L, \ldots, p_{k-1}^L\} \) of type \( \omega \in \mathcal{P}_b^{\mu} \). We construct the \( k \)-tuple \( Y \) of extended Young diagrams as follows. Remove the boxes in \( \mathcal{P}_b^{\mu} \) and \( \mathcal{P}_a^{\mu} \) of color 0, and the boxes of colors \( j \) for all \( j > 0 \) from \( p_1^U \). Since \( \tau \in \mathcal{P}_a^{\mu} \) and \( \omega \in \mathcal{P}_b^{\mu} \), we have \( \mu_1 \geq 0 \) and \( \mu_2 \geq 0 \), and \( \mu_3 \geq 0 \) for all \( \mu_1, \mu_2, \mu_3 \). We continue this process for the boxes between subsequent paths, until the boxes between \( p_k^U \) and \( p_k^L \), \( \mu_k \) boxes of color 0, and the boxes between \( p_{k-1}^U \) and \( p_{k-2}^U \) have been used to form \( Y_k \). Finally, we take the boxes remaining above \( p_{k-1}^U \) and \( p_{k-1}^L \), together with \( \mu_1 \) boxes of color 0, to be \( Y_1 \). As in [3] proof of Theorem 4.9] and because \( \tau \in \mathcal{P}_a^{\mu}, \omega \in \mathcal{P}_b^{\mu} \), each \( Y_i \) is an extended Young diagram and we have \( Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_k \). Note that all diagrams in the tuple \( Y = (Y_1, Y_2, \ldots, Y_k) \) collectively consist of exactly the boxes in \( Y_{a,b}^\ell \) and so \( Y \) has weight \( k\Lambda_0 - \lambda_{a,b}^{\ell} \). Finally, consider \( Y_k \) as a sequence represented by \( Y_k = (y_i^{(k)})_{i \geq 0} \). We write \( Y_{k+1} = Y_1 | n = (y_i^{(1)} + n)_{i \geq 0} \). Since \( n \geq 2\ell + 2 - a - b \) and \( y_i^{(1)} \geq -\ell + a - 1 \) for all \( i \geq 0 \), we have \( y_i^{(1)} + n \geq \ell - b + 1 > 0 \) for all \( i \geq 0 \). Note that by definition \( (Y_k)_i = y_i^{(k)} \leq 0 \) for all \( i \geq 0 \). Hence \( Y_k \supseteq Y_1 | n \) and for all \( i \geq 0 \), \( (Y_{k+1})_i \supseteq (Y_k)_{i+1} \). Therefore, \( Y \in B(k\Lambda_0)_{k\Lambda_0 - \lambda_{a,b}^{\ell}} \).

Now, let \( Y = (Y_1, Y_2, \ldots, Y_k) \in B(k\Lambda_0)_{k\Lambda_0 - \lambda_{a,b}^{\ell}} \). Let \( \mu = (\mu_1, \mu_2, \ldots, \mu_k) \vdash \ell \), where \( \mu_i \) is the number of 0-colored boxes in \( Y_i \). Let \( \tau = (\tau_1, \tau_2, \ldots, \tau_k) \vdash \ell - a \) (resp. \( \omega = (\omega_1, \omega_2, \ldots, \omega_k) \vdash \ell - b \)), where \( \tau_i \) (resp. \( \omega_i \)) is the number of 1-colored (resp. 1-colored) boxes in \( Y_i \). Since each \( Y_i \) is an extended Young diagram, we see that \( \tau \in \mathcal{P}_a^{\mu} \) (resp. \( \omega \in \mathcal{P}_b^{\mu} \)). The weight of \( Y \) is \( k\Lambda_0 - \lambda_{a,b}^{\ell} \) and so we have the appropriate number of boxes in the appropriate colors to fill the diagram \( Y_{a,b}^\ell \) with boxes from \( Y \). To do so, we first place \( Y_1 \) in \( Y_{a,b}^\ell \), using gravity to the upper left corner. Starting at the bottom left and continuing until we reach the 1-diagonal, we draw the path \( p_{k-1}^L \) along the outside edge. Then, starting at the upper right corner of \( Y_1 \), we draw the path \( p_{k-2}^U \) down and left along the outside edge until we reach the 1-diagonal. Because \( Y_1 \) is a Young diagram, both of these paths are lattice paths. Now, we take the boxes in \( Y_k \) and place them in \( Y_{a,b}^\ell \), again with gravity to the upper left corner. We draw paths \( p_{k-2}^L \) and \( p_{k-2}^U \) along the outside edge from the bottom left to the -1-diagonal and from the upper right to \( \ell \)-diagonal, respectively. Because \( Y_1 \) and \( Y_k \) are extended Young diagrams, these paths must be lattice paths. Next, we take the boxes in \( Y_{k-2} \) and draw \( p_{k-3}^L \) and \( p_{k-3}^U \). We continue in this manner until we add in the final boxes of \( Y_2 \) and insert the \( \ell \) boxes of color 0 to completely fill in the diagram \( Y_{a,b}^\ell \). Let \( L \) and \( U \) be the sequences of lower and upper paths. As in [3] proof of Theorem 4.9], since each \( Y_i \) is an extended Young diagram, Definition 2.1(3) is satisfied for \( L, U \). In
addition, since $Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_k$, we see that Definition 2.1(1) and Definition 2.1(2) are satisfied. Thus $L \in L_a^{\ell,k,\tau}$ for $\tau \in P^\mu_a$, $U \in L_b^{\ell,k,\omega}$ for $\omega \in P^\mu_b$, and $(L, U) \in S_{a,b}^{\ell,k,\mu}$.

**Example 2.4.** We associate the element $(L, U)$ of $S_{3,2}^{0,5,(3,2,2,1,1)}$ in Example 2.2 with the 5-tuple of extended Young diagrams in Figure 3.

![Figure 3. Element of $B(5\Lambda_0)_{5\Lambda_0-\lambda^9_{3,2}}$](image)

3. **Admissible Sequences of Paths and Standard Young Tableaux**

In this section, we relate the sequences of paths to standard Young tableaux, leading to a formula for the multiplicity of the weights $k \Lambda_0 - \lambda^\ell_{a,b}$. For a partition $\mu$, we let $T^\mu$ be the set of all standard Young tableaux of shape $\mu$. We denote $l(\mu)$ to be the number of parts of $\mu$.

For $\max\{a, b\} \leq \ell \leq \left\lceil \frac{n+\max\{a, b\}}{2} \right\rceil - 1$ let $\tau$ be a partition of $\ell - a$ with $\max\{a, b\} \leq l(\tau) \leq k$. Similar to [4, Section 2], we define a map $f: T^\tau \to L_a^{\ell,k,\tau}$ as follows. Let $X \in T^\tau$ and consider the diagram $Y_a^{\ell,k,\tau}$. We draw a sequence of lower paths $f(X)$ with right $(R)$ and up $(U)$ moves as follows. For $1 \leq i \leq k - 1$, $1 \leq j \leq \ell - a$, let $m_{i,j}$ denote the $j$th move in $p_i^\ell$. Then we define

$$m_{i,j} = \begin{cases} 
U, & \text{if } j \text{ is in row 2 through } (i+1) \text{ of } X \\
R, & \text{otherwise}
\end{cases}$$

Next, we define a map $g: L_a^{\ell,k,\tau} \to T^\tau$ as follows. For $L = \{p_1^\ell, p_2^\ell, \ldots, p_{k-1}^\ell\} \in L_a^{\ell,k,\tau}$, define $g(L)$ by first drawing a Young diagram $X$ with shape $\tau = (t_0^{-1}, t_1^{-1}, \ldots, t_{k-1}^{-1})$. Now we fill in the boxes of $X$ with numbers $1, 2, \ldots, \ell - a$ by first traversing the first $\ell - a$ moves from $(\ell - a + 1, 0)$ to the $-1$-diagonal in each path $p_1^\ell, p_2^\ell, \ldots, p_{k-1}^\ell$ in order. If the $j$th move $m_{i,j} = R$ for all $1 \leq i \leq k - 1$, then we place the number $j$ in the leftmost available box in the first row of $X$. If $m_{i,j} = U$ for any $1 \leq i \leq k - 1$, then choose $s$ to be the smallest integer such that $m_{s,j} = U$. In such case, we place the number $j$ in the leftmost available box in row $s + 1$ of $X$. 


Replacing $\ell$ by $\ell - a$ in the definition of admissible sequence of paths and using the same argument in the proof of [1] Theorem 2.3, $f(X) \in L^\ell_{\alpha,\tau}$, $g(L) \in T^\tau$ and these functions are inverses of each other. Thus, the following lemma holds.

**Lemma 3.1.** For $\max\{a, b\} \leq \ell \leq \left\lfloor \frac{n + a + b}{2} \right\rfloor - 1$ let $\tau$ be a partition of $\ell - a$ with $\max\{a, b\} \leq l(\tau) \leq k$. Then $|T^\tau| = |L^\ell_{\alpha,\tau}|$.

By a similar argument, replacing right moves with down moves and up moves with left moves, the following lemma holds for upper paths.

**Lemma 3.2.** For $\max\{a, b\} \leq \ell \leq \left\lfloor \frac{n + a + b}{2} \right\rfloor - 1$ let $\omega$ be a partition of $\ell - b$ with $\max\{a, b\} \leq l(\omega) \leq k$. Then $|T^\omega| = |U^\ell_{\beta,\omega}|$.

**Example 3.3.** Let $k = 4$, $\ell = 10$, $a = 3$, $b = 1$. We begin with the standard Young tableau in Figure 4(a) and applying $f$, we list the moves in $p^f_1, p^f_2, p^f_3$ in Figure 4(b) and draw them in Figure 4(c).

![Example of the map $f$](image)

**Example 3.4.** Applying $g$ to $L$ in Example 2.2(a), we see that $L$ corresponds to the standard Young tableau in Figure 5(a). Similarly, $U$ from Example 2.2(b) corresponds with the standard Young tableau in Figure 5(b).

In the following theorems, we note that the multiplicity of $kA_\alpha - \lambda^\ell_{\alpha,b}$ can be given by the number of ordered pairs of certain standard Young tableaux and hence we obtain a formula for its multiplicity.
Theorem 3.5. Let \( k \geq a + b, \max\{a, b\} \leq \ell \leq \left\lfloor \frac{n + a + b}{2} \right\rfloor - 1 \). Then we have

\[
mult_{\mathcal{V}(k\Lambda_0)}(k\Lambda_0 - \lambda_\ell^{a,b}) = \left| \bigcup_{\mu \vdash \ell, \max\{a, b\} \leq l(\mu) \leq k} \left( \bigcup_{V \in T^\tau(\tau \in P_\mu^a), W \in T^\omega(\omega \in P_\mu^b)} (V, W) \right) \right|.
\]

Proof. For \( \mu \vdash \ell, \max\{a, b\} \leq l(\mu) \leq k \), recall that \( S_{a,b}^{\ell,k,\mu} \) is the set of all \((L, U)\), where \( L \in L_{a}^{\ell,k,\tau} \) for some \( \tau \in P_\mu^a \) and \( U \in U_{b}^{\ell,k,\omega} \) for \( \omega \in P_\mu^b \). By Lemma 3.1 and Lemma 3.2 each such ordered pair \((L, U)\) is in one-to-one correspondence with an ordered pair \((V, W)\) of standard Young tableau where \( V \in T^\tau \) for some \( \tau \in P_\mu^a \) and \( W \in T^\omega \) for some \( \omega \in P_\mu^b \).

By Theorem 2.3 the number of such ordered pairs gives the multiplicity of \( k\Lambda_0 - \lambda_\ell^{a,b} \).

Example 3.7. Consider the weight \( 5\Lambda_0 - \lambda_6^{3,1} \) in \( \mathcal{V}(5\Lambda_0) \). There are six partitions of \( \ell = 6 \) with between 3 and 5 parts: \((2, 2, 2), (3, 2, 1), (4, 1, 1), (2, 2, 1, 1), (3, 1, 1, 1), (2, 1, 1, 1, 1)\). Consider, for example, \((2, 2, 1, 1)\). Then
$P^{(2,1,1),1}_3 = \{(2,1),(1,1,1)\}$ and $P^{(2,2,1,1),1}_1 = \{(2,1,1,1),(2,2,1)\}$. Using the hook-length formula, we calculate $f^{(2,1)} = 2$, $f^{(1,1,1)} = 1$, $f^{(2,1,1,1)} = 5$ and so \( (\sum_{\tau \in P^{(2,2,1,1),1}_1} f^\tau) \cdot (\sum_{\omega \in P^{(2,2,1,1),1}_1} f^{\omega}) = 3 \cdot 9 = 27 \). We do the same for the other partitions of \( \ell = 6 \) and obtain:

\[ \text{mult}_{V(5\Lambda_0)}(5\Lambda_0 - \lambda^{6}_{3,1}) = (1)(5) + (2)(5+6+5) + (1)(6+4) + (2+1)(4+5) + (1+2)(4+6) + (1+2)(1+4) = 119 \]

4. Multiplicity and Avoiding Permutations

In this section, we will show that the multiplicity of the weights $k\Lambda_0 - \lambda^{\ell}_{a,b}$ can be counted by certain avoiding permutations.

First, for completeness we recall a sliding operation developed by Schützenberger. This procedure is often called the jeu de taquin, after a game with sliding pieces (c.f. [2]). We begin with a skew Young tableau, say $\mu \setminus \lambda$. An inside corner is a box in the deleted diagram ($\lambda$) such that the boxes immediately to its right and below it are not in the deleted diagram. An outside corner is a box in the portion of the diagram that has not been deleted that does not have a box below it or to its right. The procedure is to take an inside corner (called a hole) and look at the neighbors immediately to the right of the hole and immediately below the hole. We slide whichever is smaller into the hole, thus moving the hole. If there is only one right or below neighbor, we slide that box into the hole. For the new position of the hole, we again look at neighbors to the right and below and slide accordingly until we are at an outside corner, at which time we consider the hole to be removed. Once this sliding procedure is performed for each inside corner, the result is known to be a tableau, called the rectification of the skew diagram. The rectification of a skew diagram into a tableau is known to be reversible (c.f. [2]), given that we know which boxes were removed and from which outside corner.

**Example 4.1.** We show the rectification of

\[
\begin{array}{cccc}
1 & 3 & 6 & 9 \\
2 & 4 & 8 & \\
5 & 7 & 10 & \\
\end{array}
\]

in Figure 6. After the rectification is complete, we subtract two from each entry to obtain a standard Young tableau with 10-2 = 8 boxes (shown in last step). Observe that the box that contained a 2 in the deleted diagram is removed in row 3 and the box that contained a 1 in the deleted diagram is removed from row 2.

Let $\mu \vdash \ell$, with $l(\mu) > a$ and define $Q^{\mu}_a$ be the set of standard Young tableau of shape $\mu$ such that the first column includes entries 1 through $a$. For $M \in Q^{\mu}_a$, remove the boxes with entries 1 through $a$, and perform the process of rectification. Because all the boxes in the deleted diagram are in the first column, we will remove the holes from bottom to top. The process ensures that each hole is removed from a row higher than the previous box was removed. We subtract $a$ from each box in the rectification and obtain a standard Young tableau in $T^\tau$ for some $\tau \in P^{\mu}_a$. Since we can compare $\tau$ and $\mu$ to see which rows had boxes removed, the process is reversible. Hence using Theorem 3.5, we obtain the following result.
MULTIPLECTIES OF SOME MAXIMAL DOMINANT WEIGHTS OF THE $\hat{s\ell}(n)$-MODULES $V(k\Lambda_0)$

Theorem 4.2. Let $k \geq a + b$, $\max\{a, b\} \leq \ell \leq \left\lfloor \frac{a + b}{2} \right\rfloor$. Then we have

$$\text{mult}_{V(k\Lambda_0)}(k\Lambda_0 - \lambda_{a,b}^\ell) = \left| \bigcup_{\mu \models \ell, \max\{a, b\} \leq l(\mu) \leq k} \left( \bigcup_{M \in Q_\mu, N \in Q_\mu^b} (M, N) \right) \right|.$$ 

Example 4.3. Let $a = 3, b = 2, \ell = 9, k = 5, \mu = (3, 2, 2, 1, 1)$. In Figure 7(a), we begin with an element of $Q_3^{(3,2,2,1,1)}$, remove the tableau with entries 1, 2, and 3, and finally give the rectification of the diagram. Each box is removed from a different row and the resulting diagram has shape $\tau = (2, 1, 1, 1, 1) \in P_3^{(3,2,2,1,1)}$. Notice that when we subtract $a = 3$ from each entry, we obtain the standard Young tableau in Figure 5(a) of Example 3.4. Similarly, in Figure 7(b), we take an element in $Q_2^{(3,2,2,1,1)}$, remove the tableau with entries 1 and 2, and give the rectification of the diagram. Each box is removed from a different row and the resulting diagram has shape $\omega = (2, 2, 1, 1, 1) \in P_2^{(3,2,2,1,1)}$. When we subtract $b = 2$ from each entry, we obtain the standard Young tableau in Figure 5(b) of Example 3.4.

Figure 6. Example of rectification.

Figure 7. Example of correspondence from rectification

To give a count of multiplicities in terms of avoiding permutations, we need to use the well-known RSK correspondence (c.f. [9]), which associates each permutation of $[\ell] = \{1, 2, \ldots, \ell\}$ with an ordered pair $(M, N)$ of standard...
Young tableaux of the same shape and $\ell$ boxes. This correspondence works as follows. We begin with a permutation $w = w_1 w_2 \cdots w_\ell$ of $[\ell]$ and an ordered pair of empty standard Young tableaux, $(M = \emptyset, N = \emptyset)$. First, we set $(M = \begin{array}{c} w_1 \\hline N = 1 \end{array})$. Then we insert $w_2, w_3, \ldots, w_\ell$ in order into $M$ (and $N$) using Schensted’s insertion algorithm (see [8], [9]), as follows. At each step, we insert $w_i$ into the first row of $M$ in the spot it should go in increasing order, either replacing a box with a larger entry (say $w_j$) or appearing at the end of the row. If a box was replaced, that box $(w_j)$ moves to the next row where it belongs in increasing order and either replaces a box or appears at the end of a row. For each $w_i$, this process continues until some box is added to the end of a row. At each step, as the insertion algorithm is completed for each $w_i$, a box with entry $i$ is added to $N$ in the position for which the new box was added to $M$. It is known that $M$ and $N$ are standard Young tableau of the same shape and that given $(M, N)$, we can recover $w$ [8], Lemma 3].

A $(k+1)k \ldots 21$-avoiding permutation of $[\ell]$ is a permutation with no decreasing subsequence of length $k+1$. It is known that using the RSK correspondence (c.f. [9], Corollary 7.23.12) the number of ordered pairs of standard Young tableaux with the same shape $\mu \vdash \ell$ and less than or equal to $k$ rows is the same as the number of $(k+1)k(k-1) \cdots 21$-avoiding permutations of $[\ell]$.

**Theorem 4.4.** For $k \geq a + b, \max\{a, b\} \leq \ell \leq \left\lfloor \frac{n+b+k}{2} \right\rfloor -1$, the multiplicity of the weight $k\Lambda_0 - \lambda_{a,b}^{\ell}$ in $V(k\Lambda_0)$ is equal to the number of $(k+1)k(k-1) \cdots 21$-avoiding permutations of $[\ell] = \{1, 2, \ldots, \ell\}$ in which the subsequence of integers 1 through $a$ is in decreasing order and the first $b$ elements are in decreasing order.

**Proof.** Let $w = w_1w_2 \cdots w_\ell$ be a $(k+1)k(k-1) \cdots 21$-avoiding permutation of $[\ell]$ such that the subsequence of integers 1 through $a$ is in decreasing order and $w_1 > w_2 > \ldots > w_b$. Applying the RSK correspondence we obtain a pair of Young tableaux $(M, N)$ of shape $\mu \vdash \ell$ with less than or equal to $k$ rows in each.

Observe that since $1, 2, \ldots, a$ occur in decreasing order in the permutation $w$, these entries will be inserted in decreasing order into $M$ via Schensted’s algorithm. When each entry $a, a-1, \ldots, 1$ is inserted into $M$, it will be the smallest entry inserted so far. Thus, will be inserted into the first row and first column of $M$. So, at its insertion, $a$ will be in the first row and first column of $M$. Then at the step when $a-1$ is inserted, $a-1$ will replace $a$ in this position, pushing $a$ to the second row; since $a$ is smaller than all entries in the second row, $a$ will be inserted in its first column. Subsequently, at the step when $a-2$ is inserted into $M$, $a-2$ will replace $a-1$ in the first row, which will replace $a$ in the second row, which will move to the first column of the third row. Continuing in this manner, the entries 1 through $a$ will appear in the first column of $M$. Thus $M \in Q_a^\mu$.

Now we consider the first $b$ entries of $w$: $w_1 > w_2 > \ldots > w_b$. At the conclusion of the first step of Schensted’s algorithm, $(M, N)$ will be equal to $(M = \begin{array}{c} w_1 \\hline 1 \end{array})$. At the second step, $w_2$ will be inserted. Since $w_2 < w_1$, $w_2$ will push $w_1$ down to the first column of the second row of $M$. Subsequently, $N$ will have a box with 2 added to the first column of the second row. Next, $w_3$ will push down $w_2$ and $w_1$ and add a box with a 3 to the first column of
the third row of \( N \). Continuing in this manner, at the conclusion of the insertion of \( w_b \), the \( b \)th step of Schensted’s algorithm, \((M, N)\) will be as in Figure 8. As the remainder of the permutation is inserted \( (w_{b+1} \) through \( w_\ell)\), the entries \( w_1, w_2, \ldots, w_b \) may not remain in the first column of \( M \). However, since \( N \) just has boxes added to it and not shifted, the entries 1 through \( b \) will remain in order in the first column. Thus, at the conclusion of Schensted’s algorithm, \( N \) will be an element of \( Q^\mu_b \). Therefore, by Theorem 4.2 the result holds.

\[
\begin{pmatrix}
w_b & 1 \\
w_{b-1} & 2 \\
\vdots & \vdots \\
w_1 & b
\end{pmatrix}
\]

**Figure 8.** \((M, N)\) after \( w_b \) inserted

\[
\square
\]

**Example 4.5.** Let \( w = 329861754 \). Note that \( w \) is a permutation of \([9]\) with no decreasing subsequence of length 6, the numbers 1, 2, and 3 in decreasing order, and the first two values in decreasing order. We show that \( w \) corresponds to \((M, N)\) in the RSK correspondence.

\[
\begin{align*}
M : \emptyset \rightarrow & \begin{pmatrix} 3 \end{pmatrix} \rightarrow \begin{pmatrix} 2 & 3 \\ 3 & 3 \end{pmatrix} \rightarrow \begin{pmatrix} 2 & 9 \\ 8 & 3 \\ 9 & 9 \end{pmatrix} \rightarrow \begin{pmatrix} 2 & 6 \\ 8 & 3 \\ 8 & 3 \\ 9 & 9 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 6 \\ 6 & 8 \\ 8 & 3 \\ 3 & 8 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 5 \\ 5 & 7 \\ 7 & 2 \\ 2 & 5 \end{pmatrix} \\
N : \emptyset \rightarrow & \begin{pmatrix} 1 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 2 \\ 2 & 2 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \\ 4 & 5 \\ 5 & 6 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \\ 4 & 5 \\ 5 & 6 \\ 6 & 6 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \\ 4 & 5 \\ 5 & 6 \\ 6 & 6 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \\ 4 & 5 \\ 5 & 8 \\ 8 & 6 \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 3 \\ 3 & 2 \\ 2 & 4 \\ 4 & 5 \\ 5 & 8 \\ 8 & 6 \\ 6 & 9 \end{pmatrix}
\end{align*}
\]

**Figure 9.** RSK correspondence with \( w = 329861754 \)
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