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ABSTRACT
In this paper, we introduce the limit, unique solution of the nonlinear equations, geodesic property, tolerance relations and pinch on the spectral geometric mean for two positive definite operators. We show that the spectral geometric mean is a geodesic with respect to some semi-metric. We also prove that the tolerance relation on determinant one matrices can be characterized by the spectral geometric mean. Moreover, two positive tuples can be pinched by the spectral geometric mean.

1. Introduction

Averaging operations have been studied a lot in matrix theory and operators. Many notions of means of positive definite matrices have been posed and studied extensively. The metric geometric mean of two positive definite matrices $A$ and $B$ is defined as

$$A \# B := A^{1/2}(A^{-1/2}BA^{-1/2})^{1/2}A^{1/2},$$

which was first introduced by Pusz and Woronowicz [1] in 1975 and further studied by Kubo and Ando [2] in the 1970s. Since then, it has attracted a great deal of attention in the past several decades. Though the definition looks awkward, it is indeed a natural generalization of the classical geometric mean $\sqrt{ab}$ of two positive numbers $a$, $b$ [3]. Later, Kubo and Ando [2] established the metric geometric mean of positive definite operators, and then many properties and applications including the operator inequality have been developed.

Based on the metric geometric mean, the spectral geometric mean of two positive definite matrices $A$, $B$ was introduced by Fiedler and Pták [4]

$$A \hat{\#} B := (A^{-1} \# B)^{1/2}A(A^{-1} \# B)^{1/2}.$$

They named it the spectral geometric mean because the square of $A \hat{\#} B$ is similar to $AB$, which means that the eigenvalues of their spectral mean are the positive square roots of
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the corresponding eigenvalues of $AB$ [4, Theorem 3.2 and Remark 3.4]. As the spectral geometric mean is defined in terms of the metric geometric mean, it possesses some important properties of the metric geometric mean, which have been studied before in Refs. [5–8]. However, unlike the metric geometric mean, not many results have been obtained on the spectral geometric mean. Thus, this paper aims to obtain new results on the spectral geometric mean and its extension, namely, the weighted spectral geometric mean.

The structure of this article is organized as follows. We recall the fundamental properties of the weighted spectral geometric mean and also provide a new proof of Lie–Trotter–Kato formula for the weighted spectral geometric mean in Section 2. In Section 3, we study the weighted spectral geometric mean obtained as the unique solution of a nonlinear equation. In Section 4, we prove that the weighted spectral geometric mean is a geodesic with respect to the semi-metric $d(A, B) = 2\| \log(A^{-1}B)\|$ and give the counterexample to the convexity. In Section 5, we construct the equivalent conditions that $A$ and $B$ have two kinds of tolerance relations. We also prove in Section 6 that one positive $n$-tuple can be obtained by at most $n$ spectral pinches consecutively from another positive $n$-tuple if the log-majorization relation exists.

2. Spectral geometric mean

Let $B(\mathcal{H})$ be the Banach space of all bounded linear operators on a Hilbert space $\mathcal{H}$ with inner product $\langle \cdot, \cdot \rangle$, and let $S(\mathcal{H}) \subset B(\mathcal{H})$ be the closed subspace of all self-adjoint linear operators. We say that $A \in S(\mathcal{H})$ is positive semi-definite (positive definite) if $\langle x, Ax \rangle \geq (>) 0$ for all (non-zero, respectively) vectors $x \in \mathcal{H}$. We denote as $\mathbb{P} \subset S(\mathcal{H})$ the open convex cone of all positive definite operators. The general linear group $GL$ of all invertible operators transitively acts on $\mathbb{P}$ via congruence transformation. On the finite-dimensional setting $\mathcal{H} = \mathbb{C}^m$, we write as $\mathbb{P}_m$ the open convex cone of all $m \times m$ positive definite matrices.

The weighted spectral geometric mean of $A, B \in \mathbb{P}$ is a curve defined by

$$t \in \mathbb{R} \mapsto A_{\frac{t}{2}}B := (A^{-1}B)^t (A^{-1}B)^t.$$

Note that $A_{\frac{0}{2}}B = A$ and $A_{\frac{1}{2}}B = B$. We simply write as $A_{\frac{1}{2}}B = A_{\frac{1}{2}}B$.

We list fundamental properties of the weighted spectral geometric mean.

Lemma 2.1 ([9]): Let $A, B \in \mathbb{P}$ and $s, t, u \in \mathbb{R}$.

1. $A_{\frac{1}{2}}B = A^{1-t}B^t$ if $A$ and $B$ commute.
2. $(aA)_{\frac{1}{2}}(bB) = a^{1-t}b^t (A_{\frac{1}{2}}B)$ for any $a, b > 0$.
3. $U^* (A_{\frac{1}{2}}B)U = (U^* AU)_{\frac{1}{2}} (U^* BU)$ for any unitary operator $U$.
4. $A_{1-t}B = B_{1-t}A$.
5. $(A_{\frac{1}{2}}B)_{\frac{1}{2}}(A_{\frac{1}{2}}B) = A_{\frac{1}{2}}(1-t)s+tB$.
6. $(A_{\frac{1}{2}}B)^{-1} = A^{-1}_{\frac{1}{2}}B^{-1}$.

Remark 2.2: By Kim and Lee [5, Proposition 2.3], the boundedness of the weighted spectral geometric mean for Loewner order has been shown as

$$2^{1+t}(A + B^{-1})^{-t} - A^{-1} \leq A_{\frac{1}{2}}B \leq [2^{1+t}(A^{-1} + B)^{-t} - A]^{-1}$$ (1)
for any $A, B \in \mathbb{P}_m$ and $t \in (0, 1)$. Using (1), we provide another proof of Lie–Trotter–Kato formula for the weighted spectral geometric mean:

$$\lim_{s \to 0} (A^{s \log B})^{1/s} = \exp((1 - t) \log A + t \log B). \quad (2)$$

Without loss of generality, assume that $A, B \geq \alpha I$ for some $0 < \alpha < 1$. For any $s > 0$ by (1)

$$2^{1+t}(A^s + B^{-s})^{-t} - A^{-s} \leq A^{s \log B} \leq [2^{1+t}(A^{-s} + B^s)^{-1} - A^{-s}]^{-1}.\quad \text{(2)}$$

Set $f(s) := 2^{1+t}(A^s + B^{-s})^{-t} - A^{-s}$ on the interval

$$I_s : 0 < s < \min \left\{ t, \frac{1}{-1 + \log_2(\alpha^{t-1} + \alpha^{-t-1})} \right\}.\quad \text{(3)}$$

Since $\alpha^{t-1} + \alpha^{-t-1} \geq 2\alpha^{-1} > 2$ by the arithmetic-geometric mean inequality, we have

$$\log_2(\alpha^{t-1} + \alpha^{-t-1}) > 1.\quad \text{(4)}$$

Thus, $f(s)$ is positive definite for any $s \in I_s$. Since

$$f'(s) = 2^{1+t}(-t)(A^s + B^{-s})^{-1}(A^s \log A - B^{-s} \log B) + A^{-s} \log A,$$

we can see by matrix calculus that

$$\lim_{s \to 0} \frac{\ln f(s)^{1/s}}{s} = \lim_{s \to 0} \ln \frac{f(s)}{s} = f'(0) = -t(\log A - \log B) + \log A = (1 - t) \log A + t \log B.$$

Hence, $\lim_{s \to 0} f(s)^{1/s} = \exp((1 - t) \log A + t \log B)$. Similarly, we can obtain

$$\lim_{s \to 0} [2^{1+t}(A^{-s} + B^s)^{-1} - A^{-s}]^{-1/s} = \exp((1 - t) \log A + t \log B).$$

Thus, we conclude (2).
3. Unique solution of nonlinear equations

From the Riccati lemma: the metric geometric mean $A \# B$ is the unique positive definite solution $X \in \mathbb{P}$ of the Riccati equation $XA^{-1}X = B$, we obtain the following proposition.

**Proposition 3.1:** Let $A, B \in \mathbb{P}$ and $t \in \mathbb{R}$. Then $A^*_{t}B$ is the unique positive definite solution $X \in \mathbb{P}$ of the equation

$$A^{-1}X = (A^{-1}B)^t.$$ 

**Theorem 3.2:** For non-zero $t \in \mathbb{R}$, let $G_t : \mathbb{P} \times \mathbb{P} \to \mathbb{P}$ be a map satisfying $G_t(A, A) = A$ for all $A \in \mathbb{P}$ and

$$G_t(A, B) = I \implies B = A^{1-(1/t)}$$

for any $A, B \in \mathbb{P}$. (3)

Then $A^{*}_{t}B$, for $A, B \in \mathbb{P}$, is the unique solution $X \in \mathbb{P}$ of the equation

$$G_t(A#X^{-1}, B#X^{-1}) = I.$$ 

**Proof:** Set $U = A#X^{-1}$ and $V = B#X^{-1}$ for $X \in \mathbb{P}$. Then $U, V \in \mathbb{P}$ and $G_t(U, V) = I$, so by (3)

$$V = U^{1-(1/t)}.$$ 

Since $X = U^{-1}AU^{-1} = V^{-1}BV^{-1}$ by the Riccati Lemma, we have

$$A = UV^{-1}BV^{-1}U = U^{1/t}BU^{1/t}.$$ 

Again by the Riccati Lemma $U^{1/t} = A#B^{-1}$, and hence, by self-duality of the metric geometric mean: $(A#B)^{-1} = A^{-1}#B^{-1}$

$$X = U^{-1}AU^{-1} = (A#B^{-1})^{-t}A(A#B^{-1})^{-t} = (A^{-1}#B)^tA(A^{-1}#B)^t = A^{*}_{t}B.$$ 

This completes the proof. 

**Remark 3.3:** A two-variable mean on a set $X$ is a binary operation $G : X \times X \to X$ satisfying the idempotency: $G(x, x) = x$ for all $x \in X$. There are numerous examples of two-variable means on the open cone $\mathbb{P}$ satisfying the idempotency and (3), such as the metric geometric mean and spectral geometric mean.

The following shows that a unique solution for the system of equations is given by a pair of metric geometric mean and the spectral geometric mean.

**Theorem 3.4:** For any $A, B \in \mathbb{P}$ and $t \in \mathbb{R}$

$$\begin{align*}
A &= X^{-t}YX^{-t} \\
B &= X^{1-t}YX^{1-t}
\end{align*}$$

has a unique solution $(X, Y) = (A^{-1}#B, A^{*}_{t}B)$.

**Proof:** By (1) $Y = X^tAX^t$, and then (2) reduces to $B = XAX$. By the Riccati lemma $X = A^{-1}#B$, so

$$Y = (A^{-1}#B)^tA(A^{-1}#B)^t = A^{*}_{t}B.$$ 

□
4. Geodesic property

A curve \( \gamma : I \to X \) from an interval \( I \) to the metric space \( (X, d) \) is called a geodesic if there exists a constant \( c \geq 0 \) such that for any \( t \in I \) there is a neighbourhood \( J \) containing \( t \) such that

\[
d(\gamma(t_1), \gamma(t_2)) = c|t_1 - t_2|
\]

for any \( t_1, t_2 \in J \). This is a generalized notion of the geodesic in Riemannian manifold. If the above equality with \( c = 1 \) holds for any \( t_1, t_2 \in I \), the geodesic is called a minimizing geodesic or shortest path. The arc length of a minimizing geodesic between two points defines a distance function for any Riemannian manifold, which makes it into a metric space.

We consider the map \( d : \mathbb{P} \times \mathbb{P} \to [0, \infty) \) given by

\[
d(A, B) = 2\| \log(A^{-1}B) \|
\]

where \( \| \cdot \| \) denotes the operator norm. From Ref. [11, Lemma 2], it is a semi-metric: it satisfies the axioms of metric except the triangle inequality. Furthermore, it is invariant under the homogeneity, inversion and unitary congruence transformation.

**Theorem 4.1:** The weighted spectral geometric mean is a geodesic for the semi-metric \( d \), that is, for any \( s, t \in \mathbb{R} \)

\[
d(A^\sharp_s B, A^\sharp_t B) = |s - t|d(A, B).
\]

**Proof:** When \( s = 1 \)

\[
d(A^\sharp_1 B, A^\sharp_t B) = d(B, B^\sharp_{1-t}A) = 2\| \log(B^{-1}\#(B^\sharp_{1-t}A)) \|
\]

\[
= 2\| \log(B^{-1}\#A)^{1-t} \| = |1 - t|d(A, B).
\]

The first equality follows from Lemma 2.1 (4), and the third equality follows from Proposition 3.1.

Let \( s \neq 1 \). Then one can write \( A^\sharp_t B = (A^\sharp_s B)^{\sharp_{(t-s)/(1-s)}} B \) by Lemma 2.1 (5). Then

\[
d(A^\sharp_s B, A^\sharp_t B) = d(A^\sharp_s B, (A^\sharp_s B)^{\sharp_{(t-s)/(1-s)}} B)
\]

\[
= 2\| \log[(A^\sharp_s B)^{-1}\#B]^{(t-s)/(1-s)} \|
\]

\[
= 2\left| \frac{t-s}{1-s} \right| \cdot \| \log[(A^\sharp_s B)^{-1}\#B] \|
\]

\[
= \left| \frac{t-s}{1-s} \right| d(A^\sharp_s B, B)
\]

\[
= \left| \frac{t-s}{1-s} \right| \cdot |1 - s|d(A, B) = |t - s|d(A, B).
\]

The second equality follows from Proposition 3.1, and the fifth equality follows from the preceding argument. \( \blacksquare \)
Remark 4.2: The weighted metric geometric mean satisfies the convexity for the Thompson metric:

\[ d_T(A \#_t B, A \#_t C) \leq t d_T(B, C) \]

for \( A, B, C \in \mathbb{P} \) and \( t \in [0, 1] \), where \( d_T(A, B) = \| \log A^{-1/2}BA^{-1/2} \| \) denotes the Thompson metric. It gives a generalized convexity

\[ d_T(A \#_s B, C \#_t D) \leq (1 - s)d_T(A, C) + sd_T(B, D) + |s - t|d_T(C, D) \]

for \( s, t \in [0, 1] \) and plays a very important role to the extension of the two-variable geometric mean to multi-variable geometric means, such as Ando–Li–Mathias mean [12], Bini–Meini–Poloni mean [13] and Cartan mean [14, 15].

Unfortunately, the weighted spectral geometric mean does not satisfy the convexity for the semi-metric \( d \). In other words,

\[ d(A \#_t B, A \#_t C) \leq td(B, C) \]

does not always hold for \( A, B, C \in \mathbb{P} \) and \( t \in [0, 1] \). For a counterexample, let

\[
A = \begin{pmatrix} 12.9638 & 8.0820 \\ 8.0820 & 10.9249 \end{pmatrix}, \quad B = \begin{pmatrix} 11.3531 & 9.1847 \\ 9.1847 & 11.9930 \end{pmatrix},
\]
\[
C = \begin{pmatrix} 21.8929 & -10.7568 \\ -10.7568 & 39.9958 \end{pmatrix}.
\]

Using MATLAB, we can get \( d(A \#_{1/3} B, A \#_{1/3} C) \approx 0.9328 \) and \( (1/3)d(B, C) \approx 0.9266 \).

For the uniqueness of a minimal geodesic for the Thompson metric on \( \mathbb{P}_2 \), we have from Ref. [16, Lemma 2.4]

\[ A \#_t B = L_{1-t}(\lambda)A + L_t(\lambda)B \quad (4) \]

for any \( A, B \in \mathbb{P}_2 \) and \( t \in [0, 1] \), where \( \lambda \) is an eigenvalue of \( AB^{-1} \) and

\[ L_t(\lambda) = \begin{cases} \lambda^t - \lambda^{-t} & \lambda \neq 1; \\ t & \lambda = 1. \end{cases} \]

The formula (4) is a generalization of the consequence in Ref. [3, Proposition 4.1.12]

\[ A \# B = \frac{A + B}{\sqrt{\det(A + B)}} \]

for any \( A, B \in \mathbb{P}_2 \) with determinant 1. It is a natural question whether or not the spectral geometric mean on \( \mathbb{P} \) can be written as a linear sum. It is obvious for commuting \( A, B \in \mathbb{P}_2 \) that the spectral geometric mean has a linear form:

\[ A \#_t B = A^{1-t}B^t = A \#_t B = L_{1-t}(\lambda)A + L_t(\lambda)B. \]

On the other hand, it does not hold for some non-commuting positive definite operators \( A \) and \( B \) stated as below.
Theorem 4.3: Let $A, B \in \mathbb{P}$ be non-commuting operators such that $\sigma(A^{-1}B) \cap (0, 1) \neq \emptyset$ and $\sigma(A^{-1}B) \cap (1, \infty) \neq \emptyset$, where $\sigma(A)$ denotes the spectrum of $A$. For given $t \in (0, 1)$, there are no $x, y > 0$ with $x + y = 1$ such that

$$A^\natural_t B = xA + yB.$$ 

Proof: For $A, B \in \mathbb{P}$ where $AB \neq BA$, assume that there exist $x, y > 0$ with $x + y = 1$ such that $A^\natural_t B = xA + yB$ for given $t \in (0, 1)$. Then by Proposition 3.1

$$(A^{-1}B)^t = A^{-1}#. (xA + yB)$$

$$= A^{-1/2} (xA^2 + yA^{1/2}BA^{1/2})^{1/2} A^{-1/2}. \tag{5}$$

Since the map $A \mapsto A^{1/2}$ is strictly concave on $\mathbb{P}$ and $A \neq B$,

$$(xA^2 + yA^{1/2}BA^{1/2})^{1/2} > xA + y(A^{1/2}BA^{1/2})^{1/2}.$$ 

Then from (5)

$$(A^{-1}B)^t > A^{-1/2} \left[ xA + y(A^{1/2}BA^{1/2})^{1/2} \right] A^{-1/2} = xI + yA^{-1}B.$$ 

It says that all positive spectra $\lambda$ of a positive definite operator $A^{-1}B$ must satisfy

$$\lambda^t > (1 - s) + s\lambda,$$

where $s = y$.

Set $f(s) = \lambda^t - (1 - s) - s\lambda$ for $\lambda \in \sigma(A^{-1}B)$ and $s \in (0, 1)$.

(i) If $\lambda_1 > 1$, then $f(s) > 0$ occurs only when $s < (\lambda_1^t - 1)/(\lambda_1 - 1) =: g(t)$. Note that $g$ is increasing and convex on $(0, 1)$.

(ii) If $\lambda_2 < 1$, then $f(s) > 0$ occurs only when $s > (1 - \lambda_2^t)/(1 - \lambda_2) =: h(t)$. Note that $h$ is increasing and concave on $(0, 1)$.

Since $g(t) < h(t)$ for all $t \in (0, 1)$, there is no intersection between $s < g(t)$ and $s > h(t)$. So it is a contradiction to the existence of $s = y$. \hfill \blacksquare

It is natural to ask for $t \in (0, 1)$ whether the linear sum for $A^\natural_t B$ of non-commuting $A, B \in \mathbb{P}$ exists or not. We conjecture that this is not available.

Conjecture 4.4: The linear sum for two-variable spectral geometric mean $A^\natural_t B$ of non-commuting $A, B \in \mathbb{P}$ for $t \in (0, 1)$ is not available.

5. Tolerance relation

A tolerance relation on a set, first recognized by Poincaré [17], is a reflexive and symmetric relation. One can see that it is like a congruence, except the assumption of transitivity. Tolerance relations provide a convenient tool for studying indiscernibility and indistinguishability phenomena. We study in this section the effect of tolerance relation on spectral geometric means.
For $A, B \in \mathbb{P}_m$, we define $A \sim B$ if there exist $a, b > 0$ such that
\[ \sqrt{ab} = \det(A^{-1}B)^{1/m} \quad \text{and} \quad \sigma(A^{-1}B) = \{a, b\}. \]

Note that $\sim$ is a tolerance relation on $\mathbb{P}_m$. Furthermore, it is invariant under Riemannian isometries such as the inversion and congruence transformation.

**Remark 5.1:** If $A$ and $B$ are linearly independent and $A \sim B$, then $m$ is even, and $A \sim B$ if and only if $A^{-1/2}BA^{-1/2}$ is similar to
\[ D_m(a, b) := \text{diag}(a, \ldots, a, b, \ldots, b) \]
for some $a, b > 0$.

From the known result, we obtain

**Lemma 5.2 ([18]):** For $A, B \in \mathbb{P}_m$ with $\det A = \det B = 1$, $A \sim B$ if and only if
\[ A \# B = \frac{1}{\sqrt{\det(A + B)}}(A + B). \]

We provide several equivalent conditions that $A^{-1}$ and $B$ have the tolerance relation.

**Theorem 5.3:** Let $A, B \in \mathbb{P}_m$ with $\det A = \det B = 1$, and $t \in \mathbb{R}$. Then the following are equivalent.

1. $A^{-1} \sim B$;
2. $A^{-1} \# B = \frac{1}{\sqrt{\det(I + AB)}}(A^{-1} + B)$;
3. $A^{\#_t} B = \frac{1}{m/\det(I + AB)^{2t}}(A^{-1} + B)^t A(A^{-1} + B)^t$.

**Proof:** From Lemma 5.2, it is obvious that (1) and (2) are equivalent.

(2) $\Rightarrow$ (3): Applying (2) to definition of the weighted spectral geometric mean, we can easily obtain the formula (3).

(3) $\Rightarrow$ (2): If $t = 0$, it is trivial. Assume that (3) holds for any non-zero real number $t$. Set $X := (A^{-1} \# B)^t$. Then by definition of the weighted spectral geometric mean
\[ XAX = \frac{1}{\det(I + AB)^{2t/m}}(A^{-1} + B)^t A(A^{-1} + B)^t. \]

By the Riccati lemma and using the definition of metric geometric mean,
\[ X = A^{-1} \# \left[ \frac{1}{\det(I + AB)^{2t/m}}(A^{-1} + B)^t A(A^{-1} + B)^t \right] \]
\[ = \frac{1}{\det(I + AB)^{t/m}}(A^{-1} + B)^t. \]

Taking the $1/t$ power on both sides, we obtain (2).  \[ \square \]
Corollary 5.4: Let $A, B \in \mathbb{P}_m$ with $\det A = \alpha$ and $\det B = \beta$, and $t \in (0, 1)$. Then $A^{-1} \sim B$ implies
\[
A_{\#}^t B = \frac{(\alpha \beta)^{3t/m}}{\det((\alpha \beta)^{1/m}I + AB)^{2t/m}}(A^{-1} + (\alpha \beta)^{-1/m}B)^t A(A^{-1} + (\alpha \beta)^{-1/m}B)^t.
\]

Proof: Assume that $A^{-1} \sim B$ for $A, B \in \mathbb{P}_m$. That is, there exist $a, b > 0$ such that
\[
\sqrt{ab} = \det(AB)^{1/m} \quad \text{and} \quad \sigma(AB) = \{a, b\}.
\]
Let $A_1 = \alpha^{-1/m}A$ and $B_1 = \beta^{-1/m}B$. Then,
\[
\sigma(A_1 B_1) = (\alpha \beta)^{-1/m} \{\sigma(AB)\} = \{(\alpha \beta)^{-1/m}a, (\alpha \beta)^{-1/m}b\},
\]
\[
\det(A_1 B_1)^{1/m} = (\alpha \beta)^{-1/m} \det(AB)^{1/m} = (\alpha \beta)^{-1/m} \sqrt{ab}.
\]
So $A_1^{-1} \sim B_1$. Since $A_1, B_1 \in \mathbb{P}_m$ have determinant 1, Theorem 5.3 yields
\[
A_{\#}^t B_1 = \frac{1}{m \sqrt{\det(I + A_1 B_1)^{2t}}} (A_1^{-1} + B_1)^t A_1 (A_1^{-1} + B_1)^t.
\]
By a simple calculation together with the joint homogeneity of weighted spectral geometric mean in Lemma 2.1 (2), we can obtain the desired formula.

Remark 5.5: Since any $A, B \in \mathbb{P}_2$ have tolerance relation $A^{-1} \sim B$,
\[
A_{\#}^t B = \frac{(\alpha \beta)^{t/2}}{\det((\alpha \beta)^{1/2}I + AB)^t} (\sqrt{\alpha \beta} A^{-1} + B)^t A(\sqrt{\alpha \beta} A^{-1} + B)^t.
\]
Since $\det((\alpha \beta)^{1/2}I + AB) = \sqrt{\alpha \beta}(2\sqrt{\alpha \beta} + \text{tr}(AB))$, we have
\[
A_{\#}^t B = \left[\frac{1}{2\sqrt{\alpha \beta} + \text{tr}(AB)}\right]^t (\sqrt{\alpha \beta} A^{-1} + B)^t A(\sqrt{\alpha \beta} A^{-1} + B)^t,
\]
which is already provided in Ref. [11, Corollary 2]. So Corollary 5.4 is a generalization of Ref. [11, Corollary 2] under tolerance relation.

There is another invariant tolerance relation on $\mathbb{P}_m$. For $A, B \in \mathbb{P}_m$, we define $A \delta B$ if there exist $a, b > 0$ such that $\sigma(A^{-1}B) = \{a, b\}$. From the recent result, we know that it can be characterized by the linear sum for the two-variable weighted metric geometric mean $A \#_t B$. Note that for $t \in \mathbb{R}$ and $a, b > 0$, define
\[
L_{a,b}(t) = \frac{ab^t - ba^t}{a - b}.
\]

Lemma 5.6 ([18]): For $A, B \in \mathbb{P}_m$ and $0 < t < 1$, $A \delta B$ if and only if $t \mapsto A \#_t B$ lies in the positive linear span of $A$ and $B$, that is,
\[
A \#_t B = L_{a,b}(t) A + L_{a^{-1}, b^{-1}}(1 - t) B,
\]
where $\sigma(A^{-1}B) = \{a, b\}$.
Motivated by Lemma 5.6, we provide several equivalent conditions that $A^{-1}$ and $B$ have
the tolerance relation.

**Theorem 5.7:** Let $A, B \in \mathbb{P}_m$ and $0 < t < 1$. Then the following are equivalent.

1. $A^{-1}B$;
2. $A^{-1}# B = \sqrt{\frac{a - \sqrt{b}}{a}}(\sqrt{ab}A^{-1} + B)$;
3. $A \#_t B = (\sqrt{\frac{a - \sqrt{b}}{a}})^2t(\sqrt{ab}A^{-1} + B)^tA(\sqrt{ab}A^{-1} + B)^t$.

**Proof:** By Lemma 5.6, it is obvious that (1) and (2) are equivalent for the case $t = 1/2$.

(2) $\Rightarrow$ (3): Applying (2) to definition of the weighted spectral geometric mean, we can easily obtain the formula (3).

(3) $\Rightarrow$ (2): If $t = 0$, it is trivial. Assume that (3) holds for any non-zero real number $t$.

Set $X := (A^{-1}# B)^t$. Then by definition of the weighted spectral geometric mean

$$XAX = \left(\frac{\sqrt{a} - \sqrt{b}}{a - b}\right)^{2t}(\sqrt{ab}A^{-1} + B)^tA(\sqrt{ab}A^{-1} + B)^t.$$ 

By the Riccati lemma and using the definition of metric geometric mean,

$$X = A^{-1}# \left[\left(\frac{\sqrt{a} - \sqrt{b}}{a - b}\right)^{2t}(\sqrt{ab}A^{-1} + B)^tA(\sqrt{ab}A^{-1} + B)^t\right]$$

$$= \left(\frac{\sqrt{a} - \sqrt{b}}{a - b}\right)^{t}(\sqrt{ab}A^{-1} + B)^t.$$ 

Taking the $1/t$ power on both sides, we obtain (2). $\blacksquare$

6. **Spectral pinch**

Let $\alpha, \beta \in \mathbb{R}^m$. We say that $\beta$ is a pinch of $\alpha$ (see Ref. [19, p. 17]), if

$$\beta = t\alpha + (1 - t)Q\alpha$$

for some $t \in [0, 1]$, where $Q$ is the $m \times m$ permutation matrix that interchanges two
coordinates. This means that $\beta$ is obtained by $\alpha$ under the weighted arithmetic mean $tI + (1 - t)Q$. It is well known that if $\beta$ is majorized by $\alpha$, denoted by $\beta \prec \alpha$, then $\beta$ can be obtained by applying at most $m$ pinches consecutively, starting from $\alpha$. The converse is clearly true.

Later, Dinh et al. [20] provided the definition of geometric pinch. Let $\alpha = (\alpha_1, \ldots, \alpha_m)$
and $\beta = (\beta_1, \ldots, \beta_m) \in \mathbb{R}^m_+$, where $\mathbb{R}^m_+$ denotes the set of all positive $m$-tuples. We say that $\beta$ is a geometric pinch of $\alpha$ if

$$\text{diag} (\beta_1, \ldots, \beta_m) = (Q^T \text{diag} (\alpha_1, \ldots, \alpha_m)Q)^t \text{diag} (\alpha_1, \ldots, \alpha_m)$$

for some $t \in [0, 1]$ and some transposition matrix $Q$. They also proved the following theorem related to the log-majorization.
Theorem 6.1 ([20]): Let $\alpha, \beta \in \mathbb{R}_+^m$. If $\beta$ is log-majorized by $\alpha$, denoted by $\beta \prec_{\log} \alpha$, then $\beta$ can be obtained by applying at most $m$ geometric pinches consecutively, starting from $\alpha$.

Naturally we define and consider the spectral pinch. We say that $\beta$ is a spectral pinch of $\alpha$ for $\alpha, \beta \in \mathbb{R}_+^m$ if

$$\text{diag} (\beta_1, \ldots, \beta_m) = (Q^T \text{diag} (\alpha_1, \ldots, \alpha_m) Q) \gamma_t \text{diag} (\alpha_1, \ldots, \alpha_m)$$

for some $t \in [0, 1]$ and some transposition matrix $Q$.

**Theorem 6.2:** Let $\alpha, \beta \in \mathbb{R}_+^m$. If $\beta \prec_{\log} \alpha$, then $\beta$ can be obtained by applying at most $m$ spectral pinches consecutively, starting from $\alpha$.

**Proof:** If $\beta \prec_{\log} \alpha$, that is, $\log \beta < \log \alpha$, then we know $\log \beta$ can be obtained by applying at most $n$ pinches consecutively starting from $\log \alpha$. Let $\log \tilde{\alpha}$ be a pinch of $\log \alpha$. Without loss of generality, we may assume that the pinch occurs on the first two coordinates. So $(\tilde{\alpha}_1, \tilde{\alpha}_2) \prec_{\log} (\alpha_1, \alpha_2)$ and thus $\tilde{\alpha}_1 = \alpha_1^t \alpha_2^{1-t}$ and $\tilde{\alpha}_2 = \alpha_2^t \alpha_1^{1-t}$ for some $t \in [0, 1]$. Let $P$ denote the matrix corresponding to the transposition switching the first two coordinates. Then by Lemma 2.1 (1)

$$(P^T \text{diag} (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m) P) \gamma_t \text{diag} (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m)$$

$$= \text{diag} (\alpha_2, \alpha_1, \alpha_3, \ldots, \alpha_m) \gamma_t \text{diag} (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m)$$

$$= \text{diag} (\alpha_2^t \alpha_1^{1-t}, \alpha_2^t \alpha_1^{1-t}, \alpha_3, \ldots, \alpha_m).$$

Then repeat the process to conclude that there exist $t_1, \ldots, t_k \in [0, 1]$ and transposition matrices $P_1, \ldots, P_k$ such that

$$\text{diag } \alpha^{(i+1)} := (P_i^T \text{diag } \alpha^{(i)} P_i) \gamma_{t_i} \text{diag } \alpha^{(i)}, \quad i = 1, \ldots, k,$$

where $\alpha^{(1)} := \alpha$ and $\alpha^{(k+1)} := \beta$. 

**Remark 6.3:** Since $P^T \text{diag} (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m) P$ and $\text{diag} (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_m)$ are commutative in the above proof, Theorem 6.2 is immediately obtained by Theorem 6.1.

**Remark 6.4:** Let $A, B \in \mathbb{P}_m$. Note that $A \prec_{\log} B$ if $\lambda(A) \prec_{\log} \lambda(B)$, where $\lambda(A)$ denotes the $m$-tuple of positive eigenvalues of $A$. We can generalize the definition of geometric and spectral pinches such as $B$ is a geometric pinch (spectral pinch) of $A$ if

$$A = (Q^T B Q) \gamma_t B \quad (A = (Q^T B Q) \gamma_t B \text{ respectively})$$

for some $t \in [0, 1]$ and some transposition matrix $Q$. If $A, B$ are diagonal matrices, then they are the same as the original definitions so Theorems 6.1 and 6.2 hold for $A \prec_{\log} B$. Since $B$ and $Q^T B Q$ do not commute in general, geometric pinch and spectral pinch are different. It would be an interesting problem to find relationships between the log-majorization and geometric (spectral) pinch of $A$ and $B$.
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