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Abstract

We compute the topological Witt groups of every complex flag manifold of ordinary type, and thus the interesting (i.e. torsion) part of the KO-groups of these manifolds. Equivalently, we compute Balmer’s Witt groups of each flag variety of ordinary type over an algebraically closed field of characteristic not two.

Our computation is based on an approach developed by Zibrowius. For types A, B and C, we obtain a full description not only of the additive but also of the multiplicative structure of the graded Witt rings.

Introduction

As one of the first extraordinary cohomology theories to be discovered, the computation of real topological K-theory \( KO^* \) is a classical problem. It is therefore surprising that our knowledge of the KO-rings of very common classes of spaces such as homogeneous spaces is rather patchy whereas their ordinary cohomology rings are often well-understood. We want to focus here on complex flag varieties, that is homogeneous spaces \( G/H \) where \( G \) is a compact semisimple Lie group and \( H = C_G(S) \) is the centraliser of a torus \( S \subset G \). One can show (using [3] Lemma 13.6) that in the compact simple Lie groups of ordinary type, up to conjugation the centralisers of a torus are given as follows:

\[
\begin{array}{ccc}
\text{G} & \text{Centralisers } H \text{ of a torus} & \\
& \text{(up to conjugation)} & \\
SU(n) & S(U(n_1) \times \ldots \times U(n_l)) & \text{where } n_1 + \ldots + n_l = n \\
SO(2n+1) & SO(2m+1) \times U(n_1) \times \ldots \times U(n_l) & \text{where } m + n_1 + \ldots + n_l = n \\
Sp(n) & Sp(m) \times U(n_1) \times \ldots \times U(n_l) & \text{where } m + n_1 + \ldots + n_l = n \\
SO(2n) & SO(2m) \times U(n_1) \times \ldots \times U(n_l) & \text{where } m + n_1 + \ldots + n_l = n \\
\end{array}
\]

We call the resulting homogeneous spaces \( G/H \) complex flag varieties of ordinary type. In this paper, we compute the torsion part of their KO-groups. The free part is easily determined from the rational cohomology [18] Lemma 1.2, which is well-understood.
Before we go into details, let us put our results into perspective by giving a brief overview of what is already known about the KO-groups of complex flag varieties. In [5], all KO-groups of complex projective space \( \mathbb{C}P^n \) were computed. This was generalised to the KO-groups of complex Grassmannians \( SU(m+n)/S(U(m) \times U(n)) \) in [11]. Much more recently, the KO-groups of all complex flag varieties of the form \( SU(n_1 + \ldots + n_l)/S(U(n_1) \times \ldots \times U(n_l)) \), i.e. with \( G \) of type \( A_n \), were computed in [8]. The KO-theory of full flag varieties \( G/T \), where \( T \) is a maximal torus in \( G \), was obtained for the simple groups \( G \) of ordinary type in [9]. This was extended to include \( G = G_2, F_4, E_6 \) in [10].

All the results about the KO-theory of complex flag varieties mentioned so far were obtained in essentially the same way: The authors considered the Atiyah-Hirzebruch spectral sequence for \( KO^* \), computed the \( E_2 \)-page including the differentials, obtained the \( E_3 \)-page from this and then showed in each individual case that the spectral sequence collapses on the third page. The arguments required to make this work are intricate, which is why only partial results are known.

In [18], Zibrowius develops an alternative approach and computes the KO-groups of all full flag varieties \( G/T \) in an essentially type-independent way. The basic strategy is to consider the so-called Witt groups \( W^* \). For a topological space \( X \), they are defined as the cokernels of the realification maps \( r_i: K^{2i}(X) \to KO^{2i}(X) \):

\[
W^i(X) := KO^{2i}(X)/r_i
\]

Since the KO-groups are 8-periodic, the Witt groups are 4-periodic. The important observations in [18] are:

- These Witt groups are computable via a result of Bousfield (cf. Lemma 1.1).
- The Witt groups determine the torsion in the KO-groups of complex flag varieties [18, Lemma 1.2]: For a complex flag variety \( X = G/H \), we have isomorphisms
  \[
  KO^{2i}(X) \cong W^{i+1}(X) \oplus \text{free part}
  
  KO^{2i+1}(X) \cong W^{i+1}(X)
  \]

- The total Witt group
  \[
  W^*(X) := \bigoplus_{i \in \mathbb{Z}_4} W^i(X)
  \]

is a graded ring, and the ring structure of \( W^* \) determines part of the ring structure of \( KO^* \) [18, Remark 1.3].

The whole computation of the Witt ring in [18] is essentially representation-theoretic. The result for full flag varieties can be concisely stated as follows:

**Theorem** [18, Theorem 3.3]. Let \( G \) be a simply connected compact Lie group and let \( T \subset G \) be a maximal torus. The Witt ring of \( G/T \) is an exterior algebra on \( b_{\mathbb{H}} \) generators of degree 1 and \( \frac{b_{\mathbb{C}}}{2} + b_{\mathbb{R}} \) generators of degree 3, where \( b_{\mathbb{C}}, b_{\mathbb{R}} \) and \( b_{\mathbb{H}} \) denote the number of fundamental representations of \( G \) of complex, real and quaternionic type, respectively.

In this paper we use the approach developed by Zibrowius to compute the Witt rings of all complex flag varieties of types \( A_n, B_n \) and \( C_n \) (cf. Theorems 1.3, 1.7 and 1.11). The method also works for type \( D_n \), and the arguments are very similar to the other types, but the computation is more technical because one has to distinguish more cases. In some cases of type \( D_n \), we have not been able to determine the ring structure, only the Witt groups. For type \( D_n \), we therefore

\[†\] Unfortunately, this paper contains some arithmetic mistakes so that the final result is flawed. This can already be seen from the fact that their expressions for the ranks that are given in Table 1 of [8] do not always yield integers but fractions.
only briefly state our results in this paper (cf. Theorem 4.13), and refer to [6] for details of the computation.

As an example, we obtain the following result for type $C_n$:

**Theorem 0.1.** Let $X := Sp(n)/Sp(m) \times U(n_1) \times \ldots \times U(n_i)$ where $m + n_1 + \ldots + n_i = n$ and set

$$h := \left\lfloor \frac{m}{2} \right\rfloor + \frac{m_1}{2} + \ldots + \frac{m_i}{2}$$

and $f := \left\lfloor \frac{n}{2} \right\rfloor - h$ and $g := \left\lfloor \frac{n-m}{2} \right\rfloor$.

Then there is an isomorphism of $\mathbb{Z}_4$-graded rings

$$W^*(X) \cong \mathbb{Z}_2 [a_1, \ldots, a_{\lfloor m/2 \rfloor}] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 [b_1^{(p)}, \ldots, b_{n_p/2}^{(p)}] \otimes_{\mathbb{Z}_2} \bigwedge (u_1, \ldots, u_f, v_1, \ldots, v_g),$$

where the generators on the right are of degrees $|a_i| = |b_j| = 0$, $|u_i| = 3$ and $|v_j| = 1$. The relations $\mu_j$ are given by

$$\mu_j = \sum_{c+c_1+...+c_l=j} a_c \cdot b_{c_1}^{(1)} \ldots b_{c_l}^{(l)} + \left(\frac{2n}{2j}\right),$$

where it is understood that

$$a_0 := 1 \text{ and } a_i := a_{m-i} \text{ for all } \lfloor m/2 \rfloor < i \leq m,$$

$$b_0^{(p)} := 1 \text{ for all } 1 \leq p \leq l \text{ and } b_i^{(p)} := b_i^{(p)} \text{ for all } 1 \leq p \leq l, \lfloor n_p/2 \rfloor < i \leq n_p.$$

The homogeneous spaces $G/H$ we study in this paper have the structure of complex projective varieties. They can be written as $G_\mathbb{C}/P$, where $G_\mathbb{C}$ is a simple complex algebraic group containing $G$ as a maximal compact subgroup, and $P$ is a parabolic subgroup of $G_\mathbb{C}$ [19, Proposition 4.1]. It is an observation of Zibrowius in [18] that the computation of our topological Witt ring of $G/H$ is completely parallel to a computation of the algebraic Witt ring (in the sense of Balmer [2]) of $G_\mathbb{C}/P$ and that they are thus isomorphic. More generally, this algebraic computation applies to all algebraically closed fields of characteristic not two (see also Remark 5).

Let us state this more precisely. Recall that by classical results of Chevalley, over any algebraically closed field, the simple simply connected algebraic groups are in bijective correspondence with the connected Dynkin diagrams. The conjugacy classes of parabolic subgroups of such a simple simply connected algebraic group $G$ are in bijective correspondence with subsets of nodes of the Dynkin diagram of $G$. The following holds:

**Theorem 0.2.** Fix a connected Dynkin diagram and some subset of its nodes. Now let $k$ be an algebraically closed field of characteristic not two, $G_k$ be the simple simply connected algebraic group over $k$ corresponding to our Dynkin diagram and $P_k$ be a parabolic subgroup of $G_k$ corresponding to our subset of nodes of the Dynkin diagram. Then the (algebraic) Witt ring $W^*(G_k/P_k) = \bigoplus_{i \in \mathbb{Z}_4} W^*(G_k/P_k)$ is independent of $k$ and is isomorphic to the topological Witt ring of $G/H$ computed in this paper, where $G \subset G_\mathbb{C}$ is a maximal compact subgroup (thus a compact simple Lie group) and $H = P_\mathbb{C} \cap G$.

We now give a brief outline of this paper. In section 4, we explain Bousfield’s lemma, which states that Witt rings can be computed as Tate cohomology rings. This is the result that makes the Witt ring computable for us. We then collect some technical lemmas on Tate cohomology that we need later for our concrete computations. Section 2 comprises the computation of the
representation rings of some compact Lie groups and their Tate cohomology, which we will also need for our computations. Finally, in section 3, we are ready to give an outline of the approach of Zibrowius to the computation of the Witt rings of complex flag varieties. We extend some of his results so that they apply more generally to arbitrary complex flag varieties and not only to full flag varieties. The actual computations of the Witt rings of ordinary complex flag varieties are then performed in section 4. The proofs of some crucial lemmas at the heart of our computations are postponed to section 5.

Conventions. We write \( \mathbb{Z}_n \) for the integers modulo \( n \).

Acknowledgements. The work in this paper is part of my PhD thesis. Many thanks are due to my advisor Marcus Zibrowius for his unwavering patience, his constant support and innumerable discussions. I also wish to thank Stefan Schröer for answering my commutative algebra questions.

1. Witt rings and Tate cohomology

We saw in the introduction that the torsion in the KO-groups of complex flag varieties is determined by their Witt groups. The decisive result in this section is Bousfield’s lemma, which says that the Witt ring of a complex flag variety is isomorphic to the Tate cohomology ring of its complex K-theory. We will see subsequently that this makes the Witt ring computable.

We give an outline of this section. In 1.1 we give a definition of Tate cohomology and explain the aforementioned Bousfield’s lemma. In 1.2 we collect a few technical lemmas about the Tate cohomology of quotient rings that will be essential for our computation of the Witt ring of complex flag varieties.

1.1. Witt rings are Tate cohomology rings

A \(*\)-ring \( A \) is a commutative unital ring with an involution \( * : A \to A \) which is a ring isomorphism. A \(*\)-ideal of a \(*\)-ring is an ideal which is closed under the involution. A \(*\)-module is an abelian group with an additive involution. A \(*\)-module \( M \) over a \(*\)-ring \( A \) is an \( A \)-module \( M \) which is also a \(*\)-module, such that the involutions on \( A \) and \( M \) are compatible with the module structure, i.e. \( (a \cdot m)^* = a^* \cdot m^* \) for all \( a \in A \) and \( m \in M \). For example, any \(*\)-ideal of \( A \) is a \(*\)-module over \( A \). Every \(*\)-module is a \(*\)-module over \( \mathbb{Z} \) with the trivial involution on \( \mathbb{Z} \). A morphism of \(*\)-modules is a homomorphism of modules that preserves the involution and a morphism of \(*\)-rings is a ring homomorphism that preserves the involution. For a \(*\)-module \( M \), an element \( m \in M \) is self-dual if \( m^* = m \) and anti-self-dual if \( m^* = -m \).

Example 1. For any compact Hausdorff space \( X \), its complex topological K-theory \( K^0(X) \) is a \(*\)-ring with the duality induced by assigning to each complex vector bundle its dual bundle.

For any compact connected Lie group \( G \), its complex representation ring \( R(G) \) is a \(*\)-ring with the duality induced by assigning to each complex representation its dual representation.

For a \(*\)-module \( M \), we define its Tate cohomology to be \( h^*(M) = h^+(M) \oplus h^-(M) \) where

\[
  h^+(M) := \frac{\ker(id - *)}{\text{im}(id + *)} \quad \text{and} \quad h^-(M) := \frac{\ker(id + *)}{\text{im}(id - *)}
\]

In other words, \( h^+(M) \) and \( h^-(M) \) consist of the self-dual and anti-self-dual elements of \( M \) respectively modulo those elements that are self-dual and anti-self-dual respectively for trivial reasons.
If \( A \) is a \( * \)-ring, it is easily checked that the multiplication on \( A \) induces a ring structure on \( h^*(A) \) with
\[
h^+(A) \cdot h^+(A) \subset h^+(A) \\
h^+(A) \cdot h^-(A) \subset h^+(A) \\
h^-(A) \cdot h^-(A) \subset h^+(A)
\]

We now prepare to formulate Bousfield’s lemma. Let \( X \) be a compact Hausdorff space. We have complexification and realification maps \( c_i: KO^2i(X) \to K^0(X) \) and \( r_i: K^0(X) \to KO^2i(X) \), which are the ordinary complexification and realification maps \( KO^2i(X) \to K^i(X) \) and \( K^2i(X) \to KO^2i(X) \) composed with appropriate powers of the Bott isomorphism for complex \( K \)-theory. Since \( *c_i = (-1)^i c_i \) and \( c_ir_i = id + (-1)^i * \), the map \( c_i \) descends to a map
\[
\overline{\tau}_i: KO^2i(X)/r_i \to h^i(K^0(X))
\]
where \( KO^2i(X)/r_i \) denotes the cokernel of \( r_i \). Since \( c_ir_i = id + (-1)^i * \) and \( r_i * = (-1)^i r_i \), the map \( r_i \) descends to a map
\[
\overline{\tau}_i: h^i(K^0(X)) \to c_i \setminus KO^2i(X)
\]
where \( c_i \setminus KO^2i(X) \) denotes the kernel of \( c_i \).

**Lemma 1.1 (Bousfield’s lemma).** Let \( X \) be a compact Hausdorff space with \( K^1(X) = 0 \). The complexification and realification maps induce isomorphisms
\[
\begin{align*}
W^0(X) \oplus W^2(X) & \xrightarrow{\cong \phi_0, \phi_2} h^+ (K^0(X)) \xrightarrow{\cong \phi_1} c_i \setminus KO^{-2}(X) \oplus c_i KO^2(X) \\
W^1(X) \oplus W^3(X) & \xrightarrow{\cong \phi_1, \phi_3} h^- (K^0(X)) \xrightarrow{\cong \phi_2} c_i \setminus KO^0(X) \oplus c_i KO^4(X)
\end{align*}
\]
The composition along each row is given by \( \begin{pmatrix} \eta^2 & 0 \\ 0 & \eta^2 \end{pmatrix} \) where \( \eta \) denotes the generator of \( KO^{-1}(pt) \). Since complexification is a ring homomorphism, we get an isomorphism of rings \( \overline{\tau}: W^*(X) \to h^*(K^0(X)) \).

**Proof.** A simple proof can be found in [18 section 1.2].

**Remark 1.** For a complex flag variety \( X \), we have \( K^1(X) = 0 \) by [7], Lemma 9.2 and (9.1). Thus Bousfield’s lemma applies to complex flag varieties.

### 1.2. Tate cohomology of quotient rings

We collect some technical lemmas required to compute the Tate cohomology of quotients of \( * \)-rings by \( * \)-ideals. This will be essential for our computation of Witt rings of complex flag varieties. We start by considering the Tate cohomology of \( * \)-ideals and then move on to quotient rings.

We are first interested in relating the Tate cohomology of \( * \)-ideals to the Tate cohomology of the ambient ring.

**Lemma 1.2** [18 Proposition 4.1]. Let \( A \) be a \( * \)-ring.

(i) If \( \mu \in A \) is self-dual and not a zero divisor, then \( h^*(A) \xrightarrow{[\mu]} h^*(\mu A) \) is a graded isomorphism.
(ii) If \( \lambda, \lambda^* \) is a regular sequence in \( A \), then \( h^*(A) \xrightarrow{[\lambda\lambda^*]} h^*(\lambda, \lambda^*) \) is a graded isomorphism.

We will also need the following lemma about the Tate cohomology of an ideal generated by two independent self-dual elements:

**Lemma 1.3.** Let \( A \) be a \(*\)-ring with \( h^-(A) = 0 \) and let \( \mu_1, \mu_2 \in A \) be self-dual elements that form an \( A \)-regular sequence. Suppose that \( \text{Ann}_{h^+(A)}([\mu_1], [\mu_2]) = 0 \). Then \( h^{-}(A\mu_1 + A\mu_2) = 0 \) and we have an isomorphism of \( h^+(A) \)-modules given by

\[
\frac{h^+(A) \oplus h^+(A)}{h^+(A) \cdot ([\mu_2], [\mu_1])} \xrightarrow{\sim} h^+(A\mu_1 + A\mu_2), \quad (x, y) \mapsto x[\mu_1] + y[\mu_2]
\]

**Proof.** We define an \( A \)-module homomorphism by

\[
\varphi: A \oplus A \to A\mu_1 + A\mu_2, \quad (a, b) \mapsto a\mu_1 + b\mu_2.
\]

\( \varphi \) is clearly onto. Let \( (a, b) \in \ker(\varphi) \), i.e. \( a\mu_1 + b\mu_2 = 0 \). By regularity of the sequence \( \mu_1, \mu_2 \), we deduce that \( b = b'\mu_1 \) for some \( b' \in A \), so \( (a + b'\mu_2)\mu_1 = 0 \). Again by regularity, we have \( a + b'\mu_2 = 0 \) and so

\[
\ker(\varphi) = \{(x\mu_2, -x\mu_1) \mid x \in A\},
\]

which is isomorphic to \( A \) as a \(*\)-module via the isomorphism \( \kappa: A \to \ker(\varphi), \ x \mapsto (x\mu_2, -x\mu_1) \).

Now the short exact sequence of \(*\)-modules over \( A \)

\[
0 \to A \xrightarrow{\varphi} A \oplus A \xrightarrow{\varphi} A\mu_1 + A\mu_2 \to 0
\]

induces the following exact sequence on Tate cohomology, using that \( h^-(A) = 0 \):

\[
0 \to h^-((A\mu_1 + A\mu_2) \to h^+(A) \xrightarrow{\varphi} h^+(A) \oplus h^+(A) \xrightarrow{\varphi} h^+(A\mu_1 + A\mu_2) \to 0
\]

The assertions follow from this exact sequence since

\[
\kappa_*: h^+(A) \to h^+(A) \oplus h^+(A), \quad x \mapsto (x[\mu_2], x[\mu_1])
\]

is injective as \( \text{Ann}_{h^+(A)}([\mu_1], [\mu_2]) = 0 \) by assumption. \( \square \)

We next consider the Tate cohomology of some quotient rings.

**Lemma 1.4.** Let \( A \) be a \(*\)-ring and \( \mu, \lambda \in A \) such that \( \mu \) is self-dual and not a zero divisor and \( \lambda, \lambda^* \) is a regular sequence.

(i) If \( [\mu] = 0 \) in \( h^+(A) \), then

\[
h^*(A/[\mu]) \cong h^*(A) \oplus [\overline{\mu}] \cdot h^*(A)
\]

where \( u \in A \) with \( u + u^* = \mu \).

(ii) If \( [\lambda\lambda^*] = 0 \) in \( h^+(A) \), then

\[
h^*(A/(\lambda, \lambda^*)) \cong h^*(A) \oplus [\overline{\mu}] \cdot h^*(A)
\]

where \( u \in A \) with \( u + u^* = \lambda\lambda^* \).

(iii) Suppose further that \( h^-(A) = 0 \). Then \( h^-((A/\mu)A) = 0 \) if and only if \( [\mu] \in h^+(A) \) is not a zero divisor in \( h^+(A) \). Furthermore, we have \( h^*(A/[\mu]) \cong h^+(A)/([\mu]). \)

(iv) Suppose further that \( h^+(A) = 0 \). Then \( h^-((A/(\lambda, \lambda^*)) = 0 \) if and only if \( [\lambda\lambda^*] \in h^+(A) \) is not a zero divisor in \( h^+(A) \). Furthermore, we have \( h^*(A/(\lambda, \lambda^*)) \cong h^+(A)/([\lambda\lambda^*]) \).
Proof. Parts (i) and (ii) are proved in [18] Proposition 4.1. We prove (iii), part (iv) is similar.

The short exact sequence of *-modules
\[ 0 \to A \overset{\mu}{\to} A \to A/(\mu) \to 0 \]
induces a long exact sequence on Tate cohomology. Using that \( h^{-}(A) = 0 \) by assumption, it can be written as
\[ 0 \to h^{-}(A/(\mu)) \to h^{+}(A) \overset{[\mu]}{\to} h^{+}(A) \to h^{+}(A/(\mu)) \to 0 \]
The assertion now follows immediately.

The following corollary follows immediately by induction from parts (iii) and (iv) of the previous lemma.

Corollary 1.5. Let \( A \) be a *-ring such that \( h^{-}(A) = 0 \). Let \( \mu_1, \ldots, \mu_n \in A \) be self-dual and \( \lambda_1, \ldots, \lambda_m \in A \) such that \( \mu_1, \ldots, \mu_n, \lambda_1, \lambda_1^*, \ldots, \lambda_m, \lambda_m^* \) is a regular sequence in \( A \). Then the following are equivalent:

(i) The sequence \([\mu_1], \ldots, [\mu_n], [\lambda_1 \lambda_1^*], \ldots, [\lambda_m \lambda_m^*]\) is regular in \( h^{+}(A) \).
(ii) \( h^{-}(A/(\mu_1, \ldots, \mu_k)) = 0 \) for all \( 1 \leq k \leq n \) and \( h^{-}(A/(\mu_1, \ldots, \mu_n, \lambda_1, \lambda_1^*, \ldots, \lambda_j, \lambda_j^*)) = 0 \) for all \( 1 \leq j \leq m \).

If these equivalent conditions hold, then
\[ h^*(A/(\mu_1, \ldots, \mu_n, \lambda_1, \lambda_1^*, \ldots, \lambda_m, \lambda_m^*)) \cong h^+(A)/([\mu_1], \ldots, [\mu_n], [\lambda_1 \lambda_1^*], \ldots, [\lambda_m \lambda_m^*]) \]

Let us finally consider a situation where the element by which we divide is not regular in Tate cohomology, but is a zero divisor with special properties.

Lemma 1.6. Let \( A \) be a *-ring with \( h^{-}(A) = 0 \) and \( \mu \in A \) be a self-dual regular element. Suppose that \( \text{Ann}_{h^+(A)}([\mu]) = h^+(A) \cdot [\mu] \) so that in particular \( [\mu]^2 = 0 \). Then
\[ h^*(A/\mu A) \cong h^+(A)/([\mu]) \oplus h^+(A) \cdot [\mu] \]
is a free \( h^+(A)/([\mu]) \)-module of rank 2 where \( u \in A \) such that \( u + u^* = \mu^2 \).

Proof. The short exact sequence of \( A \)-modules
\[ 0 \to A \overset{\mu}{\to} A \to A/\mu A \to 0 \]
induces an exact sequence of \( h^{+}(A) \)-modules given by
\[ 0 \to h^{-}(A/\mu A) \overset{\partial}{\to} h^{+}(A) \overset{[\mu]}{\to} h^{+}(A) \to h^{+}(A/\mu A) \to 0 \]
We immediately obtain \( h^+(A/\mu A) \cong h^+(A)/([\mu]) \). Now choose \( u \in A \) such that \( u + u^* = \mu^2 \).

Then \( x \in A/\mu A \) defines an element \( [\mu] \in h^{-}(A/\mu A) \) and \( \partial([\mu]) = [\mu] \in h^{+}(A) \) by definition of the boundary map. Now \( \partial \) induces an isomorphism
\[ h^{-}(A/\mu A) \overset{\partial}{\cong} \text{im}(\partial) = \text{Ann}_{h^+(A)}([\mu]) = h^{+}(A) \cdot [\mu] \]
Since \( \text{Ann}_{h^+(A)}([\mu]) = h^{+}(A) \cdot [\mu] \), the map \( h^{+}(A)/([\mu]) \overset{\cong}{\to} h^{+}(A) \cdot [\mu] \), \( x \mapsto x \cdot [\mu] \) is a well-defined isomorphism. Thus as an \( h^+(A)/([\mu]) \)-module, \( h^{-}(A/\mu A) \) is freely generated by \( [\mu] \in h^{-}(A/\mu A) \).
2. Representation rings and their Tate cohomology

Let $G$ be a compact connected Lie group and $H \subset G$ be a centraliser of a torus in $G$. Thus $G/H$ is a complex flag variety. In our approach to computing the Witt ring of $G/H$, it will turn out to be crucial to understand the complex representation ring of $H$ and its Tate cohomology. So it is the purpose of this section to compute these in our cases of interest, i.e., where $H$ is is a complex flag variety. In our approach to computing the Witt ring of $H$, it will turn out to be crucial to understand the complex representation ring of $H$ and its Tate cohomology.

Notation. For a compact Lie group $G$, we denote by $R(G)$ its complex representation ring. Assigning to each complex representation its dual representation induces an involution $\ast : R(G) \to R(G)$. Let us identify and fix the notation for the complex representation rings of the compact simply connected Lie groups of type $A_n$, $B_n$, $C_n$, $D_n$ (see [4] Chapter VI.5-6): 
\[ R(SU(n)) \cong \mathbb{Z}[x_1, \ldots, x_{n-1}] \]
where $x_1$ is the standard complex representation of rank $n$ and $x_i = \Lambda^i(x_1)$ for all $i$. The duality is given via $x_i^* = x_{n-i}$ for all $i$. 
\[ R(Sp(n)) \cong \mathbb{Z}[z_1, \ldots, z_n] \]
where $z_1$ is the standard complex representation of rank $2n$ and $z_i = \Lambda^i(z_1)$ for all $i$. All representations are self-dual. 
\[ R(Spin(2n + 1)) \cong \mathbb{Z}[y_1, \ldots, y_{n-1}, \Delta] \]
where $y_1$ is induced by the standard complex representation of $SO(2n + 1)$ of rank $2n + 1$, $y_i = \Lambda^i(y_1)$ for all $i$, and $\Delta$ is the spin representation of rank $2n$. All representations of $Spin(2n + 1)$ are self-dual. Furthermore, we can express $y_n = \Lambda^n(y_1)$ in terms of the polynomial generators above via the following relation: 
\[ \Delta^2 = 1 + y_1 + \ldots + y_{n-1} + y_n \]

We prove a few preliminary facts that we need for our computation.

Lemma 2.1. Let $G$ be a compact connected Lie group and $C \subset G$ be a finite central subgroup.

(i) The projection $G \to G/C$ induces an injection $R(G/C) \to R(G)$ with image $R(G)^G \subset R(G)$, the subring additively generated by all irreducible representations of $G$ via which $C$ acts trivially.

(ii) $R(G)$ is integral over $R(G/C)$.

(iii) $h^-(R(G)) = 0$.

(iv) The projection $G \to G/C$ induces an injective map $h^+(R(G/C)) \to h^+(R(G))$.

(v) Let $(\rho_i)_{i \in I}$ be a $\mathbb{Z}$-basis of $R(G)$ where each $\rho_i : G \to GL_{n_i}(\mathbb{C})$ is an actual (not just a virtual) representation of $G$. Suppose that each $c \in C$ acts by multiplication by a scalar via all $\rho_i$. Letting $J \subset I$ denote the set of $j \in I$ such that $C$ acts trivially via $\rho_j$, a $\mathbb{Z}$-basis of $R(G/C)$ is given by $(\rho_j)_{j \in J}$.

Proof. Part (i) follows easily from the observation that an irreducible representation of $G$ descends to an irreducible representation of $G/C$ if and only if the restriction of the representation to $C$ yields a trivial representation.

For (ii), suppose $\rho$ is an irreducible representation of $G$. By Schur’s lemma, each $c \in C$ acts via $\rho$ by multiplication by some $n_c$th root of unity. Let $N := \text{lcm}\{n_c \mid c \in C\}$, then $C$ acts
trivially via $\rho^N$. This shows that all irreducible representations of $G$ are integral over $R(G/C)$. Since they generate $R(G)$, the whole of $R(G)$ is integral over $R(G/C)$.

For (iii) note that as a group, $R(G/C)$ is the free group on isomorphism classes of irreducible representations of $G$. Any irreducible representation is either self-dual or dual to another irreducible representation. This immediately implies $h^-(R(G/C)) = 0$.

For (iv), recall that we saw in (i) that $R(G/C)$ is the subgroup of $R(G)$ generated by all isomorphism classes of irreducible representations via which $C$ acts trivially. This shows that $h^+(R(G/C))$ has a basis comprising all irreducible self-dual representations of $G$, and $h^+(R(G/C))$ has a basis comprising all irreducible self-dual representations of $G$ via which $C$ acts trivially. This shows that $h^+(R(G/C)) \to h^+(R(G))$ is an inclusion. If $\rho \in R(G)$ is an irreducible self-dual representation, then by Schur’s Lemma, $C$ acts trivially. As a space, $R(G/C)$ for some $N \in \mathbb{N}$. Hence $[\rho]^N \in h^+(R(G/C))$ and so $[\rho] \in h^+(R(G))$ is integral over $h^+(R(G/C))$.

It remains to prove (v). Every $\rho_i$ can be written as a sum of irreducible representations. Since every $c \in C$ acts by multiplication by some scalar $\zeta_{c,i}$ via $\rho_i$, it also acts by multiplication by $\zeta_{c,i}$ via every irreducible summand of $\rho_i$. In particular, $C$ acts trivially via $\rho_i$ if and only if it acts trivially via each irreducible summand. This shows that

$$
\bigoplus_{j \in J} \mathbb{Z}\rho_j \subset \bigoplus_{\sigma \in R(G/C), \text{irred.}} \mathbb{Z}\sigma \quad \text{and} \quad \bigoplus_{i \in I \setminus J} \mathbb{Z}\rho_i \subset \bigoplus_{\tau \in R(G) \setminus R(G/C), \text{irred.}} \mathbb{Z}\tau
$$

Since the $\rho_i$ form a basis of $R(G)$, we have

$$
R(G) = \bigoplus_{j \in J} \mathbb{Z}\rho_j \oplus \bigoplus_{i \in I \setminus J} \mathbb{Z}\rho_i \subset \bigoplus_{\sigma \in R(G/C), \text{irred.}} \mathbb{Z}\sigma \oplus \bigoplus_{\tau \in R(G) \setminus R(G/C), \text{irred.}} \mathbb{Z}\tau = R(G)
$$

So the inclusions must in fact be equalities. In particular, $\bigoplus_{j \in J} \mathbb{Z}\rho_j = \bigoplus_{\sigma \in R(G/C)} \mathbb{Z}\sigma$. But this is $R(G/C)$ by (i).

We are now ready to compute the representations rings of centralisers of tori in compact simple Lie groups and their Tate cohomology.

2.1. Type $A_n$

A maximal torus $T$ in $H_A := S(U(n_1) \times \ldots \times U(n_l))$ is given by all diagonal matrices

$$
\text{diag}
\left(
\begin{array}{c}
\xi_1^{(1)} \\ \vdots \\ \xi_{n_1}^{(1)} \\ \xi_1^{(2)} \\ \vdots \\ \xi_{n_2}^{(2)} \\ \vdots \\ \xi_{n_l}^{(l)}
\end{array}
\right)
$$

where $\xi_j^{(p)} = e^{2\pi i a_j^{(p)}}$ with $\sum_{p=1}^{\ell} \sum_{j=1}^{n_p} a_j^{(p)} = 0$. Simple roots are given by $a_j^{(p)} - a_{j+1}^{(p)}$ for $1 \leq p \leq \ell$ and $1 \leq j < n_p$ and so we can deduce that the Weyl group $W$ is $S_{n_1} \times \ldots \times S_{n_l}$, where each symmetric group $S_{n_p}$ acts by permuting the $\xi_j^{(p)}$ for $1 \leq j \leq n_p$. Thus $R(T)^W$ is generated by the elementary symmetric polynomials $\sigma_k^{(p)} = \sum_{i_1 < \ldots < i_k} \xi_{i_1}^{(p)} \ldots \xi_{i_k}^{(p)}$ together with $\left(\sigma_{n_p}^{(p)}\right)^{-1} = \left(\prod_{i=1}^{n_p} \xi_i^{(p)}\right)^{-1}$ where $1 \leq p \leq \ell$ and $1 \leq k \leq n_p$. One can check that $\sigma_k^{(p)}$ is precisely the character of the representation $x_k^{(p)} := \Lambda^k \left(x_1^{(p)}\right)$, where $x_1^{(p)}$ is the representation of $S(U(n_1) \times \ldots \times U(n_l))$ where the $p$th block $U(n_p)$ acts via the standard representation on $\mathbb{C}^{n_p}$.

**Proposition 2.2.** There is an isomorphism

$$
R(H_A) \cong \bigotimes_{p=1}^{\ell} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{n_p}^{(p)} \right] / \left( \prod_{p=1}^{\ell} x_{n_p}^{(p)} - 1 \right)
$$
The duality on \( R(H_A) \) is given by \( (x_k^{(p)})^* = (x_{n_p}^{(p)})^{-1} x_{n_p-k}^{(p)} \) under this isomorphism, using the convention that \( x_0^{(p)} = 1 \).

**Proof.** Letting \( S := \prod_{p=1}^l \mathbb{Z}[z_1^{(p)}, \ldots, z_{n_p}^{(p)}] \) be a Laurent ring, the map

\[
f: \prod_{p=1}^l \mathbb{Z}[X_1^{(p)}, \ldots, X_{n_p-1}^{(p)}] \otimes \prod_{p=1}^l \mathbb{Z}[X_{n_p}^{(p)}, (X_{n_p}^{(p)})^{-1}] \to S,
\]

\[
X_i^{(p)} \mapsto \sigma_i^{(p)}
\]

is injective since the elementary symmetric polynomials are algebraically independent. Now \( R(T) = S/\left( \prod_{p=1}^l \prod_{i=1}^{n_p} z_i^{(p)} - 1 \right) \). Denoting by \( \pi: S \to R(T) \) the projection map, by the comments above, \( \pi \circ f \) maps surjectively onto \( R(T)^W \). We have \( \ker(\pi \circ f) = f^{-1}\left( \left( \prod_{p=1}^l \prod_{i=1}^{n_p} z_i^{(p)} - 1 \right) \right) = \left( \prod_{p=1}^l X_{n_p} - 1 \right) \). The second equality here follows from the fact that \( f \) is just the embedding of the subring of \( S \) of all elements invariant under the action of \( S_{n_1} \times \ldots \times S_{n_l} \). This yields the isomorphism. The fact that the duality is as described follows immediately from considering the duals of the \( \sigma_i^{(p)} \in R(T)^W \).

\[\square\]

**Proposition 2.3.** If not all of \( n_1, \ldots, n_l \) are even, we have an isomorphism

\[
\bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{n_p/2}^{(p)} \right] \to h^+(R(H_A))
\]  

(2.1)

where \( \alpha_i^{(p)} \mapsto \left[ x_i^{(p)} \right] \left( x_i^{(p)} \right)^* \).

If all of \( n_1, \ldots, n_l \) are even, we have an isomorphism

\[
\bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{n_p}^{(p)} \right] \otimes \mathbb{Z}_2[\epsilon] \to h^+(R(H_A))
\]

(2.2)

where \( \alpha_1^{(p)} \mapsto \left[ x_i^{(p)} \right] \left( x_i^{(p)} \right)^* \) and \( \epsilon \mapsto \left[ \prod_{p=1}^l x_{n_p}^{(p)} \right] \).

**Proof.** Recall the expression for \( R(H_A) \) from Proposition 2.2. The monomials in indeterminates \( x_k^{(p)} \) and \( \left( x_{n_p}^{(q)} \right)^{\pm 1} \) for \( 1 \leq p \leq l \) and \( 1 \leq k < n_p \) and \( 1 \leq q < l \) (note that we are missing out \( x_{n_1}^{(l)} \)) form a \( \mathbb{Z}_2 \)-basis of \( R(H_A) \). Since the duality takes monomials to monomials, a \( \mathbb{Z}_2 \)-basis of \( h^+(R(H_A)) \) is given by the non-zero self-dual monomials in these indeterminates. Now let

\[
z := \prod_{p=1}^l \prod_{i=1}^{n_p-1} \left( x_i^{(p)} \right)^{a_i^{(p)}} \prod_{q=1}^{l-1} \left( x_q^{(q)} \right)^{b_q}
\]

where \( a_i^{(p)} \in \mathbb{N}_0 \) and \( b_q \in \mathbb{Z} \). Then

\[
z^* = \prod_{p=1}^{l-1} \prod_{i=1}^{n_p-1} \left( x_i^{(p)} \right)^{-a_i^{(p)}} \left( x_{n_p-i}^{(p)} \right)^{a_i^{(p)}} \left( x_{n_p}^{(p)} \right)^{-a_{n_p}^{(p)}} \ldots \left( x_{n_l}^{(p)} \right)^{-a_{n_l}^{(p)}} \prod_{j=1}^{n_1-1} \left( x_{n_1-j}^{(l)} \right)^{a_j^{(l)}} \prod_{j=1}^{n_2-1} \left( x_{n_2-j}^{(l)} \right)^{a_j^{(l)}} \ldots \prod_{j=1}^{n_l-1} \left( x_{n_l-j}^{(l)} \right)^{a_j^{(l)}} \prod_{q=1}^{l-1} \left( x_q^{(q)} \right)^{b_q - a_i^{(p)} + \ldots + a_{n_l}^{(p)}}
\]

recalling that \( x_{n_l}^{(l)} = \left( \prod_{p=1}^{l-1} x_{n_p}^{(p)} \right)^{-1} \) in \( R(H_A) \).
So \( z = z^* \) if and only if the following conditions hold:

\[
a_i^{(p)} = a_{n_p-i}^{(p)} \quad \text{and} \quad 2b_q = a_1^{(l)} + \ldots + a_{n_l-1}^{(l)} - a_1^{(q)} - \ldots - a_{n_q-1}^{(q)}
\]

for all \( 1 \leq p \leq l \) and \( 1 \leq i < n_p \) and all \( 1 \leq q < l \).

If \( z = z^* \) and some \( n_p \) is odd, then we deduce from the above conditions that \( a_{i}^{(q)} \) must be even for all \( q \) where \( n_q \) is even. In this case, it follows that \( z \) is a monomial in indeterminates \( x_i^{(p)}(x_i^{(p)})^* \) where \( 1 \leq p \leq l \) and \( 1 \leq i \leq \lfloor n_p/2 \rfloor \). This shows that the map \((2.1)\) above maps a \( \mathbb{Z}_2 \)-basis to a \( \mathbb{Z}_2 \)-basis, so it is an isomorphism.

If all of \( n_1, \ldots, n_l \) are even, then we deduce that the self-dual monomials are in bijective correspondence with the \( z \) of the form

\[
z = \left( \prod_{p=1}^{l} x_i^{(p)} \right)^d \prod_{q=1}^{l} \prod_{j=1}^{n_q/2} \left( x_j^{(q)} (x_j^{(q)})^* \right) a_i^{(q)}
\]

where \( d \in \{0,1\} \) and \( a_i^{(q)} \in \mathbb{N}_0 \). Thus we see that the map \((2.2)\) maps a \( \mathbb{Z}_2 \)-basis to a \( \mathbb{Z}_2 \)-basis, so it is an isomorphism.

2.2. Type \( B_n \)

We denote by \( \bar{U}(n) \) the connected double cover of \( U(n) \) and recall the representation rings of these groups:

**Proposition 2.4.** The representation rings of \( U(n) \) and \( \bar{U}(n) \) are

\[
R(U(n)) \cong \mathbb{Z} \left[ x_1, \ldots, x_{n-1}, x_n, x_n^{-1} \right]
\]

\[
R(\bar{U}(n)) \cong \mathbb{Z} \left[ x_1, \ldots, x_{n-1}, (x_n)^{\frac{1}{2}}, (x_n)^{-\frac{1}{2}} \right]
\]

with duality in both cases given by \( x_i^* = x_n^{-1} \cdot x_{n-i} \). Here \( x_i \in R(U(n)) \) is the standard representation of \( U(n) \) and \( x_i := \Lambda^i(x_1). \) Under this identification, the projection \( \pi_n : \bar{U}(n) \rightarrow U(n) \) induces the inclusion indicated by the chosen notation, and the non-trivial element in \( \ker(\pi_n) \) acts trivially via \( x_i \in R(\bar{U}(n)) \) for \( 1 \leq i \leq n \) and by multiplication by \(-1\) via \((x_n)^{\frac{1}{2}} \).

Let \( \bar{H}_B := \bar{U}(n_1) \times \ldots \times \bar{U}(n_l) \times Spin(2m+1) \). By the product theorem for complex representation rings and Proposition \((2.3)\) we have

\[
R(\bar{H}_B) \cong \bigotimes_{p=1}^{l} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{n_p}^{(p)}, \left( x_n^{(p)} \right)^{\pm \frac{1}{2}} \right] \quad \text{if} \quad m = 0
\]

\[
R(\bar{H}_B) \cong \bigotimes_{p=1}^{l} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{n_p}^{(p)}, \left( x_n^{(p)} \right)^{\pm \frac{1}{2}} \right] \otimes \mathbb{Z}[y_1, \ldots, y_{m-1}, \Delta] \quad \text{if} \quad m > 0
\]

By \( \epsilon \) we denote the nontrivial element in \( \bar{U}(n_p) \) or \( Spin(2m+1) \) in the kernel of \( U(n_p) \) \( U(n_p) \) or \( Spin(2m+1) \rightarrow SO(2m+1) \). Let \( C_B \) be the subgroup of \( \bar{H}_B \) consisting of all elements \( (a_1, \ldots, a_l, b) \) where \( a_i, b \in \{1, \epsilon\} \) such that \( \epsilon \) occurs an even number of times.

**Proposition 2.5.** If \( m > 0 \), there is an isomorphism

\[
\bigotimes_{p=1}^{l} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{n_p}^{(p)}, \left( x_n^{(p)} \right)^{\pm 1} \right] \otimes \mathbb{Z}[y_1, \ldots, y_{m-1}] \otimes \mathbb{Z}[t] \rightarrow R(\bar{H}_B/C_B)
\]
where \( x_i^{(p)} \mapsto x_i^{(p)} \) for all \( 1 \leq p \leq l \) and \( 1 \leq i \leq n_p \), \( y_j \mapsto y_j \) for \( 1 \leq j \leq m - 1 \) and \( t \mapsto \Delta \cdot \prod_{p=1}^{l} \left( x_{np}^{(p)} \right)^{-\frac{1}{2}} \).

If \( m = 0 \), there is an isomorphism

\[
\bigotimes_{p=1}^{l} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{np-1}^{(p)}, \left( x_{np}^{(p)} \right)^{\pm 1} \right] \otimes \mathbb{Z}[t] \bigotimes \left( t^2 - \left( \prod_p x_{np}^{(p)} \right)^{-1} \right) \rightarrow R(\bar{H}_B/C_B)
\]

where \( x_i^{(p)} \mapsto x_i^{(p)} \) for all \( 1 \leq p \leq l \) and \( 1 \leq i \leq n_p \) and \( t \mapsto \prod_{p=1}^{l} \left( x_{np}^{(p)} \right)^{-\frac{1}{2}} \).

Under the above isomorphisms, the duality is given by

\[
\left( x_i^{(p)} \right)^* = \left( x_{np}^{(p)} \right)^{-1} x_{np-i}^{(p)} \quad \text{for all } 1 \leq p \leq l, 1 \leq i \leq n_p
\]

\[
y_j^* = y_j \quad \text{for all } 1 \leq j \leq m - 1,
\]

\[
t^* = t \cdot \prod_p x_{np}^{(p)}
\]

Remark 2. By Lemma 2.21(i), the ring \( R(\bar{H}_B/C_B) \) is a subring of \( R(\bar{H}_B) \). This justifies our notation, for example regarding \( x_i^{(p)} \) as a representation of both \( \bar{H}_B \) and \( \bar{H}_B/C_B \).

Proof of Proposition 2.6 Suppose \( m > 0 \). Observe that \( C_B \subset \bar{H}_B \) acts trivially via \( x_i^{(p)} \in R(\bar{H}_B) \) and \( y_j \in R(\bar{H}_B) \) for all \( 1 \leq p \leq l \) and \( 1 \leq i \leq n_p \) and for all \( 1 \leq j < m \). Furthermore, \( C_B \) acts trivially via \( \Delta^b \cdot \prod_{p=1}^{l} \left( x_{np}^{(p)} \right)^{-b_0_p} \in R(\bar{H}_B) \) if and only if all of \( a_p, b \) are even or all of \( a_p, b \) are odd, and otherwise some elements of \( C_B \) act trivially and the others act by multiplication by \(-1\).

This shows by Lemma 2.21(vi), taking all the monomials as a \( \mathbb{Z} \)-basis of \( R(\bar{H}_B) \), that the described map is surjective. The ring on the left is an integral domain of Krull dimension \( 1 + m + \sum_p n_p \). By Lemma 2.21(ii), \( R(\bar{H}_B/C_B) \) is an integral domain with the same Krull dimension as \( R(\bar{H}_B) \), i.e. also \( 1 + m + \sum_p n_p \). So the map must be an isomorphism.

Similar arguments apply for \( m = 0 \).

We see immediately that \( h^+(R(\bar{H}_B)) \) is a polynomial ring over \( \mathbb{Z}_2 \) in \( m + \sum_p [n_p/2] \) indeterminates, so \( h^+(R(\bar{H}_B)) \) has Krull dimension \( m + \sum_p [n_p/2] \). So \( h^+(R(\bar{H}_B/C_B)) \) has Krull dimension \( m + \sum_p [n_p/2] \) by Lemma 2.21(iv).

**Proposition 2.6.** If not all of \( n_1, \ldots, n_l \) are even, there is an isomorphism

\[
\bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{[n_p/2]}^{(p)} \right] \otimes \mathbb{Z}_2[\beta_1, \ldots, \beta_m] \rightarrow h^+(R(\bar{H}_B/C_B)) \tag{2.3}
\]

where \( \alpha_i^{(p)} \mapsto \left[ x_i^{(p)} \right]^* \) and

\[
\beta_j \mapsto \begin{cases} [y_j] & \text{if } 1 \leq j \leq m - 1 \\ [\Lambda^m(y_1)] = [tt^* - 1 - y_1 - \ldots - y_{m-1}] & \text{if } j = m \end{cases}
\]
If all of \( n_1, \ldots, n_l \) are even, there is an isomorphism
\[
\bigotimes_{p=1}^l \mathbb{Z}_2 [\alpha_1^{(p)}, \ldots, \alpha_{n_p/2}^{(p)}] \otimes \mathbb{Z}_2 [\beta_1, \ldots, \beta_m] \otimes \mathbb{Z}_2 [\delta] \rightarrow h^+ (R(H_B/C_B))
\]
(2.4)
where \( \alpha_i^{(p)} \) and \( \beta_j \) are mapped as in the previous homomorphism and
\[
\delta \mapsto \begin{cases} 
\Delta \prod_p \left( x_n^{(p)} \right)^{-\frac{1}{2}} 
& \text{if } m > 0 \\
\prod_p \left( x_n^{(p)} \right)^{-\frac{1}{2}} 
& \text{if } m = 0
\end{cases}
\]

Proof. Suppose \( m > 0 \). In Proposition 2.5, we saw that \( R(\tilde{H}_B/C_B) \) is a tensor product of a Laurent and polynomial ring. The duality takes monomials to monomials, so the non-zero self-dual monomials are a \( \mathbb{Z}_2 \)-basis of \( h^+(R(\tilde{H}_B/C_B)) \). Suppose
\[
z = t^a \prod_{p=1}^{l-1} \prod_{i=1}^{n_p-1} \left( x_i^{(p)} \right)^{b_i^{(p)}} \cdot \prod_{q=1}^{l} \left( x_n^{(q)} \right)^{c_q} \prod_{q=1}^{m-1} y_d^q
\]
is a self-dual monomial where \( a, b_i^{(p)}, c_q \in \mathbb{N}_0 \) and \( c_p \in \mathbb{Z} \). Then
\[
z = z^* = t^a \prod_{r=1}^{l} \left( x_r^{(r)} \right)^{a_l} \prod_{p=1}^{l} \prod_{i=1}^{n_p-1} \left( x_n^{(p)} \right)^{b_i^{(p)}} \cdot \prod_{q=1}^{l} \left( x_n^{(q)} \right)^{-c_q} \prod_{q=1}^{m-1} y_d^q
\]
This equality holds if and only if
\[
2c_p = a - b_1^{(p)} - \ldots - b_{n_p-1}^{(p)} \quad \text{and} \quad b_i^{(p)} = b_i^{(p)}
\]
for all \( 1 \leq p \leq l \) and \( 1 < i < n_p \).

Suppose there is some \( 1 \leq p \leq l \) so that \( n_p \) is odd. Then \( \sum_{k=1}^{n_p-1} b_k^{(p)} = 2(1/2) b_k^{(p)} \) is even and so \( a \) is even. Then we must also have that \( b_{n_p/2}^{(p)} \) is even when \( n_r \) is even. This shows that \( z \) can in fact be written as a product of powers of
\[
tt^* \quad \text{and} \quad x_j^{(p)} \left( x_j^{(p)} \right)^* \quad \text{and} \quad y_q
\]
for \( 1 \leq p \leq l \) and \( 1 < j \leq n_p/2 \) and \( 1 \leq q < m \). This proves that the above map 2.6 is surjective, noting that under the isomorphism of Proposition 2.5, \( tt^* \) corresponds to \( \Delta^2 = 1 + y_1 + \ldots + y_m \).

Now suppose that \( n_1, \ldots, n_l \) are all even. If we choose \( a \) odd, we must also choose \( b_i^{(p)} \) odd for all \( 1 \leq p \leq l \). We deduce that \( z \) can be written as a product of powers of
\[
tt^* \quad \text{and} \quad t \prod_{p=1}^{l} x_n^{(p)} \quad \text{and} \quad x_j^{(p)} \left( x_j^{(p)} \right)^* \quad \text{and} \quad y_q
\]
for \( 1 \leq p \leq l \) and \( 1 < i < n_p \) and \( 1 \leq q < m \). This proves that the above map 2.4 is surjective, again noting that under the isomorphism of Proposition 2.5, \( tt^* \) corresponds to \( \Delta^2 = 1 + y_1 + \ldots + y_m \).

Note that in both cases, both the domain and codomain of the surjective maps are integral domains with the same Krull dimension \( m + \sum_{i=1}^l n_i \). Hence the maps must in fact be isomorphisms.

Similar arguments apply for \( m = 0 \).
2.3. Type $C_n$

Let $H_C := U(n_1) \times \ldots \times U(n_l) \times Sp(m)$. From the product theorem for complex representation rings, we immediately obtain:

**Proposition 2.7.** There is an isomorphism

$$\bigotimes_{p=1}^{l} \mathbb{Z} \left[ x_1^{(p)}, \ldots, x_{n_p}^{(p)} \right] \oplus \mathbb{Z}[z_1, \ldots, z_m] \rightarrow R(H_C)$$

where $x_i^{(p)}$ corresponds to the standard action of the $p$th block $U(n_p)$ and $x_{n_p}^{(p)} = \Lambda^i \left( x_1^{(p)} \right)$, and $z_1$ corresponds to the standard representation of the block $Sp(m)$ on $\mathbb{C}^{2m}$. Under this isomorphism, the duality on $R(H_C)$ is given by $\left( x_i^{(p)} \right)^* = \left( x_{n_p}^{(p)} \right)^{-1} x_{n_p-i}^{(p)}$ and $z_j^* = z_j$.

**Proposition 2.8.** We have an isomorphism

$$\bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{n_p/2}^{(p)} \right] \oplus \mathbb{Z}_2 [\gamma_1, \ldots, \gamma_m] \rightarrow h^+(R(H_C))$$

where $\alpha_i^{(p)} \mapsto \left[ x_i^{(p)} \right]^{*}$ and $\gamma_j \mapsto [z_j]$.

3. Outline of the Computation of Witt Rings

We now outline our method of computation of the Witt ring of complex flag varieties in detail. We use the approach developed in [18]. There the author computes the Witt ring of all full flag varieties. We slightly generalise the approach to be able to apply it to all flag varieties.

Throughout this section, let $G$ be a compact simply connected Lie group and $H$ be a closed connected subgroup of maximal rank. We denote by $i: H \rightarrow G$ the inclusion map. We have seen that by Bousfield’s lemma, $W^*(G/H) \cong h^*(K^0(G/H))$. So as a first step, we need to be able to compute $K^0(G/H)$. This is done via a theorem of Hodgkin reducing this to a computation with representation rings of $G$ and $H$, which are well-understood. We then use the results of section 1.2 to compute $h^*(K^0(G/H))$ and finally see how to determine the Witt grading of $h^*(K^0(G/H)) \cong W^*(G/H)$.

3.1. $K$-theory of $G/H$

The key to the complex K-theory of $G/H$ is a certain ring homomorphism $\alpha: R(H) \rightarrow K^0(G/H)$ which was already considered by Atiyah and Hirzebruch in [11]. It is defined as follows: Let $\rho: H \rightarrow GL_n(\mathbb{C})$ be a complex representation of $H$. Then we may regard $G \times \mathbb{C}^n$ as an $H$-space by letting $H$ act on $G$ by right multiplication and on $\mathbb{C}^n$ via $\rho$. This yields an $n$-dimensional complex vector bundle $(G \times \mathbb{C}^n)/H \rightarrow G/H$ and thus induces an additive homomorphism $\alpha: R(H) \rightarrow K^0(G/H)$.

It can be checked that $\alpha$ is a ring homomorphism and preserves the dualities on $R(H)$ and $K^0(G/H)$, so it is a morphism of $*$-rings. Letting $a(G) \subset R(H)$ be the ideal generated by all $i^* (\sigma) - \text{rk}(\sigma) \in R(H)$ for $\sigma \in R(G)$, one can see that $a(G) \subset \text{ker}(\alpha)$, so $\alpha$ induces a map

$$\overline{\alpha}: R(H)/a(G) \rightarrow K^0(G/H)$$

Recalling our standing assumption that $G$ is compact, simply connected and that $H \subset G$ is of maximal rank, Hodgkin’s theorem states:
Theorem 3.1 [13] Thm 3. \( \pi \) is an isomorphism.

Remark 3. The above construction can be mimicked for KO-theory. First, we extend the real representation ring to a graded ring using equivariant K-theory:

\[
RO^j(H) := KO^j_H(pt) \quad \text{for } j \in \mathbb{Z}
\]

Similarly to the non-equivariant case, equivariant real K-theory is 8-periodic. As outlined in [18], 2.2 and 2.3 for example, we can now apply the aforementioned construction analogously to real representations of \( H \) and real vector bundles over \( G/H \) to obtain maps \( \alpha^j_O : RO^j(H) \to KO^j(G/H) \). Let \( \tilde{RO}^j(G) \) be the kernel of the restriction map \( RO^j(G) \to RO^j(\{1\}) \) and denote by \( a^j_O(G) \subset RO^j(G) \) the ideal generated by the image of \( \tilde{RO}^* (G) \) under the restriction map \( i^* \) and by the images of \( a(G) \) under the realification map \( r_* \). Then \( \alpha^j_O \) induces a map \( \alpha^j_O : RO^j(H)/a^j_O(G) \to KO^j(G/H) \).

See [18], 2.3 for all of this. However, [18], Proposition 2.2, Example 2.3 shows that \( \alpha^*_O \) is often far from being surjective.

A crucial ingredient in the proof of Theorem 3.1 is the following result, which we shall also need later:

Theorem 3.2 [17] Thm. 1.1. Let \( K \) be a connected compact Lie group with \( \pi_1(K) \) free and \( U \) be a closed connected subgroup of maximal rank. Then \( R(U) \) is free as a module over \( R(K) \) by restriction.

Let us now apply Hodgkin’s theorem 3.1 concretely. Since \( G \) is simply connected, its representation ring is a polynomial ring:

\[
R(G) \cong \mathbb{Z}[\lambda_1, \lambda_1^*, \ldots, \lambda_a, \lambda_a^*, \sigma_{a+1}, \ldots, \sigma_n]
\]

Here we suppose that the \( \sigma_j \) are self-dual. If \( \zeta \) is a representation, let us write \( \tilde{\zeta} := \zeta - \text{rk}(\zeta) \) for the reduced virtual representation of rank 0. As \( R(H) \) is a free \( R(G) \)-module by Theorem 3.2 it follows that

\[
i^*(\tilde{\lambda}_1), i^*(\tilde{\lambda}_1^*), \ldots, i^*(\tilde{\lambda}_a), i^*(\tilde{\lambda}_a^*), i^*(\tilde{\sigma}_{a+1}), \ldots, i^*(\tilde{\sigma}_n)
\]

is an \( R(H) \)-regular sequence. Letting \( I \) be the ideal generated by all these elements, we obtain by Theorem 3.1 that

\[
\overline{\pi} : R(H)/I \xrightarrow{\cong} K^0(G/H)
\]

is an isomorphism of \(*\)-rings.

3.2. Tate cohomology of \( K^0(G/H) \)

Via the isomorphism (3.1), it is now possible to compute \( h^*(K^0(G/H)) \) by computing \( h^*(R(H)/I) \) using the results of section 1.2. We define the following elements in \( h^+(R(H)) \):

\[
\mu_j := \begin{cases} 
\left[ i^*(\tilde{\lambda}_j \tilde{\lambda}_j^*) \right] & \text{if } 1 \leq j \leq a \\
\left[ i^*(\tilde{\sigma}_j) \right] & \text{if } a < j \leq n
\end{cases}
\]

We make the following assumptions:

Assumptions.
(A1) There is a subset $S \subset \{1, \ldots, n\}$ such that the $\mu_s$ for $s \in S$ form an $h^+(R(H))$-regular sequence in some order.

(A2) For every $t \in \{1, \ldots, n\}$, the element $\mu_t$ is contained in the ideal $(\mu_s \mid s \in S)$.

As we will see in subsequent chapters, these assumptions are frequently satisfied in our concrete computations. In fact, showing that they hold will be the essential remaining step. However, we will see that in a few situations, these assumptions are not quite satisfied. In those cases, we will have to make slight adaptations.

Let

$$I' := \left(\hat{\lambda}_s, \hat{\lambda}_s^* \mid s \in S, 1 \leq s \leq a\right) + (\tilde{\sigma}_s \mid s \in S, a < s \leq n) \subset R(H)$$

From (A1), it follows by Corollary 1.5 that as rings,

$$h^*(R(H)/I') \cong h^+(R(H)/I') \cong h^+(R(H))/(\mu_s \mid s \in S)$$

We have

$$\text{where the vertical maps are the squaring maps and the horizontal maps (induced by complexification) are isomorphisms by Bousfield’s lemma 1.1.}$$

Now by Lemma 1.4, we have that as modules over $h$-complexes, $h^*$ is an isomorphism.

Now for any $K$, in a few cases, we will have to make slight adaptions.

Proof. Let $x = \overline{x}_{-1} + \overline{x}_{-3}$ where $x_i \in KO^{2i}(X)$ for $i \in \{-1, -3\}$. We consider the commutative square

$$\begin{array}{ccc}
W^{-1}(X) \oplus W^{-3}(X) & \xrightarrow{\overline{\varphi}_{\text{odd}} = (\overline{\varphi}_{-1}, \overline{\varphi}_{-3})} & h^-(K^0(X)) \\
\downarrow & & \downarrow \\
W^{0}(X) \oplus W^{-2}(X) & \xrightarrow{\overline{\varphi}_{\text{even}} = (\overline{\varphi}_0, \overline{\varphi}_{-2})} & h^+(K^0(X))
\end{array}$$

where the vertical maps are the squaring maps and the horizontal maps (induced by complexification) are isomorphisms by Bousfield’s lemma 1.1. We have

$$\overline{\varphi}_{\text{even}}(x) = \overline{\varphi}_{\text{odd}}(x)^2 = [c_{-1}(x_{-1})]^2 + [c_{-3}(x_{-3})]^2$$

In $K^0(X)$, we have for $i \in \{-1, -3\}$ that $c_i(x_i) + c_i(x_i)^* = 0$. Hence in $h^-(K^0(X))$,

$$[c_i(x_i)] = [-c_i(x_i)^*] = [c_i(x_i)^*]$$

where the second equality holds since $h^-(K^0(X))$ is 2-torsion. Thus from (3.3),

$$\overline{\varphi}_{\text{even}}(x^2) = [c_{-1}(x_{-1}) \cdot c_{-1}(x_{-1})^*] + [c_{-3}(x_{-3}) \cdot c_{-3}(x_{-3})^*]$$

Now for any $y \in K^0(X)$, it is a well-known fact that $y \cdot y^* \in \text{im}(c_0)$. So (3.4) implies that $\overline{\varphi}_{\text{even}}(x^2) \in \text{im}(\overline{\varphi}_0)$. Thus $x^2 \in W^0(X)$. 

\[\text{PROPOSITION 3.3. Let } X \text{ be a finite cell complex with } K^1(X) = 0 \text{ and } x \in W^{-1}(X) \oplus W^{-3}(X). \text{ Then } x^2 = 0.\]
On the other hand, \(x^2 = [x_{-1}]^2 + [x_{-3}]^2 \in W^{-2}(X)\). Consequently, \(x^2 \in W^0(X) \cap W^{-2}(X)\). So \(x^2 = 0\) as asserted.

In summary, we have proved:

**Proposition 3.4.** Using the notation introduced above and assuming that (A1) and (A2) hold, we have a ring isomorphism

\[
h^*(R(H)/I) \cong \frac{h^+(R(H))}{(\mu_s \mid s \in S)} \otimes \bigwedge_{t \in S} ([\eta_t])
\]

where the first factor in the tensor product is completely contained in \(h^+\) and all the generators of the exterior algebra on the right are contained in \(h^-\).

3.3. Witt ring of \(G/H\)

We have now computed the Tate cohomology of \(R(H)/I\) and thus also the Tate cohomology of \(K^0(G/H)\) via the isomorphism

\[
[\pi] : h^*(R(H)/I) \xrightarrow{\cong} h^*(K^0(G/H))
\]

induced by \([\pi]\). It remains to determine the Witt grading of \(h^*(K^0(G/H))\) under the isomorphism

\[
W^*(G/H) \xrightarrow{\sim} h^*(K^0(G/H))
\]

of Bousfield’s lemma. Using the notation as introduced in this chapter, we prove two lemmas to this end. They are generalisations of the assertion about the Witt grading of the Tate cohomology of full flag varieties in [18, Thm 3.3].

**Lemma 3.5.** Let \(x \in R(H)\) be self-dual. Then it gives rise to an element \(\alpha(x) \in h^+(K^0(G/H))\).

If \(x\) is a real representation, then \(\alpha(x)\) corresponds to an element in \(W^0(G/H)\) under Bousfield’s isomorphism \(\overline{\eta}\).

If \(x\) is a quaternionic representation, then \(\alpha(x)\) corresponds to an element in \(W^{-2}(G/H)\) under Bousfield’s isomorphism \(\overline{\eta}\).

**Proof.** Suppose \(x\) is real. Then there is \(x^R \in RO^0(H)\) such that \(x = c_0(x^R)\). From the commutative diagram

\[
\begin{array}{ccc}
RO^0(H) & \xrightarrow{c_0} & R(H) \\
\downarrow{\alpha^0} & & \downarrow{\alpha} \\
KO^0(G/H) & \xrightarrow{c_0} & K^0(G/H)
\end{array}
\]

we deduce that \(\alpha(x) = \alpha(c_0(x^R)) = c_0(\alpha^0(x^R))\). Thus \(\alpha(x) \in \text{im}(c_0)\). Passing to Tate cohomology, we obtain

\[
[\alpha(x)] \in \text{im}(\overline{\eta} : W^0(G/H) \to h^+(K^0(G/H)))
\]

and hence the claim follows.
Similarly, if \( x \) is quaternionic, we obtain from the commutative square

\[
\begin{array}{ccc}
RO^4(H) & \rightarrow & R(H) \\
\downarrow \alpha^0 & & \downarrow \alpha \\
KO^4(G/H) & \rightarrow & KO^0(G/H)
\end{array}
\]

that \( \alpha(x) \in \text{im}(c_2) \) and hence \([\alpha(x)] \in h^+(KO^0(G/H))\) corresponds to an element in \( W^{-2}(G/H) \) under Bousfield’s isomorphism.

\[\square\]

**Lemma 3.6.** Let \( u \in R(H) \) be such that there are \( \nu_j \in R(H) \) and \( \tilde{\mu}_j \in R(G) \) with \( \text{rk}(\tilde{\mu}_j) = 0 \) such that \( u + u^* = \sum_{j=1}^n \nu_j \cdot i^*(\tilde{\mu}_j) \). Then \( u \) gives rise to \([\alpha(u)] \in h^-(KO^0(G/H))\).

If all the \( \nu_j, \tilde{\mu}_j \) are of real type, then \([\alpha(u)] \in h^- (KO^0(G/H))\) corresponds to an element in \( W^{-1}(G/H) \) under Bousfield’s isomorphism.

If all the \( \tilde{\mu}_j \) are of real type and all the \( \nu_j \) are of quaternionic type, then \([\alpha(u)] \in h^- (KO^0(G/H))\) corresponds to an element in \( W^{-3}(G/H) \) under Bousfield’s isomorphism.

**Remark 4.** Note that to apply this lemma to the \([\pi_t]\) where \( t \in \mathbb{F} \), we need to assume something stronger than \((A2)\). We will see that in our concrete computations, this stronger condition is satisfied.

**Proof.** First suppose all the \( \nu_j, \tilde{\mu}_j \) are of real type. Then there exist \( \nu_j^R \in RO^0(H) \) and \( \tilde{\mu}_j^R \in RO^0(G) \) with \( \nu_j = c_0(\nu_j^R) \) and \( \tilde{\mu}_j = c_0(\tilde{\mu}_j^R) \). Thus we have

\[
c_0(r_0(u)) = u + u^* = c_0\left(\sum_j \nu_j^R \cdot i^*(\tilde{\mu}_j^R)\right)
\]

Since \( c_0 \) is injective, we have \( r_0(u) = \sum_j \nu_j^R \cdot i^*(\tilde{\mu}_j^R) \in a^0_0(G) \). From the commutative square

\[
\begin{array}{ccc}
R(H)/a(G) & \xrightarrow{\pi} & KO^0(G/H) \\
\downarrow r_0 & & \downarrow r_0 \\
RO^0(H)/a^0_0(G) & \xrightarrow{\pi^0_0} & KO^0(G/H)
\end{array}
\]

we see that \( \alpha(u) \in \ker(r_0) \). Hence \([\alpha(u)] \in \ker(\pi_0; h^-(KO^0(G/H)) \rightarrow c\setminus KO^0(G/H)) \) and so \([\alpha(u)] \in \text{im}(\tau_3; W^3(G/H) \rightarrow h^- (KO^0(G/H)))\) by Bousfield’s lemma. Thus the claim follows.

Now suppose the \( \tilde{\mu}_j \) are real and the \( \nu_j \) are quaternionic. Then there are \( \tilde{\mu}_j^R \in RO^0(H) \) and \( \nu_j^R \in RO^4(H) \) such that \( c_0(\tilde{\mu}_j^R) = \tilde{\mu}_j \) and \( c_2(\nu_j^R) = \nu_j \). Thus we have

\[
c_2(r_2(u)) = u + u^* = \sum_{j=1}^n c_2(\nu_j^R) \cdot c_0(\tilde{\mu}_j^R) = c_2\left(\sum_{j=1}^n \nu_j^R \cdot i^*(\tilde{\mu}_j^R)\right)
\]

\[\overset{1}{\text{Recall that } c\setminus KO^0(G/H) \text{ denotes the kernel of } c_0; KO^0(G/H) \rightarrow KO^0(G/H).}\]
Since $c_2$ is injective, we obtain $r_2(u) = \sum_{j=1}^n i_j^* \cdot i_j^*(\overline{\mu}_j) \in a^3_O(G)$. From the commutative square

$$
\begin{array}{c}
R(H)/a(G) \xrightarrow{\pi} K^0(G/H) \\
\downarrow r_2 \quad \quad \quad \quad \downarrow r_2 \\
RO^4(H)/a^2_O(G) \xrightarrow{\overline{\pi}_O} KO^4(G/H)
\end{array}
$$

we see that $\alpha(u) \in \ker(r_2)$. So by Bousfield’s lemma \[\Box\] the claim follows.

**Remark 5.** As mentioned in the introduction, our computations could also be carried out more generally in the algebraic context for flag varieties over an algebraically closed field of characteristic not two. Let us explain this in more detail. Suppose $G$ is a semisimple algebraic group over an algebraically closed field of characteristic not two and $P$ is a parabolic subgroup.

- An analogue of Bousfield’s lemma holds for $G/P$, the algebraic K-theory and algebraic Witt ring (in the sense of Balmer) replacing their topological counterparts [20 Thm 2.3],

- Panin’s theorem [12 Thm 2.2] gives an analogue of Hodgkin’s theorem, computing the algebraic K-theory of $G/P$ in terms of the algebraic representation rings of $G$ and $P$.

- The representation ring of $G$ and $P$ is essentially independent of the ground field (cf. [15 Théorème 4] and [20 Lemma 3.4]).

The above facts show that our computations also yield the algebraic Witt rings of the respective flag varieties over all algebraically closed fields of characteristic not two.

### 4. Computation of Witt rings

We now apply the approach explained in the previous section to compute the Witt ring of all complex flag varieties $G/H$ where $G = SU(n)$, $Spin(2n + 1)$ or $Sp(n)$, i.e. where $G$ is simple of ordinary type $A_n$, $B_n$ or $C_n$. We also state the result for type $D_n$ and refer to [6] for a detailed proof.

#### 4.1. Type $A_n$

**Notation and conventions.** Up to conjugation every centraliser of a torus in $SU(n)$ is of the form $H_A = S(U(n_1) \times \ldots \times U(n_l))$ where $n_1 + \ldots + n_l = n$. We let $k$ be the number of integers among $n_1, \ldots, n_l$ that are odd and $i_A: H_A \to SU(n)$ be the inclusion and $X_A := SU(n)/H_A$ be the corresponding complex flag variety. We use the notation for $R(H_A)$ and $h^+(R(H_A))$ introduced in Propositions \[2.2\] and \[2.3\] and write $R(SU(n)) = \mathbb{Z}[x_1, \ldots, x_{n-1}]$ where $x_1$ is the standard complex representation of $SU(n)$ of rank $n$ and $x_i = \Lambda^i(x_1)$ for all $i$.

Furthermore, it will be convenient to make the following definitions in $h^+(R(H_A))$:

$$
\alpha^{(p)}_0 := 1 \quad \text{for} \quad 1 \leq p \leq l,
$$

$$
\alpha^{(p)}_i := \alpha^{(p)}_{n_p-i} \quad \text{for} \quad 1 \leq p \leq l \quad \text{and} \quad [n_p/2] < i \leq n_p
$$

Note that with these definitions, we have $\alpha^{(p)}_i = \left[x^{(p)}_i \left(\frac{x^{(p)}_i}{x^{(p)}_{n_p}}\right)^*\right]$ for all $1 \leq p \leq l$ and all $0 \leq i \leq n_p$.

To compute $K^0(X)$ using Hodgkin’s theorem, we need to determine the induced map

$$
i_A^*: \mathbb{Z}[x_1, \ldots, x_{n-1}] \cong R(SU(n)) \longrightarrow R(H_A) \cong \bigotimes_{p=1}^l \mathbb{Z}\left[\frac{x^{(p)}_1}{x^{(p)}_{n_p}}, \ldots, \frac{a^{(p)}_{n_p}}{a^{(p)}_{n_p}}\right] / \left(\prod_{p=1}^l a^{(p)}_{n_p} - 1\right)
$$
We see directly that \( i^*_A(x_1) = x_1^{(1)} + \ldots + x_1^{(l)} \). Hence we obtain for \( 1 \leq j \leq n - 1 \):

\[
i^*_A (x_j - \mathrm{rk}(x_j)) = A^j \left( x_1^{(1)} + \ldots + x_1^{(l)} \right) - \left( \begin{array}{c} n \\ j \end{array} \right) = \sum_{a_1 + \ldots + a_l = j} x_{a_1}^{(1)} \ldots x_{a_l}^{(l)} - \left( \begin{array}{c} n \\ j \end{array} \right) =: P_j
\]

Then by Hodgkin’s theorem 3.1

\[ K^0(X) \cong R(H_A)/(P_1, \ldots , P_{n-1}) \]

We want to compute the Tate cohomology of this ring using Proposition 3.4. We have \( P^*_j = P_{n-j} \) for \( 1 \leq j \leq n-1 \). Thus if \( n \) is odd, we have \( (n-1)/2 \) mutually conjugate pairs of \( P_j \)'s and if \( n \) is even, we have \( n/2 - 1 \) mutually conjugate pairs of \( P_j \)'s and one self-conjugate one, namely \( P_{n/2} \). So in order to use Proposition 3.4, we need to consider the elements \( \{ P^*_j P_j \} \) in \( h^+ (R(H_A)) \). Using repeatedly that \( [a + a^*] = 0 \) in \( h^+ (R(H)) \) for all \( a \in R(H) \), we compute:

\[
[P_j P^*_j] = \left[ \left( \sum_{a_1 + \ldots + a_l = j} x_{a_1}^{(1)} \ldots x_{a_l}^{(l)} - \left( \begin{array}{c} n \\ j \end{array} \right) \right) \right. \cdot \left. \left( \sum_{b_1 + \ldots + b_l = j} x_{b_1}^{(1)} \ldots x_{b_l}^{(l)} - \left( \begin{array}{c} n \\ j \end{array} \right) \right) \right] ^*
\]

\[
= \sum_{a_1 + \ldots + a_l = j} x_{a_1}^{(1)} x_{a_1}^{(1)*} \ldots x_{a_l}^{(l)} x_{a_l}^{(l)*} + n \left( \begin{array}{c} n \\ j \end{array} \right)
\]

\[
= \sum_{a_1 + \ldots + a_l = j} \alpha_{a_1}^{(1)} \ldots \alpha_{a_l}^{(l)} + n \left( \begin{array}{c} n \\ j \end{array} \right) =: \mu_j
\]

For the sum defining the \( \mu_j \), remember the definitions we made in (4.1). If \( n \) is even, we also need to consider

\[
[P_{n/2}] = \sum_{a_1 + \ldots + a_l = n/2} x_{a_1}^{(1)} \ldots x_{a_l}^{(l)} - \left( \begin{array}{c} n \\ \frac{n}{2} \end{array} \right) = \begin{cases} 0 & \text{if } k > 0 \\ \epsilon & \text{if } k = 0 \end{cases}
\]

This equality holds for the following reason: If \( k > 0 \), then none of the summands \( x_{a_1}^{(1)} \ldots x_{a_l}^{(l)} \) with \( a_1 + \ldots + a_l = \frac{n}{2} \) is self-dual, and if \( k = 0 \), the only self-dual summand is \( x_{n/2}^{(1)} \ldots x_{n/2}^{(l)} \).

In order to finally apply Proposition 3.4 we need to investigate the relations between the \( \mu_j \in h^+ (R(H_A)) \). In other words, we need to check that (A1) and (A2) from Chapter 3 are satisfied. We state the result now, postponing the proof to Propositions 5.6 and 5.8 in the next section.

**Proposition 4.1.** Setting \( m := \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor \), the elements \( \mu_1, \ldots , \mu_m \) form an \( h^+ (R(H_A)) \)-regular sequence and each \( \mu_i \) for \( m < i \leq \lfloor n/2 \rfloor \) can be written as a \( \mathbb{Z}_2 \)-linear combination of \( \mu_1, \ldots , \mu_m \).

**Remark 6.** If \( k = 0 \), then \( \mu_m = \epsilon^2 \) and so we have that \( \mu_1, \ldots , \mu_{m-1}, \epsilon = [P_{n/2}] \) also form an \( h^+ (R(H_A)) \)-regular sequence.
Let \( r := \lfloor n/2 \rfloor - m \). Note that if \( k = 0 \), then \( r = 0 \). As a consequence of Proposition 4.1 we can find \( u_1, \ldots, u_r \in R(H_A) \) such that

\[
\begin{align*}
&u_j + u_j^* - P_{m+j}P_{m+j}^* \in \mathbb{Z} \cdot P_1 P_1^* + \cdots + \mathbb{Z} \cdot P_m P_m^* \quad \text{for} \quad 1 \leq j \leq r \text{ if } n \text{ is odd} \\
&u_r^* = P_{n/2} \text{ if } n \text{ is even}
\end{align*}
\]

These give rise to \([\overline{u}_1] \in h^-(R(H_A)/(P_1, \ldots, P_{n-1}))\). Now from Proposition 3.4 we immediately obtain:

**Proposition 4.2.** Let \( m := \lfloor n_1/2 \rfloor + \cdots + \lfloor n_l/2 \rfloor \) and \( r = \lfloor n/2 \rfloor - m \). Then

\[
\begin{align*}
&h^*(R(H_A)/(P_1, \ldots, P_{n-1})) \cong \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{[n_p/2]}^{(p)} \right] / (\mu_1, \ldots, \mu_m) \otimes \bigwedge (\overline{u}_1, \ldots, \overline{u}_r)
\end{align*}
\]

where

\[\mu_j = \sum_{a_1 + \cdots + a_j = j} \alpha_{a_1}^{(l)} \cdots \alpha_{a_j}^{(l)} + \binom{n}{j} \text{ for } 1 \leq j \leq m,\]

recalling and sticking to the definitions we made in (4.1). We have that \( \alpha_j^{(p)} \in h^+ \) for all \( 1 \leq p \leq l \) and \( 1 \leq j \leq n_p \), and \( u_i \in h^- \) for all \( 1 \leq i \leq r \).

Recall from Bousfield’s lemma 1.1 that there is an isomorphism

\[
W^*(X_A) \cong h^*(K^0(X_A)) \cong h^*(R(H_A)/(P_1, \ldots, P_{n-1}))
\]

We have computed the 2-graded Tate cohomology on the right and now want to determine the 4-periodic grading of the Witt ring.

Let \( b_i^{(p)} \in W^*(X_A) \) be the element corresponding to \( \overline{v}_i^{(p)} \in h^*(R(H_A)/(P_1, \ldots, P_{n-1})) \) under the above isomorphism for \( 1 \leq p \leq l \) and \( 0 \leq i \leq n_p \). We see that \( \overline{v}_i^{(p)} \in h^*(R(H_A)/(P_1, \ldots, P_{n-1})) \) is represented by a real representation for all \( p \) and \( i \) as \( \rho \rho^* \) is always of real type for any complex representation \( \rho \). So by Lemma 3.5

\[
b_i^{(p)} \in W^0(X_A) \text{ for all } 1 \leq p \leq l \text{ and } 0 \leq i \leq n_p
\]

For \( 1 \leq i \leq r \), let \( v_i \in W^*(X_A) \) be the element corresponding to \( \overline{u}_i \in h^*(R(H_A)/(P_1, \ldots, P_{n-1})) \) under the above isomorphism. Using (4.2) and the fact that \( P_j P_j^* \) is real for all \( j \), Lemma 3.6 shows that

\[
v_i \in W^{-1}(X_A) \text{ for } 1 \leq i \leq r - 1
\]

If \( n \) is even, \( P_{n/2} \) is real if \( n \equiv 0 \) (mod 4) and quaternionic if \( n \equiv 2 \) (mod 4). We deduce from Lemma 3.6 that

\[
v_r \in \begin{cases} W^{-1}(X_A) & \text{if } n \not\equiv 2 \text{ (mod 4)} \\ W^{-3}(X_A) & \text{if } n \equiv 2 \text{ (mod 4)} \end{cases}
\]

Summing up, we have proved:

**Theorem 4.3.** Let \( m := \lfloor n_1/2 \rfloor + \cdots + \lfloor n_l/2 \rfloor \) and \( r := \lfloor n/2 \rfloor - m \). Then as a ring,

\[
W^*(X_A(n_1, \ldots, n_l)) \cong \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ b_1^{(p)}, \ldots, b_{[n_p/2]}^{(p)} \right] / (\mu_1, \ldots, \mu_m) \otimes \bigwedge (v_1, \ldots, v_r)
\]
where
\[ \mu_j = \sum_{a_1 + \ldots + a_j = j} b_{a_1}^{(1)} \cdots b_{a_j}^{(l)} + \binom{n}{j} \] for 1 \leq j \leq m,

where we define \( b_0^{(p)} := 1 \) for 1 \leq p \leq l and \( b_i^{(p)} := b_{n_p - i}^{(p)} \) for 1 \leq p \leq l and \( \lfloor n_p / 2 \rfloor < i \leq n_p \) (just as in (4.11)). We have
\[ b_i^{(p)} \in W^0(X_A) \] for all 1 \leq p \leq l and 0 \leq i \leq n_p,
\[ v_j \in W^{-1}(X_A) \] for all 1 \leq j \leq r - 1,
\[ v_r \in \begin{cases} W^{-1}(X_A) & \text{if } n \equiv 2 \pmod{4} \\ W^{-3}(X_A) & \text{if } n \equiv 2 \pmod{4} \end{cases} \]

We want to tabulate the ranks of the Witt groups in different degrees. From the Appendix and Proposition 5.7, we immediately deduce:

**Theorem 4.4.** Let
\[ m := \lfloor n_1 / 2 \rfloor + \ldots + \lfloor n_l / 2 \rfloor, \quad a := \frac{m!}{\lfloor n_1 / 2 \rfloor! \cdots \lfloor n_l / 2 \rfloor!}, \quad r := \lfloor n / 2 \rfloor - m. \]
We have \( W^i(X_A(n_1, \ldots, n_l)) \cong \mathbb{Z}^{a \cdot z_i} \) where \( z_i \) is given as follows:
If \( r = 0 \) (i.e. at most one \( n_j \) is odd), then \( z_0 = 1 \) and \( z_{-1} = z_{-2} = z_{-3} = 0 \).
If \( r > 0 \) and \( n \equiv 2 \pmod{4} \), we have:

\[
\begin{array}{cccc}
 r & z_0 & z_{-1} & z_{-2} & z_{-3} \\
 0 & 2^{r-2} & 2^{r-2} & 2^{r-2} + 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} \\
 1 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} + 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} + 2 \cdot (-4)^{\frac{r-1}{2}} \\
 2 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
 3 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
\end{array}
\]

If \( r > 0 \) and \( n \equiv 2 \pmod{4} \), we have:

\[
\begin{array}{cccc}
 r & z_0 & z_{-1} & z_{-2} & z_{-3} \\
 0 & 2^{r-2} & 2^{r-2} + 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
 1 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} + 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
 2 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
 3 & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} & 2^{r-2} - 2 \cdot (-4)^{\frac{r-1}{2}} \\
\end{array}
\]

4.2. Type \( B_n \)

**Notation and Conventions.** For any \( k \in \mathbb{N} \), we denote by \( \epsilon \in Spin(k) \) the non-trivial preimage of 1 in \( SO(k) \) under the covering map \( Spin(k) \to SO(k) \). Up to conjugation, every centraliser of a torus in \( Spin(2n + 1) \) is of the form \( H_B = Spin(2m + 1) \times U(n_1) \times \cdots \times U(n_l) / Z \) where \( m + n_1 + \ldots + n_l = n \) and \( Z \) is the subgroup of all elements \( \{ x_0, x_1, \ldots, x_l \} \) in \( Spin(2m + 1) \times U(n_1) \times \cdots \times U(n_l) \) such that \( x_i \in \{ 1, \epsilon \} \) for all 0 \leq i \leq l and \( x_j = \epsilon \) for an even number of \( j \). We suppose that precisely \( k \) of the integers \( n_1, \ldots, n_l \) are odd and let \( i_B : H_B \to Spin(2n + 1) \) be the inclusion map. We denote by \( X_B = Spin(2n + 1) / H_B \) the associated complex flag variety. We write \( RH(\hat{y}_1, \ldots, \hat{y}_{n-1}, \Delta) \) where \( \hat{y}_1 \) is induced by the standard representation of \( SO(2n + 1) \) of rank \( 2n + 1 \) and \( \hat{y}_i = \Lambda^i(\hat{y}_1) \) and
\(\Delta\) is the spin representation. For \(R(H_B)\) and \(h^+(R(H_B))\), we use the notation introduced in Propositions \(2.5\) and \(2.6\). In addition, it will be convenient to define the following elements in \(h^+(R(H_B))\):

\[
\beta_0 := 1 \quad \text{and} \quad \beta_{m+j} := \beta_{m+1-j} \quad \text{for all} \quad 1 \leq j \leq m+1
\]

\[
\alpha_0^{(p)} := 1 \quad \text{and} \quad \alpha_1^{(p)} := \alpha_{n_p-1}^{(p)} \quad \text{for all} \quad 1 \leq p \leq l \quad \text{and} \quad |n_p/2| < i \leq n_p
\]  

We want to compute the Tate cohomology of \(K^0(X_B)\) following section \(3\). As a first step, we need to compute the restriction map \(i_B^*: R(\text{Spin}(2n+1)) \rightarrow R(H_B)\). We see directly that

\[
i_B^*(\hat{y}_1) = y_1 + \sum_{p=1}^{l} x_1^{(p)} + \left( \sum_{p=1}^{l} x_1^{(p)} \right)^*
\]

Consequently, in \(h^+(R(H_B))\) we have

\[
[i_B^*(\hat{y}_f - \text{rk}(\hat{y}_f))] = [\Lambda^{(f/2)} (i_B^*(\hat{y}_1)) - \text{rk}(\hat{y}_f)]
\]

\[
= \sum_{j=0}^{[f/2]} \beta_{f-2j} \sum_{a_1 + \ldots + a_l = j} \alpha_{a_1}^{(1)} \ldots \alpha_{a_l}^{(l)} + \left( \frac{2n+1}{f} \right) =: \xi_f,
\]

keeping in mind the definitions we made in \((4.4)\). We still need to compute the restriction of the spin representation \(\Delta\). We have that in \(h^*(R(H))\),

\[
[i^*(\Delta)] = \begin{cases} 0 & \text{if} \ k > 0 \\ \delta & \text{if} \ k = 0 \end{cases}
\]  

(4.5)

In order to apply the results of section \(3\) to compute \(h^*(K^0(X_B))\), we need to investigate the relations between \(\xi_1, \ldots, \xi_{n-1}, [i^*(\Delta)] \in h^*(R(H_B))\).

**Proposition 4.5.** Let

\[
S := \{i \in \mathbb{Z} \mid 1 \leq i \leq m\} \cup \{i \in \mathbb{Z} \mid m < i \leq 2 \left( \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor \right) \text{ even}\}
\]

and consider \(R := \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \delta_{1}^{(p)}, \ldots, \delta_{n_p/2}^{(p)} \right]\) as a subring of \(h^*(R(H_B))\).

**Suppose** \(k > 0\). Then the elements \(\xi_j\) for \(j \in S\) form an \(h^*(R(H_B))\)-regular sequence in some order. If \(i \in \{1, 2, \ldots, n-1\} \setminus S\), then \(\xi_i\) is an \(R\)-linear combination of the \(\xi_j\) for \(j \in S\).

We have \([i^*(\Delta)] = 0\).

**Suppose** \(k = 0\) and \(m\) is even. Then the elements \(\xi_j\) for \(j \in S \setminus \{n\}\) together with \([i^*(\Delta)] = \delta\) form an \(h^*(R(H_B))\)-regular sequence in some order. If \(i \in \{1, \ldots, n-1\} \setminus S\), then \(\xi_i\) is an \(R\)-linear combination of the \(\xi_j\) where \(j \in S \setminus \{n\}\).

**Suppose** \(k = 0\) and \(m\) is odd. Then the elements \(\xi_j\) for \(j \in S\) form an \(h^*(R(H_B))\)-regular sequence in some order. Let \(I\) be the ideal generated by these elements. Then \(\delta \in h^+(R(H_B))/I\) is a zero divisor with annihilator the ideal generated by \(\delta\) itself. The elements \(\xi_i\) for \(i \in \{1, 2, \ldots, n-1\} \setminus S\) are \(R\)-linear combinations of the \(\xi_j\) for \(j \in S\).

**Proof.** The claims for \(k > 0\) are immediate from Propositions \(5.18\) and \(5.21\). Remark \(10\) and equation \((1.3)\).

Suppose \(k = 0\) and \(m\) is even. Proposition \(5.18\) shows that

\[
\xi_1, \xi_2, \ldots, \xi_{m-1}, \xi_m, \xi_{m+2}, \xi_{m+4}, \ldots, \xi_{n-2}, \xi_n
\]  

(4.6)
is a regular sequence in the subring
\[ A := \mathbb{Z}_2[\beta_1, \ldots, \beta_m] \otimes_{\mathbb{Z}_2} \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{\lfloor n_p/2 \rfloor}^{(p)} \right] \subset h^*(R(H_B)) \]

In \( h^*(R(H_B)) \), we have
\[ \delta^2 = \sum_{i=0}^m \beta_i \cdot \alpha_{\lfloor \frac{1}{2} \rfloor}^{(1)} \ldots \alpha_{\lfloor \frac{i}{2} \rfloor}^{(i)} \]

Remark 9 shows that in the sequence (4.6), we may replace \( \xi_n \) by \( \delta^2 \) and still have an \( A \)-regular sequence. But since \( h^*(R(H_B)) \) is a free module of rank 2 over \( A \), the sequence is also \( h^*(R(H_B)) \)-regular. But then replacing \( \delta^2 \) by \( \delta \) clearly still gives an \( h^*(R(H_B)) \)-regular sequence, as required.

The statement about the linear relations is immediate from Proposition 5.21 and Remark 10.

Lastly, suppose \( k = 0 \) and \( m \) is odd. From Proposition 5.18, we deduce that the \( \xi_j \) for \( j \in S \) form an \( h^*(R(H_B)) \)-regular sequence. Proposition 5.21 and Remark 10 imply that the elements \( \xi_i \) for \( i \in \{1, 2, \ldots, n-1\} \) \( \setminus S \) are \( R \)-linear combinations of the \( \xi_j \) for \( j \in S \). Now from Lemma 5.20, we have that \( \beta_i + \beta_{i-1} \in I \) for every odd \( 1 \leq i \leq m \). This shows that
\[ \delta^2 = (1 + \beta_1 + \ldots + \beta_{m-1} + \beta_m) \cdot \alpha_{\lfloor \frac{1}{2} \rfloor}^{(1)} \ldots \alpha_{\lfloor \frac{i}{2} \rfloor}^{(i)} \in I \]

Let us identify the annihilator of \( \overline{\sigma} \) in \( h^+(R(H_B))/I \). Let \( A \) be as defined above in the previous case, then \( h^*(R(H_B)) \) is still a free \( A \)-module of rank 2 with basis 1, \( \delta \). Since \( I \) is generated by elements in \( A \), we deduce that \( h^+(R(H_B))/I \) is a free \( A/A \cap I \)-module with basis 1, \( \overline{\sigma} \). From this and the fact that \( \overline{\sigma}^2 = 0 \), it follows immediately that the annihilator of \( \overline{\sigma} \) in \( h^+(R(H_B))/I \) is as claimed.

Now let \( S \) be as in the previous Proposition and
\[ \overline{S} := \{1, \ldots, n-1\} \setminus S \] and \( B := \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ x_1^{(p)}, \ldots, x_{\lfloor \frac{n_p}{2} \rfloor}^{(p)} \right], \]

where we regard \( B \) as a subring of \( R(H_B) \). The previous Proposition implies the following:

In all cases and for all \( t \in \overline{S} \), we can find \( w_t \in R(H_B) \) such that
\[ w_t + w_t^* - i_B^*(\hat{y}_t - \text{rk}(\hat{y}_t)) \in \sum_{s \in S} B \cdot i^*(\hat{y}_s - \text{rk}(\hat{y}_s)) \]

(4.7)

Moreover, if \( k > 0 \), we see from (4.5) that we can find \( \eta \in R(H_B) \) such that
\[ \eta + \eta^* = i_B^*(\Delta) \]

(4.8)

If \( k = 0 \) and \( m \) is odd, we can find \( \kappa \in R(H_B) \) such that
\[ \kappa + \kappa^* = i^*(\Delta)^2 \in \sum_{s \in S} B \cdot i^*(\hat{y}_s - \text{rk}(\hat{y}_s)) \]

(4.9)

We use Proposition 4.5 to show:

**Proposition 4.6.** If not all of \( n_1, \ldots, n_l \) are even, then
\[ h^*(K^0(X_B)) \cong \frac{\mathbb{Z}_2[\beta_1, \ldots, \beta_m] \otimes_{\mathbb{Z}_2} \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{\lfloor \frac{n_p}{2} \rfloor}^{(p)} \right]}{(\xi_j | j \in S)} \otimes \bigwedge_{i \in \overline{S}} (|\pi_i|) \otimes (|\eta|) \]
If $m,n_1,\ldots,n_l$ are even, then

$$h^s(K^0(X_B)) \cong \frac{\mathbb{Z}_2[\beta_1,\ldots,\beta_m] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2\left[\alpha_i^{(p)},\ldots,\alpha_{\beta_i}^{(p)}\right]}{(\xi_j \mid j \in S \setminus \{\alpha\}) + \left(\beta_m\alpha_{n_1/2}\cdots\alpha_{n_l/2}\right)} \otimes \bigwedge_{t \in \mathcal{S}}(\overline{[\alpha_i]}).$$

If $n_1,\ldots,n_l$ are even and $m$ is odd, then

$$h^s(K^0(X_B)) \cong \frac{\mathbb{Z}_2[\beta_1,\ldots,\beta_m] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2\left[\alpha_i^{(p)},\ldots,\alpha_{\beta_i}^{(p)}\right]}{(\xi_j \mid j \in S)} \otimes \bigwedge_{t \in \mathcal{S}}(\overline{[\alpha_i]} \otimes \bigwedge(\overline{[\alpha_i]})).$$

In the above,

$$\xi_j = \sum_{i=0}^{[j/2]} \beta_{j-2i} \cdot \sum_{a_1+\cdots+a_l=i} \alpha_{a_1}^{(1)} \cdots \alpha_{a_l}^{(l)} + \left(2n+1, j\right)$$

recalling the definitions we made in (4.4). In all the above expressions, the left factors of the tensor products are contained in $h^+$ and the generators of the exterior algebras all lie in $h^-$.

**Proof.** The first case follows immediately from Propositions 4.5 and 3.4. So does the second case, using in addition that $\beta_{2i+1} + \beta_{2i}$ is contained in the ideal $(\xi_j \mid j \in S, j \leq 2i+1)$ for all $i$ by Lemma 3.20. The third case follows similarly from Proposition 4.5 using Lemma 1.6 in addition.

Recall from Bousfield’s lemma 1.1 that there is an isomorphism

$$W^s(X_B) \xrightarrow{\sim} h^s(K^0(X_B)) \xrightarrow{\sim} h^s(R(H_B)/\mathfrak{a}(G)).$$

We have computed the Tate cohomology on the right and want to determine the Witt grading. So under the above isomorphism, we let

- $a_i \in W^s(X_B)$ correspond to $\overline{a_i}$ for $1 \leq i \leq m$ in all cases
- $b_j^{(p)} \in W^s(X_B)$ correspond to $\overline{b_j^{(p)}}$ for all $1 \leq p \leq l$ and $0 \leq j \leq n_p$ in all cases
- $u_t \in W^s(X_B)$ correspond to $\overline{[\alpha_i]}$ for all $t \in \mathcal{S}$ in all cases
- $c_1 \in W^s(X_B)$ correspond to $\overline{[\alpha_i]}$ if not all of $n_1,\ldots,n_l$ are even
- $c_2 \in W^s(X_B)$ correspond to $\overline{[\alpha_i]}$ if $n_1,\ldots,n_l$ are even and $m$ is odd

Recall that the subring $B$ of $R(H_B)$ consists entirely of real representations and $\lambda_j \in R(Spin(2n+1))$ is real for all $j$.

We deduce from Lemma 3.3 that $a_i \in W^s(X_B)$ for all $1 \leq i \leq m$ and $b_j^{(p)} \in W^s(X_B)$ for all $1 \leq j \leq n_p/2$.

From equation (4.7) and Lemma 3.6 we deduce that $u_t \in W^{-1}(X_B)$ for all $t \in \mathcal{S}$.

Suppose not all of $n_1,\ldots,n_l$ are even. From equation (4.8) and Lemma 3.6 recalling that $\Delta \in R(Spin(2n+1))$ is of real type if $n \equiv 0, 3 \mod 4$ and of quaternionic type if $n \equiv 1, 2 \mod 4$, we deduce that

$$c_1 \in \begin{cases} W^{-1}(X_B) & \text{if } n \equiv 0, 3 \mod 4 \\ W^{-3}(X_B) & \text{if } n \equiv 1, 2 \mod 4 \end{cases}$$

Suppose $n_1,\ldots,n_l$ are even and $m$ is odd. Then Lemma 3.6 and equation (4.9) show that $c_2 \in W^{-1}(X_B)$.

In summary, we have proved:
Theorem 4.7. Let
\[ S := \{ i \in \mathbb{Z} | 1 \leq i \leq m \} \cup \left\{ i \in \mathbb{Z} | m < i \leq 2 \left( \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor \right) \text{ even} \} \]
\[ \overline{S} := \{1, \ldots, n-1\} \setminus S \]
If not all of \(m, n_1, \ldots, n_l\) are even, then
\[ W^*(X_B) \cong \frac{\mathbb{Z}_2[b_1, \ldots, b_m] \otimes \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ a^{(p)}_1, \ldots, a^{(p)}_{|p|} \right]}{(\xi_j \mid j \in S)} \otimes \bigwedge_{i \in \overline{S}} (u_i) \otimes \bigwedge (c) \]
If \(m, n_1, \ldots, n_l\) are even, then
\[ W^*(X_B) \cong \frac{\mathbb{Z}_2[b_1, \ldots, b_m] \otimes \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ a^{(p)}_1, \ldots, a^{(p)}_{|p|} \right]}{(\xi_j \mid j \in S \setminus \{n\})} \otimes \bigwedge_{i \in \overline{S}} (u_i) \]
In the above,
\[ \xi_j = \sum_{i=0}^{\lfloor j/2 \rfloor} b_{j-2i} \cdot \sum_{q_1+\ldots+q_l=1} a^{(1)}_{q_1} \ldots a^{(l)}_{q_l} + \binom{2n+1}{j} \]
where we make the following definitions:
\[ b_0 := 1 \text{ and } b_{m+j} := b_{m+1-j} \text{ for all } 1 \leq j \leq m+1 \]
\[ a^{(p)}_0 := 1 \text{ and } a^{(p)}_i := a^{(p)}_{n_p-i} \text{ for all } 1 \leq p \leq l \text{ and } |n_p/2| < i \leq n_p \]
Furthermore, we have that all \(b_i, a^{(p)}_j \in W^0(X_B)\) and all \(u_i \in W^{-1}(X_B)\) and
\[ c \in \begin{cases} W^{-3}(X_B) & \text{if not all of } n_1, \ldots, n_l \text{ are even and } n \equiv 1, 2 \pmod{4} \\ W^{-1}(X_B) & \text{else} \end{cases} \]
It is easily checked that in all of the above cases, the number of exterior algebra generators in the above expressions is \(\sum_{i=1}^l n_i - \lfloor n_i/2 \rfloor\). From Proposition 5.19 and the Appendix, we can tabulate the ranks of the Witt groups in all degrees:

Theorem 4.8. Let
\[ a := \left( \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor \right)! \]
\[ r := \sum_{i=1}^{l} n_i - \lfloor n_i/2 \rfloor \]
We have \(W^r(X_B) \cong \mathbb{Z}_{2^a}^{z_i}\), where \(z_i\) is given as follows:
If \(r = 0\), then \(z_0 = 1\) and \(z_{-1} = z_{-2} = z_{-3} = 0\).
If not all of \(n_1, \ldots, n_l\) are even and \(n \equiv 1 \text{ or } 2 \pmod{4}\), then we have:

| \(r\) | 0 | 1 | 2 | 3 |
|---|---|---|---|---|
| 2^{r-2} | 2^{r-2} \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} | 2^{r-2} \cdot (-4)^{\frac{r-2}{2}} |
| 2^{r-2} + 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} + 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} + 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} + 2 \cdot (-4)^{\frac{r-2}{2}} |
| 2^{r-2} | 2^{r-2} | 2^{r-2} | 2^{r-2} |
| 2^{r-2} + (-4)^{\frac{r-2}{2}} | 2^{r-2} + (-4)^{\frac{r-2}{2}} | 2^{r-2} + (-4)^{\frac{r-2}{2}} | 2^{r-2} + (-4)^{\frac{r-2}{2}} |
| 2^{r-2} - 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} - 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} - 2 \cdot (-4)^{\frac{r-2}{2}} | 2^{r-2} - 2 \cdot (-4)^{\frac{r-2}{2}} |

Otherwise, we have:
4.3. Type $C_n$

**Notation and conventions.** Up to conjugation, every centraliser of a torus in $Sp(n)$ is of the form $H_C = Sp(m) \times U(n_1) \times \ldots \times U(n_l)$ where $m + n_1 + \ldots + n_l = n$. Let $i_C : H_C \to Sp(n)$ be the inclusion and $X_C = Sp(n)/H_C$ be the associated complex flag variety. We write $R(Sp(n)) = \mathbb{Z}[\hat{z}_1, \ldots, \hat{z}_n]$ where $\hat{z}_1$ is the standard representation of rank $2n$ and $\hat{z}_j = \Lambda^j(\hat{z}_1)$. For $R(H_C)$ and $h^+(R(H_C))$, we use the notation introduced in Propositions 2.7 and 2.8. In addition, it will be convenient to define the following elements in $h^+(R(H_C))$:

$$\gamma_0 := 1$$

$$\gamma_{m+i} := \gamma_{m-i}$$

$$\alpha_0^{(p)} := 1$$

$$\alpha_l^{(p)} := \alpha_{np+i}^{(p)}$$

(4.10)

Note that with these definitions, we have $\gamma_j = [\Lambda^j(\hat{z}_1)]$ for all $0 \leq j \leq 2m$ and $\alpha_i^{(p)} = \left[ x_i^{(p)} \right]^{x_i^{(p)}}$ for all $1 \leq p \leq l$ and $0 \leq i \leq n_p$.

We need to determine the induced map $i_C^*$ on representation rings. We see directly that

$$i_C^*(\hat{z}_1) = z_1 + \sum_{p=1}^l x_1^{(p)} + \sum_{p=1}^l x_1^{(p)}$$

Hence we obtain for $1 \leq j \leq n$ that

$$i^*(\hat{z}_j - \text{rk}(\hat{z}_j)) = \Lambda^j \left( z_1 + \sum_{p=1}^l x_1^{(p)} + \sum_{p=1}^l x_1^{(p)} \right) - \binom{2n}{j} = \sum_{c+d_1+\ldots+d_l=j} z_c \cdot x_1^{(1)} \cdot x_1^{(1)} \cdot \ldots \cdot x_1^{(l)} \cdot x_1^{(l)} - \binom{2n}{j} = P_j$$

Using that $[a + a^*] = 0$ in $h^+(R(H_C))$ for all $a \in R(H)$, we deduce that in $h^+(R(H_C))$,

$$[P_j] = \sum_{c+2d_1+\ldots+2d_l=j} \gamma_c \alpha_d^{(1)} \ldots \alpha_d^{(l)} + \binom{2n}{j}$$

$$= \sum_{d=0}^{[j/2]} \gamma_{j-2d} \sum_{d_1+\ldots+d_l=d} \alpha_d^{(1)} \ldots \alpha_d^{(l)} + \binom{2n}{j} =: \nu_j$$

where we keep in mind the definitions we made in (4.10).

In order to apply Proposition 3.13 to compute $h^+(K^0(X_C))$, we need to determine the relations between the $\nu_j \in h^+(R(H_C))$, i.e. show that (A1) and (A2) from section 3 are satisfied. We state the result now and postpone the proof to Propositions 5.15 and 5.17.

**Proposition 4.9.** Let

$$S := \{ k \in \mathbb{N} \mid 1 \leq k \leq m \} \cup \{ k \in \mathbb{N} \mid m < k \leq 2([m/2] + [n_1/2] + \ldots + [n_l/2]) \text{ even} \}$$

Then the $\nu_s$ for $s \in S$ form an $h^+(R(H))$-regular sequence in some order.

If $k$ is even, then $\nu_k$ is a $\mathbb{Z}_2$-linear combination of the $\nu_s$ for even $s \in S$. 

**Table:**

| $r$ (4) | $z_0$ | $z_{-1}$ | $z_{-2}$ | $z_{-3}$ |
|--------|--------|----------|----------|----------|
| 0      | $2^{r-2} - 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2}$ | $2^{r-2} + 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2}$ |
| 1      | $2^{r-2} - 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2} - 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2} + 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2} - 2 \cdot (-4)^{\frac{r}{2}}$ |
| 2      | $2^{r-2}$ | $2^{r-2} + 2 \cdot (-4)^{\frac{r}{2}}$ | $2^{r-2}$ | $2^{r-2} - 2 \cdot (-4)^{\frac{r}{2}}$ |
| 3      | $2^{r-2} - (-4)^{\frac{r}{2}}$ | $2^{r-2} + (-4)^{\frac{r}{2}}$ | $2^{r-2} + (-4)^{\frac{r}{2}}$ | $2^{r-2} - (-4)^{\frac{r}{2}}$ |
If $k$ is odd, then $\nu_k$ is a $\bigotimes_{p=1}^l \mathbb{Z} \left[ \beta_1^{(p)}, \ldots, \beta_{\lceil n_p/2 \rceil}^{(p)} \right]$-linear combination of the $\nu_s$ for odd $s \in S$. In particular, all $\nu_k$ are contained in the ideal $(\nu_s \mid s \in S)$.

Let

$$\mathfrak{S} := \{1, \ldots, n\} \setminus S$$

and

$$A := \bigotimes_{p=1}^l \mathbb{Z} \left[ x_1^{(p)} \left( x_1^{(p)} \right)^* \right] \bigotimes_{p=1}^l \mathbb{Z} \left[ x_{\lceil n_p/2 \rceil}^{(p)} \left( x_{\lceil n_p/2 \rceil}^{(p)} \right)^* \right],$$

where $A$ is regarded as a subring of $R(H_C)$. Then Proposition 4.10 shows that for all $t \in \mathfrak{S}$, we can find $w_t \in R(H)$ such that

$$w_t + w_t^* - P_t \in \bigotimes_{t \in \mathfrak{S}} \mathbb{Z} \cdot P_t$$

if $t \in \mathfrak{S}$ is even,

$$w_t + w_t^* - P_t \in \bigotimes_{t \in \mathfrak{S}} A \cdot P_t$$

if $t \in \mathfrak{S}$ is odd.

Now from Proposition 4.14, we deduce that

$$h^*(R(H_C)/(P_1, \ldots, P_n)) \cong \mathbb{Z}_2[\alpha_1, \ldots, \alpha_m] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \beta_1^{(p)}, \ldots, \beta_{\lceil n_p/2 \rceil}^{(p)} \right] \otimes \bigotimes_{t \in \mathfrak{S}} \left( [\mathfrak{m}_t] \right)$$

We will show in Lemma 5.14 that

$$(\nu_s \mid s \in S \text{ odd}) = (\gamma_i \mid 1 \leq i \leq m)$$

Hence setting $\zeta_i := \gamma_{2i}$ for $0 \leq i \leq m$, we can simplify the above expression and deduce:

**Proposition 4.10.** Let $h := [m/2] + [n_1/2] + \ldots + [n_l/2]$. There is a ring isomorphism

$$h^*(X_C) \cong \mathbb{Z}_2[\zeta_1, \ldots, \zeta_{[m/2]}] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_1^{(p)}, \ldots, \alpha_{\lceil n_p/2 \rceil}^{(p)} \right] \otimes \bigotimes_{t \in \mathfrak{S}} \left( [\mathfrak{m}_t] \right)$$

with

$$\mu_j = \sum_{c + c_1 + \ldots + c_l = j} \zeta_c \alpha_c^{(1)} \ldots \alpha_c^{(l)} + \left( \frac{2n}{2j} \right)$$

for $1 \leq j \leq h$,

where we recall the definitions we made in (4.1) and that $\zeta_0 = 1$, $\zeta_i = \zeta_{m-i}$ for $\lfloor m/2 \rfloor < i \leq m$. The left factor in the tensor product is contained in $h^+$ and $[\mathfrak{m}_t] \in h^-$ for all $t \in \mathfrak{S}$.

Recall from Bousfield’s lemma 1.1 that there is an isomorphism

$$W^*(X_C) \cong \bigotimes_{t} h^*(K^0(X_C)) \cong h^*(R(H_C)/(P_1, \ldots, P_n))$$

We have computed the Tate cohomology on the right and want to determine the Witt grading.

Let $k$ be the number of odd integers among $m, n_1, \ldots, n_l$. We set

$$f := \lfloor k/2 \rfloor = \left\lfloor \frac{n}{2} \right\rfloor - \left\lfloor \frac{m}{2} \right\rfloor - \left\lfloor \frac{n_1}{2} \right\rfloor - \ldots - \left\lfloor \frac{n_l}{2} \right\rfloor$$

and $g := \left\lceil \frac{n-m}{2} \right\rceil$

Then $f$ is the number of even integers in $\mathfrak{S}$ and $g$ is the number of odd integers in $\mathfrak{S}$.

Under the above isomorphism, let

- $\beta_i^{(p)} \in W^*(X_C)$ correspond to $\mathfrak{m}_i^{(p)} \in h^*(R(H_C)/(P_1, \ldots, P_n))$ for all $i, p$.
- $a_i \in W^*(X_C)$ correspond to $\beta_i \in h^*(R(H_C)/(P_1, \ldots, P_n))$ for all $i$.
- $u_i \in W^*(X_C)$ for $1 \leq i \leq f$ correspond to the $[\mathfrak{m}_i] \in h^*(R(H_C)/(P_1, \ldots, P_n))$ for all even $t \in \mathfrak{S}$.
The left factor in the above tensor product is contained in
\[ W(\mathbb{C}) \]}
where we set
\[ W_{\mathbb{C}} = \{ w \in W_\mathbb{C} \mid \text{re} w = 0 \}. \]

We see that \( \mathfrak{D}_i(\mathbb{C}) \) is represented by a real representation (as \( \rho \mathfrak{D}^* \) is real for any complex representation \( \rho \)). Thus by Lemma 3.3 \( b_i^{(p)} \in W^0(\mathbb{C}) \) for all \( 1 \leq p \leq l \) and \( 1 \leq i \leq \lfloor n_p/2 \rfloor \).

As \( \zeta_i = \gamma_{2i} \) is represented by a real representation, Lemma 3.3 implies that \( a_i \in W^0(\mathbb{C}) \) for all \( i \).

We know that \( \mathfrak{D}_i \in R(\mathbb{C}) \) is quaternionic for odd \( i \) and real for even \( i \). Thus we deduce from (4.1) and Lemma 3.6 that \( u_i \in W^{-1}(\mathbb{C}) \) for \( 1 \leq i \leq f \) and that \( v_j \in W^{-3}(\mathbb{C}) \) for \( 1 \leq j \leq g \).

All in all, we have shown:

**Theorem 4.11.** Let
\[ h := \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor \quad \text{and} \quad f := \left\lfloor \frac{n}{2} \right\rfloor - h \quad \text{and} \quad g := \left\lfloor \frac{n-m}{2} \right\rfloor \]

There is a ring isomorphism
\[ W^*(\mathbb{C}) \cong \mathbb{Z}_2 [a_1, \ldots, a_{m/2}] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 [b_1^{(p)}, \ldots, b_{n_p/2}^{(p)}] \otimes \bigwedge (u_1, \ldots, u_f, v_1, \ldots, v_g) \]
where
\[ \mu_j = \sum_{c+e_1+\ldots+e_l=j} a_c b_{e_1} \ldots b_{e_l} \left( \frac{2n}{2j} \right) \]
recalling that we set
\[ a_0 := 1 \quad \text{and} \quad a_i := a_{m-i} \quad \text{for all} \quad \left\lfloor \frac{m}{2} \right\rfloor < i \leq m \]
\[ b_0^{(p)} := 1 \quad \text{for all} \quad 1 \leq p \leq l \quad \text{and} \quad b_i^{(p)} := \gamma_i^{(p)} \quad \text{for all} \quad 1 \leq p \leq l, \left\lfloor \frac{n_p/2}{2} \right\rfloor < i \leq n_p \]
The left factor in the above tensor product is contained in \( W^0(\mathbb{C}) \). Furthermore, \( u_i \in W^{-1}(\mathbb{C}) \) for all \( 1 \leq i \leq f \) and \( v_j \in W^{-3}(\mathbb{C}) \) for all \( 1 \leq j \leq g \).

We now tabulate the ranks of the Witt groups in the different degrees. This immediately follows from Proposition 5.16 and the Appendix.

**Theorem 4.12.** Let \( h, f \) and \( g \) be as in the previous theorem and
\[ a := \frac{h!}{\left\lfloor \frac{m}{2} \right\rfloor! \left\lfloor \frac{n_1}{2} \right\rfloor! \ldots \left\lfloor \frac{n_l}{2} \right\rfloor!} \]
We have \( W^*(\mathbb{C}(m, n_1, \ldots, n_l)) \cong \mathbb{Z}_2^{a z_i} \) where \( z_i \) is given as follows:
- If \( f = g = 0 \), then \( z_0 = 1 \) and \( z_{-1} = z_{-2} = z_{-3} = 0 \).
- If \( (f, g) \neq (0, 0) \), then the \( z_i \) are given as in the Appendix.

4.4. **Type \( D_n \)**

The computations for type \( D_n \) are largely analogous to the other types. They are more elaborate because more cases need to be distinguished, so we only state the results and refer to [6] for full details. Note that in one particular case, we only determine the Witt groups without the ring structure.
Notation and conventions. We let \( X_D = SO(2n)/SO(2m) \times U(n_1) \times \ldots \times U(n_l) \).

Every complex flag variety which is a quotient of \( SO(2n) \) is of this form.

Theorem 4.13. Let \( N := \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_w}{2} \right\rfloor \) and \( T := \{ j \mid m \leq j \leq n - 1 \} \setminus \{ i \mid i \leq 2 \left( \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_w}{2} \right\rfloor \) \).

If \( n \) and \( m > 2 \) are odd or if \( n \) is odd and \( m = 0 \), we have a ring isomorphism

\[
W^*(X_D) \cong \frac{\mathbb{Z}_2 \left[ b_1, \ldots, b_{\left\lfloor \frac{m}{2} \right\rfloor} \right] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \beta_{1}^{(p)}, \ldots, \beta_{\left\lfloor \frac{n}{2} \right\rfloor}^{(p)} \right]}{(\mu_i \mid 1 \leq i \leq N)} \otimes \bigwedge_{t \in T}(u_t)
\]

If \( n \) is odd and \( m \geq 2 \) is even, we have a ring isomorphism

\[
W^*(X_D) \cong \frac{\mathbb{Z}_2 \left[ b_1, \ldots, b_{\left\lfloor \frac{m}{2} \right\rfloor}, d_1, d_2 \right] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_{1}^{(p)}, \ldots, \alpha_{\left\lfloor \frac{n}{2} \right\rfloor}^{(p)} \right]}{(d_1 + d_2 + b_{\frac{m}{2}}, d_1d_2) + (\mu_i \mid 1 \leq i \leq N)} \otimes \bigwedge_{t \in T}(u_t)
\]

If \( n \) is even and \( m > 2 \) is odd or if \( n \) is even and \( m = 0 \) and not all of \( n_1, \ldots, n_l \) are even, we have a ring isomorphism

\[
W^*(X_D) \cong \frac{\mathbb{Z}_2 \left[ b_1, \ldots, b_{\left\lfloor \frac{m}{2} \right\rfloor}, d_1, d_2 \right] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_{1}^{(p)}, \ldots, \alpha_{\left\lfloor \frac{n}{2} \right\rfloor}^{(p)} \right]}{(d_1 + d_2 + b_{\frac{m}{2}}, d_1d_2) + (\mu_i \mid 1 \leq i \leq N)} \otimes \bigwedge_{t \in T\setminus\{n-1\}}(u_t) \otimes \bigwedge(u_v, u_v)
\]

If \( n \) is even, \( m \geq 2 \) is even and not all of \( n_1, \ldots, n_l \) are even, we have a ring isomorphism

\[
W^*(X_D) \cong \frac{\mathbb{Z}_2 \left[ b_1, \ldots, b_{\left\lfloor \frac{m}{2} \right\rfloor}, d_1, d_2 \right] \otimes \bigotimes_{p=1}^l \mathbb{Z}_2 \left[ \alpha_{1}^{(p)}, \ldots, \alpha_{\left\lfloor \frac{n}{2} \right\rfloor}^{(p)} \right]}{(d_1 + d_2 + b_{\frac{m}{2}}, d_1d_2) + (\mu_i \mid 1 \leq i \leq N)} \otimes \bigwedge_{t \in T\setminus\{n-1\}}(u_t) \otimes \bigwedge(u_v, u_v)
\]

If \( m = 0 \) and \( n_1, \ldots, n_l \) are even, we have a ring isomorphism

\[
W^*(X_D) \cong \frac{\mathbb{Z}_2 \left[ \alpha_{1}^{(p)}, \ldots, \alpha_{\left\lfloor \frac{n}{2} \right\rfloor}^{(p)} \right]}{(\mu_i \mid 1 \leq i \leq N)} \otimes \bigwedge_{t \in T\setminus\{n-1\}}(u_t) \otimes \bigwedge(v)
\]

In all of the above cases, the generators are of degrees \( |a_i| = |b_j| = |d_1| = |d_2| = 0, |u_i| = -1 \) and

\[
|v| = |v_+| = |v_-| = \begin{cases} -1 & \text{if } n \equiv 0 \pmod{4} \\ -3 & \text{if } n \equiv 2 \pmod{4} \end{cases}
\]

The relations \( \mu_i \) are given by

\[
\mu_i := \sum_{p+q_1+\ldots+q_l=i} b_{p+q_1} \ldots a_{q_l} + \binom{2n}{2i}
\]

where it is understood that

\[
b_0 := 1 \quad \text{and} \quad b_i := b_{m-i} \quad \text{for all } \lfloor m/2 \rfloor < i \leq m,
\]

\[
a_0^{(p)} := 1 \quad \text{for all } 1 \leq p \leq l \quad \text{and} \quad a_i^{(p)} := a_{n_p-1}^{(p)} \quad \text{for all } 1 \leq p \leq l, \lfloor n_p/2 \rfloor < i \leq n_p
\]

For the remaining case, we have only been able to determine the additive structure of the Witt groups.
**Theorem 4.14.** Suppose $m, n_1, \ldots, n_l$ are even where $0 < m < n$. Let

\[
b := \frac{(n/2 - 1)!}{(m/2)! \cdot (n_1/2)! \cdot \ldots \cdot (n_l/2)!} \cdot \left(\frac{n_1}{2} + \ldots + \frac{n_l}{2}\right)
\]

\[
c := \frac{(n/2 - 1)!}{(m/2)! \cdot (n_1/2)! \cdot \ldots \cdot (n_l/2)!} \cdot \frac{m}{2}
\]

\[
a := \frac{(n/2)!}{(m/2)! \cdot (n_1/2)! \cdot \ldots \cdot (n_l/2)!} + b
\]

Letting $z_i$ be the rank of the 4-periodically graded exterior algebra on $\frac{n_1 + \ldots + n_l}{2} - 1$ generators of degree $-1$, we have:

\[
dim_{\mathbb{Z}_4}(W^i(X_D)) = \begin{cases} 
  a(z_i + z_{i+1}) & \text{if } n \equiv 0 \pmod{4} \\
  a z_i + c z_{i+1} + 2b z_{i+3} & \text{if } n \equiv 2 \pmod{4}
\end{cases}
\]

5. Polynomial relations

The purpose of this section is to prove the remaining Propositions from the previous section, thus completing our computations. These propositions each consist of two parts: a statement about the regularity of a certain sequence of polynomials and the relations that hold when extending this sequence by more polynomials. So in the first subsection, we prove a general result on regular sequences of inhomogeneous elements in graded rings. This is crucial to prove the regularity statements about our polynomials, which will be proved together with the statements about relations between them in the subsequent subsections.

5.1. Regularity of (in)homogeneous sequences in graded rings

In this subsection, we prove a few results about regular sequences that we need. First we prove the decisive result about sequences of inhomogeneous elements in a graded ring. Roughly speaking, we show that if the highest homogeneous components of the inhomogeneous elements form a regular sequence, then so do the inhomogeneous elements themselves. This is a useful result because it is often easier to establish regularity of a sequence of homogeneous elements. So after establishing this result, we consider a certain sequence of homogeneous polynomials and prove that it is regular. Combining these two results will almost immediately imply the statements about regularity that we will need.

Suppose $R = \bigoplus_{p \in \mathbb{Z}} R_p$ is a commutative graded ring with $R_p = 0$ for $p < 0$. We define an ascending filtration of $R$ by subgroups by

\[
F^a R := \bigoplus_{p \leq a} R_p
\]

This is not a filtration by ideals, but $F^a R \cdot F^b R \subseteq F^{a+b} R$ for all $a, b \in \mathbb{Z}$. So $\text{gr}_F R := \bigoplus_{a \in \mathbb{Z}} F^a R / F^{a+1} R$ inherits a ring structure. It is easy to see that $\text{gr}_F R \cong R$. Suppose now we are given elements $y_1, \ldots, y_n \in R$ with

\[
y_i = x_i + \text{lower degree terms} \quad (1 \leq i \leq n)
\]

where $x_i \in R_{k_i}$ is homogeneous.

**Lemma 5.1.** Suppose $x_1, \ldots, x_n$ is a regular sequence in every order in $R$ and $r_1, \ldots, r_l \in R$ with

\[
z := r_1 y_1 + \ldots + r_l y_l \in F^a R
\]

Then the term of degree $a$ of $z$ is in $(x_1, \ldots, x_l)$. 
By induction, we deduce that the term of degree \( a \) is a sum of terms of lower degree. We prove the claim by induction on

\[ M := \max \{ \deg(r'_i) \deg(x_i) \mid 1 \leq i \leq l \} \]

If \( M \leq a \), then the term in \( z \) of degree \( a \) is a sum of some of the terms \( r'_i x_i \) and so is in \((x_1, \ldots, x_l)\).

Suppose \( M > a \) and let \( 1 \leq i_1, \ldots, i_k \leq l \) be all the distinct indices such that \( \deg(r'_{i_p}) \deg(x_{i_p}) = M \) for \( 1 \leq p \leq k \). Then \( r'_{i_1} x_{i_1} + \ldots + r'_{i_k} x_{i_k} \) is the term in \( z \) of highest degree \( M \) and so

\[ r'_{i_1} x_{i_1} + \ldots + r'_{i_k} x_{i_k} = 0 \]

since \( M > a \) and \( z \in F^a R \). Since the \( x_i \) are a regular sequence in any order, we deduce that \( r'_{i_p} \in (x_1, \ldots, x_l) \) for \( 1 \leq p \leq k \). But then consider

\[ z' := z - \sum_{p=1}^{k} r'_{i_p} y_{i_p} = r_1 y_1 + \ldots + r_l y_l - \sum_{p=1}^{k} r'_{i_p} y_{i_p} \]

By induction, we deduce that the term of degree \( a \) in \( z' \) is in \((x_1, \ldots, x_l)\). But since \( r'_{i_p} \in (x_1, \ldots, x_n) \) for \( 1 \leq p \leq k \), this also holds for \( z \).

\[ \square \]

**Remark 7.** The assertion is not true if we do not assume regularity of the sequence \( x_i \). For example, consider \( R = \mathbb{Z}_2[\alpha, \beta] \) with \( \deg(\alpha) = \deg(\beta) = 1 \), and set \( y_1 = \alpha \) and \( y_2 = \alpha^2 + \beta \) so that \( x_1 = \alpha \) and \( x_2 = \alpha^2 \). Then \( \alpha y_1 + y_2 = \beta \in F^1 R \), but \( \beta \notin (x_1, x_2) \).

The filtration \( F^* R \) induces a filtration \( F^* R_l \) of \( R_l := R/(y_1, \ldots, y_l) \) for every \( 1 \leq l \leq n \) via the quotient map \( q_l : R \to R_l \).

**Proposition 5.2.** We use the notation introduced in this section.

(i) There is a surjective ring homomorphism

\[ R/(x_1, \ldots, x_l) \to \text{gr}_F(R_l) = \bigoplus_{a \in \mathbb{Z}} F^a R_l/F^{a-1} R_l \]

of graded rings for every \( 1 \leq l \leq n \).

(ii) If \( x_1, \ldots, x_n \) is an \( R \)-regular sequence in every order, the surjection from (i) is an isomorphism.

**Remark 8.** Since the \( x_i \) are homogeneous,

\[ R/(x_1, \ldots, x_l) \cong \bigoplus_{a \in \mathbb{Z}} R_a \cap (x_1, \ldots, x_l) \]

is naturally a graded ring. Furthermore, the condition in (ii) that \( x_1, \ldots, x_n \) be regular in every order is not much stronger than that \( x_1, \ldots, x_n \) be regular in some order: If \( R \) is Noetherian and \( R_0 \) is a field, these conditions are equivalent.

**Proof.** We first prove (i). For every \( a \in \mathbb{Z} \), we have a surjective additive homomorphism

\[ \frac{F^a R}{F^{a-1} R} \to \frac{\text{im}(F^a R) \to R/(y_1, \ldots, y_l))}{\text{im}(F^{a-1} R) \to R/(y_1, \ldots, y_l))} = \frac{F^a R_l}{F^{a-1} R_l}, \quad [x] \mapsto [q_l(x)] \]
These homomorphisms induce a surjective ring homomorphism \(gr_F R \to gr_F R_1\) and thus we obtain a surjective ring homomorphism

\[ R = \bigoplus_{a \in \mathbb{Z}} R_a \cong gr_F R \to gr_F R_1 \]

We observe that \(x_1, \ldots, x_l\) are all in the kernel of this map. Hence this induces a surjective ring homomorphism \(f: R/(x_1, \ldots, x_l) \to gr_F R_1\).

We now prove (ii). We define an inverse of the map \(f\) in (i). First, for every \(a \in \mathbb{Z}\) we define a map

\[ F^a R_l = \text{im}(F^a R \xrightarrow{q^i} R/(y_1, \ldots, y_l)) \to R_a/(R_a \cap (x_1, \ldots, x_l)), \]

\[ q_i(x + \text{lower degree terms}) \mapsto [x] \quad (\text{where} \ x \in R_a) \]

This is well-defined by Lemma 5.1. It is clearly an additive homomorphism for every \(a \in \mathbb{Z}\) and induces a homomorphism

\[ \frac{F^a R_l}{F^{a-1} R_l} \to \frac{R_a}{R_a \cap (x_1, \ldots, x_l)} \]

for every \(a \in \mathbb{Z}\). All these maps induce a ring homomorphism \(g: gr_F R_l \to R/(x_1, \ldots, x_l)\) which is, by construction, inverse to the homomorphism \(f\) constructed in (i).

We can now prove the main result of this section:

**Corollary 5.3.** Let \(R = \bigoplus_{p \in \mathbb{Z}}\) be a commutative graded ring with \(R_p = 0\) for \(p < 0\). Let \(y_1, \ldots, y_n \in R\) be such that for all \(1 \leq i \leq n\),

\[ y_i = x_i + \text{lower degree terms} \]

where \(x_i \in R_{k_i}\) is homogeneous. If \(x_1, \ldots, x_n\) is \(R\)-regular in every order, then so is \(y_1, \ldots, y_n\).

**Proof.** Suppose \(y_1, \ldots, y_l\) is an \(R\)-regular sequence and suppose \(r \in R\) with \(ry_{l+1} \in (y_1, \ldots, y_l)\). Suppose \(q(r) \neq 0\) in \(R_l = R/(y_1, \ldots, y_l)\). Then there is a minimal \(p \in \mathbb{Z}\) such that \(q_i(r) \in F^p R_l\). Consider \([q_i(r)] \in F^p R_l/F^{p-1} R_l\) and \([q_i(y_{l+1})] = [q_i(x_{l+1})] \in F^{k_{l+1}} R_l/F^{k_{l+1}-1} R_l\). Then

\[ 0 = [q_i(r)] \cdot [q_i(y_{l+1})] = [q_i(r)] \cdot [q_i(x_{l+1})] \quad \text{in} \quad \frac{F^{p+k_{l+1}} R_l}{F^{p+k_{l+1}-1} R_l} \subseteq gr_F R_l. \]

Applying the isomorphism \(g\) from the proof of Proposition 5.2 (ii) and using that \(x_1, \ldots, x_{l+1}\) is \(R\)-regular, we deduce that \(q_i(r) = 0\) in \(F^p R_l/F^{p-1} R_l\) and so \(q_i(r) \in F^{p-1} R_l\). This contradicts the minimality of \(p\).

Now we turn to a particular sequence of polynomials and prove its regularity. Let \(K\) be a field. We consider the polynomial ring

\[ A = K[X_{1,1}, X_{1,2}, \ldots, X_{1,n_1}, X_{2,1}, \ldots, X_{m,1}, \ldots, X_{m,n_m}] \]

as a graded ring with grading given by \(|X_{i,j}| = j\). We define certain polynomials \(Q_a\) by

\[ Q_a = \sum_{i_1 + \ldots + i_m = a} X_{1,i_1} X_{2,i_2} \ldots X_{m,i_m} \quad (1 \leq a \leq N := \sum_{j=1}^m n_j) \]

where in this sum, we follow the convention that \(X_{k,0} = 1\) for \(1 \leq k \leq m\). Note that \(Q_a\) is homogeneous of degree \(a\).
Proposition 5.4. The $Q_a$ for $1 \leq a \leq N$ form a regular sequence.

Proof. Since the $Q_a$ are homogeneous, it is sufficient to show that the ideal generated by the $Q_a$ is of maximal height. So let $P$ be a prime ideal with $Q_a \in P$ for $1 \leq a \leq N$. It is sufficient to show that $P = (X_{i,j} \mid 1 \leq i \leq m, 1 \leq j \leq n_i)$. Suppose this is false and let $\{i_1, \ldots, i_r\} = \{i \mid \exists j: X_{i,j} \notin P\}$. By assumption, this set is non-empty. For every $1 \leq k \leq r$, let $j_k$ be the largest $j$ with $X_{i_k,j_k} \notin P$.

Let $J = \sum_{k=1}^{r} j_k$. Then every monomial in $Q_J$ either contains some $X_{i,j}$ with $j \notin \{i_1, \ldots, i_r\}$, in which case this monomial is in $P$, or it contains only monomials $X_{i,j}$ with $j \in \{i_1, \ldots, i_r\}$. In the latter case, there is either some $1 \leq k \leq r$ such that the monomial contains $X_{i_k,j}$ with $j > j_k$ (in which case this monomial is in $P$ according to the maximality condition on $j_k$) or the monomial is equal to $X_{i_1,j_1} \cdots X_{i_r,j_r}$, which is not in $P$ since $P$ is prime. So there is only one monomial in $Q_J$ which is not in $P$. Thus $Q_J \notin P$. But this is a contradiction. Hence $P = (X_{i,j})$ as required. □

Let $I$ be the ideal in $A$ generated by the $Q_a$ for $1 \leq a \leq N$. As the $Q_a$ form a regular sequence, we have $\text{ht}(I) = N$ and so $A/I$ has Krull dimension 0. Hence $A/I$ is a finite-dimensional $K$-vector space. From [16] Corollary 3.3] it is not hard to compute the vector space dimension of $A/I$ and we obtain:

Proposition 5.5. $\dim_K(A/I) = F(A/I, 1) = \frac{(n_1 + \ldots + n_m)!}{n_1! \cdots n_m!}$

5.2. The polynomials $\mu_j$

Let $n_i \in \mathbb{N}$ for each $i \in \mathbb{N}$ be such that for some $l \in \mathbb{N}_0$, the integer $n_i$ is even if $1 \leq i \leq l$ and odd if $i > l$. For every $k \in \mathbb{N}_0$, we define

$$R_k := \bigotimes_{p=1}^{k+l} \mathbb{Z}_2\left[\beta_0^{(p)}, \ldots, \beta_{n_p}^{(p)}\right]/\left(\beta_i^{(p)} + \beta_{n_p-i}^{(p)} \mid 1 \leq p \leq k+l, 0 \leq i \leq n_p + 1 \leq p \leq k+l\right)$$

Clearly, $R_k$ is isomorphic to a polynomial ring in $\sum_{p=1}^{k+l} [n_p/2]$ indeterminates. The relations in $R_k$ ensure that there is a sort of mirror symmetry among each family of generators.

The ring $R_k$ reflects of course the Tate cohomology ring of representation rings of centralisers of tori in $SU(n)$ in our computations for type $A_n$. We define a mod-2 rank ring homomorphism via

$$\text{rk}: R_k \to \mathbb{Z}_2, \quad \beta_i^{(p)} \mapsto \binom{n_p}{i}$$

This is, of course, also a reflection of the mod-2 rank function induced on Tate cohomology by the rank function on the representation ring of centralisers of tori.

Now for $k \geq 1$, we define an inclusion map

$$\kappa_{k-1}: R_{k-1} \to R_k, \quad \beta_i^{(p)} \mapsto \beta_i^{(p)}$$

The following polynomials are the main objects of study in this section: For $m \in \mathbb{Z}$ and $k \in \mathbb{N}_0$, we define

$$\mu_m^{(k)} := \sum_{a_1 + \ldots + a_k = m} \beta_{a_1}^{(1)} \cdots \beta_{a_k}^{(k)} \in R_k$$

From the interpretation of the $\mu_m^{(k)}$ as restrictions of representations of $SU(n)$ to centralisers of tori in Tate cohomology or directly from a combinatorial interpretation, it is clear that
\[
\text{rk} \left( \mu_m^{(k)} \right) = \left( n_1 + \ldots + n_{k+1} \right). \text{ We define a reduced version of the above polynomials by}
\]
\[
\tilde{\mu}_m^{(k)} := \mu_m^{(k)} + \text{rk} \left( \mu_m^{(k)} \right)
\]
These are precisely the polynomials we considered in section 4.1. Note that \( \mu_m^{(k)} = 0 \) if \( m \not\in \{0, 1, \ldots, n_1 + \ldots + n_{k+1} \} \) and \( \mu_0^{(k)} = 1 \). Furthermore,
\[
\mu_m^{(k)} = \sum_{a_1 + \ldots + a_{k+1} = m} \beta_{a_1}^{(k)} \ldots \beta_{a_{k+1}}^{(k+1)} = \sum_{n_{k+1} - a_{k+1} = m} \beta_{n_1 - a_1}^{(k)} \ldots \beta_{n_{k+1} - a_{k+1}}^{(k+1)}
\]
\[
= \sum_{b_1 + \ldots + b_{k+1} = n_1 + \ldots + n_{k+1} - m} \beta_{b_1}^{(k)} \ldots \beta_{b_{k+1} - m}^{(k+1)} = \mu_n^{(k)}
\]
So we will only consider the polynomials \( \mu_m^{(k)} \) for \( 0 \leq m \leq \left\lfloor \left( n_1 + \ldots + n_{k+1} \right)/2 \right\rfloor \).

**Example 2.** Let \( l = 0 \) and \( k = 2 \) and \( n_1 = 3, n_2 = 5 \). We write the polynomials \( \mu_j \) in terms of the indeterminates \( \beta_i^{(p)} \) where \( i \leq \lfloor n_p/2 \rfloor \):

\[
\mu_1 = \mu_7 = \beta_1^{(1)} + \beta_1^{(2)}
\]
\[
\mu_2 = \mu_6 = \beta_1^{(1)} + \beta_1^{(2)} + \beta_2^{(2)}
\]
\[
\mu_3 = \mu_5 = 1 + \beta_1^{(1)} \beta_2^{(2)} + \beta_2^{(1)} \beta_2^{(2)} + \beta_2^{(2)}
\]
\[
\mu_4 = 0
\]

Already in the above example, the polynomials \( \mu_j \) appear to be quite complicated. We will however show that there is a quite orderly pattern of how they relate to one another.

### 5.2.1. Regularity and dimension

We noted above that \( R_k \) is just a polynomial ring in \( \lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor \) indeterminates. Hence this is also the maximal length of a regular sequence in \( R_k \). In fact, we show:

**Proposition 5.6.** The elements
\[
\mu_1^{(k)}, \mu_2^{(k)}, \ldots, \mu^{(k)}_{\lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor} \in R_k
\]
form an \( R_k \)-regular sequence. The same holds for
\[
\tilde{\mu}_1^{(k)}, \tilde{\mu}_2^{(k)}, \ldots, \tilde{\mu}^{(k)}_{\lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor} \in R_k
\]

**Proof.** We regard \( R_k \) as a graded ring where the grading is defined by setting \( |\beta_i^{(p)}| = i \) for all \( 1 \leq p \leq k + l \) and \( 0 \leq i \leq \lfloor n_p/2 \rfloor \). Note that the \( \mu_m^{(k)} \) are not homogeneous with respect to this grading. But if \( 1 \leq m \leq \lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor \), then \( \mu_m^{(k)} \) has highest homogeneous component of degree \( m \) given by
\[
\sum_{a_1 + \ldots + a_{k+1} = m} \beta_{a_1}^{(1)} \ldots \beta_{a_{k+1}}^{(k+1)} =: h_m^{(k)}
\]
In Proposition 5.4, we showed precisely that these \( h_m^{(k)} \) form a regular sequence for \( 1 \leq m \leq \lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor \). Hence we deduce from Corollary 5.3 that the \( \mu_m^{(k)} \) form an \( R_k \)-regular sequence for \( 1 \leq m \leq \lfloor n_1/2 \rfloor + \ldots + \lfloor n_{k+1}/2 \rfloor \).

The same proof also works for the \( \tilde{\mu}_m^{(k)} \) since they have the same homogeneous components as the \( \mu_m^{(k)} \) except in degree 0. \( \square \)
From Proposition \[\text{Proposition 5.2}\], we see that

\[ R_k / \left( \tilde{\mu}_1^{(k)}, \ldots, \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+1}/2]}^{(k)} \right) \quad \text{and} \quad R_k / \left( h_1^{(k)}, \ldots, h_{[n_1/2]+\ldots+[n_{k+1}/2]}^{(k)} \right) \]

have the same \( \mathbb{Z}_2 \)-vector space dimension because the former ring has a filtration such that the associated graded ring is the latter ring. We computed this dimension in Proposition 5.5 and thus obtain:

**Proposition 5.7.**

\[ \dim_{\mathbb{Z}_2} \left( R_k / \left( \tilde{\mu}_1^{(k)}, \ldots, \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+1}/2]}^{(k)} \right) \right) = \left( \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_{k+1}}{2} \right\rfloor \right)! \]

5.2.2. **Linear combinations**  We now want to show the following:

**Proposition 5.8.** For every \([n_1/2] + \ldots + [n_{k+1}/2] < m \leq \left\lfloor \left( n_1 + \ldots + n_{k+l} \right)/2 \right\rfloor \), the polynomial \( \tilde{\mu}_m^{(k)} \) (or \( \tilde{\mu}_m^{(k)} \)) is a \( \mathbb{Z}_2 \)-linear combination of the polynomials

\[ \tilde{\mu}_0^{(k)}, \tilde{\mu}_1^{(k)}, \ldots, \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+l}/2]}^{(k)} \] (or \( \tilde{\mu}_1^{(k)}, \ldots, \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+l}/2]}^{(k)} \)) in \( R_k \).

The proof will take up the remainder of this section.

Let us first see how the assertion about the \( \tilde{\mu}_m^{(k)} \) implies the assertion about the \( \tilde{\mu}_m^{(k)} \).

Assuming the claim about the unreduced polynomials, it follows that for every \( m \),

\[ \tilde{\mu}_m^{(k)} \in \mathbb{Z}_2 \cdot 1 + \mathbb{Z}_2 \cdot \tilde{\mu}_1^{(k)} + \ldots + \mathbb{Z}_2 \cdot \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+l}/2]}^{(k)} \]

Applying the rank function \( \text{rk} \) to both sides and using that \( \text{rk} \left( \tilde{\mu}_j^{(k)} \right) = 0 \) for all \( j \), we see that actually,

\[ \tilde{\mu}_m^{(k)} \in \mathbb{Z}_2 \cdot \tilde{\mu}_1^{(k)} + \ldots + \mathbb{Z}_2 \cdot \tilde{\mu}_{[n_1/2]+\ldots+[n_{k+l}/2]}^{(k)} \]

as required.

Thus we are left to prove the assertion about the unreduced polynomials. Let us first change the numbering of the indeterminates and the polynomials in a convenient way. In \( R_k \), we define

\[ \alpha_i^{(p)}(p) := \beta_{i+[n_p/2]}^{(p)} \] for all \( 1 \leq p \leq k + l \) and \( -[n_p/2] \leq i \leq [n_p/2] \)

\[ \sigma_m^{(k)} := \mu_{m+[n_1/2]+\ldots+[n_{k+l}/2]}^{(k)} \] for all \( m \in \mathbb{Z} \).

These definitions are chosen so that

\[ \alpha_i^{(p)} = \begin{cases} \alpha_i^{(p)} & \text{if } 1 \leq p \leq l \\ \alpha_{i-[p]}^{(p)} & \text{if } l < p \leq k + l \end{cases} \quad (5.1) \]

and so that the \( \sigma_m^{(k)} \) form an \( R_k \)-regular sequence for all \(-[n_1/2] - \ldots - [n_{k+l}/2] < m \leq 0 \) and

\[ \sigma_m^{(k)} = \sigma_{-m+k}^{(k)} \quad (5.2) \]

Also note that \( \sigma_m^{(k)} = \sum_{\alpha_1 + \ldots + \alpha_{k+l} = m} \alpha_1^{(1)} \ldots \alpha_{k+l}^{(k+l)} \).

Now we rephrase Proposition 5.8 as follows:

**Proposition 5.9.** For every \( 0 < m \leq [k/2] \), the polynomial \( \sigma_m^{(k)} \) is a \( \mathbb{Z}_2 \)-linear combination of the polynomials \( \sigma_i^{(k)} \) for \( i \leq 0 \).
We prove a few first lemmas in this direction:

**Lemma 5.10.** If \( k \geq 2 \) is even, then \( \sigma^{(k)}_{k/2} = 0 \).

*Proof.* \( \sigma^{(k)}_{k/2} \) is the sum of all monomials of the form \( \alpha^{(1)}_a \ldots \alpha^{(k+l)}_{a_{k+l}} \) with \( \sum_{i=1}^{k+l} a_i = k/2 \). But by (5.1), we have

\[
\sum_{a_{k+l}} \alpha^{(1)}_a \ldots \alpha^{(k+l)}_{a_{k+l}} = \sum_{a_{k+l}} \alpha^{(1)}_{-a} \ldots \alpha^{(k+l)}_{-a_{k+l-1}} \alpha^{(k+l)}_{-a_{k+l}}
\]

(5.3)

Since \( -\sum_{i=1}^{k+l} a_i = k - \sum_{i=1}^{k+l} a_i = k/2 \), the right hand side of (5.3) also gives a summand in \( \sigma^{(k)}_{k/2} \), which is always distinct from the one on the left hand side since \( k > 0 \). So all the monomial summands in \( \sigma^{(k)}_{k/2} \) cancel out each other. \( \square \)

**Lemma 5.11.** If \( k \geq 3 \) is odd, then \( \sum_{j \leq [k/2]} \sigma^{(k)}_j = 0 \).

*Proof.* We have

\[
\sum_{j \leq [k/2]} \sigma^{(k)}_j = \sum_{j \leq [k/2]} \sum_{m \in \mathbb{Z}} \sum_{j \leq [k/2]} \left( \alpha^{(k+l)}_{-m} \cdot \kappa_{k-1} \left( \sigma^{(k-1)}_{j+m} \right) \right)
\]

\[
= \sum_{j \leq [k/2]} \sum_{m \geq 0} \alpha^{(k+l)}_{-m} \cdot \kappa_{k-1} \left( \sigma^{(k-1)}_{j+m} + \sigma^{(k-1)}_{j-m-1} \right)
\]

Now in \( R_{k-1} \),

\[
\sum_{j \leq [k/2]} \left( \sigma^{(k-1)}_{j+m} + \sigma^{(k-1)}_{j-m-1} \right) = \sum_{[k/2]-m \leq j \leq [k/2]+m} \sigma^{(k-1)}_j = \sigma^{(k-1)}_{k-1} + \sum_{k-1-m \leq j \leq k-1} \left( \sigma^{(k-1)}_j + \sigma^{(k-1)}_{j+k-1} \right) = 0
\]

where we use (5.2) and Lemma 5.10. Hence the claim follows. \( \square \)

The previous lemmas already yield some of the linear relations we need. It turns out that we can deduce more linear relations from the basic ones above by induction on \( k \). To see how to obtain these, it is useful to rephrase the problem in terms of power series. Very roughly, we shall see that obtaining a new linear relation from the basic ones above corresponds to a manipulation of the corresponding series that is easy to describe.

Let \( \mathbb{Z}_2(t) \) denote the ring of series of the form \( \sum_{i \in \mathbb{Z}} a_i t^i \) with \( a_i \in \mathbb{Z}_2 \) for all \( i \in \mathbb{Z} \) and \( a_i = 0 \) for \( i \gg 0 \). For each \( k \geq 0 \), we define a map

\[
\psi_k : \mathbb{Z}_2(t) \to R_k, \quad \sum_{j \in \mathbb{Z}} a_j t^j \mapsto \sum_{j \in \mathbb{Z}} a_j \sigma^{(k)}_j
\]

This map is well-defined since \( \sigma^{(k)}_j = 0 \) for \( j \ll 0 \). Clearly, \( \psi_k \) is a group homomorphism.

Finding linear relations among the \( \sigma^{(k)}_j \) is now the same as finding elements in \( \ker(\psi_k) \). Let

\[
P_k(t) := \sum_{j \leq [k/2]} t^j \in \mathbb{Z}_2(t)
\]
We deduce from Lemmas 5.10 and 5.11 and from (5.2):

(P1) If $k \geq 3$ is odd, then $P_k(t) \in \ker(\psi_k)$.

(P2) If $k \geq 2$ is even, then $t^{k/2} \in \ker(\psi_k)$.

(P3) For every $k \geq 0$ and every $s \in \mathbb{Z}$, we have $t^{-s} + t^{s+k} \in \ker(\psi_k).

We want to find more elements in the kernel of $\psi_k$ by induction on $k$. So we need to be able to reduce from $k$ to $k - 1$:

**Lemma 5.12.** Let $Q(t) \in \mathbb{Z}_2[t]$ and $k \geq 1$. Then

$$\psi_k(Q(t)) = \sum_{i=1}^{\infty} \alpha_i^{(k+l)} \cdot \kappa_{k-1} \psi_{k-1}((t^{-i} + t^{i-1})Q(t))$$

**Proof.** Let $Q(t) = \sum_{j \in \mathbb{Z}} a_j t^j$. Then

$$\psi_k(Q(t)) = \sum_{j \in \mathbb{Z}} a_j \sigma_j^{(k)} = \sum_{j \in \mathbb{Z}} a_j \sum_{i \in \mathbb{Z}} \alpha_i^{(k+l)} \cdot \kappa_{k-1} \left( \sigma_{j-i}^{(k-1)} \right) = \sum_{i \in \mathbb{Z}} \alpha_i^{(k+l)} \cdot \kappa_{k-1} \left( \sum_{j \in \mathbb{Z}} a_j \sigma_j^{(k-1)} \right)$$

$$= \sum_{i \in \mathbb{Z}} \alpha_i^{(k+l)} \cdot \kappa_{k-1} \psi_{k-1}(t^{-i}Q(t)) = \sum_{i \geq 1} \alpha_i^{(k+l)} \cdot \kappa_{k-1} \psi_{k-1}((t^{-i} + t^{i-1})Q(t))$$

as required. □

The following result now yields the elements of $\ker(\psi_k)$ that we need:

**Proposition 5.13.** If $k = 2m + 1 \geq 3$ is odd, then

$$\frac{1}{(1 + t^{-1})^{2j}} \cdot P_{k-2j}(t) \in \ker(\psi_k) \text{ for all } 0 \leq j < m$$

If $k = 2m \geq 4$ is even, then

$$\frac{1}{(1 + t^{-1})^{2j+1}} \cdot P_{k-2j-1}(t) \in \ker(\psi_k) \text{ for all } 0 \leq j < m - 1$$

Before proving this, let us see how it implies Proposition 5.9:

**Proof of Proposition 5.9.** Suppose $k = 2m + 1$ is odd. For all $0 \leq j < m$, the highest non-zero term of

$$\frac{1}{(1 + t^{-1})^{2j}} \cdot P_{k-2j}(t) = (1 + t^{-1} + t^{-2} + \ldots)^{2j} \cdot \sum_{i \leq m-j} t^i$$

is of degree $m - j$. Since all these elements are in $\ker(\psi_k)$, this means that for each $0 < j \leq m = [k/2]$, we can write $\sigma_j^{(k)}$ as a $\mathbb{Z}_2$-linear combination of the $\sigma_i^{(k)}$ for $i < j$. This implies the claim.

For $k = 2m$ even and $0 \leq j < m - 1$, the highest non-zero term of

$$\frac{1}{(1 + t^{-1})^{2j+1}} \cdot P_{k-2j-1}(t) = (1 + t^{-1} + t^{-2} + \ldots)^{2j+1} \cdot \sum_{j \leq m-j-1} t^i$$

is of degree $m - 1 - j$. Thus for every $0 < j < m = k/2$, we can write $\sigma_j^{(k)}$ as a $\mathbb{Z}_2$-linear combination of the $\sigma_i^{(k)}$ for $i < j$. Thus for every $0 < j < m$, we can write $\sigma_j^{(k)}$ as a $\mathbb{Z}_2$-linear combination of the $\sigma_i^{(k)}$ for $i \leq 0$. Furthermore, from Lemma 5.10 we know that $\sigma_m^{(k)} = 0$. So we are done in this case as well. □
Proof of Proposition 5.13. We prove this by induction on \(k\). For \(k = 3\), this is \((P1)\).

So suppose \(k = 2m \geq 4\) is even and let \(0 \leq j < m - 1\). By Lemma 5.12, it suffices to show that

\[
\frac{t^{-a} + t^{a-1}}{(1 + t^{-1})^{2j+1}} \cdot P_{k-2j-1}(t) \in \ker(\psi_{k-1}) \text{ for all } a \geq 1.
\]

Note that

\[
\frac{t^{-a} + t^{a-1}}{(1 + t^{-1})^{2j+1}} \cdot P_{k-2j-1}(t) = (t^{-a} + t^{a-1}) \cdot \sum_{i \leq 0} t^i \cdot \frac{P_{k-2j-1}(t)}{(1 + t^{-1})^{2j}}
\]

\[
= (t^{-a+1} + t^{-a+2} + \ldots + t^{a-2} + t^{a-1}) \cdot Q_{k,j}(t)
\]

\[
=q_{a-1}(t) \cdot Q_{k,j}(t)
\]

where \(Q_{k,j}(t) := P_{k-2j-1}(t) \cdot (1 + t^{-1})^{-2j}\), and \(q_{a-1}(t) := \sum_{|i| \leq a-1} t^i\) is a finite sum with \(q_{a-1}(t) = q_{a-1}(t^{-1})\).

By induction hypothesis, we know that for all \(0 \leq b < m - 1\),

\[
\ker(\psi_{k-1}) \supseteq \frac{1}{(1 + t^{-1})^{2b}} \cdot P_{k-2b-1}(t)
\]

\[
=(1 + t^{-1})^{-2b} \cdot (1 + t^{-1})^{2j} \cdot t^{-b} \cdot \frac{P_{k-2j-1}(t)}{(1 + t^{-1})^{2j}}
\]

\[
=t^{-b}(1 + t^{-1})^{2(j-b)} \cdot Q_{k,j}(t)
\]

\[
=r_{j-b}(t) \cdot Q_{k,j}(t)
\]

where \(r_{j-b}(t) := t^{-b}(1 + t^{-1})^{2(j-b)}\). For all \(0 \leq b \leq j\), the element \(r_{j-b}(t^{-1})\) is a finite sum with highest non-zero term of degree \(j - b\) such that \(r_{j-b}(t^{-1}) = r_{j-b}(t)\).

Furthermore, by \((P3)\), for every \(c \in \mathbb{Z}\), we have that \(t^c + t^{-c+k-1} \in \ker(\psi_{k-1})\). We can write

\[
t^c + t^{-c+k-1} = (t^c + t^{-c+2m-1}) \cdot \frac{(1 + t^{-1})^{2j}}{P_{k-2j-1}(t)} \cdot \frac{P_{k-2j-1}(t)}{(1 + t^{-1})^{2j}}
\]

\[
=(t^c + t^{-c+2m-1}) \cdot (1 + t^{-1})^{2j} \cdot t^{-\left(\frac{j-1}{2}\right)} \cdot (1 + t^{-1}) \cdot Q_{k,j}(t)
\]

\[
=(t^c + t^{-c+2m-1}) \cdot (1 + t^{-1})^{2j+1} \cdot t^{-\left(m-j-1\right)} \cdot Q_{k,j}(t)
\]

\[
=(t^c + t^{-c+2m-1}) \cdot t^{j+1} \cdot (1 + t^{-1})^{2j+1} \cdot Q_{k,j}(t)
\]

\[
=s_{c-m,j}(t) \cdot Q_{k,j}(t)
\]

where \(s_{c-m,j}(t) := (t^c + t^{-c+2m-1}) \cdot t^{j+1} \cdot (1 + t^{-1})^{2j+1}\). Note that \(s_{c-m,j}(t)\) is a finite sum, we have \(s_{c-m,j}(t^{-1}) = s_{c-m,j}(t)\) and for \(c \geq m\) it has highest term of degree \(1 + j + c - m\).

Hence we see that

\[\{r_{j-b}(t) \mid 0 \leq b \leq j\} \cup \{s_{c-m,j}(t) \mid c \geq m\}\]

is a basis of the \(\mathbb{Z}_2\)-vector space

\[\left\{\sum_{i \in \mathbb{Z}} a_i t \in \mathbb{Z}_2[t] \mid a_i = a_{-i} \text{ for all } i \in \mathbb{Z}\right\}\]

Thus for all \(a \in \mathbb{Z}\), the element \(q_{a-1}(t)\) can be written as a \(\mathbb{Z}_2\)-linear combination of these basis elements. But by the above, this shows that \(q_{a-1}(t) \cdot Q_{k,j}(t)\) can be written as a \(\mathbb{Z}_2\)-linear combination of elements in \(\ker(\psi_{k-1})\) for all \(a \geq 1\). So it is itself in \(\ker(\psi_{k-1})\).

The case that \(k\) is odd follows similarly.

5.3. The polynomials \(\nu_j\)

We extend the results of the previous section to the more general polynomials occurring in the computations for types \(C_n\) and \(D_n\).
Let \( m, n_1, \ldots, n_l \in \mathbb{N} \) and define

\[
S := \frac{\mathbb{Z}_2[\alpha_0, \alpha_1, \ldots, \alpha_{2m}] \otimes \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right]}{I_\alpha + I_\beta}
\]

where

\[
I_\alpha = (\alpha_i + \alpha_{2m-i} \mid 0 \leq i \leq 2m) + (\alpha_0 + 1)
\]

\[
I_\beta = \left( \beta_i^{(p)} + \beta_{n_p-i}^{(p)} \mid 1 \leq p \leq l, \; 0 \leq i \leq n_p \right) + \left( \beta_0^{(p)} + 1 \mid 1 \leq p \leq l \right)
\]

We set \( n := m + n_1 + \ldots + n_l \). The ring \( S \) is isomorphic to a polynomial ring in \( m + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor \) indeterminates. Just as in the previous section, we define a mod-2 rank function \( rk: S \to \mathbb{Z}_2 \) via \( rk(\alpha_i) := (2^m)_i \) and \( rk\left( \beta_i^{(p)} \right) := \binom{p}{i} \).

We define elements in \( S \) by

\[
\mu_k := \sum_{a_1 + \ldots + a_k = k} \beta_{a_1}^{(1)} \cdots \beta_{a_k}^{(l)}, \quad \nu_k := \sum_{i=0}^{[k/2]} \alpha_{k-2i} \cdot \mu_i + \binom{2n}{k}
\]

From the interpretation of the \( \nu_k \) as elements in the Tate cohomology of a representation ring and the above mod-2 rank function as computing the rank of representations modulo 2, it is clear that \( rk(\nu_k) = 0 \) for all \( k \). The \( \mu_k \) are basically the polynomials that we considered in the previous section. Up to the additive constant, they can be obtained as a special case of the \( \nu_k \) by taking \( m = 0 \).

**Example 3.** Let \( l = 2 \) and \( m = 2, n_1 = 3, n_2 = 5 \). Then \( n = 10 \) and

\[
\begin{align*}
\nu_1 &= \alpha_1 \\
\nu_3 &= \alpha_1 + \alpha_1 \mu_1 \\
\nu_5 &= \alpha_1 \mu_1 + \alpha_1 \mu_2 \\
\nu_7 &= \alpha_1 \mu_2 + \alpha_1 \mu_3 \\
\nu_9 &= \alpha_1 \mu_3 + \alpha_1 \mu_4 \\
\nu_2 &= \alpha_2 + \mu_1 \\
\nu_4 &= 1 + \alpha_2 \mu_1 + \mu_2 + 1 \\
\nu_6 &= \mu_1 + \alpha_2 \mu_2 + \mu_3 \\
\nu_8 &= \mu_2 + \alpha_2 \mu_3 + \mu_4 \\
\nu_{10} &= \alpha_2 \mu_4
\end{align*}
\]

The polynomials \( \mu_j \) were given in Example 2.

### 5.3.1. Regularity and dimension

**Lemma 5.14.** If \( k \) is odd, then \( \nu_k \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the \( \alpha_i \) where \( i \) is odd.

We have \( (\nu_i \mid 1 \leq i \leq m \text{ odd}) = (\alpha_i \mid 1 \leq i \leq m \text{ odd}) \). Moreover, the elements in \( \{ \nu_i \mid 1 \leq i \leq m \text{ odd} \} \) are \( S \)-regular in any order.

**Proof.** Let \( k \) be odd. Then \( \left( \binom{2n}{k} \right) \equiv 0 \pmod{2} \) and both \( k-2i \) and \( 2m - (k-2i) \) are odd for every \( i \). So from the definition, we obtain that \( \nu_k \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the \( \alpha_i \) where \( i \) is odd. Furthermore, note that if \( 0 \leq k \leq m \) is odd, then

\[
\nu_k = \alpha_k + \epsilon_k
\]

where each \( \epsilon_k \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the \( \alpha_i \) where \( i \) is odd with \( 1 \leq i < k \). This implies the second part of the lemma.
Proposition 5.15. Let

\[ A_1 := \{ \nu_i \mid 1 \leq i \leq m \text{ odd} \}, \]
\[ A_2 := \{ \nu_i \mid 2 \leq i \leq 2(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor) \text{ even} \}. \]

The elements in \( A := A_1 \cup A_2 \) form an \( S \)-regular sequence in some order.

Proof. First note that if \( i \) is even, then the expression for \( \nu_i \) does not contain any \( \alpha_j \) for odd \( j \). By Lemma 5.13 the elements in \( A_1 \) form an \( S \)-regular sequence. Let

\[ \overline{S} := S/(A_1) = S/(\alpha_i \mid i \text{ odd}) \]

In \( \overline{S} \), we define \( \overline{\gamma}_i := \overline{\alpha}_i \). Then \( \overline{\gamma}_{m-i} = \overline{\alpha}_{2(m-i)} = \overline{\alpha}_i = \overline{\gamma}_i \) for all \( i \). Note that for every \( i \),

\[ \overline{\nu}_i = \sum_{j=0}^{i} \overline{\alpha}_{2i-2j} \cdot \overline{\mu}_j + \binom{2n}{i} = \sum_{j=0}^{i} \overline{\gamma}_{i-j} \cdot \overline{\mu}_j + \binom{2n}{i} \]

Up to the constant \( \binom{2n}{i} \), this now is an element in \( \overline{S} \) of the type that we considered in the previous section. So from Proposition 5.6 we deduce that \( \overline{\nu}_2, \overline{\nu}_4, \ldots, \overline{\nu}_{2(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor)} \) is an \( \overline{S} \)-regular sequence. This finishes the proof.

From Propositions 5.2 and 5.5 we deduce:

Proposition 5.16.

\[ \dim_{\mathbb{Z}_2} (S/(A_1 \cup A_2)) = \frac{(\lfloor \frac{m}{2} \rfloor + \lfloor \frac{n_1}{2} \rfloor + \ldots + \lfloor \frac{n_l}{2} \rfloor)!}{\lfloor \frac{m}{2} \rfloor! \cdot \lfloor \frac{n_1}{2} \rfloor! \cdot \ldots \cdot \lfloor \frac{n_l}{2} \rfloor!} \]

5.3.2. Relations between the \( \nu_i \). Recall the definition of \( A_1 \) and \( A_2 \) in Proposition 5.15

Proposition 5.17. If \( i \) is odd, then \( \nu_i \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta^{(p)}_0, \beta^{(p)}_1, \ldots, \beta^{(p)}_{n_p} \right] \)-linear combination of the \( \nu_j \) where \( 1 \leq j \leq m \) are odd. In particular, \( \nu_i \in (A_1) \). If \( i \) is even, then \( \nu_i \) is a \( \mathbb{Z}_2 \)-linear combination of elements in \( A_2 \). In particular, \( \nu_i \in (A_2) \).

Proof. The claim about odd \( i \) follows immediately from Lemma 5.14. Now consider the \( \nu_i \) for even \( i \). For each \( j \), we define \( \gamma_j := \alpha_{2j} \) in \( S \). We have \( \gamma_{m-j} = \alpha_{2m-2j} = \alpha_{2j} = \gamma_j \) for all \( j \) and then for every \( i \),

\[ \nu_{2i} = \sum_{j=0}^{i} \alpha_{2i-2j} \cdot \mu_j + \binom{2n}{i} = \sum_{j=0}^{i} \gamma_{i-j} \cdot \mu_j + \binom{2n}{i} \]

and so up to the constant \( \binom{2n}{i} \), the \( \nu_{2i} \) are polynomials of the form considered in the previous section in the variables \( \gamma_j \) and \( \beta_j^{(p)} \). Thus Proposition 5.8 implies that each \( \nu_{2i} \) is a \( \mathbb{Z}_2 \)-linear combination of 1 and the \( \nu_j \in A_2 \). But applying the rank function, we see that it is actually a \( \mathbb{Z}_2 \)-linear combination of just the \( \nu_j \in A_2 \) since \( \text{rk}(\nu_j) = 0 \) for all \( j \).

5.4. The polynomials \( \xi_j \)

We now consider the polynomials occurring in the computation for type \( B_n \).
Let $m, n_1, \ldots, n_l \in \mathbb{N}$. We set $n := m + n_1 + \ldots + n_l$ and define

$$
T := \frac{Z_2[\alpha_0, \alpha_1, \ldots, \alpha_{2m+1}] \otimes \bigotimes_{p=1}^{l} Z_2[\beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)}]}{J_\alpha + J_\beta}
$$

where

$$
J_\alpha = (\alpha_i + \alpha_{2m+1-i} \mid 0 \leq i \leq 2m + 1) + (\alpha_0 + 1)
$$

$$
J_\beta = (\beta_i^{(p)} + \beta_{n_p-i}^{(p)} \mid 1 \leq p \leq l, 0 \leq i \leq n_p) + (\beta_0^{(p)} + 1 \mid 1 \leq p \leq l)
$$

Note that $T$ is very similar to the ring $S$ from the previous section, but the largest index $2m + 1$ occurring for the $\alpha_i$ is odd for $T$. The ring $T$ is isomorphic to a polynomial ring in $m + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor$ indeterminates. We define a mod-2 rank ring homomorphism $\text{rk}: T \to \mathbb{Z}_2$ via $\text{rk}(\alpha_i) := (2m+1)$ and $\text{rk}(\beta_i^{(p)}) := \binom{n_p}{l}$. In $T$, we define elements

$$
\mu_k := \sum_{a_1, \ldots, a_l = k} \beta_{a_1}^{(1)} \ldots \beta_{a_l}^{(l)}, \quad \xi_k := \sum_{i=0}^{\lfloor k/2 \rfloor} \alpha_{k-2i} \cdot \mu_i + \binom{2n + 1}{k}
$$

From the interpretation of the $\xi_k$ as elements in the Tate cohomology of a representation ring and the above mod-2 rank function as computing the rank of representations modulo 2, it is clear that $\text{rk}(\xi_k) = 0$ for all $k$. These polynomials $\xi_j$ in $T$ formally look the same as the polynomials $\nu_j$ in $S$. However, due to the fact that the highest occurring index of the $\alpha_i$ is odd in one case and even in the other, the polynomials $\xi_j$ and $\nu_j$ are actually qualitatively different. To illustrate this, compare the following with Example 3.

**Example 4.** Let $l = 2$ and $m = 2$, $n_1 = 3$, $n_2 = 5$. We then have $n = 10$ and

$$
\begin{align*}
\xi_1 & = \alpha_1 + 1 & \xi_2 & = \alpha_2 + \mu_1 \\
\xi_3 & = \alpha_2 + \alpha_1 \mu_1 & \xi_4 & = \alpha_1 + \alpha_2 \mu_1 + \mu_2 + 1 \\
\xi_5 & = \alpha_2 \mu_1 + \alpha_1 \mu_2 & \xi_6 & = \alpha_1 \mu_1 + \alpha_2 \mu_2 + \mu_3 \\
\xi_7 & = \mu_1 + \alpha_2 \mu_2 + \alpha_1 \mu_3 & \xi_8 & = \alpha_1 \mu_2 + \alpha_2 \mu_3 + \mu_4 \\
\xi_9 & = \mu_2 + \alpha_2 \mu_3 + \alpha_1 \mu_4 & \xi_{10} & = \alpha_1 \mu_3 + \alpha_2 \mu_4 + \mu_3
\end{align*}
$$

The expressions for the $\mu_j$ were given in Example 2.

**Proposition 5.18.** The elements in

$$
\{\xi_i \mid 1 \leq i \leq m \text{ odd}\} \cup \{\xi_i \mid 2 \leq i \leq 2 \left(\left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor\right) \text{ even}\}
$$

form a $T$-regular sequence in some order.

**Proof.** If $1 \leq i \leq m$ is odd, then

$$
\xi_i = \alpha_i + \eta_i + \binom{2n+1}{i}
$$

where $\eta_i \in (\alpha_1, \alpha_3, \ldots, \alpha_{i-2})$ for every odd $1 \leq i \leq m$. Hence it is clear that the $\xi_i$ for odd $1 \leq i \leq m$ form a $T$-regular sequence.

So now let

$$
\overline{T} := T/(\xi_i \mid 1 \leq i \leq m \text{ odd})
$$

We see from the above that if $1 \leq i \leq m$ is odd, then $\overline{\alpha_i} \in \overline{T}$ can be expressed in terms of the $\overline{\beta_j^{(p)}}$ and a constant. Note that $\overline{T}$ is still a polynomial ring. We can define a grading on $\overline{T}$ by
setting
\[ |(p)| := i \quad \text{for all } 1 \leq p \leq l, \quad 1 \leq i \leq \lfloor n_p/2 \rfloor \]
\[ |\overline{\alpha_j}| := i \quad \text{for all } 1 \leq i \leq \lfloor m/2 \rfloor \]

Then for all \( 2 \leq 2i \leq 2(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor) \), we see that the highest homogeneous component of \( \overline{\xi_{2i}} \in \overline{T} \) is of degree \( i \), and Proposition 5.3 shows that they form a \( \overline{T} \)-regular sequence. Hence by Corollary 5.3, the elements \( \xi_{2i} \) for \( 2 \leq 2i \leq 2(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor) \) form a \( \overline{T} \)-regular sequence.

This completes the proof. \( \square \)

**Remark 9.** The proof of the previous Proposition shows that we may replace \( \xi_{2i} \) for \( 1 \leq i \leq \lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor \) by any \( \delta \in T \) such that \( \overline{\delta} \in \overline{T} \) has the same highest homogeneous component as \( \overline{\xi_{2i}} \in \overline{T} \) and still obtain a regular sequence.

From Propositions 5.2 and 5.3, we deduce:

**Proposition 5.19.** Let \( I \) be the ideal in \( T \) generated by the \( \xi_i \) where \( 1 \leq i \leq m \) is odd and by the \( \xi_i \) where \( 2 \leq i \leq 2(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor) \) is even. Then
\[
\dim_{\mathbb{Z}_2} (T/I) = \frac{(\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_l/2 \rfloor)!}{(\lfloor m/2 \rfloor)! \cdot (\lfloor n_1/2 \rfloor)! \cdot \ldots \cdot (\lfloor n_l/2 \rfloor)!}.
\]

**Lemma 5.20.** If \( 1 \leq 2j + 1 \leq m \), then \( \alpha_{2j+1} + \alpha_{2j} \in (\xi_i \mid 1 \leq i \leq m) \). More precisely, \( \alpha_{2j+1} + \alpha_{2j} \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_p^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the \( \xi_i \) where \( 1 \leq i \leq m \).

**Proof.** We prove this by induction on \( j \).

For \( j = 0 \), the assertion holds as
\[
\alpha_1 + \alpha_0 = \alpha_1 + 1 = \alpha_1 + \binom{2n+1}{1} = \xi_1 \in (\xi_i \mid 1 \leq i \leq m)
\]
Suppose now \( j > 0 \). Then
\[
\xi_{2j+1} + \xi_{2j} = \sum_{i=0}^{j} \alpha_{2j+1-2i} \cdot \mu_i + \binom{2n+1}{2j+1} + \sum_{i=0}^{j} \alpha_{2j-2i} \cdot \mu_i + \binom{2n+1}{2j} = \sum_{i=0}^{j} (\alpha_{2j-2i+1} + \alpha_{2j-2i}) \mu_i
\]
\[
= \alpha_{2j+1} + \alpha_{2j} + \sum_{i=1}^{j} (\alpha_{2j-2i+1} + \alpha_{2j-2i}) \mu_i
\]
using that \( \binom{2n+1}{2j+1} + \binom{2n+1}{2j} = \binom{2n+2}{2j+1} \equiv 0 \pmod{2} \). By induction hypothesis, for all \( 1 \leq i \leq j \), the element \( \alpha_{2j-2i+1} + \alpha_{2j-2i} \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_p^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the \( \xi_p \) for \( 1 \leq p \leq m \). Hence we deduce that so is \( \alpha_{2j+1} + \alpha_{2j} \). This completes the proof. \( \square \)

**Proposition 5.21.** For all \( 1 \leq j \leq n \),
\[
\xi_j \in (\xi_i \mid 1 \leq i \leq m \text{ odd}) + \left( \xi_i \mid 2 \leq i \leq 2 \left( \left\lfloor \frac{m}{2} \right\rfloor + \left\lfloor \frac{n_1}{2} \right\rfloor + \ldots + \left\lfloor \frac{n_l}{2} \right\rfloor \right) \text{ even} \right) =: \hat{I}
\]
Proof. By equation (5.4) and Lemma 5.20, the claim for odd \( j \) follows from the statement for even \( j \). Let \( \hat{T} := T/\hat{I} \). We need to show that the elements \( \hat{\xi}_j \in \hat{T} \) represented by \( \xi_j \in T \) are zero in \( \hat{T} \) for even \( j \).

Note that \( (\xi_1, \ldots, \xi_m) \subset \hat{I} \). Let \( \hat{\alpha}_i \in \hat{T} \) be the element represented by \( \alpha_i \in T \). For \( 0 \leq i \leq m \), we define \( \gamma_i := \hat{\alpha}_i \in \hat{T} \). By Lemma 5.20, we have \( \hat{\alpha}_i = \hat{\alpha}_{i+1} \) for \( 1 \leq 2i + 1 \leq m \). Hence, for \( m \geq i > \lfloor m/2 \rfloor \),

\[
\gamma_i = \hat{\alpha}_{2i} = \hat{\alpha}_{2m+1-2i} = \hat{\alpha}_{2(m-i)+1} = \hat{\alpha}_{2(m-i)} = \gamma_{m-i} \text{ in } \hat{T}
\]

Furthermore, for \( 1 \leq j \leq \lfloor n/2 \rfloor \), we can write

\[
\hat{\xi}_{2j} = \sum_{i=0}^{j} \hat{\alpha}_{2j-2i} \hat{\mu}_i + \binom{2n+1}{2j}
\]

\[
= \sum_{i=0}^{j} \gamma_{j-i} \hat{\mu}_i + \binom{2n+1}{2j}
\]

\[
= \sum_{a_0 + \ldots + a_i = j} \gamma_{a_0} \hat{\beta}_{a_1} \hat{\beta}_{a_2} \ldots \hat{\beta}_{a_i} + \binom{2n+1}{2j}
\]

Thus Proposition 5.8 implies that \( \hat{\xi}_{2j} \) is a \( \mathbb{Z}_2 \)-linear combination of

\[
1, \hat{\xi}_2, \hat{\xi}_4, \ldots, \hat{\xi}_{2\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_i/2 \rfloor}
\]

But applying the rank function and using that \( \text{rk}(\xi_i) = 0 \) for all \( i \), we see that \( \hat{\xi}_{2j} \) is actually a \( \mathbb{Z}_2 \)-linear combination of

\[
\hat{\xi}_2, \hat{\xi}_4, \ldots, \hat{\xi}_{2\lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_i/2 \rfloor}
\]

But \( \hat{\xi}_{2i} = 0 \) in \( \hat{T} \) for all \( 1 \leq i \leq \lfloor m/2 \rfloor + \lfloor n_1/2 \rfloor + \ldots + \lfloor n_i/2 \rfloor \). So the assertion follows.

Remark 10. We see from Lemma 5.20 and the proof of Proposition 5.21 that a slightly stronger claim holds: For all \( 1 \leq j \leq n \), the element \( \xi_j \) is a \( \bigotimes_{p=1}^{l} \mathbb{Z}_2 \left[ \beta_0^{(p)}, \beta_1^{(p)}, \ldots, \beta_{n_p}^{(p)} \right] \)-linear combination of the generators of \( \hat{I} \) displayed above. We may even restrict to those generators \( \xi_i \in \hat{I} \) for which \( i < j \).

Appendix A

Suppose \( W^* = \Lambda(v_1, \ldots, v_f, w_1, \ldots, w_g) \) is a \( \mathbb{Z}_4 \)-graded exterior algebra over \( \mathbb{Z}_2 \) with \( v_i \in W^{-1} \) for all \( i \) and \( w_j \in W^{-3} \) for all \( j \). Let \( u_k := \dim_{\mathbb{Z}_2} W^k \) for \( 0 \geq k \geq -3 \).

If we regarded \( W^* \) as a \( \mathbb{Z} \)-graded algebra with generators in the degrees given above, its Hilbert polynomial would be

\[
H(t) := (1 + t^{-1})^f \cdot (1 + t^{-3})^g \in \mathbb{Z}[t]
\]

Noting that in \( \mathbb{C} \), we have the identities

\[
1^0 + (-1)^0 + i^0 + (-i)^0 = 4,
\]

\[
1^1 + (-1)^1 + i^1 + (-i)^1 = 0,
\]

\[
1^2 + (-1)^2 + i^2 + (-i)^2 = 0,
\]

\[
1^3 + (-1)^3 + i^3 + (-i)^3 = 0,
\]

\[
(-1)^0 + (-1)^1 + i^0 + (-i)^0 = 4,
\]

\[
(-1)^1 + i^1 + (-i)^1 = 0,
\]

\[
(-1)^2 + i^2 + (-i)^2 = 0,
\]

\[
(-1)^3 + i^3 + (-i)^3 = 0,
\]
we deduce that if \((f, g) \neq (0, 0)\), then

\[
\begin{align*}
u_{-k} &= \frac{1}{4} (1^k \cdot H(1) + (-1)^k \cdot H(-1) + i^k \cdot H(i) + (-i)^k \cdot H(-i)) \\
&= \frac{1}{4} (2f^2 + 2 \cdot \text{Re}(i^k \cdot H(i))) \\
&= \frac{1}{4} (2f^2 + 2 \cdot \text{Re}(i^k(1 - i)^2(1 + i)^g))
\end{align*}
\]

Let \(\zeta := e^{\frac{2\pi i}{8}}\) be a primitive eighth root of unity. Then \(1 + i = \sqrt{2} \cdot \zeta\) and \(1 - i = \sqrt{2} \cdot \zeta^{-1}\) and so we deduce

\[
u_{-k} = 2f^2 + 2 \cdot \text{Re}(\zeta^k - f^2 + g)
\]

Concretely, we obtain the following table for \((f, g) \neq (0, 0)\). The first two columns contain the values of \(f\) and \(g\) modulo 4. Throughout, we write \(x := f + g\).

| \(f\) (4) | \(g\) (4) | \(u_0\) | \(u_{-1}\) | \(u_{-2}\) | \(u_{-3}\) |
|-----------|-----------|--------|--------|--------|--------|
| 0         | 0         | 2\(x^2 - 2\cdot(-4)^{\frac{x}{2}}\) | 2\(x^2\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2\) |
| 1         | 0         | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) |
| 2         | 0         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 3         | 0         | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) |
| 0         | 1         | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) |
| 1         | 1         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 2         | 1         | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 3         | 1         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 0         | 2         | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) |
| 1         | 2         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 2         | 2         | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 3         | 2         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 0         | 3         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 1         | 3         | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 2         | 3         | 2\(x^2\) | 2\(x^2\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) |
| 3         | 3         | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 - 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) | 2\(x^2 + 2 \cdot (-4)^{\frac{x}{2}}\) |
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