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Abstract

In this article, the infinite series form of the probability densities of tempered stable and inverse tempered stable subordinators are obtained using Mellin transform. Further, the densities of the products and quotients of stable and inverse stable subordinators are worked out. The asymptotic behaviours of these densities are obtained as $x \to 0^+$. Similar results for tempered and inverse tempered stable subordinators are discussed. Our results provide alternative methods to find the densities of these subordinators and complement the results available in literature.
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1 Introduction

The subordinators and inverse subordinators are getting increasing attention in recent years due to their applications in time-changed stochastic processes and related areas. For example time-fractional Poisson process \cite{16}, space-fractional Poisson process \cite{21}, Poisson inverse Gaussian Process and solutions of fractional Cauchy problems \cite{15} etc.

The integral transforms are useful tools for studying the distributions of the product and sum of independent random variables. Such as Laplace transform maps the convolution into multiplication and the Mellin transform maps the multiplicative convolution into the multiplication operation see e.g. \cite{19}. These transforms help in finding the distributions of the sum and products of independent random variables conveniently. The integral representation and Mellin transform for the density of a $\alpha$-stable subordinator $D_{\alpha}(t)$ is discussed in \cite{27}, Theorem 2.2.1, p.70). The density of the product of two independent random variables have been discussed in \cite{8}. Moreover, the densities of the product, quotient, power and scalar multiple of independent stable subordinators and inverse stable subordinator are obtained in terms of the Fox’s $H$-function in \cite{9}.

In this article, we provide the power series representation of densities of the product and quotient of two independent inverse stable subordinators. We also work on the densities of tempered stable,
inverse tempered stable subordinator and the first-passage time of the inverse Gaussian process using Mellin transform. These processes have been used as time-changes of Poisson process and Brownian motion (see [4, 6, 12, 16, 21]). For the integral representation of these densities see e.g. ([2, 13, 26].

The rest of the paper is organized as follows. In Section 2, we recall the Mellin transform, tempered stable and inverse stable subordinators. Section 3 and Section 4 discuss the main results. Section 3 deals with stable subordinator, inverse stable subordinators and related processes. Last Section deals with tempered stable and inverse tempered stable subordinators.

2 Preliminaries

In this section, we recall Mellin transform and its inverse. Further, tempered stable and inverse tempered stable subordinators and their basic properties are introduced.

2.1 The Mellin transform and its inverse

The Mellin transform $F(s)$, corresponding to the probability density function (pdf) $f(x)$ for non-negative random variable $X$ (see [25], p.47),

$$F(s) = \mathcal{M}_x[f(x)] = E[X^{s-1}] = \int_0^\infty x^{s-1} f(x) dx,$$

(2.1)

where $F(s)$ is analytic in the vertical strip $x_1 < \Re(s) < x_2$ for some $x_1$ and $x_2$. The change of variables $x = e^{-u}$ shows that the Mellin transform is closely related to the Laplace and the Fourier transforms. The Mellin transform plays a crucial role in studying the distributions of the products of positive independent random variables. For positive independent random variables $X_1$ and $X_2$ with Mellin transforms $F_1(s)$ and $F_2(s)$, such that $X = X_1X_2$, we have

$$H(s) = E[X^{s-1}] = E[X_1^{s-1}]E[X_2^{s-1}] = F_1(s)F_2(s).$$

(2.2)

The inversion formula for (2.1) follows directly from the corresponding formula for the bilateral Laplace transform and is of the form

$$f(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s} \mathcal{M}_x[f(x)] ds,$$

(2.3)

at all point $x \geq 0$ for which $f(x)$ is continuous and where the path of integration is any line parallel to the imaginary axis and lying within the strip of analyticity of $F(s)$, for more introduction see e.g. [19]. Consider the ratio $Z = \frac{Z_1}{Z_2}$ of two positive independent random variables $Z_1$ and $Z_2 > 0$ with continuous densities $g_1(z)$ and $g_2(z)$ respectively. To find the pdf of the random variable $Z$, it can be reduced in the form of product of two independent random variables. Let $G_1(s)$ and $G_2(-s+2)$ be the Mellin transform of $Z_1$ and $1/Z_2$, respectively. Therefore, the Mellin transform of of $Z$ is (see [3])

$$\mathcal{M}_z[g_1(z)g_2(z)](s) = G_1(s)G_2(-s+2).$$

(2.4)

Then pdf $g(z)$ of the ratio $Z$ is $g(z) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} z^{-s}G_1(s)G_2(-s+2)ds$. We recall the following theorem from [20], which will be used further.
Theorem 2.1 ([20] p.7). Suppose that $\tilde{f}(z)$ which is the Mellin transform for the function $f$ is analytic in a left-hand plane, $\sigma \leq a$, apart from poles at $z = -a_m$, $m = 0, 1, 2, \ldots$; let the principal part of the Laurent expansion of $\tilde{f}(z)$ about $z = -a_m$ be given by

$$
\sum_{n=0}^{N(m)} A_{mn} \frac{(-1)^m}{(z + a_m)^{a+1}}.
$$

Assume that $|\tilde{f}(\sigma + i\tau)| \to 0$ as $|\tau| \to \infty$ for $0 \leq \sigma \leq a$, and that $|\tilde{f}(a' + i\tau)|$ is integrable for $|\tau| < \infty$. Then, if $a'$ can be chosen so that $-\Re(a_M + 1) < a' < -\Re(a_M)$ for some $M$, $f(x)$ has the asymptotic expansion

$$
f(x) \sim \sum_{m=0}^{M} \sum_{n=0}^{N(m)} A_{mn} x^{a_m} (\log x)^n$$
as $x \to 0^+$. 

2.2 Tempered and inverse tempered stable subordinators

The $\alpha$-stable subordinator $D_\alpha(t)$ has following Laplace transform (see [24])

$$
\mathbb{E}(e^{-sD_\alpha(t)}) = L_x\{f_\alpha(x,t)\} = e^{-ts^\alpha}, \ s > 0, \ \alpha \in (0, 1). \tag{2.5}
$$

The Mellin transform of the density of $D_\alpha(t)$ (see [9])

$$
\mathcal{M}_x\{f_\alpha(x,t)\}(s) = F_\alpha(s, t) = \frac{1}{\alpha(1-s)^{1/\alpha}} \frac{\Gamma(s)\Gamma((1-s)/\alpha)\sin((1-s)\pi)}{\pi}. \tag{2.6}
$$

Using (2.5), we have

$$
\mathcal{M}_t\{L_x\{f_\alpha(x,t)\}\} = \int_0^\infty e^{-ts^\alpha} t^{u-1} du = \frac{\Gamma(u)}{s^{\alpha u}}.
$$

By inverting the Laplace transform, it leads to

$$
\mathcal{M}_t\{f_\alpha(x,t)\}(u) = \frac{\Gamma(u)}{\Gamma(\alpha u)} x^{\alpha u-1} = \frac{1}{\pi} \frac{\Gamma(u)\Gamma(1-\alpha u)\sin(\pi\alpha u)}{x^{\alpha u-1}}. \tag{2.7}
$$

The right continuous inverse of $D_\alpha(t)$ defined by $E_\alpha(t) = \inf\{w > 0 : D_\alpha(w) > t\}$ is called the inverse stable subordinator. Let $h_\alpha(x,t)$ be the density of the inverse stable subordinator. Using similar argument as discussed above, one can write

$$
\mathcal{M}_x\{h_\alpha(x,t)\}(s) = \frac{1}{\xi(1-s)\alpha} \frac{\Gamma(s)\Gamma((1-s)/\alpha)\sin((1-s)\alpha\pi)}{\pi}. \tag{2.8}
$$

The tempered stable subordinator $D_{\alpha,\lambda}(t)$ with tempering parameter $\lambda > 0$ and stability index $\alpha \in (0, 1)$, has the Laplace transform (see e.g. [17])

$$
\mathbb{E}(e^{-sD_{\alpha,\lambda}(t)}) = e^{-t((s+\lambda)\alpha - \lambda\alpha)}. \tag{2.9}
$$

Note that tempered stable distributions are obtained by exponential tempering in the distributions of $\alpha$-stable distributions (see [23]). The advantage of tempered stable distribution over an $\alpha$-stable
distribution is that it has moments of all order and its density is also infinitely divisible. The probability density function for \( D_{\alpha,\lambda}(t) \) is given by

\[
f_{\alpha,\lambda}(x,t) = e^{-\lambda x^{1/\alpha} + \lambda \alpha t} f_{\alpha}(x), \quad \lambda > 0, \quad \alpha \in (0,1),
\]

where \( f_{\alpha}(x,t) \) is the marginal PDF of an \( \alpha \)-stable subordinator \[27\]. The tail probability of positive tempered stable distribution has the following asymptotic behavior

\[
\mathbb{P}(D_{\alpha,\lambda}(1) > x) \sim c_{\beta,\lambda} e^{-\lambda x^{\beta}} x^{-\beta}, \quad \text{as } x \to \infty,
\]

where \( c_{\beta,\lambda} = \frac{1}{\beta \pi} \Gamma(1 + \beta) \sin(\pi \beta) e^{\lambda \beta} \). The first two moments of positive tempered stable distribution are given by

\[
\mathbb{E}(D_{\alpha,\lambda}(1)) = \beta \lambda^{\beta - 1}, \quad \mathbb{E}(D_{\alpha,\lambda}(1)^2) = \beta(1 - \beta) \lambda^{\beta - 2} + (\beta \lambda^{\beta - 1})^2.
\]

The right continuous inverse of \( D_{\alpha,\lambda}(t) \) defined by \( E_{\alpha,\lambda}(t) = \inf\{w > 0 : D_{\alpha,\lambda}(w) > t\} \) is called the inverse tempered stable subordinator. Further, we denote here the density of the inverse tempered stable subordinator by \( h_{\alpha,\lambda}(x,t) \). Different integral forms of pdf of the inverse tempered stable subordinator are discussed in \[2, 13\]. For more properties of inverse subordinators see e.g. \[12, 14\].

3 Densities of stable and inverse stable subordinators

In this section, we provide the densities of \( \alpha \)-stable subordinator and inverse stable subordinator in power series form. Note that \( \alpha \)-stable (one sided positive stable) subordinator density is known in literature in power series as well as in integral form. Here, we recall it using Mellin transform.

**Proposition 3.1.** The density of \( \alpha \)-stable subordinator \( D_{\alpha}(t), 0 < \alpha < 1 \) in series form is

\[
f_{\alpha}(x,t) = \frac{1}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \Gamma(1 + k\alpha) x^{-(1+k\alpha)} t^k \sin(\pi \alpha k), \quad x > 0.
\]

**Proof.** Using \[2,6\], the inverse Mellin transform is

\[
\mathcal{M}_x^{-1}\{F_{\alpha}(s,t)\}(x) = f_{\alpha}(x,t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{x^{-s}}{\alpha t^{(1-s)/\alpha}} \frac{\Gamma(s) \Gamma((1-s)/\alpha) \sin((1-s)\pi)}{\pi} ds.
\]

Denote \( g_{\alpha}(s,t) = \frac{x^{-s}}{\alpha t^{(1-s)/\alpha}} \frac{\Gamma(s) \Gamma((1-s)/\alpha) \sin((1-s)\pi)}{\pi} \), \( x > 0 \). The function \( g_{\alpha}(s,t) \) is analytic for \( \Re(s) < 1 \) and it has simple poles at \( s = 1 + k\alpha, \ k = 0,1,2,\cdots \). Consider a contour which is combination of a straight line parallel to \( y \) axis at some point \( (c,0) \), \( c < 1 \) and a circular arc with radius \( R \). As \( R \to \infty \), the integral in \[3.14\] equals to the sum of the residues of the integrand with a minus sign since the contour is traversed clockwise. We have

\[
\lim_{s \to 1 + k\alpha} g_{\alpha}(s,t) = \frac{1}{\pi} \frac{(-1)^k}{k!} \Gamma(1 + k\alpha) x^{-(1+k\alpha)} t^k \sin(\pi \alpha k),
\]

which completes the proof.
Remark 3.1. The density \( f_{\alpha}(x, t) \) can also be obtained by using the Mellin transform with respect to the time variable \( t \) given in (2.7). Here the function is analytic for \( \text{Re}(u) > 0 \) and there are simple poles at \( u = -k, \ k = 0, 1, 2, \cdots \).

Proposition 3.2. The density \( h_{\alpha}(x, t) \) of the inverse stable subordinator \( E_{\alpha}(t) \) is given by the power series

\[
h_{\alpha}(x, t) = \frac{1}{\pi} \sum_{k=0}^{\infty} \frac{(-x)^k}{k!} \Gamma((1+k)\alpha) t^{-(k+1)\alpha} \sin{(\pi \alpha (k+1))}, \ x > 0.
\] (3.15)

Proof. Using (2.8), let

\[
H_\alpha(s, t) = \mathcal{M}_x \{ h_{\alpha}(x, t) \}(s) = \frac{1}{t^{(1-s)\alpha}} \frac{\Gamma(s) \Gamma((1-s)\alpha) \sin{(1-s)\alpha \pi}}{\pi},
\] (3.16)

which is an analytic function for \( \text{Re}(s) > 0 \) and has simple poles at \( s = -k, \ k = 0, 1, 2, \cdots \). Using the Mellin inversion formula

\[
h_{\alpha}(x, t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} H_\alpha(s, t) x^{-s} ds.
\]

To evaluate this integral, we consider a contour which is the combination of a straight line parallel to \( y \)-axis, passing through the point \((c, 0)\), \( c > 0 \) and an arc of radius \( R \) traversing anti-clockwise. The integral along the arc is 0 as \( R \to \infty \). Thus, the value of the integral is equal to the some of residues at \( s = -k, \ k = 0, 1, 2, \cdots \), which is

\[
\text{res}_{s=-k} H_\alpha(s, t) x^{-s} = \frac{1}{\pi} \frac{(-x)^k}{k!} \Gamma((1+k)\alpha) t^{-(k+1)\alpha} \sin{(\pi \alpha (k+1))}.
\]

Remark 3.2. An alternate proof of above discussed density of ISS can be observed by considering the Inverse Mellin transform with respect to the time variable \( t \), where contour is chosen such that it includes poles singularities at \( s = (1+\alpha)k, \ k = 1, 2, \cdots \).

Next, we provide the pdf of the product of two independent inverse stable subordinators \( E_{\alpha_1}(t) \) and \( E_{\alpha_2}(t) \). Let \( H_{\alpha_1}(s, t) \) and \( H_{\alpha_2}(s, t) \) be the Mellin transform of these subordinators. The Mellin transform of the product \( E_{\alpha_1,\alpha_2}(t) = E_{\alpha_1}(t) E_{\alpha_2}(t) \) can be written by using the convolution property of Mellin transform and is given by

\[
H_{\alpha_1,\alpha_2}(s, t) = H_{\alpha_1}(s, t) H_{\alpha_2}(s, t).
\] (3.17)

Let \( \phi(s) = \frac{\Gamma'(s)}{\Gamma(s)} \) be the digamma function.

Proposition 3.3. The marginal pdf for the product process \( E_{\alpha_1,\alpha_2}(t) \) is given by

\[
h_{\alpha_1,\alpha_2}(x, t) = \sum_{k=1}^{\infty} \frac{x^{(k-1)}}{2\pi^2 (k-1)!^2} \Gamma(k\alpha_1) \Gamma(k\alpha_2) t^{-k(\alpha_1+\alpha_2)} \sin{(\pi \alpha_1 k)} \sin{(\pi \alpha_2 k)} \]

\[
\times \left[ 2\phi(k) - \alpha_1 \phi(k_1) - \alpha_2 \phi(k_2) - \log(x) + (\alpha_1 + \alpha_2) \log(t) \right]
\]

\[
- \frac{1}{2\pi} \sum_{k=1}^{\infty} \frac{x^{(k-1)}}{(k-1)!^2} \Gamma(k\alpha_1) \Gamma(k\alpha_2) t^{-k(\alpha_1+\alpha_2)}
\]

\[
\times \left[ (\alpha_1 + \alpha_2) \sin((\alpha_1 + \alpha_2)k\pi) + (\alpha_1 - \alpha_2) \sin((\alpha_1 - \alpha_2)k\pi) \right], \ x > 0.
\]
Proof. The density function $h_{\alpha_1,\alpha_2}(x,t)$ of $E_{\alpha_1,\alpha_2}(t)$, using the Mellin inversion formula, is

$$h_{\alpha_1,\alpha_2}(x,t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s} H_{\alpha_1,\alpha_2}(s,t) ds$$

(3.18)

The integrand is analytic for $\Re(s) > 0$. Consider a closed contour $C: ABCA$ consisting of the arc $ABC$ which is a circle with radius $R$ having center at $P(0,0)$ and the line segment $CA$ from $c-iR$ to $c+iR$ (see Fig. 1). By Cauchy residue theorem.

\[ \int_{c-iR}^{c+iR} x^{-s} H_{\alpha_1,\alpha_2}(s,t) ds + \int_{ABC} x^{-s} H_{\alpha_1,\alpha_2}(s,t) ds = 2\pi i \sum_{k=0}^{n} \text{res}_{s=-k} x^{-s} H_{\alpha_1,\alpha_2}(s,t). \]

The function has $n$ number of poles of second order at $s = -k$, $k = 0, 1, 2, \cdots$, where $n$ denotes greatest integer smaller then $R$. On evaluation, we find that integral along the arc $ABC$ tends to zero as $R$ goes to $\infty$. So we only calculate the residue at $s = -k$, because the function $(\Gamma(s))^2$ appears in the numerator. Along arc $ABC$, we have $s = Re^{i\theta}, \pi/2 - \epsilon < \theta < 3\pi/2 + \epsilon, \epsilon > 0$, which implies $ds = iRe^{i\theta}$. To estimate the upper bound for $x^{-s} H_{\alpha_1,\alpha_2}(s,t)$, we apply Jordan’s Lemma, which yields

\[ \left| \int_{ABC} x^{-s} H_{\alpha_1,\alpha_2}(s,t) \right| \leq \pi R \text{res}_{s \in ABC} |x^{-s} H_{\alpha_1,\alpha_2}(s,t)| \leq aR^{-R(2-\alpha_1-\alpha_2)} \to 0, \text{as } R \to \infty. \]
Where the Stirling formula $|\Gamma(s)| \leq \sqrt{(2\pi)e}^{s-u}e^{-vt}$ for $s = u + iv = Re^{i\theta}$ and real part of $s$ negative, (see [3])

\[
|\Gamma(s)|^2 \leq a_1 R^{-2R-1}, \quad |\Gamma((1-u)\alpha_1 - v\alpha_1)| \leq a_2 R^{\Re_1}
\]

\[
|\sin (\pi \alpha_1 (1 - s))| \leq a_3 \cosh(-\alpha_1 \pi v t), \quad |x^{-s}| \leq a_4 x^R,
\]

here $a_1, a_2, a_3, a_4$ are real constant. Thus we have

\[
\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s} H_{a_1,a_2}(s,t) ds = \sum_{k=0}^{\infty} res \ x^{-s} H_{a_1,a_2}(s,t).
\] (3.19)

Write $G(s, t) = (s + k)^2 x^{-s} H_{a_1,a_2}(s, t)$, which yields

\[
G(s, t) = \frac{(\Gamma(s + k + 1))^2}{(s + k - 1)^2} \cdot \frac{x^{-s} \Gamma((1-s)\alpha_1) \Gamma((1-s)\alpha_2) \sin((1-s)\alpha_1 \pi) \sin((1-s)\alpha_2 \pi)}{\pi^2 t(1-s)(\alpha_1+\alpha_2)}.
\]

Using the Binomial theorem (see e.g. 3.6.9 [1]) and Taylor theorem (see e.g. 3.6.4 [1]) for expansion of each term in $G(s, t)$ on the neighborhood of point $s = -k$, it follows

\[
x^{-s} = x^k (1 - (s + k) \log x + \cdots)
\]

\[
\left[\Gamma(1-k)\right] = 1 + \frac{1}{(k-m)^2} + \frac{2}{(k-m)^3} \sum_{m=1}^{k} \frac{1}{m} \quad \text{for } 0 \leq m \leq k - 1.
\]

Collecting the coefficients associated with the first order term of $(s + k)$ in above series yields

\[
\frac{x^k}{(k)!^2} \Gamma((k + 1)\alpha_1) \Gamma((k + 1)\alpha_2) t^{-(k+1)(\alpha_1+\alpha_2)} \sin((\pi \alpha_1 (k + 1)) \sin((\pi \alpha_2 (k + 1)))
\]

\[
\times \left[2 \phi(1) - \alpha_1 \phi((k + 1)\alpha_1) - \alpha_2 \phi((k + 1)\alpha_2) - \log(x) + (\alpha_1 + \alpha_2) \log(t) + \sum_{m=1}^{k} \frac{1}{m} \right]
\]

\[
- \pi \frac{x^k}{(k)!^2} \Gamma((k + 1)\alpha_1) \Gamma((k + 1)\alpha_2) t^{-(k+1)(\alpha_1+\alpha_2)} \times
\]

\[
[\alpha_1 \cos((1+k)\alpha_1 \pi) \sin((1+k)\alpha_2 \pi) + \alpha_2 \sin((1+k)\alpha_1 \pi) \cos((1+k)\alpha_2 \pi)]
\]

where $\phi(s)$ is the digamma function. Using the result $\phi(k+1) = \phi(1) + \sum_{m=1}^{k} \frac{1}{m}$ (see [1]), the residue of $G(s, t)$ at $s = -k$ is given by

\[
res_{s=-k} G(S, t) = \frac{x^k}{\pi^2 (k)!^2} \Gamma((k + 1)\alpha_1) \Gamma((k + 1)\alpha_2) t^{-(k+1)(\alpha_1+\alpha_2)} \sin((\pi \alpha_1 (k + 1)) \sin((\pi \alpha_2 (k + 1)))
\]

\[
\times \left[2 \phi(k+1) - \alpha_1 \phi((k + 1)\alpha_1) - \alpha_2 \phi((k + 1)\alpha_2) - \log(x) + (\alpha_1 + \alpha_2) \log(t)\right]
\]

\[
- \frac{1}{2\pi (k)!^2} \Gamma((k + 1)\alpha_1) \Gamma((k + 1)\alpha_2) t^{-(k+1)(\alpha_1+\alpha_2)}
\]

\[
\times \left[(\alpha_1 + \alpha_2) \sin((1+k)(\alpha_1 + \alpha_2) \pi) - (\alpha_1 - \alpha_2) \sin((1+k)(\alpha_1 - \alpha_2) \pi)\right].
\]

Putting the value of residues in (3.19), proves the desired result.
Here, we establish the densities of \( E^n_\alpha(t) = (E_\alpha(t))^n \) and \( D^n_\alpha(t) = (D_\alpha(t))^n \), \( n \in \mathbb{N} \), which are the \( n \)-th power of the inverse stable subordinator and \( \alpha \)-stable subordinator respectively.

**Proposition 3.4.** The density function of \( E^n_\alpha(t) \) is given by

\[
h^n_\alpha(x, t) = \sum_{k=1}^{\infty} \frac{(-1)^{k-1} x^{k/n-1} t^{-ak}}{\pi n(k-1)!} \Gamma(\alpha k) \sin(\alpha k \pi), \quad x > 0.
\]  

**Proof.** The Mellin transform with respect to \( x \) is

\[
\mathcal{M}_x \{ h^n_\alpha(x, t) \} = \frac{\Gamma(n(s - 1) + 1) \Gamma(\alpha n(1 - s))}{\Gamma} t^{\alpha n(s - 1)} \sin(\alpha n \pi(1 - s)),
\]

which is analytic for \( \Re(s) > 0 \) and has simple poles at \( s = 1 - (k + 1)/n \), \( k = 0, 1, 2, \ldots \). The density \( h^n_\alpha(x, t) \) can be obtained by taking the sum of residues of the integrand \( x^{-s} \mathcal{M}_x \{ h^n_\alpha(x, t) \} \) at \( s = 1 - (k + 1)/n \), \( k = 0, 1, 2, \ldots \). \( \square \)

**Proposition 3.5.** The pdf \( f^n_\alpha(x, t) \) of \( D^n_\alpha(t) \) is given by

\[
f^n_\alpha(x, t) = \frac{1}{n \pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \Gamma(1 + k \alpha) x^{-(1 + ak/n)t} x^{\pi k (\pi k n)} , \quad x > 0.
\]  

**Proof.** Taking the Mellin transform of \( f^n_\alpha(x, t) \) is

\[
\mathcal{M}_x \{ f^n_\alpha(x, t) \} = \frac{\Gamma(n(s - 1) + 1) \Gamma((1 - s)n/\alpha)}{\Gamma} t^{\alpha n(s - 1)/\alpha} \sin(\alpha n \pi(1 - s)).
\]

For evaluating the density, we use the Mellin inversion formula. The function is analytic for \( \Re(s) < 1 \) and has simple poles at \( s = 1 + ak/n \), \( k = 0, 1, 2, \ldots \). Calculating the residues of the integrand at \( s = 1 + ak/n \), give the desired result. \( \square \)

Next we discuss the pdf of the product of two independent \( \alpha \)-stable subordinators \( D_{\alpha_1}(t) \) and \( D_{\alpha_2}(t) \) with indices \( 0 < \alpha_1, \alpha_2 < 1 \). Let \( F_{\alpha_1}(s, t) \) and \( F_{\alpha_2}(s, t) \) be the Mellin transforms of two independent \( \alpha \)-stable subordinators \( D_{\alpha_1}(t) \) and \( D_{\alpha_2}(t) \) respectively.

**Remark 3.3.** The pdf \( f_{\alpha_1, \alpha_2}(x, t) \) of the product \( D_{\alpha_1}(t)D_{\alpha_2}(t) \) is given by (see [8])

\[
f_{\alpha_1, \alpha_2}(x, t) = \sum_{k=1}^{\infty} \frac{x^k}{\pi^2(k!)^2} \Gamma(k/\alpha_1) \Gamma(k/\alpha_2) t^{-k(1/\alpha_1 + 1/\alpha_2)} \sin(\pi \alpha_1 k) \sin(\pi \alpha_2 k)
\times \left[ 2\phi(k) - \alpha_1 \phi(\alpha_1) - \alpha_2 \phi(\alpha_2) - \log(x) + (1/\alpha_1 + 1/\alpha_2) \log(t) \right]
\times \left[ (\alpha_1 + \alpha_2) \sin((\alpha_1 + \alpha_2)k) + (\alpha_1 - \alpha_2) \sin((\alpha_1 - \alpha_2)k) \right], \quad x > 0.
\]  

**Proposition 3.6.** The pdf of the quotient process \( E_{\alpha_1}(t)/E_{\alpha_2}(t) \) is

\[
q_{\alpha_1, \alpha_2}(x, t) = \sum_{k=1}^{\infty} \frac{(-x)^{k-1}}{\Gamma(1 - k \alpha_1) \Gamma(1 + k \alpha_2) t^{k(\alpha_1 - \alpha_2)}}, \quad x > 0.
\]  
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Proof. Using \([2,4]\), we have
\[
Q_{\alpha_1,\alpha_2}(s,t) = M_x(q_{\alpha_1,\alpha_2}(x,t)) = H_{\alpha_1}(s,t)H_{\alpha_2}(-s + 2,t)
\]
\[
= \frac{\Gamma(s)\Gamma(-s + 2)\Gamma((1-s)\alpha_1)\Gamma((s-1)\alpha_2)}{t^{(1-s)(\alpha_1-\alpha_2)}} \sin((1-s)\alpha_1\pi) \sin((s-1)\alpha_2\pi).
\]
Using Mellin inversion formula for calculating Here either we can consider a contour similar to Fig. 1, enclosing the simple poles at \(s = -k\) or take a contour enclosing the simple poles at \(s = k + 2\). It follows
\[
\text{res}_{s=-k} Q_{\alpha_1,\alpha_2}(s,t)x^{-s}
\]
\[
= \frac{(-1)^{k+1}x^k\Gamma(k + 2)\Gamma((1+k)\alpha_1)\Gamma(-(1+k)\alpha_2) \sin((1+k)\alpha_1) \sin((1+k)\alpha_2)}{k!t^{(1+k)(\alpha_1-\alpha_2)}}.
\]
The result follows after using the Euler’s reflection formula and taking the sum of residues.

4 Tempered stable and inverse tempered stable subordinators

In this section, we obtain the pdf and its asymptotic behaviour of the inverse stable subordinator using Mellin transform.

Proposition 4.1. The density \(f_{\alpha,\lambda}(x,t)\) of tempered stable subordinator \(D_{\alpha,\lambda}(t)\) is given by
\[
f_{\alpha,\lambda}(x,t) = e^{-\lambda x + t\lambda^\alpha} \sum_{k=0}^{\infty} \frac{(-1)^k}{\pi k!} \Gamma((1+k)\alpha_1) \Gamma(-(1+k)\alpha_2) x^{-(1+\alpha k)} t^k \sin(\pi k) x > 0.
\]
(4.24)

Proof. Let \(\mathcal{L}_x(f_{\alpha,\lambda}(x,t))\) be the Laplace transform of the pdf \(f_{\alpha,\lambda}(x,t)\) with respect to the \(x\) variable. We have
\[
\mathcal{L}_x(f_{\alpha,\lambda}(x,t)) = e^{-t((s+\lambda)\alpha - \lambda^\alpha)}.
\]
(4.25)

Using Mellin transform with respect to time variable \(t\), yields
\[
\mathcal{M}_t[\mathcal{L}_x(f_{\alpha,\lambda}(x,t))] = \int_0^\infty t^{a-1} e^{-t((s+\lambda)\alpha - \lambda^\alpha)} dt = \frac{\Gamma(u)}{((s+\lambda)\alpha - \lambda^\alpha)^u}.
\]
(4.26)

For inverting the Laplace transform in (4.26), the generalized Mittag-Leffler function is required which is introduced here. The generalized Mittag-Leffler function, introduced by \([22]\), is defined by
\[
M_{a,b}^c(z) = \sum_{n=0}^{\infty} \frac{\Gamma(c+n)}{\Gamma(c)\Gamma(an+b)} \frac{z^n}{n!},
\]
(4.27)

where \(a, b, c \in \mathbb{C}\) with \(\Re(b) > 0\). When \(c = 1\), it reduces to Mittag-Leffler function. Further,
\[
M_{a,b}^c(0) = \frac{(c)_0}{\Gamma(b)} = \frac{1}{\Gamma(b)}.
\]
(4.28)

The function \(F(s) = \frac{e^{ab} - b}{(s^a + \eta s)}\) has the inverse LT \([11]\)
\[
\mathcal{L}^{-1}[F(s)] = x^{b-1}M_{a,b}^c(-\eta x^a).
\]
(4.29)
Moreover, using the shifting property of Laplace transform and equation (4.29), we have
\[
\mathcal{L}^{-1} \left[ \frac{1}{((s + \lambda)^\alpha - \lambda^\alpha)^n} \right] = e^{-\lambda x} x^{\alpha u - 1} M_{\alpha,\alpha u}^{u}(\lambda^\alpha x^\alpha),
\]
which follows by taking \( a = \alpha, b = \alpha u, c = u \) and \( \eta = -\lambda^\alpha \). Now by inverting the LT in (4.26) with the help of (4.30), it follows
\[
\mathcal{M}_t(f_{a,\lambda}(x,t)) = e^{-\lambda x} x^{\alpha u - 1} \sum_{n=0}^{\infty} \frac{\Gamma(u + n)}{\Gamma(\alpha n + \alpha u)} \frac{(\lambda x)^n}{n!}.
\]
By inverting the Mellin transform with poles at \( s = -(n + k) \) leads to
\[
f_{a,\lambda}(x,t) = \frac{1}{2\pi i} \int_{-i\infty}^{+i\infty} t^{-u} e^{-\lambda x} x^{\alpha u - 1} \sum_{n=0}^{\infty} \frac{\Gamma(u + n)}{\Gamma(\alpha n + \alpha u)} \frac{(\lambda x)^n}{n!} du
\]
\[
= e^{-\lambda x + \lambda^\alpha t} \sum_{k=0}^{\infty} \frac{(-1)^{k+1} t^k x^{-(\alpha k + 1)}}{k! \Gamma(-\alpha k)} , \; x > 0.
\]
The result follows by using the relationship \( \Gamma(z)\Gamma(1 - z) = \frac{\pi}{\sin(\pi z)} \).

**Proposition 4.2.** The pdf of the inverse tempered stable subordinator \( E_{\alpha,\lambda}(t) \) is given by the following power series representation,
\[
h_{a,\lambda}(x,t) = \sum_{k=0}^{\infty} e^{-\lambda t + \lambda^\alpha x} (-x)^{k-\alpha (k+1)} \frac{(t\lambda)^m}{k! \Gamma(-\alpha (k+1) + m)} - \frac{t^m \lambda^\alpha + m}{\Gamma(-\alpha k + 1 + m)}.
\]

**Proof.** The Laplace transform of the pdf \( h_{a,\lambda}(x,t) \) with respect to the time variable \( t \) is (see [18])
\[
\mathcal{L}_t(f_{a,\lambda}(x,t)) = \frac{1}{u} ((u + \lambda)^\alpha - \lambda^\alpha) e^{-x((u + \lambda)^\alpha - \lambda^\alpha)}.
\]
By taking Mellin transform with respect to \( x \), we have
\[
\mathcal{M}_x[\mathcal{L}_t(f_{a,\lambda}(x,t))] = \int_0^\infty x^{s-1} \frac{1}{u} ((u + \lambda)^\alpha - \lambda^\alpha) e^{-x((u + \lambda)^\alpha - \lambda^\alpha)} dx
\]
\[
= \Gamma(s) \left[ \frac{(u + \lambda)^\alpha}{u((u + \lambda)^\alpha - \lambda^\alpha)^s} - \frac{\lambda^\alpha}{u((u + \lambda)^\alpha - \lambda^\alpha)^s} \right].
\]
For evaluating the inverse Laplace transform in (4.31), suppose \( F_1(u) = \frac{\lambda^\alpha}{(u - \lambda)^\alpha} \) and \( F_2(u) = \frac{\lambda^\alpha}{(u + \lambda)^\alpha} \). Using (4.29) and applying the shifting property of Laplace transform with \( G(u) = F_1(u + \lambda) - F_2(u + \lambda) \) leads to the inverse Laplace transform
\[
\mathcal{L}^{-1}[G(u)] = e^{-\lambda t} \left[ t^{\alpha(s-1)-1} M_{\alpha,\alpha(s-1)}^{s}(\lambda^\alpha t^\alpha) - t^{\alpha s-1} M_{\alpha,\alpha s}^{s}(\lambda^\alpha t^\alpha) \right].
\]
Further,
\[
\mathcal{L}^{-1}\left[ \frac{G(u)}{u} \right] = \int_0^t e^{-\lambda y} \left( y^{\alpha(s-1)-1} M_{\alpha,\alpha(s-1)}^{s}(\lambda^\alpha y^\alpha) - y^{\alpha s-1} M_{\alpha,\alpha s}^{s}(\lambda^\alpha y^\alpha) \right) dy.
\]
Next, using the property from [10],
\begin{equation}
\int_{0}^{t} y^{\mu-1} M_{\rho,\mu}(wy) \, (t-y)^{\nu-1} \, dy = \Gamma(\nu) t^{\mu+\nu-1} M_{\rho,\mu+\nu}(wt),
\end{equation}

it follows
\[ L^{-1} \left[ \frac{G(u)}{u} \right] = e^{-t\lambda} \sum_{m=0}^{\infty} \lambda^m t^{\alpha s+m} \left( t^{-\alpha} M_{\alpha,\alpha(s-1)+m+1}^{\alpha} (\lambda^\alpha) - \lambda^\alpha M_{\alpha,\alpha s+m+1}^{\alpha} (\lambda^\alpha) \right). \]

Putting in (4.31), we have
\[ \mathcal{M}_x((f_{\alpha,\lambda}(x,t))) = e^{-t\lambda} \sum_{m=0}^{\infty} \lambda^m t^{\alpha s+m} \sum_{n=0}^{\infty} \left( t^{-\alpha} \frac{\Gamma(s+n)}{\Gamma(n+\alpha(s-1)+m+1)} \frac{(\lambda t)^n}{n!} - \lambda^\alpha \frac{\Gamma(s+n)}{\Gamma(n+\alpha s+m+1)} \frac{(\lambda t)^n}{n!} \right). \]  

Note that the function in (4.33) is analytic for $\Re(s) > -n$ and has simple poles at $s = -n - k$, $k = 0, 1, 2, \ldots$. Considering a similar contour as given in Fig. 1, the result follows by taking the some of residues of the integrand at $s = -n - k$, $k = 0, 1, 2, \ldots$. 

Next, we discuss about the the Mellin transform of the inverse Gaussian process and its first exit times. Note that inverse Gaussian process is the hitting time process of the Brownian motion with drift and is defined by (see [3], p.54)
\[ G(t) = \inf \{ w > 0 : B(w) + \gamma w > \delta t \}, \]
where $B(t)$ is the standard Brownian motion. Let $g_{\delta,\gamma}(x,t)$ be the pdf of $G(t)$. Then the Laplace transform of $g_{\delta,\gamma}(x,t)$ with respect to $x$ is
\[ L_x(g_{\delta,\gamma}(x,t)) = e^{-\delta t (\sqrt{\gamma^2+2s} - \gamma)}. \]  

**Proposition 4.3.** The Mellin transform of the pdf $g_{\delta,\gamma}(x,t)$ with respect to the time variable $t$ is given by
\begin{equation}
\mathcal{M}_t(g_{\delta,\gamma}(x,t)) = \frac{1}{\delta^u 4^u} e^{-\gamma^2/2x} x^{u/2-1} \sum_{n=0}^{\infty} \frac{\Gamma(u+n)}{\Gamma(n/2+u/2)} \frac{(\gamma x^{1/2})^n}{4^n n!}. \end{equation}

**Proof.** We use similar step as for the density of TSS. First we take Laplace transform with respect to $x$ and then the Mellin transform with respect to $t$. It follows
\[ \mathcal{M}_t(L_x(g_{\delta,\gamma}(x,t))) = \frac{\Gamma(u)}{\delta^u 4^u \left( \sqrt{\gamma^2/2 + s} - \gamma \right)^u}. \]

For calculating the Laplace inversion we use shifting property and equation (4.30), which yield
\begin{align*}
\mathcal{M}_t(g_{\delta,\gamma}(x,t)) & = \frac{\Gamma(u)}{\delta^u 4^u} e^{-\gamma^2/2x} x^{u/2-1} M_{1/2,u/2}^{\gamma/4} \left( \frac{x^{1/2}}{4} \right) \\
& = \frac{1}{\delta^u 4^u} e^{-\gamma^2/2x} x^{u/2-1} \sum_{n=0}^{\infty} \frac{\Gamma(u+n)}{\Gamma(n/2+u/2)} \frac{(\gamma x^{1/2})^n}{4^n n!}. \end{align*}

\[ \Box \]
Remark 4.1. In (4.35), taking Mellin inversion formula by consider a contour similar to Fig. 1, where the integrand has poles at $s = -n - k$, $k = 0, 1, 2, \ldots$, we have

$$g_{\delta, \gamma}(x, t) = e^{-\gamma^2/2x + \gamma \delta t} \sum_{k=0}^{\infty} \frac{(-1)^k (t \delta x^{-1/2})^k}{k! \Gamma(-k/2)x^k}, \text{ where } k \text{ is odd.}$$

$$= e^{-\gamma^2/2x + \gamma \delta t} x^{-3/2} \sum_{k=0}^{\infty} \frac{(-1)^{2k+1}}{(2k+1)! \Gamma(-k-1/2)} \left( \frac{t^2 \delta^2}{x} \right)^k, \quad k \in \mathbb{N}_0.$$  \tag{4.36}

Using the property $\Gamma(2z) = \pi^{-1/2} 2^{2z-1} \Gamma(z) \Gamma(z + 1/2)$ and $\Gamma(z) \Gamma(-z) = \frac{\pi}{\sin \pi z}$. Then we put $\Gamma(-k-1/2) \Gamma(2k+1) = (-1)^k 2^{2k+1} \sqrt{\pi k!}$ in (4.36), which leads to

$$g_{\delta, \gamma}(x, t) = (2\pi)^{-1/2} \delta t x^{-3/2} e^{\delta \gamma t} e^{-\frac{1}{2} \left( \frac{\delta^2}{x} + \gamma^2 \right)}, \quad x > 0. \tag{4.37}$$

Let $Q(t) = \inf \{w > 0 : G(w) > t \}$ be the first-exit time of inverse Gaussian process and $h_{\delta, \gamma}(x, t)$ be pdf of process $Q(t)$ (see [26]). We have

$$\mathcal{M}_x(h_{\delta, \gamma}(x, t)) = \frac{\Gamma(s)}{(4\delta)^{s-1}} e^{-\gamma^2/2t} \sum_{m=0}^{\infty} (\gamma^2/2)^m t^{(s/2+m)}$$

$$\times \left[ t^{-1/2} M_{1/2, s+1/2+m}(t^{1/2} \gamma/4) - \frac{\gamma}{4} M_{1/2, s+1/m}(t^{1/2} \gamma/4) \right].$$

Proposition 4.4. The density $h_{\delta, \gamma}(x, t)$ of the first-exit time of inverse Gaussian process $Q(t)$ is

$$h_{\delta, \gamma}(x, t) = \sum_{k=0}^{\infty} e^{-\gamma^2/2x + \delta \gamma x} \frac{(-x)^k t^{-k/2}}{k!} \left( \frac{4\delta}{x} \right)^k$$

$$\times \sum_{m=0}^{\infty} \left[ \frac{(\gamma^2/2)^m t^{-1/2}}{\Gamma(-k/2 + m + 1/2)} - \frac{\gamma^m 2^{m+1}}{2^{m+2} \Gamma(-k/2 + 1 + m)} \right]. \tag{4.38}$$

Proof. It follows using the same approach as for the density of inverse tempered stable subordinator. \hfill \square

Remark 4.2. Note that for $x > 0$,

$$\{Q(t) \leq x\} = \{G(x) \geq t\} = \{\sup_{s \leq t} (B(s) + \gamma s) \leq \delta x\} = \{\delta^{-1} \sup_{s \leq t} (B(s) + \gamma s) \leq x\}$$

and hence the density function of $Q(t)$ can also be viewed as density of supremum of Brownian motion with drift.

Proposition 4.5. The asymptotic behaviour of $h_{\alpha, \lambda}(x, t)$ as $x \to 0^+$ is

$$\lim_{x \to 0^+} h_{\alpha, \lambda}(x, t) = e^{-t \lambda x^{-\alpha}} \sum_{m=0}^{\infty} \frac{(t \lambda)^m}{\Gamma(-\alpha + m + 1)} - \lambda^\alpha t^{-\alpha}$$

Proof. Using the Mellin transform given in (4.33), which is analytic for $\Re(s) \leq -n$, and has simple poles at $s = -(n + k)$, $k = 0, 1, 2, \ldots$. The result follows using Theorem (2.1). \hfill \square

Remark 4.3. For $\lambda = 0$, it follows that $\lim_{x \to 0^+} h_{\alpha, 0}(x, t) = \frac{t^{-\alpha}}{\Gamma(1-\alpha)}$ see e.g. [7].
Again using the application of Theorem (2.1), the following result follows.

**Proposition 4.6.** We have

A. \[
\lim_{x \to 0^+} h_{\alpha_1, \alpha_2}(x, t) = \frac{t^{-(\alpha_1+\alpha_2)} \log(x)}{\Gamma(1-\alpha_1)\Gamma(1-\alpha_2)} \left[ 2 - \alpha_1 \phi(\alpha_1) - \alpha_2 \phi(\alpha_2) - \log(x) + (\alpha_1 + \alpha_2) \log(t) \right] \\
- \frac{\log(x)}{2\pi} \Gamma(\alpha_1)\Gamma(\alpha_2) t^{-(\alpha_1+\alpha_2)} \left[ (\alpha_1 + \alpha_2) \sin((\alpha_1 + \alpha_2)\pi) + (\alpha_1 - \alpha_2) \sin((\alpha_1 - \alpha_2)\pi) \right].
\]

B. \[
\lim_{x \to 0^+} f_{\alpha_1, \alpha_2}(x, t) = \frac{\log(x)}{\pi^2} \Gamma(1/\alpha_1)\Gamma(1/\alpha_2) t^{-(1/\alpha_1+1/\alpha_2)} \sin(\pi\alpha_1) \sin(\pi\alpha_2) \\
\times [2 - \alpha_1 \phi(1/\alpha_1) - \alpha_2 \phi(1/\alpha_2) - \log(x) + (1/\alpha_1 + 1/\alpha_2) \log(t)] \\
- \frac{\log(x)}{2\pi} \Gamma(1/\alpha_1)\Gamma(1/\alpha_2) [(\alpha_1 + \alpha_2) \sin((\alpha_1 + \alpha_2)\pi) + (\alpha_1 - \alpha_2) \sin((\alpha_1 - \alpha_2)\pi)] \cdot
\]

\[ (4.39) \]

C. \[
\lim_{x \to 0^+} h_{\alpha}^n(x, t) = \frac{(-1)^n-1 t^{-\alpha n}}{\pi n!} \Gamma(\alpha n) \sin(\alpha n \pi).
\]

D. \[
\lim_{x \to 0^+} q_{\alpha_1, \alpha_2}(x, t) = \frac{1}{\Gamma(1-\alpha_1)\Gamma(1+\alpha_2)t^{(\alpha_1-\alpha_2)}}. \]

**Acknowledgments:** NG would like to thank Council of Scientific and Industrial Research (CSIR), India, for the award of a research fellowship. Further, AK would like to express his gratitude to the Science and Engineering Research Board (SERB), India, for the financial support under the MATRICS research grant MTR/2019/000286.

**References**

[1] Abramowitz, M. and Stegun, I.A.: Handbook of mathematical functions: With formulas, graphs, and mathematical tables, Applied mathematics series, Dover Publications, 1964.

[2] Alrawashdeh, M.S., Kelly, J. F., Meerschaert, M. M. and Scheffler, H-P: Applications of inverse tempered stable subordinators. Comput. Math. Appl. 73, (2017), 892–905.

[3] Applebaum, D.: Lévy Processes and Stochastic Calculus, 2nd ed., Cambridge University Press, Cambridge, UK, 2009.

[4] Beghin, L. and Orsingher, E.: Fractional Poisson processes and related planar random motions. Electron. J. Probab. 14 (2009), 1790-1826.
[5] Epstein, B.: Some applications of the Mellin transform in statistics. The Annals of Mathematical Statistics, 19, (1948), 370–379.

[6] Gupta, N., Kumar, A. and Leonenko, N.: Tempered fractional Poisson processes and fractional equations with Z-transform, Stochastic Analysis and Applications, 38, (2020), 939-957.

[7] Hahn, M.G., Kobayashi, K. and Umarov, S.: Fokker-plank-Kolmogorov equations associated with time-changed fractional Brownian motion. Proc. Amer. Math. Soc. 139, (2011), 691-705.

[8] Karlová, A.: On Distribution of Product of Stable Laws, (2013), arXiv:1412.2809

[9] Kataria, K. K. and Vellaisamy, P.: On densities of the product, quotient and power of independent subordinators. J. Math. Anal. Appl. 462, (2018), 1627–1643.

[10] Kilbas, A. A., Saigo, M. and Saxena, R. K.: Generalized Mittag-Leffler function and generalized fractional calculus operators. Integral Transforms and Special Functions. 15, (2004), 31-49.

[11] Kumar, A., Gajda, J., Wyłomanska, A. and Poloczanski, R.: Fractional Brownian Motion Delayed by Tempered and Inverse Tempered Stable Subordinators. Methodol. Comput. Appl. Probab. 21, (2019), 185–202.

[12] Kumar, A., Leonenko, N. and Pichler, A.: Fractional risk process in insurance, Math. Finan. Econ. 529,(2019), 121-539.

[13] Kumar, A. and Vellaisamy, P.: Inverse tempered stable subordinators, Statist. Probab. Lett. 103, (2015). 134-141.

[14] Leonenko, N. N., Meerschaert, M. M., Schilling, R. L., and Sikorskii, A.: Correlation structure of time-changed Lévy processes, Commun. Appl. Ind. Math. 6, (2014), e-483.

[15] Meerschaert, M. M., Nane, E. and Vellaisamy, P.: Fractional Cauchy problems on bounded domains. Ann. Probab. 37, (2009), 979-1007.

[16] Meerschaert, M. M., Nane, E. and Vellaisamy, P.: The Fractional Poisson Process and the Inverse Stable Subordinator. Electron. J. Probab. 16, (2011), 1600-1620.

[17] Meerschaert, M. M., Nane, E. and Vellaisamy, P.: Transient anomalous subdiffusions on bounded domains Proc. Amer. Math. Soc. 141, (2013), 699-710.

[18] Meerschaert, M. M. and Scheffler, H.: Triangular array limits for continuous time random walks. Stochastic Process. Appl. 118 (2008), 1606–1633.

[19] Misra, O.P. and Lavoine, J. L.: Transform analysis of generalized functions, North-Holland, 1986.

[20] Oberhettinger, F.: Tables of Mellin Transforms, Springer, 1974.
[21] Orsingher E. and Polito, F.: The space-fractional Poisson process. Statist. Probab. Lett., 82 (2012), 852-858.

[22] Prabhakar, T.R.: A singular integral equation with a generalized Mittag-Leffler function in the kernel. Yokohama Math J, 19, (1971), 7-15.

[23] Rosiński, J.: Tempering stable processes. Stochastic. Process. Appl. 117, (2007), 677-707.

[24] Samorodnitsky, G., Taqqu, M. S.: Stable Non-Gaussian Random Processes: Stochastic Models with Infinite Variance. New York, Chapman & Hall, 1994.

[25] TITCHMARSH, E. C.: Introduction to the Theory of Fourier Integrals. Clarendon Press, Oxford, 1937.

[26] Vellaisamy, P. and Kumar, A.: First-exit times of an inverse Gaussian process. Stochastics. 90, (2018), 29–48.

[27] Zolotarev, V. M.: One-dimensional Stable Distributions, Translations of Mathematical Monographs. Providence, RI: American Mathematical Society. 65, 1986.