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Abstract

We present the first higher-order approximation scheme for solutions of jump-diffusion stochastic differential equations with discontinuous drift. For this transformation-based jump-adapted quasi-Milstein scheme we prove $L^p$-convergence order $3/4$. To obtain this result, we prove that under slightly stronger assumptions (but still weaker than anything known before) a related jump-adapted quasi-Milstein scheme has convergence order $3/4$ – in a special case even order 1. Order $3/4$ is conjectured to be optimal.
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1 Introduction

We consider time-homogeneous jump-diffusion stochastic differential equations (SDEs) of the form

$$dX_t = \mu(X_t)\,dt + \sigma(X_t)\,dW_t + \rho(X_{t^-})\,dN_t, \quad t \in [0,T], \quad X_0 = \xi,$$

where $\xi \in \mathbb{R}$, $\mu, \sigma, \rho : \mathbb{R} \to \mathbb{R}$ are measurable functions, $T \in (0, \infty)$, $W = (W_t)_{t \geq 0}$ is a standard Brownian motion, and $N = (N_t)_{t \geq 0}$ is a homogeneous Poisson process with intensity $\lambda \in (0, \infty)$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We define the filtration $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$ as the augmented natural filtration of $N$ and $W$, i.e. for all $t \geq 0$ we set $\mathcal{F}_t = \sigma\{(W_s, N_s) : s \leq t \} \cup \mathcal{N}$, where $\mathcal{N} = \{A \in \mathcal{F} : \mathbb{P}(A) = 0\}$. With this, $(\Omega, \mathcal{F}, \mathbb{P})$ is a filtered probability space that satisfies the usual conditions. Existence and uniqueness of the solution of the above SDE under our assumptions is well settled by [50, 51].

This paper aims to provide a higher order scheme for SDE (1.1) for the case where the drift is allowed to be discontinuous. This setting is, for example, relevant for modeling energy prices or control actions on energy markets ([1, 56, 57]) as well as for modeling physical phenomena, cf. [58, 45].

In the case without jumps numerical approximation of SDEs with discontinuous drift has attracted a lot of attention in recent years, see, e.g., [13, 16, 14, 26, 40, 59, 58, 39, 3, 8, 36, 21]. In the case of presence of jumps, under standard assumptions, classical and jump-adapted Itô-Taylor approximations and Runge-Kutta methods are studied, e.g., in [11, 12, 45]. Approximation results for jump-diffusion SDEs under non-standard assumptions can be found, e.g., in [18, 19, 20, 7, 10, 8, 38, 30, 4, 37]. Asymptotically optimal approximation rates are proven in [17, 24, 43]. All above mentioned results assume continuity of the drift coefficient. In [50] they allow for finitely many discontinuities in the drift and prove $L^2$-convergence order $1/2$ for the Euler-Maruyama approximation.

We would like to highlight the contributions that were most influential for the current paper: In [45] jump-adapted schemes are studied. Transformation-based schemes have first been
introduced in \[26, 27\] for the case without jumps (\(\rho \equiv 0\)), where transformation-based Euler-Maruyama schemes as well as a proof technique have been introduced, which inspired many of the subsequent contributions. A transformation-based quasi-Milstein scheme for the case without jumps (\(\rho \equiv 0\)) has been introduced in \[34\]; it has convergence order 3/4 in \(L^p\), which is optimal for the class of all algorithms with deterministic grid points, cf. \[35\]. Approximation of discontinuous-drift-SDEs with jumps has been studied in \[50\].

In the current paper we construct the first higher-order scheme for jump-diffusion SDEs with discontinuous drift – a transformation-based jump-adapted quasi-Milstein scheme. Our main contribution is to prove convergence order 3/4 in \(L^p, p \in (1, \infty)\) for this scheme. This is proven to be optimal in \[54\]. As a side result we prove that under slightly stronger assumptions (but still weaker than anything known in the literature) a related jump-adapted quasi-Milstein scheme has convergence order 3/4; in a special case even order 1.

For the proof we proceed in two steps. First we introduce the jump-adapted quasi-Milstein scheme and prove convergence order 3/4 (respectively 1) under the stronger assumptions. Then we make use of a transformation and the previous result to prove our target result in Theorem 4.3.

2 Setting

In the following we denote by \(\tilde{N} = (\tilde{N}_t)_{t \geq 0}\) the compensated Poisson process, i.e. \(\tilde{N}_t = N_t - \lambda t\) for all \(t \in [0, \infty)\). It is well-known that \(\tilde{N}\) is a square integrable \(\mathbb{F}\)-martingale. We denote by \(\mathbb{L}_t\) the Lipschitz constant of a generic Lipschitz continuous function \(f\), and by \(\text{Id}\) the identity mapping. Furthermore, for \((A_1, A_1)\) and \((A_2, A_2)\) two measurable spaces, \(Y_1: (\Omega, \mathcal{F}) \to (A_1, A_1), Y_2: (\Omega, \mathcal{F}) \to (A_2, A_2)\) maps measurable functions, and \(\mathcal{G}\) a sub-\(\sigma\)-algebra of \(\mathcal{F}\), we denote by \(\mathbb{E}[f(Y_1, y)|\mathcal{G}]|_{y=Y_2}\) the random variable \(g(Y_2)\), where \(g: A_2 \to \mathbb{R}\) is for all \(y \in A_2\) defined by \(g(y) = \mathbb{E}[f(Y_1, y)|\mathcal{G}]\). Especially, we use this notation in case that \(\mathcal{G} = \{\emptyset, \Omega\}\), where we omit conditioning and write \(\mathbb{E}[f(Y_1, y)]|_{y=Y_2}\). For random variables \(Y_3, Y_4: \Omega \to \mathbb{R}\), denote by \(\mathbb{E}[Y_3|Y_4 = y]|_{y=Y_4}\) the random variable \(h(Y_4)\), where \(h: \mathbb{R} \to \mathbb{R}\) is for all \(y \in \mathbb{R}\) defined by \(h(y) = \mathbb{E}[Y_3|Y_4 = y]\).

Moreover, we recall the following definition.

**Definition 2.1 ([23, Definition 2.1]).** Let \(I \subseteq \mathbb{R}\) be an interval and let \(m \in \mathbb{N}\). We say a function \(f: I \to \mathbb{R}\) is piecewise Lipschitz, if there are finitely many points \(\zeta_1 < \ldots < \zeta_m \in I\) such that \(f\) is Lipschitz on each of the intervals \((-\infty, \zeta_1) \cap I, (\zeta_m, \infty) \cap I,\) and \((\zeta_k, \zeta_{k+1}), k = 1, \ldots, m - 1\).

**Assumption 2.1.** We assume on the coefficients of SDE (1.1) that there exist \(m \in \mathbb{N}\) and \(-\infty = \zeta_0 < \zeta_1 < \ldots < \zeta_m < \zeta_{m+1} = \infty\) such that:

(i) The drift coefficient \(\mu: \mathbb{R} \to \mathbb{R}\) is piecewise Lipschitz continuous with potential discontinuities in the points \(\zeta_1, \ldots, \zeta_m \in \mathbb{R}\).

(ii) The diffusion coefficient \(\sigma: \mathbb{R} \to \mathbb{R}\) is Lipschitz continuous and for all \(k \in \{1, \ldots, m\}\), \(\sigma(\zeta_k) \neq 0\).

(iii) The jump coefficient \(\rho: \mathbb{R} \to \mathbb{R}\) is Lipschitz continuous.

(iv) The drift coefficient \(\mu\) and the diffusion coefficient \(\sigma\) are differentiable with Lipschitz continuous derivatives on \((\zeta_{i-1}, \zeta_i)\) for all \(i \in \{1, \ldots, m\}\).

The following lemma is a direct consequence of Assumption 2.1.

**Lemma 2.2 ([54, Lemma 2]).** Let Assumption 2.1 hold. Then \(\mu, \sigma, \text{ and } \rho\) satisfy a linear growth condition, that is there exist constants \(c_\mu, c_\sigma, c_\rho \in (0, \infty)\) such that

\[
|\mu(x)| \leq c_\mu(1 + |x|), \quad |\sigma(x)| \leq c_\sigma(1 + |x|), \quad |\rho(x)| \leq c_\rho(1 + |x|).
\]
The existence and uniqueness of the strong solution of the SDE (1.1) is guaranteed by the following result.

**Theorem 2.3** ([46, Theorem 3.1]). Let Assumption 2.1 hold. Then the SDE (1.1) has a unique global strong solution.

### 3 Convergence of the jump-adapted quasi-Milstein scheme

We are going to introduce the jump-adapted quasi-Milstein scheme and prove under stronger assumptions than Assumption 2.1 convergence order 3/4, respectively order 1. This result in combination with a transformation technique will be used later to prove our main result. In this section we consider the time-homogeneous jump-diffusion SDE

\[
dZ_t = \tilde{\mu}(Z_t) \, dt + \tilde{\sigma}(Z_t) \, dW_t + \tilde{\rho}(Z_{t-}) \, dN_t, \quad t \in [0, T], \quad Z_0 = \tilde{\xi},
\]

where \( \tilde{\xi} \in \mathbb{R}, \tilde{\mu}, \tilde{\sigma}, \tilde{\rho}: \mathbb{R} \to \mathbb{R} \) are measurable functions, \( T \in (0, \infty) \), \( W = (W_t)_{t \geq 0} \), \( N = (N_t)_{t \geq 0} \), and \((\Omega, \mathcal{F}, \mathbb{P})\) are defined as in Section 2.

**Assumption 3.1.** We assume on the coefficients of SDE (3.1) that

(i) the drift coefficient \( \tilde{\mu}: \mathbb{R} \to \mathbb{R} \), the diffusion coefficient \( \tilde{\sigma}: \mathbb{R} \to \mathbb{R} \), and the jump coefficient \( \tilde{\rho}: \mathbb{R} \to \mathbb{R} \) are Lipschitz continuous;

(ii) there exists \( m_{\tilde{\mu}} \in \mathbb{N} \) and \(-\infty = \zeta_0 < \zeta_1 < \ldots < \zeta_{m_{\tilde{\mu}}} < \zeta_{m_{\tilde{\mu}}+1} = \infty \) such that the drift coefficient \( \tilde{\mu} \) is differentiable with Lipschitz continuous derivatives on \((\zeta_{k-1}, \zeta_k)\) for \( k \in \{1, \ldots, m_{\tilde{\mu}} + 1\} \);

(iii) there exists \( m_{\tilde{\sigma}} \in \mathbb{N} \) and \(-\infty = \eta_0 < \eta_1 < \ldots < \eta_{m_{\tilde{\sigma}}} < \eta_{m_{\tilde{\sigma}}+1} = \infty \) such that the diffusion coefficient \( \tilde{\sigma} \) is differentiable with Lipschitz continuous derivatives on \((\eta_{k-1}, \eta_k)\) for \( k \in \{1, \ldots, m_{\tilde{\sigma}} \} \);

(iv) for all \( k \in \{1, \ldots, m_{\tilde{\mu}}\}, \tilde{\sigma}(\zeta_k) \neq 0 \) and for all \( j \in \{1, \ldots, m_{\tilde{\sigma}}\}, \tilde{\sigma}(\eta_j) \neq 0 \).

Under Assumption 3.1 the existence of a strong unique solution is ensured by [46, p. 255, Theorem 6]. Further we define the functions \( d_f: \mathbb{R} \to \mathbb{R} \) for \( f \in \{\tilde{\mu}, \tilde{\sigma}\} \) by

\[
d_f(x) = \begin{cases} 
 f'(x) & \text{if } f \text{ differentiable at } x \\
 0 & \text{else.}
\end{cases}
\]

In the following lemma we state some direct consequences of Assumption 3.1.

**Lemma 3.1.** Let Assumption 3.1 hold and let \( f \in \{\tilde{\mu}, \tilde{\sigma}, \tilde{\rho}\}, \ g \in \{\tilde{\mu}, \tilde{\sigma}\} \).

(i) Then there exists a constant \( c_f \in (0, \infty) \) such that for all \( x \in \mathbb{R} \),

\[
|f(x)| \leq c_f(1 + |x|).
\]

(ii) It holds that

\[
\|d_g\|_{\infty} \leq L_g < \infty.
\]

(iii) There exists a constant \( b_g \in (0, \infty) \) such that for all \( x, y \in \mathbb{R} \) for which \( g \) is differentiable on \([x, y]\) it holds that

\[
|g(y) - g(x) - g'(x)(y - x)| \leq b_g|y - x|^2.
\]
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Now we define our jump-adapted time discretisation. For this, let \( \delta = \frac{T}{M} \) for all \( M \in \mathbb{N} \) and define the equidistant time discretisation \( (s_m)_{m \in \{0, \ldots, M\}} \) by \( s_m = \delta m \) for \( m \in \{0, \ldots, M\} \). We add to these deterministic points the family \((\nu_i)_{i \in \mathbb{N}}\) of all jump times of the Poisson process. Then we order all points so that they are increasing, yielding the time discretisation \((\tau_n)_{n \in \mathbb{N}}\) with the maximum step size less or equal than \( \delta \). Formally, we define \((\tau_n)_{n \in \mathbb{N}}\) as follows:

\[
\tau_0 = 0 \\
\tau_{n+1} = \min\{\nu_i : i \in \mathbb{N}, \nu_i > \tau_n\} \wedge \min\{s_m : m \in \{0, \ldots, M\}, s_m > \tau_n\} \wedge T. 
\]

(3.2)

(3.3)

Given a time grid \((\tau_n)_{n \in \mathbb{N}}\) we define the time-continuous jump-adapted quasi-Milstein scheme \((Z^{(M)}_t)_{t \in [0,T]}\) by

\[
Z^{(M)}_0 = \tilde{\xi},
\]

(3.4)

and for all \( n \in \mathbb{N}_0 \) by

\[
Z^{(M)}_{\tau_{n+1}} = Z^{(M)}_{\tau_n} + \tilde{\mu}(Z^{(M)}_{\tau_n})(\tau_{n+1} - \tau_n) + \tilde{\sigma}(Z^{(M)}_{\tau_n})(W_{\tau_{n+1}} - W_{\tau_n}) \\
+ \frac{1}{2} \tilde{\sigma}(Z^{(M)}_{\tau_n}) d\tilde{\sigma}(Z^{(M)}_{\tau_n}) ((W_{\tau_{n+1}} - W_{\tau_n})^2 - (\tau_{n+1} - \tau_n))
\]

(3.5)

or equivalently

\[
Z^{(M)}_{\tau_{n+1}} = Z^{(M)}_{\tau_{n+1}^-} + \tilde{\rho}(Z^{(M)}_{\tau_{n+1}^-})(N_{\tau_{n+1}} - N_{\tau_n}).
\]

(3.6)

Between the points of the time discretisation, i.e. for \( t \in (\tau_n, \tau_{n+1}) \), \( n \in \mathbb{N}_0 \), we set

\[
Z^{(M)}_t = Z^{(M)}_{\tau_n} + \tilde{\mu}(Z^{(M)}_{\tau_n})(t - \tau_n) + \tilde{\sigma}(Z^{(M)}_{\tau_n})(W_t - W_{\tau_n}) \\
+ \tilde{\sigma}(Z^{(M)}_{\tau_n}) d\tilde{\sigma}(Z^{(M)}_{\tau_n}) \frac{1}{2} ((W_t - W_{\tau_n})^2 - (t - \tau_n)).
\]

Note that the following integral notation is equivalent to (3.4), (3.5), (3.6):

\[
Z^{(M)}_t = \tilde{\xi} + \int_0^t \sum_{n=0}^\infty \tilde{\mu}(Z^{(M)}_{\tau_n}) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) du \\
+ \int_0^t \sum_{n=0}^\infty (\tilde{\sigma}(Z^{(M)}_{\tau_n}) d\tilde{\sigma}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n})) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) dW_u \\
+ \int_0^t \tilde{\rho}(Z^{(M)}_{u^-}) dN_u.
\]

(3.7)

Similarly, we can express the solution on SDE (3.1) by

\[
Z_t = \tilde{\xi} + \int_0^t \sum_{n=0}^\infty \tilde{\mu}(Z_u) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) du + \int_0^t \sum_{n=0}^\infty \tilde{\sigma}(Z_u) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) dW_u + \int_0^t \tilde{\rho}(Z_{u^-}) dN_u.
\]

(3.8)

To simplify the notation we denote for given \( M \in \mathbb{N} \) and time point \( t \in [0, T] \), the largest value of the sequence \((s_m)_{m=0,\ldots,M}\) which is smaller or equal \( t \), by \( \ell_t \)

\[
\ell_t = \max\{s_m : m \in \{0, \ldots, M\}, s_m \leq t\} = \left\lfloor \frac{tM}{T} \right\rfloor \frac{T}{M}.
\]
3.1 Preparatory lemmas

In this section we provide some basic properties of the time discretisation, moment estimates, and Markov properties.

We start providing some basic properties of the time discretisation $\{\tau_n\}_{n \in \mathbb{N}}$. We consider two filtrations, which we both need later on. In addition to $\mathbb{F}$, we define the filtration $\tilde{\mathbb{F}} = (\tilde{\mathbb{F}}_t)_{t \geq 0}$ for all $t \in [0, \infty)$ by

$$\tilde{\mathbb{F}}_t = \sigma(\{W_s : s \leq t\} \cup \{N_s : s \geq 0\} \cup \mathcal{N}).$$

Recall that $\mathcal{N}$ is the set of all nullsets of $\mathbb{F}$. Because $W$ and $N$ are independent $W$ is also a Brownian motion with respect to the filtration $(\tilde{\mathbb{F}}_t)_{t \geq 0}$. Further it is obvious that $Z^{(M)}$ as well as $Z$ are $\tilde{\mathbb{F}}$-adapted càdlàg processes, since for all $t \in [0, \infty)$, $\mathbb{F}_t \subset \tilde{\mathbb{F}}_t$.

**Lemma 3.2.** Let $M \in \mathbb{N}$ and let the sequence $(\tau_n)_{n \in \mathbb{N}}$ be defined by (3.2) and (3.3). Then for all $n \in \mathbb{N}$,

1. $\tau_n$ is an $\mathbb{F}$-stopping time and also an $\tilde{\mathbb{F}}$-stopping time;
2. $Z^{(M)}_{\tau_n}$ is $\mathbb{F}_{\tau_n}$-measurable and also $\tilde{\mathbb{F}}_{\tau_n}$-measurable;
3. $(W_{\tau_n+s} - W_{\tau_n})_{s \geq 0}$ is a Brownian motion with respect to the filtration $(\mathbb{F}_{\tau_n+s})_{s \geq 0}$, $(N_{\tau_n+s} - N_{\tau_n})_{s \geq 0}$ is a Poisson process with respect to the filtration $(\mathbb{F}_{\tau_n+s})_{s \geq 0}$, both processes are independent of $\mathbb{F}_{\tau_n}$, and it holds that $(W_{\tau_n+s} - W_{\tau_n})_{s \geq 0}$ is independent of $(N_{\tau_n+s} - N_{\tau_n})_{s \geq 0}$;
4. $(W_{\tau_n+s} - W_{\tau_n})_{s \geq 0}$ is a Brownian motion with respect to the filtration $(\tilde{\mathbb{F}}_{\tau_n+s})_{s \geq 0}$, which is independent of $\tilde{\mathbb{F}}_{\tau_n}$.

**Proof.** For (i) we fix $t \in [0, \infty)$ and see that

$$\left\{ \tau_n \leq t \right\} = \left\{ N_t + \left\lfloor \frac{tM}{T} \right\rfloor \geq n \right\} = \left\{ N_t \geq n - \left\lfloor \frac{tM}{T} \right\rfloor \right\} \in \mathbb{F}_0.$$

Hence $\tau_n$ is an $\mathbb{F}$-stopping time and an $\tilde{\mathbb{F}}$-stopping time. By [46, p. 5, Theorem 6], item (ii) follows directly from item (i). Item (iii) is implied by [55, Theorem 40.10] by considering the two-dimensional Lévy process $(N, W)$. Item (iv) is proven in [22, Theorem 11.11].

Next we provide moment bounds for the jump-adapted quasi-Milstein scheme.

**Lemma 3.3.** Let $p \in \mathbb{N}$. Then there exists a constant $c_{W,p} \in (0, \infty)$ such that it holds for all stopping times $\tau$, all $M \in \mathbb{N}$, $\delta = \frac{T}{MT}$, and all $t \in [0, \infty)$ that

$$\mathbb{E}\left[ |W_{\tau+t} - W_\tau|^p \right] \leq c_{W,p} t^\frac{p}{2},$$

and

$$\mathbb{E}\left[ \sup_{s \in [0,\delta]} |W_{\tau+s} - W_\tau|^p \right] \leq c_{W,p} \delta^\frac{p}{2}. \tag{3.8}$$

These well known estimates can for example be obtained by combining [46, p. 299] and [44, p. 53, respectively p. 59, Proposition 1.88].

**Lemma 3.4.** Assume that $q \in [2, \infty)$, $a, b \in [0, T]$ with $a < b$, $Z \in \{\text{Id}, W, N\}$, and that $Y = (Y(t))_{t \in [a,b]}$ is a predictable stochastic process with respect to $(\mathbb{F}_t)_{t \in [a,b]}$ and with

$$\mathbb{E}\left[ \int_a^b |Y(t)|^q \, dt \right] < \infty.$$

Then there exists a constant $\hat{c} \in (0, \infty)$ such that for all $t \in [a,b]$,

$$\mathbb{E}\left[ \sup_{s \in [a,t]} \left| \int_a^s Y(u) \, dZ(u) \right|^q \right] \leq \hat{c} \int_a^t \mathbb{E}[|Y(u)|^q] \, du.$$
Proof. In the case that $Z = \text{Id}$ the claim is proven directly using Jensen’s inequality. In the case that $Z = W$, we know that $(\int_a^t Y(s) \, dW(s))_{c \in [a,b]}$ is a martingale. Hence we apply the Burkholder-Davis-Gundy inequality and afterwards Jensen’s inequality to obtain that there exists some $c \in (0, \infty)$ such that

$$E \left[ \sup_{s \in [a,t]} \left| \int_a^s Y(u) \, dW(u) \right|^q \right] \leq c \, E \left[ \left( \int_a^t (Y(u))^2 \, du \right)^{\frac{q}{2}} \right] \leq c \,(b-a)^{\frac{q}{2}-1} \, E \left[ \left| Y(u) \right|^q \right] \, du.$$

For the case that $Z = N$ the claim is proven by applying \cite{ref} Lemma 2.1.

We have not yet proven finiteness of moments of the approximation scheme, but this is not required for the following lemma; the lemma is proven in Appendix A.

**Lemma 3.5.** For all $p \in \mathbb{N}_0$, $q \in \mathbb{N}$, $u \in [0,T]$, $M \in \mathbb{N}$, $\delta = \frac{r}{M}$, $n \in \mathbb{N}$, $k \in \mathbb{N}$, and the constants $c_{W_q}$ as in Lemma 3.3 it holds that

$$E \left[ (1 + |Z(n,M)|^p) |W_n - W_{\tau_n}|^q \mathbb{I}_{(\tau_n,\tau_n+1)}(u) \mathbb{I}_{\{N_n = k\}} \right] \leq c_{W_q} \, \delta^{\frac{q}{2}} \, E \left[ (1 + |Z(n,M)|^p) \mathbb{I}_{(\tau_n,\tau_n+1)}(u) \mathbb{I}_{\{N_n = k\}} \right],$$

and

$$E \left[ \sum_{n=0}^{\infty} (1 + |Z(n,M)|^p) |W_n - W_{\tau_n}|^q \mathbb{I}_{(\tau_n,\tau_n+1)}(u) \right] \leq c_{W_q} \, \delta^{\frac{q}{2}} \, \sum_{n=0}^{\infty} (1 + |Z(n,M)|^p) \mathbb{I}_{(\tau_n,\tau_n+1)}(u).$$

(3.9)

In the next lemma we provide moment estimates for the jump-adapted quasi-Milstein scheme, which depend on the fineness of the discretisation scheme. We use these afterwards to prove moment estimates with constants independent of $M$. The proof can be found in Appendix A.

**Lemma 3.6.** Let Assumption 3.3 hold and let $p \in \mathbb{N}$, $p \geq 2$. Then for all $M \in \mathbb{N}$, $\delta = \frac{T}{M}$, and all $\xi \in \mathbb{R}$ there exists a constant $c_M \in (0, \infty)$ such that

$$E \left[ \sum_{n=0}^{N_T+M} (1 + |Z(n,M)|^p) \right] + E \left[ \sum_{n=0}^{N_T-1} (1 + |Z(n,M)|^p) \right] \leq c_M.$$

Next we provide several moment estimates for the jump-adapted quasi-Milstein scheme. Recall that $\tilde{\xi}$ denotes the initial value of $Z(n,M)$. Also this lemma is proven in Appendix A.

**Lemma 3.7.** Let Assumption 3.3 hold and let $p \in \mathbb{N}_0$, $p \geq 2$. Then there exist constants $c_1, c_2, c_3 \in (0, \infty)$ such that for all $M \in \mathbb{N}$, $\delta = \frac{T}{M}$, $\xi \in \mathbb{R}$, $s \in [0,T]$, and all $t \in [0,T]$ with $t \leq T - \delta$ it holds that

$$E \left[ \sup_{t \in [0,T]} |Z(n,M)|^p \right] \leq c_1 (1 + |\tilde{\xi}|^p).$$

(3.10)

$$E \left[ \sum_{n=0}^{\infty} |Z(n,M) - Z(n,M)|^p \mathbb{I}_{(\tau_n,\tau_n+1)}(s) \right] \leq c_2 (1 + |\tilde{\xi}|^p) \frac{\delta^p}{2}.$$

(3.11)

$$E \left[ \sup_{s \in [t,\delta]} |Z(n,M) - Z(n,M)|^p \right] \leq c_3 (1 + |\tilde{\xi}|^p) \delta.$$ 

(3.12)

Let $Z(n,M,\tilde{\xi})$ be the solution to SDE (3.7) with initial value $\tilde{\xi}$. 
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Lemma 3.8. For all $\tilde{\xi} \in \mathbb{R}$, all $M \in \mathbb{N}$, and all $m \in \{0, \ldots, M-1\}$,

$$\mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m_{+}} \right|_{t \in [0,T-\Delta t]} = \mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m} \right|_{t \in [0,T-\Delta t]} = \mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m_{+}} \right|_{t \in [0,T-\Delta t]} \right).$$

Further it holds for all $\tilde{\xi} \in \mathbb{R}$, $M \in \mathbb{N}$, $m \in \{0, \ldots, M-1\}$, and $\mathbb{P}\{Z^{(M)}_{s_m} \}$-almost all $y \in \mathbb{R}$ that

$$\mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m_{+}} \right|_{t \in [0,T-\Delta t]} = \mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m} \right|_{t \in [0,T-\Delta t]} = \mathbb{P}
\left(\int_{t \in [0,T-\Delta t]} Z^{(M)}_{s_m_{+}} \right|_{t \in [0,T-\Delta t]} \right).$$

We denote by $\mathcal{D}_k = \{f: [0, T] \rightarrow \mathbb{R}^k : f \text{ is càdlàg}\}$ for all $k \in \mathbb{N}$, $T \in (0, \infty)$. Further, for a càdlàg stochastic process $Y$ on $[0, T]$ and a $\sigma$-algebra $\mathcal{G} \subset \mathcal{F}$ we denote by $\mathbb{P}^Y|\mathcal{G}$ the measure defined for all $A \in \mathcal{D}_1$ by

$$\mathbb{P}^Y|\mathcal{G}(A) = \mathbb{E}[\mathbb{1}_A(Y)|\mathcal{G}].$$

Additionally, for a càdlàg stochastic process $Y$, a random variable $Y_1$, and a real value $y_1 \in \mathbb{R}$ we define by $\mathbb{P}^Y|Y_1=y_1$ the measure defined for all $A \in \mathcal{B}(\mathbb{D}_1)$ by

$$\mathbb{P}^Y|Y_1=y_1(A) = \mathbb{E}[\mathbb{1}_A(Y)|Y_1 = y_1].$$

Proof. For fixed $m \in \{0, \ldots, M\}$ consider SDE (3.7) on the time interval $[0, T-s_m]$. This SDE satisfies [52, Assumption 2.1.]. Also the process $(Z^{(M)}_{s_m+t})_{t \in [0,T-\Delta t]}$ satisfies [52, Assumption 2.1.] with the same function in the integrand. Hence by [52, Theorem 3.1] there exists a Skorohod measurable function $\hat{\Psi}: \mathbb{R} \times \mathcal{D}_3 \rightarrow \mathbb{D}_1$ such that

$$(Z^{(M)}_{s_m+t})_{t \in [0,T-\Delta t]} = \hat{\Psi}(\tilde{\xi}, (t, W_t, N_t)_{t \in [0,T-\Delta t]}$$

and

$$(Z^{(M)}_{s_m+t})_{t \in [0,T-\Delta t]} = \hat{\Psi}(Z^{(M)}_{s_m}, (t + s_m - s_m, W_{t+s_m} - W_s, N_{t+s_m} - N_s)_{t \in [0,T-\Delta t]}).$$

Using these equalities the Markov property follows by direct computations.

\[ \Box \]

3.2 Occupation time estimates

In this section we provide occupation time estimates for our approximation scheme. For this we compose ideas of [34] and [50]. The novelty here lies in the additional complexity caused by the adapted scheme.

Lemma 3.9. Let Assumption [53] hold. Let $\zeta \in \mathbb{R}$ with $\tilde{\sigma}(\zeta) \neq 0$. Then there exists a constant $c_5 \in (0, \infty)$ such that for all $\tilde{\xi} \in \mathbb{R}$, all $M \in \mathbb{N}$, $\delta = \frac{1}{\mathcal{F}T}$, and all $\varepsilon \in (0, \infty)$ we have

$$\int_0^T \mathbb{P}
\left(\left|\frac{Z^{(M)}_{\tilde{\xi}} - \zeta}{\mathcal{F}T} \right| \leq \varepsilon \right) dt \leq c_5(1 + \tilde{\xi}^2)(\varepsilon + \delta^2).$$

Proof. Recall that we denote by $Z^{(M)}_{\tilde{\xi}}$ the solution of SDE (3.7) with initial value $\tilde{\xi} \in \mathbb{R}$. It holds by equation (3.13) that

$$Z^{(M)}_{\tilde{\xi}} = \tilde{\xi} + \sum_{n=0}^\infty \bar{\mu}(Z^{(M)}_{\tilde{\xi}})\mathbb{1}_{(\tau_n, \tau_{n+1})}(u) du$$

$$+ \sum_{n=0}^\infty (\tilde{\sigma}(Z^{(M)}_{\tilde{\xi}}) + \int_{\tau_n}^u \tilde{\sigma}(Z^{(M)}_{\tilde{\xi}}) d\tilde{\sigma}(Z^{(M)}_{\tilde{\xi}}) dW_u) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) dW_u$$

$$+ \sum_{n=0}^\infty \tilde{\rho}(Z^{(M)}_{\tilde{\xi}}) dN_u.$$ 

\[ \text{Another way of proving this result is by using [32, Lemma 9.2] for the first statement and proceeding similar to [32] proof of Theorem 9.5 for the second statement.} \]
By [58, Lemma 158] we obtain for all \( a \in \mathbb{R} \) that
\[
|Z_t^{(M),\tilde{\xi}} - a| \\
= |\tilde{\xi} - a| + \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) dZ_u^{(M),\tilde{\xi}} + L_t^a \left( Z^{(M),\tilde{\xi}} \right) \\
+ \int_0^t \left| \left( Z_{u^-}^{(M),\tilde{\xi}} + \tilde{\rho}(Z_{u^-}^{(M),\tilde{\xi}}) \right) - a \right| - \left| Z_{u^-}^{(M),\tilde{\xi}} - a \right| - \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \tilde{\rho}(Z_{u^-}^{(M),\tilde{\xi}}) \right) dN_u,
\]
(3.14)

where \( \text{sgn}(x) = \mathbb{1}_{(0,\infty)}(x) - \mathbb{1}_{(-\infty,0)}(x) \) for all \( x \in \mathbb{R} \) and \( L_t^a \left( Z^{(M),\tilde{\xi}} \right) \) is the local time of \( Z^{(M),\tilde{\xi}} \) in \( a \). By (3.14) we obtain
\[
L_t^a \left( Z^{(M),\tilde{\xi}} \right) = \left| L_t^a \left( Z^{(M),\tilde{\xi}} \right) \right|
\leq \left| Z_t^{(M),\tilde{\xi}} - a \right| - \left| \tilde{\xi} - a \right| + \left| \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) dZ_u^{(M),\tilde{\xi}} \right|
+ \left| \int_0^t \left( \left| Z_{u^-}^{(M),\tilde{\xi}} + \tilde{\rho}(Z_{u^-}^{(M),\tilde{\xi}}) \right) - a \right| - \left| Z_{u^-}^{(M),\tilde{\xi}} - a \right| - \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \tilde{\rho}(Z_{u^-}^{(M),\tilde{\xi}}) \right) dN_u \right|.
\]
(3.15)

Now we estimate the expectation of each summand on the right hand side of (3.15) separately. For the first one we use Lemma [3.7] (3.10) to obtain that there exists \( c_1 \in (0, \infty) \) such that
\[
\mathbb{E} \left[ \left| Z_t^{(M),\tilde{\xi}} - a \right| - \left| \tilde{\xi} - a \right| \right] \leq \left( 1 + 2^T \right) (1 + \left| \tilde{\xi} \right|).
\]
(3.16)

Using (3.13) we get for the second summand of (3.15) that
\[
\left| \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) dZ_u^{(M),\tilde{\xi}} \right|
\leq \left| \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \left( \sum_{n=0}^{\infty} \tilde{\mu}(Z_{\tau_n}^{(M),\tilde{\xi}}) \mathbb{1}_{(\tau_n,\tau_{n+1}]}(u) \right) du \right|
+ \left| \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \left( \sum_{n=0}^{\infty} \tilde{\sigma}(Z_{\tau_n}^{(M),\tilde{\xi}})
+ \int_{\tau_n}^u \tilde{\sigma}(Z_{\tau_n}^{(M),\tilde{\xi}}) d\tilde{\sigma}(Z_{\tau_n}^{(M),\tilde{\xi}}) dW_s \right) \mathbb{1}_{(\tau_n,\tau_{n+1}]}(u) \right) dW_u \right|
+ \left| \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \tilde{\rho}(Z_{u^-}^{(M),\tilde{\xi}}) dN_u \right|.
\]
(3.17)

We estimate the expectation of each summand of (3.17) separately. Lemma [3.7] (3.10) ensures
\[
\mathbb{E} \left[ \int_0^t \text{sgn} \left( Z_{u^-}^{(M),\tilde{\xi}} - a \right) \left( \sum_{n=0}^{\infty} \tilde{\mu}(Z_{\tau_n}^{(M),\tilde{\xi}}) \mathbb{1}_{(\tau_n,\tau_{n+1}]}(u) \right) du \right]
\leq c_{\tilde{\mu}} \mathbb{E} \left[ \int_0^t \left( \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M),\tilde{\xi}}|) \mathbb{1}_{(\tau_n,\tau_{n+1}]}(u) \right) du \right]
\leq c_{\tilde{\mu}} \int_0^t \mathbb{E} \left[ (1 + \sup_{\tau_n \in [0,T]} |Z_{\tau_n}^{(M),\tilde{\xi}}|) \right] du \leq c_{\tilde{\mu}} T (1 + c_1^T) (1 + \left| \tilde{\xi} \right|).
\]
(3.18)

Next we estimate the second summand of (3.17) using the Cauchy-Schwarz inequality, and the
Itô isometry, Lemma \[3.3\] (3.9), and Lemma \[3.7\] (3.10):
\[
\mathbb{E} \left[ \left| \int_0^t \text{sgn} \left( Z_u^{(M)} \xi \right) \left( \sum_{n=0}^{\infty} \left( \overline{\sigma} (Z_{\tau_n}^{(M)} \xi) + \int_{\tau_n}^u \overline{\sigma} (Z_{\tau_n}^{(M)} \xi) \, d\xi (Z_{\tau_n}^{(M)} \xi) \right) dN_u \right) \right| dW_u \right] \\
\leq \mathbb{E} \left[ \left| \int_0^t \text{sgn} \left( Z_u^{(M)} \xi \right) \left( \sum_{n=0}^{\infty} \left( \overline{\sigma} (Z_{\tau_n}^{(M)} \xi) \right) \right) dW_u \right| \right] \\
= \mathbb{E} \left[ \left| \int_0^t \sum_{n=0}^{\infty} \left( \overline{\sigma} (Z_{\tau_n}^{(M)} \xi) \right) dW_u \right| \right] \\
\leq \left( 4c_\sigma^2 \mathbb{E} \left[ \int_0^t \sum_{n=0}^{\infty} \left( 1 + \left| Z_{\tau_n}^{(M)} \xi \right|^2 \right) dW_u \right] \right) \frac{1}{2} \\
\leq \left( 4c_\sigma^2 T + 4c_\sigma^2 L_\sigma^2 c_{W_2} T^2 \right) \frac{1}{2} (1 + c_1) \left( 1 + \left| \xi \right| \right) \tag{3.19}
\]

For the third summand of (3.17) we use Cauchy-Schwarz inequality, Lemma \[3.4\] and Lemma \[3.7\] (3.10). This shows that there exists \( \tilde{c} \in (0, \infty) \) such that
\[
\mathbb{E} \left[ \left| \int_0^t \text{sgn} \left( Z_u^{(M)} \xi - a \right) \tilde{\rho} (Z_u^{(M)} \xi) \, dN_u \right| \right] \\
\leq \left( \tilde{c} \mathbb{E} \left[ \int_0^t \left| \text{sgn} \left( Z_u^{(M)} \xi - a \right) \right|^2 \tilde{\rho} (Z_u^{(M)} \xi) \, dW_u \right] \right) \frac{1}{2} \\
\leq \left( \tilde{c} \left( \mathbb{E} \left[ \int_0^t \left| \text{sgn} \left( Z_u^{(M)} \xi - a \right) \right|^2 \, dW_u \right] \right) \right) \frac{1}{2} \\
\leq \left( 2 \tilde{c} \mathbb{E} \left[ \int_0^t \left( 1 + \left| Z_u^{(M)} \xi \right|^2 \right) \, dW_u \right] \right) \frac{1}{2} \\
\leq \left( 2 \tilde{c} c_{\sigma}^2 \mathbb{E} \left[ \int_0^t \left( 1 + \left| Z_u^{(M)} \xi \right|^2 \right) \, dW_u \right] \right) \frac{1}{2} (1 + \left| \xi \right|) \tag{3.20}
\]

Combining (3.17), (3.18), (3.19), and (3.20) we obtain that there exists a constant \( \tilde{c}_1 \in (0, \infty) \) such that
\[
\mathbb{E} \left[ \left| \int_0^t \text{sgn} \left( Z_u^{(M)} \xi - a \right) \, dZ_u^{(M)} \xi \right| \right] \leq \tilde{c}_1 (1 + \left| \xi \right|) \tag{3.21}
\]

Next we consider the expectation of the third summand of (3.15). We use the Cauchy-Schwarz
inequality, Lemma 3.4 and Lemma 3.7 (3.10) to obtain that
\[
\mathbb{E}\left[\left|\int_0^t \left(\tilde{Z}_u^{(M)} - \tilde{Z}_u^{(M)}\right) - a| - |Z_u^{(M)} - a| - \operatorname{sgn} (Z_u^{(M)} - a) \tilde{\rho}(Z_u^{(M)}) \right) \, dN_u\right] \\
\leq \tilde{c} \mathbb{E}\left[\int_0^t \left|Z_u^{(M)} - \tilde{Z}_u^{(M)}\right| - a| - |Z_u^{(M)} - a| - \operatorname{sgn} (Z_u^{(M)} - a) \tilde{\rho}(Z_u^{(M)}) \right|^2 \, du \right]^{\frac{1}{2}} \\
\leq \tilde{c} \left(4 \int_0^t \mathbb{E}\left[\left|\tilde{Z}_u^{(M)}\right|^2\right]\, du \right)^{\frac{1}{2}} \leq \tilde{c} \left(8 \frac{c^2}{\rho} \int_0^t \mathbb{E}\left[\left|\tilde{Z}_u^{(M)}\right|^2\right]\, du \right)^{\frac{1}{2}} \\
\leq \tilde{c} \left(8 \frac{c^2}{\rho} T (1 + c_1) \right) \left(1 + \tilde{\xi}\right).
\]

Plugging (3.16), (3.21), and (3.22) into (3.15) we obtain that there exists a constant \(\tilde{c}_2 \in (0, \infty)\) such that
\[
\mathbb{E}\left[\left|L_t^2 (Z_t^{(M)})\right| \leq \tilde{c}_2 (1 + |\tilde{\xi}|). \right.
\]

Note that the continuous martingale part of (3.13) is
\[
\left(\int_0^t \sum_{n=0}^{\infty} \left(\tilde{\delta}(Z_t^{(M)}) + \int_{\tau_n}^u \tilde{\delta}(Z_t^{(M)}) \, d\tilde{\sigma}(Z_t^{(M)}) \right) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1})} \, (u) \, dW_u \right)_{t \in [0, T].}
\]

For this we get using [58, Theorem 88],
\[
\mathbb{E}\left[\mathbf{1}_{[\xi_0, \xi_0 + \tilde{\xi}]} (Z_t^{(M)}) \left(\sum_{n=0}^{\infty} \left(\tilde{\delta}(Z_t^{(M)}) + \int_{\tau_n}^u \tilde{\delta}(Z_t^{(M)}) \, d\tilde{\sigma}(Z_t^{(M)}) \right) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1})} \, (u) \right)^2 \, du \\
\leq \mathbb{E}\left[\int_0^t \mathbb{E}\left[\left|\tilde{Z}_u^{(M)}\right|^2\right]\, du \right] \leq 2\tilde{c}_2 (1 + |\tilde{\xi}|). \right.
\]

Since \(|a^2 - b^2| = |a - b| \cdot |a + b|\) for all \(a, b \in \mathbb{R}\), we get
\[
\mathbb{E}\left[\tilde{\sigma}^2 (Z_u^{(M)}) - \sum_{n=0}^{\infty} \left(\tilde{\delta}(Z_t^{(M)}) + \int_{\tau_n}^u \tilde{\delta}(Z_t^{(M)}) \, d\tilde{\sigma}(Z_t^{(M)}) \right) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1})} \, (u) \right]^2 \\
\leq \mathbb{E}\left[\tilde{\delta}(Z_u^{(M)}) - \sum_{n=0}^{\infty} \left(\tilde{\delta}(Z_t^{(M)}) + \int_{\tau_n}^u \tilde{\delta}(Z_t^{(M)}) \, d\tilde{\sigma}(Z_t^{(M)}) \right) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1})} \, (u) \right]^2 \right]^\frac{1}{2} \left(3.26\right)
\]

\[
\mathbb{E}\left[\tilde{\delta}(Z_u^{(M)}) - \sum_{n=0}^{\infty} \left(\tilde{\delta}(Z_t^{(M)}) + \int_{\tau_n}^u \tilde{\delta}(Z_t^{(M)}) \, d\tilde{\sigma}(Z_t^{(M)}) \right) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1})} \, (u) \right]^2 \right]^\frac{1}{2}. \right.
\]
For estimating the first factor in (3.26) we will use

\[
\left| \tilde{\sigma}(Z_u^{(M)}\tilde{\xi}) - \sum_{n=0}^{\infty} \left( \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) + \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, d\tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right|
\]

\[
= \sum_{n=0}^{\infty} \left| \tilde{\sigma}(Z_u^{(M)}\tilde{\xi}) - \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \right| - \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, d\tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, dW_s \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

\[
\leq \sum_{n=0}^{\infty} \left( L_{\tilde{\sigma}} |Z_{\tau_n}^{(M)}\tilde{\xi} - Z_{\tau_n}^{(M)}\tilde{\xi}| + L_{\tilde{\sigma}} c_2 (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|) |W_u - W_{\tau_n}| \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u).
\]

This, Lemma 3.30 and Lemma 3.37, 3.10, and 3.11 yield

\[
\mathbb{E} \left[ \left| \tilde{\sigma}(Z_u^{(M)}\tilde{\xi}) - \sum_{n=0}^{\infty} \left( \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) + \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, d\tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right|^2 \right]^\frac{1}{2}
\]

\[
\leq 2 \left( L_{\tilde{\sigma}}^2 + \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) |W_u - W_{\tau_n}|^2 \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

\[
+ 2L_{\tilde{\sigma}}^2 c_2 \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) |W_u - W_{\tau_n}|^2 \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right] \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

\[
\leq 2 \left( L_{\tilde{\sigma}}^2 c_2 + L_{\tilde{\sigma}}^2 c_2 c_{W_2} (1 + c_1) \right) \left( 1 + |\tilde{\xi}| \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

For estimating the second factor of (3.26) we will use

\[
\left| \tilde{\sigma}(Z_u^{(M)}\tilde{\xi}) + \sum_{n=0}^{\infty} \left( \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) + \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, d\tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right|
\]

\[
\leq \sum_{n=0}^{\infty} \left( c_\tilde{\sigma} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|) + c_\tilde{\sigma} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|) + L_{\tilde{\sigma}} c_\tilde{\sigma} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|) |W_u - W_{\tau_n}| \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right)
\]

This, Lemma 3.30 and Lemma 3.37, 3.10, show

\[
\mathbb{E} \left[ \left| \tilde{\sigma}(Z_u^{(M)}\tilde{\xi}) + \sum_{n=0}^{\infty} \left( \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) + \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, d\tilde{\sigma}(Z_{\tau_n}^{(M)}\tilde{\xi}) \, dW_s \right) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right|^2 \right]^\frac{1}{2}
\]

\[
\leq \sqrt{3} \left( 2c_\tilde{\sigma}^2 \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right] + 2c_\tilde{\sigma}^2 \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) |W_u - W_{\tau_n}|^2 \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right] \right)
\]

\[
+ 2L_{\tilde{\sigma}}^2 c_\tilde{\sigma}^2 \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) |W_u - W_{\tau_n}|^2 \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right] \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

\[
\leq \sqrt{3} \left( 2c_\tilde{\sigma}^2 \mathbb{E} \left[ (1 + \sup_{t \in [0,T]} |Z_t^{(M)}\tilde{\xi}|^2) \right] + 2c_\tilde{\sigma}^2 \mathbb{E} \left[ (1 + \sup_{t \in [0,T]} |Z_t^{(M)}\tilde{\xi}|^2) \right] \right)
\]

\[
+ 2L_{\tilde{\sigma}}^2 c_\tilde{\sigma}^2 c_{W_2} \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}\tilde{\xi}|^2) \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u) \right] \mathbf{1}_{(\tau_n, \tau_{n+1}]}(u)
\]

\[
\leq \sqrt{3} \left( 4c_\tilde{\sigma}^2 + 2L_{\tilde{\sigma}}^2 c_\tilde{\sigma}^2 c_{W_2} T \right) \left( 1 + c_1 \right) \left( 1 + |\tilde{\xi}| \right).
\]

(3.28)
Plugging (3.27) and (3.28) into (3.26) we obtain that there exists a constant $\tilde{c}_3 \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \sigma^2(Z_u(M, \bar{\xi}) - \left( \sum_{n=0}^{N_T} \sigma(Z_{\tau_n}(M, \bar{\xi}) \right) + \int_{\tau_n}^{u} \sigma(Z_{\tau_n}(M, \bar{\xi}) d\sigma(Z_{\tau_n}(M, \bar{\xi}) dW_s) \mathbf{1}_{(\tau_n, \tau_{n+1})(u)}^2 \right] 
\leq \tilde{c}_3(1 + |\bar{\xi}|)^2 \delta^\frac{1}{2} \leq 2\tilde{c}_3(1 + |\bar{\xi}|^2)\delta^\frac{1}{2}.
$$

(3.29)

Since $\tilde{\sigma}(\zeta) \neq 0$, there exist $\varepsilon_0, \tilde{c}_4 \in (0, \infty)$ such that

$$
\inf_{|z - \bar{\xi}| < \varepsilon_0} |\tilde{\sigma}(z)|^2 > \tilde{c}_4.
$$

(3.30)

Hence (3.30), (3.28), and (3.29) ensure for all $\varepsilon \in (0, \varepsilon_0)$,

$$
\int_0^T \mathbb{P} \left( \left| Z_u^{(M, \bar{\xi})} - \zeta \right| < \varepsilon \right) du = \frac{1}{c_4} \int_0^T \mathbb{E} \left[ \mathbf{1}_{(\zeta- \varepsilon, \zeta+\varepsilon)} \left( |Z_u^{(M, \bar{\xi})}| \right) \tilde{c}_4 \right] du 
\leq \frac{1}{c_4} \mathbb{E} \left[ \int_0^T \mathbf{1}_{(\zeta- \varepsilon, \zeta+\varepsilon)} \left( |Z_u^{(M, \bar{\xi})}| \right) \sigma^2(Z_u^{(M, \bar{\xi})} du 
= \frac{1}{c_4} \mathbb{E} \left[ \int_0^T \mathbf{1}_{(\zeta- \varepsilon, \zeta+\varepsilon)} \left( |Z_u^{(M, \bar{\xi})}| \right) \left( \sum_{n=0}^{N_T+M} \tilde{\sigma}(Z_{\tau_n}(M, \bar{\xi}) 
+ \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}(M, \bar{\xi}) d\sigma(Z_{\tau_n}(M, \bar{\xi}) dW_s) \mathbf{1}_{(\tau_n, \tau_{n+1})(u)}^2 \right) du 
+ \frac{1}{c_4} \mathbb{E} \left[ \int_0^T \mathbf{1}_{(\zeta- \varepsilon, \zeta+\varepsilon)} \left( |Z_u^{(M, \bar{\xi})}| \right) \left( \sigma^2(Z_u^{(M, \bar{\xi})} - \left( \sum_{n=0}^{N_T+M} \tilde{\sigma}(Z_{\tau_n}(M, \bar{\xi}) 
+ \int_{\tau_n}^{u} \tilde{\sigma}(Z_{\tau_n}(M, \bar{\xi}) d\sigma(Z_{\tau_n}(M, \bar{\xi}) dW_s) \mathbf{1}_{(\tau_n, \tau_{n+1})(u)}^2 \right) du 
\leq \frac{1}{c_4} 2\varepsilon \tilde{c}_2 (1 + |\bar{\xi}|) + 2 \frac{1}{c_4} T \tilde{c}_3 (1 + |\bar{\xi}|^2)\delta^\frac{1}{2} \leq \frac{1}{c_4} (4\tilde{c}_2 + 2T\tilde{c}_3) (1 + |\bar{\xi}|^2)(\varepsilon + \delta^\frac{1}{2}),
$$

where in the last inequality we used that for $\bar{\xi} \in \mathbb{R}$, $|\bar{\xi}| \leq 1 + |\bar{\xi}|^2$. For $\varepsilon \in [\varepsilon_0, \infty)$ we have

$$
\int_0^T \mathbb{P} \left( \left| Z_u^{(M, \bar{\xi})} - \zeta \right| < \varepsilon \right) du \leq T = \frac{T}{\varepsilon_0} \leq \frac{T}{\varepsilon_0} (\varepsilon + \delta^\frac{1}{2}) \leq \frac{T}{\varepsilon_0} (1 + |\bar{\xi}|^2)(\varepsilon + \delta^\frac{1}{2}).
$$

Choosing $c_5 = \max \left\{ \frac{1}{c_4} (4\tilde{c}_2 + 2T\tilde{c}_3), \frac{T}{\varepsilon_0} \right\}$ proves the claim. \hfill $\Box$

**Lemma 3.10.** Let Assumption [A] hold. Let $q \in \mathbb{N}$ and $\zeta \in \mathbb{R}$ with $\tilde{\sigma}(\zeta) \neq 0$. Let

$$
S_\zeta = \{ (x, y) \in \mathbb{R}^2 : (x - \zeta)(y - \zeta) \leq 0 \}.
$$

Then there exists a constant $c_6 \in (0, \infty)$ such that for all $M \in \mathbb{N}$, $\delta = \frac{T}{M}$, all $s, t \in [0, T]$ with $t - s \geq \delta$, and all $\mathbb{F}_s$-measurable, non-negative, real-valued random variables $Y$,

$$
\mathbb{E} \left[ Y \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbf{1}_{S_\zeta}(Z_{\tau_n}^{(M, \bar{\xi})}, Z_{\tau_n}^{(M, \bar{\xi})}) \mathbf{1}_{(\tau_n, \tau_{n+1})(u)} \right]
\leq c_6 \left( \frac{\varepsilon_0^2}{c_4} \mathbb{E}[|Y|]^2 + \frac{\varepsilon_0^2}{c_4} \int \mathbb{E}[|Y|^q 1_{|Z_{\tau_n}^{(M, \bar{\xi})} - \zeta| \leq c_6 (1 + |\bar{\xi}|)^{\frac{3}{2}}}] e^{-\frac{z^2}{2}} dz \right).
$$
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Proof. First, observe that
\[
\mathbb{E}\left[\sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{S^*_\delta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t)\right]
\]
\[
= \mathbb{E}\left[\sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S^*_\delta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}\right] + \mathbb{E}\left[\sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S^*_\delta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} = 0\}}\right].
\] (3.31)

We prove that \(Y\) and
\[
\sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}
\] (3.32)
are independent. For this we rewrite (3.32) as
\[
\sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}
\]
\[
= \sum_{n=N_{T-\delta}+M-\delta^{-1}+1}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}
\]
\[
= \sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} \left|W_{u+\tau_n+N_{\delta-\delta}+2\delta^{-1}-1} - W_{\tau_n+N_{\delta-\delta}+2\delta^{-1}-1}\right|^q \mathbb{I}_{(\tau_n+N_{\delta-\delta}+2\delta^{-1}-1, \tau_n+N_{\delta-\delta}+2\delta^{-1}] \setminus \{0,\delta\}} \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}.
\]

Next we denote by \((\hat{\tau}_n)_{n \in \mathbb{N}}\) a sequence of points defined similar to \((\tau_n)_{n \in \mathbb{N}}\) but based on \((N_{T-\delta}+t - N_{\delta-\delta})_{t \in [0,\infty)}\) instead of \((N_t)_{t \in [0,\infty)}\). Then it holds that
\[
\{\tau_n+N_{\delta-\delta}+2\delta^{-1}-1 \leq t\} = \left\{N_t + \left\lfloor \frac{tM}{T} \right\rfloor \leq n + N_{\delta-\delta} + t\delta^{-1} - 1\right\}
\]
\[
= \left\{N_t - N_{\delta-\delta} + 1 \leq n\right\} \cup \left\{\hat{\tau}_n \leq t - \xi + \delta\right\} = \left\{\hat{\tau}_n + \xi - \delta \leq t\right\}.
\]

Hence,
\[
\sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n-N_{\delta-\delta}} - W_{\tau_n-N_{\delta-\delta}}|^q \mathbb{I}_{(\tau_n-N_{\delta-\delta}, \tau_n-N_{\delta-\delta}+1]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}
\]
\[
= \sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} \left|W_{u+\tau_n-N_{\delta-\delta}} - W_{\tau_n-N_{\delta-\delta}}\right|^q \mathbb{I}_{(\tau_n-N_{\delta-\delta}, \tau_n-N_{\delta-\delta}+1] \setminus \{0,\delta\}} \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}},
\]

which shows that (3.32) is independent of \(F_{\delta-\delta}\). As \(Y\) is \(F_s \subset F_{\delta-\delta}\)-measurable, this proves the independence of \(Y\) and (3.32). Therefore the first summand of (3.31) becomes
\[
\mathbb{E}\left[\sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S^*_\delta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}\right]
\]
\[
\leq \mathbb{E}\left[\sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}\right]
\]
\[
= \mathbb{E}[Y] \mathbb{E}\left[\sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1}]}(t) \mathbb{I}_{\{N_t - N_{\delta-\delta} > 0\}}\right].
\] (3.33)
By the Cauchy-Schwarz inequality,
\[
\mathbb{E}\left[ \sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{\tau_n}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} > 0\}} \right] \\
\leq \mathbb{E}[Y] \mathbb{E}\left[ \left( \sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \right)^{\frac{q}{2}} \right]^{\frac{2}{q}} \mathbb{E}\left[ I_{\{N_t - N_{\zeta,\delta} > 0\}} \right].
\] (3.34)

Observe that
\[
\mathbb{E}\left[ I_{\{N_t - N_{\zeta,\delta} > 0\}} \right] = \mathbb{P}(N_t - N_{\zeta} > 0) = 1 - \mathbb{P}(N_t - N_{\zeta} = 0) = 1 - \exp\left( - (t - \tau + \delta) \lambda \right) \leq 1 - \exp\left( - 2\lambda \delta \right) \leq 2\lambda.
\] (3.35)

Lemma 3.5 equation (3.9) gives
\[
\mathbb{E}\left[ \left( \sum_{n=0}^{N_T+M} \sup_{u \in [0,\delta]} |W_{u+\tau_n} - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \right)^2 \right] \leq C W_{2q} \delta^q.
\] (3.36)

Plugging (3.35) and (3.36) into (3.34) we obtain
\[
\mathbb{E}\left[ \sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{\tau_n}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} > 0\}}} \right] \\
\leq \mathbb{E}[Y] \left( C W_{2q} \delta^q \right)^{\frac{q}{2}} (2\lambda \delta)^{\frac{q}{2}} = (2C W_{2q} \lambda)^{\frac{q}{2}} \delta^q \mathbb{E}[Y].
\] (3.37)

For estimating the second summand of (3.31) note that
\[
I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}} = I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}} \sum_{m=0}^{M} I_{\{\tau_n = s_m\}},
\] since assuming \( \tau_n \neq s_m \) for all \( m \in \{0, \ldots, M\} \) implies \( \tau_n < t < \tau_{n+1} \) and \( \Delta N_{\tau_n} = 1 \), which is a contradiction to \( I_{\{N_t - N_{\zeta,\delta} = 0\}} \). This ensures,
\[
\mathbb{E}\left[ \sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{\tau_n}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}}} \right] \\
= \mathbb{E}\left[ \sum_{n=0}^{N_T+M} \sum_{m=0}^{M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{s_m}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}} I_{\{\tau_n = s_m\}}} \right] \\
= \mathbb{E}\left[ \sum_{n=0}^{N_T+M} \sum_{m=0}^{M} |W_t - W_{s_m}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{s_m})} I_{\{s_m, s_{m+1} \wedge \min\{\nu_i : i \in \mathbb{N}, \nu_i > s_m\}\}} I_{\{N_t - N_{\zeta,\delta} = 0\}} I_{\{\tau_n = s_m\}} \right] \\
= \sum_{m=0}^{M} \mathbb{E}\left[ |W_t - W_{s_m}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{s_m})} I_{\{s_m, s_{m+1} \wedge \min\{\nu_i : i \in \mathbb{N}, \nu_i > s_m\}\}} I_{\{N_t - N_{\zeta,\delta} = 0\}} \right].
\] (3.38)

Since \( t \in (s_m, s_{m+1} \wedge \min\{\nu_i > s_m\}) \), \( s_m = t \). Moreover, the sum in the above calculation has at most one summand, since the indicator functions are disjoint. Hence (3.35) can be rewritten as follows:
\[
\mathbb{E}\left[ \sum_{n=0}^{N_T+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{\tau_n}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}}} \right] \\
= \mathbb{E}\left[ |W_t - W_{\tau}|^q \mathbb{I}_{S_t(Z^{(M)}_t, Z^{(M)}_{\tau_n}) I_{(\tau_n, \tau_{n+1})}(t) I_{\{N_t - N_{\zeta,\delta} = 0\}}} \right].
\] (3.39)
Next we define
\[ W_1 = \frac{W_t - W_s}{\sqrt{t - s}}, \quad W_2 = \frac{W_t - W_{t-(t-s)}}{\sqrt{t - s}}, \quad \text{and} \quad W_3 = \frac{W_{t-(t-s)} - W_s}{\sqrt{\delta - (t-s)}}. \]

It holds that \( W_1, W_2, \) and \( W_3 \) are standard normally distributed and independent of each other. Further they are all independent of \( F_s \), since \( s \leq t - \delta \), and \( W_1 \) and \( W_2 \) are independent of \( F_{t-(t-s)}. \)

In the following we set \( \bar{c} = \max\{c_\mu, c_\sigma\}, k = \bar{c}(1 + |\zeta|)(1 + L_\delta) \), and \( M_0 \in \mathbb{N} \setminus \{1, 2\} \) such that for all \( M \geq M_0, \delta = \frac{T}{M} \) it holds that \( \delta \leq 1, 8 \ln(T/\delta)\sqrt{\delta} \leq 1, \) and \( 20\kappa \sqrt{\delta} \ln(T/\delta) \leq \frac{1}{2}. \) Now let \( M \geq M_0. \) Then equation (3.39) assures
\[
\mathbb{E} \left[ Y \sum_{n=0}^{N_T + M} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{I}(\tau_n, \tau_{n+1}) (t) \mathbb{I}_{\{N_t - N_{L-\delta} = 0\}} \right]
= \mathbb{E} \left[ Y |W_t - W_{\bar{c}}|^q \mathbb{I}_{S_\zeta}(Z_t^{(M)}, Z_{\bar{c}}^{(M)}) \mathbb{I}(\bar{c} + \delta) \mathbb{I}_{\min\{\nu_i: \nu_i \geq \bar{c}\}} (t) \right]
\cdot \mathbb{I}_{\{N_t - N_{L-\delta} = 0\}} \mathbb{I}_{\{\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \}}
+ \mathbb{E} \left[ Y |W_t - W_{\bar{c}}|^q \mathbb{I}_{S_\zeta}(Z_t^{(M)}, Z_{\bar{c}}^{(M)}) \mathbb{I}(\bar{c} + \delta) \mathbb{I}_{\min\{\nu_i: \nu_i \geq \bar{c}\}} (t) \right]
\cdot \mathbb{I}_{\{N_t - N_{L-\delta} = 0\}} \mathbb{I}_{\{\max_{\nu_i: |W_i| \leq 2 \sqrt{\ln(T/\delta)}} \}}. \tag{3.40}
\]

For the first summand of (3.40) we have
\[
\mathbb{E} \left[ Y |W_t - W_{\bar{c}}|^q \mathbb{I}_{S_\zeta}(Z_t^{(M)}, Z_{\bar{c}}^{(M)}) \mathbb{I}(\bar{c} + \delta) \mathbb{I}_{\min\{\nu_i: \nu_i \geq \bar{c}\}} (t) \mathbb{I}_{\{N_t - N_{L-\delta} = 0\}} \mathbb{I}_{\{\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \}} \right]
\leq \mathbb{E} \left[ Y \sup_{u \in [0, \bar{c}]} |W_t - W_{\bar{c}}|^q \mathbb{I}_{\{\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \}} \right]
= \mathbb{E}[Y] \mathbb{E} \left[ \sup_{u \in [0, \bar{c}]} |W_t - W_{\bar{c}}|^q \mathbb{I}_{\{\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \}} \right]
\leq \mathbb{E}[Y] \mathbb{E} \left[ \sup_{u \in [0, \bar{c}]} |W_t - W_{\bar{c}}|^{2q} \right]^{\frac{1}{2}} \mathbb{E}[\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}}]^{\frac{1}{2}}
\leq \mathbb{E}[Y] c_{W_{\bar{c}}}^{\frac{1}{2}} \delta^{\frac{q}{2}} \mathbb{P} \left( \max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \right)^{\frac{1}{2}}. \tag{3.41}
\]

Next we observe
\[
\mathbb{P} \left( \max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \right) \leq 3 \mathbb{P} (|W_1| > 2 \sqrt{\ln(T/\delta)}) = \frac{\delta^2}{2 \sqrt{2\pi} \sqrt{\ln(T/\delta)} T^2}. \tag{3.42}
\]

Plugging (3.42) into (3.41) and using \( M \geq M_0 \) we obtain
\[
\mathbb{E} \left[ Y |W_t - W_{\bar{c}}|^q \mathbb{I}_{S_\zeta}(Z_t^{(M)}, Z_{\bar{c}}^{(M)}) \mathbb{I}(\bar{c} + \delta) \mathbb{I}_{\min\{\nu_i: \nu_i \geq \bar{c}\}} (t) \right]
\cdot \mathbb{I}_{\{N_t - N_{L-\delta} = 0\}} \mathbb{I}_{\{\max_{\nu_i: |W_i| > 2 \sqrt{\ln(T/\delta)}} \}} \leq c_{W_{\bar{c}}}^{\frac{1}{2}} \left( \frac{6}{\sqrt{2\pi} 2 T^2} \right)^{\frac{1}{2}} \delta^{\frac{q}{2} + 1} \mathbb{E}[Y]. \tag{3.43}
\]

For the second summand of (3.40), define the set
\[
A = \{ (Z_t^{(M)}, Z_{\bar{c}}^{(M)}) \in S_\zeta \} \cap \{ N_t - N_{L-\delta} = 0 \} \cap \{ \max_{\nu_i: |W_i| \leq 2 \sqrt{\ln(T/\delta)}} \} \cap \{ t \in (\bar{c}, (\bar{c} + \delta) \min\{\nu_i: \nu_i \geq \bar{c}\}) \},
\]
and choose \( \omega \in A \). With this,

\[
|Z^{(M)}_\perp - \zeta| \leq |Z^{(M)}_\perp - Z^{(M)}_\perp| \leq |\bar{\mu}(Z^{(M)}_\perp - Z^{(M)}_\perp)| + |\bar{\sigma}(Z^{(M)}_\perp - Z^{(M)}_\perp)| + \left| \frac{1}{2} \bar{\sigma}(Z^{(M)}_\perp - Z^{(M)}_\perp) ((W_{t'} - W_{\perp})^2 - (t - \perp)) \right|
\]

\[
\leq c_\mu (1 + |Z^{(M)}_\perp|) \delta + c_\sigma (1 + |Z^{(M)}_\perp|) \delta |\bar{\sigma}| |\bar{W}_1| + \frac{1}{2} \|d_{\sigma}\|_{\infty} c_\sigma (1 + |Z^{(M)}_\perp|) \delta (|\bar{W}_1|^2 + 1)
\]

\[
\leq c (1 + |Z^{(M)}_\perp|) \left( \delta + \sqrt{\delta} |\bar{W}_1| + \frac{1}{2} L_{\bar{\sigma}} \delta (|\bar{W}_1|^2 + 1) \right).
\]

This, the fact that for all \( a, b \in \mathbb{R} \),

\[
(1 + |a|) \leq (1 + |a - b|)(1 + |b|),
\]

and

\[
\frac{1}{2} \sqrt{\delta} (|\bar{W}_1|^2 + 1) \leq \frac{1}{2} \sqrt{\delta} (|2 \sqrt{\ln(T/\delta)}|^2 + 1) = \frac{4 \ln(T/\delta) + 1}{2} \sqrt{\delta} \leq \frac{5 \ln(T/\delta)}{2} \sqrt{\delta} \leq 1
\]

give

\[
|Z^{(M)}_\perp - \zeta| \leq \frac{1}{2} \sqrt{\delta} (|2 \sqrt{\ln(T/\delta)}|^2 + 1) = \frac{4 \ln(T/\delta) + 1}{2} \sqrt{\delta} \leq \frac{5 \ln(T/\delta)}{2} \sqrt{\delta} \leq 1
\]

Analogously to the derivation of (3.44) we get

\[
|Z^{(M)}_\perp - Z^{(M)}_{\perp - \delta}| \leq \kappa (1 + |Z^{(M)}_\perp - \zeta|) (1 + |\bar{W}_2|) \sqrt{\delta}
\]

and

\[
|Z^{(M)}_\perp - Z^{(M)}_{\perp - (t - \perp)}| \leq \kappa (1 + |Z^{(M)}_\perp - \zeta|) (1 + |\bar{W}_2|) \sqrt{\delta}.
\]

Further it holds that

\[
|Z^{(M)}_\perp - \zeta| \leq |Z^{(M)}_\perp - Z^{(M)}_{\perp - \delta}| + |Z^{(M)}_\perp - \zeta|.
\]

For \( i \in \{1, 2, 3\} \) we estimate

\[
\kappa \sqrt{\delta} (1 + |W_i|) \leq \kappa \sqrt{\delta} (1 + 2 \sqrt{\ln(T/\delta)}) \leq \kappa \sqrt{\delta} 3 \sqrt{\ln(T/\delta)} \leq \frac{1}{2}.
\]

Combining (3.44) and (3.48) ensures

\[
|Z^{(M)}_\perp - \zeta| \leq \frac{\kappa (1 + |\bar{W}_1|) \sqrt{\delta}}{1 - \kappa (1 + |\bar{W}_1|) \sqrt{\delta}} \leq 2 \kappa (1 + |\bar{W}_1|) \sqrt{\delta}.
\]

By (3.45) and (3.48) we obtain that

\[
1 + |Z^{(M)}_\perp - \zeta| \geq 1 + |Z^{(M)}_\perp - \zeta| - |Z^{(M)}_\perp - Z^{(M)}_\perp|
\]

\[
\geq 1 + |Z^{(M)}_\perp - \zeta| - \kappa (1 + |Z^{(M)}_\perp - \zeta|) (1 + |\bar{W}_3|) \sqrt{\delta}
\]

\[
= (1 + |Z^{(M)}_\perp - \zeta|) (1 - \kappa (1 + |\bar{W}_3|) \sqrt{\delta}) \geq \frac{1}{2} (1 + |Z^{(M)}_\perp - \zeta|).
\]

Plugging (3.50) into (3.46) we get

\[
|Z^{(M)}_\perp - Z^{(M)}_{\perp - (t - \perp)}| \leq 2 \kappa (1 + |Z^{(M)}_\perp - \zeta|) (1 + |\bar{W}_2|) \sqrt{\delta}.
\]
Using \(3.47\), \(3.49\), and \(3.51\) we obtain
\[
|Z_{\mathcal{L}}^{(M)}(t_{1}) - \zeta| \leq |Z_{\mathcal{L}}^{(M)} - Z_{\mathcal{L}}^{(M)}(t_{1})| + |Z_{\mathcal{L}}^{(M)} - \zeta| \\
\leq 2\kappa (1 + |Z_{\mathcal{L}}^{(M)} - \zeta|) (1 + |\bar{W}_{2}|) \sqrt{\delta} + 2\kappa (1 + |\bar{W}_{1}|) \sqrt{\delta} \\
\leq 4\kappa \sqrt{\delta} (1 + |Z_{\mathcal{L}}^{(M)} - \zeta|) (1 + |\bar{W}_{1}| + |\bar{W}_{2}|).  
\]  
(3.52)

We further estimate
\[
4\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \leq 4\kappa \sqrt{\delta} (1 + 2\sqrt{\ln(T/\delta)} + 2\sqrt{\ln(T/\delta)}) \leq 20\kappa \sqrt{\delta} \sqrt{\ln(T/\delta)} \leq \frac{1}{2},
\]
(3.53)

Combining \(3.52\) and \(3.53\) we obtain
\[
|Z_{\mathcal{L}}^{(M)}(t_{1}) - \zeta| \leq \frac{4\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|)}{1 - 4\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|)} \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|).
\]

Hence we have proven that
\[
A \subset \left\{ |Z_{\mathcal{L}}^{(M)}(t_{1}) - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \right\}.
\]

Next we estimate the second summand of \((3.40)\). We use \(3.54\), the fact that \(Y\) is \(F_{\mathcal{L} - \delta} \subset F_{\mathcal{L} - (t - \delta)}\) measurable, \([13\), p. 33\), and the fact that \(\bar{W}_{1}\) and \(\bar{W}_{2}\) are independent of \(F_{\mathcal{L} - (t - \delta)}\) to obtain
\[
\begin{align*}
\mathbb{E} \left[ Y | \bar{W}_{t} - \bar{W}_{L} \right] & \mathbb{1}_{\mathcal{L}} \left( (Z_{\mathcal{L}}^{(M)}, Z_{\mathcal{L}}^{(M)}) \mathbb{I}_{\{\max_{i=1,2,3}(t_{i}) \leq \min_{i} \langle \nu_{i} > \mathcal{L} \rangle \} \right) (t) \\
& \leq \mathbb{E} \left[ Y | \bar{W}_{t} - \bar{W}_{L} \right] \mathbb{1}_{\{ |Z_{\mathcal{L}}^{(M)}(t) - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} \right] \\
& \leq \delta^{\frac{3}{2}} \mathbb{E} \left[ Y | \bar{W}_{1} \right] \mathbb{1}_{\{ |Z_{\mathcal{L}}^{(M)}(t_{1}) - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} | F_{\mathcal{L} - (t - \delta)} \right] \\
& = \delta^{\frac{3}{2}} \mathbb{E} \left[ Y | \bar{W}_{1} \right] \mathbb{1}_{\{ |\bar{W}_{1} - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} | F_{\mathcal{L} - (t - \delta)} \right] \\
& = \delta^{\frac{3}{2}} \mathbb{E} \left[ Y | \bar{W}_{1} \right] \mathbb{1}_{\{ |\bar{W}_{1} - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} | F_{\mathcal{L} - (t - \delta)} \right] \\
& = \delta^{\frac{3}{2}} \mathbb{E} \left[ Y | \bar{W}_{1} \right] \mathbb{1}_{\{ |\bar{W}_{1} - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} | F_{\mathcal{L} - (t - \delta)} \right]
\end{align*}
\]
(3.55)

Since \(\bar{W}_{1}\) and \(\bar{W}_{2}\) are independent, standard normally distributed random variables,
\[
\begin{align*}
\mathbb{E} \left[ |\bar{W}_{1}|^{q} \mathbb{1}_{\{ |\bar{W}_{1} - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \} \right] \\
& = \frac{2}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \left| w_{1} \right|^{q} \mathbb{1}_{\{ |\bar{W}_{1} - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \}} \exp \left( -\frac{1}{2} \left( w_{1}^{2} + w_{2}^{2} \right) \right) \, dw_{1} \, dw_{2}.
\end{align*}
\]
(3.56)

Plugging \(3.56\) into \(3.55\) we obtain
\[
\begin{align*}
\mathbb{E} \left[ Y | \bar{W}_{t} - \bar{W}_{L} \right] \mathbb{1}_{\mathcal{L}} \left( (Z_{\mathcal{L}}^{(M)}, Z_{\mathcal{L}}^{(M)}) \mathbb{I}_{\{\max_{i=1,2,3}(t_{i}) \leq \min_{i} \langle \nu_{i} > \mathcal{L} \rangle \} \right) (t) \\
& \leq \delta^{\frac{3}{2}} \frac{2^{\frac{q+1}{2}}}{\pi} \int_{\mathbb{R}^{2}} \mathbb{E} \left[ \left( \frac{w_{1} + w_{2}}{\sqrt{2}} \right)^{q} \mathbb{1}_{\{ |Z_{\mathcal{L}}^{(M)}(t) - \zeta| \leq 8\kappa \sqrt{\delta} (1 + |\bar{W}_{1}| + |\bar{W}_{2}|) \}} \right] e^{-\frac{1}{2}(w_{1}^{2} + w_{2}^{2})} \, dw_{1} \, dw_{2}.
\end{align*}
\]
(3.57)
Furthermore,
\[
\mathbb{E}
\left[
Y|W_t - W_u|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{L(t) \leq \min\{\nu_i: i \in N, \nu_i > L\}\}}(t)
\right]
\cdot \mathbb{I}_{\{N_t - N_{t-1} = 0\}} \mathbb{I}_{\{\max_{s=1,2,3} |W_t| \leq 2\sqrt{T/\log(1+|w|)}\}}(t)
\leq \delta^2 \frac{2^q}{2} \int_{\mathbb{R}} \mathbb{E}_w \left[|Y|^{q} \mathbb{I}_{\{|Z_{t}^{(M)}(\mathcal{C}) - \zeta| \leq 2\sqrt{2e\sqrt{\delta}(1+|w|)}\}}\right] \frac{1}{\sqrt{2\pi}} e^{-\frac{w^2}{2}} dw.
\]
(3.57)

Combining (3.31), (3.33), (3.34), (3.35), and (3.57) we obtain that there exists a constant \(\tilde{c} \in (0, \infty)\) such that for all \(M \geq M_0\),
\[
\mathbb{E}
\left[
Y \sum_{n=0}^{N_{t+1}} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)
\right]
\leq \tilde{c}\left(\delta^2 + \mathbb{E}_w \left[|Y|^{q} \mathbb{I}_{\{|Z_{t}^{(M)}(\mathcal{C}) - \zeta| \leq 2\sqrt{2e\sqrt{\delta}(1+|w|)}\}}\right] \frac{1}{\sqrt{2\pi}} e^{-\frac{w^2}{2}} dw \right).
\]
(3.58)

For all \(M < M_0\) similar calculations as in (3.33) and Lemma 3.5 yield
\[
\mathbb{E}
\left[
Y \sum_{n=0}^{N_{t+1}} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)
\right] \leq \mathbb{E}\left[Y \sum_{n=0}^{N_{t+1}} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)\right]
\leq \mathbb{E}[Y] \mathbb{E}_w \delta^{\frac{q+1}{2}} \mathbb{E}_w \mathbb{E}_w \left[|Y|^{q} \mathbb{I}_{\{|Z_{t}^{(M)}(\mathcal{C}) - \zeta| \leq 2\sqrt{2e\sqrt{\delta}(1+|w|)}\}}\right] \frac{1}{\sqrt{2\pi}} e^{-\frac{w^2}{2}} dw.
\]

This and (3.58) prove the claim. \(\square\)

**Lemma 3.11.** Let Assumption 3.4 hold. Let \(q \in \mathbb{N}, \zeta \in \mathbb{R}\) with \(\delta(\zeta) \neq 0\), and
\[
S_{\mathcal{C}} = \{(x, y) \in \mathbb{R}^2 : (x - \zeta)(y - \zeta) \leq 0\}.
\]

Then there exist constants \(c_7, c_8 \in (0, \infty)\) such that for all \(M \in \mathbb{N}\), \(\delta = \frac{T}{M}\), all \(m \in \{0, \ldots, M-2\}\), all \(s \in [s_m, s_{m+1})\), and all \(\mathbb{F}_s\)-measurable, non-negative, real-valued random variables \(Y\),
\[
\int_{s_{m+\delta}}^{T} \mathbb{E} \left[\sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)\right] dt
\leq c_7 \delta^{\frac{q+1}{2}} \left(\mathbb{E}[Y] + \mathbb{E}[Y|Z_{s_m+\delta}^{(M)} - \zeta|^2]\right)
\]
and
\[
\int_{s_{m+\delta}}^{T} \mathbb{E} \left[\sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)\left(Z_{t+\delta}^{(M)} - \zeta\right)^2\right] dt
\leq c_8 \delta^{\frac{q+1}{2}} \left(\mathbb{E}[Y] + \mathbb{E}[Y|Z_{s_{m+\delta}}^{(M)} - \zeta|^2]\right).
\]

**Proof.** We start proving the first inequality. Lemma 3.10 yields that there exists \(c_6 \in (0, \infty)\) such that
\[
\int_{s_{m+\delta}}^{T} \mathbb{E} \left[\sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^{q} \mathbb{I}_{S_{\mathcal{C}}(Z_{t}^{(M)}, Z_{t}^{(M)})}\mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(t)\right] dt
\leq c_6 \delta^{\frac{q+1}{2}} \mathbb{E}[Y] + c_6 \delta^{\frac{q}{2}} \int_{s_{m+\delta}}^{T} \mathbb{E} \left[|Y|^{q} \mathbb{I}_{\{|Z_{t+\delta}^{(M)}(\mathcal{C}) - \zeta| \leq c_6(1+|\zeta|)\sqrt{\delta}\}}\right] e^{-\frac{z^2}{2}} dz.
\]
(3.59)
Substitution \( u = s_k - (t - s_k) \) gives

\[
\int_{s_{m+2\delta}}^{T} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] dt = \sum_{k=m+2}^{M-1} \int_{s_k}^{s_{k+1}} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] dt = \sum_{k=m+2}^{M-1} \int_{s_k}^{s_{k+1}} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] du = \int_{s_{m+\delta}}^{T-\delta} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] du.
\]

By Lemma 3.3.3 we get

\[
\int_{s_{m+2\delta}}^{T} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] dt = \mathbb{E} \left[ Y \int_{s_{m+\delta}}^{T-\delta} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} | Z_{s_{m+\delta}}^{(M)} \right] du \right].
\]

Lemma 3.3.9 assures

\[
\int_{s_{m+2\delta}}^{T} \mathbb{E} \left[ \mathbf{1}_{\left\{ |Z_{t}^{(M)}| \leq c_6(1+|z|)\sqrt{\delta} \right\}} \right] dt \leq c_5 (c_6 (1 + |z|) + 1) \sqrt{\delta} \mathbb{E} \left[ Y (1 + |Z_{s_{m+\delta}}^{(M)}|^2) \right].
\]

Plugging (3.60) into (3.59), yields

\[
\int_{s_{m+2\delta}}^{T} \mathbb{E} \left[ Y \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbf{1}_{S_\zeta}(Z_{t}^{(M)}, Z_{\tau_n}^{(M)}) \mathbf{1}_{(\tau_n, \tau_n+1)} (t) \right] dt 
\leq T c_6 \delta^\frac{2+q}{2} \mathbb{E} [Y] + c_6 c_5 \delta^\frac{2+q}{2} \mathbb{E} \left[ Y (1 + |Z_{s_{m+\delta}}^{(M)}|^2) \right] \int_{\mathbb{R}} |z|^q (c_6 (1 + |z|) + 1) e^{-\frac{z^2}{2}} dz.
\]

We observe that \( \int_{\mathbb{R}} |z|^q (c_6 (1 + |z|) + 1) e^{-\frac{z^2}{2}} dz =: \tilde{c}_1 < \infty \). Since for all \( a, b \in \mathbb{R} \), \( 1 + a^2 \leq 2(1 + (a - b)^2)(1 + b^2) \),

\[
\int_{s_{m+2\delta}}^{T} \mathbb{E} \left[ Y \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbf{1}_{S_\zeta}(Z_{t}^{(M)}, Z_{\tau_n}^{(M)}) \mathbf{1}_{(\tau_n, \tau_n+1)} (t) \right] dt 
\leq T c_6 \delta^\frac{2+q}{2} \mathbb{E} [Y] + 2 c_6 c_5 \delta^\frac{2+q}{2} \mathbb{E} \left[ Y (1 + |Z_{s_{m+\delta}}^{(M)}| - \zeta|^2)(1 + |\zeta|^2) \right] 
\leq T c_6 \delta^\frac{2+q}{2} \mathbb{E} [Y] + 2 c_6 c_5 \delta^\frac{2+q}{2} (1 + |\zeta|^2) \mathbb{E} [Y] + \mathbb{E} [Y |Z_{s_{m+\delta}}^{(M)} - \zeta|^2].
\]

This proves the first inequality.

For \( \omega \in \{ \tilde{\omega} \in \Omega : \sum_{n=0}^{\infty} \mathbf{1}_{S_\zeta}(Z_{t}^{(M)}(\tilde{\omega}), Z_{\tau_n}^{(M)}(\tilde{\omega})) \mathbf{1}_{(\tau_n, \tau_n+1)} (t) = 1 \} \) we have

\[
|Z_{s_{m+\delta}}^{(M)} - \zeta| \leq |Z_{s_{m+\delta}}^{(M)} - Z_{t}^{(M)}| + |Z_{t}^{(M)} - \zeta| \leq |Z_{s_{m+\delta}}^{(M)} - Z_{t}^{(M)}| + |Z_{t}^{(M)} - Z_{\tau_n}^{(M)}|. \tag{3.61}
\]
Since Y is $\mathbb{F}_t$-measurable, it is $\mathbb{F}_{s_m+1}$-measurable. Hence, using (3.61) and Hölder's inequality for the conditional expectation we get

$$
\mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_{\delta}}(Z_t^{(M)}, Z_{\tau_n})(t) \left( Z_{L+\delta}^{(M)} - \zeta \right)^2 \right]
$$

$$
\leq \mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \left( |Z_t^{(M)}| + |Z_{\tau_n}^{(M)}| \right)^2 \right]
$$

$$
\leq \mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \times \left( |Z_t^{(M)}| - Z_{\tau_n}^{(M)} \right)^2 \right]
$$

$$
= \mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \left( \frac{4}{4} \sup_{u \in [L+\delta]} \left| Z_u^{(M)} - Z_{\tau_n}^{(M)} \right| \right)^2 \right]
$$

$$
\leq \mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \left( \frac{4}{4} \sup_{u \in [L+\delta]} \left| Z_u^{(M)} - Z_{\tau_n}^{(M)} \right| \right)^2 \right].
$$

For the first conditional expectation in (3.62), recalling that $t \geq s_m + \delta = s_{m+1}$, we get

$$
\mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \left| \mathbb{F}_{s_{m+1}} \right. \right] = \mathbb{E}\left[ \sum_{n=N_{m+1}+m+1}^{N_{m+1}+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \left| \mathbb{F}_{s_{m+1}} \right. \right]
$$

$$
= \mathbb{E}\left[ \sum_{n=m+1+m+1}^{N_{m+1}+M} |W_t - W_{\tau_n}|^q \mathbb{I}_{(\tau_n, \tau_{n+1})}(t) \right] \leq c_2 \mathbb{E}\left[ 1 + \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^4 \right].
$$

For the second conditional expectation in (3.62), Lemma 3.8 and Lemma 3.7 equation (3.12) assure

$$
\mathbb{E}\left[ \left( \frac{4}{4} \sup_{u \in [L+\delta]} \left| Z_u^{(M)} - Z_{\tau_n}^{(M)} \right| \right)^2 \right] \leq c_2 \mathbb{E}\left[ 1 + \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^4 \right].
$$

Then there exists a constant $\tilde{c}_2 \in (0, \infty)$ such that

$$
\mathbb{E}\left[ \left( \frac{4}{4} \sup_{u \in [L+\delta]} \left| Z_u^{(M)} - Z_{\tau_n}^{(M)} \right| \right)^4 \right] \leq \tilde{c}_2 \mathbb{E}\left[ 1 + \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^4 \right].
$$

Plugging (3.63) and (3.64) into (3.62) we obtain

$$
\mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_{\delta}}(Z_t^{(M)}, Z_{\tau_n})(t) \left( Z_{L+\delta}^{(M)} - \zeta \right)^2 \right]
$$

$$
\leq \mathbb{E}\left[ \frac{1}{2} c_{W_2q} \delta^\frac{3}{2} \left( \tilde{c}_2 \mathbb{E}\left[ 1 + \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^4 \right] \right)^\frac{1}{2} \right] \leq \frac{1}{2} c_{W_2q} \tilde{c}_2^2 \delta^{\frac{3}{2} + \frac{3}{2}} \mathbb{E}\left[ Y \left( 1 + \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^2 \right) \right].
$$

Hence, we obtain

$$
\int_{t_{s_{m+1}}}^{T} \mathbb{E}\left[ \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{I}_{S_{\delta}}(Z_t^{(M)}, Z_{\tau_n})(t) \left( Z_{L+\delta}^{(M)} - \zeta \right)^2 \right] dt
$$

$$
\leq T c_{W_2q} \tilde{c}_2^2 \delta^{\frac{3}{2} + \frac{3}{2}} \left( \mathbb{E}[Y] + \mathbb{E}[Y \left| Z_{s_{m+1}}^{(M)} - \zeta \right|^2 \right).}
Lemma 3.12. Let Assumption \([3.1]\) hold. Let \(\zeta \in \mathbb{R}\) such that \(\tilde{\sigma}(\zeta) \neq 0\) and
\[
S_\zeta = \{(x, y) \in \mathbb{R}^2 : (x - \zeta)(y - \zeta) \leq 0\}.
\]
Then for all \(p,q \in \mathbb{N}\) there exists a constant \(c_9 \in (0, \infty)\) such that for all \(M \in \mathbb{N}\), \(\delta = \frac{T}{M}\) it holds that
\[
\mathbb{E}\left[\left| \int_0^T \sum_{n=0}^{\infty} |W_t - W_{\tau_n}|^q \mathbb{1}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t) \, dt \right|^p\right] \leq c_9 \delta^{(q+1)\frac{p}{q}}.
\]

The proof of this lemma works analogously to the proof of \([34, equation (68)]\). The only changes are the notation due to the jump-adapted time grid and that we use Lemma 3.11 instead of \([34, Lemma 8]\).

Proposition 3.13. Let Assumption \([3.1]\) hold. Let \(\zeta \in \mathbb{R}\) such that \(\tilde{\sigma}(\zeta) \neq 0\) and
\[
S_\zeta = \{(x, y) \in \mathbb{R}^2 : (x - \zeta)(y - \zeta) \leq 0\}.
\]
Then for all \(p,q \in \mathbb{N}\) there exists a constant \(c_{10} \in (0, \infty)\) such that for all \(M \in \mathbb{N}\), \(\delta = \frac{T}{M}\) it holds that
\[
\mathbb{E}\left[\left| \int_0^T \sum_{n=0}^{\infty} |Z_t^{(M)} - Z_{\tau_n}^{(M)}|^q \mathbb{1}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t) \, dt \right|^p\right]^{\frac{1}{p}} \leq c_{10} \delta^{\frac{2+q}{q}}.
\]

Proof. We start calculating that there exist constants \(\tilde{c}_1, \tilde{c}_2 \in (0, \infty)\) such that
\[
\sum_{n=0}^{\infty} |Z_t^{(M)} - Z_{\tau_n}^{(M)}| \mathbb{1}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t)
\]
\[
\leq \sum_{n=0}^{\infty} \tilde{c}_1 (1 + |Z_{\tau_n}^{(M)}|) \left( \delta + |W_t - W_{\tau_n}| + |W_t - W_{\tau_n}|^2 \right) \mathbb{1}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t)
\]
\[
\leq \sum_{n=0}^{\infty} \tilde{c}_1 (1 + |Z_{\tau_n}^{(M)}|) \left( \delta + |W_t - W_{\tau_n}|^2 \right) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t)
\]
\[
+ \sum_{n=0}^{\infty} \tilde{c}_2 |W_t - W_{\tau_n}| \mathbb{1}_{S_\zeta}(Z_t^{(M)}, Z_{\tau_n}^{(M)}) \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t)
\]
\[
+ \sum_{n=0}^{\infty} \tilde{c}_2 |Z_{\tau_n}^{(M)} - Z_t^{(M)}| |W_t - W_{\tau_n}| \mathbb{1}_{[\tau_n, \tau_{n+1}]}(t).
\]
Using this and Minkowski’s inequality we obtain that there exists a constant \(\tilde{c}_3 \in (0, \infty)\) such
that

\[
\mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left| Z_{t}^{(M)} - Z_{t_n}^{(M)} \right|^{q} \mathbb{I}_{S_{\tilde{c}_3}}(Z_{t}^{(M)}, Z_{t_n}^{(M)}) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^\frac{1}{q} \right] \leq \mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \tilde{c}_1 \left( 1 + |Z_{t_n}^{(M)}| \right) \left( \delta + |W_{t} - W_{t_n}|^2 \right) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{\frac{1}{q}} \right]
+ \sum_{n=0}^{\infty} \tilde{c}_2 |W_t - W_{t_n}| \mathbb{I}_{S_{\tilde{c}_3}}(Z_{t}^{(M)}, Z_{t_n}^{(M)}) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t)
+ \sum_{n=0}^{\infty} \tilde{c}_2 |Z_{t_n}^{(M)} - Z_{t}^{(M)}| \left( \delta + |W_{t} - W_{t_n}|^2 \right) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{\frac{1}{q}} \right].
\]

(3.65)

Next we consider each expectation of (3.65) separately. We start with the first one and apply Jensen’s inequality to obtain

\[
\mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right) \left( \delta + |W_t - W_{t_n}|^2 \right) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{\frac{1}{q}} \right]\]
\[
\leq 2^{pq-1}T^{p-1} \mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right)^{pq} \delta^{pq} \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^\frac{1}{p} \right]
\]
\[
+ 2^{pq-1}T^{p-1} \mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right)^{pq} |W_t - W_{t_n}|^{2pq-1} \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{\frac{1}{p}} \right].
\]

(3.66)

For the first expectation in (3.66) we calculate using Lemma 3.7 equation (3.10),

\[
\mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right)^{pq} \delta^{pq} \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{\frac{1}{p}} \right] \leq 2^{pq-1} \delta^{pq} \int_0^T 1 + \mathbb{E}\left[ \sup_{s \in [0,T]} |Z_{t_n}^{(M)}|^p \right] dt
\]
\[
\leq 2^{pq-1} \delta^{pq} T \left( 1 + c_1 \left( 1 + |\tilde{\xi}|^{pq} \right) \right).
\]

(3.67)

For the second expectation in (3.66), Lemma 3.5 and Lemma 3.7 give

\[
\mathbb{E}\left[ \left| \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right)^{pq} |W_t - W_{t_n}|^{2pq-1} \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^\frac{1}{p} \right] \leq 2^{pq-1} c_{W2pq} \delta^{pq} \int_0^T \mathbb{E}\left[ \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}|^{pq} \right) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right] dt
\]
\[
\leq 2^{pq-1} c_{W2pq} \delta^{pq} T \left( 1 + c_1 \left( 1 + |\tilde{\xi}|^{pq} \right) \right).
\]

(3.68)

Plugging (3.67) and (3.68) into (3.66) we obtain that there exists a constant \( \tilde{c}_4 \in (0, \infty) \) such that

\[
\mathbb{E}\left[ \left| \int_0^T \sum_{n=0}^{\infty} \left( 1 + |Z_{t_n}^{(M)}| \right) \left( \delta + |W_t - W_{t_n}|^2 \right) \mathbb{I}_{[\tau_n, \tau_{n+1})}(t) \right|^{q} \right] \leq \tilde{c}_4 \delta^{pq}.
\]

(3.69)
For the second expectation in (3.65), Lemma 3.12 gives
\[ E\left[ \left| \int_0^T \sum_{n=0}^{\infty} |W_t - W_{\tau_n}| I_{|\tau_n - \tau_{n+1}|}(t) \right|^q \, dt \right]^p \leq c_9 \delta^{(q+1)\frac{p}{2}}. \tag{3.70} \]

For the third expectation in (3.65) we use Jensen’s inequality, the Cauchy-Schwarz inequality, Lemma 3.12 and Lemma 3.7 to obtain that there exists a constant \( \bar{c}_3 \in (0, \infty) \) such that
\[ E\left[ \left| \int_0^T \sum_{n=0}^{\infty} |Z_{\tau_n}^{(M)} - Z_t^{(M)}| |W_t - W_{\tau_n}| I_{|\tau_n - \tau_{n+1}|}(t) \right|^q \, dt \right]^p \leq T^{p-1} E\left[ \left| \int_0^T \sum_{n=0}^{\infty} |Z_{\tau_n}^{(M)} - Z_t^{(M)}|^{pq} I_{|\tau_n - \tau_{n+1}|}(t) \right|^q \, dt \right]^p \leq T^{p-1} \int_0^T E\left[ \sum_{n=0}^{\infty} |Z_{\tau_n}^{(M)} - Z_t^{(M)}|^{pq} I_{|\tau_n - \tau_{n+1}|}(t) \right] \sup_{t \in [0, \delta]} |W_{s+\tau_i} - W_{\tau_i}| I_{|\tau_i - \tau_{i+1}|}(t) \, dt \leq T^{p-1} \int_0^T E\left[ \sum_{n=0}^{\infty} |Z_{\tau_n}^{(M)} - Z_t^{(M)}|^{pq} I_{|\tau_n - \tau_{n+1}|}(t) \right] \frac{p}{q} \, dt \leq \bar{c}_3 \delta^{pq}. \tag{3.71} \]
Combining (3.65), (3.69), (3.70), and (3.71) we obtain that there exists a constant \( c_{10} \in (0, \infty) \) such that
\[ E\left[ \left| \int_0^T N_T^{M} \sum_{n=0}^{N_T^{M} - 1} |Z_{\tau_n}^{(M)} - Z_t^{(M)}|^{pq} I_{|\tau_n - \tau_{n+1}|}(t) \, dt \right|^{\frac{p}{q}} \right] \leq \bar{c}_3 \left( \bar{c}_4 \delta^{pq} \right)^{\frac{1}{q}} + \bar{c}_3 \left( c_9 \delta^{(q+1)\frac{p}{2}} \right)^{\frac{1}{q}} + \bar{c}_3 \left( \bar{c}_5 \delta^{pq} \right)^{\frac{1}{q}} \leq c_{10} \delta^{\frac{q+1}{2}}. \]

\[ \square \]

### 3.3 Convergence result

In this section we provide the convergence rate of the jump-adapted quasi-Milstein scheme. For the proof we make use of ideas from [34].

**Theorem 3.14.** Let Assumption 3.1 hold. Then for all \( p \in [1, \infty) \) there exists a constant \( c_{11} \in (0, \infty) \) such that for all \( M \in \mathbb{N} \) and \( \delta = \frac{T}{M} \) it holds that
\[ E\left[ \sup_{t \in [0, T]} \| Z(t) - Z^{(M)}(t) \|^{\frac{p}{q}} \right] \leq c_{11} \delta^{\frac{q}{q+1}}. \]

If we additionally assume that \( m_2 = 0 \), then for all \( p \in [1, \infty) \) there exists a constant \( \hat{c}_{11} \in (0, \infty) \) such that for all \( M \in \mathbb{N} \) and \( \delta = \frac{T}{M} \) it holds that
\[ E\left[ \sup_{t \in [0, T]} \| Z(t) - Z^{(M)}(t) \|^{\frac{p}{q}} \right] \leq \hat{c}_{11} \delta. \]

**Remark 3.15.** We formulate our theorems for general \( p \in [1, \infty) \), while the lemmas we use are formulated, for simplicity, for \( p \in \mathbb{N} \). Extending the statements of the lemmas to \( p \in [1, \infty) \) is however straightforward and therefore omitted.
Proof. By Hölder’s inequality it is enough to consider \( p \in \mathbb{N}, p \geq 2 \). First denote

\[
S_{\mu} = \bigcup_{k=1}^{m_{\mu}} \{(x, y) \in \mathbb{R}^2 : (x - \zeta_k)(y - \zeta_k) \leq 0\},
\]

\[
S_{\sigma} = \bigcup_{j=1}^{m_{\sigma}} \{(x, y) \in \mathbb{R}^2 : (x - \eta_j)(y - \eta_j) \leq 0\}.
\]

For all \( s \in [0, T] \),

\[
\mathbb{E} \left[ \sup_{t \in [0, s]} |Z_t - Z_t^{(M)}|^p \right] \leq 3^{p-1} \left( \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\bar{\mu}(Z_u) - \bar{\mu}(Z_u^{(M)})) \mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(u) \ du \right|^p \right] 
\]

\[
+ \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\bar{\sigma}(Z_u) - \bar{\sigma}(Z_u^{(M)})) - \int_0^u \bar{\sigma}(Z_u^{(M)})(Z_u^{(M)} - Z_u) \ du \right|^p \right] 
\]

\[
+ \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t (\bar{\rho}(Z_u) - \bar{\rho}(Z_u^{(M)})) \ dN_u \right|^p \right].
\]

(3.72)

For the first summand we get

\[
\mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\bar{\mu}(Z_u) - \bar{\mu}(Z_u^{(M)})) \mathbb{I}_{\{\tau_n, \tau_{n+1}\}}(u) \ du \right|^p \right] 
\]

\[
\leq 2^{p-1} \left( \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\bar{\mu}(Z_u) - \bar{\mu}(Z_u^{(M)})) - \bar{\mu}(Z_u^{(M)})(Z_u^{(M)} - Z_u) \ du \right|^p \right] 
\]

\[
+ \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} \bar{\sigma}(Z_u^{(M)})(Z_u^{(M)} - Z_u) \ du \right|^p \right] \right),
\]

(3.73)

Observe that for all \( u \in (\tau_n, \tau_{n+1}) \) by Lemma 3.1

\[
|\bar{\mu}(Z_u) - \bar{\mu}(Z_u^{(M)})| \leq |\bar{\mu}(Z_u) - \bar{\mu}(Z_u^{(M)})| + |\bar{\mu}(Z_u^{(M)}) - \bar{\mu}(Z_u^{(M)})| |Z_u^{(M)} - Z_u| \]

\[
+ |\bar{\mu}(Z_u^{(M)}) - \bar{\mu}(Z_u^{(M)}) - \bar{\mu}(Z_u^{(M)})| |Z_u^{(M)} - Z_u^{(M)}| |\mathbb{I}_{S_{\mu})(Z_u^{(M)}, Z_u)|
\]

\[
+ \left| \frac{d\bar{\mu}(Z_u^{(M)})}{d\sigma}(Z_u^{(M)})(u - \tau_n) + \frac{1}{2} \bar{\sigma}(Z_u^{(M)})(W_u - W_{\tau_n})^2 - (u - \tau_n)) \right|
\]

\[
\leq L_{\bar{\mu}}|Z_u - Z_u^{(M)}| + b_{\bar{\mu}}|Z_u^{(M)} - Z_u^{(M)}| |Z_u^{(M)} - Z_u^{(M)}| |\mathbb{I}_{S_{\mu})(Z_u^{(M)}, Z_u)|
\]

\[
+ \|d\bar{\mu}\|_{\infty} \left( c_{\bar{\mu}} + \frac{1}{2} \|d\sigma\|_{\infty} c_{\bar{\sigma}} \right) |Z_u^{(M)}| |u - \tau_n| + \frac{1}{2} \|d\bar{\mu}\|_{\infty} \|d\sigma\|_{\infty} c_{\bar{\sigma}} (1 + |Z_u^{(M)}|)|W_u - W_{\tau_n}|^2.
\]

For the first summand of (3.73) this and Jensen’s inequality ensure that there exists a constant
\[ \tilde{c}_1 \in (0, \infty) \) such that

\[
\begin{align*}
E \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\tilde{\mu}(Z_u) - \tilde{\mu}(Z_{t_n}^{(M)}) - \tilde{\sigma}(Z_{t_n}^{(M)})d\tilde{p}(Z_{t_n}^{(M)})(W_u - W_{t_n})) \mathbb{I}_{(t_n, t_{n+1})} (u) du \right|^p \right] \\
\leq E \left[ \left( \int_0^s \sum_{n=0}^{\infty} |\tilde{\mu}(Z_u) - \tilde{\mu}(Z_{t_n}^{(M)}) - \tilde{\sigma}(Z_{t_n}^{(M)})d\tilde{p}(Z_{t_n}^{(M)})(W_u - W_{t_n})| \mathbb{I}_{(t_n, t_{n+1})} (u) du \right)^p \right] \\
\leq \tilde{c}_1 \left( E \left[ \int_0^s \sum_{n=0}^{\infty} |Z_u - Z_{t_n}^{(M)}|^p \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \\
+ E \left[ \int_0^s \sum_{n=0}^{\infty} |Z_u^{(M)} - Z_{t_n}^{(M)}|^{2p} \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \\
+ E \left[ \left( \int_0^s \sum_{n=0}^{\infty} (1 + |Z_{t_n}^{(M)}|)^p|u - \tau_n|^p \mathbb{I}_{(t_n, t_{n+1})} (u) du \right)^p \right] \\
+ E \left[ \int_0^s \sum_{n=0}^{\infty} (1 + |Z_{t_n}^{(M)}|)^p|W_u - W_{t_n}|^{2p} \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \right). 
\end{align*}
\]

Next we estimate each of the summands of (3.74) separately. For the first one we calculate

\[
E \left[ \int_0^s \sum_{n=0}^{\infty} |Z_u - Z_{t_n}^{(M)}|^p \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \leq \int_0^s E \left[ \sup_{v \in [0, u]} |Z_v - Z_{t_n}^{(M)}|^p \right] du. 
\] (3.75)

For the second summand of (3.74) we obtain using Lemma 3.7 equation (3.11) that there exists \( c_2 \in (0, \infty) \) such that

\[
E \left[ \int_0^s \sum_{n=0}^{\infty} |Z_u^{(M)} - Z_{t_n}^{(M)}|^{2p} \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \leq Tc_2 \left( 1 + |\tilde{\xi}|^{2p} \right) \delta^p. 
\] (3.76)

For the third summand of (3.74) we apply Proposition 3.13 and obtain that there exists \( c_{10} \in (0, \infty) \) such that

\[
E \left[ \left( \int_0^s \sum_{n=0}^{\infty} |Z_u^{(M)} - Z_{t_n}^{(M)}| \mathbb{I}_{S'_{\tilde{\mu}}(Z_u^{(M)}, Z_{t_n}^{(M)})} (u) du \right)^p \right] \leq c_{10} \delta^p. 
\] (3.77)

For the fourth summand of (3.74) we use Lemma 3.7 equation (3.10) to obtain

\[
E \left[ \int_0^s \sum_{n=0}^{\infty} (1 + |Z_{t_n}^{(M)}|)^p|u - \tau_n|^p \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \\
\leq 2^{p-1} \delta^p \int_0^s \left( 1 + E \left[ \sup_{v \in [0, T]} |Z_v^{(M)}|^p \right] \right) du \leq 2^{p-1}T \left( 1 + c_1 (1 + |\tilde{\xi}|^p) \right) \delta^p. 
\] (3.78)

For the fifth summand of (3.74) we use Lemma 3.5 and Lemma 3.7 equation (3.10) to get

\[
E \left[ \int_0^s \sum_{n=0}^{\infty} (1 + |Z_{t_n}^{(M)}|)^p|W_u - W_{t_n}|^{2p} \mathbb{I}_{(t_n, t_{n+1})} (u) du \right] \\
\leq 2^{p-1} c_{W2p} \delta^p \int_0^s \left( 1 + E \left[ \sup_{v \in [0, T]} |Z_v^{(M)}|^p \right] \right) du \leq 2^{p-1} c_{W2p} T \left( 1 + c_1 (1 + |\tilde{\xi}|^p) \right) \delta^p. 
\] (3.79)
Plugging (3.73), (3.76), (3.77), (3.78), and (3.79) into (3.74) we obtain that there exists $\bar{c}_2 \in (0, \infty)$ such that

$$
\begin{align*}
\mathbb{E} \left[ \sup_{t \in [0,s]} \left| \int_0^t \sum_{n=0}^{\infty} \left( \bar{\mu}(Z_u) - \bar{\mu}(Z^{(M)}_{t,n}) - \bar{\sigma}(Z^{(M)}_{t,n})d\bar{\mu}(Z^{(M)}_{t,n})(W_u - W_{\tau_n}) \right) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \right|^p \right] \\
\leq \bar{c}_2 \int_0^s \mathbb{E} \left[ \sup_{v \in [0,u]} |Z_u - Z^{(M)}_u|^p \right] \, du + \bar{c}_3 \delta^p.
\end{align*}
$$

(3.80)

Next we estimate the second summand of (3.73). For this we define for all $M \in \mathbb{N}$ and $s \in [0,T]$,

$$
U_{M,s} = \int_0^s \sum_{n=0}^{\infty} \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \, du.
$$

(3.81)

It holds for all $M \in \mathbb{N}$, $m \in \{0, \ldots, M-1\}$, and $s \in [s_m, s_{m+1}]$ that

$$
U_{M,s} = U_{M,s_m} + \int_{s_m}^{s} \sum_{n=0}^{\infty} \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \, du.
$$

Now we will show that the sequence $(U_{M,s_m})_{m \in \{0, \ldots, M\}}$ is a discrete martingale with respect to the filtration $(\mathbb{F}_{s_m})_{m \in \{0, \ldots, M\}}$. To prove this we first show integrability. By Lemma 3.3 and Lemma 5.7 for all $m \in \{0, \ldots, M\}$,

$$
\begin{align*}
\mathbb{E}[|U_{M,s_m}|] &= \mathbb{E} \left[ \left| \int_0^{s_m} \sum_{n=0}^{\infty} \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \right| \right] \\
&\leq L_{\bar{\mu}}c_{\bar{\sigma}} \int_0^T \mathbb{E} \left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|) |W_u - W_{\tau_n}| \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \right] \, du \\
&\leq L_{\bar{\mu}}c_{\bar{\sigma}}c_{W} \delta^{\frac{1}{2}} \int_0^T \left( 1 + \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{(M)}_t| \right] \right) \, du \leq L_{\bar{\mu}}c_{\bar{\sigma}}c_{W} \delta^{\frac{1}{2}} T \left( 1 + c_1(1 + |\xi|) \right) < \infty.
\end{align*}
$$

Further it is obvious by definition that $U_{M,s_m}$ is $\mathbb{F}_{s_m}$-measurable. Hence $(U_{M,s_m})_{m \in \mathbb{N}}$ is adapted. Last we prove the martingale property. For $m \in \{0, \ldots, M-1\}$,

$$
\begin{align*}
\mathbb{E} \left[ U_{M,s_{m+1}} - U_{M,s_m} \bigg| \mathbb{F}_{s_m} \right] &= \int_{s_m}^{s_{m+1}} \mathbb{E} \left[ \sum_{n=0}^{N_{u+1}+M} \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \bigg| \mathbb{F}_{s_m} \right] \, du \\
&= \int_{s_m}^{s_{m+1}} \sum_{k=0}^{\infty} \sum_{n=0}^{k+M} \mathbb{E} \left[ \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \mathbb{I}_{\{N_u=k\}} \bigg| \mathbb{F}_{s_m} \right] \, du \\
&= \int_{s_m}^{s_{m+1}} \sum_{k=0}^{\infty} \sum_{n=0}^{k+M} \mathbb{E} \left[ \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \mathbb{I}_{\{N_u=k\}} \bigg| \mathbb{F}_{s_m} \right] \, du.
\end{align*}
$$

(3.82)

Let $\hat{\tau} = \tau_n \lor s_m$. Then it holds $\mathbb{P}$-a.s. that

$$
\begin{align*}
\mathbb{E} \left[ \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \mathbb{I}_{\{N_u=k\}} \mathbb{I}_{\{\tau_n \geq s_m\}} \bigg| \mathbb{F}_{s_m} \right] &= \mathbb{E} \left[ \mathbb{E} \left[ \bar{\sigma}(Z^{(M)}_{\tau_n})d\bar{\mu}(Z^{(M)}_{\tau_n})(W_u - W_{\tau_n}) \mathbb{I}_{(\tau_n, \tau_{n+1}]}(u) \mathbb{I}_{\{N_u=k\}} \mathbb{I}_{\{\tau_n \geq s_m\}} \bigg| \hat{\tau} \right] \bigg| \mathbb{F}_{s_m} \right].
\end{align*}
$$
Next, we estimate the expectation of each summand separately. For the first one we apply the

$$E\left[\tilde{\sigma}(Z_{n}^{(M)})d_{\hat{\mu}}(Z_{n}^{(M)})(W_{u} - W_{\tau_{n}})\mathbb{1}_{(\tau_{n},\tau_{n+1}]}(u)\mathbb{1}_{\{N_{n} = k\}}\mathbb{1}_{\{\tau_{n} \geq s_{m}\}} \big| F_{s_{m}}\right]$$

$$= E\left[\tilde{\sigma}(Z_{\hat{\tau}}^{(M)})d_{\hat{\mu}}(Z_{\hat{\tau}}^{(M)})(W_{u} - W_{\hat{\tau}_{n}})\mathbb{1}_{\{\hat{\tau} < u\}}\mathbb{1}_{\{u \leq f(\hat{\tau},(N_{\hat{\tau}_{n}} - N_{\hat{\tau}_{n}})_{\geq 0})\}}\mathbb{1}_{\{N_{\hat{\tau}_{n}} = k\}}\mathbb{1}_{\{\tau_{n} \geq s_{m}\}} \big| F_{\hat{\tau}}\right] \big| F_{s_{m}}\right]$$

By [13, p. 33] and the independence of $W$ and $N$ it holds \( F_{\hat{\tau}} \)-a.s. that

$$\mathbb{1}_{\{\hat{\tau} < u\}} E\left[(W_{u} - W_{\hat{\tau}_{n}})\mathbb{1}_{\{u \leq f(\hat{\tau},(N_{\hat{\tau}_{n}} - N_{\hat{\tau}_{n}})_{\geq 0})\}} \big| F_{\hat{\tau}}\right] = 0.$$

Finally, we combine (3.84), (3.83), and (3.82) to obtain

$$E\left[U_{M,s_{m+1}} - U_{M,s_{m}} \big| F_{s_{m}}\right] = 0.$$

Hence, it holds that \((U_{M,s_{m}})_{m \in \{0,\ldots,M\}}\) is a discrete martingale with respect to \((F_{s_{m}})_{m \in \{0,\ldots,M\}}\).

Observe that

$$\sup_{0 \leq s \leq T} |U_{M,s}|^p$$

$$\leq 2^{p-1} \left( \sup_{0 \leq s \leq T} |U_{M,\hat{\tau}_{n}}|^p + \sup_{0 \leq s \leq T} \left| \int_{s}^{\infty} \tilde{\sigma}(Z_{n}^{(M)})d_{\hat{\mu}}(Z_{n}^{(M)})(W_{u} - W_{\tau_{n}})\mathbb{1}_{(\tau_{n},\tau_{n+1}]}(u) \, du \right|^p \right)$$

$$\leq 2^{p-1} \left( \max_{m = 0,\ldots,M} |U_{M,s_{m}}|^p + \max_{m = 0,\ldots,M-1} \left( \int_{s_{m}}^{s_{m+1}} \sum_{n=0}^{\infty} \tilde{\sigma}(Z_{n}^{(M)})d_{\hat{\mu}}(Z_{n}^{(M)})(W_{u} - W_{\tau_{n}})\mathbb{1}_{(\tau_{n},\tau_{n+1}]}(u) \, du \right)^p \right).$$

Next we estimate the expectation of each summand separately. For the first one we apply the
discrete Burkholder-Davis-Gundy inequality and Jensen’s inequality to obtain that there exists a constant \(c_{4} \in (0, \infty)\) such that

$$E\left[\max_{m = 0,\ldots,M} |U_{M,s_{m}}|^p \right] \leq c_{4} E\left[ \left( \sum_{k=0}^{M-1} |U_{M,s_{m+1}} - U_{M,s_{m}}|^2 \right)^{\frac{p}{2}} \right]$$

$$\leq c_{4} \left[ \left( \sum_{k=0}^{M-1} \delta \int_{s_{m}}^{s_{m+1}} \sum_{n=0}^{\infty} \tilde{\sigma}(Z_{n}^{(M)})d_{\hat{\mu}}(Z_{n}^{(M)})(W_{u} - W_{\tau_{n}})\mathbb{1}_{(\tau_{n},\tau_{n+1}]}(u)^2 \, du \right)^{\frac{p}{2}} \right]$$

$$\leq c_{4} \delta^{\frac{p}{2}} \left( \sum_{k=0}^{M-1} \int_{s_{m}}^{s_{m+1}} \sum_{n=0}^{\infty} |W_{u} - W_{\tau_{n}}|^2 \mathbb{1}_{(\tau_{n},\tau_{n+1}]}(u) \, du \right)^{\frac{p}{2}}.$$

We define \(c_{5} = c_{4}\delta^{\frac{p}{2}}L_{\mu}^{2}\) and apply the Cauchy-Schwarz inequality, the Minkowski inequality,
Jensen’s inequality, and Lemma 3.7, 3.10) to obtain
\[
\mathbb{E}
\left[
\max_{m=0,\ldots,M} |U_{M,m}|^p
\right]
\leq \tilde{c}_5 \frac{\delta^2}{2} \mathbb{E}
\left[
\sup_{t \in [0,T]}
(1 + |Z_t^{(M)}|)^{2p}
\right]^{\frac{1}{2}}
\left[
\left(\sum_{k=0}^{M-1} \sum_{n=0}^{\infty} W_{tn} - W_{tn}^2 \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) \, du \right)^p
\right]^{\frac{1}{2}}
\leq 2^{2p-\frac{1}{2}} \tilde{c}_5 \delta^{p-\frac{1}{2}} \left(1 + c_1 \left(1 + |\tilde{c}|^{2p}\right)^{\frac{1}{2}} \left(\sum_{k=0}^{M-1} \left(\int_{s_m} \mathbb{E}
\left[
\sum_{n=0}^{\infty} |W_{tn} - W_{tn}^2 \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) | \, du \right)^p
\right)^{\frac{1}{2}} \right)
\right).
\]

Next we apply Lemma 3.3 with \(p = 0\) and \(q = 2p\) to obtain
\[
\mathbb{E}
\left[
\max_{m=0,\ldots,M} |U_{M,m}|^p
\right]
\leq 4^p \tilde{c}_5 \delta^{p-\frac{1}{2}} \left(1 + c_1 \left(1 + |\tilde{c}|^{2p}\right)^{\frac{1}{2}} \left(\sum_{k=0}^{M-1} \left(\int_{s_m} \mathbb{E}
\left[
\sum_{n=0}^{\infty} |W_{tn} - W_{tn}^2 \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) | \, du \right)^p
\right)^{\frac{1}{2}} \right)
\right)

\text{(3.86)}
\]

For the expectation of the second summand of (3.85), Jensen’s inequality, the Cauchy-Schwarz inequality, Lemma 3.7, (3.10), and Lemma 3.3 ensure
\[
\mathbb{E}
\left[
\max_{m=0,\ldots,M-1} \left(\sum_{n=0}^{\infty} \tilde{\sigma}(Z_{\tau_n}^{(M)})d_\mu(Z_{\tau_n}^{(M)}) (W_{tn} - W_{tn}) \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) \, du \right)^p
\right]
\leq \delta^{p-1} \mathbb{E}
\left[
\max_{m=0,\ldots,M-1} \left(\sum_{n=0}^{\infty} \tilde{\sigma}(Z_{\tau_n}^{(M)})d_\mu(Z_{\tau_n}^{(M)}) (W_{tn} - W_{tn}) \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) \, du \right)^p
\right]
\leq \delta^{p-1} \epsilon^2 \mu \mathbb{E}
\left[
\sup_{t \in [0,T]} (1 + |Z_t^{(M)}|)^p \max_{m=0,\ldots,M-1} \int_{s_m} \mathbb{E}
\left[
\sum_{n=0}^{\infty} |W_{tn} - W_{tn}^2 \mathbb{I}_{(\tau_n,\tau_{n+1})}(u) | \, du \right)^p
\right]
\leq \delta^{p-1} \epsilon^2 \mu \mathbb{E}
\left[
\sup_{t \in [0,T]} (1 + |Z_t^{(M)}|)^{2p}
\right]^{\frac{1}{2}}
\text{ (3.87)}
\]

Combining (3.85), (3.86), and (3.87) we obtain that there exists a constant \(\tilde{c}_6 \in (0, \infty)\) such that
\[
\mathbb{E}
\left[
\sup_{0 \leq s \leq T} |U_{M,s}|^p
\right] \leq \tilde{c}_6 \delta^p.
\text{(3.88)}
\]
For estimating the second summand of (3.72), observe that for $u \in (\tau_n, \tau_{n+1})$ by Lemma 3.1

\[
\begin{align*}
&\left|\sigma(Z_u) - \sigma(Z_{\tau_n}^{(M)}) - \int_{\tau_n}^{u} \sigma(Z_{\tau_n}^{(M)}) d\sigma(Z_{\tau_n}^{(M)}) dW_v \right| \\
&\leq \left|\sigma(Z_u) - \sigma(Z_{\tau_n}^{(M)}) + \sigma(Z_{u}^{(M)}) - \sigma(Z_{\tau_n}^{(M)}) - d\sigma(Z_{\tau_n}^{(M)})(Z_{u}^{(M)} - Z_{\tau_n}^{(M)})\right| 1_{S_{\sigma}^{(M)}}(Z_{u}^{(M)}, Z_{\tau_n}^{(M)}) \\
&\quad + \left|\sigma(Z_{\tau_n}^{(M)}) - \sigma(Z_{\tau_n}^{(M)}) - d\sigma(Z_{\tau_n}^{(M)})(Z_{u}^{(M)} - Z_{\tau_n}^{(M)})\right| 1_{S_{\sigma}^{(M)}}(Z_{\tau_n}^{(M)}, Z_{\tau_n}^{(M)}) \\
&\quad + \left|d\sigma(Z_{\tau_n}^{(M)}) \left(\tilde{\mu}(Z_{\tau_n}^{(M)}) (u - \tau_n) + \frac{1}{2} \sigma(Z_{\tau_n}^{(M)}) d\sigma(Z_{\tau_n}^{(M)}) ((W_u - W_{\tau_n})^2 - (u - \tau_n))\right)\right| \\
&\leq L_{\sigma} |Z_u - Z_{\tau_n}^{(M)}| + b_{\sigma} |Z_{\tau_n}^{(M)} - Z_{\tau_n}^{(M)}|^2 + (L_{\sigma} + \|\sigma\|_{\infty}) |Z_{u}^{(M)} - Z_{\tau_n}^{(M)}| 1_{S_{\sigma}^{(M)}}(Z_{\tau_n}^{(M)}, Z_{\tau_n}^{(M)}) \\
&\quad + \|d\sigma\|_{\infty} (c_{\mu} + \frac{1}{2} \|d\sigma\|_{\infty} c_{\sigma})(1 + |Z_{\tau_n}^{(M)}|)(u - \tau_n) + \frac{1}{2} \|d\sigma\|_{\infty} c_{\sigma}(1 + |Z_{\tau_n}^{(M)}|)|W_u - W_{\tau_n}|^2.
\end{align*}
\]

Using this, the Burkholder-Davis-Gundy inequality, and Jensen’s inequality we obtain for the second summand of (3.72) that there exist constants $\tilde{c}_{7}, \tilde{c}_{8} \in (0, \infty)$ such that

\[
\begin{align*}
&\mathbb{E}\left[ \sup_{t \in [0,u]} \left| \int_{0}^{t} \sum_{n=0}^{\infty} \left(\sigma(Z_u) - \sigma(Z_{\tau_n}^{(M)}) - \int_{\tau_n}^{u} \sigma(Z_{\tau_n}^{(M)}) d\sigma(Z_{\tau_n}^{(M)}) dW_v \right) 1_{(\tau_n, \tau_{n+1})}(u) dW_u \right|^{P} \right] \\
&\leq \tilde{c}_{7} \mathbb{E}\left[ \left( \int_{0}^{u} \sum_{n=0}^{\infty} \left|\sigma(Z_u) - \sigma(Z_{\tau_n}^{(M)}) - \int_{\tau_n}^{u} \sigma(Z_{\tau_n}^{(M)}) d\sigma(Z_{\tau_n}^{(M)}) dW_v \right| 1_{(\tau_n, \tau_{n+1})}(u) du \right)^{\frac{P}{2}} \right] \\
&\leq \tilde{c}_{8} \left( \int_{0}^{u} \sum_{n=0}^{\infty} |Z_u - Z_{\tau_n}^{(M)}| 1_{(\tau_n, \tau_{n+1})}(u) du \right) \\
&\quad + \mathbb{E}\left[ \int_{0}^{u} \sum_{n=0}^{\infty} \left|Z_{u}^{(M)} - Z_{\tau_n}^{(M)}\right|^{2P} 1_{(\tau_n, \tau_{n+1})}(u) du \right] \\
&\quad + \mathbb{E}\left[ \left( \int_{0}^{u} \sum_{n=0}^{\infty} \left|Z_{u}^{(M)} - Z_{\tau_n}^{(M)}\right|^{2P} 1_{S_{\sigma}^{(M)}}(Z_{\tau_n}^{(M)}, Z_{\tau_n}^{(M)}) 1_{(\tau_n, \tau_{n+1})}(u) du \right)^{\frac{P}{2}} \right] \\
&\quad + \mathbb{E}\left[ \int_{0}^{u} \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|)^{P} |u - \tau_n|^{P} 1_{(\tau_n, \tau_{n+1})}(u) du \right] \\
&\quad + \mathbb{E}\left[ \int_{0}^{u} \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|)^{P} |W_u - W_{\tau_n}|^{2P} 1_{(\tau_n, \tau_{n+1})}(u) du \right].
\end{align*}
\]

For the third summand of (3.89), Proposition 3.13 yields

\[
\begin{align*}
&\mathbb{E}\left[ \left( \int_{0}^{u} \sum_{n=0}^{\infty} \left|Z_{u}^{(M)} - Z_{\tau_n}^{(M)}\right|^{2P} 1_{S_{\sigma}^{(M)}}(Z_{\tau_n}^{(M)}, Z_{\tau_n}^{(M)}) 1_{(\tau_n, \tau_{n+1})}(u) du \right)^{\frac{P}{2}} \right] \leq c_{10} \delta^{\frac{2}{2P}}.
\end{align*}
\]

Plugging this, (3.75), (3.76), (3.78), and (3.79) into (3.89) that there exists a constant $\tilde{c}_{9} \in (0, \infty)$ such that

\[
\begin{align*}
&\mathbb{E}\left[ \sup_{t \in [0,u]} \left| \int_{0}^{t} \sum_{n=0}^{\infty} \left(\sigma(Z_u) - \sigma(Z_{\tau_n}^{(M)}) - \int_{\tau_n}^{u} \sigma(Z_{\tau_n}^{(M)}) d\sigma(Z_{\tau_n}^{(M)}) dW_v \right) 1_{(\tau_n, \tau_{n+1})}(u) dW_u \right|^{P} \right] \\
&\leq \tilde{c}_{9} \int_{0}^{u} \mathbb{E}\left[ \sup_{v \in [0,u]} \left|Z_u - Z_{u}^{(M)}\right|^{P} \right] du + \tilde{c}_{9} \delta^{\frac{2}{2P}}.
\end{align*}
\]

For the third summand of (3.72), Lemma 3.4 ensures

\[
\begin{align*}
&\mathbb{E}\left[ \sup_{t \in [0,u]} \left| \int_{0}^{t} \left(\tilde{\rho}(Z_{u-}) - \tilde{\rho}(Z_{u}^{(M)})\right) dN_u \right|^{P} \right] \leq \tilde{c} L_{p}^{u} \int_{0}^{u} \mathbb{E}\left[ \sup_{v \in [0,u]} \left|Z_v - Z_{v}^{(M)}\right|^{P} \right] du.
\end{align*}
\]

(3.91)
Combining (3.72), (3.73), (3.80), (3.81), (3.88), (3.90), and (3.91) we obtain that there exists a constant \( \tilde{c}_{10} \in (0, \infty) \) such that

\[
E \left[ \sup_{t \in [0,s]} |Z_t - Z_t^{(M)}|^p \right] \leq \tilde{c}_{10} \left( \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v - Z_v^{(M)}|^p \right] du + \delta^{\frac{3p}{4}} \right).
\]

Note that \( E \left[ \sup_{v \in [0,T]} |Z_v - Z_v^{(M)}|^p \right] < \infty \) and that \( s \mapsto E \left[ \sup_{v \in [0,s]} |Z_v - Z_v^{(M)}|^p \right] \) is a Borel measurable mapping, because it is monotonically increasing. Hence we apply Gronwall’s inequality and obtain that there exists a constant \( c_{11} \in (0, \infty) \) such that

\[
E \left[ \sup_{t \in [0,T]} |Z_t - Z_t^{(M)}|^p \right] \leq c_{11} \delta^{\frac{3p}{4}}.
\]

This proves the first statement. For the second statement we assume \( S_\sigma = \emptyset \). This improves the estimate in (3.90). Hence, the claim follows from analogue calculations. \( \Box \)

4 Convergence of the transformation-based jump-adapted quasi-Milstein scheme

To get from SDE (1.1) satisfying Assumption (2.1) to SDE (3.1) satisfying Assumption (3.1) we use a certain transformation. It is based on the transformation from [28], we slightly modify it exactly as in [34]. The function \( G \) is constructed such that the coefficients of SDE (1.1) are adjusted locally around the potential discontinuities of the drift. For the convenience of the reader we recall the definition and its properties.

Let \( \alpha_1, \ldots, \alpha_m \) be defined for all \( i \in \{1, \ldots, m\} \) by

\[
\alpha_i = \frac{\mu(\zeta_i^-) - \mu(\zeta_i^+)}{2\sigma^2(\zeta_i)}.
\]

Set

\[
\varphi := \min \left\{ \min_{1 \leq i \leq m} \frac{1}{\min_{1 \leq i \leq m} \frac{\zeta_{i+1} - \zeta_i}{2}}, \min_{1 \leq i \leq m-1} \frac{\zeta_{i+1} - \zeta_i}{2} \right\},
\]

using the conventions that \( \min \emptyset = \infty \) and \( \frac{1}{0} = \infty \), fix \( \nu \in (0, \varphi) \) and define the bump function

\[
\phi(u) = \begin{cases} 
(1 - u^2)^4 & \text{if } |u| \leq 1, \\
0 & \text{otherwise}.
\end{cases}
\]

With this we define the transformation function \( G : \mathbb{R} \to \mathbb{R} \) for all \( x \in \mathbb{R} \) by

\[
G(x) = x + \sum_{i=1}^k \alpha_i \phi \left( \frac{x - \zeta_i}{\nu} \right) (x - \zeta_i)|x - \zeta_i|.
\]  

(4.1)

The following lemma provides properties of the transformation \( G \).
Lemma 4.1 (\cite[Lemma 1]{34}). The function $G$ satisfies the following properties.

(i) The function $G$ is differentiable on $\mathbb{R}$.

(ii) The derivative $G'$ is Lipschitz continuous.

(iii) The derivative satisfies $G'((\zeta_i) = 1$ for all $i \in \{1, \ldots, m\}$.

(iv) The derivative satisfies $\inf_{x \in \mathbb{R}} G'(x) > 0$ and there exists a constant $c \in (0, \infty)$ such that for all $x \in \mathbb{R}$ with $|x| > c$, $G'(x) = 1$.

(v) The function $G$ has a global inverse $G^{-1} : \mathbb{R} \to \mathbb{R}$ which is Lipschitz continuous.

(vi) The function $G'' : \bigcup_{i=1}^{m} (\zeta_{i-1}, \zeta_i) \to \mathbb{R}$ is well defined. In the following we extend this mapping to $G'' : \mathbb{R} \to \mathbb{R}$ by defining

\[
G''(\zeta_i) = 2\alpha_i + 2\frac{\mu(\zeta_i) - \mu(\zeta_i)}{\sigma^2(\zeta_i)}, \quad i \in \{1, \ldots, m\}.
\]

Now we define the process $Z : [0, T] \times \Omega \to \mathbb{R}$ by $Z = G(X)$. Itô’s formula shows that $Z$ satisfies

\[
dZ_t = \tilde{\mu}(Z_t) \, dt + \tilde{\sigma}(Z_t) \, dW_t + \tilde{\rho}(Z_t) \, dN_t, \quad t \in [0, T], \quad Z_0 = \tilde{\xi},
\]

where

\[
\tilde{\mu} = (G' \cdot \mu + \frac{1}{2} G'' \cdot \sigma^2) \circ G^{-1},
\]

\[
\tilde{\sigma} = (G' \cdot \sigma) \circ G^{-1},
\]

\[
\tilde{\rho} = G(G^{-1} + \rho(G^{-1})) - \text{id},
\]

see \cite[Theorem 3.1]{50}.

Lemma 4.2. Assume the coefficients $\mu$, $\sigma$, and $\rho$ satisfy Assumption 2.1. Then $\tilde{\mu}$, $\tilde{\sigma}$, and $\tilde{\rho}$ from (4.2) satisfy Assumption 3.1.

For $\tilde{\mu}$ and $\tilde{\sigma}$ this result is already proven in \cite[Lemma 2]{34}. For $\tilde{\rho}$ the proof works analogously to the respective part in \cite[proof of Theorem 3.1]{50}. Further we obtain the following lemma similar to \cite[Lemma 3]{34} and \cite[Theorem 3.1]{50}.

Lemma 4.3. Let Assumption 2.1 hold. Then the process $Z$ is the unique solution of SDE (3.1) with $\tilde{\mu}$, $\tilde{\sigma}$, and $\tilde{\rho}$ defined as in Lemma 4.2.

Proof. As in the proof of \cite[Theorem 3.1]{50} we can apply the Meyer-Itô formula of \cite[p. 221, Theorem 7]{46} to derive that $Z$ is a solution of SDE (3.1). Because by Lemma 4.2 $\tilde{\mu}$, $\tilde{\sigma}$, and $\tilde{\rho}$ are Lipschitz continuous, we know by \cite[p. 255, Theorem 6]{46} that the solution of the SDE is unique. \hfill \Box

Now we have all tools at hand to prove that there exists an approximation scheme with strong rate of convergence $3/4$. This scheme is the transformation-based jump-adapted quasi-Milstein scheme.
Theorem 4.4. Let Assumption 2.1 hold. Let $p \in [1, \infty)$, $G$ be the transformation defined in (1.1), let $Z : [0, T] \times \Omega \to \mathbb{R}$ be defined by $Z = G(X)$, and let $Z^{(M)}$ be the jump-adapted quasi-Milstein scheme for $Z$ as introduced in (3.3) and (3.6). Then there exists a constant $c \in (0, \infty)$ such that for all $M \in \mathbb{N}$ and $\delta = \frac{T}{M}$ it holds that

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} |X_t - G^{-1}(Z_t^{(M)})|^p \right]^{\frac{1}{p}} \leq c \delta^\frac{3}{4}.
$$

Proof. Using $X = G^{-1}(Z)$, the Lipschitz continuity of $G^{-1}$ (Lemma 4.1 (v)), the fact that the coefficients of $Z$ satisfy Assumption 3.1 (Lemma 4.3), and Theorem 3.14 we obtain that there exists a constant $c \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} |X_t - G^{-1}(Z_t^{(M)})|^p \right]^{\frac{1}{p}} \leq \mathbb{E} \left[ \sup_{t \in [0, T]} |G^{-1}(Z_t) - G^{-1}(Z_t^{(M)})|^p \right]^{\frac{1}{p}} 
\leq L_{G^{-1}} \mathbb{E} \left[ \sup_{t \in [0, T]} |Z_t - Z_t^{(M)}|^p \right]^{\frac{1}{p}} \leq L_{G^{-1}} c_1 \delta^\frac{3}{4} \leq c \delta^\frac{3}{4}.
$$

\[\square\]
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A Additional proofs

Proof of Lemma 3.3 We recall (3.3) to obtain

$$
\tau_{n+1} = (\tau_n + \inf\{s \geq 0 : N_{\tau_n+s} - N_{\tau_n} > 0\}) \wedge \min\{s_m : m \in \{0, \ldots, M\}, s_m > \tau_n\} \wedge T.
$$

Hence, $\tau_{n+1}$ can be expressed as a measurable function of $\tau_n$ and $(N_{\tau_n+s} - N_{\tau_n})_{s \geq 0}$. We denote this function by $f$ and compute

$$
\mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) |W_u - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{N_u = k\}} \right] 
= \mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) |W_u - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{N_u = k\}} \right] 
\leq \mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) \sup_{s \in [0, \delta]} |W_{s+\tau_n} - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{f(\tau_n, (N_{s+\tau_n} - N_{\tau_n})_{s \geq 0}) \geq u\}} \mathbbm{1}_{\{N_u = k\}} \right].
$$

Next we use the conditional expectation and [13, p. 33] to calculate

$$
\mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) |W_u - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{N_u = k\}} \right] 
\leq \mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) \sup_{s \in [0, \delta]} |W_{s+\tau_n} - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{f(\tau_n, (N_{s+\tau_n} - N_{\tau_n})_{s \geq 0}) \geq u\}} \mathbbm{1}_{\{N_u = k\}} |F_{\tau_n}| \right] 
= \mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{N_u = k\}} \mathbb{E} \left[ \sup_{s \in [0, \delta]} |W_{s+\tau_n} - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{f(\tau_n, (N_{s+\tau_n} - N_{\tau_n})_{s \geq 0}) \geq u\}} \mathbbm{1}_{\{N_u = k\}} |F_{\tau_n}| \right] \right] 
= \mathbb{E} \left[ (1 + |Z_{\tau_n}^{(M)}|^p) \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{N_u = k\}} \mathbb{E} \left[ \sup_{s \in [0, \delta]} |W_{s+\tau_n} - W_{\tau_n}|^q \mathbbm{1}_{(\tau_n, \tau_n+1)}(u) \mathbbm{1}_{\{f(\tau_n, (N_{s+\tau_n} - N_{\tau_n})_{s \geq 0}) \geq u\}} \mathbbm{1}_{\{N_u = k\}} |F_{\tau_n}| \right] \right].
$$
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By Lemma 3.2 it holds that \((W_{T_n+s} - W_{T_n})_{s \geq 0}\) and \((N_{T_n+s} - N_{T_n})_{s \geq 0}\) are independent of \(\mathbb{F}_{T_n}\) and that \((W_{T_n+s} - W_{T_n})_{s \geq 0}\) is independent of \((N_{T_n+s} - N_{T_n})_{s \geq 0}\). Using this, Lemma 3.3 and [13, p. 33] we obtain

\[
E\left[(1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]_{z = T_n}
\]

\[
= cW_q \delta^2 \sum_{n=0}^{\infty} (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]_{z = T_n}
\]

\[
= cW_q \delta^2 \sum_{n=0}^{\infty} (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]_{z = T_n}
\]

which proves the first statement.

Using (A.1) we get

\[
E \left[ \sum_{n=0}^{N_T + M} (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]
\]

\[
= E \left[ \sum_{k=0}^{\infty} (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]
\]

\[
= \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} E \left[ (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]
\]

This proves the second statement.

**Proof of Lemma 3.6** Observe that

\[
E \left[ \sum_{n=0}^{N_T + M} (1 + Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]
\]

\[
= \lambda T + M + \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} E \left[ Z_{T_n}^{(M)} | u - W_{T_n}|^q 1_{\{T_n < u\} \cap (u \in \mathbb{F}_{T_n})}\right]
\]

Using (A.2) we get that for all \(n, k \in \mathbb{N}\) there exist constants \(\tilde{c}_1, \tilde{c}_2 \in (0, \infty)\) such that

\[
E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] \leq 2^{p-1} \left( E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] + E \left[ \rho Z_{T_n}^{(M)} | 1_{\{N_T = k\}} | N_T - N_{T_n-1} | 1_{\{N_T = k\}} \right] \right)
\]

\[
\leq 2^{p-1} \left( E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] + 2^{p-1} \tilde{c}_1 \left( E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] + E \left[ \rho Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] \right) \right)
\]

\[
\leq \tilde{c}_1 \left( E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] + \tilde{c}_2 \left( E \left[ Z_{T_n}^{(M)} | 1_{\{N_T = k\}} \right] \right) \right)
\]

(A.3)
where we used that \( N_{\tau_n} - N_{\tau_{n-1}} \in \{0, 1\} \). Using (3.3) we obtain for all \( k, n \in \mathbb{N} \) that

\[
E\left[ |Z_{\tau_n}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] \\
\leq 4^{p-1}\left( E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] + E\left[ |\tilde{\mu}(Z_{\tau_n-1})|^{p} \mathbb{1}_{\{N_T = k\}} \right] \right) \\
+ E\left[ \left| \tilde{\sigma}(Z_{\tau_n-1}) (W_{\tau_n} - W_{\tau_{n-1}}) \right|^p \mathbb{1}_{\{N_T = k\}} \right] \\
+ E\left[ \left( \frac{1}{2} \tilde{\sigma}(Z_{\tau_n-1}) d_{\tilde{\sigma}}(Z_{\tau_n-1}) \right) (W_{\tau_n} - W_{\tau_{n-1}})^2 \right] \\
\leq 4^{p-1}\left( E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] + E\left[ (1 + |\tilde{\mu}|^p) \mathbb{1}_{\{N_T = k\}} \right] \right) \\
+ 2^{p-1}E\left[ \left| \tilde{\sigma}(Z_{\tau_n-1}) \right|^p \mathbb{1}_{\{N_T = k\}} \right] \\
+ 2^{p-2}E\left[ \left| \tilde{\sigma}(Z_{\tau_n-1}) \right|^p \mathbb{1}_{\{N_T = k\}} \right] \\
+ 2^{p-2}E\left[ \left| \tilde{\sigma}(Z_{\tau_n-1}) \right|^p \mathbb{1}_{\{N_T = k\}} \right].
\]

(4.4)

Lemma 5.2 and Lemma 3.3 yield for all \( q \in \mathbb{N} \),

\[
E\left[ (1 + |Z_{\tau_n-1}^{(M)}|^p) \mathbb{1}_{\{N_T = k\}} \right] \\
\leq E\left[ (1 + |Z_{\tau_n-1}^{(M)}|^p) \sup_{t \in [0, \delta]} |W_{t+\tau_{n-1}} - W_{\tau_{n-1}}|^q \mathbb{1}_{\{N_T = k\}} \right] \\
= E\left[ (1 + |Z_{\tau_n-1}^{(M)}|^p) \mathbb{1}_{\{N_T = k\}} \right] E\left[ \sup_{t \in [0, \delta]} |W_{t+\tau_{n-1}} - W_{\tau_{n-1}}|^q \mathbb{1}_{\{N_T = k\}} \right] \\
\leq c_{W} \delta^q \left( \mathbb{P}(N_T = k) + E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] \right).
\]

(5.5)

Plugging (4.5) into (4.4) we get that there exist \( \bar{c}_3, \bar{c}_4 \in (0, \infty) \) such that

\[
E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] \\
\leq 4^{p-1}\left( E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] + 2^{p-1}E\left[ \left| \tilde{\mu} \right|^p \mathbb{1}_{\{N_T = k\}} \right] \\
+ 2^{p-1}E\left[ \left| \tilde{\sigma} \right|^p \mathbb{1}_{\{N_T = k\}} \right] \\
+ 2^{p-2}E\left[ \left| \tilde{\sigma} \right|^p \mathbb{1}_{\{N_T = k\}} \right] \right) \\
\leq \bar{c}_3 \mathbb{P}(N_T = k) + \bar{c}_4 E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right].
\]

(6.6)

Combining this with (4.3) we get that there exist constants \( \tilde{c}_5, \tilde{c}_6, \tilde{c}_7, \tilde{c}_8 \in (1, \infty) \) such that

\[
E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] \leq \tilde{c}_5 \mathbb{P}(N_T = k) + \tilde{c}_6 E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right]
\]

(7.7)

and

\[
E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right] \leq \tilde{c}_7 \mathbb{P}(N_T = k) + \tilde{c}_8 E\left[ |Z_{\tau_n-1}^{(M)}|^p \mathbb{1}_{\{N_T = k\}} \right].
\]

(8.8)
Using (A.7) and the fact that ˜ξ is deterministic, we recursively obtain
\[
\begin{align*}
\mathbb{E}\left[|Z_{\tau_0}^{(M)}|^p \mathbbm{1}_{\{N_T = k\}}\right] & \leq \sum_{j=0}^{n-1} c_5 c_6^j \mathbb{P}(N_T = k) + c_6^n \mathbb{E}\left[\tilde{\xi} \mathbbm{1}_{\{N_T = k\}}\right] \\
\leq & \tilde{c}_6 (1 + |\tilde{\xi}|) \mathbb{P}(N_T = k) \sum_{j=0}^{n} \tilde{c}_6^j = \tilde{c}_6 (1 + |\tilde{\xi}|) \frac{1 - \tilde{c}_6^{n+1}}{1 - \tilde{c}_6} \mathbb{P}(N_T = k). \quad (A.9)
\end{align*}
\]

Analogously using (A.8) recursively, then (A.6), and defining ˜c_9 = ˜c_7 \lor (˜c_3 + ˜c_4|\tilde{\xi}|) we get
\[
\begin{align*}
\mathbb{E}\left[|Z_{\tau_0}^{(M)}|^p \mathbbm{1}_{\{N_T = k\}}\right] & \leq \sum_{j=0}^{n-2} \tilde{c}_7 \tilde{c}_8^j \mathbb{P}(N_T = k) + \tilde{c}_8^{n-1} \mathbb{E}\left[|Z_{\tau_1}^{(M)}|^p \mathbbm{1}_{\{N_T = k\}}\right] \\
\leq & \sum_{j=0}^{n-2} \tilde{c}_7 \tilde{c}_8^j \mathbb{P}(N_T = k) + \tilde{c}_8^{n-1} \left(\tilde{c}_3 \mathbb{P}(N_T = k) + \tilde{c}_4 \mathbb{E}\left[\tilde{\xi} \mathbbm{1}_{\{N_T = k\}}\right]\right) \\
\leq & (\tilde{c}_7 + (\tilde{c}_3 + \tilde{c}_4|\tilde{\xi}|))^p \mathbb{P}(N_T = k) \sum_{j=0}^{n-1} \tilde{c}_8^j = \tilde{c}_9 \frac{1 - \tilde{c}_8^{n+1}}{1 - \tilde{c}_8} \mathbb{P}(N_T = k). \quad (A.10)
\end{align*}
\]

Recalling ˜c_6 > 1 and plugging (A.9) into (A.2) we obtain
\[
\begin{align*}
\mathbb{E}\left[\sum_{n=0}^{N_T + M} (1 + |Z_{\tau_0}^{(M)}|^p)\right] & \leq \lambda T + M + \tilde{c}_6 (1 + |\tilde{\xi}|) \sum_{k=0}^{k+M} \frac{(\tilde{c}_6)^{n+1} - 1}{\tilde{c}_6} \mathbb{P}(N_T = k) \\
= & \lambda T + M + \frac{\tilde{c}_6 (1 + |\tilde{\xi}|)}{\tilde{c}_6 - 1} \left(\sum_{k=0}^{\infty} \mathbb{P}(N_T = k) \sum_{n=0}^{k+M} \tilde{c}_6^n - \sum_{k=0}^{\infty} \mathbb{P}(N_T = k) (k + M)\right) \\
\leq & \lambda T + M + \frac{\tilde{c}_6 (1 + |\tilde{\xi}|)}{\tilde{c}_6 - 1} \sum_{k=0}^{\infty} \mathbb{P}(N_T = k) \tilde{c}_6^k \frac{1 - \tilde{c}_6^{k+M+1}}{1 - \tilde{c}_6} \quad (A.11) \\
\leq & \lambda T + M + \frac{\tilde{c}_6^{M+2} (1 + |\tilde{\xi}|)}{(\tilde{c}_6 - 1)^2} \sum_{k=0}^{\infty} \mathbb{P}(N_T = k) \tilde{c}_6^k \\
= & \lambda T + M + \frac{\tilde{c}_6^{M+2} (1 + |\tilde{\xi}|)}{(\tilde{c}_6 - 1)^2} \exp(\lambda T(\tilde{c}_6 - 1)).
\end{align*}
\]

Similar steps as in (A.2) together with (A.10), and the fact that ˜c_8 > 1 ensure that there exists
a constant \( \tilde{c}_{10} \in (0, \infty) \) such that

\[
\mathbb{E} \left[ N_T^{p-1} \sum_{n=0}^{N_T + M} (1 + |Z_{\tau_n}^{(M)}|^p) \right] = \sum_{k=0}^{\infty} \mathbb{E} \left[ k^{p-1} \sum_{n=0}^{k} (1 + |Z_{\tau_n}^{(M)}|^p) \mathbf{1}_{\{N_T = k\}} \right]
\]

\[
= \sum_{k=0}^{\infty} \sum_{n=0}^{k+M} k^{p-1} \mathbb{P}(N_T = k) + \sum_{k=0}^{\infty} \sum_{n=0}^{k+M} k^{p-1} \mathbb{E} \left[ |Z_{\tau_n}^{(M)}|^p \mathbf{1}_{\{N_T = k\}} \right]
\]

\[
\leq \sum_{k=0}^{\infty} k^{p} \mathbb{P}(N_T = k) + M \sum_{k=0}^{\infty} k^{p-1} \mathbb{P}(N_T = k) + \sum_{k=0}^{\infty} \sum_{n=0}^{k+M} k^{p-1} \tilde{c}_9 \frac{1}{1 - \tilde{c}_8} \mathbb{P}(N_T = k)
\]

\[
\leq \mathbb{E}[N_T^p] + M \mathbb{E}[N_T^{p-1}] + \frac{\tilde{c}_9}{\tilde{c}_8 - 1} \sum_{k=0}^{\infty} k^{p-1} \mathbb{P}(N_T = k) \sum_{n=0}^{k+M} \tilde{c}_8^n
\]

\[
= \mathbb{E}[N_T^p] + M \mathbb{E}[N_T^{p-1}] + \frac{\tilde{c}_9}{(\tilde{c}_8 - 1)^2} \sum_{k=0}^{\infty} k^{p-1} \mathbb{P}(N_T = k) \tilde{c}_8^k
\]

\[
\leq \mathbb{E}[N_T^p] + M \mathbb{E}[N_T^{p-1}] + \frac{\tilde{c}_9 \tilde{c}_8^{M+1}}{(\tilde{c}_8 - 1)^2} \exp(\lambda T (\tilde{c}_8 - 1)).
\]

Here we set \( \tilde{c}_{10} \) as the \((p-1)\)-th moment of a Poisson distributed random variable with parameter \( \tilde{c}_8 \lambda T \). Choosing \( c_M \) as the sum of the constants derived in (A.11) and (A.12) finishes the proof.

**Proof of Lemma 3.7.** By (3.7) we have for all \( s \in [0, T] \),

\[
\mathbb{E} \left[ \sup_{t \in [0, s]} |Z_t^{(M)}|^p \right]
\]

\[
\leq 4^{p-1} \left( \tilde{c}_s^p + \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} \tilde{\mu}(Z_{\tau_n}^{(M)}) \mathbf{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right|^p \right] \right)^{1/p} + \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} (\tilde{\sigma}(Z_{\tau_n}^{(M)}) + \tilde{\sigma}(Z_{\tau_n}^{(M)}) d\tilde{\sigma}(Z_{\tau_n}^{(M)})(W_u - W_{\tau_n}) \mathbf{1}_{(\tau_n, \tau_{n+1})}(u) \, dW_u \right|^p \right]^{1/p} + \mathbb{E} \left[ \sup_{t \in [0, s]} \left| \int_0^t \tilde{\rho}(Z_{u-}^{(M)}) \, dN_u \right|^p \right]^{1/p} \]  

(A.13)

In the following we estimate each summand of (A.13) separately. For the first one we apply Jensen’s inequality, use the fact that \( u \) lies in at most one interval \((\tau_n, \tau_{n+1}]\), and apply Lemma...
Next we estimate the second expectation of (A.15) using Lemma 3.2, Lemma 3.3, (3.8), and
\[ E \left[ \sup_{t \in [0,s]} \left| \int_0^t \sum_{n=0}^{\infty} \tilde{\mu}(Z^{(M)}_{\tau_n}) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right|^p \right] = E \left[ \sup_{t \in [0,s]} \left| \int_0^t \sum_{n=0}^{N_T+M} \tilde{\mu}(Z^{(M)}_{\tau_n}) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right|^p \right] 
\leq E \left[ \sup_{t \in [0,s]} T^{p-1} \int_0^t \sum_{n=0}^{N_T+M} \left| \tilde{\mu}(Z^{(M)}_{\tau_n}) \right|^p \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right] 
\leq 2^{p-1} T^{p-1} c^p \delta \left[ \sum_{n=0}^{N_T+M} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \right] 
\leq 2^{p-1} T^{p-1} c^p \delta c_M < \infty. \tag{A.14} \]

Next we consider the second summand of (A.13) and apply Lemma 3.4 to show that there exists \( \hat{c} \in (0, \infty) \) so that
\[
E \left[ \sup_{t \in [0,s]} \left| \int_0^s \sum_{n=0}^{\infty} \tilde{\sigma}(Z^{(M)}_{\tau_n}) + \tilde{\sigma}(Z^{(M)}_{\tau_n}) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, dW_u \right|^p \right] 
\leq \hat{c} E \left[ \int_0^s \sum_{n=0}^{\infty} \left| \tilde{\sigma}(Z^{(M)}_{\tau_n}) + \tilde{\sigma}(Z^{(M)}_{\tau_n}) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \right|^p \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right] 
\leq 2^{p-1} \hat{c} \left( E \left[ \int_0^s \sum_{n=0}^{\infty} |\tilde{\sigma}(Z^{(M)}_{\tau_n})|^p \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right] 
+ E \left[ \int_0^s \sum_{n=0}^{\infty} |\tilde{\sigma}(Z^{(M)}_{\tau_n})| \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right] \right). \tag{A.15} \]

Estimating the first expectation of (A.15) using Lemma 3.4, we obtain that there exists a constant \( c_M \in (0, \infty) \) such that
\[
E \left[ \int_0^s \sum_{n=0}^{\infty} \tilde{\sigma}(Z^{(M)}_{\tau_n}) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right] \leq 2^{p-1} c^p \delta \left[ \sum_{n=0}^{N_T+M} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{(\tau_n, \tau_{n+1})}(u) \right] 
= 2^{p-1} c^p \delta \left[ \sum_{n=0}^{N_T+M} (1 + |Z^{(M)}_{\tau_n}|^p) \, du \right] \leq 2^{p-1} c^p \delta c_M. \tag{A.16} \]

Next we estimate the second expectation of (A.15) using Lemma 3.2, Lemma 3.4, (3.8), and
Lemma 3.6 We get that there exist $c_M, c_W \in (0, \infty)$ such that
\[
E \left[ \int_0^s \sum_{n=0}^{\infty} \left| \delta(Z_{t_n}^{(M)}) d\delta(Z_{t_n}^{(M)}) (W_u - W_{t_n}) \right|^p 1_{(t_n, t_{n+1})}(u) \, du \right] \\
\leq 2^{p-1} c_p \rho^p \delta \sum_{k=0}^{N_T + M} \left( 1 + |Z_{t_n}^{(M)}|^p \right) \sup_{v \in [0, \delta]} |W_{v + t_n} - W_{t_n}|^p \\
= 2^{p-1} c_p \rho^p \delta \sum_{k=0}^{N_T + M} \E \left[ \left( 1 + |Z_{t_n}^{(M)}|^p \right) \sup_{v \in [0, \delta]} |W_{v + t_n} - W_{t_n}|^p 1_{(N_T = k)} \right] \\
= 2^{p-1} c_p \rho^p \delta \sum_{k=0}^{N_T + M} \E \left[ \left( 1 + |Z_{t_n}^{(M)}|^p \right) 1_{(N_T = k)} \E \left[ \sup_{v \in [0, \delta]} |W_{v + t_n} - W_{t_n}|^p \right] \right] \\
\leq 2^{p-1} c_p \rho^p \delta c_M \leq 2^{p-1} c_p \rho^p \delta^{\frac{p}{2} + 1} c_M.
\]

Plugging (A.16) and (A.17) into (A.15) we obtain
\[
E \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} \delta(Z_{t_n}^{(M)}) d\delta(Z_{t_n}^{(M)}) (W_u - W_{t_n}) \right|^p 1_{(t_n, t_{n+1})}(u) \, dW_u \right] \\
\leq 2^{p-1} c_p \rho^p \delta c_M + 2^{p-1} c_p \rho^p \delta^{\frac{p}{2} + 1} c_M < \infty.
\]

Next we consider the last summand of (A.13). We recall that by $\nu_i$ we denote the $i$-th jump time of $N$ and use Lemma 3.6. This ensures that there exists $c_M \in (0, \infty)$ such that
\[
E \left[ \sup_{t \in [0, s]} \left| \int_0^t \tilde{\nu}(Z_{t_n}^{(M)}) d\tilde{\nu}(N_{t_n}^{(M)}) \right|^p \right] = E \left[ \sup_{t \in [0, s]} \left| \sum_{i=1}^{N_t} \tilde{\nu}(Z_{\nu_i}^{(M)}) \right|^p \right] \\
\leq 2^{p-1} c_p \rho^p E \left[ N_T^{p-1} \sum_{i=1}^{N_T} \left( 1 + |Z_{\nu_i}^{(M)}|^p \right) \right] \\
\leq 2^{p-1} c_p \rho^p E \left[ N_T^{p-1} \sum_{n=0}^{N_T + M} \left( 1 + |Z_{t_n}^{(M)}|^p \right) \right] \\
\leq 2^{p-1} c_p \rho^p c_M < \infty.
\]

Combining (A.13), (A.14), (A.18), and (A.19) we obtain for all $s \in [0, T]$, all $M \in \mathbb{N}$, and all $p \in \mathbb{N}$,
\[
E \left[ \sup_{t \in [0, s]} |Z_{t}^{(M)}|^p \right] < \infty.
\]

Next we estimate (A.13) again with the goal to to apply the Gronwall inequality. We once more estimate all summands separately and start with the first one. Similar as in (A.14) we obtain
\[
E \left[ \sup_{t \in [0, s]} \left| \int_0^t \sum_{n=0}^{\infty} \mu(Z_{t_n}^{(M)}) 1_{(t_n, t_{n+1})}(u) \, du \right|^p \right] \\
\leq 2^{p-1} T^{p-1} c_p \rho^p \mu \left[ \int_0^s \sum_{n=0}^{\infty} \left( 1 + \sup_{v \in [0, \mu]} |Z_{v}^{(M)}|^p \right) 1_{(t_n, t_{n+1})}(u) \, du \right] \\
\leq 2^{p-1} T^{p-1} c_p \rho^p + 2^{p-1} T^{p-1} c_p \mu \left[ \int_0^s \left( \sup_{v \in [0, \mu]} |Z_{v}^{(M)}|^p \right) \, du \right].
\]
expectation of \((A.15)\) we obtain

\[
E \left[ \int_0^s \sum_{n=0}^\infty |\bar{\sigma}(Z_{\tau_n}^{(M)})|^p \mathbf{1}_{(\tau_n, \tau_{n+1})}(u) \, du \right]
\]

\[
\leq 2^{p-1}c_\sigma^p \frac{\tau_{n+M}}{\tau_n} \left( 1 + \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right) \mathbf{1}_{(\tau_n, \tau_{n+1})}(u) \, du \tag{A.22}
\]

\[
\leq 2^{p-1}c_\sigma^p T + 2^{p-1}c_\sigma^p \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right] \, du.
\]

Combining \((A.15), (A.22),\) and \((A.23)\) we obtain

\[
E \left[ \sup_{t \in [0,s]} \int_0^t \sum_{n=0}^\infty \left( \bar{\sigma}(Z_{\tau_n}^{(M)}) + \bar{\sigma}(Z_{\tau_n}^{(M)}) d\bar{\sigma}(Z_{\tau_n}^{(M)}) (W_u - W_{\tau_n}) \right) \mathbf{1}_{(\tau_n, \tau_{n+1})}(u) \, dW_u \right]^p
\]

\[
\leq 2^{p-1}c_\sigma^p T \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right] \, du \tag{A.24}
\]

\[
+ 2^{p-1}c_\sigma^p L_\sigma^p c_\sigma \delta_\sigma^2 \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right] \, du.
\]

For the last summand of \((A.13)\) Lemma \(3.4\) yields that there exists \(\hat{c} \in (0, \infty)\) such that

\[
E \left[ \sup_{t \in [0,s]} \int_0^t \bar{\rho}(Z_{u-}^{(M)}) \, dN_u \right]^p \leq \hat{c} \int_0^s E \left[ |\bar{\rho}(Z_u^{(M)})|^p \right] \, du \tag{A.25}
\]

\[
\leq 2^{p-1} \hat{c} c_\rho^p T + 2^{p-1} \hat{c} c_\rho^p \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right] \, du.
\]

Plugging \((A.21), (A.24),\) and \((A.25)\) into \((A.13)\) we obtain that there exists a constants \(\tilde{c}_1 \in (0, \infty)\) such that

\[
E \left[ \sup_{t \in [0,s]} |Z_t^{(M)}|^p \right] \leq \tilde{c}_1 \left( 1 + |\tilde{\xi}|^p \right) + \tilde{c}_1 \int_0^s E \left[ \sup_{v \in [0,u]} |Z_v^{(M)}|^p \right] \, du.
\]

Because \([0,T] \ni s \mapsto E \left[ \sup_{v \in [0,s]} |Z_v^{(M)}|^p \right] \) is finite due to \((A.20)\) and Borel measurable since it is increasing, we conclude by Gronwall’s inequality that there exists a constant \(c_1 \in (0, \infty)\) such that

\[
E \left[ \sup_{t \in [0,T]} |Z_t^{(M)}|^p \right] \leq c_1 \left( 1 + |\tilde{\xi}|^p \right).
\]

This proves the first inequality.
Hence, we obtain that there exists a constant \( c \in (0, \infty) \) such that

\[
\mathbb{E}\left[ \sum_{n=0}^{\infty} \left| Z^{(M)}_s - Z^{(M)}_t \right|^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] 
\leq \mathbb{E}\left[ \sum_{n=0}^{\infty} \tilde{c}_2 \left( \left| \tilde{\mu}(Z^{(M)}_{\tau_n})(s - \tau_n) \right|^p + \left| \tilde{\sigma}(Z^{(M)}_{\tau_n})(W_s - W_{\tau_n}) \right|^p \right. \right.
\left. + \left| \frac{1}{2} \tilde{\sigma}(Z^{(M)}_{\tau_n})d_\delta(Z^{(M)}_{\tau_n})((W_s - W_{\tau_n})^2 - (s - \tau_n)) \right|^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right]
\leq \tilde{c}_2 \left( 2^{p-1} \tilde{c}_2^p \delta^p \mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \right.
\left. + 2^{p-1} \tilde{c}_2^p \mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) W_s - W_{\tau_n} |^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \right.
\left. + \frac{1}{2} \tilde{c}_2^p L_\sigma^p \mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) W_s - W_{\tau_n} |^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \right.
\left. + \frac{1}{2} \tilde{c}_2^p L_\sigma^p \mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \right) .
\]

Applying Lemma 3.3 to the second and third summand we obtain that there exists a constant \( \tilde{c}_3 \in (0, \infty) \) such that

\[
\mathbb{E}\left[ \sum_{n=0}^{\infty} \left| Z^{(M)}_s - Z^{(M)}_t \right|^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] 
\leq \tilde{c}_3 \left( \delta^p + \delta^p \cdot \delta^p + \delta^p \right) \mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] .
\]

By the first claim it holds that

\[
\mathbb{E}\left[ \sum_{n=0}^{\infty} (1 + |Z^{(M)}_{\tau_n}|^p) \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \leq 1 + \mathbb{E}\left[ \sup_{v \in [0, T]} |Z^{(M)}_v|^p \right] \leq 1 + c_1 (1 + |\tilde{\xi}|^p). 
\]

Hence, we obtain that there exists a constant \( c_2 \in (0, \infty) \) such that

\[
\mathbb{E}\left[ \sum_{n=0}^{\infty} \left| Z^{(M)}_s - Z^{(M)}_t \right|^p \mathbb{1}_{[\tau_n, \tau_{n+1})}(s) \right] \leq c_2 (1 + |\tilde{\xi}|^p) \delta^p, 
\]

which proves the second statement.

For the third statement let \( t \in [0, T - \delta] \). Then by Lemma 3.4 there exists a constant \( \hat{c} \in (0, \infty) \) such that

\[
\mathbb{E}\left[ \sup_{s \in [t, t+\delta]} \left| Z^{(M)}_s - Z^{(M)}_t \right|^p \right] 
\leq 3^{p-1} \hat{c} \left( \int_t^{t+\delta} \mathbb{E}\left[ \sum_{n=0}^{\infty} \tilde{\mu}(Z^{(M)}_{\tau_n}) \mathbb{1}_{[\tau_n, \tau_{n+1})}(u) \right]^p \right) du 
\leq \int_t^{t+\delta} \mathbb{E}\left[ \sum_{n=0}^{\infty} \left( \tilde{\sigma}(Z^{(M)}_{\tau_n})d_\delta(Z^{(M)}_{\tau_n})(W_s - W_{\tau_n}) \right) \mathbb{1}_{[\tau_n, \tau_{n+1})}(u) \right]^p \right) du 
\leq \int_t^{t+\delta} \mathbb{E}\left[ \tilde{\rho}(Z^{(M)}_{\tau_n}) \right]^p \right) du ,
\]

(A.26)
Next we consider each expectation separately. For the first one we obtain

$$\begin{align*}
E \left[ \sum_{n=0}^{\infty} \tilde{\mu}(Z_{\tau_n}^{(M)}) I_{[\tau_n,\tau_{n+1})}(u)^p \right] & \leq 2^{p-1} c_\rho^p E \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|^p) I_{[\tau_n,\tau_{n+1})}(u) \right] \\
& \leq 2^{p-1} c_\rho^p (1 + E \left[ \sup_{t \in [0,T]} |Z_t^{(M)}|^p \right]) \leq 2^{p-1} c_\rho^p (1 + 1 + |\tilde{\xi}|^p). \tag{A.27}
\end{align*}$$

For the second one we use Lemma 3.5 to obtain that there exists $c_{W_p} \in (0, \infty)$ such that

$$\begin{align*}
E \left[ \sum_{n=0}^{\infty} \tilde{\sigma}(Z_{\tau_n}^{(M)}) + \tilde{\sigma}(Z_{\tau_n}^{(M)}) d_{\tilde{\sigma}}(Z_{\tau_n}^{(M)})(W_u - W_{\tau_n}) I_{[\tau_n,\tau_{n+1})}(u)^p \right] \\
& \leq E \left[ \sum_{n=0}^{\infty} 2^{p-1} \left( |\tilde{\sigma}(Z_{\tau_n}^{(M)})|^p + |\tilde{\sigma}(Z_{\tau_n}^{(M)}) d_{\tilde{\sigma}}(Z_{\tau_n}^{(M)})(W_u - W_{\tau_n})|^p \right) I_{[\tau_n,\tau_{n+1})}(u) \right] \\
& \leq 4^{p-1} c_\sigma^p E \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|^p) I_{[\tau_n,\tau_{n+1})}(u) \right] \\
& \quad + 4^{p-1} c_\sigma^p L_{\sigma}^P E \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|^p)|W_u - W_{\tau_n}|^p I_{[\tau_n,\tau_{n+1})}(u) \right] \\
& \leq 4^{p-1} c_\sigma^p (1 + E \left[ \sup_{t \in [0,T]} |Z_t^{(M)}|^p \right]) + 4^{p-1} c_\sigma^p L_{\sigma}^P c_{W_p}^p \beta_\tilde{\sigma} \beta_\tilde{\rho} \left[ \sum_{n=0}^{\infty} (1 + |Z_{\tau_n}^{(M)}|^p) I_{[\tau_n,\tau_{n+1})}(u) \right] \\
& \leq \left( 4^{p-1} c_\sigma^p + 4^{p-1} c_\sigma^p L_{\sigma}^P c_{W_p}^p \beta_\tilde{\rho} \right) (1 + c_1(1 + |\tilde{\xi}|^p)). \tag{A.28}
\end{align*}$$

For the third term we calculate

$$\begin{align*}
E \left[ \tilde{\rho}(Z_{\tau_n}^{(M)})^p \right] & \leq 2^{p-1} c_\rho^p (1 + E \left[ \sup_{t \in [0,T]} |Z_t^{(M)}|^p \right]) \leq 2^{p-1} c_\rho^p (1 + c_1(1 + |\tilde{\xi}|^p)). \tag{A.29}
\end{align*}$$

Plugging (A.27), (A.28), and (A.29) into (A.26) we obtain that there exists a constant $\tilde{c}_4 \in (0, \infty)$ such that

$$\begin{align*}
E \left[ \sup_{s \in [t,t+\delta]} |Z_s^{(M)} - Z_t^{(M)}|^p \right] & \leq \tilde{c}_4 \int_t^{t+\delta} \left( 1 + c_1(1 + |\tilde{\xi}|^p) \right) du \\
& = \tilde{c}_4 \left( 1 + c_1(1 + |\tilde{\xi}|^p) \right) \delta \leq \tilde{c}_4 (1 + c_1)(1 + |\tilde{\xi}|^p) \delta.
\end{align*}$$

Defining $c_3 := \tilde{c}_4 (1 + c_1)$ finishes the proof. \qed
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