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Abstract—Representing deep neural networks (DNNs) in low-precision is a promising approach to enable efficient acceleration and memory reduction. Previous methods that train DNNs in low-precision typically keep a copy of weights in high-precision during the weight updates. Directly training with low-precision weights leads to accuracy degradation due to complex interactions between the low-precision number systems and the learning algorithms. To address this issue, we develop a co-designed low-precision training framework, termed LNS-Madam, in which we jointly design a logarithmic number system (LNS) and a multiplicative weight update algorithm (Madam). We prove that LNS-Madam results in low quantization error during weight updates, leading to stable performance even if the precision is limited. We further propose a hardware design of LNS-Madam that resolves practical challenges in implementing an efficient datapath for LNS computations. Our implementation effectively reduces energy overhead incurred by LNS-to-integer conversion and partial sum accumulation. Experimental results show that LNS-Madam achieves comparable accuracy to full-precision counterparts with only 8 bits on popular computer vision and natural language tasks. Compared to FP32 and FP8, LNS-Madam reduces the energy consumption by over 90% and 55%, respectively.
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1 INTRODUCTION

Deep neural networks (DNNs) have shown impressive performance in many applications, including image classification and language processing. However, training and deploying DNNs typically incurs significant computation and energy costs. Traditionally, values in neural networks are represented using floating-point (32-bit) numbers, which incurs a large arithmetic and memory footprint, and hence significant energy consumption. However, recent studies suggest that high-precision number formats are redundant, and models can be quantized in low-precision with little loss in accuracy [1], [2]. Low-precision numbers only require low-bitwidth computational units, leading to better computational efficiency and less required memory bandwidth and capacity.

While low-precision training methods generally reduce computational costs, energy efficiency can be further improved by choosing a logarithmic number system (LNS) for representing numbers. LNS achieves a higher computational efficiency by transforming expensive multiplication operations in the network layers to inexpensive additions in their logarithmic representations. In addition, it attains a wide dynamic range and can provide a good approximation of the non-uniform weight distribution in neural networks. Thus LNS is an excellent candidate for training DNNs in low-precision [3], [4], [5].

Although previous studies demonstrate that it is feasible to train networks in low-precision using LNS, these approaches have not yet shown promising results on larger datasets and state-of-the-art models [5], [6]. Standard LNS fixes the base of the logarithm, termed log-base, to be precisely two. However, a more flexible log-base is needed since the numbers in DNNs require different quantization gaps during training [7]. A flexible log-base can introduce additional hardware overhead due to expensive conversion operations between the logarithmic and integer (linear) formats. This motivates us to design a LNS that has a flexible choice of the log-base while maximizing the efficiency of LNS-to-integer conversions.

Conventional low-precision training methods typically require high-precision copies of weights and gradients during weight update to maintain optimization stability. In fact, most recent studies even use a full-precision (FP32) copy of weights [5], [6]. This introduces additional energy...
3) To achieve low-precision weight updates in LNS, we replace standard SGD or Adam optimizers with our proposed optimizer based on Madam, which directly updates the weights in the LNS. Through theoretical analysis and empirical evaluations, we show that the proposed Madam optimizer achieves significantly lower quantization error in LNS.

4) In our experiments, LNS-Madam achieves full-precision accuracy with 8 bit representations on popular computer vision and natural language tasks while reducing energy consumption by over 90%. The energy efficiency results for training different models with various number formats are summarized in Fig. 2.

2 HARDWARE-FRIENDLY MULTI-BASE LOGARITHMIC NUMBER SYSTEM

In this section, we introduce our multi-base logarithmic number system (LNS), including the corresponding number representation and arithmetic operations.

We start with the mathematical formulation that we will use throughout this paper. We assume that the DNN $F(\cdot, W)$ is composed of $L$ layers with learnable weights $W$ and input activations $X$ across the layers. $L(W)$ denotes the training loss. The forward propagation is defined as: $X_l = f_l(X_{l-1}, W_l)$, where $l \in [1, L]$ denotes layer $l$, $\nabla X_l = \frac{\partial L(W)}{\partial X_l}$ and $\nabla W_l = \frac{\partial L(W)}{\partial W_l}$ denote gradients with respect to input activations and weights, respectively, at layer $l$. For a number system, we define $B$ as the bitwidth, $x$ as a number, and $x^q$ as the number in quantized format.

2.1 Multi-Base Logarithmic Representation

Unlike prior work that uses exactly 2 as the base of the logarithmic representation, we propose a multi-base logarithmic representation that allows the base to be two with a fractional exponent, such that

$$x = \text{sign} \times 2^{\hat{x}/\gamma} \quad \hat{x} = 0, 1, 2, \ldots, 2^{B-1} - 1,$$

where $\hat{x}$ is an integer and $\gamma$ is the base factor that controls the fractional exponent of the base. $\gamma$ controls the quantization gap, which is the distance between successive representable values within the number system. Previous work has already demonstrated that logarithmic quantized neural networks achieve better performance when relaxing $\gamma$ from 1 to 2 [5]. We find that further relaxation can help adapt to different models and datasets. Therefore we generalize the
and activations and activation gradients in backward propagation. The quantized weights are the actual numbers stored in the system.

### 2.2 Arithmetic Operations in LNS

One of the benefits of using LNS stems from the low computational cost of its arithmetic operations. We use dot product operations as an example since they are prevalent during training. Consider two vectors $\mathbf{a} \in \mathbb{R}^n$ and $\mathbf{b} \in \mathbb{R}^n$ that are represented by their integer exponents $\mathbf{a}$ and $\mathbf{b}$ in LNS. A dot product operation between them can be represented as follows:

$$\mathbf{a}^T \mathbf{b} = \sum_{i=1}^{n} \text{sign}(a_i) \times 2^{a_i} \times 2^{b_i} = \sum_{i=1}^{n} \text{sign}(a_i) \times 2^{(a_i + b_i)} = \sum_{i=1}^{n} \text{sign}(a_i) \times 2^{b_i},$$

where $\text{sign}(a_i) = \text{sign}(a_i) \oplus \text{sign}(b_i)$. In this dot product operation, each element-wise multiplication is computed as an addition between integer exponents, which significantly reduces the computational cost by requiring adders instead of multipliers.

While the multiplications are easy to compute in LNS, the accumulation is difficult to compute efficiently as it requires first converting from logarithmic to integer format and then performing the addition operation. The conversion between these formats is generally expensive as it requires computing $2^{\mathsf{hi}}/\gamma$ using polynomial expansion. To overcome this challenge, we decompose the exponent $2^{\mathsf{hi}}/\gamma$ into a quotient component $\mathsf{hi}_{q}$ and a remainder component $\mathsf{hi}_{r}$ as follows:

$$2^{\mathsf{hi}}/\gamma = 2^{\mathsf{hi}_{q}+\mathsf{hi}_{r}} = 2^{\mathsf{hi}_{q}} \cdot 2^{\mathsf{hi}_{r}/\gamma}.$$

With this decomposition, converting from LNS to integer requires only a table lookup for $2^{\mathsf{hi}_{r}}/\gamma$ followed by a shift for $2^{\mathsf{hi}_{q}}$. For the table lookup, we simply maintain $\gamma$ constants $2^{\mathsf{hi}} \forall i \in \{0, 1, \ldots, \gamma - 1\}$ and select the constant based on the remainder $\mathsf{hi}_{r}$. Note that because $\gamma$ is restricted to be power of 2, the remainder can be efficiently extracted from the least-significant bits (LSB) of the exponent while the quotient can be extracted from the most-significant bits (MSB).

Typically the lookup table (LUT) requires $2^\gamma$ entries for storing all possible values.

### 2.3 Conversion Approximation

In addition to the exact conversion technique discussed above, we can further reduce the cost of the LNS-to-integer conversion using a hybrid approximation method. Our method is based on Mitchell approximation [9]: $2^{\mathsf{hi}}/\gamma \approx (1 + \mathsf{x}/\gamma)$, where the logarithmic format can be efficiently approximated to the integer format when $\mathsf{x}/\gamma$ is small. Specifically, we further split the remainder into a LSB and a MSB component. The value of the LSB is approximated using Mitchell approximation, and the value of the MSB is performed with table lookup. This helps reduce the size of the LUT. We present a detailed description of our approximation method in the Appendix B, which can be found on the Computer Society Digital Library at http://ieeecomputersociety.org/10.1109/TC.2022.3202747. In addition, since the approximation serves as an additional non-linear operation in neural networks, we find the approximated training does not damage accuracy in practice.

### 3 Quantized Forward and Backward Propagation on LNS

In this section, we introduce how to apply multi-base LNS to quantized training, as illustrated in Fig. 3.

To realize reduced precision for values and arithmetic during training, we define a logarithmic quantization function $\text{Qlog} : \mathbb{R} \rightarrow \mathbb{R}$, which quantizes a real number into a sign and an integer exponent using a limited number of bits. $\text{Qlog}$ is defined as follows:

$$\text{Qlog}(x) = \text{sign}(x) \times s \times 2^{(\mathsf{x})/\gamma},$$

where $\mathsf{x} = \text{clamp}(\text{round}(\log_{2}(|x|/s) \times \gamma), 0, 2^{\gamma - 1} - 1)$, and $s \in \mathbb{R}$ denotes a scale factor. $\text{Qlog}$ first brings scaled numbers $|x|/s$ into their logarithmic space, magnifies them by the base factor $\gamma$ and then performs rounding and clamping functions to convert them into desired integer exponents $\mathsf{x}$. 

![Illustration of LNS-Madam](image)
The scale factor $s$ usually is shared within a group of numbers, and its value is assigned to match the maximum number within the group.

We apply quantization-aware training (QAT) for quantizing weights and activations during forward propagation. Each quantizer is associated with a STE to allow the gradients to directly flow through the non-differentiable quantizer during backward pass [10]. Because QAT views each quantization function as an additional non-linear operation in the networks, the deterministic quantization error introduced by any quantizer in the forward pass is implicitly reduced through training. We define weight quantization function as $QW$ and activation quantization function as $QA$ for each layer during forward propagation, where $W^t_i = QW(W_i)$ and $X^t_i = QA(f_i(X^t_{i-1}, W^t_{i}))$.

In order to accelerate training in addition to inference, gradients also need to be quantized into low-precision numbers. As shown by recent studies, the distribution of gradients resembles a Gaussian or Log-Normal distribution [11], [12]. This suggests that logarithmic representation may be more suitable than fixed-point representations when quantizing gradients to attain hardware efficiency. We quantify the relative difference between gradients also need to be quantized using quantization function $QE$: $\nabla X_i^t = QE(\nabla X_i^t)$. We also quantize the weight gradient using quantization function $QG$: $\nabla W_i^t = QG(\nabla W_i^t)$. In this work, we aim to reduce the precision requirement for both weight gradients and activation gradients in the backward pass.

4. MULTIPlicative WEIGHT UPDATE ALGORITHM FOR LNS

Although logarithmic quantized training significantly improves training efficiency, its overall efficiency continues to be hampered by the high precision requirement of weight updates. We note that quantized weight update is orthogonal to quantized training due to the difference in their objectives. Quantized training tries to maintain the fidelity of weight gradients while accelerating forward and backward propagation. This provides accurate gradient information for the weight update. On the other hand, after receiving quantized weight gradients, quantized weight update aims to reduce gaps between updated weights and their (rounded) quantized counterparts. Fig. 3 distinguishes the two parts by different colors.

Previous works generally assume that the weight update is computed over a full-precision weight space. In other words, a full-precision copy of weights is maintained [5], [7], which is offset the efficiency benefits of quantized training and requires expensive floating-point arithmetic not available especially in cheap energy-constrained edge devices. Therefore, in this work, we consider quantized weight update in LNS, where the weights are updated over a discrete logarithmic space instead of a full-precision one. We aim to minimize the rounding error given that weights are represented in LNS.

4.1 Quantized Weight Update

To better understand this problem, we first define a generalized form of a weight update as: $W^t_{i+1} = U(W_i, \nabla W_i)$, where $U$ represents any learning algorithm. For example, gradient descent (GD) algorithm takes $U_{GD} = W_t - \eta \nabla W_t$, where $\eta$ is learning rate.

Because the weights need to be represented in a quantized format in LNS, it is necessary to consider the effect of logarithmic quantization during weight update. We define logarithmic quantized weight update as follows:

$$W^t_{i+1} = Q\log(U(W_i, \nabla W_i)).$$

(4)

In this case, $W^t_{i+1}$ can be directly stored in a logarithmic format without using floating-point data type. For simplicity, we assume weight gradients $\nabla W_i$ are exact as quantized training is orthogonal to this problem. Switching to the approximated gradient estimates will not affect our theoretical results.

4.2 Quantization Error Analysis

Because the logarithmic quantization requires representing values in a discrete logarithmic scale, quantized weight update inevitably introduces a mismatch between the quantized weights and their full-precision counterparts. To preserve the reliability of the optimization, we aim to reduce the quantization error (i.e., the mismatch). For the following, we take a theoretical perspective to discuss how different learning algorithms affect the quantization error under LNS. Detailed assumptions and proofs can be found in Appendix A, available in the online supplemental material.

Due to the logarithmic structure, we focus on minimizing a quantization error $r_t = \|\log_2(W^t_{i+1}) - \log_2(W^t_{i})\|^2$, which measures the L2 norm of the difference between the weights and their quantized counterparts in logarithmic space. Because $r_t$ quantify the relative difference between $W^t_{i+1}$ and $W^t_{i}$, minimizing $r_t$ is largely similar to minimizing the relative quantization error $\|W^t_{i+1} - W^t_{i}\|^2$.

We assume a simplified logarithmic quantization where the scale factor and the clamping function are ignored. This ensures our focus is on the effect of the quantization gap determined by $\gamma$ instead of the dynamic range. We also replace the deterministic rounding with a stochastic counterpart $SR$ where $SR(x) = x$ for any real number. Although $SR$ helps us establish the theoretical results, in practice $SR$ requires random generators that induce additional costs, and thus are not suitable for energy-efficient training.

Given everything we need, we use gradient descent as an example to discuss why traditional learning algorithms are not suited for LNS-based quantized weight updates. The theorem is stated as follows:

Theorem 1. The quantization error $r_{t, GD}$ introduced by logarithmic quantized gradient descent at iteration $t$ can be bounded in expectation, as

$$\text{Err}_{t, GD} \leq \frac{d}{\gamma} \|\log_2(\|W_i\| - \eta_1 \nabla W_i)\|,$$

(5)

where $d$ is the dimension of $W$ and $\eta_1$ is the learning rate of $U_{GD}$.

Theorem 1 suggests that $r_{t, GD}$ is magnified when the magnitudes of weights become larger. This is because the updates $\eta_1 \nabla W_i$ generated by GD are not proportional to the
magnitudes of weights. \( \eta_i \nabla W_i \) can be orders of magnitude smaller than the quantization gaps as weights become larger, and thus these updates often are disregarded by quantization function \( Q\text{log} \). We intuitively illustrate this problem in Fig. 1.

To ensure the updates are proportional to the weights, a straightforward way is to update the weights multiplicatively. Because the weights are represented in LNS, we further consider a special multiplicative learning algorithm tailored to LNS, which updates the weights directly over their logarithmic space

\[
U_{\text{MUL}} = \text{sign}(W_i) \odot 2^{W_i - \eta \nabla W_i \odot \text{sign}(W_i)}
\]  

where \( W_i = \log_2|W_i| \) are the exponents of the magnitude of weights, and \( \odot \) denotes element-wise multiplication. \( U_{\text{MUL}} \) makes sure the magnitude of each element \( W_i(k) \) of the weights decreases when the sign \( \text{sign}(W_i(k)) \) and \( \nabla W_i(k) \) agree and increases otherwise. The quantization error with regards to \( U_{\text{MUL}} \) is stated as follows:

**Theorem 2.** The quantization error \( r_{l,\text{MUL}} \) introduced by logarithmic quantized multiplicative weight update at iteration \( t \) can be bounded in expectation, as

\[
E_{r_{l,\text{MUL}}} \leq \frac{d \eta_2}{\gamma} \| \nabla W_i \|,
\]

where \( d \) is the dimension of \( W \) and \( \eta_2 \) is the learning rate of \( U_{\text{MUL}} \).

Theorem 2 indicates that \( r_{l,\text{MUL}} \) does not depend on the magnitudes of weights, and thus the quantization error is not magnified when the weights become larger. This is in stark contrast to the quantization error from gradient descent shown in Equation (5). The comparison is illustrated in Fig. 1.

Interestingly, we find that the quantization error \( r_{l,\text{MUL}} \) can be further simplified by regularizing the information of gradients for the learning algorithm \( U_{\text{MUL}} \):

**Lemma 1.** Assume the multiplicative learning algorithm \( U_{\text{MUL}} \) only receives the sign information of gradients where \( U_{\text{MUL}} = W_i - \eta_2 \text{sign}(\nabla W_i) \odot \text{sign}(W_i) \). The upper bound on quantization error \( r_{l,\text{MUL}} \) becomes

\[
E_{r_{l,\text{MUL}}} \leq \frac{d \eta_2}{\gamma}.
\]

The result in Lemma 1 suggests that \( r_{l,\text{MUL}} \) can be independent of both weights and gradients when only taking sign information of gradients during weight update. We denote this special learning algorithm as \( U_{\text{signMUL}} \). \( U_{\text{signMUL}} \) is a multiplicative version of signSGD, which has been studied widely [12], [13].

To verify our theoretical results, we empirically measure the quantization errors for the three aforementioned learning algorithms over a range of \( \eta \) and \( \gamma \). As shown in Fig. 4, the empirical findings are in line with our theoretical results. Although all learning algorithms introduce less errors when \( \eta \) and \( \gamma \) become smaller, the multiplicative algorithms introduce significantly lower errors compared to the gradient descent.

In addition to reducing the quantization error in the quantized weight update, \( U_{\text{signMUL}} \) must also have the ability to minimize the loss function \( \mathcal{L}(W) \). Interestingly, we notice that \( U_{\text{signMUL}} \) resembles a recently proposed learning algorithm Madam, where Bernstein et al. [8] proves that Madam optimizes the weights in a descent direction. Madam updates the weights multiplicatively using normalized gradients

\[
U_{\text{Madam}} = W_i \odot e^{-\eta \text{sign}(W_i) \odot g_t^2}
\]

where \( g_t \) represents the gradient vector \( \nabla W_i \), and \( g_t^2 \) denote a normalized gradient, which is the fraction between \( g_t \) and the square root of its second moment estimate \( \sqrt{\hat{g}_t} \). Bernstein et al. [8] demonstrates that Madam achieves state-of-the-art accuracy over multiple tasks with a relatively fixed learning rate \( \eta \). They also theoretically prove the descent property of Madam that ensures its convergence. Although Bernstein et al. [8] further shows the possibility of applying Madam over a discrete logarithmic weight space, they still employ full-precision training without considering low-precision LNS.

**Algorithm 1. Madam Optimizer on LNS**

Require: Base-2 weight exponents \( \hat{W} \), where \( \hat{W} = \log_2(W) \), learning rate \( \eta \), momentum \( \beta \)
Initial: \( g_2 \leftarrow 0 \)
repeat
    \( g \leftarrow \text{StochasticGradient()} \)
    \( g_2 \leftarrow (1 - \beta)g^2 + \beta g_2 \)
    \( g_t^2 \leftarrow g_t/\sqrt{\hat{g}_t} \)
    \( W \leftarrow W - \eta g_t^2 \odot \text{sign}(W) \)
until converged

To ensure low-precision weight updates in LNS, we apply a modified version of the Madam optimizer to enable fast convergence while preserving low quantization error. The modified Madam directly optimizes the weights over their base-2 logarithmic space using the gradient normalization technique described in Equation (9). Details of our optimizer are shown in Algorithm 1. Because our Madam optimizer directly updates base-2 exponents of weights in LNS, there is no need for integer-to-LNS conversion during weight update when the weights are already in LNS, further reducing the energy cost.
We extend a previously optimized DNN accelerator [14] to support LNS-based DNN computations. Fig. 5 shows the micro-architecture of the PE which performs dot-product operations. Each PE consists of a set of vector MAC units fed by the buffers that store weights, input activations, and output gradients. Additionally, the accumulation collectors store and accumulate partial sums which are passed to the PPU for post-processing (e.g., quantization scaling, non-linear activation functions) if necessary.

Fig. 6 shows the LNS-based datapath inside the LNS-Madam Vector MAC Unit. Here we model exact LNS-to-integer conversion without any approximation. With a vector size of 32 and input bitwidths of 8, the datapath processes 32 7-bit exponent values at each of its exponent inputs ($e_a$ and $e_b$) and 32 1-bit sign values ($s_a$ and $s_b$) at each of its sign inputs to produce a 24-bit partial sum. First, the LNS datapath performs the dot-product multiplication by adding the exponents and XOR-ing the sign bits. The output of the product computation requires an additional bit to account for the carry-out of the adder. At this point, each exponent is split into a quotient component ($e_q$) and a remainder component ($e_r$) based on the LSB/MSB property mentioned in Section 2.2. Second, the datapath performs shifting by the quotient to implement the quotient component in Equation (2). Depending on the sign bit, the corresponding signed shifted value is selected and passed to the corresponding adder tree based on the remainder select signal. Third, the result of shifted values are reduced through the set of adder trees and registered. At last, the results of the adder trees are multiplied with corresponding remainder constants (described in Section 2.2) from a LUT and accumulated into the final partial sum, represented in integer (linear) format. This partial sum needs to be converted back into logarithmic format and written back to the global buffer for subsequent LNS-based computations.

Additional microarchitectural details of the PE are listed in Table 1. Notably, our accelerator uses a multi-level dataflow called output-stationary local-A-stationary[14] to optimize reuse across different operands. Inputs from buffer A are read out once every 16 cycles and stored in a register for temporal reuse. Inputs from buffer B are read once every cycle and reused across the 32 lanes spatially. Partial sums are temporally accumulated in a 16-entry latch array collector before sending the completed sum to the post-processing unit. The two buffers in the PE store different data depending on whether output activation, input gradient, or weight gradient is being computed. For example, weights and input activations are stored in BufferA and BufferB respectively during forward propagation to compute the output activations. On the other hand, input activations and output gradients are stored in the respective buffers during backward propagation to compute the weight gradient. Table 2 outlines how we map various tensors in DNN computation to buffers in our hardware during different computation passes. Note that weight updates are performed outside of the PEs through the global buffer.
6 Experiments

In this section, we evaluate both the accuracy and energy efficiency of using LNS-Madam to train state-of-the-art models on large-scale datasets.

6.1 Model Accuracy

To evaluate accuracy, we simulate LNS-Madam using a PyTorch-based neural network quantization library that implements a set of common neural network layers (e.g., convolution, fully-connected) for training and inference in both full and quantized modes [15]. The baseline library supports integer quantization in a fixed-point number system, and we further extend it to support LNS. The library also provides utilities for scaling values to the representable integer range of the specific number format. With this library, a typical quantized layer consists of a conventional layer implemented in floating-point preceded by a weight quantizer and an input quantizer that converts the weights and inputs of the layer to the desired quantized format. For the backward pass, after the gradients pass through the STE in each quantizer, they will be quantized by their quantizers as well.

We benchmark LNS-Madam on various tasks including ResNet models on CIFAR-10 and ImageNet, and BERT-base and BERT-large language models on SQuAD and GLUE. Specifically, we train ResNet models from scratch on CIFAR-10 and ImageNet, and fine-tune pre-trained BERT models on SQuAD and GLUE. Detailed descriptions of datasets and models can be found in the appendix, available in the online supplemental material.

6.1.1 Parameter Settings

We fix the bitwidth to be 8-bit for both forward and backward propagation, which includes the bitwidth for weights, activations, activation gradients, and weight gradients. We note that 8-bit weight gradients are lower than previous studies that use 16-bit or even 32-bit weight gradients [5], [6].

To find an appropriate base factor $\gamma$ under the 8-bit setting, we vary $\gamma$ to find the appropriate dynamic ranges for forward and backward quantization. The dynamic range in LNS is $(0, (2^{B-1} - 1)/\gamma)$, which is controlled by both bitwidth and base factor.

As shown in Table 3, we fix the bitwidth as 8-bit and vary the base factor $\gamma$ to find the appropriate dynamic ranges for forward and backward quantization. According to the results, we find the base factor of 8 with the dynamic range $(0,15.9)$ that uniformly works across QW, QA, QE, and QG.

In order to maintain optimization stability, the bitwidth of the weight updates require to be larger than the bitwidth of the weights. When the bitwidth of QU is larger than 8-bit, we increase its base factor to match the desired dynamic range $(0,15.9)$.

We empirically search the best learning rate $\eta$ for our Madam optimizer from $2^{-4}$ to $2^{-10}$, and we find $\eta = 2^{-7}$ works best uniformly across tasks, which suggests the learning rate for Madam is robust.

6.1.2 Comparisons

Given the settings above, we compare LNS-Madam with FP8 and FP32. For FP8 and FP32, the standard optimizers are applied for tasks by default. We use a tuned SGD optimizer for CIFAR-10 and ImageNet datasets, and a tuned AdamW optimizer for SQuAD and GLUE datasets. For all settings, we use per-channel scaling for ResNet and per-feature scaling for BERT, both of which are commonly used scaling techniques. The clamping function is performed by matching the largest value within each group of numbers.

To demonstrate LNS-Madam is better than popular number systems, we compare it with both FP8 and FP32, where our FP8 contains 4-bit exponent and 3-bit mantissa. As shown in Table 4, LNS-Madam yields better performance than FP8, and it even achieves performance comparable to the full-precision counterpart.

In addition, we compare LNS-Madam with recent methods on low-precision training. For all methods, we fix forward and backward propagation in 8-bit while varying the weight update precision from 32-bit to 16-bit. As shown in Table 5, LNS-Madam achieves the best accuracy under 16-bit weight update, which demonstrates its effectiveness under the quantized setting. FP8 [2] also achieves negligible degradation after switching to 16-bit, as it applies stochastic rounding over weight update process. Since BHQ [16] achieves the best

---

TABLE 1

| Dataflow                        | Multi-level |
|---------------------------------|-------------|
| Vector size / # Vector lanes    | 32          |
| Weight/activation precision     | 8-bit       |
| Gradient precision              | 8-bit       |
| # Remainder Bins                | 8           |
| Accumulation precision          | 24-bit      |
| Accumulation collector size     | 1.5 KB      |

TABLE 2

| Pass               | BufferA | BufferB |
|--------------------|---------|---------|
| Forward            | Weight  | Input Activation |
| Backward (Input)   | Weight  | Output Gradient |
| Backward (Weight)  | Input Activation | Output Gradient |

1Backward pass consists of backward computation for input gradient, denoted Backward (Input), and backward computation for weight gradient, denoted Backward (Weight).

TABLE 3

| $\gamma$ | Dynamic Range | Forward | Backward |
|----------|--------------|---------|----------|
| 1        | (0,127)      | NaN     | NaN      |
| 2        | (0,63.5)     | 75.81   | 75.79    |
| 4        | (0,31.8)     | 75.96   | 76.07    |
| 8        | (0,15.9)     | 75.88   | 76.23    |
| 16       | (0,7.9)      | 76.32   | 63.67    |
| 32       | (0,4.0)      | 68.15   | 20.71    |

1Bitwidth is 8-bit across settings. Quant Forward or Quant Backward denotes the settings where either forward propagation or backward propagation is quantized while leaving the rest of computation in full-precision.

2The results of test accuracy (%) are listed.
accuracy under 32-bit, we also compare it with LNS-Madam over a range of bitwidth settings in Table 6. We also compare Madam with the default optimizers SGD and AdamW under logarithmic quantized weight update, as defined in Equation (4). All optimizers use the same learning rates as above.

As shown in Fig. 7, we vary the bitwidth of the quantized weight update \( Q_U \) from 16-bit to 10-bit to test their performance over a wide range. The results suggest compared to other optimizers, Madam always maintains higher accuracy when precision is severely limited. Notably, for BERT model on SQuAD and GLUE benchmarks, Madam is 20% better than Adam with respect to F-1 score, when the weight update is in 10-bit. We observe large degradation for both Madam and SGD on ImageNet training, and we believe this is because the weights in some layers inevitably require higher precision settings. We leave it as future work to explore LNS-Madam under a customized precision setting.

### 6.2 Energy Efficiency

We leverage the hardware implementation described in Section 5 to evaluate the energy efficiency of LNS-Madam. We code the hardware model in C++ and Verilog and synthesize it to a combined cycle-accurate RTL using a commercial high-level synthesis tool [18]. Once the RTL is generated, a standard logic synthesis flow is used to obtain the gate-level netlist that is then simulated with representative inputs. To extract energy consumption, we supply the gate-level simulation results from post-synthesis to a standard power analysis tool. We then use an analytical model to compute the total energy consumption for different workloads. We perform our analysis in a sub-16nm state-of-the-art process technology at 0.6V targeting a frequency of 1.05 GHz. Table 7 summarizes the design tools used in the evaluation.

In our experiment, the LNS-Madam hardware is designed with bitwidth \( B = 8 \) and base factor \( \gamma = 8 \) for both forward and backward computations. In addition to experimenting with the LNS-based datapath shown in Fig. 6, we also consider FP8, FP16, and FP32 datapath baselines for comparison.

Table 8 presents the energy efficiency per iteration of one forward pass and one backward pass of training. Because different number systems share the same training iterations, per-iteration energy results imply the energy comparison over the entire training. We also present the energy breakdown of the whole PE in Fig. 8. As shown in the figure, FP arithmetic is extremely expensive, contributing a large fraction to the total energy consumption of PEs. The proposed LNS datapath offers significant reduction in the logic complexity, leading to 2.2X, 4.6X, and 11X energy efficiency improvements over FP8, FP16, and FP32 implementations, respectively. We also provide a detailed energy breakdown showing different components of the LNS PE in Fig. 9. In addition, Fig. 10 shows the energy efficiency over a range of GPT models from 1 billion to 1 trillion parameters.
7 RELATED WORKS

7.1 Low-Precision Training

To achieve good accuracy at reduced precision, quantization-aware training (QAT) is commonly applied to directly train the quantized model using straight-through estimators [10], [22], [23], [24], [25]. To accelerate the training phase, several studies suggest quantizing the gradients during backward propagation [2], [6], [26]. To maintain the fidelity of the gradient accumulation, some low-precision training methods assume a full-precision copy for weights during the weight update [16], [26]. Other studies reduce the precision for the weight update by using high-precision gradient accumulator [27], stochastic rounding [2], [28] or additionally quantizing the residual part of weights [29], [30]. Cambricon-Q accelerates the weight update from a hardware perspective by avoiding costly data transferring in weight update [31]. However, they mostly apply SGD or Adam during the weight update without considering the relationship between the precision of the weights and the underlying learning algorithms.

7.2 Logarithmic Number System

Previous works demonstrate the effectiveness of using logarithmic representation for DNNs [5], [20], [32], [33]. Furthermore, some studies suggest using multiple levels of log-base to reduce the quantization error [5], [7]. However, few of them address the additional computational cost induced by this multi-base design nor scale the system to state-of-the-art neural networks for both training and inference. From the perspective of hardware design, a few studies focus on improving the efficiency of LNS by utilizing the significant cost reduction of multiplications [32], [33], [34], [35], [36]. We compare LNS-Madam with recent LNS-based designs on Table 9.

7.3 Multiplicative Weight Update

Multiplicative algorithms, such as exponentiated gradient algorithm and Hedge algorithm in AdaBoost framework [37], [38], have been well studied in the field of machine learning. In general, multiplicative updates are applied to problems where the optimization domain’s geometry is described by relative entropy, such as probability distribution [37]. Recently, [8] proposes an optimizer Madam that focuses on optimization domains described by any relative distance measure instead of only relative entropy. Madam shows great

---

**TABLE 8**

| Model      | LNS | FP8 | FP16 | FP32 |
|------------|-----|-----|------|------|
| ResNet-18  | 0.54| 1.22| 2.50 | 5.99 |
| ResNet-50  | 0.99| 2.25| 4.59 | 11.03|
| BERT-Base  | 7.99| 18.23| 37.21| 89.35|
| BERT-Large | 27.85| 63.58| 129.74| 311.58|

*The per-iteration energy consumption in mJ are listed.*

---

**Fig. 8.** Energy breakdown of the PE shown in Fig. 6 for different dataformats.

**Fig. 9.** LNS PE energy breakdown showing different components of datapath.

**TABLE 9**

| Feature                          | LNS-Madam | Arnab et al. [19] | Miyashita et al. [5] | Lee et al. [20] | Vogel et al. [7] |
|---------------------------------|-----------|-------------------|----------------------|-----------------|-----------------|
| Support inference or fine-tuning? | ✓         | ✓                 | ✓                    | ✓               | ✓               |
| Support training from scratch?  | ✓         | ✓                 | ✓                    | ✓               | ✓               |
| Weight update precision         | <16-bit   | 32-bit            | 32-bit               | 32-bit          | 32-bit          |
| Efficient log-to-linear conversion support | ✓        | ✓                 | ✓                    | ✓               | ✓               |
| Large-scale evaluation          | ✓         | ✗                 | ✓                    | ✓               | ✓               |
performance in training large-scale neural networks. However, Madam requires full-precision training without considering its connection to LNS-based low-precision training.

8 Conclusion

In this work, we propose a co-designed low-precision training framework LNS-Madam that jointly considers the logarithmic number system and the multiplicative weight update algorithm. Experimental results show that LNS-Madam achieves comparable accuracy to full-precision counterparts even when forward and backward propagation, and weight updates are all in low-precision. To support the training framework in practice, we design a hardware implementation of LNS-Madam to efficiently perform the necessary LNS computations for DNN training. Based on our energy analysis, LNS-Madam reduces energy consumption by over 90% compared to a floating-point baseline.

An important application of our low-precision training framework is learning neural networks over energy-constrained edge devices. This is fundamental for intelligent devices to easily adapt to changing and non-stationary environments by learning on-device and on-the-fly. By enabling highly energy-efficient training, our work carries the promising opportunity for using LNS-based hardware to conduct environmental-friendly deep learning research in the near future.
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