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Abstract. Bilevel optimization problems have received a lot of attention in the last years and decades. Besides numerous theoretical developments there also evolved novel solution algorithms for mixed-integer linear bilevel problems and the most recent algorithms use branch-and-cut techniques from mixed-integer programming that are especially tailored for the bilevel context. In this paper, we consider MIQP-QP bilevel problems, i.e., models with a mixed-integer convex-quadratic upper level and a continuous convex-quadratic lower level. This setting allows for a strong-duality-based transformation of the lower level which yields, in general, an equivalent nonconvex single-level reformulation of the original bilevel problem. Under reasonable assumptions, we can derive both a multi- and a single-tree outer-approximation-based cutting-plane algorithm. We show finite termination and correctness of both methods and present extensive numerical results that illustrate the applicability of the approaches. It turns out that the proposed methods are capable of solving bilevel instances with several thousand variables and constraints and significantly outperform classical solution approaches.

1. Introduction

Bilevel optimization problems are used in various applications, e.g., in energy markets [10, 17, 26, 28, 31, 36], in critical infrastructure defense [9, 13], or in pricing problems [12, 37] to model hierarchical decision processes. As such, they embed one optimization problem, the so-called lower-level problem into the constraints of a so-called upper-level problem. This leads to inherent nonconvexities, which render already linear bilevel problems with a linear upper- and lower-level problem NP-hard; see, e.g., [11, 29, 32].

In this work, we study mixed-integer quadratic bilevel problems of the form

\[
\begin{align*}
\min_{x,y} & \quad q_u(x,y) = \frac{1}{2} x^\top H_u x + c_u^\top x + \frac{1}{2} y^\top G_u y + d_u^\top y \\
\text{s.t.} & \quad Ax + By \geq a, \\
& \quad x_i \in \mathbb{Z} \cap [x_i^-, x_i^+] \quad \text{for all } i \in I := \{1, \ldots, |I|\}, \\
& \quad x_i \in \mathbb{R} \quad \text{for all } i \in R := \{|I| + 1, \ldots, n_x\}, \\
& \quad y \in \arg\min_y \left\{ q_l(\bar{y}) = \frac{1}{2} y^\top G_l \bar{y} + d_l^\top \bar{y} : Cx_1 + D\bar{y} \geq b, \ \bar{y} \in \mathbb{R}^{n_y} \right\},
\end{align*}
\]

where \(H_u \in \mathbb{R}^{n_x \times n_x}\), \(G_u \in \mathbb{R}^{n_y \times n_y}\), and \(G_l \in \mathbb{R}^{n_y \times n_y}\) are symmetric and positive semidefinite matrices. Furthermore, we have vectors \(c_u \in \mathbb{R}^{n_x}\), \(d_u \in \mathbb{R}^{n_y}\), \(d_l \in \mathbb{R}^{n_y}\), matrices \(A \in \mathbb{R}^{m_u \times n_x}\), \(B \in \mathbb{R}^{m_u \times n_y}\), \(C \in \mathbb{R}^{m_l \times n_x}\), \(D \in \mathbb{R}^{m_l \times n_y}\), as well as right-hand side vectors \(a \in \mathbb{R}^{m_u}\) and \(b \in \mathbb{R}^{m_l}\). The variables \(x = (x_I, x_R)\) denote the integer \((x_I)\) and continuous \((x_R)\) upper-level variables and \(y\) denotes the (continuous) lower-level variables.
variables. Note that we w.l.o.g. ordered the integer and continuous upper-level variables for the ease of presentation. In this setup, the upper-level problem is a convex mixed-integer quadratic problem (MIQP) and for fixed integer upper-level variables $x_I$, the lower level is a convex quadratic problem (QP), i.e., it is a parametric convex QP. In total, we are facing an MIQP-QP bilevel problem with the following key properties:

(i) All upper-level integer variables $x_I$ are bounded.
(ii) All linking variables, i.e., upper-level variables that appear in the lower-level constraints, are integer.

We note that in Problem (1), we implicitly assume that all integer upper-level variables are linking variables. However, this formulation also contains the more general case of integer upper-level variables that do not appear in the lower-level problem by setting some columns in the matrix $C$ to zero.

The main motivation of this work is to exploit the two properties above to develop a multi- and a single-tree solution approach for Problem (1) based on outer approximation for convex mixed-integer nonlinear problems (MINLP) [15, 22]. The above-mentioned two properties are required by many other state-of-the-art algorithms for linear bilevel problems with purely integer (IP-IP) or mixed-integer upper- and lower-level problems (MIP-MIP); see, e.g., [18, 20, 40, 47, 51]. These methods successfully use bilevel-tailored branch-and-bound or branch-and-cut methods to solve quite large instances of hundreds or thousands of variables and constraints. However, they cannot directly deal with continuous lower-level problems and/or have not yet been extended to the convex-quadratic case—if this is possible at all. An extension of [51] to the general class of mixed-integer nonlinear bilevel problems with integer linking variables is proposed in [38] but the computational study therein only covers mixed-integer linear bilevel problems.

Aside from mixed-integer linear bilevel problems, algorithms for various classes of continuous convex-quadratic bilevel problems have been proposed. However, in contrast to algorithms for (M)IP-(M)IP bilevel problems, reported numerical results for continuous convex-quadratic bilevel problems seem to cover only rather small instances. A branch-and-bound algorithm for bilevel problems with a convex upper-level problem and a strictly convex lower-level problem is proposed in [4]. The author demonstrates the effectiveness of his method for problems with up to 15 variables and 20 constraints on each level. In [5], a convex-quadratic lower-level problem is replaced by its Karush–Kuhn–Tucker (KKT) conditions and then a branching on the complementarity constraints is applied. The authors report results for problems with up to 60 upper-level and 40 lower-level variables. This approach is generalized from linear upper-level to convex upper-level problems in [16]. Two different descent algorithms for bilevel problems with a strictly convex lower level and a concave or convex upper level are proposed in [50]. However, the authors do not provide computational results. Recently, also neural networks are used to tackle continuous convex-quadratic bilevel problems; see [30, 39].

To the best of our knowledge, tailored algorithms for mixed-integer quadratic bilevel problems of the form (1) are neither reported nor has their efficiency been demonstrated in a comprehensive computational study. In fact, there exist no code packages that can be used as a benchmark for our proposed solution techniques. Thus, we use well-known single-level reformulations based on KKT conditions and strong duality as a benchmark in our computational study in Section 5.

Our contribution is the following. We consider bilevel problems with a mixed-integer convex-quadratic upper level and a convex-quadratic lower level. For this nonconvex problem class, we provide an equivalent reformulation to a convex MINLP that uses strong duality of the lower level; see Section 2. Further, in Section 3
we propose a multi- and a single-tree solution approach that are both inspired by outer-approximation techniques for convex MINLPs. We prove the correctness of the methods and discuss further extensions. We are not aware of any other work that applies outer-approximation techniques from the area of convex MINLP to mixed-integer bilevel programming. In Section 4, we give details on the implementation of the proposed approaches and in Section 5, we evaluate their effectiveness in an extensive numerical study, in which we solve instances with up to several thousand variables and constraints. We conclude in Section 6.

2. A Convex Single-Level Reformulation

Most solution techniques for bilevel problems rely on a reformulation of the bilevel problem to a single-level problem [11]. For problems with a convex lower level, the lower-level problem can be replaced by its nonconvex KKT conditions. Especially for problems with linear lower-level constraints, this approach is very popular, because it allows for a mixed-integer linear reformulation of the KKT complementarity conditions using additional binary variables and big-M values; see, e.g., [23]. With this approach the bilevel problem (1) can be equivalently transformed to the following mixed-integer linear single-level problem

\[
\min_{x, y, u, \lambda} \quad q_u(x, y)
\]

s.t. \(Ax + By \geq 0\),

\(u \in \{0, 1\}^m\),

\(0 \leq Cx_I + Dy - b \leq M_1u\),

\(0 \leq \lambda \leq M_2(1 - u)\),

\(G_y + d_l = D^T\lambda\)

where \(M_1\) and \(M_2\) are sufficiently large numbers. Similarly, a strong-duality-based reformulation replaces the lower level by primal and dual feasibility conditions and a strong-duality equation. This approach is significantly less used in practice because even for linear-linear bilevel problems one obtains nonconvex bilinear terms due to products of primal upper-level and dual lower-level variables. These terms can only be linearized if all linking variables are integer. Recently, in [52], a numerical study is provided that compares the KKT approach with the strong-duality approach for linear bilevel problems with integer linking variables and linear lower-level problems. The authors conclude that the strong-duality reformulation works significantly better than the KKT reformulation for problems with large lower-level problems. Other contributions that successfully apply the strong-duality reformulation to linear bilevel problems include, e.g., [2, 24, 25, 27, 37, 41]. Except from Bard, who briefly sketches the idea in [4], we are not aware of any works that use strong duality for bilevel problems with quadratic lower levels. One reason might be that the resulting strong-duality equation is quadratic. Opposed to the linearized KKT reformulation, the strong-duality-based reformulation thus yields a quadratically constrained program. Despite this drawback, we derive such a strong-duality-based single-level reformulation after introducing some notation.

2.1. General Notation. The bilevel constraint region is denoted by

\[ P := \{(x, y) : Ax + By \geq a, \quad Cx_I + Dy \geq b, \quad x_i \in \mathbb{Z} \cap [x_i^-, x_i^+] \text{ for all } i \in I\}. \]

Throughout this paper, we assume that \(P\) is bounded. This set corresponds to the set obtained by relaxing the optimality of the lower-level problem. Its projection onto the decision space of the upper level is given by

\[ P_u := \{x : \exists y \text{ such that } (x, y) \in P\}. \]
For fixed \( x \in P_u \), the lower-level feasible region is given by
\[
P(x_I) = \{ y : Dy \leq b - Cx_I \}.
\]
The rational reaction set of the lower level reads
\[
M(x_I) = \arg\min\{q(y) : y \in P(x_I)\}.
\]
Since \( G_I \) is semidefinite, the lower level may not have a unique solution, i.e., \( M(x_I) \) may not be a singleton. In such a case, we assume the optimistic bilevel solution, i.e., \( y \in M(x_I) \) is chosen in favor of the upper level; see, e.g., Chapter 1 in [11].

In Problem (1), this is indicated by “\( \max_{x,y} \)” in the upper-level objective, i.e., the upper-level maximizes over \( x \) and \( y \). Further, note that our solution approach explicitly allows for \( M(x_I) = \emptyset \) for some \( x \in P_u \). Finally, the bilevel feasible set is given by
\[
\mathcal{F} = \{(x,y) : x \in P_u, y \in M(x_I)\}.
\]
If \( \mathcal{F} = \emptyset \), then Problem (1) is infeasible.

2.2. Strong-Duality-Based Nonconvex Single-Level Reformulation. We now use strong duality of the lower-level problem to transform Problem (1) into an equivalent nonconvex single-level problem. The parametric Lagrangian dual problem of the parametric lower level
\[
\min_y q(y) \quad \text{s.t.} \quad Dy \geq b - Cx_I
\]
is given by
\[
\max_{\lambda \geq 0} g(x_I; \lambda),
\]
with \( g(x_I; \lambda) = \inf_y \mathcal{L}(x_I; y, \lambda) \); see [8]. In our setup, the Lagrangian \( \mathcal{L} \) is given by
\[
\mathcal{L}(x_I; y, \lambda) = \frac{1}{2} y^\top G_I y + d_I^\top y - \lambda^\top (Cx_I + Dy - b).
\]
Since \( \mathcal{L}(x_I; y, \lambda) \) is convex and differentiable in \( y \), the infimum is given by
\[
\nabla_y \mathcal{L}(x_I; y, \lambda) = G_I y + d_I - D^\top \lambda = 0.
\]
In order to denote the Lagrangian dual problem in its general form (4), we could use Expression (6) to obtain \( y = G_I^{-1}(D^\top \lambda - d_I) \). This can then be used to substitute the primal variable \( y \) in the Lagrangian (5) to obtain
\[
g(x_I; \lambda) = -\frac{1}{2} (D^\top \lambda - d_I)^\top G_I^{-1} (D^\top \lambda - d_I) - (Cx_I - b)^\top \lambda.
\]
However, this only works if \( G_I \) is regular, e.g., if \( G_I \) is strictly definite. In the more general case of semidefinite matrices, we can explicitly keep the primal variable \( y \) and substitute \( D^\top \lambda = G_I y + d_I \) in the Lagrangian (5). This yields the dual problem
\[
\max_{y,\lambda} \bar{g}(x_I; y, \lambda) = -\frac{1}{2} y^\top G_I y - (Cx_I - b)^\top \lambda
\]
s.t. \( G_I y + d_I = D^\top \lambda, \lambda \geq 0 \).

Note that \( \bar{g}(x_I; \cdot) \) is a concave-quadratic function in \( y \) and \( \lambda \) because \( G_I \) is positive semidefinite. Thus, the dual problem (7) is a parametric concave-quadratic maximization problem over affine-linear constraints. Since Problem (7) does not involve the inverse \( G_I^{-1} \), we use formulation (7) also in the case when \( G_I \) is strictly positive definite.

In the following, we only consider \( x \in P_u \), i.e., upper-level variables for which the parametric lower-level problem is feasible. The parametric lower-level problem (3) is a convex-quadratic minimization problem over affine-linear constraints. Consequently, duality conditions apply without requiring additional constraint qualifications; see
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In this formulation, we need bounds $\bar{X}_j \geq \sum_{i=1}^{m_1} c_{ij} \lambda_i$, and $\bar{X}_j \leq \sum_{i=1}^{m_1} c_{ij} \lambda_i$ which are, in practice, often derived by some suitable big-M. The need for such bounds is also a major drawback in the KKT-based reformulation (2). In [43], it is shown that wrong
big-Ms can lead to suboptimal solutions or points that are actually bilevel infeasible. Unfortunately, even verifying that the bounds are correctly chosen is, in general, at least as hard as solving the original bilevel problem; see [34]. Thus, if possible, big-Ms should be derived using problem-specific knowledge. However, we point out that our solution approaches introduced in Section 3 compute bilevel-feasible points independent of the big-Ms. Thus, in case of too small big-Ms, our algorithms may terminate with a suboptimal solution but never compute bilevel-infeasible points. We discuss this also later in Section 4.3.

Using (11) and (13), we rewrite Constraint (9) as
\[ \hat{c}(y, \lambda, w) := y^\top G_l y + d_l^\top y - b^\top \lambda + \sum_{j=1}^{|I|} \sum_{r=1}^{r_j} 2^{r-1} w_{jr} \leq 0, \] (14)
which is convex in \( y \) and linear in \( \lambda \) and \( w \). Note that \( 2^{r-1} \leq x^+_j \) holds, i.e., for reasonable bounds \( x^+_j \), the exponential coefficients \( 2^{r-1} \) can be considered as numerically stable.

Finally, the single-level problem (10) can be stated equivalently as
\[
\begin{align*}
\min_{x, y, \lambda, w, s} & \quad q_u(x, y) \\
\text{s.t.} & \quad (x, y) \in P, \\
& \quad G_l y + d_l = D^\top \lambda, \quad \lambda \geq 0, \\
& \quad \lambda^\top C x_l \quad \text{linearization: (11), (13),} \\
& \quad \text{Strong duality: (14).}
\end{align*}
\] (15)
This is a convex MIQCQP that has more binary variables and constraints compared to the nonconvex MIQCQP (10). We denote the feasible set of Problem (15) by \( \Omega \), feasible points by \((x, y, \lambda, w, s) \in \Omega \) and optimal points by \((x, y)^*\). By construction of Problem (15), we have the following equivalence result.

**Lemma 1.** The feasible set of Problem (15) projected on the \((x, y)\)-space equals the bilevel feasible set of the bilevel problem (1), i.e., \( \mathcal{F} = \text{Proj}_{(x, y)}(\Omega) \) holds. In addition, for every global optimal solution \((x^*, y^*, \lambda^*, w^*, s^*)\) of Problem (15), \((x^*, y^*)\) is a global optimal solution for Problem (1) and every global optimal solution \((x^*, y^*)\) of Problem (1) is part of an optimal solution \((x^*, y^*)\) of Problem (15).

3. Two Outer-Approximation Solution Approaches

Problem (15) is an MIQCQP in which the single quadratic constraint is convex. Such problem classes can be solved, e.g., directly by modern solvers like Gurobi or CPLEX. On the other hand, Problem (15) belongs to the broader class of convex MINLPs. For such problems, a variety of approaches exist, e.g., nonlinear branch-and-bound or multi- and single-tree methods based on outer approximation, generalized Benders decomposition, and extended cutting-planes; see [6] for a detailed survey of these methods. In this section, we introduce outer-approximation techniques that are tailored for mixed-integer quadratic bilevel problems. The general idea is to relax the convex-quadratic strong-duality inequality (14) of the lower level in Problem (15) to obtain an MIQP. Strong duality is then resolved by iteratively adding linear outer-approximation cuts. In its simplest form, this is a direct application of Kelley’s cutting-planes approach [33], which would add linear outer-approximation cuts until the strong-duality inequality (14) is satisfied up to a certain tolerance. Our preliminary numerical results indicate that this requires an enormous amount of iterations. We thus discuss a more sophisticated multitree approach and its single-tree variant in Sections 3.1 and 3.2.
3.1. A Multitree Outer-Approximation Approach. The well-known multitree outer approximation for convex MINLPs was first proposed in [15] and has been enhanced in [7, 22]. It alternatingly solves a mixed-integer linear master problem and a convex nonlinear problem (NLP) as a subproblem. The master problem is a mixed-integer linear relaxation of the original convex MINLP and is tightened subsequently by adding linear outer-approximation cuts for the convex nonlinearities. The convex nonlinear subproblem results from fixing all integer variables to the solution of the master problem in the original convex MINLP. Under suitable assumptions, every feasible integer solution of the master problem is visited at most once, and the algorithm terminates after a finite number of iterations with the correct solution. The algorithm proposed in this subsection is very much inspired by this scheme.

The master problem that we solve in every iteration \( p \geq 0 \) is given by

\[
\min_{x,y,\lambda,w,s} q_u(x, y) \\
\text{s.t.} \quad (x,y) \in P, \\
G_1 y + d_1 = D^\top \lambda, \quad \lambda \geq 0, \\
\lambda^\top C x_I \text{ linearization: (11), (13)}, \\
\hat{c}(\hat{y}^\ell; y, \lambda, w) \leq 0, \quad \ell = 0, \ldots, p - 1,
\]

where \( \hat{c}(\hat{y}; y, \lambda, w) \leq 0 \) is the linear outer approximation cut that is added to the master problem after every iteration. Thus, in iteration \( p \), the master problem \( (M_p) \) contains \( p \) outer-approximation cuts. We shed some more light on \( \hat{c} \) in a bit, but first emphasize that Problem \( (M_p) \) is a convex MIQP. This is in contrast to the standard outer-approximation literature, where the objective function is relaxed and iteratively approximated as well, resulting in a mixed-integer linear master problem. The rationale is that, in our implementation, the main working horse is a state-of-the-art solver like Gurobi or CPLEX. In recent years, these solvers made significant progress in solving convex MIQPs effectively. Thus, we want to exploit these highly evolved solvers as much as possible.

Now, we give some more details on the linear function \( \hat{c} \), which is derived by the first-order Taylor approximation of the convex strong-duality inequality (14): For a general convex function \( h(v) \), the first-order Taylor approximation at \( \bar{v} \) reads

\[
h(\bar{v}) + \nabla_v h(\bar{v})^\top (v - \bar{v}).
\]

Applied to (14), this gives

\[
\hat{c}(\hat{y}; y, \lambda, w) := 2\hat{y}^\top G_1 y + d_1^\top y - b^\top y + \sum_{j \in I} \sum_{r=1}^{r_j} 2^{r-1} w_{j,r} - \hat{y}^\top G_1 \hat{y}. \tag{16}
\]

Since \( \hat{c}(y, \lambda, w) \) is linear in \( \lambda \) and \( w \), the first-order Taylor approximation (16) is parameterized solely by \( \hat{y} \). The effectiveness of the proposed outer-approximation approach will depend on the actual selection of \( \hat{y} \), but \( \hat{c}(\hat{y}; y, \lambda, w) \leq 0 \) is a valid inequality no matter how \( \hat{y} \) is obtained. This is shown in the following lemma, in which \( M^p \) denotes the feasible set of \( (M_p) \).

**Lemma 2.** For every iteration \( p \geq 1 \), \( \Omega \subseteq M^p \subseteq M^{p-1} \) holds.

The consequence of Lemma 2 is that every master problem \( (M_p) \) is a relaxation of the single-level reformulation (15).

**Proof.** Let \( z = (x, y, \lambda, w, s) \in \Omega \) be a feasible point of Problem (15). In particular, \( z \) fulfills strong duality, i.e., \( \hat{c}(y, \lambda, w) = 0 \). Obviously, \( z \in M^p \) holds because \( M^0 \) corresponds exactly to \( \Omega \) without the strong-duality inequality (14). In addition,
since \( \hat{c} \) is convex, its first-order Taylor approximation is a global underestimator at any point \( \bar{y} \), i.e.,

\[
\hat{c}(\bar{y}; y, \lambda, w) \leq \hat{c}(y, \lambda, w) = 0.
\]

This holds in particular for the choice \( \bar{y} = \bar{y}^\ell \) for any \( \ell = 1, \ldots, p \) and \( p \geq 1 \). Hence, \( z \in M^p \). Further, \( M^p \subseteq M^{p-1} \) follows by construction. \( \square \)

In the following, we give details on how to select the linearization points \( \bar{y} \). We therefore assume that the master problem (M\( ^p \)) is feasible and denote its solution by \( z^p = (x^p, y^p, \lambda^p, w^p, s^p) \). According to Kelley’s cutting plane approach [33], one would add an outer-approximation cut (16) at the solution of the master problem, i.e., one would add the inequality \( \hat{c}(y^p; y, \lambda, w) \leq 0 \). Kelley has shown that this yields a convergent approach. However, in many cases this will turn out to be inefficient, because these cuts are rather weak. The outer approximation methods in the spirit of [7, 15, 22] additionally solve a convex nonlinear subproblem that results from fixing the integer variables in the original convex MINLP (or an auxiliary feasibility problem if the subproblem is infeasible) to obtain suitable linearization points \( \bar{y} \). In our context, the subproblem is given by fixing \( x_I = x_I^\ell \) and \( s = s^\ell \) in the convex MINLP (15), which yields the convex QCQP:

\[
\min_{x^p_I, y^p, \lambda^p, w^p} q_u(x^p_I, x^p_I, y^p) \quad \text{s.t.} \quad (x^p_I, x^p_I, y^p) \in P, \quad G_I y + d_I = D^\top \lambda, \quad \lambda \geq 0, \quad w_{jr} = s^p_{jr} \sum_{i=1}^{m_j} c_{ij} \lambda_i, \quad j \in I, \ r \in [r_j], \quad \hat{c}(y, \lambda, w) \leq 0.
\]

We denote the feasible set of (S\( ^p \)) by \( S^p \) and first assume \( S^p \neq \emptyset \). The infeasible case is discussed afterward. Let \( (\bar{x}^p_R, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p) \) be the solution of the subproblem (S\( ^p \)). For the correctness of our proposed algorithms, we need a technical assumption that is also used in [7, 15, 22].

**Assumption 1.** For every feasible subproblem (S\( ^p \)), the Abadie constraint qualification holds at the solution \( (\bar{x}^p_R, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p) \).

The following lemma now shows that it is indeed a good idea to linearize the strong-duality inequality (14) at the solution of the subproblem \( \bar{y}^p \) instead of at the solutions of the master problem \( y^p \).

**Lemma 3.** Let \( z^p = (x^p_I, x^p_R, y^p, \lambda^p, w^p, s^p) \) be an optimal solution of the master problem (M\( ^p \)) and assume that the subproblem (S\( ^p \)) is feasible and has the optimal solution \( (\bar{x}^p_R, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p) \). Suppose further that Assumption 1 holds and consider the new master problem that is obtained by adding the outer-approximation cut \( \hat{c}(\bar{y}^p; y, \lambda, w) \leq 0 \) to (M\( ^p \)). Then, for any feasible point of the form \( z = (x^p_I, x^p_R, y, \lambda, w, s^p) \) of this problem the following holds:

\[
q_u(x^p_I, x^p_R, y) \geq q_u(x^p_I, x^p_R, \bar{y}^p).
\]

For the proof of this lemma we need some theory about standard cones of nonlinear optimization. The required basics can be found, e.g., in [42].

**Proof.** We consider \( x^p_I \) and \( w^p \) fixed and assume that (S\( ^p \)) is feasible with optimal solution \( (\bar{x}^p_R, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p) \). Thus, \( (\bar{y}^p, \bar{\lambda}^p, \bar{w}^p) \) fulfills the convex strong-duality inequality (14). Since weak duality holds anyway, we obtain \( \hat{c}(\bar{y}^p, \bar{\lambda}^p, \bar{w}^p) = 0 \). Now, let \( z = (x^p_I, x^p_R, y, \lambda, w, s^p) \) be feasible for (M\( ^p \)) and let \( \hat{c}(\bar{y}^p; y, \lambda, w) \leq 0 \), i.e., \( z \) is
feasible for a suitably chosen master problem in iteration $p + 1$. In the following we abbreviate the vector $v = (y, \lambda, w)$ for the ease of presentation. Then, we have
\[ 0 \geq \hat{c}(\bar{y}^p; v) = \hat{c}(\bar{y}^p) + \nabla_v \hat{c}(\bar{y}^p)(v - \bar{v}^p), \]
i.e., $\nabla_v \hat{c}(\bar{y}^p)^\top(v - \bar{v}^p) \leq 0$, which means that $(v - \bar{v}^p)$ is in the linearized tangent cone $T^{lin}_{S^p}(\bar{y}^p)$. Due to Assumption 1, $T^{lin}_{S^p}(\bar{y}^p)$ equals the tangent cone $T_{S^p}(\bar{v}^p)$, which gives $(v - \bar{v}^p) \in T_{S^p}(\bar{v}^p)$. For all directions $d \in T_{S^p}(\bar{v}^p)$, we know that the property
\[ \nabla_v q_a(x^p_I, x^p_{R}, \bar{y}^p)^\top d \geq 0 \] holds. Thus, we have
\[ q_a(x^p_I, x^p_{R}, \bar{y}^p) \geq q_a(x^p_I, x^p_{R}, \bar{y}^p) + \nabla_v q_a(x^p_I, x^p_{R}, \bar{y}^p)(v - \bar{v}^p) \geq q_a(x^p_I, x^p_{R}, \bar{y}^p). \]

The first inequality follows because $q_a$ is convex, i.e., its first-order Taylor approximation is a global underestimator. The second inequality follows from Inequality (17).

In contrast to the slightly different setting in [22], using the solution of the subproblem (S$^p$) as the linearization point of the outer-approximation inequality (14) does not explicitly cut off the related integer solution $x^p_I$. The reason is our modified master problem, that does not linearize and approximate the convex objective function. Nevertheless, Lemma 3 lets us conclude that every integer assignment that satisfies the strong duality. Since the subproblem (S$^p$) needs to be visited only once, because the objective cannot be improved by visiting such a solution for a second time. This will be one of the key properties to prove convergence of our algorithm.

We now consider the case of an infeasible subproblem (S$^p$). In [15], it is argued that in order to eliminate $x^p_I$ from further consideration, an integer no-good-cut must be introduced. In our application, this is a straightforward task. The subproblem (S$^p$) is fully parameterized by fixed upper-level variables $x^p_I$. For these variables we have a binary expansion available anyway (the variables $s$) so that a simple binary no-good-cut on $s$ can be used. However, such no-good-cuts are known to cause numerical instabilities. As a remedy, in [22], it is proposed to derive cutting planes from an auxiliary feasibility problem that indeed cut off the integer solution $x^p_I$. The feasibility problem minimizes the constraint violations of the infeasible subproblem in some suitable sense, e.g., via the $\ell^1$- or the $\ell^\infty$-norm. Recap that $z^p$ is a solution of the master problem (M$^p$). In particular, $(y^p, \lambda^p)$ is primal-dual feasible for the lower-level problem (3) with fixed $x^p_I$. Thus, the latter problem also has an optimal solution that fulfills strong duality. Since the subproblem (S$^p$) is infeasible, this optimal solution must be infeasible for the upper-level constraints. On the other hand, $z^p$ must be feasible for the subproblem (S$^p$) without the strong-duality inequality, because $z^p$ is feasible for Problem (M$^p$). Thus, a simple feasibility problem in the sense of [22] is given by
\[
\min_{x^p_I, y, \lambda, w} \hat{c}(y, \lambda, w)
\text{ s.t. } (x^p_I, x^p_{R}, y) \in P, \\
G_I y + d_I = D^\top \lambda, \quad \lambda \geq 0,
\]
\[ w_{jr} = s^p_{jr} \sum_{i=1}^{m_j} c_{ij} \lambda_i, \quad j \in I, \quad r \in [\bar{r}_j], \tag{FP} \]
whose objective value is strictly greater than zero, since otherwise the subproblem (S$^p$) would be feasible. For a solution of (FP), we obtain the following proposition by adapting Lemma 1 of [22].
Lemma 4. Let $z^p$ be a solution of the master problem (MP), let the subproblem (SP) be infeasible, and let $(\bar{x}^p_I, \bar{y}^p, \lambda, \bar{w})$ be a solution of the feasibility problem (FP). Then, $\bar{c}(\bar{y}^p, \lambda, \bar{w}) > 0$ and every $z = (x^p_I, x^p_R, y, \lambda, w, s^p) \in \mathcal{M}^p$ is infeasible for the constraint

$$\bar{c}(\bar{y}^p, y, \lambda, w) \leq 0. \tag{18}$$

Proof. Consider a fixed $x^p_I$ and assume (SP) to be infeasible, which means that (FP) has an optimal solution $(\bar{x}^p_I, \bar{y}^p, \lambda^p, \bar{w}^p)$ with $\bar{c}(\bar{y}^p, \lambda^p, \bar{w}^p) > 0$. For the ease of presentation, we again use the abbreviation $v = (y, \lambda, w)$ and we rewrite the linear constraint set of (FP) to obtain

$$\min_{x^p_R, v} \bar{c}(v) \quad \text{s.t.} \quad \bar{A}x^p_R + \bar{B}v \leq \bar{b}, \quad \bar{D}v = \bar{d}. \tag{19}$$

Problem (FP), and hence Problem (19), minimizes a convex function over affine-linear constraints. Thus, $(\bar{x}^p_I, \bar{v}^p)$ fulfills the KKT conditions of Problem (19), i.e., primal feasibility, stationarity, non-negativity of multipliers of inequality constraints, and complementarity:

$$\bar{A}x^p_R + \bar{B}v^p \leq \bar{b}, \quad \bar{D}v^p = \bar{d}, \tag{20a}$$

$$\bar{A}^T \alpha = 0, \tag{20b}$$

$$-\bar{B}^T \alpha - \bar{D}^T \delta = \nabla_v \bar{c}(v^p), \tag{20c}$$

$$\alpha \geq 0, \tag{20d}$$

$$\alpha^T \bar{A}x^p_R + \alpha^T \bar{B}v^p = \alpha^T \bar{b}. \tag{20e}$$

We recap that $\bar{c}$ is derived from the first-order Taylor approximation, i.e., it holds

$$\bar{c}(\bar{y}^p; v) = \bar{c}(v^p) + \nabla_v \bar{c}(v^p)^\top (v - v^p).$$

This can be expanded to

$$\bar{c}(\bar{y}^p; v) = \bar{c}(v^p) - (\bar{B}^T \alpha + \bar{D}^T \delta)^\top (v - v^p) \tag{21a}$$

$$= \bar{c}(v^p) - \alpha^T \bar{B}v + \alpha^T \bar{B}v^p - \delta^\top (\bar{D}v - \bar{D}v^p) \tag{21b}$$

$$= \bar{c}(v^p) - \alpha^T (\bar{B}v - \bar{b}) - \delta^\top (\bar{D}v - \bar{d}), \tag{21c}$$

by using KKT stationarity (20c) (for (21a)) and re-ordering the terms (for (21b)). Further, we replaced $\alpha^T \bar{B}v^p$ by $\alpha^T \bar{b}$ according to (20e) and (20b) and $\bar{D}v^p$ by $\bar{d}$ according to (20a) to obtain (21c). Now, let $z = (x^p_I, x^p_R, v, s^p) \in \mathcal{M}^p$. This implies that $v$ must be feasible for (FP), respectively (19). In particular, we know that $\bar{D}v - \bar{d} = 0$. Applying this to (21) and using (20b) yields

$$\bar{c}(\bar{y}^p; v) \geq \bar{c}(v^p) + \alpha^T \bar{A}x^p_R = \bar{c}(v^p) > 0.$$

Thus, $v$ violates (18). \hfill \Box

We recap that, with the last lemma, we can derive cutting planes that cut off $x^p_I$ when the subproblem (SP) is infeasible. This is another key property for the convergence of our approach. With this result, we are ready to present the multitree outer approximation in Algorithm 1. In every iteration $p$, Algorithm 1 first solves the master problem (MP) to obtain a solution $z^p$. According to Lemma 2, $\mathcal{M}^p \subseteq \mathcal{M}^{p-1}$ and we can update the lower bound $\phi$ by $\phi_a(x^p_I, x^p_R, y^p)$. Next, either the subproblem (SP) or, in case of infeasibility, the feasibility problem (FP) is solved. If the subproblem is feasible with solution $(\bar{x}^p_I, \bar{y}^p, \lambda^p, \bar{w}^p)$, then the point $(x^p_I, x^p_R, y^p, \lambda^p, \bar{w}^p, s^p)$ is feasible for the convex single-level reformulation (15) and the upper bound is updated if $\phi_a(x^p_I, x^p_R, y^p) < \Phi$. In this case, also $z^*$ is updated. We terminate when $\phi \geq \Phi$ is achieved and return the best solution $z^*$. We now show the correctness of this approach.
Algorithm 1 Multitree Outer Approximation for MIQP-QP Bilevel Problems.

1: Initialize $\phi = -\infty$, $\Phi = \infty$, and $p = 0$.
2: while $\phi < \Phi$ do
3:    Solve the master problem $(M^p)$.
4:    if $(M^p)$ is infeasible then
5:        Return “The bilevel problem is infeasible”.
6:    else
7:        Let $z^p$ be the optimal solution of $(M^p)$ and set $\phi = q_a(x^p, y^p)$.
8:    end if
9:    Solve the subproblem $(S^p)$, or the feasibility problem $(F^p)$ if $(S^p)$ is infeasible,
10:   and obtain $(\bar{x}_R^p, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p)$.
11:   if $(S^p)$ is feasible and $q_a(x^*_f, \bar{x}_R^p, \bar{y}^p) < \Phi$ then
12:       Set $z^* = (x^*_f, \bar{x}_R^p, \bar{y}^p, \bar{\lambda}^p, \bar{w}^p, s^p)$ and $\Phi = q_a(x^*_f, \bar{x}_R^p, \bar{y}^p)$.
13:   end if
14:   Add the outer approximation cut $\tilde{c}(\bar{y}^p; y, \lambda, w) \leq 0$ to $(M^p)$.
15:   Set $p ← p + 1$.
16: end while
17: Return $z^*$.

Theorem 1. Algorithm 1 terminates after a finite number of iterations at an optimal solution of Problem (1) or with an indication that the problem is infeasible.

The following proof is adapted from [22].

Proof. First of all, note that all master problems are bounded since $P$ is assumed to be bounded. We next show finiteness of Algorithm 1. If Problem (1) is feasible, then we can follow from Lemma 3 that at most one integer solution is visited twice. Whenever an integer solution is visited for a second time, $\phi \geq \Phi$ holds and the algorithm terminates. On the other hand, if Problem (1) is infeasible, then every subproblem $(S^p)$ is infeasible. According to Lemma 4, the integer solution $x^*_f$ is infeasible for the master problem in iteration $p + 1$, which results in an infeasible master problem after a finite number of iterations. Thus, finiteness follows from the finite number of integer solutions for Problem (1).

Second, we show that Algorithm 1 always terminates at a solution of Problem (1), if it is feasible. We denote a (possibly non-unique) optimal solution of Problem (1) by $(x^*_f, x^*_R, y^*)$ with objective function value $q_a^* = q_a(x^*_f, x^*_R, y^*)$. Now assume that Algorithm 1 terminates with a solution $(x^*_f, x^*_R, y^*, \lambda^*, w^*, s^*)$ and objective function value $\Phi = q_a(x^*_f, x^*_R, y^*)$. It is obvious that $(x^*_f, x^*_R, y^*, \lambda^*)$ is feasible for the nonconvex single-level reformulation (10). According to Lemma 1, $(x^*_f, x^*_R, y^*)$ is then feasible for the original bilevel problem, which gives $q_a^* \leq \Phi = q_a(x^*_f, x^*_R, y^*)$. On the other hand, Lemma 2 together with Lemma 1 state that every master problem $(M^p)$ is a relaxation of the original bilevel problem (1), i.e., $\phi \leq q_a^*$. Since Algorithm 1 only terminates when $\phi \geq \Phi$, we obtain $q_a(x^*_f, x^*_R, y^*) = q_a(x^*_f, x^*_R, y^*)$. □

In the remainder of this subsection we discuss some enhancements of Algorithm 1.

Additional outer-approximation cuts: Since the outer-approximation cuts of the form of (16) are globally valid, we can add cuts also for points other than the solution of the subproblem. One point that comes for free is the solution $z^p$ of the master problem, i.e., we can add a cut (16) for the point $y^p$. This is an outer-approximation cut in the sense of Kelley [33]. Further, we can add outer-approximation cuts for all feasible solutions that are encountered in the process of solving the master problem.
Early termination of the master problem: It is sufficient for the correctness of the entire algorithm that the master problem provides a new integer-feasible point. Since the outer-approximation cuts are constructed in a way that already visited integer solutions of the previous iterations have on objective value worse or equal to the incumbent $\Phi$, we can stop the master problem with the first improving integer-feasible solution, i.e., a solution that has an objective value better than the incumbent $\Phi$; see also [22]. This strategy mimics the single-tree approach that is stated in Section 3.2.

Warmstarting the master problem: Warmstarting mixed-integer problems can be a very effective strategy because it may produce a tight initial upper bound and help to keep the branch-and-bound tree small. Since the incumbent solution $z^*$ is feasible for every master problem, it is reasonable to warmstart the master problems with this solution.

The performance of the plain Algorithm 1, as well as the effectiveness of the mentioned enhancements are evaluated in Section 5.

3.2. A Single-Tree Outer-Approximation Approach. The multitree outer-approximation approach from Section 3.1 can also be cast into a single branch-and-bound tree. In the context of general convex MINLPs, this approach is known as LP/NLP-based branch-and-bound (LP/NLP-BB) and was first introduced in [44]. LP/NLP-BB avoids the time-consuming solution of subsequently updated mixed-integer master problems by branching on the integer variables of an initial master problem and solving continuous relaxations of the subsequently updated master problem at every branch-and-bound node. Whenever such a relaxation results in a new integer solution with a better objective value than the incumbent, the solution process is interrupted. In this event the convex nonlinear subproblem with fixed integer variables is solved and the master problem is updated by an outer-approximation cut derived from the solution of the subproblem. In this view, LP/NLP-BB can be interpreted as a branch-and-cut algorithm that requires the solution of NLPs to separate cuts. For additional implementation details we refer to [1, 7].

If we apply such a single-tree approach to our setup, the initial master problem is given by Problem (M$_p$) for $p = 0$, i.e., this corresponds exactly to the initial multitree master problem. In this view, the problem that is solved at every branch-and-bound node is the continuous relaxation of Problem (M$_p$) with bounds $\ell, u \in \mathbb{R}^{|I|}$ on the integer variables, i.e., the QP:

$$\min_{x, y, \lambda, w, s} q_0(x, y)$$

s.t. $Ax + By \geq a, \quad Cx_I + Dy \geq b,$

$l \leq x_I \leq u,$

$G_0 y + d = D^T \lambda, \quad \lambda \geq 0,$

$\lambda^T C x_I$ linearization: (11), (13),

$\bar{c}(\bar{y}; y, \lambda, w) \leq 0, \quad \ell = 0, \ldots, p - 1.$

The index $p$ in (N$_p^p(l, u)$) corresponds to the number of added strong-duality cuts. The specific values for $l$ and $u$ follow from branching. As opposed to the textbook LP/NLP-BB that solves an LP at every branch-and-bound node, we solve a QP. Thus, we rather perform a QP/NLP-BB.

We now state a tailored single-tree approach for bilevel problems of the form (1) in Algorithm 2. The rationale is the following. The algorithm subsequently solves QPs of the form (N$_p^p(l, u)$), starting with the root node problem for $p = 0$, $l = x^-$. 
Algorithm 2: Single-Tree Outer Approximation for MIQP-QP Bilevel Problems.

1: Initialize \( \Phi = \infty \), \( p = 0 \), \( l = x^- \), \( u = x^+ \), and \( z^* = \text{none} \).
2: Initialize the set of open node problems \( O := \{(N^p(l, u))\} \).
3: while \( O \neq \emptyset \) do
4: Remove a QP \( (N^p(l, u)) \) from \( O \) and solve it to obtain a solution \( z^{l,u} \).
5: if \( (N^p(l, u)) \) is infeasible or \( q_u(x^{l,u}, y^{l,u}) \geq \Phi \) then
6: Subtree can be pruned. Continue.
7: else if \( z^{l,u} \) is integer feasible and \( q_u(x^{l,u}, y^{l,u}) < \Phi \) then
8: Set \( x^I_f = x^{l,u} \) and \( s^p = s^{l,u} \) and solve the subproblem \( (S^P) \) or the feasibility problem \( (P^P) \) to obtain \( (\bar{x}_l^R, \bar{y}_R, \bar{\lambda}_p, \bar{w}_p) \).
9: if \( (S^P) \) is feasible and \( q_u(x^I_f, x^P_R, \bar{y}_R) < \Phi \) then
10: Set \( z^* = (x^I_f, x^P_R, \bar{y}_R, \bar{\lambda}_p, \bar{w}_p) \) and \( \Phi = q_u(x^I_f, x^P_R, \bar{y}_R) \).
11: end if
12: Re-add the problem: \( O \leftarrow O \cup \{(N^p(l, u))\} \).
13: Add the outer-approximation cut \( \tilde{c}(\bar{y}^P, y, \lambda, w) \leq 0 \) to all problems in \( O \).
14: Set \( p \leftarrow p + 1 \).
15: else
16: Branch on a fractional \( x^P_i \), \( i \in I \), to obtain new bounds \( l^I, u^I \) and \( l^2, u^2 \).
17: Update \( O \leftarrow O \cup \{M^P(l^I, u^I), M^P(l^2, u^2)\} \).
18: end if
19: end while
20: Return \( z^* \) or, if \( z^* \) is \text{none}, return “The bilevel problem is infeasible”.

and \( u = x^+ \). Whenever such a QP is infeasible or its objective function value cannot improve the incumbent, then this problem can be removed from the set of open problems \( O \) once and for all. In case the solution of Problem \( (N^p(l, u)) \) is integer feasible, then the corresponding subproblem \( (S^P) \)—or the feasibility problem \( (P^P) \) if the subproblem is infeasible—is solved. One key difference of LP/NLP-BB compared to a standard branch-and-bound is that this solved subproblem must not be pruned but needs to be updated with an appropriate outer-approximation cut. Moreover, all other open problems in \( O \) need to be updated as well. Finally, if Problem \( (N^p(l, u)) \) is feasible but the solution is not integer feasible, one branches on a fractional integer variable to obtain two new open problems. Similar to the multitree approach, only one integer assignment—the optimal one—is computed twice during the solution process. Finiteness follows again from the finite number of possible integer assignments. At some point all problems in the set \( O \) are infeasible, \( O \) is emptied, and the algorithm terminates. If all subproblems turned out to be infeasible, then \( z^* \) is never updated and the infeasibility of the bilevel problem is correctly detected. All together, we obtain the following correctness theorem.

**Theorem 2.** Algorithm 2 terminates after a finite number of iterations with an optimal solution of Problem (1) or with an indication that the problem is infeasible.

Since all arguments mainly follow from the proof of Theorem 1, we refrain from a formal proof of Theorem 2. We close this subsection by discussing some possible enhancements of Algorithm 2.

**Additional outer-approximation cuts:** Similar to the multitree approach, we can enhance Algorithm 2 by adding outer-approximation cuts for all integer-feasible solutions \( z^{l,u} \) with \( q_u(x^{l,u}, y^{l,u}) \geq \Phi \), i.e., integer-feasible solutions that do not fulfill the if-condition in Line 7 in Algorithm 2. This can be done, e.g., by storing these non-improving integer-feasible solutions...
and adding outer-approximation cuts for these solutions together with the cut that is added in Line 13.

**Advanced initialization:** Initializing the single-tree approach with a bilevel-feasible solution may be beneficial for various reasons. First, in the initial master problem \((M^p)\) for \(p = 0\), the constraints for the binary expansion (11) and for the linearization (13) are redundant, because they are not yet coupled by any outer-approximation cut. When the master problem is equipped with an initial outer-approximation cut, however, then all parts of the model are coupled and the solver can effectively presolve the entire model before solving the root node problem, i.e., \((N^p(\ell, u))\) for \(p = 0\), \(\ell = x^-\), and \(u = x^+\). In addition, this initial outer-approximation cut results in a tighter root node problem.

Second, an initial bilevel-feasible solution can be used to pass an incumbent solution \(z^*\) to Algorithm 2 and to compute an initial upper bound \(\Phi\). This may allow to prune parts of the search tree right in the beginning. An initial bilevel-feasible point can be obtained, e.g., by finding a feasible or optimal point for Problem \((M^p)\) for \(p = 0\) and solving the corresponding subproblem. This mimics the first iteration of the multitree approach.

We evaluate the plain Algorithm 2 and these enhancements in Section 5.

### 3.3. Exploiting the Bilevel Structure

The two outer approximation algorithms stated in the previous sections are an application of the approaches in [7, 22] and [44], respectively. The effectiveness of both algorithms will depend, among other aspects, on the following properties:

(i) The ability to solve the master problem(s) effectively.

(ii) The number of integer-feasible solutions of the master problem that need to be evaluated.

(iii) The ability to solve the subproblems effectively.

Aspect (i) is addressed by the various enhancements stated in Section 3.1 and Section 3.2, respectively. For the latter two aspects, we can exploit the specific bilevel structure of Problem (1). We explain this on the example of the multitree algorithm 1, but the same explanations hold for the single-tree approach Algorithm 2 as well. We first discuss aspect (ii). In general, the number of integer-feasible solutions of the master problem coincides with the number of subproblems that need to be solved. In the worst case, the algorithm needs to consider every integer-feasible solution of the initial master problem. However, for bilevel problems of the form (1), there is hope that one needs to evaluate only a few subproblems. The hypothesis is the following. Both the upper- and the lower-level objective functions are convex-quadratic in \(y\) and are to be minimized. This means that some parts in the upper- and the lower-level objective (namely the quadratic parts in \(y\)) have “more or less” the same optimization directions. Thus, although the linear parts of the two objective functions may have opposite optimization directions, explicit min-max problems for which the upper level minimizes a function that the follower maximizes, cannot arise for quadratic bilevel problems of the form (1), unless all matrices \(H_u, G_u,\) and \(G_l\) are 0. Thus, the solution of the early master problems (that mainly abstract from lower-level optimality) might already be a good estimate of the optimal lower-level solution, depending on how competitive the two objective functions are. As a consequence, it might be quite likely that the first few solutions of the master problem already contain a close-to-optimal or even optimal integer upper-level decision \(x_I\). Hence, the solution of the respective subproblem already provides a very tight upper bound \(\Phi\). This is, of course, instance specific, and we discuss this in more detail in Section 5.
Then, the following properties hold:

**Proposition 1.** Let $z^p$ be a solution of the master problem $(M^p)$. Further, let $q^p_0(x^p_I)$ be the optimal objective value of the parametric lower-level problem (3) for $x_I = x^p_I$ and $(\tilde{x}_R^p, \tilde{y}^p)$ be the solution of the QCQP

\[
\min_{x_R, y} q_a(x^p_I, x_R, y)
\text{ s.t. } (x^p_I, x_R, y) \in P,
\]

\[
q_i(y) \leq q^p_0(x^p_I).
\]

Then, the following properties hold:

(i) $(x^p_I, \tilde{x}_R^p, \tilde{y}^p) \in F$, i.e., it is a bilevel feasible point of Problem (1) in the optimistic sense.

(ii) The solution $(\tilde{x}_R^p, \tilde{y}^p)$ of the subproblem $(S^p)$ and the solution of Problem (22) correspond in the sense that $(\tilde{x}_R^p, \tilde{y}^p) = (\tilde{x}_R^p, \tilde{y}^p)$.

Since the outer-approximation cut is only parameterized by $y$, the solution of Problem (22) yields the same cut than the solution of Problem $(S^p)$.

**Remark 1.** We can replace Step 9 of Algorithm 1 (or Step 8 of Algorithm 2) by subsequently solving the parametric lower-level problem (3) with fixed integer linking variables $x_I$ and Problem (22). In other words, instead of solving subproblem $(S^p)$, we can solve a convex QP and a convex QCQP that is considerably smaller than $(S^p)$.

**Remark 2.** If the matrix $G_1$ is positive definite, then the lower-level problem has a unique solution and $M(x_I)$ is a singleton. In this case we can replace Step 9 of Algorithm 1 (or Step 8 of Algorithm 2) by subsequently solving the parametric lower-level QP (3) with fixed integer upper-level variables $x^p_I$ and solving the upper-level problem

\[
\min_{x_R} q_a(x^p_I, x_R, \tilde{y}^p) \text{ s.t. } A(x^p_I, x_R) + By = a,
\]

in which all integer upper-level variables are fixed to $x^p_I$ and all lower-level variables are fixed to the unique solution $\tilde{y}^p$. Problem (23) is a QP as well.

Especially Remark 2 can be expected to decrease the running time needed for the subproblem substantially, because it replaces a large QCQP by two considerably easier QPs. We discuss the effectiveness of both remarks in Section 5.

4. Implementation

In this section, we first discuss the software setup of the two outer-approximation approaches stated in Section 3 as well as of the two benchmark approaches, namely solving the KKT-based reformulation (2) and solving the strong-duality-based reformulation (15) directly. Then, in Section 4.2, we discuss the handling of Assumption 1 before we discuss some details regarding the subproblem in Section 4.3. Finally, we briefly sketch the implementation of the single-tree approach in Section 4.4.

4.1. Software Setup. We implemented all solution approaches using C++11 with GCC 7.3.0 as the compiler. All optimization problems, i.e., all convex (MI)(QC)QP problems, are solved by Gurobi 8.1.1 using its C interface. Throughout all computations we set the `NumericFocus` parameter to a value of 3, which results in increased numerical accuracy. Further, we tightened Gurobi’s integer feasibility tolerance from its default value $10^{-5}$ to $10^{-9}$. The rationale is to prevent numerical inaccuracies caused by products of binary variables and big-M values, e.g., in the Constraints (13). Similar products also appear when using the KKT-based reformulation (2).
4.2. The Role of Assumption 1. In theory, Assumption 1 is crucial for the termination of the methods described in Section 3. An indication that this assumption is not fulfilled in practice is cycling, i.e., a certain integer solution is computed more than once. In preliminary numerical tests, cycling hardly ever occurred for any of the two outer-approximation approaches, such that we disabled an expensive cycling management (e.g., storing all integer solutions and adding a no-good-cut if an integer solution is computed for the second time) in our final computations.

4.3. Solving the Subproblem. Both, Algorithm 1 and Algorithm 2 require the solution of the subproblem $(S^p)$. It is easy to see that the variables $w$ and $s$ can be projected out of this QCQP according to Equation (12). The resulting problem is then equivalent to fixing $x_I = x_I^p$ directly in the original nonconvex MINLP (10). Note that for fixed integer variables, (10) is a convex QCQP as well. While the full subproblem $(S^p)$ is more in line with the standard literature on outer approximation for convex MINLPs and makes it easier to prove correctness, it is certainly better to use Problem (10) with fixed integer variables in the actual implementation for the following reasons. First, Problem (10) is smaller than $(S^p)$, and second and more importantly, Problem (10) is big-$M$ free. As already discussed in Section 2, a wrong big-$M$ can result in terminating with points that are actually bilevel-infeasible or suboptimal. Using Problem (10) as the subproblem, the former case can never appear. This is a huge advantage compared to solving the two single-level reformulations (2) and (15) directly, which may indeed terminate with points that are actually bilevel-infeasible.

In Remarks 1 and 2, we discuss that one may solve the subproblem in a bilevel-specific manner. Both approaches are big-$M$ free as well. However, our preliminary computational results revealed that applying Remark 1 is not beneficial at all in practice. The main problem is that Gurobi very often fails to solve the QCQP (22) and gets stuck with a suboptimal solution. This happens in particular also for instances that can be solved using Problem (10) with fixed integer variables (or with the standard subproblem $(S^p)$). This is surprising, because Problem (10) contains also dual lower-level constraints and is a significantly larger QCQP compared to Problem (22). On the other hand, the quadratic constraint in (22) has much less degrees of freedom than the quadratic constraint in (10), because it does not contain the dual terms but the optimal objective value of the parametric lower level. This might explain the observed behavior. We thus leave the application of Remark 1 out of our numerical analysis in Section 5 and recommend to use Problem (10) (or $(S^p)$) in case $G_I$ is not strictly positive definite, i.e., if the lower-level problem does not have a unique solution.

4.4. Implementation of the Single-Tree Approach. While an implementation of the multitree approach of Section 3.1 is fairly straightforward, the implementation of the single-tree approach of Section 3.2 deserves a bit more explanation. The overall goal is to exploit the powerful branch-and-bound implementation of MIP solvers as much as possible. This is in line with the authors of [1], who argue that the performance of LP/NLP-BB methods can be greatly improved if they are implemented within modern MIP solvers. In particular, we want to exploit Gurobi’s branch-and-bound framework. We recap that Algorithm 2 subsequently solves continuous relaxations $(N^p(l,u))$ of Problem $(M^p)$ at every branch-and-bound node. Thus, the implementation of the single-tree approach is realized by solving the initial master problem, i.e., Problem $(M^p)$ for $p = 0$, with Gurobi. The MIP solver then takes care of the full branch-and-bound framework and the solution of the node QPs $(N^p(l,u))$. In the course of solving this initial master problem, it is subsequently updated. Whenever Gurobi finds a new integer-feasible solution,
we check via a callback whether the corresponding objective value is better than the bilevel incumbent. This requires some additional bookkeeping of the bilevel incumbent and the best bilevel solution. If necessary (see Algorithm 2), the callback calls a subroutine that solves the subproblem (or the feasibility problem) and generates outer-approximation cuts. These cuts are added to the master problem as so-called lazy constraint cuts, i.e., cuts that are allowed to safely cut off integer-feasible points, before the solution process is resumed. This implicitly updates all open node problems \((N^p(l, u))\). Note however that using Gurobi’s lazy constraint callbacks requires to set the parameter LazyConstraints to 1, which avoids certain reductions and transformations during the presolve that are incompatible with lazy constraints.

5. Computational Study

We now provide detailed numerical results for the methods proposed in the previous sections. All computational experiments have been executed on a compute cluster using compute nodes with Xeon E3-1240 v6 CPUs with 4 cores, 3.7 GHz, and 32 GB RAM; see [46] for more details.

The evaluations and comparisons mostly rely on performance profiles according to [14]. For every test instance \(i\) we compute ratios \(r_{i,s} = t_{i,s} / \min\{t_{i,s} : s \in S\}\), where \(S\) is the set of the solution approaches and \(t_{i,s}\) is the running time of a solver \(s\) for instance \(i\), given in wall-clock seconds. Each performance profile plot in this section shows the percentage of instances (y-axis) for which the performance ratio \(r_{i,s}\) of approach \(s\) is within a factor \(\tau \geq 1\) (log-scaled x-axis) of the best possible ratio. Note that for each solution attempt, we set a time limit of 3600 s. In addition, we set a minimum running time of 0.5 s, i.e., all running times faster than 0.5 s are fixed to 0.5 s. This is done to minimize the impact of external effects (like, e.g., CPU temperature) on very short running times.

The test set \(I\) that we use for our numerical study is specified in Section 5.1. In Section 5.2 and 5.3, we evaluate the results for different variants of the multi- and the single-tree approach, respectively. Finally, in Section 5.4, we compare both methods and also test their performance against solving the KKT-based reformulation (2) and the strong-duality-based reformulation (15).

5.1. Test Set. Our test set is taken from the MIQP-QP test set that is also used in [35]. Most of these instances are generated based on MILP-MILP instances from the literature by adding quadratic terms to both objective functions and by relaxing integrality conditions in the lower-level problem; see Section 6.1 in [35] for more details on the construction of the instances. Note that we enforced continuous linking variables to be integer, if necessary. Some of the instance classes in [35] are too difficult to be solved to global optimality, i.e., for most instances of the respective instance class, every tested solver exceeds the time limit. Thus, we excluded these instance classes from our test set. On the other hand, we used the instance classes DENE GRE, INTER-ASSIG, and INTER-KP. These instances are generated by the same authors in the same way as the other instances but turned out to be too easy for considerations of local optimality and thus are left out in the final computations in [35].

The various test set classes yield a total of 757 instances. From these instances, we removed 72 instances that are too easy, i.e., each solver (this includes also the benchmark solvers) can solve the instance within 0.5 s. Further, we exclude 45 instances that cannot be solved by any solver, because they are either too hard in terms of running time or memory requirements, or infeasible. Finally, we also exclude 18 instances for which the optimal objective values provided by different solvers do not match. The reason for this behavior may be due to numerical problems
and/or wrong big-M values. Our final test set $\mathcal{I}$ contains $|\mathcal{I}| = 622$ instances, which is—to the best of our knowledge—the largest test set of MIQP-QP bilevel problems considered for global optimality. We explicitly point out that every instance in $\mathcal{I}$ can be solved by at least one method discussed in this work within 3600 s. The largest instances in $\mathcal{I}$ have several thousand variables and constraints. We display the sizes and densities of the instances contained in $\mathcal{I}$ in Figure 1. More details on the instances can be found in Table 1, in which we give an overview of the different instance classes that we used, along with a reference (“Ref”) to the corresponding original MILP-MILP test set and the resulting size of the filtered instance class (“Size”). We also specify the minimum and maximum number of upper-level and lower-level variables ($n_x, \text{dim}_Y$) and constraints ($m_u, m_l$), as well as the minimum and maximum number of linking variables ($|\mathcal{I}|$) and of the maximum upper bound of the linking variables ($\max_{i \in \mathcal{I}} x^*_i$). Except for the instance classes INTER-CLIQUE and INTER-FIRE that use a big-M value of $10^5$, we set the big-M to $10^6$.

Finally, we emphasize that for all instances in $\mathcal{I}$, the matrix $G_l$ is positive definite, which renders the solutions of the lower-level problems unique. This means, that we can evaluate the application of Remark 2 for the full test set $\mathcal{I}$. We do not consider semidefinite matrices $G_l$, because applying Remark 1 turned out to be inefficient in our preliminary computational results; see the discussion in Section 4.3. Instead, we suggest to use the standard subproblem ($S^p$) for instances with multiple lower-level solutions, and test this approach also on the test set $\mathcal{I}$.

5.2. Evaluation of the Multitree Approach. We now evaluate the different parameterizations of the multitree approach as described in Section 3.1. Since in
our test set $G_l$ is positive definite, we use Remark 2 as the default method for solving the subproblem and compare the following variants, which are in line with the enhancements for the master problem proposed at the end of Section 3.1:

- **MT**: A basic variant without any enhancements, i.e., the plain Algorithm 1.
- **MT-K**: Every master problem is solved to optimality but additional Kelley-type cutting planes (“K”) are used.
- **MT-K-F**: The master problem terminates as soon as a first (“F”) improving integer-feasible solution is found and after every iteration additional Kelley-type cutting planes are added for every non-improving integer-feasible solution found by the master problem.
- **MT-K-F-W**: Like MT-K-F but every master problem is warmstarted (“W”) using the best available bilevel-feasible solution.

Later on, we compare the best setting among those four variants with an equivalent setting that uses the subproblem $S_p$ (in fact, Problem (10) with fixed integer variables; see Section 4) instead of the strategy of Remark 2.

Figure 2 (left) shows the performance profile of the four variants. It turns out that MT-K outperforms MT, which means that adding Kelley-type cutting planes improves the performance. In addition, MT-K-F dominates MT-K. Thus, stopping the master problem with the first integer-feasible solution that has a better objective function value than the bilevel incumbent is beneficial, too, although this strategy might result in more iterations and less Kelley-type cutting planes added. MT-K-F in turn is dominated by MT-K-F-W, which obviously outperforms all other tested variants. In fact, MT-K-F-W is the fastest method for around 75% of the instances. Further, it is the most reliable approach and solves around 99% of the instances in $I$.

Overall, according to Figure 2, MT-K-F-W is the clear winner among the four tested variants, although differences across the four approaches are rather mild, as the maximum factor $\tau$ is around 10.

In Figure 2 (right), we compare the “winner setting” MT-K-F-W with MT-STD, a variant with the same settings than the former approach but that uses the “standard” subproblem $S_p$ instead of the bilevel-specific strategy proposed in Remark 2. In contrast to the other approaches, MT-STD is also applicable for bilevel problems with multiple lower-level solutions. This comes at the cost of longer running times. The performance profile shows that MT-STD is clearly dominated by MT-K-F-W, which is the faster method for around 95% of the instances.

The conclusions drawn from the performance profiles are underlined by the running times displayed in Table 2. Note that, in order to have a fair comparison,
Table 2. Running times (in seconds), number of solved subproblems and time spent in the subproblem for all tested multitree variants.

|         | running time | solved subproblems | time in subproblems |
|---------|--------------|--------------------|---------------------|
|         | mean | median | mean | median | mean | median |
| MT      | 122.22 | 1.47   | 3.06 | 1.00   | 0.43 | 0.03   |
| MT-K    | 124.44 | 1.24   | 2.03 | 1.00   | 0.42 | 0.02   |
| MT-K-F  | 116.39 | 1.39   | 3.47 | 1.00   | 0.43 | 0.03   |
| MT-K-F-W| 77.81  | 1.09   | 3.61 | 1.00   | 0.43 | 0.03   |
| MT-STD  | 124.75 | 1.25   | 3.52 | 1.00   | 39.46| 0.20   |

for the numbers in Table 2, we used only instances that every multitree solver can solve. The first observation is that for all tested approaches, the median running times are much shorter than the mean running times. This indicates that many instances are easy for all multitree approaches. Further, it can be seen, that MT-K-F-W has significantly shorter mean and median running times than the other variants. Table 2 also shows the mean and median number of solved subproblems (or feasibility problems), which corresponds to the number of evaluated integer-feasible solutions (or to the number of iterations minus 1, since per construction the last iteration computes a specific integer solution for the second time). The table reveals that adding Kelley-type outer-approximation cuts reduces the number of solved subproblems by more than 30% in the mean (MT-K vs. MT). On the other hand, terminating the master problem early increases the number of solved subproblems by around 75% in the mean (MT-K-F vs. MT-K). This is expected and these additional iterations are obviously overcompensated by a reduction in the running time per iteration. The median numbers of solved subproblems are equal to 1 for all multitree solvers, which means that for at least 50% of the instances (that all of the multitree approaches can solve), only one integer-feasible solution needs to be computed. This seems to be surprising at a first glance, but is in line with our discussion in Section 3.3: Since both the upper- and lower-level objective function are convex-quadratic in \( y \) and to be minimized, it can be expected that the quadratic parts in the upper- and the lower-level objective have “more or less” the same optimization directions for many instances. For these instances, the outer-approximation cuts are very effective. We finally point out that the time spent for solving the subproblem dramatically increases, when \((S^p)\) is used. This explains the significantly longer running times of MT-STD compared to MT-K-F-W and justifies the exploitation of the bilevel structure as proposed in Section 3.3.

5.3. Evaluation of the Single-Tree Approach. We now analyze the single-tree approach described in Section 3.2 in the following variants:

**ST:** A basic variant without any enhancements as stated in Algorithm 2.

**ST-K:** Additional Kelley-type cutting planes (“K”) are added for every non-improving integer-feasible solution found.

**ST-K-C:** Like ST-K but an initial bilevel-feasible solution is computed (if available) in order to add an initial outer-approximation cut (“C”).

**ST-K-C-S:** Like ST-K-C but the initial bilevel-feasible solution is used to set start values (“S”) for \( z^* \) and \( \Phi \).

Again, all these variants apply Remark 2 to solve the subproblems. Later, we compare the winner setting to an equivalent setting that uses subproblem \((S^p)\) instead.
We compare the running times of the four variants in the performance profile in Figure 3 (left). The first observation is that the plots for ST and ST-K match almost exactly. This means that adding additional Kelley-type cutting planes for all non-improving integer-feasible solutions does not make any difference, which is in contrast to the results for the multitree approach. One explanation might be that the performance boost that is observed in the multitree method is mainly due to more effective presolving of the individual master problems when additional cuts are added. This is, of course, not possible in the single-tree approach. On the contrary, adding an initial outer-approximation cut is very beneficial. The methods without this initial cut, ST and ST-K, are clearly dominated by ST-K-C. The latter is in turn dominated by ST-K-C-S, the variant that also sets start values according to the initial bilevel-feasible solution. ST-K-C-S is the fastest method for more than 75% of the instances and it can solve more instances than any other single-tree variant. Overall, the differences between the four variants are rather small, as the maximum factor \( \tau \) is again around 10. Still, ST-K-C-S is the clear “winner setting” for the single-tree approach.

In Figure 3 (right), we compare this winner setting to ST-STD; a variant with the same settings but that uses the “standard” subproblem (\( S^p \)). We recap, that ST-STD is also applicable for bilevel problems with multiple lower-level solutions. The performance profile shows that this comes, like for the multitree approach, at the cost of longer running times. In fact, ST-K-C-S is the faster method for around 95% of the instances and it also solves more instances than ST-STD.

The conclusions drawn from the performance profiles in Figure 3 are also visible in Table 3, which displays statistics on running times and on the number of solved subproblems. We recap that the instances underlying the analysis in Table 3 are a subset of \( I \), namely the instances that all single-tree variants (including ST-STD) can solve. This makes a comparison of Table 2 and Table 3 impossible, because the underlying instances are different. Comparing median with mean running times in Table 3, we see that also for all single-tree approaches, many instances are rather easy to solve. Further, ST-K-C-S has the lowest mean running time, which is around 50% faster compared to ST. Additionally, the median running times are dominated by ST-K-C-S. Looking at the solved subproblems, it is interesting to see that adding additional Kelley-type cutting planes decreases the number of solved subproblems, although in terms of running times no effect could be observed (ST-K vs. ST). Adding an initial outer-approximation cut further reduces the number of solved subproblems, whereas setting start values has no effect on the iterations.
Table 3. Running times (in seconds), number of solved subproblems and time spent in the subproblem for all tested single-tree variants.

|                | running time | solved subproblems | time in subproblems |
|----------------|--------------|--------------------|---------------------|
|                | mean median  | mean median        | mean median         |
| ST             | 214.10 0.96  | 7.72 2.00          | 0.99 0.09           |
| ST-K           | 219.56 0.95  | 6.78 2.00          | 0.98 0.08           |
| ST-K-C         | 182.86 0.87  | 6.04 1.00          | 0.45 0.05           |
| ST-K-C-S       | 114.38 0.77  | 6.09 1.00          | 0.45 0.05           |
| ST-STD         | 141.99 0.96  | 5.87 1.00          | 28.54 0.22          |

Interestingly, ST-STD needs to solve considerably less subproblems than ST-K-C-S. Since these two methods only differ in the solution method of the subproblem, we have no proper explanation for this behavior. ST and ST-K spent double the time for solving the subproblems compared to ST-K-C and ST-K-C-S, because they need to solve two subproblems in the mean (compared to one for ST-K-C and ST-K-C-S). Again, it is obvious that the time spent for the subproblem significantly increases when \( S^p \) is used.

5.4. Comparison of the Approaches. We now compare our proposed algorithms with each other and with the two benchmark approaches introduced in Section 2. We briefly recap and discuss these benchmark approaches in the following. The first benchmark approach (KKT-MIQP) solves a reformulated and linearized single-level problem, where the lower level is replaced by its KKT conditions. The KKT complementarity conditions are linearized with a big-M formulation. This yields the convex MIQP(2), which can be solved directly with solvers like Gurobi or CPLEX. This approach is very popular and widely used in bilevel programming. Similarly, using strong duality of the lower level and convexifying the strong-duality inequality yields the convex MIQCQP(15). We call this approach SD-MIQCQP in the following. Instead of applying outer-approximation algorithms to this problem as proposed in Section 3, one can also solve this problem directly. Solvers like Gurobi then either apply a linear outer approximation or solve a continuous QCP relaxation at every branch-and-bound node. The exact method can be set via the MIQCPMethod parameter that we left at its default value \(-1\). This setting chooses automatically the best strategy. We emphasize again, that KKT-MIQP and SD-MIQCQP make use of a big-M value. This may result in bilevel-infeasible “solutions”, which is not the case for the proposed outer-approximation algorithms. Thus, we implemented an ex-post sanity check that computes the relative strong-duality error of the lower level for a given solution \((x, y, \lambda)\):

\[
\chi(x, y, \lambda) := \frac{c(x_I, y, \lambda)}{|q_l(y)|}.
\]
Whenever the error \(\chi(x, y, \lambda)\) exceeds the tolerance of \(10^{-4}\), we consider the instance as unsolved for the respective solver.

In Figure 4 we compare the best parameterizations of the multitree and single-tree approach (MT-K-F-W and ST-K-C-S) with the equivalents that use the standard subproblem (MT-STD and ST-STD) and with the two benchmark approaches (KKT-MIQP and SD-MIQCQP). The first observation is that SD-MIQCQP clearly outperforms KKT-MIQP. In particular, SD-MIQCQP can solve around 80% of the instances in \(I\), whereas KKT-MIQP can only solve around 30%. These results are in line with the study in [52], that reveals, that a strong-duality-based reformulation outperforms a KKT-based reformulation for mixed-integer linear bilevel problems.
with considerably large lower-level problems. It is still an interesting result since the KKT reformulation is the most used approach in practical bilevel programming.

We further observe, that all of the proposed outer-approximation approaches outperform the two benchmark approaches significantly. They can solve more instances faster and can also solve almost every instance in the test set $I$. In particular, the outer-approximation algorithms are capable of solving the largest instances in the test set with several thousand variables and constraints, for which the benchmark approaches KKT-MIQP and SD-MIQCQP fail.

This underlines the effectiveness of our methods in that extent that the charm of solving the MIQCQP (15) directly, i.e., applying SD-MIQCQP, lies, among other things, in the exploitation of the numerical stability of modern solvers. This contains, e.g., an elaborate numerical polishing of the outer-approximation cuts and managing these cuts in cut pools—numerical details that we mostly abstracted from in our implementation. Incorporating such aspects in our implementation would certainly not harm our results, but it can be expected that a more elaborated implementation would lead to an even greater domination of our approaches compared to the benchmark approaches. It is also interesting to see that the outer-approximation approaches that use the standard subproblem ($S^p$) outperform the benchmarks. This means that also for instances with multiple lower-level solutions, i.e., instances with a positive semidefinite matrix $G_l$, our proposed outer-approximation algorithms MT-STD and ST-STD are the better choice as compared to the benchmarks KKT-MIQP and SD-MIQCQP.

In order to reliably compare the multi- and single-tree methods, we look at a separate plot that compares MT-K-F-W and ST-K-C-S; see Figure 4 (right). This performance profile shows that the single-tree approach can solve slightly more instances faster than the multitree approach. However, from a factor of $\tau = 2$ onward, the plots of the two methods match almost exactly. Further, both approaches are equally reliable, such that on the full test set $I$, there seems to be hardly any difference in the performance of the two approaches. This is supported by Table 4 that provides statistics of running times and the number of solved subproblems for the subset of instances that both approaches, MT-K-F-W and ST-K-C-S, can solve to optimality. It can be seen that MT-K-F-W has shorter running times in the mean and needs to solve slightly less subproblems in the mean. In contrast, ST-K-C-S has significantly shorter running times in the median. Thus, also from Table 4, we cannot identify a dominating approach.
Table 4. Running times (in seconds), number of solved subproblems and time spent in the subproblem for MT-K-F-W and ST-K-C-S.

|                  | running time | solved subproblems | time in subproblems |
|------------------|--------------|--------------------|---------------------|
|                  | mean median  | mean median        | mean median         |
| MT-K-F-W         | 106.56 1.40  | 5.30 1.00          | 0.46 0.03           |
| ST-K-C-S         | 141.28 0.93  | 5.98 1.00          | 0.54 0.06           |

Figure 5. Log-scaled performance profiles for instance classes that are dominated by MT-K-F-W (left) and for all other instance classes (right).

However, if we look at the results in more detail, we observe significant performance differences on certain subsets of $\mathcal{I}$. We therefore look at the two performance profiles in Figure 5. The left plot is a performance profile for the subset $\mathcal{I}_{MT} \subset \mathcal{I}$ that contains the 186 instances of the classes CLIQUE, INTER-FIRE, and XULARGE. Although both approaches perform equally reliable, MT-K-F-W is the clear winner on these classes of instances. Looking at the characteristics in Table 1, one can see that the classes in $\mathcal{I}_{MT}$ are among the classes with the most lower-level constraints. This may indicate that the multitree approach is more suitable for instances with large lower levels than the single-tree approach. On the other hand, the reason for this behavior may be the lack of model reductions during presolve in the single-tree implementation due to the usage of Gurobi callbacks; see also the discussion in Section 4.4. The opposite pattern can be seen in Figure 5 (right) that shows a performance profile for the subset $\mathcal{I} \setminus \mathcal{I}_{MT}$, that contains the remaining 436 instances that are not dominated by the multitree approach. The single-tree approach is clearly the better approach on this subset. The instances in this subset have smaller lower-level problems than the instances in $\mathcal{I}_{MT}$ but do not share other characteristics in terms of sizes and/or structure; see Table 1. Thus, the reason for the observed dominance may simply lie in the nature of the approach: the single-tree approach needs to build and search only one branch-and-bound tree.

6. Conclusion

In this paper, we considered bilevel problems with a convex-quadratic mixed-integer upper level and a convex-quadratic lower level. Further, all linking variables are assumed to be bounded integers. For such problems, we proposed an equivalent transformation to a single-level convex MINLP and developed a multi- and a single-tree outer-approximation algorithm that we derived from algorithms for general
convex MINLPs. We further proposed enhancements of these algorithms that exploit the bilevel-specific structure of the problem. Finally, we proved the correctness of the methods and carried out an extensive numerical study.

This study revealed that the bilevel-specific enhancements clearly speed up the two proposed outer-approximation algorithms. In most cases, the algorithms only need very few iterations and the involved subproblems can be solved very fast. Moreover, all parameterizations of the outer-approximation algorithms clearly outperform known benchmark approaches. In particular, the benchmark approaches fail for larger instances with several thousand variables and constraints, which the proposed algorithms can solve. Even when certain enhancements that cannot be applied to instances with lower-level problems with multiple solutions are disabled, the novel algorithms perform significantly better than the benchmark approaches.

We also compared the multi- and single-tree approach. The performance profile in Figure 4 (right) indicates that the single-tree approach is, in general, the faster method. However, Figure 5 reveals that the multistorey approach is the faster method on the subset of larger instances. Since the multistorey approach is not substantially slower on the remaining instance set, we consider the multistorey approach to be the method of our choice.

For both methods several questions remain open. For instance: Can we extend the algorithmic framework in order to drop the integrality condition on the linking variables? This would require, e.g., a spatial branching on linking variables but may also introduce some pitfalls like unattainable bilevel solutions; see [40]. Another question is whether one can introduce integer variables to the lower level, i.e., considering MIQP-MIQP bilevel problems. Certainly, the strong-duality-based reformulation for convex lower-level problems would not be applicable anymore, but one could use a more general single-level reformulation like the value-function reformulation, as it is done, e.g., for MIP-MIP bilevel problems in [18].
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