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ABSTRACT. We investigate an inverse problem in time-frequency localization: the approximation of the symbol of a time-frequency localization operator from partial spectral information by the method of accumulated spectrograms (the sum of the spectrograms corresponding to large eigenvalues). We derive a sharp bound for the rate of convergence of the accumulated spectrogram, improving on recent results.

1. INTRODUCTION

In this article we obtain sharp rates of convergence for the approximation of the symbol of a time-frequency filter from (phaseless) measurements of its eigenspectrograms, using the method of accumulated spectrograms. The method is within the realm of inverse problems of time-frequency localization, where one aims to recover a localization operator from partial spectral information.

1.1. Time-frequency localization. In several branches of signal processing, signals change their frequency properties over time. It is the case of acoustical signals, such as music, where frequency variation is perceived as melody. Since the signal’s Fourier transform provides frequency information without localization in time, it is often preferable to represent a signal simultaneously in the time and frequency domain. The short-time Fourier transform of a function $f : \mathbb{R}^d \to \mathbb{C}$ is defined with the aid of a window function $g : \mathbb{R}^d \to \mathbb{C}$ as follows:

$$V_g f(z) = \int_{\mathbb{R}^d} f(t) \overline{g(t-x)} e^{-2\pi i \xi t} dt, \quad z = (x, \xi) \in \mathbb{R}^{2d}.$$
The spectrogram of $f$, defined as
\[ \text{Spec}(f)(x, \xi) := |V_g f(x, \xi)|^2, \]
measures the intensity of the contribution to $f$ of the frequency $\xi$ near $x$. Time concentration for $f$ corresponds to decay of $\text{Spec}(f)(x, \xi)$ in $x$, frequency concentration for $f$ corresponds to decay of $\text{Spec}(f)(x, \xi)$ in $\xi$, and simultaneous concentration in time and frequency corresponds to decay of $\text{Spec}(f)(x, \xi)$ in $(x, \xi)^1$.

Since a signal can only be observed and processed when concentrated within a bounded region of the time-frequency plane, a common practice in signal processing is to use a time-frequency filter that selects the portion of the spectrogram of a signal that is mostly concentrated on a given domain.

1.2. Localization operators. As a mathematical model of a time-frequency filter, Daubechies suggested an analogy to the Landau-Pollack-Slepian theory of prolate spheroidal functions [28, 29, 42, 27, 41]. This led to the following notion of localization operator $H_\Omega$ acting on a signal $f$. Given a compact set $\Omega \subseteq \mathbb{R}^{2d}$ and a function $f : \mathbb{R}^d \to \mathbb{C}$, let
\[ H_\Omega f(t) = \int_{\mathbb{R}^{2d}} 1_\Omega(x, \xi)V_g f(x, \xi)g(t - x)e^{2\pi i \xi t}dxd\xi, \quad t \in \mathbb{R}^d. \]

The indicator function $1_\Omega(x, \xi)$ is called the symbol of $H_\Omega$. The spectrogram of $H_\Omega f$ is an approximation of $1_\Omega \cdot \text{Spec}(f)$ - while $1_\Omega \cdot \text{Spec}(f)$ does not in general correspond to the spectrogram of any signal.

More generally, it is usual to consider time-frequency localization operators associated with a general symbol $m \in L^\infty(\mathbb{R}^{2d})$
\[ H_m f(t) = \int_{\mathbb{R}^{2d}} m(x, \xi)V_g f(x, \xi)g(t - x)e^{2\pi i \xi t}dxd\xi, \quad t \in \mathbb{R}^d. \]

These operators have been studied from the perspective of pseudodifferential calculus [23, 24, 10, 44].

If $\Omega \subseteq \mathbb{R}^{2d}$ is compact, then $H_\Omega$ is a compact and positive operator on $L^2(\mathbb{R}^d)$ [9, 10, 16, 39]. Hence $H_\Omega$ can be diagonalized as
\[ H_\Omega f = \sum_{k \geq 1} \lambda_k^\Omega \langle f, h_k^\Omega \rangle h_k^\Omega, \quad f \in L^2(\mathbb{R}^d), \]

\(^1\)The spectrogram depends on the underlying window $g$; when we need to stress this dependence we write $\text{Spec}_g(f)$. 

where $\{\lambda^\Omega_k : k \geq 1\}$ are the non-zero eigenvalues of $H_\Omega$ ordered non-increasingly and $\{h^\Omega_k : k \geq 1\}$ are the corresponding orthonormal eigenfunctions. The quality of $H_\Omega$ as a simultaneous cut-off in the time-frequency variables can be described by its spectral properties, because the $(L^2$-normalized) eigenfunctions of $\{h^\Omega_k : k \geq 1\}$ of $H_\Omega$ maximize the time-frequency concentration of the spectrogram within $\Omega$. Indeed, since

$$\langle H_\Omega f, f \rangle = \int_\Omega |V_g f(x, \xi)|^2 \, dx d\xi,$$

the min-max lemma for self-adjoint operators gives:

$$\lambda^\Omega_k = \max \left\{ \int_\Omega |V_g f(x, \xi)|^2 \, dx d\xi : \|f\| = 1, f \perp h^\Omega_1, \ldots, h^\Omega_{k-1} \right\}.$$  

Thus, the eigenfunctions $h^\Omega_k$ have short-time Fourier transforms that are optimally concentrated on the target domain $\Omega$ in the $L^2$ sense. Time-frequency concentration can also be considered with respect to other metrics, and the fundamental results are contained in various uncertainty principles - see e.g. [30, 37, 38, 31, 22].

1.3. Inverse problems in time-frequency localization. The spectral problem of time-frequency localization presented in the previous section consists in describing the eigenfunctions and eigenvalues of $H_\Omega$. The corresponding inverse problem consist in recovering the different ingredients of $H_\Omega$ (the window $g$ or the domain $\Omega$) from (partial) spectral information. Thus, the inverse TF localization problem is a special case of the more general problem of channel identification [26, 32, 33].

When $g$ is a Gaussian window and $\Omega$ is a disk, the eigenfunctions of $H_\Omega$ are Hermite functions, and the corresponding eigenvalues have an explicit expression (see Section 2 for more details). For the corresponding inverse problem, the following was established in [1].

**Theorem 1.1** ([1]). Let $g(t) := 2^{1/4} e^{-\pi t^2}$, $t \in \mathbb{R}$, be the one-dimensional Gaussian and let $\Omega \subseteq \mathbb{R}^2$ be compact and simply connected. If one of the eigenfunctions of $H_\Omega$ is a Hermite function, then $\Omega$ is a disk centered at 0.

Hence, for a Gaussian window $g$, the localization domain $\Omega$ is completely determined by the information that $\Omega \subseteq \mathbb{R}^d$ is a simply connected set with given measure $|\Omega|$ and that one of the eigenfunctions of $H_\Omega$ is a Hermite function. However, the stylized assumptions of the Theorem 1.1 restrict its use in real applications. First, the restriction on the window $g$ is significant: the result holds only
for Gaussian windows. It is not clear at all how to adapt the proofs in [1] to more
general situations, since they depend on one variable complex analysis methods,
which only apply to Gaussian windows [4]. In addition, Theorem 1.1 does not offer
numerical stability: from the information that the eigenmodes of a time-frequency
localization operator $H_\Omega$ look approximately like Hermite functions, one cannot
conclude that the localization domain $\Omega$ is approximately a disk.

A more feasible approach to the approximate recovery of the localization domain
from partial spectral information has been developed in [2], based on the concept
of accumulated spectrogram. It provides a method for approximating the symbol
of a localization operator from the intensities of the time-frequency representations
of its eigenfunctions. Here, the chosen window $g$ plays only a minor role.

1.4. Symbol retrieval and the accumulated spectrogram. Suppose we can
measure the spectrograms of the first eigenfunctions $h_1^\Omega, \ldots, h_N^\Omega$ of the eigenvalue
problem associated with $H_\Omega$ (that is, the eigenfunctions with higher time-frequency
energy within the domain $\Omega$ - cf. (1.3)). The following is the central notion of the
article.

**Definition 1.2.** Let $A_\Omega$ be the smallest integer greater than or equal to $|\Omega|$. The
accumulated spectrogram associated with $g$ and $\Omega$ is:

$$
\rho_{g,\Omega}(z) := \sum_{k=1}^{A_\Omega} \text{Spec}_g (h_k^\Omega)(z) = \sum_{k=1}^{A_\Omega} |V_g h_k^\Omega(z)|^2, \quad z \in \mathbb{R}^{2d}.
$$

(When the underlying window $g$ is clear from the context, we write $\rho_\Omega$ instead of
$\rho_{g,\Omega}$.)

The idea of adding several uncorrelated spectrograms is not new. It is a basic
tool in spectral estimation [7], it has been applied to the analysis of brain signals
[46] and it is also an important step in the recent high-resolution time-frequency
algorithm ConceFT [14]. The accumulated spectrogram has also been investigated
in non-Euclidean contexts [20] - see also [25]. Numerical experiments show that
when $N$ is close to the critical value $\approx |\Omega|$, the sum of the $N$ spectrograms that
are most concentrated on $\Omega$ almost exhaust the domain $\Omega$; i.e., the accumulated
spectrogram looks approximately like $1_\Omega$. The following result from [2] provides a
rigorous formulation of this observation.
Theorem 1.3. [2, Theorem 1.3] Let \( g \in L^2(\mathbb{R}^d) \), \( \|g\|_2 = 1 \), and let \( \Omega \subset \mathbb{R}^{2d} \) be compact. Then, in \( L^1(\mathbb{R}^{2d}) \),

\[
(1.5) \quad \lim_{R \to \infty} \rho_{R,\Omega}(R \cdot) \to 1_{\Omega}.
\]

This shows that a large domain - \( R\Omega \), with \( R \gg 1 \) - can be approximated, by sensing the intensity of the corresponding eigenspectrograms, \textit{without additional knowledge of the window}. However, such a conclusion is only asymptotic. In practice, one needs a quantitative approximation estimate. In other words, we want to measure the rate of convergence to the limit in (1.5). We assume that \( g \) satisfies the following time-frequency concentration condition:

\[
(1.6) \quad \|g\|_{M^*}^2 := \int_{\mathbb{R}^{2d}} |z| |V_g g(z)|^2 dz < +\infty,
\]

and let \( M^*(\mathbb{R}^d) \) denote the class of all \( L^2(\mathbb{R}^d) \) functions satisfying (1.6). The following has been obtained in [2].

Theorem 1.4 ([2]). Let \( g \in M^*(\mathbb{R}^d) \) with \( \|g\|_2 = 1 \) and \( \Omega \subset \mathbb{R}^{2d} \) a compact set with finite perimeter. Then

\[
(1.7) \quad \|\rho_{g,\Omega} - 1_{\Omega}\|_{L^1(\mathbb{R}^{2d})} \leq C_g \sqrt{|\partial \Omega|} \sqrt{|\Omega|},
\]

where \( |\partial \Omega| \) is the perimeter of \( \Omega \) and \( C_g \) is a constant that only depends on \( g \).

The main result of this article is the following improvement of (1.7).

Theorem 1.5. Let \( g \in M^*(\mathbb{R}^d) \) with \( \|g\|_2 = 1 \) and \( \Omega \subset \mathbb{R}^{2d} \) a compact set with finite perimeter and \( |\partial \Omega| \geq 1 \). Then

\[
\|\rho_{g,\Omega} - 1_{\Omega}\|_{L^1(\mathbb{R}^{2d})} \leq C_g |\partial \Omega|.
\]

Similar \( L^1 \) bounds have applications in signal analysis, namely in multi-taper stabilization of power spectrum estimation [3]. Besides being technically related to the main results [3], we expect the present results to be instrumental in non-stationary multi-taper estimation [7].

1.5. Phaseless approximation of time-frequency filters. The accumulated spectrogram is defined in terms of the \textit{absolute value} of the short-time Fourier transform of the most significant eigenfunctions \( V_{g,h_\Omega}, \ldots, V_{g,h_{A\Omega}} \), and is thus related to the \textit{phase retrieval} problem - see e.g. [18] [19] [4] [6]. Indeed, for a Schwartz-class window \( g \), time-frequency localization operators (with general symbols as in
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\]
satisfy a trace-norm estimate
\[ \| H_m \|_{S^1} \lesssim \| m \|_{L^1}, \]
where \( S^1 \) denotes the trace norm - see e.g. \cite{10, 44}. Therefore, the estimate in Theorem 1.5 implies the spectral error bound
\[ \| H_{\rho_\Omega} - H_{\Omega} \|_{S^1} = \| H_{\rho_\Omega} - 1_\Omega \|_{S^1} \lesssim \| \rho_\Omega - 1_\Omega \|_{L^1} \lesssim |\partial \Omega|. \]
In this way, the absolute values of the short-time Fourier transforms of the eigenfunctions \( \{ h^\Omega_k : k \geq 1 \} \) lead to a spectral approximation of the operator \( H_\Omega \).

1.6. Sharpness of the estimates. We establish the sharpness of the estimate in Theorem 1.5 by testing it on the family of all Euclidean balls.

**Theorem 1.6.** Let \( g \in L^2(\mathbb{R}^d) \) have norm 1 and let \( B_R \subset \mathbb{R}^{2d} \) be the ball of radius \( R > 0 \) centered at the origin. Then there exist constants \( C, C' \) such that
\[ (1.8) \quad CR^{2d-1} \leq \| \rho_{g, B_R} - 1_{B_R} \|_{L^1(\mathbb{R}^{2d})} \leq C'R^{2d-1}, \quad R > 0. \]

To compare, the estimate given by (1.7) is of the order \( R^{2d-1/2} \). See Figures 2.1 and 2.2 for an illustration of Theorem 1.6, and \cite{2} for numerical examples with other domains. Results in the spirit of Theorem 1.5 are also available in the context of spaces of weighted analytic functions (see e.g. \cite{45}) and the corresponding bounds match the ones in Theorem 1.5.

2. Example: Gaussian windows

Let us consider the spectral problem associated with an operator of the form (1.1), and symbol \( 1_{B_R}(z) \), the indication function of a disk \( B_R \subset \mathbb{R}^2 \). Let
\[ (2.1) \quad h_0(t) := 2^{1/4} e^{-\pi t^2}, \quad t \in \mathbb{R} \]
be the one-dimensional Gaussian, normalized in \( L^2 \). Daubechies (on the signal side \cite{11}) and Seip (directly on the phase space \cite{40}) calculated the eigenfunctions and eigenvalues of the time-frequency localization operator with window \( h_0 \) and domain \( \Omega = B_R \). For all \( R > 0 \), the eigenfunctions of \( H_{B_R} \) are the Hermite functions:
\[ h_k(t) = \frac{2^{1/4}}{\sqrt{k!}} \left( -\frac{1}{2\sqrt{\pi}} \right)^k e^{\pi t^2} \frac{d^k}{dt^k} \left( e^{-2\pi t^2} \right), \quad k \geq 0. \]
(a) The accumulated spectrogram corresponding to a circular domain of area \( \approx 28 \).

(b) A plot of the eigenvalues of the corresponding TF localization operator.

Figure 2.1. An illustration of Theorem 1.6 with a Gaussian window.

Writing \( z := x + i\xi \in \mathbb{C} \), the short-time Fourier transform of the Hermite functions with respect to \( h_0 \) is

\[
V_{h_0} h_k(z) = e^{\pi i x \xi} \left( \frac{\pi k}{k!} \right)^{1/2} \pi^k e^{-\pi |z|^2/2}, \quad k \geq 0.
\]

Hence the corresponding spectrograms are

\[
|V_{h_0} h_k(z)|^2 = \left( \frac{\pi k}{k!} \right)^{1/2} |z|^{2k} e^{-\pi |z|^2}, \quad k \geq 0.
\]

Now, we have \(|\Omega| = |B_R| = \pi R^2\). Consequently, in Definition 1.2 we can take \( N = \lceil \pi R^2 \rceil \). The resulting accumulated spectrogram is

\[
\rho_{h_0, B_R}(z) = \sum_{k=0}^{\lfloor \pi R^2 \rfloor - 1} \frac{\pi k}{k!} |z|^{2k} e^{-\pi |z|^2}.
\]

Theorem 1.5 says that, as \( R \to +\infty \),

\[
\rho_{h_0, B_R}(Rz) = \sum_{k=0}^{\lfloor \pi R^2 \rfloor - 1} \frac{\pi k}{k!} R^{2k} |z|^{2k} e^{-\pi |Rz|^2} \to 1_{B_1}(z), \quad \text{in } L^1(\mathbb{C}, dz),
\]

and gives a convergence rate of \( O(1/R) \). Thus one recovers the indicator function of the disk. Theorem 1.5 provides us with much more information: since the limit function \( 1_\Omega \) does not depend on the window \( g \), if one replaces the Gaussian (2.1) by an arbitrary \( g \in \mathcal{M}^*(\mathbb{R}^d) \) with \( \|g\|_2 = 1 \), the limit (2.3) would give the same result, and moreover the convergence rate is still \( O(1/R) \). This gives a method to evaluate limits of the type (2.3) in situations where one has no explicit formulas for \( V_g h_k \Omega(z) \) or when the formulas are too complex to be analyzed directly.
3. SOME TOOLS

3.1. Regularization by convolution. A function \( f \in L^1(\mathbb{R}^d) \) is said to have bounded variation if its distributional partial derivatives are finite Radon measures. We let \( BV(\mathbb{R}^d) \) denote the space of functions of bounded variation. The variation of \( f \) is defined as

\[
\text{Var}(f) := \sup \left\{ \int_{\mathbb{R}^d} f(x) \text{div} \phi(x) dx : \phi \in C^1_c(\mathbb{R}^d, \mathbb{R}^d), |\phi(x)|_2 \leq 1 \right\},
\]

where \( C^1_c(\mathbb{R}^d, \mathbb{R}^d) \) denotes the class of compactly supported \( C^1 \)-vector fields and \( \text{div} \) is the divergence operator. If \( f \) is continuously differentiable and has integrable derivatives, then \( f \in BV(\mathbb{R}^d) \) and

\[
\text{Var}(f) = \int_{\mathbb{R}^d} |\nabla f(x)|_2 dx.
\]

A set \( \Omega \subseteq \mathbb{R}^d \) is said to have finite perimeter if its indicator function \( 1_{\Omega} \) is of bounded variation. In this case, the corresponding perimeter is defined as

\[
|\partial \Omega| = \text{Var}(1_{\Omega}).
\]

Every compact set \( \Omega \subseteq \mathbb{R}^d \) with smooth boundary has a finite perimeter and its perimeter is the \((d-1)\)-dimensional surface measure of its topological boundary (see [17, Chapter 5] for a detailed account of these topics). The following lemma quantifies the error introduced by convolution regularization. (For a proof, see [2, Lemma 3.2].)

**Lemma 3.1.** Let \( f \in BV(\mathbb{R}^d) \) and \( \varphi \in L^1(\mathbb{R}^d) \) with \( \int \varphi = 1 \). Then

\[
\|f * \varphi - f\|_{L^1(\mathbb{R}^d)} \leq \text{Var}(f) \int_{\mathbb{R}^d} |x|_2 |\varphi(x)| dx.
\]
In particular, for a set of finite perimeter \( \Omega \):

\[
\| 1_\Omega \ast \varphi - 1_\Omega \|_{L^1(\mathbb{R}^d)} \leq |\partial \Omega| \int_{\mathbb{R}^d} |x|_2 |\varphi(x)| \, dx.
\]

3.2. Traces and disks.

**Proposition 3.2.** Let \( g \in L^2(\mathbb{R}^d) \) have norm 1 and let \( B_R \subset \mathbb{R}^{2d} \) be the ball of radius \( R > 0 \) centered at the origin. Then there exist a constant \( C > 0 \) such that

\[
(3.1) \quad \text{trace}(H_{B_R}) - \text{trace}(H^2_{B_R}) \geq CR^{2d-1}.
\]

**Proof.** This result is a special case of the asymptotics for the so-called plunge region of the eigenvalues of time-frequency localization operators \([11, 13, 12]\) - that is, the region where the eigenvalues are away from both 0 and 1, cf. Figure 2.1; see also \([35, 36, 23, 24, 15]\). Concretely, \((3.1)\) follows, for example, by combining Proposition 4.2 and Lemma 4.3 in \([15]\). (The result in \([15]\) applies to certain families of domains that behave qualitatively like dilates of a single domain; the constant \( C \) depends on the size of \(|V \varphi g|\) near the origin.) 

4. Proof of Theorem 1.5

**Step 1.** A direct calculation shows that the traces of \( H_\Omega \) and \( H^2_\Omega \) are given by

\[
(4.1) \quad \text{trace}(H_\Omega) = |\Omega|,
\]

\[
(4.2) \quad \text{trace}(H^2_\Omega) = \int_{\Omega} \int_{\Omega} |V \varphi g(z - z')|^2 \, dz \, dz'.
\]

(See for example \([2, \text{Lemma 2.1}]\).) Therefore,

\[
0 \leq \text{trace}(H_\Omega) - \text{trace}(H^2_\Omega) = \int_{\Omega} (1 - (1_\Omega \ast |V \varphi g|)^2) \, dz
\]

\[
\leq \| 1_\Omega \ast |V \varphi g| \|^2_{L^1(\mathbb{R}^{2d})} - \| 1_\Omega \|^2_{L^1(\mathbb{R}^{2d})}.
\]

Hence, by Lemma \(3.1\) we conclude that

\[
(4.3) \quad 0 \leq \text{trace}(H_\Omega) - \text{trace}(H^2_\Omega) \leq \| g \|^2_{M^*} |\partial \Omega|.
\]

**Step 2.** Since

\[
\text{trace}(H_\Omega) = \sum_{k \geq 1} \lambda_k^\Omega,
\]

\[
\text{trace}(H^2_\Omega) = \sum_{k \geq 1} (\lambda_k^\Omega)^2,
\]
we have

\[
\begin{align*}
\text{trace}(H_\Omega) - \text{trace}(H_\Omega^2) &= \sum_{k \geq 1} \lambda_k^\Omega (1 - \lambda_k^\Omega) \\
&= \sum_{k=1}^{A_\Omega} \lambda_k^\Omega (1 - \lambda_k^\Omega) + \sum_{k>A_\Omega} \lambda_k^\Omega (1 - \lambda_k^\Omega) \\
&\geq \lambda_{A_\Omega} \sum_{k=1}^{A_\Omega} (1 - \lambda_k^\Omega) + (1 - \lambda_{A_\Omega}^\Omega) \sum_{k>A_\Omega} \lambda_k^\Omega \\
&= \lambda_{A_\Omega} A_\Omega - \lambda_{A_\Omega} \sum_{k=1}^{A_\Omega} \lambda_k^\Omega + (1 - \lambda_{A_\Omega}^\Omega) \left( |\Omega| - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega \right) \\
&= \lambda_{A_\Omega} A_\Omega + |\Omega| (1 - \lambda_{A_\Omega}^\Omega) - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega \\
&= |\Omega| - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega + \lambda_{A_\Omega}^\Omega (A_\Omega - |\Omega|) \\
&\geq |\Omega| - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega.
\end{align*}
\]

Therefore, using the estimate in (4.3), we obtain

\[
(4.4) \quad |\Omega| - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega \leq C_g |\partial \Omega|.
\]

**Step 3.** Since \(0 \leq \rho_\Omega(z) \leq 1\), we can estimate

\[
\begin{align*}
\int_\Omega |\rho_\Omega(z) - 1_\Omega(z)| \, dz &= |\Omega| - \int_\Omega \rho_\Omega(z) \, dz \\
&= |\Omega| - \sum_{k=1}^{A_\Omega} \int_\Omega |V_g h_k^\Omega(z)|^2 \, dz \\
&= |\Omega| - \sum_{k=1}^{A_\Omega} \langle H_\Omega h_k^\Omega, h_k^\Omega \rangle \\
&= |\Omega| - \sum_{k=1}^{A_\Omega} \lambda_k^\Omega.
\end{align*}
\]

(4.5)
Similarly,

\[ (4.6) \quad \int_{\mathbb{R}^d \setminus \Omega} |\rho(z) - 1_\Omega(z)| \, dz = \int_{\mathbb{R}^d \setminus \Omega} \rho(z) \, dz = \sum_{k=1}^{A_\Omega} (1 - \lambda^\Omega_k) \]

\[ (4.7) \quad = A_\Omega - \sum_{k=1}^{A_\Omega} \lambda^\Omega_k \]

\[ \leq 1 + |\Omega| - \sum_{k=1}^{A_\Omega} \lambda^\Omega_k. \]

Using (4.4) and the fact that |\partial \Omega| \geq 1 we obtain the desired conclusion:

\[ \int_{\mathbb{R}^d} |\rho(z) - 1_\Omega(z)| \, dz \leq 1 + 2 \left( |\Omega| - \sum_{k=1}^{A_\Omega} \lambda^\Omega_k \right) \leq C_g |\partial \Omega|. \]

5. Proof of Theorem 1.6

In view of Theorem 1.5, we only need to prove the lower bound in (1.8). Let \( \Omega \subseteq \mathbb{R}^{2d} \) be a compact domain with finite perimeter. Using (4.5), (4.6) and (4.7) we obtain

\[ \int_{\mathbb{R}^{2d}} |\rho(z) - 1_\Omega(z)| \, dz = |\Omega| + A_\Omega - 2 \sum_{k=1}^{A_\Omega} \lambda^\Omega_k \]

\[ = \left( A_\Omega - \sum_{k=1}^{A_\Omega} \lambda^\Omega_k \right) + \left( \text{trace}(H_\Omega) - \sum_{k=1}^{A_\Omega} \lambda^\Omega_k \right) \]

\[ = \sum_{k=1}^{A_\Omega} (1 - \lambda^\Omega_k) + \sum_{k > A_\Omega} \lambda^\Omega_k \]

\[ \geq \sum_{k=1}^{A_\Omega} \lambda^\Omega_k (1 - \lambda^\Omega_k) + \sum_{k > A_\Omega} \lambda^\Omega_k (1 - \lambda^\Omega_k) \]

\[ = \text{trace}(H_\Omega) - \text{trace}(H^2_\Omega). \]

We apply these calculations to \( \Omega = B_R \) to obtain

\[ (5.1) \quad \int_{\mathbb{R}^{2d}} |\rho_{B_R}(z) - 1_{B_R}(z)| \, dz \geq \text{trace}(H_{B_R}) - \text{trace}(H^2_{B_R}). \]

Therefore, by Proposition 3.2

\[ (5.2) \quad \int_{\mathbb{R}^{2d}} |\rho_{B_R}(z) - 1_{B_R}(z)| \, dz \geq 2^{2d-1}, \]

as desired.
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