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Abstract

This work describes the classification system proposed for the Computational Linguistics and Clinical Psychology (CLPsych) Shared Task 2022. We propose the use of multitask learning approach with a bidirectional long-short term memory (Bi-LSTM) model for predicting changes in user’s mood (Task A) and their suicidal risk level (Task B). The two classification tasks have been solved independently or in an augmented way previously, where the output of one task is leveraged for learning another task, however this work proposes an ‘all-in-one’ framework that jointly learns the related mental health tasks. Our experimental results (ranked top for task A) suggest that the proposed multi-task framework outperforms the alternative single-task frameworks submitted to the challenge and evaluated via the timeline based and coverage based performance metrics shared by the organisers. We also assess the potential of using various types of feature embedding schemes that could prove useful in initialising the Bi-LSTM model for better multitask learning in the mental health domain.

1 Introduction

Mental illness has greatly affected a vast majority of world’s population due to COVID-19 and its resulting economic recession. According to the world health organisation (WHO), global prevalence of anxiety and depression has increased by a massive 25% raising concerns about providing mental health and psychosocial support to the population as a COVID-19 response plan1. Many social media platforms have risen to the challenge by offering space to online users to self report their mental health issues, receive counselling support and resolve their mental health issues. This activity has resulted in two research trends: (1) the surge in development of machine learning algorithms that can automatically detect mental health issues from the language used in social media platforms and (2) the development of new and better diagnostic measures and mental health monitoring tools suitable for the clinical community. Most of the research tasks revolve around classifying individuals on the basis of suicide risk or having a mental health condition (Chancellor and De Choudhury, 2020), however a few have thought of monitoring individual’s mood and mental health in real time (Tsakalidis et al., 2022a,b). Despite the growing interest in this interdisciplinary space, there are challenges regarding the availability, use and validity of mental health data gathered from social media platforms and decisions drawn from it.

This paper describes our work identifying moments of change in user’s mood (Task A) and suicidal risk level (Task B) in the CLPsych Shared Task 2022. We have experimented with several different sentence and word embedding techniques to draw semantically meaningful features for initialising the multitask sequential model. The model utilised for sequential representation of data is Bidirectional Long Short-Term Memory (Bi-LSTM) (Balikas et al., 2017), trained jointly for multiple tasks (Task A and Task B). The multi task outputs determine
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1 Equal contributions.

1https://www.who.int/news/item/02-03-2022-covid-19-pandemic-triggers-25-increase-in-prevalence-of-anxiety-and-depression-worldwide (Accessed on 25.5.2022)
the moments of change in user’s mood as well as assess the level of suicidal risk from their posts.

2 Shared Task and Data Set

We have participated in two tasks introduced by the organisers: The first task (Task A) is to predict the changes in user’s mood over time based on the linguistic content gathered from their posting activity shared on online social media platforms. This is a post-level sequential classification task that aims to detect those sub-periods where a user’s mood deviates from their baseline mood. Sequence of an individual’s posts over a time span of two months is collected for this shared task (Losada and Crestani, 2016; Losada et al., 2020). The progression in user’s mood is categorised as follows: (1) Switch (IS), which signifies a sudden change in user’s mood, (2) Escalation (IE), which denotes a gradual shift in user’s mood and (3) None (O), denoting no change in user’s mood over time. The mood shifting is graded on a scale from positive to negative. This information is further used for Task B where user’s suicidal risk level is predicted as Low, Moderate and Severe based on the longitudinal mood changes of the user(Shing et al., 2018; Zirikly et al., 2019). The class distribution of the data for each of these labels is shown in Table 1.

3 Methodology

This section demonstrates the stages involved in developing the proposed multi-task model for determining moments of change in mood and user’s suicidal risk determined through a sequence of posts in user’s timeline. Figure 1 shows the high-level model architecture for both the tasks.

3.1 Text Preprocessing

The content of the user posts go through several preprocessing steps, including removing stopwords and normalizing keywords (converting to lowercase, removing URL links). Furthermore, the username\(^2\) present in the post is replaced with @user to anonymize the mentioned user.

3.2 Semantic Embedding of User Posts

After preprocessing, the user posts are represented using off-the-shelf pre-trained embedding methods to capture the user post’s semantics. The pre-trained embedding methods represent the semantics of the posts using fastText word embedding (Bojanowski et al., 2016) and Sentence-BERT (SBERT) (Reimers and Gurevych, 2019). Each post \(P_i\) with \(n\) tokens can be represented using the pre-trained fastText (FT) word embedding\(^3\) by simply averaging the semantic embeddings of the words present in the post, i.e.,

\[
P_{i}^{FT} = \frac{1}{n} \sum_{p_i=1}^{n} w_{p_i}, w_{p_i} \in \mathbb{R}^{300} \tag{1}
\]

Recently, the RoBERTa model has yielded much better results in recognizing emotions than other transformer variants such as BERT, XLNet, DistillBERT, and ELECTRA (Cortiz, 2021). Therefore, the RoBERTa-based natural language inference pre-trained model (‘nlirobertalarge’) is used in addition to fastText embedding to represent the post representation \(P_i\) i.e., \(P_i^{SBERT} \in \mathbb{R}^{1024}\).

In order to understand the emotional expressions in text, user’s posts are further classified using pre-trained RoBERTa-base model\(^4\) trained on 58 million tweets from the TweetEval benchmark (Babieri et al., 2020) for six different tasks: emoji,

\(^2\)Tokens starting with @ symbol.
\(^3\)Pre-trained word embeddings obtained from the Wikipedia corpus https://dl.fbaipublicfiles.com/fastText/vectors-english/wiki-news-300d-1M.vec.zip
\(^4\)https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
emotion, hate, irony, offensive, and sentiment. The emoji classification task has 20 categories; emotion classification has four; hate, irony, and offensive classification tasks each have two categories; and sentiment classification tasks have three categories. The task-specific scores therefore represent an additional 33 dimensional feature vector to differentiate each user’s posts based on the task-specific scores. The post \( P_t \) can be represented by aggregating the scores of task-specific pre-trained model \( (Scores_t) \):

\[
P_i^{Score} = \forall t \in T \text{Concat}(Scores_t(P_i)), P_i^{Score} \in \mathbb{R}^{33}
\]

where \( T \) is the set of six tasks, i.e., emoji, emotion, hate, irony, offensive, and sentiment and Concat represents the score concatenation for all six tasks.

### 3.3 Multi-Task Model

A user can post \( n \) number of posts in a particular timeline \( t_{ij} \) ranging from time \( i \) to \( j \). The objective of the proposed multi-task model is to predict the moments of change (either IE, IS, O) in the user’s posts (Task A) and also classify the suicidal risk of the users (Task B) given the sequence of posts in a particular timeline \( t_{ij} \).

#### 3.3.1 Moments of Change Classification

The problem of predicting the moments of change in the user’s mood can be viewed as a sequence tagging problem. The learning model predicts the changes in user’s mood for each post sequentially, given the sequence of posts in a timeline. This study proposes to use the bidirectional LSTM (Bi-LSTM) (Zhang et al., 2015) model to capture the sequential information of the user posts in a timeline. The Bi-LSTM model generates dense representation for each post, encoding the sequential information of neighbouring posts in both directions, i.e., the user’s previous and subsequent posts. Specifically, the Bi-LSTM model encodes the post sequence representation by concatenating the outputs of two LSTMs, namely LSTM-forward \((LSTM_f)\) and LSTM-backward \((LSTM_b)\) models. \( LSTM_f \) processes the post sequence from left to right, i.e., \( P_1, P_2, \ldots, P_n \), whereas \( LSTM_b \) process the post sequence from right to left, i.e., \( P_n, P_{n-1}, \ldots, P_1 \). Each LSTM model consists of a repeating unit called memory cell, which takes current post, previous hidden state, previous cell state \((x_t, h_{t-1}, c_{t-1})\) as input and produces current hidden state and cell state information i.e. \((h_t, c_t) = LSTM(x_t, h_{t-1}, c_{t-1})\). Therefore, the encoded representation of post \( P_t \) is generated by concatenating the hidden state information obtained by \( LSTM_f \) and \( LSTM_b \) outputs, i.e., \( h_t = (h^{(f)}_t \oplus h^{(b)}_t) \). The whole timeline \( t_{ij} \) can be represented as \( H_{ij} \in \mathbb{R}^{n \times d} \) where \( H_{ij} \) is a matrix of the encoded representation of \( n \) posts of \( d \) dimension\(^5\). The encoded representation of the posts is then fed to the softmax classifier to predict the user’s moment of change, i.e.,

\[
\text{Task}_a = \text{Softmax}(H_{ij}W_a^T + B) \tag{3}
\]

where \( W_a \in \mathbb{R}^{c \times d} \) is the neural weight parameters, \( c \) is the three classes of the moment of change categories (i.e., IE, IS, O), and \( B \in \mathbb{R}^{n \times c} \) being the neural network biases.

#### 3.3.2 User Suicidal Risk classification

Using the same encoded representation, the user’s risk can be classified for the timeline \( t_{ij} \) by flattening the matrix \( H_{ij} \), i.e.,

\[
\text{Task}_b = \text{Softmax}(\text{flatten}(H_{ij})W_b^T + B) \tag{4}
\]

where \( W_b \in \mathbb{R}^{r \times nd} \) is the neural weight parameters, \( r \) being the number of user risk categories in Task B, and \( B \in \mathbb{R}^r \) being the neural network biases. Further, the user risk can also be classified by embedding an attention layer over the encoded representation \( H_{ij} \) before \textit{flattening} to give more attention to the user’s post that influences the user risk classification decision. The output of the multi-head attention\(^6\) layers generate an attention weighted encoded representation \( H_{ij}^\alpha \) of the same dimension as \( H_{ij} \). The impact of adding an attention layer could be seen in the tables discussed in the results section.

The current model classifies the user’s suicidal risk for a particular timeline \( t_{ij} \). However, a user can have multiple timelines \( \{t_{ij}, t_{cd}, ..., t_{ij}\} \), hence the user risk must be classified considering all the timelines. Since the model classifies the user risk for each timeline, i.e., \( \{\text{Task}_{ab}, \text{Task}_{bc}, ..., \text{Task}_{b_{ij}}\} \), the final user risk \( \text{Task}_b \) is classified using a simple heuristic approach. The user risk is classified based on the prediction of the user’s risk severity level across the timelines, i.e., if the model has predicted \textit{Severe} in one of the timeline then the user is considered to be at \textit{Severe} risk; followed by

\(^5\)100 LSTM units
\(^6\)8 heads
Moderate-level and Low-level risks. We can also consider a voting method to classify the user risk based on the output of all timelines. This study consider evaluating the user risk classification based on the heuristics of risk severity level.

4 Experiment and Results

In this work we have used two different combinations of feature embeddings for the user posts. For the ease of reference, we consider naming them as $P_{emb}$ which is the concatenation of fastText and SBERT embeddings ($P_{FT} \oplus P_{SBERT}$) and $P_{task-emb}$ which is the concatenation of fastText, SBERT, and task-specific scores of the post ($P_{FT} \oplus P_{SBERT} \oplus P_{Score}$).

Models: The efficacy of the proposed model is evaluated on two types of post embeddings ($P_{emb}$, $P_{task-emb}$), with and without the attention layers. This, eventually leads us to four different types of models for evaluation: (i) Multitask: model using $P_{emb}$, (ii) Multitask-score: model using $P_{task-emb}$, (iii) Multitask-attn: model with attention layer using $P_{emb}$, and (iv) Multitask-attn-score: model with attention layer using $P_{task-emb}$.

Evaluation Metrics: The performance of the proposed model is evaluated using metrics Precision, Recall and F1 Score on the validation set. We also show window-based and coverage-based evaluation metrics (Tsakalidis et al., 2022b) used by the CLPsych organisers to assess the models’ performance on the test set.7

Implementation Details: The train data set is initially divided into train, validation and test sets using the ratio: 60:20:20, to optimise the Bi-LSTM parameters. Once the parameters are fine tuned using the validation set, we retrain the model again with 80% of the train data and test it on 20% of the unseen test data. After fine tuning, the Bi-LSTM model is trained for 50 epochs with 64 batch size. The maximum sequence length for Bi-LSTM is set to the maximum number of posts in a timeline, i.e., 122 (see Appendix). Categorical cross-entropy loss and Adam optimizer are used to train the models on both the tasks. The implementation was done using Keras API and is available at https://github.com/stuartemiddleton/uoS_clp_sych.

Table 2 shows the results of our model on the validation set using the standard evaluation metrics.

Table 2: Performance of the proposed models on Task A and Task B using the validation set.

| Model                  | Moments of Change | Suicidal Risk Levels |
|------------------------|-------------------|----------------------|
|                         | P  | R  | F1 | P  | R  | F1  |
| Multitask-attn-score   | 0.674 | 0.800 | 0.724 | 0.415 | 0.397 | 0.382 |
| Multitask-score         | 0.660 | 0.760 | 0.713 | 0.355 | 0.331 | 0.334 |
| Multitask-attn          | 0.582 | 0.717 | 0.629 | 0.352 | 0.327 | 0.335 |
| Multitask-attn-score    | 0.663 | 0.697 | 0.676 | 0.408 | 0.378 | 0.388 |

Here, the precision, recall and F1 score values obtained for each class (see Table 5 in the appendix) have been macro-averaged by calculating the arithmetic mean of individual classes’ precision, recall and F1 scores. We have used the macro-averaging score to treat all the classes equally for evaluating the overall performance of the classifier regardless of their support values (i.e the actual occurrences of the class in the data set). Here, we observe that Multitask-attn-score model gives more promising results as compared to other enlisted models on both tasks. This behaviour is reflected in the classification results on test data too (Table 3), where Multitask-attn-score has outperformed the remaining feature embeddings with the Bi-LSTM model as well as the baseline state of the art results (Tsakalidis et al., 2022a). From the model outcomes in Table 2 and 3, one could also see the impact of introducing attention layers in the Bi-LSTM model. Adding attention layers in Bi-LSTM model has helped accuracy for both the tasks.

Given the class imbalance in the data set with majority of post instances belonging to the None(0) class and minority instances to Escalation (IE) and Switch (IS) classes, we see the performance is compromised and biased towards the majority class, i.e. the classifier is more sensitive to detecting the majority class (None(0)) patterns precisely but less sensitive to detecting the minority class patterns {IE, IS}. See Table 5 in the Appendix to observe the precision, recall and F1 score of the models for each individual class in task A. The data distribution is skewed for task B too, thus influencing its results for majority and minority classes shown in Table 6. Overall, on the validation set, the proposed models have shown better recall rate than precision, revealing low false negatives than the false positives.

Table 3 and Table 4 show the performance of our proposed approach with variable feature encoding schemes and attention layers in Bi-LSTM on the test set provided by the CLPsych Shared Task 2022. The entire train set comprising of 5143
Table 3: Performance of the proposed models on Task A using the test set. The traditional post-level, coverage-based, and timeline-based evaluation metrics based on precision (P), recall (R) and F1 score are shown for comparison and analysis with the baseline results (Tsakalidis et al., 2022a).

|                      | Post-level Metrics (Macro average) | Coverage-based Metrics (Macro average) | Timeline-level Metrics (Macro average) |
|----------------------|----------------------------------|--------------------------------------|---------------------------------------|
|                      | P      | R      | F1     | P      | R      | F1     | Window-2 | Window-2 |
| Multitask-attn-score | 0.689  | 0.625  | 0.649  | 0.506  | 0.503  | 0.652  | 0.693    | 0.708    |
| Multitask-score       | 0.677  | 0.595  | 0.625  | 0.492  | 0.467  | 0.662  | 0.605    | 0.681    |
| Multitask             | 0.680  | 0.579  | 0.607  | 0.521  | 0.441  | 0.674  | 0.592    | 0.695    |
| Majority              | NaN    | 0.333  | 0.280  | NaN    | 0.141  | NaN    | 0.333    | 0.333    |
| TFIDF-LR              | 0.545  | 0.495  | 0.492  | 0.377  | 0.424  | 0.496  | 0.539    | 0.505    |
| BERT-TalkLife-Focal   | 0.522  | 0.386  | 0.380  | 0.260  | 0.204  | 0.582  | 0.392    | 0.608    |

Table 4: Performance of the proposed model on Task B using the test set. The precision (P), recall (R), and F1-scores (F1) shown are macro-averaged over the user’s risk categories and compared to the baseline results (Tsakalidis et al., 2022a).

|                      | (Macro average) | (Micro average) |
|----------------------|----------------|-----------------|
|                      | P   | R   | F1   | P   | R   | F1   |
| Multitask-attn-score | 0.618 | 0.427 | 0.451 | 0.482 | 0.469 | 0.438 |
| Majority             | 0.156 | 0.333 | 0.212 | 0.219 | 0.468 | 0.299 |
| TFIDF-LR             | 0.302 | 0.358 | 0.295 | 0.412 | 0.468 | 0.406 |

5 Conclusion and Future Work

This work demonstrates the power of using various feature embeddings for multi-task learning with Bi-LSTM on the CLPsych Shared Task 2022 data set. We have tried several different textual embeddings to represent the content of user’s posts. These embeddings are passed on to the Bi-LSTM which is trained to learn two labels jointly. The model has shown to give promising results on the test set when attention layer is incorporated and complete set of feature embeddings (fastText+SBERT+TaskScore) is utilised. On Task A, our team topped the post-level classification problem based on the window based and coverage based statistics, whereas for Task B, we showed second best results in the competition.

In future, we would like to compare our proposed model with other single task learning models trained using separate loss functions. Given the correlation between the shared tasks, multi-task learning is expected to yield good results as shown in this paper, however it will be interesting to explore the underlying user information (e.g. age, gender, etc) that could be explicitly added to support tasks for mental health and suicidal risk prediction. Also in order to mitigate the effects of imbalanced classes, we would like to improve our developed pipeline using resampling techniques.
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Appendices

Tables 5 and 6 show the evaluation metrics by class in Task A and Task B. Figure 2 shows the post distribution in the training set.

Table 5: Performance of the proposed models on Task A using the validation set. The traditional post-level evaluation metrics based on precision (P), recall (R) and F1 score are shown for comparison and analysis.

| Task       | Precision | Recall | F1 Score |
|------------|-----------|--------|----------|
| Multitask-attn-score | 0.539 | 0.512 | 0.971 |
| Multitask-score | 0.614 | 0.485 | 0.938 |
| Multitask-attn | 0.677 | 0.414 | 0.897 |

Table 6: Performance of the proposed models on Task B using the validation set. The traditional post-level evaluation metrics based on precision (P), recall (R) and F1 score are shown for comparison and analysis.

| Task       | Precision | Recall | F1 Score |
|------------|-----------|--------|----------|
| Multitask-attn-score | 0.553 | 0.500 | 0.901 |
| Multitask-score | 0.690 | 0.618 | 0.846 |
| Multitask-attn | 0.756 | 0.500 | 0.823 |

Figure 2: Distribution of number of posts per timeline in the training data set. The maximum number of posts in a timeline is 122.