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We introduce a framework designed to analyze the thermodynamics of an abstractly defined logical computer like a deterministic finite automaton (DFA) or a Turing machine, without specifying any extraneous parameters (like rate matrices, Hamiltonians, etc.) of a physical process that implements the computer. Earlier investigations of how to do this were based on the continuous-time Markov chain (CTMC) formulation of stochastic thermodynamics. These investigations either assumed that there was exactly zero irreversible entropy production (EP) generated by the physical system implementing the computation, or allowed the EP to be nonzero but only considered the “mismatch cost” component of the EP. In addition, they only applied to a single type of computer. Our framework neither requires that EP equal zero nor restricts attention to the mismatch cost component of EP, and is designed to apply to all types of computational machines. In contrast to earlier investigations using the CTMC-based formulation, our framework is based on the inclusive Hamiltonian formulation, in which the combination of the system of interest and the baths evolve in a Hamiltonian (or unitary) dynamics. Here, we use our framework to derive an integral fluctuation theorem for computers, in which the expectation value is strictly less than 1. We also derive an exchange fluctuation theorem, and a mismatch cost formula involving first-passage times. We analyze the EP generated by a DFA, a Markov information source, and a noisy communication channel. In particular, we use the Myhill-Nerode theorem of computer science to prove that out of all DFAs which recognize the same language, the “minimal complexity DFA” is the one with minimal EP for all dynamics and at all iterations.

I. INTRODUCTION

A. Background

The thermodynamic costs of computation has been a central topic of concern for physicists and mathematicians for over a century. Early work ranges from Szilard’s analyses of Maxwell’s Demon [1] to remarks by von Neumann, in which he argued that a computer operating at temperature $T$ must dissipate at least $kT \ln 2$ Joule per elementary bit operation [2]. Landauer, Bennett, Zurek, Caves and other collaborators then built on these earlier investigations with a more extended, semi-formal analysis in the mid- to late twentieth century [3–5].

All these early investigations were based on equilibrium thermodynamics. However, real-world computers almost always operate (extremely) far from thermodynamic equilibrium. This indicates that a more complete and detailed understanding of the thermodynamics of computation, extending beyond the analyses of the last century, must involve a formalism explicitly designed to apply to non-equilibrium systems.

Fortunately, the last two decades have witnessed substantial advances which have extended statistical physics to include systems operating arbitrarily far from equilibrium. One of the core ideas underlying these recent advances is to extend the definitions of thermodynamic quantities to the level of individual trajectories of a system, i.e., to define work, heat, etc., for individual samples of the stochastic process governing dynamics of that system [6]. This has allowed the derivation of powerful “fluctuation theorems” (FTs) [7–10] that govern the probability density function of how much work is dissipated in a process. More recent results include “speed limit theorems” bounding how fast a thermodynamic system can change its state distribution by the amount of dissipated work it produces [11–14]. Similarly, “thermodynamic uncertainty relations” (TURs [15–20]) bound the statistical precision of any type of current within a system by the amount of dissipated work it generates. Other recent results include various bounds relating dissipated work to stopping times and first-passage times [20–24].

This new field is called stochastic thermodynamics (ST), and has two main approaches. Most of the research in ST has been based on considering systems of interest (SOIs) that are coupled to one or more infinite external reservoirs (also called baths). In this standard approach, the reservoirs are assumed to always be at thermal equilibrium, e.g., due to separation of timescales or coarse-graining [9, 25–27]. Therefore there is no dynamic model of the reservoirs, and typically only an indirect model of the coupling of the reservoirs to the SOI.
via conditions on the allowed dynamics of the SOI. In this approach the SOI itself evolves according to a continuous-time Markov chain (CTMC) [26].

As described below, one of the central results in CTMC-based stochastic thermodynamics is a formula for the time-derivative of the Shannon entropy of distribution \( p_t \) over the states of the SOI at time \( t \):

\[
\frac{dS(p_t)}{dt} = \dot{Q}(p_t) + \dot{\Sigma}(p_t) \quad (1)
\]

The first term on the RHS is called the “entropy flow” rate (EF). In many settings it can be identified with the rate of heat exchanged between the SOI and the reservoirs. The second term is called the “entropy production” rate (EP). Crucially, it is never negative. (In many scenarios the second law of thermodynamics is a consequence of this non-negativity.) The physical process of the system evolving according to the CTMC is thermodynamically reversible if the EP rate equals 0. In general, that can only occur if the process is proceeding semi-statically slowly [26].

Another substantial portion of ST research instead adopts an “inclusive Hamiltonian framework”. In this approach the external reservoirs can be finite or infinite, but they have a finite number of degrees of freedom. Moreover, it is not assumed that they are always at thermal equilibrium. Instead, a deterministic invertible dynamics is defined over the full physical system, including both the SOI and the external reservoirs. Often, it is also assumed that the initial distribution over the joint SOI-reservoirs is a product distribution, i.e., that the SOI and the reservoirs are initialized in statistically independent processes [8, 28–34].

Importantly, this Hamiltonian framework is not only applicable to classical systems. It is also one of the common ways to model open quantum systems. In those quantum models, one explicitly specifies a unitary operator governing the joint dynamics of an SOI together with the external systems coupled to the SOI, with partial traces used to evaluate the dynamics of the SOI by itself [35, 36]. This model of quantum systems is central to recent research on quantum information processing [35].

Our goal in this paper is to build on this previous work in ST, to construct a formalism for analyzing the thermodynamics of arbitrary computational systems that depends solely on the logical dynamics of those systems, without further specifying any of the low-level details of the physical process that implements that machine. We want to be able to analyze the thermodynamics of \textit{just the dynamics of the computational machine}, with our conclusions not changing based on extraneous physical parameters that are not fixed by the dynamics of the computational machine.

The CTMC-based approach to ST has made some progress towards this goal. Previous research in this category has fallen into two classes:

1. In the first class, it is assumed that \( \text{EP} = 0 \) [37–39]. As mentioned above, in general this restricts us to considering systems that are evolving infinitesimally slowly. In this situation, the total EF — the total heat exchange with the reservoirs — is the change in the Shannon entropy. This allows us to derive expressions for the EF by considering only the logical computation implemented by the system, together with the initial distribution over its states, without considering any extraneous physical parameters:

2. The second class of investigations focuses on the EP, ignoring the EF [38, 40]. Specifically, these papers focus on what is called the “mismatch cost” contribution to the EP. This contribution to the EP is always non-negative. Like the EF in systems with zero EP, this contribution to the EP is determined fully by the logical computation that the system implements, together with the initial distribution over its states, without any dependence on extraneous physical parameters. Moreover, this contribution to EP is nonzero if we assume the physical system implementing the computation evolves periodically, with one iteration of the computation performed in each period. This is almost always the case in real-world computers.

These analyses have revealed that there are unavoidable trade-offs among the thermodynamic resources used in specific nonequilibrium physical systems, in particular systems that perform computation. Some of the trade-offs uncovered relate to the speed of a computation, its noise level, and whether the computational system is thermodynamically “tailored” to perform a given computational task [33, 37, 38, 41–45].

In this paper we show that by adapting the Hamiltonian framework, we can analyze the energetic costs associated with a computational task \textit{in toto}, without specifying any extraneous physical parameters that are not already given in the computer science (CS) theory definition of the computation. In particular, by using this version of the Hamiltonian framework we can avoid the need for making restrictive assumptions on the speed of the process (in contrast to (1)) or for ignoring components of the energetic cost (as in (2)). In addition, our new framework applies to arbitrary computational machines. Moreover, it is based on the assumption of the Hamiltonian framework that the the states of SOI and the of the bath(s) are independent of one another when the process starts. This assumption is perfectly suited to analyzing computational machines that receive external inputs after they have been initialized — which is the case in all CS theory.

As a result of these attributes, the framework we introduce opens the possibility of analyzing the trade-offs among all of the thermodynamic resources that are consumed in any computation, in the sense of the term meant in computer
Science involving abstract logical variables, rather than focus on the thermodynamic resources consumed in a specific physical system that implements some specific computation. Trade-offs among the minimal amounts of resources required to perform a given computation have not only been considered in ST. Indeed, such trade-off are a central concern of CS theory. However, traditional CS theory has considered trade-offs among quantities different from those considered in the thermodynamics of computation [46]. For instance, one of the most important examples of a trade-off considered in CS theory is the relation between the amount of memory needed by a computational machine to perform a given computation and the number of iterations required to perform that computation [47].

Despite this parallel between the interests of ST and CS theory in the trade-offs among the resource costs involved in computation, very little research has been done on how the resource costs investigated in ST are related to the resource costs so central to CS. In this paper, after introducing our framework, we use it to start to lay the foundations for investigating that relationship.

B. Reinitialization entropy production

Our starting point is to note that many models of computational systems can be decomposed into two or more interacting subsystems [48]. The first is the computational machine itself. Examples of such machines range from deterministic finite automata (DFAs) to Turing machines (TMs) to concurrent processes. In addition to the computational machine, there are always one or more external processes which provide inputs to and receive outputs from the computational machine.

We physically ground this decomposition by supposing that there are two types of degrees of freedoms in physical devices that implement computational machines [49]. First, the accessible degrees of freedom are those that arise directly in the specification of the computational machine executing a well-defined computational task. As an example, in a DFA, one could take the accessible degrees of freedom to be the computational state of the DFA. Whatever our computational machine is, we suppose that there is an engineer who builds a physical device that implements that computational machine. More precisely, we suppose that they build a physical device some of whose physical variables correspond to the accessible degrees of freedom of the computational machine. So the dynamics of the physical device implements the computational task across the accessible degrees of freedom.

We refer to the dynamics of the full physical system as it implements a given computation as the forward process. In real world scenarios, it is expected that the engineer will use the physical device repeatedly. So after every use of the device in the forward process, the device needs to be reinitialized for its next use, as illustrated in Fig. 1. We suppose that the engineer has complete freedom to design how the physical device controls the accessible degrees of freedom during that re-initialization (hence the name “accessible”).

The dynamics of the physical device is driven by the external world which provides stochastic inputs to the device. Supposing that the distribution of those inputs is fully specified, at all times there is a well-defined probability distri-
distribution over the accessible degrees of freedom in the physical device. We suppose that the engineer knows exactly what that probability distribution is at the time that the device has completed a computation, and can use that knowledge to design a thermodynamically efficient physical process to re-initialize those accessible degrees of freedom.

Formally, as described in the following sections, these properties mean that we can lower-bound the amount of work the engineer will need to spend to re-initialize the (accessible degrees of freedom in the) computational machine. This lower bound is given by how the non-equilibrium free energy over those degrees of freedom changes, when the engineer transforms the ending distribution over the accessible degrees of freedom back to the initial distribution.

In addition to the accessible degrees of freedom, there is also a set of degrees of freedom that are inaccessible to the engineer, that comprise the external world which interacts with the computational machine. For example, in the case of a DFA, one could consider the entire string of inputs read into the DFA as being inaccessible. We suppose that the engineer knows the distribution over the inaccessible degrees of freedom when the computation halts, just like they know the distribution over the accessible degrees of freedom. However, we also suppose that the engineer has no control over how the inaccessible degrees of freedom are re-initialized. Formally, as described in the following sections, this means that we can upper-bound the amount of work the engineer can extract when the inaccessible degrees of freedom are reinitialized. This upper bound is given by the amount of heat that would be produced if those degrees of freedom were re-initialized in an uncontrolled manner, i.e., by coupling them to an idealized, infinite heat bath whose Boltzmann distribution is the initial distribution over the inaccessible degrees of freedom [50].

The difference between this minimal amount of work that needs to be spent (to re-initialize the accessible degrees of freedom) and the maximal amount of work that can be extracted (by re-initializing the inaccessible degrees of freedom) combine to provide a lower bound on the amount of work that will be dissipated — irretrievably lost — every time the computational machine is run. This bound applies independent of the details of the actual physical system that implements the computational machine, since by the second law of thermodynamics, those details can increase the total amount of dissipated work, but cannot reduce it.

Importantly, this bound on the expected dissipated work of the reinitialization process exactly equals the expected entropy production of the forward process [29]. Accordingly, we will refer to this bound as the expected reinitialization entropy production (REP) of the system. It is important to emphasize that the REP depends only on the thermodynamics of re-initializing the machine after it has completed a computational task. It does not reflect any extra dissipated work that arises in the forward process, while that computation runs.

From now on we will refer to the physical variables that we suppose the engineer is directly interested in, and that are accessible to them, as the system of interest (SOI). (So these are the variables in the physical device that the engineer is directly interested in.) All variables not in the physical device are considered to be inaccessible. These are partitioned into one or more baths (or reservoirs). (As illustrated below, the baths will implement the sequence of inputs into and outputs from the computer.)

Sometimes we will need to distinguish between the abstract computer together with its abstract sequence of inputs, as considered in CS, and the physical system that implements that computer together with its inputs. In such cases we refer to the former as the logical computer, and refer to the latter as the physical computer. So for example, the physical computer comprises the SOI and the set of all the baths.

A key part of our framework is a coordinate transformation between states of the logical computer and those of the physical computer. However, when care to distinguish those two types of computer is not needed, we will sometimes just use the term computational system, implicitly relying on context to determine whether we mean the logical computer or the physical computer. We will also sometime use the term computational machine to refer to that part of the computational system that does not involve the inputs, again relying on context to determine whether we mean the SOI or the abstract, mathematical computer that the SOI implements.

C. The forward processes

To investigate the thermodynamics of the forward process, we need to specify the initial distribution over the set of all the variables in the computational system, both those in the SOI and those in the baths. Often this step is skipped in CS, since that distribution is not relevant to the questions being investigated. However, this step is crucial for us. Indeed, when combined with the dynamics of the full computational system, that initial distribution fixes the final distribution — and it is the relation of those two distributions that determines the value of the EP.

Typically in computational models, if the initial distribution over the full computational system is in fact specified, it is a product distribution over the SOI and the bath(s). Concretely, it is almost always the case in those analyses that the initial state of the computational machine is statistically independent of the initial state of the external world generating the stream of inputs. Accordingly, in our analysis we presume that the joint physical system is initially in a product distribution.

Next, we need to specify the dynamics of the physical
computer during the forward process, starting from such a product distribution. We suppose that the dynamics during the forward process is logically reversible (and therefore deterministic). There are three reasons for this:

- Define the “physical computer EP” (PEP) to be the EP that would be generated by a physical computer that completes a given computation. There are infinitely many Markov processes that could be used for that physical computer and that are thermodynamically reversible, resulting in zero PEP. In particular, a deterministic and reversible process is such a Markov process. These processes have a special property though: by the mismatch cost theorems [51], any forward process that generates zero PEP for one initial distribution over the joint system will also generate zero PEP if run with a different initial distribution if that process is reversible and deterministic. In contrast, if the forward process is non-invertible, then it is possible to implement it with zero PEP only for one specific initial distribution. Moreover, the mismatch cost theorem also establishes that any other initial distribution for such a non-invertible dynamics will generate strictly positive PEP, no matter what the precise form of that (non-invertible) dynamics.

In other words, if the forward process is non-invertible, then in general there must be nonzero dissipated work if one does not initialize the full system with the unique initial “prior” distribution of the (full system) physical process. Moreover, the precise amount of that dissipated work will depend both on the actual distribution and on the prior distribution. Accordingly, one cannot calculate PEP without specifying that prior distribution for such a stochastic process.

The prior distribution is in turn specified by the precise details of the physical computer, details that have nothing to do with they dynamics of the logical computer. The result is that for such non-invertible stochastic processes, we cannot calculate the PEP without specifying some of those precise details of the physical computer which are absent in the associated logical computer. In contrast, a physical computer that has invertible dynamics can generate zero PEP no matter what the initial distribution and prior distributions are.

This means we can ignore the issue of what the prior distribution is — so long as the dynamics is invertible. So by using an invertible dynamics we can focus on the thermodynamics arising from just the logical computer, without concern for the parameters of the underlying physical process that implements that computer.

- Many of the machines considered in CS theory are deterministic, and many are stochastic. We want our framework to be able to represent systems with either kind of dynamics in a straightforward way. As we show below, this can be done if we restrict attention to systems with deterministic dynamics. In particular, it is straightforward to implement an arbitrary stochastic evolution of the SOI using a fully deterministic and invertible joint system. (This can be done by using the random initialization of the baths to introduce stochasticity into the dynamics of the SOI as and when needed.)

- Another advantage of our using deterministic, invertible dynamics of a system is that if the full system, including the baths, has only a finite number of degrees of freedom, then we are in precisely the setting of the inclusive Hamiltonian framework, mentioned above. This means in particular that our results should carry over with minor modifications to the quantum thermodynamics of open quantum systems. (In contrast, there are nontrivial difficulties in formulating the dynamics of the SOI in open quantum systems in terms of CTMCs, which substantially restricts our ability to analyze such systems using the CTMC-based version of stochastic thermodynamics.) Accordingly, to complement our analysis of the REP, below we also present some new results concerning the PEP as defined under the Hamiltonian framework of the forward process; we refer to this quantity as the HEP (Hamiltonian framework EP).

First, we show below that the expected value of the HEP equals the expected value of the REP. Next, we derive an integral fluctuation theorem (IFT) and an exchange FT (XFT) for the HEP. As a final contribution to understanding of the HEP, we confirm that the mismatch cost formula holds for the HEP [52].

D. Results and roadmap

We refer to this minimal model of the thermodynamics of a computational machine and its external environment during a forward process followed by a reinitialization process as the inclusive thermodynamics of computational machines.

At a high level, we have two sets of results concerning inclusive thermodynamics:

1. Some of our results concern the thermodynamics of the forward process, considered from the perspective of the Hamiltonian framework, adapted to computational machines. We emphasize that these results are actually more general than our analysis of computational machines, as they apply to any use of the Hamiltonian framework. Specifically, we have derived the mismatch cost formula for the Hamiltonian framework, and also an IFT and an XFT within this framework.
2. One might be concerned about the applicability of the Hamiltonian framework particularly to systems like DFAs, since that framework would only apply if we could assume that input strings to the DFA were generated by repeatedly sampling a Boltzmann distribution: in the real world, input strings are generated by engineers. Accordingly, we consider a lower bound on the expected dissipated work of the reinitialization process. We show that the lower bound derived this way—which is the REP—also lower bounds the EP of the Hamiltonian framework. Hence, all our results concerning a lower bound on the expected dissipated work in the reinitialization process of an inclusive model of a computational machine also apply to the HEP of that machine.

More specifically, in this paper, we employ our framework to investigate the dissipation costs of three computational systems:

1. DFA, which is a foundational model of computation that underlies more general models such as the TM,
2. Markov sources of information theory,
3. Communication channels central to the theory of communication.

Our paper is organized as follows: In Section II, we provide the elementary concepts of the inclusive framework. In Section III, we formally define the three different computational systems we analyze in this paper. In Section IV, we present the mathematical basis for our framework. In Section IV B, we develop the inclusive thermodynamics of DFAs and derive the lower bound on dissipated work as REP. In Section VB, we use a special class of DFAs to model Markov information sources. In Section VE, we extend Section VB to model communication channels. Subsequently in Section VG, we formulate the rate-distortion problem in the theory of communication using the inclusive thermodynamic quantities.

In Section VC, SectionVD, and Section V H we present our results concerning the thermodynamics of the forward processes of physical computers which implement DFAs. In Section VC we derive an IFT for the HEP. In contrast to conventional IFTs though, here we find that the expectation of (the exponential of negative of the) HEP is upper-bounded by 1, rather than equal 1 exactly, as it is the case in conventional IFTs. Intuitively, this is because typically the logical computers considered in CS theory have a single, unique initial state. So the distribution over the states of the SOI at \( t = 0 \) is a delta function. This means that any reverse trajectory that does not end in that initial state does not contribute to the IFT calculation. In other words, the IFT we derive equals 1 minus the probability of such an impossible reverse trajectory. In Section VD, we derive a mismatch cost result concerning the PEP of the Hamiltonian framework. We derive our mismatch cost result with respect to marginal distribution over the states of the SOI, so it differs from the mismatch cost of the full system discussed in Section I C.

\[ [53] \]

Next in Section VH, we extend a previously derived XFT for the HEP to scenarios with multiple baths.

In the remaining sections, we analyze the connections between a CS measure of complexity over DFAs and the EP of executing DFAs. We prove in Section V12 that for equivalent DFAs with different size complexities, executing a minimal complexity DFA results in the minimal EP at all iterations.

We conclude with a discussion, where we describe methods and features essential to both CS and inclusive thermodynamics. We describe a few research directions where our framework might prove fruitful.

As we will later come back in Section VII, we are interested in implementing our framework to analyze many computational systems, ranging from push-down automata to TMs. In this work, we mainly focus on introducing the framework and illustrating it through computational systems which can implement DFAs.

II. GENERAL FRAMEWORK: INCLUSIVE FORMULATIONS OF COMPUTATIONAL SYSTEMS

We will consider physical systems which evolve in discrete time. These systems have at least two components: an SOI, and a set of one or more external environments which interact with the SOI, and are referred to as baths. The discrete time physical forward processes will evolve the joint system of the SOI and the bath(s) from an initial joint distribution, until some ending condition is reached (i.e., until computational task is implemented fully). After that the joint distribution is reinitialized, to start a next physical forward process, where another computational task is implemented. We use the term computational cycle to mean such an entire process, taking the physical system from one initialized distribution to the next.

As an example, much of our analysis below concerns DFAs, a special type of logical computer. Loosely speaking, a DFA is a system with a finite state space \( S \), having elements \( s \). Initially the DFA is initialized to a special “start state”. After that it receives a sequence of exogeneously generated symbols called a “string”. Those symbols are all elements of a finite alphabet, \( \Sigma \) (e.g., the binary alphabet \( \Sigma_{0,1} \)). As the DFA iteratively receives those symbols it makes associated transitions among its possible states. The state of the DFA when a termination condition is reached (e.g., when the string ends) defines the computation that the DFA performs on that string it received. After it performs such a computation, the DFA is reinitialized in its start state. (See Section III
for the formal definition of a DFA.)

We write a generic symbol from $\Sigma$ as $y$. In this paper, we suppose that $\Sigma$ includes a special blank symbol “$\varepsilon$”. As usual, we denote the set of finite strings of symbols from the alphabet as $\Sigma^*$ [48]. We write a string that a DFA receives as $\omega$, having length $|\omega|$. In our simplest physical model of the DFA, we identify the state of the DFA as the state of the SOI, and the string $\omega$ with the state of the bath. In this version we consider below, the state of the bath does not change during a computational cycle. This has two consequences. First, it means that we identify the initial distribution of the state of the bath with the distribution over strings that will be received by the DFA. Moreover, it means we must augment the state space of the SOI. In addition to specifying the state of the DFA, the state of the SOI must specify an integer-valued pointer, $z$, to keep track of which element of the string $\omega$ is the current one. In other words, $z$ gives the iteration time $t$ at which the symbol $\omega[z = t] = y$ is received by the DFA. For later convenience, we define $\omega[-z]$ to mean the string of symbols of $\omega$ that are not read at iteration $t = z, \omega[t = 1]..., \omega[t = z - 1]...\omega[t = |\omega|]$.

In this simple implementation of a DFA, the state space of the full computational system is the set of all triples $(s, z, \omega)$. For the reasons given above, we suppose that the dynamics governing this full space is deterministic. We will let strings $\omega$ be sampled at the beginning of each computational cycle, so that $\omega$ is time independent, and it is always possible to reconstruct the past history of a DFA’s states. As a result, any distribution over the full state evolves by permuting which state has which probability, but doesn’t actually change the multiset of the probability values of all joint states. Since entropy is a unique function of that multiset of probability values, this means that the entropy over the full state space is constant in time.

In order to investigate the associated thermodynamics, we must explicitly decompose the full state space into a Cartesian product of two spaces: the set of states of the SOI and the set of states of the bath. The states of the SOI contain the accessible degrees of freedom, whereas the states of the bath are those inaccessible degrees of freedom.

As pointed out in Section 1B, we assume that the state of the SOI is “accessible” to the engineer once the DFA has completed a run. This implies that the engineer is allowed to reinitialize the initial distribution of SOI states by implementing any desired external work protocol over the SOI, while the SOI is coupled to an infinite external thermal reservoir at temperature $1/k_B$. In addition, as is conventional in the ST literature of information processing, we assume that the Hamiltonian of the SOI is uniform at both the beginning and end of any run, with the same value at those two times [39]. More precisely, we say that there is a constant A such that both the Hamiltonian of the SOI at the beginning of the run and at end of the run have the value A, independent of the state of the SOI.

Based on these two assumptions, we can exploit the generalized Landauer bound of modern ST: the minimal free energy needed for re-initializing an SOI is given by the change in the entropy (of the distribution over states) between the SOI’s ending distribution and its re-initialized distribution [54].

For the reservoirs, we assume that their states are “inaccessible” to the engineer once the DFA has completed a run. Suppose that at the end of the computational process, the distribution over states of the bath is re-initialized, just like the distribution over states of the SOI. Since the states of the bath are inaccessible, the engineer will not be able to implement this reinitialization in a thermodynamically optimal manner. We suppose that the maximal free energy that can be extracted in this reinitialization of the bath distribution would occur by the bath’s relaxing to the thermal equilibrium of a fixed Hamiltonian, while being coupled to to an infinite external thermal reservoir at temperature $1/k_B$. This Hamiltonian is chosen so that the associated Boltzmann distribution is the desired initial distribution of bath states at the beginning of the subsequent run. As opposed to the re-initialization of the SOI distribution, the engineer is not allowed to implement any external work protocol acting on the bath distribution as it is reinitialized.

**III. PRELIMINARIES**

In this section we provide the definitions of DFAs, Markov information sources, and communication channels, as they are used in our paper.

A. Basic concepts and terminology

1. Regular languages and finite automata

A deterministic finite automaton (DFA) is a five-tuple $M = (S, \Sigma, f, q_0, K)$, where $S$ is a finite set of states, $\Sigma$ is a finite alphabet of observable symbols, $f : S \times \Sigma \to S$ is a transition function mapping a current input symbol and the current state to another state, $q_0$ is a start state, and $K$ is a set of accepting states. An input string $\omega$, i.e. a sequence of symbols from $\Sigma$, is accepted by a DFA if the last state entered by the machine on that input string is in $K$. A language recognized by a DFA is the set of strings that it accepts, $L(M) = \{\omega \in \Sigma^* | f(q_0, w) \in K\}$. Equivalently, the language of a DFA is the decision problem it solves [55]. $L$ is a regular language if there is a DFA $M$ which recognizes $L$.

Given a language $L \subseteq \Sigma^*$, a pair of strings $a, b \in \Sigma^*$ are equivalent with respect to $L$, i.e. $a \sim_L b$, if for all $w \in \Sigma^*$ we have $aw \in L$ if and only if $bw \in L$. $\sim_L$ is an equivalence relation over $L$. For each string $a$, its equivalence class $[a]$
is the set of strings equivalent to it, \([a] = \{ b \in \Sigma^* \mid a \sim_L b \}\). A **minimal DFA** that recognizes a regular language \(L\) is a DFA which has one state for each equivalence class \([a]\). For any regular language \(L\), the Myhill-Nerode theorem (MN) says that the minimal DFA \(M_{\text{min}}\) in the set \(\Omega(L)\) of all possible DFAs that recognize \(L\) is unique up to relabeling of the DFA states (See Fig. 2 and Fig. 3). Key concepts and the generic proofs of the MN can be found in [48, 56].

![Diagram of minimal DFA](image)

**FIG. 2.** The minimal DFA \(M_{\text{min}}\) which recognizes the language \(L\) of strings divisible by 3.

**FIG. 3.** A non-minimal DFA \(M'\) which recognizes the language \(L\) of strings divisible by 3. \(M'\) can be minimized by partitioning its states into groups of states that are mutually indistinguishable with respect to \(\sim_L\). If we replace each such group with a single state, we get an equivalent DFA with minimum number of states, isomorphic to \(M_{\text{min}}\) of Fig. 2.

The implementations of regular languages (as decision problems solved by DFAs) concern CS problems of computational complexity. There are two central complexity issues of interest: time and space complexity, and descriptive complexity [57]. The focus of this article is on the size complexity, written as

\[
Q = \begin{pmatrix}
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 \\
\end{pmatrix}
\]

DFAs serve as the core information-processing system of many logical computers. In particular, Markov information sources are DFAs with the modification that rather than *read in* random symbols and change states accordingly, they make stochastic state transitions and *emit* symbols accordingly. If noise gets added to the symbols emitted by such a Markov source, the result is a noisy communication channel.

More precisely, an **information source** is a stochastic process which generates a sequence of random variables \(Y_0, Y_1, Y_2, \ldots\), where each \(Y_i\) takes values in a finite alphabet \(\mathcal{Y}\). A **Markov source** is an information source whose underlying dynamics is given by a non-observable Markov chain, i.e., it is a hidden Markov model (HMM) [60]. Note that in a Markov source, each random variable \(Y_i\) is parameterized by the associated hidden state of the Markov model.

In the real world, after a Markov source generates a symbol, this symbol is fed into a communication channel to be delivered to a receiver. Formally, a discrete **communication channel** is a system consisting of an input alphabet \(\mathcal{Y}\), output alphabet \(\mathcal{R}\), and a transition matrix characterizing the probability masses \(Q(r \mid y)\) of observing the output symbol \(r \in \mathcal{R}\) given that the input symbol is \(y \in \mathcal{Y}\). In this work, we consider discrete **memoryless channels**, where for any input string (sequence of symbols) \(y = (y_1, \ldots, y_N)\) and the output string \(\underline{r} = (r_1, \ldots, r_N)\), the overall probability transition matrix \(Q(\underline{r} \mid \underline{y})\) can be written as \(Q(\underline{r} \mid \underline{y}) = \prod_{i=1}^{N} Q(r_i \mid y_i)\), and each transition probability \(Q(y_i \mid r_i)\) is independent of \(i\).

### IV. INCLUSIVE FORMULATION OF DFAS

#### A. Decomposing the full state space of a DFA

Recall that the state space of a physical computer implementing a particular logical computer is a Cartesian product of a set of accessible variables and a set of inaccessible variables (or of multiple such sets of inaccessible variables, more generally). This Cartesian product provides a coordinate system for the physical computer, and the dynamics of probability distributions through those coordinates determines the thermodynamics of the physical computer.

However, in general this Cartesian product coordinate system will not be the coordinate system used directly to specify the dynamics of the logical computer in its conventional, CS
the desiderata. Here we require that an engineer could design the DFA. Here we require that accessible and inaccessible variables, i.e., with different ways is most appropriate will vary with different choices of the triples.

Accordingly, to analyze the thermodynamics of a given DFA and its update function, we need to specify a map from the coordinate system of the logical computer to the Cartesian product of accessible and inaccessible variables that comprise the physical computer. We refer to such a map as a decomposition of the variables of the logical computer. So for example, the map from the set of triples \((s, z, \omega)\) of a DFA to a Cartesian product of accessible and inaccessible variables is a decomposition of the set of such triples.

In general, even for a fixed DFA, the decomposition that is most appropriate will vary with different choices of the accessible and inaccessible variables, i.e., with different ways that an engineer could design the DFA. Here we require that the state spaces of the physical computer and the logical computer, together with the decomposition between the two, meet the following desiderata:

1. The full state space of the physical computer can be written as a Cartesian product \(U \times \Pi_i V^i\), where \(U\) is the state space of the SOI with states \(u \in U\), and \(V^i\) is the state space of the bath \(i\) with states \(v^i \in V^i\).

2. The state of the SOI and those of the baths are statistically independent at the initial time \(t = 0\), i.e., \(P_0 = p_0 \times \Pi_i \rho_0^i\), where \(p_0\) is the initial distribution over the states of the SOI, and \(\rho_0^i\) is that of the bath \(i\).

3. For each bath, its initial distribution \(\rho_0^i\) can be written as a Boltzmann distribution for an associated finite bath Hamiltonian, \(B_i(v^i_0 = v^i)\), which does not change with time. So for all baths \(i\), we need the function

\[
B_i(v^i) := -\ln \rho_0^i(v^i)
\]  

(2) to be finite-valued for all \(v^i\) that can occur at any iteration (not just iteration 0) with nonzero probability.

4. The decomposition map is injective for all states of the logical computer that can occur with nonzero probability.

5. The dynamics across the state space of the physical computer is deterministic and invertible for all of its states that occur with nonzero probability.

Below we show that two particular decompositions satisfy these desiderata:

(a) **Unilateral decomposition:** \(U = \{(s, z)\}\) and \(V = \{\omega\}\),

(b) **Bilateral decomposition:** \(U = \{(s, z, \omega[z])\}\) and \(V = \{(\omega[-z])\}\)

The unilateral decomposition is appropriate for analyzing DFAs, in the sense that the associated choice of accessible and inaccessible variables is “reasonable” as a model of how an engineer would in fact be able to design a DFA. The presumption here is that the engineer can access the (physical variables specifying) the state of the DFA, \(s\), and the pointer, \(z\), but cannot do the same for the string \(\omega\) that will be input to the DFA.

The bilateral decomposition is instead appropriate for analyzing Markov information sources and communication systems, again in the sense that a real-world engineer will typically be able to build a device that directly manipulates the associated accessible variables, but not the associated inaccessible variables. In Section V E, we introduce a third decomposition, the multilateral decomposition, which is an extension of the bilateral decomposition to scenarios with multiple baths. This last decomposition is appropriate for analyzing the thermodynamics of communication channels.

In the next subsection we provide a fully formal definition of the dynamics of a DFA over a set of triples \((s, z, \omega)\). In the next subsection, we describe how to transform the dynamics from that coordinate system of triples to the Cartesian product coordinate system \(U \times \Pi_i V^i\) (Until Section V E, we will concentrate on physical scenarios where there is only one bath coupled to the SOI, and so for simplicity write \(U \times V\)). We then use this description to satisfy our first desideratum. In the last subsection of this section, we discuss how to ensure that the remaining two desiderata are also satisfied.

We emphasize that while we consider transformations from one coordinate system to another for the case of DFAs, all of our analysis below would apply to many other computational systems which satisfy our desiderata. In general, this requires paying special care to what variables in the logical computer are exogeneous inputs, not defined in the CS definition of the computer, and so need to be identified with states of the bath(s) of the physical computer.

### B. The dynamics over the full DFA state space

Here we will only consider maps from the logical computer’s state space to that of the physical computer that obey the fourth desideratum above. As a result, the fifth desideratum holds iff the dynamics across the state space of the logical computer is deterministic and invertible for all of its states that occur with nonzero probability. Note though that considered as a function of just the DFA state \(s\), the update function of a DFA need not be invertible in general, even if its dynamics is deterministic.
This reflects the fact that in general, one cannot use a simple “translation” to go back and forth between the variables in a physical computer and those of the associated logical computer. Rather a somewhat subtle coordinate transformation is required. The next three subsections introduce a broad set of such coordinate transformations, which will suffice for our purposes in this paper.

To begin, note that in general there may be multiple pairs of a state of a DFA, \( s \), and an input symbol, \( y \in \omega \), which are all mapped by \( f \) to the same next state of the DFA, \( s' \). This would appear to violate our desideratum of invertible dynamics of the logical computer. However, recall that the state space of the full system is the space of all triples \((s, z, \omega)\). We need to ensure that the dynamics over this space is invertible, for all such triples that can occur with nonzero probability. Fortunately, we can always do that, even if the update function applied to just the DFA’s state is not invertible.

To do this, it is convenient to distinguish two kinds of triples, which we refer to as “legal” and “illegal”. Formally, a triple \((s, z, \omega)\) is legal if either of the following conditions is satisfied:

1. \( z = 0, s = q_0 \);
2. \((s, z, \omega) = (f(s', \omega[z]), z, \omega)\) for some legal triple, \((s', z - 1, \omega)\)

If a triple is not legal, it is called “illegal”.

We write \( \Phi \) for the one-step iteration function for the dynamics of the full state space defined over all triples \((s, z, \omega)\). \( \Phi \) must be deterministic and invertible. Accordingly, for any \( 0 \leq z < \tau \) and any legal triple \((s, z, \omega)\), we set \( \Phi \) to

\[
\Phi : (s, z, \omega) \rightarrow (f(s, \omega[z]), z + 1, \omega)
\]

Hence \( \Phi \) implements the DFA’s update function, as desired, when it is run on a legal triple.

As the start state \( q_0 \) of the DFA is specified, given any current legal triple \((s, z, \omega)\), we know that the initial state was in fact \((q_0, 0, \omega)\). Therefore we can recover the state for any value of the pointer uniquely, by evolving \((q_0, 0, \omega)\) forward for that number of iterations. In particular, we can recover the predecessor state of \((s, z, \omega)\) uniquely by evolving \((q_0, 0, \omega)\) forward \( z - 1 \) times. Thus, \( \Phi^{-1} \) is a well-defined function for all legal triples \((s, z, \omega)\), where \( 0 \leq z < \tau \).

Next, for any legal triple \((s, z = \tau, \omega)\), set

\[
\Phi(s, \tau, \omega) := (q_0, z, \omega)
\]

This means that \((s, \tau, \omega)\) is a predecessor state of \((q_0, 0, \omega)\). Note that since \( \tau \) is fixed, we can evolve \((q_0, 0, \omega)\) forward \( \tau \) iterations to uniquely obtain state \( s \) in Eq. (3). However, no legal states that are not of the form \((s, \tau, \omega)\) get mapped by \( \Phi \) to \((q_0, 0, \omega)\). Combining establishes that this map from \((s, \tau, \omega)\) to \((q_0, 0, \omega)\) is also invertible.

In addition, we stipulate that while \( \Phi \) can be stochastic, there is probability zero of it mapping an illegal state into a legal state. (As an example, in much of the analysis below, for simplicity we take \( \Phi \) to be the identity function when applied to any illegal state.) Hence, to ensure that the update function of the DFA gets implemented in a deterministic invertible manner, we need to confirm that there is zero probability that \( \Phi \) ever gets run on an illegal triple. So long as we require that the initial distribution has support restricted to legal triples. So under this requirement, the dynamics of the logical computer is deterministic and invertible for all states with nonzero probability, as required.

Note that this \( \Phi \) is time-independent. However, as described in [8], most of the calculations in the next section can be naturally extended to allow the dynamics to change with time. Furthermore, for our preliminary analyses of the thermodynamics of DFAs we only need one bath, to specify the randomly chosen input string. However, for other analyses below, e.g. those involving communication channels, we need to have more than one bath, since there are multiple statistically independent random processes affecting the SOI’s evolution.

### C. Decompositions of DFAs

We write the decomposition from the space of triples \((s, z, \omega)\) to \( U \times V \) as a bijective, vector-valued function \( g = (g^U, g^V) \) with domain \( T \times S \times \Sigma^{r+1} \). The first component of this function gives the mapping to the state of the SOI, and the second component gives the mapping to the state of the bath. We write this as \( g^U : T \times S \times \Sigma^{r+1} \rightarrow U \), and \( g^V : T \times S \times \Sigma^{r+1} \rightarrow V \), respectively (with an obvious extension to vector-valued functions \( g \) whose image has more components when there are multiple baths).

So we can write the dynamics over the Cartesian product coordinate system of the physical computer as

\[
\Phi^{\text{comp}}(u, v) = g(\Phi[g^{-1}(u, v)])
\]

We will often abbreviate this as \( \Phi = g\Phi g^{-1} \), where the \( \Phi \) on the RHS is a function of \((s, z, \omega)\) while the \( \Phi \) on the LHS is a function of \((u, v)\). We can use Eq. (5) to specify how any distribution over \( U \times V \) evolves:

\[
P_{t+1}(u, v) = P_t(\Phi^{-1}(u, v))
\]

As an example, under the bilateral decomposition,

\[
g^U_{bi}(s, z, \omega) := (s, z, \omega[z])
g^V_{bi}(s, z, \omega) := (\omega[\neg z])
\]

with the bijection

\[
g_{bi}(s, z, \omega) := (g^U_{bi}(s, z, \omega), g^V_{bi}(s, z, \omega))
\]
Since the function \( g \) is bijective, the fourth desideratum is met. Together with the fact that the logical computer’s dynamics is deterministic and invertible, as established in the previous subsection, this means that the fifth desideratum is also met.

D. Ensuring the second and third desiderata are met

The second desideratum is automatically satisfied so long as we choose an appropriate initial distribution over the set of triples \( (s, z, \omega) \). For example, in the unilateral decomposition, the initial distribution over the SOI states is a delta function over the \((s, z)\) pairs, equalling 1 for \((s = q_0, z = 1)\). The initial bath state instead specifies the input string to the DFA, and is given by sampling an appropriate distribution over such strings. In general, we impose no restrictions on that distribution, except that it be well-defined. In particular, we do not require that its support be restricted to strings that are in the language accepted by the DFA.

Note that in the unilateral decomposition, due to the dynamics over triples \((s, z, \omega)\), the state of the bath never changes from its initial one. Accordingly, even if there are some values \( v \) such that \( \rho_0(v) = 0 \), and so \( B(v) = \infty \), those values can never occur at any iteration. So the third desideratum is automatically obeyed in the unilateral decomposition.

The time evolution of bath states in the bilateral decomposition is shown in Fig. 4. Just as with the unilateral decomposition, the second desideratum is automatically satisfied for the bilateral decomposition so long as we choose an appropriate initial distribution over the set of triples \((s, z, \omega)\).

There are some extra subtleties with establishing the third desideratum for the bilateral decomposition. Note that the full string \( \omega \) at \( t = 0 \) is generated as two separate substrings. The first symbol, \( \omega[0] \), is one component of the SOI, and so is generated by sampling the SOI. The string of the remaining symbols, \( \omega[-z] \), is the full state of the bath at \( t = 0 \). So the full string \( \omega \) is generated at \( t = 0 \) by sampling \( \rho_0(\omega[0])\rho_0(\omega[-0]) \). The associated value of the bath Hamiltonian is \( B(\omega[-0]) = -\ln \rho_0(\omega[-0]) \).

As the state of the bath at some later iteration \( z = t \) will be \( \omega[-z] \), we must ensure that its value under the function \( B \) is nonzero for any string \( \omega \) that can occur with nonzero probability. In other words, it must be the case that for all \( \omega \in \text{supp} \rho_0(\omega[0])\rho_0(\omega[-0]) \), for all \( t \), \( B(\omega[-z]) \) is finite. This condition requires in turn that \( \rho_0(\omega[0])\rho_0(\omega[-z]) \) is also nonzero for that string \( \omega \). In general, whether this condition is met will depend on the details of the update function of the DFA, as well as the precise distributions \( \rho_0 \) and \( \rho_0 \).

Finally in Section V I 1, we review some classical results from set theory, relevant to DFAs. Then in Section V I 2, we combine those results with our expression for EP in Section V A, to prove that for any regular language \( L \), the DFA in \( O(L) \) which has minimal EP is the one with minimal size complexity. Our proof holds for all decompositions that satisfy the desiderata in Section IV A, for all dynamics, and for all iterations.

V. INCLUSIVE THERMODYNAMICS OF DFAS

In this section, we build on the inclusive formulation of the dynamics of physical computers which implement DFAs discussed just above, to introduce the inclusive thermodynamics of logical computers.

First, in Section V A, we derive the expression for the REP, i.e., we derive a lower bound on the expected dissipated work during the reinitialization. Next, in Section V B 1 we show how to formulate Markov information sources (also known as HMMs or probabilistic DFAs), and in Section V B 2 we provide exact expressions for the expected EP incurred in the computational cycle of a Markov source. Building on these analyses in Section V B, in the following subsections we present our IFT and mismatch cost result for the forward dynamics of logical computers which are modeled by the inclusive formulation. After that, in Section V F and Section V G we extend the formulation of Markov sources to include multiple baths, and show how to interpret such systems as models of communication channels. Next we consider systems with multiple baths and derive a modified XFT which applies to not only our inclusive formulation of communication channels, but also to finite systems coupled to multiple finite baths as in Hamiltonian formulation.

Finally in Section V I 11, we review some classical results from set theory, relevant to DFAs. Then in Section V I 12, we combine those results with our expression for EP in Section V A, to prove that for any regular language \( L \), the DFA in \( O(L) \) which has minimal EP is the one with minimal size complexity. Our proof holds for all decompositions that satisfy the desiderata in Section IV A, for all dynamics, and for all iterations.
A. Derivation of the expression for REP

In general, reinitialization of a physical computer involves a set of physically decoupled processes. The first of these processes reinitializes the accessible degrees of freedom of the SOI. The other processes reinitialize the separate baths. (Since we are for now focusing on the case of one bath, we will have a total of two processes.)

We do not make any assumptions for how the engineer reinitializes the accessible degrees of freedom. Because they can control these degrees of freedom, it’s even conceivable that they could use the optimal thermodynamic protocol, involving a conventional, infinite external heat reservoir with $k_B T = 1$ to perform this reinitialization. Therefore we can only lower-bound the amount of work they need to expend in that reinitialization, by the amount that would be needed under that optimal thermodynamic protocol. Since we assume a uniform Hamiltonian over the states of the SOI, this minimal amount of work is given by the generalized Landauer bound \cite{10, 41}, as the change in the expected Shannon entropy of the SOI variables between the beginning and end of the reinitialization of the SOI:

$$\Delta H = [H(p_t(u)) - H(p_0(u))] \quad (9)$$

We know that the engineer needs to expend work in reinitializing the SOI, since the ending distribution of that reinitialization is a delta function. However, in general they might be able to recover some work when they reinitialize the inaccessible degrees of freedom in the bath. As the engineer has no direct control over how those inaccessible degrees of freedom are reinitialized, we adopt the ansatz that the amount of work which they can recover is upper-bounded, by the amount of heat that would flow into a conventional, infinite thermal reservoir with $k_B T = 1$, if the inaccessible degrees of freedom freely relaxed to the Boltzmann distribution of the Hamiltonian $B$ while coupled to that reservoir. Since energy is conserved under free relaxation, this heat flow is just the change in the expected energy of the inaccessible degrees of freedom:

$$\bar{Q} = [\mathbb{E}_{\rho_t}(B(v)) - \mathbb{E}_{\rho_0}(B(v))] \quad (10)$$

The dissipated work incurred in the reinitialization of the physical computer is given by the difference between the amount of work spent on the SOI during that reinitialization, and the amount of work that can be recovered from the bath(s) during that reinitialization. A lower bound on this dissipated work is given by our lower bound on the amount of work that must be spent on the SOI, and the upper bound on the amount of work that can be extracted from the bath. Hence, the dissipated work is lower-bounded by

$$\sigma = \Delta H - \bar{Q} \quad (11)$$

As mentioned, we call $\sigma$ the reinitialization EP (REP). $\bar{Q}$ in Eq. (12) is called the expected entropy flow (EF) in the Hamiltonian framework. We will adopt the same terminology here.

As an example, in the unilateral decomposition of a DFA, since the state of the bath does not change during the process, $\bar{Q} = 0$. Therefore $\sigma = \Delta H$. (In other words, the EP in this case equals the generalized Landauer cost of the SOI, i.e., the minimal EF that could occur under the CTMC-based version of ST.) So in particular, if the initial distribution of the SOI is a delta function — as is the case for example in a DFA — then the expression for the EP simplifies further, to $\sigma = H(\rho_t)$.

Eq. (11) was motivated in \cite{29} through different physical considerations, identifying $\sigma$ as the expected entropy production of the forward process, without any consideration of reinitialization. (We refer the reader to Appendix A for a short review of that argument in \cite{29}.) The analysis in that paper can be adapted to show that in the general case where there are $N$ baths, which are reinitialized separately of one another, in independent processes, Eq. (11) can be also written as

$$\sigma = I(p_t; \rho_1^t; \ldots; \rho_N^t) + \sum_{i=1}^N D[\rho_i^t \parallel \rho_0^i] \quad (12)$$

where the first term on RHS is the multi-information between the SOI and all the baths at time $t$, and the second term is the sum of KL divergences between the initial time $t = 0$ distribution and the ending time distribution for each bath \cite{61}.

B. Inclusive thermodynamics of Markov sources

In this section, we present some preliminary results concerning the thermodynamics of Markov information sources. We start in Section VB1 by showing how to formulate Markov sources in terms of DFAs. Subsequently in Section VB2 we discuss the thermodynamic implications of modeling Markov sources as in Section VB1.

1. Coding efficiency and Markov sources

Recall that in a standard DFA, at each iteration $t$ the DFA is currently in some associated state $s_t$, and then receives some symbol $\omega[t]$ to determine the next state $s_{t+1}$, as specified by its update function $f$.

In the standard interpretation of DFAs, we view each such transition-specific symbol $\omega[t]$ as being received by the DFA, and causing the DFA to implement that transition (due to the update function of the DFA). We can just as well view the exact same process as one in which the DFA is currently...
in state $s_t$, and then generates a symbol $y_t = \omega[t]$, as it makes the (stochastic) transition from $s_t$ to $s_{t+1}$.

Now restrict attention to the case where there is a conditional distribution $\pi(y|s)$ defined at every state of the DFA, and the the strings $\omega$ of the DFA are generated by first sampling a distribution $P(\omega|$ to generate a length of a string, and then running the process given in Algorithm a total of $|\omega|$ times, to generate an associated sequence of symbols from $\Sigma$. This gives us a distribution $P(\omega)$.

Next, recall from Section III that a Markov source is an HMM, which at each iteration $t$ generates a symbol $y \in \mathcal{Y}$ by sampling a distribution that depends on the current state of the hidden variable. Each successive symbol $y$ produced in this stochastic process specifies a state transition map over the set of hidden states, $(m \rightarrow m')$. Furthermore, any transition between hidden states allowed by the HMM's adjacency matrix, $(m \rightarrow m')$, is specified by a unique symbol $y \in \mathcal{Y}$.

This establishes that we can view the pseudo-code showing how to generate strings with Markov sources as an HMM,

\[
\text{for } (i = 1; |\omega|; i++) \{ \\
\quad \text{Sample } \pi(y[i] | s[i-1]) \text{ to get } y[i]; \\
\quad \text{Set } s[i] = f(s[i-1], i-1, y[i]) \\
\}\]

where the states $s$ of the DFA are reinterpreted as hidden states $m$ of an HMM, and we identify the set of symbols that the HMM can generate, $\mathcal{Y}$, as the alphabet of the associated DFA $\Sigma$. Note that an important special case is where $\pi(y | s)$ is independent of $s$ for all iterations, so that the distribution over strings is given by IID sampling a fixed distribution. More precisely, when $\omega = (\omega_i)_{i \geq 1}$ is a sequence of $\Sigma$-valued IID random variables, the successively visited states over the DFA obtained by processing $\omega$ gives a first-order homogeneous Markov chain [62]. In general though, $\pi(y|s)$ is dependent on $s$ and the Markov source induces an HMM over the DFA states.

Now suppose that the symbol $y_t$ generated at iteration $t$ of the HMM is first encoded according to a codebook, and then sent through a lossless channel to a receiver. Also assume that the receiver knows the mapping rules associating each hidden state transition with a unique symbol. The receiver decodes the output of the channel to reconstruct $y_t$. If the receiver knows the previous hidden state $s_{t-1}$ at iteration $t$ (i.e., they know the previous state of the DFA), then once they reconstruct $y_t$, they know the current state, $s_t$, exactly.

By induction, this means that (assuming they know the initial state of the DFA) they will always know what state $s_{t-1}$ was upon reconstructing $y_t$.

Without loss of generality, assume that the codebook is a separate prefix-free code for each state $s$ of the DFA. Hence the codeword lengths for the code used in the DFA state $s$ must satisfy the Kraft inequality $\sum_s 2^{-l(s,s)} \leq 1$, where $l(y, s)$ gives the length of the associated prefix-free code for symbols $y$, parameterized by the state $s$. The minimum expected codeword length $L_{\text{min}}(s)$ for each such $s$-parameterized code generated by the information source at each iteration $t$ satisfies [63]:

\[
H(Y_t | S_{t-1}) \leq L_{\text{min}}(s) < H(Y_t | S_{t-1}) + 1
\]

where

\[
H(Y_t | S_{t-1}) = - \sum_{s_{t-1} \in S} \sum_{y_{t-1} \in \mathcal{Y}} P(s_{t-1}|s_t) \pi(y_t | s_{t-1}) \log \pi(y_t | s_{t-1})
\]

and $\pi(y|s)$ is the conditional distribution of symbols $y$ generated by the HMM at state $s$.

2. Thermodynamic interpretation of Markov sources

As we emphasized in Section VB1, for the bilateral decomposition of Markov sources there are two cases of interest: the simpler case considers $\pi(y|s)$ being independent of $s$ at all iterations, while the more general case considers $\pi(y|s)$ being dependent on $s$. Here, for both of those cases, we provide the exact expressions for the expected EP incurred in a computational cycle of a Markov source.

First, we express the EP incurred in the time interval $[0, \tau]$ as

\[
\sigma = \Delta H(S,Y,Z) - \bar{Q} = \Delta H(S,Y) + \Delta H(Z|S,Y) - \bar{Q}
\]

Because $z$ is a deterministic variable, $\Delta H(Z|S,Y) = H_r(Z|S,Y) - H_0(Z|S,Y)$ is zero. In addition, since $s$ is fixed at $t = 0$, we can rewrite the above equation as

\[
\sigma = H_r(S,Y) - H_0(Y) - \bar{Q}
\]

Similarly, we can write for the EP

\[
\sigma = H_r(Y|S) + H_r(S) - H_0(Y) - \bar{Q}
\]

These are our first two results concerning the thermodynamics of DFA-based Markov sources.

Note that for any given DFA modeled under the unilateral decomposition, the three quantities $H_r(Y), H_0(Y)$, and $\bar{Q}$ only depend on the distribution over strings. In particular, they are independent of the number of states of the DFA, or its update function. However, given that we define Markov sources in terms of $\pi(y|s)$, changes to the update function for a fixed $\pi(y|s)$ results in changes to all three of those quantities, in general.

Now, consider the first case we mentioned above, where $\pi(y|s)$ is chosen to be independent of $s$. Then those three
quantities are independent of all details of the DFA. So for this situation, we can easily compare any two DFAs, $A$ and $B$, based on their EP values incurred in a computational cycle using the same $\pi(y)$. Using Eq. (16), the difference in their EPs is given by

$$H^A_S(S|Y) - H^B_S(S|Y)$$ (18)

This has a simple information-theoretic description: it is the difference in how much information the ending symbol provides about the associated state of the hidden variable for the two associated HMMs.

In the second case considered above, regardless of $\pi$, using the equation for EP from Eq. (17) we can write

$$\pi = \tilde{L}^\tau_{\min}(S) + H^\tau(S) - \tilde{Q}$$ (19)

In particular, given any two HMMs generated with the same $\pi(y|s)$, $A$ and $B$, the difference in their EPs is

$$\tilde{L}^A_{\min}(S) - \tilde{L}^B_{\min}(S) + H^A_S(S) - H^B_S(S)$$ (20)

(where $\tau$ is implicit.) This gives a succinct relation between the thermodynamic cost of executing Markov sources with respect to a codebook: In going from one HMM to another, the EP changes by the sum of the associated change in minimal expected codeword length plus the associated change in the entropy of the ending distribution over hidden states.

C. The integral fluctuation theorem for forward dynamics of computational machines

Recall that the state of the full computational system is written as $x \in X$, and we consider its values at integer-valued times, $x_0, x_1, \ldots, x_t$. We write that entire trajectory of $\tau + 1$ successive values of $x$ as $\mathbf{x}$. Formally, this is what we refer to as a forward trajectory, to distinguish it from the dynamics when the computational system gets reinitialized. We will decompose that trajectory into a trajectory of the SOI, $\mathbf{u}$, together with the trajectory of the bath, $\mathbf{v}$. (When there are multiple baths, we have multiple such bath trajectories, indicated as $\mathbf{v}_i$.)

Since the Hamiltonian framework is a topic of broad interest in the literature, in this section we derive an IFT constraining the distribution of the values $\sigma(\mathbf{x})$, the EP of the forward process that is the central concern in the inclusive Hamiltonian framework. While our approach applies more generally, we focus on forward processes that implement the dynamics of DFA.

Recall that the the main focus of the Hamiltonian framework is the thermodynamics of forward trajectories (where one also imposes some assumptions concerning the Hamiltonian of the full system that are not necessary here). Accordingly, here we will use the terminology adopted in both the classical physics version of the Hamiltonian framework [8, 64, 65] as well as the quantum-mechanical version of the Hamiltonian framework (sometimes referred to as the thermodynamics of “open systems” [66, 67]).

To begin, we define the trajectory-level EP as

$$\sigma(\mathbf{x}) := \ln p_0(u_0) - \ln p_\tau(u_\tau) - [B(v_0) - B(v_\tau)]$$ (21)

The expectation of $\sigma(\mathbf{x})$ over all trajectories $\mathbf{x}$ is just $\pi$, the expected EP during the reinitialization process. Similarly, the expectation of the entropy flow $Q = [B(v_0) - B(v_\tau)]$ over all trajectories is the expected EF $\tilde{Q}$ occurring in the reinitialization process (see Eq. (11)).

In addition though, assuming an appropriate joint Hamiltonian over the state of the SOI and the bath, the quantity on the RHS of Eq. (21) can be motivated without any presumption of a reinitialization process, as the expected entropy production that arises in the forward process. (Indeed, showing that this quantity can be identified with the expected EP in the forward process is one of the major results of the Hamiltonian framework [28, 29].)

Note also that the distribution of values $\sigma$ is the distribution of values of forward process EP that would arise in repeated sampling of the forward process. For the reasons just given, we know that those two distributions over EP result in the same value of expected EP. In general though, the distribution of values of EP generated during the forward process differs from the distribution of values of EP that would arise by reinitialization.

1. Time-reversed processes

Here we introduce a few more concepts useful for deriving the IFT for the EP incurred during the forward computational process for a full system consisting of an SOI and a single bath. These concepts and our derivation can be easily generalized to include multiple baths.

Recall that for any decomposition of computational systems, where $U$ is the SOI and $V$ is the bath, we stipulate that the initial distribution over $U \times V$ is a product distribution, and write $P_0(s, z, \omega) = p_0 p_0$. Also recall that we require the support of $P_0$ to be restricted to legal triples in any decomposition. Note that for many decompositions, the state of the bath $V$ changes from one iteration $t$ to the next. Hence, as the SOI and the bath dynamically evolve, we must ensure that there is zero probability of $B(v_t)$ ever being infinite for accessible regions of the state space of the bath. (Recall the third desideratum in Section IV A.)

We define the reverse process in two steps. First, the distribution over states of the bath at the beginning of the reverse process is given by $\rho_0$, the same distribution that is set at beginning of the forward process. After this distribution is sampled, the reverse process is generated by running the
forward process backwards in time. Using the formulation introduced in Section IV, this means that reverse processes over DFAs are obtained by iterating $\Phi^{-1}$ starting from the ending state of corresponding forward processes.

For any forward trajectory $x$, we write the reverse of that trajectory as $\tilde{x}$. The initial distribution of the reverse process and the dynamics of the reverse process provides a distribution over the entire set of reverse trajectories, which we write as $R(\tilde{x})$. We indicate marginalizations of that distribution in the usual way. In particular, given a forward trajectory $x$ going from $(q_0, z_0, \omega)$ to $(s_\tau, z_\tau, \omega_\tau)$ the probability $R(\cdot)$ of the initial and final points in the associated reversed trajectory $\tilde{x}$ evolving from $\tilde{x}_\tau$ to $\tilde{x}_0$ is

$$R(\tilde{x}_\tau, \tilde{x}_0) = R((s_\tau, z_\tau, \omega_\tau), (q_0, z_0, \omega_0))$$  \hspace{1cm} (22)

Using this notation, the conditional distribution

$$R(\tilde{x}_0 = (q_0, z_0, \omega_0) | \tilde{x}_\tau = (s_\tau, \tau, \omega_\tau))$$ \hspace{1cm} (23)

is well-defined for all triples $(s_\tau, \tau, \omega_\tau)$. In addition, it equals 0 for all illegal triples $(s_\tau, \tau, \omega_\tau)$ unless $(q_0, z_0, \omega_0) = (s_\tau, \tau, \omega_\tau)$.

To define the conditional distribution in Eq. (23) more formally, we introduce $F(s, z, \omega)$ (resp. its inverse, $F^{-1}$) as the joint state of the full system, obtained by applying $\Phi$ (resp. $\Phi^{-1}$) a total of $\tau$ times, starting with $(s, z, \omega)$.

Then the conditional distribution of the entire reverse trajectory, given the entire forward trajectory, can be written as

$$R(\tilde{x}_0 = (q_0, z_0, \omega_0) | \tilde{x}_\tau = (s_\tau, \tau, \omega_\tau))$$ \hspace{1cm} (24)

Combining the above with the specification of the initial distribution over the full system in the reverse process, where we write $R_0 = p_0 \rho_0$, we complete the definition of the reverse dynamics. A subtle point is that mostly, for the initial distribution over the full system in the reverse process, where

where $\Phi$ is a bijective function of $\Phi$, any such illegal point can only be mapped to other illegal points, as illustrated in Fig. 5.

2. Derivation

Suppose that we are provided a pair of (possibly vector-valued) functions $U$ and $V$, both defined over the space $T \times S \times \Sigma^\tau$, such that the function $g(\cdot, \cdot, \cdot)$ is a bijection. As described above, the value $u = u(s, z, \omega)$ is the state of the SOI and the value $v = v(s, z, \omega)$ is the state of the bath. We write the random variable of the trajectory of states of the SOI given by the forward process as $u = (u_0, \ldots, u_\tau)$. A particular value of that random variable is $(u_0, \ldots, u_\tau)$. Similarly, we write the random variable of the trajectory of states of the SOI given by the reverse process as $\tilde{u} = (\tilde{u}_0, \ldots, \tilde{u}_\tau)$, where a particular value of that random variable is $(\tilde{u}_0, \ldots, \tilde{u}_\tau) = (u_\tau, \ldots, u_0)$ (Note that $\tilde{u}$ is a bijective function of $u$; they are not statistically independent variables in any of the equations below.) We extend this notation in the obvious way to the bath, defining the forward process random variable of the trajectory of the bath as $v = (v_0, \ldots, v_\tau)$ with values given by vectors $(v_0, \ldots, v_\tau)$, and the associated reverse process trajectory as $\tilde{v} = (\tilde{v}_0, \ldots, \tilde{v}_\tau)$ with a particular value of that random variable written as the vector $(\tilde{v}_0, \ldots, \tilde{v}_\tau) = (v_\tau, \ldots, v_0)$.

Recall that the EF for any given forward trajectory is

$$Q(v_0, v_\tau) := [B(v_0) - B(v_\tau)] = -Q(\tilde{v}_0, \tilde{v}_\tau)$$  \hspace{1cm} (25)

In addition,

$$Q(\tilde{v}_0, \tilde{v}_\tau) = Q(v_\tau, v_0) = -Q(v_0, v_\tau)$$  \hspace{1cm} (26)

i.e., the EF generated by a reverse of a forward trajectory is the negative of the EF generated under that forward trajectory.

Given how the reverse process is defined in terms of the forward process, with the forward trajectory being $(u_0, v_0, u_\tau, v_\tau)$ and the reverse trajectory being
In this equation, \( \alpha \) represents the distribution over the states of the system at time \( t \) in any forward process of the computational cycle of the system using the CTMC-based approach to stochastic thermodynamics. Therefore we can use Eq. (31) to calculate the mismatch cost of that reinitialization, getting

\[
W_{\text{reinit}} = D (P_r(U,V)\|\alpha_t) - D (P_r(U,V)\|\alpha_0)
\]  

This result was extended in [65, 70] to apply to Langevin dynamics and to open quantum systems evolving in continuous time. In addition, fluctuation theorems for mismatch cost were derived in those papers, as were differential formulas for the instantaneous dynamics of mismatch cost.

Recall that in [70] we calculated the dissipated work incurred in the reinitialization process of the computational system using the CTMC-based approach to stochastic thermodynamics. Therefore we can use Eq. (31) to calculate the mismatch cost of that reinitialization, getting

\[
W_{\text{reinit}} = D (P_r(U,V)\|\alpha_t) - D (P_r(U,V)\|\alpha_0)
\]  

where \( \alpha_t \) is the joint distribution over \( U \times V \) at time \( \tau \) that would result in minimal EP in the reinitialization, and \( \alpha_0 \) is a random variable.

The derivations of Eq. (31) in earlier analyses were based on how the change in nonequilibrium free energy of the SOI from the beginning to the end of the process gets modified if the initial distribution only is changed, with the thermodynamic process itself not changing. These nonequilibrium free energies are defined as the difference between the entropy of the SOI and the expected energy of the SOI. In the inclusive Hamiltonian framework though, the EP is defined in terms of the difference between the entropy of the SOI and the expected energy of the bath, and so requires a different analysis.

To begin this analysis, for simplicity we presume that \( \alpha_0 \) has full support, i.e., it is in the interior of the unit simplex [72]. Under this assumption, for any initial state distribution \( \beta_{t_0} \), the directional derivative at \( \alpha_{t_0} \) obeys

\[
(\beta_0 - \alpha_0) \cdot \nabla \sigma (p_0) \bigg|_{p_0=\alpha_0} = 0
\]  

where the gradient is with respect to the components of the distribution \( p_0 \).
Note that the term $\nabla \sigma (p_0) |_{p_0} = \alpha_0$ in Eq. (33) is not restricted to lie in the unit simplex in general, i.e., it can point in a direction that results in probabilities that are not normalized. Plugging in from Eq. (11), that gradient is

$$
\nabla \sigma (p_0) |_{p_0} = \nabla \Delta H (p_0) |_{p_0} - \nabla \bar{Q} (p_0) |_{p_0}
$$

(34)

Consider the second gradient in Eq. (34). Component $u_0$ of that gradient is

$$
\frac{\partial \bar{Q}(p_0, \rho_0)}{\partial p_0(u_0)} = \frac{\partial}{\partial p_0(u_0)} \left( \sum_v \rho(v) B(v) - \sum_v \rho_0(v) B(v) \right)
$$

(35)

While $\rho_0(v)$ is independent of $p_0(u_0)$ for all states $v$, that is not true of $\rho(v)$ in general, due to interactions between the SOI and the bath during the interval $[0, \tau]$. So Eq. (35) reduces to

$$
\frac{\partial \bar{Q}(p_0, \rho_0)}{\partial p_0(u_0)} = \frac{\partial}{\partial p_0(u_0)} \sum_{u_\tau, v_\tau} P_\tau(u_\tau, v_\tau) B(v_\tau)
$$

(36)

where $P_\tau(u_\tau, v_\tau)$ is the distribution at $t = \tau$ over the joint states of the full system. Since at $t = 0$ the joint distribution is a product distribution, we can expand $P_\tau(u_\tau, v_\tau)$ as

$$
p_0 \left[ F_U^{-1}(u_\tau, v_\tau) \right] \rho_0 \left[ F_V^{-1}(u_\tau, v_\tau) \right]
$$

(37)

where as before, $F_U^{-1}(u_\tau, v_\tau)$ is the inverse dynamics function taking the final state $(u_\tau, v_\tau)$ to the (unique) associated initial state, $(u_0, v_0)$, with $F_V^{-1}(u_\tau, v_\tau)$ being that associated $u_0$ and $F_V^{-1}(u_\tau, v_\tau)$ being the associated $v_0$. Plugging in,

$$
\frac{\partial \bar{Q}(p_0, \rho_0)}{\partial p_0(u_0)} = \sum_{u_\tau, v_\tau} B(v_\tau) \rho_0 \left[ F_V^{-1}(u_\tau, v_\tau) \right] \frac{\partial p_0}{\partial p_0(u_0)} \left[ F_U^{-1}(u_\tau, v_\tau) \right]
$$

$$
= \sum_{u_\tau, v_\tau} B(v_\tau) \rho_0 \left[ F_V^{-1}(u_\tau, v_\tau) \right] \delta(u_0, F_U^{-1}(u_\tau, v_\tau))
$$

$$
:= Q(u_0)
$$

(38)

$Q(u_0)$ depends on $u_0$ but is independent of the associated value $p_0(u_0)$. Since this is true for all $u_0$, we can write $Q(p_0, \rho_0) = \sum u_0 p_0(u_0) Q(u_0)$, i.e., the change in the expected heat of the bath is a linear function of the initial distribution over states of the SOI.

We can combine Eq. (34) with this result to evaluate the components of $\nabla \sigma (p_0)$:

$$
\frac{\partial \sigma (p_0)}{\partial p_0 (u_0)} = \left[ - \sum_{u_\tau} p(u_\tau | u_0) \ln \left( \sum_{u_0} p_0(u_0) p(u_\tau | u_0) \right) - 1 \right]
$$

$$
+ [\ln p(u_0) + 1] - Q(u_0)
$$

$$
= - \sum_{u_\tau} p(u_\tau | u_0) \ln p_1(u_\tau) + \ln p_0(v_0) - Q(u_0)
$$

(39)

Using equations Eq. (39) and Eq. (11), we express the inner products in the following form

$$
\alpha_0 \cdot \nabla \sigma (\alpha_0) = H (\alpha_\tau) - H (\alpha_0) - \bar{Q} = \sigma (\alpha_0)
$$

$$
\beta_0 \cdot \nabla \sigma (\alpha_0) = C (\beta_\tau) - C (\beta_0) - \bar{Q}
$$

$$
D (\beta_\tau) - D (\beta_0) + \bar{\sigma} (\beta_0)
$$

(40)

where $C(p||q) := - \sum_x p(x) \ln q(x)$ is the cross-entropy between two distributions. Combining with Eq. (33), Eq. (40) gives Eq. (31) for $W$, as claimed.

There are several comments worth making. First, note that the same kind of reasoning used above not only gives the dependence of the EP on the initial distribution, but also (for appropriately redefined priors $\alpha_0$) gives the dependence on the initial distribution of the change in entropy of the SOI; of the non-adiabatic EP; and of the change in non-equilibrium free energy [74].

Second, when analyzing the thermodynamics of DFAs, it makes sense not only to consider total EP generated up to a fixed time $\tau$, but also to consider total EP generated up to either $\tau$ or the earliest time that the DFA enters an accept state, $\tau_{\text{accept}}(x)$, whichever comes first. In other words, when considering the thermodynamics of computational machines, we are often interested in the thermodynamics up to a stopping time that is a random variable, set by the earliest instance when a particular stopping condition (e.g., an accept state being reached) is met. This is true in particular for DFAs.

Formally, to accommodate such a random stopping time means that in defining the expected EP, we should average over values $T(x) := \min [\tau, \tau_{\text{accept}}(x)]$, as well as average over trajectories $x$. It turns out we can do this simply by fixing the update function of the DFA to never again change the state of the DFA once it enters the accept state [75]. To see this, note that since the input string doesn’t change its state at any times, the mutual information between the SOI and the bath won’t change once the DFA enters the accept state. So with this update function, the average of EP integrated up to the random time $T(x)$ is equivalent to the usual integrated EP, where we always integrate up to the fixed time $\tau$. 


E. Inclusive formulation of communication systems

In this section, we apply the inclusive formulation of DFAs to communication channels. Specifically, we extend the formulation of the bilateral decomposition for Markov sources, so that in addition to a random process representing an information source, there is a second random process representing the noise in a channel that communicates the output of that information source to a receiver. We start with Section VF, where we formalize this extension by introducing multiple baths (e.g., a second bath provides the noise in that communication channel). We name the resulting decomposition which is suitable to model communication channels as the multilateral decomposition. In Section VF, we also show how to expand the formalism in Section IV C to this decomposition. In Section VG, we present two thermodynamically motivated distortion functions for communication channels. In Section VI H, we exploit the properties of the multilateral decomposition to derive a modified version of XFTs.

F. Multiple baths coordinate systems for communication channels

We start by considering a Markov information source where as above, its states are written as s, and each state transition at iteration t generates a unique associated output symbol y. Recall that ω is independent of t, being set by sampling an appropriate distribution P_0(ω) before the SOI starts dynamically evolving. In the bilateral decomposition of Markov sources, we used one finite bath B_1 to perturb the dynamics of the SOI, as Markov sources are only associated with one random process at a time (i.e., stochastic generation of symbols as the SOI evolves). We now extend this setup by including a communication channel which takes the input strings generated a Markov source, and provides outputs under noise.

Note that communication channels are concerned with (at least) two distinct dynamical processes, first one being the generation of strings, and the second being the transfer of those strings via a noisy medium. To model communication channels, we ascribe this first process to the coupling of the SOI to bath B_1, while we ascribe the latter to the coupling of the SOI to another bath to B_2. The second bath manufactures the inherent noise of a communication channel, in coherence with the usual communication theory formulation.

We write ν for a string of length τ, which gives the state space of the second bath B_2, sampled at the beginning of the computational cycle, just as ω. As in Markov sources, we interpret the transition s_t → s_{t+1} as a generation of an input symbol y_{t+1}, which then goes through a channel P(r_{t+1} | y_{t+1}), producing a channel output r_{t+1} = (ω[z_t] + ν[z_t]) mod 2. We assume that output strings of the channel are generated according to a distribution P(ρ | ω), which is obtained by an IID sampling of the channel, where ρ[z_{t+1}] = r_{t+1} for all t.

This model of communication channels naturally leads to the following decomposition of the joint state space U × Π_i V_i, where we define the SOI state space over quadruples: U = \{s_t, ω[z_t], (ω[z_t] + ν[z_t]) mod 2, z_t\}, and there are two distinct baths with state spaces V_1 = \{ω[z_t]\}, V_2 = \{ν[z_t]\}, respectively. We henceforth refer to this decomposition as the multilateral decomposition. In this decomposition, the set of elements of ω that give the state of the bath B_1 change from one iteration to the next, as well as the set of elements of ν. Although, as in bilateral decomposition, we do not change the definition of the bath from one iteration to the next in that decomposition. So in a similar way to Section IV C, we provide below the bijective function g for multilateral decomposition, which ensures the consistency of our approach.

Recall that g maps any triple (s, z, ω) into an element of a fixed Cartesian product space U × Π_i V_i. For the multilateral decomposition, using the notation from Section IV C, the space of the full system is given by T × S × Σ_{τ+1} × Σ_{τ+1}, where U := T × S × Σ × Σ_{0,1}, and V_1 := Σ^τ, V_2 = Σ_{0,1}^τ. Here we define three associated functions g_{ml} : T × S × Σ_{τ+1} × Σ_{0,1} → U, g_{ml} : T × S × Σ_{τ+1} × Σ_{0,1} → V_1, and g_{ml} : T × S × Σ_{τ+1} × Σ_{0,1} → V_2:

\[ g_{ml}(s, z, ω, ν) := (s, ω[z], (ω[z] + ν[z]) mod 2, z) \] (41)

\[ g_{ml}(s, z, ω, ν) := ω[−z] \] (42)

\[ g_{ml}(s, z, ω, ν) := ν[−z] \] (43)

which in turn allows us to express the dynamics over computational systems, including communication channels, which can be modeled by the multilateral decomposition.

G. Thermodynamic rate-distortion functions

Assume that we have a discrete source that produces a sequence of symbols Y_1, Y_2, ..., Y_n i.i.d. \sim p(y), y \in \mathcal{Y}, where each Y_k assumes values in the source alphabet \mathcal{Y}. We consider the distortion that results when the source produces a symbol y, and an associated test communication channel delivers another symbol r from the alphabet \mathcal{R}, as its representation of y. In general, it is possible to express such distortion as d(y_k, r_k), where d(·, ·) : \mathcal{Y} × \mathcal{R} \to [0, \infty) [76].

Recall from Section III that Q = \{Q(r | y), y \in \mathcal{Y}, r \in \mathcal{R}\} formulates a communication channel. Given a source distribution \{p(y)\}, we associate with any such channel Q
two non-negative quantities \( d(Q) \) and \( I(Q) \) defined by

\[
d(Q) = \sum_{y \in \mathcal{Y}} \sum_{r \in \mathcal{R}} p(y) Q(r \mid y) d(y, r)
\]

\[
I(Q) = \sum_{y \in \mathcal{Y}} \sum_{r \in \mathcal{R}} p(y) Q(r \mid y) \log \left( \frac{Q(r \mid y)}{q(r)} \right)
\]

where

\[
q(r) = \sum_{y \in \mathcal{Y}} p(y) Q(r \mid y).
\]

The quantities \( d(Q) \) and \( I(Q) \) are, respectively, the average distortion and the average Shannon mutual information associated with channel \( Q \). The rate-distortion function of the i.i.d. source with symbol distribution \( \{p(y)\} \) given the distortion constraint \( d(\cdot, \cdot) \) is defined as the solution to the minimization problem:

\[
R(D) = \min_{Q: d(Q) \leq D} I(Q).
\]

which is solved over all conditional distributions \( p(r \mid y) \) for which the joint distribution \( p(y, r) = p(y)p(r \mid y) \) satisfies the expected distortion constraint.

There are many possible distortion functions; which one to consider depends on the concerns of the engineer using the communication channel. We conjecture two possible, thermodynamically motivated distortion functions including EP below.

\[
d_z^I(y, r) = \mathbb{E}(\sigma \mid r, z) - \mathbb{E}(\sigma \mid y, z)
\]

\[
= \sum_{y'} P(y' \mid r, z) \mathbb{E}(\sigma \mid r, y', z)
\]

\[
- \sum_{r'} P(r' \mid y, z) \mathbb{E}(\sigma \mid r', y, z)
\]

\[
d_z^{II}(y, r) = \mathbb{E}(\sigma \mid r, y, z) - \mathbb{E}(\sigma \mid y, z)
\]

(Note that as long as the state spaces of the variables in Eq. (47) and Eq. (48) are finite, we can always ensure non-negativity of those two candidate distortion functions simply by subtracting their respective minimal values.)

H. Modified XFTs for forward dynamics of computational machines

In the Hamiltonian framework, an XFT is a symmetry relation concerning the heat exchange incurred during a thermodynamic process including multiple finite baths that are connected with one another, and that are initially prepared at different temperatures [30, 31]. The simplest form of an XFT, for two baths, is

\[
\ln \frac{p_r(+Q)}{p_r(-Q)} = \Delta \beta Q
\]

where \( \Delta \beta = \beta_1 - \beta_2 \) is the difference between the inverse temperatures at which the baths are prepared, and \( Q \) is the heat flow between them during a thermodynamic process. These XFTs apply when there the baths are only connected to one another, without any SOI.

In this subsection, we show how to derive a modified version of the XFTs for the inclusive framework, in which there an SOI coupled with multiple baths, e.g., in the inclusive framework formulation of communication channels. This XFT relates the work expended on the SOI during the forward process and the net heat flow among the baths during the forward process. (There is no simple variant of the standard inclusive Hamiltonian XFT for the reinitialization process, since that process involves coupling to infinite thermal reservoirs.)

We follow [31] in how we construct an XFT, considering the case of two baths for simplicity. (The generalization to scenarios involving more than two baths is straight-forward.) Write the inverse temperatures of the two baths, \( B_1 \) and \( B_2 \), as \( \beta_1 \) and \( \beta_2 \), respectively. We suppose that in the forward process the two baths are coupled to the SOI via an interaction term turned on at \( t = 0 \) and turned off at \( t = \tau \). We assume that the work performed in switching all the interaction terms (both between the baths and between each bath and the SOI) on and off can be neglected. As in our derivation of an IFT, we will also consider a reverse process that is initialized to a Boltzmann distribution.

Next, recall our assumption that the initial and final Hamiltonians of the SOI are uniform. This means that the total change in the internal energy of the SOI during the forward process is zero, and the total work \( W \) done on the SOI by any infinite external work reservoir changing the Hamiltonian of the SOI is simply the sum of the total heat flow into the baths, i.e.,

\[
W = \sum_{i} Q_i
\]

Since both the forward process and the reverse process are initialized by sampling the respective Boltzmann distributions, the ratio of probabilities of a given forward trajectory and its reverse is

\[
e^{\beta_1 \Delta B_1 + \beta_2 \Delta B_2}
\]

where the changes are evaluated at respective values at the iterations \( t = 0 \) and \( t = \tau \). Next, note that the two heat flow terms in Eq. (50) are precisely \( \Delta B_1 \) and \( \Delta B_2 \), respectively. Combining, we write the ratio of the probability of the
forward trajectory to that of the reverse trajectory as
\[
P(x_0) \over R(x_0) = e^{\beta_1 Q_1 + \beta_2 Q_2} = e^{\beta_1 Q + \beta_2 [W-Q]} = e^{Q \Delta \beta + \beta W}
\] (52)

where \(Q\) is shorthand for \(Q_1\). Next, recall that by Eq. (26), the heat transfer during a forward trajectory is the opposite of that during the reverse of that trajectory. Combining, we write
\[
p_\tau(Q) = \int dx_0 P(x_0) \delta(Q - Q(x_0))
= e^{Q \Delta \beta + \beta W} \int dx_0 R(x_0) \delta(Q + Q(x_0))
= e^{Q \Delta \beta + \beta W} p_\tau(-Q)
\] (53)

Note that Eq. (53) is in the form of the XFT derived by Jarzynski and Wojcik, except here we have an SOI, whose Hamiltonian might change with time.

I. Thermodynamic costs of computation and size complexity of DFAs

In this section, we prove that out of all DFAs which recognize the same language, the minimal complexity DFA (as defined in Section III) is the one with minimal EP at all iterations and for all dynamics.

1. Additional relevant aspects of DFAs

To proceed with our analysis, we need to first review some elementary concepts from set theory and the theory of automata. Suppose \(\alpha = \{A_1, A_2, \ldots\}\) and \(\beta = \{B_1, B_2, \ldots\}\) are two partitions of \(\Sigma^*\), with blocks \(A_i\) and \(B_j\), respectively. We write \(\alpha \preceq \beta\) if each block \(B_j\) of \(\beta\) is a union of blocks of \(\alpha\), and in this case say that \(\beta\) is a (partition) refinement of \(\alpha\).

Given two partitions \(\alpha\) and \(\beta\), their meet, \(\alpha \wedge \beta\), (respectively, their join, \(\alpha \vee \beta\)) is the coarsest (finest) partition which refines (is refined by) both \(\alpha\) and \(\beta\). The meet consists of all nonempty intersections of each block of \(\alpha\) with each block of \(\beta\). The join consists of the smallest subsets which are a union of blocks from both \(\alpha\) and \(\beta\).

\[
\alpha \vee \beta = \{A_i \cap B_j \mid A_i \in \alpha, B_j \in \beta\}
\] (54)

(Note that \(\alpha \vee \beta = \beta\) if \(\beta \preceq \alpha\).) Since any two blocks have such a meet and a join, this combination of meets and joins is a lattice, which is known as the partition lattice.

Next, recall the definition of equivalence relation \(\sim_L\) from Section III, which provides a partition over the strings in \(L\). Another equivalence relation, denoted by \(\sim_{M(L)}\) (or just \(\sim_M\) for short), is defined over the same set as \(\sim_L\), and is specified by a particular DFA \(M\) that recognizes \(L\). Two strings \(a, b\) are equivalent with respect to \(\sim_M\) if processing them from the start state of \(M\) puts \(M\) in the same state:
\[
a \sim_M b \iff f^\ast(q_0, a) = f^\ast(q_0, b)
\] (55)

We write the partition lattice of (the strings in) \(L\) as \(\Pi_L\) [77].

We will sometimes refer to refinements of partitions as refinements of the associated equivalence relations. More precisely, we say that the equivalence relation \(\sim\) is finer than the equivalence relation \(\sim'\) if for any two \(a, b \in \Sigma^*\)
\[
a \sim b \Rightarrow a \sim' b
\] (56)

Recall that by the MN theorem, for any language \(L\), the equivalence classes of \(\sim_L\) specify a unique minimal automaton \(M_{\text{min}}\). Moreover, the equivalence classes of \(\sim_{M_{\text{min}}}\) (equivalently, the states of \(M_{\text{min}}\)) can be bijectively mapped to those of \(\sim_L\), i.e., these equivalence classes are identical. In contrast, for any non-minimal DFA, \(\sim_{M'}\) is always coarser than both \(\sim_M\) and \(\sim_L\) (we illustrate this by Fig. 6).

Let \(\eta\) denote the partition of \(\Sigma^*\) corresponding to the equivalence relation \(\sim_{M_{\text{min}}}\) for some regular language \(L\). Any refinement \(\zeta\) of \(\eta\) specifies some non-minimal DFA \(M'\) which recognizes the same language \(L\) that \(M_{\text{min}}\) does. So the coarsest element of the lattice \(\Pi_L\) defined above is given by the partition \(\eta\). Finer elements of \(\Pi_L\) correspond to non-minimal automata of different sizes, each formed by some refinement of \(\sim_M\) or \(\sim_L\). We write \(H(\rho^\eta)\) to express the entropy of the (probability distribution over the) equivalence classes of a minimal DFA \(M_{\text{min}}\), and \(H(\rho^\xi)\) to express the entropy of the (probability distribution over the) equivalence classes of a non-minimal DFA \(M'\) equivalent to \(M_{\text{min}}\).
2. Minimal size complexity DFA is the one with minimal REP

In this subsection, we use the above to prove a relation between the size complexity of DFAs and the EP costs of executing DFAs.

**Lemma V.1.** Under the unilateral decomposition, at all iterations \( t \), for any regular language \( L \), the minimal DFA for \( L \) has least EP of all DFAs that recognize \( L \).

**Proof.** Without loss of generality, assume that any two DFAs in \( \Omega(L) \) process the same set of strings sampled at time \( t = 0 \). Since there is a bijection between the set of states of any DFA \( M \) and the equivalence classes of \( \sim_M \), the entropy of the distribution over the states of the DFA \( M \) at any iteration equals the entropy of the distribution over the equivalence class \( \sim_M \) at that iteration. So in particular, \( H(p_t^1) \) is the entropy at iteration \( t \) of the distribution over the states of the non-minimal DFA \( M' \), and \( H(p_t^0) \) is the entropy at iteration \( t \) of the distribution over the states of the minimal DFA \( M_{\text{min}} \).

Next, a classic result in ergodic theory is that for any distribution over a state space, and any two partitions of that state space, \( \alpha, \beta \), where \( \beta \) is a refinement of \( \alpha \), \( H(\beta) \geq H(\alpha) \), where \( H(.) \) denotes the Shannon entropy of a distribution over a partition. (Proof follows by the chain rule of entropy for partitions [78].) So in particular, \( H(p_t^1) \geq H(p_t^0) \). Combining establishes that at any iteration \( t \)

\[
H_M' \geq H_{M_{\text{min}}} \tag{57}
\]

where we use \( H_M \) as the shorthand notation for the entropy over the associated DFA states.

Next, since the dynamics of \( z \) is deterministic,

\[
H(p_t(s, z)) = H(p_t(s|z)) + H(p_t(z)) = H(p_t(s)) \tag{58}
\]

for any fixed iteration \( t \). So under the unilateral decomposition, the change in entropy from iteration 0 to \( t \) of the (distribution over) the states of the SOI reduces to the associated change in the entropy of the (distribution over) the state of the DFA.

Moreover, because all DFAs are initialized to a single state, \( H_{t=0} = 0 \), and so \( \Delta H_{t=\tau} = H_{t=\tau} \). Using this, we write Eq. (57) as

\[
\Delta H_M' \geq \Delta H_{M_{\text{min}}} \tag{59}
\]

In the unilateral decomposition, the lower bound on the dissipated work for any DFA is given by the change in the Shannon entropy over dynamical evolution. Hence, Eq. (59) completes the proof.

Lemma V.1 only concerns the unilateral decomposition. However, we can use it to derive a general result that holds for all decompositions:

**Theorem V.2.** Under any decomposition, at all iterations \( t \), for any regular language \( L \), the minimal DFA for \( L \) has least EP of all DFAs that recognize \( L \).

**Proof.** Without loss of generality, assume that the bath dynamics are identical for any two DFAs in \( \Omega(L) \). In other words, we consider any two equivalent DFAs that process the same arbitrary set of strings being generated under some fixed dynamics. This allows us compare the dissipation costs depending only on the size complexity. Here for simplicity, we write the expected EP in the form of Eq. (12), considering one bath (although our proof can be simply generalized to multiple baths)

\[
\sigma = I(p_t; \rho_t) + D(\rho_t || \rho_0) \tag{60}
\]

Note that the second term on the RHS is the same for any two equivalent DFAs which process the same set of strings generated by identical physical processes. However, the first term on the RHS, which gives the mutual information between the SOI and the bath at any iteration \( t \), might differ for equivalent minimal and non-minimal DFAs. We express this term for a minimal and a non-minimal DFA, respectively, as follows

\[
I(p_t^1; \rho_t) = H(\rho_t) - H(\rho_t | p_t^1) \quad I(p_t^0; \rho_t) = H(\rho_t) - H(\rho_t | p_t^0) \tag{61}
\]

Since conditioning cannot increase entropy, \( H(\rho_t | p_t^1) \leq H(\rho_t | p_t^0) \). Hence, \( I(p_t^1; \rho_t) \geq I(p_t^0; \rho_t) \). Substituting to Eq. (60) completes the proof.

Recall that in conventional, CTMC-based ST, the EP given by a coarse-grained dynamics of a physical system is an upper bound on the actual EP given by the fine-grained dynamics of that system. Thus, if all we’re interested in is achieving a certain coarse-grained dynamics, the information concerning the fine-grained dynamics within each coarse-grained bin (of the phase space where dynamical evolution takes place) is redundant. Such redundancy results in extra EP without any compensating benefit for implementing the desired coarse-grained dynamics [79].

This line of reasoning does not apply directly in the inclusive framework, since the physical system implementing a minimal DFA will not be a coarse-grained version of a physical system implementing a non-minimal DFA that recognizes the same language, in general. However Theorem V.2 provides an analogous result. The partition over the set of all strings processed by a non-minimal DFA is finer-grained than it needs to be. Essentially, to avoid extra EP, it suffices to implement the same computation with a DFA whose partition would give a minimal number of bins, while retaining the needed information about the actual dynamics.
For all regular languages, this is given by the minimal DFA. What Theorem V.2 shows is that the EP of that minimal DFA is the least that’s possible.

VI. RELATED LITERATURE

There is a lot of previous research at the intersection of statistical physics and CS which focuses on using the formal tools that have been developed for analyzing systems that are in a local thermal equilibrium and applying those tools to questions in CS [80]. One example of this work is the use of the replica method to analyze neural nets [81]. Another is the use of spin glass models and associated phenomena like phase transitions to investigate computational complexity questions [80, 82, 83].

This previous research does not concern the energetic costs of real physical systems that perform computation, which is the focus of the research presented in this paper. There has already been some preliminary research on this issue. Most of this work on the thermodynamics of computation thus far focused on TMs. Early work mainly addressed TMs evolving under deterministic and logically reversible dynamics. More recently, [38] provided an ST analysis of general-purpose TMs performing irreversible computation. However, it is well known that even for basic calculations it is not possible to provide an a priori upper bound on the amount of tape a TM will use for any computational task [47]. (In fact, in part due to this, the CS research developed DFAs which can model real computers with finite resources [84].)

It is possible to compare the analyses of the inclusive framework to the standard ST analyses of computational machines, e.g., to those of TMs. In these standard analyses, the EP is taken to be zero. So all that can be calculated is the EF, which (under the usual uniform Hamiltonian assumption) is given by the drop in entropy from the beginning to the end of the computational cycle. That EF is equated with the minimal amount of work that needs to be applied by an engineer, for a computational system to complete a computational cycle.

Furthermore, under this standard approach, it’s not clear how to deal with systems that get streams of stochastic inputs (like a DFA), as the computational cycle unfolds, rather than getting all their inputs at once, when the system is initialized (like a TM does, as the initial string on its input tape) [85]. Note as well that in this approach, if one re-initializes the system after a run, all of the expended work is recovered, and the physically vacuous conclusion is that there is zero work, independent of the details of the computational system.

As in the standard approach, we assume that a lower bound on the dissipated work during the forward process is zero. Unlike the standard approach though, we note that there is in general nonzero dissipated work in the re-initialization. This follows from the observation underlying our inclusive formulation, that there is always a difference between accessible and inaccessible degrees of freedom. This difference results in a strictly positive value for the minimal dissipated work that occurs in a complete cycle of a computational system. It also allows us to, e.g., derive a non-trivial IFT, whereas in the standard approaches with semi-static dynamics assumption, the distribution over EP values is a delta function about the value zero. As another generalization, we point out that prior work mostly assumed that a computational machine is implemented by a CTMC. Our inclusive framework allow the dynamics to be non-Markovian as well.

We propose that an inclusive thermodynamics of computation will offer rigorous tools to both advance theoretical research and engineer devices with enhanced performance. For instance, digital computers include hardware-implemented finite automata, and DFAs and NFAs are used to build systematic approaches for designing sequential circuits. The optimal design procedures of finite automata allow optimal or near-optimal physical circuit implementations [86]. Besides, in traditional architectures (CPU or GPU based), execution of an NFA may lead to a state space explosion leading to exponential run-time complexity. Hence, special-purpose architectures are required to run them [87]. We expect that the relations between the structural constraints, CS-based complexity, and thermodynamic bounds on computation will yield valuable design-inputs for next generation of the processors in computers [88].

There might also be advantages for computers run to analyze data sets in the more general natural sciences. For instance, modern biology research uses DFAs for the characterization of protein sequences through the identification of motifs present in them. High efficiency DFAs work as an accelerator for many applications in bioinformatics and data-mining [89]. It is well-known that the computational efficiency of DFAs is encoded in the descriptional complexity of DFAs, which we showed to be related to the thermodynamic costs of physically executing DFAs.

Finally, there have been some recent papers that considered non-equilibrium thermodynamics of finite automata, using a different approach from ours [40, 90, 91]. In particular, [40] uses the CTMC version of stochastic thermodynamics, and starts by recognizing that real-world (synchronous) physical computers use a central clock to ensure that their dynamics is periodic. As a result, the prior for the dynamics at each successive iteration of such a computer is the same. However, the distribution over states of the computer will vary from one iteration to the next. Thus, there is unavoidable mismatch cost in such a computer. [40] analyzes this mismatch cost for DFAs, along with the “local” mismatch cost arising if the rate matrix governing the dynamics of the DFA’s state only has access to the current input symbol rather than the full input string. In contrast, our paper uses
the inclusive Hamiltonian version of stochastic thermodynamics, and considers the full EP, not just mismatch cost. Also, we make no assumptions that the process is “periodic” or “local” in any sense.

In addition, [70] derives a formula for expected mismatch cost for the classical setting and a non-infinite bath. That is very similar to what we do here. However, [70] explicitly assumes that the SOI has a continuous-state space, not a finite or countably infinite state space like the ones considered in this paper. In addition, [70] explicitly states that its results hold for the Hamiltonian of mean force formulation of EP, which differs from the inclusive Hamiltonian formulation of EP considered in this paper [92]. Finally, the results in [70] all assume that there is a fixed time \( \tau \) at which the process ends, and considers all EP generated at times \( t \) up to \( \tau \). It does not consider the case where there is a random variable giving the time that a stopping condition is first satisfied, where the EP of interest is only the EP up to that stopping time. The results in this paper also apply to the case where the EP is integrated up to when a stopping condition is met.

VII. DISCUSSION

In this paper, we introduced a novel approach to quantify the thermodynamic costs of computation in systems operating far-from-equilibrium. In particular, we considered DFA-based computational machines, and derived a lower bound on the dissipated work that occurs in a cycle of any physical process that implements those machines. We showed that this lower bound is independent of the details of the physical process, and is formally identical to the irreversible EP arising in the Hamiltonian formulation of ST.

There are several possible directions for future work. One is to apply the inclusive framework to other computational machines in the Chomsky hierarchy, e.g., pushdown automata, or TMs. In particular, suppose we have a conventional finite cellular automaton (CA), whose initial state is determined randomly, after which evolves in a deterministic process [93]. Such a system can be modeled as a slight variant of the unilateral decomposition of a DFA, by identifying each state of the DFA with a different state of the CA. For simplicity, suppose that the CA state is a binary string of length \( k \), with the dynamics of that string given by the CA evolution rule. So the associated DFA has \( 2^k \) states. We suppose as well the bath’s state is a string of \( k \) bits. At \( t = -1 \), the string in the bath is generated by random sampling. Then at \( t = 0 \), the state of the DFA is set to that state of the bath, i.e., the bit string in the bath is copied into the state of the DFA / CA. After that the DFA / CA undergoes deterministic dynamics, according to the associated evolution rule of the CA. The analysis above for the inclusive thermodynamics of DFAs under the unilateral decomposition carries over almost directly, with minimal change.

Another interesting direction for future work might explore more elaborate problems in CS. For instance, a way of building computational machines that recognize more complex regular languages is to combine simple languages by using Boolean operations, and construct DFAs that recognize the composite languages obtained from the elementary ones. It is an open question whether or not there are any concise relations between thermodynamic costs concerning such composite systems and the complexity of associated language operations. Along these lines, we also hope to investigate potential connections to generative grammars [94] in the future work. Apart from that, it might be possible to translate our framework into the language of dynamical systems theory, vice versa, e.g., by considering the shift processes of DFAs [59, 95]. All in all, we anticipate that there remains much more to understand about how our thermodynamic framework can be utilized for a further exploration of (the theory of) automata and formal languages, in a way that is reminiscent of von Neumann’s notes [2].

Another open question is how the thermodynamics in the inclusive framework changes if we allow the length of the string input to the DFA to vary stochastically, and to then consider running a given DFA with a randomly set string length multiple times in succession [21].

Future work might also involve extending our mismatch cost result to performing an analysis for the mismatch cost of the reinitialization process. (Note that the reinitialization process ends with the distribution over states of the SOI being a delta function. Analyzing the mismatch cost for such a process requires the use of islands, in general.) Analogously, the IFT derived in the main text concerns the inclusive Hamiltonian definition of EP generated during the forward process. Some important future work would be to derive an IFT concerning the REP instead.

We conclude with two remarks. First, recall that reinitialization involves two parallel dynamic processes. The first is a quasi-statically slow change of a Hamiltonian of the SOI, so that the distribution of states of the SOI changes from \( P_\tau(u_\tau) \) back to its initialized form (which in the case of DFAs is a delta function). The SOI is in a Boltzmann distribution for its associated Hamiltonian throughout this process.

In contrast, the second process is a free relaxation of the bath under the Hamiltonian whose Boltzmann distribution is the initial distribution of the states of the bath. That relaxation takes the distribution \( P_\tau(v_\tau) \) to the initial distribution over bath states without any change to the Hamiltonian. The distribution of values of the EP during the reinitialization is given by subtracting the random variable of the work required in the first process from the random variable of the work extracted in the second process. In general, that distribution will differ from the distribution of values of \( \sigma \), calculated above. This is true despite the fact that
the expected EP in the forward process must exactly cancel the expected EP in the reinitialization process, since the sequence of reinitialization after a forward process results in the exact same distribution over states of the joint system. We refer the reader to Appendix D and Appendix E for more comments on this.

Finally, it is important to note that while DFAs and HMMs are closely related mathematically, their inclusive thermodynamic properties are quite different. Mathematically, HMMs are somewhat related to what in computer science are called “automata groups”, and are called “information ratchets in dynamic interpretation of $\Delta$ with the result that considered in isolation, the SOI evolves with $H$.

Hence, we are governed by Hamiltonian (invertible) dynamics, with the partition function at $t = 0$, the system and the baths are initialized to $\rho_i^0$.

In turn, the baths are initialized to

$$
\rho_i(0) = \rho_i^eq = \exp(-\beta_i H_i) / Z_i
$$

with $H_i$ and $Z_i$ the corresponding bath Hamiltonian, and the partition function at $t = 0$, respectively. The time evolution of all degrees of freedom in the joint system of the SOI and baths is governed by Hamiltonian (invertible) dynamics, with a Hamiltonian $H(t) = H_{system}(t) + \sum_i H_i + V(t)$. Here, $V(t)$ is an interaction term coupling the system and the baths, with the result that considered in isolation, the SOI evolves stochastically rather than deterministically.

[29] analyzes this scenario. This analysis shows that the change in the Shannon entropy of the system from the initial time $t = 0$ to any later time $t > 0$ can be written as $\Delta H(t) = \Delta_s S(t) + \Delta_e S(t)$, with the conventional thermodynamic interpretation of $\Delta_e S(t)$ as the change in expected energy of the baths divided by the associated temperatures (see Eqn. 1–7 in [29]). In our paper, we use a different notation ($\bar{\sigma}$ for $\Delta_s S(t)$ and $\bar{Q}$ for $\Delta_e S(t)$) and mainly consider classical systems. However, the decomposition of $\Delta H(t)$ in our paper is identical to that in [29]. Moreover, like the decomposition in [29], our REP result applies to both classical and quantum systems.

Appendix B: EP and EF for a Markov source processing semi-infinite strings

Here, we expand the EP and EF expressions presented in Section IV for Markov sources which process semi-infinite strings (hence the state space is countably infinite).

Recall that in the bilateral decomposition of Markov sources, we identify the finite set of triples $\{s, z, \omega[z]\}$ as the SOI state space $U$, while the set of all possible $\{\omega[-z]\}$ correspond to the bath state space $V$. The bath represents the data stream which provides the subsequent symbols to be processed by the SOI. As in the main text, we write $\omega[z = t] = y$. Notably in the bilateral decomposition, the state of the bath $\omega[-z]$ changes in time, thus resulting in non-zero EF.

We formulate the expected energy of the bath at iteration $t \geq 1$ with $B(.)$ the Hamiltonian of the bath, and $\xi$ is a semi-infinite string tracked by the pointer,

$$
E(B(t)) = \sum_{\xi:0:1} P_t B_t(\xi:0:t-1, \xi_{t+1}:\infty)
$$

$$
= -\sum_{\xi:0:1} P_t \ln P(\omega_{1:t} = \xi_{0:t-1}, \omega_{t+1:1:\infty} = \xi_{t+1:1:\infty})
$$

$$
B(\xi) = -\ln P(\omega_{1:1:\infty} = \xi_{1:1:\infty})
$$

EF for the bath at iteration $t = \tau$ can be written as

$$
Q = E(B_{t=0}) - E(B_{t=\tau})
$$

In certain scenarios we can analytically calculate EP and EF, given by these equations above. Consider for instance the Markov source which generates strings by emitting symbols drawn from a distribution $\pi(y | s)$, which is independent of $s$. So the change in the expected energy of the bath from...
\( t = 0 \) to \( t = n > 0 \) is

\[
\tilde{Q} := \sum_{\xi_{1:n}} \ln[P(\omega_{1:n} = \xi_{1:n})] P(\omega_{1:n} = \xi_{1:n}) - \sum_{\xi_{1:n}} \ln[P(\omega_{1:n} = \xi_{1:n})] P(\omega_{0:n-1} = \xi_{1:n})
\]

\[
= -H(\mathcal{P}(\omega_0)) - \sum_{i=1}^{n} H(\mathcal{P}(\omega_i | \omega_{i-1}))
\]

\[
- \sum_{\xi_{1:n}} \ln[P(\omega_{1:n} = \xi_{1:n})] P(\omega_{0:n-1} = \xi_{1:n})
\]

Similarly, since in any iteration \( t, z = t \) with probability 1, the change in entropy is

\[
\Delta H := H(\mathcal{P}(S_n, Z_n, \omega_n)) - H(\mathcal{P}(S_0, Z_0, \omega_0)) = H(\mathcal{P}(\omega_n | S_n)) + H(S_n) - H(\omega_0)
\]

EP is given by combining \( \Delta H \) and \( \tilde{Q} \).

**Appendix C: Inclusive formulation of a DFA with bi-infinite strings**

Here, we extend the formulation in Section IV B to bi-infinite strings. In general, recall that the countably infinite state space of the full system is \( \{s, z, \omega\} \) where \( s \in S \) is a state of the DFA, and \( \omega \) is a string. As mentioned in the main text, \( \omega \) need not be finite but it can also be bi-infinite, \( \omega^\infty = \{y = (y_z)_{z \in \mathbb{Z}} : y_z \in A \text{ for all } z \in \mathbb{Z}\} \). Each entry in \( \omega \) is still a member of a finite alphabet \( \Sigma \) that includes a special blank symbol.

Processing a bi-infinite string generates a bi-infinite trajectory over DFA states \( S^\infty = \{s = (s_z)_{z \in \mathbb{Z}} : s_z \in S \text{ for all } z \in \mathbb{Z}\} \). This allows us to extend the formulation in Section IV by only slightly changing the definition of legal (resp. illegal) triples.

For bi-infinite strings, we say that a triple \( (s, z, \omega) \) is **legal** if either of the following conditions is satisfied: \( z \leq 0, s = q \), or \( (s, z, \omega) = (z, f(s', \omega[z]), \omega) \) for some legal triple, \( (z-1, s', \omega) \). To ensure that the support of the system is restricted to legal triples, we impose that \( p(z, s) = 1 \) for \( (z, s) = (0, q) \), i.e., \( P_0(s, z, \omega) = 0 \) if either \( z \neq 0 \) and/or \( s \neq q \).

**Appendix D: Interpretation of entropy production**

Consider the inclusive Hamiltonian formula for EP generated between initialization at \( t_0 \) and some arbitrary \( t > t_0 \):

\[
\sigma_{t_0,t} = I(t_p | \rho_t) - I(t_p | \rho_0) + D(\rho_t | | \rho_0)
\]

\[
= \Delta_{t_0,t} + I + D(\rho_t | | \rho_0)
\]

The first term on the RHS in the second equation is additive over successive time intervals, i.e., for any pair of times \( t_1 < t_2 \) both occurring after the initialization time \( t_0 \), it is true that

\[
\Delta_{t_0,t_1} = \Delta_{t_0,t_2} + \Delta_{t_1,t_2}
\]

So the first component of the formula for EP is additive. However, the second component is not:

\[
D(\rho_t | | \rho_0) \neq D(\rho_{t_2} | | \rho_{t_1}) + D(\rho_{t_1} | | \rho_0)
\]

Hence the entire formula for EP is not additive over time,

\[
\sigma_{t_0,t_2} \neq \sigma_{t_0,t_1} + \sigma_{t_1,t_2}
\]

That is in stark contrast to the meaning of EP as dissipated work in the CTMC-based approach to stochastic thermodynamics. It means that it is not correct to identify \( \sigma_{t_0,t_2} - \sigma_{t_0,t_1} \) as the “EP” in going from \( t_1 \) to \( t_2 \). Indeed, while the full EP from \( t = t_0 \) cannot be negative, the change in that full EP as we go from \( t_1 \) to \( t_2 \) can be negative. This would arguably violate the second law if in fact that change in EP were interpreted as conventional thermodynamic dissipated work. Another example of how problematic it would be to interpret \( \sigma_{t_1,t_2} \) as EP in going from \( t_1 \) to \( t_2 \) is that it’s not clear what “mismatch cost contribution to EP in going from iteration \( t_1 \) to \( t_2 \)” could mean.

As a final illustration of this phenomenon, note that there is no function whose only arguments are the distributions \( P(u_{t_1}, v_{t_1}) \) and \( P(u_{t_2}, v_{t_2}) \) that gives the change in EP between \( t_1 \) and \( t_2 \), \( \sigma_{t_0,t_2} - \sigma_{t_0,t_1} \). In this sense, change in full EP between those two times differs from the full EP of either of those times individually — those two full EPs can both be calculated from just the associated two distributions. Now it would be possible to calculate \( \sigma_{t_0,t_2} - \sigma_{t_0,t_1} \) with a function that has those two distributions as arguments along with the bath’s Hamiltonian function. But the latter is not needed as an argument for calculating just EP from \( t_0 \) to \( t_1 \), \( \sigma_{t_0,t_1} \), due to the assumption that the bath is in a Boltzmann distribution at \( t_0 \).

In summary, one should not interpret EP in the inclusive Hamiltonian framework as “dissipated work”, but as “dissipated work relative to the distribution at \( t_0 \). Viewed differently, the EP at time \( t_1 \) in the inclusive Hamiltonian framework is the total work that has been dissipated into the inaccessible degrees of freedom relative to the distribution at \( t_0 \).
at \( t_0 \) and so cannot be directly recovered at \( t_1 \). Moreover, as mentioned above, this EP — this work that has been dissipated into the inaccessible degrees of freedom — can decrease between \( t_1 \) and \( t_2 > t_1 \). This reflects the fact that while the engineer cannot access the inaccessible degrees of freedom directly at \( t_1 \) and recover work, in the time following \( t_1 \) some of the energy that was put into these inaccessible degrees of freedom during \([t_0, t_1]\) would be transferred back into the accessible degrees of freedom.

Appendix E: Relations among different approaches

One of the advantages of the inclusive thermodynamics framework is that by ignoring all details of a physical process besides the computation it achieves, it helps focus on the thermodynamics properties inherent in just that computation. As an example, there is still misunderstanding among some researchers concerning the possible thermodynamic advantages of “logically reversible Turing machines”, or (logically reversible) “Toffoli circuits” [97]. These systems are used to compute logically irreversible deterministic maps \( f : x \in X \to f(x) \) without requiring any work. Broadly speaking, to do this they replace the calculation of \( f \) with the calculation of \( g : (x \in X, 0) \to (x, f(x)) \), where the initial value \( x \) is distributed according to some distribution over inputs, \( p(x) \). Since \( f \) is deterministic, the initial entropy of \((x, 0)\) equals the ending entropy of \((x, f(x))\), and so the generalized Landauer cost implementing \( g \) is zero. In contrast, if \( f \) is logically irreversible, then the entropy of \( p(x) \) is greater than the entropy of \( p(f(x)) \), and so the generalized Landauer cost of implementing \( f \) is greater than 0. This is interpreted to mean that implementing the reversible function \( g \) is thermodynamically superior to implementing the irreversible function \( f \).

Consider this scenario from the perspective of the inclusive framework however. The system implementing \( g \) has an extra accessible variable which is not accessible to the system implementing \( f \), a variable that must be initialized to 0. (Formally, \( f \) is a map over \( X \) whereas \( g \) is a map over \( X^2 \).) Therefore to “compare apples to apples”, we should give the system implementing \( f \) access to that extra coordinate which is initialized to 0, just like the system implementing \( g \). Note though that the precise value of that extra coordinate at the end of the computation is irrelevant when we implement the irreversible map \( f \), in contrast to the case with \( g \). So we can suppose that in implementing this variant of \( f \), we use the extra, initialized coordinate as an information reservoir, thermalizing it as we run the computation. Formally, we replace \( f \) with the stochastic map, \( f^* : (x \in X, 0) \to (f(x), y) \), where \( y \) is distributed according to an appropriate Boltzmann distribution, \( P(y) \). In general, the Landauer cost of \( f^* \) may be greater than that of \( g \), equal to it — or less than it. So in this more fair comparison, where both systems being compared have access to the initialized coordinate, there is no \emph{a priori} advantage to using a reversible computer rather than an irreversible one to implement \( f \).
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