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SimRank, proposed by Jeh and Widom, provides a good similarity measure that has been successfully used in numerous applications. While there are many algorithms proposed for computing SimRank, their computational costs are very high. In this paper, we propose a new computational technique, “SimRank linearization,” for computing SimRank, which converts the SimRank problem to a linear equation problem. By using this technique, we can solve many SimRank problems, such as single-pair computation, single-source computation, all-pairs computation, top \( k \) searching, and similarity join problems, efficiently.

1. INTRODUCTION
1.1. Background and motivation

Very large-scale networks are ubiquitous in today’s world, and designing scalable algorithms for such huge network has become a pertinent problem in all aspects of computer science. The primary problem is the vast size of modern graph datasets. For example, the World Wide Web currently consists of over one trillion links and is expected to exceed tens of trillions in the near future, and Facebook embraces over 800 million active users, with hundreds of billions of friend links.

Large graphs arise in numerous applications where both the basic entities and the relationships between these entities are given. A graph stores the objects of the data on its vertices, and represents the relations among these objects by its edges. For example, the vertices and edges of the World Wide Web graph correspond to the webpages and hyperlinks, respectively. Another typical graph is a social network, whose vertices and edges correspond to personal information and friendship relations, respectively.

With the rapidly increasing amount of graph data, the similarity search problem, which identifies similar vertices in a graph, has become an important problem with many applications, including web analysis [Jeh and Widom 2002; Liben-Nowell and Kleinberg 2007], graph clustering [Yin et al. 2006; Zhou et al. 2009], spam detection [Gyöngyi et al. 2004], computational advertisement [Antonellis et al. 2008], recommender systems [Abbassi and Mirrokni 2007; Yu et al. 2010], and natural language processing [Scheible 2010].

Several similarity measures have been proposed. For example, bibliographic coupling [Kessler 1963], co-citation [Small 1973], P-Rank [Zhao et al. 2009], PageSim [Lin et al. 2006], Extended Nearest Neighborhood Structure [Lin et al. 2007], MatchSim [Lin et al. 2012], and so on. In this paper, we consider SimRank, a link-based similarity measure proposed by Jeh and Widom [Jeh and Widom 2002] for searching web pages. SimRank supposes that “two similar pages are linked from many similar pages.” This intuitive concept is formulated by the following recursive definition: For...
Fig. 1.1. Example of the SimRank. $c = 0.6$.

A graph $G = (V, E)$, the SimRank score $s(i, j)$ of a pair of vertices $(i, j) \in V \times V$ is recursively defined by

$$s(i, j) = \begin{cases} 1, & i = j, \\ \frac{c}{|\delta(i)||\delta(j)|} \sum_{i' \in \delta(i), j' \in \delta(j)} s(i', j'), & i \neq j, \end{cases} \tag{1.1}$$

where $\delta(i) = \{j \in V : (j, i) \in E\}$ is the set of in-neighbors of $i$, and $c \in (0, 1)$ is a decay factor usually set to $c = 0.8$ [Jeh and Widom 2002] or $c = 0.6$ [Lizorkin et al. 2010]. See Figure 1.1 for an example of the SimRank on a small graph.

SimRank can be regarded as a label propagation [Zhu and Ghahramani 2002] on the squared graph. Let us consider a squared graph $G^2 = (V^2, E^2)$ whose vertices are the pair of vertices $V^2 = V \times V$ and edges are defined by

$$E^2 = \{((i, j), (i', j')) : (i, i'), (j, j') \in E\}. \tag{1.2}$$

Then the SimRank is a label propagation method with trivial relations $s(i, i) = 1$ (i.e., $i$ is similar to $i$) for all $i \in V$ on $G^2$.

SimRank also has a “random-walk” interpretation. Let us consider two random walks that start from vertices $i$ and $j$, respectively, and follow the in-links. Let $i^{(t)}$ and $j^{(t)}$ be the $t$-th position of each random walk, respectively. The first meeting time $\tau_{i,j}$ is defined by

$$\tau_{i,j} = \min\{t : i^{(t)} = j^{(t)}\}. \tag{1.3}$$

Then SimRank score is obtained by

$$s(i, j) = E[c^{\tau_{i,j}}]. \tag{1.4}$$

SimRank and its related measures (e.g., SimRank++ [Antonellis et al. 2008], S-SimRank [Cai et al. 2008], P-Rank [Zhao et al. 2009], and SimRank* [Yu et al. 2013]) give high-quality scores in activities such as natural language processing [Scheible 2010], computational advertisement [Antonellis et al. 2008], collaborative filtering [Yu et al. 2010], and web analysis [Jeh and Widom 2002]. As implied in its definition, SimRank exploits the information in multihop neighborhoods. In contrast, most other similarity measures utilize only the one-step neighborhoods. Consequently, SimRank is more effective than other similarity measures in real applications.

Although SimRank is naturally defined and gives high-quality similarity measure, it is not so widely used in practice, due to high computational cost. While there are several algorithms proposed so far to compute SimRank scores, unfortunately, their computation costs (in both time and space) are very expensive. The difficulty of computing SimRank may be viewed as follows: to compute a SimRank score $s(u, v)$ for two vertices $u, v$, since (1.1) is defined recursively, we have to compute SimRank scores for all $O(n^2)$ pairs of vertices. Therefore it requires $O(n^2)$ space and $O(n^2)$ time, where $n$ is the number of vertices. In order to reduce this computation cost, several approaches have been proposed. We review these approaches in the following subsection.
1.2. Related Work

In order to reduce this computation cost, several approaches have been proposed [Fogaras and Rácz 2005; He et al. 2010; Li et al. 2010a; Li et al. 2010b; Lizorkin et al. 2010; Yu et al. 2010; Yu et al. 2013; Yu et al. 2012]. Here, we briefly survey some existing computational techniques for SimRank. We summarize the existing results in Table I. Let us point out that there are three fundamental problems for SimRank: (1) single-pair SimRank to compute \( s(u, v) \) for given two vertices \( u \) and \( v \), (2) single-source SimRank to compute \( s(u, v) \) for a given vertex \( u \) and all other vertices \( v \), and (3) all-pairs SimRank to compute \( s(u, v) \) for all pair of vertices \( u \) and \( v \).

In the original paper by Jeh and Widom [Jeh and Widom 2002], all-pairs SimRank scores are computed by recursively evaluating the equation (1.1) for all \( u, v \in V \). This “naive” computation yields an \( O(Td^2n^2) \) time algorithm, where \( T \) denotes the number of iterations and \( d \) denotes the average degree of a given network. Lizorkin et al. [Lizorkin et al. 2010] proposed a “partial sum” technique, which memorizes partial calculations of Jeh and Widom’s algorithm to reduce the time complexity of their algorithm. This leads to an \( O(T \min\{nm, n^3/\log n\}) \) algorithm. Yu et al. [Yu et al. 2012] applied the fast matrix multiplication [Strassen 1969; Williams 2012] and then obtained an \( O(T \min\{nm, n^\omega\}) \) algorithm to compute all pairs SimRank scores, where \( \omega < 2.373 \) is the exponent of matrix multiplication. Note that the space complexity of these algorithms is \( O(n^2) \), since they have to maintain all SimRank scores for each pair of vertices to evaluate the equation (1.1). This results is, so far, the state-of-the-art algorithm to compute SimRank scores for all pairs of vertices.

There are some algorithms based on a random-walk interpretation (1.4). Fogaras and Rácz [Fogaras and Rácz 2005] evaluate the right-hand side by Monte-Carlo simulation with a fingerprint tree data structure, and they obtained a faster algorithm to compute single pair SimRank score for given two vertices \( i, j \). Li et al. [Li et al. 2010b] also proposed an algorithm based on the random-walk interpretation; however their algorithm is an iterative algorithm to compute the first meeting time and computes all-pairs SimRank deterministically.

Some papers proposed spectral decomposition based algorithms (e.g., [Fujiwara et al. 2013; He et al. 2010; Li et al. 2010a; Yu et al. 2010; Yu et al. 2013]), but there is a mistake in the formulation of SimRank. On the other hand, their algorithms may output reasonable results. We shall mention more details about these algorithms in Remark 2.2.

1.3. Contribution

In this paper, we propose a novel computational technique for SimRank, called SimRank linearization. This technique allows us to solve many kinds of SimRank problems such as the following:

- **Single-pair SimRank.** We are given two vertices \( i, j \in V \), compute SimRank score \( s(i, j) \).
- **Single-source SimRank.** We are given a vertex \( i \in V \), compute SimRank scores \( s(i, j) \) for all \( j \in V \).
- **All-pairs SimRank.** Compute SimRank scores \( s(i, j) \) for all \( i, j \in V \).
- **Top \( k \) SimRank search.** We are given a vertex \( i \in V \), return \( k \) vertices \( j \) with \( k \) highest SimRank scores.
- **SimRank join.** We are given a threshold \( \delta \), return all pairs \( (i, j) \) such that \( s(i, j) \geq \delta \).

For all problems, the proposed algorithm outperforms the existing methods.
Table I. Complexity of SimRank algorithms. $n$ denotes the number of vertices, $m$ denotes the number of edges, $d$ denotes the average degree, $T$ denotes the number of iterations, $R$ is the number of Monte-Carlo samples, and $r$ denotes the rank for low-rank approximation. Note that *-marked method is based on an incorrect formula: see Remark 2.2.

| Algorithm | Type          | Time                         | Space                     | Technique                                      |
|-----------|---------------|------------------------------|---------------------------|-----------------------------------------------|
| All-pairs | Single-pair   | $O(Tm)$                     | $O(m)$                    | Linearization                                 |
| Single-source | Single-source | $O(T^2m)$                   | $O(m)$                    | Linearization                                 |
| All-pairs | All-pairs     | $O(T^2nm)$                  | $O(m)$                    | Linearization                                 |
| Top-k search | Join         | $\ll O(TR)$                 | $O(m)$                    | Linearization & Monte Carlo                   |
| Proposed (Section 3.5) | All-pairs | $\approx O(output)$         | $O(m + output)$           | Linearization & Gauss-Southwell               |

[Li et al. 2010b] Single-pair $O(Td^2n^2)$ $O(n^2)$ Random surfer pair (Iterative)

[Fogaras and Rácz 2005] Single-pair $O(TR)$ $O(m + nR)$ Random surfer pair (Monte Carlo)

[Jeh and Widom 2002] All-pairs $O(Tn^2d^2)$ $O(n^2)$ Naive

[Lizorkin et al. 2010] All-pairs $O(T\min\{nm, n^3/\log n\})$ $O(n^2)$ Partial sum

[Yu et al. 2012] All-pairs $O(\min\{nm, n^ω\})$ $O(n^2)$ Fast matrix multiplication

[Li et al. 2009] All-pairs $O(n^{4/3})$ $O(n^{4/3})$ Block partition

[Li et al. 2010a] All-pairs $O(r^3n^2)$ $O(n^2)$ Singular value decomposition*

[Fujiwara et al. 2013] All-pairs $O(r^3n^2)$ $O(r^2n^2)$ Singular value decomposition*

[Yu et al. 2010] All-pairs $O(n^3)$ $O(n^2)$ Eigenvalue decomposition*

1.4. Organization

The paper consists of four parts. In Section 2, we introduce the SimRank linearization technique and show how to use the linearization to solve single-pair, single-source, and all-pairs problem. In Section 3, we describe how to solve top $k$ SimRank search problem. In Section 4, we describe how to solve SimRank join problem. Each section contains computational experiments.

2. LINEARIZED SIMRANK

2.1. Concept of linearized SimRank

Let us first observe the difficulty in computing SimRank. Let $G = (V, E)$ be a directed graph, and let $P = (P_{ij})$ be a transition matrix of transpose graph $G^T$ defined by

$$P_{ij} := \begin{cases} 1/|\delta(j)|, & (i, j) \in E, \\ 0, & (i, j) \notin E, \end{cases}$$

where $\delta(i) = \{ j \in V : (j, i) \in E \}$ denotes the in-neighbors of $i \in V$. Let $S = (s(i, j))$ be the SimRank matrix, whose $(i, j)$ entry is the SimRank score of $i$ and $j$. Then the SimRank equation (1.1) is represented [Yu et al. 2012] by:

$$S = (cP^T SP + D) \lor I,$$

(2.1)

where $I$ is the identity matrix, and $\lor$ denotes the element-wise maximum, i.e., $(i, j)$ entry of the matrix $A \lor B$ is given by $\max\{A_{ij}, B_{ij}\}$.
In our view, the difficulty in computing SimRank via equation (2.1) comes from the element-wise maximum, which is a non-linear operation. To avoid the element-wise maximum, we introduce a new formulation of SimRank as follows. By observing (2.1), since $S$ and $cP^\top SP$ only differ in their diagonal elements, there exists a diagonal matrix $D$ such that

$$S = cP^\top SP + D. \tag{2.2}$$

We call such a matrix $D$ the diagonal correction matrix. The main idea of our approach here is to split a SimRank problem into the following two subproblems:

1. Estimate diagonal correction matrix $D$.
2. Solve the SimRank problem using $D$ and the linear recurrence equation (2.2).

For efficient computation, we must estimate $D$ without computing the whole part of $S$.

To simplify the discussion, we introduce the notion of linearized SimRank. Let $\Theta$ be an $n \times n$ matrix. A linearized SimRank $S^L(\Theta)$ is a matrix that satisfies the following linear recurrence equation:

$$S^L(\Theta) = cP^\top S^L(\Theta)P + \Theta. \tag{2.3}$$

Below, we provide an example that illustrates what linearized SimRank is.

Example 2.1 (Star graph of order 4). Let $G$ be a star graph of order 4 (i.e., $G$ has one vertex of degree three and three vertices of degree one). The transition matrix (of the transposed graph) is

$$P = \begin{bmatrix}
0 & 1 & 1 & 1 \\
1/3 & 0 & 0 & 0 \\
1/3 & 0 & 0 & 0 \\
1/3 & 0 & 0 & 0
\end{bmatrix},$$

and SimRank for $c = 0.8$ is

$$S = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 4/5 & 4/5 \\
0 & 4/5 & 1 & 4/5 \\
0 & 4/5 & 4/5 & 1
\end{bmatrix}.$$  

Thus, the diagonal correction matrix $D$ is obtained by

$$D = S - cP^\top SP = \text{diag}(23/75, 1/5, 1/5, 1/5),$$

Remark 2.2. Some papers have used the following formula for SimRank (e.g., equation (2) in [Fujiwara et al. 2013], equation (2) in [He et al. 2010], equation (2) in [Li et al. 2010a], and equation (3) in [Yu et al. 2013]):

$$S = cP^\top SP + (1 - c)I. \tag{2.4}$$

However, this formula does not hold; (2.4) requires diagonal correction matrix $D$ to have the same diagonal entries, but Example 2.1 is a counterexample. In fact, matrix $S$ defined by (2.4) is a linearized SimRank $S^L(\Theta)$ for a matrix $\Theta = (1 - c)I$.

We provide some basic properties of linearized SimRank in Appendix.

2.2. Solving SimRank problems via linearization

In this section, we present our proposed algorithms for SimRank by assuming that the diagonal correction matrix $D$ has already been obtained. All algorithms are based on
the same fundamental idea; i.e., in (2.2), by recursively substituting the left hand side into the right hand side, we obtain the following series expansion:

\[ S = D + cP^T DP + c^2 P^{T2} DP^2 + \cdots. \] (2.5)

Our algorithms compute SimRank by evaluating the first \( T \) terms of the above series. The time complexity of the algorithms are \( O(Tm) \) for the single-pair problem, \( O(T^2m) \) for the single-source problem, and \( O(T^2nm) \) for the all-pairs problem. For all problems, the space complexity is \( O(m) \).

2.2.1. Single-pair SimRank. Let \( e_i \) be the \( i \)-th unit vector \((i = 1, \ldots , n)\); then SimRank score \( s(i, j) \) is obtained via the \((i, j)\) component of SimRank matrix \( S \), i.e., \( s(i, j) = e_i^T Se_j \). Thus, by applying \( e_i^T \) and \( e_j \) to both sides of (2.5), we obtain

\[
e_i^T Se_j = e_i^T De_j + c(Pe_i)^T DP e_j + c^2 (P^2 e_i)^T DP^2 e_j + \cdots. \] (2.6)

Our single-pair algorithm (Algorithm 1) evaluates the right-hand side of (2.6) by maintaining \( P^t e_i \) and \( P^t e_j \). The time complexity is \( O(Tm) \) since the algorithm performs \( O(T) \) matrix vector products for \( P^t e_i \) and \( P^t e_j \) \((t = 1, \ldots , T - 1)\).

2.2.2. Single-source SimRank. For the single-source problem, to obtain \( s(i, j) \) for all \( j \in V \), we need only compute vector \( Se_i \), because its \( j \)-th component is \( s(i, j) \). By applying \( e_i \) to (2.5), we obtain

\[ Se_i = De_i + cP^T DP e_i + c^2 P^{T2} DP^2 e_i + \cdots. \] (2.7)

Our single-source algorithm (Algorithm 2) evaluates the right hand side of (2.7) by maintaining \( P^t e_i \) and \( P^t e_j \). The time complexity is \( O(T^2m) \) since it performs \( O(T^2) \) matrix vector products for \( P^t DP^t e_i \) \((t = 1, \ldots , T - 1)\).

Note that, if we can use an additional \( O(Tn) \) space, the single-source problem can be solved in \( O(Tm) \) time. We first compute \( u_t = DP^t e_i \) for all \( t = 1, \ldots , T \), and store them; this requires \( O(Tm) \) time and \( O(Tn) \) additional space. Then, we have

\[ Se_i = u_0 + cP^T (u_1 + \cdots (cP^T (u_{t-1} + cP^T u_T)) \cdots), \] (2.8)
Algorithm 3 All-pairs SimRank

1: procedure ALLPAIRSSIMRANK
2:    for $i = 1, \ldots, n$ do
3:        Compute SingleSourceSimRank($i$)
4:    end for
5: end procedure

which can be computed in $O(Tm)$ time. We do not use this technique in our experiment because we assume that the network is very large and hence $O(Tn)$ is expensive.

2.2.3. All-pairs SimRank. Computing all-pairs SimRank is an expensive task for a large network, because it requires $O(n^2)$ time since the number of pairs is $n^2$. To compute all-pairs SimRank, it is best to avoid using $O(n^2)$ space.

Our all-pairs SimRank algorithm applies the single-source SimRank algorithm (Algorithm 2) for all initial vertices, as shown in Algorithm 3. The complexity is $O(T^2nm)$ time and requires only $O(m)$ space. Since the best-known all-pairs SimRank algorithm [Lizorkin et al. 2010] requires $O(Tnm)$ time and $O(n^2)$ space, our algorithm significantly improves the space complexity and has almost the same time complexity (since the cost of factor $T$ is much smaller than $n$ or $m$).

It is worth noting that this algorithm is distributed computing friendly. If we have $M$ machines, we assign initial vertices to each machine and independently compute the single-source SimRank. Then the computational time is reduced to $O(T^2nm/M)$. This shows the scalability of our all-pairs algorithm.

2.3. Diagonal correction matrix estimation

We first observe that the diagonal correction matrix is uniquely determined from the diagonal condition.

**Proposition 2.3.** A diagonal matrix $D$ is the diagonal correction matrix, i.e., $SL(D) = S$ if and only if $D$ satisfies

$$SL(D)_{kk} = 1, \quad (k = 1, \ldots, n), \quad (2.9)$$

where $SL(D)_{kk}$ denotes $(k, k)$ entry of the linearized SimRank matrix $SL(D)$.

**Proof.** See Appendix. □

This proposition shows that the diagonal correction matrix can be estimated by solving equation (2.9). Furthermore, we observe that, since $SL$ is a linear operator, (2.9) is a linear equation with $n$ real variables $D_{11}, \ldots, D_{nn}$ where $D = \text{diag}(D_{11}, \ldots, D_{nn})$. Therefore, we can apply a numerical linear algebraic method to estimate matrix $D$.

The problem for solving (2.9) lies in the complexity. To reduce the complexity, we combine an alternating method (a.k.a. the Gauss-Seidel method) with Monte Carlo simulation. The complexity of the obtained algorithm is $O(TLRn)$ time, where $L$ is the number of iterations for the alternating method, and $R$ is the number of Monte Carlo samples. We analyze the upper bound of parameters $L$ and $R$ for sufficient accuracy in Subsection 2.3.3 below.

2.3.1. Alternating method for diagonal estimation. Our algorithm is motivated by the following intuition:

$$A (k, k) \text{ diagonal entry } SL(D)_{kk} \text{ is the most affected by the } (k, k) \text{ diagonal entry } D_{kk} \text{ of } D. \quad (2.10)$$
Algorithm 4 Diagonal estimation algorithm.

1: procedure DIAGONALESTIMATION
2:     Set initial guess of $D$.
3:     for $\ell = 1, \ldots, L$ do
4:         for $k = 1, \ldots, n$ do
5:             $\delta \leftarrow (1 - S^L(D))_{kk}/S^L(E^{(k,k)})_{kk}$
6:             $D_{kk} \leftarrow D_{kk} + \delta$
7:         end for
8:     end for
9:     return $D$
10: end procedure

This intuition leads to the following iterative algorithm. Let $D$ be an initial guess; for each $k = 1, \ldots, n$, the algorithm iteratively updates $D_{kk}$ to satisfy $S^L(D)_{kk} = 1$. The update is performed as follows. Let $E^{(k,k)}$ be the matrix whose $(k, k)$ entry is one, with the other entries being zero. To update $D_{kk}$, we must find $\delta \in \mathbb{R}$ such that

$$S^L(D + \delta E^{(k,k)})_{kk} = 1.$$ (2.11)

Since $S^L$ is linear, the above equation is solved as follows:

$$\delta = \frac{1 - S^L(D)_{kk}}{S^L(E^{(k,k)})_{kk}}.$$ (2.11)

This algorithm is shown in Algorithm 4.

Mathematically, the intuition (2.10) shows the diagonally dominant property of operator $S^L$. Furthermore, the obtained algorithm (i.e., Algorithm 4) is the Gauss-Seidel method for a linear equation. Since the Gauss-Seidel method converges for a diagonally dominant operator [Golub and Van Loan 2012], Algorithm 4 converges to the diagonal correction matrix.$^6$

2.3.2. Monte Carlo based evaluation. For an efficient implementation of our diagonal estimation algorithm (Algorithm 4), we must establish an efficient method to estimate $S^L(D)_{kk}$ and $S^L(E^{(k,k)})_{kk}$.

Consider a random walk that starts at vertex $k$ and follows its in-links. Let $k^{(t)}$ denote the location of the random walk after $t$ steps. Then we have

$$E[e_{k^{(t)}}] = P^t e_k.$$ We substitute this representation into (2.6) and evaluate the expectation via Monte Carlo simulation. Let $k^{(t)}_1, \ldots, k^{(t)}_R$ be $R$ independent random walks. Then for each step $t$, we have estimation

$$(P^t e_k)_i \approx \# \{r = 1, \ldots, R : k^{(t)}_r = i\}/R =: p^{(t)}_{ki}.$$ (2.12)

Thus the $t$-th term of (2.6) for $i = j = k$ is estimated as

$$(P^t e_k)^TDP^t e_k \approx \sum_{i=1}^n p^{(t)}_{ki}^2 D_{ii}.$$ (2.13)

We therefore obtain Algorithm 5 for estimating $S^L(D)_{kk}$ and $S^L(E^{(k,k)})_{kk}$.

$^5$We discuss an initial solution in Remark 5.2 in Appendix.

$^6$Strictly speaking, we need some conditions for the diagonally dominant property of operator $S^L$. In practice, we can expect the estimation algorithm converges; see Lemma 5.3 in Appendix.
The error of an initial solution is estimated as $O(\epsilon)$ accuracy.

The dependency is estimated by the Hoeffding inequality, which is described below.

**Algorithm 5** Estimate $S^L(D)_{kk}$ and $S^L(E^{(k,k)})_{kk}$.

1. $\alpha \leftarrow 0$, $\beta \leftarrow 0$, $k_1 \leftarrow k$, $k_2 \leftarrow k$, \ldots, $k_R \leftarrow k$
2. for $t = 0, 1, \ldots, T - 1$ do
3.   for $i \in \{k_1, k_2, \ldots, k_R\}$ do
4.     $p^{(t)}_{ki} \leftarrow \#\{r = 1, \ldots, R : k_r = i\} / R$
5.     if $i = k$ then
6.       $\alpha \leftarrow \alpha + c_i p^{(t)}_{ki}$
7.     end if
8.     $\beta \leftarrow \beta + c_i p^{(t)}_{ki} D_{ii}$
9.   end for
10.  for $r = 1, \ldots, R$ do
11.    $k_r \leftarrow \delta_-(k_r)$ randomly
12.  end for
13. end for
14. return $S^L(D)_{kk} \approx \alpha$, $S^L(E^{(k,k)})_{kk} \approx \beta$.

Using a hash table, we can implement Algorithm 5 in $O(TR)$ time, where $R$ denotes the number of samples and $T$ denotes the maximum steps of random walks that are exactly the number of SimRank iterations. Therefore Algorithm 4 is performed in $O(TLRn)$ time, where $L$ denotes the number of iterations required for Algorithm 4.

### 2.3.3. Correctness: Accuracy of the algorithm

To complete the algorithm, we provide a theoretical estimation of parameters $L$ and $R$ that are determined in relation to the desired accuracy. In Section 2.4, we experimentally evaluate the accuracy.

#### Estimation of the number of iterations $L$

The convergence rate of the Gauss-Seidel method is linear; i.e., the squared error $\sqrt{\sum_{k=1}^{n}(S^L(D)_{kk} - 1)^2}$ at $t$-th iteration of Algorithm 4 is estimated as $O(\rho^t)$, where $0 \leq \rho < 1$ is a constant (i.e., the spectral radius of the iteration matrix). Therefore, since the error of an initial solution is $O(n)$, the number of iterations $L$ of Algorithm 4 is estimated as $O(\log(n/\epsilon))$ for desired accuracy $\epsilon$.

#### Estimation of the number of samples $R$

Since the algorithm is a Monte Carlo simulation, there is a trade-off between accuracy and the number of samples $R$. The dependency is estimated by the Hoeffding inequality, which is described below.

**Proposition 2.4.** Let $p^{(t)}_{ki}$ ($i = 1, \ldots, n$) be defined by (2.12), and let $p^{(t)}_k := (p^{(t)}_{k1}, \ldots, p^{(t)}_{kn})$. Then

$$P \left\{ \| P^t e_k - p^{(t)}_k \| > \epsilon \right\} \leq 2n \exp \left( -\frac{(1-c)R \epsilon^2}{2} \right).$$

where $P$ denotes the probability.

**Lemma 2.5.** Let $k_1^{(t)}, \ldots, k_R^{(t)}$ be positions of $t$-th step of independent random walks that start from a vertex $k$ and follow ln-links. Let $X_k^{(t)} := (1/R) \sum_{r=1}^{R} e_{k_r}^{(t)}$. Then for all $l = 1, \ldots, n$,

$$P \left\{ \left| e_l^T \left( X_k^{(t)} - P^t e_k \right) \right| \geq \epsilon \right\} \leq 2 \exp \left( -2R \epsilon^2 \right).$$

**Proof.** Since $E[e_{k_l}^{(t)}] = P^t e_k$, this is a direct application of the Hoeffding’s inequality. □
PROOF OF PROPOSITION 2.4. Since \( p_k^{(i)} \) defined by (2.12) satisfies \( p_k^{(i)} = e_i^T X_k^{(i)} \), by Lemma 5.6, we have

\[
P \left\{ \| P^t e_k - p_k^{(i)} \| > \epsilon \right\} \leq n P \left\{ | e_i^T P^t e_k - p_k^{(i)} | > \epsilon \right\} \leq 2 n \exp \left( -2 R \epsilon^2 \right).
\]

This shows that we need \( R = O((\log n)/\epsilon^2) \) samples to accurately estimate \( P^t e_k \) via Monte Carlo simulation.

By combining all estimations, we conclude that diagonal correction matrix \( D \) is estimated in \( O(T n \log(n/\epsilon)(\log n)/\epsilon^2) \) time. Since this is nearly linear time, the algorithm scales well.

Note that the accuracy of our framework only depends on the accuracy of the diagonal estimation, i.e., if \( D \) is accurately estimated, the SimRank matrix \( S \) are accurately estimated by \( S^L(D) \); see Proposition 5.7 in Appendix. Therefore, if we want accurate SimRank scores, we only need to spend more time in the preprocessing phase and fortunately do not need to increase the time required in the query phase.

2.4. Experiments

In this section, we evaluate our algorithm via experiments using real networks. The datasets we used are shown in Table III; These are obtained from “Stanford Large Network Dataset Collection\(^7\), “Laboratory for Web Algorithmics\(^8\),” and “Social Computing Research\(^9\).” We first evaluate the accuracy in Section 2.4.1, then evaluate the efficiency in Section 2.4.2; and finally, we compare our algorithm with some existing ones in Section 3.7.2.

For all experiments, we used decay factor \( c = 0.6 \), as suggested by Lizorkin et al.\(^{[6]}\), and the number of SimRank iterations \( T = 11 \), which is the same as Fogaras and Rácz\(^{[5]}\).

All experiments were conducted on an Intel Xeon E5-2690 2.90GHz CPU with 256GB memory running Ubuntu 12.04. Our algorithm was implemented in C++ and was compiled using g++v4.6 with the -O3 option.

2.4.1. Accuracy. The accuracy of our framework depends on the accuracy of the estimated diagonal correction matrix, computed via Algorithm 4. As discussed in Section 2.3.3, our algorithm has two parameters, \( L \) and \( R \), the number of iterations for the Gauss-Seidel method, and the number of samples for Monte Carlo simulation, respectively. We evaluate the accuracy by changing these parameters.

To evaluate the accuracy, we first compute the exact SimRank matrix \( S \) by Jeh and Widom’s original algorithm\(^{[2]}\), and then compute the mean error\(^{[8]}\) defined as follows:

\[
\text{ME} = \frac{1}{n^2} \sum_{i,j} | S^L(D)_{ij} - s(i,j) |.
\]  

(2.14)

Since this evaluation is expensive (i.e., it requires SimRank scores for \( O(n^2) \) pairs), we used the following smaller datasets: ca-GrQc, as20000102, wiki-Vote, and ca-HepTh. Results are shown in Figure 2.1, and we summarize our results below.

\(^7\)http://snap.stanford.edu/data/index.html
\(^8\)http://law.di.unimi.it/datasets.php
\(^9\)http://socialnetworks.mpi-sws.org/datasets.html
Table III. Dataset information.

| Dataset      | $|V|$   | $|E|$   |
|--------------|--------|--------|
| ca-GrQc      | 5,242  | 14,496 |
| as20000102   | 6,474  | 13,895 |
| Wiki-Vote    | 7,155  | 103,689|
| ca-HepTh     | 9,877  | 25,998 |
| email-Enron  | 36,692 | 183,831|
| soc-Epinions1| 75,879 | 508,837|
| soc-Slashdot0811 | 77,360 | 905,468|
| soc-Slashdot0902 | 82,168 | 948,464|
| email-EuAll  | 265,214| 400,045|
| web-Stanford | 281,903| 2,312,497|
| web-NotreDame| 325,728| 1,497,134|
| web-BerkStan | 685,230| 7,600,505|
| web-Google   | 875,713| 5,105,049|
| dblp-2011    | 933,258| 6,707,236|
| in-2004      | 1,382,908| 17,917,053|
| flickr       | 1,715,255| 22,613,981|
| soc-LiveJournal | 4,847,571| 68,993,773|
| indochina-2004 | 7,414,866| 194,109,311|
| it-2004      | 41,291,549| 1,150,725,436|
| twitter-2010 | 41,652,230| 1,468,365,182|
| uk-2007-05   | 105,896,555| 3,738,733,648|

— For mean error $ME \leq 10^{-5} \sim 10^{-6}$, we need only $R = 100$ samples with $L = 3$ iterations. Note that this is the same accuracy level as [Yu et al. 2012].

— If we want more accurate SimRank scores, we need much more samples $R$ and little more iterations $L$. This coincides with the analysis in Section 2.3.3 in which we estimated $L = O(\log(n/\epsilon))$ and $R = O((\log n)/\epsilon^2)$.

![Fig. 2.1](image.png)

Fig. 2.1. Number of iterations $L$ vs. mean error of computed SimRank.
Table IV. Computational results of our proposed algorithm and existing algorithms; single-pair and single-source results are the average of 10 trials; we omitted results of the all-pairs computation of our proposed algorithm for a network larger than in-2004 since runtimes exceeded three days; other omitted results (—) mean that the algorithms failed to allocate memory.

| Dataset          | Proposed | Yu et al. [2012] | Fogaras and Rácz [2005] |
|------------------|----------|------------------|-------------------------|
|                  | Preproc. | SinglePair | SingleSrc. | AllPairs | Memory | Preproc. | SinglePair | SingleSrc. | AllPairs | Memory |
| ca-GrQc          | 842 ms   | 0.236 ms | 2.080 ms | 10.90 s | 3 MB    | 2.97 s  | 69 MB |          |          |
| as20000102       | 96 ms    | 0.518 ms | 0.812 ms | 5.26 s  | 2 MB    | 0.13 s  | 8 MB   | 106 s     | 112 ms   | 262 ms | 28.1 GB |
| Wiki-Vote        | 187 ms   | 0.613 ms | 5.26 ms  | 37.4 s  | 6 MB    | 8.74 s  | 143 MB | 43.4 s     | 30.4 ms  | 42.5 ms | 24.5 GB |
| ca-HepTh         | 698 ms   | 0.493 ms | 3.24 ms  | 39.0 s  | 4 MB    | 23.3 s  | 316 MB | 205 s      | 61.2 ms  | 262 ms | 44.2 GB |
| email-Enron      | 2.75 s   | 2.56 ms  | 24.13 ms | 885 s   | 20 MB   | 302 s   | 143 MB | 43.4 s     | 30.4 ms  | 42.5 ms | 24.5 GB |
| soc-Epinions1    | 4.12 s   | 5.90 ms  | 74.4 ms  | 5647 s  | 31 MB   | 777 s   | 6.94 GB | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| as-Slashdot0811  | 6.14 s   | 4.16 ms  | 20.4 ms  | 1581 s  | 47 MB   | 747 s   | 7.37 GB | 746 s      | 7.24 GB  | —      | —      |
| soc-Slashdot0902 | 5.87 s   | 4.63 ms  | 21.0 ms  | 1725 s  | 49 MB   | 694 s   | 262 GB  | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| email-EuAll      | 11.3 s   | 14.5 ms  | 61.7 ms  | 4.54 h  | 57 MB   | 2.00 h  | 59.1 GB | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| web-Stanford     | 21.0 s   | 9.76 ms  | 288 ms   | 22.5 h  | 132 MB  | —      | —      | —         | —       | —      | —      |
| web-NotreDame    | 8.07 s   | 14.7 ms  | 47.3 ms  | 4.28 h  | 107 MB  | 1.50 h  | 45.5 GB | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| web-BerkStan     | 49.6 s   | 35.7 ms  | 272 ms   | 51.7 h  | 392 MB  | —      | —      | —         | —       | —      | —      |
| web-Google       | 52.2 s   | 64.2 ms  | 234 ms   | 57.0 h  | 325 MB  | 11.1 h  | 203 GB  | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| dblp-2011        | 104 s    | 53.6 ms  | 207 ms   | 53.7 h  | 395 MB  | 3140 s  | 24.1 GB | 8055 s     | 86.9 ms  | 1.19 ms | 162 GB |
| in-2004          | 71.7 s   | 91.1 ms  | 335 ms   | —       | 843 MB  | —      | —      | —         | —       | —      | —      |
| flickr           | 160 s    | 137 ms   | 424 ms   | —       | 1.11 GB | —      | —      | —         | —       | —      | —      |
| soc-LiveJournal  | 819 s    | 394 ms   | 1.19 s   | —       | 3.74 GB | —      | —      | —         | —       | —      | —      |
| indochina-2004   | 391 s    | 487 ms   | 1.73 s   | —       | 8.15 GB | —      | —      | —         | —       | —      | —      |
| it-2004          | 2822 s   | 3.51 s   | 12.0 s   | —       | 49.2 GB | —      | —      | —         | —       | —      | —      |
| twitter-2010     | 14376 s  | 3.17 s   | 11.9 s   | —       | 59.4 GB | —      | —      | —         | —       | —      | —      |
| uk-2007-05       | 8291 s   | 9.42 s   | 32.7 s   | —       | 153 GB  | —      | —      | —         | —       | —      | —      |

2.4.2. Efficiency. We next evaluate the efficiency of our algorithm. We first performed preprocessing with parameters \( R = 100 \) and \( L = 3 \), respectively. We then performed single-pair, single-source and all-pairs queries for real networks. Results are shown in Table VII; we omitted results of the all-pairs computation for a network larger than in-2004 since runtimes exceeded three days. We summarize our results below.

— For small networks \( n \leq 1,000,000 \), only a few minutes of preprocessing time were required; furthermore, answers to single-pair queries were obtained in 100 milliseconds, while answers to single-source queries were obtained in 300 milliseconds. This efficiency is certainly acceptable for online services. We were also able to solve all-pairs query in a few days.

— For large networks, \( n \geq 40,000,000 \), a few hours of preprocessing time were required; furthermore, answers to single-pair queries were obtained approximately in 10 seconds, while answers to single-source queries were obtained in a half minutes. To the best of our knowledge, this is the first time that such an algorithm is successfully scaled up to such large networks.

— The space complexity is proportional to the number of edges, which enables us to compute SimRank values for large networks.

2.4.3. Comparisons with existing algorithms. In this section, we compare our algorithm with two state-of-the-art algorithms for computing SimRank. We used the same parameters \( (R = 100, L = 3) \) as the above.

Comparison with the state-of-the-art all-pairs algorithm

Yu et al. [Yu et al. 2012] proposed an efficient all-pairs algorithm; the time complexity of their algorithm is \( O(Tnm) \), and the space complexity is \( O(n^2) \). They computed SimRank via matrix-based iteration (2.1) and reduced the space complexity by discarding entries in SimRank matrix that are smaller than a given threshold. We implemented their algorithm and evaluated it in comparison with ours. We used the same
Parameters presented in [Yu et al. 2012] that attain the same accuracy level as our algorithm.

Results are shown in Table VII; the omitted results (—) mean that their algorithm failed to allocate memory. From the results, we observe that their algorithm performs a little faster than ours, because the time complexity of their algorithm is $O(Tnm)$, whereas the time complexity of our algorithm is $O(T^2nm)$; however, our algorithm uses much less space. In fact, their algorithm failed for a network with $n \geq 300,000$ vertices because of memory allocation. More importantly, their algorithm cannot estimate the memory usage before running the algorithm. Thus, our algorithm significantly outperforms their algorithm in terms of scalability.

Comparison with the state-of-the-art single-pair and single-source algorithm

Fogaras and Rácz [Fogaras and Rácz 2005] proposed an efficient single-pair algorithm that estimates SimRank scores by using first meeting time formula (1.4) with Monte Carlo simulation. Like our approach, their algorithm also consists of two phases, a preprocessing phase and a query phase. In the preprocessing phase, their algorithm generates $R'$ random walks and stores the walks efficiently; this phase requires $O(nR')$ time and $O(nR')$ space. In the query phase, their algorithm computes scores via formula (1.4); this phase requires $O(TnR')$ time. We implemented their algorithm and evaluated it in comparison with ours.

We first checked the accuracy of their algorithm by computing all-pairs SimRank for the smaller datasets used in Section 2.4.1; results are shown in Table V. From the table, we observe that in order to obtain the same accuracy as our algorithm, their algorithm requires $R' \geq 100,000$ samples, which are much larger than our random samples $R = 100$. This is because their algorithm estimates all $O(n^2)$ entries by Monte Carlo simulation, but our algorithm only estimates $O(n)$ diagonal entries by Monte Carlo simulation.

We then evaluated the efficiency of their algorithm with $R' = 100,000$ samples. These results are shown in Table VII. This shows that their algorithm needs much more memory, thus it only works for small networks. This concludes that in order to obtain accurate scores, our algorithm is much more efficient than their algorithm.
Table V. Accuracy of the single-pair algorithm proposed by Fogaras and Rácz [Fogaras and Rácz 2005]; accuracy is shown as mean error.

| Dataset | Samples | Accuracy         |
|---------|---------|------------------|
| ca-GrQc | 100     | $1.59 \times 10^{-4}$ |
|         | 1,000   | $5.87 \times 10^{-5}$ |
|         | 10,000  | $1.32 \times 10^{-5}$ |
|         | 100,000 | $6.43 \times 10^{-6}$ |
|         | (Proposed) | $4.77 \times 10^{-6}$ |
| as20000102 | 100     | $2.51 \times 10^{-3}$ |
|          | 1,000   | $7.87 \times 10^{-4}$ |
|          | 10,000  | $2.54 \times 10^{-4}$ |
|          | 100,000 | $8.69 \times 10^{-5}$ |
|          | (Proposed) | $1.19 \times 10^{-7}$ |
| wiki-Vote | 100     | $1.03 \times 10^{-4}$ |
|          | 1,000   | $3.57 \times 10^{-4}$ |
|          | 10,000  | $1.13 \times 10^{-4}$ |
|          | 100,000 | $3.63 \times 10^{-5}$ |
|          | (Proposed) | $2.81 \times 10^{-6}$ |
| ca-HepTh | 100     | $1.36 \times 10^{-4}$ |
|          | 1,000   | $5.58 \times 10^{-5}$ |
|          | 10,000  | $1.18 \times 10^{-5}$ |
|          | 100,000 | $6.04 \times 10^{-6}$ |
|          | (Proposed) | $4.56 \times 10^{-6}$ |
3. TOP K-COMPUTATION

3.1. Motivation and overview

In the previous section, we describe the SimRank linearization technique and show how to use the linearization to solve single-pair, single-source, and all-pairs SimRank problems. In this section, we consider an top $k$ search problem; we are given a vertex $i$ and then find $k$ vertices with the $k$ highest SimRank scores with respect to $i$. This problem is interested in many applications because, usually, highly similar vertices for a given vertex $i$ are very few (e.g., 10–20), and in many applications, we are only interested in such highly similar vertices. This problem can be solved in $O(T^2m)$ time by using the single-source SimRank algorithm; however, since we only need $k$ highly-similar vertices, we can develop more efficient algorithm.

Here, we propose a Monte-Carlo algorithm based on SimRank linearization for this problem; the complexity is independent of the size of networks. Note that Fogaras and Racz [Fogaras and Rácz 2005] also proposed the Monte-Carlo based single-pair computation algorithm. By comparing their algorithm, our main ingredients is the “pruning technique” by utilizing the SimRank linearization. We observe that SimRank score $s(i, j)$ decays very rapidly as distance of the pair $i, j$ increases. To exploit this phenomenon, we establish upper bounds of SimRank score $s(i, j)$ that only depend on distance $d(i, j)$. The upper bounds can be efficiently computed by Monte-Carlo simulation (in our preprocess). These upper bounds, together with some adaptive sample technique, allow us to effectively prune the similarity search procedure.

Overall, the proposed algorithm runs as follows.

1. We first perform preprocess to compute the auxiliary values for upper bounds of SimRank $s(i, j)$ for all $i \in V$ (see Section 3.4). In addition, we construct an auxiliary bipartite graph $H$, which allows us to enumerate “candidates” of highly similar vertices $j$ more accurate. This is our preprocess phase. The time complexity is $O(n)$.

2. We now perform our query phase. We compute SimRank scores $s(i, j)$ by the Monte-Carlo simulation for each vertex $i$ in the ascending order of distance from a given vertex $i$, and at the same time, we perform “pruning” by the upper bounds. We also combine the adaptive sampling technique for the Monte-Carlo simulation; specifically, for a query vertex $i$, we first estimate SimRank scores roughly for each candidate $j$ by using a small number of Monte-Carlo samples, and then we re-compute more accurate SimRank scores for each candidate $j$ that has high estimated SimRank scores.

3.2. Monte Carlo algorithm for single-pair SimRank

Let us consider a random walk that starts from $i \in V$ and that follows its in-links, and let $i^{(t)}$ be a random variable for the $t$-th position of this random walk. Then we observe that

$$P^t e_i = \mathbb{E}[e_i^{(t)}].$$

Therefore, by plugging (3.1) to (2.6), we obtain

$$s^{(T)}(i,j) = D_{ij} + c \mathbb{E}[e_i^{(1)}]^	op D \mathbb{E}[e_j^{(1)}] + \cdots + c^{T-1} \mathbb{E}[e_i^{(T-1)}]^	op D \mathbb{E}[e_j^{(T-1)}].$$

Our algorithm computes the expectations in the right hand side of (3.2) by Monte-Carlo simulation as follows: Consider $R$ independent random walks $i_1^{(t)}, \ldots, i_R^{(t)}$ that

---

1This section is based on our SIGMOD’14 paper [Kusumoto et al. 2014]
Algorithm 6 Monte-Carlo Single-pair SimRank

1: procedure SINGLEPAIR(i,j)
2: \(i_1 \leftarrow i, \ldots, i_R \leftarrow i, j_1 \leftarrow j, \ldots, j_R \leftarrow j\)
3: \(\sigma = 0\)
4: for \(t = 0, 1, \ldots, T - 1\) do
5: \(\text{for } w \in \{i_1, \ldots, i_R\} \cap \{j_1, \ldots, j_R\} \text{ do}\)
6: \(\alpha \leftarrow \#\{r : i_r = w, r = 1, \ldots, R\}\)
7: \(\beta \leftarrow \#\{r : j_r = w, r = 1, \ldots, R\}\)
8: \(\sigma \leftarrow \sigma + c^t D_{ww} \alpha \beta / R^2\)
9: \(\text{end for}\)
10: \(\text{for } r = 1, \ldots, R \text{ do}\)
11: \(i_r \leftarrow \delta_{-}(i_r), j_r \leftarrow \delta_{-}(j_r), \text{ randomly}\)
12: \(\text{end for}\)
13: \(\text{end for}\)
14: \(\text{return } \sigma\)
15: end procedure

We compute the right hand side of (3.3). Specifically by maintaining the positions of \(i_1, \ldots, i_R\) and \(j_1, \ldots, j_R\) by hash tables, it can be evaluated in \(O(R)\) time. Therefore the total time complexity to evaluate (3.2) is \(O(TR)\). The algorithm is shown in Algorithm 6. We emphasize that this time complexity is independent of the size of networks (i.e., \(n, m\)). Hence this algorithm can scale to very large networks.

We give estimation of the number of samples to compute (3.2) accurately, with high probability. We use the Hoeffding inequality to show the following.

**Proposition 3.1.** Let \(\tilde{s}^{(T)}(i,j)\) be the output of the algorithm. Then

\[\mathbb{P}\left\{ |\tilde{s}^{(T)}(i,j) - s^{(T)}(i,j)| \geq \epsilon \right\} \leq 4nT \exp\left(-\frac{\epsilon^2 R}{2(1 - c)^2}\right).\]

**Lemma 3.2.**

\[\mathbb{P}\left\{ |X_u^{(t)} \top DX_v^{(t)} - (P^t e_u) \top DP^t e_v| \geq \epsilon \right\} \leq 4n \exp(-\epsilon^2 R/2).\]

**Proof.**

\[
\mathbb{P}\left\{ |X_u^{(t)} \top DX_v^{(t)} - (P^t e_u) \top DP^t e_v| \geq \epsilon \right\} \\
\leq \mathbb{P}\left\{ |X_u^{(t)} \top D (X_v^{(t)} - P^t e_v)| \geq \epsilon / 2 \right\} \\
+ \mathbb{P}\left\{ (X_u^{(t)} - P^t e_u) \top DP^t e_v \geq \epsilon / 2 \right\} \\
\leq 4n \exp(-\epsilon^2 R/2).
\]

\[\square\]
PROOF OF PROPOSITION 3.1. By Lemma 5.11, we have
\[
\mathbb{P}\left\{ \left| \sum_{t=0}^{T-1} c^t X_u^{(t)\top} DX_v^{(t)} \right| - s^{(T)}(u,v) \geq \epsilon \right\} \\
\leq \sum_{t=0}^{T-1} \mathbb{P}\left\{ \left| c^t X_u^{(t)\top} DX_v^{(t)} - c^t (P^t e_u)^\top DP^t e_v \right| \geq c^t \epsilon/(1-c) \right\} \\
\leq 4nT \exp \left( -\epsilon^2 R/2(1-c)^2 \right).
\]

By Proposition 3.1, we have the following.

COROLLARY 3.3. Algorithm 6 computes the SimRank score \( s^{(T)}(u,v) \) with accuracy \( 0 < \epsilon < 1 \) with probability \( 0 < \delta < 1 \) by setting \( R = 2(1-c)^2 \log(4nT/\delta)/\epsilon^2 \).

3.3. Distance correlation of SimRank

Our top \( k \) similarity search algorithm performs single-pair SimRank computations for a given source vertex \( i \) and for other vertices \( j \), but we save the time complexity by pruning. In order to perform this pruning, we need some upper bounds. This section and the next section are devoted to establish the upper bounds.

The important observation of SimRank is SimRank score \( s(i,j) \) decays very fast as the pair \( i,j \) goes away.

In this section, we empirically verify this fact in some real networks, and in the next section, we develop the upper bounds that only depend on distance.

Let us look at Figure 3.1. We randomly chose 100 vertices \( i \) and enumerate top-1000 similar vertices with respect to a query vertex \( u \) (note that these top-1000 vertices are “exact”, not “approximate”). Each point denotes the average distance of the \( k \)-th similar vertex. To convince the reader, we also give the average distance between two vertices for each network by the blue line.

Figure 3.1 clearly shows much intuitive information. If we only need to compute top-10 vertices, all of them are within distance two, three, or four. In real applications, it is unlikely that we need to compute top-1000 vertices, but even for this case, most of them are within distance four or five. We emphasize that these distances are smaller than the average distance of two vertices in each network. Thus we can conclude that the “candidates” of highly similar vertices are screened by distances very well.

There is one remark we would like to make from Figure 3.1. The top-10 highest SimRank vertices in Web graphs are much closer to a query vertex than social networks. Thus we can also claim that our algorithm would work better for Web graphs than for social networks, because we only look at subgraphs induced by vertices of distance within three (or even two) from a query vertex. This claim is verified in Section 3.6.

3.4. Tight upper bounds

In the previous section, we observe that highly similar vertices with respect to a query vertex are within small distance from \( u \). This observation allows us to propose our efficient algorithm for the top-\( k \) similarity search problem for a single vertex. In order to obtain this algorithm, we need to establish the upper bounds of SimRank that depend only on distance, which will be done in this section.

Let us observe that by definition, SimRank score \( s(u,v) \) is bounded by the decay factor to the power of the distance:
\[
s(u,v) \leq c^d(u,v)
\]
Since almost all high SimRank score vertices with respect to a query vertex \( u \) are located within distance three from \( u \) (see Figure 3.1), we obtain \( s(u, v) \leq c^3 = 0.216 \). But this is too large for our purpose (indeed, our further experiments to compare actual SimRank scores with this bound confirm that it is too large).

Here we propose two upper bounds, called “L1 bound” and “L2 bound”. Our algorithm, described in a later section, combines these two bounds to perform “pruning”, which results in a much faster algorithm.

### 3.4.1. L1 bound

The first bound is based on the following inequality: for a vector \( x \) and a stochastic vector \( y \),

\[
x^\top y \leq \max_{w \in \text{supp}(y)} x^\top e_w, \tag{3.5}
\]

where \( \text{supp}(y) := \{ w \in V : y(w) > 0 \} \) is a positive support of \( y \). We bound \( (P^t e_u)^\top D(P^t e_u) \) by this inequality.

Fix a query vertex \( u \). Let us define

\[
\alpha(u, d, t) := \max_{w \in V, d(u, w) = d} (P^t e_u)^\top D e_w \tag{3.6}
\]

for \( d = 1, \ldots, d_{\max} \) and \( t = 1, \ldots, T \), and

\[
\beta(u, d) := \sum_{t=0}^{T-1} c^t \max_{d-t \leq d' \leq d+t} \alpha(u, d', t) \tag{3.7}
\]

for \( t = 1, \ldots, T \). Here \( d_{\max} \) is distance such that if \( d(u, v) > d_{\max} \) then \( s(u, v) \) is too small to take into account. (We usually set \( d_{\max} = T \).

**Proposition 3.4.** For a vertex \( v \) with \( d(u, v) = d \), we have

\[
s^{(T)}(u, v) \leq \beta(u, d) \tag{3.8}
\]

The proof will be given in Appendix.

**Remark 3.5.** \( \alpha(u, d, t) \) has the following probabilistic representation:

\[
\alpha(u, d, t) = \max_{d(u, w) = d} D_{ww} P\{u^{(t)} = w\}
\]
where \( u(t) \) denotes the position of a random walk that starts from \( u \) and follows its in-links.

To compute \( \alpha(u, d, t) \) and \( \beta(u, d) \), we can use Monte-Carlo simulation for \( P^t e_u \) as shown in Algorithm 7.

Similar to Proposition 3.1, we obtain the following proposition, whose proof will be given in Appendix. This proposition shows that Algorithm 7 can compute \( \alpha(u, d, t) \) and \( \beta(u, d) \).

**Proposition 3.6.** Let \( \tilde{\beta}(u, d) \) be computed by Algorithm 7. Then

\[
P\left\{|\tilde{\beta}(d, t) - \beta(d, t)| \geq \epsilon\right\} \leq 2n d_{\text{max}} T \exp\left(-2\epsilon^2 R\right)
\]

By Proposition 3.6, we have the following.

**Corollary 3.7.** Algorithm 7 computes \( \beta(u, d) \) with accuracy less than \( 0 < \epsilon < 1 \) with probability at least \( 0 < \delta < 1 \) by setting \( R = \log(2n d_{\text{max}} T/\delta)/(2\epsilon^2) \).

**Algorithm 7 Monte-Carlo \( \alpha(u, d, t) \), \( \beta(u, d) \) computation**

1: procedure COMPUTEALPHABETA(u)
2: \( u_1 \leftarrow u, \ldots, u_R \leftarrow u \)
3: for \( t = 0, 1, \ldots, T - 1 \) do
4: for \( w \in \{u_1, \ldots, u_R\} \) do
5: \( \mu \leftarrow D_{ww} \#\{r : u_r = w, r \in [1, R]\}/R \)
6: \( \alpha(u, d(u, w), t) \leftarrow \max\{\alpha(u, d(u, w), t), \mu\} \)
7: end for
8: for \( r = 1, \ldots, R \) do
9: \( u_r \leftarrow \delta(u_r) \) randomly
10: end for
11: for \( d = 1, \ldots, T \) do
12: \( \beta(u, d) = \sum_{t=0}^{T-1} c^t \max_{d - t \leq d' \leq d + t} \alpha(u, d', t) \)
13: end for
14: end procedure

3.4.2. L2 bound. The second bound is based on the Cauchy–Schwarz inequality: for nonnegative vectors \( x \) and \( y \),

\[
x^\top y \leq \|x\| \|y\|. \quad (3.9)
\]

We also bound \((P^t e_u) D (P^t e_v)\) by this inequality.

Let

\[
\gamma(u, t) := \|\sqrt{D} P^t e_u\|, \quad (3.10)
\]

where \( \sqrt{D} = \text{diag}(\sqrt{D_{11}}, \ldots, \sqrt{D_{nn}}) \). Note that, since \( D \) is a nonnegative diagonal matrix, \( \sqrt{D} \) is well-defined.

**Proposition 3.8.** For two vertices \( u \) and \( v \), we have

\[
s^{(T)}(u, v) \leq \sum_{t=0}^{T} c^t \gamma(u, t) \gamma(v, t) \quad (3.11)
\]
The proof of Proposition 3.8 will be given in Appendix.

To compute $\gamma(u, d)$ for each $u$, we can use Monte-Carlo simulation. Let us emphasize that we can compute $\gamma(u, d)$ for each $u$ and $d \leq d_{\text{max}}$ in preprocess.

The following proposition, whose proof will be given in Appendix, shows that Algorithm 8 can compute $\gamma(u, d)$.

**Proposition 3.9.** Let $\hat{\gamma}(u, t)$ be computed by Algorithm 8. Then

$$\mathbb{P}\{|\hat{\gamma}(u, t) - \gamma(u, t)| \geq \epsilon\} \leq 4n \exp\left(\frac{-\epsilon^2 R}{8}\right).$$

The proof of Proposition 3.9 will be given in Appendix. By Proposition 3.9, we have the following:

**Corollary 3.10.** Algorithm 8 computes $\gamma(u, t)$ with accuracy less than $0 < \epsilon < 1$ with probability at least $0 < \delta < 1$ by setting $R = 8 \log(4n/\delta)/\epsilon^2$.

---

### Algorithm 8 Monte-Carlo $\gamma(u, t)$ computation

1. **procedure** COMPUTEGAMMA(u)
2. $u_1 \leftarrow u, \ldots, u_R \leftarrow u$
3. **for** $t = 0, 1, \ldots, T - 1$ **do**
4. \hspace{1em} $\mu = 0$
5. \hspace{1em} **for** $w \in \{u_1, \ldots, u_R\}$ **do**
6. \hspace{2em} $\mu \leftarrow \mu + D_{ww}\#\{r : u_r = w, r \in [1, R]\}/R^2$
7. \hspace{1em} **end for**
8. $\gamma(u, t) \leftarrow \sqrt{\mu}$
9. **for** $r = 1, \ldots, R$ **do**
10. \hspace{1em} $u_r \leftarrow \delta(u_r)$ randomly
11. **end for**
12. **end for**
13. **end procedure**

---

### 3.4.3. Comparison of two bounds.

The reason why we need both $L_1$ and $L_2$ bounds is the following: The $L_1$ bound is more effective for a low degree query vertex $u$. This is because if $u$ has low degree then $P^t e_u$ is sparse. Therefore the bound (5.7) becomes tighter.

On the other hand, the $L_2$ bound is more effective for high degree vertex $u$. This is because if $u$ has high degree then $P^t e_u$ spreads widely, and hence each entry is small. Therefore $\|\sqrt{D}P^t e_u\|$ decrease rapidly.

### 3.5. Algorithm

We are now ready to provide our whole algorithm for top-$k$ similarity search. Our algorithm consists of two phases: preprocess phase and query phase. In the query phase, for a given vertex $u$, we compute single-pair SimRanks $s(u, v)$ for some vertices $v$ that may have high SimRank value (we call such vertices candidates that are computed in the preprocess phase), and output $k$ highly similar vertices.

In order to obtain similar vertices accurately, we have to perform many Monte Carlo simulations in single-pair SimRank computation (Algorithm 6). Thus, the key of our algorithm is the way to reduce the number of candidates that are computed in the preprocess phase in Section 7.1.
Algorithm 9 Proposed algorithm (preprocess)

1: procedure INDEXING
2:   for \( u \in V \) do
3:     for \( i = 1, \ldots, P \) do
4:       Perform a random walk \( W_0 \) from \( u \)
5:       Perform random walks \( W_1, \ldots, W_Q \) from \( u \)
6:     for \( t = 1, \ldots, T \) do
7:       if \( W_{jt} = W_{kt} \) for some \( j \neq k \) then
8:         Add \( W_{0t} \) for index of \( u \)
9:     end if
10:   end for
11: end for
12: end procedure

3.5.1. Preprocess phase. In the preprocess phase, we precompute \( \gamma \) in (3.10) for the L2 bound as described in Algorithm 8. Note that we compute \( \alpha, \beta \) in (3.6), (3.7) for the L1 bound in query phase.

After that, for each vertex \( u \), we enumerate “candidates” of highly similar vertices \( v \). For this purpose, we consider the following auxiliary bipartite graph \( H \). The left and right vertices of \( H \) are copy of \( V \) (i.e., \( H \) has \( 2n \) vertices). Let \( u_{\text{left}} \) be the copy of \( u \in V \) in the left vertices and let \( v_{\text{right}} \) be the copy of \( v \in V \) in the right vertices. There is an edge \((u_{\text{left}}, v_{\text{right}})\) if a random walk that starts from \( u \) frequently reaches \( v \). By this construction, a pair of vertices \( u \) and \( v \) has high SimRank score if \( u_{\text{left}} \) and \( v_{\text{right}} \) share many neighbors. We construct this bipartite graph \( H \) by performing Monte-Carlo simulations in the original graph \( G \) as follows. For each vertex \( u \), we iterate the following procedure \( P \) times to construct an index for \( u \). We perform a random walk \( W_0 \) of length \( T \) from \( u \) in \( G \). We further perform \( Q \) random walks \( W_1, \ldots, W_Q \) from \( u \). Let \( v \) be \( t \)-th vertex on \( W_0 \). Then we put an edge \((u_{\text{left}}, v_{\text{right}})\) in \( H \) if there are at least two random walks in \( W_1, \ldots, W_Q \) that contain \( v \) at \( t \)-th step. The whole procedure is described in Algorithm 3 below. Here, for a random walk \( W_j \) and \( t \geq 0 \), we denote the vertex at the \( t \)-th step of \( W_j \) by \( W_{jt} \).

In our experiment, we set \( P = 10, T = 11 \) and \( Q = 5 \). The time complexity of this preprocess phase is \( O(n(R + PQ)T) \), where \( R \) comes from Algorithm 3 and we set \( R = 100 \) in our experiment. The space complexity is \( O(nP) \), but in practice, since the number of candidates are usually small, the space is less smaller than this bound.

3.5.2. Query phase. We now describe our query phase. For a given vertex \( u \), we first traverse the auxiliary bipartite graphs \( H \) and enumerate all the vertices \( v \) that share the neighbor in \( H \). We then prune some vertices \( v \) by L1 and L2 bounds. After that, for each candidate \( v \), we compute SimRank scores \( s(u, v) \) by Algorithm 6. Finally we output top \( k \) similar vertices as the solution of similarity search.

To accelerate the above procedure, we use the adaptive sample technique. For a query vertex \( u \), we first set \( R = 10 \) (in Algorithm 6) and estimate SimRank scores roughly for each candidate \( v \) by Monte Carlo simulation (i.e, we only perform 10 random walks for \( v \) by Algorithm 6). Then, we change \( R = 100 \) and re-compute more accurate SimRank scores for each candidate \( v \) that has high estimated SimRank scores by Monte Carlo simulation (i.e, we perform 100 random walks for \( v \) by Algorithm 6). The whole procedure is described in Algorithm 5.

The overall time complexity of the query phase is \( O(RT|S|) \) where \( |S| \) is the number of candidates, since computing SimRank scores \( s(u, v) \) by Algorithm 6 for two vertices \( u, v \) takes \( O(RT) \). The space complexity is \( O(m + nP) \).
Algorithm 10 Proposed algorithm (query)

1: procedure QUERY(u)
2: Enumerate $S := \{v | \delta_H(u_{left}) \cap \delta_H(v_{left}) \neq \emptyset\}$
3: Prune $S$ by L1 and L2 bound
4: for $v \in S$ do
5: Perform Algorithm 6 $R = 10$ times to roughly estimate $s(u, v)$.
6: if The estimated score $s(u, v)$ is not small then
7: Perform Algorithm 6 $R = 100$ times to estimate $s(u, v)$ more accurately
8: end if
9: end for
10: Output top $k$ similar vertices
11: end procedure

3.6. Experiment

We perform our proposed algorithm for several real networks and evaluate performance of our algorithm. We also compare our algorithm with some state-of-the-art algorithms.

All experiments are conducted on an Intel Xeon E5-2690 2.90GHz CPU with 256GB memory and running Ubuntu 12.04. Our algorithm is implemented in C++ and compiled with g++v4.6 with -O3 option.

According to discussion in the previous section, we set the parameters as follows: decay factor $c = 0.6$, $T = 11$, $R = 100$ for $\gamma$ (Algorithm 8) and for $s(\cdot, \cdot)$ (Algorithm 6), and $R = 10000$ for $\alpha$ and $\beta$ (Algorithm 7) that is optimized by pre-experiment\(^10\). We also set $P = 10$, $T = 11$ and $Q = 5$ in our preprocess phase as in Section 7.1.

In addition, we set $k = 20$ since we are only interested in small number of similar vertices. To avoid searching vertices of very small SimRank scores, we set a threshold $\theta = 0.01$ to terminate the procedure when upper bounds become smaller than $\theta$.

We use the datasets shown in Table III.

3.7. Results

We evaluate our proposed algorithm for several real networks. The results are summarized in Tables VII.

We first observe that our proposed algorithm can find top-20 similar vertices in less than a few seconds for graphs of billions edges (i.e., “it-2004”) and in less than a second for graphs of one hundred millions edges, respectively.

We can also observe that the query time for our algorithm does not much depend on the size of networks. For example, “indochina-2004” has 8 times more edges than “flickr” but the query time is twice faster than that. Hence the computational time of our algorithm depends on the network structure rather than the network size. Specifically, our algorithm works better for web graphs than for social networks.

3.7.1. Analysis of Accuracy. In this subsection, we shall investigate performance of our algorithm in terms of accuracy. In many applications, we are only interested in very similar vertices. Hence we only look at vertices that have high SimRank scores.

Specifically, what we do is the following. We first compute, for a query vertex $u$, the single source SimRank scores $s(u, v)$ for all the vertices $v$ (for the whole graph) by the exact method. Then we pick up all “high score” vertices $v$ with score at least $t$ from this computation (for $t = 0.04, 0.05, 0.06, 0.07$). Finally, we compute “high score” vertices $v$ with respect to the query vertex $u$ by our proposed algorithm. Let us point

\(^{10}\)These values are much smaller than our theoretical estimations. The reason is that Hoeffding bound is not tight in this case.
out that our algorithm can be easily modified so that we only output high SimRank score vertices (because we just need to set up the threshold to prune the similarity search). We then compute the following value:

\[
\frac{\text{# of our high score vertices}}{\text{# of the optimal high score vertices}}
\]

We also do the same thing for high score vertices computed by Fogaras and Rácz [Fogaras and Rácz 2005] (we used the same parameter \( R' = 100 \) presented in [Fogaras and Rácz 2005]). We perform this operation 100 times, and take the average. The result is in Table VI. We can see that our algorithm actually gives very accurate results. In addition, our algorithm gives better accuracy than Fogaras and Rácz [Fogaras and Rácz 2005].

3.7.2. Comparison with existing results. In this subsection, we compare our algorithm with two state-of-the-art algorithms for computing SimRank, and show that our algorithm outperforms significantly in terms of scalability.

Comparison with the state-of-the-art all-pairs algorithm. Yu et al. [Yu et al. 2012] proposed an efficient all-pairs algorithm; the time complexity of their algorithm is \( O(T nm) \), and the space complexity is \( O(n^2) \), where \( T \) is the number of the iterations. We implemented their algorithm and evaluated it in comparison with ours. We used the same parameters presented in [Yu et al. 2012].

Results are shown in Table VII; the omitted results (---) mean that their algorithm failed to allocate memory. From the results, we observe that their algorithm is a little faster than ours in query time, but our algorithm uses much less space (15–30 times). In fact, their algorithm failed for graphs with a million edges, because of memory allocation. More importantly, their algorithm cannot estimate the memory usage before running the algorithm. Moreover, since our all-pairs algorithm can easily be parallelized to multiple machines, if there are 100 machines, even for graphs of billions size, our all-pairs algorithm can output all top-20 vertices in less than 5 days. Thus, our algorithm significantly outperforms their algorithm in terms of scalability.

Comparison with the state-of-the-art single-pair and single-source algorithm. Fogaras and Rácz [Fogaras and Rácz 2005] proposed an efficient single-pair algorithm that estimates SimRank scores with Monte Carlo simulation. Like our approach, their algorithm also consists of two phases, a preprocessing phase and a query phase. In the preprocessing phase, their algorithm generates \( R' \) random walks and stores the walks efficiently; this phase requires \( O(nR') \) time and \( O(nR') \) space. The query phase phase requires \( O(T nR') \) time, where \( T \) is the number of iterations. We implemented their algorithm and evaluated it in comparison with ours. We used the same parameter \( R' = 100 \) presented in [Fogaras and Rácz 2005].

We can see that their algorithm is faster in query time. But we suspect that this is due to relaxing accuracy, as in the previous subsection. In order to obtain the same accuracy as our algorithm, we suspect that \( R' \) should be 500–1000, which implies that their algorithm would be at least 5–10 times slower, and require at leasts 5–10 times more space.

In this case, their algorithm would fail for graphs with more than ten millions edges because of memory allocation. Even for the case \( R' = 100 \), our algorithm uses much less space (10–20 times), and their algorithm failed for graphs with more than 70 millions edges because of memory allocation. Therefore we can conclude that our algorithm significantly outperforms their algorithm in terms of scalability.
Table VI. Accuracy.

| Dataset  | Threshold | Proposed | Fogaras and Rácz [Fogaras and Rácz 2005] |
|----------|-----------|----------|----------------------------------------|
| ca-GrQc  | 0.04      | 0.98665  | 0.92329                                 |
|          | 0.05      | 0.98854  | 0.92467                                 |
|          | 0.06      | 0.99461  | 0.95225                                 |
|          | 0.07      | 0.99554  | 0.92881                                 |
| as20000102 | 0.04  | 0.97831  | 0.94643                                 |
|          | 0.05      | 0.98727  | 0.94783                                 |
|          | 0.06      | 0.99177  | 0.94713                                 |
|          | 0.07      | 0.99550  | 0.94760                                 |
| wiki-Vote | 0.04    | 0.81862  | 0.88964                                 |
|          | 0.05      | 0.88629  | 0.94354                                 |
|          | 0.06      | 0.90801  | 0.94215                                 |
|          | 0.07      | 0.94785  | 0.97916                                 |
| ca-HepTh | 0.04      | 0.97142  | 0.88964                                 |
|          | 0.05      | 0.98782  | 0.94354                                 |
|          | 0.06      | 0.99673  | 0.94215                                 |
|          | 0.07      | 0.99746  | 0.93647                                 |

Table VII. Preprocess time, query time, and space for our proposed algorithm, [Fogaras and Rácz 2005], and [Yu et al. 2012]. The single-pair and single-source results are the average of 10 trials; we omitted results of the all-pairs computation of our proposed algorithm for large networks; other omitted results (—) mean that the algorithms failed to allocate memory.

| Dataset       | Proposed | [Fogaras and Rácz 2005] | [Yu et al. 2012] |
|---------------|----------|-------------------------|------------------|
|               | Preproc. | Query | AllPairs | Index | Preproc. | Query | AllPairs | Index | Preproc. | Query | AllPairs | Index |
| ca-GrQc       | 1.5 s    | 2.6 ms | 13.5 s   | 2.4 MB | 110 ms   | 0.11 ms | 22.7 MB | 2.9 s  | 66 MB    |
| as20000102    | 1.6 s    | 18 ms  | 115 s    | 3.3 MB | 81 ms    | 1.3 ms  | 28.0 MB | 0.13 s | 51 MB    |
| Wiki-Vote     | 1.9 s    | 3.8 ms | 26.9 s   | 5.3 MB | 110 ms   | 0.41 ms | 31.1 MB | 8.74 s | 138 MB   |
| ca-HepTh      | 1.8 s    | 3.3 ms | 32.3 s   | 4.5 MB | 253 ms   | 0.44 ms | 43.3 MB | 23.3 s | 312 MB   |
| email-Enron   | 7.8 s    | 24 ms  | 864 s    | 21.6 MB| 949 ms   | 1.1 ms  | 158 MB  | 302 s  | 3.45 GB  |
| soc-Epinions1 | 19.5 s   | 44 ms  | 3335 s   | 18.9 MB| 1.8 s    | 1.4 ms  | 332 MB  | 777 s  | 6.91 GB  |
| soc-Slashdot0811 | 20.2 s | 53 ms  | 4081 s   | 48.6 MB| 1.9 s    | 1.2 ms  | 341 MB  | 747 s  | 7.34 GB  |
| soc-Slashdot0902 | 21.3 s | 55 ms  | 4515 s   | 51.2 MB| 2.0 s    | 1.3 ms  | 363 MB  | 694 s  | 7.21 GB  |
| email-EuAll   | 55.6 s   | 226 ms | 103 MB   | 1.1 GB | 3.6 s    | 14 ms   | 1.1 GB  | —      | —        |
| web-Stanford  | 69.6 s   | 103 ms | 141 MB   | 1.2 GB | 10.4 s   | 10 ms   | 1.2 GB  | —      | —        |
| web-NotreDame | 60.6 s   | 73 ms  | 163 MB   | 1.4 GB | 7.6 s    | 2.8 ms  | 1.4 GB  | —      | —        |
| web-BerkStan  | 240.2 s  | 93 ms  | 288 MB   | 3.8 GB | 47.4 s   | 4.3 ms  | 3.8 GB  | —      | —        |
| web-Google    | 156.7 s  | 199 ms | 211 MB   | 3.0 GB | 24.0 s   | 13 ms   | 3.0 GB  | —      | —        |
| dblp-2011     | 82.2 s   | 16 ms  | 144 MB   | 1.4 GB | 16.4 s   | 1.3 ms  | 1.4 GB  | —      | —        |
| in-2004       | 292.9 s  | 95 ms  | 451 MB   | 6.0 GB | 46.4 s   | 6.8 ms  | 6.0 GB  | —      | —        |
| flickr        | 622.7 s  | 1.5 s  | 513 MB   | 7.4 GB | 90.1 s   | 7.6 ms  | 7.4 GB  | —      | —        |
| soc-LiveJournal | 2335.9 s | 431 ms | 1.2 GB   | 27 ms  | 397.9 s  | 27 ms   | 21.6 GB | —      | —        |
| indochina-2004 | 1585.2 s | 714 ms | 2.1 GB   | —      | —        | —      | —      | —      | —        |
| it-2004       | 3.1 h    | 2.3 s  | 11.2 GB  | —      | —        | —      | —      | —      | —        |
| twitter-2010  | 7.7 h    | 17.4 s | 8.4 GB   | —      | —        | —      | —      | —      | —        |
4. SIMRANK JOIN

4.1. Motivation and overview

Finally, in this section, we describe the SimRank join problem, which is formulated as follows.

**Problem 4.1 (SimRank Join).** Given a directed graph $G = (V, E)$ and a threshold $\theta \in [0, 1]$, find all pairs of vertices $(i, j) \in V \times V$ for which the SimRank score of $(i, j)$ is greater than the threshold, i.e., $s(i, j) \geq \theta$.

This problem is useful in the near-duplication detection problem [Chen et al. 2002; Arasu et al. 2009]. Let us consider the World Wide Web, which contains many “very similar pages.” These pages are produced by activities such as file backup, caching, spamming, and authors moving to different institutions. Clearly, these very similar pages are not desirable for data mining, and should be isolated from the useful pages by near-duplication detection algorithms.

Near duplication detection problem is solved by the similarity join query. Let $s(i, j)$ be a similarity measure, i.e., for two objects $i$ and $j$, they are (considered as) similar if and only if $s(i, j)$ is large. The similarity join query with respect to $s$ finds all pairs of objects $(i, j)$ with similarity score $s(i, j)$ exceeding some specified threshold $\theta$ [White and Jain 1996].

The similarity join is a fundamental query for a database, and is used in applications, such as merge/purge [Hernández and Stolfo 1995], record linkage [Fellegi and Sunter 1969], object matching [Sivic and Zisserman 2003], and reference reconciliation [Dong et al. 2005].

Selecting the similarity measure $s(i, j)$ is an important component of the similarity join problem. Similarity measures on graphs have been extensively investigated. Here, we are interested in link-based similarity measures, which are determined by solely the link structure of the network. For applications in the World Wide Web, by comparing content-based similarity measures, which are determined by the content data stored on vertices (e.g., text and images), link-based similarity measures are more robust against spam pages and/or machine-translated pages.

4.1.1. Difficulty of the problem. In solving the SimRank join problem, the following obstacles must be overcome.

1. There are many similar-pair candidates.
2. Computationally, SimRank is very expensive.

To clarify these issues, we compare the SimRank with the Jaccard similarity, where the Jaccard similarity between two vertices $i$ and $j$ is given by

$$J(i, j) := \frac{|\delta(i) \cap \delta(j)|}{|\delta(i) \cup \delta(j)|}.$$ 

Regarding the first issue, since the Jaccard similarity satisfies $J(i, j) = 0$ for all pairs of vertices $(i, j)$ with $d(i, j) \geq 3$ (i.e., their distance is at least three), the number of possibly similar pairs (imposing the Jaccard similarity) is easily reduced to much smaller than all possible pairs. This simple but fundamental concept is adopted in many existing similarity join algorithms [Sarawagi and Kirpal 2004]. However, since

---

1 This section is based on our ICDE’15 paper [Maehara et al. 2015]
2 Our version of the similarity join problem is sometimes called self-similarity join. Some authors have defined “similarity join” as follows: given two sets $S$ and $T$, find all similar pairs $(i, j)$ where $i \in S$ and $j \in T$. In this paper, we consider only the self-similarity join query.
3 There is also a top-$k$ version of the similarity join problem that enumerates the $k$ most similar pairs. In this paper, we consider only the threshold version of the similarity join problem.
the SimRank exploits the information in multihop neighborhoods and hence scans
the entire graph, it must consider all \( O(n^2) \) pairs, where \( n \) is the number of vertices.
Therefore, whereas the Jaccard similarity is adopted in "local searching," the SimRank
similarity must look at the global influence of all vertices, which requires tracking of
all \( O(n^2) \) pairs.

Regarding the second issue, the Jaccard similarity of two vertices can be very effi-
ciently computed (e.g., in \( O(|\delta(i)| + |\delta(j)|) \) time using a straightforward method or in
\( O(1) \) time using MinHash [Broder 1997; Lee et al. 2011]). Conversely, SimRank com-
putation is very expensive.

Notably, until recently, most SimRank algorithms have computed the all-pairs Sim-
Rank scores [Jeh and Widom 2002; Lizorkin et al. 2010; Yu et al. 2010], which requires
at least \( O(n^2) \) time, and if we have the all-pairs SimRank scores, the SimRank join
problem is solved in \( O(n^2) \) time. For example, in one investigation of the SimRank join
problem [Zheng et al. 2013], the all-pairs SimRank scores were first computed by an
existing algorithm and an index for the SimRank join was then constructed. Therefore,
developing scalable algorithm for the SimRank join problem is a newer challenging
problem.

4.1.2. Contribution and overview. Here, we propose a scalable algorithm for the SimRank
join problem, and perform experiments on large real datasets. The computational cost
of the proposed algorithm only depends on the number of similar pairs, but does not
depend on all pairs \( O(n^2) \). The proposed algorithm scales up to the network of 5M
vertices and 70M edges. By comparing with the state-of-the-art algorithms, it is about
10 times faster, and requires about only 10 times smaller memory.

This section overviews our algorithm, which consists of two phases: filter and verifi-
cation. The former enumerates the similar pair candidates, and the latter decides
whether each candidate pair is actually similar. Note that this framework is commonly
adopted in similarity join algorithms [Xiao et al. 2011; Deng et al. 2014]. A more pre-
cise description of the two phases is given below.

The filter phase is the most important phase of the proposed algorithm because
it must overcome both (1) and (2) difficulties, discussed in previous subsection. We
combines the following three techniques for this phase. The details are discussed in
Section 4.2.

1. We adopt the SimRank linearization (Section 2) by which the SimRank is computed
as a solution to a linear equation.

2. We solve the linear equation approximately by the Gauss-Southwell algo-
rithm [Southwell 1940; 1946], which avoids the need to compute the SimRank scores
for non-similar pairs (Sections 4.2.1, 4.2.2).

3. We adopt the stochastic thresholding to reduce the memory used in the Gauss-
Southwell algorithm (Section 4.2.3).

The verification phase is simpler than the filter phase. We adopt the following two
techniques for this phase. The details are discussed in Section 4.3.

1. We run a Monte-Carlo algorithm for each candidate to decide whether the candidate
is actually similar. This can be performed in parallel.

2. We control the number of Monte-Carlo samples adaptively to reduce the computa-
tional time.

It should be emphasized that, we give theoretical guarantees for all techniques used
in the algorithm. All omitted proofs are given in Appendix.

The proposed algorithm is evaluated by experiments on real datasets (Section 4.4).
The algorithm is 10 times faster, and requires only 10 times smaller memory that of
Algorithm 11 SimRank join algorithm.

1: procedure SIMRANKJOIN(\(\theta\))
2: Compute two sets \(J_L\) and \(J_H\).
3: Output all \((i, j)\) \(\in\) \(J_L\).
4: for \((i, j)\) \(\in\) \(J_H\) \(\setminus\) \(J_L\) do
5: if \(i\) and \(j\) are really similar then
6: Output \((i, j)\).
7: end if
8: end for
9: end procedure

the state-of-the-arts algorithms, and scales up to the network of 5M vertices and 70M edges. Since the existing study [Zheng et al. 2013] only performed in 338K vertices and 1045K edges, our experiment scales up to the 10 times larger network. Also, we empirically show that the all techniques used in the algorithm works effectively.

We also verified that the distribution of the SimRank scores on a real-world network follows a power-law distribution [Cai et al. 2009], which has been verified only on small networks.

4.2. Filter phase

In this section, we discuss the details of the filter phase for enumerating similar-pair candidates. We will discuss the details of the verification phase in the next section. Let us give overview of the filter phase.

Let \(J(\theta) = \{(i, j) : s(i, j) \geq \theta\}\) be the set of similar pairs. The filter phase produces two subsets \(J_L(\theta, \gamma)\) and \(J_H(\theta, \gamma)\) such that

\[
J_L(\theta, \gamma) \subseteq J(\theta) \subseteq J_H(\theta, \gamma),
\]

where \(\gamma \in [0, 1]\) is an accuracy parameter. Here, \(J_L(\theta, \gamma)\) is monotone increasing in \(\gamma\), \(J_H(\theta, \gamma)\) is monotone decreasing in \(\gamma\), and \(J_L(\theta, 1) = J_H(\theta, 1) = J(\theta)\). Note that, our filter phase gives 100%-precision solution \(J_L(\theta, \gamma)\) and 100%-recall solution \(J_H(\theta, \gamma)\).

These two sets might be useful in some applications.

Let us consider how to implement the filter phase. The basic idea is that “compute only relevant entries of SimRank.” In order to achieve this idea, we combine the two techniques, the linearization of the SimRank [Kusumoto et al. 2014; ?], and the Gauss-Southwell algorithm [Southwell 1940; 1946] for solving a linear equation. The linearization of the SimRank is a technique to convert a SimRank problem to a linear equation problem. By using this technique, the problem of computing large entries of SimRank is transformed to the problem of computing large entries of a solution of a linear equation. To solve this linear algebraic problem, we can use the Gauss-Southwell algorithm. By error analysis of the Gauss-Southwell algorithm (given later in this paper), our filter algorithm obtains the lower and the upper bound of the SimRank of each pair \((i, j)\). Using these bounds, the desired sets \(J_L(\theta, \gamma)\) and \(J_H(\theta, \gamma)\) are obtained, where \(\gamma\) is an accuracy parameter used in the Gauss-Southwell algorithm.

The above procedure is already much efficient; however, we want to scale up the algorithm for large networks. The bottleneck of the above procedure is the memory allocation. We resolve this issue by introducing the stochastic thresholding technique.

This is the overview of the proposed filter phase. In the following subsections, we give details of the filter phase.

4.2.1. Gauss-Southwell algorithm. By the linearization of the SimRank, we obtained the linear equation (2.2). We want to solve this linear equation in \(S\); however, since it has \(O(n^2)\) variables, we must keep track only on large entries of \(S\). For this purpose, we
adopt the Gauss-Southwell algorithm [Southwell 1940; 1946], which is a very classical algorithm for solving a linear equation. In this subsection, we describe the Gauss-Southwell algorithm for a general linear equation $Ax = b$, and in the next subsection, we apply this method for the linearized SimRank equation (2.2).

Suppose we desire an approximate solution to the linear system $Ax = b$, where $A$ is an $n \times n$ matrix with unit diagonal entries, i.e., $A_{ii} = 1$ for all $i = 1, \ldots, n$. Let $\epsilon > 0$ be an accuracy parameter. The Gauss-Southwell algorithm is an iterative algorithm. Let $x^{(t)}$ be the $t$-th solution and $r^{(t)} := b - Ax^{(t)}$ be the corresponding residual. At each step, the algorithm chooses an index $i$ such that $|r_i^{(t)}| \geq \epsilon$, and updates the solution as

$$x^{(t+1)} = x^{(t)} + r_i^{(t)} e_i,$$  \hspace{1cm} (4.2)

where $e_i$ denotes the $i$-th unit vector. The corresponding residual becomes

$$r^{(t+1)} = b - Ax^{(t+1)} = r^{(t)} - r_i^{(t)} A e_i.$$  \hspace{1cm} (4.3)

Since $A$ has unit diagonals, the $i$-th entry of $r^{(t+1)}$ is zero. Repeating this process until $r_i^{(t)} < \epsilon$ for all $i = 1, \ldots, n$, we obtain a solution $x$ such that $\|b - Ax\|_{\infty} < \epsilon$. This algorithm is called the Gauss-Southwell algorithm.

Note that this algorithm is recently rediscovered and applied to the personalized PageRank computation. See Section 1.2 for related work.

4.2.2. Filter phase. We now propose our filtering algorithm. First, we compute the diagonal correction matrix $D$ by Algorithm 4, reducing the SimRank computation problem to the linear equation (2.2). The Gauss-Southwell algorithm is then applied to the equation.

The $i$-th solution $S^{(t)}$ and the corresponding residual $R^{(t)}$ are maintained such that

$$D - (S^{(t)} - c P^T S^{(t)} P) = R^{(t)}.$$  \hspace{1cm} (4.4)

Initial conditions are $S^{(0)} = O$ and $R^{(0)} = D$. At each step, the algorithm finds an entry $(i, j)$ such that $|R_{ij}^{(t)}| \geq \epsilon$, and then updates the current solution as

$$S^{(t+1)} = S^{(t)} + R_{ij}^{(t)} e_i e_j^T.$$  \hspace{1cm} (4.5)

The corresponding residual becomes

$$R^{(t+1)} = R^{(t)} - R_{ij}^{(t)} e_i e_j^T + c R_{ij}^{(t)} (P^T e_i)(P^T e_j)^T.$$  \hspace{1cm} (4.6)

Since we have assumed that $G$ is simple, the $i$-th entry of $P^T e_i$ is zero, the $(i, j)$-th entry of $R^{(t+1)}$ is also zero. The algorithm repeats this process until $|R_{ij}^{(t)}| < \epsilon$ for all $i, j \in V$. The procedure is outlined in Algorithm 12.

We first show the finite convergence of the algorithm, whose proof will be given in Appendix.

**Proposition 4.2.** Algorithm 12 terminates at most $t = \Sigma/\epsilon$ steps, where $\Sigma = \sum_{ij} S_{ij}$ is the sum of all SimRank scores.

Since the $(i, j)$ step is performed in $O(|\delta(i)||\delta(j)|)$ time with $O(|\delta(i)||\delta(j)|)$ memory allocation, the overall time and space complexity is $O(l_{\text{max}}^2 \Sigma/\epsilon)$, where $l_{\text{max}}$ is the maximum in-degree of $G$.

We now show that Algorithm 6 guarantees an approximate solution (whose proof will be given in Appendix).
**Algorithm 12** Gauss-Southwell algorithm used in Algorithm 13.

1: procedure GAUSS\_SOUTHWELL(\(\epsilon\))
2: \(S^{(0)} = O, R^{(0)} = D, t = 0\)
3: while there is \((i, j)\) such that \(|R_{ij}^{(t)}| > \epsilon\) do
4: \(S^{(t+1)} = S^{(t)} + R_{ij}^{(t)} e_i e_j^\top\)
5: \(R^{(t+1)} = R^{(t)} - R_{ij}^{(t)} e_i e_j^\top + cR_{ij}^{(t)} (P^\top e_i) (P^\top e_j)^\top\)
6: \(t \leftarrow t + 1\)
7: end while
8: Return \(S^{(t)}\) as an approximate SimRank.
9: end procedure

**Algorithm 13** Filter procedure.

1: procedure FILTER(\(\theta, \gamma\))
2: Compute diagonal correction matrix \(D\).
3: Compute approximate solution \(\tilde{S}\) of linear equation \(S = cP^\top SP + D\) by Gauss-Southwell algorithm with accuracy \(\epsilon = (1 - c)\gamma\theta\).
4: Output \(J_L = \{(i, j) : \tilde{S}_{ij} \geq \theta\}\) and \(J_H = \{(i, j) : \tilde{S}_{ij} \geq \gamma\theta\}\).
5: end procedure

**Proposition 4.3.** Let \(\gamma \in [0, 1)\) be an accuracy parameter and \(\tilde{S}\) be the approximate SimRank obtained by Algorithm 12 with \(\epsilon = (1 - c)(1 - \gamma)\theta\). Then we have

\[
0 \leq S_{ij} - \tilde{S}_{ij} \leq (1 - \gamma)\theta
\]

for all \(i, j \in V\).

The left inequality states if \(\tilde{S}_{ij} \geq \theta, S_{ij} \geq \theta\). Similarly, the right inequality states that if \(S_{ij} \geq \theta, \tilde{S}_{ij} \geq \gamma \theta\). Thus, letting

\[
J_L(\theta, \gamma) := \{(i, j) : \tilde{S}_{ij} \geq \theta\}, \quad (4.8)
\]

\[
J_H(\theta, \gamma) := \{(i, j) : \tilde{S}_{ij} \geq \gamma \theta\}, \quad (4.9)
\]

we obtain (4.1).

\(J_L\) and \(J_H\) can be accurately estimated by letting \(\gamma \to 1\). However, since the complexity is proportional to \(O(1/\epsilon) = O(1/(1 - \gamma))\), a large \(\gamma\) is precluded. Therefore, in practice, we set to some small value (e.g., \(\gamma = 0\)) and verify whether the pairs \((i, j) \in J_H(\theta, \gamma) \setminus J_L(\theta, \gamma)\) are actually similar by an alternative algorithm.

### 4.2.3. Stochastic thresholding for reducing memory

We cannot predict the required memory before running the algorithm (which depends on the SimRank distribution); therefore the memory allocation is a real bottleneck in the filter procedure (Algorithm 13). To scale up the procedure, we must reduce the waste of memory. Here, we develop a technique that reduces the space complexity.

We observe that, in Algorithm 13, some entries \(R_{ij}\) are only used to store the values, and never used in future because they do not exceed \(\epsilon\); therefore we want to reduce storing of these values. Here, a thresholding technique, which skips memory allocations for very small values, seems effective. This kind of heuristics is frequently used in SimRank computations [Cai et al. 2009; Lizorkin et al. 2010; Yu et al. 2010]. However, a simple thresholding technique may cause large errors because it ignores the accumulation of small values.
Algorithm 14 Stochastic thresholding for $R_{ij} \leftarrow R_{ij} + a.$

1: procedure STOCHASTIC_THRESHOLDING($R, i, j, a; \beta$)
2: if $R_{ij}$ is already allocated then
3:     $R_{ij} \leftarrow R_{ij} + a.$
4: else
5:     draw a random number $r \in [0, 1]$.
6:     if $r > \beta a$ then
7:         skip allocation.
8:     else
9:         allocate memory for $R_{ij}$ and store $R_{ij} = a.$
10: end if
11: end if
12: end procedure

To guarantee the theoretical correctness of this heuristic, we use the stochastic thresholding instead of the deterministic thresholding. When the algorithm requires to allocate a memory, it skip the allocation with some probability depending on the value (a small value should be skipped with high probability). Intuitively, if the value is very small, the allocation may be skipped. However, if there are many small values, one of them may be allocated, and hence the error is bounded stochastically. The following proposition shows this fact (whose proof will be given in Appendix).

**Proposition 4.4.** Let $a_1, a_2, \ldots$ be a nonnegative sequence and let $A = \sum_{i=1}^{\infty} a_i < \infty$. Let $\beta > 0$. Let $\hat{A}$ be the sum of these values with the stochastic thresholding where the skip probability is $p(a_i) = \min\{1, \beta a_i\}$. Then we have

$$\mathbb{P}\{A - \hat{A} \geq \delta\} \leq \exp(-\beta \delta).$$

(4.10)

We implement the stochastic thresholding (Algorithm 14) in Gauss-Southwell algorithm (Algorithm 12). Then, theoretical guarantee in Proposition 4.3 is modified as follows.

**Proposition 4.5.** Let $\gamma \in [0, 1)$ be an accuracy parameter, $\beta$ be a skip parameter, and $\tilde{S}$ be the approximate SimRank obtained by Algorithm 12 using stochastic thresholding with $\epsilon = (1 - c)(1 - \gamma)\theta$. Then we have $0 \leq S_{ij} - \tilde{S}_{ij}$ and

$$\mathbb{P}\{S_{ij} - \tilde{S}_{ij} \leq (1 - \gamma)\theta + \delta\} \leq \exp(-(1 - c)\beta \delta)$$

(4.11)

for all $i, j \in V$.

Thus, by letting $\beta \propto 1/\delta$, we can reduce the misclassification probability arbitrary small. We experimentally evaluate the effect of this technique in Section 4.4.

**4.3. Verification phase**

In the previous section, we described the filter phase for enumerating the similar-pair candidates. In this section, we discuss the verification phase for deciding whether each candidate $(i, j)$ is actually similar. It should be mentioned that this procedure for each pair can be performed in parallel, i.e., if there are $M$ machines, the computational time is reduced to $1/M$.

Our verification algorithm is a Monte-Carlo algorithm based on the representation of the first meeting time (1.4). $R$ samples of the first meeting time $\tau^{(1)}(i, j), \ldots, \tau^{(R)}(i, j)$ are obtained from $R$ random walks and the SimRank score is then estimated by the
Algorithm 15 Verification procedure.

1: procedure VERIFICATION(i, j; θ, p, Rmax)
2: for R = 1, . . . , Rmax do
3: Perform two independent random walks to obtain the first meeting time \( \tau^{(r)}(i, j) \).
4: \( s^{(R)} = \frac{1}{R} \sum_{k=1}^{R} \tau^{(k)}(i, j) \).
5: \( \delta^{(R)} = |s^{(R)} - \theta| \).
6: if \( R\delta^{(R)}^2 \) is large, i.e., (4.15) holds then
7: break
8: end if
9: end for
10: if \( s^{(R)} \leq \theta \) then
11: return \( s(i, j) \geq \theta \)
12: else
13: return \( s(i, j) \leq \theta \)
14: end if
15: end procedure

sample average:

\[
s(i, j) \approx s^{(R)}(i, j) := \frac{1}{R} \sum_{k=1}^{R} c^{\tau^{(k)}(i,j)}.
\] (4.12)

To accurately estimate \( s(i, j) \) by (4.12), many samples (i.e., \( r \geq 1000 \)) are required [Fogaras and Rác 2005]. However, to decide whether \( s(i, j) \) is greater than or smaller than the threshold \( \theta \), much fewer samples are required.

**PROPOSITION 4.6.** Let \( \delta^{(R)} = |s^{(R)}(i, j) - \theta| \). If \( s(i, j) \geq \theta \) then

\[
\mathbb{P}\{s^{(R)}(i,j) < \theta\} \leq \exp\left(-2R\delta^{(R)2}\left(\frac{1-c}{c}\right)^2\right).
\] (4.13)

Similarly, if \( s(i, j) \leq \theta \) then

\[
\mathbb{P}\{s^{(R)}(i,j) > \theta\} \leq \exp\left(-2R\delta^{(R)2}\left(\frac{1-c}{c}\right)^2\right).
\] (4.14)

The proof will be given in Appendix. This shows that, if \( s(i, j) \) is far from the threshold \( \theta \), it can be decided with a small number of Monte-Carlo samples.

Now we describe our algorithm. We optimize the number of Monte-Carlo samples, by adaptively increasing the samples. Starting from \( R = 1 \), our verification algorithm loops through the following procedure. The algorithm obtains \( s^{(R)}(i, j) \) by performing two random walks and computing \( \tau^{(R)}(i, j) \). It then checks the condition

\[
R\delta^{(R)2} \geq \log(1/p) \left(\frac{c}{1-c}\right)^2,
\] (4.15)

where \( p \in (0, 1) \) is a tolerance probability for misclassification. If this condition is satisfied, we determine \( s(i, j) \) < \( \theta \) or \( s(i, j) \) > \( \theta \). The misclassification probability of this decision is at most \( p \) by Proposition 4.6.
We now evaluate the number of samples required in this procedure. By taking expectation of (4.15), we obtain the expected number of iterations $R_{\text{end}}$ as

$$
\mathbb{E}[R_{\text{end}}] \geq \frac{1}{(s(i, j) - \theta)^2} \frac{\log(1/p)}{2} \left( \frac{c}{1 - c} \right)^2, \tag{4.16}
$$

This shows that the number of samples quadratically depends on the inverse of the difference between the score $s(i, j)$ and the threshold $\theta$. In practice, we set an upper bound $R_{\text{max}}$ of $R$, and terminate the iterations after $R_{\text{max}}$ steps. Our verification algorithm is shown in Algorithm 15.

4.4. Experiments

In this section, we perform numerical experiments to evaluate the proposed algorithm. We used the datasets shown in Table VIII. These are obtained by Stanford Large Network Dataset Collection\textsuperscript{13}.

\textsuperscript{13}https://snap.stanford.edu/data/
All experiments were conducted on an Intel Xeon E5-2690 2.90GHz CPU (32 cores) with 256GB memory running Ubuntu 12.04. The proposed algorithm was implemented in C++ and was compiled using g++v4.6 with the -O3 option. We have used OpenMP for parallel implementation.

4.4.1. Scalability. We first show that the proposed algorithm is scalable. For real datasets, we compute the number of pairs that has the SimRank score greater than $\theta = 0.2$, where the parameters of the algorithm are set to the following.

- For the filter phase, accuracy parameter for the Gauss-Southwell algorithm (Algorithm 12) is set to $\gamma = 0$, and the skip parameter $\beta$ for the stochastic thresholding (Algorithm 14) is set to $\beta = 100$.
- For the verification phase, the tolerance probability $p$ is set to $p = 0.01$ and the maximum number of Monte-Carlo samples is set to $R_{\text{max}} = 1000$.

The result is shown in Table VIII, which is the main result of this paper. Here, “dataset”, “$|V|$”, and “$|E|$” denote the statistics of dataset, “$|J_L|$” and “$|J_H|$” denote the size of $J_L$ and $J_H$ in (4.1), “estimate” denotes the number of similar pairs estimated by the algorithm, “filter” and “verification” denote the real time needed to compute filter and verification step, and “memory” denotes the allocated memory during the algorithm.

This shows the proposed algorithm is very scalable. In fact, it can find the SimRank join for the networks of 5M vertices and 68M edges (“soc-LiveJournal”) in a 1000 seconds with 23 GB memory.

Let us look into the details. The computational time and the allocated memory depend on the number of the similar pairs, and even if the size of two networks are similar, the number of similar pairs in these networks can be very different. For example, the largest instance examined in the experiment is “soc-LiveJournal”, which has 5M vertices and 68M edges. However, since it has a small number of similar pairs, we can compute the SimRank join. On the other hand, “web-BerkStan” dataset, which has only 0.6M vertices and 7M edges, we cannot compute the SimRank join because it has too many similar pairs.

4.4.2. Accuracy. Next, we verify the accuracy (and the correctness) of the proposed algorithm. We first compute the exact SimRank scores $S^*$ by using the original SimRank algorithm. Then, we compare the exact scores with the solution $S$ obtained by the proposed algorithm. Here, the accuracy of the solution is measured by the precision, the recall, and the F-score [Baeza-Yates et al. 1999], defined by

$$\text{precision} = \frac{|S \cap S^*|}{|S|}, \quad \text{recall} = \frac{|S \cap S^*|}{|S^*|}, \quad F = \frac{2|S \cap S^*|}{|S| + |S^*|}.$$ 

We use the same parameters as the previous subsection. Since all-pairs SimRank computation is expensive, we used relatively small datasets for this experiment.

The result is shown in Table IX. This shows the proposed algorithm is very accurate; the obtained solutions have about precision $\approx 97\%$, recall $\approx 92\%$, and F-score $\approx 95\%$. Since the precision is higher than the recall, the algorithm produces really similar pairs.

4.4.3. Comparison with the state-of-the-arts algorithms. We then compare the proposed algorithm with some state-of-the-arts algorithms. For the proposed algorithm, we used
Table IX. Accuracy of the proposed algorithm.

| dataset          | exact  | obtained | precision | recall | F-score |
|------------------|--------|----------|-----------|--------|---------|
| as20000102       | 394026 | 377874   | 99%       | 95%    | 97%     |
| as-caida         | 272760 | 260178   | 99%       | 95%    | 97%     |
| ca-CondMat       | 6188   | 5964     | 96%       | 93%    | 95%     |
| ca-GrQc          | 2707   | 2694     | 97%       | 96%    | 97%     |
| ca-HepTh         | 4454   | 4340     | 99%       | 97%    | 98%     |
| p2p-Gnutella30   | 53752  | 49499    | 99%       | 92%    | 95%     |
| p2p-Gnutella31   | 98698  | 86809    | 99%       | 87%    | 93%     |
| wiki-Vote        | 13199  | 12569    | 94%       | 90%    | 92%     |

the same parameters described in the previous section. For the state-of-the-arts algorithms, we implemented the following two algorithms:

(1) Yu et al. [Yu et al. 2010]'s all-pairs SimRank algorithm. This algorithm computes all-pairs SimRank in \(O(nm)\) time and \(O(n^2)\) space. As discussed in [Yu et al. 2010], we combine thresholding heuristics that discard small values (say 0.01) in the SimRank matrix for each iteration. For the SimRank join, we first apply this algorithm and then output the similar pairs.

(2) Fogaras and Racz [Fogaras and Rácz 2005]'s random-walk based single-source SimRank algorithm. This algorithm computes single-source SimRank in \(O(m)\) time and \(O(nR)\) space, where \(R\) is the number of Monte-Carlo samples. We set the number of Monte-Carlo samples \(R = 1000\). For the SimRank join, we perform single-source SimRank computations for all seed vertices in parallel, and then output the similar pairs.

We chose the parameters of these algorithms to hold similar accuracy (i.e., F-score \(\approx 95\%\)). We used 7 datasets (3 small and 4 large datasets). For small datasets, we also compute the exact SimRank scores and evaluate the accuracy. For large datasets, we only compare the scalability.

The result is shown in Table X; each cell denotes the computational time, the allocated memory, and the F-score (for small datasets) or the number of similar pairs (for large datasets), respectively. “—” denotes the algorithm did not return a solution within 3 hour and 256 GB memory.

The results of small instances show that the proposed algorithm performs the same level of accuracy to the existing algorithms with requiring much smaller memory and comparable time. For large instances, the proposed algorithm outperforms the existing algorithms both in time and space, because the complexity of the proposed algorithm depends on the number of similar pairs whereas the complexity of existing algorithms depends on the number of pairs, \(O(n^2)\). This shows the proposed algorithm is very scalable than the existing algorithms.

More precisely, the algorithm is efficient when the number of similar pairs is relatively small. For example, in email-Enron and web-Google datasets, which have many similar pairs, the performance of the proposed algorithm close to the existing algorithms. On the other hand, in p2p-Gnutella31 and cit-patent dataset, it clearly outperforms the existing algorithms.

4.4.4. Experimental analysis of our algorithm. In the previous subsections, we observed that the proposed algorithm is scalable and accurate. Moreover, it outperforms the existing algorithms. In this subsection, we experimentally evaluate the behavior of the algorithm.

\(^{14}\)We have also implemented the Sun et al. [Sun et al. 2011]'s LS-join algorithm; however, it did not return a solution even for the smallest instance (ca-GrQc). The reason is that their algorithm is optimized to find the top-k (with \(k \leq 100\)) similar pairs between given two small sets.
Table X. Comparison of algorithms.

| dataset        | proposed | Fogaras&Racz | Yu et al. |
|----------------|----------|--------------|-----------|
| as20000102     | 10.0 s   | 18.4 s       | 7.4 s     |
|                | 108 MB   | 764 MB       | 289 MB    |
|                | 97%      | 98%          | 99%       |
| ca-GrQc        | 1.5 s    | 1.9 s        | 1.9 s     |
|                | 3 MB     | 232 MB       | 48 MB     |
|                | 97%      | 97%          | 99%       |
| wiki-Vote      | 0.4 s    | 1.7 s        | 12.1 s    |
|                | 26.0 MB  | 293 MB       | 343 MB    |
|                | 91%      | 91%          | 88%       |
| p2p-Gnutella31 | 2.7 s    | 19.8 s       | 33.8 s    |
|                | 57 MB    | 2.8 GB       | 1.2 GB    |
|                | 86,537   | 83,666       | 86,665    |
| web-Google     | 633.0 s  | 1569.3 s     | 6537.6 s  |
|                | 24 GB    | 36.6 GB      | 151.6 GB  |
|                | 11,414,971 | 11,444,009 | 10,980,796 |
| soc-pokec      | 182.9 s  | 2535.7 s     |           |
|                | 6 GB     | 76.6 GB      |           |
|                | 406,981  | 404,840      |           |
| cit-patent     | 52.7 s   | —            | —         |
|                | 3.6 GB   | —            | —         |
|                | 209,900  | —            | —         |

Table XI. Dependency of accuracy parameter $\gamma$.

| dataset        | $\gamma$ |
|----------------|----------|
|                | 0.0      | 0.5      | 0.9      |
| as-caida       | 6.8 s    | 10.4 s   | 33.6 s   |
|                | 777 MB   | 1.1 GB   | 2.0 GB   |
|                | [2.1M, 9.2M] | [2.2M, 5.7M] | [2.5M, 2.7M] |
| com-amazon     | 4.1 s    | 9.0 s    | 20.2 s   |
|                | 355 MB   | 485 MB   | 677 MB   |
|                | [96K, 2.1M] | [119K, 529K] | [144K, 178K] |
| email-Enron    | 4.0 s    | 5.1 s    | 15.8 s   |
|                | 470 MB   | 500 MB   | 586 MB   |
|                | [1.2M, 2.9M] | [1.2M, 1.8M] | [1.2M, 1.4M] |
| soc-Epinions1  | 6.1 s    | 6.9 s    | 22.5 s   |
|                | 462 MB   | 508 MB   | 785 MB   |
|                | [205K, 1.2M] | [206K, 472K] | [208K, 291K] |
| wiki-Vote      | 0.3 s    | 0.5 s    | 1.8 s    |
|                | 26 MB    | 27 MB    | 33 MB    |
|                | [10K, 54K] | [10K, 22K] | [10K, 14K] |

We first evaluate the dependence with the accuracy parameter $\gamma$ used in the Gauss-Southwell algorithm. We vary $\gamma$ and compute the lower set $J_L$ and the upper set $J_H$. The result is shown in Table XI; each cell denotes the computational time, the allocated memory, and the size of $J_L$ and $J_H$, respectively.

This shows, to obtain an accurate upper and lower sets, we need to set $\gamma \geq 0.9$. However, it requires 5 times longer computational time and 10 times larger memory. Since the verification phase can be performed in parallel, to scale up for large instances, it would be nice to set a small $\gamma$ (e.g., $\gamma = 0$).

Next, we evaluate the dependence with the probability parameter $\beta$ in the stochastic thresholding. We vary the parameter $\beta$ and evaluate the used memory. The result is shown in Table XII. The column for $\beta = \infty$ shows the result without this technique. Thus we compare other columns with this column. The result shows that the effect of memory-reducing technique greatly depends on the network structure. However, for an effective case, it reduces memory about $1/2$. By setting $\beta = 100$, we can obtain almost the same result as the result without the technique.
Table XII. Dependency of the parameter $\beta$ for the stochastic thresholding.

| dataset          | $\infty$ | 1000  | $\gamma$ | 100   | 10    |
|------------------|----------|-------|----------|-------|-------|
| as-caida         | 7.0 s    | 6.4 s | 5.8 s    | 4.8 s |       |
|                  | 879 MB   | 868 MB| 776 MB   | 681 MB|       |
|                  | [2.1M,9.3M] | [2.1M,9.3M] | [2.1M,9.2M] | [2.1M,8.3M] |       |
| com-amazon       | 4.8 s    | 4.3 s | 3.9 s    | 2.0 s |       |
|                  | 458 MB   | 437 MB| 355 MB   | 156 MB|       |
|                  | [97K,2.2M] | [97K,2.2M] | [96K,2.1M] | [90K,1.3M] |       |
| email-Enron      | 4.7 s    | 4.5 s | 3.6 s    | 2.4 s |       |
|                  | 746 MB   | 677 MB| 470 MB   | 245 MB|       |
|                  | [1.2M,2.9M] | [1.2M,2.9M] | [1.2M,2.9M] | [1.2M,2.5M] |       |
| soc-Epinions1    | 9.9 s    | 8.8 s | 5.6 s    | 3.2 s |       |
|                  | 1.1 GB   | 954 MB| 462 MB   | 135 MB|       |
|                  | [205K,1.2M] | [205K,1.2M] | [205K,1.2M] | [204K,968K] |       |
| wiki-Vote        | 0.8 s    | 0.5 s | 0.5 s    | 0.5 s |       |
|                  | 68 MB    | 56 MB | 26 MB    | 7 MB  |       |
|                  | [10K,54K] | [10K,54K] | [10K,54K] | [10K,43K] |       |

Finally, we evaluate the effectiveness of the adaptive Monte-Carlo samples technique in the verification phase. We plot the histogram of the number of required samples in Figure 4.1. Here, the bar at 1,000 denotes the candidates that cannot be decided in 1,000 samples.

The result shows that most of small candidates are decided in 200 samples, and $1/3$ of samples cannot decided in 1,000 samples. Therefore, this implies the technique of adaptive Monte-Carlo samples reduces the computational cost in factor about $1/3$.

Fig. 4.1. Histogram of the number of required samples.

4.4.5. Number of similar pairs. Cai et al. [Cai et al. 2009] claimed that the SimRank scores of a network follows power-law distributions. However, they only verified this claim in small networks (at most 10K vertices).

We here verify this conjecture in larger networks. We first enumerate the pairs with SimRank greater than $\theta = 0.001$, and then compute the SimRank score by the Monte-Carlo algorithm. The result is shown in Figure 4.2. This shows, for each experimented dataset, the number of similar pairs follows power-law distributions in this range; however, these exponent (i.e., the slope of each curve) are different.
SimRank score

Number of similar pairs

Fig. 4.2. The number of similar pairs.
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APPENDIX

In this appendix, we provide details of propositions and proofs mentioned in the main body of our paper.

We first introduce a vectorized form of SimRank, which is convenient for analysis. Let $\otimes$ be the Kronecker product of matrices, i.e., for $n \times n$ matrices $A = (A_{ij})$ and $B$,

$$A \otimes B = \begin{bmatrix} A_{11}B & \cdots & A_{1n}B \\ \vdots & \ddots & \vdots \\ A_{n1}B & \cdots & A_{nn}B \end{bmatrix}.$$  

Let “vec” be the vectorization operator, which reshapes an $n \times n$ matrix to an $n^2$ vector, i.e., $\text{vec}(A)_{n \times n} = a_{ij}$. Then we have the following relation, which is well known in linear algebra [Abadir and Magnus 2005]:

$$\text{vec}(ABC) = (C^T \otimes A)\text{vec}(B). \quad (5.1)$$

**Proposition 5.1.** Linearized SimRank operator $S^L$ is a non-singular linear operator.

**Proof.** A linearized SimRank $S^L(\Theta)$ for a matrix $\Theta$ is a matrix satisfies relation

$$S^L(\Theta) = cP^T S^L(\Theta)P + \Theta.$$

By applying the vectorization operator and using (5.1), we obtain

$$(I - cP^T \otimes P^T) \text{vec}(S^L(\Theta)) = \text{vec}(\Theta). \quad (5.2)$$

Thus, to prove Proposition 5.1, we only have to prove that the coefficient matrix $I - cP^T \otimes P^T$ is non-singular.

Since $P^T \otimes P^T$ is a (left) stochastic matrix, its spectral radius is equal to one. Hence all eigenvalues of $I - cP^T \otimes P^T$ are contained in the disk with center 1 and radius $c$ in the complex plane. Therefore $I - cP^T \otimes P^T$ does not have a zero eigenvalue, and hence $I - cP^T \otimes P^T$ is nonsingular. \qed

We now prove Proposition 2.3, which is the basis of our diagonal estimation algorithm.
Proof of Proposition 2.3. Let us consider linear system (5.2) and let $Q := P^T \otimes P^T$. We partite the system (5.2) into $2 \times 2$ blocks that correspond to the diagonal entries and the others:

$$
\begin{bmatrix}
I - cQ_{DD} & -cQ_{DO} \\
-cQ_{OD} & I - cQ_{OO}
\end{bmatrix}
\begin{bmatrix}
1 \\
X
\end{bmatrix}
= 
\begin{bmatrix}
\text{diag}(D) \\
0
\end{bmatrix},
$$

(5.3)

where $Q_{DD}$, $Q_{DO}$, $Q_{OD}$, and $Q_{OO}$ are submatrices of $Q$ that denote contributions of diagonals to diagonals, diagonals to off-diagonals, off-diagonals to diagonals, and off-diagonals to off-diagonals, respectively. $X$ is the off-diagonal entries of $S^L(D)$. To prove Proposition 2.3, we only have to prove that there is a unique diagonal matrix $D$ that satisfies (5.3).

We observe that the block-diagonal component $I - cQ_{OO}$ of (5.3) is non-singular, which can be proved similarly as in Proposition 5.1. Thus, the equation (5.3) is uniquely solved as

$$
(I - cQ_{DD} - c^2Q_{DO}(I - cQ_{OO})^{-1}Q_{OD})1 = \text{diag}(D),
$$

(5.4)

which is a closed form solution of diagonal correction matrix $D$. \qed

Remark 5.2. It is hard to compute $D$ via the closed form formula (5.4) because the evaluation of the third term of the left hand side of (5.4) is too expensive.

On the other hand, we can use (5.4) to obtain a reasonable initial solution for Algorithm 4. By using first two terms of (5.4), we have

$$
\text{diag}(D) \approx 1 - cQ_{DD}1,
$$

(5.5)

which can be computed in $O(m)$ time.

Our additional experiment shows that the initial solution (5.5) gives a slightly better (at most twice) results than the trivial guesses $D = I$ and $D = 1 - c$.

We give a convergence proof of our diagonal estimation algorithm (Algorithm 4). As mentioned in Subsection 2.3.1, Algorithm 4 is the Gauss-Seidel method [Golub and Van Loan 2012] for the linear system

$$
\begin{bmatrix}
S^L(E^{(1,1)})_{11} & \cdots & S^L(E^{(n,n)})_{11} \\
\vdots & \ddots & \vdots \\
S^L(E^{(1,1)})_{nn} & \cdots & S^L(E^{(n,n)})_{nn}
\end{bmatrix}
\begin{bmatrix}
D_{11} \\
\vdots \\
D_{nn}
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
\vdots \\
1
\end{bmatrix}.
$$

(5.6)

Lemma 5.3. Consider two independent random walks start from the same vertex $i$ and follow their in-links. Let $p_i(t)$ be the probability that two random walks meet $t$-th step (at some vertex). Let $\Delta := \max_i \{\sum_{t=1}^{\infty} c^t p_i(t)\}$. If $\Delta < 1$ then the coefficient matrix of (5.6) is diagonally dominant.

Proof. By definition, each diagonal entry $S^L(E^{(i,j)})_{jj}$ is greater than or equal to one. For the off diagonals, we have

$$
\sum_{i \neq j} S^L(E^{(i,i)})_{jj} = \sum_{i \neq j} \sum_{t=1}^{\infty} c^t (P^t e_j)^\top E^{(1,i)}(P^t e_j) \\
\leq \sum_{t=1}^{\infty} c^t (P^t e_j)^\top (P^t e_j) = \sum_{t=1}^{\infty} c^t p_j(t) \leq \Delta.
$$

This shows that if $\Delta < 1$ then the matrix is diagonally dominant. \qed

Corollary 5.4. If a graph $G$ satisfies the condition of Lemma 5.3, Algorithm 4 converges with convergence rate $O(\Delta^t)$. 


This follows the standard theory of the Gauss-Seidel method [Golub and Van Loan 2012].

Remark 5.5. Let us observe that, in practice, the assumption $\Delta < 1$ is not an issue. For a network of average degree $d$, the probability $p_k(t)$ is expected to $1/d^t$. Therefore $\Delta = \sum_i c_i p_i(t) \approx (c/d)/(1 - (c/d)) \leq 1/(d - 1) < 1$. This implies that Algorithm 4 converges quickly when the average degree is large.

We now prove Proposition 2.4. We use the following lemma.

Lemma 5.6. Let $k^{(t)}_1, \ldots, k^{(t)}_R$ be positions of $t$-th step of independent random walks that start from a vertex $k$ and follow ln-links. Let $X^{(t)}_k := (1/R) \sum_{r=1}^R e_{k^{(r)}}$. Then for all $l = 1, \ldots, n$,

$$P \left\{ \left| e_i^T \left( X^{(t)}_k - P^t e_k \right) \right| \geq \epsilon \right\} \leq 2 \exp \left( -2R\epsilon^2 \right).$$

Proof. Since $E[e_{k^{(r)}}] = P^t e_k$, this is a direct application of the Hoeffding's inequality.

Proof of Proposition 2.4. Since $p_{ki}^{(t)}$ defined by (2.12) is represented by $p_{ki}^{(t)} = e_i^T X^{(t)}_k$. Thus we have

$$P \left\{ \left| P^t e_k - p_{ki}^{(t)} \right| > \epsilon \right\} \leq nP \left\{ \left| e_i^T P^t e_k - p_{ki}^{(t)} \right| > \epsilon \right\} \leq 2n \exp \left( -2R\epsilon^2 \right).$$

Proposition 5.7. Let $D = \text{diag}(D_{11}, \ldots, D_{nn})$ and $\tilde{D} = \text{diag}(\tilde{D}_{11}, \ldots, \tilde{D}_{nn})$ be diagonal matrices. If they satisfy

$$\sup_k |D_{kk} - \tilde{D}_{kk}| \leq \epsilon$$

then

$$\sup_{i,j} |S^L(D)_{ij} - S^L(\tilde{D})_{ij}| \leq \frac{\epsilon}{1 - c}.$$  

Proof. Let $\Delta := D - \tilde{D}$. Since $S^L$ is linear, we have $S^L(\Delta) = S^L(D) - S^L(\tilde{D})$. Consider

$$S^L(\Delta) = cP^T S^L(\Delta) P + \Delta.$$  

By applying $e_i$ and $e_j$, we have

$$S^L(\Delta)_{ij} = c(P e_i)^T S^L(\Delta)(P e_j) + \Delta_{ij} \leq c \sup_{i', j'} S^L(\Delta)_{i'j'} + \epsilon.$$  

Here, we used $p^T A q \leq \sup_{i,j} A_{ij}$ for any stochastic vectors $p$ and $q$. Therefore

$$(1 - c) \sup_{i,j} S^L(\Delta)_{ij} \leq \epsilon.$$  

By the same argument, we have

$$(1 - c) \inf_{i,j} S^L(\Delta)_{ij} \geq -\epsilon.$$  

By combining them, we obtain the proposition.
The above proposition shows that if diagonal correction matrix $D$ is accurately estimated, all entries of SimRank matrix $S$ is accurately computed.

**Proof of Proposition 3.4.** Consider $(P^t e_u)^T D(P^t e_v)$. Since $P^t e_v$ is a stochastic vector, by (3.5), we have

$$
(P^t e_u)^T D(P^t e_v) \leq \max_{w \in \text{supp}(P^t e_v)} (P^t e_u)^T D e_w.
$$

(5.7)

Since $P^t e_v$ corresponds to a $t$-step random walk, the support is contained by a ball of radius $t$ centered at $v$. Therefore we have

$$
(P^t e_u)^T D(P^t e_v) \leq \max_{w : d - t \leq d(u,w) \leq d + t} (P^t e_u)^T D e_w
$$

By plugging (3.6), we have

$$
(P^t e_u)^T D(P^t e_v) \leq \max_{d - t \leq d'} \alpha(u, d', t).
$$

Substitute the above to (2.6), we obtain (3.8).

**Proof of Proposition 3.8.** Consider $c(P^t e_u)^T D(P^t e_v)$. By (3.9), we have

$$
(P^t e_u)^T D(P^t e_v) = (\sqrt{D} P^t e_u)^T (\sqrt{D} P^t e_v) \leq \gamma(u, t) \gamma(v, t).
$$

Substitute the above to (2.6), we obtain (3.11).

Let us start the proof of concentration bounds. We first prepare some basic probabilistic inequalities.

**Lemma 5.8 (Hoeffding’s Inequality).** Let $X_1, \ldots, X_R$ be independent random variables with $X_r \in [0, 1]$ for all $r = 1, \ldots, R$. Let $S := (X_1 + \cdots + X_R) / R$. Then

$$
P\{ |S - \mathbb{E}[S]| \geq \epsilon \} \leq 2 \exp(-2\epsilon^2 R).
$$

**Proof.**

$$
P\{ \max_f |S(f) - \mathbb{E}[S(f)]| \geq \epsilon \}
\leq \sum_f P\{ |S(f) - \mathbb{E}[S(f)]| \geq \epsilon \} \leq 2 \exp(-2\epsilon^2 R).
$$

We write $u^{(i)}_r$ and $v^{(i)}_r$ ($r = 1, \ldots, R$) for the $t$-th positions of independent random walks start from $u$ and $v$ and follow the in-links, respectively, and $X^{(i)}_u := (1/R) \sum_{r=1}^R e^{(i)}_{u,v}$, $X^{(i)}_v := (1/R) \sum_{r=1}^R e^{(i)}_{v,w}$.

**Lemma 5.10.** For each $w \in V$,

$$
P\{ |X^{(i)}_u^T D e_w - (P^t e_u)^T D e_w| \geq \epsilon \} \leq 2 \exp(-2\epsilon^2 R).$$
\section*{Proof.}

\begin{align*}
\mathbb{P}\left\{ X_u^{(t)^\top} De_w - (P^t e_u)^\top D e_w \geq \epsilon \right\} \\
\leq \mathbb{P}\left\{ X_u^{(t)^\top} e_w - (P^t e_u)^\top e_w \geq \epsilon \right\} \leq 2 \exp(-2\epsilon^2 R).
\end{align*}

\textbf{Lemma 5.11.}

\begin{align*}
\mathbb{P}\left\{ X_u^{(t)^\top} DX_v^{(t)} - (P^t e_u)^\top DP^t e_v \geq \epsilon \right\} \leq 4n \exp(-\epsilon^2 R/2).
\end{align*}

\textbf{Proof.}

\begin{align*}
\mathbb{P}\left\{ X_u^{(t)^\top} DX_v^{(t)} - (P^t e_u)^\top DP^t e_v \geq \epsilon \right\} \\
\leq \mathbb{P}\left\{ X_u^{(t)^\top} D \left( X_v^{(t)} - P^t e_u \right) \geq \epsilon/2 \right\} \\
+ \mathbb{P}\left\{ \left( X_u^{(t)} - P^t e_u \right)^\top DP^t e_v \geq \epsilon/2 \right\} \\
\leq 4n \exp(-\epsilon^2 R/2).
\end{align*}

\textbf{Proof of Proposition 3.1.} By Lemma 5.11, we have

\begin{align*}
\mathbb{P}\left\{ \left| \sum_{t=0}^{T-1} c^t X_u^{(t)^\top} DX_v^{(t)} - s^{(T)}(u,v) \right| \geq \epsilon \right\} \\
\leq \sum_{t=0}^{T-1} \mathbb{P}\left\{ \left| c^t X_u^{(t)^\top} DX_v^{(t)} - c^t (P^t e_u)^\top DP^t e_v \right| \geq c^t \epsilon/(1 - c) \right\} \\
\leq 4n T \exp \left( -\epsilon^2 R/2(1 - c)^2 \right).
\end{align*}

\textbf{Proof of Proposition 3.6.} We first prove the bound of \( \alpha(u,d,t) \). Note that \( \alpha(u,d,t) = \max_w \{ P^t e_u D e_w \} \) and the algorithm computes \( \hat{\alpha}(u,d,t) = \max_w \{ X_u^{(t)^\top} D e_w \} \).

By Lemmas 5.10 and 5.9, we have

\begin{align*}
\mathbb{P}\left\{ \max_w X_u^{(t)^\top} De_w - \max_w (P^t e_u)^\top De_w \geq \epsilon \right\} \\
\leq \mathbb{P}\left\{ \max_w X_u^{(t)^\top} De_w - (P^t e_u)^\top De_w \geq \epsilon \right\} \\
\leq 2n \exp(-2\epsilon^2 R).
\end{align*}

Using the above estimation, we bound \( \beta \) as

\begin{align*}
\mathbb{P}\left\{ \left| \beta(u,d) - \beta(u,d) \right| \geq \epsilon \right\} \\
\leq \sum_{d,t} \mathbb{P}\left\{ \left| \hat{\alpha}(u,d,t) - \alpha(u,d,t) \right| \geq \epsilon \right\} \\
\leq 2nd_{\text{max}} T \exp(-2\epsilon^2 R).
\end{align*}

\textbf{Proof of Proposition 3.9.} We first observe that \( \gamma(u,t)^2 = (P^t e_u)^\top D(P^t e_u) \) and the algorithm estimates this value by

\begin{equation*}
(\tilde{\gamma}(u,t))^2 = \frac{1}{R^2} D_{u^{(t)} u^{(t)}}.
\end{equation*}

Hence, by the same proof as Lemma 5.11, we have

\begin{align*}
\mathbb{P}\left\{ \left| \gamma(u,t)^2 - \gamma(u,t)^2 \right| \geq \epsilon \right\} \leq 4n \exp(-\epsilon^2 R/2).
\end{align*}
Therefore
\[
\mathbb{P} \left\{ \left| \tilde{\gamma}(u, t) - \gamma(u, t) \right| \geq \epsilon \right\} \\
\leq \mathbb{P} \left\{ \left| \tilde{\gamma}(u, t)^2 - \gamma(u, t)^2 \right| \geq \frac{\epsilon}{\tilde{\gamma}(u, t) + \gamma(u, t)} \right\} \\
\leq \mathbb{P} \left\{ \left| \tilde{\gamma}(u, t)^2 - \gamma(u, t)^2 \right| \geq \epsilon/2 \right\} \leq 4n \exp(-\epsilon^2 R/8).
\]

Here we use the fact that both \( \tilde{\gamma}(u, t) \) and \( \gamma(u, t) \) are smaller than \( \sqrt{\max_w D_{ww}} = 1 \).

**Proof of Proposition 4.2.** We prove that Algorithm 12 converges and also estimate the number of iterations.

Let \( \langle A, B \rangle := \sum_{ij} A_{ij} B_{ij} = \text{tr}(A^\top B) \) be the inner product of matrices. Note that \( \langle AB, C \rangle = \langle B, A^\top C \rangle = \langle A, CB^\top \rangle \).

We introduce a potential function of the form
\[
\Phi(t) := \langle U, R(t) \rangle,
\]
where \( U \) is a strictly positive matrix (determined later). Since both \( U \) and \( R(t) \) are nonnegative, the potential function \( \Phi(t) \) is also nonnegative. Moreover, \( \Phi(t) = 0 \) if and only if \( R(t) = 0 \) since \( U \) is strictly positive. To prove the convergence, we prove that the potential function monotonically decreases. More precisely, we prove that a strictly positive matrix \( U \) exists for which the corresponding potential function decreases monotonically.

Let us observe that
\[
\Phi(t + 1) - \Phi(t) = \langle U, -R_{ij}^{(t)} E_{ij} + c R_{ij}^{(t)} P^\top E_{ij} P \rangle \\
= -R_{ij}^{(t)} \langle U - cPUP^\top, E_{ij} \rangle.
\]

Recall that, by the algorithm, \( R_{ij}^{(t)} > \epsilon \). Thus, to guarantee \( \Phi(t + 1) - \Phi(t) < 0 \), it suffices to prove the existence of matrix \( U \) satisfying
\[
U > 0, \quad U - cPUP^\top > O,
\]
where \( U > O \) denotes that all entries of the matrix \( U \) is strictly positive. We explicitly construct this matrix. Let \( E \) be the all-one matrix. Then the matrix
\[
U := E + cPEP^\top + c^2 P^2 EP^\top + \cdots,
\]
satisfies (5.10) as follows. First, \( U \) is strictly positive because the first term in (5.11) is strictly positive and the other terms are nonnegative. Second, since
\[
U - cPUP^\top = E,
\]
it is also strictly positive. Therefore, using this matrix \( U \) in (5.8), we can obtain that the potential function \( \Phi(t) \) is nonnegative and is strictly monotonically decreasing. This proves the convergence of \( \Phi(t) \to 0 \). Furthermore, since \( \Phi(t) = 0 \) implies \( R^{(t)} = O \), this proves the convergence of \( R^{(t)} \to O \).

Let us bound the number of iterations. From the above analysis, we obtain
\[
\Phi(t + 1) - \Phi(t) = -R_{ij}^{(t)} < -\epsilon.
\]
Thus the number of iterations is bounded by $O(\Phi(0)/\epsilon)$. The rest of the proof, we bound $\Phi(0)$. For the initial solution $R^{(0)} = D$, we have

$$
\langle U, R^{(0)} \rangle = \langle U, D \rangle = \left( \sum_{t=0}^{\infty} c^t P^t E P^T t, D \right)
$$

$$
= \langle E, \sum_{t=0}^{\infty} c^t P^t D P^t \rangle = \langle E, S \rangle = \sum_{ij} S_{ij}.
$$

(5.14)

For the third equality, we used

$$
S = D + cP^T DP + \cdots,
$$

(5.15)

which follows from (2.2). This shows $\Phi(0) = \sum_{ij} S_{ij}$.

PROOF PROOF OF PROPOSITION 4.3. When the algorithm terminates, we obtain a solution $\tilde{S}$ with residual $\tilde{R}$ satisfying the following bound:

$$
\tilde{R}_{ij} = \left( D - (\tilde{S} - cP^T \tilde{S} P) \right)_{ij} \leq \epsilon.
$$

Recall that $\tilde{R}_{ij} \geq 0$ by construction. We establish an error bound for the solution $\tilde{S}$ from the above bound of the residual $\tilde{R}$. Recall also that the SimRank matrix satisfies $S - cP^T SP = D$. Thus we have

$$
\left( (S - \tilde{S}) - cP^T (S - \tilde{S}) P \right)_{ij} \leq \epsilon.
$$

We can evaluate the second term as

$$
\left( P^T (S - \tilde{S}) P \right)_{ij} \leq \max_{ij} (S_{ij} - \tilde{S}_{ij}).
$$

Therefore we obtain

$$
\max_{ij} (S_{ij} - \tilde{S}_{ij}) \leq \frac{\epsilon}{1 - c}.
$$

PROOF PROOF OF PROPOSITION 4.4. Let $k$ be the smallest index such that $a_1 + \cdots + a_k > \delta$. Then the error, $A - \bar{A}$, exceeds $\delta$ if and only if the first $k$ values are skipped. If $\beta a_i \geq 1$ for some $1 \leq i \leq k$, it must not be skipped, therefore the proposition holds. Otherwise, the probability is given as

$$
\mathbb{P}\{A - \bar{A} \geq \delta\} = (1 - \beta a_1) \cdots (1 - \beta a_k).
$$

(5.16)

By the arithmetic mean-geometric mean inequality, we have

$$
(1 - \beta a_1) \cdots (1 - \beta a_k) \leq \left( 1 - \frac{1}{k} \sum_{i=1}^{k} \beta a_i \right)^k
$$

$$
\leq \left( 1 - \frac{\beta \delta}{k} \right)^k \leq \exp(-\beta \delta).
$$

Therefore the proposition holds.

PROOF PROOF OF PROPOSITION 4.5. For each iteration, we have the following invariant:

$$
D - \left( S^{(t)} - cP^T S^{(t)} P \right) = R^{(t)} + \bar{R}^{(t)},
$$

(5.17)
where $\tilde{R}^{(t)}$ is the skipped values by the stochastic thresholding. Using this invariant, this proposition follows from the similar proof as Proposition 4.3 with Proposition 4.4.

**Proof of Proposition 4.6.** Since $\mathbb{E}[s^{(R)}(i, j)] = s(i, j)$, by the Hoeffding inequality, we have

$$\mathbb{P}\{s^{(R)}(i, j) \geq s(i, j) + \epsilon\} \leq \exp(-2R\epsilon^2).$$

(5.18)

Therefore

$$\mathbb{P}\{s^{(R)}(i, j) \geq \theta\} \leq \exp(-2R\epsilon^2).$$

(5.19)