Abstract—Physical activity recognition (PAR) using wearable devices can provide valued information regarding an individual’s degree of functional ability and lifestyle. In this regards, smartphone-based physical activity recognition is a well-studied area. Research on smartwatch-based PAR, on the other hand, is still in its infancy. Through a large-scale exploratory study, this work aims to investigate the smartwatch-based PAR domain. A detailed analysis of various feature banks and classification methods are carried out to find the optimum system settings for the best performance of any smartwatch-based PAR system for both personal and impersonal models. To further validate our hypothesis for both personal (The classifier is built using the data only from one specific user) and impersonal (The classifier is built using the data from every user except the one under study) models, we tested single subject validation process for smartwatch-based activity recognition.

Index Terms—Sensor, Smartphone, Smartwatch, Physical Activity Recognition, Personal and Impersonal Models.

I. INTRODUCTION

Last few years have witnessed a massive growth in consumer interest in smart devices [1]. These include smartphones, smart TVs, and recently smartwatches. Because of their increased penetration, smartphones have claimed a handsome market share. A typical smartwatch contains a heart rate monitor, GPS, thermometer, camera, and an accelerometer. Thus, it can provide a variety of services. These services include temperature and pulse measurements, monitoring blood glucose level, and the number of calories consumed when performing a physical activity, such as walking, running, and cycling, and so forth.

Recently, smartwatches have emerged in our daily lives, and like their smartphone counterparts, smartwatches include gyroscope, magnetometer, and accelerometer sensors, so that they can support similar capabilities and applications such as health applications, i.e., calories consumption that require sensor based physical activity recognition. A number of calories consumed during physical activities vary from one activity to another; therefore, the first thing to do when estimating the number of calories is to recognize the activity. It is called physical activity recognition [2].

This work explores the idea of physical activity recognition on smartwatches using the embedded gyroscope, magnetometer, and accelerometer sensors (The gyroscope, magnetometer, and accelerometer sensors are ideal for physical activity recognition.), with a detailed analysis of various feature banks and classification methods to seek the best settings for optimum performance on two different types of models such as impersonal and personal model. Personal models referred as the classifier is built using the data only form one specific user, whereas the impersonal model referred as the classifier is built using the data form every user except the one under study. To summarize, the main contributions of this work is towards answering the following questions:

1) Existing smartphone-based physical activity recognition studies have a number of features that were utilized for smartphone-based physical activity recognition; can they be used for smartwatch-based physical activity recognition as well?
2) Which of the most commonly used classifiers from the reference field provides the best recognition accuracy?
3) Does features permutation help to improve the accuracy?
4) Does features normalization help to improve the performance of the classifier?
5) Which model (Personal or Impersonal) works better for smartwatch-based physical activity recognition?
6) Does changing the window size affect the recognition accuracy?

Physical activity recognition in general, using motion sensors especially using smartphones has been studied in recent years [3-5], and currently being studied extensively [6-7], but there are a few studies on physical activity recognition using smartwatches [8-17], in which the authors studied the role of the smartwatch in physical activity recognition system for health recommendation purposes.

For instance, Guiry et al., proposed physical activity recognition system to recognize nine different activities using five different classifiers [8]. These activities include walking, standing, cycling, running, stair ascent, stair descent, and elevator ascent and elevator descent. However, the authors studied smartphone and smartwatch based activity recognition separately and did not combine the data from both devices. Furthermore, for real-time data collection, the author’s used magnetometer, accelerometer, pressure, and gyroscope sensors for smartphone and accelerometer for a smartwatch.

S. G. Trost, et al., used sensors on hip and wrist to detect physical activities using logistic regression based classification method in [9]. In this work, the authors just focused on showing the potential of using the wrist position for physical activity recognition for health recommendation system.

S. Chernbumroong et al. used a single wrist-worn accelerometer to detect five different physical activities for recommendation system in [10]. These activities include standing, sitting, lying, running, and walking. However, F. G. Da-Silva, et al, used the same sensor to detect the eight different physical
activities for recommendation system in [11]. In addition to the activities identified in [10], F.G. Da-Silva includes the activity of working on a computer.

The works [12] and [13] detect the eating activity using a Hidden Markov Model (HMM) with a wrist-worn accelerometer and gyroscope sensors. R. L. Ramos-Garcia, identify the eating activity by dividing it into further sub-activities in [12], which includes resting, drinking, eating, using utensil and others. Meanwhile, Y. Dong et al., proposed to differentiate eating periods from non-eating periods to identify the eating and not-eating activity in [13].

S. Sen, et al., used both accelerometer and gyroscope sensor data to recognize the eating and non-eating activities in [14]. Furthermore, the authors used smartwatch camera to take images of the food being consumed to analyze what a user is eating.

P. M. School et al. presented a feasibility study to detect and identify the smoking activity in [15] using accelerometer sensor, where the authors only reported a user specific accuracy for smoking activity. Whereas, A. Parade et al., used both accelerometer, magnetometer and gyroscope sensors to recognize smoking puffs in [16], where the authors just try to distinguished smoking activity from other activities. A similar work has been reported in [17], where the J. P. Varkey et al., used support vector machine (SVM) classifier to recognize six different physical activities. These activities include standing, walking, writing, jacks, smoking, and jogging.

H. Kim et al. proposed the collaborative classification approach for recognizing daily activities using smartwatches [18]. The authors exploit a single off-the-shelf smartwatch to recognize five daily activities namely, eating, watching TV, sleeping, vacuuming, and showering. For fair comparisons, the authors suggested using single and multiple sensors based approaches to compare with their proposed approach with the overall accuracy of 91.5% with the improved recall rate up to 21.5% for each activity.

G. M. Weiss et al. showed that accelerometers and gyroscopes sensors that sense users movements and can help identify the user activity [19]. The authors propose to compare the smartphone and smartwatch based user activity recognition, in which smartwatch have the ability to recognize hand based activities namely eating which is not possible through a smartphone. They showed that the smartwatch is able to recognize the drinking activity with 93.3% accuracy while smartphones achieve only 77.3%.

F. Nurwanto et al. proposed a daily life light sport exercise activities, and these activities include squat jump, push up, sit up, and walking [20]. This study focuses only on accelerometer-based signal captured by left-handed persons, and the obtained signals were processed through sliding window approach with the k-nearest neighbor method and dynamic time warping as the main classifier. They proved that k-NN together with dynamic time warping method is an efficient method for daily exercise recognition, with the accuracy of 76.67% for push up, 96.69% for squat jump and 80% for sit up activity. They intentionally exclude the walking activity for their experimental process because of the random patterns.

N. Al-Naffakh et al. proposed the usefulness of using smartwatch motion sensor namely gyroscope and accelerometer to perform user activity recognition in [21]. They proved the natures of the signals captured are sufficiently discriminative to be useful in performing activity recognition.

Different activities can be recognized using motion sensors at the wrist position, i.e., drinking, eating, smoking, walking, walking down stairs, walking up stairs, running, jogging, elevator up, elevator down, doing regular exercises, writing, etc. However, there is no study that discusses these activities all together with the recommendations of optimum system settings.

Therefore, to extend the existing works, we evaluate the combination of different feature banks and classification techniques for the reliable recognition of various activities. We also evaluate three different built-in motion sensors. Moreover, unlike the current trends, we also evaluate the effect of window size on each activity performed by the individual user, and its impact on the recognition performance of simple and complex activities. Although the effect of window size on physical activity recognition has been studied by T. Huynh et al., in [22], but the windowing effect on complex activities is yet not fully explored. Moreover, unlike the recent researches, we explore the use of both personal and impersonal models individually for each activity. Personal model means the classifier is trained using the data only from one specific individual while the impersonal model means the classifier is built using the data from every user except the one under study, and for both models, one subject cross validation process is adopted. Finally, our study suggests the optimum system settings for any activity recognition system based on smartwatches.

This work analyzes the effects of combining gyroscope, magnetometer, and accelerometer sensors data for activity recognition for different size of windows varying from one second to 12 seconds long window. We further analyze the effect of various sampling rates on the recognition performance in different scenarios.

However, in our current study, we still have room for further improvement. For example, our current dataset is not balanced (as shown in Fig. 1) for all performed activities, which might lead to the biased results towards majority classes. To handle the said problem to some extent, we used one subject cross validation process for different models (personal and impersonal) which somehow overcome the class imbalance issue.

This study also overcomes the limitations of overlapping while segmenting the raw data, which forcefully improve the recognition performance because this overlap cause using some part of data in both training and testing which limiting the use of such techniques in real time environment. Moreover, we proposed and suggest some methods, which helps to improve the recognition performance for those activities that have low recognition performance.

The rest of the paper has the following organization. Section II describes the material and methods. Section III contains experimental settings. Section IV presents the results and discussion, and finally, Section V concludes the paper with possible future directions.
II. MATERIALS AND METHODS

Today’s smartwatches are equipped with a variety of motion sensors that are useful for monitoring device movements like tilt, rotate, and shake. Some of these sensors are the ambient light sensor, accelerometer, compass, gyroscope, and GPS sensors. To this end, we collected the raw signals (as explained below) using three different sensors, such as an accelerometer, magnetometer, and gyroscope sensors.

A. Data Collection

We collected raw signals for five physical activities from six healthy subjects (three male and three female) having the mean age of twenty-five years old. The criterion for selecting the subjects is based on the gender because different genders exhibit different patterns when performing the same activity. These activities include walking upstairs, walking downstairs, walking, running, and jogging.

All subjects performed these activities twice on each day for more than a month. Therefore, we collected data from the same user for same activity but performed on different days. Fig.1 shows three-dimensional raw signals collected from a single subject for each activity.

The raw signals are divided into several equal sized windows to control the flow rate and pass fewer data to the system to extract the meaningful information. In [23] A. M. Khan et al., has presented a detailed analysis of using different kinds of features with a different number of samples per windows for smartphone-based physical activity recognition.

From these raw signals, the extracted features are divided into two different feature banks: first feature bank include the features obtained by taking: average, median, variance, standard deviation, interquartile, autocorrelation, partial autocorrelation, coefficients of autoregressive model, coefficients of moving average model, coefficients of autoregressive moving average model, wavelet coefficients.

B. Feature Extraction

Embedded sensor generates three-dimensional time series signals, which are highly fluctuating and oscillatory in nature. The oscillation and fluctuations make the physical activity recognition more difficult than other applications in nature. These raw signals are shown in Fig. 1 for individual activity performed by the single user. Therefore, it is compulsory to gather the nontrivial signals from raw data through a feature extraction process.

Fig. 1: Raw Signal obtained through accelerometer sensor for individual activity.

C. Classifier’s

A. M. Khan et al., and T. R. D. Saputri et al., showed that support vector machines (SVM) and artificial neural networks (ANN) are superior to other traditional classification methods for user independent physical activity recognition system in [23-25]. K-nearest neighbor (KNN) is also one of the most popular classification method used for smartphone-based physical activity recognition [26]. ELM [27], Naive Bayes [28], Adaptive learning/Ensemble learning (BAG) [29], and Decision tree [30] classifiers are also famous for smartphone-based physical activity recognition system. All these classification methods have shown several advantages in several fields most probably in their respective domains. Once again, given that ours is an exploratory study and the fact that each of these classifiers has shown a good performance in their respective studies, instead of choosing one we decided to explore the use of all of these classifiers except neural networks in this work.

III. EXPERIMENTAL SETTINGS

The following experimental studies are performed using all the data to create both personal and impersonal models. In our first study, using a fixed size of 75 samples per window, the performance of five classifiers are compared to the following three cases on both feature banks and for both personal and impersonal models as stated in the previous sections.

- Randomly permuted features with normalization.
- Without random permutation and normalization.
- Randomly permuted features without normalization.
In the second study, the best setting for each classifier is chosen and tested multiple times while changing the number of samples in a window, i.e., 25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300 samples. The goal is to measure the effect of changing the window size on the performance of each classifier for personal and impersonal model respectively.

In our both studies, the training and testing data is randomly divided and classification results are obtained using 10-fold cross validation process. The values used for different parameters of classifiers are as follows, all these parameters are carefully tuned and optimized:

- SVM with quadratic kernel function is used.
- KNN with Euclidean distance is used, and K is set to 10.
- Adaptive Learning: Ensemble model (BAG) with tree model and the number of weak classifiers are set to 50.
- Decision Tree: The numbers of trees are set to 85

IV. EXPERIMENTAL RESULTS AND DISCUSSION

This section contains the obtained results for smartwatch-based physical activity recognition system. To validate our system we conduct different experiments. Our first experiment is both personal and impersonal model based physical activity recognition analyses. In this experiment, we conduct a detailed comparison of two different feature banks and five classifiers for both personal and impersonal models. Our second experiment explains the physical activity recognition process behavior with a different number of samples per window within the best settings obtained in our first experiment. Finally, the third experiment presents the single subject cross-validation recognition for each activity for both personal and impersonal models individually.

All these experiments are based on 10-fold cross validation process. All the experiments are carried out using Matlab R2014b, installed on core i5 and 8GB of RAM machine.

In the introduction section, we stated some important research questions which our explanatory study seeks to provide the basis of answers. The answers to those questions, based on the obtained results, are as follows: Based on our findings, yes, the features used in existing smartphone-based physical activity recognition studies can also be used for the smartwatch-based physical activity recognition.

If we consider normalized and random permutation feature space, classifiers perform better opposed to the case of without normalization and random permutation in several cases.

Table I to Table IV present the 98% confidence intervals about overall physical activity recognition rate. Using pairwise T-tests between groups of normalized/randomly permuted and unnormalized/non-permuted data at the 98% confidence level.

Statistically significant results are in boldface, shows decision trees and SVM classifiers are statistically better when normalized and randomly permuted features are used. This increase was as much as almost 50% (from 40% to 90% for the impersonal model and 94% to 98% for the personal model) looking at Table I and Table II with 43 number of features. Other classifiers are also statistically better using normalized features in a number of cases. For 70 number of feature-bank, we again used pairwise T-tests between groups of normalized/randomly permuted and unnormalized/non-permuted data at the 97% - 98% confidence level.

Statistically significant results are in boldface, shows in all cases again decision trees, and SVM classifiers are statistically better when normalized features are used. This increase was as much as almost 10% (from 87% to 97% for the personal model) looking at Table III and Table IV. Table V to Table VIII shows single subject cross-validation process for each activity recognition.

Examining the overall and single subject cross validation accuracy of all classifiers, each personal, and the impersonal model becomes statistically significant in a number of cases. This leads us to prefer the use of normalization and random permutation in future applications of this method and in practical implementations.

All of our chosen classifiers provide acceptable performance but decision tree and SVM are found to be better than other classifiers and have a number of other attractive features to their applicability.

In terms of the applicability of the smartwatch system, decision tree and SVM have smaller confidence intervals implying that they have more reliability in their training than other classification models. In terms of the applicability of the smartwatch system, the personal model has smaller confidence intervals implying that personal model has more reliability overall accuracies for both numbers of feature banks.

Looking at Table I to Table IV, KNN, Decision trees, and SVM perform much better in the personal model for both number of features with normalization and for overall accuracy prospect; decision trees outperformed then KNN and SVM. The highest obtained accuracies are in bold face. For further analysis, the best-recommended system settings are 70 features normalized and randomly permuted used by Decision tree and SVM classifier to recognize the individual’s activity on a smartwatch.

Given a fixed amount of data, the performance of KNN and SVM decreases significantly, when the window size is increased as it reduces the number of training samples. Interestingly, this does not affect decision tree classifier. Since decision tree, KNN and SVM classifiers trained, using 70 normalized and randomly permuted features happens to be the best setting for smartwatch based physical activity recognition system; it is chosen and tested multiple times while changing the size of samples per window as explained above.

Results are summarized in Fig. 2, which presents the overall classification accuracy with 98% confidence interval. According to these results, decision tree classifier shows higher accuracy for every size of the window. The performance of SVM and KNN through good but is relatively less than that of the decision tree in all cases.

Overall, decision trees performance happens to be best followed by SVM, as their performance did not much degraded when changing the size of samples per window. On the other hand, the performance of KNN reduced significantly as the window size is increased. We think that it is because we have a fixed amount of data, so a bigger window size results in a smaller number of training samples. To confirm this, the
same experiment is repeated for each activity individually. The entire results are summarized in Table I to Table IV and Fig. 2, which confirms our hypothesis. The additional experiments on single subject cross-validations are presented in Table V to Table VIII for both feature banks and both personal and impersonal models respectively.

V. CONCLUSION

Feature banks created by different smartphone-based physical activity recognition studies can be used for physical activity recognition on smartwatches because smartphone also uses accelerometer sensor, and hence the same set of features is acceptable for a smartwatch. Decision trees, SVM and KNN showed the best results with a minor difference; additionally, Naïve Bayes and ensemble learning with Bag classifiers also produce a good performance.

Additionally, feature normalization and random permutation processes significantly improves the classification performance in several cases. In addition to above, without any doubt, changing window size affects the recognition accuracy.

From results, we observed that every activity and for every classifier results of activity recognition are highly correlated with window size. In general, every classifier performs well when features are extracted using 25-to-125 samples per window. Personal models perform better for smartwatch physical activity recognition providing an average accuracy of 98%. Furthermore, the impersonal model produces 94% and 90% accuracy respectively with the same settings of the personal and impersonal models respectively.

Finally, the recommended combination for smartwatch-based physical activity recognition system is decision tree classifier trained using 25-to-125 samples per window of.

---

### TABLE I: Overall Classification Accuracy and Confidence Interval for **Impersonal Model** with 43 Features extracted using 75 samples per window.

| Classifiers | Walking | Walking Up | Walking Down | Running | Jogging |
|-------------|---------|------------|--------------|---------|---------|
| Decision Tree | 0.90 ± 0.00 | 0.89 ± 0.09 | 0.81 ± 0.20 | 0.87 ± 0.12 | 0.87 ± 0.12 |
| Naïve Bayes | 0.86 ± 0.06 | 0.86 ± 0.06 | 0.78 ± 0.12 | 0.76 ± 0.16 | 0.42 ± 0.11 |
| KNN | 0.86 ± 0.08 | 0.86 ± 0.08 | 0.71 ± 0.08 | 0.70 ± 0.13 | 0.38 ± 0.12 |
| SVM | 0.94 ± 0.07 | 0.94 ± 0.06 | 0.65 ± 0.32 | 0.81 ± 0.10 | 0.55 ± 0.18 |
| Bag | 0.91 ± 0.00 | 0.90 ± 0.08 | 0.43 ± 0.24 | 0.87 ± 0.12 | 0.87 ± 0.12 |

### TABLE II: Overall Classification Accuracy and Confidence Interval for **Personal Model** with 43 Features extracted using 75 samples per window.

| Classifiers | Walking | Walking Up | Walking Down | Running | Jogging |
|-------------|---------|------------|--------------|---------|---------|
| Decision Tree | 0.91 ± 0.01 | 0.88 ± 0.09 | 0.90 ± 0.08 | 0.78 ± 0.12 | 0.75 ± 0.03 |
| Naïve Bayes | 0.91 ± 0.02 | 0.87 ± 0.08 | 0.77 ± 0.11 | 0.61 ± 0.08 | 0.64 ± 0.12 |
| KNN | 0.82 ± 0.07 | 0.79 ± 0.07 | 0.64 ± 0.09 | 0.45 ± 0.11 | 0.44 ± 0.10 |
| SVM | 0.93 ± 0.07 | 0.76 ± 0.03 | 0.74 ± 0.07 | 0.56 ± 0.16 | 0.74 ± 0.04 |
| Bag | 0.90 ± 0.01 | 0.88 ± 0.09 | 0.85 ± 0.09 | 0.80 ± 0.08 | 0.72 ± 0.09 |

### TABLE III: Overall Classification Accuracy and Confidence Interval for **Personal Model** with 70 Features extracted using 75 samples per window.

| Classifiers | Walking | Walking Up | Walking Down | Running | Jogging |
|-------------|---------|------------|--------------|---------|---------|
| Decision Tree | 0.98 ± 0.01 | 0.87 ± 0.09 | 0.90 ± 0.08 | 0.67 ± 0.04 | 0.74 ± 0.04 |
| Naïve Bayes | 0.88 ± 0.02 | 0.75 ± 0.08 | 0.65 ± 0.16 | 0.51 ± 0.10 | 0.72 ± 0.04 |
| KNN | 0.96 ± 0.01 | 0.93 ± 0.07 | 0.79 ± 0.09 | 0.60 ± 0.10 | 0.64 ± 0.08 |
| SVM | 0.98 ± 0.01 | 0.91 ± 0.08 | 0.89 ± 0.08 | 0.75 ± 0.08 | 0.76 ± 0.08 |
| Bag | 0.97 ± 0.01 | 0.87 ± 0.09 | 0.90 ± 0.07 | 0.89 ± 0.07 | 0.65 ± 0.09 |

### TABLE IV: Overall Classification Accuracy and Confidence Interval for **Impersonal Model** with 70 Features extracted using 75 samples per window.

| Classifiers | Walking | Walking Up | Walking Down | Running | Jogging |
|-------------|---------|------------|--------------|---------|---------|
| Decision Tree | 0.91 ± 0.07 | 0.91 ± 0.07 | 0.50 ± 0.21 | 0.82 ± 0.09 | 0.64 ± 0.12 |
| Naïve Bayes | 0.76 ± 0.09 | 0.73 ± 0.08 | 0.54 ± 0.08 | 0.14 ± 0.03 | 0.53 ± 0.11 |
| KNN | 0.89 ± 0.05 | 0.89 ± 0.05 | 0.73 ± 0.08 | 0.54 ± 0.08 | 0.42 ± 0.13 |
| SVM | 0.97 ± 0.02 | 0.97 ± 0.02 | 0.84 ± 0.12 | 0.90 ± 0.04 | 0.82 ± 0.06 |
| Bag | 0.90 ± 0.07 | 0.90 ± 0.08 | 0.51 ± 0.20 | 0.60 ± 0.09 | 0.63 ± 0.12 |

Where NR = Normalized, UNR = Unnormalized, RP = Randomly Permutated, and NRP = Non Randomly Permutated.
normalized and randomly permuted features. In our future work, we will investigate the effects of several linear/non-linear supervised/semi-supervised/unsupervised feature selection methods.
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