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ABSTRACT: Using a careful choice of infrared (IR) subtraction scheme, we demonstrate cancellation of all terms with transcendental weights 0, 1, 2 from the finite part of the full-color two-loop four-gluon $N = 2$ supersymmetric QCD amplitude, with $N_f$ massless supersymmetric quarks. This generalizes the previously observed cancellation of weight-2 terms in the superconformal theory, where $N_f = 2 N_c$ for gauge group $SU(N_c)$. The subtraction scheme follows naturally both from general IR factorization principles and from an integrand-level analysis of divergences in this amplitude. The divergences are written in terms of scalar triangle integrals whose expressions are known to all orders in the dimensional regulator $\epsilon = (4 - D)/2$. We also present integrated expressions for the full-color two-loop four-point amplitudes with both matter and vectors on external legs in which lower-weight terms also cancel using an appropriate IR scheme. This provides us with values for the two-loop cusp, gluonic, and quark anomalous dimensions in $N = 2$ supersymmetric QCD, which are cross-checked between the three different amplitudes.
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1 Introduction

Infrared (IR) divergences are a vital aspect of the physics of scattering amplitudes in gauge theory, and in recent years our understanding of both has improved considerably [1–4]. In an amplitude with loop momenta \{\ell_i\} there are two kinds of IR divergence: soft, where \(|\ell_i| \to 0\), and collinear, where \(\ell_i \to \tau p_j\) for an external momentum \(p_j\). Most crucial has been the observation that for massless parton scattering, in the fixed-angle limit where all kinematic invariants \(s_{ij} = 2p_i \cdot p_j\) are large, soft and collinear divergences factorize away from an IR-finite hard function [5, 6]. The divergences take an exponential form involving an anomalous dimension [7–14], which at two loops justifies the form of the divergences predicted decades ago by Catani [15].
Despite this progress in understanding the IR behavior of multi-loop scattering amplitudes, modern computational methods often obscure IR structure, leading to it reappearing only after ultraviolet (UV) renormalization of final integrated results. To bridge this gap, efforts have been made to make the IR behavior apparent already at the integrand level. A notable example of this is the planar all-plus sector, where the IR structure — reduced in this case to the one-loop complexity — has been exploited to obtain compact two-loop integrands \[16, 17\] and amplitudes \[18–22\] at five and higher points. In particular, the unrenormalized all-plus integrands were built from loop variables tailored to control IR divergences in specific regions.

Another important aspect of scattering amplitudes is their transcendental structure. Massless loop amplitudes can often be expressed in terms of multiple polylogarithms \[23, 24\], the algebra of which is conjecturally graded by a property called transcendental weight. It corresponds to the number of integrations over rational kernels involved in a functions’ definition: a logarithm (and \(i\pi = \log(-1)\)) has unit transcendental weight, a dilogarithm (and \(\mathcal{L}_2\)) has weight two, etc. \(L\)-loop amplitudes are observed to have an upper bound of weight \(2L\). In the case of amplitudes in the “simplest” gauge theory \[3, 25\] — \(\mathcal{N} = 4\) supersymmetric Yang-Mills (SYM) — this bound has so far been observed to be saturated (see e.g. refs. \[26–37\]). This property is commonly referred to as maximal transcendentality \[38, 39\], and the maximally supersymmetric theory has thus far remained unique in this regard among Yang-Mills theories. The origin of this uniform-transcendentality property is not fully understood, and finding how and why it is violated in theories with \(\mathcal{N} < 4\) supersymmetries remains an open question.

In this paper, we further explore the connection between transcendental and IR structure in \(\mathcal{N} = 2\) supersymmetric theories initially observed in ref. \[40\]. In particular, we identify an IR subtraction that makes this connection maximally apparent. We approach the problem from two opposite sides. On the one hand, the two-loop IR divergence formulae, which follow from general factorization principles, are rewritten in section 2 so as to facilitate the analysis of our unrenormalized amplitudes. On the other hand, in sections 3 and 4 we examine the divergent parts of specific one- and two-loop amplitude integrands. Both analyses suggest a certain IR subtraction scheme in which divergences are written in terms of scalar triangle integrals, thereby extending the approach of refs. \[16, 17\] to a genuinely two-loop setting. In section 5 we verify that this scheme choice results in a cancellation of lower-weight terms from the finite, hard part of the two-loop four-gluon and two-gluon-two-matter amplitudes in \(\mathcal{N} = 2\) supersymmetric QCD (SQCD).

\(\mathcal{N} = 2\) SQCD consists of \(\mathcal{N} = 2\) supersymmetric Yang-Mills (SYM) theory coupled to \(N_f\) massless supersymmetric quarks (hypermultiplets). As a model for quantum chromodynamics (QCD), the theory has significantly richer physics than the maximally constrained \(\mathcal{N} = 4\) SYM. In particular, it has an arbitrary number of matter flavors \(N_f\). For \(N_f = C_A/T_F\) it develops a weakly-coupled superconformal phase, in which case its gluonic amplitudes become very similar to those in \(\mathcal{N} = 4\) SYM \[40, 41\]. The theory of \(\mathcal{N} = 2\) superconformal QCD (SCQCD), which is the aforementioned special case of \(\mathcal{N} = 2\) SQCD, has previously been seen to have interesting transcendental structure. Its planar four-point amplitudes were computed up through two loops in refs. \[41–44\]. Moreover, in
ref. [40] integration of the full-color two-loop four-gluon amplitude in general $\mathcal{N} = 2$ SQCD revealed that, for a particular choice of IR subtraction scheme in the superconformal theory, all terms with weight less than three cancel from the finite part of the amplitude. In this paper we extend this property to the full QCD-like theory using a judicious choice of IR subtraction scheme.

Achieving these results has been facilitated by remarkable properties of the $\mathcal{N} = 2$ SQCD integrands obtained previously in refs. [45, 46]. In particular, diagrams containing internal matter lines are observed to diverge in fewer IR regions, as soft and collinear divergences arise only from virtual gluon exchanges. Purely gluonic diagrams (or those related to them by supersymmetry), which have the strongest IR divergences, are naturally eliminated from the remainder function $W^{(L)}_n = M^{(L)}_n - M^{(L)}_{n[\mathcal{N}=4]}$ that measures scattering amplitudes as a “correction” to those in $\mathcal{N} = 4$ SYM.

Finally, we also take this opportunity to complete the work begun in ref. [46] by presenting fully integrated two-loop four-point amplitudes with matter on external legs. The results provide us with expressions for the cusp, gluonic, and quark anomalous dimensions in $\mathcal{N} = 2$ SQCD up to two-loop order, which are conveniently cross-checked by comparison between the different amplitudes.

### 1.1 Notation and conventions

**Integration and normalizations.** We use dimensional regularization in $D = 4 - 2\epsilon$ dimensions. Recurring conventional prefactors are

$$S_\epsilon = (4\pi)^\epsilon \Gamma(1+\epsilon) \frac{\Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} = 1 - \frac{1}{2} \zeta_2 \epsilon^2 - \frac{7}{3} \zeta_3 \epsilon^3 + \mathcal{O}(\epsilon^4), \quad (1.1)$$

where $\gamma_E = -\Gamma'(1)$ is Euler’s constant. Our $L$-loop integration operator $I$ is accordingly normalized as

$$I[f(\ell)] = e^{\epsilon \gamma E} \frac{\Gamma(1+\epsilon) \Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} \int \frac{d^D \ell}{(i\pi)^{D/2}} \frac{f(\ell)}{D(f)}, \quad (1.2)$$

where $D(f)$ are the quadratic propagators associated with $f$. Unrenormalized (bare) $n$-point amplitudes $\mathcal{M}_n$ are expanded in powers of the bare coupling $\alpha_s^0$,

$$\mathcal{M}_n = (4\pi \alpha_s^0)^{n-2} \sum_{L=0}^{\infty} \frac{\alpha_s^0 S_\epsilon^L}{4\pi} \mathcal{M}^{(L)}_n. \quad (1.3)$$

**Color.** The gauge group $G$ is arbitrary unless stated otherwise. We rely on a color operator $c$ which extracts the color factor of a given Feynman-like diagram expressed in terms of the structure constants $f^{abc}$ and generators $T^a$ for gluonic and quark-gluon vertices, respectively,

$$c\left( a\fund b \ant b \ant c \right) = f^{abc}, \quad c\left( a\fund \ant j \right) = T^a_{ij}, \quad (1.4)$$

obeying the commutation relation $[T^a, T^b]_{ij} = f^{abc} T^c_{ij}$. The Casimirs are defined as

$$c\left( a\fund b \ant b \ant b \ant b \right) = C_A \delta^{ab}, \quad c\left( a\fund b \ant b \ant b \right) = T_F \delta^{ab}, \quad c\left( 1\fund \ant j \right) = C_F \delta_{ij}. \quad (1.5)$$
For $SU(N_c)$ we normalize them as $C_A = 2N_c$, $T_F = 1$, and $C_F = (N_c^2 - 1)/N_c$.

We also use the symbolic color generator $T^a_i$ which belongs to the gauge-group representation of the $i$-th parton. For instance, $(T^a)_{ij} = T^a_{ij}$, $(T^a)_{ij} = -T^a_{ji}$, and $(T^a)_{bc} = T^{bac}$ for external-state quarks, antiquarks, and gluons respectively. The dipole $T_i \cdot T_j$ is a conventional shorthand for the contraction $\sum_a T^a_i \otimes T^a_j$ over the adjoint indices — with the color indices of partons $i$ and $j$ still implicit and free.

**Kinematics.** All of our external momenta $p_i$ are taken outgoing. Kinematic invariants are denoted by $s_{ij} = 2p_i \cdot p_j$. At four points we use the Mandelstam variables $s = s_{12}$, $t = s_{23}$, and $u = s_{13}$. We split the $D$-dimensional loop momenta $\ell_i = \ell_{i} + \ell^{[-2\epsilon]}$ into four- and extra-dimensional parts, so that we can define the invariants $\mu_{ij} = -\ell_i^{[-2\epsilon]} \ell_j^{[-2\epsilon]}$. When $\ell_i$ and $p_j$ become collinear we write $\ell_i || p_j$.

We often use Dirac traces to represent the kinematic dependence of amplitude numerators. They are defined via the spinor products (see e.g. ref. [4])

$$\langle i_1 i_2 \rangle \langle j_2 j_3 \rangle \cdots \langle i_{k-1} i_k \rangle \langle i_k i_1 \rangle = p_{i_1}^{\mu_1} p_{i_2}^{\mu_2} \cdots p_{i_k}^{\mu_k} \text{tr}(\sigma_{\mu_1} \sigma_{\mu_2} \cdots \sigma_{\mu_k}) = \text{tr}_+(i_1 i_2 \cdots i_k),$$

$$\langle i_1 i_2 \rangle \langle i_2 i_3 \rangle \cdots \langle i_{k-1} i_k \rangle \langle i_k i_1 \rangle = p_{i_1}^{\mu_1} p_{i_2}^{\mu_2} \cdots p_{i_k}^{\mu_k} \text{tr}(\sigma_{\mu_1} \sigma_{\mu_2} \cdots \sigma_{\mu_k}) = \text{tr}_-(i_1 i_2 \cdots i_k),$$

where $\sigma$ are the usual four-dimensional Pauli spin matrices. If an argument is a loop momentum $\ell_i$ it needs to be projected to its four-dimensional part $\ell_i^{(4)}$.

**Integrands.** We present an $L$-loop full-color amplitude as a sum over a set $\Gamma_n^{(L)}$ of purely trivalent diagrams

$$iM^{(L)}_n = (-1)^L e^{c_{\text{rel}}L} \sum_{i \in \Gamma_n^{(L)}} \int \frac{d^{LD} \ell}{(i\pi^{D/2})^L} \frac{(N_f)^{|i|}}{S_i} \frac{n_i c_i}{D_i}. \quad (1.7)$$

For each diagram we have

- a symmetry factor $S_i$;
- an overall factor $(N_f)^{|i|}$, where $|i|$ is the number of matter loops;
- a denominator $D_i$, absorbing the quadratic propagator denominators for the exposed internal edges of the diagram;
- a color factor $c_i$, corresponding to the color operator $c$ applied to the diagram;
- a numerator $n_i$, capturing all remaining kinematic dependence.

Different representations of the same integrand differ insofar as they assign different numerator factors to the diagrams. This way of organizing a full-color amplitude is tailored to exploit color-kinematics duality [47–51] and is alternative to the method of refs. [52–54].
State configurations. To organize the particle content of four-point MHV amplitudes in a QCD-like theory, we use $\kappa_{(ij)(kl)}$ introduced in refs. [46, 49] which carries the helicity weight of different external state configurations. It is defined to absorb the appropriate color-ordered tree amplitude as $istM_4^{(0)}(1, 2, 3, 4)$ and is given by

$$\kappa_{(ij)(kl)} = \frac{[12][34]}{\{12\}{34}} (ij)^3 (kl), \quad (1.8)$$

where $i < j$ and $k < l$. A particle label appearing in both parentheses of the subscript corresponds to a negative-helicity gluon $g^-$; a label not appearing at all corresponds to a positive-helicity gluon $g^+$; a label appearing only in the first parenthesis is a quark $q$; a label appearing in the second is an antiquark $\bar{q}$. When all external states are gluons, we also abbreviate

$$\kappa_{ij} = \kappa_{(ij)(ij)}. \quad (1.9)$$

For example, $\kappa_{12} = \kappa_{(12)(12)}$ corresponds to the state configuration $(g_1^-, g_2^+, g_3^+, g_4^+)$, and $\kappa_{(13)(14)}$ encodes $(g_1^-, g_2^+, q_3, q_4)$. The use of symbolic $\kappa$-prefactors allows us to add amplitudes with different state configurations, which meshes well with their on-shell superspace interpretation in refs. [45, 46, 49].

2 IR factorization

In this section we review the IR factorization of UV-renormalized amplitudes in gauge theory and derive factorization formulae for their unrenormalized counterparts. The latter will be more useful for our subsequent analysis of $\mathcal{N} = 2$ SQCD amplitudes.

2.1 Soft-collinear exponentiation

Through two loops the IR singularities of renormalized gauge theory amplitudes are entirely encoded by an anomalous dimension [7–13]\(^2\)

$$\Gamma_{\text{dip}} \left( \frac{p_i}{\mu}, \alpha_s \right) = -\frac{\gamma_K(\alpha_s)}{4} \sum_{i<j} \log \left( \frac{-s_{ij}}{\mu^2} \right) T_i \cdot T_j + \sum_{i=1}^{n} \gamma_i(\alpha_s). \quad (2.1)$$

Apart from depending on the $n$-parton kinematic space, it involves a dipole operator $T_i \cdot T_j$ in the corresponding color space. That $T_i, T_j$ only involves adjoint color in the intermediate state is important for later discussion of the IR finiteness of matter loop sub-diagrams. Moreover, it depends on the strong coupling constant exclusively through the (light-like) cusp anomalous dimension $\gamma_K$, as well as the field anomalous dimensions $\gamma_i$ of the partons which control hard collinear singularities. A renormalized amplitude $\hat{M}_n$ factorizes as

$$\hat{M}_n(p_i, \mu, \alpha_s(\mu)) = Z(p_i, \mu, \alpha_s(\mu)) \mathcal{H}_n(p_i, \mu, \alpha_s(\mu)), \quad (2.2)$$

\(^1\)To obtain supersymmetric partners related by the Ward identities in $\mathcal{N} = 1, 2$ SQCD theories, one can promote $(ij)^N$ to $\delta^{2N}(Q)$, a supermomentum-conserving delta function, see e.g. ref. [2].

\(^2\)Starting at three loops the complete anomalous dimension $\Gamma \left( \frac{p_i}{\mu}, \alpha_s \right) = \Gamma_{\text{dip}} \left( \frac{p_i}{\mu}, \alpha_s \right) + \Delta(\rho_{ijkl}, \alpha_s)$ is corrected by a function $\Delta$ of conformal-invariant cross ratios $\rho_{ijkl} = \frac{s_{ij} s_{kl}}{s_{ik} s_{jl}}$ [55–57], which has been confirmed by explicit calculation of the three-loop four-point $\mathcal{N} = 4$ SYM amplitude [33].
where the IR-divergent color-space operator \(^3\)

\[
Z(p_i, \mu, \alpha_s(\mu)) = \exp\left\{ - \int_0^\mu \frac{d\lambda}{\lambda} \Gamma_{\text{dip}} \left( \frac{p_i}{\lambda}, \alpha_s(\lambda) \right) \right\}
\]

acts on the hard-scattering amplitude \(\mathcal{H}_n\), which is UV- and IR-finite by definition.

The IR poles in the dimensional-regularization parameter \(\epsilon\) arise in \(Z\) from the integrated scale dependence of the strong coupling constant \(\alpha_s(\lambda)\). Let us see how this works at two loops, where only the first two orders in \(\alpha_s(\mu)\) are needed out of log \(Z\). We expand all ingredients of the exponent in powers of the coupling constant:

\[
\gamma_K(\alpha_s) = \sum_{L=1}^\infty \gamma_{K,L} \left( \frac{\alpha_s}{2\pi} \right)^L, \quad \gamma_i(\alpha_s) = \sum_{L=1}^\infty \gamma_{i,L} \left( \frac{\alpha_s}{2\pi} \right)^L.
\]

To integrate the anomalous dimension, we need the scale dependence of the coupling constant \(\alpha_s(\lambda)\). It is convenient to expand it as power series in \(\alpha_s(\mu)\):

\[
\alpha_s(\lambda) = \alpha_s(\mu) \left( \frac{\mu}{\lambda} \right)^{2\epsilon} \sum_{i=0}^\infty a_i(\lambda, \mu) \left( \frac{\alpha_s(\mu)}{2\pi} \right)^i,
\]

where the coefficient functions \(a_i(\lambda, \mu)\) obey the initial conditions \(a_i(\mu, \mu) = \delta_{i0}\). The prefactor \((\mu/\lambda)^{2\epsilon}\) is due to the leading term \(-2\epsilon\alpha_s\) in the beta function,

\[
\beta(\alpha_s) = -\alpha_s \left\{ 2\epsilon + \sum_{i=0}^\infty \beta_i \left[ \frac{\alpha_s}{2\pi} \right]^{i+1} \right\} = -2\epsilon\alpha_s - \frac{\beta_0}{2\pi} \alpha_s^2 + O(\alpha_s^3).
\]

The renormalization group equation

\[
\beta(\alpha_s(\lambda)) = \lambda \frac{d\alpha_s(\lambda)}{d\lambda} = -2\epsilon\alpha_s(\lambda) + \alpha_s(\mu) \left( \frac{\mu}{\lambda} \right)^{2\epsilon} \sum_{i=0}^\infty \left( \frac{\alpha_s(\mu)}{2\pi} \right)^i \lambda \frac{\partial a_i(\lambda, \mu)}{\partial \lambda}
\]

then implies a system of linear differential equations that can be solved for \(a_i(\lambda, \mu)\):

\[
\begin{cases}
\lambda \frac{\partial a_0(\lambda, \mu)}{\partial \lambda} = 0, \\
\lambda \frac{\partial a_1(\lambda, \mu)}{\partial \lambda} = -\beta_0 \left( \frac{\mu}{\lambda} \right)^{2\epsilon} a_0^2(\lambda, \mu),
\end{cases}
\Rightarrow
\begin{cases}
a_0(\lambda, \mu) = 1, \\
a_1(\lambda, \mu) = \frac{\beta_0}{2\epsilon} \left[ \left( \frac{\mu}{\lambda} \right)^{2\epsilon} - 1 \right],
\end{cases}
\]

Therefore, the terms in eq. (2.5) that are relevant for the two-loop IR structure are

\[
\alpha_s(\lambda) = \alpha_s(\mu) \left( \frac{\mu}{\lambda} \right)^{2\epsilon} \left\{ 1 + \frac{\beta_0 \alpha_s(\mu)}{4\pi\epsilon} \left[ \left( \frac{\mu}{\lambda} \right)^{2\epsilon} - 1 \right] \right\} + O(\alpha_s(\mu)^3).
\]

\(^3\)We omit the usual path-ordering sign as \(\Gamma_{\text{dip}}\) has only one non-trivial color operator and a constant that commutes with it.
It is now straightforward to integrate the needed \( \lambda \)-dependent terms in the anomalous dimension.\footnote{Two elementary integrals that are used in the derivation of eq. (2.10) are}{4} In this way, we obtain the IR poles encoded by \( Z \) in an explicit form:

\[
\log Z = \frac{\alpha_s(\mu)}{4\pi} \left\{ \sum_{i<j}^n T_i \cdot T_j \left[ \frac{1}{\epsilon^2} - \frac{1}{\epsilon} \log \left( -s_{ij} \right) \right] + \frac{1}{\epsilon} \sum_{i=1}^n \gamma_i^{(1)} \right\} 
- \left( \frac{\alpha_s(\mu)}{4\pi} \right)^2 \left\{ \sum_{i<j}^n T_i \cdot T_j \left[ \frac{3 \beta_0 \gamma_K^{(1)}}{4\epsilon^3} - \frac{\gamma_K^{(2)}}{2\epsilon^2} - \frac{\beta_0 \gamma_K^{(1)}}{2\epsilon^2} - \frac{\gamma_K^{(2)}}{\epsilon} \right] \log \left( -s_{ij} \right) \right\}
+ \sum_{i=1}^n \left( \frac{\beta_0 \gamma_i^{(1)}}{2\epsilon^2} - \frac{\gamma_i^{(2)}}{\epsilon} \right) \right\} + \mathcal{O}(\alpha_s^3). \tag{2.10}
\]

To see how the IR divergences are organized perturbatively, we expand the complete and hard-scattering amplitudes in powers of the coupling:

\[
\tilde{M}_n = \left(4\pi \alpha_s\right)^{\frac{n-2}{2}} \sum_{L=0}^{\infty} \left(\frac{\alpha_s}{4\pi}\right)^L \tilde{M}_n^{(L)}, \quad \mathcal{H}_n = \left(4\pi \alpha_s\right)^{\frac{n-2}{2}} \sum_{L=0}^{\infty} \left(\frac{\alpha_s}{4\pi}\right)^L \mathcal{H}_n^{(L)}. \tag{2.11}
\]

We also introduce a convenient notation for the loop coefficients of \( \log Z \):

\[
\log Z = \frac{\alpha_s(\mu)}{4\pi} Y^{(1)}(\epsilon) + \left( \frac{\alpha_s(\mu)}{4\pi} \right)^2 Y^{(2)}(\epsilon) + \mathcal{O}(\alpha_s^3). \tag{2.12}
\]

Substituting these expansions into the factorization formula (2.2), we find

\[
\tilde{M}_n^{(1)}(\epsilon) = Y^{(1)}(\epsilon) M_n^{(0)} - \mathcal{H}_n^{(1)}, \tag{2.13a}
\]

\[
\tilde{M}_n^{(2)}(\epsilon) = \left[ Y^{(2)}(\epsilon) - \frac{1}{2} [Y^{(1)}(\epsilon)]^2 \right] M_n^{(0)} + Y^{(1)}(\epsilon) \tilde{M}_n^{(1)} - \mathcal{H}_n^{(2)}, \tag{2.13b}
\]

where \( \mathcal{H}_n^{(0)} = M_n^{(0)} \) (we drop the tilde as the tree amplitude is not renormalized). The IR operators \( Y^{(L)}(\epsilon) \) are then explicitly given as

\[
Y^{(1)}(\epsilon) = \sum_{i<j}^n T_i \cdot T_j \left[ \frac{1}{\epsilon^2} - \frac{1}{\epsilon} \log \left( -s_{ij} \right) \right] + \frac{1}{\epsilon} \sum_{i=1}^n \gamma_i^{(1)}, \tag{2.14a}
\]

\[
Y^{(2)}(\epsilon) = -\frac{\beta_0}{\epsilon} Y^{(1)}(\epsilon) + \left( \frac{\beta_0}{\epsilon} + \frac{\gamma_K^{(2)}}{2} \right) Y^{(1)}(2\epsilon) + \frac{1}{4\epsilon} \sum_{i=1}^n \left( 4\gamma_i^{(2)} - \gamma_i^{(2)} \gamma_i^{(1)} \right). \tag{2.14b}
\]

We have plugged in the value \( \gamma_K^{(1)} = 4 \) of the cusp anomalous dimension, which at the lowest order is regularization-scheme independent [58].

It is illuminating to compare these factorization formulæ with the widely used expressions due to Catani and Seymour [15, 59]:

\[
\tilde{M}_n^{(1)} = I^{(1)}(\epsilon) M_n^{(0)} + \mathcal{O}(\epsilon^0), \quad \tilde{M}_n^{(2)} = I^{(2)}(\epsilon) M_n^{(0)} + I^{(1)}(\epsilon) \tilde{M}_n^{(1)} + \mathcal{O}(\epsilon^0), \tag{2.15}
\]
in which the IR operators read \[ 7, 60 \]

\[
\mathbf{I}^{(1)}(\epsilon) = \frac{e^{\epsilon \gamma_R}}{2 \Gamma(1 - \epsilon)} \sum_{i=1}^{n} \left( \frac{1}{\epsilon^2} - \frac{2 \gamma_i^{(1)}}{\epsilon T^2_i} \right) \sum_{j \neq i} \left( -\frac{s_{ij}}{\mu^2} \right)^{-\epsilon} T_i \cdot T_j = Y^{(1)}(\epsilon) + \mathcal{O}(\epsilon^0), \tag{2.16a}
\]

\[
\mathbf{I}^{(2)}(\epsilon) = -\frac{1}{2} \mathbf{I}^{(1)}(\epsilon) \left( \mathbf{I}^{(1)}(\epsilon) + \frac{2 \beta_0}{\epsilon} \right) + \frac{e^{-\epsilon \gamma_R} \Gamma(1 - 2\epsilon)}{\Gamma(1 - \epsilon)} \left( \beta_0 + K_{\text{R.S.}} \right) \mathbf{I}^{(1)}(2\epsilon) + \frac{e^{\epsilon \gamma_R}}{4\epsilon \Gamma(1 - \epsilon)} \left[ -\sum_{i=1}^{n} H_{i,\text{R.S.}} \sum_{j \neq i} \left( -\frac{s_{ij}}{\mu^2} \right)^{-2\epsilon} T_i \cdot T_j + H_{\text{R.S.}} \right]. \tag{2.16b}
\]

The specific form of the operator \( H_{\text{R.S.}} = \mathcal{O}(\epsilon^0) \) will be irrelevant to us, but we note that it is known to involve color structures of the form \( \sim f^{abc} T_a^i T_b^j T_c^k \) (see e.g. refs. \[12, 61, 62\]) that are absent from eq. (2.14). Moreover, notice that the \( \epsilon \)-dependence of \( \mathbf{I}^{(L)}(\epsilon) \) is somewhat more involved compared to \( Y^{(L)}(\epsilon) \). The one-loop operators \( \mathbf{I}^{(1)}(\epsilon) \) and \( Y^{(1)}(\epsilon) \) begin to differ after two orders in \( \epsilon \). Although it is possible to identify

\[
K_{\text{R.S.}} = -\frac{\gamma_2^{(2)}}{2}, \quad H_{i,\text{R.S.}} = \frac{4}{2} \gamma_i^{(2)} - \gamma_K^{(2)} \gamma_i^{(1)} + \frac{3}{4} \beta_0 \zeta_2 T_i^2, \tag{2.17}
\]

this discrepancy makes the regularization-scheme dependence and color structure of \( H_{\text{R.S.}} \) significantly more complicated than the explicit soft structure (2.10) warrants it \[8, 9, 12, 13\]. Therefore, in the following we favor the latter and stick to the IR factorization formulae (2.13) and (2.14).

### 2.2 Factorization for unrenormalized amplitudes

We continue by studying the factorization properties fulfilled by unrenormalized amplitudes \( \mathcal{M}_{n}^{(L)} \). Our definition of the beta function (2.6) is, in the \( \overline{\text{MS}} \) scheme, equivalent to the following relationship between bare and renormalized couplings:

\[
\alpha_s^{0} S_\epsilon = \alpha_s \mu^2 \left\{ 1 - \frac{\alpha_s \beta_0}{4 \epsilon} \left[ \frac{\alpha_s^2}{4\epsilon} - \frac{\beta_1}{\epsilon} \right] + \mathcal{O}(\alpha_s^3) \right\}. \tag{2.18}
\]

As we will not be needing the scale dependence anymore, for simplicity we have set \( \mu = 1 \). This implies the usual renormalization relations

\[
\mathcal{M}_{n}^{(1)} = \mathcal{M}_{n}^{(1)} - \frac{(n - 2) \beta_0}{2\epsilon} M_{n}^{(0)}, \tag{2.19a}
\]

\[
\mathcal{M}_{n}^{(2)} = \mathcal{M}_{n}^{(2)} - \frac{n \beta_0}{2\epsilon} M_{n}^{(1)} + \frac{(n - 2) \beta_0}{2 \epsilon} \mathcal{M}_{n}^{(0)} M_{n}^{(0)} + \mathcal{M}_{n}^{(0)}. \tag{2.19b}
\]

Notice that the two-loop beta-function coefficient \( \beta_1 \), which is present in the UV renormalization above, does not appear in the IR divergence structure of renormalized amplitudes until three-loop order \[8, 9, 55, 63\].

Combining eqs. (2.13a) and (2.19a) at one loop is simple:

\[
\mathcal{M}_{n}^{(1)} = \mathcal{M}_{n}^{(1)} + \frac{(n - 2) \beta_0}{2\epsilon} M_{n}^{(0)} = \left[ Y^{(1)}(\epsilon) + \frac{(n - 2) \beta_0}{2\epsilon} M_{n}^{(0)} \right] + \mathcal{M}_{n}^{(1)}. \tag{2.20}
\]
A similar exercise at two loops is more cumbersome but straightforward, and we present the answer below. In order to make the pole structure of the amplitude more transparent, we separate the one-loop IR operator $Y^{(1)}(\epsilon)$ into its $1/\epsilon$ monopole (collinear) and $1/\epsilon^2$ dipole (soft) parts:

$$Y^{(1)}(\epsilon) = S(\epsilon) + \frac{1}{\epsilon} \sum_{i=1}^{n} \gamma^{(1)}_i,$$

$$S(\epsilon) = \frac{1}{\epsilon^2} \sum_{i<j} T_i \cdot T_j \left[ 1 - \epsilon \log(-s_{ij}) \right]. \quad (2.21)$$

In terms of this dipole operator $S(\epsilon)$, we find that the unrenormalized amplitudes factorize as

$$M_n^{(1)} = S(\epsilon)M_n^{(0)} + \frac{1}{\epsilon} \left[ n - \frac{2}{\epsilon} \beta_0 + \sum_{i=1}^{n} \gamma^{(1)}_i \right] M_n^{(0)} + H_n^{(1)}, \quad (2.22a)$$

$$M_n^{(2)} = S(\epsilon)M_n^{(1)} - \frac{1}{2} S(\epsilon)S(\epsilon)M_n^{(0)} + \left[ \frac{\beta_0}{\epsilon} + \frac{\gamma^{(2)}_K}{2} \right] S(2\epsilon)M_n^{(0)} + \frac{1}{\epsilon^2} \left[ n - \frac{2}{\epsilon} \beta_0 + \sum_{i=1}^{n} \gamma^{(1)}_i \right] M_n^{(0)}$$

$$+ \frac{1}{\epsilon} \left[ n - \frac{2}{\epsilon} \beta_1 + \sum_{i=1}^{n} \gamma^{(2)}_i \right] M_n^{(0)} + \frac{1}{\epsilon} \left[ n - \frac{2}{\epsilon} \beta_0 + \sum_{i=1}^{n} \gamma^{(1)}_i \right] H_n^{(1)} + H_n^{(2)}. \quad (2.22b)$$

These formulae capture all $\epsilon$-divergences in dimensional regularization through two loops. They hold in a general gauge theory with massless matter, since at this point we have not specialized to $N = 2$ SQCD in any way.

The above factorization formulae contain dependence on the scheme of dimensional regularization [64–68] (see ref. [69] for a recent overview), which is hardly surprising. In fact, the beta-function coefficients $\beta_L$ and the anomalous dimensions $\gamma^{(L)}_K$ and $\gamma^{(L)}_i$ may also depend on the specific subtraction scheme used for removing the UV divergences [58, 70]. It is, however, clear that the latter dependence should be spurious in the factorization properties (2.22) of unrenormalized amplitudes.\textsuperscript{5}

### 2.3 Subtracting IR structure of $N = 4$ SYM

In this section we specialize to the case where all external partons are gluons (or more generally vector multiplets that include gluons) and define the discrepancy between the $n$-gluon amplitude in question and its $N = 4$ counterpart. The remainder function has a simpler divergence structure than the original amplitude.

Due to a simple relation between the gluonic collinear anomalous dimension and the $\beta$-function coefficient (see e.g. ref. [58]),

$$\gamma^{(1)}_{\gamma} = -\frac{\beta_0}{2}, \quad (2.23)$$

\textsuperscript{5}For a non-supersymmetric theory considered in the dimensional-reduction (DRED [66]) or the four-dimensional-helicity (FDH [67, 68]) scheme, eq. (2.22) would need to take into account a set of additional evanescent scalars with two separate running couplings $\alpha_4$ and $\alpha_s$ for their self- and gauge interactions [71–73]. However, the principal purpose of these schemes is to preserve supersymmetry, which pegs the evanescent couplings to the gauge coupling. So in $N = 2$ SQCD we can use the precise formulae (2.22) in a close analogue of the FDH scheme, which we will discuss in section 2.5.
the factorization formulae (2.22) for purely gluonic amplitudes can be rewritten in a streamlined form:

\[ M_n^{(1)} = S(\epsilon)M_n^{(0)} - \frac{\beta_0}{\epsilon} M_n^{(0)} + \mathcal{H}_n^{(1)}, \tag{2.24} \]

\[ M_n^{(2)} = S(\epsilon)M_n^{(1)} + \left\{ -\frac{1}{2} S(\epsilon)S(\epsilon) + \left[ \frac{\beta_0}{\epsilon} + \frac{1}{2} \left[ \frac{\gamma_K^{(2)[N=4]}}{2} + \frac{n-2}{2} \beta_1 + n\gamma_g^{(2)[N=4]} \right] \right] \right\} M_n^{(0)} + \mathcal{H}_n^{(2)}. \]

Let us turn for a moment to the special case of $N = 4$ SYM. Its gluonic tree-level amplitudes $M_n^{(0)}$ trivially coincide with those in massless QCD (or any four-dimensional gauge theory for that matter); the specifics of the matter content start to enter at one loop. Moreover, the theory is UV finite (hence $\beta_i = 0$) and only has IR divergences. Despite being considered in many ways the simplest gauge theory [25], its scattering amplitudes contain the most IR-divergent kinematic regions. The above formulae simplify to

\[ M_n^{(1)[N=4]} = S(\epsilon)M_n^{(0)[N=4]} + \mathcal{H}_n^{(1)[N=4]}, \tag{2.25} \]

\[ M_n^{(2)[N=4]} = S(\epsilon)M_n^{(1)[N=4]} + \left\{ -\frac{1}{2} S(\epsilon)S(\epsilon) + \left[ \frac{1}{2} \gamma_K^{(2)[N=4]} + \frac{n}{\epsilon} \gamma_g^{(2)[N=4]} \right] \right\} M_n^{(0)[N=4]} + \mathcal{H}_n^{(2)[N=4]}, \]

where the anomalous dimensions are [60, 63, 74, 75]

\[ \gamma_K^{(2)[N=4]} = -2\zeta_2 C_A, \quad \gamma_g^{(2)[N=4]} = \frac{1}{8} \zeta_3 C_A^2. \tag{2.26} \]

These formulae are consistent with the iterative construction of refs. [27, 28], as verified in appendix A.

We wish to study the remainder function $W_n^{(L)}$, which we define perturbatively as the difference between the (gluonic) amplitude in an arbitrary gauge theory and that of $N = 4$ SYM:

\[ M_n^{(L)} = M_n^{(L)[N=4]} + W_n^{(L)}. \tag{2.27} \]

Assuming the factorization (2.25) for the amplitudes in $N = 4$ SYM, we find that these subtracted amplitudes factorize in a much simpler way:

\[ W_n^{(1)} = -\frac{\beta_0}{\epsilon} M_n^{(0)} + \mathcal{H}_n^{(1)[N=4]}, \tag{2.28a} \]

\[ W_n^{(2)} = S(\epsilon)W_n^{(1)} + \left( \frac{\beta_0}{\epsilon} + \frac{1}{2} \gamma_K^{(2)[N=4]} \right) S(2\epsilon)M_n^{(0)} + \left\{ -\frac{1}{2} S(\epsilon)S(\epsilon) + \left[ \frac{n-2}{2} \beta_1 + n\gamma_g^{(2)[N=4]} \right] \right\} M_n^{(0)} + \mathcal{H}_n^{(2)}, \tag{2.28b} \]

where the hierarchy of $1/\epsilon^k$ poles is maximally transparent. Namely,

- The most singular $1/\epsilon^{2L}$ amplitude pieces are absent from eq. (2.28) as they have been absorbed by the $N = 4$ amplitudes.

- The presence of $\beta_0$ in front of the $1/\epsilon$ terms in eq. (2.28a) suggests that the remaining one-loop divergences are exclusively UV, i.e. the complete IR structure of purely gluonic amplitudes is at one loop captured by $N = 4$ SYM.
The leading $1/\epsilon^3$ amplitude pieces in eq. (2.28b) are also accompanied by $\beta_0$. Therefore, they occur due to the multiplication of the UV divergence $1/\epsilon$ in one of the two loops by the IR divergences $1/\epsilon^2$ in the other.

All of the $1/\epsilon^2$ terms in $\mathcal{W}_n^{(2)}$ are caused by the overlap of soft and collinear divergences in only one of the two loops, while the other loop stays finite.

The remaining $1/\epsilon$ terms arise due to a single type of UV, soft or collinear divergence occurring in one of the loops.

The emergence of this divergence hierarchy from the one-loop integrands in $\mathcal{N} = 2$ SQCD is discussed in more detail in section 3, and the two-loop integrands in section 4.

2.4 Alternative IR subtraction

In anticipation of specializing to $\mathcal{N} = 2$ SQCD (but not doing so yet) we find it convenient to rewrite eq. (2.28b) in terms of scalar triangle integrals. For instance, the one-loop dipole operator (2.21) may be represented by

$$ S(\epsilon) = \sum_{i<j} s_{ij} T_i \cdot T_j + \mathcal{O}(\epsilon^0), $$

(2.29)

where the missing higher-order terms come from one-loop triangle integral:

$$ \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle = -\frac{r}{\epsilon^2} (s_{ij})^{-1-\epsilon} = \frac{1}{\epsilon_{s_{ij}}} \left[ 1 - \epsilon \log(-s_{ij}) + \epsilon^2 \left( \log^2(-s_{ij}) - \zeta_2 \right) \right] + \mathcal{O}(\epsilon). $$

(2.30)

Similarly, using the two-loop triangle integrals (see e.g. ref. [76])

$$ \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle = -\frac{r^2}{\epsilon^3} \Delta(1 - 2\epsilon)\Gamma(1 + 2\epsilon)(1 - 3\epsilon) (s_{ij})^{-1-2\epsilon}, $$

(2.31a)

$$ \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle = -\frac{2r^2}{\epsilon^3} \Gamma(1 + 2\epsilon)\Gamma^3(1 - \epsilon)(s_{ij})^{-1-2\epsilon}, $$

(2.31b)

the two-loop factorization formula (2.28b) may be non-trivially rearranged into

$$ \mathcal{W}_n^{(2)} = \left( \sum_{i<j} s_{ij} \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle T_i \cdot T_j \right) \mathcal{W}_n^{(1)} + \beta_0 \left( \sum_{i<j} s_{ij} \left[ \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle - \left\langle \begin{array}{c} i \\ j \end{array} \right\rangle \right] T_i \cdot T_j \right) \mathcal{M}^{(0)}_n $$

$$ - \frac{2}{\epsilon} \left( \beta_0 - \frac{1}{4} \left( \gamma_K^{(2)} - \gamma_K^{(2)[\mathcal{N}=4]} \right) \right) \mathcal{S}(2\epsilon) \mathcal{M}^{(0)}_n $$

$$ + \frac{1}{\epsilon} \left( \frac{n}{8} (4 - \zeta_2) \beta_0 C_A + \frac{n - 2}{2} \beta_1 + n \left[ \gamma_g^{(2)} - \gamma_g^{(2)[\mathcal{N}=4]} \right] \right) \mathcal{M}^{(0)}_n + \mathcal{W}_n^{(2)\text{fin}}. $$

(2.32)

To verify this, one requires color conservation $\sum_i T_i = 0$, which for external gluons implies $\sum_{i,j \neq i} T_i \cdot T_j = -n C_A$. Moreover, finite $\mathcal{O}(\epsilon^0)$ terms have been absorbed into the hard

6Rewriting IR operators in terms of scalar triangles has already proved fruitful in refs. [16, 52].
function, so $W_n^{(2)\text{fin}} \neq H_n^{(2)} - H_n^{(2)[N=4]}$. We have therefore mandated a new IR subtraction scheme for $W_n^{(2)}$ which differs from the minimal scheme given in eq. (2.28b). As we shall see in the next subsection, when the two-loop anomalous dimensions $\gamma_K^{(2)}$ and $\gamma_g^{(2)}$ for $\mathcal{N} = 2$ SQCD are inserted, the second two lines in eq. (2.32) cancel away.

### 2.5 Divergence structure of $\mathcal{N} = 2$ SQCD

We discuss in more detail the $\mathcal{N} = 2$ SQCD theory, whose amplitudes we study in this paper. The theory is built from $\mathcal{N} = 2$ SYM coupled to $N_f$ supersymmetric quarks transforming under the fundamental representation of the gauge group $G$. One can view it as a two-fold supersymmetry enhancement of QCD, or as an orbifold truncation of $\mathcal{N} = 4$ SYM [77–81], where half of the particle content is promoted to the fundamental or antifundamental representation of the gauge group [45]. In table 1 we summarize its particle-helicity content while displaying its intermediate position between the physical theory of massless QCD and the maximally supersymmetric $\mathcal{N} = 4$ SYM theory (in which no matter content is permitted).

| hel. | $\mathcal{N} = 4$ SYM | $\mathcal{N} = 2$ SQCD | QCD |
|------|-----------------------|------------------------|-----|
| +1   | 1                     | $1 \times N_f$          | 1   |
| +1/2 | 4                     | 2                      | 1   |
| 0    | 6                     | 1                      | 1   |
| −1/2 | 4                     | 2                      | 1   |
| −1   | 1                     | 1                      | 1   |

| rep. | adj. | adj. fund. | adj. fund. |
|------|------|------------|------------|
|      |      | fund.     | fund.      |

Table 1. On-shell states of $\mathcal{N} = 2$ SQCD in comparison with $\mathcal{N} = 4$ SYM and conventional massless QCD. The helicities are listed in the left column, and SU($N_c$)-group representations of the particles are shown in the lower row.

The intermediate complexity of $\mathcal{N} = 2$ SQCD is reflected in its UV structure. Recall that the one-loop beta-function coefficient for a gauge theory minimally coupled to $n_f$ Weyl fermions and $n_s$ real scalars is

$$\beta_0 = \frac{11}{6} C_A - \frac{1}{3} T_f n_f - \frac{1}{12} T_s n_s .$$

(2.33)

$\mathcal{N} = 2$ SYM theories with matter are known to have a one-loop exact beta-function [82, 83], so for $\mathcal{N} = 2$ SQCD we get

$$\beta(\alpha_s) = -\alpha_s \left( 2\epsilon + \beta_0 \frac{\alpha_s}{2\pi} \right), \quad \beta_0 = C_A - T_f N_f \text{SU}(N_c) = 2N_c - N_f .$$

(2.34)

This $\beta_0$ value can be computed from the general formula (2.33) by substituting $n_f = n_s = 2$, $T_f = T_s = C_A$ for the adjoint fermions and scalars and $n_f = 2N_f$, $n_s = 4N_f$. 

---

---
$T_f = T_s = T_F$ for (the parity-even combination of) the fundamental and antifundamental matter multiplets.

As is often done in QCD, we leave the number of matter flavors $N_f$ arbitrary. The notable special cases are the pure $\mathcal{N} = 2$ SYM theory for $N_f = 0$ and the $\mathcal{N} = 2$ superconformal (SCQCD) theory for $N_f = C_A/T_F$ [83]. Moreover, it is evident from table 1 that if we switch the representation of one of the matter multiplets to adjoint, in combination with the $\mathcal{N} = 2$ vector multiplet it will enhance it to the $\mathcal{N} = 4$ one. This allows us to impose certain $\mathcal{N} = 4$ matching conditions [45, 46] on the kinematic numerators (illustrated by eqs. (3.12) and (4.3) below) which will significantly facilitate our integrand-level analysis of the two-loop IR structure in section 4.

Like $\mathcal{N} = 4$ SYM, the $\mathcal{N} = 2$ SCQCD theory is UV finite. However, it also contains matter amplitudes with a non-trivial IR divergence structure. Therefore, if we expand $\mathcal{N} = 2$ SQCD theory around the conformal fixed point $N_f = C_A/T_F$, we observe a clean separation between different kinds of divergences. By explicit calculation of three different two-loop amplitudes (to be expanded upon in section 5) we find that the cusp and collinear anomalous dimensions can be written as

\begin{align}
\gamma^{(1)}_K &= 4, & \gamma^{(2)}_K &= -2\zeta_2 C_A + 4\beta_0, \\
\gamma^{(1)}_g &= -\frac{\beta_0}{2}, & \gamma^{(2)}_g &= \frac{1}{8} C_A (\zeta_3 C_A + \beta_0 (\zeta_2 - 4)), \\
\gamma^{(1)}_q &= \gamma^{(1)}_{\tilde{q}} = 0, & \gamma^{(2)}_q &= \gamma^{(2)}_{\tilde{q}} = \frac{1}{8} C_F (13\zeta_3 C_A - 12\zeta_3 C_F - \beta_0 (3\zeta_2 + 4)).
\end{align}

(2.35a)

(2.35b)

(2.35c)

When $\beta_0 = 0$ both $\gamma^{(2)}_K$ and $\gamma^{(2)}_g$ coincide with their $\mathcal{N} = 4$ values given in eq. (2.26). This is consistent with the known observation that cusp anomalous dimensions in $\mathcal{N} = 2$ SCQCD and $\mathcal{N} = 4$ SYM only start to differ at three loops [84-86]. If we furthermore promote the SCQCD matter to the adjoint representation (by substituting $T_F, C_F \rightarrow C_A$) it becomes a part of the larger $\mathcal{N} = 4$ multiplet, such that $\gamma^{(2)}_q$ coincides with $\gamma^{(2)[N=4]}_q$. The same identification happens for the gauge group $G = SO(3)$, in which case $C_A = N_c - 2 = 1$ and $C_F = \frac{1}{2} (N_c - 1) = 1$ — setting $\beta_0 = 0$ gives $N_f = C_A/T_F = 1$, and we recover the $\mathcal{N} = 4$ SYM theory.

We invite the reader to confirm the cancellation of the second two lines in eq. (2.32), which occurs when the specific values of $\gamma^{(2)}_K$ and $\gamma^{(2)}_g$ quoted above are inserted. Soft, collinear, and UV divergences are now all exposed: soft occurring between massless legs of the triangle integrals, collinear at their vertices, and UV in the embedded bubble integrals. Notice the placement of $\beta_0$: since $W^{(1)}_n = -\frac{\beta_0}{7} M^{(0)}_n + O(\epsilon^0)$, setting $\beta_0 = 0$ manifestly eliminates all UV divergences, and $W^{(2)}_n$ diverges only as $O(\epsilon^{-2})$. As we shall see in section 5, this new scheme is privileged as it succeeds in cancelling all terms from $W^{(2)\text{fin}}_4$ with transcendental weight less than three. To better motivate eq. (2.32) we will examine the IR structure of the two-loop four-gluon integrand in section 4, which exhibits the divergence factorization structure in a surprisingly transparent way.

Our one- and two-loop integrands are obtained by matching to generalized unitarity cuts [87-90]. Extra-dimensional terms $\mu_{ij}$, required by dimensional regularization, are obtained by evaluating six-dimensional unitarity cuts [91, 92] for chiral $\mathcal{N} = (1,0)$ SYM.
coupled to \( N_f \) copies of the \( \mathcal{N} = (0, 1) \) hypermultiplet.\(^7\) As explained in ref. [45] (see also refs. [93–97]), this theory is a natural six-dimensional uplift of \( \mathcal{N} = 2 \) SQCD. It defines our dimensional regularization scheme: external states are strictly four-dimensional (like in the 't Hooft-Veltman scheme [64]), and the internal state counting precisely matches that of the four-dimensional \( \mathcal{N} = 2 \) SQCD theory. This is therefore a close analogue of the four-dimensional helicity (FDH [67, 68]) scheme. The anomalous dimensions (2.35) are therefore consistent with their FDH values [58, 61, 62, 98].

3 IR and transcendental structure of one-loop \( \mathcal{N} = 2 \) SQCD

We begin with a couple of warm-ups involving the four-point one-loop \( \mathcal{N} = 2 \) SQCD amplitudes in the representation derived in ref. [46]. As the full integration of these amplitudes is straightforward, we do not dwell on it here. Instead, we concentrate on interpreting their divergent and transcendental behavior — without performing any loop integrals explicitly, to see how this behavior stems directly from the integrands. Of course, at one loop such observations are somewhat redundant given how easily the relevant integrals may be performed. However, examination of the one-loop integrands serves to illustrate the concepts discussed in previous sections, and will prepare us for the more involved two-loop amplitudes in section 4.

3.1 External vectors + matter

As a first illustration of how IR behavior operates prior to integration, we consider the one-loop \( \mathcal{N} = 2 \) SQCD amplitude with both vectors and matter on external legs. In ref. [46] this amplitude was presented in a form that makes manifest the color-kinematics duality [47–51]. Its color-dual numerators are nonzero for boxes and triangles, but only the former give rise to non-vanishing integrals.\(^8\)

\[
\begin{align}
\mathcal{N}(\text{4-vector}) & = \frac{\mathcal{K}(12)(13)}{su} \text{tr}_+ (4\ell12), \\
\mathcal{N}(\text{4-vector}) & = \frac{\mathcal{K}(12)(14)}{st} \text{tr}_+ (3\ell12), \\
\mathcal{N}(\text{4-vector}) & = \frac{\mathcal{K}(12)(24)}{su} \text{tr}_+ (3\ell21).
\end{align}
\]

Diagrammatically, we denote gluons (vector multiplets) by curly lines and the helicities for external lines. The matter flow is shown using arrowed lines, such that the arrow direction corresponds to the chirality of a quark (matter hypermultiplet).

A remarkable property of the above numerators is that they vanish whenever the loop momentum associated with any matter edge goes to zero. Similarly, the numerators vanish

\(^7\)In this paper we omit the antisymmetric echo of the six-dimensional Levi-Civita tensor \( \epsilon(\mu_1, \mu_2) \) defined in refs. [45, 46], as it always integrates to zero.

\(^8\)Numerators with reversed arrows are given by matter-reversal symmetries, see ref. [46] for details.
if a loop momentum becomes collinear to one of the external vectors, but not the external matter. For instance, the numerator (3.1b) vanishes when $\ell \to 0$, but not when $\ell + p_4 \to 0$; it also vanishes when $\ell \| p_1$, but not when $\ell \| p_4$. These properties will remain true for all kinematic numerators explicitly shown in this paper.

The full color-dressed amplitude is expressed in terms of these three diagrams as

$$
\mathcal{M}^{(1)}_4 = i \left[ c \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) n \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) + c \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) n \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) \\
+ c \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) n \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) + c \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) n \left( \begin{array}{cc}
\begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}
\end{array} \right) \right] .
$$

In the following we will inspect the IR divergence structure of the amplitude (3.2) and derive the IR factorization formula (2.22a). To do that, we analyze the soft and collinear regions of individual diagrams in a way that is similar to what underlies the strategy of expansion by regions [99–102], as well as the recent IR subtraction method of ref. [103].

Consider for concreteness the first diagram

$$
\left[ n \left( \begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array} \right) \right] = \frac{\kappa_{(12)(13)}}{su} e^{\gamma_E} \int \frac{d^D \ell}{i \pi^{D/2}} \frac{\text{tr}_+ (4(\ell + p_{12})12)}{(\ell + p_{12})^2 (\ell + p_2)^2 (\ell - p_3)^2} ,
$$

where we have relabeled the loop momentum $\ell$ for convenience. This integral diverges in three regions: one soft, $\ell \to 0$, and two collinear, $\ell \| p_2$ and $\ell \| p_3$. In all of those regions, we find that the integrand is approximated by a single function:

$$
\lim_{\ell \to 0} \frac{\text{tr}_+ (4(\ell + p_{12})12)}{(\ell + p_{12})^2} = u ,
$$

$$
\lim_{\ell \to p_2} \frac{\text{tr}_+ (4(p_1 + (1 + \tau)p_2)12)}{(p_1 + (1 + \tau)p_2)^2} = u ,
$$

$$
\lim_{\ell \to p_3} \frac{\text{tr}_+ (4(p_{12} + \tau p_3)12)}{(p_{12} + \tau p_3)^2} = u .
$$

In all other potentially soft or collinear regions the integral vanishes due to the presence of the trace factor, e.g.

$$
\text{tr}_+ (4(\ell + p_{12})12) \xrightarrow{\ell \to p_2} 0
$$

Focusing on the divergent behavior, we may replace $\text{tr}_+ (4(\ell + p_{12})12)/(\ell + p_{12})^2 \to u$ at the integrand level. Ignoring finite $O(\epsilon^0)$ terms, we retrieve a scalar triangle diagram:

$$
\left[ n \left( \begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array} \right) \right] = \frac{\kappa_{(12)(13)}}{s} \times \begin{array}{c}
\begin{array}{c}
\bullet \quad \bullet \quad \bullet
\end{array}
\end{array}^2 + O(\epsilon^0) ,
$$

(3.6a)
where we have used the integral notation for the triangle integral previously introduced in eq. (2.30). The other two diagrams are similarly expressed as

\[
\begin{align*}
I \left[ n \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) \right] &= -\frac{\kappa(12)(14)}{st} \left( t \begin{array}{c}
\begin{array}{c}
1 + s
\end{array}
\end{array} + \cal{O}(\epsilon^0) \right), \tag{3.6b}
\end{align*}
\]

\[
\begin{align*}
I \left[ n \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) \right] &= \frac{\kappa(12)(24)}{st} \left( s \begin{array}{c}
\begin{array}{c}
1 + t + s
\end{array}
\end{array} + \cal{O}(\epsilon^0) \right). \tag{3.6c}
\end{align*}
\]

Each triangle is associated with a soft region on the left-hand side, corresponding to when gluons are exchanged on the outside edge.\(^9\)

In terms of color factors the IR divergent regions are naturally represented by the dipole operator \( T_i \cdot T_j \), which attaches a gluon bridge to the tree-level factors. We find it illuminating to use color diagrams to illustrate this point. For instance, the three diagrams in eq. (3.6) can be obtained from tree-level color factors as follows:

\[
\begin{align*}
-c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) &= (T_2 \cdot T_3)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right), \\
-c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) &= (T_2 \cdot T_3)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) = (T_3 \cdot T_4)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right), \\
-c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) &= (T_1 \cdot T_2)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) = (T_2 \cdot T_3)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) = (T_3 \cdot T_4)c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right). \tag{3.7}
\end{align*}
\]

The idea here is that one should insert the appropriate relation for a particular soft region. Putting the pieces together, it is then a simple exercise to show that\(^10\)

\[
M^{(1)}_4 = \left( \sum_{i<j} s_{ij} T_i \cdot T_j \right) M^{(0)}_4 + M^{(1)}_4^{\text{fin}}, \tag{3.8}
\]

where \( M^{(1)}_4^{\text{fin}} = \cal{O}(\epsilon^0) \), and the tree-level amplitude may be written in the color basis of Del Duca, Dixon, and Maltoni \([105]\) as

\[
M^{(0)}_4 = -i\kappa(13)(23) \left[ \frac{1}{st} c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) + \frac{1}{su} c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) \right]. \tag{3.9}
\]

In this way, we have derived the one-loop IR factorization formula (2.22a) for the anomalous dimensions \( (1)g = -\beta_0/2 \) and \( (1)q = (1)\bar{q} = 0 \), as given by eq. (2.35). By promoting \( S(\epsilon) \) to include a full triangle integral we have incorporated \( \cal{O}(\epsilon^0) \) terms into the finite piece, so \( M^{(1)}_4^{\text{fin}} \neq H^{(1)}_4 \) when comparing with eq. (2.22a).

\(^9\)We have implicitly made a choice in eq. (3.4) when we decided not to apply the kinematic limits to the “eikonal” propagators which in the soft limit would become linear, \( (\ell + p_2)^2 \to 2\ell p_2, (\ell - p_3)^2 \to -2\ell p_3 \). This allowed us to avoid spurious UV divergences and at the same time to implement the collinear divergences into the same approximating function as the soft ones. This choice is consistent with the prescription of ref. [104], also recently used in ref. [103].

\(^10\)One also requires the commutation relation

\[
c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) = c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right) - c \left( \begin{array}{c}
\begin{array}{c}
1 - 3 + 4
\end{array}
\end{array} \right). \notag
\]
Let us now comment on the transcendentality structure of this amplitude. Performing integrand reduction on the three numerators in eq. (3.1) we see that only scalar box and triangle integrals appear. As both of these have uniform transcendental weight, \( M(1) \), \( M(1) \), and \( H(1) \) all contain only weight-2 terms at \( \mathcal{O}(\epsilon^0) \). So in this example the choice of IR scheme has no bearing on transcendentality. The uniform weight property is linked to the absence of scalar bubble integrals, which in this case happens without the need to specialize to the conformal theory where \( N_f = C_A / T_F \). The dependence on number of flavors \( N_f \), encoded by \( N_f = \frac{C_A}{T_F} \), cancels between \( \gamma_0^1 \) and \( 2 \gamma_0^1 \), which is reflected by the absence of closed matter loops in the integrand (3.2).

In this exercise we have seen how an analysis of soft regions can be used to expose the IR behavior of one-loop amplitudes. A similar exercise works for the one-loop four-quark amplitude; however, in that case the color-dual numerators presented in ref. [46] have soft and collinear divergences in undesirable regions associated with matter lines. Some rearrangement of the integrand is necessary, which has the unfortunate side-effect of spoiling color-kinematics duality. In the next example, involving only external gluons, we will see how relaxing the duality yields an integrand well suited for our analysis of the divergence structure.

### 3.2 External vectors

In refs. [49, 81, 106–109] the one-loop four-gluon integrand was presented in a form satisfying color-kinematics duality. By allowing ourselves to violate the duality, we write down the integrand in a form that more readily exhibits its expected IR behavior:

\[
\begin{align*}
n(\begin{array}{c}
4^+ \ell_3^+ 1^- 2^+ 3^- 4^+ \\
3^+ 4^- \end{array}) &= \frac{\kappa_{13}}{u^2} \text{tr}_- (1\ell (\ell + p_4) 3), \\
n(\begin{array}{c}
1^- \ell_4^+ 2^+ 3^- 4^- \\
3^+ 2^+ \end{array}) &= -\frac{1}{2} n(\begin{array}{c}
1^- \ell_4^+ 2^+ 3^- 4^- \\
4^+ 3^+ \end{array}) = \frac{\kappa_{12}}{s^2} \text{tr}_+ (1\ell 43), \\
n(\begin{array}{c}
4^- \ell_3^+ 1^+ 2^- 3^- 4^- \\
3^- 2^+ \end{array}) &= -\frac{1}{2} n(\begin{array}{c}
4^- \ell_3^+ 1^+ 2^- 3^- 4^- \\
3^+ 2^+ \end{array}) = -s \frac{\kappa_{14}}{t}.
\end{align*}
\]

(3.10a) (3.10b) (3.10c)

Recall that our external-state notation involving \( \kappa_{ij} \) lets us add multiple helicity configurations within the same object. For example, the matter bubble numerator can be promoted to

\[
n(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}) = -s \left( \frac{\kappa_{14} + \kappa_{23}}{t} - \frac{\kappa_{13} + \kappa_{24}}{u} \right).
\]

(3.11)

The only non-vanishing numerator absent from eq. (3.10) is the purely vector box; it is given by the \( \mathcal{N} = 4 \) matching identity

\[
n(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}) = n^{[\mathcal{N}=4]}(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}) - n(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}) - n(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}),
\]

(3.12)

where the two matter numerators are equal. The \( \mathcal{N} = 4 \) box numerator is explicitly

\[
n^{[\mathcal{N}=4]}(\begin{array}{c}
4^- 3^+ 1^- 2+ \\
3^- 2^+ \end{array}) = \sum_{i<j} \kappa_{ij}.
\]

(3.13)
As discussed in section 2.5, identities of the type (3.12) follow from the fact that after stripping away the color information, the states of the $\mathcal{N} = 2$ vector and matter multiplets add up to a single $\mathcal{N} = 4$ multiplet.

An advantage of the above diagrammatic representation is that the triangle integrals vanish to all orders in $\epsilon$ due to basic symmetry arguments. Using these expressions, let us consider the divergent behavior of the amplitude:

$$M_4^{(1)} = i \sum_{S_4} \frac{1}{8} c^4_{3,2} \left[ \frac{N_f c^4_{3,2}}{4} n(4) + \frac{1}{16} c^4_{3,2} n(4) \right],$$

where the sum is over permutations of external legs. For comparison, the corresponding $\mathcal{N} = 4$ SYM amplitude consists only of the box (3.13):

$$M_4^{(1)[N=4]} = i \sum_{S_4} c^4_{3,2} \left[ n(4) \right].$$

The remainder function $W_4^{(1)} = M_4^{(1)} - M_4^{(1)[N=4]}$ (see section 2.3) is then given as:

$$W_4^{(1)} = -i \sum_{S_4} \frac{1}{4} \left[ \left( c^4_{3,2} - N_f c^4_{3,2} \right) n(4) \right],$$

where we have reinstated $\beta_0 = C_A - N_f T_F$ by factoring out the Casimir values from the bubble color factors.

In the box numerators (3.10a), the $\mu^2$ components integrate to $O(\epsilon)$ terms. In the other helicity configurations it is the Dirac traces that block all potentially IR-singular regions without introducing any additional UV divergences, so all box contributions are finite. Therefore, $W_4^{(1)}$ only diverges in the UV due to the bubble integrals:

$$W_4^{(1)} = -\frac{\beta_0}{\epsilon} M_4^{(0)} - H_4^{(1)} \left[ N^{[N=4]} \right];$$

where the tree-level amplitude in this case is

$$M_4^{(0)} = \frac{t}{s} c^4_{3,2} \left[ \frac{1}{st} c^4_{3,2} + \frac{1}{su} c^4_{3,2} \right].$$

As predicted in section 2.3, the IR behavior of the one-loop four-vector amplitude is entirely captured by $\mathcal{N} = 4$ SYM. As for the UV, the bubble integral (3.17) contributes weight-0,1 terms to the $O(\epsilon^0)$ part of $H_4^{(1)}$ which violate uniform transcendentality.
Might there exist a better UV-subtraction scheme that ameliorates the transcendentality properties? One could be tempted to promote the $1/\epsilon$ divergence in eq. (3.18) to a full bubble integral and thus absorb the unwanted extra terms in $\mathcal{H}_4^{(1)}$. However, this would introduce additional kinematic dependence of the form $\log(-p^2)$ into the subtraction, and whatever color-space operator acts on the tree-level amplitude must be symmetric on $s$, $t$, and $u$ — therein lies the problem. For instance, the only $s$-channel bubble in $\mathcal{W}_4^{(1)}$ has a kinematic numerator given in eq. (3.11); as it does not contain all six $\kappa_{ij}$ components, it cannot be made proportional to the tree amplitude in all external helicity configurations at once. So no sensible color-space operator, kinematically depending on bubbles and acting on $\mathcal{M}_4^{(0)}$, manages to reproduce the desired behavior.

We must therefore conclude that, unless we specialize to the conformal theory where $\beta_0 = 0$, the lower-weight terms introduced by bubble integrals to the one-loop amplitudes cannot be subtracted. This will also be true for less supersymmetry and more external legs. At two loops, our ability to incorporate bubbles into two-loop triangle integrals will enable us to subtract them consistently, and thus radically improve the transcendentality properties of the amplitudes.

4 IR structure of two-loop $\mathcal{N} = 2$ SQCD

In this section we examine the IR behavior of the two-loop four-point amplitudes prior to full integration. This precedes our analysis of their transcendentality properties after integration, which we will do in section 5. In the four-gluon case, we use the compact form of the integrand presented in ref. [46], which is well-suited to the analysis of its pole structure; here we expose it at the level of individual diagrams before integration. This provides us with a strong motivation of the IR decomposition presented in eq. (2.32). For the mixed amplitude, we show how — by relaxing the constraints imposed by color-kinematics duality — the integrand can be reorganized into a form making use of similar Dirac traces, which again highlights the structure.

4.1 External vectors

The full two-loop four-vector amplitude may be expressed in terms of ten diagrams of four topologies, none of which vanish upon integration:

\[
\mathcal{M}_4^{(2)} = -i \sum_{\mathcal{S}_4} \text{I} \left[ \frac{1}{4} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + N_f c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + \frac{N_f}{2} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + \frac{1}{4} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + N_f c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + \frac{1}{2} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + N_f c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + \frac{1}{4} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right] + \frac{N_f}{2} c \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) s_{12} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) t_{13} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) u_{14} \left( \begin{array}{c} 4 \\
_3 \_2 \end{array} \right) \right]\]
We could try to analyze this amplitude using the minimal factorization formulae (2.22) or (2.24), involving poles ranging from $1/\epsilon$ to $1/\epsilon^4$. It is, however, much more appealing to use the more transparent formula (2.28), which holds after we subtract the maximally supersymmetric amplitude

$$M^{(2)}_{4[N=4]} = -\frac{i}{4} \sum_{S_4} \left[ c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) n_{[N=4]} \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) + c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) n_{[N=4]} \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right].$$

We are aided by the $N = 4$ matching conditions, which the kinematic numerators satisfy by construction [45, 46]. For instance, the following combination of two-loop non-planar numerators add up to a single $N = 4$ numerator:

$$n_{[N=4]} \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) = n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) + n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) + n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) + n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right),$$

and similarly for the other three topologies (two of which are zero in $N = 4$ SYM). These identities allow us to express the two-loop remainder in terms of only six kinematic numerators:

$$W^{(2)}_4 = i \sum_{S_4} \left[ \frac{1}{2} \left( c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) - N_f c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right) n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \sim \mathcal{O}(\epsilon^0) \right.$$

$$\left. + \left( c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) - N_f c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right) n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \sim \mathcal{O}(\epsilon^{-2}) \right.$$ 

$$\left. + \left( c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) - N_f c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right) n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \sim \mathcal{O}(\epsilon^{-1}) \right.$$ 

$$\left. + \frac{1}{2} \left( c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) - N_f c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right) n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \sim \mathcal{O}(\epsilon^{-2}) \right.$$ 

$$\left. + \beta_0 c \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \left[ n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) + n \left( T^{\frac{4\kappa_1}{3\kappa_2}}_{3\kappa_2} \right) \right] \right), \sim \mathcal{O}(\epsilon^{-3})$$

where to the right of each line we have displayed its divergent behavior. Ahead of the detailed analysis below, let us point out the prominent features of the remainder (4.4).

Due to the IR-blocking numerator properties there is no overlap of different soft, collinear, or UV regions in any of the remaining diagrams, as all of them contain a closed matter loop. Indeed, by using the $N = 4$ matching identities we have eliminated exactly the four diagrams that did not have any such loops and therefore incorporated the leading $1/\epsilon^4$ divergences — shared with the subtracted $N = 4$ amplitude.

Note that the color factors for the two topologies in the last line of eq. (4.4) have been rearranged with respect to eq. (4.1). They coincide up to certain Casimir factors, which
leads to a natural appearance of the beta-function coefficient. This is consistent with the
fact that these topologies, which we dub “pentagon-triangle” and “box-bubble”, are the
only ones found to be UV-divergent. Their UV divergences come from the closed matter
loops and enhance the $1/e^2$ IR divergence behavior of the gluonic part of the diagrams to
an overall $1/e^3$

The leading IR divergence rates of the other four diagrams, as indicated in eq. (4.4),
can be understood from the IR-blocking numerator properties, which only allow vector
propagators to produce poles in $g$.

As derived from the general principles in section 2, the remainder (4.4) must obey
the factorization formula (2.32). Since the amplitude has already been fully integrated in
ref. [40], for illustrative purposes we find it sufficient to perform an integrand-level proof of
the factorization up to and including terms $O(\epsilon^{-2})$. At this level, we can further simplify
the formula by noticing that the two-loop triangles (2.31) satisfy

$$i = j = 2$$

$$i \neq j$$

$$\beta_0$$

$$(4.5)$$

up to the first two orders in $\epsilon$. It is therefore sufficient to prove

$$\mathcal{W}_4^{(2)} = \left( \sum_{i<j} s_{ij} \right) \mathcal{W}_4^{(1)} + \beta_0 \left( \sum_{i<j} s_{ij} \right) \mathcal{M}_4^{(0)} + O(\epsilon^{-1}),$$

(4.6)

where expressions for $\mathcal{W}_4^{(1)}$ and $\mathcal{M}_4^{(0)}$ are given in eqs. (3.16) and (3.18), respectively.

Below we explain how to interpret the divergent behavior of each of the integrals
appearing in the two-loop remainder $\mathcal{W}_4^{(2)}$. Once the integrals have been decomposed into
their various divergent regions, it is a simple (albeit cumbersome) task to assemble them
and reproduce eq. (4.6).

### 4.1.1 Planar and non-planar double boxes

Up to relabelings of their loop momenta, the following three planar and non-planar double-box numerators are equal in any helicity configuration and are given by

$$n \begin{pmatrix} 4+ & 1- \\ 3+ & 2- \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4+ & 1- \\ 3+ & 2- \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4+ & 1- \\ 3+ & 2- \\ \ell_2 & \ell_1 \end{pmatrix} = -\kappa_{12}\mu_{12},$$

(4.7a)

$$n \begin{pmatrix} 4+ & 1- \\ 3- & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4+ & 1- \\ 3- & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4+ & 1- \\ 3- & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = \frac{\kappa_{13}}{u^2} \text{tr}_-(1\ell_124\ell_23),$$

(4.7b)

$$n \begin{pmatrix} 4- & 1- \\ 3+ & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4- & 1- \\ 3+ & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = n \begin{pmatrix} 4- & 1- \\ 3+ & 2+ \\ \ell_2 & \ell_1 \end{pmatrix} = \frac{\kappa_{14}}{t^2} \text{tr}_-(1\ell_123\ell_24).$$

(4.7c)

The state configurations with flipped helicities, which are not shown, can be obtained by
an appropriate replacement of the $\kappa$-prefactors ($\kappa_{12} \rightarrow \kappa_{34}$ and so on) and switching the parity of the traces $\text{tr}_- \rightarrow \text{tr}_+$.  

---
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The integrals of all three numerators in the first column are entirely finite. Indeed, setting the loop momentum of any internal edge carrying hypermultiplets to zero forces the corresponding numerator to vanish; similarly for any collinear region that might otherwise have produced a divergence. The overall powers of $\ell_1$ and $\ell_2$ are also too low to produce UV divergences. Finite expressions for the integrals involving six-term traces were obtained by Caron-Huot and Larsen in ref. [110]; the integral of $\mu_{12}$ can be done using a Schwinger parametrization, as we shall explain in section 5. For the present purpose of understanding divergences, we can safely ignore these integrals, which correspond to the first line of eq. (4.4).

A similar examination of the non-planar numerators in the third column of eq. (4.7) reveals that the only permitted divergence is in the collinear region $(\ell_{12} + p_1)||p_3$. It naturally arises from the three-gluon vertex in the center of the diagram. However, as it only gives rise to an $O(\epsilon^{-1})$ divergence we do not require its precise form for our present analysis.

As for the three diagrams in the second column of eq. (4.7), their integrals behave as $O(\epsilon^{-2})$ due to the possibility of simultaneous soft and collinear divergences in the gluonic rung on the left. An integrand analysis lets us effortlessly extract the leading order in $\epsilon$ (see also refs. [16, 52]):

\[
4 \begin{array}{c}
\ell_1 \\
\ell_2
\end{array} \begin{array}{c}
\mu_1 \\
3
\end{array} = 4 \begin{array}{c}
\ell_1 \\
3
\end{array} \begin{array}{c}
\mu_2 \\
2
\end{array} + O(\epsilon^{-1}),
\]

\[
4 \begin{array}{c}
\ell_1 \\
\ell_2
\end{array} \begin{array}{c}
\mu_1 \\
3
\end{array} = 4 \begin{array}{c}
\ell_1 \\
3
\end{array} \begin{array}{c}
\mu_2 \\
2
\end{array} + O(\epsilon^{-1}),
\]

\[
4 \begin{array}{c}
\ell_1 \\
\ell_2
\end{array} \begin{array}{c}
\mu_1 \\
3
\end{array} = 4 \begin{array}{c}
\ell_1 \\
3
\end{array} \begin{array}{c}
\mu_2 \\
2
\end{array} + O(\epsilon^{-1}).
\]

where we have relabelled the loop momenta and used $\ell_3 = \ell_1 + \ell_2$. The six-term traces that emerge as the one-loop box numerators on the right-hand side are familiar to us, as they occur in the unitarity cuts of the one-loop amplitude presented in ref. [46]. Together with the appearance of the triangle integral, this implies that we have found terms belonging to $W_4^{(1)}$.

The other non-planar double boxes occurring in eq. (4.4) are

\[
n \left( \begin{array}{c}
\ell_2 \\
\ell_1
\end{array} \begin{array}{c}
\mu_1 \\
3
\end{array} \end{array} \right) = \frac{\kappa_{12}}{s} \mathrm{tr}_{+}(3\ell_3\ell_24),
\]

\[
n \left( \begin{array}{c}
\ell_2 \\
\ell_1
\end{array} \begin{array}{c}
\mu_1 \\
3
\end{array} \end{array} \right) \begin{array}{c}
\mu_3 \\
2
\end{array} = \frac{\kappa_{14}}{t^2} \left[ \mathrm{tr}_{-}(1\ell_3\ell_24) - \ell_3^2 \mu_{23} \right],
\]

where $\ell_3 = \ell_1 + \ell_2$. These permit both soft and collinear divergences in the gluonic $\ell_1$ loop. As before, we can extract the leading divergent behavior at the integrand level:

\[
4 \begin{array}{c}
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In the first case we observe that $\text{tr}_\mp (2(\ell - p_1)\ell 4) = \text{tr}_\pm (1\ell (\ell + p_4)3)$ is precisely the factor appearing in the one-loop box diagram (3.10a). All terms on the right-hand side are natural when assembling $W_4^{(1)}$, and again the triangles belong to the dipole operator.

4.1.2 UV-divergent topologies

We continue the analysis with numerators that carry the UV divergence of the remainder in eq. (4.4), namely the pentagon-triangle and the box-bubble diagrams. The numerator of the box-bubble diagram is simply

$$n \left( \begin{array}{c} \ell_1 \\ \ell_2 \\ \ell_3 \\ \ell_4 \end{array} \right) = 2\ell_1 \cdot \ell_2 \kappa_{ij},$$

where $i$, $j$ are the legs carrying negative helicity. This numerator is entirely reducible, since it can be rewritten as $2\ell_1 \cdot \ell_2 = \ell_3^2 - \ell_2^2 - \ell_2^2$ in terms of three propagator denominators. Two of the three resulting scalar integrals contain scaleless tadpoles and therefore vanish. The remaining scalar integral has four soft regions around the limits $\ell_3 \to 0$, $\ell_3 \to p_1$, $\ell_3 \to p_{12}$, and $\ell_3 \to -p_4$. Taking these limits at the integrand level, we extract the finite denominators from the integrals and obtain

$$\frac{\ell_3}{s} + \frac{1}{t} + \frac{1}{u} + \mathcal{O}(\epsilon^{-1}).$$

The UV-divergent internal bubble cleanly decouples from the outer integral only in the third region $\ell_3 \to p_{12}$. The other regions naturally produce the two-loop triangle topologies that appear in the IR factorization formula (2.32). We have confirmed that the expansion (4.12) holds for two orders in $\epsilon$ by numeric evaluation in FIESTA [111–113]. Recall that the $\kappa$-prefactor contains an ordered tree amplitude and we derive

$$I \left[ n \left( \begin{array}{c} \ell_1 \\ \ell_2 \\ \ell_3 \\ \ell_4 \end{array} \right) \right] = iM_4^{(0)}(1, 2, 3, 4) \left\{ t \frac{\ell_2}{s} \ + s \frac{\ell_1}{t} + t \frac{\ell_3}{u} \ + u \frac{\ell_4}{s} \right\} + \mathcal{O}(\epsilon^{-1}).$$

This equation is true for all gluonic helicity configurations and can be made to explicitly incorporate them all using the symbolic amplitude expression $iM_4^{(0)} = \frac{1}{s t} \sum_{i<j} \kappa_{ij}$.

The pentagon-triangle contributions to eq. (4.4) have numerators of the form

$$n \left( \begin{array}{c} \ell_1 \\ \ell_2 \\ \ell_3 \\ \ell_4 \end{array} \right) = \frac{-\kappa_{12}}{s} \left[ \text{tr}_+ (3\ell_3 \ell_2 4) - s\mu_{23} \right],$$

$$n \left( \begin{array}{c} \ell_1 \\ \ell_2 \\ \ell_3 \\ \ell_4 \end{array} \right) = \frac{-\kappa_{13}}{u} \left[ \text{tr}_- (2\ell_3 \ell_2 4) - u\mu_{23} \right],$$

where again $\ell_3 = \ell_1 + \ell_2$. Since the chirally projected Dirac traces are taken strictly in the four-dimensional sense, the $\mu$-terms can be regarded as their extra-dimensional components.
Although soft and collinear divergences in the $\ell_2$ loop are blocked by the numerators, UV poles do develop in the $\ell_2 \to \infty$ limit. Taken in combination with simultaneous soft and collinear singularities in the $\ell_1$ loop, this implies that leading poles occur at $O(\epsilon^{-3})$.

Considering the soft limits of a slightly more general integral, we find

$$
\frac{1}{4} \ell_2 \ell_1 \ell_3 \ell_4 \left[ \text{tr}_{\pm}(q\ell_3 \ell_2 4) - 2(p_4 \cdot q) \mu_{23} \right] \frac{\ell_1 \to 0}{s} \times \frac{1}{t} \times 4 \ell_2 \ell_3 \ell_4 \left[ 2(p_4 \cdot q) \ell_2^2 \right],
$$

(4.15a)

$$
\frac{\ell_1 \to p_1}{t} \times \frac{1}{t} \times 4 \ell_2 \ell_3 \ell_4 \left[ 2(p_4 \cdot q) \ell_2^2 \right] \times \frac{1}{t}.
$$

(4.15b)

For $\ell_1 \to 0$ we factor out $(\ell_1 - p_{12})^2 \to s$, while the four-dimensional trace and $\mu_{23} \to \mu_{22}$ combine into a $D$-dimensional $\ell_2^2$ in the numerator. In the limit $\ell_1 \to p_1$ the propagators factorize into two one-loop topologies, and we drop the numerator contribution $\text{tr}_{\pm}(q1\ell_2 4)$ that integrates to zero. Analogous simplifications happen for the regions $\ell_1 \to p_{12}$ and $\ell_1 \to -p_4$. By integrand reduction we obtain

$$
\frac{1}{4} \ell_2 \ell_1 \ell_3 \ell_4 \left[ \text{tr}_{\pm}(q\ell_3 \ell_2 4) - 2(p_4 \cdot q) \mu_{23} \right]
$$

(4.16)

$$
= 2(p_4 \cdot q)\left\{ \frac{1}{s} t^2 + \frac{1}{t} s^2 + \frac{1}{s} t^2 + \frac{1}{t} s^2 \right\} + O(\epsilon^{-1})
$$

involving the two-loop triangles (2.31b). Again, we have checked this expansion numerically using FIESTA [111–113].

That our analysis of soft regions correctly predicts both the $1/\epsilon^3$ and $1/\epsilon^2$ terms in eqs. (4.12) and (4.16) is non-trivial. Unlike section 4.1.1, where the leading divergent behavior $O(\epsilon^{-2})$ was always associated with a particular soft region, here one can imagine $1/\epsilon^2$ poles arising from a collinear divergence in the $\ell_1$-loop and a UV divergence in the $\ell_2$-loop. Such terms would not be detected merely by thinking about soft regions, yet the above analysis leaves nothing out. It seems to be a characteristic of these trace-based numerators that they permit such behavior. For the pentagon-triangle numerators (4.14), the integral expansion (4.16) implies

$$
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\times \line{0}
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\times \line{2} \\
\times \line{1} \\
\times \line{0} \\
\times \line{1}
\end{array} \right] + s \left\{ \begin{array}{c}
\times \line{1} \\
\times \line{0} \\
\times \line{1} \\
\times \line{1}
\end{array} \right\} + O(\epsilon^{-1}),
$$

(4.17)

in terms of the ordered tree-level amplitude with arbitrary external helicities.

This provides us with the last ingredient needed to prove the IR factorization formula (4.6). At this order in $\epsilon$, the second two-loop triangle topology (2.31b) cleanly cancels when the pentagon-triangle and box-bubble contributions are combined. Adding them to the leading-order divergences of the planar and non-planar double boxes we find perfect agreement with eq. (4.6).
4.2 External vectors + matter

In the two-loop four-gluon amplitude we see a clear link between the choice of IR subtraction scheme and the structure of the integrand. Therefore, we naturally question whether a similarly revealing choice of integrand basis might shed light on what IR-subtraction scheme best enhances the transcendentality properties of amplitudes with external matter. This question was already explored in ref. [46] to a certain extent; however, the requirement that all numerators be color-dual limited our freedom to explore other possibilities. As we have seen in previous examples, such as the one-loop four-gluon amplitude in section 3.2, relaxing color-kinematics duality can be beneficial for exposing the divergent structure of these amplitudes before integration. So here we briefly investigate this possibility.

The following two double boxes were presented in ref. [46]:

\[
\begin{align*}
&n\left(\begin{array}{c}
\ell_2^+ \\
\ell_1^- \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{s_{K(13)(23)}}{tu} \text{tr}_+(13\ell_24), \quad (4.18a) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{s_{K(13)(23)}}{tu} \text{tr}_+(13\ell_34), \quad (4.18b)
\end{align*}
\]

where loop momenta follow the directions of the matter arrows. These belong to the color-dual presentation of the four-point mixed amplitude (which in section 5 we will fully integrate). Allowing ourselves to relax BCJ duality, we find similarly compact expressions for the other six double boxes:

\[
\begin{align*}
&n\left(\begin{array}{c}
\ell_2^+ \\
\ell_1^- \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(23)}}{st} \text{tr}_+(12\ell_1p_{12}\ell_24), \quad (4.19a) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(23)}}{su} \text{tr}_+(12\ell_1p_{12}\ell_23), \quad (4.19b) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(23)}}{st} \text{tr}_+(12\ell_1p_{12}\ell_24), \quad (4.19c) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(23)}}{su} \text{tr}_+(12\ell_1p_{12}\ell_23), \quad (4.19d) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(24)}}{su} \text{tr}_+(12\ell_1p_{12}\ell_23), \quad (4.19e) \\
&n\left(\begin{array}{c}
\ell_2^- \\
\ell_1^+ \\
\ell_3^- \\
\ell_4^-
\end{array}\right) = \frac{\kappa_{(12)(23)}}{st} \text{tr}_+(12\ell_1p_{12}\ell_24). \quad (4.19f)
\end{align*}
\]

These numerators vanish whenever the loop momentum carried by an internal matter edge vanishes. Similar tricks work for the other planar numerators, which suggests that a privileged integrand basis does exist.
Unfortunately, while relaxing the requirement of color-kinematics duality gives us more freedom to write down desirable expressions in the planar sector, it also makes it much harder to find suitable non-planars. This is because, when enforcing the duality, non-planar numerators are given to us automatically by Jacobi or commutation relations in terms of the planars — writing down non-planar generalized unitarity cuts is therefore unnecessary. While the iterated cut construction can be used to obtain non-planar cuts, a generic mechanism for lifting them off-shell is still lacking. This does not rule out the existence of such non-planar expressions in any way — it simply complicates the task of finding them.

Another problem is that there is no natural analogue of $M_{(2)^{[N=4]}}$ for us to subtract, so the IR divergences of all graphs must be analyzed. As we shall see in section 5, this affects our ability to write down a suitable IR subtraction scheme.

5 Integration & transcendental weight

Having explored how the integrand structure reflects the IR behavior of various different amplitudes, we now proceed to study the analytic form of the three two-loop $\mathcal{N} = 2$ SQCD amplitudes under consideration by direct integration. The four-vector amplitude was already integrated in ref. [40], so here we apply the same techniques to the other two amplitudes. The algorithm is as follows:

1. All contributions are converted to scalar-type integrals using Schwinger parametrization [114, 115]. Amongst the resulting terms are integrals in $(D + 2n)$ dimensions (where $n \in \mathbb{Z}$) and with raised powers of propagators.

2. Higher-dimensional scalar integrals are shifted back to $D$ dimensions using dimensional recurrence relations [116, 117].

3. Using the Mathematica package LiteRed [118], the resulting $D$-dimensional scalar integrals are reduced to a basis of masters using integration-by-parts relations (IBPs) [119, 120].

4. Known expressions for the four-point two-loop master integrals [121–125] are inserted. Final manipulation of the results is performed using the Mathematica package HPL [126].

The resulting $\epsilon$-pole structure in all three cases matches the one predicted in eq. (2.22b).

We provide machine-readable text files for the complete expressions of the one- and two-loop four-point amplitudes as supplementary material attached to this paper. The expressions are written out for an SU$(N_c)$ gauge group,11 distinct flavors of external matter parton pairs, and $N_f$ flavors for internal matter loops. The equal-flavor amplitudes can be obtained by an appropriate summation over permutations of the distinct-flavor expressions. For the four-gluon amplitude, we present all helicity configurations as in ref. [40]. For the amplitudes involving external matter we make a particular choice w.r.t. the helicities of

---

11The gluonic amplitude for a selection of different gauge groups can be found attached to ref. [40].
the external particles, which can be readily observed from their $\kappa$-dependence as shown in (1.8). The two-loop cusp and field anomalous dimensions have already been advertised in eq. (2.35).

Since we have the full analytic expressions at our disposal, we are able to study the range of transcendental weights appearing in the amplitudes. In ref. [40], where the analytic form of the four-gluon amplitude was studied, a conspiracy between the IR subtraction scheme as defined by Catani [15] (shown in eq. (2.15)) and terms of lower transcendentality was observed at the conformal point of the theory. More specifically, writing the gluonic remainder as

$$W_n^{(L)} = R_n^{(L)} + (C_A - T_F N_f) S_n^{(L)},$$

one sees $R_4^{(2)}$ contains terms of weight 2 through 4 at $O(\epsilon^0)$. Upon IR subtraction via

$$R_4^{(2)} = \left( \sum_{i<j} s_{ij} \prod_{i} T_i \cdot T_j \right) R_4^{(1)} + R_4^{(2)\text{fin}},$$

it was found that $R_4^{(2)\text{fin}}$ is given by terms of weights 3 and 4 only at $O(\epsilon^0)$. This intriguing cancellation was limited only to $R_4^{(2)}$, as the Catani-style subtraction did not ameliorate the transcendental structure of the non-conformal part of the amplitude.

Bypassing this restriction, from the point of view of transcendentality the scheme defined in eq. (2.32) seems to be a logical extension of eq. (5.2). Indeed, performing this subtraction we see that, although $W_4^{(2)}$ contains terms of all possible weights 0 through 4 at $O(\epsilon^0)$, $W_4^{(2)\text{fin}}$ is described entirely by terms of weights 3 and 4 at the same order in $\epsilon$. As an illustration, we provide explicit expressions for two independent helicity configurations of $W_4^{(2)\text{fin}}$ in appendix B. Note that the precise form of eq. (2.32) is important in this regard. For example, if we rewrite the non-conformal term using only one two-loop triangle topology, as in eq. (4.5), this will reintroduce terms of weight 2 at $O(\epsilon^0)$.

Our discussion of the one-loop amplitudes in section 3 provides us with some intuition for why this cancellation happens. In the one-loop mixed amplitude (discussed in section 3.1) no bubbles appeared at any stage, and the result had uniform weight regardless of our scheme choice, as this property manifestly holds for the other topologies involved. In the one-loop four-vector amplitude (discussed in section 3.2) the appearance of lower-weight terms in $H_4^{(1)}$ was attributed to our inability to consistently remove bubble integrals. In the two-loop gluonic amplitude, while bubble integrals do appear and produce UV divergences, they occur either as sub-integrals, and so can be incorporated into the two-loop triangle topologies used to subtract IR divergences, or they naturally arrange themselves into the one-loop remainder $W_4^{(1)}$. While this does not constitute a full integrand-level understanding of the weight grading of the two-loop result, it does motivate why one could expect the scheme in eq. (2.32) to improve the transcendental structure of the finite part of the amplitude.

Having identified this peculiar scheme for the four-gluon case, it is natural to wonder whether such an enhanced cancellation of lower-weight terms can also be achieved for the two-loop amplitudes involving external matter fields. In these cases, there is no analogous
result in $\mathcal{N} = 4$ SYM which can be subtracted and a remainder as given by eq. (2.27) cannot be defined. To this end, we can generalize the scheme defined in eq. (2.32) as follows:

$$M_n^{(2)} = \left[ \frac{1}{2} S(\epsilon) S(\epsilon) + \frac{1}{2} \gamma_K^{(2)} - 4 \beta_0 S(2\epsilon) + \frac{1}{\epsilon} \sum_{i=1}^n \gamma_i^{(2)} \right] M_n^{(0)} + \left( \sum_{i<j} s_{ij} T_i \cdot T_j \right) \mathcal{H}_n^{(1)}$$

$$+ \beta_0 \left( \sum_{i<j} s_{ij} \left[ \frac{d}{d\epsilon} \left( \frac{d}{d\epsilon} - 1 \right) T_i \cdot T_j \right] \right) M_n^{(0)}$$

$$+ \frac{1}{2\epsilon} \left[ \frac{n}{2} \beta_0 + \sum_{i=1}^n \gamma_i^{(1)} \right] \left( M_n^{(1)} + S(\epsilon) M_n^{(0)} + \mathcal{H}_n^{(1)} \right)$$

$$+ \frac{1}{\epsilon} \left[ \frac{n-2}{2} \beta_1 + \frac{\beta_0}{2} \left( 1 - \frac{\zeta_2}{4} \right) \sum_{i=1}^n T_i^2 \right] M_n^{(0)} + M_n^{(2,\text{fin})}, \quad (5.3)$$

where $\mathcal{H}_n^{(1)}$ was defined in eq. (2.22a). Using this generalized scheme involving scalar triangle integrals, we study the transcendentality of $M_n^{(L,\text{fin})}$ for the various amplitudes computed in this paper. Our findings are summarized in table 2.

In the four-gluon case, eq. (5.3) is similar to eq. (2.32) so the same cancellations occur. For the amplitude involving both external vector and matter fields, the scheme defined above also ameliorates the transcendentality structure of the finite part. We note that in this case, the uniform transcendentality of the one-loop result simplifies the weight grading of eq. (5.3). Finally, for the amplitude with all external matter fields no cancellation is observed. However, we should not rule out the possibility of a further generalization of eq. (5.3) that could induce analogous behavior. In particular, at weights 0 and 1 the color structures and transcendentals objects which appear are sufficiently restricted that the proportionality to the tree-level amplitude is remarkably simple.

6 Summary and outlook

In this paper we have explored a link between the degree of uniform transcendentality violation and IR-subtraction schemes in $\mathcal{N} = 2$ SQCD. Taking two-loop gluonic amplitudes
as “corrections” to uniformly transcendental $\mathcal{N} = 4$ SYM amplitudes, with $\mathcal{W}_n^{(L)} = \mathcal{M}_n^{(L)} - \mathcal{M}_n^{(L)[N=4]}$, we find that all two-loop divergences (including UV) may be expressed in terms of scalar triangle integrals:

$$\mathcal{W}_n^{(2)} = \left( \sum_{i<j}^n s_{ij} \left( T_i \cdot T_j \right) \right) \mathcal{W}_n^{(1)} + \beta_0 \left( \sum_{i<j}^n s_{ij} \left[ \left( T_i \cdot T_j \right) - \left( T_i \cdot T_j \right) \right] \right) \mathcal{M}_n^{(0)} + \mathcal{W}_n^{(2)\text{fin}}. \tag{6.1}$$

The use of these integrals defines a specific IR-subtraction scheme to all orders in $\epsilon$ and cancels all transcendental weight-0,1,2 terms from $\mathcal{W}_n^{(2)\text{fin}}$. A similar scheme was used in ref. [40] to demonstrate the cancellation of lower-weight terms from the finite part of the same amplitude at the conformal point $\mathcal{O} = 2$. Here we have generalized the result to the full SQCD theory with arbitrary $N_c$ and $N_f$.

Our understanding of this scheme came from two opposite perspectives. Firstly, in section 2 we provided a derivation of generic formulae (2.13) and (2.22) for the two-loop IR divergences — after and before UV renormalization, respectively. These formulae are valid for any massless gauge theory in four dimensions and improve on Catani’s well-known formulae (2.15) by excluding unnecessary color structures of the form $f^{abc} T_a^i T_b^j T_c^k$. In particular, the formula (2.22) for the divergences of unrenormalized (bare) amplitudes $\mathcal{M}_n^{(2)}$ places UV, soft, and collinear poles on an equal footing. Even more cleanup happens for gluonic amplitudes (2.28): $\mathcal{W}_n^{(L)} = \mathcal{M}_n^{(L)} - \mathcal{M}_n^{(L)[N=4]}$ diverges only as $1/\epsilon^{2L-1}$ since the leading $1/\epsilon^{2L}$ poles are absorbed into the uniformly transcendental $\mathcal{N} = 4$ SYM amplitudes.

Finally, the IR scheme (6.1) was obtained by specializing to $\mathcal{N} = 2$ SQCD using our results (2.35) for the two-loop anomalous dimensions.

A more intuitive picture came from studying the IR behavior of the loop integrands. In ref. [46] an iterated cut construction was used to write down expressions for all two-loop four-point $\mathcal{N} = 2$ SQCD integrands. Diagrams with internal matter lines were found to have a controlled IR behavior, so that singular regions arising from massless $i/p^2$ propagators are “blocked” by the appearance of local numerators that vanish in those regions. This matches our physical intuition in QCD: quarks obey Fermi-Dirac statistics, so they should be distinguishable even in the high-energy (massless) limit — soft or collinear divergences should arise only from virtual gluon exchange. The usual quark propagator $i\not{p}/p^2$ also ensures this property, for instance, as $\not{p}$ vanishes in the soft limit $p^\mu \to 0$. Supersymmetric quarks and gluons follow the same qualitative behavior.

The controlled IR behavior made it possible to analyze both the divergences and transcendentality structure of multi-loop $\mathcal{N} = 2$ SQCD amplitudes before integration. In the one-loop examples discussed in section 3, this involved expressing soft and collinear divergences in terms of unintegrated triangle integrals and UV divergences in terms of bubbles. The latter, we observed, source the unwanted lower-weight terms in the finite parts of the amplitudes. For the one- and two-loop gluonic amplitudes discussed in sections 3.2 and 4.1, respectively, we used an off-shell supersymmetry decomposition to eliminate all purely-gluonic diagrams from the remainder functions $\mathcal{W}_4^{(L)}$; the remaining diagrams all contain internal matter loops. Analysis of the two-loop amplitude in section 4.1 gave rise...
to the two-loop triangles with UV-divergent bubbles embedded, which fit naturally into the IR scheme presented in eq. (6.1).

Finally, in this paper we also integrated the two-loop four-point $\mathcal{N} = 2$ SQCD amplitudes with matter on external legs, first presented in ref. [46]. Using a generalized scheme (5.3) that allows for external matter, we found a cancellation of weight-0,1 terms from the four-point mixed amplitude but not the four-matter amplitude — results are presented in table 2. Integration of these amplitudes also provided us with the quark anomalous dimension $\gamma_q^{(2)}$, as well as a cross-check of the cusp and gluonic anomalous dimensions $\gamma_K^{(2)}$ and $\gamma_g^{(2)}$, all given in eq. (2.35). All three include an arbitrary dependence on the number of matter flavors $N_f$. They are valid in the FDH regularization scheme [67, 68], and may in principle be converted to the 't Hooft-Veltman scheme [64] or the conventional dimensional regularization scheme [65] using the dictionary of ref. [58].

Let us now expand upon the features and consequences of our work.

**Anomalous dimensions.** Given our $\mathcal{N} = 2$ SQCD results (2.35) for the two-loop anomalous dimensions, one could wonder whether they contain hints of their lower-supersymmetry counterparts. Indeed, the result (2.35a) for the two-loop cusp anomalous dimension is in perfect agreement with the general FDH formula

$$
\gamma_K^{(2)} = \left( \frac{64}{9} - 2\zeta_2 \right) CA - \frac{10}{9} T_f n_f - \frac{4}{9} T_s n_s
$$

for a gauge theory minimally coupled to $n_f$ Weyl fermions and $n_s$ real scalars. It is well known to practitioners, as it can be inferred from interpolating between the cases of QCD ($n_s = 0$, $n_f = 2 N_f$, $T_f = T_F$ [61]) and $\mathcal{N} = 4$ SYM ($n_f = 4$, $n_s = 6$, $T_f = T_s = C_A$ [60]) based on its linearity with respect to the particle content. It is difficult to write similarly generic formulae for the two-loop gluonic and quark collinear anomalous dimensions, as they are sensitive to how the adjoint scalars couple to the fundamental fermions and scalars. A supersymmetry interpolation is, however, possible for pure SYM theories, obtained by setting $N_f = 0$. We find perfect consistency with the $0 < \mathcal{N} \leq 4$ supersymmetric results of refs. [127, 128] for the Catani terms which survive in the leading-color limit $N_c \to \infty$:

$$
K^{[\text{SYM}]}_{\text{FDH}} = C_A \left[ -\zeta_2 + (4 - \mathcal{N}) \right], \quad H^{[\text{SYM}]}_{g,\text{FDH}} = \frac{1}{4} C_A^2 \left[ 2\zeta_3 + \frac{4 - \mathcal{N}}{2} \zeta_2 \right],
$$

where we have adjusted the overall prefactors to match our conventions in eq. (2.17). For arbitrary $\mathcal{N}$, we can combine eqs. (2.17) and (6.3) and easily find

$$
\gamma_K^{(2)} = 2 C_A \left[ -\zeta_2 + (4 - \mathcal{N}) \right], \quad \gamma_g^{(2)} = \frac{1}{16} C_A^2 \left[ 2\zeta_3 + (4 - \mathcal{N})\zeta_2 - 2(4 - \mathcal{N})^2 \right],
$$

having also used $\beta_0 = \frac{1}{2} C_A (4 - \mathcal{N})$. Uniform transcendentality is manifest for $\mathcal{N} = 4$.

**Local IR subtraction.** Our analysis of the IR divergences before integration was facilitated by the controlled IR behavior of the $\mathcal{N} = 2$ integrands, in which the diagram numerators naturally “blocked” IR divergences associated with certain edges. These IR-blocking properties can be regarded as a kind of local IR subtraction at the amplitude-integrand
level, which has been a subject of significant interest in QCD [103, 104, 129]. In our approach, such a (partial) subtraction is made possible by tailoring the diagram numerators to generalized unitarity cuts exactly, which is impossible without certain Levi-Civita terms. Although such terms vanish upon integration, they often participate in loop-dependent chiral Dirac traces tr_{\pm}(\cdots), which we found to be natural building blocks for well-behaved loop integrands. It would be extremely interesting to see if such guidance from unitarity cuts can also help achieving local IR subtraction in QCD.

Transcendentality. Our \(\mathcal{N} = 2\) results reveal an intriguing interplay between IR physics and transcendentality, which is well-studied in \(\mathcal{N} = 4\) SYM. The conjectured uniform transcendentality property [38, 39] is naturally implied for integrands that can be written as so-called dlog forms, which is a consequence of those integrands having only unit leading singularities (see ref. [130] for a review). Using loop-level recursion, all-loop \(n\)-point planar MHV integrands [130–132] and two-loop planar \(N^k\)MHV integrands [133] have been expressed in terms of only diagrams with unit leading singularities, and these naturally involve manifestly IR-finite integrals. Similar structures have now also been found beyond the planar limit [134–136], but a full proof of uniform transcendentality remains elusive. A better understanding of how the property is violated in theories with \(\mathcal{N} < 4\) supersymmetries may shed light on this question.

It would therefore be desirable to confirm that the minimal violation of uniform transcendentality for the finite amplitude, as defined by the IR scheme (6.1), continues for \(n > 4\). It will be particularly interesting to see how the two-loop IR-controlling numerators generalize for more external legs. At \(n = 5\) points integration of the full-color MHV amplitude should be achievable using currently available technology, given recent progress on integrated five-parton amplitudes in QCD [137–140]. Extensions to the next loop order or higher orders in \(\epsilon\) are also within reach [33, 141]. Furthermore, the case of lower supersymmetry should also be explored. In the high-energy limit, a connection between superconformal symmetry and uniform transcendential weight was found for the BFKL ladder at next-to-leading logarithmic accuracy [142]. It would be interesting to see if \(\mathcal{N} = 1\) SQCD has a similar minimal departure from uniform transcendentality when tuned to a conformal point and if a similar relation between infrared structure and transcendental weight can be constructed in the \(\mathcal{N} = 1\) case.

Finally, the precise form of eq. (6.1) suggests a better interpretation may exist in the language of form factors. Each of the triangle integrals has precisely one off-shell leg, which might indicate an expectation value of some operator in \(\mathcal{N} = 2\) SQCD. Given that the same transcendentality properties of amplitudes are expected to carry over to form factors, as has been observed in \(\mathcal{N} = 4\) SYM [143–145], such an analysis may shed further light on transcendentality violations in \(\mathcal{N} < 4\) supersymmetric theories.
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A Anomalous dimensions in $\mathcal{N} = 4$ SYM

Exact four-point (and five-point) amplitudes in planar $\mathcal{N} = 4$ SYM (with $G = SU(N_c)$) are given by the ABDK/BDS ansatz \cite{27, 28} which exponentiates the one-loop amplitudes evaluated to all orders in $\epsilon$:

\[
M_n^{[\mathcal{N}=4]} = (4\pi\alpha_s) \frac{\alpha_s^2}{4\pi} \sum_{\text{perms}} \frac{1}{n!} \text{tr}[T^{a_1} \ldots T^{a_n}] A_n^{(0)}(1, \ldots, n) M_n(1, \ldots, n; \epsilon)(1 + \mathcal{O}(1/N_c)),
\]

where $f^{(L)}(\epsilon)$ and $C^{(L)}$ are independent of the external kinematics, and at one loop $f^{(1)}(\epsilon) = 1$, $C^{(1)} = E_n^{(1)}(\epsilon) = 0$ by definition. Recall that at four points, for instance, the tree and one-loop color-ordered amplitudes are given by

\[
A_4^{(0)[\mathcal{N}=4]} = \frac{-i\delta^8(Q)}{st} \begin{pmatrix} 12 \end{pmatrix} \begin{pmatrix} 34 \end{pmatrix}, \quad M_4^{(1)} = -st \begin{array}{ccc} 1 \end{array}, \begin{array}{ccc} 2 \end{array} \begin{array}{ccc} 3 \end{array} \begin{array}{ccc} 4 \end{array}. \quad (A.2)
\]

The two-loop planar amplitude is expressed as \cite{27}

\[
M_n^{(2)}(\epsilon) = \left( \frac{1}{2} \left[ M_n^{(1)}(\epsilon) \right]^2 - 2(\zeta_2 + \zeta_3 \epsilon + \zeta_4 \epsilon^2) M_n^{(1)}(2\epsilon) + \mathcal{O}(\epsilon^0) \right).
\]

Now let us compare that with the $\mathcal{N} = 4$ factorization formulae (2.25), which take the following form for the color-ordered amplitudes:

\[
M_n^{(1)} = S(\epsilon) M_n^{(0)} + H_n^{(1)}, \quad S(\epsilon) = -\frac{1}{\epsilon^2} \sum_{i=1}^n \left[ 1 - \epsilon \log\left( \frac{-s_{i(i+1)}}{\mu^2} \right) \right] \quad (A.4a)
\]

\[
M_n^{(2)} = S(\epsilon) M_n^{(1)} + \left[ -\frac{1}{2} \left( S(\epsilon) \right)^2 + \frac{1}{2N_c} \gamma_K^{(2)[\mathcal{N}=4]} S(2\epsilon) + \frac{n}{\epsilon N_c^2} \gamma_2^{(2)[\mathcal{N}=4]} \right] M_n^{(0)} + H_n^{(2)}, \quad (A.4b)
\]

\[
\begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 2 \end{pmatrix} \begin{pmatrix} 3 \end{pmatrix} \begin{pmatrix} 4 \end{pmatrix}.
\]
where the $N_c$ denominators are due to the explicit factors of $N_c$ in the expansion (A.1). Note that $M_n^{(0)} \equiv 1$, so we can equate eqs. (A.3) and (A.4b):

\[
M_n^{(2)} = \frac{1}{2} [S(e)]^2 + S(e) H_n^{(1)} - 2(\zeta_2 + \zeta_3 e) S(2e) + O(e^0) \tag{A.5}
\]

\[
= \frac{1}{2} [S(e)]^2 + S(e) H_n^{(1)} + \frac{1}{2 N_c} \gamma_N^{(2)[N=4]} S(2e) + \frac{n}{\epsilon N_c^2} \gamma_g^{(2)[N=4]} + H_n^{(2)}.
\]

Therefore, consistent with eq. (2.26), we find

\[
\gamma_N^{(2)[N=4]} = -4 \zeta_2 N_c, \quad \gamma_g^{(2)[N=4]} = \frac{1}{2} \zeta_3 N_c^2, \tag{A.6}
\]

where we have used $S(2e) = n/(4e^2) + O(e^{-1})$ for the latter.

**B Two-loop finite remainder in $\mathcal{N} = 2$ SQCD**

Here we present the finite remainder function of the two-loop gluonic amplitude $W_{4}^{(2)\text{fin}}$ as defined in (2.32). We split the result into two parts

\[
W_{4}^{(2)\text{fin}} = R_{4}^{(2)\text{fin}} + (C_A - T_F N_f) S_{4}^{(2)\text{fin}}, \tag{B.1}
\]

where $R_{4}^{(2)\text{fin}}$ denotes the remainder for the conformal theory and $S_{4}^{(2)\text{fin}}$ represents corrections thereof for the generic theory (recall that $(C_A - T_F N_f) = \beta_0$). We present the results in terms of color-ordered building blocks in the trace basis of the gauge group $SU(N_c)$; we denote the kinematic coefficient of $N_c^2 M^{(0)}(1^- 2^-, 3^+, 4^+) \text{tr}(T^{a_1} T^{a_2} T^{a_3} T^{a_4})$ as $W_{(\cdots)^{2\text{fin}}}^{(2)\text{fin}}$ and that of the double trace $N_c^2 M^{(0)}(1^- 2^-, 3^+, 4^+) \text{tr}(T^{a_1} T^{a_2}) \text{tr}(T^{a_3} T^{a_4})$ as $W_{(\cdots)^{2\text{fin}}}^{(2)\text{fin}}$. Analogous notation is used for the constituent $R_{4}^{(2)\text{fin}}$ and $S_{4}^{(2)\text{fin}}$. The results for $R_{4}^{(2)\text{fin}}$ were already obtained in ref. [40] and in the planar case in refs. [41, 44], but we list them here again for completeness. Note that, as discussed in ref. [40], the components given below form a sufficient set to reconstruct the full-color answer.

We introduce the shorthand notation $\tau = -t/s$, $\nu = -u/s$ with their logarithms being written as $T = \log(\tau)$, and $U = \log(\nu)$. Furthermore, $L_{n}(z)$ are the classical polylogarithms [23, 24] and $S_{n,p}(z)$ are Nielsen generalized polylogarithms (see e.g. ref. [146]). We give results in the region $s > 0; t, u < 0$, so $T$ and $U$ are real.

\[
R_{4}^{(2)\text{fin}} = \frac{\tau}{6} \left[ 48 L_{4}(\tau) - 24 (T + U) L_{3}(\tau) + 24 T L_{2}(\tau) + 24 U L_{2}(\tau) + 24 T U L_{2}(\tau) + 24 T U L_{2}(\nu) - 24 S_{2,2}(\tau) + 4 T^{2} U + 18 T^{2} U + 24 \zeta_2 L_{2}(\tau) - 12 \zeta_2 T^{2} + 24 \zeta_2 U \\
+ 24 \zeta_3 U - 168 \zeta_4 \right] \\
- \frac{\tau^{2} \pi}{3} \left[ 6 L_{3}(\tau) + 6 L_{3}(\nu) - 6 U L_{2}(\tau) - 6 U L_{2}(\nu) \\
- T^{3} + 3 T^{2} U + 6 T U + 6 U T + 12 \zeta_3 + O(\epsilon) \right]. \tag{B.2a}
\]
\[
R^{(2)[1]}_{(-+)(++)} = \frac{2\tau}{3} \left[ 96\mathcal{L}_4(\tau) + 96\mathcal{L}_4(v) - 24(3T - U)\mathcal{L}_3(\tau) + 24(7 - 3U)\mathcal{L}_3(v) \\
+ 24T(T - U)\mathcal{L}_2(\tau) - 24U(T - U)\mathcal{L}_2(v) \\
+ (T + U)^4 - 24T^2U^2 - 12\zeta_2(T - U)^2 - 654\zeta_4 \\
- i\pi\frac{8\tau}{3} \left[ 12\mathcal{L}_3(\tau) + 12\mathcal{L}_3(v) - 12T\mathcal{L}_2(\tau) - 12U\mathcal{L}_2(v) \right] \\
- (T + U)^3 - 18\zeta_2(T + U) \right] + O(\epsilon). \\
\text{(B.2b)}
\]

\[
S^{(2)[1]}_{(-++)(++)} = -\frac{\tau}{6} \left[ 48\mathcal{L}_4(\tau) - 24(T + U)\mathcal{L}_3(\tau) - 24T\mathcal{L}_3(\tau) + 24TU\mathcal{L}_2(\tau) + 24TU\mathcal{L}_2(v) \\
- 24S_{2,2}(\tau) + T^4 - 4T^3U + 18T^2U^2 + 24\mathcal{L}_2(\tau) - 12\zeta_2T^2 + 24\zeta_2TU + 24\zeta_2U - 68\zeta_4 \\
+ i\pi\frac{2\tau}{3} \left[ 6\mathcal{L}_3(\tau) + 6\mathcal{L}_3(v) - 6\mathcal{L}_2(\tau) - 6\mathcal{L}_2(v) - T^3 + 3T^2U + 6T^2U - 6T^2U - 6\zeta_2(T - U) \right] \\
- \frac{1}{3} \left[ 68\mathcal{L}_3(\tau) - 6T\mathcal{L}_2(\tau) - T^3 - 3T^2U + 24\zeta_2T + 12\zeta_3 \right] \\
+ i\pi \left[ 2T\mathcal{L}_2(\tau) + T^2 + 2T^2U - 4\zeta_2 \right] + O(\epsilon). \\
\text{(B.3a)}
\]

\[
S^{(2)[0]}_{(-+)(++)} = -\frac{2\tau}{3v} \left[ 12\mathcal{L}_3(\tau) + 12\mathcal{L}_3(v) - 12\mathcal{L}_2(\tau) - 12\mathcal{L}_2(v) \\
- 2T^3 - 3(1 - 2\tau)\mathcal{L}_2U + 3(1 - 2\tau - 2\tau v)\mathcal{L}_2U^2 - 6\mathcal{L}_3U^2 - 6(\tau - 3v)\zeta_2T - 6(1 - 4\tau)^2\zeta_2U \\
- i\pi\frac{2\tau}{3v} \left[ 2\mathcal{L}_2(T - U)^2 - T^2 - U^2 - 4(1 - 3\tau v)\zeta_2 \right] + O(\epsilon), \\
\text{(B.3b)}
\]

\[
S^{(2)[-1]}_{(-++)(++)} = -\frac{\tau}{12v} \left[ 48\mathcal{L}_4(\tau) - 24(T + U)\mathcal{L}_3(\tau) - 24T\mathcal{L}_3(\tau) + 24TU\mathcal{L}_2(\tau) + 24TU\mathcal{L}_2(v) \\
+ 24S_{2,2}(\tau) + 24TU\mathcal{L}_2(v) + 24S_{2,2}(\tau) + T^4 - 4T^3U + 18T^2U^2 \\
+ 24\mathcal{L}_2(\tau) - 12\zeta_2T^2 + 24\zeta_2TU + 24\zeta_2U - 16\zeta_4 \\
+ i\pi\frac{\tau}{3} \left[ 6\mathcal{L}_3(\tau) + 6\mathcal{L}_3(v) - 6\mathcal{L}_2(\tau) - 6\mathcal{L}_2(v) \right] \\
- T^3 + 3T^2U - 6T^2U - 6\zeta_2(T - U) \\
- 6\zeta_3 + O(\epsilon). \\
\text{(B.3c)}
\]

\[
R^{(2)[2]}_{(-+)(-+)} = \frac{\tau}{6v^2} T^2(T^2 - 24\zeta_2) + i\pi\frac{2\tau}{3v^2} T^3 + 12\zeta_3 + O(\epsilon), \\
\text{(B.4a)}
\]

\[
R^{(2)[1]}_{(-+)(-+)} = \frac{2\tau}{3v^2} \left[ 48\mathcal{L}_4(\tau) - 24T\mathcal{L}_3(\tau) - 24S_{2,2}(\tau) + T^4 \\
+ 24\zeta_2\mathcal{L}_2(\tau) - 84\zeta_2T^2 + 24\zeta_2T - 102\zeta_4 \right] + i\pi\frac{16\tau}{3v^2} T^2 - 3\zeta_2 \\
- \frac{16\tau}{v^2} \left[ \tau\mathcal{L}_3(\tau) + v\mathcal{L}_3(v) - \tau\mathcal{L}_2(\tau) - v\mathcal{L}_2(v) - 5\tau\zeta_2T - 5v\zeta_2U - \zeta_3 \right] \\
+ i\pi\frac{8\tau}{v^2} \left[ 2(\tau - v)\mathcal{L}_2(\tau) - \tau T^2 - 2\tau T^2U + vU^2 - 2\tau U \right] + O(\epsilon). \\
\text{(B.4b)}
\]

\[
S^{(2)[1]}_{(-++)(--)} = \frac{\tau}{4v^2} T^2[T^2 - 32\zeta_2] + i\pi\frac{\tau}{v^2} T^2[T^2 - 4\zeta_2] \\
- \frac{1}{3v} \left[ 6\mathcal{L}_3(\tau) - 6\mathcal{L}_3(v) - (1 + 2\tau)\mathcal{L}_2(\tau) + (1 + 2\tau)\mathcal{L}_2(v) - 24(1 + \tau)\zeta_2T + 12v\zeta_3 \right] \\
+ i\pi\frac{1}{v} \left[ 2\mathcal{L}_2(\tau) + (1 + 2\tau)T^2 + 2\tau T^2U - 4\zeta_2 \right] + O(\epsilon), \\
\text{(B.5a)}
\]
\[ S^{(2)}_{(0)|\infty} = \frac{\tau}{3v^2} \left[ 72Li_4(\tau) - 24(2T + \mathcal{U})Li_3(\tau) - 48\mathcal{T}Li_3(\tau) + 12\mathcal{T}(T + 2\mathcal{U})Li_2(\tau) + 48\mathcal{T}ULi_2(\tau) - 60S_{2,2}(\tau) + 4T^3\mathcal{U} + 24\mathcal{T}^2\mathcal{U}^2 \right. \\
\left. + 84\zeta_2 Li_2(\tau) - 54\zeta_2 T^2 + 72\zeta_2 \mathcal{T}U + 24\zeta_2 (2T + \mathcal{U}) - 267\zeta_4 \right] \\
- \frac{i\pi}{3v^2} \left[ 3 Li_3(\tau)) + 12 Li_3(\tau) - 6\mathcal{T}Li_2(\tau) - 12\mathcal{U}Li_2(\tau) - T^3 - 6\mathcal{T}^2 - 3\zeta_2(T - 2\mathcal{U}) - 3\zeta_3 \right] \\
+ \frac{2}{3v^2} \left[ 6\tau(1 + \nu)Li_3(\tau) - 6\nu Li_3(\tau) - 6\tau(1 + \nu)\mathcal{T}Li_2(\tau) + 6\nu \mathcal{U}Li_2(\tau) - 2\nu^2 \mathcal{T}^3 \right. \\
\left. + 3\nu^2 \mathcal{T}(U - \mathcal{U}) + 2\nu^2 \mathcal{U}^3 - 6(3 + 2\tau - 4\nu^2)\zeta_2 T + 6(1 + 3\tau - 4\nu^2)\zeta_2 \mathcal{U} - 6\nu \zeta_3 \right] \\
\right. \\
\left. \frac{2i\pi}{\nu^2} \left[ 2\tau(3 - 2\nu)Li_2(\tau) - (1 - 2\nu^2)\mathcal{T}^2 + 2\nu \mathcal{T}U + \nu(\tau - \nu)\mathcal{U}^2 - 2(2 - \nu^2)\zeta_2 + \mathcal{O}(\epsilon) \right] \right. \\
\left. \right. \\
S^{(2)}_{(1)|\infty} = \frac{-\tau}{12v^2} \left[ \mathcal{T}^2 - 24\zeta_2 \right] - \frac{i\pi}{3v^2} \mathcal{T}^3 - 6\zeta_3 + \mathcal{O}(\epsilon) \right]. \\
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