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Abstract

We prove large deviation principles (LDPs) for random matrices in the orthogonal group and Stiefel manifold, determining both the speed and good convex rate functions that are explicitly given in terms of certain log-determinants of trace-class operators and are finite on the set of Hilbert-Schmidt operators $M$ satisfying $\|MM^*\| < 1$. As an application of those LDPs, we determine the precise large deviation behavior of $k$-dimensional random projections of high-dimensional product distributions using an appropriate interpretation in terms of point processes, also characterizing the space of all possible deviations. The case of uniform distributions on $\ell_p$-balls, $1 \leq p \leq \infty$, is then considered and reduced to appropriate product measures. Those applications generalize considerably the recent work [Johnston, Kabluchko, Prochno: Projections of the uniform distribution on the cube – a large deviation perspective, Studia Mathematica 264 (2022), 103-119].
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1 Introduction and main results

1.1 Introduction

The systematic study of large random matrices goes back to Wishart and his work on the statistical analysis of large samples [75]. Ever since, random matrices have entered numerous areas of mathematics and applied sciences beyond probability theory and statistics, among others asymptotic geometric analysis, combinatorics, number theory, operator theory, nuclear physics, quantum field theory or theoretical neuroscience, just to mention a few. In the last decades, significant effort has been made to understand their spectral statistics (particularly from a local point of view) and determining various universality properties; we refer the reader to [2] and [8] for more information.

In this work we are not interested in universality properties or the typical behavior of random matrices, but rather in their atypical behavior that is described by the theory of large deviations. There is quite some work in this direction, for instance dealing with large deviations for empirical measures of random matrices and we refer the reader to [8, 28] and the references cited therein. The focus in this paper is actually a different, two-fold one. In the first part of the paper, we study the large deviation behavior of random matrices in the orthogonal group and Stiefel manifold and then apply our results in the second part to understand the atypical behavior of \( k \)-dimensional projections of high-dimensional product distributions and uniform distributions on \( \ell_p \)-balls. Those applications are motivated by problems concerning the asymptotic theory of convex bodies as studied in geometric functional analysis and high-dimensional probability theory. Indeed, the asymptotic theory of normed spaces, and the study of high-dimensional convex bodies in particular, has attracted considerable attention in the last decades due to its intimate connection to other mathematical and applied disciplines, and depicts a lively interplay of combinatorics, discrete and convex geometry, functional analysis and probability theory. Numerous powerful ideas, tools, and results have a probabilistic flavor and the study of random objects and random geometric quantities is a central part of the theory with important applications, for instance, in approximation theory, information-based complexity, or compressed sensing [1, 14, 23, 30, 31, 32, 56, 65]. Random matrices and random matrix techniques play a pivotal role in many of those applications and laws of large numbers or central limit theorems belong to the classical body of research and have been obtained in various situations, for instance, [3, 6, 9, 10, 40, 43, 53, 64, 66, 70, 72, 74] to name a few. The study of large deviations, more precisely of large deviation principles (LDPs) – intensely investigated in probability theory and statistical mechanics since the 1960s – has only recently attracted attention in the asymptotic theory.
of convex bodies. Contrary to the universality in a central limit theorem, which restricts the information that can be retrieved, for instance, from lower-dimensional projections (recall that Klartag’s central limit theorem [53] says that most lower-dimensional marginals are close to being Gaussian), a large deviation principle is typically distribution dependent and therefore still carries information about the underlying distribution. In geometric terms, this allows one to distinguish between high-dimensional convex bodies via their lower dimensional projections; in the setting of \( \ell_p \)-balls, this was shown by Gantert, Kim, and Ramanan [25] and Alonso-Gutiérrez, Prochno, and Thäle [3]. Moreover, an interesting connection between the study of large (and moderate) deviations for log-concave distributions and the famous Kannan–Lovász–Simonovits conjecture was established in [7].

Other than that a variety of large deviation results have been obtained in the last five years, among others, [24, 41, 42, 43, 48, 50, 51, 52, 57]. Beyond that, in [39] and the subsequent works [4, 38], it has been demonstrated how ideas and methods from large deviation theory, such as the maximum entropy principle, its relation to Gibbs measures, and Gibbs conditioning, allow one to lift classiﬁcation results for \( \ell_p \)-balls to more general symmetric Banach spaces (similar ideas have recently been used by Barthe and Wolff [12] studying Orlicz spaces). In particular, this puts the frequently used Schechtman–Zinn probabilistic representation of the uniform distribution on an \( \ell_p \)-ball [73] into a new perspective. Quite recently, Dadoun, Fradelizi, Guédon, and Zitt used large deviation techniques to obtain a strong version of the variance conjecture for Schatten \( p \)-balls for \( p > 3 \) [15].

Before being more speciﬁc and precise about what we prove in this paper, let us describe the work that motivated our study of large deviations for random matrices in the orthogonal group and Stiefel manifold. In [37], the authors studied the large deviation behavior of random projections of uniform distributions on cubes \([-1, 1]^n\) as \( n \to \infty \). To be more precise, let \( \Theta^{(n)} \) be uniformly distributed on the Euclidean unit sphere \( S^{n-1} \). Consider the random probability measure \( \mu_{\Theta^{(n)}} \) on \( \mathbb{R} \) obtained by projecting the uniform distribution on \([-1, 1]^n\) to the line spanned by \( \Theta^{(n)} \). More precisely, we put

\[
\mu_{\Theta^{(n)}}(A) := \frac{1}{2^n \int_{[-1,1]^n} 1_{\{u,\Theta^{(n)}\} \in A}} \, du
\]

for Borel subsets \( A \) of \( \mathbb{R} \). Then, as a simple application of Lindeberg’s CLT, \( \mu_{\Theta^{(n)}} \) converges weakly to a Gaussian distribution of variance \( 1/3 \) as \( n \to \infty \). In fact, Klartag’s celebrated central limit theorem [53] states that the Gaussian behavior is universal and holds if the cube is replaced by a general \( n \)-dimensional isotropic convex body, as \( n \to \infty \). On the other hand, the large deviation behavior is not universal. Indeed, the main result in [37] Theorem A] establishes an LDP for the sequence \( \mu_{\Theta^{(n)}} \), \( n \in \mathbb{N} \), at speed \( n \) and with an explicit good rate function \( I \) deﬁned on the space \( \mathcal{M}_1(\mathbb{R}) \) of probability measures on \( \mathbb{R} \) by

\[
I(v(\alpha)) := -\frac{1}{2} \log(1 - ||\alpha||_2^2),
\]

where \( v(\alpha) \) is the law of the random variable

\[
\sqrt{1-||\alpha||_2^2} \frac{Z}{\sqrt{3}} + \sum_{k=1}^{\infty} \alpha_k U_k,
\]

with \( Z \) being a standard Gaussian independent of \( U_1, U_2, \ldots \) which are i.i.d. \( \text{Unif}[-1, 1] \), and \( \alpha = (\alpha_j)_{j \in \mathbb{N}} \) is a non-increasing sequence of non-negative reals with \( ||\alpha||_2 < 1 \). Whenever \( v \) is not of the form \( v(\alpha) \), we have \( I(v) = +\infty \). Replacing the uniform distribution on the cube \([-1, 1]^n\) by the uniform distribution on its vertices leads to a different rate function, as was shown in [37] Theorem B], thus demonstrating the lack of universality in the large deviations behavior.

In this paper, we put this into a much wider perspective, signiﬁcantly generalizing the results obtained in [37] by proving, on the one hand, a multivariate version of the main result in [37] for product distributions and, on the other, by proving a corresponding result for the whole class of
uniform distributions on $\ell_p$-balls. As already pointed out, this requires understanding the precise large deviation behavior of random orthogonal matrices and we describe our main results below.

Let us point out that large deviation principles for (random) projections of random points in $\ell_p$-balls accompanied by LDPs for random Stiefel matrices have been investigated by Kim and Ramanan in [52]. Their setting differs from ours. To be more specific, Kim and Ramanan [52, Theorems 2.4, 2.6, 2.7] essentially consider a random vector $X^{(n)}$ distributed uniformly on an $\ell_p^n$ ball and prove an LDP on $\mathbb{R}^k$ for the projection of the random point $X^{(n)}$ onto a uniform, random $k$-dimensional subspace, as $n \to \infty$. We consider random projections of the probability distribution of $X^{(n)}$ and prove an LDP on the space of probability measures on $\mathbb{R}^k$ rather than on the space $\mathbb{R}^k$ itself. Although both questions sound similar, the techniques used in the proofs are completely different (as are the rate functions) and it seems that neither LDP implies the other by contrahactor or any other elementary transformation argument. In any case, both questions require the study of certain types of LDPs for random Stiefel matrices. Kim and Ramanan [52, Theorem 2.8] prove an LDP for the empirical measures of the columns of a random Stiefel $k \times n$-matrix on the space of probability measures on $\mathbb{R}^k$ (as $n \to \infty$), while we prove an LDP for the random Stiefel matrix itself on the space of $k \times \infty$-matrices. In some sense, Kim and Ramanan [52, Theorem 2.8] study atypical empirical measures of the columns of a matrix (in the spirit of Sanov’s theorem), while we study atypical matrices themselves.

1.2 Main results

We shall denote by $\mathcal{V}_{k,n}$ the Stiefel manifold of orthonormal $k$-frames in $\mathbb{R}^n$, for $n \in \mathbb{N}$ and $k \in \{1, \ldots, n\}$. The elements of $\mathcal{V}_{k,n}$ are orthonormal $k$-tuples $(u_1, \ldots, u_k)$ of vectors from $\mathbb{R}^n$. We agree to identify any such tuple with a matrix $V \in \mathbb{R}^{k \times n}$ whose rows are the vectors $u_1, \ldots, u_k$. Then, the orthonormality condition can be expressed as $VV^* = \text{Id}_{k \times k}$. The Stiefel manifold $\mathcal{V}_{k,n}$ is endowed with its natural Haar (or uniform) probability measure $\mu_{k,n}$; see Section 2.3 for more details. The notion of a large deviation principle is introduced in Definition 2.1. In what follows, the following set of matrices is of special interest,

$$\mathcal{R}_2^{k \times \infty} := \left\{ A = (A_{ij})_{i,j=1}^{k,\infty} \in \mathbb{R}^{k \times \infty} : (A_{ij})_{j \in \mathbb{N}} \in \ell_2, i = 1, \ldots, k \right\},$$

i.e., $\mathcal{R}_2^{k \times \infty}$ is the set of all $k \times \infty$ matrices whose rows belong to the space $\ell_2$ of square summable sequences.

**LDP for Stiefel matrices.** Our first result is a large deviation principle for a random matrix $V_{k,n}$ distributed according to $\mu_{k,n}$ which is valid in the regime when $k \in \mathbb{N}$ is fixed and $n \to \infty$. We shall abuse notation and identify $V_{k,n}$ with an infinite $k \times \infty$-matrix obtained from $V_{k,n}$ by adding infinitely many zero columns. Therefore, we can consider $V_{k,n}$ as a random element with values in the space $[-1,1]^{k \times \infty}$ of all $k \times \infty$-matrices whose entries have absolute values $\leq 1$. Endowed with the topology of entrywise convergence, the space $[-1,1]^{k \times \infty}$ becomes compact according to Tikhonov’s theorem.

**Theorem A** (LDP for Stiefel matrices). Fix $k \in \mathbb{N}$. For $n \geq k$ let $V_{k,n}$ be chosen at random from the Stiefel manifold $\mathcal{V}_{k,n}$ with respect to the uniform distribution $\mu_{k,n}$. Then the sequence $V_{k,n}, n \geq k$, satisfies an LDP on $[-1,1]^{k \times \infty}$ at speed $n$ with good convex rate function $I : [-1,1]^{k \times \infty} \to [0, +\infty)$ given by

$$I(A) := \begin{cases} -\frac{1}{2} \log \det (\text{Id}_{k \times k} - AA^*) & : A \in \mathcal{R}_2^{k \times \infty} \text{ and } \|AA^*\| < 1, \\ +\infty & : \text{otherwise}. \end{cases}$$

Here, $\|AA^*\|$ denotes the operator norm of the square matrix $AA^* \in \mathbb{R}^{k \times k}$, which is the Gram matrix of the $k$ rows of $A$ and is well defined provided $A \in \mathcal{R}_2^{k \times \infty}$. Observe that $\|AA^*\| < 1$ if and only if the matrix $\text{Id}_{k \times k} - AA^*$ is positive definite. In this case, $\text{Id}_{k \times k} - AA^*$ has positive determinant,
implying that the rate function above is indeed well-defined. An LDP closely related to the special case $k = 1$ of Theorem A can be found in [11, Theorem 3.7].

**LDP for orthogonal matrices.** In the special case $k = n$, we can view $O(n) := V_{n,n}$ as a random orthogonal matrix distributed according to the Haar measure on the orthogonal group $O(n)$. As $n \to \infty$, the entries of $O(n)$ converge to independent standard normal random variables after multiplication by $\sqrt{n}$; see [36, 33] for much stronger results. The maximal entry is known to be of order $2\sqrt{\log n}/n$; see [34]. In the following theorem, we characterize the typical behavior of the entries of large orthogonal matrices. We denote by $\mathcal{S}_2$ the class of Hilbert–Schmidt operators on the (real) Hilbert space $\ell_2$.

Any operator $T \in \mathcal{S}_2$ can be identified with an infinite-dimensional matrix $(t_{i,j})_{i,j \in \mathbb{N}}$ such that the Hilbert–Schmidt norm (Frobenius norm) is finite, i.e., $\sum_{i,j \in \mathbb{N}} t_{i,j}^2 < \infty$.

**Theorem B** (LDP for orthogonal matrices). For $n \in \mathbb{N}$, let $O(n)$ be an $n \times n$ matrix chosen uniformly at random from the orthogonal group $O(n)$ with respect to the Haar probability measure. We identify $O(n)$ with an element from $[-1,1]^{N \times N}$ by filling up $O(n)$ with zeros. Then the sequence $O(n)$, $n \in \mathbb{N}$, satisfies an LDP on the compact space $[-1,1]^{N \times N}$ endowed with the product topology with good convex rate function $I : [-1,1]^{N \times N} \to [0,\infty]$ given by

$$I(T) := \begin{cases} -\frac{1}{2} \log \det \left( \text{Id}_{\infty \times \infty} - TT^* \right) & : T \in \mathcal{S}_2 \text{ and } \|TT^*\| < 1 \\ +\infty & : \text{otherwise.} \end{cases}$$

In the previous theorem, the determinant is to be understood in the sense explained, for instance, in [26, p.61]. This means that if $S$ is a trace-class operator (i.e., an operator in the Schatten 1-class $\mathcal{S}_1$) and $S_n$, $n \in \mathbb{N}$, are finite rank operators such that $\|S - S_n\|_{\mathcal{S}_1} \to 0$ as $n \to \infty$, then

$$\det \left( \text{Id}_{\infty \times \infty} - S \right) := \lim_{n \to \infty} \det \left( \text{Id}_{\infty \times \infty} - S_n \right).$$

Alternatively, $T$ is Hilbert–Schmidt if and only if $TT^*$ is a trace-class operator (that is, $TT^* \in \mathcal{S}_1$). In this case, by Lidskii’s trace theorem [26, p. 63], we have

$$\det \left( \text{Id}_{\infty \times \infty} - TT^* \right) = \prod_{i=1}^{\infty} (1 - \lambda_i(TT^*)) = \prod_{i=1}^{\infty} (1 - \lambda_i(T^*T)) = \det \left( \text{Id}_{\infty \times \infty} - T^*T \right),$$

where $\lambda_i(TT^*)$ are the eigenvalues of $TT^*$ taken with multiplicities (which coincide with the eigenvalues of $T^*T$ by Corollary 2.2 on p. 51 of [26]). If, additionally, $\|TT^*\| < 1$, then the product on the right-hand side converges to a number in $(0,1]$ since $\sum_{i=1}^{\infty} |\lambda_i(TT^*)| < \infty$ by the trace-class property of $TT^*$. Let us mention that there are many known LDP’s for random matrices [28], but these usually deal with the empirical eigenvalue distribution and are of different type than Theorem B.

**LDP for random projections of uniform distribution on $\ell_p^n$-balls.** The next result deals with the case of random $k$-dimensional projections of the uniform distribution on an $\ell_p^n$-ball for $1 \leq p < \infty$. Recall that the unit ball in $\ell_p^n$ is given by

$$\mathbb{B}_p^n := \left\{ x = (x_i)_{i=1}^n : \|x\|_p = \left( \sum_{i=1}^n |x_i|^p \right)^{\frac{1}{p}} \leq 1 \right\}.$$

Let $X^{(n)}$ be a random vector uniformly distributed on $n^{1/p} \mathbb{B}_p^n$. Given some element $V \in \mathbb{V}_{k,n}$ of the Stiefel manifold, which we view as a linear operator $V : \mathbb{R}^n \to \mathbb{R}^k$, we consider the projection of the uniform distribution on $n^{1/p} \mathbb{B}_p^n$ by $V$, which is a probability measure on $\mathbb{R}^k$ defined by

$$\mu_V(A) = \mathbb{P}[V X^{(n)} \in A] = \mathbb{P}\left[ (R_1(V),X^{(n)}) , \ldots , (R_k(V),X^{(n)}) \right] \in A \right], \quad A \subset \mathbb{R}^k \text{ Borel,}$$
where $R_1(V), \ldots, R_k(V)$ are the rows of $V$. Let now $V_{k,n} : \mathbb{R}^n \to \mathbb{R}^k$ be a random element in the Stiefel manifold $\mathcal{V}_{k,n}$ chosen with respect to $\mu_{k,n}$. The sequence $\mu_{V_{k,n}}$, $n \geq k$, is a sequence of random probability measures consisting of the random $k$-dimensional projections of the uniform distributions on the balls $n^{1/p}B_p^n$. We view each $\mu_{V_{k,n}}$ as a random element with values in the space of probability measures on $\mathbb{R}^k$, denoted by $\mathcal{M}_1(\mathbb{R}^k)$ and endowed with the topology of weak convergence.

**Theorem C** (LDP for random projections of uniform distribution on $\ell_p^n$-balls). Fix some $1 \leq p < \infty$ with $p \neq 2$ and some $k \in \mathbb{N}$. Then, the sequence of random probability measures $\mu_{V_{k,n}}$, $n \geq k$, satisfies an LDP on $\mathcal{M}_1(\mathbb{R}^k)$ with speed $n$ and a good rate function $\mathbb{I} : \mathcal{M}_1(\mathbb{R}^k) \to [0, +\infty]$ defined as follows:

$$\mathbb{I}(\nu) = -\frac{1}{2} \log \det (\text{Id}_{k \times k} - AA^*)$$

if $\nu \in \mathcal{M}_1(\mathbb{R}^k)$ admits a representation of the form

$$\nu = \text{Law} \left( \sum_{j=1}^{\infty} C_j(A)Z_j + \sigma_p(\text{Id}_{k \times k} - AA^*)^{1/2}N_k \right)$$

for some matrix $A \in \mathbb{R}_+^{k \times \infty}$ such that $\|AA^*\| < 1$, where $C_1(A), C_2(A), \ldots$ are the columns of $A$, the random variables $Z_1, Z_2, \ldots$ are i.i.d. with the generalized $p$-Gaussian density

$$f_p(x) := \frac{1}{2p^{1/p} \Gamma(1 + 2/p)} e^{-|x|^{p}/p}, \quad x \in \mathbb{R},$$

and variance

$$\sigma_p^2 := \mathbb{E}[Z_1^2] = p^{2/p} \frac{\Gamma(3/p)}{\Gamma(1/p)},$$

and, independently, $N_k$ is a $k$-dimensional standard Gaussian random vector. If $\nu$ does not admit such a representation, then $\mathbb{I}(\nu) = +\infty$.

We shall show that the set $\mathcal{K}_{k,p}$ of probability measures on $\mathbb{R}^k$ admitting a representation of the form (1) with some matrix $A \in \mathbb{R}_+^{k \times \infty}$ such that $\|AA^*\| \leq 1$ (where we allow equality) is compact in the topology of weak convergence on $\mathcal{M}_1(\mathbb{R}^k)$. Moreover, such a representation of $\nu$, if it exists, is unique up to a signed permutation of the columns of the matrix $A$. Since the matrix $AA^*$ does not change under signed permutations of the columns of $A$, the rate function $\mathbb{I}$ is well-defined. It is the uniqueness of the representation (1) which forces us to exclude the case $p = 2$. Observe that this case is anyway not interesting because then $\mu_{V_{k,n}}$, which does not depend on the direction of the projection, becomes deterministic. The function $\mathbb{I}(\nu)$ vanishes if and only if $\nu = \mathcal{N}(0, \sigma_p^2 \text{Id}_{k \times k})$ is the isotropic Gaussian law on $\mathbb{R}^k$ with variance $\sigma_p^2$, which corresponds to the choice $A = 0$ in (1). This leads to the following consequence.

**Corollary.** In the setting of Theorem C, the following holds with probability 1: the sequence $\mu_{V_{k,n}}$ converges to $\mathcal{N}(0, \sigma_p^2 \text{Id}_{k \times k})$ in the weak topology of $\mathcal{M}_1(\mathbb{R}^k)$ as $n \to \infty$.

**Proof.** Let $O$ be any weak neighborhood of $\mathcal{N}(0, \sigma_p^2 \text{Id}_{k \times k})$ in $\mathcal{M}_1(\mathbb{R}^k)$. The lower semi-continuous function $\mathbb{I}$ does not vanish on the compact set $\mathcal{K}_{k,p} \setminus O$, and hence its minimum $m$ there satisfies $m > 0$. The LDP stated in Theorem C implies that $\mathbb{P}(\mu_{V_{k,n}} \notin O) = O(e^{-m/n^2})$. An application of the lemma of Borel–Cantelli completes the proof. $\square$

Note that a similar claim holds for general isotropic convex bodies by Klartag’s central limit theorem for convex bodies [33 Theorem 1.3] using a standard Borel-Cantelli argument. Returning to Theorem C, we observe that the compact set $\mathcal{K}_{k,p}$ encodes all possible deviations of the projection.
with the uniform distribution. As before, we are interested in random projections which are obtained by letting the vague topology. We conjecture that the space \( K \) is homeomorphic to the Hilbert cube \([0,1]^{\infty}\) endowed with the product topology.

**LDP for random projections of product measures.** Theorem C will be deduced from an LDP for random \( k \)-dimensional projections of product measures. To state it, let \( Y^{(n)} = (Y_1, \ldots, Y_n) \) be a random vector whose components are i.i.d. random variables \( Y_1, \ldots, Y_n \). Given some deterministic Stiefel matrix \( V \in \mathbb{V}_{k,n} \), we define the projection of the distribution of \( Y^{(n)} \) by \( V \) as follows:

\[
\bar{\mu}_V(A) = \mathbb{P}[V Y^{(n)} \in A] = \mathbb{P}\left[ \left( \langle R_{1}(V), Y^{(n)} \rangle, \ldots, \langle R_{k}(V), Y^{(n)} \rangle \right) \in A \right], \quad A \subset \mathbb{R}^k \text{ Borel.}
\]

As before, we are interested in random projections which are obtained by letting \( V = V_{k,n} \) be random with the uniform distribution \( \mu_{k,n} \) on \( \mathbb{V}_{k,n} \).

**Theorem D (LDP for random projections of product measures).** Consider a random vector \( Y^{(n)} = (Y_1, \ldots, Y_n) \), where \( Y_1, Y_2, \ldots \) are non-Gaussian i.i.d. random variables with symmetric distribution (meaning that \( Y_1 \) has the same law as \( -Y_1 \)) and \( \mathbb{E}[|Y_1|^p] < +\infty \) for all \( p \in \mathbb{N} \). Let \( \sigma^2 = \mathbb{E}[Y_1^2] > 0 \) be the variance of \( Y_1 \). Then, the sequence of random probability measures \( \bar{\mu}_{V_{k,n}} \), \( n \geq k \), satisfies an LDP on \( \mathcal{M}_1(\mathbb{R}^k) \) with speed \( n \) and a good rate function \( I \). \( \textbf{Law} \) defined as follows:

\[
I(v) = -\frac{1}{2} \log \det \left( \text{Id}_{k \times k} - AA^* \right),
\]

if \( v \in \mathcal{M}_1(\mathbb{R}^k) \) admits a representation of the form

\[
v = \text{Law} \left( \sum_{j=1}^{\infty} C_j(A) Y_j + \sigma (\text{Id}_{k \times k} - AA^*)^{1/2} N_k \right)
\]

for some \( A \in \mathbb{R}_2^{k \times \infty} \) such that \( \|AA^*\| < 1 \). Here, \( N_k \) is a \( k \)-dimensional standard Gaussian random vector independent of \( Y_1, Y_2, \ldots \). If \( v \) does not admit such a representation, then \( I(v) = +\infty \).

The previous theorem contains as special cases large deviation principles for a sequence of random \( k \)-dimensional projections of the uniform distributions on the cubes \([-1,1]^n\) and the discrete cubes \((-1, +1)^n\), as \( n \to \infty \). The former example (which is the case \( p = \infty \) missing in Theorem C) generalizes the main result in [37] to multi-dimensional random projections. We shall show that the representation in (2), if it exists, is unique up to a signed permutation of the columns of \( A \), which implies that the function \( I \) is well defined. The assumption of non-Gaussianity is crucial for the uniqueness, as is the finiteness of all moments of \( Y_1 \) (which cannot be replaced by the finiteness of some fixed moment; see the discussion in Remark 6.5). The symmetry assumption on \( Y_1 \) will be discussed in Remark 6.6. We shall prove that the set \( \mathcal{K}_{k,Y_1} \) of probability measures \( v \) admitting representation (2) with \( \|AA^*\| \leq 1 \) is compact in the weak topology of \( \mathcal{M}_1(\mathbb{R}^k) \).

**Organization of the paper**

The remainder of this manuscript is organized as follows. In Section 2 we introduce notation and some of the fundamental results and concepts used throughout the paper. The proof of the LDP on the Stiefel manifold (Theorem A) is presented in Section 3. In Section 4 we prove the Theorem B on the LDP for the orthogonal group. The application to \( k \)-dimensional random projections of uniform distributions on \( \ell_p \)-balls is presented in Section 5, where we reduce this LDP to the one for projections of high-dimensional product distributions. We deal with the latter in the last part of the paper, Section 6.
2 Notation and preliminaries

Let us briefly recall (and complement) the basic notation used throughout this paper. If \( n \in \mathbb{N} \), then \( \mathbb{S}^{n-1} := \{ x \in \mathbb{R}^n : \| x \|_2 = 1 \} \) is the Euclidean unit sphere, and the cube in \( \mathbb{R}^n \) is denoted by \( \mathbb{B}_{\infty}^n := [-1,1]^n \). The standard inner product on \( \mathbb{R}^n \) is denoted by \( \langle \cdot, \cdot \rangle \). For a Borel measurable set \( A \subset \mathbb{R}^n \), we denote by \( \text{vol}_n(A) \) its \( n \)-dimensional Lebesgue measure. For a set \( A \subset \mathbb{R}^n \), we denote by \( A^c \) and \( \overline{A} \) its interior and closure, respectively. The group of orthogonal \( n \times n \) matrices will be denoted by \( \mathcal{O}(n) \) and we shall write \( A^* \) for the adjoint of a matrix \( A \). Also, by \( \text{Id}_{k \times k} \) denote the \( k \times k \) identity matrix. For a linear mapping \( T : \mathbb{R}^d \to \mathbb{R}^n \) (for some \( n \in \mathbb{N} \)) we let \( T^* \) be the adjoint operator satisfying \( \langle Tx, y \rangle = \langle x, T^* y \rangle \) for all \( x \in \mathbb{R}^d \) and \( y \in \mathbb{R}^n \).

2.1 Elements from large deviation theory

Let us continue with some notions and results from large deviation theory. For a thorough introduction to this topic, we refer the reader to [17].

**Definition 2.1.** Let \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of random elements taking values in some metric space \( M \). Further, let \((s_n)_{n \in \mathbb{N}}\) be a sequence of positive reals with \( s_n \uparrow \infty \) and \( \mathcal{I} : M \to [0, +\infty) \) be a lower semicontinuous function. We say that \((\xi_n)_{n \in \mathbb{N}}\) satisfies a (full) large deviations principle (LDP) with speed \( s_n \) and rate function \( \mathcal{I} \) if

\[
- \inf_{x \in A} \mathcal{I}(x) \leq \liminf_{n \to \infty} \frac{1}{s_n} \log \mathbb{P}[\xi_n \in A] \leq \limsup_{n \to \infty} \frac{1}{s_n} \log \mathbb{P}[\xi_n \in A] \leq - \inf_{x \in A} \mathcal{I}(x)
\]

(3)

for all Borel sets \( A \subset M \). The rate function \( \mathcal{I} \) is called good if its lower level sets \( \{ x \in M : \mathcal{I}(x) \leq \alpha \} \) are compact for all finite \( \alpha \geq 0 \). We say that \((\xi_n)_{n \in \mathbb{N}}\) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \) if the rightmost upper bound in (3) is valid only for compact sets \( A \subset M \).

In our setting, all LDPs occur effectively on compact spaces, so that the notions of weak and full LDP fall together. The following result (see [17] Theorems 4.1.11 and 4.1.18) shows that to prove a weak LDP it is sufficient (and necessary) to consider a base of the topology on a metric space.

**Proposition 2.2.** Let \( \mathcal{T} \) be a base of the topology in a metric space \( M \). Let \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of \( M \)-valued random elements and assume \( s_n \uparrow \infty \). If for every \( w \in M \),

\[
\mathcal{I}(w) := - \inf_{A \in \mathcal{T} : w \in A} \limsup_{n \to \infty} \frac{1}{s_n} \log \mathbb{P}[\xi_n \in A] = - \inf_{A \in \mathcal{T} : w \in A} \liminf_{n \to \infty} \frac{1}{s_n} \log \mathbb{P}[\xi_n \in A],
\]

then \((\xi_n)_{n \in \mathbb{N}}\) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \). Conversely, if \((\xi_n)_{n \in \mathbb{N}}\) satisfies a weak LDP with speed \( s_n \) and rate function \( \mathcal{I} \), then the above identities hold.

In the present paper we will apply Proposition 2.2 to compact spaces \( M \) only, so that each closed subset is compact and there is no difference between a weak LDP and a full LDP.

2.2 Projective limits and the Dawson–Gärtner theorem

Recall that a projective system \((\mathbb{V}_j, \rho_{ij})_{i \leq j}\) consists of Hausdorff topological spaces \( \mathbb{V}_j \), \( j \in \mathbb{N} \), and continuous mappings \( \rho_{ij} : \mathbb{V}_j \to \mathbb{V}_i \) such that

\[
\forall i \leq j \leq k : \quad \rho_{ik} = \rho_{ij} \circ \rho_{jk},
\]

where \( \rho_{jj}, j \in \mathbb{N} \), is the identity mapping of \( \mathbb{V}_j \). Then the projective limit \( \mathcal{V} \) of this system is given by

\[
\mathcal{V} := \lim_{j \to \infty} \mathbb{V}_j := \left\{ y = (y_j)_{j \in \mathbb{N}} \in \mathbb{V} : \prod_{j \in \mathbb{N}} \mathbb{V}_j : y_i = \rho_{ij}(y_j) \ \forall i < j \right\}.
\]
i.e., it is the subset of the topological product space \( \mathcal{Y} = \prod_{j \in \mathbb{N}} \mathcal{Y}_j \), consisting of all elements \( x = (y_j)_{j \in \mathbb{N}} \) for which \( y_j = p_{ij}y_j \) whenever \( i \leq j \) equipped with the topology induced by \( \mathcal{Y} \). For \( j \in \mathbb{N} \), we shall denote by \( p_j : \mathcal{X} \to \mathcal{Y}_j \) the canonical projections of \( \mathcal{X} \), which are the restrictions of the coordinate maps from \( \mathcal{Y} \) to \( \mathcal{Y}_j \). Note that each \( p_{ij}, j \in \mathbb{N} \), is a continuous mapping.

The following theorem is due to Dawson and Gärtner [16], which we use as formulated in [17, Theorem 4.6.1], but restrict ourselves to the case of sequences of probability measures rather than families.

**Proposition 2.3** (Dawson–Gärtner theorem). Let \( \mathcal{X} \) be the projective limit of the system \( \mathcal{Y}_\ell, \ell \in \mathbb{N} \), of Hausdorff topological spaces. Assume that \((\mu_n)_{n \in \mathbb{N}}\) is a sequence of probability measures on \( \mathcal{X} \) such that for any \( \ell \in \mathbb{N} \), the pushforward-sequence \((\mu_n \circ p^{-1}_\ell)_{n \in \mathbb{N}}\) satisfies an LDP on \( \mathcal{Y}_\ell \) at speed \( n \) with good rate function \( \ell \). Then \((\mu_n)_{n \in \mathbb{N}}\) satisfies an LDP at speed \( n \) with the good rate function \( \ell : \mathcal{X} \to [0, \infty[ \)
\[
\ell(x) = \sup_{\ell \in \mathbb{N}} \{ p_\ell(x) \}.
\]

### 2.3 Uniform distribution on Stiefel manifolds

For \( n, k \in \mathbb{N} \) with \( k \leq n \), the Stiefel manifold \( \mathcal{V}_{k,n} \) (over \( \mathbb{R} \)) is defined as the set of all orthonormal \( k \)-frames in \( \mathbb{R}^n \), i.e., the set of all ordered \( k \)-tuples of orthonormal vectors in Euclidean space \( \mathbb{R}^n \). Alternatively, the Stiefel manifold can be thought of as the set of \( k \times n \) matrices and a \( k \)-frame \( u_1, \ldots, u_k \) is represented as a matrix with the \( k \) rows \( u_1, \ldots, u_k \in \mathbb{R}^n \). Formally, this means that
\[
\mathcal{V}_{k,n} = \{ V \in \mathbb{R}^{k \times n} : VV^* = I_{k \times k} \}.
\]

We denote by \( \mu_{k,n} \) the Haar probability measure on the Stiefel manifold \( \mathcal{V}_{k,n} \), i.e., the unique probability measure on \( \mathcal{V}_{k,n} \) which is invariant under the two-sided action of the product of the orthogonal groups \( O(n) \times O(k) \). We refer to this measure as the uniform distribution on the Stiefel manifold. So, if \( V_{k,n} \) is a random matrix uniformly distributed on \( \mathcal{V}_{k,n} \), then \( U'V_{k,n}U'' \) has the same distribution as \( V_{k,n} \) for every \( U' \in O(n) \) and \( U'' \in O(k) \). In order to generate a random matrix \( V_{k,n} \) distributed according to \( \mu_{k,n} \) one can proceed as follows: generate the first row \( u_1 \) of \( V_{k,n} \) according to the uniform distribution on the unit sphere \( \mathbb{S}^{n-1} \), then generate the second row \( u_2 \) according to the uniform distribution on \( \mathbb{S}^{n-1} \cap u_1^\perp \), then generate the third row according to the uniform distribution on \( \mathbb{S}^{n-1} \cap u_1^\perp \cap u_2^\perp \), and so on.

Various characterizations of the uniform distribution on \( \mathcal{V}_{k,n} \) can be found in [29, Section 8.2]. In particular, the next result shows how to generate it using Gaussian random matrices; see [29, Theorem 8.2.5], [49, Lemma 5] or [43, Lemma 2.1].

**Lemma 2.4.** Let \( k, n \in \mathbb{N} \) and assume that \( n \geq k \). Consider a Gaussian random matrix \( G_{k,n} = (g_{ij})_{i,j=1}^{k,n} : \mathbb{R}^n \to \mathbb{R}^k \) with independent standard normal entries. Then the random matrix
\[
V_{k,n} = (G_{k,n}G_{k,n}^*)^{-1/2}G_{k,n} : \mathbb{R}^n \to \mathbb{R}^k
\]
is uniformly distributed on the Stiefel manifold \( \mathcal{V}_{k,n} \).

### 2.4 Inverted matrix variate \( \chi \)-distribution & Wishart distribution

Next we recall some facts on matrix-variate distributions from [29]. A random \( k \times m \)-matrix is said to have an inverted matrix variate \( \chi \)-distribution [29, Definition 4.4.1] with \( n \) degrees of freedom if it has density
\[
A \mapsto \frac{\Gamma_k\left(\frac{n+k+1}{2}\right)}{\pi^{\frac{mk}{2}}\Gamma_k\left(\frac{n+k}{2}\right)} \det\left(\text{Id}_{k \times k} - AA^*\right)^{\frac{n-k}{2}}, \quad A \in \mathbb{R}^{k \times m}, \quad \|AA^*\| < 1.
\]
Here, $\Gamma_k$ denotes the multivariate gamma function, which is defined as
\[
\Gamma_k(x) = \pi^{\frac{k(k-1)}{4}} \prod_{i=1}^{k} \Gamma\left(x - \frac{i-1}{2}\right),
\]
where $\text{Re}(x) > \frac{1}{2}(k-1)$; see [29] Theorem 1.4.1. This distribution, denoted by $\mathcal{IT}_{k,m}(n,0,\text{Id}_{k \times k}, \text{Id}_{m \times m})$, is a special case of a more general family derived by Khatri in [48], see [29] Definition 4.4.1, with parameters $M = 0 \in \mathbb{R}^{k \times m}$, $\Sigma = \text{Id}_{k \times k}$, and $\Omega = \text{Id}_{m \times m}$.

The inverted matrix variate $t$-distribution is related to the Wishart distribution. Recall [29] Definition 3.2.1 that a $k \times k$ random symmetric positive definite matrix $S$ is said to have a Wishart distribution with parameters $k, n \in \mathbb{N}$ with $n \geq k$, and $\Sigma \in \mathbb{R}^{k \times k}$ a symmetric positive definite matrix, we write $S \sim \mathcal{W}(n, \Sigma)$, if it has density
\[
A \mapsto \frac{\det(A)^{\frac{n-k-1}{2}}}{2^\frac{k}{2} \Gamma_k\left(\frac{n}{2}\right) \det(\Sigma)^{\frac{k}{2}}} e^{-\frac{1}{2} \text{Tr}(\Sigma^{-1} A)}.
\]
on the set of symmetric positive definite $k \times k$ matrices.

It is known [29] Theorem 3.2.2 that if $n \geq k$ and $H_{k,n}$ is a $k \times n$ Gaussian random matrix such that each column $(H_{k,n}(i,j))_{j=1}^{k}$, $i \in \{1, \ldots, n\}$ has $k$-variate Gaussian distribution $\mathcal{N}_k(0, \Sigma)$ with $k \times k$ covariance matrix $\Sigma$, then
\[
S = H_{k,n}^{*} H_{k,n} \sim \mathcal{W}(n, \Sigma).
\]

The following result is due to Dickey [20] and relates the Wishart distribution to the inverted matrix variate $t$-distribution; see [29] Theorem 4.4.1.

**Proposition 2.5.** Assume that $S \sim \mathcal{W}(k, \Sigma)$ and $G_{k,m}$ is a standard Gaussian random $k \times m$-matrix independent from $S$, where $k, m, n \in \mathbb{N}$. Then,
\[
T := (S + G_{k,m} G_{k,m}^{*})^{-\frac{1}{2}} G_{k,m} \sim \mathcal{IT}_{k,m}(n,0,\text{Id}_{k \times k}, \text{Id}_{m \times m}).
\]

### 2.5 Probability on $\ell^p_n$-balls

The proof of [50] regarding the LDP for projections of uniform distributions on $\ell^p_n$-balls $\mathbb{B}^n_p := \{x \in \mathbb{R}^n : \|x\|_p \leq 1\}$ relies on the following probabilistic representation for the uniform distribution on $\mathbb{B}^n_p$, which is due to Schechtman and Zinn [73].

**Proposition 2.6.** Let $n \in \mathbb{N}$ and $p \in [1, \infty)$. Suppose that $Z_1, \ldots, Z_n$ are independent $p$-generalized Gaussian random variables whose distribution has density
\[
f_p(x) := \frac{1}{2p^{1/p} \Gamma(1 + \frac{1}{p})} e^{-\|x\|^p/p}
\]
with respect to the Lebesgue measure on $\mathbb{R}$. Then, if $U$ is a random variable uniformly distributed on $[0,1]$ and independent of $Z := (Z_1, \ldots, Z_n) \in \mathbb{R}^n$, the random vector $U^{1/n} Z \|Z\|_p$ is uniformly distributed on $\mathbb{B}^n_p$.

### 2.6 Lévy-Prokhorov distance

Let $(M, d)$ be some metric space and denote by $\mathcal{B}(M)$ its Borel $\sigma$-field. For $\varepsilon \in (0, \infty)$ and $A \subset M$, let
\[
A_{\varepsilon} := \{x \in M : \exists a \in A : d(a, x) < \varepsilon\}
\]
be the $\varepsilon$-neighborhood of the set $A$. If $\mathcal{M}_1(M)$ denotes the collection of probability measures on $M$, then the Lévy-Prokhorov distance $\rho_{LP} : \mathcal{M}_1(M) \times \mathcal{M}_1(M) \to [0, +\infty)$ is defined by

$$\rho_{LP}(\mu, \nu) := \inf \left\{ \varepsilon \in (0, \infty) : \forall A \in \mathcal{B}(M) : \mu(A) \leq \nu(A) + \varepsilon \text{ and } \nu(A) \leq \mu(A) + \varepsilon \right\}.$$ 

Note that $(\mathcal{M}_1(M), \rho_{LP})$ is a Polish space if and only if $(M, d)$ is a Polish space. Moreover, in that case convergence in Lévy-Prokhorov distance is equivalent to weak convergence. We refer the reader to [13] for more information.

3 Proof of Theorem A - the LDP on the Stiefel manifold

We shall now present the proof of Theorem A, which we split into several parts. The general idea is to reduce the problem to a setting of Gaussian random matrices that allows one to partition $V_{k,n}$ into two blocks, where one can then obtain an LDP for the first block in the space of $k \times \ell$ matrices. This LDP is then lifted to an LDP on the space $[-1,1]^{k \times \infty}$ via a projective limit argument.

3.1 Step 1 – Reduction to Gaussian random matrices

For $n, k \in \mathbb{N}$ with $n \geq k$, let us denote by $G_{k,n} \in \mathbb{R}^{k \times n}$ a random Gaussian $k \times n$-matrix with i.i.d. standard normal entries. Then $G_{k,n} G_{k,n}^*$ is a symmetric $k \times k$ random matrix (having a Wishart distribution, see [6]) and by Lemma 2.4, the rows of the $k \times n$ matrix

$$V_{k,n} := (G_{k,n} G_{k,n}^*)^{-\frac{1}{2}} G_{k,n}$$

form an orthonormal $k$-frame uniformly distributed on the Stiefel manifold $\forall_{k,n}$. Let us fix some $\ell \in \mathbb{N}$ and assume that $n > \ell$; later we consider $n \to \infty$. We shall now decompose each of the random Gaussian matrices $G_{k,n}$ and $G_{k,n}^*$ into two blocks as follows:

$$G_{k,n} = (B | C_n) \quad \text{and} \quad G_{k,n}^* = \begin{pmatrix} B^* \\ C_n^{-\frac{1}{2}} \end{pmatrix},$$

where $B \in \mathbb{R}^{k \times \ell}$, $C_n \in \mathbb{R}^{(n-\ell) \times (n-\ell)}$ and $B^* \in \mathbb{R}^{\ell \times k}$, $C_n^* \in \mathbb{R}^{k \times k}$. Therefore, we can write

$$G_{k,n} G_{k,n}^* = B B^* + C_n C_n^* \in \mathbb{R}^{k \times k}.$$

In particular, the $k \times n$ matrix $V_{k,n}$ takes the form

$$V_{k,n} = \left( \begin{array}{c|c} (B B^* + C_n C_n^*)^{-\frac{1}{2}} B & (B B^* + C_n C_n^*)^{-\frac{1}{2}} C_n \end{array} \right)$$

with blocks $(B B^* + C_n C_n^*)^{-1/2} B \in \mathbb{R}^{k \times \ell}$ and $(B B^* + C_n C_n^*)^{-1/2} C_n \in \mathbb{R}^{k \times (n-\ell)}$.

3.2 Step 2 – Inverted matrix variate $t$-distribution and LDP for $k \times \ell$-submatrices

Recall that $\ell \in \mathbb{N}$ is fixed. Let us denote the first $k \times \ell$-block of $V_{k,n}$ in (7) by

$$A_{\ell,n} := (B B^* + C_n C_n^*)^{-1/2} B \in \mathbb{R}^{k \times \ell}, \quad n > \ell.$$ 

It follows directly from Proposition 2.5 and [6] (with the choice $N = n - \ell - k + 1$, $m = \ell$, $S = C_n C_n^*$, $G_{k,m} = B$) that $A_{\ell,n}$ has inverted matrix variate $t$-distribution with $n - \ell - k + 1$ degrees of freedom, i.e.,

$$A_{\ell,n} = (B B^* + C_n C_n^*)^{-1/2} B \sim \mathcal{IT}_{k,\ell}(n - \ell - k + 1, 0, I_{k \times k}, I_{\ell \times \ell}).$$
provided \( n \geq \ell + k \). This means that by (4) it has density \( f_n: [-1,1]^{k \times \ell} \to [0,\infty) \) given by

\[
f_n(A) = \frac{\Gamma_k(\frac{n}{2})}{\pi^{\frac{k(k+1)}{2}} \Gamma_k(\frac{n-\ell-k}{2})} \det \left( \mathbf{I}_n \mathbf{A}^\top - \mathbf{A} \mathbf{A}^\top \right)^{-\frac{n-\ell-k-1}{2}} \mathbb{I}_{\|\mathbf{A}^\top\| < 1}, \quad A \in [-1,1]^{k \times \ell}.
\] (8)

This fact could have been deduced from the work of Khatri [49, Lemma 2] which also describes the joint distribution of both blocks in (7). The same formula can be found in [19, Proposition 2.1], [22, Proposition 7.3] and [35, Lemma 2.5]. We will now prove the following large deviation result for the block of \( V_{k,n} \).

**Lemma 3.1.** As \( n \to \infty \), the sequence \( (A_{\ell,n})_{n \geq \ell + k} \) satisfies an LDP on \([-1,1]^{k \times \ell}\) at speed \( n \) with good rate function \( \ell_f: [-1,1]^{k \times \ell} \to [0,\infty) \) given by

\[
\ell_f(A) := \begin{cases} 
\frac{1}{2} \log \det \left( \mathbf{I}_n \mathbf{A}^\top - \mathbf{A} \mathbf{A}^\top \right) & : \|\mathbf{A}^\top\| < 1 \\
+\infty & : \text{otherwise}.
\end{cases}
\]

**Proof.** The strategy is to employ Proposition 2.2 to obtain a weak LDP, which implies the full LDP since the space \([-1,1]^{k \times \ell}\) is compact. Thus, we need to show that for every matrix \( A \in [-1,1]^{k \times \ell} \),

\[
\lim_{r \to 0} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}[A_{\ell,n} \in B_r(A)] \leq -\ell_f(A),
\]

\[
\lim_{r \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}[A_{\ell,n} \in B_r(A)] \geq -\ell_f(A),
\]

where \( B_r(A) \) denotes the open (Euclidean) ball in \( \mathbb{R}^{k \times \ell} \) of radius \( r > 0 \) around \( A \).

**Proof of the upper bound** [9]. Let \( \mathcal{B} := \{ M \in [-1,1]^{k \times \ell} : \|MM^\top\| < 1 \} \) and write \( \hat{\mathcal{B}} := \{ M \in [-1,1]^{k \times \ell} : \|MM^\top\| \leq 1 \} \) for the closure of \( \mathcal{B} \). Note that \( A_{\ell,n} \in \mathcal{B} \) a.s. If \( A \not\in \mathcal{B} \), then the probability in (9) vanishes for sufficiently small \( r > 0 \), while at the same time \(-\ell_f(A) = -\infty\), so that (9) holds. Next, we take some matrix \( A \in \mathcal{B} \). Then, using that \( A_{\ell,n} \) has inverted matrix variate \( t \)-distribution,

\[
\frac{1}{n} \log \mathbb{P}[A_{\ell,n} \in B_r(A)] = \frac{1}{n} \log \int_{B_r(A)} f_n(D) \, dD
\]

\[
= \frac{1}{n} \log \int_{B_r(A) \cap \mathcal{B}} e^{\frac{1}{2} \log f_n(D)} \, dD
\]

\[
\leq \frac{1}{n} \log \int_{B_r(A) \cap \mathcal{B}} e^{\frac{1}{n} \sup_{C \in B_r(A) \cap \mathcal{B}} \frac{1}{2} \log f_n(C)} \, dD
\]

\[
= \frac{1}{n} \log \text{vol}_{k \times \ell}(B_r(A) \cap \mathcal{B}) + \sup_{C \in B_r(A) \cap \mathcal{B}} \frac{1}{n} \log f_n(C).
\]

As \( n \to \infty \), the first summand on the right-hand side converges to 0. Let us look at the second one. For any \( C \in B_r(A) \cap \mathcal{B} \) we have

\[
\frac{1}{n} \log f_n(C) = \frac{k \ell}{2n} \log(\pi) + \frac{1}{n} \log \left( \frac{\Gamma_k(\frac{n}{2})}{\Gamma_k(\frac{n-\ell-k}{2})} \right) + \frac{n-\ell-k-1}{2n} \log \det \left( \mathbf{I}_n \mathbf{C}^\top - \mathbf{C} \mathbf{C}^\top \right).
\]

Observe that

\[
\frac{1}{n} \log \left( \frac{\Gamma_k(\frac{n}{2})}{\Gamma_k(\frac{n-\ell-k}{2})} \right) = \frac{1}{n} \log \left( \prod_{j=1}^k \frac{\Gamma(\frac{n}{2} + \frac{1-j}{2})}{\Gamma(\frac{n}{2} - \frac{1-j}{2} - \ell)} \right) = \frac{1}{n} \log \left( (n/2)^{\ell/2} (1 + o(1)) \right) \to 0.
\]

It follows that

\[
\lim_{n \to \infty} \sup_{C \in B_r(A) \cap \mathcal{B}} \frac{1}{n} \log f_n(C) = \sup_{C \in B_r(A) \cap \mathcal{B}} \frac{1}{2} \log \det \left( \mathbf{I}_n \mathbf{C}^\top - \mathbf{C} \mathbf{C}^\top \right) = \sup_{C \in B_r(A) \cap \mathcal{B}} \frac{1}{2} \log f_n(C).
\] (12)
The function $C \mapsto \det(\Id_{k\times k} - CC^*)$ is continuous on $[-1,1]^{k\times \ell}$. Hence, $C \mapsto -\ell(C)$ is a continuous function from $\mathbb{B}$ to the compactified space $[-\infty,0]$. It follows that
\[ \lim_{r \to 0} \sup_{C \in B_r(A) \cap \mathbb{B}} -\ell(C) = -\ell(A). \] (13)

Note that the case when $A$ is on the boundary of $\mathbb{B}$ is included. Putting the pieces together yields 9.

**Proof of the lower bound** 10. If $A \not\in \mathbb{B}$, then $-\ell(A) = -\infty$ and (10) is trivially satisfied. Hence, we can assume that $A \in \mathbb{B}$. For sufficiently small $r > 0$, the ball $B_r(A)$ is contained in $\mathbb{B}$. Estimating the density $f_n$ by its infimum over $B_r(A)$, we obtain
\[ \frac{1}{n} \log \mathbb{P}(A_{\ell,n} \in B_r(A)) \geq \frac{1}{n} \log \text{vol}_{k\times \ell}(B_r(A)) + \inf_{C \in B_r(A) \cap \mathbb{B}} \frac{1}{n} \log f_n(C). \]

Then one can argue as in the proof of the upper bound. \qed

### 3.3 Step 3 – The LDP for random Stiefel matrix

We shall now combine the projective limit approach and the Dawson–Gärtner theorem (see Proposition 2.3) with the LDP for the first block of $V_{k,n}$ obtained in Lemma 3.1. In order to do this, we consider the space $[-1,1]^{k\times \ell}$ of $k \times \ell$-matrices with entries from $[-1,1]$ (endowed with topology of coordinatewise convergence and Borel $\sigma$-field) as a projective limit of the spaces $\mathcal{Y}_\ell := [-1,1]^{k\times \ell}$, $\ell \in \mathbb{N}$. For $\ell \leq m$, the mapping $p_{\ell,m} : \mathcal{Y}_m \to \mathcal{Y}_\ell$ is defined as
\[ p_{\ell,m} : [-1,1]^{k \times m} \to [-1,1]^{k \times \ell}, \quad (a(i,j))_{i,j=1}^k \mapsto (a(i,j))_{i,j=1}^\ell, \]
i.e., $p_{\ell,m}$ just removes the columns $\ell + 1$ up to $m$ of a $k \times m$-matrix. In that setting, $[-1,1]^{k\times \infty}$ is the projective limit of the projective system $(\mathcal{Y}_\ell, p_{\ell,\ell})_{\ell \in \mathbb{N}}$. The projection $p_{\ell} : [-1,1]^{k\times \ell} \to [-1,1]^{k\times \ell}$ maps a matrix $A \in [-1,1]^{k\times \ell}$ to the matrix $p_{\ell}(A) := A_{\ell} \in [-1,1]^{k\times \ell}$ consisting of the first $\ell$ columns of $A$.

On the compact space $[-1,1]^{k\times \infty}$ we consider, for each $n \in \mathbb{N}$, a probability measure $\mu_n$ which is the distribution of the matrix $V_{k,n}$ which is extended to a $k \times \infty$-matrix by filling the columns $n+1, n+2, \ldots$ with zeroes. For every fixed $\ell \in \mathbb{N}$, Lemma 3.1 shows that $(\mu_n \circ p_{\ell}^{-1})_{n \geq \ell}$ satisfies a large deviation principle on $[-1,1]^{k\times \ell}$ at speed $n$ and with the good rate function $\ell : [-1,1]^{k\times \ell} \to [0, +\infty]$ given by
\[ \ell(A_{\ell}) = \begin{cases} -\frac{1}{2} \log \det(\Id_{k\times k} - A_{\ell}^*A_{\ell}^*) : A_{\ell} A_{\ell}^* < 1 \\ +\infty : \text{otherwise.} \end{cases} \]

By the Dawson–Gärtner theorem (Proposition 2.3), it remains to check that for every matrix $A \in [-1,1]^{k\times \infty}$, we have
\[ \sup_{\ell \in \mathbb{N}} \ell(p_{\ell}(A)) = \ell(A) = \begin{cases} -\frac{1}{2} \log \det(\Id_{k\times k} - AA^*) : A \in \mathcal{R}_2^{k\times \infty} \text{ and } \|AA^*\| < 1 \\ +\infty : \text{otherwise.} \end{cases} \] (14)

Recall that $A \in \mathcal{R}_2^{k\times \infty}$ means that all rows of $A$ are in $\ell_2$. If some row of $A$ is not square summable, then for sufficiently large $\ell$, the corresponding row of $A_{\ell} = p_{\ell}(A)$ has Euclidean norm $> 1$, implying that the condition $\|A_{\ell} A_{\ell}^*\| < 1$ fails and hence $\ell(A_{\ell}) = +\infty$. From now on, let all rows of $A$ be square summable. Then, we have that $A_{\ell} A_{\ell}^* = p_{\ell}(A)p_{\ell}(A)^* \to AA^*$ entry-wise. If $\|AA^*\| > 1$, then $\|A_{\ell} A_{\ell}^*\| > 1$, where $\ell$ is sufficiently large, and we again have $\ell(A_{\ell}) = +\infty$. If $\|AA^*\| = 1$, then $\|A_{\ell} A_{\ell}^*\| \to 1$ and hence $\ell(A_{\ell}) \to -\infty$ as $\ell \to \infty$. Finally, if $\|AA^*\| < 1$, then
\[ \ell(A_{\ell}) = -\frac{1}{2} \log \det(\Id_{k\times k} - A_{\ell} A_{\ell}^*) \to -\frac{1}{2} \log \det(\Id_{k\times k} - AA^*) = \ell(A). \]

Given the last display, it is only left to prove that $\ell(A_{\ell})$ is non-decreasing in $\ell$. This is done in the following lemma using the Courant–Fischer min-max principle.
Lemma 3.2. Let $A \in \mathbb{R}^{k \times \infty}$ such that $\|AA^*\| \leq 1$. Then, the function $\ell \mapsto \det(\operatorname{Id}_{k \times k} - A_{\ell}A_{\ell}^*)$ is non-increasing in $\ell \in \mathbb{N}$.

**Proof.** First, we observe that, for any $\ell \in \mathbb{N}$, a direct computation yields that

$$A_{\ell+1}A_{\ell+1}^* = A_{\ell}A_{\ell}^* + C_{\ell+1}C_{\ell+1}^*,$$

where $C_{\ell+1} \in \mathbb{R}^k$ denotes the $(\ell + 1)$st column of $A$. Hence, for any $z \in \mathbb{R}^k$,

$$\langle z, (A_{\ell+1}A_{\ell+1}^* - A_{\ell}A_{\ell}^*)z \rangle = \langle z, C_{\ell+1}C_{\ell+1}^*z \rangle = \langle C_{\ell+1}^*z, C_{\ell+1}^*z \rangle \geq 0.$$

It follows that $A_{\ell+1}A_{\ell+1}^* - A_{\ell}A_{\ell}^*$ is positive semi-definite. Therefore, using that by the Courant-Fischer min-max principle (see, e.g., [21]), we have for any two symmetric and positive semi-definite matrices $M_1$ and $M_2$ that $\det(M_1 + M_2) \geq \det(M_1)$ (because the eigenvalues, arranged decreasingly, satisfy $\lambda_i(M_1 + M_2) \geq \lambda_i(M_1)$), we obtain

$$\det(\operatorname{Id}_{k \times k} - A_{\ell+1}A_{\ell+1}^*) = \det(\operatorname{Id}_{k \times k} - A_{\ell}A_{\ell}^* + A_{\ell+1}A_{\ell+1}^* - A_{\ell}A_{\ell}^*) \geq \det(\operatorname{Id}_{k \times k} - A_{\ell}A_{\ell}^*),$$

which completes the proof. \[\square\]

### 3.4 Step 4 – Convexity of the rate function

To complete the proof of Theorem A, it remains to establish the convexity of the rate function $I: [-1, 1]^{k \times \infty} \to [0, +\infty]$ given by (14). To this end, we need to prove that for any two matrices $A, B \in \mathbb{R}^{k \times \infty}$ (meaning that the rows of $A$ and $B$ are square summable) with $\|AA^*\| < 1$ and $\|BB^*\| < 1$ the following inequality holds:

$$I \left( \frac{A + B}{2} \right) \leq \frac{\|A\| + \|B\|}{2}.$$

Denote by $\lambda_1, \ldots, \lambda_k \in [0, \infty)$ the eigenvalues of the symmetric and positive semi-definite $k \times k$-matrix $\left( \frac{A + B}{2} \right)^*$ and by $s_1 = \sqrt{\lambda_1}, \ldots, s_k = \sqrt{\lambda_k}$ the singular values of $\frac{A + B}{2}$. Then we obtain

$$I \left( \frac{A + B}{2} \right) = -\frac{1}{2} \log \det \left( \operatorname{Id}_{k \times k} - \left( \frac{A + B}{2} \right)^* \right) = -\frac{1}{2} \log \prod_{j=1}^{k} (1 - \lambda_j) = -\frac{1}{2} \sum_{j=1}^{k} \log(1 - s_j^2).$$

The singular values of $A$ are denoted by $s_j(A)$, $j = 1, \ldots, k$. The Schatten $p$-norm of $A$ is defined as $\|A\|_{\mathcal{S}^p} = (\sum_{j=1}^{k} s_j^p(A))^{1/p}$, $p \geq 1$ (see, e.g., [55]). Similar notation is used for the matrix $B$. Using the Taylor expansion

$$\log(1 - x) = -\sum_{i=1}^{\infty} \frac{x^i}{i}, \quad |x| < 1,$$

we can rewrite (15) in terms of Schatten norms, namely,

$$I \left( \frac{A + B}{2} \right) \leq -\frac{1}{2} \sum_{j=1}^{k} \log(1 - s_j^2) = -\frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{\infty} \frac{s_j^{2i}}{i} = -\frac{1}{2} \sum_{i=1}^{k} \left( \|A\|_{\mathcal{S}^{2i}} + \|B\|_{\mathcal{S}^{2i}} \right) \leq -\frac{1}{2} \sum_{i=1}^{\infty} \frac{1}{i} \left( \|A\|_{\mathcal{S}^{2i}} + \|B\|_{\mathcal{S}^{2i}} \right)^2.$$

Using convexity of $x \mapsto x^{2i}$, we see that

$$I \left( \frac{A + B}{2} \right) \leq -\frac{1}{2} \sum_{i=1}^{\infty} \frac{1}{i} \left( \frac{1}{2} \|A\|_{\mathcal{S}^{2i}}^2 + \frac{1}{2} \|B\|_{\mathcal{S}^{2i}}^2 \right) = -\frac{1}{4} \sum_{i=1}^{\infty} \frac{1}{i} \left( \|A\|_{\mathcal{S}^{2i}}^2 + \|B\|_{\mathcal{S}^{2i}}^2 \right) = -\frac{1}{4} \sum_{i=1}^{k} \left( s_j(A)^{2i} + s_j(B)^{2i} \right) = -\frac{1}{4} \sum_{j=1}^{k} \sum_{i=1}^{\infty} \log(1 - s_j(A)^{2i}) \leq -\frac{1}{4} \sum_{j=1}^{\infty} \sum_{i=1}^{k} \log(1 - s_j(A)^{2i}).$$

Using the same argument as in (15), the latter can be rewritten as $\frac{1}{4} I(A) + \frac{1}{4} I(B)$, thus establishing the convexity of $I$. Alternatively, it would be also possible to deduce the convexity of $I$ from (15) and a classical inequality of Ky Fan (see, e.g., [27] Theorem 4.1)).
4 Proof of Theorem B – the LDP on the orthogonal group

We shall now present the proof of the large deviation principle for random matrices chosen uniformly at random from the orthogonal group with respect to the Haar probability measure. Several elements from the proof of Theorem A in Section 3 will enter. Moreover, due to compactness of the underlying space $[-1,1]^{N \times N}$ it will be enough to establish a weak large deviation principle. The latter will be achieved through Proposition 2.2 on a base of the topology.

4.1 Step 1 – Reduction to row-submatrices

Let $n \in \mathbb{N}$ and assume that $O^{(n)}$ is chosen uniformly at random from the orthogonal group $O(n)$ with respect to the Haar probability measure. Note that if $k \in \mathbb{N}$ with $k \leq n$, then the first $k$ rows of $O^{(n)}$ are uniformly distributed on the Stiefel manifold $V_{k,n}$; this will allow us to use some results obtained in Section 3. Let $M \in [-1,1]^{N \times N}$ be an infinite matrix with entries bounded in modulus by 1. For $k \in \mathbb{N}$, $\ell \in \mathbb{N}$, denote by $M_{k,\ell}$ the $k \times \ell$ upper left corner submatrix of $M$ defined by setting

$$M_{k,\ell}(i,j) := M(i,j), \quad \text{for } 1 \leq i \leq k, 1 \leq j \leq \ell.$$ 

Similarly, for $k \in \mathbb{N}$ and $\ell = \infty$, we define $M_{k,\infty}$ to be the $k \times \infty$-matrix consisting of the first $k$ rows of $M$. Note that a base of the product topology on $[-1,1]^{N \times N}$ is given by the collection of balls of the form

$$B_{k,\ell}(M,r) := \left\{ \tilde{M} \in [-1,1]^{N \times N} : \| \tilde{M} - M_{k,\ell} \|_2 \leq r \right\}, \quad M \in [-1,1]^{N \times N}, r \in (0,\infty), k, \ell \in \mathbb{N},$$

where $\| \cdot \|_2$ is the Euclidean norm on $\mathbb{R}^{k \times \ell}$. Lemma 3.1 shows that for every fixed $k, \ell \in \mathbb{N}$, the sequence $O^{(n)}_{k,\ell}$, with $n \geq \max(k, \ell)$, satisfies a large deviation principle on $[-1,1]^{k \times \ell}$ at speed $n$ and with good rate function

$$I_{k,\ell}(M_{k,\ell}) = \begin{cases} -\frac{1}{2} \log \det \left( \text{Id}_{k \times k} - M_{k,\ell} M_{k,\ell}^* \right) & : \| M_{k,\ell} M_{k,\ell}^* \| < 1 \\ +\infty & : \text{otherwise.} \end{cases}$$

Moreover, the monotonicity of $I_{k,\ell}$ in the parameter $\ell$, which we established in Lemma 3.2 together with the Dawson-Gärtner argument (see Proposition 2.3), then guarantee (similar to the argument presented in Subsection 3.3) that for every fixed $k \in \mathbb{N}$, the sequence $O^{(n)}_{k,\infty}$, $n \geq k$, satisfies an LDP at speed $n$ with a good rate function

$$I_{k,\infty}(M_{k,\infty}) := \sup_{\ell \in \mathbb{N}} I_{k,\ell}(M_{k,\ell}) = \begin{cases} -\frac{1}{2} \log \det \left( \text{Id}_{k \times k} - M_{k,\infty} M_{k,\infty}^* \right) & : M_{k,\infty} \in S_2^{k \times \infty}, \| M_{k,\infty} M_{k,\infty}^* \| < 1 \\ +\infty & : \text{otherwise,} \end{cases}$$

where $S_2^{k \times \infty}$ denotes the set of infinite $k \times \infty$-matrices for which each of the $k$ rows is in $\ell_2$.

4.2 Step 2 – Properties of submatrices

While monotonicity for $I_{k,\ell}$ in the parameter $\ell$ has been established in Lemma 3.2, we shall now show the monotonicity of $I_{k,\infty}$ in the parameter $k$. The argument is based on Cauchy’s interlacing theorem for eigenvalues.

**Lemma 4.1.** Consider a matrix $M \in \mathbb{R}^{N \times N}$ with square summable rows and $\| M_{k,\infty} M_{k,\infty}^* \| \leq 1$ for all $k \in \mathbb{N}$. Then the mapping $k \rightarrow \det(\text{Id}_{k \times k} - M_{k,\infty} M_{k,\infty}^*)$ is well-defined and non-increasing in $k \in \mathbb{N}$.
Proof. First observe that \(M_{k,\infty}M_{k,\infty}^*\), which is the Gram matrix of the first \(k\) rows of \(M\), is a \(k \times k\) submatrix of \(M_{k+1,\infty}M_{k+1,\infty}^*\), which is the Gram matrix of the first \(k+1\) rows of \(M\). It follows from Cauchy’s interlacing theorem (see, e.g., [33 Theorem 4.3.17, p. 242]) that the eigenvalues \(\lambda_i\), which we assume in non-increasing order, are interlacing, i.e.,
\[
\lambda_1(M_{k+1,\infty}M_{k+1,\infty}^*) \geq \lambda_1(M_{k,\infty}M_{k,\infty}^*) \geq \lambda_2(M_{k+1,\infty}M_{k+1,\infty}^*) \geq \lambda_2(M_{k,\infty}M_{k,\infty}^*) \\
\geq \cdots \geq \lambda_k(M_{k,\infty}M_{k,\infty}^*) \geq \lambda_k(M_{k+1,\infty}M_{k+1,\infty}^*) \geq 0.
\]
Let us note here that in reference [33] the order of eigenvalues is opposite to ours. Since \(\lambda_1(M_{\ell,\infty}M_{\ell,\infty}^*) = \|M_{\ell,\infty}M_{\ell,\infty}^*\| \leq 1\) for all \(\ell \in \mathbb{N}\), we have
\[
0 \leq 1 - \lambda_1(M_{k+1,\infty}M_{k+1,\infty}^*) \leq 1 - \lambda_1(M_{k,\infty}M_{k,\infty}^*) \\
\leq \cdots \leq 1 - \lambda_k(M_{k,\infty}M_{k,\infty}^*) \leq 1 - \lambda_{k+1}(M_{k+1,\infty}M_{k+1,\infty}^*) \leq 1.
\]
Therefore, we obtain that
\[
\det \left( \text{ld}_{k \times k} - M_{k,\infty}M_{k,\infty}^* \right) \geq \det \left( \text{ld}_{(k+1) \times (k+1)} - M_{k+1,\infty}M_{k+1,\infty}^* \right).
\]
This completes the proof.

\[\square\]

4.3 Step 3 – The weak large deviation principle

We are now ready to extract from Steps 1 and 2, in combination with Proposition 2.2, the weak large deviation principle for the sequence \(O^{(n)}\), \(n \in \mathbb{N}\), of random Haar orthogonal matrices in \(\mathcal{O}(n)\), \(n \in \mathbb{N}\). Recall that each \(O^{(n)}\) takes values in the space \([-1, 1]^{N \times N}\) of infinite matrices and that, as explained in Step 1, a base of the product topology on \([-1, 1]^{N \times N}\) is given by the collection of balls of the form
\[
B_{k,\ell}(M, r) := \left\{ \overline{M} \in [-1, 1]^{N \times N} : \| \overline{M}_{k,\ell} - M_{k,\ell} \|_2 \leq r \right\}, \quad M \in [-1, 1]^{N \times N}, r \in (0, \infty), k, \ell \in \mathbb{N}.
\]

By Proposition 2.2 it is enough to work on this base of the topology. So let \(M \in [-1, 1]^{N \times N}\), \(r \in (0, \infty)\), and \(k, \ell \in \mathbb{N}\). In the following, we let \(n \to \infty\), so that \(n \geq \max(k, \ell)\) may be assumed. By the “converse” part of Proposition 2.2 and Step 1, for each fixed \(k \in \mathbb{N}\),
\[
- \inf_{\ell \in \mathbb{N}} \inf_{r \in (0, \infty)} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left[ O^{(n)}_{k,\ell} \in B_{k,\ell}(M, r) \right] = - \inf_{\ell \in \mathbb{N}} \inf_{r \in (0, \infty)} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left[ O^{(n)}_{k,\ell} \in B_{k,\ell}(M, r) \right] = \sup_{\ell \in \mathbb{N}} \mathbb{I}_{k,\ell}(M_{k,\ell})
\]
\[
= \left\{ \begin{array}{ll}
- \frac{1}{2} \log \det \left( \text{ld}_{k \times k} - M_{k,\infty}M_{k,\infty}^* \right) & : M_{k,\infty} \in \mathcal{R}_2^{k \times k} \text{ and } \| M_{k,\infty}M_{k,\infty}^* \| < 1 \\
+\infty & : \text{otherwise}.
\end{array} \right.
\]

Let first \(M\) be such that \(M_{k,\infty} \in \mathcal{R}_2^{k \times k}\) and \(\| M_{k,\infty}M_{k,\infty}^* \| < 1\) for all \(k \in \mathbb{N}\). Now it follows from Lemma 4.1 that the log-determinant is non-increasing in \(k\). This, in combination with the previous display, yields
\[
- \inf_{r \in (0, \infty)} \inf_{k,\ell \in \mathbb{N}} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left[ O^{(n)}_{k,\ell} \in B_{k,\ell}(M, r) \right] = - \inf_{r \in (0, \infty)} \inf_{k,\ell \in \mathbb{N}} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left[ O^{(n)}_{k,\ell} \in B_{k,\ell}(M, r) \right] = - \frac{1}{2} \lim_{k \to \infty} \log \det \left( \text{ld}_{k \times k} - M_{k,\infty}M_{k,\infty}^* \right)
\]
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For all matrices \( M \in [-1,1]^{\mathbb{N} \times \mathbb{N}} \) violating either one of the assumptions \( M_{k,\infty} \in S_2^{k \times \infty} \) or \( \| M_{k,\infty} M_{k,\infty}^* \| < 1 \) for all \( k \in \mathbb{N} \), the expressions on the left-hand side of the previous display are equal to \( +\infty \) by (16). By Proposition 2.2, we obtain that \( O^{(n)} \) satisfies a weak (and thus full due to compactness) LDP at speed \( n \) with good rate function \( \ell_1 : [-1,1]^{\mathbb{N} \times \mathbb{N}} \rightarrow [0, +\infty] \) given by

\[
\ell_1(M) := \left\{ \begin{array}{ll}
-\frac{1}{2} \log \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - M_{k,\infty} M_{k,\infty}^*) & : \text{rows of } M \text{ are in } \ell_2, \| M_{k,\infty} M_{k,\infty}^* \| < 1 \forall k \in \mathbb{N} \\
+\infty & : \text{otherwise.}
\end{array} \right.
\]

(17)

This function is convex as a pointwise limit of convex functions; see Subsection 3.4.

### 4.4 Step 4 – A reformulation via Hilbert–Schmidt class operators

The LDP for \( O^{(n)} \), \( n \in \mathbb{N} \), which we obtained in the previous subsection, can be formulated in a more elegant way, namely in terms of Hilbert–Schmidt operators as presented in Theorem 3. In particular, in this subsection we complete the proof of this theorem. For general background on classes of compact operators as well as traces and determinants of operators, we refer to the monographs [26, 55, 67, 68]. Our aim is to show that the information function \( \ell_1(M) \), originally defined by (17), equals

\[
\ell(M) := \left\{ \begin{array}{ll}
-\frac{1}{2} \log \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - MM^*) & : M \in S_2 \text{ and } \|MM^*\| < 1 \\
+\infty & : \text{otherwise.}
\end{array} \right.
\]

We start by assuming that \( M = (m_{ij})_{i,j \in \mathbb{N}} \in S_2 \), i.e., \( M \) is a Hilbert–Schmidt operator meaning that \( \sum_{i,j \in \mathbb{N}} m_{ij}^2 < \infty \). Recall that \( M \in S_2 \) is equivalent to \( MM^* \) being a trace class (or nuclear) operator, i.e., \( MM^* \in S_1 \). For \( k \in \mathbb{N} \), we view \( M_{k,\infty} \) as an \( \infty \times \infty \)-matrix by filling up this \( k \times \infty \)-matrix with zero rows. Our first task is to show that

\[
\lim_{k \to \infty} \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - M_{k,\infty} M_{k,\infty}^*) = \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - MM^*). \tag{18}
\]

It is known that \( \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - MM^*) = \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - M^* M) \); see Corollary 2.2 on p. 51 and use Lidskii’s theorem [26, Theorem 6.1 on p. 63]. Hence, (18) is equivalent to

\[
\lim_{k \to \infty} \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - M_{k,\infty}^* M_{k,\infty}) = \det(\text{Id}_{\mathbb{N} \times \mathbb{N}} - M^* M). \tag{19}
\]

We claim that \( M^* M - M_{k,\infty}^* M_{k,\infty} \) is positive semi-definite. Indeed, for every vector \( x \in \ell_2 \), we have

\[
\langle (M^* M - M_{k,\infty}^* M_{k,\infty}) x, x \rangle = \langle M x, M x \rangle - \langle M_{k,\infty} x, M_{k,\infty} x \rangle = \|M x\|^2 - \|M_{k,\infty} x\|^2 = \sum_{j=1}^{\infty} \langle R_j(M), x \rangle^2 - \sum_{j=1}^{\infty} \langle R_j(M), x \rangle^2 \geq 0.
\]

We shall now show that the operator \( M_{k,\infty}^* M_{k,\infty} \) converges to \( M^* M \) in \( S_1 \). Indeed, since the \( S_1 \)-norm of a positive semi-definite matrix coincides with its trace, we have

\[
\|M^* M - M_{k,\infty}^* M_{k,\infty}\|_{S_1} = \sum_{i,j \in \mathbb{N}} (M^* M - M_{k,\infty}^* M_{k,\infty})_{ij} = \sum_{i,j \in \mathbb{N}} m_{ij}^2 - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_{ij}^2 \xrightarrow{k \to \infty} 0, \tag{20}
\]

because \( M \) is a Hilbert–Schmidt operator. For trace class operators \( A_1, A_2, \ldots \) and \( A \) it is known that \( A_n \to A \) in the \( S_1 \)-norm implies that \( \det(1 - A_n) \to \det(1 - A) \); see Equation (5.14) on p. 60 in [26]. In our setting, this yields (19) and thus (18).
Now we are ready to prove that \( l_1(M) = l(M) \) for all \( M \in [-1, 1]^{N \times N} \). First, we assume that \( \|MM^*\| < 1 \). Denote by \( P_k \) the \( \infty \times \infty \)-matrix obtained from the \( k \times k \)-identity matrix by filling it up with zeroes. Then, we have \( M_{k,\infty} = P_k M \) and hence \( \|M_{k,\infty}M_{k,\infty}^*\| = \|P_k MM^* P_k\| \leq \|MM^*\| < 1 \) for all \( k \in \mathbb{N} \). Hence, in this case \( l_1(M) = l(M) \) by [13].

Next, assume that \( M = (m_{ij})_{i,j \in \mathbb{N}} \in \mathcal{F}_2 \) but \( \|MM^*\| \geq 1 \). Then, \( l(M) = +\infty \) and we need to show that \( l_1(M) = \infty \). Let first \( \|MM^*\| > 1 \). As \( k \to \infty \), we have \( M_{k,\infty}^* M_{k,\infty} \to M^* M \) in the operator norm (because the convergence holds even in the Schatten \( \mathcal{S}_1 \)-norm, as we have shown in [20] above). Hence,

\[
\|M_{k,\infty}M_{k,\infty}^*\| = \|M_{k,\infty}\|^2 = \|M_{k,\infty}^* M_{k,\infty}\| \xrightarrow{k \to \infty} \|M^* M\| = \|M\|^2 = \|MM^*\| > 1.
\]

Consequently \( \|M_{k,\infty}M_{k,\infty}^*\| > 1 \) for sufficiently large \( k \) and we have \( l_1(M) = +\infty = l(M) \).

Next assume that \( M \in \mathcal{F}_2 \) and \( \|MM^*\| = 1 \). Then, \( l(M) = +\infty \) and we want to show that \( l_1(M) = +\infty \). We may assume that \( \|M_{k,\infty}M_{k,\infty}^*\| < 1 \) for all \( k \in \mathbb{N} \) since otherwise \( l_1(M) = +\infty = l(M) \) by definition. Denote by \( (\lambda_i^{(k)})_{i=1}^k \) the eigenvalues of the \( k \times k \)-matrix \( M_{k,\infty}M_{k,\infty}^* \) ordered decreasingly. We have that \( 0 \leq \lambda_i^{(k)} < 1 \) for all \( i \in \{1, \ldots, k\} \). Since \( \text{Id}_{k \times k} - M_{k,\infty}M_{k,\infty}^* \) has eigenvalues \( (1 - \lambda_i^{(k)})_{i=1}^k \), we have

\[
\det(\text{Id}_{k \times k} - M_{k,\infty}M_{k,\infty}^*) = \prod_{i=1}^k (1 - \lambda_i^{(k)}) \xrightarrow{k \to \infty} 0
\]

since \( \lambda_i^{(k)} = \|M_{k,\infty}M_{k,\infty}^*\| \to \|MM^*\| = 1 \) as we have shown above. Together with [17] this implies that \( l_1(M) = +\infty \), as claimed.

Now, assume that \( M \notin \mathcal{F}_2 \). Then, \( l(M) = +\infty \) and we need to show that \( l_1(M) = +\infty \). Assuming that the rows of \( M \) are in \( \ell_2 \) and \( \|M_{k,\infty}M_{k,\infty}^*\| < 1 \) for all \( k \in \mathbb{N} \) (since otherwise \( l_1(M) = +\infty \)) it suffices to show that

\[
\lim_{k \to \infty} \det(\text{Id}_{k \times k} - M_{k,\infty}M_{k,\infty}^*) = 0.
\]

Using the same notation for eigenvalues as before and the estimate \( 1 - \lambda_i^{(k)} \leq e^{-\lambda_i^{(k)}} \), we obtain

\[
\det(\text{Id}_{k \times k} - M_{k,\infty}M_{k,\infty}^*) = \prod_{i=1}^k (1 - \lambda_i^{(k)}) \leq \prod_{i=1}^k e^{-\lambda_i^{(k)}} = e^{-\sum_{i=1}^k \lambda_i^{(k)}} = e^{-\text{Tr}(M_{k,\infty}M_{k,\infty}^*)} \leq e^{-\sum_{i=1}^k \sum_{j=1}^k m_{ij}^2} \xrightarrow{k \to \infty} 0,
\]

because if \( M \notin \mathcal{F}_2 \), then \( \sum_{i=1}^\infty \sum_{j=1}^\infty m_{ij}^2 = +\infty \). This shows that \( l_1(M) = +\infty \).

Wrapping up, this means that \( l_1 = 1 \) and hence \( O(n) \), \( n \in \mathbb{N} \), satisfies a full LDP at speed \( n \) with good rate function \( \mathbb{V} : \{-1, 1\}^{N \times N} \to [0, +\infty] \) as defined above. This completes the proof of Theorem [3].

### 5 Proof of Theorem [C] – the LDP for \( k \)-dimensional projections of the uniform distribution on \( \ell_p^n \) balls

In this section we will prove Theorem [C] on random projections of uniform distributions on \( \ell_p^n \)-balls. To be more precise, we shall reduce it to Theorem [D] on random projections of product measures which we then prove in Section [6].

The proof requires some preparation. Fix \( k \in \mathbb{N} \). For \( n \in \mathbb{N} \), we recall that for a random element \( V_{k,n} : \mathbb{R}^n \to \mathbb{R}^k \) in the Stiefel manifold \( V_{k,n} \), chosen with respect to the uniform distribution \( \mu_{k,n} \), and a random vector \( X^{(n)} \) uniformly distributed on \( n^{1/p} \mathbb{B}_p^n \) (which is independent of \( V_{k,n} \)), we are interested in the large deviation behavior of the random probability measure

\[
\mu_{V_{k,n}}(A) := \mathbb{P}\left\{ (R_1(V_{k,n}), X^{(n)}) \ldots, (R_k(V_{k,n}), X^{(n)}) \in A \right\}, \quad A \subset \mathbb{R}^k \text{ Borel},
\]
where \( R_1(V_{k,n}), \ldots, R_k(V_{k,n}) \in \mathbb{R}^n \) are the rows of \( V_{k,n} \). In this section we show that it is enough to prove an LDP for simpler variants of the measures \( \mu_{V_{k,n}} \), denoted by \( \tilde{\mu}_{V_{k,n}} \), in which \( X^{(n)} \) is replaced by a random vector \((Z_1, \ldots, Z_n)\) with independent \( p \)-Gaussian components. This can be done because those two measures are, as we will see, close in the Lévy–Prokhorov distance for any realization.

### 5.1 Step 1 – Reduction to projections of product measures

It follows from the result of Schechtman and Zinn (see Proposition 2.6) that if \( X^{(n)} \) is uniformly distributed on \( n^{1/p} \mathbb{R}_p^n \), we have

\[
X^{(n)} \overset{d}{=} U^{1/n} n^{1/p} \frac{Z}{\|Z\|_p},
\]

where \( U \sim \text{Unif}(0,1) \) is independent of \( Z := (Z_1, \ldots, Z_n) \), which is a random vector whose coordinates \( Z_1, \ldots, Z_n \) are independent \( p \)-generalized Gaussian random variables, i.e., they have Lebesgue density

\[
f_p(x) := \frac{1}{2^p \Gamma(1 + \frac{1}{p})} e^{-|x|^{p}/p}, \quad x \in \mathbb{R}.
\]

Now, using the probabilistic representation in (21), we obtain that for every Stiefel matrix \( V \in \mathbb{V}_{k,n} \), the distribution \( \mu_V \) of \( V X^{(n)} \) can be represented as

\[
\mu_V(A) := \mathbb{P} \left[ V X^{(n)} \in A \right] = \mathbb{P} \left[ \sum_{j=1}^n U^{1/n} n^{1/p} \frac{Z_j}{\|Z\|_p} C_j(V) \in A \right], \quad A \subset \mathbb{R}^k \text{ Borel},
\]

where \( C_j(V) := (V(i, j))_{i=1}^k \) is the \( j \)th column of the \( k \times n \) matrix \( V \). We shall now compare \( \mu_V \) to the following simplified variant:

\[
\tilde{\mu}_V(A) := \mathbb{P} \left[ \sum_{j=1}^n Z_j C_j(V) \in A \right], \quad A \subset \mathbb{R}^k \text{ Borel}.
\]

Recall that \( \mathcal{M}_1(\mathbb{R}^k) \) denotes the space of probability measures on \( \mathbb{R}^k \). The next lemma shows that the Lévy–Prokhorov distance \( \rho_{LP} \) on \( \mathcal{M}_1(\mathbb{R}^k) \) of the measures \( \mu_V \) and \( \tilde{\mu}_V \) converges to 0 uniformly over all \( V \in \mathbb{V}_{k,n} \), as \( n \to \infty \).

**Lemma 5.1.** Let \( k \in \mathbb{N} \) fixed. Then,

\[
\lim_{n \to \infty} \sup_{V \in \mathbb{V}_{k,n}} \rho_{LP}(\tilde{\mu}_V, \mu_V) = 0.
\]

**Proof.** For \( n \in \mathbb{N} \), let \( A \subset \mathbb{R}^k \) be a Borel set, \( V \in \mathbb{V}_{k,n} \), and \( \varepsilon \in (0, \infty) \). Then, denoting by \( C_1 = C_1(V), \ldots, C_n = C_n(V) \in \mathbb{R}^k \) the columns of \( V \), we obtain that

\[
\tilde{\mu}_V(A) = \mathbb{P} \left[ \sum_{j=1}^n Z_j C_j \in A \right] \\
\leq \mathbb{P} \left[ \sum_{j=1}^n U^{1/n} n^{1/p} \frac{Z_j}{\|Z\|_p} C_j \in A \right] + \mathbb{P} \left[ \left\| \sum_{j=1}^n Z_j C_j - \sum_{j=1}^n Z_j C_j U^{1/n} n^{1/p} \right\|_2 \geq \varepsilon \right] \\
\leq \mu_V(A) + \mathbb{P} \left[ \left\| \sum_{j=1}^n Z_j C_j - \sum_{j=1}^n Z_j C_j U^{1/n} n^{1/p} \right\|_2 \geq \varepsilon \right].
\]

19
It is thus left to prove that the second summand on the right-hand side is bounded above by $\epsilon$ for sufficiently large $n$. From Markov’s inequality, we obtain

$$\mathbb{P}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} - \sum_{j=1}^{n} Z_{j} C_{j} U^{1/n} \frac{1}{\|Z\|_p} \right\|_2 \geq \epsilon \right] \leq \epsilon^{-1} \mathbb{E}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} - \sum_{j=1}^{n} Z_{j} C_{j} U^{1/n} \frac{1}{\|Z\|_p} \right\|_2 \right].$$

Now, the Cauchy-Schwarz inequality shows that

$$\mathbb{E}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} - \sum_{j=1}^{n} Z_{j} C_{j} U^{1/n} \frac{1}{\|Z\|_p} \right\|_2 \right] = \mathbb{E}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} \right\|_2 \cdot \left| 1 - U^{1/n} \frac{1}{\|Z\|_p} \right| \right] \leq \sqrt{\mathbb{E}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} \right\|_2^2 \right] \cdot \mathbb{E}\left[ \left| 1 - U^{1/n} \frac{1}{\|Z\|_p} \right|^2 \right]},$$

(25)

For the first factor in (25), we have

$$\mathbb{E}\left[ \left\| \sum_{j=1}^{n} Z_{j} C_{j} \right\|_2^2 \right] = \mathbb{E}\left[ \sum_{i,j=1}^{n} Z_{i} Z_{j} \langle C_{i}, C_{j} \rangle \right] = \mathbb{E}\left[ Z_{i}^2 \right] \mathbb{E}\left[ \sum_{j=1}^{k} \langle C_{j}, C_{i} \rangle \right] = \mathbb{E}\left[ Z_{i}^2 \right] \mathbb{E}\left[ \sum_{j=1}^{k} \|C_{j}\|^2 \right] = \mathbb{E}\left[ Z_{i}^2 \right] k,$$

where we used that $Z_1, \ldots, Z_n$ are i.i.d. and have zero mean, and that $C_1, \ldots, C_n$ are the columns of a Stiefel matrix $V$.

Next we take care of the second factor in (25). First, we observe that by the strong law of large numbers and because $\mathbb{E}[|Z|^p] = 1$ (since $Z_1, \ldots, Z_n$ are independent $p$-generalized Gaussian random variables),

$$\xi_n := \left( 1 - U^{1/n} \frac{1}{\|Z\|_p} \right)^2 \xrightarrow{a.s.} 0, \quad \text{for } n \to \infty.$$

In particular, this means that we have convergence to $0$ in probability. Now, the goal is to show that $\mathbb{E}[\xi_n^2] \leq C$ for some constant $C \in (0, \infty)$ independent of $n$, because if this holds, then the collection $(\xi_n)_{n \in \mathbb{N}}$ is uniformly integrable. And since $L_1$ convergence is equivalent to convergence in probability together with uniform integrability, we obtain the $L_1$ convergence to $0$ of $(\xi_n)_{n \in \mathbb{N}}$. But this means that the right-hand side of (25) converges to $0$ (even uniformly on $V_{k,n}$).

Since by standard estimates and the independence of $U$ and $Z$, we have

$$\mathbb{E}[\xi_n^2] \leq C + C \mathbb{E}[U^{4/n} \|Z\|_p^{-4}] = C + C \mathbb{E}[U^{4/n}] \cdot \mathbb{E}[n^{4/p} \|Z\|_p^{-4}] \leq C + C \mathbb{E}[n^{4/p} \|Z\|_p^{-4}]$$

for some absolute constant $C \in (0, \infty)$, it is enough to prove the existence of a constant $C_p \in (0, \infty)$ such that for all (sufficiently large) $n \in \mathbb{N}$,

$$\mathbb{E}\left[ \left( \frac{1}{n} \sum_{i=1}^{n} |Z_i|^p \right)^\frac{4}{p} \right] \leq C_p.$$

First, note that since $Z_1, \ldots, Z_n$ are independent $p$-generalized Gaussian random variables, each $|Z_i|^p$ satisfies $\mathbb{E}[|Z_i|^p] = 1$ and has a Lebesgue density of the form

$$\mathbb{R} \ni x \mapsto \gamma_p x^{\frac{1}{p} - 1} e^{-\frac{x}{p}}, \quad z(0, \infty)(x),$$

(26)

with normalizing constant $\gamma_p := \left( p^{1/p} \Gamma(1/p) \right)^{-1} \in (0, \infty)$. Since we are dealing with non-negative random variables,

$$\mathbb{E}\left[ \left( \frac{1}{n} \sum_{i=1}^{n} |Z_i|^p \right)^\frac{4}{p} \right] = \frac{4}{p} \int_0^\infty t^{\frac{4}{p} - 1} \mathbb{P}\left[ \frac{1}{n} \sum_{i=1}^{n} |Z_i|^p < \frac{1}{t} \right] dt.$$
\[
= \frac{4}{p} \int_0^2 t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt + \frac{4}{p} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \\
\leq \frac{4}{p} \int_0^2 t^{\frac{4}{p} - 1} dt + \frac{4}{p} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \\
= \frac{2^{\frac{4}{p}}}{p} + \frac{4}{p} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt,
\]
where the first summand is trivially bounded by 16 since \( p \geq 1 \). It is thus left to estimate the second summand in the previous line. We again split the integral and write
\[
\frac{4}{p} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt = \frac{4}{p} \int_2^n t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \\
+ \frac{4}{p} \int_n^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \tag{27}
\]
and estimate both summands separately. We start with the first, which is handled by means of a Cramér or Chernoff-type bound (see, e.g., [18]). Indeed, for any \( 0 \leq a < 1 \), it follows from Markov’s inequality and the i.i.d. property of the random variables that
\[
\mathbb{P} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p \leq a \right] \leq e^{-nI(a)},
\]
where \( I(a) := \sup_{t \in \mathbb{R}} \left( ta - \log \mathbb{E} \left[ e^{t|Z|^p} \right] \right) = \sup_{t < 1/p} \left( ta - \log \mathbb{E} \left[ e^{t|Z|^p} \right] \right) \) is the Cramér information function of the random variable \( |Z|^p \). Note that \( I(a) \geq 0 \), the only zero of \( I(a) \) is \( a = \mathbb{E}|Z|^p = 1 \) (see, e.g., [18 Lemma I.14]) and that in particular \( I(1/2) > 0 \). It follows from the Chernoff bound that
\[
\frac{4}{p} \int_2^n t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \leq \frac{4}{p} \int_2^n t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{2} \right] dt \leq \frac{4}{p} e^{-nI(1/2)} \int_2^n t^{\frac{4}{p} - 1} dt \leq \frac{n^{\frac{4}{p}}}{p^{\frac{4}{p}}} e^{-nI(1/2)} n^{-\infty} 0,
\]
where in the last step we used that \( I(1/2) > 0 \). We now estimate the second summand on the right-hand side of (27). Thereo, we observe that, since \( |Z|^p \) has density on \( \mathbb{R} \) given by (29), we obtain, for every \( t > 0 \),
\[
\mathbb{P} \left[ |Z|^p < \frac{n}{t} \right] = \gamma_p \int_0^{n/t} x^{\frac{4}{p} - 1} e^{-x^\frac{1}{p}} dx \leq \gamma_p \int_0^{n/t} x^{\frac{4}{p} - 1} dx = \gamma_p \left( \frac{n}{t} \right)^{\frac{1}{p}}.
\]
In particular, because of positivity, the i.i.d. property, and the previous estimate, for any \( n \geq 5 \),
\[
\mathbb{P} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p \leq \frac{1}{t} \right] \leq \mathbb{P} \left[ \frac{|Z_1|^p}{n} + \ldots + \frac{|Z_5|^p}{n} < \frac{1}{t} \right] \\
\leq \mathbb{P} \left[ \frac{|Z_1|^p}{n} < \frac{1}{t}, \ldots, \frac{|Z_5|^p}{n} < \frac{1}{t} \right] = \mathbb{P} \left[ \left\{ \frac{|Z_1|^p}{n} < \frac{1}{t}, \ldots, \frac{|Z_5|^p}{n} < \frac{1}{t} \right\} \right] \leq p^5 \gamma_p^5 \left( \frac{n}{t} \right)^{\frac{5}{p}}.
\]
Putting things together, for any sufficiently large \( n \in \mathbb{N} \),
\[
\frac{4}{p} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \left[ \frac{1}{n} \sum_{i=1}^n |Z_i|^p < \frac{1}{t} \right] dt \leq 4p^4 \gamma_p^5 n^{\frac{5}{p}} \int_2^\infty t^{\frac{4}{p} - 1} \frac{1}{t} \frac{1}{t} dt \leq 4p^4 \gamma_p^5 n^{\frac{5}{p}} n^{-\infty} 0.
\]
The proof is now completed by combining the bound in (24) together with the one in (25) with the previous estimates. \( \square \)
5.2 Step 2 – Equivalence of LDP’s & LDP lifting

We now let $V_{k,n}$ be a random Stiefel matrix uniformly distributed on $\mathbb{V}_{k,n}$ and consider $\tilde{\mu}_{V_{k,n}}$ and $\mu_{V_{k,n}}$ as random elements with values in $\mathcal{M}_1(\mathbb{R}^k)$ obtained by taking $V = V_{k,n}$ in the definitions (22) and (23) of $\tilde{\mu}_V$ and $\mu_V$. The next lemma shows that if the modified sequence $\tilde{\mu}_{V_{k,n}}$, $n \in \mathbb{N}$ satisfies an LDP, then it does $\mu_{V_{k,n}}$, $n \in \mathbb{N}$, with the same speed and at the same rate.

**Lemma 5.2.** Let $k \in \mathbb{N}$ be fixed. For $n \geq k$ let $V_{k,n}$ be a matrix chosen uniformly at random from $\mathbb{V}_{k,n}$ and, for $p \in [1, \infty]$, let $Z = (Z_1, \ldots, Z_n)$ be a random vector with independent $p$-Gaussian entries such that $Z$ is independent of $V_{k,n}$. If the sequence $\tilde{\mu}_{V_{k,n}}$, $n \geq k$ satisfies a weak LDP on $\mathcal{M}_1(\mathbb{R}^k)$ at speed $n$ with rate function $\Gamma : \mathcal{M}_1(\mathbb{R}^k) \to [0, +\infty)$, then the sequence $\mu_{V_{k,n}}$, $n \geq k$, satisfies the same weak LDP.

**Proof.** We shall use Proposition 2.2 in combination with Lemma 5.1 to prove this result. By Proposition 2.2 it is enough to control the large deviation behavior of $\mu_{V_{k,n}}$, $n \geq k$, on a base of the topology of $\mathcal{M}_1(\mathbb{R}^k)$, which is given, e.g., by open balls in the Lévy-Prokhorov distance. So for $r \in (0, \infty)$ and $v \in \mathcal{M}_1(\mathbb{R}^k)$, we consider the ball $B_r(v) := \{ \mu \in \mathcal{M}_1(\mathbb{R}^k) : \rho_{LP}(\mu, v) < r \}$.

From Lemma 5.1 we know that
\begin{equation}
\lim_{n \to \infty} \sup_{V \in \mathbb{V}_{k,n}} \rho_{LP}(\tilde{\mu}_V, \mu_V) = 0,
\end{equation}
i.e., $\rho_{LP}(\tilde{\mu}_V, \mu_V)$ converges to zero uniformly on $\mathbb{V}_{k,n}$ as $n \to \infty$; the uniformity of convergence is required in the following argument. For $n \in \mathbb{N}$ sufficiently large, we obtain
\begin{equation}
\frac{1}{n} \log \mathbb{P}[\tilde{\mu}_{V_{k,n}} \in B_{r/2}(v)] \leq \frac{1}{n} \log \mathbb{P}[\mu_{V_{k,n}} \in B_r(v)] \leq \frac{1}{n} \log \mathbb{P}[\tilde{\mu}_{V_{k,n}} \in B_{3r/2}(v)].
\end{equation}

Indeed, because of the uniform convergence stated in (28), we obtain for each realization of $V_{k,n}$ that, as long as $n \in \mathbb{N}$ is sufficiently large, $\rho_{LP}(\tilde{\mu}_{V_{k,n}}, \mu_{V_{k,n}}) < r/2$ and (29) follows from the triangle inequality for the Lévy-Prokhorov metric. Therefore,
\begin{equation}
\lim_{n \to \infty} \sup_{V \in \mathbb{V}_{k,n}} \frac{1}{n} \log \mathbb{P}[\tilde{\mu}_{V_{k,n}} \in B_{r/2}(v)] \leq \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\mu_{V_{k,n}} \in B_r(v)] \\
\leq \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\mu_{V_{k,n}} \in B_{r}(v)] \leq \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\tilde{\mu}_{V_{k,n}} \in B_{2r}(v)].
\end{equation}

Clearly, the expressions are monotone in the radius $r$ and thus taking the infimum over $r > 0$ and using the assumption that $\tilde{\mu}_{V_{k,n}}$ satisfies a weak LDP at speed $n$ with rate function $\Gamma$,
\begin{equation}
-\|v\| \leq \inf_{r \in (0, \infty)} \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\mu_{V_{k,n}} \in B_r(v)] = \inf_{r \in (0, \infty)} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}[\mu_{V_{k,n}} \in B_r(v)] \leq -\|v\|,
\end{equation}
and so Proposition 2.2 yields the weak LDP for $\mu_{V_{k,n}}$ at speed $n$ with rate function $\Gamma$. \hfill \Box

The following lemma is needed in order to lift the weak LDP to a full one since on a compact space both notions coincide.

**Lemma 5.3.** There is $C \in (0, \infty)$ such that, for all $n \geq k$ and each $V \in \mathbb{V}_{k,n}$, we have
\begin{equation}
\mu_V \in M_C := \left\{ \mu \in \mathcal{M}_1(\mathbb{R}^k) : \int_{\mathbb{R}^k} \|x\| \mu(dx) \leq C \right\}.
\end{equation}
The set $M_C$ is compact in $\mathcal{M}_1(\mathbb{R}^k)$ for all $C \in (0, \infty)$. 22
Proof. As was shown in the proof of Lemma 5.1 (see, in particular, [25] and the argument following it), we have
\[
\lim_{n \to \infty} \sup_{V \in V_{k,n}} \mathbb{E}[\|\xi_n - \tilde{\xi}_n\|_2] = 0 \quad \text{and} \quad \mathbb{E}[\|\tilde{\xi}_n\|_2^2] = k\mathbb{E}[\|Z_1\|^2] =: B < \infty,
\]
where for each \(V \in V_{k,n}\)
\[
\xi_n := \xi_n(V) = \sum_{j=1}^{n} Z_j C_j(V) U_j^{1/p} \|Z\|_p, \quad \tilde{\xi}_n := \tilde{\xi}_n(V) = \sum_{j=1}^{n} Z_j C_j(V)
\]
are random vectors in \(\mathbb{R}^k\) with distributions \(\mu_V\) and \(\tilde{\mu}_V\), respectively. It follows from Hölder’s inequality that \(\mathbb{E}[\|\xi_n\|_2] \leq \sqrt{B}\). Hence, the triangle inequality \(\|\xi_n\|_2 \leq \|\xi_n - \tilde{\xi}_n\|_2 + \|\tilde{\xi}_n\|_2\) implies that
\[
\limsup_{n \to \infty} \sup_{V \in V_{k,n}} \mathbb{E}[\|\xi_n\|_2] \leq \sqrt{B} < \infty,
\]
which implies that for sufficiently large \(C \in (0, \infty)\) and all \(n \in \mathbb{N}, V \in V_{k,n}\), we have \(\mu_V \in MC\).

The compactness of \(MC\) in the weak topology on \(\mathcal{M}_1(\mathbb{R}^k)\) follows by a standard argument based on Prokhorov’s theorem [69] (see also [43] Theorem 16.3 or [54] Theorem 13.29); in particular the weak compactness does not depend on the choice of \(C \in (0, \infty)\) above. Let us show this. The closedness of \(MC\) follows by considering the cut-off \(\min(\|x\|_2, n)\) and using the definition of the weak topology together with the monotone convergence theorem. It therefore just remains to show that \(MC\) is relatively compact in \(\mathcal{M}_1(\mathbb{R}^k)\). To do this, we prove that \(MC\) is a tight family of measures and then use Prokhorov’s theorem, which states that a tight family of probability measures is relatively compact in the weak topology. Given some \(\varepsilon > 0\), putting \(C_{\varepsilon} := C/\varepsilon\) and using Markov’s inequality, for every \(\mu \in MC\), we obtain
\[
\mu\left\{x \in \mathbb{R}^k : \|x\|_2 > C_{\varepsilon}\right\} \leq \frac{\int_{\mathbb{R}^k} \|x\|_2 \mu(dx)}{C_{\varepsilon}} \leq C \frac{C}{C_{\varepsilon}} = \varepsilon.
\]
Therefore, we have
\[
\sup_{\mu \in MC} \mu\left\{x \in \mathbb{R}^k : \|x\|_2 > C_{\varepsilon}\right\} \leq \varepsilon,
\]
which shows that the family \(MC\) of probability measures is tight. Thus, by Prokhorov’s theorem and the fact that \(MC\) is closed in the weak topology, the set \(MC\) is compact in \(\mathcal{M}_1(\mathbb{R}^k)\).

The previous lemma together with Lemma 5.2 implies that under the assumption that \(\tilde{\mu}_{V_{k,n}}\) satisfies a weak LDP at speed \(n\) with rate function \(I\), the sequence \(\mu_{V_{k,n}}, n \in \mathbb{N}\), satisfies a full LDP at the same speed with the same rate function; in particular, the rate function is good. Knowing this, Theorem D becomes a consequence of Theorem C. The latter theorem will be established in the next Section 6, its proof being quite delicate.

6 Proof of Theorem D—The LDP for \(k\)-dimensional projections of product measures

In this section we prove Theorem D whose proof consists of seven steps. The general strategy is to prove an LDP on a compact space \(W_k\) which will be introduced in Step 1. This LDP will then be transported to an LDP on the space \(\mathcal{M}_1(\mathbb{R}^k)\) of probability measures by means of mapping \(\Psi\) (defined in Step 2) which we shall show to be a homeomorphism in Steps 3, 4 (injectivity) and 5 (continuity). The LDP on \(W_k\) shall be proved in Step 6. In Step 7 we shall map this LDP to an LDP on \(\mathcal{M}_1(\mathbb{R}^k)\).
6.1 Step 1 – Space of deviations

We are going to define a space \( \mathcal{W}_k \) (endowed with the topology of vague convergence) whose elements encode, in some sense, all possible deviations of the projected high-dimensional product measures. Let us first try to give some intuition. Large deviations of the projected product measure are caused by “atypical” realizations of the random Stiefel matrix \( V_{k,n} \). In a “typical” realization, all columns are infinitesimal, while for atypical ones certain columns are of order 1. The positions of these columns and their signs do not influence the shape of the projected measure, which is why we record these columns (together with their negatives) as a symmetric point configuration in \( \mathbb{R}^k \). The typical realizations of the random Stiefel matrix correspond to the empty configuration.

Let us be more precise. Fix \( k \in \mathbb{N} \), the dimension of the space we project on. We denote by \( \mathcal{W}_k \) the set of all Borel measures \( \mu \) on \([-1,1]^k \setminus \{0\}\) with the following properties:

\( \mathcal{W}_1 \) μ is symmetric, which means that it is invariant under the mapping \( x \mapsto -x \).

\( \mathcal{W}_2 \) μ is locally finite on \([-1,1]^k \setminus \{0\}\), meaning that \( \mu(K) < \infty \) for every compact set \( K \subset [-1,1]^k \setminus \{0\} \).

\( \mathcal{W}_3 \) μ is integer-valued, meaning that \( \mu(B) \in \mathbb{N} \cup [0, \infty) \) for every Borel set \( B \subset [-1,1]^k \setminus \{0\} \).

\( \mathcal{W}_4 \) The above three properties imply (see, e.g., [71 Proposition 1.1.2 on p. 9]) that μ admits a representation of the form

\[ \mu = \sum_{j=1}^{N} (\delta_{C_j} + \delta_{-C_j}), \]

where \( N = N(\mu) \in \mathbb{N} \cup [0, \infty) \) and \( C_1, C_2, \ldots \in [-1,1]^k \setminus \{0\} \). If \( N = 0 \), then \( \mu = 0 \). If \( N \in \mathbb{N} \) is finite, then \( C_1, \ldots, C_N \) are some points in \([-1,1]^k \setminus \{0\}\). If \( N = +\infty \), then \( C_1, C_2, \ldots \in [-1,1]^k \setminus \{0\} \) is a sequence which converges to 0 in \( \mathbb{R}^k \).

\( \mathcal{W}_5 \) Additionally, we require the \( k \times \infty \) matrix \( V(\mu) \) whose columns are the vectors \( C_1, C_2, \ldots \) to have square summable rows, i.e., \( V(\mu) \in \mathbb{R}_{2 \times \infty}^k \), and to satisfy \( \|V(\mu) V(\mu)^*\| \leq 1 \). More precisely, \( V(\mu) \) is defined as follows. If \( N = 0 \), then \( V(\mu) \) is the zero \( k \times \infty \)-matrix. If \( N \in \mathbb{N} \) is finite, then we define \( V(\mu) \) to be the \( k \times \infty \) matrix with columns \( C_1, \ldots, C_N \) filled up with infinitely many zero columns. Finally, if \( N = \infty \), then \( V(\mu) \) is the \( k \times \infty \)-matrix with columns \( C_1, C_2, \ldots \). Let us stress that the matrix \( V(\mu) \) is defined up to a signed permutation of its non-zero columns only. However, as one readily checks, the \( k \times k \)-matrix \( V(\mu) V(\mu)^* \) does not change under signed permutations of the columns of the matrix \( V(\mu) \) and is therefore well defined.

We shall endow the set \( \mathcal{W}_k \) with the topology of vague convergence of locally finite measures (see, e.g., [71 Section 3.4]). Recall that a sequence \( (\mu_n)_{n \in \mathbb{N}} \subset \mathcal{W}_k \) of measures converges in the vague sense if and only if for each continuous, compactly supported function \( f : [-1,1]^k \setminus \{0\} \rightarrow \mathbb{R} \), we have

\[ \lim_{n \rightarrow \infty} \int_{[-1,1]^k \setminus \{0\}} f \, d\mu_n = \int_{[-1,1]^k \setminus \{0\}} f \, d\mu. \]  

It is known [71 Proposition 3.17] that the vague topology is metrizable by a complete, separable metric. In the following lemma, we show that \( \mathcal{W}_k \) is compact.

**Lemma 6.1.** The space \( \mathcal{W}_k \) is compact.

**Proof.** Take a sequence \( \mu_1, \mu_2, \ldots \) in \( \mathcal{W}_k \). We have to show that it has a convergent subsequence.

**Step 1.** Let \( E \) be the set of all points \( x \in [-1,1]^k \) representable as \( x = \lim_{n \rightarrow \infty} x_n \), where \( x_n \) is an atom of \( \mu_n \), for every \( n \in \mathbb{N} \). We show that \( E \) is countable. It suffices to check that \( E \cap \mathbb{B}_2^k(0, \varepsilon)^c \) is finite for every \( \varepsilon > 0 \), where \( \mathbb{B}_2^k(0, \varepsilon)^c = [-1,1]^k \setminus \mathbb{B}_2^k(0, \varepsilon) \). Now, for every \( \mu = \sum_{j=1}^{N} (\delta_{C_j} + \delta_{-C_j}) \in \mathcal{W}_k \), we
have $\sum_{j=1}^N \|C_j\|_2^2 \leq k$, which holds because the condition $\|V(\mu)V(\mu)^*\| \leq 1$ implies $\sum_{j=1}^N |C_j(i)|^2 \leq 1$ for each $i \in \{1, \ldots, k\}$. It follows that the number of $j$ with $\|C_j\|_2 \geq \varepsilon/2$ is at most $4k/\varepsilon^2$. In particular, the number of atoms of $\mu_n$ outside $\mathbb{B}_2^k(0, \varepsilon/2)$ is at most $8k/\varepsilon^2$, for every $n \in \mathbb{N}$. Now assume that $E \cap \mathbb{B}_2^k(0, \varepsilon)^c$ contains $L > 4k/\varepsilon^2$ different points $p_1 = \lim_{n \to \infty} x_{1;n}, \ldots, p_L = \lim_{n \to \infty} x_{L;n}$, with $x_{1;n}, \ldots, x_{L;n} \in \mathbb{B}_2^k(0, \varepsilon/2)^c$ being atoms of $\mu_n$, for $n > n_0$. By the pigeon-hole principle, for each $n > n_0$ two of the points $x_{1;n}, \ldots, x_{L;n}$ must be equal. It follows that there exist two different $i, j \in \{1, \ldots, L\}$ such that the sequences $(x_{i;n})_{n \in \mathbb{N}}$ and $(x_{j;n})_{n \in \mathbb{N}}$ have infinitely many common terms. This implies $p_i = p_j$, which is a contradiction. Hence, $E \cap \mathbb{B}_2^k(0, \varepsilon)^c$ is finite.

Step 2. Fix some $\varepsilon > 0$ with the property that $E$ does not contain points with $\|x\|_2 = \varepsilon$. The number of atoms of $\mu_n$ with a norm $\geq \varepsilon$ is bounded above by $2k/\varepsilon^2$ (see argument in Step 1). By the pigeon-hole principle, along some subsequence of $n$’s, $\mu_n(\mathbb{B}_2^k(0, \varepsilon)^c) = 2p$ stays constant, where we denote the atoms of $\mu_n$ with norm $\geq \varepsilon$ by $\pm C_{1;n}, \ldots, \pm C_{p;n}$. Since $\mathbb{B}_2^k(0, \varepsilon)^c$ is compact, we can again pass to a subsequence of $n$’s (and relabel the atoms, if necessary) along which we have $C_{j;n} \to C_j$ as $n \to \infty$, for all $j = 1, \ldots, p$. Note that $\|\alpha\|_2 \neq \varepsilon$ by our choice of $\varepsilon$. By definition of vague convergence \(30\), this implies that the restriction of $\mu_n$ to $\mathbb{B}_2^k(0, \varepsilon)^c$ converges vaguely along the subsequence constructed above.

Step 3. By Step 1 we can find a decreasing sequence $\varepsilon_r \downarrow 0$ such that $E$ does not contain points with $\|x\|_2 = \varepsilon_r$, for all $r \in \mathbb{N}$. Applying Step 2 to $\varepsilon = \varepsilon_r$, we extract a subsequence $N_1 \subset N$ along which the restrictions of $\mu_n$ to $\mathbb{B}_2^k(0, \varepsilon_r)^c$ converge vaguely. Applying Step 2 to $\varepsilon = \varepsilon_{r+1}$, we find a subsequence $N_2 \subset N_1$ along which the restrictions of $\mu_n$ to $\mathbb{B}_2^k(0, \varepsilon_{r+1})^c$ converge vaguely. Doing this inductively, we obtain subsequences $N_1 \supset N_2 \supset \ldots$ Applying Cantor’s diagonal argument, we get a subsequence $N_\infty \subset N$ along which the restrictions of $\mu_n$ to $\mathbb{B}_2^k(0, \varepsilon_r)^c$ converge vaguely for every $r \in \mathbb{N}$. This implies that $\mu_n$ converges vaguely along $N_\infty$, thus establishing the compactness of $\mathcal{W}_k$.\[\Box\]

Remark 6.2. In the special case when $k = 1$, there is an alternative description of the space $\mathcal{W}_1$ which was used in \[37\]. Consider the set of all sequences $\alpha = (\alpha_1, \alpha_2, \ldots) \in \mathbb{R}^\infty$ such that $\alpha_1 \geq \alpha_2 \geq \ldots \geq 0$ and $\|\alpha\|_2 \leq 1$ and endow it with the topology of coordinatewise convergence inherited from $\mathbb{R}^\infty$. One can check that assigning $\alpha \mapsto \sum_{i \in \mathbb{N} : \alpha_i \neq 0} (\delta_{a_i} + \delta_{-a_i})$ defines a homeomorphism between this space and $\mathcal{W}_1$. For $k \geq 2$, it is possible to order the atoms of $\mu \in \mathcal{W}_k$ in decreasing order of their norms, but there is no canonical ordering of atoms having equal norm, and also no canonical choice of the “signs”. Therefore, it seems inconvenient to order the atoms for $k \geq 2$.

Remark 6.3. The elements of $\mathcal{W}_k$ are in one-to-one correspondence with equivalence classes of $k \times \infty$-matrices $V$ with square summable rows and $\|VV^*\| \leq 1$, where we call two such matrices equivalent, if they differ by a signed permutations of their columns. However, one should be careful about the topology. Consider for simplicity the case $k = 1$. Let $\mathbb{R}_2^\infty = \{x \in \ell_2 : \|x\|_2 \leq 1\}$ be the unit ball in the Hilbert space $\ell_2$ of square summable sequences endowed with the topology of coordinatewise convergence. Call two sequences $\alpha', \alpha'' \in \mathbb{R}_2^\infty$ equivalent if they differ by a signed permutation of coordinates. Let $\mathcal{W}_1'$ be the space of equivalence classes endowed with the quotient topology. Then, there is a natural bijection between the elements of $\mathcal{W}_1'$ and $\mathcal{W}_1$ which maps the equivalence class of $\alpha = (\alpha_1, \alpha_2, \ldots)$ to $\sum_{i \in \mathbb{N} : \alpha_i \neq 0} (\delta_{a_i} + \delta_{-a_i})$. However, it is not a homeomorphism. In fact, the space $\mathcal{W}_1'$ is not Hausdorff (whereas $\mathcal{W}_1$ is Polish). Indeed, one can check that any neighborhood of $(0, 0, \ldots)$ in the quotient topology of $\mathcal{W}_1'$ contains the element $(1, 0, 0, \ldots)$.

6.2 Step 2 – Definition of the map $\Psi$

Let $Y_1, Y_2, \ldots$ be non-Gaussian i.i.d. random variables with symmetric distribution (meaning that $Y_1$ has the same distribution as $-Y_1$) and finite variance $\sigma^2 := \mathbb{E}[Y_1^2] < \infty$. We define a map $\Psi : \mathcal{W}_k \to \mathcal{W}_k$...
\(\mathcal{M}_1(\mathbb{R}^k)\) as follows: for \(\mu = \sum_{j=1}^N (\delta_{C_j} + \delta_{-C_j}) \in \mathbb{W}_k\), we put

\[
\Psi(\mu) := \text{Law}\left( \sum_{j=1}^N C_j Y_j + \sigma \left( \text{Id}_{k \times k} - V(\mu)V(\mu)^* \right) V_j \right),
\]

where \(N_k\) is a \(k\)-dimensional standard Gaussian random vector independent of the sequence \((Y_i)_{i=1}^\infty\).

For example, \(\Psi(0)\) is an isotropic Gaussian distribution on \(\mathbb{R}^k\) with covariance matrix \(\sigma^2 \text{Id}_{k \times k}\). Let us argue that the mapping \(\Psi\) is well-defined. First of all, as explained in the previous subsection, the term \(\sigma \left( \text{Id}_{k \times k} - V(\mu)V(\mu)^* \right) V_j\) is invariant under signed permutations of \(C_1, \ldots, C_N\) if \(N < \infty\). On the other hand, if \(N = \infty\), then the series \(\sum_{j=1}^N C_j Y_j\) converges a.s. (because its terms are independent and their \(L^2\)-norms are summable) and, moreover, the distribution of the sum is invariant under signed permutation of the summands, as we shall see in the proof of Lemma \([6],[9]\).

It also follows that for every \(\mu \in \mathbb{W}_k\), the probability measure \(\Psi(\mu)\) is symmetric and its covariance matrix is \(\sigma^2 \text{Id}_{k \times k}\). Indeed, the covariance matrix of the random vector \(\sum_{j=1}^N C_j Y_j\) is just \(\sigma^2 V(\mu)V(\mu)^*\).

In the following Sections 6.3 and 6.4, we shall show that the map \(\Psi\) is injective. Moreover, we shall prove that \(\Psi\) is a homeomorphism between \(\mathbb{W}_k\) and its image \(\mathcal{K}_{k,Y_1} = \Psi(\mathbb{W}_k)\), which is a compact subset of \(\mathcal{M}_1(\mathbb{R}^k)\) endowed with the topology of weak convergence. After these preparatory results, our approach to prove Theorem \([D]\) is as follows. Given a random uniform matrix \(V_{k,n}\) from the Stiefel manifold \(V_{k,n}\), we are interested in the random probability measure \(\tilde{\mu}_{V_{k,n}}\) defined as the image of the law of \((Y_1^\prime, \ldots, Y_n)\) on \(\mathbb{R}^k\) under the random map \(V_{k,n} : \mathbb{R}^n \rightarrow \mathbb{R}^k\) (cf. \([23]\)). Consider the following random element taking values in \(\mathbb{W}_k\):

\[
\eta_n = \sum_{j=1}^n \left( \delta_{C_j(V_{k,n})} + \delta_{-C_j(V_{k,n})} \right),
\]

where \(C_1(V_{k,n}), \ldots, C_n(V_{k,n})\) are the columns of the matrix \(V_{k,n}\). Since \(V_{k,n}V_{k,n}^* = \text{Id}_{k \times k}\), it follows from the very definition of the map \(\Psi\) that \(\Psi(\eta_n) = \tilde{\mu}_{V_{k,n}}\). We shall prove that the sequence \(\eta_n, n \geq k\), satisfies an LDP on the compact space \(\mathbb{W}_k\). Using the homeomorphism \(\Psi\), this LDP will then be transferred to an LDP for \(\tilde{\mu}_{V_{k,n}}\) on \(\mathcal{K}_{k,Y_1}\).

### 6.3 Step 3 – Equality in distribution of linear forms

Our goal is to show that the map \(\Psi : \mathbb{W}_k \rightarrow \mathcal{M}_1(\mathbb{R}^k)\) defined above is injective. As a first step we prove the following preliminary lemma, which implies injectivity in the case \(k = 1\).

**Lemma 6.4.** Let \(Y_1, Y_2, \ldots\) be non-Gaussian i.i.d. random variables with symmetric distribution and suppose that \(\mathbb{E}|Y_i|^p < \infty\) for all \(p \in \mathbb{N}\). Let also \(\xi' \sim N(0, \sigma'^2)\) and \(\xi'' \sim N(0, \sigma''^2)\) be Gaussian random variables independent of \(Y_1, Y_2, \ldots\). Assume that for some sequences \(\alpha := (\alpha_i)_{i \in \mathbb{N}} \in \ell_2\) and \(\beta := (\beta_i)_{i \in \mathbb{N}} \in \ell_2\), we have

\[
\sum_{i \in \mathbb{N}} \alpha_i Y_i + \xi' \overset{d}{=} \sum_{i \in \mathbb{N}} \beta_i Y_i + \xi''.
\]

Then, \(\alpha\) and \(\beta\) are equal up to a signed permutation of the entries, and \(\sigma'^2 = \sigma''^2\).

**Proof.** Without the terms \(\xi'\) and \(\xi''\) the lemma was proved by Marcinkiewicz \([63]\). The following proof is an adaptation of his method. Since the distributions of the random variables on both sides of \([31]\) do not change upon applying to \(\alpha\) and \(\beta\) arbitrary signed permutations of the components, we may assume without loss of generality that \(\alpha_1 \geq \alpha_2 \geq \ldots \geq 0\) and \(\beta_1 \geq \beta_2 \geq \ldots \geq 0\). Then, our aim is to show that \(\alpha_i = \beta_i\) for all \(i \in \mathbb{N}\), and \(\sigma'^2 = \sigma''^2\). We prove this claim via a comparison of cumulants. Let \(\psi\) be the logarithm of the characteristic function of \(Y_1\), that is,

\[
\psi(t) = \log \mathbb{E}\left[e^{itY_1}\right], \quad |t| < \varepsilon_0.
\]
which is well-defined for \( t \in (-\varepsilon_0, \varepsilon_0) \) with \( \varepsilon_0 > 0 \) sufficiently small. The sequence of cumulants of \( Y_1 \) are defined by

\[
\kappa_k(Y_1) := i^{-k} \psi^{(k)}(0), \quad k \in \mathbb{N}.
\]

Taking the log-characteristic functions of both sides of (31) yields

\[
\sum_{i \in \mathbb{N}} \psi(\alpha_i t) - \frac{1}{2} \sigma^2 t^2 = \sum_{i \in \mathbb{N}} \psi(\beta_i t) - \frac{1}{2} \sigma'^2 t^2.
\]

Due to the square integrability of \( \alpha \) and \( \beta \) and the estimate \( \psi(x) = O(x^2) \), as \( x \to 0 \), both series are well-defined and converge uniformly on a sufficiently small interval around the origin. Moreover, using the finiteness of moments of \( Y_1 \), Marcinkiewicz [63, Lemme 5] has shown that this equality can be differentiated term-wise any number \( k \in \mathbb{N} \) of times leading to

\[
\kappa_k(Y_1) \sum_{i \in \mathbb{N}} \alpha_i^k = \kappa_k(Y_1) \sum_{i \in \mathbb{N}} \beta_i^k, \quad k \in \{3, 4, \ldots\}.
\]

It is a classical result of Marcinkiewicz [63] that the log-characteristic function of a non-Gaussian random variable cannot be a finite-degree polynomial (see also [62, Theorem 7.3.4] and [61] for a generalization and an elementary proof). Since we excluded the Gaussian case, the function \( \psi \) is not a finite-degree polynomial in \( t \) and thus \( Y_1 \) must have infinitely many non-zero cumulants. It follows that

\[
\sum_{i \in \mathbb{N}} \alpha_i^k = \sum_{i \in \mathbb{N}} \beta_i^k \quad \text{for infinitely many } k \in \mathbb{N}.
\]

It remains to argue that this implies \( \alpha = \beta \). Recall that \( \alpha_1 \geq \alpha_2 \geq \ldots \geq 0 \). Assume that \( \alpha_1 > 0 \) since otherwise all \( \alpha_i \) vanish and the statement becomes trivial. Consider the set \( A_1 := \{ i \in \mathbb{N} : \alpha_i = \alpha_1 \} \); note that it is finite since \( \alpha \in E_2 \) is a null-sequence. We observe that

\[
\sum_{i \in \mathbb{N}} \alpha_i^k = \alpha_1^k \# A_1 + \sum_{i \in \mathbb{N} \setminus A_1} \alpha_i^k.
\]

And so, because we may send \( k \to \infty \) along a subsequence (because (32) is valid for infinitely many \( k \in \mathbb{N} \)),

\[
\frac{\sum_{i \in \mathbb{N}} \alpha_i^k}{\alpha_1^k \# A_1} = 1 + \frac{\sum_{i \in \mathbb{N} \setminus A_1} \alpha_i^k}{\alpha_1^k \# A_1} = 1 + \frac{1}{\# A_1} \sum_{i \in \mathbb{N} \setminus A_1} \left( \frac{\alpha_i}{\alpha_1} \right)^k \to 1,
\]

where the convergence in the last step follows from dominated convergence, since \( \lim_{k \to \infty} (\alpha_i / \alpha_1)^k = 0 \) componentwise for all \( i \in \mathbb{N} \setminus A_1 \) and \( \sum_{i \in \mathbb{N} \setminus A_1} (\alpha_i / \alpha_1)^k \leq \sum_{i \in \mathbb{N} \setminus A_1} (\alpha_i / \alpha_1)^2 < \infty \) provides a summable majorant. We obtain

\[
\sum_{i \in \mathbb{N}} \alpha_i^k \sim \alpha_1^k \# A_1, \quad k \to \infty.
\]

In a similar way, assume \( \beta_1 > 0 \), and define \( B_1 := \{ i \in \mathbb{N} : \beta_i = \beta_1 \} \), which is again a finite set. We get

\[
\sum_{i \in \mathbb{N}} \beta_i^k \sim \beta_1^k \# B_1, \quad k \to \infty.
\]

By (32), this means that \( \alpha_1^k \cdot \# A_1 \sim \beta_1^k \cdot \# B_1 \) as \( k \to \infty \), i.e., \( \lim_{k \to \infty} \frac{\alpha_1^k}{\beta_1^k} = \# B_1 / \# A_1 \) does not belong to \([0, \infty)\), which implies that \( \alpha_1 \sim \beta_1 \) and so \( \# A_1 = \# B_1 \). Now, subtracting from both sides in (32) the terms equal to \( \alpha_1^k = \beta_1^k \) and repeating the procedure, we inductively obtain that \( \alpha_i = \beta_i \) for all \( i \in \mathbb{N} \). Finally, comparing the variances in (31), we obtain \( \sigma'^2 = \sigma'^2 \). This completes the proof. \( \square \)
Remark 6.5. One may ask whether the requirement of finite moments can be removed from the statement of Lemma [5.4]. The answer is "no" (which is the reason why we require the finiteness of all moments in Theorem D). In deep of work of Linnik [60], [59], [58] continued by Zinger [77], [76], see also [44, Chapter 2], the following question going back to Marcinkiewicz [63] has been investigated. Suppose that for i.i.d. symmetric random variables $Y_1, \ldots, Y_r$ and some vectors $a = (a_1, \ldots, a_r)$ and $b = (b_1, \ldots, b_r)$ that are not signed permutations of each other we have

$$\sum_{k=1}^{r} a_k Y_k = \sum_{k=1}^{r} b_k Y_k.$$  

Does this imply that $Y_1$ is normal? Marcinkiewicz [63] proved that the answer is "yes" if we require all moments of $Y_1$ to be finite. However, the finiteness of any fixed moment of $Y_1$ is in general not sufficient to conclude normality, and counterexamples are given in [59, § 55]. Moreover, a necessary and sufficient condition on $a$ and $b$ under which (33) implies normality of $Y_1$ has been discovered by Linnik [59] under an additional assumption $\max(a_1, \ldots, a_r) \neq \max(b_1, \ldots, b_r)$ that has been subsequently removed by Zinger [77], [76].

Remark 6.6. A simple modification of the above proof shows that for non-symmetric $Y_1$ the same conclusion holds, i.e., $\alpha$ and $\beta$ are equal up to a signed permutation of the entries. However, in the non-symmetric setting it is natural to ask whether a stronger conclusion holds that $\alpha$ and $\beta$ are equal up to a usual permutation. To prove this stronger statement it would be sufficient to show that a non-symmetric random variable with finite moments has infinitely many non-zero cumulants of odd degree. If this claim (which we are not able to prove) is true, then for non-symmetric random variables with zero mean the definition of $\Psi_k$ could be modified by removing the requirement of the symmetry of $\mu$, and all remaining steps of the proof of Theorem D would apply.

6.4 Step 4 – Injectivity of the map $Ψ$

The injectivity of the map $Ψ$ follows from the following multidimensional version of Lemma 6.4 which can be considered a multidimensional Marcinkiewicz-type result (cf. [63]).

Lemma 6.7. Fix some $k \in \mathbb{N}$. Let $Y_1, Y_2, \ldots$ be non-Gaussian i.i.d. random variables having symmetric distribution with variance $\sigma^2 := \mathbb{E} |Y_1|^2$ and $\mathbb{E} |Y_1|^p < \infty$ for all $p \in \mathbb{N}$. Let also $\Xi'$ and $\Xi''$ be $k$-dimensional centered Gaussian random vectors independent of $Y_1, Y_2, \ldots$. If, for some

$$\mu' = \sum_{j=1}^{n'} (\delta_{C_j'} + \delta_{-C_j'}) \in \mathcal{W}_k$$  

and

$$\mu'' = \sum_{j=1}^{n''} (\delta_{C_j''} + \delta_{-C_j''}) \in \mathcal{W}_k,$$

we have

$$\sum_{i=1}^{n'} C_i' Y_i \Xi' + \Xi' = \sum_{i=1}^{n''} C_i'' Y_i + \Xi'',$$

then $\mu' = \mu''$.

Proof. We need to show that the $k \times \infty$-matrices $V' := V(\mu')$ and $V'' := V(\mu'')$ corresponding to $\mu'$ and $\mu''$ are equal up to a signed permutation of columns. We already proved the claim for $k = 1$ in Lemma 6.4. For arbitrary $k \in \mathbb{N}$, Lemma 6.4 implies that any row of $V'$ differs from a corresponding row of $V''$ by a signed permutation only. However, these permutations may be different for different rows, which is why an additional, more elaborate argument is needed.

Let us prove the lemma for arbitrary $k \in \mathbb{N}$ by induction. Assume that we proved the claim for elements of $\mathcal{W}_{k-1}$. Our aim is to prove it for any $\mu', \mu'' \in \mathcal{W}_k$. We are going to apply the induction assumption to the first $k - 1$ rows of $V'$ and $V''$. Let us take some column of $V'$ and write it in the
form \( (v, x) \in \mathbb{R}^k \) with \( v \in \mathbb{R}^{k-1} \) and \( x \in \mathbb{R} \). We call this column “good” if \( v \neq 0 \). A column is called “bad” if \( v = 0 \) but \( x \neq 0 \). Otherwise, a column equals 0. Let us first remove all bad and zero columns and restrict our attention to good columns only. Applying the induction assumption to the first \((k - 1)\) rows of \( V' \) and \( V'' \) we may assume that, after an appropriate signed permutation of the columns of \( V' \) and \( V'' \), the first \( k - 1 \) rows of the good parts of the matrices coincide. More precisely, the good columns of \( V' \) can be written as \( C'_i = C_i(V') = (w_i, x'_i) \in \mathbb{R}^k \) and the good columns of \( V'' \) as \( C''_i = C_i(V'') = (w_i, x''_i) \in \mathbb{R}^k \), where \( w_i \in \mathbb{R}^{k-1} \setminus \{0\} \) and \( x'_i, x''_i \in \mathbb{R} \). There may be repetitions among the vectors \( \pm w_1, \pm w_2, \ldots \). Let us take one of these vectors, call it \( w \), observe that it is not 0 (because we removed the bad columns), and consider all other vectors of the form \( w \) that are equal to \( \pm w \).

By square summability of the rows, the number of such vectors is finite. Applying the same signed permutation to the columns of \( V' \) and \( V'' \), we may and will assume that \( w := w_1 = \ldots = w_\ell \neq 0 \) and \( w_j \neq \pm w \) for all \( j > \ell \). Our aim is to prove that \( (x'_1, \ldots, x'_\ell) \) is an unsigned permutation of \( (x''_1, \ldots, x''_\ell) \).

The idea is to apply a linear functional to both sides of (34), which is chosen such that the images of the vectors \( u \) are signed permutations of each other, which, by the separation property, implies the claim. Let \( u \in \mathbb{R}^{k-1} \) be some vector satisfying \( \langle u, w \rangle \neq \langle u, w'_i \rangle \) and \( \langle u, w \rangle \neq -\langle u, w'_j \rangle \) for all \( j > \ell \), as well as \( \langle u, w \rangle > 0 \). To prove that such a vector exists, note that the set of all \( u \in \mathbb{R}^{k-1} \) for which one of the identities \( \langle u, w \rangle = \pm \langle u, w'_i \rangle \) or \( \langle u, w \rangle = 0 \) holds true is a union of countably many linear hyperplanes, and therefore cannot be equal to \( \mathbb{R}^{k-1} \) because the hyperplanes are Lebesgue zero sets. We can take \( u \) to be any vector outside this countable union. Replacing \( u \) by \( -u \), if necessary, we can assure the condition \( \langle u, w \rangle > 0 \). Since \( w_j \to 0 \) and hence also \( \langle u, w_j \rangle \to 0 \) as \( j \to \infty \), we can even find a sufficiently small \( r > 0 \) such that \( \langle u, w \rangle > 2r \) and, additionally,

\[
\langle u, w_j \rangle \notin (\langle u, w \rangle - 2r, \langle u, w \rangle + 2r) \quad \text{and} \quad -\langle u, w_j \rangle \notin (\langle u, w \rangle - 2r, \langle u, w \rangle + 2r) \quad \text{for all} \quad j > \ell.
\]

Since both \( x'_j \) and \( x''_j \) converge to 0 as \( j \to \infty \) by square summability, we can find a sufficiently small \( \varepsilon > 0 \) such that

\[
\langle u, w \rangle + \varepsilon x'_m \in (\langle u, w \rangle - r, \langle u, w \rangle + r) \quad \text{and} \quad \langle u, w \rangle + \varepsilon x''_m \in (\langle u, w \rangle - r, \langle u, w \rangle + r) \quad \text{for all} \quad m \in \{1, \ldots, \ell\}
\]

and at the same time

\[
\pm (\langle u, w_j \rangle + \varepsilon x'_i) \notin (\langle u, w \rangle - r, \langle u, w \rangle + r) \quad \text{and} \quad \pm (\langle u, w_j \rangle + \varepsilon x''_i) \notin (\langle u, w \rangle - r, \langle u, w \rangle + r) \quad \text{for all} \quad j > \ell.
\]

Now, let us consider the linear functional \( L : \mathbb{R}^k \to \mathbb{R} \) defined by \( L(v, x) = \langle u, v \rangle + \varepsilon x \) for \( v \in \mathbb{R}^{k-1} \) and \( x \in \mathbb{R} \). Applying this functional to both sides of the distributional equality (34), we obtain

\[
\sum_{i=1}^{\infty} ((\langle u, w_i \rangle + \varepsilon x'_i) Y_i + \xi'_i) = \sum_{i=1}^{\infty} ((\langle u, w_i \rangle + \varepsilon x''_i) Y_i + \xi''_i)
\]

for some centered Gaussian random variables \( \xi'_i \) and \( \xi''_i \) independent of \( Y_1, Y_2, \ldots \). Applying to this identity Lemma[6.4] we conclude that the vectors

\[
(\langle u, w_i \rangle + \varepsilon x'_i)_{i \in \mathbb{N}} \quad \text{and} \quad (\langle u, w_i \rangle + \varepsilon x''_i)_{i \in \mathbb{N}}
\]

are signed permutations of each other. However, by the above construction, the first \( \ell \) entries of these vectors belong to the interval \( (\langle u, w \rangle - r, \langle u, w \rangle + r) \subset (0, \infty) \), whereas all other entries (as well as their negatives) are located outside this interval. It follows that the first \( \ell \) entries of these vectors are equal up to an unsigned permutation. Consequently, \( (x'_1, \ldots, x'_\ell) \) and \( (x''_1, \ldots, x''_\ell) \) are equal up to an unsigned permutation. This means that the first \( \ell \) columns of \( V' \) are equal to the first \( \ell \) columns of
Since these considerations hold for every $w \in \mathbb{R}^{k-1}\{0\}$, the above argument proves that the good columns of $V'$ become equal to the good columns of $V''$ after applying a suitable signed permutation.

Let us now take into consideration the bad columns, too. The above argument shows that the good columns of both matrices coincide, after a signed permutation. That is, we can write the good columns of $V'$ and $V''$ as $(u_j, x_j)$, $j \in J$, for some index set $J \subset \mathbb{N}$. Besides, $V'$ may have bad columns which are denoted by $(0, y_i')$, $i \in J'$, with $y_i' \neq 0$. Similarly, the bad columns of $V''$ are denoted by $(0, y_i'')$, $i \in J''$, with $y_i'' \neq 0$. Lemma 6.4 applied to the $k$-th coordinate in (34) yields the following statement: for every $c \in \mathbb{R}$, the number of occurrences of $\pm c$ in the last row of $V'$ is the same as in the last row of $V''$. If $c \neq 0$, then the number of occurrences of $\pm c$ in the entries belonging to the good columns is finite (by square summability) and this number is the same for $V'$ and $V''$. Since the good columns of $V'$ and $V''$ coincide, the number of occurrences of $c$ in the bad columns of the last row of $V'$ and $V''$ is the same. That is, the number of times a bad column of the form $(0, \pm c)$ appears in $V'$ is the same as for $V''$. This holds for every $c \in \mathbb{R}\{0\}$. After applying a suitable signed permutation, the good and the bad columns of $V'$ become equal to the good and the bad columns of $V''$. The remaining columns, if there are any, are 0. Hence, $\mu' = \mu''$.

As an immediate consequence of the above lemma we record the following result.

**Corollary 6.8.** The map $\Psi : \mathcal{W}_k \to \mathcal{M}_1(\mathbb{R}^k)$ is injective.

### 6.5 Step 5 – Vague convergence in $\mathcal{W}_k$ and weak convergence in $\mathcal{M}_1(\mathbb{R}^k)$

The next lemma states that $\Psi : \mathcal{W}_k \to \mathcal{M}_1(\mathbb{R}^k)$ is a homeomorphism onto its image $\mathcal{X}_k, n := \Psi(\mathcal{W}_k)$, which is a compact subset of $\mathcal{M}_1(\mathbb{R}^k)$.

**Lemma 6.9.** Let $k \in \mathbb{N}$ be fixed. Assume that $Y_1, Y_2, \ldots$ are non-Gaussian i.i.d. random variables having symmetric distribution with variance $\sigma^2 := \mathbb{E}[Y_1^2]$ and $\mathbb{E}[|Y_1|^p] < \infty$ for all $p \in \mathbb{N}$. Recall that the map $\Psi : \mathcal{W}_k \to \mathcal{M}_1(\mathbb{R}^k)$ is defined as follows: for $\mu = \sum_{j=1}^{N} (\delta_{C_j} + \delta_{-C_j}) \in \mathcal{W}_k$, we put

$$
\Psi(\mu) := \text{Law} \left( \sum_{j=1}^{N} C_j Y_j + \sigma \left( \text{Id}_{k \times k} - V(\mu) V(\mu)^* \right)^{1/2} N_k \right),
$$

where $N_k$ is a $k$-dimensional standard Gaussian random vector independent of the sequence $(Y_i)_{i \in \mathbb{N}}$. Then a sequence $\mu_1, \mu_2, \ldots \in \mathcal{W}_k$ converges vaguely to $\mu \in \mathcal{W}_k$ if and only if $\Psi(\mu_n)$ converges weakly to $\Psi(\mu)$ in $\mathcal{M}_1(\mathbb{R}^k)$, as $n \to \infty$.

**Proof.** Assume $\mu_n \to \mu$ vaguely in $\mathcal{W}_k$ as $n \to \infty$. We prove the weak convergence of $\Psi(\mu_n)$ to $\Psi(\mu)$ via characteristic functions. Let us denote by $\varphi_{Y}(s) = \mathbb{E}[e^{i s Y}]$ the characteristic function of $Y_1$. Recall that the characteristic function of $N_k$ is given by $\varphi_{N_k}(t) = e^{-\frac{1}{2} \langle t, M^* t \rangle}$ and observe that if $M$ is a real symmetric $k \times k$ matrix, then the characteristic function of $M N_k$ is given by

$$
\varphi_{N_k}(M^* t) = e^{-\frac{1}{2} \langle M^* t, M^* t \rangle} = e^{-\frac{1}{2} \langle t, M M^* t \rangle} = e^{-\frac{1}{2} \langle t, M^* t \rangle}.
$$

The characteristic function $\varphi$ of $\Psi(\mu)$ is, for any $t \in \mathbb{R}^k$, given by

$$
\varphi(t) = \int_{\mathbb{R}^k} e^{i \langle t, y \rangle} \Psi(\mu)(dy) = \mathbb{E} \left[ e^{i \langle t, \sum_{j=1}^{N} C_j Y_j + \sigma (\text{Id}_{k \times k} - V(\mu) V(\mu)^*)^{1/2} N_k \rangle} \right].
$$

1 Note that the presence of bad columns does not influence the validity of the argument because we can choose $\varepsilon \in (0, r)$ which ensures that $|c y| < r$ for every bad column $(0, y)$ since $|y| \leq 1$.
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We shall now show that, as the rows of our matrix \( V \) converge almost surely (and thus weakly) by the \( L_2 \)-version of the bounded martingale convergence theorem (see, e.g., [54, Theorem 11.10]) as all rows of the matrix \( V(\mu) = (C_j)_{j=1}^N \) belong to \( \ell_2 \) and \( Y_1 \) has variance \( \sigma^2 < \infty \). More precisely, since \( Y_1, Y_2, \ldots \) are independent and centered, for any \( 1 \leq i \leq k \),

\[
\sup_{m \in \mathbb{N}} \mathbb{E} \left[ \left| \sum_{j=1}^m Y_j C_j(i) \right|^2 \right] = \sup_{m \in \mathbb{N}} \text{Var} \left[ \sum_{j=1}^m Y_j C_j(i) \right] = \sigma^2 \sum_{j=1}^\infty \left| C_j(i) \right|^2 < \infty,
\]

and so we can apply Lévy’s continuity theorem to obtain the desired equality. Similarly, for any \( n \in \mathbb{N} \), the characteristic function \( \varphi_n \) of \( \Psi(\mu_n) \) is given by

\[
\varphi_n(t) = e^{-\frac{1}{2} \langle t, \sigma^2 (\delta_{k+1} - V(\mu)V(\mu)^*)^t \rangle} \prod_{j=1}^N \varphi_Y \left( \langle t, C_j \rangle \right),
\]

where \( V(\mu_n) \) is the matrix with columns \( C_j(n) \in \mathbb{R}^k \) with

\[
\mu_n = \sum_{j=1}^{K_n} \left( \delta_{C_j(n)} + \delta_{-C_j(n)} \right), \quad K_n \in \mathbb{N} \cup \{0, \infty\}.
\]

We shall now show that, as \( n \to \infty \), \( \varphi_n(t) \to \varphi(t) \) for any \( t \in \mathbb{R}^k \). Fix \( t \in \mathbb{R}^k \) and let \( \epsilon > 0 \) be such that our measure \( \mu = \sum_{j=1}^N (\delta_{C_j} + \delta_{-C_j}) \in \mathcal{W}_k \) satisfies

\[
\mu(\mathbb{B}^k_\epsilon(0)) = 0,
\]

i.e., no point \( C_j \in \mathbb{R}^k, j \in \mathbb{N} \), lies on the Euclidean sphere of radius \( \epsilon \) around zero. Note that because the rows of our matrix \( V(\mu) = (C_j)_{j=1}^N \) belong to \( \ell_2 \), there are at most finitely many points outside of the ball \( \mathbb{B}^k_\epsilon(0) \) (otherwise we would find a row which is not in \( \ell_2 \)), i.e., we may assume that for some \( m = m(\epsilon) < \infty \)

\[
\pm C_1, \ldots, \pm C_m \in \mathbb{B}^k_\epsilon(0).
\]

and, for all \( j > m \), \( \pm C_j \in \mathbb{B}^k_\epsilon(0) \). We now apply [71] Proposition 3.13, p. 144 with \( K = \mathbb{B}^k_\epsilon(0, \epsilon) \) there, which yields a formulation of vague convergence in terms of convergence of the points that define the respective point measures. We obtain the following: for all \( n \geq N(\epsilon) \in \mathbb{N} \), the number of points \( \pm C_j(n) \), \( j \in \mathbb{N} \), defining the point measure \( \mu_n \), which lie outside of \( \mathbb{B}^k_\epsilon(0) \) is also equal to \( 2m \).

Moreover, we may relabel those points as \( \pm C_1(n), \ldots, \pm C_m(n) \) such that, for all \( j \in \{1, \ldots, m\} \), we have the pointwise convergence \( \pm C_j(n) \to \pm C_j \) in \( \mathbb{R}^k \) as \( n \to \infty \). This implies that

\[
\prod_{j=1}^m \varphi_Y \left( \langle t, C_j(n) \rangle \right) \overset{n \to \infty}{\longrightarrow} \prod_{j=1}^m \varphi_Y \left( \langle t, C_j \rangle \right).
\]

Since

\[
\varphi(t) = e^{-\frac{1}{2} \langle t, \sigma^2 (\delta_{k+1} - V(\mu)V(\mu)^*)^t \rangle} \prod_{j=1}^m \varphi_Y \left( \langle t, C_j \rangle \right) \prod_{j=m+1}^N \varphi_Y \left( \langle t, C_j \rangle \right),
\]

we have that

\[
\varphi_n(t) \to \varphi(t) \quad \text{as} \quad n \to \infty.
\]
and
\[
\varphi_n(t) = e^{-\frac{1}{2} \langle t, \sigma^2 (I_{k+1} - V(\mu_n)V(\mu_n)^* ) t \rangle} \prod_{j=1}^m \varphi_Y(\langle t, C_j^{(n)} \rangle) \prod_{j=m+1}^{K_n} \varphi_Y(\langle t, C_j^{(n)} \rangle)
\]

it is left to establish the convergence of the remaining parts defining \( \varphi_n \). Since \( \mathbb{E}[|Y_1|^p] < \infty \) for all \( p \in \mathbb{N} \), the characteristic function \( \varphi_Y \) of \( Y_1 \) is also \( p \)-times differentiable for all \( p \in \mathbb{N} \). Since the random variable \( Y_1 \) is symmetric (and thus centered), we have
\[
\varphi_Y(s) = \sum_{k=0}^{2} \frac{\varphi_Y^{(k)}(0)}{k!} s^k + R_3(s) = 1 - \sigma^2 s^2 + O(s^4)
\]
for \( s \to 0 \). Therefore, as \( s \to 0 \),
\[
\log \varphi_Y(s) = -\sigma^2 s^2 + O(s^4).
\]
This means that for every \( n \geq N(\varepsilon) \),
\[
\log \prod_{j=m+1}^{K_n} \varphi_Y(\langle t, C_j^{(n)} \rangle) = \sum_{j=m+1}^{K_n} \log \varphi_Y(\langle t, C_j^{(n)} \rangle) = \sum_{j=m+1}^{K_n} \left( -\frac{\sigma^2}{2} \langle t, C_j^{(n)} \rangle^2 + O(\langle t, C_j^{(n)} \rangle^4) \right).
\]
Note that it follows from the Cauchy-Schwarz inequality and the fact that the rows of the matrix \( V(\mu_n) = (C_j^{(n)})_{j=1}^\infty \) are square summable (which implies \( \|C_j^{(n)}\|_2 \to 0 \) as \( j \to \infty \)) that
\[
\langle t, C_j^{(n)} \rangle^4 \leq \|t\|^4 \|C_j^{(n)}\|_2^4 \to 0
\]
as \( j \to \infty \), and so the constant implicit in the \( O \)-terms is uniform, because we may work with an \( \varepsilon > 0 \) above such that we only consider \( j \geq m \) with \( m = m(\varepsilon) \) sufficiently large. Thus, we have
\[
\log \prod_{j=m+1}^{K_n} \varphi_Y(\langle t, C_j^{(n)} \rangle) = -\frac{\sigma^2}{2} \left( \sum_{j=m+1}^{K_n} \langle t, C_j^{(n)} \rangle^2 \right) + O \left( \sum_{j=m+1}^{K_n} \|C_j^{(n)}\|_2^4 \right)
\]
where we used that \( \sum_{j=1}^{K_n} \langle t, C_j^{(n)} \rangle^2 = \langle V(\mu_n)V(\mu_n)^* t, t \rangle \). Therefore, we obtain
\[
\log \left( e^{-\frac{1}{2} \langle t, \sigma^2 (I_{k+1} - V(\mu_n)V(\mu_n)^* ) t \rangle} \prod_{j=m+1}^{K_n} \varphi_Y(\langle t, C_j^{(n)} \rangle) \right)
\]
\[
= \log \left( e^{-\frac{1}{2} \langle t, \sigma^2 (I_{k+1} - V(\mu_n)V(\mu_n)^* ) t \rangle} \right)
\]
\[
- \frac{\sigma^2}{2} \langle V(\mu_n)V(\mu_n)^* t, t \rangle + \frac{\sigma^2}{2} \sum_{j=1}^{m} \langle t, C_j^{(n)} \rangle^2 + O \left( \sum_{j=m+1}^{K_n} \|C_j^{(n)}\|_2^4 \right)
\]
\[
= -\frac{\sigma^2}{2} \langle t, t \rangle + \frac{\sigma^2}{2} \sum_{j=1}^{m} \langle t, C_j^{(n)} \rangle^2 + O \left( \sum_{j=m+1}^{K_n} \|C_j^{(n)}\|_2^4 \right).
\]
A similar computation shows that
\[
\log \left( e^{-\frac{1}{2} \langle t, \sigma^2 (I_{k+1} - V(\mu)V(\mu)^* ) t \rangle} \prod_{j=m+1}^{N} \varphi_Y(\langle t, C_j \rangle) \right) = -\frac{\sigma^2}{2} \langle t, t \rangle + \frac{\sigma^2}{2} \sum_{j=1}^{m} \langle t, C_j \rangle^2 + O \left( \sum_{j=m+1}^{N} \|C_j\|_2^4 \right).
\]
Now we deal with the error terms. For some absolute constant \( c \in (0, \infty) \), because for all \( j > m, \pm C_j \in \mathbb{R}_2^k \), we have

\[
O\left( \sum_{j=m+1}^{N} \| C_j \|^2 \right) \leq c \sum_{j=m+1}^{N} \| C_j \|^2 = c \sum_{j=m+1}^{N} \| C_j \|^2 \leq c \sum_{j=m+1}^{N} e^2 \| C_j \|^2 \leq c e^2 k,
\]

where in the last step we used that the rows of \( V(\mu) = (C_j)_{j=1}^{N} \) have \( \ell_2 \)-norm at most 1. Similarly, and uniformly in \( n \),

\[
O\left( \sum_{j=m+1}^{K_n} \| C_j^{(n)} \|^2 \right) \leq c e^2 k,
\]

where \( \bar{c} \in (0, \infty) \) is another absolute constant. Therefore, we obtain that for some absolute constant \( C \in (0, \infty) \)

\[
-2Ce^2 k \leq \liminf_{n \to \infty} \log \left( \frac{\prod_{j=1}^{K_n} \varphi_Y \left( \langle t, C_j^{(n)} \rangle \right)}{\prod_{j=m+1}^{N} \varphi_Y \left( \langle t, C_j \rangle \right)} \right) \leq \limsup_{n \to \infty} \log \left( \frac{\prod_{j=1}^{K_n} \varphi_Y \left( \langle t, C_j^{(n)} \rangle \right)}{\prod_{j=m+1}^{N} \varphi_Y \left( \langle t, C_j \rangle \right)} \right) \leq 2Ce^2 k.
\]

Taking the convergence into account, we thus obtain

\[
e^{-2Ce^2 k} \leq \liminf_{n \to \infty} \left( \frac{\prod_{j=1}^{K_n} \varphi_Y \left( \langle t, C_j^{(n)} \rangle \right)}{\prod_{j=m+1}^{N} \varphi_Y \left( \langle t, C_j \rangle \right)} \right) \leq \limsup_{n \to \infty} \left( \frac{\prod_{j=1}^{K_n} \varphi_Y \left( \langle t, C_j^{(n)} \rangle \rangle \right)}{\prod_{j=m+1}^{N} \varphi_Y \left( \langle t, C_j \rangle \right)} \right) \leq e^{2Ce^2 k}.
\]

Since the latter chain of inequalities holds for any \( \varepsilon > 0 \) small enough such that \( \mu(\partial \mathbb{B}_2^k(0, \varepsilon)) = 0 \), considering a sequence of such \( \varepsilon \) tending to 0, the desired pointwise convergence of the characteristic functions follows, i.e., \( \lim_{n \to \infty} \varphi_Y(t) = \varphi(t) \).

Note in passing that the above proof shows absolute convergence of the series \( \sum_{j=1}^{N} \log \varphi_Y(\langle t, C_j \rangle) \) (if \( N = \infty \)), which proves that the distribution of the sum \( \sum_{j=1}^{N} C_j Y_j \) stays invariant under arbitrary signed permutations of the summands.

We have shown that \( \Psi : \mathcal{W}^k \to \mathcal{M}_1(\mathbb{R}^k) \) is continuous. Since this map is also injective by Corollary and \( \mathcal{W}^k \) is compact by Lemma, we conclude that \( \Psi \) is a homeomorphism onto its image (which is also compact). Here we used that a continuous, bijective mapping between a compact space and a Hausdorff space has continuous inverse and hence is a homeomorphism.

As a consequence of Lemma, we record the following result.

**Corollary 6.10.** The map \( \Psi : \mathcal{W}^k \to \mathcal{M}_1(\mathbb{R}^k) \) is a homeomorphism between \( \mathcal{W}^k \) and its image \( \mathcal{K}^k_{1,Y_1} = \Psi(\mathcal{W}^k) \), which is a compact subset of \( \mathcal{M}_1(\mathbb{R}^k) \) endowed with the topology of weak convergence.

### 6.6 Step 6 – LDP on \( \mathcal{W}^k \)

The next proposition states an LDP on the space \( \mathcal{W}^k \) for the columns of the random Stiefel matrix. As we shall argue in the next step, it implies the LDP stated in Theorem by the contraction principle (e.g., Theorem 4.2.1) applied to the homeomorphic mapping \( \Psi \).
Proposition 6.11. Let $V_{k,n}$ be uniformly distributed on the Stiefel manifold $\mathbb{V}_{k,n}$. Denote the columns of $V_{k,n}$ by $C_1(V_{k,n}), \ldots, C_n(V_{k,n})$ and consider the following random element in $\mathbb{W}_k$:

$$\eta_n = \sum_{j=1}^n (\delta_{C_j(V_{k,n})} + \delta_{-C_j(V_{k,n})}).$$

Then, the sequence $\eta_n$, $n \geq k$, satisfies an LDP on the compact space $\mathbb{W}_k$ with speed $n$ and a good rate function $J : \mathbb{W}_k \to [0, +\infty)$ defined by

$$J(\mu) = \begin{cases} -\frac{1}{2} \log \det (Id_{k \times k} - V(\mu)V(\mu)^*) : & \|V(\mu)V(\mu)^*\| < 1 \\ +\infty : & \|V(\mu)V(\mu)^*\| = 1. \end{cases}$$  \hfill (36)

Proof. We shall again draw on Proposition 2.2 and work on a base of the topology. Hence, we start by describing an explicit base for the vague topology on $\mathbb{W}_k$. We denote by $\mathbb{B}(x, r)$ the open ball (in the metric space $[-1, 1]^k$ endowed with the induced Euclidean metric) which has radius $r$ and is centered at $x \in \mathbb{R}^k$. Let $\overline{\mathbb{B}}(x, r)$ be the closure of $\mathbb{B}(x, r)$.

**Base of topology.** Take some $\mu \in \mathbb{W}_k$. We shall construct a basis of open neighborhoods of $\mu$ as follows. Take some number $r > 0$ and assume that there are no atoms of $\mu$ on the sphere $\{x \in \mathbb{R}^k : \|x\|_2 = r\}$. The restriction of $\mu$ to the complement of the ball $\overline{\mathbb{B}}(0, r)$ can be written as

$$\mu|_{[-1, 1]^k \setminus \overline{\mathbb{B}}(0, r)} = \sum_{i=1}^L (m_i \delta_{D_i} + m_i \delta_{-D_i})$$

with the following convention: the total number of atoms of $\mu$ in $\{\|x\|_2 > r\}$ is $2m$ with $m := m_1 + \ldots + m_L$. The atoms are located at positions $\pm D_1, \ldots, \pm D_L \in [-1, 1]^k \setminus \overline{\mathbb{B}}(0, r)$, for some $L \in \mathbb{N}_0$, and the multiplicity of the atom at $D_i$ is equal to $m_i \in \mathbb{N}$, as is the multiplicity of the atom at $-D_i$. Let now $\rho > 0$ be so small that the $2L$ balls $\overline{\mathbb{B}}(D_i, \rho)$ and $\overline{\mathbb{B}}(-D_i, \rho)$, for $i = 1, \ldots, L$, are pairwise disjoint and contained in $[-1, 1]^k \setminus \overline{\mathbb{B}}(0, r)$. Then, we denote by $W_{r,\rho}(\mu)$ the set of all $\mu' \in \mathbb{W}_k$ such that the following two conditions are satisfied:

- $\mu'$ has $m_i$ atoms in the ball $\mathbb{B}(D_i, \rho)$ and $m_i$ atoms in $\mathbb{B}(-D_i, \rho)$, for every $i = 1, \ldots, L$.
- $\mu'$ has no other atoms in $[-1, 1]^k \setminus \mathbb{B}(0, r)$, that is, $\mu'(\{[-1, 1]^k \setminus \mathbb{B}(0, r)\}) = 2m = \mu(\{[-1, 1]^k \setminus \mathbb{B}(0, r)\})$.

Note that the number of the atoms of $\mu'$ in the ball $\mathbb{B}(0, r)$ (as well as their positions) may be arbitrary. The sets of the form $W_{r,\rho}(\mu)$ with $r > 0$ and $\rho > 0$ satisfying the conditions listed above form a base of open neighborhoods of $\mu$ for the vague topology on $\mathbb{W}_k$. This is a well-known characterization of vague convergence; see [71, Proposition 3.13].

**Upper bound.** In the following we shall verify conditions of Proposition 2.2 for the base of topology described above. We start with the (simpler) upper bound. Take some $\mu \in \mathbb{W}_k$. Our aim is to prove that

$$\inf_{r > 0, \rho > 0} \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P} [\eta_n \in W_{r,\rho}(\mu)] \leq -J(\mu).$$  \hfill (37)

If $\mu = 0$, then $J(\mu) = 0$ and there is nothing to prove. In the following let $\mu \neq 0$. For sufficiently small $r > 0$ and $\rho > 0$, we would like to bound from above the probability that $\eta_n \in W_{r,\rho}(\mu)$, where $W_{r,\rho}(\mu)$ is defined as above. Recall that $V_{k,n}$ denotes the random Stiefel matrix and let $A_m \in \mathbb{R}^{k \times m}$ be the $k \times m$-matrix with columns $C_1(V_{k,n}), \ldots, C_m(V_{k,n})$. By the union bound,

$$\mathbb{P} [\eta_n \in W_{r,\rho}(\mu)] \leq 2^L \left( \sum_{m_1, \ldots, m_L} \prod_{n - m_1 - \ldots - m_L} \right) \mathbb{P} [A_m \in O_{r,\rho}(\mu)],$$  \hfill (38)

where $O_{r,\rho}(\mu)$ is the set of $k \times m$-matrices $A \in \mathbb{R}^{k \times m}$ whose columns, denoted by $C_1(A), \ldots, C_m(A)$, satisfy the following conditions:
\[ C_i(A) \in \mathcal{B}(D_1, \rho) \text{ for all } i = 1, \ldots, m_1, \]
\[ C_i(A) \in \mathcal{B}(D_2, \rho) \text{ for all } i = m_1 + 1, \ldots, m_1 + m_2, \]
\[ \vdots \]
\[ C_i(A) \in \mathcal{B}(D_{L}, \rho) \text{ for all } i = m_1 + \ldots + m_{L-1} + 1, \ldots, m_1 + \ldots + m_L. \]

With other words, the set \( O_{r, \rho}(\mu) \) is the Cartesian product of Euclidean balls \( \bigotimes_{i=1}^L (\mathcal{B}(D_i, \rho))^{m_i} \). The density of the random matrix \( A_m \) with respect to the Lebesgue measure on \( \mathbb{R}^{k \times m} \) is known from (7) and (8) to be
\[
f_n(A) = \frac{\Gamma_k(\frac{n}{2})}{\pi^{\frac{kn}{2}} \Gamma_k(\frac{n-m}{2})} \det \left( \text{Id}_{k \times k} - A A^* \right)^{-\frac{n-m-k-1}{2}}, \quad A \in \mathbb{R}^{k \times m}, \quad \|A A^*\| \leq 1, \tag{39} \]
where \( \Gamma_k \) is the multivariate Gamma function given by (5). Combining (38) and (39), we arrive at the estimate
\[
P \left[ \eta_n \in W_{r, \rho}(\mu) \right] \leq \kappa(n) \int_{O_{r, \rho}(\mu) \cap \{ A \in \mathbb{R}^{k \times m}, \| A A^* \| \leq 1 \}} \det \left( \text{Id}_{k \times k} - A A^* \right)^{-\frac{n-m-k-1}{2}} \, dA, \]
where \( \kappa(n) \) is a certain explicit factor satisfying \( \lim_{n \to \infty} \frac{1}{2} \log \kappa(n) = 0 \) and is therefore negligible at logarithmic speed \( n \). Estimating the integral by the supremum, we get
\[
P \left[ \eta_n \in W_{r, \rho}(\mu) \right] \leq \kappa(n) \cdot \text{vol}_{k \times m}(O_{r, \rho}(\mu)) \cdot \left( \sup_{A \in O_{r, \rho}(\mu), \| A A^* \| \leq 1} \det \left( \text{Id}_{k \times k} - A A^* \right)^{-\frac{n-m-k-1}{2}} \right), \]
where \( \text{vol}_{k \times m} \) denotes the Lebesgue volume in \( \mathbb{R}^{k \times m} \). Taking the logarithm, dividing by \( n \), and taking the \( \limsup_{n \to \infty} \), we arrive at
\[
\limsup_{n \to \infty} \frac{1}{n} \log P \left[ \eta_n \in W_{r, \rho}(\mu) \right] \leq \frac{1}{2} \sup_{A \in O_{r, \rho}(\mu), \| A A^* \| \leq 1} \log \det \left( \text{Id}_{k \times k} - A A^* \right),
\]
where we used that \( O_{r, \rho}(\mu) \) has volume not depending on \( n \) and, in particular,
\[
\limsup_{n \to \infty} \frac{1}{n} \log \text{vol}_{k \times m}(O_{r, \rho}(\mu)) = 0.
\]

We are now able to complete the proof of the upper bound (37). Let \( \varepsilon > 0 \) be given. Let first the number of atoms of \( \mu \) be infinite. For a sufficiently small \( r > 0 \) (meaning that \( m \), which is a function of \( r \), is sufficiently large), the \( k \times m \)-matrix \( A_m \) is such that \( \det(\text{Id}_{k \times k} - A A^*) \) is within distance \( \varepsilon/2 \) from \( \det(\text{Id}_{k \times k} - V_{k,n} V_{k,n}^*) \); see (14). If the total number of atoms of \( \mu \) is finite, then we can even achieve the exact equality of both determinants by choosing \( r \) smaller than the smallest norm of an atom of \( \mu \). Now, in both cases, we use the continuity of the function \( A \mapsto \det(\text{Id}_{k \times k} - A A^*) \) to choose \( \rho > 0 \) so small that \( \det(\text{Id}_{k \times k} - A A^*) \) is within distance \( \varepsilon/2 \) from \( \det(\text{Id}_{k \times k} - A_m A_m^*) \) for every \( A \in O_{r, \rho}(\mu) \). By the triangle inequality, we obtain
\[
\sup_{A \in O_{r, \rho}(\mu), \| A A^* \| \leq 1} \det \left( \text{Id}_{k \times k} - A A^* \right) \leq \varepsilon + \det(\text{Id}_{k \times k} - V_{k,n} V_{k,n}^*).
\]
Since \( \varepsilon > 0 \) was arbitrary, this completes the proof of (37).

**Lower bound.** We now prove the lower bound of Proposition 2.2. Take some \( \mu \in \mathcal{W}_k \). Our aim is to prove that for all \( r > 0, \rho > 0, \)
\[
\liminf_{n \to \infty} \frac{1}{n} \log P \left[ \eta_n \in W_{r, \rho}(\mu) \right] \geq -J(\mu). \tag{40}
\]
If \( \| V(\mu)V(\mu)^* \| = 1 \), then \( J(\mu) = +\infty \) by (36) and there is nothing to prove. Hence, we let in the following \( \| V(\mu)V(\mu)^* \| < 1 \). Using the notation introduced in the proof of the upper bound, we observe that in order for the event \( \eta_n \in W_{r,\rho}(\mu) \) to occur, it is sufficient that the first \( m \) columns of \( V_{k,n} \) (which form the random matrix \( A_m \)) belong to the balls \( \mathbb{B}(D_i, \rho) \) (where \( i = 1, \ldots, L \) and the \( i \)-th ball is counted \( m_i \) times), whereas all other columns have a norm less than \( r \). More precisely, we can write

\[
P[\eta_n \in W_{r,\rho}(\mu)] \geq \int_{O_{\rho}(\mu) \cap \{A \in \mathbb{R}^{k \times n}: \|AA^*\| \leq 1\}} f_n(A) dA \left[ \sup_{i=1,\ldots,n-m} \| C_{m+i}(V_{k,n}) \|_2 < r \right] \]

where \( f_n \) is the Lebesgue density of \( A_m \) given in (39) and \( dA \) refers to the integration with respect to Lebesgue measure on \( \mathbb{R}^{k \times m} \). Assume that \( n - m \geq k \), which is justified since later we let \( n \to \infty \).

Fix some matrix \( A \in \mathbb{R}^{k \times m} \) with \( \|AA^*\| \leq 1 \). Conditionally on \( A_m = A \) (that is, conditionally on the first \( m \) columns of the Stiefel matrix \( V_{k,n} \)), the remaining columns \( C_{m+1}(V_{k,n}), C_{m+2}(V_{k,n}), \ldots \) form a \( k \times (n - m) \)-matrix denoted by \( \tilde{A}_m \) whose distribution is that of \( (1 - AA^*)^{1/2} \tilde{V}_{k,n-m} \), where \( \tilde{V}_{k,n-m} \) is a random, uniform \( k \times (n - m) \)-Stiefel matrix. This fact is due to Khatri [49] Lemma 2] who proved that \( A_m \) and \( \tilde{V}_{k,n-m} \) are independent, the first matrix being inverse \( t \)-distributed, while the second one being uniform on \( \tilde{V}_{k,n-m} \); see also [29, Theorem 8.2.2]. The columns of \( (1 - AA^*)^{1/2} \tilde{V}_{k,n-m} \) are just \( (1 - AA^*)^{1/2} C_1(\tilde{V}_{k,n-m}), (1 - AA^*)^{1/2} C_2(\tilde{V}_{k,n-m}), \ldots \). Hence, we have

\[
P[\eta_n \in W_{r,\rho}(\mu)] \geq \int_{O_{\rho}(\mu) \cap \{A \in \mathbb{R}^{k \times n}: \|AA^*\| \leq 1\}} f_n(A) \left[ \sup_{i=1,\ldots,n-m} \| (1 - AA^*)^{1/2} C_i(\tilde{V}_{k,n-m}) \|_2 < r \right] \]

because the operator norm of \( (1 - AA^*)^{1/2} \) is at most 1. We now claim that

\[
\lim_{n \to \infty} \sup_{i=1,\ldots,n-m} \| C_i(\tilde{V}_{k,n-m}) \|_2 < r = 1. \tag{41}
\]

To prove this claim, observe that by the argument of Section 3.2, see in particular (33) with \( \ell = 1 \), the density of the first column \( C_1(\tilde{V}_{k,n-m}) \) is given by

\[
x \mapsto \frac{\Gamma_k(\frac{n-m}{2})}{\pi^{\frac{n}{2}} \Gamma_k(\frac{n-m-1}{2})} (1 - x^2)^{\frac{n-m-k}{2} - \frac{1}{2}} 1_{\{\|x\|_2 < 1\}}, \quad x \in \mathbb{R}^{k \times 1} \equiv \mathbb{R}^k, \tag{42}
\]

where we used that the \( k \times k \)-matrix \( xx^* \) appearing in (33) is \( \|x\|_2^2 \) times the orthogonal projection onto the line spanned by \( x \) and therefore \( \det(\text{Id}_{k \times k} - xx^*) = 1 - \|x\|_2^2 \). The normalizing factor in (42) grows polynomially in \( n \), hence for every fixed \( r \in (0, 1) \) and every \( \epsilon > 0 \), we have the exponential decay

\[
P[\| C_1(\tilde{V}_{k,n-m}) \|_2 > r] = O(1 - r^{\frac{1-n}{2}}), \quad n \to \infty.
\]

The union bound completes the proof of (41). It follows that for sufficiently large \( n \in \mathbb{N} \), the probability in (41) is larger than \( 1 \) and we can write

\[
P[\eta_n \in W_{r,\rho}(\mu)] \geq \int_{O_{\rho}(\mu) \cap \{A \in \mathbb{R}^{k \times n}: \|AA^*\| \leq 1\}} f_n(A) dA \geq \frac{1}{2} \int_{O_{\rho}(\mu) \cap \{A \in \mathbb{R}^{k \times n}: \|AA^*\| \leq 1\}} \frac{\Gamma_k(\frac{n}{2})}{\pi^{\frac{n}{2}} \Gamma_k(\frac{n-m}{2})} f_n(A) dA.
\]
Denoting the factor in front of the integral by \( \kappa'(n) \), we observe that \( \lim_{n \to \infty} \frac{1}{n} \log \kappa'(n) = 0. \) Recall that the condition \( A \in O_r,\rho(\mu) \) means that the \( m \) columns of \( A \) belong to the balls \( B(D_i, \rho), i = 1, \ldots, L \), where the \( i \)-th ball appears in the list \( m_i \) times. For sufficiently large \( n \in \mathbb{N} \), we have \( \rho > 1/n \) and hence \( A \in O_r,1/\rho(\mu) \) implies that \( A \in O_r,\rho(\mu) \) and also that \( \| AA^* \| < 1 \) (the latter since \( \| V(\mu)V(\mu)^* \| < 1 \). Estimating the integrand by its minimum, we obtain

\[
\mathbb{P}\left[ \eta_n \in W_{r,\rho}(\mu) \right] \geq \kappa'(n) \cdot \vol_{k \times m}(O_{r,1/n}(\mu)) \cdot \left( \inf_{A \in O_{r,1/n}(\mu)} \det \left( \Id_{k \times k} - AA^* \right) \right)^{-\frac{2(m-k-1)}{2}}.
\]

The volume of \( O_{r,1/n}(\mu) = \mathcal{B}_{L_2}(\mathbb{B}(D_i, 1/n))^{m_i} \) decays polynomially in \( n \). Taking the logarithm, dividing by \( n \) and letting \( n \) to infinity and using the continuity of the function \( A \to \det(\Id_{k \times k} - AA^*) \), we get

\[
\liminf_{n \to \infty} \mathbb{P}\left[ \eta_n \in W_{r,\rho}(\mu) \right] \geq \frac{1}{2} \log \det(\Id_{k \times k} - V_m(\mu)V_m(\mu)^*),
\]

where \( V_m(\mu) \) is the \( k \times m \) matrix formed by the first \( m \) columns of \( V(\mu) \) (which are \( D_1, \ldots, D_L \) with multiplicities \( m_1, \ldots, m_L \)). The right-hand side of the above inequality is \( \geq \frac{1}{2} \log \det(\Id_{k \times k} - V(\mu)V(\mu)^*) \), as we have shown in Lemma 3.2 of Section 3.3 and the proof of the lower bound (39) is complete.

Completing the proof: Taking together the upper and lower bounds (37) and (40), we can apply Proposition 2.2 thereby obtaining a weak LDP for \( \eta_n \) on the space \( \mathcal{W}_k \). Since this space is compact by Lemma 6.1, the weak LDP already implies the full LDP.

\[ \square \]

6.7 Step 7 – LDP on \( \mathcal{M}_1(\mathbb{R}^k) \)

We can now complete the proof of Theorem \[ \square \]. The random measure \( \tilde{\mu}_{\psi,\eta} \) appearing there is nothing else but \( \Psi(\eta_n) \). Transforming the LDP for \( \eta_n \) on the space \( \mathcal{W}_k \) stated in Proposition 6.11 to the compact space \( \mathcal{K}_{k,\psi} = \Psi(\mathcal{W}_k) \subset \mathcal{M}_1(\mathbb{R}^k) \) by the map \( \Psi \) (which is a homeomorphism between \( \mathcal{W}_k \) and \( \mathcal{K}_{k,\psi} \)), as we have shown in Corollary 6.10, we arrive at Theorem \[ \square \] since the function \( 1 \) appearing there is \( 1(\psi) = J(\Psi^{-1}(\psi)) \).

Acknowledgment

We are grateful to Gerold Alsmeyer for drawing our attention to the works of J. V. Linnik related to Lemma 6.4. Zakhar Kabluchko has been supported by the German Research Foundation under Germany’s Excellence Strategy EXC 2044 – 390685587, Mathematics Münster: Dynamics - Geometry - Structure and by the DFG priority program SPP 2265 Random Geometric Systems. Joscha Prochno is supported by the Austrian Science Fund (FWF) Project P32405 Asymptotic Geometric Analysis and Applications and by the FWF Project F5513-N26 which is a part of the Special Research Program Quasi-Monte Carlo Methods: Theory and Applications.

References

[1] R. Adamczak, R. Latała, A. E. Litvak, A. Pajor, and N. Tomczak-Jaegermann. Geometry of log-concave ensembles of random matrices and approximate reconstruction. C. R. Math. Acad. Sci. Paris, 349(13-14):783–786, 2011.

[2] G. Akemann, J. Baik, and P. Di Francesco, editors. The Oxford handbook of random matrix theory. Oxford University Press, Oxford, 2015.

[3] G. Akinwande and M. Reitzner. Multivariate central limit theorems for random simplicial complexes. Adv. in Appl. Math., 121:102076, 27, 2020.
[4] D. Alonso-Gutiérrez and J. Prochno. Thin-shell concentration for random vectors in Orlicz balls via moderate deviations and Gibbs measures. *J. Funct. Anal.*, 282(1):109291, 35, 2022.

[5] D. Alonso-Gutiérrez, J. Prochno, and C. Thäle. Large deviations for high-dimensional random projections of $\ell^p_n$-balls. *Adv. in Appl. Math.*, 99:1–35, 2018.

[6] D. Alonso-Gutiérrez, J. Prochno, and C. Thäle. Gaussian fluctuations for high-dimensional random projections of $\ell^p_n$-balls. *Bernoulli*, 25(4A):3139–3174, 2019.

[7] D. Alonso-Gutiérrez, J. Prochno, and C. Thäle. Large deviations, moderate deviations, and the KLS conjecture. *J. Funct. Anal.*, 280(1):108779, 33, 2021.

[8] G. W. Anderson, A. Guionnet, and O. Zeitouni. An introduction to random matrices, volume 118 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, 2010.

[9] M. Anttila, K. M. Ball, and I. Perissinaki. The central limit problem for convex bodies. *Trans. Amer. Math. Soc.*, 355(12):4723–4735, 2003.

[10] S. Artstein, K. M. Ball, F. Barthe, and A. Naor. On the rate of convergence in the entropic central limit theorem. *Probab. Theory Related Fields*, 129(3):381–390, 2004.

[11] F. Barthe, F. Gamboa, L. Lozada-Chang, and A. Rouault. Generalized Dirichlet distributions on the ball and moments. *ALEA Lat. Am. J. Probab. Math. Stat.*, 7:319–340, 2010.

[12] F. Barthe and P. Wolff. Volume properties of high-dimensional Orlicz balls. *arXiv e-prints, arXiv:2106.01675*, June 2021.

[13] P. Billingsley. *Convergence of probability measures*. Wiley Series in Probability and Statistics: Probability and Statistics. John Wiley & Sons, Inc., New York, second edition, 1999. A Wiley-Interscience Publication.

[14] D. Chafaï, O. Guédon, G. Lecué, and A. Pajor. *Interactions between compressed sensing random matrices and high dimensional geometry*, volume 37 of *Panoramas et Synthèses [Panoramas and Syntheses]*. Société Mathématique de France, Paris, 2012.

[15] B. Dadoun, M. Fradelizi, O. Guédon, and P.-A. Zitt. Asymptotics of the inertia moments and the variance conjecture in Schatten balls. *Preprint*, 2021.

[16] D. A. Dawson and J. Gärtner. Large deviations from the McKean-Vlasov limit for weakly interacting diffusions. *Stochastics*, 20(4):247–308, 1987.

[17] A. Dembo and O. Zeitouni. *Large Deviations Techniques and Applications*. Stochastic Modelling and Applied Probability. Springer-Verlag Berlin Heidelberg, second edition, 2010.

[18] F. den Hollander. *Large deviations*, volume 14 of *Fields Institute Monographs*. American Mathematical Society, Providence, RI, 2000.

[19] P. W. Diaconis, M. L. Eaton, and S. L. Lauritzen. Finite de Finetti theorems in linear models and multivariate analysis. *Scand. J. Statist.*, 19(4):289–315, 1992.

[20] J. M. Dickey. Matrixvariate generalizations of the multivariate $t$ distribution and the inverted multivariate $t$ distribution. *Ann. Math. Statist.*, 38:511–518, 1967.

[21] H. Dym. *Linear algebra in action*, volume 78 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, second edition, 2013.
[22] M. L. Eaton. *Group invariance applications in statistics*, volume 1 of *NSF-CBMS Regional Conference Series in Probability and Statistics*. Institute of Mathematical Statistics, Hayward, CA; American Statistical Association, Alexandria, VA, 1989.

[23] S. Foucart and H. Rauhut. *A mathematical introduction to compressive sensing*. Applied and Numerical Harmonic Analysis. Birkhäuser/Springer, New York, 2013.

[24] N. Gantert, S.S. Kim, and K. Ramanan. Cramér’s theorem is atypical. In *Advances in the mathematical sciences*, volume 6 of *Assoc. Women Math. Ser.*, pages 253–270. Springer, [Cham], 2016.

[25] N. Gantert, S.S. Kim, and K. Ramanan. Large deviations for random projections of $\ell^p$ balls. *Ann. Probab.*, 45(6B):4419–4476, 2017.

[26] I. Gohberg, S. Goldberg, and N. Krupnik. *Traces and determinants of linear operators*, volume 116 of *Operator Theory: Advances and Applications*. Birkhäuser Verlag, Basel, 2000.

[27] I. C. Gohberg and M. G. Krein. *Introduction to the theory of linear nonselfadjoint operators*. Translations of Mathematical Monographs, Vol. 18. American Mathematical Society, Providence, R.I., 1969. Translated from the Russian by A. Feinstein.

[28] A. Guionnet. Large deviations and stochastic calculus for large random matrices. *Probab. Surv.*, 1:72–172, 2004.

[29] A. K. Gupta and D. K. Nagar. *Matrix variate distributions*, volume 104 of *Chapman & Hall/CRC Monographs and Surveys in Pure and Applied Mathematics*. Chapman & Hall/CRC, Boca Raton, FL, 2000.

[30] A. Hinrichs, D. Krieg, E. Novak, J. Prochno, and M. Ullrich. Random sections of ellipsoids and the power of random information. *Trans. Amer. Math. Soc.*, 374(12):8691–8713, 2021.

[31] A. Hinrichs, J. Prochno, and M. Sonnleitner. Random sections of $\ell^p$-ellipsoids, optimal recovery and Gelfand numbers of diagonal operators. *arXiv e-prints, arXiv:2109.14504*, 2021.

[32] A. Hinrichs, J. Prochno, and M. Ullrich. The curse of dimensionality for numerical integration on general domains. *J. Complexity*, 50:25–42, 2019.

[33] R. A. Horn and C. R. Johnson. *Topics in matrix analysis*. Cambridge University Press, Cambridge, 1994. Corrected reprint of the 1991 original.

[34] T. Jiang. Maxima of entries of Haar distributed matrices. *Probab. Theory Related Fields*, 131(1):121–144, 2005.

[35] T. Jiang. How many entries of a typical orthogonal matrix can be approximated by independent normals? *Ann. Probab.*, 34(4):1497–1529, 2006.

[36] T. Jiang. The entries of Haar-invariant matrices from the classical compact groups. *J. Theoret. Probab.*, 23(4):1227–1243, 2010.

[37] S. G. G. Johnston, Z. Kabluchko, and J. Prochno. Projections of the uniform distribution on the cube – a large deviation perspective. *Studia Math.*, 264:103–119, 2022.

[38] S. G. G. Johnston and J. Prochno. A Maxwell principle for generalized Orlicz balls. *Ann. Inst. H. Poincaré Probab. Statist. (to appear 2022+).*

[39] Z. Kabluchko and J. Prochno. The maximum entropy principle and volumetric properties of Orlicz balls. *J. Math. Anal. Appl.*, 495(1):124687, 19, 2021.
Z. Kabluchko, J. Prochno, and C. Thäle. High-dimensional limit theorems for random vectors in $\ell^n_p$-balls. *Commun. Contemp. Math.*, 21(1):1750092, 30, 2019.

Z. Kabluchko, J. Prochno, and C. Thäle. Sanov-type large deviations in Schatten classes. *Ann. Inst. Henri Poincaré Probab. Stat.*, 56(2):928–953, 2020.

Z. Kabluchko, J. Prochno, and C. Thäle. High-dimensional limit theorems for random vectors in $\ell^n_p$-balls. II. *Commun. Contemp. Math.*, 23(3):1950073, 35, 2021.

Z. Kabluchko, J. Prochno, and C. Thäle. A new look at random projections of the cube and general product measures. *Bernoulli*, 27(3):2117–2138, 2021.

A. M. Kagan, Yu. V. Linnik, and C. R. Rao. *Characterization problems in mathematical statistics*. John Wiley & Sons, New York-London-Sydney, 1973. Translated from the Russian by B. Ramachandran, Wiley Series in Probability and Mathematical Statistics.

O. Kallenberg. *Foundations of Modern Probability*. Probability and its Applications. Springer-Verlag, New York, second edition, 2002.

T. Kaufmann. Sharp asymptotics for $q$-norms of random vectors in high-dimensional $\ell^n_p$-balls. *Mod. Stoch. Theory Appl.*, 8(2):239–274, 2021.

J. Kerstan, K. Matthes, and J. Mecke. *Infinitely Divisible Point Processes*. Wiley Series in Probability and Mathematical Statistics. Wiley, 1978.

C. G. Khatri. On the mutual independence of certain statistics. *Ann. Math. Statist.*, 30:1258–1262, 1959.

C. G. Khatri. A note on Mitra’s paper "A density free approach to the matrix variate beta distribution". *Sankhyā: The Indian Journal of Statistics, Series A*, 32(3):311–318, 1970.

S. S. Kim, Y.-T. Liao, and K. Ramanan. An asymptotic thin shell condition and large deviations for random multidimensional projections. *Adv. in Appl. Math.*, 134:Paper No. 102306, 64, 2022.

S. S. Kim and K. Ramanan. A conditional limit theorem for high-dimensional $\ell^p$-spheres. *J. Appl. Probab.*, 55(4):1060–1077, 2018.

S. S. Kim and K. Ramanan. Large deviation principles induced by the Stiefel manifold, and random multi-dimensional projections. *arXiv e-prints*, arXiv:2105.04685, 2021.

B. Klartag. A central limit theorem for convex sets. *Invent. Math.*, 168(1):91–131, 2007.

A. Klenke. *Probability theory*. Universitext. Springer, London, second edition, 2014. A comprehensive course.

H. König. *Eigenvalue distribution of compact operators*, volume 16 of Operator Theory: Advances and Applications. Birkhäuser Verlag, Basel, 1986.

D. Krieg and M. Sonnleitner. Random points are optimal for the approximation of Sobolev functions. *arXiv e-prints*, arXiv:2009.11275, September 2020.

Y.-T. Liao and K. Ramanan. Geometric sharp large deviations for random projections of $\ell^n_p$-spheres. *arXiv e-prints*, arXiv:2001.04053, January 2020.

Ju. V. Linnik. Linear forms and statistical criteria. II. In *Selected Transl. Math. Statist. and Prob.*, *Vol. 3*, pages 41–90. Amer. Math. Soc., Providence, R.I., 1962.
Ju. V. Linnik. Linear forms and statistical criteria. I. In Selected Transl. Math. Statist. and Prob., Vol. 3, pages 1–40. Amer. Math. Soc., Providence, R.I., 1963.

Yu. V. Linnik. Linear forms and statistical criteria. I, II. Ukrain. Mat. Žurnal, 5:207–243, 247–290, 1953.

E. Lukacs. Some extensions of a theorem of Marcinkiewicz. Pacific J. Math., 8:487–501, 1958.

E. Lukacs. Characteristic functions. London: Charles Griffin and Company. X, 350 p. (1970), 1970.

J. Marcinkiewicz. Sur une propriété de la loi de Gauß. Math. Z., 44(1):612–618, 1939.

E.S. Meckes and M.W. Meckes. The central limit problem for random vectors with symmetries. J. Theoret. Probab., 20(4):697–720, 2007.

M. Moeller and T. Ullrich. $L_2$-norm sampling discretization and recovery of functions from RKHS with finite trace. Sampl. Theory Signal Process. Data Anal., 19(2):Paper No. 13, 31, 2021.

G. Paouris, P. Pivovarov, and J. Zinn. A central limit theorem for projections of the cube. Probab. Theory Related Fields, 159(3-4):701–719, 2014.

A. Pietsch. Operator ideals, volume 20 of North-Holland Mathematical Library. North-Holland Publishing Co., Amsterdam-New York, 1980. Translated from German by the author.

A. Pietsch. Eigenvalues and s-numbers, volume 13 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1987.

Y. V. Prohorov. Convergence of random processes and limit theorems in probability theory. Teor. Veroyatnost. i Primenen., 1:177–238, 1956.

M. Reitzner. Central limit theorems for random polytopes. Probab. Theory Related Fields, 133(4):483–507, 2005.

S. I. Resnick. Extreme values, regular variation and point processes. Springer Series in Operations Research and Financial Engineering. Springer, New York, 2008. Reprint of the 1987 original.

G. Schechtman and M. Schmuckenschläger. Another remark on the volume of the intersection of two $L^p_n$ balls. In Geometric aspects of functional analysis (1989–90), volume 1469 of Lecture Notes in Math., pages 174–178. Springer, Berlin, 1991.

G. Schechtman and J. Zinn. On the volume of the intersection of two $L^p_n$ balls. Proc. Amer. Math. Soc., 110(1):217–224, 1990.

M. Schmuckenschläger. CLT and the volume of intersections of $L^p_n$-balls. Geom. Dedicata, 85(1-3):189–195, 2001.

J. Wishart. The generalised product moment distribution in samples from a normal multivariate population. Biometrika, 20A(1/2):32–52, 1928.

A. A. Zinger. On samples with identically distributed linear statistics. Theory Probab. Appl., 20(3):655–660, 1977.

A. A. Zinger. On the characterization of the normal law by identically distributed linear statistics. Sankhyā Ser. A, 39(3):232–242, 1977.
ZAKHAR KABLUCHKO: Faculty of Mathematics, University of Münster, Orléans-Ring 10, 48149 Münster, Germany
E-mail: zakhar.kabluchko@uni-muenster.de

JOSCHA PROCHNO: Faculty of Computer Science and Mathematics, University of Passau, Innstrasse 33, 94032 Passau, Germany
E-mail: joscha.prochno@uni-passau.de