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Abstract

We propose Poisson integrators for the numerical integration of separable Poisson systems. We analyze three situations in which the Poisson systems are separated in three ways and the Poisson integrators can be constructed by using the splitting method. Numerical results show that the Poisson integrators outperform the higher order non-Poisson integrators in phase orbit tracking, long-term energy conservation and efficiency.
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1 Introduction

In this paper we propose the Poisson integrators for the numerical integration of the Poisson systems with separable Hamiltonian. Poisson systems have Poisson structures which are...
preserved by the Poisson integrators. There is no universal approach to constructing the Poisson integrators for arbitrary Poisson system. However, by using the splitting method, one can construct the Poisson integrators for separable Poisson systems. We identify three situations in which the Poisson systems are separated in three ways and the Poisson integrators can be constructed.

Poisson systems are generalized canonical Hamiltonian systems where the constant matrix $J^{-1}$ is replaced by a variable-dependent matrix $R(Z)$. They have been discovered in a variety of scientific disciplines, such as the celestial mechanics, quantum mechanics, plasma physics and fluid dynamics. The well-known Poisson systems are the Euler equations for the rigid body, the nonlinear Schrödinger equations, the charged particle system, the gyrocenter system, the Maxwell-Vlasov equations, the ideal MHD equations and the isentropic compressible fluids. The phase flow of the Poisson system is usually very difficult to obtain. Thus, it is critical to construct accurate and efficient numerical integrators with long-term conservation property and stability. The Poisson integrators, like the symplectic methods for canonical Hamiltonian systems, exhibit advantageous structure-preserving properties. Meanwhile, the Poisson integrators have the property of long-term energy conservation. Therefore, we will formulate the construction of the Poisson integrators for Poisson systems.

Many researchers have paid attention to investigating the Poisson integrators for the Poisson systems, including the theoretical results on the construction of the integrators and the application of the integrators to the Schrödinger equation. Ge and Marsden proposed the Lie-Poisson integrator that exactly preserves the Lie-Poisson structure based on the generating function which is derived as an approximate solution of Hamiltonian-Jacobi equation. Channel and Scovel reformulate the integrator of Ge and Marsden in terms of algebra variable and implement it to arbitrary high order for regular quadratic Lie algebra. For the application of the Poisson integrators, Faou and Lubich derived a symmetric Poisson integrator using the variational splitting technique based on the discovery that the Hamiltonian reduction of the Schrödinger equation to the Gaussian wavepacket manifold inherits a Poisson structure. Touma and Wisdom derived a symplectic integrator for a free rigid body and incorporated this integrator in the $n$-body integrator to provide a Lie-Poisson integrator for the one or more rigid bodies dynamics. Recently, the splitting technique has been applied to construct the Poisson integrators for the Poisson systems. Non-canonical Hamiltonian systems are special Poisson systems with invertible $R(Z)$. Zhu et al. investigated the particular situations that the explicit K-symplectic schemes can be constructed for the non-canonical Hamiltonian systems. He et al. constructed the explicit K-symplectic methods for the charged particle system. Li et al. used the Fourier spectral method and the finite volume method in space, coupled with the splitting method in time to develop the numerical methods which have good conservation property for the Vlasov-Maxwell equations.

In the present article we separate the Poisson systems in three ways and identify three situations in which the Poisson integrators can be constructed. By separating the Poisson system into several subsystems and exactly solving the subsystems, one can obtain a first order Poisson integrator by composing the exact solution of the subsystems. Furthermore, higher order Poisson integrator can be constructed by composing the first order Poisson integrator. The Poisson integrators are compared with the higher order Runge-Kutta methods to demonstrate
their superiorities in structure preservation. The numerical simulations in two Poisson systems show that the Poisson integrators behave better in phase orbit tracking, long-term energy conservation than the higher order Runge-Kutta methods.

This paper is organized as follows. Section 2 gives a brief introduction to the Poisson systems and the Poisson integrators. Section 3 indicates how to use the splitting method to construct the Poisson integrators. We identify three situations that the Poisson integrators can be constructed. Section 4 presents two classical Poisson systems. In Section 5, numerical methods that are used to make comparison are presented and the numerical results in two Poisson systems are provided. In Section 6, we summarize our work.

2 Poisson systems and Poisson integrators

Poisson systems\cite{17} are generalizations of canonical Hamiltonian systems. It is of the following form

$$\frac{dZ}{dt} = R(Z)\nabla H(Z), \quad Z = (z_1, z_2, \ldots, z_m) \in \mathbb{R}^m$$

(2.1)

where $H$ is the Hamiltonian and the matrix $R(Z) = (r_{ij}(Z))$ is skew-symmetric and for all $i, j, k$\cite{12}

$$\sum_{l=1}^{m} \left( \frac{\partial r_{ij}(Z)}{\partial z_l} r_{lk}(Z) + \frac{\partial r_{jk}(Z)}{\partial z_l} r_{li}(Z) + \frac{\partial r_{ki}(Z)}{\partial z_l} r_{lj}(Z) \right) = 0.$$  

The Poisson bracket\cite{17} of two smooth functions $F, G$ is defined as

$$\{F, G\}(Z) = \sum_{i,j=1}^{m} \frac{\partial F(Z)}{\partial z_i} r_{ij}(Z) \frac{\partial G(Z)}{\partial z_j}$$

or more compactly as

$$\{F, G\}(Z) = \nabla F(Z)^\top R(Z)\nabla G(Z).$$

The Poisson bracket has the property of bilinearity\cite{12}

$$\{aF + bG, H\} = a\{F, H\} + b\{G, H\},$$

$$\{F, aG + bH\} = a\{F, G\} + b\{F, H\},$$

and skew-symmetry

$$\{F, G\} = -\{G, F\}.$$  

It also satisfies the Lebniz’s rule

$$\{FG, H\} = \{F, H\}G + F\{G, H\}$$

and the Jacobi identity

$$\{\{F, G\}, H\} + \{\{G, H\}, F\} + \{\{H, F\}, G\} = 0.$$  

If we replace the matrix $R(y)$ with the constant matrix $J^{-1}$ where

$$J = \begin{pmatrix}
O_n & I_n \\
-I_n & O_n
\end{pmatrix},$$

then the Poisson system becomes a canonical Hamiltonian system.
Definition 1. Given a transformation $\phi : U \rightarrow \mathbb{R}^m$ (where $U$ is a open set in $\mathbb{R}^m$), if its Jacobian satisfies
\[
\left[ \frac{\partial \phi(Z)}{\partial Z} \right]^\top R(\phi(Z)) \left[ \frac{\partial \phi(Z)}{\partial Z} \right] = R(Z),
\]
we call it a Poisson map\cite{12} with respect to the Poisson bracket defined above.

As is well known that the Hamiltonian system has the symplectic structure which is exactly preserved by the symplectic geometric methods\cite{9,12,23}. The Poisson system (2.1) also has the Poisson structure which is defined by
\[
W = \sum_{1 \leq i,j \leq m} r_{ij}(Z) dz_i \wedge dz_j.
\]
The exact phase flow $\varphi_t(Z)$ of the Poisson system is a Poisson map. As the Poisson system is usually highly nonlinear system, it is difficult to obtain its phase flow. However, one can use numerical methods that exactly preserve the Poisson structure of the Poisson system. This kind of numerical methods is called Poisson integrators.

Definition 2. Given a numerical method $G_h : Z \rightarrow \tilde{Z}$, if its Jacobian satisfies
\[
\left[ \frac{\partial G_h(Z)}{\partial Z} \right]^\top R(G_h(Z)) \left[ \frac{\partial G_h(Z)}{\partial Z} \right] = R(Z),
\]
we call it a Poisson integrator\cite{12}.

Generally, it is a difficult task to construct the Poisson integrator for general Poisson system. There is no universal approach to constructing the Poisson integrator for arbitrary Poisson system. However, in many cases of interest, we can construct the Poisson integrators for separable Poisson systems by using the splitting method.

3 Poisson integrators based on splitting method

3.1 Poisson systems that are separated into two subsystems

Now we introduce how to use the splitting method\cite{12,31,2} to construct the Poisson integrator. We consider the case that the Hamiltonian $H$ of the Poisson system (2.1) is separable.

Firstly, we are concerned with the case that the Poisson system is of $2n$ dimension and the Hamiltonian $H(Z)$ can be separated into two parts, i.e. $H(Z) = H_1(z_1, \cdots, z_n) + H_2(z_{n+1}, \cdots, z_{2n})$. Then the Poisson system can also be separated into two subsystems
\[
\frac{dZ}{dt} = R(Z) \nabla_Z H_1,
\]
\[
\frac{dZ}{dt} = R(Z) \nabla_Z H_2.
\]
If the two subsystems (3.1) and (3.2) can be solved exactly, then the integrators obtained by composing the exact solution of the subsystems are the Poisson integrators of the Poisson system (2.1). If we denote the exact solution of (3.1) by $\varphi^1_t$, the exact solution of (3.2) by $\varphi^2_t$, then $\varphi^2_t \circ \varphi^1_t$. 
is a first order Poisson integrator. Furthermore, if we use the Strang’s splitting formula \[24\], then \( \varphi_{t/2}^1 \circ \varphi_{t/2}^2 \) is a second order Poisson integrator. There are many other composing techniques that help to improve the order of the method. One commonly used method is the symmetric composition of first order methods. Given a first order Poisson integrator \( \Phi_h \) where \( h \) represents the time stepsize, we can compose it by a symmetric way \[12\]

\[
\Psi_h \equiv \Phi_{\alpha_1 h} \circ \Phi_{\beta_1 h}^* \circ \cdots \circ \Phi_{\beta_s h} \circ \Phi_{\alpha_1 h}^* \circ \Phi_{\beta_1 h}
\]

to make the method \( \Psi_h \) a higher order symmetric method. The coefficients satisfy \( \alpha_i = \beta_{s-i}, 1 \leq i \leq s \). The method \( \Phi_h^* \) represents the adjoint method of \( \Phi_h \).

The problem is that under which circumstance, the two subsystems can be solved exactly and the Poisson integrators can be constructed. We identify the situation in which the two subsystems are solvable and the results are listed in the following theorem. To simplify the notations, we denote \((z_1, \cdots, z_n) = (p_1, \cdots, p_n)\) and \((z_{n+1}, \cdots, z_{2n}) = (q_1, \cdots, q_n)\).

Here solvable means that each subsystem can be explicitly solved or solved as \(2n\) algebraic equations.

**Theorem 1.** The two subsystems are solvable in the following situation:

The matrix \( R \) has the form of

\[
R = \begin{pmatrix} O_n & A \\ -A^\top & O_n \end{pmatrix},
\]

where \( A = (a_{ij})_{n \times n} \), and \( a_{ij} \)'s are continuous functions of \( p_i \) and \( q_j \) for any \( 1 \leq i, j \leq n \).

**Proof.** We only consider solving \[3.1\], and \[3.2\] can be solved in the similar way.

Under these conditions, for any \( 1 \leq i \leq n \), \[3.1\] shows

\[
\frac{dp_i}{dt} = 0, \quad \frac{dq_i}{dt} = -\sum_{j=1}^{n} a_{ji}(p_j, q_i) \frac{\partial H_1}{\partial p_j}.
\]

Thus we have \( p_i \equiv p_i(0) \), which shows \( \frac{\partial H_1}{\partial p_j}, 1 \leq j \leq n \) are all constants since \( H_1 \) is a function of all \( p_j \)'s. Therefore, \(-\sum_{j=1}^{n} a_{ji}(p_j, q_i) \frac{\partial H_1}{\partial p_j} \) is just a function of \( q_i \). Let \( f_i(q_i) = -\sum_{j=1}^{n} a_{ji}(p_j, q_i) \frac{\partial H_1}{\partial p_j}, \) i.e. \( \frac{dq_i}{dt} = f_i(q_i) \), thus \( \int_{q_i(0)}^{q_i(t)} \frac{1}{f_i(q)} dq = t \). Then we discuss how to solve the integral equation for each \( q_i \) in the following three cases.

(i) If \( f_i(q_i(0)) = 0 \), we know \( q_i \equiv q_i(0) \) is a solution of \[3.1\]. The solution is unique when \( f_i \) is Lipschitz continuous.

(ii) If \( f_i(q_i(0)) > 0 \), then \( q_i(t) > q_i(0) \) for some small \( t \) since \( t > 0 \). Let \( s \) to be the smallest number of \( q \) satisfying \( f_i(q) = 0 \) (set \( s = +\infty \) if \( f_i > 0 \) on \((q_i(0), +\infty))\), and take \( F_i(x) = \int_{q_i(0)}^{x} \frac{1}{f_i(q)} dq, x \in (q_i(0), s), \) then \( F_i(q_i(t)) = t \). Furthermore, since \( f_i(q_i(0)) > 0 \) on \((q_i(0), s), \) we know \( F_i \) is strictly increasing on \((q_i(0), s), \) so it has an inverse function \( F_i^{-1}(x) \). Now we make a further classification:

1° If \( F_i(s) = +\infty \), no matter \( s \) is finite or not, we always have \( q_i(t) = F_i^{-1}(t) \);
2° If both $s$ and $F_i(s)$ are finite, then we have $q_i(t) = F_i^{-1}(t)$ when $t \in (0, F_i(s))$. As $f_i(s) = 0 (f_i$ is continuous), it is similar to the case (i) when $f_i(q_i(0)) = 0$. So we have one unique solution on $(F_i(s), +\infty)$, i.e. $q_i(t) \equiv s$, when $f_i$ is Lipschitz continuous on $[s, +\infty)$.

3° If $s = +\infty$ but $F_i(s)$ is finite, then we have $q_i(t) = F_i^{-1}(t)$ when $t \in (0, F_i(s))$. When $t \geq F_i(s)$, $q_i(t)$ does not exist.

(iii) If $f_i(q_i(0)) < 0$, the discussion is similar to the case (ii). \qed

### 3.2 Poisson systems that are separated into $n + 1$ subsystems

We consider the Poisson system of $2n$ dimension and denote by $(z_1, \cdots, z_n) = (p_1, \cdots, p_n)$ and $(z_{n+1}, \cdots, z_{2n}) = (q_1, \cdots, q_n)$. We assume that the Hamiltonian $H$ can be separated into $H = H_1(p_1, \cdots, p_n) + H_2(q_1) + H_3(q_2) + \cdots + H_{n+1}(q_n)$, then the Poisson system can be separated into $n + 1$ subsystems

$$\frac{dZ}{dt} = R(Z)\nabla_Z H_1,$$  

(3.3)

$$\frac{dZ}{dt} = R(Z)\nabla_Z H_2,$$  

(3.4)

$$\vdots$$

$$\frac{dZ}{dt} = R(Z)\nabla_Z H_{n+1}.$$  

(3.5)

We identify the situation where the above $n + 1$ subsystems are solvable and the Poisson Integrators can be constructed. Here the meaning of solvable is the same as before in Section 3.1

**Theorem 2.** All the above $n + 1$ subsystems are solvable in the following situation:

The matrix $R$ has the form of

$$R = \begin{pmatrix} O_n & A \\ -A^\top & C \end{pmatrix},$$

where the matrix $A = (a_{ij})_{n \times n}$ and $C = (c_{ij})_{n \times n}$. The elements $a_{ij}$’s are just continuous functions of $q_j$ and the elements $c_{ij}$’s are continuous functions of $p_1, p_2, \cdots, p_n$ and $q_j$ for any $1 \leq i, j \leq n$.

**Proof.** Here we only proof how to solve the subsystem (3.3) and (3.4).

For the subsystem (3.3)

$$\begin{cases} 
\frac{dp_i}{dt} = 0, & 1 \leq i \leq n \\
\frac{dq_j}{dt} = - \sum_{k=1}^{n} a_{kj}(q_j) \frac{\partial H_1}{\partial p_k}, & 1 \leq j \leq n.
\end{cases}$$

(3.6)

As $p_1, p_2, \cdots, p_n$ are all constants and $H_1$ is a continuous function of all $p_k$’s, then $\frac{\partial H_1}{\partial p_k}, 1 \leq k \leq n$ are also constants. Therefore, $- \sum_{k=1}^{n} a_{kj}(q_j) \frac{\partial H_1}{\partial p_k}, 1 \leq j \leq n$ are just continuous functions of $q_j$. According to the proof in Theorem 1 each $q_j$ for $1 \leq j \leq n$ is solvable.
The subsystem (3.4) is

\[
\begin{align*}
\frac{dp_i}{dt} &= a_{i1}(q_1) \frac{\partial H_2}{\partial q_1}, \quad 1 \leq i \leq n \\
\frac{dq_1}{dt} &= 0, \\
\frac{dq_j}{dt} &= c_{j1}(p_1, p_2, \cdots, p_n, q_1) \frac{\partial H_2}{\partial q_1}, \quad 2 \leq j \leq n.
\end{align*}
\]

(3.7)

From the \(n + 1\)-th equality of Equation (3.7), we derive that \(q_1(t) \equiv q_{10}\) where \(q_{10}\) is the initial value. Then we can easily know that \(a_{i1}(q_1)\frac{\partial H_2}{\partial q_1}, 1 \leq i \leq n\) are all constants. As a result, each \(p_i\) for \(1 \leq i \leq n\) can be solved explicitly. As the time derivative of \(q_j, 2 \leq j \leq n\) does not depend on \(q_j\), and all \(p_i\)’s can be solved explicitly, therefore \(q_i\) can be solved exactly with a given initial value \(q_{j0}\), i.e.

\[
q_j(t) = q_{j0} + \frac{\partial H_2}{\partial q_{10}} \int_0^t c_{j1}(p_1(\xi), p_2(\xi), \cdots, p_n(\xi), q_{10}) d\xi, \quad 2 \leq j \leq n.
\]

The way to solve the other subsystem is similar to that of the subsystem (3.4). The proof is completed.

The case that the Hamiltonian \(H\) can be separated into \(H = H_1(p_1) + H_2(p_2) + \cdots + H_n(p_n) + H_{n+1}(q_1, q_2, \cdots, q_n)\) is similar, the Poisson system can be separated into \(n + 1\) subsystems as well. For such a case, we easily know that if the matrix \(R\) is of the form

\[
R = \begin{pmatrix} C & A \\ -A^\top & O \end{pmatrix}
\]

with the matrix \(A = (a_{ij})_{n \times n}\) and \(C = (c_{ij})_{n \times n}\) being the situation in Theorem 2 then the \(n + 1\) subsystems are all solvable.

### 3.3 Poisson systems that are separated into \(m\) subsystems

In this subsection, we consider arbitrary dimensional Poisson system. If the Hamiltonian \(H\) of the \(m\) dimensional Poisson system is totally separable with respect to each argument \(z_i\), i.e. \(H(z_1, z_2, \cdots, z_m) = H_1(z_1) + H_2(z_2) + \cdots + H_m(z_m)\), then the Poisson system can be separated into \(m\) subsystems

\[
\frac{dZ}{dt} = R(Z) \nabla Z H_1, \quad (3.8)
\]

\[
\frac{dZ}{dt} = R(Z) \nabla Z H_2, \quad (3.9)
\]

\[
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We identify the situation in which the above \(m\) subsystems are solvable and the Poisson Integrators can be constructed. Here the meaning of solvable is the same as before in Section 3.1.
Theorem 3. In the following situation the above $m$ subsystems are solvable:

The skew-symmetric matrix $R$ has the form of

$$
R = 
\begin{pmatrix}
0 & r_{12}(z_1, z_2) & r_{13}(z_1, z_2) & \cdots & r_{1m}(z_1, z_m) \\
-r_{12}(z_1, z_2) & 0 & r_{23}(z_2, z_3) & \cdots & r_{2m}(z_2, z_m) \\
-r_{13}(z_1, z_3) & -r_{23}(z_2, z_3) & 0 & \cdots & r_{3m}(z_3, z_m) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-r_{1m}(z_1, z_m) & -r_{2m}(z_2, z_m) & -r_{3m}(z_3, z_m) & \cdots & 0
\end{pmatrix}
$$

where $R = (r_{ij})_{n \times n}$, $r_{ij}$'s are continuous functions of $z_i$ and $z_j$ for any $1 \leq i, j \leq n$.

Proof. We only consider solving the subsystem (3.8), the other $m - 1$ subsystems can be solved similarly. As the Hamiltonian $H_1$ of the subsystem (3.8) just depends on $z_1$, then the subsystem can be written as

$$
\begin{align*}
\frac{dz_1}{dt} &= 0, \\
\frac{dz_i}{dt} &= -r_{1i}(z_1, z_i) \frac{\partial H_1}{\partial z_1}, \quad 2 \leq i \leq m.
\end{align*}
$$

(3.11)

The first equation of (3.11) implies that $z_1 = \text{Const}$, then $\frac{\partial H_1}{\partial z_1}$ is also a constant. As $z_1$ is a constant, then $r_{1i}(z_1, z_i), 2 \leq i \leq m$ in (3.11) are just continuous functions of $z_i$. Therefore, according to the proof in Theorem 1, $z_2, z_3, \cdots, z_m$ in (3.11) are all solvable.

We will construct the Poisson integrators for two Poisson systems to verify our theoretical results. The numerical results will be shown in Section 5.

4 Two Poisson systems

4.1 Charged particle system

Dynamics of charged particles\cite{13, 15, 30} in external electromagnetic fields plays a fundamental role in plasma physics. The fast gyromotion and the slow gyrocenter motion constitute the two components of the dynamics of one charged particle in magnetized plasma. If one averages out the fast gyromotion from the charged particle motion, the behaviour of gyrocenters is governed by gyrokinetics and related theories. The motion of the charged particle in a given electromagnetic field $(E(X), B(X))$ is governed by the Lorentz force law. If we denote the position variable of the charged particle by $X$ and its velocity by $V$, then the charged particle motion can be expressed as a 6 dimensional Poisson system under the variable $Z = (X, V)^\top = (x_1, x_2, x_3, v_1, v_2, v_3)^\top$

$$
Z = R(Z) \nabla H(Z)
$$

where

$$
R(Z) = \begin{pmatrix}
O \\
-\frac{L}{m} & \frac{L}{m} \frac{B(X)}{m^2}
\end{pmatrix},
$$
and the Hamiltonian is $H(X, V) = mv_x^2/2 + mv_y^2/2 + mv_z^2/2 + q\varphi(X)$ with the scalar potential $\varphi(X)$. The electronic field is $E(X) = -\nabla\varphi$, the magnetic field is $B(X) = (B_1(X), B_2(X), B_3(X))$ and the matrix $\hat{B}(X)$ is

$$\hat{B}(X) = \begin{pmatrix}
0 & -B_3(X) & B_2(X) \\
B_3(X) & 0 & -B_1(X) \\
-B_2(X) & B_1(X) & 0
\end{pmatrix}.$$  

### 4.2 Gyrocenter system

We then introduce the gyrocenter system \[21, 29, 32\] with the variable $Z = (X, u)^\top$, where $X = (x, y, z)^\top$ is the 3-dimensional position variable of the gyrocenter. Note that $A(X)$ is the vector potential of the magnetic field, and $B(X)$ is the magnetic field. The relationship between $A(X)$ and $B(X)$ is $B(X) = \nabla \times A(X)$.

We assume that $A(X) = (f, g, h)^\top$ where $f, g, h$ are all smooth functions of the three arguments $x, y, z$. The notation $f_x$ represents the derivative of $f$ with respect to $x$. Then $B(X) = \nabla \times A(X) = (h_y - g_z, f_z - h_x, g_x - f_y)^\top$. The unit vector along the direction of the magnetic field is $b(X) = (b_1, b_2, b_3)^\top = \frac{B(X)}{|B(X)|}$.

The Lagrangian of the gyrocenter system

$$L(X, \dot{X}, u, \dot{u}) = [A(X) + ub(X)] \cdot \dot{X} - \left[\frac{1}{2}u^2 + \mu B(X) + \varphi(X)\right],$$

is first given by Littlejohn\[16\]. The Euler-Lagrange equations of the Lagrangian with respect to $X$ and $u$ result in the gyrocenter motion which can be expressed as

$$K(Z)\ddot{Z} = \nabla H(Z), \tag{4.1}$$

where $H(Z) = \frac{1}{2}u^2 + \mu |B(X)| + \varphi(X)$ is the Hamiltonian with the scalar potential $\varphi(X)$, and the skew-symmetric matrix $K(Z)$ is

$$K(Z) = \begin{pmatrix}
0 & a_{12} & a_{13} & -b_1 \\
-a_{12} & 0 & a_{23} & -b_2 \\
-a_{13} & -a_{23} & 0 & -b_3 \\
b_1 & b_2 & b_3 & 0
\end{pmatrix},$$

with the elements being

$$a_{12} = g_x - f_y + u\left(\frac{\partial b_2}{\partial x} - \frac{\partial b_1}{\partial y}\right),$$

$$a_{13} = h_x - f_z + u\left(\frac{\partial b_3}{\partial x} - \frac{\partial b_1}{\partial z}\right),$$

$$a_{23} = h_y - g_z + u\left(\frac{\partial b_3}{\partial y} - \frac{\partial b_2}{\partial z}\right).$$
If the matrix $K(Z)$ is invertible, i.e. \( \det(K(Z)) = |a_{13}b_1 - a_{13}b_2 + a_{12}b_3|^2 \neq 0 \), then the gyro-
center system (4.1) becomes a Poisson system with

\[
R(Z) = \frac{1}{a_{12}b_3 - a_{13}b_2 + a_{23}b_1} \begin{pmatrix}
0 & -b_3 & b_2 & a_{23} \\
b_3 & 0 & -b_1 & -a_{13} \\
-b_2 & b_1 & 0 & a_{12} \\
-a_{23} & a_{13} & a_{12} & 0
\end{pmatrix}.
\]

5 Numerical Experiments

5.1 Numerical methods

Denote $\Phi_h$ by the first order Poisson integrator which is composed by the exact solution of the
subsystems. Five numerical methods will be applied to do numerical simulation for the above
two Poisson systems.

2ndEPI: the second order Poisson integrator \([21]\), which is the composition of $\Phi_h$ and its adjoint
method

\[ \Psi_h^2 \equiv \Phi_h^{1/2} \circ \Phi_h^{1/2}. \]

4thEPI1: the fourth order Poisson integrator, which is

\[ \Psi_h^4 \equiv \Phi_{\alpha_5h} \circ \Phi_{\beta_5h} \circ \cdots \circ \Phi_{\beta_2h} \circ \Phi_{\alpha_1h} \circ \Phi_{\beta_1h}. \]

The values of the parameters \( \alpha_1, \beta_1, \cdots, \alpha_5, \beta_5 \) are given in \([18]\).

4thEPI2: the fourth order Poisson integrator, which is

\[ \Upsilon_h^4 \equiv \Phi_{\alpha_6h} \circ \Phi_{\beta_6h} \circ \cdots \circ \Phi_{\beta_2h} \circ \Phi_{\alpha_1h} \circ \Phi_{\beta_1h}. \]

The values of the parameters \( \alpha_1, \beta_1, \cdots, \alpha_6, \beta_6 \) are given in \([2]\).

4thloba: the fourth order Runge-Kutta method based on the Lobatto quadrature\([3]\). We
denote this method by $L_h^4$.

6thloba: the sixth order Runge-Kutta method based on the Lobatto quadrature\([4]\). We denote
this method by $L_h^6$.

To show the advantages of the Poisson integrators in structure preservation, we compare them
with the numerical methods two orders higher than theirs. We will compare the second order
Poisson integrator 2ndEPI with the fourth order Runge-Kutta method 4thloba. Two fourth
order Poisson Integrators 4thEPI1 and 4thEPI2 will be compared with the sixth order Runge-
Kutta method 6thloba. Their behaviors in preserving the phase orbit and the energy of the
system will be demonstrated in the next subsection.

5.2 Numerical experiments for charged particle system

We here report a few numerical experiments for two instances of the motion of one charged
particle.

**Example 1:** We choose the magnetic field to be $B(X) = [0, 0, x_1^2 + x_2^2]^\top$. The electronic
field is set to be $E(X) = \frac{10^{-3}}{(\sqrt{x_1^2 + x_2^2})^2} [x_1, x_2, 0]^\top$ and the constants $m$ and $q$ are both set to be
1. Thus the Hamiltonian is \( H = \frac{1}{2}(v_1^2 + v_2^2 + v_3^2) + \frac{10^{-3}}{\sqrt{x_1^2 + x_2^2}} \). Because the Hamiltonian is of the same form as the case of Section 3.2, we can separate the original system into four subsystems with \( H_1 = \frac{1}{2}v_1^2 \), \( H_2 = \frac{1}{2}v_2^2 \), \( H_3 = \frac{1}{2}v_3^2 \) and \( H_4 = \frac{10^{-3}}{\sqrt{x_1^2 + x_2^2}} \), respectively. It can be easily verified that under the above magnetic field, the matrix \( R(Z) \) in the charged particle system satisfies the requirements in Theorem 2, thus all the subsystems can be solved exactly.

For the first subsystem with \( H_1 = \frac{1}{2}v_1^2 \), the variable \( v_2(t) \) can be solved as

\[
v_2(t) = v_{20} - v_{10} \int_0^t B_3(x_{10} + \xi v_{10}, x_{20}, x_{30}) d\xi
\]

\[
= v_{20} - x_{10} v_{10}^2 t^2 - x_{10}^2 t - \frac{1}{3} v_{10}^3 t^3 - v_{10} x_{20}^2 t.
\]

where \( v_{10}, v_{20}, x_{10}, x_{20}, x_{30} \) represent the initial values of \( v_1, v_2, x_1, x_2, x_3 \). As all the subsystems can be solved explicitly, we can construct the explicit Poisson integrators.

The initial condition for the numerical simulation is chosen as \( x_0 = [0.5, -1, 0]^T \), \( v_0 = [0.1, 0.1, 0]^T \). The numerical results for the five numerical methods are displayed in Figure 1. We first simulate the charged particle motion using the methods 2ndEPI, 4thEPI1, 4thloba and 6thloba. Especially, the orbit obtained by the 4thloba method is much coarser than the two Poisson integrators 2ndEPI, 4thEPI1 and 4thEPI2. To illustrate the order of the Poisson integrators, we plot in Figure 2 the global errors of the variables \( X = (x_1, x_2, x_3) \) and \( V = (v_1, v_2, v_3) \). It is clearly shown that the 2ndEPI method is of order 2 and the 4thEPI1 and 4thEPI2 methods are of order 4. The global errors of the two fourth methods 4thEPI1, 4thEPI2 are nearly the same. The evolutions of the energy using different methods are shown in Figure 3. The energy error of the second order Poisson integrator 2ndEPI can be bounded in a small interval while the energy error of the fourth order Runge-Kutta method 4thloba increases linearly along time. It can be easily verified that under such circumstance, the matrix \( R(Z) \) satisfies the situation in Theorem 2. Therefore, the original system can be separated into 4 subsystems. As the Hamiltonian function is totally separable, the original system can also be separated into 6 subsystems.

Example 2: We choose another electronic field \( E = 10^{-4} \left[ \frac{1}{x_1}, \frac{1}{x_2}, \frac{1}{x_3} \right]^T \) and magnetic field \( B(X) = \left[ -\frac{x_3}{\sqrt{x_1^2 + x_2^2}}, -\frac{x_1}{\sqrt{x_1^2 + x_2^2}}, -\frac{x_2}{\sqrt{x_1^2 + x_2^2}} \right] \). Thus the Hamiltonian is \( H = \frac{1}{2}(v_1^2 + v_2^2 + v_3^2) + 10^{-4} \ln(x_1) + 10^{-4} \ln(x_2) + 2 \cdot 10^{-4} \ln(x_3) \). We can easily verify that under such circumstance, the matrix \( R(Z) \) satisfies the situation in Theorem 2. Therefore, the original system can be separated into 4 subsystems. As the Hamiltonian function is totally separable, the original system can also be separated into 6 subsystems.

For the first subsystem with the Hamiltonian \( H_1 = \frac{1}{2}v_1^2 \), the exact solutions for the variables
B.B. Zhu, L. Ji, A.Q. Zhu and Y.F. Tang

Figure 1: The global errors of $X$ and $V$ against the time steps $N$ for methods 2ndEPI, 4thEPI1 and 4thEPI2 under different stepsize $h = \pi/20/2^i (i = 1, 2, 3, 4)$ in Example 1 of the charged particle system. Here the final time $T = 1000\pi$. $GE(X) = \max_{1 \leq i \leq N} \| X_i \|_2$. Dashed lines are the reference lines showing the corresponding convergence orders. Subfigures (a) shows the global errors of the variable $X$ while subfigures (b) shows the global errors of the variable $V$.

$v_2(t)$ and $v_3(t)$ are

\[
v_2(t) = v_{20} - v_{10} \int_0^t B_3(x_{10} + \xi v_{10}, x_{20}, x_{30})d\xi
\]

\[
= v_{20} + \frac{v_{10}x_{20}}{\sqrt{v_{10}^2}} \ln \left( \frac{v_{10}^2t + x_{10}v_{10}}{\sqrt{v_{10}^2}} + \sqrt{x_{20}^2 + (x_{10} + v_{10}t)^2} \right)
- \frac{v_{10}x_{20}}{\sqrt{v_{10}^2}} \ln \left( \frac{x_{10}v_{10}}{\sqrt{v_{10}^2}} + \sqrt{x_{20}^2 + x_{10}^2} \right)
\]

\[
v_3(t) = v_{30} + v_{10} \int_0^t B_2(x_{10} + \xi v_{10}, x_{20}, x_{30})d\xi
\]

\[
= v_{30} - \sqrt{(x_{10} + tv_{10})^2 + x_{30}^2} + \sqrt{x_{10}^2 + x_{30}^2}
\]

where $v_{10}, v_{20}, v_{30}, x_{10}, x_{20}, x_{30}$ represent the initial values of $v_1, v_2, v_3, x_1, x_2, x_3$. The explicit Poisson integrators can be constructed as all the subsystems can be solved explicitly.

We perform the numerical simulation under the initial condition $x_0 = [1, 2, 1]^\top$, $v_0 = [1, 2, 2]^\top$. The numerical results for the five numerical methods are displayed in Figure 4-5. The global errors of the variables $X = (x_1, x_2, x_3)$ and $V = (v_1, v_2, v_3)$ for the three explicit Poisson integrators 2ndEPI, 4thEPI1 and 4thEPI2 are plotted in Figure 4. The orders of the three methods are clearly shown in Figure 4. The energy evolutions of different Poisson integrators and different Runge-Kutta methods are demonstrated in Figure 5. The Poisson integrators have shown their significant advantages in near energy conservation over long-term simulation compared with the higher order Runge-Kutta methods. We have also compared the CPU times of different explicit Poisson integrators and different Runge-Kutta methods in Table 1. The CPU time of the 4thloba...
Figure 2: The charged particle orbit in $x_1$-$x_2$ plane simulated by using the two Poisson integrators and the two Runge-Kutta methods over the interval $[0, 1000\pi]$. The stepsize $h$ is chosen to be $\pi/10$. Subfigure (a), (b), (c) and (d) display the orbit obtained by the 2ndEPI method, the 4thloba method, the 4thEPI2 method and the 6thloba method, respectively.
Figure 3: The relative energy error against $t$ for the three Poisson integrators and the two Runge-Kutta methods in Example 1 of the charged particle system. The energy error is represented by $|H(Z_n) - H(Z_0)|/|H(Z_0)|$. The stepsize is $h = \pi/40$. Subfigure (a) displays the energy errors of the 2ndEPI method and the 4thloba method over the time interval $[0, 10^6\pi]$. Subfigure (b) displays the energy errors of the 4thEPI1 method, 4thEPI2 method and the 6thloba method over the time interval $[0, 10^6\pi]$.

is 4 times longer than that of the 2ndEPI method. The results show that the CPU times of the Poisson integrators are less than those of the Runge-Kutta methods.

Table 1: The CPU times of the five methods in Example 2 of the charged particle system. The stepsize is $h = \pi/10$ and the time interval is $[0, 1000\pi]$.

|         | 2ndEPI | 4thloba | 4thEPI1 | 4thEPI2 | 6thloba |
|---------|--------|---------|---------|---------|---------|
| CPU time| 0.0690 | 0.2891  | 0.3303  | 0.3984  | 0.7405  |

5.3 Numerical experiments for gyrocenter system

Here we report a few numerical experiments for two instances of the gyrocenter dynamics of one charged particle.

Example 1: In the gyrocenter system, if we choose the magnetic strength $|B(X)| = c(z)$ and $b_3 = 0$, $b_1$ and $b_2$ are constants with $b_1^2 + b_2^2 = 1$, then

$$a_{23}b_1 - a_{13}b_2 + a_{12}b_3 = \frac{(h_y - g_z)^2}{c(z)} - ub_1 \frac{\partial b_2}{\partial z} + \frac{(f_z - h_x)^2}{c(z)} + ub_2 \frac{\partial b_1}{\partial z} = c(z),$$

thus we have

$$R(Z) = \begin{pmatrix} O_2 & A \\ -A^\top & O_2 \end{pmatrix}$$
Figure 4: The global errors of $X$ and $V$ against the time steps $N$ for methods 2ndEPI, 4thEPI1 and 4thEPI2 under different stepsize $h = \pi/20/2^i (i = 1, 2, 3, 4)$ in Example 2 of the charged particle system. Here the final time $T = 100\pi$. $GE(X) = \max_{1 \leq i \leq N} \|X_i\|_2$. Dashed lines are the reference lines showing the corresponding convergence orders. Subfigures (a) shows the global errors of the variable $X$ while subfigures (b) shows the global errors of the variable $V$.

Figure 5: The relative energy error against $t$ for the three Poisson integrators and the two Runge-Kutta methods in Example 2 of the charged particle system. The energy error is represented by $|H(Z_n) - H(Z_0)|/|H(Z_0)|$. The stepsize is $h = \pi/10$. Subfigure (a) displays the energy errors of the 2ndEPI method and the 4thloba method over the time interval $[0, 10^5 \pi]$. Subfigure (b) displays the energy errors of the 4thEPI1 method, 4thEPI2 method and the 6thloba method over the time interval $[0, 10^5 \pi]$. 
with

\[ A = \begin{pmatrix} \frac{b_2}{c(z)} & b_1 \\ b_1 & \frac{b_2}{c(z)} \end{pmatrix}. \]

By setting \( b_1 = b_2 = \frac{\sqrt{2}}{2} \) and the vector potential \( A(X) = (\frac{z^3}{3\sqrt{2}} - \frac{z^3}{3\sqrt{2}}, 0) \), then the magnetic field is \( B(X) = (z^2/\sqrt{2}, z^2/\sqrt{2}, 0) \) and \( |B(X)| = c(z) = z^2 \). The scalar potential is chosen to be \( \varphi(X) = x^2 + y^2 \). We can easily verify that this matrix \( R(Z) \) satisfies our requirements in Theorem 1. Therefore, we can separate the gyrocenter system into two subsystems with \( H_1 = x^2 + y^2 \) and \( H_2 = \mu z^2 + \frac{u^2}{2} \). The exact solution of the first subsystem with \( H_1 = x^2 + y^2 \) is

\[
\begin{align*}
x(t) &= x_0, \\
y(t) &= y_0, \\
z(t) &= (3\sqrt{2}(y_0 - x_0)t + z_0^3)^{1/3}, \\
u(t) &= u_0 - \sqrt{2}(x_0 + y_0)t.
\end{align*}
\]

where \( x_0, y_0, z_0, u_0 \) represent the initial values for \( x, y, z, u \). As all the subsystems can be solved explicitly, the explicit Poisson integrators can be constructed.

The magnetic moment is \( \mu = 0.01 \), the initial value is \( (x_0, y_0, z_0, u_0)^\top = (30, 40, 60, 70)^\top \). The numerical results for the five numerical methods are displayed in Figure 6-8. We plot in Figure 6 the projection of the gyrocenter orbit onto the \( y-u \) plane using the methods 2ndEPI, 4thEPI2, 4thloba and 6thloba. We can see that the orbit obtained by the 4thloba method spirals outwards and is not accurate, but the lower order Poisson integrator is able to give accurate orbit. To illustrate the order of the Poisson integrators, we display in Figure 7 the global errors of the variables \( X = (x, y, z) \) and \( u \) and the lines clearly shows the orders of the three methods. The relative energy errors obtained by different Poisson integrators and different Runge-Kutta methods are shown in Figure 8. The energy error of the second order Poisson integrator 2ndEPI oscillates with an amplitude of order \( 10^{-3} \) while the energy error of the higher order Runge-Kutta method 4thloba increases along time without bound as can be seen in Figure 8. The energy errors of the methods 4thEPI1 and 4thEPI2 both oscillate with very small amplitudes, but that of the 6thloba method still increases linearly along time. We can also see from Figure 8 that the energy error of the 4thEPI2 method is much smaller than that of the 4thEPI1 method.

**Example 2:** In the gyrocenter system, we set the vector potential \( A(X) = (-\frac{by^3}{3}, \frac{ax^3}{3}, 0) \). Thus the magnetic field is \( B(X) = (0, 0, ax^2 + by^2) \) and the magnetic strength is \( |B(X)| = ax^2 + by^2 \). The scalar potential is set to be \( \varphi(X) = 2z^2 \). We can easily verify under such a magnetic field, the matrix \( R(Z) \) satisfies the requirements in Theorem 3. The original system can be separated into four subsystems with \( H_1 = \mu ax^2, H_2 = \mu by^2, H_3 = 2z^2 \) and \( H_4 = \frac{u^2}{2} \). Here we only present the exact solution of the first subsystem with \( H_1 = \mu ax^2 \)

\[
\begin{align*}
x_0(t) &= x_0, \\
\frac{x_0}{2}y(t) + \frac{b}{6ax_0}y(t)^3 &= \mu t + \frac{x_0}{2}y_0 + \frac{by_0^3}{6ax_0}, \\
z(t) &= z_0, \\
u(t) &= u_0.
\end{align*}
\]
Figure 6: The global errors of $X$ and $u$ against the time steps $N$ for methods 2ndEPI, 4thEPI1 and 4thEPI2 under different stepsize $h = 1/2^i (i = 4, 5, 6, 7)$ in Example 1 of the gyrocenter system. Here the final time $T = 100$. $GE(X) = max_{1 \leq i \leq N} \| X_i \|_2$. Dashed lines are the reference lines showing the corresponding convergence orders. Subfigures (a) shows the global errors of the variable $X$ while subfigures (b) shows the global errors of the variable $u$.

The magnetic moment is chosen as $\mu = 0.001$, and the initial value is $(x_0, y_0, z_0, u_0)^T = (30, 20, 40, 50)^T$. The global errors of the variables $X = (x, y, z)$ and $u$ of the three Poisson integrators 2ndEPI, 4thEPI1 and 4thEPI2 are plotted in Figure 4. The lines in Figure 4 show the orders of these methods. It can also be seen from Figure 4 that the global error of the method 4thEPI2 for the variable $u$ is smaller than that of the method 4thEPI1. The relative energy errors of the five methods are shown in Figure 10. The Poisson integrators have significant superiorities in preserving the energy over long time compared with the higher order Runge-Kutta methods as can be seen in Figure 10. We have also compared the computational costs of the five methods in Table 2. The results show that the computational costs of the two Runge-Kutta methods are more than 12 times higher than those of the Poisson integrators. The Poisson integrators has shown their accuracy, efficiency and long-term energy conservation in simulating the gyrocenter system compared with the higher order Runge-Kutta methods.

Table 2: The CPU times of the five methods in Example 2 of the gyrocenter system. The stepsize is $h = 0.1$ and the time interval is $[0, 200]$.

| Method      | 2ndEPI | 4thlopa | 4thEPI1 | 4thEPI2 | 6thlopa |
|-------------|--------|---------|---------|---------|---------|
| 2ndEPI      | 0.7261 | 16.9257 | 3.2026  | 3.8296  | 46.1720 |
Figure 7: The gyrocenter orbit in $y$-$u$ plane simulated by using the two Poisson integrators and the two Runge-Kutta methods over the interval $[0, 20000]$. The stepsize is $h = 0.25$. Subfigure (a), (b), (c) and (d) display the orbit obtained by the 2ndEPI method, the 4thloba method, the 4thEPI2 method and the 6thloba method, respectively.
Figure 8: The relative energy error against $t$ for the three Poisson integrators and the two Runge-Kutta methods in Example 1 of the gyrocenter system. The energy error is represented by $|H(Z_n) - H(Z_0)|/|H(Z_0)|$. The stepsize is $h = 0.125$. Subfigure (a) displays the energy errors of the 2ndEPI method and the 4thloba method over the time interval $[0, 60000]$. Subfigure (b) displays the energy errors of the 4thEPI1 method, 4thEPI2 method and the 6thloba method over the time interval $[0, 60000]$.

Figure 9: The global errors of $X$ and $u$ against the time steps $N$ for methods 2ndEPI, 4thEPI1 and 4thEPI2 under different stepsize $h = 0.1/2^i (i = 1, 2, 3, 4)$ in Example 2 of the gyrocenter system. Here the final time $T = 20$. $GE(X) = \max_{1 \leq i \leq N} \| X_i \|_2$. Dashed lines are the reference lines showing the corresponding convergence orders. Subfigures (a) shows the global errors of the variable $X$ while subfigures (b) shows the global errors of the variable $u$. 
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Figure 10: The relative energy error against $t$ for the three Poisson integrators and the two Runge-Kutta methods in Example 1 of the gyrocenter system. The energy error is represented by $|H(Z_n) - H(Z_0)|/|H(Z_0)|$. The stepsize is $h = 0.1$. Subfigure (a) displays the energy errors of the 2ndEPI method and the 4thloba method over the time interval $[0, 50000]$. Subfigure (b) displays the energy errors of the 4thEPI1 method, 4thEPI2 method and the 6thloba method over the time interval $[0, 50000]$.

6 Conclusion

Poisson integrators for Poisson systems with separable Hamiltonian have been constructed via splitting method. We have separated the Poisson systems in three ways and analyzed three situations where the Poisson integrators can be constructed. The second order and the fourth order Poisson integrators have been constructed by composing the first order Poisson integrator.

We have compared the second order and the fourth order Poisson integrators with the Runge-Kutta methods whose orders are higher than them to show their superiority in simulating two Poisson systems: the charged particle system and the gyrocenter system. Numerical experiments show that the constructed explicit Poisson integrators have significant advantages in preserving the phase orbit and long-term energy conservation compared with the higher order Runge-Kutta methods. The explicit Poisson integrators take less computational costs than the Runge-Kutta methods, as well.
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