Abstract: Optimization by definition is the action of making most effective or the best use of a resource or situation and that is required almost in every field of engineering. In this work, the optimization of Least Mean square (LMS) algorithm is carried out with the help of Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO). Efforts have been made to find out the advantages and disadvantages of combining gradient based (LMS) algorithm with Swarm Intelligence SI (ACO, PSO). This optimization of LMS algorithm will help us in further extending the uses of adaptive filtering to the system having multi-model error surface that is still a gray area of adaptive filtering. Because the available version of LMS algorithm that plays an important role in adaptive filtering is a gradient based algorithm, that get stuck at the local minima of system with multi-modal error surface considering it global minima, resulting in an non-optimized convergence. By virtue of the proposed method we have got a profound solution for the problem associated with system with multimodal error surface. The results depict significant improvements in the performance and displayed fast convergence rate, rather sticking at local minima. Both the SI techniques displayed their own advantage and can be separately combined with LMS algorithm for adaptive filtering. This optimization of LMS algorithm will further help to resolve serious interference and noise issues and holds a very important application in the field of biomedical science.
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1 Introduction

The design of filters is optimum only when the statistical characteristics of the input data matches with the prior information based on which filter is designed. A very popular and easy way of ensuring the optimum design is the use of estimate and plug procedure. This is a two-stage process and required excess hardware. A more efficient method is the use of adaptive filtering. These filters depend on a recursive algorithm that makes the performance of filter satisfactory even when the complete knowledge of the relevant signal characteristic is not available. These algorithm starts with some predetermined set of initial conditions, that may be collected based on the information whatever we have regarding the system environment. Various recursive algorithms have been purposed and each one of them is having advantage over other depending on the various factors, like rate of convergence, Misadjustment, Tracking, Robustness and computational requirements [1]. A new field is emerged for discrete optimization, known as Swarm Intelligence (SI). Within few decades only the use of SI has expanded in almost every field because of its tremendous performance. Enough research work has been carried out explaining about SI, and various algorithms have also been developed like Particle
Swarm Optimization (PSO), Ant Colony Optimization (ACO) and Artificial Honey Bee (ABC). There is a vast scope of using these algorithms in various engineering fields like, Linear Prediction, Inverse Modeling, System Identification, and Feed forward Control etc [1].

In this work, we have contributed for the optimization of the LMS algorithm using Swarm Intelligence. The LMS algorithm, as well as others related to it, is widely used in various applications of adaptive filtering due to its computational simplicity [2–6]. But the use of LMS is limited to system with uni-model error surface. In the following section we have explained the problem associated with the LMS algorithm in detail, in the later section we have discussed the proposed model followed by detailed description of ACO and PSO and have concluded the paper with important results and discussion.

1.1 Problem Identification

A very popular and simple recursive algorithm is Least Mean Square (LMS) which is widely used in the designing of adaptive filters because of its various advantages. It was introduced by Widrow and Hoff in 1959 and uses a gradient-based method of steepest decent. But the use of LMS or other recursive algorithm discussed so far is limited to systems having uni-model error surface. Following problems persist when we try to extend the implementation for system with Multi-model error surface.

The LMS algorithm moves in the direction of error surface in order to find the global minima, in that course it is quite possible that it may stuck to a local minima that may lead system to be unstable during the process of adaption. Figure 1, demonstrate the difference between systems having uni-model and multi-model error surfaces [8–13].

1. Another limiting factor of LMS algorithm is the dependency of its convergence speed over the Eigen-value spread of R (Correlation Matrix).

2. Further, the choice of step-size ($\mu$) is very critical in LMS. For it to converge, $\mu$ should be in the following range [14].

\[
0 \leq \mu < \frac{1}{\lambda_{max}}
\]

Where, $\lambda_{max}$ represents the largest eigenvalue of the correlation matrix R. Figure 2 demonstrate the convergence of the algorithm for various values of $\mu$.

![Figure 1: Representation of Uni-model and Multi-model error surface](image-url)
Figure 2: (a) shows the LMS error for $\mu = 0.013$, this value of $\mu$ falls under the specified limit, hence displaying a decent convergence. (b) shows the LMS error for $\mu = 0.0013$, this value of $\mu$ is small, so the rate of convergence is slow and it’s not converged after 3000 samples also, and when when $\mu = 0.2$ the LMS error is erratic as shown in (c)

1.2 Organization of paper

Rest of the paper is organized as follows. Next section is covering the essential literatures authors have gone through to find out the existing model and associated problems. In section three the authors have briefly discussed the main concept of the proposed model with the help of block diagram. In subsequent sections the optimization techniques like Ant colony and Particle swarm is discussed with their basics concepts and flow charts. In section six the authors have discussed about the obtained results and analyzed the findings and in next section the paper is concluded accumulating all the results and mentioning the important findings.

2 Literature Review

For the development of the proposed concept and to identify the need for the improvement in the existing model the authors have gone through various pieces of literature. In this section, few of them are listed with a brief about the contribution.

In [15] the authors have proposed an optimized normalized LMS algorithm the identification of systems with the consideration of state variable model. The proposed algorithm helps to reduce the misalignment and is based on the regularization parameters and normalized step-size. For the validity of the proposed model,
the authors have analyzed it with acoustic echo cancellation and have claimed to achieve less misalignment and fast convergence. In [16] the authors have provided another solution for the problem occurring in the case of increasing parameter space. The authors have particularly addressed the problems associated with the basic adaptive algorithm and Wiener filter. They have carried out a study and a comparative study is done for the kalam filter and optimized LMS algorithm. They have discussed some experimental results also to strengthen their view. In [17] the authors have discussed the problem of selection of step size and provided a new approach for the appropriate selection. They have claimed that the variable step size algorithm can be represented as Kalman filter in some specific conditions. This is only possible when the step size of the LMS algorithm and state noise of the Kalman filter are chosen with precision. They have managed to calculate the optimum step size estimating the probability density function of coefficient estimation error and measurement noise variance. In [18] the authors have proposed and advanced 0-LMS (0-ILMS) algorithm for the identification of system of sparse kind. They have derived the condition of convergence on step size. They have further discussed the parameter selection criterion for optimal mean square deviation. With their work, they have concluded that the steady-state mean MSD of the proposed algorithm in comparison to 0-LMS algorithm is less sensitive to measurement noise power and tuning parameters. In [19] the authors have combined the virtues of both the famous Normalized LMS and LMS algorithm and bring a trade-off between low misadjustment and fast convergence. They managed to achieve this by choosing the appropriate controlled parameters. Whereas the time-varying parameters are being proposed under various rules. In their work authors have proposed an optimized LMS algorithm for the models having variable state. They have proposed a method to choose an appropriate value of the step size to reduce the misalignment. In [20] the authors have mentioned the drawback of the LMS algorithm and proposed a modification of it so that the algorithm can be used with its limitations and its application can be diversified. They have improved the robustness of the algorithm with pre-wighten the input signal that helps in optimization of the Cholesky factor of autocorrelation matrix of input.

After studying all these efforts the authors have figure out the need of optimization of LMS algorithm and selection of appropriate step size so that it can be effectively used for the identification of systems having multimodel error surface.

3 Proposed Model

From the above discussion we may conclude that our purpose is to design something which should not stuck at the local minima of a multi-model error surface, rather it should be capable of finding the global minima to provide optimum result. This can be achieved by combining the LMS algorithm with SI based algorithm. We have selected ACO and PSO, in this case. These algorithm combined with LMS will restrict it to stuck at local minima and will facilitate it to search for the best possible result.

In brief we can say that we have divided the entire process in two parts, in first part LMS will play its role and will be used to apply parameter vector, and as soon as its limitations started, we will employ ACO or PSO. These will help us in finding the optimum value of $\mu$ so as we can get the optimum solution in case of system with Multi-Model error surface also.

Figure 3 depicts the entire adaptive filter design, where $u(n)$, $u(n-1)\ldots u(n-M+1)$ is assumed to be the input signals at a time $n$ with $M$ adjustable parameters. This input is applied to the Transversal Filter Model (TFM) and unknown system simultaneously and the corresponding outputs are named as $y(n)$ and $d(n)$. The model parameters will be adjusted according to the value of $y(n)$ and that can be given by (1)

$$y(n) = \sum_{k=0}^{M-1} \hat{w}_k(n) u(n-k)$$

Where $\hat{w}_0(n)$, $\hat{w}_1(n)$,……... and $\hat{w}_{M-1}(n)$ represents the estimated model parameters. We compare the value of $y(n)$ and $d(n)$ with the help of summer which produces the output as modeling error $e(n)$ [7, 8, 18].
In general at any given time \( n \), the non-zero value of \( e(n) \) implies that the model deviates from the unknown system. For minimizing this error, we apply \( e(n) \) to ACO or PSO for calculating the optimum value of step size \( \mu \). These algorithms make it possible even in the case of system with Multi-Model error surface. As discussed earlier the optimum value of \( \mu \) is must for proper convergence of LMS algorithm. Now the LMS algorithm with this optimum value of \( \mu \) is provided with sample input signal \( u(n), u(n-1) \ldots u(n-M+1) \). With these collective efforts we will be able to get updated value of model parameters to be used for next iteration. Thus at time \( n+1 \), we will get a new value of \( y(n) \), and hence the new value of \( e(n) \). This whole process will repeat itself for large number of iterations until we are not getting the minimum possible value of \( e(n) \) [21, 22].

**Figure 3:** Proposed Model, where \( u(n) \) is the input applied to the adaptive filter, \( y(n) \) is the output of adaptive filter, \( d(n) \) is the desired response and \( e(n) \) is the estimated error

### 4 Ant Colony Optimization

In this section we will elaborate ACO and explain how it can be used for finding the optimum value of \( \mu \).

#### 4.1 Basic configuration

It’s really surprising how Ants can find the optimum path to reach to any food source, even if they can’t see. For understanding the sciences behind this refer Figure 4. First, an ant has left her nest in search of food, and finds it somewhere; the other ants will follow the pheromone trails laid by her. If there are different paths for the same source, then the pheromones deposited on the shortest path will last longer than the pheromones deposited on the longest path, so the shortest path will be more appealing for new ants coming out of nest, slowly all of them will start moving through the shortest path and the pheromone concentration will become high on that path, whereas the pheromone concentration on the longest path will decay slowly [11].
4.2 Flow chart and implementation of ACO

The ACO is inspired by these Ant colonies. In the process of elaborating the implementation of ACO an analogy is created between the parameters of Ant colony and the algorithm (see Table 1).

Table 1: Analogy between two systems

| NATURAL TERMS                  | TERMS FOR USE IN ALGORITHM                  |
|--------------------------------|---------------------------------------------|
| Natural territory             | graph (nodes and edges)                     |
| food source and nest          | start and destination nodes                 |
| ants                          | our artificial ants                         |
| visibility                    | the reciprocal of distance                  |
| pheromones                    | artificial pheromones                       |
| foraging behavior             | Random walk through graph (guided by pheromones) |

Based on this analogy a flow chart is presented in Figure 5 to design the algorithm. Following are the equations that will help us further in implementing the ACO for optimization [9, 23].

\[
p_{ij} = \frac{\tau_{ij}(t)^{\beta} \left( \frac{1}{d_{ij}} \right)^{\beta}}{\sum_{j \in \text{nodes}} \tau_{ij}(t)^{\beta} \left( \frac{1}{d_{ij}} \right)^{\beta}} \tag{2}
\]

\[
\tau_{ij}(t + 1) = (1 - \rho) \tau_{ij} + \sum_{k=\text{colony}}^{\text{Lm}} \frac{Q}{L_{m(i,j)}} \tag{3}
\]

Equation (2) represents the probability of ant to move between the two nodes \(i\) and \(j\) and (3) represents the local updates of pheromone after travelling from node to node.

4.3 Algorithm

To begin, concentration of pheromone \(\tau_{ij}\) is set to each link \((i, j)\);

- The value of \(k\) is assigned.
- Using equation (2) build a path from nest to food source.

Remove the paths having least concentration of pheromone, they are referred as cycles, and compute each route weight $f(x_k(t))$. When there are no feasible candidate’s nodes then the predecessor of that node is included as a former node of the path.

- As a next step we have to use (3) for Updating the concentration of pheromone.
- In last the algorithm will end in any of the following mentioned three different ways:

1. If we have reached the maximum number of approaches
2. If we have got an acceptable solution using $f(x_k(t)) \leq \epsilon$.
3. Or if, all ants are following the same path.

![Flow chart for ACO](image)

**Figure 5:** Flow chart for ACO

## 5 Particle Swarm Optimization

### 5.1 Basic configuration

For understanding the PSO refer Figure 6, in which an example of fishermen is shown, they are in search of the fish. In general the big fish are hidden in the deepest valley, and difficult to caught, so at first both the fishermen are in search of deepest valley, with mutual efforts. At every step they are sharing the depth of the pond with each other. At an instant fisherman 1 (F1) will arrive at valley 1 (V1), which may appear him to be the deepest, but not actually, similarly fisherman 2 (F2) will reach at valley 2 (V2), and in his case it is
the deepest one. F1 may consider his valley as deepest, but after communication with F2, he will realize that
V1 is the deepest valley he has discovered (personal best, $P_{\text{best}}$) but not the deepest valley of the pond, and
V2, valley, discovered by F2 is the deepest one (Global best, $G_{\text{best}}$). This is how F1 will move towards V2. So
we can say rather stucking at local minima; F1 managed to escape from it and will move towards the global
minima [12, 15].

Figure 6: Basic concept of PSO

5.2 Flow chart and implementation of PSO

The flow chart of the PSO is represented in Figure 7 representing the essentials steps that swarms follows and
how this swarm optimization is plotted for the optimization of system. The cost function in this case is Mean
Squared Error (MSE), given by (4),

$$J_{\text{MSE}}(n) = \frac{1}{2} \int_{-\infty}^{\infty} e^2(n) p_n(e(n)) \, de(n) = \frac{1}{2} E \left\{ e^2(n) \right\}$$  (4)

Figure 7: Flow chart for PSO
Where $p_n(e)$ represents the probability density function of the error at time $n$ and $E(.\}$ is just a simple representation of RHS of (4). This cost function will be equally helpful for the system with Multi-Model error surface, because of the following reasons [24, 25].

- The Minima of this cost function is well defined, in respect with the parameters of $W(n)$;
- The values of coefficient of the unknown system obtained with this minima, is capable of minimizing the error signal $e(n)$. That is an indication that $y(n)$ is approaching $d(n)$.
- This function can be represented as a derivative of the parameters of $W(n)$, hence it is considered as a smooth function of the parameters of $W(n)$ [26, 27].

This is an excellent property which make it possible to determine optimum values of the coefficients based on the available statics and knowledge of $d(n)$ and $u(n)$; further it is a simple yet effective procedure, by which we can adjust the filter parameters [28, 29].

### 6 Simulation & the analysis of result

Table 2 represents the control parameter values of PSO and ACO used in the simulation. These controlled parameters have decided in accordance to create a replica of the actual ant colony and particle swarm behaviors in the optimization process. In the case of PSO the main element chosen are swarm size, cognitive and inertia factor and lower and upper bonds. Where as in the case of ACO parameters are chosen according to the behavior

| PSO | ACO |
|-----|-----|
| Swarm size = 5 | Number of Ants = 20 |
| Cognitive factor, $c_1 = 0.5$ | Evaporation Parameter = 0.1 |
| Inertia factor, $\omega = 0.5$ | Pheromone($P$) = 0.2 |
| Social factor, $c_2 = 0.5$ | $+P = 0.2$ |
| Lower Bound = 0.02 | $-P = 0.3$ |
| Upper Bound = 0.05 | Maximum Tour = 600 |
| Minimum Value = $-1000$ | Maximum Value = 1000 |
| Lower Bound = 0.02 | Upper Bound = 0.05 |

**Figure 8:** Values of $\mu$ calculated with the help of ACO and PSO
of ants followed when they are in search of food source. By choosing the appropriate values of controlled parameters these optimization algorithms are used for calculating the value of step size \( \mu \) considering the importance of appropriate selection of step size mentioned in section 1.1. This will be further used to find the MSE. In Figure 8, a graph is shown with the calculated values of \( \mu \), while considering ACO and PSO separately. Where \( \alpha \) is a parameter that controls the convergece speed in direct propotion.

With the help of all the calculated values of \( \mu \), Minimum Mean Square Error (MMSE) will be calculated. Figure 9 represents the value of MMSE for various values of \( \mu \) calculated by PSO and Figure 10 is representing the corresponding values of MMSE, for different values of \( \mu \), calculated with the help of ACO. Figure 11, 12 are representing the convergence of algorithm for those particular values of \( \mu \), for which we have got the minimum

---

**Figure 9:** Values of MMSE calculated for various values of \( \mu \) (PSO)

**Figure 10:** Values of MMSE calculated for various values of \( \mu \) (ACO)

**Figure 11:** Representing the convergence of algorithm for the minimum value of MMSE (PSO)
value of MMSE, while PSO and ACO were used for calculating the value of $\mu$, respectively. These simulations are obtained by running the customize program on MATLAB and choosing the obtained values of $\mu$ shown in Figure 8.

The convergence of the proposed algorithm shown in Figure 11, 12 is close to the ideal expected convergence of the LMS algorithm. The difference and advantage of this approach is its validity for the systems having multimodal error surfaces. The obtained simulations are plotted for the systems with multimodal error surfaces and adequate convergence of the algorithm validates the edge of its applicability for system with multimodal error surfaces. That allowed the extension of use of LMS algorithm with almost all kind of system and its application can be more diversified, it can be used in system identification and echo cancellation for IIR filters and other multimodal error surface.

7 Conclusion

In this work two SI based optimization techniques, namely ACO and PSO have been successfully used for the optimization of LMS algorithm for adaptive filter design, so that it can be successfully used to identify the system having multi-model error surface. Referring the results we have concluded that the proposed method is a powerful, simple algorithm in comparison with the other related works. Both ACO and PSO have produced almost similar kind of result, but the value of MMSE is smaller in case of ACO. The approach of combining ACO and PSO with LMS algorithm may be used for other applications of adaptive filters like, in system identification, noise/echo cancellation and in the field of biomedical science, for example in extracting heartbeat signals from ambient noise in stethoscopes.
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