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ABSTRACT

COVID-19 classification using chest Computed Tomography (CT) has been found pragmatically useful by several studies. Due to the lack of annotated samples, these studies recommend transfer learning and explore the choices of pre-trained models and data augmentation. However, it is still unknown if there are better strategies than vanilla transfer learning for more accurate COVID-19 classification with limited CT data. This paper provides an affirmative answer, devising a novel ‘model’ augmentation technique that allows a considerable performance boost to transfer learning for the task. Our method systematically reduces the distributional shift between the source and target domains and considers augmenting deep learning with complementary representation learning techniques. We establish the efficacy of our method with publicly available datasets and models, along with identifying contrasting observations in the previous studies.

Index Terms— COVID-19, Deep Learning, Transfer Learning, Computed Tomography, Sparse representation.

1. INTRODUCTION

COVID-19 classification with images is receiving increasing attention [1], with Computed Tomography (CT) as the leading modality to leverage the super-human predictive abilities of deep learning [2] for this critical task [3], [4]. CT scans are widely used for assessing the severity and progression of lung infections [5]. This makes reliable computer aided predictions with CT scans highly relevant to eventually curb COVID-19. Consequently, there have been multiple studies to explore the practices to maximize deep learning performance for this task. Considering the current lack of clean annotated data, transfer learning with ImageNet [6] pre-trained models is the most widely adopted strategy in the current literature.

Zhao et al. [7] provided a baseline for COVID-19 classification with public CT-scan images, employing transfer learning. Similarly, [8] uses transfer learning to report results for ten pre-trained models on a dataset of 106 COVID-19 and 86 non-COVID-19 patients. The results are provided using the images pre-processed for regions of interest identification. Building on the pre-trained ResNet50 [9], Dadario et al. [10] proposed COVNet to detect COVID-19 using 4,356 3D CT scans of 3,322 patients. More examples of employing natural image-based pre-trained deep visual models for COVID-19 detection with CT-scan can also be found, e.g. [11], [12].

Except for a very few, e.g. [7], the datasets used by the existing works are private. Moreover, the requirement of preprocessing for the region of interest extraction makes their techniques less attractive. Pham [5] provided a comprehensive study of transfer learning for 16 ImageNet models using a public dataset [7]. Besides reporting DenseNet201 [13] as a promising architecture for the task, Pham also reported that data augmentation often has a deteriorating effect on vanilla transfer learning for the problem. This finding further caps the training data size for the task, where the correctly annotated data is already limited.

To circumvent the above issue, we investigate if it is possible to augment the classification ‘model’ (instead of training data) to boost COVID-19 classification performance under transfer learning. We provide an affirmative answer to this question with the help of a technique that leverages the fundamentals of machine learning for the performance gain. Our method focuses on systematically reducing the distributional shift between the pre-trained model of natural images [6] and COVID-19 CT-scan images. Moreover, we view deep learning from the lens of representation learning, and augment the overall prediction model with sparse [14] and dense collaborative representation learning [15]. We demonstrate that our technique is able to considerably boost the accuracy of COVID-19 classification with limited training data.

2. MOTIVATION

Before introducing the proposed technique, we first highlight the bottleneck of transfer learning for the CT-scan-based COVID-19 classification, which has still kept researchers from achieving the desired level of accuracy with deep learning. For the discussion, let us denote a deep neural model as a function \( M(x \sim \mathcal{X}, \Theta) \), where \( x \) is a sample of the distribution \( \mathcal{X} \) and \( \Theta \) is the set of model parameters, a.k.a. weights. Under the classification learning objective, the model aims at encoding the distribution \( \mathcal{X} \), which is possible by optimising \( \Theta \) over a considerably large set of samples from \( \mathcal{X} \). If the sample size is small, \( M \) struggles in modeling \( \mathcal{X} \) faithfully. Transfer learning is then employed, which aims at computing...
the mapping $\Psi : \tilde{M}(z \sim Z, \Theta) \rightarrow M(x \sim X, \Theta)$, where $\tilde{M}(.)$ is the pre-trained model learned from a large number of samples of $Z$ and $X$ is a small subset of the observed samples of $X$. Given a fixed $X$, the efficacy of the mapping $\Psi$ is mainly governed by the distributional shift $||Z - X||$. The smaller is the shift, the more representative is $M(.)$ of the distribution $X$, which is desired for better classification of $M(.)$ in $X$’s domain.

Unfortunately, the distributional shift between the colored natural images of ImageNet [6] and the grey-scale images of CT-scans is too large, see Fig. 1(left), which compromises the mapping $\Psi$. Clearly, increasing the size of $X$ could help because the larger distributional shift entails a larger $||\Theta - \Theta||$, which can be accounted for with a more comprehensive representation of $X$ in $X$. However, [5] demonstrates that increasing $X$ synthetically does not help for this task. Under our systematic treatment of the problem, we can remark that the data augmentation techniques used in [5] are not able to make $X$ more representative of the distribution $X$.

Provided that improving $X$ is implausible, we aim at improving the mapping function itself. Namely, we let $\Psi : \tilde{M}(z \sim Z, \Theta) \rightarrow \tilde{M}(y \sim Y, \Theta) \rightarrow M(x \sim X, \Theta)$, such that $||\Theta - \Theta|| \ll ||\Theta - \Theta||$ and we can still compute a reasonable approximation of $M(.)$ by transferring $\tilde{M}(.)$ to it, because we can arrange for a larger number of samples of $Y$. Thus, we reduce the distribution shift between the source and target models with an intermediate model that has a smaller shift with the target model, whereas it also allows a better transfer of the source model due to the availability of more training data. We give details of the exact procedure in Sec. 3.

Our second major inspiration comes from looking at deep visual models from the representation learning viewpoint. The model $M(.)$ learns a representation of $X$ to map its samples onto a discriminative feature space for classification. Incidentally, deep learning is not the only representation learning technique available for that purpose. Sparse [14] and dense collaborative representations [15] have also been used effectively for this task. In contrast to the highly non-linear representation learned by deep learning, these methods focus on linear spaces for data modeling. Hence, one can expect them to augment deep learning with their complementary representations. Our results in Sec. 4 verify this.

3. METHOD

We illustrate the proposed method in Fig. 1(right) and describe it below following the provided schematics.

Source model $\tilde{M}(.)$: For the underlying transfer learning task, we follow the common practice of using natural images as the source domain [5], [8], [11]. The models are pre-trained on 1 million labelled images of ImageNet [6], mapping $224 \times 224 \times 3$ color images to 1,000 class labels.

Intermediate model $\hat{M}(.)$: Considering that our target domain of CT-scans has ‘large grey-scale images’, we first introduce slight architectural modifications to $M(.)$, while preserving its original weights. Concretely, we enforce a larger single channel input of size $448 \times 448$ to the model by adding an additional convolutional layer such that the output of this layer is a $224 \times 224 \times 3$ tensor. For the modification, our strategy is to keep the hyper-parameters of kernel size and strides similar to the first convolutional layer of the original model, and use three filters to output a 3-channel feature map. We use the original activation functions and employ Batch-Normalisation when the original model used it.

We aim at training the new layer and also fine-tuning the remaining model for an ‘intermediate’ domain to get the intermediate model $\hat{M}(.)$. We choose chest radiography images

Fig. 1. (Left) Typical samples of CT scans, Chest X-ray and ImageNet dataset [6]. Besides being colored, the patterns in ImageNet samples are very different from CT-scans, identifying a large distributional shift between the domains. The distributional shift is expected to be much smaller between CT scans and X-rays due to the apparent similarities in images, besides both being gray-scale domains. (Right) We propose to first transfer an ImageNet model $\tilde{M}(.)$ to an intermediate model $\hat{M}(.)$ of Chest X-rays by adding extra layers that can process gray-scale images. We transfer $\hat{M}(.)$ to $M(.)$ with a relatively large amount of data [16]. Then, we transfer $\hat{M}(.)$ to the target model $M(.)$ with the available small COVID-19 CT scan data. We also augment the predictions with sparse [14] and dense collaborative representations [15].
as our intermediate domain, that provides large-scale annotate data, Chest-XRay14 [16] for thoracic disease classification. Being grey-scale large medical images, this data domain is closer to the CT-scan images, see Fig. [1] (left). From [15], we select a balanced subset of 775 images per class for 10 classes, and alter the output layer of \( \tilde{M}(\cdot) \) to predict those classes. We tune the resulting network in a three-step scheme.

First, we only learn the newly added input layer and the modified output layer for 5 epochs with a learning rate 0.001 using Adam optimizer. This step is intended for a reasonable initialization only. We further reduce the learning rate 10 times and fiend-tuned these layers for 5 more epochs by augmenting the data with a random rotation in [-7,7] degrees, horizontal flip and cropping. For cropping, we select the central 850 × 850 region of 1024 × 1024 images. The network is fed with 448 × 448 × 1 input. In the end, we again reduce the learning rate by 10 and allow 5 more epochs to fine-tune the ‘complete model’ with the augmented data. Note that, data augmentation here is only used as a regularization mechanism for \( \tilde{M}(\cdot) \) to avoid over-fitting to the intermediate domain.

Target model \( M(\cdot) \): To transfer \( \tilde{M}(\cdot) \) to the target domain of CT-scan images, we use 448 × 448 × 1 inputs obtained by resizing the CT-scan grey-scale images. Besides the advantage that we transfer a model of grey-scale medical images to the CT-scan domain, notice that we are also able to use a larger input size (i.e. 448 × 448 vs 224 × 224). This is beneficial because larger images contain more information, providing more discriminative patterns. We obtain \( M(\cdot) \) with a further fine-tuning of \( \tilde{M}(\cdot) \) for 6 epochs with the grey-scale images from the target domain. We use 5e-4 as the learning rate for the whole model, except for the output layer for which the rate is 10 × 5e-4 because that layer is added anew to account for the binary classification problem at hand.

Sparse & dense collaborative representation: Sparse representation [14] encodes a sample, say \( s \in \mathbb{R}^m \) as a sparse linear combination of a dictionary \( D \in \mathbb{R}^{m \times n} \), such that \( D\alpha \approx s \) and \( \|\alpha\|_0 \leq k \), where \( \|\cdot\|_0 \) denotes the pseudo-norm of the vector. The external constraint \( \|\alpha\|_0 \leq k \) does not allow \( \alpha \) to have more than ‘k’ non-zero coefficients. Hence, the representation vector \( \alpha \) is sparse. Removing the sparsity constraint, renders \( \alpha \) dense. In order to make these representations collaborative, we must construct \( D \) such that its columns (i.e. the basis vectors) form discriminative subspaces for each class label involved in the problem.

We treat the activation vector before the logits of our final model as a basis vector for \( D \). Extracting these vectors for the training samples and arranging them in a class-wide manner in a matrix form constructs \( D \) in our approach. Using that, we compute the sparse representation vector of \( s \) using the well-established Orthogonal Matching Pursuit (OMP) technique [18]. Here, \( s \) is the activation vector of \( M(\cdot) \) for a test sample. For the dense representation vectors, we let \( \alpha = (D^TD + \lambda I)^{-1}D^Ts \), where \( I \) is an identity matrix and \( \lambda \) is a scalar. From the linear algebra viewpoint, the computed \( \alpha \) gives us a regularized least square projection of \( s \) onto the discriminative subspace formed by \( D \). We fuse the two representation vectors by simply normalizing and adding.

Label prediction: The computation of sparse and dense representation is done only at the prediction stage. The fused representation vector for a test sample is further combined with the prediction of the target model \( M(\cdot) \), for which a simple strategy is adopted. That is, we first add all the coefficients of the fused representation vector that belong to the same class. It is possible to identify those because our dictionary is arranged in an arranged matrix. Then, we add the resulting vector to the softmax activations of \( M(\cdot) \). The intuition is simple. That is, a representation vector for a sample of a given class normally likes to use the dictionary columns belonging to that class more actively. Thus, the corresponding coefficients of the vector gets higher values, which we can use to amplify the softmax scores of \( M(\cdot) \). In the end, we choose the maximum augmented softmax score to decide the prediction label.

4. EVALUATION

We evaluate our technique on two public datasets for COVID-19 classification using CT-scans. The first dataset is, SARS-COV-2-CT (SC2C) database [17]. It contains a total of 2,482 CT images, which includes 1,252 images of COVID-19 positive cases of 60 patients and 1,230 images of 60 COVID-19 negative patients. The data has been collected from different hospitals in Sao Paulo, Brazil. The second dataset is COVID-CT-Dataset (CCD) [7]. It consists of 349 CT images of COVID-19 infected patients and 397 CT images of non-infected patients. The image sizes in both datasets vary significantly. However, most of those images are much larger than the 224 × 224 grid size.

We transfer the popular ImageNet models of Inception-v3, ResNet50, DenseNet201 and VGG16 to our target domain using the training details discussed in the previous section. Table 4 summarizes the results of our experiments on the two datasets. We include the results of vanilla ‘Transfer learning’ as the baseline, which is claimed highly accurate in [5]. Results for the ‘Boosted’ transfer learning are achieved by transferring our chest X-ray model, which was altered for the larger grey-scale inputs. We use 5 training epochs with 5e-4 learning rate for this transfer. We can see a consistent large performance gain with this improvement over vanilla transfer learning. For the ‘Boosted + Data Aug.’, we also include data augmentation with random scaling in the range [0.9, 1.1], random translation in the range [-5, 5] and reflection. It is worth noticing that data augmentation generally results in a slight performance gain, which is expected. However, this is different from the findings of [5]. We discuss this further in Sec. 5.

Lastly, the ‘Combined’ results indicate that the proposed sparse and dense collaborative representation is also used to improve the ‘Boosted+Data Aug.’ results. Again, generally, an increasing trend in the performance is observed. We use
| Models (Dataset) | Method                        | Acc. (%)       | Sens. (%)       | Spec. (%)       | F1 score |
|------------------|-------------------------------|----------------|----------------|----------------|----------|
|                  | Transfer learning             | 67.60±0.93     | 97.69±1.02     | 38.00±1.20     | 0.74±0.01|
|                  | Boosted                       | 76.34±1.71     | 97.42±0.23     | 55.60±3.2      | 0.80±0.01|
|                  | Boosted + Data Aug.           | 78.36±1.91     | 96.88±0.62     | 60.13±4.23     | 0.81±0.01|
|                  | Combined                      | 80.04±0.92     | 96.34±0.40     | 64.00±2.22     | 0.82±0.01|
| InceptionV3 (SC2C) | Transfer learning             | 74.46±1.43     | 99.45±0.62     | 49.86±3.33     | 0.79±0.01|
|                  | Boosted                       | 75.00±1.32     | 98.37±0.40     | 52.00±3.01     | 0.79±0.01|
|                  | Boosted + Data Aug.           | 78.89±0.76     | 98.10±1.17     | 60.00±2.22     | 0.82±0.01|
|                  | Combined                      | 80.24±0.40     | 97.83±1.30     | 62.93±2.05     | 0.83±0.01|
| ResNet50 (SC2C)  | Transfer learning             | 74.79±2.47     | 98.91±1.24     | 51.06±5.99     | 0.79±0.01|
|                  | Boosted                       | 80.10±2.48     | 98.78±1.22     | 61.73±3.78     | 0.83±0.02|
|                  | Boosted + Data Aug.           | 81.31±1.34     | 99.05±1.02     | 63.86±1.89     | 0.84±0.01|
|                  | Combined                      | 82.25±2.28     | 97.56±1.46     | 67.20±5.89     | 0.84±0.01|
| DenseNet201 (SC2C) | Transfer learning             | 79.16±2.66     | 85.63±13.13    | 72.80±14.54    | 0.80±0.03|
|                  | Boosted                       | 80.24±2.82     | 89.56±13.24    | 71.06±9.20     | 0.81±0.04|
|                  | Boosted + Data Aug.           | 83.40±0.61     | 98.37±1.86     | 68.66±2.34     | 0.85±0.01|
|                  | Combined                      | 84.27±0.20     | 99.05±1.02     | 69.73±1.22     | 0.86±0.01|
| VGG16 (SC2C)     | Transfer learning             | 79.52±1.22     | 88.60±5.37     | 67.14±4.51     | 0.81±0.01|
|                  | Boosted                       | 76.34±1.76     | 81.01±5.75     | 71.07±5.87     | 0.78±0.02|
|                  | Boosted + Data Aug.           | 76.51±2.32     | 79.74±1.03     | 72.85±4.80     | 0.78±0.01|
|                  | Combined                      | 77.26±1.26     | 87.45±12.05    | 66.88±11.67    | 0.79±0.02|

As compared to [5], our analysis does not suffer from counter-intuitive observations. However, it also does not support the notion that highly effective transfer learning from the natural image models is possible with limited number of CT-scans. A further investigation for unbiased and fair evaluation of transfer learning for this task is implicated by our study, which is planned for the future. However, our method does ascertain the possibility of a considerable performance boost for transfer learning for this task.
6. REFERENCES

[1] Wenjing Yang, Arlene Sirajuddin, Xiaochun Zhang, Guanshu Liu, Zhongzhao Teng, Shihua Zhao, and Minjie Lu, “The role of imaging in 2019 novel coronavirus pneumonia (covid-19),” European Radiology, pp. 1–9, 2020.

[2] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton, “Deep learning,” nature, vol. 521, no. 7553, pp. 436–444, 2015.

[3] Shinjini Kundu, Hesham Elhalawani, Judy W Gichoya, and Charles E Kahn Jr, “How might ai and chest imaging help unravel covid-19’s mysteries?,” 2020.

[4] Xiaoming Li, Wenbing Zeng, Xiang Li, Haonan Chen, Leping Shi, Xinghui Li, Hongnian Xiang, Yang Cao, Hui Chen, Chen Liu, et al., “Ct imaging changes of corona virus disease 2019 (covid-19): a multi-center study in southwest china,” Journal of translational medicine, vol. 18, pp. 1–8, 2020.

[5] Tuan D Pham, “A comprehensive study on classification of covid-19 on computed tomography with pretrained convolutional neural networks,” Scientific Reports, vol. 10, no. 1, pp. 1–8, 2020.

[6] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet: A Large-Scale Hierarchical Image Database,” in CVPR09, 2009.

[7] Jinyu Zhao, Yichen Zhang, Xuehai He, and Pengtao Xie, “Covid-ct-dataset: a ct scan dataset about covid-19,” arXiv preprint arXiv:2003.13865, 2020.

[8] Ali Abbasi Aradakani, Alireza Rajabzadeh Kanafi, U Rajendra Acharya, Nazanin Khadem, and Afshin Mohammad, “Application of deep learning technique to manage covid-19 in routine clinical practice using ct images: Results of 10 convolutional neural networks,” Computers in Biology and Medicine, p. 103795, 2020.

[9] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.

[10] Andrew Maranhão Ventura Dadário, Joselisa Pêres Queiroz Paiva, Rodrigo Caruso Chate, Bira-jara Soares Machado, and Gilberto Szarf, “Regarding artificial intelligence distinguishes covid-19 from community acquired pneumonia on chest ct”,” Radiology, p. 201178, 2020.

[11] Shuai Wang, Bo Kang, Jinlu Ma, Xianjun Zeng, Mingming Xiao, Jia Guo, Mengjiao Cai, Jingyi Yang, Yaodong Li, Xiangfei Meng, et al., “A deep learning algorithm using ct images to screen for coronavirus disease (covid-19),” MedRxiv, 2020.

[12] Xiaowei Xu, Xiangao Jiang, Chunlian Ma, Peng Du, Xukun Li, Shuangzhi Lv, Liang Yu, Qin Ni, Yanfei Chen, Junwei Su, et al., “A deep learning system to screen novel coronavirus disease 2019 pneumonia,” Engineering, vol. 6, no. 10, pp. 1122–1129, 2020.

[13] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger, “Densely connected convolutional networks,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 4700–4708.

[14] Ivana Tosic and Pascal Frossard, “Dictionary learning,” IEEE Signal Processing Magazine, vol. 28, no. 2, pp. 27–38, 2011.

[15] Naveed Akhtar, Faisal Shafait, and Ajmal Mian, “Efficient classification with sparsity augmented collaborative representation,” Pattern Recognition, vol. 65, pp. 136–145, 2017.

[16] Xiaosong Wang, Yifan Peng, Le Lu, Zhiyong Lu, Mohammadhadi Bagheri, and Ronald M Summers, “Chestx-ray8: Hospital-scale chest x-ray database and benchmarks on weakly-supervised classification and localization of common thorax diseases,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 2097–2106.

[17] Eduardo Soares, Plamen Angelov, Sarah Biaso, Michele Higa Froses, and Daniel Kanda Abe, “Sars-cov-2 ct-scan dataset: A large dataset of real patients ct scans for sars-cov-2 identification,” medRxiv, 2020.

[18] Yagyensh Chandra Pati, Ramin Rezaifar, and Perinkulam Sambamurthy Krishnaprasad, “Orthogonal matching pursuit: Recursive function approximation with applications to wavelet decomposition,” in Proceedings of 27th Asilomar conference on signals, systems and computers. IEEE, 1993, pp. 40–44.