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Abstract

Optical rogue waves and its variants have been studied quite extensively in the context of optical fiber in recent years. It has been realized that dispersion management in optical fiber is experimentally much more feasible compared to its nonlinear counterpart. In this work, we report Kuznetsov-Ma (KM)-like breathers from the first three orders of rational solutions of the nonlinear Schrödinger equation with periodic modulation of the dispersion coefficient along the fiber axis. The breather dynamics are then controlled by proper choice of modulating parameters. Additionally, the evolution of new one-peak and two-peak breather-like solutions has been displayed corresponding to the second-order rational solution. Direct numerical simulations based on modulational instability has also been executed which agree well with the analytical results, thereby making the proposed system more feasible for experimental realization.
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1. Introduction

Since the publication of the remarkable study on optical rogue waves in 2007 \cite{1} and later the experimental demonstration of Peregrine solitons in nonlinear optical fiber \cite{2}, the study of optical rogue waves exploded in various contexts \cite{3-9} in the last one decade. The theoretical understanding of optical rogue wave is provided by the so-called nonlinear Schrödinger equation (NLSE).

The study of NLSE has earned a lot of attention over the past few decades, due to its wide range of applications in numerous branches of science \cite{10-12}. Since its earliest usage in the study of deep water wave propagation in oceanography \cite{13,14}, the self-focussing NLSE has been exploited extensively in different branches of physics, including nonlinear phenomena in optics \cite{15,16}, Bose-Einstein condensate \cite{17,21}, plasma physics \cite{22,24} and optomechanics \cite{25}. Here, the NLSE, which is under the investigation, refers to the self-focussing NLSE which has been used to study high amplitude extreme event phenomena such as rogue waves in optical fibers.

The advantage of using the NLSE is that it belongs to a class of completely integrable nonlinear evolution equations and also admits an infinite number of exact solutions \cite{20}. To elucidate, it
exhibits envelope solitons on zero background [27] and Kuznetsov-Ma (KM) breather [28]. Akhmediev breathers [29] and Peregrine solitons (PSs) [30, 31] on finite background. Note that KM breathers are spatially localized solutions which breathe temporally while Akhmediev breathers are temporally localized solutions which breathe spatially and the Peregrine soliton is localized in both spatial and temporal co-ordinates. Each of these finite background solutions is specific limiting cases of a more general first-order two-parameter periodic solution with two periods, one along the spatial axis and the other along the temporal axis. A detailed relation between these first-order solutions corresponding to the lowest-order solutions of the NLSE can be found in Ref. [26]. The NLSE also admits another spatio-temporally localized solution as the limiting case of Akhmediev breather when its spatial period is considered to be infinite [32, 33]. This solution having the same expression as the Peregrine soliton, is known as the first-order rational soliton solution in the form of ratio of two polynomials both being functions of space and time. Along similar lines, higher-order rational solutions were also obtained from the nonlinear superposition of multiple first-order rational solutions [34–39].

The higher-order rational solutions of the constant coefficient NLSE, Peregrine soliton, Akhme-
diev breather and KM breather have been studied analytically in the context of rogue wave generation. It is important to note that a rogue wave is a spatiotemporally localized single wave with high amplitude which emerges suddenly and dies out rapidly without leaving any trace to follow. In case of an inhomogeneous Kerr nonlinear medium, such as optical fiber, the variation in system parameters (dispersion coefficient, nonlinearity and gain or loss) needs to be incorporated by employing the variable coefficient NLSE (Vc-NLSE). Similarity transformation has extensively been used to construct analytical solutions of the Vc-NLSE connecting the solutions of constant coefficient NLSE [10]. Over the years utilizing this method, several theoretical studies have been reported on rogue wave dynamics [11,12]. Also, the study of breathers and rational solutions of different Vc-NLSE have revealed several new features, which include nonlinear tunnelling effect in periodically distributed system and exponentially dispersion decreasing fiber [17] and Peregrine comb as multiple compression point in the amplitude in periodically modulated fibers [18].

Recently it has been reported that periodic modulation of nonlinearity coefficient along the transverse axis leads to evolution of Akhmediev-like breathers [11]. Also, a previous report revealed how KM breathers and first and second order rational solutions evolve under periodic modulation of both dispersion and nonlinearity coefficients [12]. Zhong et al. have shown that under such condition, KM breathers propagate in a periodically modulated background with three peaks in one breathing unit, while the rational solutions maintain their standard features. In this work, by manipulating only the dispersion coefficient periodically along spatial axis, we obtain Kuznetsov-Ma (KM)-like breathers analytically from the first three orders of rational solutions of Vc-NLSE for the first time. The well-known similarity transformation has been used to solve the Vc-NLSE from the seed solutions of the standard NLSE. It should be noted that, we have chosen only rational solutions and observed their evolutions under periodic dispersion profile. Also, it has been observed that the evolution of such KM-like breathers does not depend on the order of the rational solutions. Additionally, two new different peak-dynamics corresponding to the second-order rational solution have been displayed by controlling the free parameters under the periodic dispersion profile. Also, direct numerical results have been shown by employing pseudo-spectral methods which confirm the analytical findings. One of the major motivations for focussing on the dispersion management rather than the nonlinear one is due to the experimental feasibility of the earlier. While there are a number of experimental reports on successful modulation of dispersion management [49,52], there
is no experimental vindication of nonlinearity management in the context of nonlinear fiber optics albeit a few of the former were executed in Bose-Einstein condensate\cite{53, 54}.

The paper is organized as follows. Section 2 provides appropriate model of (1+1)D Vc-NLSE with the analytical method to obtain the solutions. In Section 3, we explore rational solution dynamics and the evolution of the first, second and third-order rational solutions as controlled-breathers in the case of Vc-NLSE under periodic dispersion coefficient. Section 4 illustrates the numerical result. Finally, Section 5 provides an overall conclusion.

2. The Model and Similarity Transformation Technique

The pulse propagation in a Kerr nonlinear medium, say an optical fiber, is best described by the so-called nonlinear Schrödinger equation with variable coefficients, which reads as

\begin{equation}
    i \frac{\partial u}{\partial z} + \beta_2(z) \frac{\partial^2 u}{\partial x^2} + \chi(z)|u|^2 u = 0.
\end{equation}

where $u(z, x)$ denotes the complex envelope of the optical field, $z$ and $x$, respectively, are the propagation distance along the medium and the retarded time. Also, the parameters $\beta_2(z)$ and $\chi(z)$ are the group velocity dispersion (GVD) and the nonlinear (self-phase modulation) coefficients, respectively. Motivated by previous studies\cite{42,44}, we utilize the well-known similarity transformation in order to solve Eq. (1), which is written as

\begin{equation}
    u(z, x) = A(z)V(T, X)e^{iB(z, x)},
\end{equation}

As it is generally known, this similarity transformation reduces Eq. (1) to the known standard NLSE

\begin{equation}
    i \frac{\partial V}{\partial T} + \frac{1}{2} \frac{\partial^2 V}{\partial X^2} + |V|^2 V = 0,
\end{equation}

where $V(T, X)$ represents the complex envelope of the optical field whose expression is known; $T(z)$ is the dimensionless propagation distance and $X(z, x)$ denotes the similarity variable which needs to be determined. Also, $A(z)$ and $B(z, x)$, both being real, are the amplitude and the phase function, respectively. Therefore, substitution of Eq. (2) into Eq. (1) will connect its solution to the exact known solution of Eq. (3), provided following set of relations and partial derivative equations (PDEs) are satisfied:

\begin{align}
    AT_z &= 1, \\
    \beta_2 A X_x &= 1, \\
    \chi A^3 &= 1, \\
    B_z + \frac{\beta_2}{2} B_x &= 0, \\
    \frac{A_z}{A} + \frac{\beta_2}{2} B_{xx} &= 0, \\
    \frac{\beta_2 A}{2} X_{xx} &= 0, \\
    B_x &= -\frac{1}{\beta_2} \frac{X_z}{X_x}.
\end{align}
In the above equations, subscripts denote partial derivatives with respect to $z$ or $x$. While solving Eqs. (4), it turns out that the variable coefficients of Eq. (1) spontaneously emerge in the parameters of similarity transformation as follows,

$$T(z) = \int_0^z \frac{\beta_2(s)}{w^2(s)} \, ds,$$  \hfill (5a)

$$w(z) = w_0 \frac{\beta_2(z)}{\chi(z)},$$  \hfill (5b)

$$X(z,x) = \frac{x}{w(z)} + \theta(z),$$  \hfill (5c)

$$A(z) = \frac{1}{w(z)} \sqrt{\frac{\beta_2(z)}{\chi(z)}},$$  \hfill (5d)

$$B(z,x) = \frac{w_z}{\beta_2 w} \frac{x^2}{2} + B_0(z),$$  \hfill (5e)

with a condition,

$$\beta_2 w_{zz} = \beta_2 w_z,$$  \hfill (6)

where $w(z)$ is the width of the rational soliton solution, $w_0$ being the initial width. Also, $\theta(z)$ and $B_0(z)$ are real integration constants which are chosen to be $\theta(z) = 0$, $w_0 = 1$, $B_0(z) = 1$ for the rest of the calculations. Finally, assembling all the solutions from Eqs. (5), the exact solution of Eq. (1) can now be obtained as given below

$$u_n(z,x) = \frac{1}{w(z)} \sqrt{\frac{\beta_2(z)}{\chi(z)}} V_n(T, X) e^{i \left( \frac{w_z}{\beta_2 w} \frac{x^2}{2} + 1 \right)}.$$  \hfill (7)

where $n$ denotes the order of the solution.

As previously described, the NLSE (Eq. (3)) has several exact analytical solutions describing different physical phenomena. We will specifically deal with the first three orders of rational solutions obtained by the well-known Darboux transformation \cite{55,56}. A well-established classification of these rational solutions is given by a complex parameter $s_j$, where $j$ is a positive integer, $j = 1, 2, \ldots n$.

There is no $s_j$ parameter in the standard first-order rational solution, while there is one $s_1$ parameter in the second-order solution defined as $s_1 = a + ib$. The second-order solution shows two different kinds of characteristics, type $[0]$ when $s_1 = 0$ ($a = b = 0$) and type $[1]$ when $s_1 \neq 0$ \cite{57}. Similarly, there exist two parameters $s_1 = a + ib$ and $s_2 = c + id$ in the third-order rational solution. The third-order solutions are denoted as type $[0,0]$ when $s_1 = s_2 = 0$. For different $s_1$, $s_2$ values they are classified as type $[0,1]$, $[1,0]$ and $[1,1]$ \cite{58}. These parameters $a$, $b$, $c$ and $d$ are known as the ‘free parameters’. On the basis of the work done in Refs. \cite{35,58}, we use the first, second and the third-order rational solutions,

$$V_1 = \left[ 1 - \frac{4(1 + 2iT)}{1 + 4X^2 + 4T^2} \right] e^{iT},$$  \hfill (8)

$$V_2 = \left[ 1 - 2 \frac{D_1}{D_2} \right] e^{iT},$$  \hfill (9)
\[ V_3 = \left[ 1 - 2 \sum_{j=0}^{12} H_j X_j \right] e^{IT} \]  

(10)

and study the intensity distribution of Eq. (7) choosing a specific functional form of \( \beta_2(z) \) and \( \chi(z) \) for different \( s_1 \) and \( s_2 \) parameters.

3. Dynamics of rational solutions for periodic dispersion profile

In this section, we choose the dispersion coefficient to be periodic of the form, \( \beta_2(z) = 1 + \sigma \cos(\omega z) \). Here, \( \sigma \) is the amplitude part of the modulation with \(-1 < \sigma < 1 \) and \( \omega \neq 0 \) is the spatial frequency. The corresponding pulse width, \( w(z) \), the amplitude function, \( A(z) \), and the similarity variable, \( X(z, x) \), are given as follows: 

\[ w(z) = \frac{1 + \sigma \cos(\omega z)}{1 + \sigma}, \quad A(z) = \frac{1 + \sigma}{\sqrt{1 + \sigma \cos(\omega z)}}, \quad X(z, x) = \frac{x(1 + \sigma)}{1 + \sigma \cos(\omega z)} \]

We consider that there is no nonlinear management in the system, i.e., \( \chi(z) = 1 \). It is worthwhile to note that such dispersion profiles could easily be generated in a fiber drawing process in experiments. In fact, numerous experimental and theoretical studies have been reported in the past where the dispersion coefficient is perturbed periodically, quasi-periodically or even randomly [59-64].

With these variables and Eqs. (7), (8), (9) and (12), we illustrate the intensity distribution of the first three orders of rational solutions for a periodically modulated group velocity dispersion. It is well-known that the standard first-order rational solution (Peregrine soliton) shows a single
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Figure 1: Intensity distribution of the first-order rational solution (or Peregrine soliton). (a) Standard first-order solution without modulation. Controlled KM-like breather with: (b) \( \omega = 1, \sigma = 0.1 \); (c) \( \omega = 1, \sigma = 0.5 \) and (d) \( \omega = 2, \sigma = 0.1 \).
peak, localized in both temporal and spatial axes (see Fig. 1(a)). Owing to the effect of periodic modulation of the dispersion along the propagation direction, the soliton solution starts breathing along the $z$-axis as shown in Fig. 1(b). Such a temporally breathing solution has strong resemblance with the KM breather, and thus it can be termed as ‘controlled KM-like breather’. Here, the breather and the background have different frequencies in $z$, thus producing a beating between the breather solution and the background. The parameter, $\sigma$, controls the background amplitude and the breather peak power see Figs. 1(b) and 1(c), while the spatial frequency ($\omega$) controls the breathing frequency of the KM-like breather and the periodicity of the finite background as shown in Fig. 1(d).
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Figure 2: Intensity distribution of the second-order rational solution. For $a = 20$: (a) Standard second-order type [1] solution and (b) Controlled type [1] breather, both symmetrical about x-axis. For $b = 20$: (c) Standard second-order type [1] solution, (d) Controlled type [1] breather, both symmetrical about z-axis. Modulating parameters chosen: $\sigma = 0.1, \omega = 1$.

Similar controllable KM-like breather can be obtained in the case of second-order rational solution as well. As per the previously mentioned classification of the standard second-order rational solution which is based on $s_1$ parameter [58], type [0] solution possesses single peak. On the other hand, type [1] solution possesses three peaks (triplets) distributed in triangular shape. These triplets in second-order solution are symmetric about the $x$-axis when $a \neq 0, b = 0$ as observed in Fig. 2(a) and about the $z$-axis when $a = 0, b \neq 0$. Considering specific values of $\sigma = 0.1$ and $\omega = 1$, it has been observed that both type [0] and type [1] solutions show breathing features under periodic dispersion. Here, we have shown the intensity evolution and contour plot of modulated type [1] solution in Figs. 2(c) and 2(d). This kind of solution could be termed as ‘controlled type [1] breather’. Considering the triangular peak distribution in Figs. 2(a) as one unit, in each such periodic unit of the type [1] breather, the triplets are symmetric about the $x$-axis.
when \( a \neq 0, b = 0 \) (see Fig. 2(b)). On the other hand, the triplets are symmetric about the \( z \)-axis when \( a = 0, b \neq 0 \). The distance between the peaks gets increased with the increase in the value of either \( a \) or \( b \). Thus, type [1] breather maintains the characteristics of type [1] rational solution while breathing.

Unlike the first and the second-order rational solutions, the characterization of the basic third-order rational solution requires two parameters, \( s_1 \) and \( s_2 \) as already pointed out. From the previous researches, we know that the standard third-order solution shows four different features, namely, the one peak or type \([0,0] \) [53], the triangular cascade or type \([1,0] \) [39, 65], the pentagram structure or type \([0,1] \) [39, 65] and the claw-structure or type \([1,1] \) [37, 58]. The intensity distribution of the standard type \([1,0] \) and type \([1,1] \) solutions are shown in Fig. 3(a) with \( s_1 = 100, s_2 = 0 \) \((a = 100, b = 0, c = d = 0)\) and in Fig. 3(c) with \( s_1 = 31, s_2 = 500 \) \((a = 31, b = 0, c = 500, d = 0)\), respectively. The standard type \([1,0] \) solution corresponds to a unit of triangular structure, which is basically six first-order rational solutions of the same amplitude arranged in a triangular shape [Fig. 3(a)].

On the other hand, intensity distribution of type \([1,1] \) solution displays clawlike structure which contains three first-order and one second-order solutions with their highest amplitude [Fig. 3(e)]. Now, considering \( \sigma = 0.1 \) and \( \omega = 0.5 \), it has been observed that, for \( s_1 = 100, s_2 = 0 \) \((a = 100, b = 0, c = d = 0)\) and in Fig. 3(e) with \( s_1 = 31, s_2 = 500 \) \((a = 31, b = 0, c = 500, d = 0)\), respectively. The standard type \([1,0] \) solution corresponds to a unit of triangular structure, which is basically six first-order rational solutions of the same amplitude arranged in a triangular shape [Fig. 3(a)].

3.1. Three-peak Breather to Single-peak and Two-peak Breather conversion

In this section, we briefly explore some unique aspects of the second-order rational solution for periodically varying dispersion profile. In the case of the constant coefficient NLSE solution, for \( s_1 \neq 0 \), if the value of real or imaginary part of \( s_1 \) parameter \((a \text{ or } b)\) is increased, the peak separation gets increased for both the cases [58]. But under periodically varying dispersion profile, for a fixed value of the modulating parameters \( \sigma \) and \( \omega \), the breather dynamics show a completely different characteristics depending on the value of the real or imaginary part of \( s_1 \) parameter.

To explain further, for specific modulating parameters, \( \sigma = 0.1 \) and \( \omega = 0.6 \), when the real part of the \( s_1 \) parameter, i.e. \( a \) is increased under periodically modulated dispersion, the distance between the triplets of each unit is found to increase at first (see Figs. 4(a) and 4(b)). But after a certain \( a \) value, the controlled three-peak type [1] breather transforms into a single-peak type [1] breather with a lower amplitude. The appearance of the single-peak type [1] breather is shown at a specific value \( a = 1500 \) as presented in Fig. 4(c). This controlled single-peak type [1] breather appears similar to the controlled KM-like breather shown in Fig. 1(b), having its origin shifted to the positive \( x \)-axis. The reason behind the disappearance of the other two peaks may be attributed to the high \( a \) value in comparison with the modulating period \((2\pi/\omega)\) of the background. The higher \( a \) value leads to a larger peak separation in each triplet unit of the controlled type [1] breather. In the presence of lower modulating period and larger peak separation (controlled by
Figure 3: Intensity distribution and contour plots for third-order rational solution. For $s_1 = 100$, $s_2 = 0$: (a),(b) Triangular cascade structure of the standard third-order type $[1,0]$ solution and (c),(d) Controlled type $[1,0]$ breather. For $s_1 = 31$, $s_2 = 500$: (e),(f) Claw-like structure of the standard third-order type $[1,1]$ solution and (g),(h) Controlled type $[1,1]$ breather. Modulating parameters chosen: $\sigma = 0.1$, $\omega = 0.5$. 
Figure 4: Intensity distribution for controlled type [1] breathers with $\sigma = 0.1$, $\omega = 0.6$ and $a \neq 0$, $b = 0$. For: (a) $a = 50$; (b) $a = 100$; (c) $a = 1500$.

Figure 5: Intensity distribution for controlled type [1] breathers with $\sigma = 0.1$, $\omega = 0.6$ and $a = 0$, $b \neq 0$. For: (a) $b = 50$; (b) $b = 100$; (c) $b = 1500$.

On the other hand, for the same modulating parameters $\sigma = 0.1$ and $\omega = 0.6$, when the imaginary part of $s_1$ parameter, i.e. $b$ is increased, the distance between the triplets within each unit is again found to increase as given in Figs. 5(a) and 5(b). But unlike the previous case, at a particular value $b = 1500$, the transformation from three-peak type [1] breather into two-peak type [1] breather can be observed (see Fig. 5(c)). The breathing period of the third peak in each unit is less than the peak separation distance (controlled by $b$). In this case, another feature has also been observed that each unit gets shifted along the positive $z$-axis as shown in Fig. 5(c). When $b > 1500$, peak separation in each unit increases and each unit shifts along the positive $z$-axis. It is well-known that the standard second-order rational solutions (type [0] and type [1]) do not possess two peaks, but by regulating the free parameters $b$ under periodic dispersion profile, we obtain two-peak type [1] breather solution. Thus, if the value of modulating period of finite background (controlled by spatial frequency in periodic dispersion profile) is less than the peak separation value (controlled by free parameters), one can obtain a new breather dynamics corresponding to the higher-order rational solutions.
4. Modulational instability analysis: Direct numerical outcomes

It is a well-established fact that modulational instability is a precursor for the formation of rogue waves as the latter is a phenomenon of extreme events triggered by the maximum unstable modes \[66\]. Indeed, in realistic physical settings including optical fiber and sea waves the plane wave is perturbed by a quantum noise and subsequently the formation of extreme waves (rogue waves) is traced at a particular propagation distance. It is to be noted that since the rogue waves are generated due to perturbative fields, they are highly unstable which in turn results to an instantaneous life time to the former. Hence considering the analytical solutions as the seed solutions in the numerical evolution are unrealistic ones. One of the standard ways to simulate these analytical solutions is to rely on the noise induced MI where the the plane wave experiences an instability due to the perturbation \[67\]. In this process, the spectral sidebands of unstable modes undergo an exponential growth and eventually lead to a more complex dynamics which could be mapped to the well-known four-wave mixing process. During this complex dynamics, there occurs a cyclic energy exchange between multiple spectral modes due to an inelastic collision \[63\]. Besides, it has been suggested that the occurrence of MI is closely related to the phenomenon
of Fermi–Pasta–Ulam recurrence in optics since the MI, in the long run, results in a train of ultra-short pulses with a same repetition rate in its chaotic MI map consisting of multiple high-amplitude waves which can show a signature of extreme events [68]. To observe the realtime rogue waves investigated in the proposed system of periodically varying group dispersion, we solve Eq. (1) by the standard pseudo-spectral method in Python programming language with appropriate boundary conditions including 1024 Fourier points [69]. To this end, we assume the following plane wave solution with an infinitesimal parameter $\epsilon$, which is to be accountable for the perturbation.

$$u(0, x) = u_0 (1 + \epsilon \cos(\Omega x)). \quad (11)$$

where $\Omega$ is the (temporal) frequency of the applied field. Here the values of CW amplitude and the seed parameter are, respectively, chosen to be $u_0 = 1.21$ and $\epsilon = 0.01$ unless otherwise stated. Prior to analyzing the generation of rogue waves in the inhomogeneous system, we first produce the results for the constant NLSE by considering the periodic GVD parameter as $\beta_2(z) = 1$ by keeping the nonlinear parameter as $\chi(z) = 1$. As shown in Fig. 6(a), Akhmediev-like breathers (ABs) are formed after a finite distance ($z > 3$) (see Fig. 6(b)) before which the non-zero CW background does not experience any instability. Note that these ABs are generated by an array of Peregrine solitons (refer to the pulse marked with a white rectangle box in Fig. 6(b) and the
one dimensional plot drawn in Fig. 6(c)) confined in temporal axis (x) and these results well agree with the earlier analytical predictions shown in Fig. 1(a). While making this conclusion, it must be kept in mind that both the amplitude and phase of the nonlinear structure are needed to arrive at a reasonable inference in order to prove the typical signatures of PSs [70]. In Fig. 6(d), we have shown the phase portraits of both the analytical solution shown in Fig. 1(a) and the numerically extracted PSs (for instance, see Fig. 6(b)) at the propagation distance z = 4.5. It is obvious that the outcomes driven by the modulational instability of plane wave induced by the perturbation agree well with the measured intensity and phase of the nonlinear wave packets as were done in Refs. [34, 71].

We now investigate the dynamics of Peregrine solitons in the case of inhomogeneous systems with the periodic profile (β2(z) = 1 + σ cos(ωz)). By retaining the same parameters used in Fig. 1(b) with σ = 0.1 and Ω = 1, a series of numerical experiments have been carried out by varying the temporal domain (x) to capture the formation of KM- like breathers and the corresponding ramifications shown in Figs. 7(a) and 7(b) corroborate well with the analytical calculations depicted in Fig. 1(b). In support of this validation, a comparison of the two dimensional intensity plot of Fig. 1(b) with the evolution of the plane wave along the propagation direction is shown in Fig. 7(c). It is evident from Fig. 7(c) that the obtained numerical KM- like breathers are a clear manifestation of periodic management of dispersion parameter. In addition, the growth rate against the evolution co-ordinate is given in Fig. 7(d), which further supports the presented numerical findings adequately. Although the first-order rational solutions can be traced after a number of numerical experiments pertaining to the modulational instability caused by the small perturbation, it is highly cumbersome to predict the existence of higher-order Peregrine solitons [71]. Nevertheless, we have presented the dynamics of third-order rational solutions in Fig. 8 with the system parameters chosen as σ = 0.125 and ω = 1. It is very clear to observe the formation of claw-like structure (refer to the PS indicated by a red arrow line in Fig. 8(a)) with the triplets of Peregrine solitons. We affirm here that, to the best of our knowledge, these are the first ever numerical proofs for the existence of Peregrine solitons and KM breathers done in the inhomogeneous systems through the direct simulations induced by the infinitesimal perturbations. Also, it is quite remarkable to note that such perturbation induced nonlinear structures have been mapped well with the analytical solutions through the MI simulations instead of simulating the former along the evolution co-ordinate by considering it as the seed solution even in this inhomogeneous system. It is worthwhile to mention that such PSs and their different variants including ABs and KM-like breathers found both analytically and numerically in the present system can be characterized and distinguished by some other import tools such as numerical inverse scattering transform (IST) and finite gap theory [67, 72-74]. In particular, IST spectra obtained from the eigenvalues of the considered systems stand out to be an accurate tool in characterizing extreme waves (rogue waves) and their mechanisms. Our analytical and numerical findings are also expected to rely on this method and those ramifications shall be published elsewhere. Since the periodic GVD can easily be fabricated by the state-of-the-art-technology available in this modern era and these novel solutions have already been observed through the numerical experiments, we do hope that the present study will stimulate experiments in these directions, which may pave a new avenue on rogue waves in the lightwave communication systems.
Figure 8: Evolution of third-order rational waves with type $[1,1]$ induced by the amplitude of perturbation $\epsilon = 0.01$. The other parameters are $\sigma = 0.125$, $\omega = 1$ and $\chi = \Omega = 1$.

5. Conclusion

In summary, the evolution of first three orders of rational soliton solutions has been investigated under the presence of a longitudinally varying periodic dispersion via appropriate similarity transformation in the context of optical fiber. It has been shown that it is possible to transform rational soliton solution into KM-like breather with judicious choice of dispersion coefficient parameters. By modulating the amplitude part and the spatial frequency of the periodic dispersion profile, one can realize novel rational solution dynamics. Our study also shows how for periodic dispersion, the second-order rational solution dynamics change depending on free parameters corresponding to the complex $s_1$ parameter. For specific modulating parameters, different peak-dynamics have been observed by regulating the real and imaginary parts of the $s_1$ parameter. Direct numerical simulations have also been executed to corroborate the analytical predictions through the modulational instability analysis by perturbing the applied field with a small perturbation in the form of white noise. Since in reality modulating dispersion profile is much easier, as evident from numerous experimental studies, than modulating nonlinearity or any other inhomogeneous profiles, we believe our study on the dynamics of rational solutions can be helpful to understand the dynamics of different types of rogue waves in realtime experiments.
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