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ABSTRACT

Context. We still do not understand which physical mechanisms are responsible for the transport of angular momentum inside stars. The recent detection of mixed modes that contain the clear signature of rotation in the spectra of Kepler subgiants and red giants gives us the opportunity to make progress on this question.

Aims. Our aim is to probe the radial dependence of the rotation profiles for a sample of Kepler targets. For this purpose, subgiants and early red giants are particularly interesting targets because their rotational splittings are more sensitive to the rotation outside the deeper core than is the case for their more evolved counterparts.

Methods. We first extracted the rotational splittings and frequencies of the modes for six young Kepler red giants. We then performed a seismic modeling of these stars using the evolutionary codes CESAM2k and ASTEC. By using the observed splittings and the rotational kernels of the optimal models, we inverted the internal rotation profiles of the six stars.

Results. We obtain estimates of the core rotation rates for these stars, and upper limits to the rotation in their convective envelope. We show that the rotation contrast between the core and the envelope increases during the subgiant branch. Our results also suggest that the core of subgiants spins up with time, while their envelope spins down. For two of the stars, we show that a discontinuous rotation profile with a deep discontinuity reproduces the observed splittings significantly better than a smooth rotation profile. Interestingly, the depths that are found to be most probable for the discontinuities roughly coincide with the location of the H-burning shell, which separates the layers that contract from those that expand.

Conclusions. We characterized the differential rotation pattern of six young giants with a range of metallicities, and with both radiative and convective cores on the main sequence. This will bring observational constraints to the scenarios of angular momentum transport in stars. Moreover, if the existence of sharp gradients in the rotation profiles of young red giants is confirmed, it is expected to help in distinguishing between the physical processes that could transport angular momentum in the subgiant and red giant branches.
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1. Introduction

Rotation is a key element for understanding stellar structure and evolution. However, the way in which angular momentum (AM) is transported inside stars remains uncertain. Hydrodynamic mechanisms and meridional circulation as currently implemented in 1D stellar evolution codes are not efficient enough to account for the solid-body rotation of the solar radiative interior (Zahn 1992; Mathis & Zahn 2004), which has been found through helioseismology (Schou et al. 1998; Chaplin et al. 1999; García et al. 2004; Eff-Darwich & Korzennik 2013). Other processes are probably at work, such as transport through internal gravity waves (e.g. Charbonnel & Talon 2005), through a fossil magnetic field (e.g. Gough & McIntyre 1998), or through magnetic instabilities (e.g. Spruit 1999). However, the importance of the contributions of these processes, as well as the timescales over which they operate, are still unclear.

Asteroseismology can make a significant contribution to this debate by providing observational constraints on the internal rotation profiles of stars. Indeed, rotation is known to lift the degeneracy between non-radial modes of same radial orders and degrees, but different azimuthal orders, and the frequency splitting between these modes (known as rotational splitting) is directly linked to the internal rotation. The space missions CoRoT (Baglin et al. 2006) and Kepler (Borucki et al. 2010) are providing us with unprecedentedly long time series, which have already made it possible to measure rotational splitting for certain stars. For instance, an average of the internal rotation of the main-sequence CoRoT target HD 52265 was successfully estimated by interpreting the observed rotational splitting (Ballot et al. 2011; Gizon et al. 2013). The Kepler satellite, by observing stars over several years, gave the opportunity to measure the rotational splitting of the modes for hundreds of red giants (Mosser et al. 2012b). This result is all the more interesting, since in these stars the non-radial modes have a mixed character: they behave as pressure modes (p modes) in the envelope and as gravity modes (g modes) in the core (Osaki 1975; Aizenman et al. 1977). Mixed modes were first detected from the ground (Kjeldsen et al. 1995) and then from space with CoRoT (Deheuvels & Michel 2010) and Kepler (e.g. Metcalfe et al. 2010; Mathur et al. 2011; Appourchaux et al. 2012). They have already made it possible to probe the core structure of subgiants (Deheuvels & Michel 2011; Benomar et al. 2013) and red giants (Beck et al. 2011; Mosser et al. 2012c), thus allowing us to distinguish RGB stars from clump stars (Bedding et al. 2011; Mosser et al. 2011). The interpretation of the rotational splitting of mixed modes in several red giants showed that there exists a strong radial differential rotation in these stars, with the core rotating at least five times faster than the envelope (Beck et al. 2012; Deheuvels et al. 2012a). Mosser et al. (2012b) found that this is a general feature of red giants, and showed that the core of these stars spins down as they ascend the red giant branch (RGB), in spite of the contraction of the central layers, which should spin it up if AM were conserved. This implies effective AM transport during the ascent of the RGB.

Different classes of theoretical models predict radically different core rotation rates for giants depending on the efficiency of AM transport. The limiting case of an instantaneous exchange of AM (strong core-envelope coupling) for first ascent giant stars would imply that they rotate rigidly, which is clearly inconsistent with the detected level of differential rotation. On the other hand, for higher-mass secondary clump stars, Tayar & Pinsonneault (2013) found that the measured core rotation rates are consistent with strongly coupled models. This is probably linked to the expectedly higher rotation of these stars when they leave the main sequence, compared to their low-mass counterparts. Core rotation for first-ascent giants obtained from asteroseismology is both much faster than predicted from strongly coupled models and slower by several orders of magnitude than expected from models with hydrodynamic AM transport (Eggenberger et al. 2012; Marques et al. 2013; Ceillier et al. 2013), showing the need for a more efficient source of AM transport in these stars. Attempts were recently made to estimate the timescale of AM exchange on the RGB. Eggenberger et al. (2012) found that the ad hoc diffusion coefficients that are required to explain the timescale for core-envelope decoupling in young MS stars (e.g. Denissenkov et al. 2010) can also reproduce the core rotation rates of some giants, suggesting that similar mechanisms might be at play. Assuming a solar-like rotation profile on the MS, Tayar & Pinsonneault (2013) showed that the detected core rotation is consistent with post-MS decoupling during the first dredge-up phase. However, the nature of the physical process responsible for core-envelope coupling remains unknown.

Until now, the interpretation of rotational splittings of red giants brought information exclusively on the rotation of the innermost layers of the star because the rotational kernels of red giants are most sensitive to these regions (Goupil et al. 2013). However, constraining the radial dependence of the rotation profile would undoubtedly provide useful information on the processes of AM transport that are at work. For this purpose, subgiants and young red giants are particularly interesting targets because their rotational splittings are more sensitive to the rotation of the envelope than is the case in more evolved stars. We selected six Kepler subgiants and young red giants that seemed most favorable to probing the internal rotation profile. The selection process is described in Sect. 2. We first extracted the frequencies and rotational splittings of the oscillation modes by analyzing the power spectra of the six targets (Sect. 3). In Sect. 4, we present the atmospheric parameters that were available for these stars prior to this study. Since two of the stars had not been observed spectroscopically before, we observed them from the ground, and the results are presented in Sect. 4. To interpret the observed splittings, we searched for stellar models that reproduce both the surface observables and the observed mode frequencies in Sect. 5. By using these, we performed inversions of the internal rotation profiles of these stars, which are presented in Sect. 6. We obtained precise estimates of the core and the envelope rotation rates of these stars, and we show that for two of them a discontinuous rotation profile with a discontinuity located near the H-burning shell reproduces the observed splittings significantly better than a smooth rotation profile.

2. Selection of targets

Among the Kepler targets, we searched for stars for which the internal rotation profile can be probed by following a similar procedure as the one adopted by (Deheuvels et al. 2012a, hereafter D12) for KIC 7341231. For this purpose, the stars had to satisfy the following criteria:

- The stars need to have been observed over a long enough period so that the frequency resolution is much lower than the rotational splittings. We selected stars that were observed over at least five quarters (~470 days), which corresponds to a frequency resolution below 0.02 Hz.
- Their modes should have a linewidth significantly smaller than the rotational splittings, to ensure that the components of the rotational multiplets are well separated. It
We found six Kepler targets that satisfy these criteria simultaneously. They are listed in Table 1. For clarity, these stars are referred to throughout with letters A through F, as specified in Table 1. The seismic properties of these targets are discussed in detail in Sect. 3. However, preliminary information on the stars can already be obtained from their mean large separation \( \langle \Delta \nu \rangle \) and the frequency of maximum power of their oscillations \( \nu_{\text{max}} \).

Indeed, scaling relations were proposed between these global seismic parameters and stellar properties such as the mass, radius, and surface gravity (Brown et al. 1991). These scaling relations rely on the hypothesis that there exists a relation between \( \nu_{\text{max}} \) and the acoustic cut-off frequency. From observations, these scaling relations have been empirically verified to work at the level of a few percent at least (Huber et al. 2011; Silva Aguirre et al. 2012). Belkacem et al. (2011) recently proposed a theoretical explanation for this relation. We applied these scaling relations to the stars of our sample using the values of \( \langle \Delta \nu \rangle \) and \( \nu_{\text{max}} \) that were obtained by Chaplin et al. (2014) for these stars (see Table 1).

Figure 1 shows the location of the selected targets in an asteroseismic HR diagram (large separation plotted as a function of the effective temperature). The stars of our sample are roughly in the same evolutionary state \( 3.59 \leq \log g \leq 3.83 \), and they lie either at the end of the subgiant branch or at the base of the RGB. The absence of younger subgiants is caused by the fact that they are hotter. As a result, their modes have larger linewidths and it is much harder to extract their rotational splittings.

### Table 1. Global seismic parameters of the selected targets and estimates of the stars’ masses, radii, and surface gravity inferred from scaling relations.

| Star     | Ref. letter | \( \Delta \nu \) (\( \mu \text{Hz} \)) | \( \nu_{\text{max}} \) (\( \mu \text{Hz} \)) | \( M \) | \( R \) | \( \log g \) |
|----------|-------------|-------------------------------------|---------------------------------|-------|-------|----------|
| KIC 12508433 | A | 45.3 ± 0.2 | 793 ± 21 | 1.20 ± 0.16 | 2.20 ± 0.10 | 3.83 ± 0.04 |
| KIC 8702606 | B | 39.9 ± 0.4 | 664 ± 14 | 1.27 ± 0.15 | 2.44 ± 0.11 | 3.77 ± 0.02 |
| KIC 5689820 | C | 41.0 ± 0.3 | 695 ± 15 | 1.11 ± 0.16 | 2.29 ± 0.12 | 3.76 ± 0.04 |
| KIC 8751420 | D | 34.7 ± 0.4 | 598 ± 14 | 1.50 ± 0.20 | 2.83 ± 0.15 | 3.71 ± 0.03 |
| KIC 7799349 | E | 33.7 ± 0.4 | 561 ± 8 | 1.33 ± 0.14 | 2.77 ± 0.12 | 3.68 ± 0.02 |
| KIC 9574283 | F | 30.0 ± 0.5 | 455 ± 8 | 1.24 ± 0.17 | 2.92 ± 0.17 | 3.60 ± 0.02 |

We restrict ourselves to stars that are not too evolved. Indeed, the core of subgiants and young red giants is less dense than that of more evolved star, which makes their rotational splittings more sensitive to the rotation in other regions than the innermost layers. In addition, young red giants can be modeled by using existing fitting procedures. For these stars, the combined knowledge of the large separation of acoustic modes \( \Delta \nu \) and the period spacing \( \Delta \Pi_1 \) of \( l = 1 \) gravity modes can yield precise estimates of the stellar mass and age for a given set of input physical parameters. This can be used to model these stars (Deheuvels & Michel 2011). For more evolved red giants, the relation between \( \Delta \nu \), \( \Delta \Pi_1 \), and the stellar mass becomes degenerate (for a given large separation \( \Delta \nu \), a large change in mass induces almost no change in \( \Delta \Pi_1 \)). This degeneracy occurs for stars whose mean large separation is below a threshold limit that varies between 30 and 40 \( \mu \text{Hz} \) depending on the stellar mass (Moss ter et al. 2012c). We therefore retained only stars with \( \langle \Delta \nu \rangle > 30 \mu \text{Hz} \).

---

1 We note that to apply these scaling relations, estimates of the effective temperatures of the stars are also required. We here used the spectroscopic estimates that are obtained in Sect. 4 of this paper.
2. extracting the rotational splittings to invert the internal rotation profiles (see Sect. 6).

3.1. Kepler observations

The targets selected for this study have been observed with Kepler over periods ranging from 470 to 650 days\(^2\) with the short-cadence mode (integration time of 58,848\,76 s). Corrections have been applied to the raw Kepler time series: the light curves were processed using the Kepler pipeline developed by Jenkins et al. (2010), and they were additionally corrected for outliers, occasional jumps, and drifts following García et al. (2011). Long-period instrumental drifts were also corrected for by subtracting a smoothed version of the light curve over a width of 1 day.

The power density spectra of the selected stars were obtained by using the Lomb-Scargle periodogram (Lomb 1976; Scargle 1982). They all clearly show the signature of solar-like oscillations in frequency intervals that range from about [300; 550]\,\muHz for the most evolved target (star F) to approximately [550; 950]\,\muHz for the least evolved one (star A).

3.2. Identification of the modes

First estimates of the mean large separation of acoustic modes ($\Delta\nu$) were obtained by computing an autocorrelation of the power spectra. We built échelle diagrams for the six stars using these estimates of the large separation. In all of them, the neighboring ridges that correspond to $l = 0$ and $l = 2$ modes can easily be identified. We then fine-tuned our estimates of $\Delta\nu$ so that the $l = 0$ ridge is as vertical as possible in the échelle diagram (see Fig. 2). The corresponding values of $\Delta\nu$ are given in Table 1. We note that these estimates might be refined by taking into account the curvature of the $l = 0$ ridge (Mosser et al. 2013), but in our study the models were constrained using the individual frequencies of the oscillation modes, which contain more precise information on the structure than the mean large separation (see Sects. 3.3.2 and 5). The $l = 1$ modes all have a mixed behavior, which makes it harder to identify them. The stars we selected have an evolutionary status that is intermediate between the subgiants, for which the g modes that lie in the frequency range of observations have low radial orders ($n \sim 1$), and typical RGB stars, for which the radial orders of g modes are huge ($n \sim 100$, Mosser et al. 2012c). Mosser et al. (2012c) proposed a method to identify the degree of the detected mixed modes based on asymptotic relations, which they successfully applied to hundreds of red giants. We used this method to obtain first estimates of the frequencies of $l = 1$ modes for the six stars.

3.3. Extracting the mode frequencies and rotational splittings

To obtain estimates of the frequencies and rotational splittings of the observed modes, we fitted a model of the power spectral density (PSD) to the power spectra of the six stars. We followed a procedure that is very similar to the one adopted by D12. We here only briefly summarize it, with an emphasis on the few differences.

The background was fitted prior to extracting the mode parameters by using a maximum-likelihood estimation (MLE) method in the same way as described in D12. The contribution from granulation to the background was modeled as a Harvey profile (Harvey 1985), and white noise was added, corresponding to photon noise. Karoff et al. (2013) have recently shown that an additional component with a timescale intermediate between that of granulation and the periods of the acoustic modes is needed. This component might be attributed to bright points (Aigrain et al. 2004), a second granulation population (Vázquez Ramió et al. 2005), or more likely faculae based on its timescale (Karoff 2012; Karoff et al. 2013). In this study, we also found that a background including only the contribution from granulation poorly reproduces the observations (see the example of KIC 9574283 in Fig. 3). We thus included an additional Harvey profile, which greatly improved the agreement with the observations (Fig. 3). In the following, the background parameters were held fixed to their fitted values when extracting the mode parameters. We note that to fit the background, the component of the PSD that corresponds to solar-like oscillations was modeled as a Gaussian function. Its central frequency provides an estimate of the frequency of maximum power of the oscillations $\nu_{\text{max}}$. The values that were obtained are listed in Table 1.

The stochastically excited oscillation modes were modeled as Lorentzian functions. We assumed that the modes are split by rotation following Eq. (1). We note that in fact, theoretical models predict a fast rotation for the cores of red giants, which could in certain cases invalidate the linear dependence of the splittings on the rotation rate expressed by Eq. (1) (e.g. Marques et al. 2013; Ceillier et al. 2013). In this case, a non-perturbative approach is needed (Ouazzani et al. 2013). However, Kepler observations have shown that the core rotation of red giants is in fact much slower, making the use of Eq. (1) relevant (D12, Mosser et al. 2012b). For the stars of our sample, the $l = 1$ rotational multiplets show clear symmetry, which justifies the use of linear splittings. The case of $l = 2$ modes is more complex and is discussed in Sect. 3.3.2.

Within the rotational multiplets, the modes were assumed to have a common width. The ratios between their heights $h_{l,m}$ are given by a visibility factor that depend only on the inclination angle of the star (Gizon & Solanki 2003; Ballot et al. 2006). For global fits, each rotational multiplet thus contributes four free parameters (frequency, height, width, and rotational splittings). One additional free parameter is needed: the inclination angle, which is common to all the modes. For local fits, the inclination angle is left free for all the multiplets, which means that there are five free parameters per multiplet.

Usually, for main-sequence stars, the ratio between the height $h_1$ of a multiplet of degree $l$ (defined as the sum of the heights of its components, i.e. $h_1 \equiv \sum m h_{l,m}$) and the height of the closest radial mode $h_0$ is given by a geometric factor obtained by integration over the stellar disk, taking into account the limb-darkening profile. For Kepler stars, typical ratios are $h_1/h_0 = 1.5$ and $h_2/h_0 = 0.5$ (Ballot et al. 2011). These ratios do not necessarily hold for stars with mixed modes such as the targets of our sample. Indeed, some non-radial modes are mainly trapped in the core and their longer lifetimes prevent us from resolving them, even with 650 days of data. In this case, the mode height depends on the mode inertia (Dupret et al. 2009) and the theoretical visibility ratios are inappropriate. Moreover, recent observations have shown that these visibility ratios vary from

\(^2\) Stars A, B, E, and F were observed during 650 days from quarters Q5 to Q11. Star D was observed during 560 days (no observations during Q6), and star C during 470 days (no observations during Q5 and Q9).
Fig. 2. Échelle diagrams of the stars from our sample. The mean large separations that were used to build the diagrams are specified in Table 1. For more clarity, the power spectra were binned over a 0.25 μHz boxcar and clipped at a maximum of 20 to 40 times the noise level.

one star to another for red giants (Mosser et al. 2012a; Benomar et al. 2013). The mode heights were thus left free in our fits.

3.3.2. Results

Two types of fits of the PSD were performed to estimate the mode frequencies and splittings. Six independent teams followed a frequentist approach and used the MLE method, as is commonly done for the analysis of stochastically excited modes. The main difference between these analyses lies in the initial guesses taken for the mode parameters and the type of fitting that was chosen: either a global fit (all the modes are fitted simultaneously) as prescribed by Appourchaux et al. (2008), or a local one (modes are fitted individually), as was done for the Sun (Anderson et al. 1990). Apart from the computational time (which is much shorter for local fits), the only difference between the two approaches is that local fits consider the inclination angle as a free parameter for each mode, whereas the angle is common to all modes in global fits. This enabled us to check the robustness of the optimal angle that is obtained from global fits. One other team fitted the PSD by using a Bayesian approach.
The Bayesian fits were performed a posteriori, which allowed us to coupled with a Markov chain Monte Carlo (MCMC) algorithm, applied this method to the most interesting targets.

![Figure 3](Image)

**Fig. 3.** Power spectrum of KIC 9574283 (smoothed over a 10 μHz boxcar) computed with 650 days of Kepler data (gray curve). Two Harvey-type laws (solid black lines) had to be considered to reproduce the shape of the background. The fitted background is represented by the dashed blue line, while the long-dashed red line shows the background that is obtained with only one Harvey profile. The dotted line shows the contribution from the photon noise.

**Table 2.** Characteristics of the fit performed by each fitting group to extract the mode frequencies and rotational splittings from the power spectra.

| Fitter      | Method     | Stars fitted | Final fit |
|-------------|------------|--------------|-----------|
| Appourchaux | MLE Global | A → F        | –         |
| Benomar     | MCMC       | D, F         | D, F      |
| Campante    | MLE Global | E            | –         |
| Davies      | MLE Global | A → F        | –         |
| Deheuvels   | MLE Global | A → F        | A, B, C, E|
| Regulo      | MLE Global | A → F        | –         |
| Stahn       | MLE Local  | A → F        | –         |

**Notes.** The first column provides the name of the fitter. The second column gives the method followed by the fitter. The third column lists the stars that were fitted. The fourth column lists the stars for which the fitter performed the final fit.

**References.** (a) Appourchaux et al. (2008); (b) Benomar et al. (2009); (c) Anderson et al. (1990).

which at least two fitters agreed within 1σ error bars (maximal mode set, as introduced by Metcalfe et al. 2010). We note that prior to applying the Peirce criterion, a first selection had to be made. Indeed, for a few modes, the splittings found by one team correspond to half or twice the value that is found by the other teams. This can arise when the initial guess for the splittings is too far off, which can lead to a wrong identification of the m components of the multiplet (for instance an \( m = -1 \) component is mistaken for an \( m = 0 \) component). If these wrong splitting estimates were kept, the mean value of the data set would be significantly altered and the first iteration of the Peirce criterion would reject all the data points. We thus found it necessary to discard them first.

For the modes that were rejected by the Peirce criterion, we identified several sources of disagreement:

- At higher frequency, the mode linewidths increase and for several stars, they become larger than the rotational splittings, which prevents us from measuring them. For these modes, the agreement between the teams on the estimated frequencies remained good in most cases, but there are large disagreements on their splittings.
- Problems were found to arise when the m-components of an \( l = 1 \) mode overlap another mode. If this other mode was a radial mode, then the \( l = 1 \) mode was usually recovered correctly. However, if it was an \( l = 2 \) mode, the components of the two modes were very hard to disentangle and the results obtained from the different teams varied strongly, and they were rejected by the Peirce criterion.
- Large disagreements between the teams were also found for the splittings of \( l = 2 \) modes when two neighboring \( l = 2 \) mixed modes were observed instead of one p-dominated \( l = 2 \) mode. This was already pointed out by D12 for KIC 7341231, and Deheuvels et al. (2012b) showed that for early red giants, the \( l = 2 \) rotational multiplets that are undergoing an avoided crossing are not symmetric with respect to their central component. This means that Eq. (1) does not apply to these modes, which are thus not considered in the following.
- Even though a few \( l = 3 \) modes were detected in several stars of the sample, no reliable frequency or rotational splittings could be estimated for these modes. This is mostly caused by their very low signal-to-noise ratio (S/N).

Starting from the maximal set obtained with the Peirce criterion, a final fit was performed by one fitter, using a Bayesian approach for stars D and F, and the MLE method for the other stars. The obtained parameters for the modes are given in Tables 3 to 8. The inclination angles derived from the fits are given in Table 9.

The question of the inclination angle is interesting. So far, all the studies that extracted mode parameters from solar-like pulsators assumed that the inclination angle is the same for all modes. This is true if the whole star rotates about the same axis. While this assumption seems reasonable, it has been questioned before (e.g. Bai & Sturrock 1993 for the Sun). If the core rotates about a different angle than the envelope, we would expect the height ratios within g-dominated multiplets to correspond to an inclination angle that differs from the p-dominated multiplets (Gough & Kosovichev 1993). In this study, three of the six teams performed local fits, leaving the inclination angle free for each mode. This gave us the opportunity to check the common assumption of a single rotation axis in the stars of our sample. We found that the obtained inclination angles vary very little from one mode to another and agree well with the angle that is found from global fits. An example is given for star E (KIC 7799349)

3 The Bayesian fits were performed a posteriori, which allowed us to apply this method to the most interesting targets.
Table 10. Surface parameters.

| Star          | $T_{\text{eff}}$ (K) | [Fe/H] (dex) | Spectroscopy | Photometry |
|---------------|----------------------|--------------|--------------|------------|
| A (KIC 12508433) | 5248 ± 130          | 0.25 ± 0.23  | this study (FIES) | 5139 ± 55  |
| B (KIC 8702606) | 5540 ± 60           | −0.09 ± 0.06 | Bruntt et al. (2012) | 5640 ± 71  |
| C (KIC 5689820) | 4978 ± 167          | 0.24 ± 0.16  | de Cat et al., in prep. | 5092 ± 66  |
| D (KIC 8751420) | 5264 ± 60           | −0.15 ± 0.06 | Bruntt et al. (2012) | n.a.  
| E (KIC 7799349) | 5115 ± 60           | 0.41 ± 0.06  | Bruntt et al. (2012) | 5108 ± 50  |
| F (KIC 9574283) | 5120 ± 55           | −0.40 ± 0.08 | this study (HERMES) | 5354 ± 61  |

Notes. (a) Mean measurement errors for the LAMOST spectra. (b) Not applicable: no KIC photometry is available for this star.

Midi Observatory in France. The atmospheric parameters obtained by the authors for these stars are given in Table 10.

Specific campaigns of observations were led for the two other stars. Star F was observed with the HERMES instrument of the 1.2-m Mercator Telescope at the Roque de los Muchachos Observatory on La Palma Island (Canary Islands, Spain), which is a high-efficiency bench-mounted échelle spectrograph that observes the complete wavelength range from 420 nm to 900 nm in a single exposure (Raskin et al. 2011). We used the high-resolution fiber mode ($R \sim 80 000$) for two concatenated observations of 1800 s. The spectra have a maximum $S/N \sim 60$ around 600 nm ($\sim 35$ around 500 nm). The science exposures were co-added to minimize the amount of CCD cosmic-ray hits. The spectra were calibrated using the latest version of the HERMES pipeline (release 4.0) developed at the Royal Observatory of Belgium in collaboration with the HERMES Consortium. Typical calibration steps were performed, including spectral-order tracing and extraction, average flat-fielding, Th-Ar lamp wavelength calibration, and hot-pixel removal using cross-order profiling. The wavelength scale was corrected to the barycentric rest frame, which includes a wavelength-scale re-binning to 0.0015625 nm. The spectrum was analyzed with the semi-automatic software package VWA (Bruntt 2009) and the atmospheric parameters obtained are listed in Table 10.

Star A was observed with the FiBer-fed Échelle Spectrograph (FIES) mounted on the 2.56-m Nordic Optical Telescope (NOT) in October 2011. The obtained spectrum has a maximum $S/N \sim 80$ with a resolving power of 25 000. The reduction of the data and the analysis of the spectrum were performed using the semi-automatic software package VWA by following the same procedure as in Thygesen et al. (2012). The atmospheric parameters that were derived for this star are given in Table 10. We note that since the present study was started, star A was also observed with the HERMES instrument by Molenda-Zakowicz et al. (2013). The authors analyzed its spectrum using two different codes: ROTFIT (Frasca et al. 2003) and a combination of the codes ARES (Sousa et al. 2007) and MOOG (Sneden 1973). They obtained a temperature of $T_{\text{eff}} = 5134 ± 121$ K and a metallicity of [Fe/H] = 0.08 ± 0.22 dex with ROTFIT and $T_{\text{eff}} = 5281 ± 76$ K and [Fe/H] = 0.21 ± 0.06 dex with ARES-MOOG. These values agree well with the results obtained with the FIES data quoted in Table 10.

We note that our data include spectra with very different native resolutions and analysis techniques, and it is difficult to estimate the resulting systematic errors, which are not included here. We have, however, adopted star-by-star uncertainties that reflect the random errors in our measurements.
4.2. Photometric estimates of $T_{\text{eff}}$

The Kepler Input Catalogue (KIC) provides griz photometry for all the selected targets, except for star D. We followed the recipe prescribed by Pinsonneault et al. (2012) to obtain photometric estimates of the effective temperatures of the stars. The KIC griz photometry was corrected to be consistent with SDSS photometry. The colors were dereddened using the extinctions obtained from the reddening map of Drimmel et al. (2003) and the extinction coefficients given by An et al. (2009). We then used the polynomials given by Pinsonneault et al. (2012) to obtain temperature estimates. Finally, the spectroscopic estimates of metallicity were used to correct our $T_{\text{eff}}$ estimates from metallicity effects by interpolating between the tabulated values given by Pinsonneault et al. (2012). The errors on the $T_{\text{eff}}$ estimates were computed by varying the metallicity within the spectroscopic error bars and assuming an uncertainty of 0.02 mag for the extinction. The obtained temperatures, referred to as $T_{\text{eff,SDSS}}$ are given in Table 10. We note that no KIC photometry is available for star D (KIC 9751420), so the effective temperature of the star could not be estimated by this method.

We also combined the optical griz photometry with the infrared JHK$_s$ photometry available from the Two Micron All Sky Survey catalog (2MASS, Skrutskie et al. 2006) and applied the InfraRed Flux Method (IRFM) as prescribed by Casagrande (2008a) to obtain an additional estimate of the effective temperature. Error bars on these measurements are dominated by the uncertainty on the reddening, which can at present not be estimated to better than 0.01 mag. The values of $T_{\text{eff}}$ coming from the IRFM are given in Table 10. For star D, we used BV photometry instead of griz photometry, which is lacking, and applied the polynomials of Casagrande et al. (2010) to obtain an estimate of $T_{\text{eff}}$. We note from Table 10 that the IRFM values of $T_{\text{eff}}$ all agree with the griz-color $T_{\text{eff}}$ within less than 1.4$\sigma$. The largest difference occurs for star F, where the SDSS temperature is higher. However, the IRFM $T_{\text{eff}}$ agrees well with the spectroscopic estimate for this star.

For all the stars except one (star F), three distinct measurements of $T_{\text{eff}}$ (spectroscopy, SDSS photometry, and IRFM photometry) yielded values that agree within less than 1$\sigma$, which shows that these estimates are very reliable. For star F, the IRFM temperature and the spectroscopic one also agree within less than 1$\sigma$, but the SDSS temperature is higher than the two other estimates (1.4$\sigma$ difference with IRFM $T_{\text{eff}}$ and 2.8$\sigma$ difference with spectroscopic $T_{\text{eff}}$). In the following, we adopt the spectroscopic temperatures and examine the consequences of an alternative (larger) $T_{\text{eff}}$ for Star F (see Sect. 5).

5. Seismic modeling

To derive information on the internal rotation profile of the stars from the rotational splittings obtained in Sect. 3, we needed to have access to the rotational kernels of the modes. We thus modeled the six stars of the sample. To establish that our conclusions on the rotation profiles of the stars do not critically depend on the choice of a best-fit model, we modeled the stars using two different evolutionary codes: CESAM2K (Morel 1997) and ASTEC (Christensen-Dalsgaard 2008a). In these two codes, the effects of rotation on the structure and evolution was neglected.

5.1. CESAM2K models

5.1.1. Properties of the models

The models that were computed with CESAM2K use the OPAL 2005 equation of state and opacity tables as described in Lebreton et al. (2008). The nuclear reaction rates were computed using the NACRE compilation (Angulo et al. 1999). The atmosphere was described by Eddington’s gray law. We assumed the classical solar mixture of heavy elements of Grevesse & Noels (1993). Convection was treated using the Canuto-Goldman-Mazzitelli (CGM) formalism (Canuto et al. 1996). This description involves a free parameter, the mixing length, which is taken as a fraction $\alpha_{\text{CGM}}$ of the pressure scale height $H_p$. The effects of microscopic diffusion were neglected in this study. We did not include any overshooting at the boundary of convective cores during the main sequence.

The mode frequencies of the models were computed using the oscillation code LOSC (Scuflaire et al. 2008). It is well known that the lack of a satisfactory way of modeling surface convection in stellar models induces shifts in the absolute mode frequencies, which are known as near-surface effects. To correct for these effects, we used the recipe advocated by Kjeldsen et al. (2008), which consists of adding to the mode frequencies a power law whose exponent is calibrated on the Sun. With CESAM2K and the CGM formalism for convection, we found an exponent of 4.25, which was used for the models computed with CESAM2K in this work. Mixed modes are less sensitive to near-surface effects than pure acoustic modes because the contribution to the kinetic energy from the core is larger. To take this into account, the surface correction of non-radial modes were multiplied by a factor $Q_n^2$, where $Q_n$ corresponds to the ratio of the mode inertia to the inertia of the closest radial mode (e.g. Aerts et al. 2010, Chap. 7).

5.1.2. Fitting procedure

To model the stars, we used the method first proposed by Deheuvels & Michel (2011) to model subgiants with mixed modes, which was later adapted to the case of early red giants by D12. This method uses the fact that for these stars, the combined knowledge of the mean large separation $\langle \Delta \nu \rangle$ and the mean period spacing of $l = 1$ modes $\langle \Delta \Pi_1 \rangle$ can yield very precise estimates of the stellar mass and age when other input physical parameters are fixed (see Deheuvels & Michel 2011; and D12 for more details).

To apply this method, we first needed to determine which values of $\langle \Delta \nu \rangle$ and $\langle \Delta \Pi_1 \rangle$ should be used. An estimate of $\langle \Delta \nu \rangle$ can be obtained observationally from the mean large separation of $p$ modes. However, this value is not directly comparable with the one computed from stellar models because it is affected by near-surface effects. One way of circumventing this problem is to instead require the models to match the observed frequencies of the lowest-order radial modes (which are the least affected by near-surface effects). Two methods have been proposed to estimate $\langle \Delta \Pi_1 \rangle$ from the observations (Benomar et al. 2012; Mosser et al. 2012c). The estimates obtained with the method of Mosser et al. (2012c) for the six stars (denoted $\Delta \Pi_1^\text{mode}$) are given in Table 11. In principle, these methods can also be applied to the oscillation spectra of stellar models. However, automating them is not straightforward. It would also require computing the frequencies of $l = 1$ mixed modes very many times for each model during the optimization process, which is time-consuming. We therefore chose to use the period spacing obtained from an asymptotic expansion, which is further denoted $\Delta \Pi_1^\text{ asymptotic}$. We note that for red giants, $\Delta \Pi_1^\text{ mode}$ is typically calculated by assuming that the Brunt-Väisälä frequency $N_{\nu}$ is much higher than the mode frequency in the whole $g$-mode cavity, thus yielding the approximate expression $\Delta \Pi_1^\text{mode} \approx \pi^2 \sqrt{2} \int_{\nu_{\text{low}}}^{\nu_{\text{high}}} N_{\nu}^2 d\nu$. For
subgiants and young red giants this approximation is not justified because the frequencies of the observed mixed modes are higher than those of their more evolved counterparts and the Brunt-Väisälä frequency is lower owing to the less dense core. Making this approximation for the studied targets yields estimates of $\Delta \Pi_{\text{mod}}$ that are overestimated by 3 to 11%. Appendix A explains how the $\Delta \Pi_{\text{mod}}$ are computed from stellar models.

We then computed a grid of models by varying the initial helium content ($Y_0 = 0.24$ to 0.30), the mixing length parameter ($\alpha_{\text{CGRM}} = 0.55$ to 0.65), and the metallicity in the range $(Z/X)_\text{obs} \pm \sigma_{\text{obs}}$. For each considered set of parameters, an automatic search was performed to determine the stellar mass and age that simultaneously reproduce the frequency of the lower-order radial mode and the observed value of $\Delta \Pi_1$. Finally, the mass and age were fine-tuned to reproduce the observations as closely as possible. This last step causes the period spacing of the models to slightly differ from $\Delta \Pi_1$. We computed the value of $\Delta \Pi_{\text{mod}}$ for the best-fit models by following the procedure described in Appendix A. The values obtained for the selected stars are given in Table 11. The values of $\Delta \Pi_{\text{mod}}$ agree with those estimated directly from the observations following the method of Mosser et al. (2012c) $(\Delta \Pi_{\text{obs}})$ within less than 6%. This is similar to the level of agreement reported between the methods of Benomar et al. 2012 and Mosser et al. 2012c to estimate $\Delta \Pi_{\text{obs}}$ (Benomar et al. 2013).

For each point of the grid, we estimated the agreement with the observations by computing a reduced $\chi^2$ function defined as

$$\chi^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{O_{i}^{\text{mod}} - O_{i}^{\text{obs}}}{\sigma_{i}} \right)^2,$$

(2)

where $O_{i}^{\text{obs}}$ ($i = 1, N$) are the observables, $\sigma_{i}$ their error bars, and $O_{i}^{\text{mod}}$ the corresponding values in the computed models. As is commonly done, we separated the contribution of the seismic constraints to the $\chi^2$ ($\chi^2_{\text{seis}}$) from the contribution of the atmospheric constraints ($\chi^2_{\text{atm}}$). Indeed, since there are fewer atmospheric constraints than seismic ones, the total $\chi^2$ tends to drown their contribution. The values of $\chi^2_{\text{seis}}$ and $\chi^2_{\text{atm}}$ for the best-fit models are listed in Table 12. The evolutionary tracks of these models are shown in Fig. 6. We thus confirm that our stars lie around the base of the RGB. Stars A and B, which have the highest value of log $g$ are obviously still in the subgiant branch, while the four other stars just started their ascent of the RGB.

Except for star E, the atmospheric constraints are well reproduced, with values of $\chi^2_{\text{atm}}$ around 1. For star E, the higher value of $\chi^2_{\text{atm}}$ (4.6) is derived because the effective temperature of the model (4898 K) is lower than the spectroscopic one (5115 ± 60 K) by about 3σ. In fact, no model in our grid has a $T_{\text{eff}}$ higher than 4900 K for this star. We confirm that each model in our grid is the result of an optimization of the stellar mass and age as described above, which means that this $T_{\text{eff}}$ upper limit cannot be increased by simply extending the grid. We note that the photometric estimate of $T_{\text{eff}}$ using the IRFM method is lower and would yield $\chi^2_{\text{atm}} = 0.8$.

For star F, we found models that match the spectroscopic estimate of $T_{\text{eff}}$ $(5120 \pm 55$ K) and the IRFM temperature $(5174 \pm 114$ K), but no model in our grid was able to reproduce the higher value of $T_{\text{eff}}$ obtained from SDSS photometry $(5534 \pm 61$ K). We were able to obtain satisfactory fits with this higher $T_{\text{eff}}$ only by decreasing the metallicity to $-1$ dex, which is more than 7σ lower than the spectroscopic value.

For star D (KIC 8751420), Huber et al. (2012) obtained a precise estimate of the radius of the star from interferometric measurements with the CHARA array $(R/R_\odot = 2.703 \pm 0.071)$. The radius of our best-fit model for this star $(R = 2.668 R_\odot)$ perfectly agrees with the interferometric value.

Even though the agreement between the observed mode frequencies and the frequencies of the models is visually good (see Fig. 5), the values of $\chi^2_{\text{seis}}$ are strikingly high (around 100 for the six stars). We found that the $l = 1$ modes are by far the largest contributors to the value of $\chi^2_{\text{seis}}$ (they represent from 50% to 97% of $\chi^2_{\text{seis}}$). These disagreements are at least partly caused by imprecisions in the stellar models. With observation times as long as 650 days, the measurement errors on the mode frequencies reach values as low as 0.01 μHz (see Tables 5 to 3), which certainly gives the possibility to test the physics that is used in current stellar models. Indeed, the frequencies of the $l = 1$ mixed modes strongly depend on the coupling between the p-mode and the g-mode cavities, and thus on the evanescent zone that separates them (Deheuvels & Michel 2010). However, these high values of $\chi^2_{\text{seis}}$ are most probably also caused by the crude way near-surface effects are dealt with in our models, by using the empirical correction prescribed by Kjeldsen et al. (2008). It was already surprising that this correction, which was intended for main-sequence stars, provides good fits to the observed frequencies of mixed modes for post-main-sequence stars – provided it is weighted by the factor $Q_{J,1}^{\text{c}}$ (e.g. D12; Doğan et al. 2013). We of course do not expect this correction to reproduce the observed absolute frequencies at a level of precision of 0.01 μHz. To derive information on the core structure of these stars from the frequencies of mixed modes, this matter will need to be thoroughly studied. Such a study is beyond the scope of the present paper, however. Indeed, variations in the mode frequencies on the order of the difference between models and observations induce very little change in the rotational kernels. This will be checked a posteriori in Sect. 6 by showing that our conclusions on the rotation profiles of the stars are not significantly modified when changing the reference model adopted for the inversions.

### 5.2. ASTEC models

We also computed a grid of models using the Aarhus Stellar Evolution Code (ASTEREC). The opacity tables, equation of state and nuclear reaction rates are the same as in the CEsAM2k models. Convection was treated using the classical mixing length theory (MLT, Böhm-Vitense 1958) with a fixed value of the mixing length (αMLT = 1.8). Effects of diffusion on the stellar structure and core overshooting were neglected in the models. Models were computed with varying masses (from 1.0 to 1.6 $M_\odot$), initial helium content $Y_0$ (from 0.24 to 0.32), and metallicity with $(Z/X)$ from 0.01 to 0.07. The oscillation frequencies were calculated for the models whose atmospheric properties are within roughly

| Star      | $\Delta \Pi_{\text{mod}} (s)$ | $\Delta \Pi_{\text{obs}} (s)$ |
|-----------|-------------------------------|-------------------------------|
| A (KIC 12508433) | 175.1                         | 179.0                         |
| B (KIC 8702606)   | 176.1                         | 178.8                         |
| C (KIC 5696820)   | 141.5                         | 145.8                         |
| D (KIC 8751420)   | 134.2                         | 126.2                         |
| E (KIC 7799349)   | 116.8                         | 120.2                         |
| F (KIC 9574283)   | 117.1                         | 111.0                         |

Table 11. Value of $\Delta \Pi_1$, for each star computed either from the best-fit models $(\Delta \Pi_{\text{mod}})$ or directly from the observations by computing a reduced $\chi^2$ function defined as
Fig. 5. Échelle diagrams of the stars from our sample. The open circles represent the observed frequencies and the colored filled symbols stand for
the best model (blue squares: \( l = 0 \), red triangles: \( l = 1 \), green stars: \( l = 2 \)).

Table 12. Parameters of the best-fit models obtained for the stars of the sample with the codes CESAM2K and ASTEC.

| Star  | Code   | \( M/M_\odot \) | Age (Gyr) | \( (Z/X) \) | \( Y_0 \) | \( \alpha_{\text{conv}} \) | \( T_{\text{eff}} \) (K) | \( \log g \) | \( \chi^2_{\text{atm}} \) | \( \chi^2_{\text{seis}} \) |
|-------|--------|----------------|---------|---------|--------|----------------|--------------------|--------|-------------|-------------|
| A (KIC 12508433) | CESAM2K | 1.22 | 5.9 | 0.0500 | 0.30 | 0.60\(^a\) | 5026 | 3.826 | 1.06 | 55 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.35 | 5.1 | 0.0600 | 0.28 | 1.80\(^b\) | 5042 | 3.841 | 0.96 | 2007 |
| B (KIC 8702606) | CESAM2K | 1.27 | 3.8 | 0.0173 | 0.27 | 0.65\(^a\) | 5575 | 3.758 | 0.43 | 69 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.24 | 4.1 | 0.0200 | 0.28 | 1.80\(^b\) | 5380 | 3.756 | 2.39 | 128 |
| C (KIC 5689820) | CESAM2K | 1.14 | 6.9 | 0.0388 | 0.30 | 0.65\(^a\) | 4973 | 3.772 | 0.03 | 215 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.25 | 5.6 | 0.0400 | 0.30 | 1.80\(^b\) | 4959 | 3.785 | 0.60 | 355 |
| D (KIC 8751420) | CESAM2K | 1.26 | 3.8 | 0.0151 | 0.27 | 0.65\(^a\) | 5281 | 3.685 | 0.31 | 121 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.32 | 3.8 | 0.0150 | 0.24 | 1.80\(^b\) | 5164 | 3.691 | 1.31 | 271 |
| E (KIC 7799349) | CESAM2K | 1.39 | 3.8 | 0.0548 | 0.30 | 0.65\(^a\) | 4989 | 3.677 | 4.6  | 290 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.35 | 3.6 | 0.0400 | 0.30 | 1.80\(^b\) | 4944 | 3.674 | 6.3  | 350 |
| F (KIC 9574283) | CESAM2K | 1.07 | 6.0 | 0.0116 | 0.27 | 0.65\(^a\) | 5194 | 3.574 | 0.95 | 195 |
|       |        |       |       |         |       |               |        |        |             |             |
|       | ASTEC  | 1.10 | 6.5 | 0.0100 | 0.24 | 1.80\(^b\) | 5034 | 3.582 | 1.69 | 597 |

Notes. \(^a\) Computed with the CGM formalism for convection (Canuto et al. 1996). \(^b\) Computed with the classical MLT formalism for convection (Böhm-Vitense 1958).

3\(\sigma\) of the observed values. For frequency calculations, we used the Aarhus adiabatic pulsation package (ADIPLS, Christensen-Dalsgaard 2008b). The near-surface effects were corrected in the same way as described in Sect. 5.1, with an exponent of 4.9 for the power law, as found by Kjeldsen et al. (2008) for the classical MLT. The best models were then selected as those that minimize the function \( \chi^2_{\text{seis}} \), as defined in Sect. 5.1. We note that here, we did not perform a pre-selection imposing the mean large separation of \( p \) modes and the period spacing of \( g \) modes as constraints to the models. After selecting the models that reproduced the observations best, their parameters were fine-tuned by decreasing the mesh of the initial grid and/or interpolating between the original time-steps to attempt to reduce the \( \chi^2 \) value. The resulting models are given in Table 12. That the selected ASTEC models have generally higher \( \chi^2 \) values than the CESAM2K models is probably caused by the fact the fitting method adopted here was initially designed for main-sequence stars and early subgiants, for which the density of the grid of models, particularly in terms of stellar age, is less crucial.

6. Probing the internal rotation profile

6.1. Rotational splittings vs. trapping of the modes

Having access to stellar models for the stars of the sample, we could relate the observed splittings to the trapping of the corresponding modes. For this purpose, we plot in Fig. 7 the observed splittings against the quantity \( \zeta \), which was introduced by Goupil et al. (2013) and is defined as the ratio between the kinetic energy of the mode in the \( g \)-mode cavity and the total kinetic energy of the mode, that is,

\[
\zeta \equiv \frac{\int_0^{R_{\star}} \rho r^2 \left[ \xi_l^2 + (l+1)\xi_h^2 \right] \, dr}{\int_0^{R_{\star}} \rho r^2 \left[ \xi_l^2 + (l+1)\xi_h^2 \right] \, dr},
\]
Table 13. Estimates of the mean rotation rate in the g-mode cavity ($\Omega_g$), the mean rotation rate in the p-mode cavity ($\Omega_p$), and the ratio between these quantities obtained from the coefficients of the $\delta \nu(\zeta)$ relation (see Sect. 6.1) or from OLA inversions (see Sect. 6.2).

| Star | $\langle \Omega_g/(2\pi) \rangle$ (nHz) | $\langle \Omega_p/(2\pi) \rangle$ (nHz) | $\langle \Omega_p/(\Omega_g) \rangle$ OLA | $\delta \nu(\zeta)$ OLA |
|------|---------------------------------------|---------------------------------------|---------------------------------------|--------------------------|
| A (KIC 12508433) | 505 | 532 ± 79 | 227 ± 213 | 2.2 ± 0.7 |
| B (KIC 8702606) | 619 | 629 ± 109 | 263 ± 164 | 2.4 ± 1.1 |
| C (KIC 5689820) | 917 | 865 ± 35 | 109 ± 125 | 8.4 ± 1.0 |
| D (KIC 8751420) | 1620 | 1540 ± 50 | 109 ± 102 | 14.8 ± 1.5 |
| E (KIC 7709349) | 1323 | 1313 ± 26 | 86 ± 122 | 15.4 ± 1.5 |
| F (KIC 9574283) | 1640 | 1556 ± 22 | 26 ± 74 | 64.1 ± 8.2 |

Notes. $\langle \Omega_g \rangle$ represents the average rotation rate in the g-mode cavity (innermost 1.5% to 2.5% of the star) and $\langle \Omega_p \rangle$, a weighted average of the rotation rate in the p-mode cavity, which can be regarded as an upper limit of the rotation rate in the convective envelope (see text).

Fig. 6. Evolutionary tracks of the best-fit models for stars A to F in the HR diagram. The current location of the model in the HR diagram is indicated by a filled circle.

where $l$ is the degree of the mode, $\xi_l$ and $\xi_0$ are the radial and horizontal displacements, and $r_s$ and $r_0$ are the inner and outer turning points of the g-mode cavity. A value of $\zeta$ close to 1 indicates that the mode is mainly trapped in the g-mode cavity (and thus in the core for our stars), and a value of $\zeta$ close to 0, that it is trapped in the p-mode cavity. It is clear from Fig. 7 that the splittings of g modes are larger than those of p modes, indicating that the core rotates faster than the envelope in these stars, as was found in previous studies of this type (Beck et al. 2012, D12).

There is a roughly linear relation between the rotational splittings of $l = 1$ modes and the ratio $\zeta$. This phenomenon was theoretically explained before by Goupil et al. (2013). We note that for star E, the splittings obtained for the two highest-frequency $l = 1$ modes (modes around 670 and 698 $\mu$Hz, plotted in gray in Fig. 7) lie well outside this linear relation. None of the rotation profiles tested in this study were able to account for the fitted splittings of these modes. In fact, these high-frequency modes have a large linewidth, and a possible explanation might be that they are too wide to reliably determine their rotational splittings. This should appear more clearly when longer time-series are available from Kepler observations. In the following, the splittings of these two modes were excluded from the sets of splittings that were used to perform the inversions.

Goupil et al. (2013) showed that the coefficients of the linear relation $\delta \nu(\zeta)$ for $l = 1$ modes can be used to obtain estimates of the mean rotation rate in the g-mode cavity ($\Omega_g$) and the mean rotation rate in the p-mode cavity ($\Omega_p$). By combining their Eqs. (21) and (22), we obtain

$$\delta \nu = \zeta \left( \frac{1}{2} \left( \frac{\Omega_p}{2\pi} - \frac{\Omega_g}{2\pi} \right) + \frac{\Omega_{p}}{2\pi} \right). \hspace{1cm} (4)$$

We thus fitted a relation of the type $\delta \nu = A\zeta + B$ to the observed splittings of $l = 1$ modes for the six stars (see Fig. 7). From Eq. (4), we derive $\langle \Omega_g/(2\pi) \rangle = 2(A + B)$ and $\langle \Omega_p/(2\pi) \rangle = B$. We note that for more evolved red giants, the contribution from the envelope to the rotational splittings becomes negligible and reliable estimates of $\langle \Omega_p \rangle$ cannot be obtained from the $\delta \nu(\zeta)$ relation (Goupil et al. 2013). The obtained results are given in Table 13. There are clear trends with the evolutionary status, suggesting that $\langle \Omega_g \rangle$ increases and $\langle \Omega_p \rangle$ decreases as stars evolve at the base of the red giant branch, resulting in an increase of the ratio $\langle \Omega_p/(\Omega_g) \rangle$. These trends are discussed in Sect. 7.

By using the rotational splittings of the modes that were obtained in Sect. 3 and the rotational kernels of the best stellar models from Sect. 5, we applied several inversion techniques to probe the rotational profiles of the six stars of our sample. The results presented below were obtained using the best-fit models of CESAM2k. However, all the inversions were also performed using the best models of ASTEC and yielded results that are quantitatively very similar.

6.2. Core and envelope rotation

We first tried to obtain localized constraints on the rotation profiles of the selected targets. For this purpose, the OLA (optically localized averages) method is particularly well suited. The OLA method consists of forming combinations of the rotational kernels such that the resulting averaging kernels $K(r; r_0) = \sum_k c_k(r_0) K_k(r)$ are as localized as possible around a target point $r_0$. Note that for clarity, we now use the subscript $k = 1, M$ for the modes whose splittings we were able to determine, instead of their order $n$ and degree $l$. If the averaging kernel is sufficiently well localized around $r_0$, then it is straightforward to obtain an estimate of the rotation rate at depth $r_0$ through the relation

$$2\pi \sum_k c_k(r_0) \sigma_{\delta \nu} = \sum_k c_k(r_0) \int_0^R K_k(r) \Omega(r) \, dr \approx \Omega(r_0). \hspace{1cm} (5)$$

The coefficients $c_k(r_0)$ were searched so that the averaging kernel $K(r; r_0)$ approached the Dirac function $\delta(r - r_0)$ as closely as possible. For this purpose, Backus & Gilbert (1968) advocated minimizing the function

$$J = 12 \int_0^R K(r; r_0)^2 (r - r_0)^2 \, dr + \gamma \sum_{k=1}^M \left[ c_k(r_0) r_{\sigma_{\delta \nu}} \right]^2 \hspace{1cm} (6)$$
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Fig. 7. Observed splittings (open symbols) for modes of degrees $l = 1$ (circles) and $l = 2$ (squares), plotted as a function of the parameter $\zeta$, which indicates the trapping of the modes (a value of $\zeta$ closer to 0 indicates a $p$-dominated mode, whereas a value of $\zeta$ closer to 1 indicates a $g$-dominated mode). The dashed lines indicate linear regressions of the relation between the splittings of $l = 1$ modes and the parameter $\zeta$. Gray symbols indicate suspicious measurements that were not taken into account (see text).

for each point $r_0$ considered by requiring that the integral of the averaging kernel be unity. Here, $\gamma$ is a trade-off parameter between resolution of the averaging kernel and error magnification, and the $\sigma_{\delta\nu_k}$ are the measurement errors of the rotational splitting estimates. As was pointed out by D12, it is very hard to obtain localized averaging kernels in our case, and we therefore took $\gamma = 0$.

Since the modes are mixed, their rotational kernels have a contribution both from the core, due to their $g$-mode character, and from the envelope where they behave as $p$ modes. The ratio between these contributions depend on where the modes are predominantly trapped. Because of the shape of the mode kernels, it was impossible with the set of modes at our disposal to build averaging kernels that are well localized at intermediate depths inside the star, and we were therefore unable to invert the whole rotation profile throughout the star. But we obtained estimates of the rotation rate in the core and the envelope.

6.2.1. Core rotation

By minimizing the function $J$ defined by Eq. (6) for values of $r_0$ between 0 and 0.02 $R$, we obtained averaging kernels that efficiently cancel the contribution from the $p$-mode cavity. The more evolved the star is, the smaller the envelope contribution to the averaging kernel becomes. We show in Fig. 8 the core-averaging kernels obtained for stars A and F, which are the least and most evolved star of the sample, respectively. It is clear that these averaging kernels are poor approximations to Dirac functions; but
if we assume that the rotation profile varies smoothly in the core, they can be well approximated by step functions in the g-mode cavity (i.e. between 0 and 0.015 to 0.025 $R$), as can be seen in Fig. 8. By applying Eq. (5), we thus obtained estimates of the average rotation rate in the innermost 1.5% to 2.5% for the stars of the sample. The results are summarized in Table 13. The same inversions using the ASTEC models provide core rotation rates that agree with the values quoted in Table 13 within less than 1.3$\sigma$. The core rotations obtained with the OLA inversions agree well with the values obtained from the coefficients of the linear regression of the relation $\delta \nu(J)$ (see Table 13). This validates the prescription of Goupil et al. (2013) for stars at the base of the RGB.

### 6.2.2. Envelope rotation

The surface-averaging kernels are obtained by choosing $r_0 = 1$ and searching for the coefficients $c_k(r_0)$ that minimize the function $J$. We show in Fig. 9 the cumulative integral of the surface kernels $\int_0^r |K(r;1)| \, dr$ for our stars. First, we note that the contribution of the g-mode cavity to the surface-averaging kernels seems to be efficiently canceled. However, it is clear from Fig. 9 that the surface-averaging kernels provide a weighted average of the rotation rate in the whole p-mode cavity rather than an estimate of the surface rotation itself. Without knowledge of the variations in $\Omega(r)$ in the p-mode cavity, no direct information about the rotation profile in the envelope can be inferred. If we assume that the star rotates as a solid-body in the whole p-mode cavity, then the quantity $2\pi \sum_k c_k(r_0) \delta \nu_p$ provides an estimate of the envelope rotation rate. The estimates are listed in Table 13 for the six stars. These estimates can be regarded as upper limits to the rotation rate in the convective envelope. Indeed, Fig. 9 shows that the radiative part of the p-mode cavity, which presumably rotates faster than the convective envelope, also contributes to the surface-averaging kernels. In addition, even though the contribution from the g-mode cavity to the surface-averaging kernel is small, we know that the core rotates much faster than the envelope, which leads us to underestimate the envelope rotation. This leakage from this region can be quantified by separating the contributions from the core and the envelope as follows:

$$2\pi \sum_k c_k(r_0) \delta \nu_p \approx \Omega_c \int_0^r K(r;1) \, dr + \Omega_p \int_r^1 K(r;1) \, dr. \tag{7}$$

The first term on the right-hand side in Eq. (7) represents the contribution from the g-mode cavity and can be estimated by using the core rotation rates obtained in Sect. 6.2.1. Taking this into account, we found that the estimates of the rotation rates in the p-mode cavity listed in Table 13 are reduced by only 0.6% to 2.6% for stars A through E. In contrast, for star F, which is the most evolved star in our sample, the leakage from the core amounts to 26%. Similar inversions using the ASTEC models yielded an envelope rotation rate that agrees with the values quoted in Table 13 within less than 1$\sigma$ for all the stars. 

Estimates of the ratio $\Omega_c/\Omega_p$ were obtained by combining our estimates of the envelope rotation rates with the estimates of the core rotation rates obtained in Sect. 6.2.1. The results are given in Table 13. Except for star F, they agree well with the values obtained with the prescription of Goupil et al. (2013). The disagreement for star F probably arises because our estimate of $\Omega_c$ is too high due to a leakage from the core, as explained above.

### 6.3. Testing for strong gradients in the rotation profiles

As mentioned above, it is very difficult to obtain localized information about the rotation profile in regions other than the deepest layers, because in these zones the averaging kernels suffer from considerable leakage from the core and the surface. Another approach consists of trying to place constraints on the overall shape of the rotation profiles. One important question is that of the existence of discontinuities or sharp gradients in the rotation profiles. Indeed, if we assume conservation of the specific angular momentum of each layer, the evolution in the post-main sequence leads to a fast-spinning core and a slow-spinning envelope, with a sharp rotation gradient in the intermediate region, where the H-burning shell lies. If we assume, in contrast, an instantaneous AM transport, the whole star rotates as a solid body. We know that the reality probably lies somewhere between these two limiting cases, but the shape of the rotation profile is still
very uncertain. We therefore tried to test for strong gradients in the rotation profiles of the stars in our sample. For this purpose, we fitted both smooth and discontinuous rotation profiles to the observed splittings.

6.3.1. Smooth rotation profiles

To ensure that the fitted rotation profiles are smooth, we used the RLS (regularized least-squares) method. It consists of searching the rotation profile that best matches the observed splittings by performing a least-squares fitting. Owing to the few available cases of splittings, which are not sufficient to reconstruct the whole rotation profile in a unique way, the problem must be regularized. The function to be minimized corresponds to the sum of the $\chi^2$ residual of the fit and a regularization function that penalizes undesirable features in the solution. Here, since we were searching for smooth rotation profiles, we imposed a smoothness condition by taking the regularization parameter that penalizes undesirable features in the solution. Here, since we were searching for smooth rotation profiles, we imposed a smoothness condition by taking the regularization parameter $\lambda$.

Best rotation profiles obtained by applying the RLS method with a smoothness condition on the rotation profile on the entire star (solid blue lines) or only in the radiative interior while the convective envelope is assumed to rotate as a solid body (long-dashed red lines). The dotted lines indicate the $1\sigma$ error bars for both types of inversions.

The best-fitting rotation profiles for the six stars are shown in Fig. 10. When the rotation profile is required to be smooth throughout the star (solid blue lines), the best-fitting profiles vary almost linearly as a function of the radius. For stars C, D, E, and F, the surface is found to be counter-rotating. However, we showed in Sect. 6.2.2 that we can only obtain information about the average rotation in the envelope with our data. Since the shape of the rotation profile cannot be determined in the envelope, it is clear that the smoothness condition dominates and imposes a linear behavior for the recovered profile in this region, thus causing the surface to be counter-rotating. The best-fitting profiles for solid-body rotation in the convective envelope (long-dashed red lines in Fig. 10) produce rotational splittings very similar to those of the previous case, which appears clearly in Fig. 7.

The agreement between the observed rotations and those produced by the best-fitting smooth profiles (noted $\delta\nu_{RLS}$) was estimated by computing the $\chi^2$ of the residual of the fits

$$\chi^2 = \sum_{k=1}^{M} \left( \frac{\delta\nu_{RLS}^k - \delta\nu_{obs}^k}{\sigma_{\nu_{obs}}^k} \right)^2.$$  

Since our aim is to interpret the obtained values of $\chi^2$ in a statistical sense, special care needs to be given to its normalization. It is customary to normalize the $\chi^2$ by its expected value, which yields a reduced $\chi^2$ of expected value unity. The expected value of $\chi^2$ is equal to its number of degrees of freedom. For an ordinary least-squares fit, it corresponds to $M - \mu$, where $\mu$ is the number of fitted parameters. For a regularized least-squares fit, it is more delicate and requires computing an effective number of degrees of freedom, which obviously depends on the regularization parameter $\lambda$. By following Hastie & Tibshirani (1990), we estimated the effective number of degrees of freedom of the RLS fits for the six studied stars, given the chosen regularization parameter $\lambda$. Details of the calculation are presented in Appendix B. We obtained values of around $M - 2.2$ for all the stars. This is expected because the inverted rotation profiles are almost straight lines (see Fig. 10), and fitting the observed splittings to a straight line would give $\mu = 2$, and thus $M - 2$ degrees of freedom. We thus defined the reduced $\chi^2$ as

$$\chi^2_{red} = \chi^2/(M - 2.2).$$

The obtained $\chi^2_{red}$ are given in Table 14. First we observe that the case where a smooth profile is assumed throughout the star produces $\chi^2_{red}$ values that are very similar to the case where solid-body rotation is assumed in the envelope. For stars A and E, the observed splittings are very well reproduced by smooth profiles, with reduced $\chi^2$ around 1. For stars B and C, the reduced $\chi^2$ is

$$\chi^2_{red} = \frac{\chi^2}{M - 2.2}.$$
around 3, indicating a poorer match with the observations. This might indicate that the rotation profile is not smooth as assumed. However, as can be seen in Fig. 11, the modes that contribute the most to the value of $\chi^2$ for these two stars are located at the edges of the frequency range of the oscillations, where the signal-to-noise ratio is the lowest. We can therefore not exclude that this mismatch is caused by wrong splitting estimates. For stars D and F, the reduced $\chi^2$ is even higher, reaching values of 6.0 and 4.4, respectively. For these stars, the splittings of several modes differ from the observed splittings by 3 to 5.

In addition, Fig. 11 shows that the modes that contribute the most to the $\chi^2$ value lie around $v_{\text{max}}$, so it is very unlikely that this disagreement might be due to an incorrect determination of the splittings.

### 6.3.2. Discontinuous profiles

We then tried to fit discontinuous rotation profiles to the data. We here modeled discontinuous profiles in the crudest way, by splitting the star into two zones that are assumed to rotate as solid bodies, that is, profiles of the type

$$\Omega(r) = \begin{cases} \Omega_1 & \text{if } r \leq r_c, \\ \Omega_2 & \text{if } r > r_c. \end{cases}$$

The radius $r_c$ that separates these zones was considered a free parameter. We varied the radius $r_c$ between 0 and 1, and each time determined the rotation rates $\Omega_1$ and $\Omega_2$ that fit the observations best. We thus minimized the reduced $\chi^2$ defined as

$$\chi^2_{\text{red}} = \frac{1}{M-2} \sum_{k=1}^{M} \frac{\delta v_k^{\text{obs}} - \Omega_1 A_k(r_c) - \Omega_2 B_k(r_c)}{\sigma_k^{\text{obs}}}^2,$$

where $A_k(r_c) = \int_{0}^{r_c} K_k(r) \, dr$ and $B_k(r_c) = \int_{r_c}^{R} K_k(r) \, dr$. Here, there are two fitted parameters and the $\chi^2$ is thus normalized by $M-2$. In the following, the lowest value of the $\chi^2$ function is noted $\chi^2_{\text{dis}}$, and the corresponding depth of discontinuity, $r_{\text{disc}}$. The results are presented in Fig. 12. For stars A, B, C, and E, the $\chi^2$ function varies little as a function of $r_c$, except at very low values of $r_c (<0.002 R_\star)$, where it sharply increases. The minimum $\chi^2$ is located very close to the surface for stars A, B, and C ($r_{\text{disc}} \geq 0.99 R_\star$), and it corresponds to a rotation profile with a thin counter-rotating layer at the surface. D12 have shown that these solutions are in fact most likely spurious, and this is discussed in more detail in Appendix C. For stars D and F, the minimum of the $\chi^2$ function is much more pronounced than for the other stars. For these two stars, discontinuities below a depth of about 0.04 $R_\star$ yield $\chi^2$ values that are much lower than discontinuities in other regions of the star. The global minimum of the $\chi^2$ function is located at $r_{\text{disc}} = 0.005 R_\star$ for star D, and $r_{\text{disc}} = 0.037 R_\star$ for star F, but other depths of discontinuities below 0.04 $R_\star$ also yield very similar values of $\chi^2$. The values of $\chi^2_{\text{disc}}$ are given in Table 14 for each star. It is striking that for stars D and F, the best-fitting discontinuous rotation profiles yield reduced $\chi^2$ of 2.4 and 1.4, respectively, which are much smaller than the reduced $\chi^2$ obtained with smooth rotation profiles ($\chi^2_{\text{smooth}} = 6.0$ and 4.4 for stars D and F; see Table 14). The question of the significance of this $\chi^2$ difference is addressed in 6.4. For this purpose, we introduce the quantity

$$\Delta \chi^2 = \chi^2_{\text{smooth}} - \chi^2_{\text{disc}}.$$
The results obtained in Sect. 6.3 suggest that there might exist a deep discontinuity in the rotation profiles of stars D and F. To evaluate the significance of these results, we ran a series of simulations with artificial input rotation profiles to determine whether or not we can distinguish between a smooth and a discontinuous profile with a deep discontinuity for the six stars of the sample.

We observe that regardless of the chosen depth of discontinuity \( r_c \), the best-fitting values of \( \Omega_1 \) and \( \Omega_2 \) always agree well with the mean rotation rate in the g-mode cavity that was obtained with the OLA method in Sect. 6.2.1. We checked this by computing \( \Omega_1 \int_{r_c}^{R_\star} K(r; 0) \, dr + \Omega_2 \int_{r_c}^{R_\star} K(r; 0) \, dr \) and comparing the result with the values of \( \Omega_g \) listed in Table 13. It is thus understandable that for depths of discontinuity smaller than the outer turning point of the g-mode cavity, the best-fitting value of \( \Omega_0 \) increases and takes values that can become much higher than \( \Omega_g \). For instance for star D, the best-fitting depth of discontinuity \( r_{\text{disc}} = 0.005 \, R_\star \) corresponds to \( \Omega_g / (2\pi) = 5254 \pm 92 \text{ nHz} \). If the rotation profile is indeed discontinuous in stars D and F, it is therefore possible that the rotation rate in the deeper core is significantly higher than the average rotation rate in the g-mode cavity given in Table 13.

To study the influence of the choice of the best-fit stellar model on the results, we also performed the same inversions as described above using the best model found with the ASTEC code instead of the CESAM2K models. The \( \chi^2 \) are plotted as a function of the \( r_c \) in Fig. 12 (gray lines). Apart from the absolute values of \( \chi^2 \), which vary a little compared with the case where CESAM2K models were used, the results are very similar. In particular, the radii \( r_{\text{disc}} \) where the \( \chi^2 \) functions are minimal are almost unchanged. This justifies the assumption that the results on the internal rotation of the selected stars do not critically depend on the choice of the best-fit stellar model.

6.4. Significance of the results

The results obtained in Sect. 6.3 suggest that there might exist a deep discontinuity in the rotation profiles of stars D and F. To evaluate the significance of these results, we ran a series of simulations with artificial input rotation profiles to determine whether or not we can distinguish between a smooth and a discontinuous profile with a deep discontinuity for the six stars of the sample.

These tests are presented in Appendix C, and we here summarize the obtained results.

We found that stars D and F only offer good chances of distinguishing between the two cases for the following reasons:

1. If we assume a discontinuous input profile with a deep discontinuity (at 0.04 \( R_\star \)), the probability of correctly recovering this depth of discontinuity is high (90% for star D and 97% for star F).
2. If we assume a smooth input profile, the probability of mistaking it with a discontinuous profile with a deep discontinuity is low (4% for star D and 2% for star F).
3. Assuming a smooth or discontinuous input profile yields distributions of \( \Delta \chi^2 \) that are clearly different from each other (see Fig. C.2).

By comparison, for stars A, B, C, and E, the chances of correctly recovering a deep discontinuity are relatively low (between 28% and 60%), and the distributions of \( \Delta \chi^2 \) whether we assume a smooth or discontinuous input profile almost overlap (see Fig. C.2). This shows that the available splittings do not allow us to significantly distinguish between a smooth and a discontinuous rotation profile for these stars.

We now use the results of our simulations to interpret the observations. In Sect. 6.3.2, we found that a deep discontinuity yields the smallest reduced \( \chi^2 \) for stars D and F, which has little chance of occurring if the rotation profile is smooth, as we showed in Appendix C. We also obtained \( \Delta \chi^2 = 3.6 \) for star D and \( \Delta \chi^2 = 3.1 \) for star F. These values are much better compatible with the case of a discontinuous profile than with the case of a smooth profile (Fig. C.2). We thus conclude that the improvement in the \( \chi^2 \) when considering a discontinuous rotation profile is statistically significant. We note that even with discontinuous profiles, the reduced \( \chi^2 \) that we obtained for stars D and F is higher than 1. This is very likely because the actual rotation profile of the star is more complex than the simple two-zone model we assumed. However, for completeness, we also considered the possibility that it might come from an understimation.

Fig. 12. Variations in the reduced \( \chi^2 \) as a function of the radius \( r_c \) of the assumed discontinuity. The black curves correspond to the inversions performed with the best-fit models of CESAM2K and the gray curves, to the inversions performed with the best-fit models of ASTEC. The circles indicate the lowest value of the \( \chi^2 \) function. The vertical dot-dashed blue line indicates the location of the H-burning shell for the best-fit models.
of the error bars of the observed splittings. We computed a correcting factor to the errors that would bring the reduced \( \chi^2 \) to 1 and repeated the inversions performed in Sect. 6.3. We found that a discontinuous rotation profile still reproduces the observed splittings significantly better than a smooth profile for both stars.

For stars A, B, C, and E, no evidence for a discontinuous rotation profile was found in the observations. However, this does not mean that the profile is smooth because our simulations showed that it is impossible to distinguish between the two types of profiles. This raises the question of why stars D and F are better suited for detecting discontinuities in the rotation profiles. Answering this question is beyond the scope of this paper; but several possible explanations can be offered at this point. First of all, stars D and F have the highest core-rotation rate (see Table 13). By performing statistical tests similar to those presented in Appendix C for input profiles with increasing core rotations, we indeed found that the probability of detecting a discontinuity increases with the core rotation. Yet, this does not explain why discontinuities cannot be detected for star E, which has a core rotation that is similar to those of stars D and F. This could come from the precision of the splitting estimates. Indeed, we saw from Fig. 5 that the splittings of several modes are crucial for distinguishing between smooth and discontinuous profiles. The precision with which the splittings of these modes can be determined from the observations is therefore decisive.

### 7. Discussion and conclusion

We selected a subsample of six subgiants or early red giants observed with Kepler with the objective to obtain constraints on the radial dependence of their rotation profile. For this purpose, spectroscopic estimates of their surface parameters were obtained, either from the literature or by performing ground-based observations. The Kepler light curves of the six stars were analyzed, enabling us to determine the frequencies and rotational splittings of 12 to 18 mixed modes of degree \( l = 1 \) or 2 with a very high level of precision (uncertainties on the order of 10 nHz). We then performed a seismic modeling of the six targets and obtained stellar models that reproduce well both the observed atmospheric parameters and the frequencies of the observed modes. By using these models along with our estimates of the rotational splittings, we performed inversions to probe the rotation profiles of the selected targets.

By using the OLA (optimally localized average) method, we were able to obtain estimates of the average rotation in the g-mode cavity (which roughly corresponds to the innermost 2% of the stellar radius) for the six stars of our sample (Sect. 6.2.1). It is interesting that the mean core rotation rate appears to be correlated with the evolutionary status. The two stars that are the least evolved and were identified as subgiants on their way to the RGB (stars A and B) have the slowest cores. To further illustrate this point, we plot in Fig. 13 the estimated core rotation rates as a function of the surface gravity. The letter corresponding to each star is specified. The dashed gray lines correspond to the range of surface rotation rates predicted by van Saders & Pinsonneault (2013) for the stars that lie in the range of parameters that they considered. The horizontal and vertical lines indicate 1σ error-bars.

**Fig. 13.** Core (red symbols) and envelope (blue symbols) rotation rates obtained with the OLA method (see Sects. 6.2.1 and 6.2.2) plotted as a function of the surface gravity. The letter corresponding to each star is specified. The dashed gray lines correspond to the range of surface rotation rates predicted by van Saders & Pinsonneault (2013) for the stars that lie in the range of parameters that they considered. The horizontal and vertical lines indicate 1σ error-bars.

**Fig. 14.** Core rotation rate as a function of the stellar radius. The open symbols correspond to the stars studied by Mosser et al. (2012b, circles: RGB stars, squares: clump stars). The filled symbols indicate the stars that were studied in this paper, and the cross corresponds to the young giant KIC 7341231 studied by D12.

---

\(^4\) Subgiants are intrinsically less bright than red giants. Moreover, short-cadence data are required to perform a seismic study of these stars, which limits the number of targets.
the envelope, they could lead us to overestimate the envelope rotation rate. These estimates must therefore be regarded as upper limits of the envelope rotation rate. They are plotted as a function of the surface gravity in Fig. 13. Once again, a clear trend appears. It suggests that the convective envelope is spun down in the subgiant phase. This is expected since the envelope rapidly expends in this phase. However, we know that AM must be redistributed from the core to the envelope to account for the relatively low core rotation rates that are observed (Eggenberger et al. 2012; Marques et al. 2013; Ceillier et al. 2013). Our results show that the AM gained by the envelope is not sufficient to spin it up. Our estimates of the envelope rotation rates can therefore be used to place constraints on the transport of AM in the subgiant phase. van Saders & Pinsonneault (2013) recently built a simplified model to predict the rotation periods of stars across the HR diagram by taking into account the loss of AM through a magnetized wind when relevant. They assumed rigid rotation at all times (i.e. instantaneous internal transport of AM), which is clearly not the case for the stars of our study, but they argued that their results are only weakly sensitive to this hypothesis. Figure 13 shows the ranges of surface rotation rates predicted by van Saders & Pinsonneault (2013) for the stars of our sample that lie in the range of parameters they considered (stars B, D, E, and F). They broadly agree with the estimates found in this study, but are systematically larger, which is consistent with the fact that internal transport of AM is likely less efficient than they assumed. It would be interesting to compare the observed envelope rotation rates with those predicted by models that include an additional viscosity to simulate the unknown physical process of AM transport (Eggenberger et al. 2012).

Finally, we found indications that the rotation profiles of two of our stars (stars D and F) might have a sharp gradient in the core. For these stars, the observed splittings are significantly better reproduced by a discontinuous rotation profile with a deep discontinuity (located at 0.4% of the stellar radius for star D and 3.9% of the radius for star F) than by a rotation profile that decreases smoothly from the core to the surface. The significance of this result was established by performing simulations with our optimal models and by assuming either discontinuous or smooth input rotation profiles. For the four other stars, no observational evidence of a discontinuous rotation profile was found. However, our statistical tests showed that with the current data, it is in fact impossible to distinguish between a smooth and a discontinuous rotation profile for these stars, which means that discontinuities could exist. Interestingly, the depth found to be most probable for the discontinuity in the rotation profiles of stars D and F is close to the location of the H-burning shell, which is located between 1% and 2% of the stellar radius for these stars (see Fig. 12). This suggests that the overall shape of the rotation profile might in fact be similar to that predicted by current theoretical models that include rotationally induced AM transport (e.g. Marques et al. 2013). Of course the problem remains that the core rotation rates predicted by these models are higher by several orders of magnitude than the observed ones.

The existence of a sharp gradient within the g-mode cavity of young giants would complicate the interpretation of the average rotation velocity in the g-mode cavity $\Omega_g$. Indeed, if it is the case, the layers below this jump could have rotation rates that are much higher than our estimates of $\Omega_g$, which are listed in Table 13. As a result, any conclusion on the spin-up or spin-down of the most central layers depends on the evolution of the rotation gradient in the g-mode cavity. Figure 15 illustrates this point schematically. We assumed rotation profiles for an imaginary star in which a rotation gradient would be building up between times $t_1$ and $t_2$. If we only have access to $\Omega_g$, we would conclude that the core is spinning down because $\Omega_g(t_2) < \Omega_g(t_1)$. But in fact, Fig. 15 shows that the core spins up ($\Omega_g(t_2) > \Omega_g(t_1)$) owing to the sharp gradient that is building up in the core. Moreover, if the existence of sharp gradients in the rotation profiles of early red giants can be confirmed, it would bring very important constraints on the mechanisms that transport AM in these stars. In particular, it seems incompatible with AM transport through a deep fossil magnetic field, as advocated for instance by Gough & McIntyre (1998), because it would very likely erase such sharp features. Indeed, differential rotation is expected to be damped along the poloidal field lines (Garaud & Garaud 2008; Strugarek et al. 2011). On the other hand, internal gravity waves, which are also able to transport AM and have been reported to be efficient during advanced phases of stellar evolution (Talon & Charbonnel 2008), can give birth to localized weak gradients in the rotation profile caused by the extraction and deposit of AM (e.g. Talon & Charbonnel 2005). Sharp rotation gradients might also potentially trigger magnetohydrodynamic instabilities, such as the magnetorotational instability (MRI), which in turn might transport AM (Balbus & Hawley 1994; Arlt et al. 2003; Menou et al. 2004; Menou & Le Mer 2006).

To conclude, we confirm that the precision with which rotational splittings can be determined from the observations is crucial for studying the shape of the internal rotation profiles of young red giants. This is yet another motivation to try to obtain long time-series for asteroseismic measurements, such as those obtained with Kepler.
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Table 3. Estimates of the frequencies and rotational splittings of the detected modes for KIC 12508433 (star A), obtained by fitting Lorentzian functions to the mode profiles.

| \(l\) | \(\nu_{l,i} (\mu\text{Hz})\) | \(\delta \nu_{l,i} (\mu\text{Hz})\) |
|-------|-----------------|-----------------|
| 0     | 606.085 ± 0.078 | n.a.            |
| 0     | 649.934 ± 0.034 | n.a.            |
| 0     | 694.407 ± 0.036 | n.a.            |
| 0     | 739.336 ± 0.031 | n.a.            |
| 0     | 784.165 ± 0.031 | n.a.            |
| 0     | 829.072 ± 0.036 | n.a.            |
| 0     | 874.216 ± 0.045 | n.a.            |
| 0     | 919.672 ± 0.092 | n.a.            |
| 1     | 579.158 ± 0.027 | 0.256 ± 0.036   |
| 1     | 627.052 ± 0.023 | 0.189 ± 0.024   |
| 1     | 657.311 ± 0.024 | 0.282 ± 0.024   |
| 1     | 679.081 ± 0.031 | 0.223 ± 0.027   |
| 1     | 713.436 ± 0.039 | 0.236 ± 0.025   |
| 1     | 740.554 ± 0.013 | 0.240 ± 0.011   |
| 1     | 768.335 ± 0.026 | 0.210 ± 0.031   |
| 1     | 806.093 ± 0.031 | 0.193 ± 0.042   |
| 1     | 836.040 ± 0.015 | 0.246 ± 0.011   |
| 1     | 860.483 ± 0.048 | 0.178 ± 0.102   |
| 1     | 900.001 ± 0.056 | 0.336 ± 0.050   |
| 1     | 942.258 ± 0.066 | –               |
| 2     | 690.651 ± 0.073 | 0.206 ± 0.067   |
| 2     | 736.118 ± 0.044 | 0.223 ± 0.014   |
| 2     | 779.601 ± 0.035 | 0.194 ± 0.024   |
| 2     | 825.116 ± 0.049 | 0.217 ± 0.025   |
| 2     | 915.505 ± 0.143 | –               |

Notes. The rotational splittings are given only for the modes for which at least six of the seven teams agreed to within 1\(\sigma\). n.a.: not applicable.

Table 4. Same as Table 3 for KIC 8702606 (star B).

| \(l\) | \(\nu_{l,i} (\mu\text{Hz})\) | \(\delta \nu_{l,i} (\mu\text{Hz})\) |
|-------|-----------------|-----------------|
| 0     | 491.070 ± 0.024 | n.a.            |
| 0     | 531.002 ± 0.050 | n.a.            |
| 0     | 570.074 ± 0.050 | n.a.            |
| 0     | 609.620 ± 0.037 | n.a.            |
| 0     | 649.219 ± 0.034 | n.a.            |
| 0     | 688.624 ± 0.039 | n.a.            |
| 0     | 768.568 ± 0.084 | n.a.            |
| 0     | 808.595 ± 0.192 | n.a.            |
| 1     | 511.519 ± 0.026 | 0.327 ± 0.026   |
| 1     | 533.045 ± 0.014 | 0.311 ± 0.016   |
| 1     | 552.948 ± 0.040 | 0.262 ± 0.035   |
| 1     | 580.559 ± 0.024 | 0.289 ± 0.022   |
| 1     | 598.164 ± 0.025 | 0.231 ± 0.023   |
| 1     | 627.328 ± 0.032 | 0.202 ± 0.032   |
| 1     | 653.089 ± 0.014 | 0.283 ± 0.014   |
| 1     | 674.472 ± 0.036 | 0.228 ± 0.042   |
| 1     | 705.729 ± 0.035 | 0.277 ± 0.041   |
| 1     | 731.742 ± 0.042 | 0.303 ± 0.040   |
| 1     | 756.272 ± 0.038 | 0.369 ± 0.038   |
| 1     | 789.662 ± 0.080 | –               |
| 1     | 820.804 ± 0.139 | –               |
| 2     | 526.581 ± 0.018 | –               |
| 2     | 566.494 ± 0.054 | 0.154 ± 0.029   |
| 2     | 605.910 ± 0.035 | 0.192 ± 0.025   |
| 2     | 645.614 ± 0.038 | 0.159 ± 0.027   |
| 2     | 685.296 ± 0.040 | 0.124 ± 0.030   |
| 2     | 764.843 ± 0.245 | 0.281 ± 0.165   |

Notes. n.a.: not applicable.

Table 5. Same as Table 3 for KIC 5689820 (star C).

| \(l\) | \(\nu_{l,i} (\mu\text{Hz})\) | \(\delta \nu_{l,i} (\mu\text{Hz})\) |
|-------|-----------------|-----------------|
| 0     | 516.270 ± 0.011 | n.a.            |
| 0     | 556.610 ± 0.040 | n.a.            |
| 0     | 597.242 ± 0.047 | n.a.            |
| 0     | 638.197 ± 0.027 | n.a.            |
| 0     | 679.266 ± 0.033 | n.a.            |
| 0     | 720.358 ± 0.048 | n.a.            |
| 0     | 761.716 ± 0.045 | n.a.            |
| 0     | 803.158 ± 0.100 | n.a.            |
| 1     | 576.439 ± 0.053 | 0.256 ± 0.024   |
| 1     | 619.386 ± 0.045 | 0.092 ± 0.090   |
| 1     | 648.779 ± 0.012 | 0.298 ± 0.010   |
| 1     | 664.182 ± 0.012 | 0.213 ± 0.008   |
| 1     | 697.615 ± 0.014 | 0.172 ± 0.016   |
| 1     | 722.626 ± 0.012 | 0.339 ± 0.010   |
| 1     | 743.321 ± 0.049 | 0.190 ± 0.019   |
| 1     | 778.322 ± 0.060 | –               |
| 1     | 805.884 ± 0.033 | 0.336 ± 0.027   |
| 1     | 828.908 ± 0.027 | 0.435 ± 0.024   |
| 2     | 511.857 ± 0.011 | –               |
| 2     | 675.341 ± 0.062 | 0.129 ± 0.006   |
| 2     | 716.503 ± 0.038 | 0.108 ± 0.017   |
| 2     | 757.937 ± 0.095 | 0.188 ± 0.019   |

Notes. n.a.: not applicable.
Table 6. Same as Table 3 for KIC 8751420 (star D).

| $l$ | $\nu_{lJ}$ (µHz) | $\delta\nu_{lJ}$ (µHz) |
|-----|----------------|----------------------|
| 0   | 397.838 ± 0.125 | n.a.                |
| 0   | 431.742 ± 0.033 | n.a.                |
| 0   | 465.562 ± 0.028 | n.a.                |
| 0   | 499.896 ± 0.024 | n.a.                |
| 0   | 534.472 ± 0.021 | n.a.                |
| 0   | 568.986 ± 0.016 | n.a.                |
| 0   | 603.621 ± 0.027 | n.a.                |
| 0   | 638.313 ± 0.054 | n.a.                |
| 0   | 673.558 ± 0.058 | n.a.                |
| 0   | 708.983 ± 0.136 | n.a.                |
| 0   | 744.280 ± 0.159 | n.a.                |
| 1   | 414.335 ± 0.065 | –                    |
| 1   | 444.246 ± 0.025 | 0.477±0.030          |
| 1   | 454.377 ± 0.032 | 0.483±0.034          |
| 1   | 474.526 ± 0.010 | 0.599±0.013          |
| 1   | 486.236 ± 0.019 | 0.341±0.019          |
| 1   | 507.300 ± 0.010 | 0.627±0.010          |
| 1   | 520.228 ± 0.016 | 0.296±0.017          |
| 1   | 543.422 ± 0.008 | 0.520±0.010          |
| 1   | 555.963 ± 0.013 | 0.368±0.014          |
| 1   | 581.601 ± 0.012 | 0.404±0.014          |
| 1   | 594.836 ± 0.015 | 0.474±0.016          |
| 1   | 619.974 ± 0.028 | 0.230±0.034          |
| 1   | 658.595 ± 0.041 | –                    |
| 1   | 686.796 ± 0.088 | –                    |
| 1   | 702.832 ± 0.180 | –                    |
| 2   | 462.124 ± 0.043 | 0.144±0.034          |
| 2   | 496.619 ± 0.067 | 0.120±0.045          |
| 2   | 565.727 ± 0.023 | 0.108±0.015          |
| 2   | 635.865 ± 0.038 | –                    |

Notes. n.a.: not applicable.

Table 7. Same as Table 3 for KIC 7799349 (star E).

| $l$ | $\nu_{lJ}$ (µHz) | $\delta\nu_{lJ}$ (µHz) |
|-----|----------------|----------------------|
| 0   | 416.037 ± 0.034 | n.a.                |
| 0   | 448.499 ± 0.032 | n.a.                |
| 0   | 481.218 ± 0.027 | n.a.                |
| 0   | 514.341 ± 0.021 | n.a.                |
| 0   | 547.540 ± 0.022 | n.a.                |
| 0   | 580.633 ± 0.025 | n.a.                |
| 0   | 614.069 ± 0.071 | n.a.                |
| 0   | 647.589 ± 0.072 | n.a.                |
| 0   | 681.043 ± 0.099 | n.a.                |
| 0   | 715.405 ± 0.139 | n.a.                |
| 1   | 434.586 ± 0.021 | 0.202 ± 0.020       |
| 1   | 450.967 ± 0.003 | 0.566 ± 0.003       |
| 1   | 464.741 ± 0.061 | 0.214 ± 0.025       |
| 1   | 496.250 ± 0.034 | 0.286 ± 0.020       |
| 1   | 506.636 ± 0.009 | 0.466 ± 0.009       |
| 1   | 528.865 ± 0.018 | 0.243 ± 0.022       |
| 1   | 539.024 ± 0.008 | 0.458 ± 0.011       |
| 1   | 562.658 ± 0.030 | 0.212 ± 0.029       |
| 1   | 574.859 ± 0.005 | 0.491 ± 0.005       |
| 1   | 596.986 ± 0.025 | 0.191 ± 0.023       |
| 1   | 614.593 ± 0.023 | 0.553 ± 0.022       |
| 1   | 632.243 ± 0.035 | 0.255 ± 0.040       |
| 1   | 657.096 ± 0.069 | 0.485 ± 0.061       |
| 1   | 669.829 ± 0.042 | 0.470 ± 0.036       |
| 1   | 697.785 ± 0.033 | 0.537 ± 0.037       |
| 2   | 511.478 ± 0.032 | –                    |
| 2   | 544.490 ± 0.026 | 0.141 ± 0.030       |
| 2   | 578.009 ± 0.032 | 0.143 ± 0.020       |
| 2   | 611.144 ± 0.052 | 0.134 ± 0.029       |
| 2   | 644.174 ± 0.164 | –                    |

Notes. n.a.: not applicable.
Table 8. Same as Table 3 for KIC 9574283 (star F).

| l | \( \nu_{\omega} (\muHz) \) | \( \delta \nu_{\omega} (\muHz) \) |
|---|---|---|
| 0 | 312.285 ± 0.100 | n.a. |
| 0 | 341.349 ± 0.024 | n.a. |
| 0 | 370.549 ± 0.018 | n.a. |
| 0 | 400.137 ± 0.017 | n.a. |
| 0 | 429.818 ± 0.018 | n.a. |
| 0 | 459.493 ± 0.015 | n.a. |
| 0 | 489.424 ± 0.042 | n.a. |
| 0 | 519.536 ± 0.047 | n.a. |
| 0 | 581.219 ± 0.253 | n.a. |
| 1 | 328.715 ± 0.025 | 0.487 ± 0.002 |
| 1 | 356.821 ± 0.013 | 0.334 ± 0.012 |
| 1 | 379.806 ± 0.011 | 0.548 ± 0.010 |
| 1 | 387.209 ± 0.013 | 0.347 ± 0.018 |
| 1 | 398.982 ± 0.021 | 0.703 ± 0.012 |
| 1 | 412.872 ± 0.008 | 0.345 ± 0.009 |
| 1 | 421.160 ± 0.007 | 0.557 ± 0.009 |
| 1 | 437.630 ± 0.009 | 0.508 ± 0.012 |
| 1 | 446.599 ± 0.016 | 0.317 ± 0.022 |
| 1 | 462.516 ± 0.009 | 0.663 ± 0.014 |
| 1 | 474.775 ± 0.017 | 0.219 ± 0.025 |
| 1 | 489.561 ± 0.010 | 0.648 ± 0.010 |
| 1 | 504.201 ± 0.030 | – |
| 1 | 534.500 ± 0.046 | – |
| 2 | 366.917 ± 0.051 | – |
| 2 | 396.731 ± 0.022 | 0.161 ± 0.014 |

Notes. n.a.: not applicable.

Table 9. Inclination angles obtained for the stars of the sample from the final fit (see text).

| Star              | Inclination angle (degrees) |
|------------------|-----------------------------|
| KIC 12506433 (A) | 53 ± 2°                     |
| KIC 8702606 (B)  | 70 ± 2°                     |
| KIC 5689820 (C)  | 70 ± 2°                     |
| KIC 8751420 (D)  | 72 ± 2°                     |
| KIC 7799349 (E)  | 53 ± 1°                     |
| KIC 9574283 (F)  | 44 ± 2°                     |

Appendix A: Computation of asymptotic period spacings from stellar models

According to the asymptotic analysis of g modes (e.g. Christensen-Dalsgaard 2003), the frequencies of two g modes of same degree \( l \) and consecutive radial order \( n \) verify the following equation:

\[
L [I(\omega_{n+1}) - I(\omega_{n})] = \pi \quad \text{(A.1)}
\]

where \( L = \sqrt{l + 1} \) and

\[
I(\omega) = \int_{r_{\omega}(\omega)}^{\omega_{\omega}(\omega)} \left( \frac{N_{BV}^2}{\omega^2} - 1 \right)^{1/2} \frac{dr}{r}. \quad \text{(A.2)}
\]

The radii \( r_{\omega}(\omega) \) and \( r_{\omega}(\omega) \) correspond to the turning points of the g-mode cavity for the mode of frequency \( \omega \). For red giants, one usually assumes that \( \omega \ll N_{BV} \) in the whole g-mode cavity and thus derives

\[
\Delta \Pi = \frac{2\pi^2}{L} \left( \int_{r_{\omega}(\omega)}^{\omega_{\omega}(\omega)} \frac{N_{BV}}{r} \right)^{-1} \quad \text{(A.3)}
\]

from Eq. (A.1). For young giants, this approximation is not legitimate because the core is less dense than in more evolved giants and the integrand of Eq. (A.2) cannot be simplified. In this case, computing the asymptotic period spacing from a model at a frequency \( \omega_{n} \) requires an iterative method. By definition of the period spacing, we have

\[
\omega_{n+1} = \left( \frac{1}{\omega_{n}} + \frac{\Delta \Pi^{\text{mod}}}{2\pi} \right)^{-1}. \quad \text{(A.4)}
\]

This expression of \( \omega_{n+1} \) is then plugged into Eq. (A.1) and we use the Newton method to solve this latter equation for \( \Delta \Pi^{\text{mod}} \). The obtained values are given in Table 11. They differ from those given by Eq. (A.3) by 3% (for the most evolved targets) to 11% (for the least evolved ones). This shows a posteriori that the usual approximation is not valid for the young red giants.

Appendix B: Effective number of degrees of freedom for an RLS fit

Estimating the number of degrees of freedom for an RLS fit is not straightforward because this number cannot be interpreted as the dimension of a certain vector subspace, as is the case for ordinary least-squares fits. However, the fitted values (the rotational splittings that correspond to the inverted rotation profile \( \delta \nu^{\text{RLS}} \) in our case) remain linear in the observations \( \delta \nu^{\text{obs}} \). There exists a matrix H, usually referred to as the hat matrix, such that

\[
\delta \nu^{\text{RLS}} = \hat{H} \delta \nu^{\text{obs}}. \quad \text{(B.1)}
\]

We note that both the matrix H and the vector \( \delta \nu^{\text{RLS}} \) depend on the regularization parameter.

The number of degrees of freedom of the fit correspond to the expected value of \( \chi^2 \), which is given by Eq. (8). To calculate \( E(\chi^2) \), we assume that the RLS fit is unbiased, that is, we assume that the “true” splittings would be recovered with this method if the observations were noise-free. This assumption is probably not completely justified, but if a bias exists, it will increase the expected value of the \( \chi^2 \). Therefore, by neglecting the bias, we obtain higher values of the reduced \( \chi^2 \) and our assumption is thus conservative. We also consider that the observed splittings are uncorrelated. Under these conditions, we can use the development of Hastie & Tibshirani (1990). The only difference is that in our case the variences of the data points are not all the same. To place ourselves in this particular case, we normalize the rotational splittings by the observed errors by defining

\[
\delta \nu^{\text{RLS}} = \tilde{H} \delta \nu^{\text{obs}}, \quad \text{(B.3)}
\]

We thus have

\[
\tilde{\delta \nu}^{\text{RLS}} = \tilde{H} \delta \nu^{\text{obs}}. \quad \text{(B.3)}
\]
where the corresponding hat matrix is such that \( \tilde{H}_{i,j} \equiv H_{i,j}\sigma_r^{-1}/\sigma_c \). In this case, Hastie & Tibshirani (1990) have shown that the expected value of \( \chi^2 \) is \( E(\chi^2) = M + \text{Tr}(\hat{\mathbf{H}}^2) - 2\text{Tr}(\mathbf{H}) \). Finally we obtain

\[
E(\chi^2) = M + \sum_{i,k} H_{i,k} \frac{\sigma_c^2}{\sigma_k^2} - 2 \sum_k H_{k,k}.
\]

(B.4)

Appendix C: Can we distinguish between a smooth and a discontinuous rotation profile in the stars of the sample?

C.1. Simulations with a discontinuous rotation profile

To answer this question, we performed simulations by assuming a discontinuous input rotation profile \( \Omega^{\text{in}}(r) \). We took \( r_c^{\text{th}} = 0.04 \, R_\star \) to determine whether or not a discontinuity at this depth can be detected. For each star, the values of \( \Omega_1 \) and \( \Omega_2 \) were fixed to the best-fitting values that were found by assuming \( r_c = 0.04 \, R_\star \) in Sect. 6.3.2. We then used the rotational kernels of the observed modes to compute the theoretical rotational splittings \( \delta \nu_i^{\text{th}} \) that correspond to \( \Omega^{\text{in}}(r) \). We used the same sets of modes as the observed ones. To simulate the observed splittings, we added to the theoretical splittings \( \delta \nu_i^{\text{th}} \) a random noise following a Gaussian distribution with rms \( \sigma_i^{\text{obs}} \). We then tried to recover the input rotation profile \( \Omega^{\text{in}}(r) \) by performing the same inversion procedures as for the observations. The last two steps were repeated many times (500 iterations per star) for each inversion method to study the statistics.

We first performed inversions by assuming that the rotation profile is discontinuous. We minimized the \( \chi^2 \) as defined by Eq. (10) for different values of \( r_c \). To determine whether or not the input depth of the discontinuity \( r_c^{\text{th}} \) can be recovered, we located the radius \( r_{\text{disc}} \) at which the \( \chi^2 \) function is the lowest for each iteration. Correspondingly, the lowest value of the \( \chi^2 \) function is further noted \( \chi_{\text{disc}}^2 \). The distribution of \( r_{\text{disc}} \) is shown in Fig. C.1 for all the stars. We remark that for stars D and F, the depth of the discontinuity is correctly recovered in 90% and 97% of the cases, respectively (we arbitrarily considered that the depth of the discontinuity is recovered if \( r_{\text{disc}} = r_c^{\text{th}} \pm 0.04 \, R_\star \)), which indicates that we should be able to detect a discontinuity in the rotation profile at a depth of \( r_c = 0.04 \, R_\star \) in these stars. For the lowest evolved stars A and B, the success rate is much lower (28% for both stars). For stars C and E, the correct discontinuity is recovered about 60% of the time.

We then tried to recover the rotation profile by (incorrectly) assuming that it is smooth for each of the 500 iterations. For this purpose, we used the RLS method with a smoothness condition, as was done for the observations in Sect. 6.3.1. Of course, the resulting profiles contain no discontinuity. For each iteration, the agreement between the simulated and the theoretical splittings is better when the rotation profile is assumed to be discontinuous than when it is assumed to be smooth (\( \chi_{\text{smooth}}^2 - \chi_{\text{disc}}^2 \sim 1 \)). To determine whether or not the profile is indeed discontinuous in these stars, we must also show that a smooth profile very probably does not produce the same features.

C.2. Simulations with a smooth rotation profile

For this purpose, we considered an input rotation profile that is smooth. We took the best-fit profile obtained with the RLS method in Sect. 6.3.1. As before, we computed the theoretical splittings that correspond to this rotation profile, added a random noise to it, and tried to recover the input rotation profile. 500 iterations were performed for each star.

We first performed inversions by (incorrectly) assuming that the rotation profile is discontinuous. For each iteration, we determined the radius \( r_{\text{disc}} \) at which a discontinuity is most probable and we kept a record of the minimum \( \chi^2 \left( \chi_{\text{disc}}^2 \right) \). The distributions of \( r_{\text{disc}} \) that we obtained for all the stars are shown in Fig. C.1 (blue histograms). For stars A, B, C, and E, we observe that \( r_{\text{disc}} \) is distributed more or less randomly between 0 and 1. In particular, for stars A and B, the distribution of \( r_{\text{disc}} \) is very similar to the one that was obtained when considering a discontinuous input profile, which confirms that it is impossible to detect a discontinuity in the rotation profile for these stars. For stars D and F, some radii are more probable than others (e.g. 0.16, 0.33, 0.50, 0.60, and 0.90 \( R_\star \) for star F). This means that the splittings produced by a smooth rotation profile are quite similar to those produced by discontinuous profiles with specific depths of discontinuity. It would therefore be hopeless to try to detect a discontinuity around these specific radii. However, smooth profiles very seldom produce rotational splittings that are similar to the one corresponding to a discontinuous profile with \( r_c = 0.04 \, R_\star \). Indeed, for stars D and F, a value of \( r_{\text{disc}} \) below 0.08 \( R_\star \) was obtained for only 4% and 2% of the iterations, respectively.

To understand this result, a closer inspection of the theoretical splittings (without noise) is instructive. Figure C.3 shows the difference between the theoretical splittings of the input smooth profile and that of best-fit discontinuous profiles with various values of \( r_c \) for star D. We observe that for discontinuities between 0.2 and 1, the theoretical splittings does not vary much and is very close to the splitting of the smooth profile. On the other hand, for deeper discontinuities (e.g. around \( r_c = 0.04 \, R_\star \)), the
Fig. C.1. Distribution of the depth $r_{\text{min}}$ at which a discontinuity in $\Omega(r)$ is found to be most probable for simulations considering either a smooth input rotation profile (blue histogram) or discontinuous one at a depth $r^c = 0.04 R_*$ (red histogram). The location of the true discontinuity for the latter case is indicated by the vertical dashed line.

Fig. C.2. Distribution of $\Delta \chi^2 = \chi^2_{\text{smooth}} - \chi^2_{\text{disc}}$ (see text) for simulations considering either a smooth input rotation profile (blue histograms) or discontinuous one at a depth $r^c = 0.04 R_*$ (red histogram). The observed values of $\Delta \chi^2$ are indicated by the vertical dashed lines for the six stars.

splittings of several modes significantly differ from the case of a smooth profile (for example the modes around 454 and 582 $\mu$Hz for star D, see Fig. C.3), which explains why we can distinguish between these two types of profiles.

For each iteration, we also performed RLS inversions with a smoothness condition and estimated the agreement with the theoretical splittings by computing $\chi^2_{\text{smooth}}$. The distributions of $\chi^2_{\text{smooth}} - \chi^2_{\text{disc}}$ are shown in Fig. C.2 (blue histograms). For all the stars, the values of $\chi^2_{\text{smooth}}$ are similar to those of $\chi^2_{\text{disc}}$. This was expected since we saw from Fig. C.1 that smooth rotation profiles produce splittings that resemble those of discontinuous profiles at certain depths. However, for stars D and F, if the input profile is smooth, $\chi^2_{\text{smooth}}$ is never larger than $\chi^2_{\text{disc}}$ by more than 0.8 and 0.9, respectively, whereas the observed values of $\Delta \chi^2$ are as high as 3.6 and 3.1 for these stars, which is much more consistent with the distribution found for discontinuous input profiles. For all the other stars, the observed $\Delta \chi^2$ are equally consistent with the two types of profiles.

To determine to what extent our results depend on the shape of the smooth rotation profile that is used as an input, we repeated the same simulations considering other smooth profiles (e.g. the best-fit rotation profiles obtained by using the OLA method in Sect. 6.2, or an best-fit linear profile). We obtained results that are quantitatively very similar to those described above.