Multifactor theoretical modeling of solar thermal fuels built on azobenzene and norbornadiene scaffolds†

Reuben Szabo,‡ Khoa N. Le§§ and Tim Kowalczyk ‡§*

Solar thermal fuels (STFs) offer a unique way of harnessing energy from the sun by absorbing photons and storing the energy in a metastable photoisomerized state. The reverse isomerization process can then be catalytically or thermally triggered to release the stored energy and return the fuel to its stable configuration. Functionalization of these compounds is necessary to reach practical energy storage densities, but substitutions that increase the energy storage density may adversely impact performance at other steps along the fuel cycle. Recent computational screening efforts to identify high-performance STF candidates have focused on properties that can be estimated from ground-state electronic structure methods. Here we argue that computational screening of STF candidates across the full fuel cycle benefits from a multifactor approach with excited-state properties like excitation energies and photoisomerization quantum yields addressed alongside key ground-state properties like energy storage densities and reverse isomerization barriers. As a critical step toward multifactor high-throughput screening and optimization of STFs, in this work we first systematically simulate the specific storage energy and excitation energy of substituted azobenzene- and norbornadiene-based STFs through electronic structure calculations. Density-functional tight-binding (DFTB) predictions are benchmarked against density functional theory (DFT) and experimental measurements where available. To encompass the complete solar thermal fuel cycle in these compounds, we then apply DFT methods to analyze the reverse isomerization process and its relationship to the photoisomerization quantum yield. We find that DFTB provides a useful balance between accuracy and computational efficiency for virtual screening of STF photoabsorption and energy storage, while isomerization barrier and quantum yield predictions require more sophisticated approaches.

1 Introduction

A major challenge in meeting present and future demand for renewable energy, and solar energy in particular, is resource intermittency: without a way to store excess solar energy generated during peak daylight hours, solar energy cannot meet the sharp increase in residential energy demand that occurs after sunset, giving rise to the so-called “duck curve”.1,2 Chemical solutions to the renewable energy storage challenge include advanced battery technologies3–5 and production of solar fuels, i.e. hydrocarbons produced via photoelectrochemical reduction of CO₂ through artificial photosynthesis.6,7 Solar thermal fuels (STFs) offer a novel solution by coupling solar energy absorption and storage at the single-molecule level through photoisomerization, potentially bypassing the need to manufacture, operate, and maintain separate solar energy conversion and storage systems. Operating like a nanoscale solar battery or rechargeable solar fuel, STFs compounds convert photons to chemical energy and release it as heat on demand.8–12 The low energy densities and narrow absorption bands of STFs place limits on the scope of potential applications for this technology relative to combustion-based solar fuels; nevertheless, the direct coupling of energy conversion and storage in STFs makes them exciting targets as sustainable fuels, particularly for localized heating applications.13

The essential features of a promising STF candidate are summarized in Fig. 1. Candidate compounds should readily absorb visible light and photoisomerize with high quantum yield to a metastable configuration. Reverse isomerization to the stable configuration then allows the stored energy to be released as heat. Many compounds are capable of performing these steps of the STF cycle, but several potentially conflicting properties must be simultaneously optimized to achieve high-
performance STFs. First, the absorption spectrum of the compound must closely match the solar spectrum. Second, the photoisomerization quantum yield must be high. Third, the ground state energy difference between the metastable and stable isomers must be maximized, while the molar mass should be kept as low as possible to create an energy-dense fuel. Finally, the energy barrier for the reverse isomerization must be kept as low as possible to create an energy-dense fuel.

Unfortunately, the photophysical and thermochemical properties of STFs are not completely independently tunable: functionalization that improves one performance metric may adversely impact another. This is apparent in the balance between functionalization and low molecular weight, and in the estimated efficiency limits for STFs. An ideal absorption energy for our solar spectrum is near 2 eV, but this will limit the best storage energy densities to around 500 kJ kg⁻¹ while maintaining desirable lifetimes. Further trends already identified in the literature are shown in Fig. 3, illustrating in particular the observation by Jorner et al. of a strong negative correlation between photoisomerization quantum yield and molar energy storage density, identified through analysis of complete active space self-consistent field (CASSCF) wavefunctions of related norbornadienes. They justified this inverse correlation on the basis of the Hammond postulate: a reduction of energy storage density by raising the energy of the stable isomer should shift the location of the transition state along the reaction coordinate toward the stable isomer. This shift of the transition state toward the stable isomer then leads to a larger excited-state gradient in the vicinity of the conical intersection and consequently a larger photoisomerization quantum yield. A motivating goal of our study is to understand the robustness of these trends at the DFT and DFTB levels so that we can attempt to seek compounds that defy them.

To find functionalization patterns that optimize the performance of a given STF scaffold, computational methods provide a useful means of narrowing the scope of possibilities. If a semiempirical method like density-functional tight-binding (DFTB) is sufficiently accurate for the task, then hundreds of thousands of potential functional groups can be screened for their effect on the thermodynamic and photophysical properties of the resulting STF compounds.

![Fig. 1 Processes comprising the solar thermal fuel cycle along ground- and excited-state potential energy curves.](image)

![Fig. 2 Photoisomerization of (a) azobenzene from the trans to cis isomer (b) norbornadiene to quadricyclane.](image)

![Fig. 3 Shifts in the location of the transition state along the reaction coordinate towards the reactants (red) or products (blue) are expected to influence both the storage energy and quantum yield of the STF.](image)
Since the initial DFT-based high-throughput screening for azobenzene-class STFs by Liu et al., a semiempirical-based screening approach has been recently applied to ground-state properties in a different class of STFs, the dihydroazulene/vinylheptafulvene family of compounds, using Grimme's GFN2-xTB method\textsuperscript{29} coupled to linear regression models.\textsuperscript{30} When properly benchmarked, these approaches mitigate the limitations of more accurate but computationally intensive approaches rooted in multireference electronic structure theory,\textsuperscript{31} but unlike multireference methods, they do not directly screen critical excited-state features such as excitation energies and photoisomerization quantum yields. By incorporating excited-state STF properties at an analogous level of approximation to ground-state properties via an excited-state DFTB approach, we can screen for STF candidates that perform well throughout the full cycle of energy conversion, storage, and release.

Another advantage of a semiempirical approach to STF screening is the flexibility afforded by the computational speed of the approach in terms of incorporating environmental factors directly into the screening process. Recent works have established that the thermodynamics of STFs can be substantially influenced by solvent effects,\textsuperscript{41} conformational effects,\textsuperscript{42} and intermolecular interactions.\textsuperscript{43} Incorporating these effects within wavefunction-based or DFT electronic structure models is computationally intensive. Therefore, another benefit of studying the performance of DFTB as a screening tool for STF properties is that the higher potential throughput of DFTB makes it better suited to more computationally intensive electronic structure tools for incorporating conformational sampling, explicit solvent interactions, and intermolecular interactions between STF molecules directly into the screening strategy. In this work we focus especially on the correlation of ground- and excited-state STF properties of isolated compounds estimated by DFT and by DFTB as a building block toward predictive screening strategies.

In this article, we measure the accuracy of ground- and excited-state DFTB in predicting important STF characteristics, including excitation energies and storage energy densities, for two classes of STF compounds. We also estimate reverse isomerization energy barriers and quantum yields for photoisomerization for these candidates using DFT-based approaches. Where the data are available, our calculations are directly compared against experimental measurements.

The remainder of the article is organized as follows. We first introduce two sets of candidate STF compounds based on the azobenzene and norbornadiene scaffolds, including an overview of prior experimental and theoretical analysis of these compounds as STF candidates. We then provide details of our computational approach to determining storage energies, absorption energies, reverse isomerization barriers, and photoisomerization quantum yields in these compounds. Next we report and discuss the performance of our approach simulating each of these four properties through comparison to experimental (where available) and DFT reference data. Finally, we summarize our conclusions regarding the screening potential of DFTB for STFs and implications for the design and further optimization of STFs.

2 Solar thermal fuel candidates

The azobenzene derivatives adopted in this study are selected from among those identified in an earlier screening study by Liu et al. that focused principally on energy storage.\textsuperscript{38} Fig. 4a shows a representative azobenzene from this set in its cis and trans configurations. Due to the presence of multiple local minima for the Z isomer reported for certain compounds in ref. 18, the 45 $E$ isomers in this set correspond to 62 $Z$ structures; therefore, we label the compounds by the index of the $Z$ isomer as assigned in ref. 18. For each $E$ isomer in this set of compounds, only the $Z$ configuration(s) identified in ref. 18 were included in the analysis; that is, no further conformational sampling was pursued. Capping hydrogen atoms were added to the structures where necessary. We excluded compounds 8, 44, 45, and 62 because their isomerizations either involved multiple azo groups or ring-opening reactions, placing them in distinct categories outside the scope of our analysis (see the ESI for structural data\textsuperscript{†}). Isomers of the remaining set of compounds can be described unambiguously as cis or trans, so these terms are also used in this work to distinguish between the metastable and stable isomers.

The twelve norbornadiene compounds evaluated here were the subject of a 2016 study by Quant et al.\textsuperscript{20} We label these compounds using the same indices introduced in that study. As shown in the representative NBD–QC structures in Fig. 4b, these compounds have been substituted at both ends of one of the two C=C double bonds of the NBD core. These 10 compounds can be classified into three groups according to the electron-donating and electron-withdrawing character of their substituents. Compounds 3a–e bear different aryl functional groups at the two substitution sites, while compounds 4a–d possess one cyano group and one aryl group tethered through an ethynyl linker, as in Fig. 4b. Compound 5 is related to compound 4a by excision of the ethynyl linker. Although two rotamers were identified for compounds 4b and 4c, their structural RMSD was

![Fig. 4 Stable and metastable isomers of representative (a) azobenzene and (b) norbornadiene solar thermal fuel candidates.](image-url)
sufficiently small that only the rotamer with the lower energy is considered in this study. Optimized structures for all compounds are available in the ESI.†

3 Computational methods

Ground-state geometry optimization and vertical excitation energy calculations were performed for all compounds in both stable and metastable configurations. These calculations were used to obtain the storage energy and vertical excitation energy for each STF system. Specific storage energies are calculated by subtracting the ground-state energy of the stable isomer from that of the metastable isomer, and then dividing the result by the mass of the compound. The vertical excitation energy of the stable isomer is calculated by subtracting the ground-state energy from the excited-state energy at the ground-state optimized geometry.

The influence of the chemical environment surrounding the STF on its photophysical properties can be substantial; for example, experimental and computational evidence reveals a strong dependence of NBD–QC storage energies and photoisomerization quantum yields on solvent polarity.31 However, because of our focus on comparing DFTB and DFT approaches for high-throughput virtual screening applications, in this study we intentionally focus on comparisons rooted in gas-phase calculations. The DFT and DFTB-based approaches examined here could be coupled to standard force fields through QM/MM molecular dynamics simulations for mechanistic studies incorporating solvent effects,44,45 or a shell of solvent could even be directly incorporated into the calculations at the DFTB level.

Density functional theory (DFT) calculations were carried out in Q-Chem version 5.0.46 We assessed the sensitivity of results to basis set completeness for ground-state energies of stable and metastable isomers of two compounds and for vertical excitation energies. The deviation between ground-state energies obtained with triple-ζ Pople-type basis sets and with the 6-31G* basis set is shown in the ESI, Fig. S1.† The correction factors are small enough to justify use of a double-ζ basis, and therefore DFT calculations in this study use the 6-31G* basis set. For excited states, ESI Fig. S2† shows that the lowest singlet excitation energy in these compounds is only weakly sensitive to basis set completeness beyond the double-zeta level and to the inclusion of diffuse functions.

We adopted the ωB97X-D and PBE0 functionals for ground-state energies and geometry optimizations. Excited state calculations were performed using the restricted open-shell Kohn–Sham (ROKS) excited-state formalism,47 also with the ωB97X-D and PBE0 functionals.

Ground-state DFTB calculations were performed with the DFTB+ program, version 19.1.48 The SCC-DFTB method (also known as DFTB2) was employed with colinear spin polarization.45,49 Additional details are provided in the ESI.†

To assess vertical excitation energies of the STFs, a direct self-consistent field method (ΔSCF) was employed within the DFTB framework.50 This method, which we refer to as ΔDFTB, differs in its approach to excited-state properties from the more frequently adopted linear response time-dependent approach to excited states in DFTB (TD-DFTB).51-54 In ΔDFTB, self-consistent charge (SCC) optimization under orbital occupation constraints yields the target excited-state energy and density directly. The demonstrated accuracy of ΔDFTB for Stokes shifts of organic chromophores,50 its even-handed treatment of ground and excited states, and its computational efficiency motivate its use here for assessing vertical excitation energies of the different STF candidates. The calculations reported here were performed with an in-house modified version of the DFTB+ code; these modifications are available in the most recent version of the DFTB+ package.45

Isomerization pathways and transition state geometries were obtained with the freezing string method (FSM) and intrinsic reaction coordinate (IRC) analysis as implemented in Q-Chem.46,55 For the FSM calculations, input structures corresponding to the stable and metastable isomers were provided, and structures along the reaction coordinate were refined until a minimum energy path was obtained. The highest energy structure along the reaction coordinate then becomes an initial guess for transition-state optimization, yielding a structure with only one imaginary frequency. For the IRC calculations, a guess of the transition state structure was first optimized and validated via identification of a single imaginary frequency, and then stable and metastable structures were obtained by geometry optimization along opposing steepest-descent trajectories from the transition state.

4 Results

4.1 Storage energies

We begin by evaluating the energy storage potential of the STF candidates. Our measure of choice is the specific storage energy, that is, storage energy on a per-unit-mass basis. While molar energy storage densities are also desirable to obtain, these depend more sensitively on the details of the molecular environment; we focus on specific storage energies because our calculations do not explicitly include such interactions.

Fig. 5 Comparison of DFTB specific storage energy of norbornadienes versus DFT/6-31G* with the (a) PBE0, (b) ωB97X-D, and (c) B3LYP exchange-correlation functionals.
For the norbornadiene compounds, DFTB specific storage energies show a strong correlation with DFT predictions across several different exchange-correlation functionals, as shown in Fig. 5. Table 1 reveals that the slope of the linear regression is closest to unity for the B3LYP functional. However, B3LYP specific storage energies are systematically greater than those obtained with DFTB, while PBE0 and ωB97X-D specific storage energies are much lower. Compared against the experimental data available from ref. 20 for system 4d, DFTB specific storage energies are in fact closer to the observed values than any DFT method, while second to the B3LYP functional for system 5 (Table 2). Although the absolute errors in specific storage energy can be large, the correlations shown in Table 1 and Fig. 5 suggest that DFT and DFTB methods can both effectively capture the influence of chemical substitutions on the specific storage energy of norbornadienes.

To more directly probe the question of how well DFTB reproduces the same ranking of norbornadiene STF candidates that would be produced by DFT, we turn to the Spearman rank-order correlation coefficient \( r_s \) which measures the Pearson correlation between the rank-orderings of the underlying data,

\[
r_s = \frac{\text{cov}[\text{rank}(X)\text{rank}(Y)]}{\sigma_X \sigma_Y}
\]

where \( \sigma_x \) represents the standard deviation of the rank variable \( \text{rank}(X) \), and likewise for \( Y \). Because no two candidates share identical storage energy according to either computational method (i.e. there are no “ties” in our ranking), calculation of the Spearman coefficient simplifies to

\[
r_s = 1 - \frac{6}{N(N^2 - 1)} \sum_{i=1}^{N} \left[ \text{rank}(Y_i) - \text{rank}(X_i) \right]^2
\]

where \( N \) is the total number of candidates in the ranking.

Fig. 6 summarizes the Spearman rank correlations among the four DFT and DFTB methods adopted to compute specific storage energies of the norbornadienes. These correlations are all close to 1, indicating that the rankings produced by the four methods are quite similar.

For the azobenzenes systems, DFTB calculations of the storage energy typically underestimate the storage energy compared to DFT (ωB97X-D) calculations. This trend is evident from the slope less than unity in Fig. 7. We ascribe the weaker correlation here between DFTB and DFT \( (R^2 = 0.668) \), compared to the case of the norbornadienes \( (R^2 > 0.9) \), to the greater degree of conformational flexibility in these compounds, in contrast with the relatively rigid norbornadiene scaffold. The ranking capability of DFTB for the azobenzenes is also lower than for the NBD–QC compounds, at \( r_s = 0.830 \) compared to 0.988 for the norbornadienes with the same ωB97X-D functional.

Table 3 summarizes the mean absolute and mean signed errors (MAE and MSE, respectively) of DFTB against DFT with both ωB97X-D and PBE0 functionals for both classes of STF.
compounds. DFTB overestimates norbornadiene storage energies, and underestimates those of the azobenzenes, but does so mostly systemically, as evidenced by near-identical MAE and MSE values.

Overall the results suggest that while DFTB is less reliable for absolute specific storage energies of STFs, it is well-suited for estimating the relative storage energies of STF candidates in the norbornadiene family. It is only slightly less well-suited for the azobenzenes, especially when the ranking capability of DFTB compared to DFT is taken into account. In this light, DFTB methods appear sufficiently accurate for high-throughput virtual screening of storage energies of substituted azobenzenes.

4.2 Excitation energies

We are especially interested in the ability of ΔDFTB to rank STF compounds according to their excitation energy so that screening methods can prioritize overlap with the solar spectrum. The ΔDFTB vertical excitation energies are compared to experimental absorption maxima in Fig. 8 and 9 compares the excitation energies predicted by ΔDFTB versus the ROKS approach to excited states in DFT, using the ωB97X-D functional. ΔDFTB excitation energies are well correlated with the predictions of ROKS ($R^2 = 0.818$) and only slightly less strongly correlated with experimental data as shown in Fig. 8 ($R^2 = 0.723$). The systematic underestimation of the excitation energy by ΔDFTB relative to ROKS appears to be more exaggerated for the diphenyl-substituted norbornadienes (3a–3e) and less exaggerated for the parent norbornadiene 5 as well as the push–pull type norbornadienes (4a–4d).

A Spearman rank correlation analysis for norbornadiene excitation energies (Fig. 10) shows that the ranking of the compounds predicted by ΔDFTB deviates more from the ROKS predictions with different exchange-correlation functionals than the ROKS predictions deviate from one another. However, the Spearman correlation between ΔDFTB and ROKS exceeds 0.9 in each case examined, demonstrating that ΔDFTB is quite reliable for ranking the first singlet excited states of these norbornadienes.

We also compare ΔDFTB vertical excitation energies of the azobenzenes against those predicted by ROKS. Fig. 11 shows that in general, ΔDFTB underestimates the excitation energies relative to ROKS; this outcome is consistent with previous observations of its performance for other small-molecule chromophores.

Table 4 summarizes the MAE and MSE for ΔDFTB calculations of norbornadiene and azobenzene excitation energies.

![Fig. 8](image_url) Excitation energies for norbornadienes predicted by ΔDFTB versus absorption maxima from ref. 20. The linear regression has a slope of 0.549 and $R^2$ of 0.723.

![Fig. 9](image_url) Linear regression of DFTB and ROKS excitation energies for norbornadienes. Slope = 0.961 and $R^2 = 0.818$.

![Fig. 10](image_url) Spearman correlation between ΔDFTB and DFT predictions of excitation energies for norbornadienes with different exchange-correlation functionals.
5.1 Transition state energies and the reaction path

Calculated reverse isomerization barriers for the norbornadienes, obtained via FSM with the \( \omega \text{B97X-D} \) functional, are plotted against experimental activation enthalpies, obtained from Eyring analysis of UV/vis kinetics in Fig. 12. Spin densities were also examined to confirm the anticipated biradical nature of the transition state. To facilitate the convergence of the transition state for the different substituted norbornadienes, the transition state of the unsubstituted norbornadiene–quadricyclane ground-state isomerization was optimized and then used as a template for the other compounds. The optimized geometries of the functional groups were preserved from the FSM TS-optimized geometries of each compound and appended to this core and reoptimized.

As shown in Fig. 12, the correlation between predicted and reference transition state energies is strong when the fluorinated compounds, 3c and 3e, are excluded. The origin of the overestimated activation barriers for the fluorinated compounds from FSM is unclear; possible factors include differences in interaction strength with the local environment which are not accounted for in this model. The difference in TS location for the sets of compounds 4a–d and 3a–e is evident, as FSM clusters both sets tightly together. Whether or not the 3a–e series has its own regression with shallower slope is difficult to assess without a larger data set.

With an optimized transition state, the intrinsic reaction coordinate (IRC) procedure can be used to explore the energy

5 Discussion

Full-cycle optimization of STFs should extend beyond the specific storage energy and excitation energy reported above to also include the reverse isomerization barrier \( \Delta E^d \) and the photoisomerization quantum yield \( \phi_{\text{iso}} \), which govern the cyclability and efficiency of the STF, respectively. We are especially interested in understanding the extent to which the transition state properties and photoisomerization quantum yield can be tuned independently of the storage energy, potentially defying the trends depicted in Fig. 3.

Here we evaluate energies along the reverse isomerization reaction path with the freezing string method (FSM) and intrinsic reaction coordinate (IRC) approach. We then introduce suitable reaction coordinates for the norbornadiene–quadricyclane and azobenzene isomerizations for the purpose of identifying the location of the transition state along the reaction path. We analyze the relationship between TS locations, storage energies, and measured quantum yields where available, to determine whether they follow the hypothesized trend depicted in Fig. 3.
landscape along the reaction path. Key features of a reaction path for the norbornadiene–quadricyclane isomerization are presented in Fig. 13. The TS energy is located at the central plateau. The discontinuity in the profile is an expected artifact of the switch from an unrestricted to restricted Kohn–Sham formalism for the ground state optimization; it does not adversely impact the estimation of the reverse isomerization activation barrier.

The thermally activated reverse isomerization of azobenzenes has been previously examined with a variety of theoretical model chemistries and transition state search strategies such as intrinsic reaction coordinate analysis. Theoretical work has established the C–N=–N–C dihedral angle and the N=–N–C angle as the key degrees of freedom comprising the isomerization reaction coordinate; independently, these degrees of freedom correspond to “rotation” and “inversion” mechanisms for the isomerization, respectively. To uncover the details of the reaction coordinate’s dependence on functionalization of the azobenzene, sophisticated strategies such as transition path sampling have been employed; here, our focus on virtual screening compels us to adopt a simpler approach.

Similar to our analysis of the norbornadienes, we applied both the FSM and IRC procedures to evaluate the transition states of the azobenzenes in our benchmark set. We had mixed success converging optimized TS structures for the azobenzenes via FSM, reflecting both the challenge of locating transition states generally as well as the sensitivity of the isomerization pathway to functionalization of the azobenzene. For the TS structures that were successfully located and identified, we observed a wide variety of C–N=–N–C dihedral angles and several of the reverse isomerization energy barriers were predicted to be improbably close to zero. As shown in Fig. S7, the majority of compounds near a dihedral angle corresponding to the cis or trans configuration have isomerization barriers near zero, potentially signaling that most of these isomerizations occur via a rotation mechanism.

There is also significant support in the literature for a rotation-driven mechanism. For this reason, we additionally optimized the azobenzene TS structures starting from an initial guess with a C–N=–N–C dihedral angle of 90°. Of the reverse isomerization energy barriers obtained by this alternative route, none were near or below zero, and only compound 5 did not have an optimized dihedral angle within 20° of 90°. For representative azobenzene compound 12, the reaction path obtained using IRC and starting from the TS optimized from a 90° dihedral angle initial guess is presented in Fig. 14. With these reaction paths in hand, we can proceed to explore relationships between the TS energy, the location of the TS along the reaction path, and the photoisomerization quantum yield for related STF compounds.

5.2 Quantum yields by transition state analysis

Now we turn to the relationship between measured quantum yields for STF candidates and the location of the TS. For this purpose, we will define a reverse isomerization reaction coordinate for each class of STF. A suitable reaction coordinate for norbornadiene isomerization depends primarily on two carbon–carbon distances, \( b_1 \) and \( b_2 \) shown in Fig. 15 at the transition state. However, because of the asymmetric nature of these distances at the transition state, where \( b_1 \) is roughly equal to the distance of a fully formed C–C bond while \( b_2 \) corresponds to the separation of the two radical carbons, the reaction coordinate may not depend on them equally or even linearly.

Using the Hammond postulate, two linear relationships were anticipated: quantum yield plotted against the transition state reaction coordinate should yield a negative correlation, as quantum yield should decrease as the transition state shifts towards the quadricyclane geometry. In contrast, storage energy plotted against the reaction coordinate of the transition state should yield a positive regression, because a transition state near quadricyclane indicates a more stable norbornadiene conformation.

By plotting \( b_1 \) and \( b_2 \) separately against reference quantum yield and DFT storage energy in Fig. 15, we see qualitatively different relationships for the two bond lengths. While \( b_1 \), the fully formed C–C bond, correlates negatively with quantum yield as we would expect for the isomerization reaction
coordinate, $b_1$ is positively correlated with quantum yield. This suggests that $b_1$ increases as the reaction coordinate advances towards a quadricyclane configuration, while $b_2$ decreases. This analysis only holds true in the vicinity of the transition state: the increasing of C–C distance $b_1$ does not hold for the entire reaction path from norbornadiene to quadricyclane. The correlations between these reaction coordinates and the STFs of quantum yield and storage energy are strongest between the different subgroups (3a–e and 4a–d) of the norbornadienes; the correlation within a single subgroup is much weaker, similar to our findings for the reverse isomerization energy barrier itself. The correlations of $b_1$ and $b_2$ against quantum yield are moderate, with $R^2$ values between 0.55 and 0.6 attributable mostly to the clustering of the two subgroups of compounds. For the storage energy, the correlations of $b_1$ and $b_2$ with specific storage energy are similarly strong, with coefficients of determination $R^2$ of 0.822 and 0.878 for $b_1$ and $b_2$, respectively (Fig. 16). These conclusions appear to be insensitive to the choice of functional used for the TS analysis, as we obtained similar results with the PBE0 functional (Fig. S3–S6). To perform a transition state location analysis on the azobenzene compounds, we determine a reaction coordinate for the rotation mechanism, with an $N=N$ dihedral angle of $\pm 180^\circ$ in the trans configuration and $0^\circ$ in the cis configuration, shown in eqn (3). At $RC = 0$, the compound is in the stable trans configuration, while $RC = 1$ corresponds to the metastable cis configuration.

$$
RC_{AZB} = \frac{1}{2} (\cos \theta + 1) \quad (3)
$$

For azobenzene compounds converged to the transition state from an initial guess at $90^\circ$, we have applied eqn (3) to the dihedral angles to identify its location along the reaction coordinate. For compounds with more than one C–N=N–C dihedral angle, the one closest to $90^\circ$ was chosen. No transition states were found where a second dihedral angle deviated significantly from the cis or trans configuration.

In Fig. 17 the location of each candidate’s TS along the isomerization reaction coordinate is plotted against the candidate’s computed specific storage energy. There is only a moderate correlation between the reaction coordinate we selected and the DFT-computed storage energies of these STFs with the $\omega$B97X-D functional ($R^2 = 0.349$), and this correlation is more sensitive to the choice of functional than it was for the norbornadienes: the same analysis with PBE0 functional yields $R^2 = 0.678$. We conclude that STFs with more complex, substitution-dependent or environment-dependent isomerization mechanisms like the azobenzenes are less amenable to the high-throughput TS analysis approach envisioned here than STFs with simpler isomerization mechanisms like the norbornadienes. In these cases, more exhaustive automated energy landscape searches such as global reaction route mapping,\textsuperscript{79} or even molecular dynamics-driven approaches,\textsuperscript{77} may be necessary to produce robust activation barrier rankings among closely related compounds.

![Fig. 15](image1.png)

**Fig. 15** Carbon–carbon distances $b_1$ and $b_2$ that define the reaction coordinate for the transition from norbornadiene to quadricyclane.

![Fig. 16](image2.png)

**Fig. 16** Carbon–carbon distances $b_1$ and $b_2$ versus experimental quantum yield\textsuperscript{20,23} and DFT storage energy calculated with the $\omega$B97X-D functional. Coefficients of determination $R^2$ are (a) 0.598, (b) 0.559, (c) 0.841, and (d) 0.878.
6 Conclusions

The promise of a solar thermal fuel (STF) that can be charged in sunlight; transported like a conventional liquid fossil fuel; and then utilized and recycled motivates our effort to assess the potential role of computational molecular science in the discovery and optimization of STFs as integrated solar energy conversion and storage materials. In this study we benchmarked ground- and excited-state density functional tight binding (DFTB) against experimental and DFT reference data to determine their suitability for high-throughput screening of STFs. We also performed reaction coordinate analyses to explore relationships between the ground-state reverse isomerization barrier and other STF properties with an eye towards strategies for independently tuning these properties.

Based principally on the Spearman rank correlations observed between DFTB and DFT predictions of the essential photophysical properties of these representative STFs, we conclude that DFTB and its time-independent extension to excited states, ΔDFTB, are suitable tools for high-throughput computational screening of STFs with strong visible-light absorption and high specific storage energy. A greater degree of success with the norbornadienes relative to the azobenzenes shows that the approach presented here is especially well-suited for structures with relatively low conformational flexibility and weaker interactions with the environment. Our transition state analysis of these compounds demonstrates that DFT-based screening for reverse isomerization barriers and quantum yields can classify groups of similar STF candidates at a coarse level but struggles to discriminate among similarly substituted compounds. However, the weak correlations observed in our reaction coordinate analysis also suggest that it may be possible to identify substitution patterns that sidestep the expected correlation between storage energy and TS location along the reaction coordinate.

Through this work we can identify several areas where simulation has a role to play in accelerating the development of STFs. Although ΔDFTB alone cannot directly probe the photo-isomerization quantum yield, it should be possible to predict quantum yields through a two-state configuration interaction constructed from DFTB (ground) and ADFTB (excited) diabatic states; efforts are underway in our lab to realize this possibility. While this work focused on gas-phase simulations for computational efficiency and ease of comparison across different theoretical models, condensed-phase simulations will be essential for accurately reproducing storage energies and isomerization barriers of STFs in the liquid state or in thin films. The gas-phase and condensed-phase data can then be harnessed to develop data-driven, high-throughput virtual screening strategies for identifying exceptional STF candidates. By probing the performance limits of this class of renewable fuels, it becomes possible to better understand their potential role in a low-carbon-intensity society.
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