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Noise from undetected sources in Dark Energy Survey images
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ABSTRACT
For ground-based optical imaging with current CCD technology, the Poisson fluctuations in source and sky background photon arrivals dominate the noise budget and are readily estimated. Another component of noise, however, is the signal from the undetected population of stars and galaxies. Using injection of artificial galaxies into images, we demonstrate that the measured variance of galaxy moments (used for weak gravitational lensing measurements) in Dark Energy Survey (DES) images is significantly in excess of the Poisson predictions, by up to 30 per cent, and that the background sky levels are overestimated by current software. By cross-correlating distinct images of 'empty' sky regions, we establish that there is a significant image noise contribution from undetected static sources (US), which, on average, are mildly resolved at DES resolution. Treating these US as a stationary noise source, we compute a correction to the moment covariance matrix expected from Poisson noise. The corrected covariance matrix matches the moment variances measured on the injected DES images to within 5 per cent. Thus, we have an empirical method to statistically account for US in weak lensing measurements, rather than requiring extremely deep sky simulations. We also find that local sky determinations can remove most of the bias in flux measurements, at a small penalty in additional, but quantifiable, noise.
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1 INTRODUCTION
Optical images from modern astronomical surveys are subject to noise coming both from the detector and from shot noise of arriving source and background photons. By taking calibration data, we can accurately measure the detector read noise, and calculate the detector gain to yield an accurate Poisson noise estimate. Nuisance signals such as cosmic rays or satellite trails can be identified with streak finders and excised from the data. Together, these standard techniques yield an estimate of the total noise in the image. Many astrophysical investigations require very accurate estimation of the image noise and background levels in order to obtain unbiased inferences. We will focus on weak gravitational lensing (WL) measurements of the shapes of galaxies, but other astrophysical investigations, e.g. searches for flux variability, depend heavily on accurate knowledge of the uncertainties in source measurements.

There is, however, an additional source of noise in background-limited images, which is typically ignored: the contribution from undetected background (or foreground) sources (US), which will add noise above the Poisson expectation for the mean background flux. Some studies have examined the effect of US on specific methods of WL shear measurement. For example, Hoekstra, Viola & Herbonnet (2017) find that calibration simulations must include undetected background galaxies with \( m_F \sim 29 \) to ensure calibrated multiplicative biases \(<1 \times 10^{-4}\) for the ‘KSB’ estimator of WL shear (Kaiser, Squires & Broadhurst 1995). For the IM3SHAPE estimator (Zuntz et al. 2013), Samuroff et al. (2018) find that the contribution to the bias from undetected background galaxies is well below statistical uncertainties for the year 1 analysis of the Dark Energy Survey (DES; Drlica-Wagner et al. 2018). Most recently, Euclid Collaboration (2019) show that undetected background galaxies with...
magnitude down to \(\sim 28\) must be included to calibrate the shear measurement bias for three methods: KSB, Source Extractor + PSFEx (Bertin 2011), and MomentsML (Tewes et al. 2019).

Here we propose a different way to characterize the contribution of US in the context of the Bayesian Fourier Domain (BFD) shear measurement method (Bernstein & Armstrong 2014; Bernstein et al. 2016). The BFD method is a rigorous Bayesian shape measurement algorithm that is unbiased and does not require simulations for calibrations. Unlike other shear measurement algorithms, BFD does not produce point estimates of shape, but instead estimates the shear, given each source's image data by comparing to an unsheared prior population of noiseless 'template' galaxies (typically drawn from the deep survey within a typical WL photometric survey). BFD compresses the information on each galaxy to its image moments of order 0, 1, and 2. These moments are measured in Fourier domain, after correction for the point spread function (PSF), so that the mean result is independent of image seeing. These BFD observables are chosen to be linear in the pixel values, enabling accurate propagation of the image noise into a known multivariate Gaussian distribution for the vector of BFD moments.

In this work, we examine the noise distributions for BFD moment measurements in real DES data by adding artificial galaxies to the real images, then measuring their moments. The DES image-injection process is known as 'Balrog' (Suchyta et al. 2016; Everett et al., in preparation). We first show that there is unaccounted-for noise by looking at the BFD moment distribution of injected galaxies. We then measure the statistics of US in DES images by cross-correlating distinct exposures of 'empty' sky, i.e. regions where no sources are above the detection threshold. In this cross-correlation between exposures, all temporally stochastic noise sources, namely read noise and shot noise, will average to zero. This technique is similar in spirit to the surface brightness fluctuation distance measurement technique (Tonry & Schneider 1988) and to estimations of the contribution of high-redshift sources to the luminosity function (Kashlinskyy et al. 2005, 2012; Calvi et al. 2013). Examination of the injected moments also reveals a bias in the background (sky) level estimation in the current DES pipeline.

Secondly, we show that the US noise can be treated as a quasi-stationary noise source that simply adds to the covariance matrix of BFD moments computed from shot noise. The distribution of moment noise measured from injection of artificial images into the DES data is shown to be in good agreement with the multivariate Gaussian distribution described by this augmented covariance matrix. This treatment of the US noise is ideal because (1) it uses the data themselves to measure the contribution rather than relying on simulations of unknown fidelity and (2) it includes the US contribution as a source of noise organically within the Bayesian calculation, rather than trying to calibrate a bias term after the fact.

In Section 2, we present a summary of the DES data, the Balrog image-injection program, and the BFD shear measurement algorithm. We then describe our characterization of image noise using the BFD moments. In Section 3, we first show that there is excess noise and bias in the BFD moment distribution using injection tests. We also examine the behaviour of the sky-level bias, and find it substantially reduced by a per-object local sky estimation. We then cross-correlate images of empty sky, revealing the buried US signal. Using these same empty regions, we define a cross-covariance matrix for BFD moments that can be added to the shot noise matrix, improving our estimate of the variance in BFD moment distributions. In Section 4, we provide a short description of the properties of the US population and discuss some of the assumptions made in this work. In Section 5, we summarize this work and describe the path forward for the BFD shear measurement algorithm.

## 2 DATA AND METHODS

In this section, we describe the data and methods used to characterize the noise properties of DES images.

### 2.1 DES Y3 data

DES is a 6-yr program to image \(\sim 5000\) deg\(^2\) of the sky using the Dark Energy Camera installed on the Blanco telescope. The survey is conducted in the \(g, r, i, z,\) and \(Y\) bands aiming for a nominal depth of \(\sim 24\)th magnitude. For this work, we use the data obtained through year 3 of the program (Y3 data). These data cover the entire DES footprint with typically \(\sim 5\) exposures (of a final total of \(\sim 10\) exposures) per filter per region of the sky. The rough 10\(\sigma\) point source limiting magnitudes are \(24.2, 24.0, 23.5\), and \(22.8\) in the \(g, r, i,\) and \(z\) bands, respectively. We exclude the \(Y\) band from this analysis since it is much shallower than the griz data.

DES images are processed in several steps as described in Morganson et al. (2018). First, the images undergo several pre-processing steps including cross-talk, overscan, bias, and flat-field corrections. Next, the pipeline applies astrometric solutions, performs sky background subtraction, identifies and masks cosmic rays and satellite streaks, and finally detects objects from a gra coadded image via Source Extractor (Bertin & Arnouts 1996). The data are output into a Multiepoch Data Structure (MEDS; Jarvis et al. 2016) consisting of postage stamps (typically 32 \(\times\) 32 pixels, or 8.5 arcsec\(^2\)) and basic data for each detected object. Photometric measurements are produced using multiepoch, multiobject fitting (MOF; Drlica-Wagner et al. 2018).

Of most importance to this work is the sky background subtraction routine performed on the single-epoch images, which is described in Morganson et al. (2018). For DES Y3 data, a sky background 'template' set is derived as the first four principal components of a set of \(\approx 1000\) images taken in a given filter and observing season. For an individual exposure, a weighted sum of these four templates is constructed to best match the observed background (after reducing the image and templates to the medians of \(128 \times 128\) pixel\(^2\) regions). This weighted sum is then subtracted from the image, and the inverse number of detected sky photons in the background model (plus a contribution from read noise) is saved as the weight map (inverse variance) of the image. This 'PCA' background is hundreds to thousands of photoelectrons per pixel, depending on the filter, lunar phase, etc.

A subsequent background estimation algorithm is applied to each exposure during the cataloging process. This step is performed by the SExtractor sky-estimation algorithm in its GLOBAL mode, whereby medians of regions of size BACK_SIZE = 256-pixel\(^2\) regions are arrayed, smoothed with a 3 \(\times\) 3 median filter, and interpolated back to single-pixel resolution [see Morganson et al. (2018) for full details on SExtractor parameter settings]. The SExtractor sky estimation is needed to account for scattered light from the brightest stars, Galactic dust, and other artefacts that are specific to individual pointings and not captured by the PCA. These corrections are typically \(O(10)\) photoelectrons per pixel or less, i.e. a small perturbation to the PCA sky. For each exposure/object combination, a postage stamp image is saved to the MEDS file, which already has the PCA sky and the SExtractor sky estimate subtracted. The standard procedure for analysing images is to assume that the MEDS stamp has zero background. We note that the sky background process described here is more complex than the process for DES Y1 images, which relied only on Source Extractor local estimates (Drlica-Wagner et al. 2018).
2.2 Balrog

The Balrog pipeline aims to assess detection efficiency, selection biases, and other biases by injecting fake galaxies with known input parameters into real DES images and running the object detection and photometry as for the real data (Suchyta et al. 2016). The current Balrog analysis for DES Y3 injects parametric galaxy models, with the population of injection galaxies drawn from MOF fits to galaxies found in the DES deep fields, as detailed in Everett et al. (in preparation) and Choi et al. (in preparation). These deep-field images are produced by summing the many exposures taken by DES in each of the 10 supernova-search fields and in the COSMOS field. The deep fields are ∼1 mag deeper than the Y3 DES coadds. The injections are done on the single-epoch images, which are then run through the processing steps for coaddition, object detection, MEDS making, and photometry outputs such as MOF, DES coadd creation, and the Balrog processing, are executed in units of 0.5 deg² patches of sky known as ‘tiles’. In this work, we make use of 48 tiles for which the full Balrog injection and reanalysis have been completed. We label these as the ‘Balrog-injection’ tiles. An average of ∼3000 Balrog injections are detected in each tile, though only a subset of them will pass the isolation and S/N cuts that we impose for measurements in this paper.

We also run a variant of the Balrog pipeline to produce MEDS files containing nominally empty patches of sky. This is done by running the Balrog pipeline but skipping the step where the galaxies are actually added to the images. Postage stamps of these ‘ghost’ Balrog injections thus do not contain any central injected galaxy, but may include real galaxies that were located nearby. We discard any ghost stamps that are located close enough to a detected real object that its detected isophotes impinge on the stamp, leaving us with a MEDS file of apparently source-free but otherwise random regions of sky. We label these DES tiles as ‘Balrog-variant’ tiles, of which we have 39 for analysis in this work.

2.3 BFD

The BFD shear measurement algorithm is a rigorous Bayesian computation of shear, given the data for an ensemble of galaxies. It does not require simulations for calibrating biases. The method compresses pixel-level data to seven moments computed in Fourier space. A template population of galaxies measured in low-noise imaging serves as prior knowledge on the galaxy population in this moment space. The heart of BFD is to integrate each target galaxy’s imaging serves as prior knowledge on the galaxy population in this space. A template population of galaxies measured in low-noise operations such as MOF, DES coadd creation, and the Balrog processing. The accuracy of BFD shear estimates has been assessed in image simulations in which the noise is constructed to be stationary and Gaussian. These conditions must be upheld. In the presence of significant shot noise from the source itself, the assumption is not valid. For weak lensing, the majority of our signal comes from faint galaxies where the source shot noise should be insignificant.

In Bernstein et al. (2016), it was shown that the BFD method could produce a nearly unbiased result on postage stamp simulations. There was a remaining multiplicative bias of ∼0.002, which was not explained. In the Appendix, we present updated validation simulations, showing that the method is unbiased within next-generation survey goals of |m| < 0.002. Briefly, we find that zero-padding the images (i.e. augmenting the image with regions of zero flux before conducting the Fourier transform) produces more accurate measurements of the moments and their derivatives under shear, since zero-padding produces finer sampling (and better interpolation) of the Fourier space image.

2.4 Noise tests

The accuracy of BFD shear estimates has been assessed in image simulations in which the noise is constructed to be stationary and Gaussian. These conditions must be verified in real data. The Balrog simulations are perfect for validating these assumptions for BFD in a real data setting, since we can measure the true moments $M_T$ of injected galaxies and compare with their measured moments $M_D$ relative to the noise distribution expected from the known levels of sky background noise and detector read noise.
and standard deviation are component unaccounted for in our data. If it is smaller than 1.0, then of our distributions is larger than 1.0, then there is some extra noise.

\[
\chi_M = \frac{M_D - M}{\sigma_M},
\]

If our noise estimate \( \sigma_M \) is correct, then the distribution of \( \chi_M \) should follow that of a unit normal (\( \mu = 0.0, \sigma = 1.0 \)). If we see that the \( \sigma \) of our distributions is larger than 1.0, then there is some extra noise component unaccounted for in our data. If it is smaller than 1.0, then we might suspect that the noise level has been overestimated.

Alternatively, we can examine the distribution of \( \chi_M^2 \), which should follow a \( \chi^2 \) distribution with 1 degree of freedom (also yielding \( \langle \chi_M^2 \rangle = 1 \)). This alternative test can be generalized to \( N \) galaxy moments:

\[
\chi_M^2 = \frac{\left( M_D - M_T \right)^T \text{Cov}_M^{-1} \left( M_D - M_T \right)}{\sigma_M^2},
\]

where \( M_D \) and \( M_T \) are vectors containing \( N \) BFD moments. The generalized \( \chi_M^2 \) distribution should follow a \( \chi^2 \) distribution with \( N \) degrees of freedom and yield \( \langle \chi_M^2 \rangle = N \).

3 NOISE PROPERTIES OF DES IMAGES

In the following sections, we examine the noise properties of DES images. We start by performing the noise tests described in Section 2.4 on the Balrog tiles, finding excess noise. We then look at the cross-correlation of blank sky regions to examine whether this excess noise is due to US. Finally, we characterize the US noise contribution and suggest a way to mitigate its effect for the BFD method.

3.1 Balrog tests

To characterize the noise in DES images, we perform the tests described in Section 2.4 for 48 Balrog-injection tiles randomly selected from the full DES footprint. In Figs 1 and 2, we show the results of the two noise tests for one DES Balrog-injection tile (DES0332–3206) in the \( i \) band. For these tests, we select sources with \( S/N \) in \( M_F \) between 3–20 and having no detected neighbors closer than 5 arcsec. These requirements leave us with \( \approx 7000 \) separate images of the injected galaxies, which counts images of the same galaxy injected on different exposures as distinct. Across all 48 Balrog-injection tiles, there are \( \approx 300000 \) injections meeting those requirements.

In Fig. 1, we show the histograms of \( \chi_M \) for four BFD moments, the zeroth-order flux moment (\( M_F \)), and the three second-order shape moments (\( M_R, M_1, M_2 \)) along with the Gaussian fit to the data (red dotted line) and the unit normal distribution (black). In Fig. 2, we show the cumulative distributions of \( \chi_M^2 \) for \( M_F \) and for all four moments combined compared to the \( \chi^2 \) cumulative distribution with \( N = 1 \) and 4 degrees of freedom. Tables 1 and 2 give the numerical values of the fits to \( p(\chi_M) \) and the \( \langle \chi_M^2 \rangle \) values, respectively, for all 48 Balrog-injection tiles combined.

The widths of the distributions of \( \chi_M \) are generally larger than \( \sigma = 1.0 \), which we observe across all DES Balrog-injection tiles and \( griz \) bands, indicating 6–30 per cent underestimates of the pixel variance. The width is largest for \( M_F \), the flux moment, but is also significant in the second-order shape moments, particular \( M_R \). In addition, we see that there is a small but significant sky oversubtraction of \( \approx 0.13 \sigma \), resulting in a negative \( \mu \) offset in \( M_F \), which is the only moment sensitive to a global sky offset because it is the only moment with non-zero weight on the \( k = 0 \) term of the Fourier space image, which equals the total flux of the real-space image.

The same trends are reflected in the \( \chi_M^2 \) test, where we see that the data are not consistent with \( \chi^2 \) distribution of \( N = 1 \) or 4 degrees of freedom. This result suggests that there is additional noise contributing to our data which is not included in our measurement of the pixel noise due to the sky background and detector read noise.

Exploring further the sky oversubtraction, we show in Fig. 3 the \( \mu \) offset from the noise test in each band as a function of object density per DES tile (object counts with \( m_l < 23.5 \)) for the set of
Table 1. Mean ($\mu$) and standard deviation ($\sigma$) values for noise test 1, with 'shot' denoting inclusion of background Poisson noise and read noise only, and 'shot+US' case including the measured US noise variance as well.

| Moment | $g$ | $\mu$ | $\sigma$ | $r$ | $\mu$ | $\sigma$ | $i$ | $\mu$ | $\sigma$ | $z$ | $\mu$ | $\sigma$ |
|--------|-----|-------|---------|-----|-------|---------|-----|-------|---------|-----|-------|---------|
| $M_F$  |     |       |         |     |       |         |     |       |         |     |       |         |
| Shot   | 0.019 | 1.127 | -0.016 | 1.136 | -0.022 | 1.113   | -0.019 | 1.098 |
| Shot+US| 0.016 | 1.002 | -0.015 | 1.026 | -0.020 | 1.007   | -0.018 | 1.013 |
| $M_g$  |     |       |         |     |       |         |     |       |         |     |       |         |
| Shot   | 0.029 | 1.068 | 0.017  | 1.074 | -0.000 | 1.068   | -0.003 | 1.062 |
| Shot+US| 0.027 | 1.004 | 0.016  | 1.004 | -0.000 | 0.998   | -0.003 | 1.009 |
| $M_i$  |     |       |         |     |       |         |     |       |         |     |       |         |
| Shot   | 0.001 | 1.052 | 0.003  | 1.058 | -0.002 | 1.046   | -0.003 | 1.040 |
| Shot+US| 0.001 | 1.019 | 0.003  | 1.026 | -0.002 | 1.019   | -0.003 | 1.019 |
| $M_z$  |     |       |         |     |       |         |     |       |         |     |       |         |
| Shot   | -0.004 | 1.041 | -0.001 | 1.055 | -0.001 | 1.047   | -0.005 | 1.030 |
| Shot+US| -0.004 | 1.011 | -0.001 | 1.023 | -0.001 | 1.022   | -0.004 | 1.011 |

Notes: These results include a local sky subtraction as described in Section 3.1. The $\sigma$ values are plotted in Fig. 6 as well.

Table 2. $\langle x_M^2 \rangle$ from distributions shown in Fig. 7 for each band including shot noise only and shot+US noise, as described in Table 1.

| Moment | $g$ | $\langle x_M^2 \rangle$ | $r$ | $\langle x_M^2 \rangle$ | $i$ | $\langle x_M^2 \rangle$ | $z$ | $\langle x_M^2 \rangle$ |
|--------|-----|-----------------------|-----|-----------------------|-----|-----------------------|-----|-----------------------|
| $M_F$  |     |                       |     |                       |     |                       |     |                       |
| Shot   | 1.2714 | 1.2923                | 1.2406 | 1.2077                |     |                       |     |                       |
| Shot+US| 1.0059 | 1.0548                | 1.0154 | 1.0272                |     |                       |     |                       |
| $M_g$  |     |                       |     |                       |     |                       |     |                       |
| Shot   | 4.6574 | 4.7239                | 4.5891 | 4.5402                |     |                       |     |                       |
| Shot+US| 4.1515 | 4.2351                | 4.1396 | 4.1811                |     |                       |     |                       |

Figure 3. $\mu$ offset (as calculated in Fig. 1) as a function of object density per DES tile for 48 Balrog-injection tiles (blue). The four panels show data in $gri\bar{z}$ bands. While the $g$ band is relatively unaffected, we demonstrate that the sky has been oversubtracted in the $riz$ bands, which tends to increase in areas of higher object density. The green dots show the $\mu$ offset after performing a local sky subtraction, which mitigates the flux bias.

48 Balrog-injection tiles. It is apparent that the $g$ band is relatively unaffected, but moving to redder bands, we find larger offsets, which increase with object density. The mean $\mu$ offsets from all 48 Balrog-injection tiles are $\mu_g = 0.023$, $\mu_r = -0.08$, $\mu_i = -0.135$, and $\mu_z = -0.123$. We suspect that this oversubtraction may be due to (1) residual light from large, bright galaxies in the frame (similar to what was noted in Blanton et al. 2011), (2) scattered-light haloes from stars, and/or (3) errors in the SExtractor algorithm’s treatment of the US component of background.

To mitigate this bias for BFD, we perform a local sky background subtraction by measuring the mean local background in a 2-pixel-wide frame around the postage stamp. We then convert this background into an offset in the flux moment $M_F$. We also compute the contribution to the variance in $M_F$ by computing the uncertainty due to subtracting this local sky value from each pixel in the postage stamp. The background estimate should be computed after masking pixels that are allocated to detected sources by SExtractor. Because our tests are performed on isolated sources, this has minimal impact, but would need careful consideration in a more general approach that includes treatment of blended sources. The $\mu$ offset for each Balrog-injection tile after performing subtraction is shown in Fig. 3 (green), and the mean $\mu$ offsets from all 48 tiles are much closer to zero: $\mu_g = 0.019$, $\mu_r = -0.023$, $\mu_i = -0.022$, and $\mu_z = -0.025$. Removing the local background adds noise to the flux moment $M_F$, so we correct the shot/read noise variance for $M_F$ by adding the variance from the sky measurement uncertainty. Thus, the local sky subtraction appears to reduce the mean sky error from 10–20 per cent of the sky noise for the SExtractor estimate to $\approx 2$ per cent of sky noise, which is $\lesssim 1$ photoelectron. The nature of the residual biases are not yet understood.

The bias in sky estimation that we find is not just an issue for BFD flux moments; it will affect any flux measurement method, and many shape measurement methods. Indeed, a subsequent careful investigation of stellar fluxes across the DES survey has revealed flux-dependent systematic offsets that are characteristic of background subtraction errors, and also exhibits the same dependence of filter and field stellar density as we find (E. Rykoff, private communication). Investigation into the use of local sky estimates continues.

3.2 Empty sky cross power spectra

To assess the US noise contributing to our data, we use the 39 Balrog-variant tiles described in Section 2.2 to isolate postage stamps with empty sky. Within each tile, we find the postage stamps belonging to Balrog galaxies (that were not actually injected) and cut down the postage stamp to $32 \times 32$ pixels (the minimum postage stamp size for DES galaxies). Secondly, we require that no neighbors (detected, real galaxies) have SExtractor isophotes extending within the

\[ \mu_{\text{offset}} = \sum_{i=1}^{N} \mu_i \]
As well as shot noise should average to zero). These 2D average power spectra of distinct patches of blank sky (where the US signal is clearly a US signal present in all bands. To ensure that this is US below the detection level, we also measure the cross-power spectra for each band of one tile are shown in the top panel of Fig. 4. The 2D average cross-power spectra of empty sky regions in griz bands for one DES Balrog-variant tile normalized to the 99th percentile power in each band (bottom panel is normalized to the same value as the top panel). Each panel has \( k = 0 \) at the centre, and the Nyquist frequency (0.5 cycles per pixel) at the borders. Top panel: Cross-power spectra are taken for all single-epoch images of one region; thus, only background and detector noise should cancel, isolating any contribution from US. Bottom panel: Cross-power spectra are taken for single-epoch images of different regions; thus, only background and detector noise, as well as US should cancel. Only background estimation errors, at \( k = 0 \), remain non-zero.

The azimuthally averaged profiles of the cross-power spectra from empty regions of 39 Balrog-variant DES tiles are shown in Fig. 5, along with the average autopower spectra of the PSF of each tile. (The shading represents the standard deviation of profile shapes from the 39 different tiles.) The profiles are all normalized at \( k = 0.32 \) arcsec and \( k = 0.5 \), since \( k = 0 \) term has extra noise due to sky background subtraction errors. We find that the averaged US population is resolved in all bands. To estimate the average size of US in each band, we convolve the PSF with Gaussians of varying width representing the standard deviation. The black shaded line shows the mean profile of the average PSF autopower spectrum for each tile, with width representing the standard deviation. The grey dashed line shows the mean PSF profile convolved with a Gaussian of given \( \sigma \), to estimate the rough size of the average US population. We find \( \sigma \approx 0.25 \), 0.25, 0.25, and 0.32 arcsec for \( g, r, i, \) and \( z \), respectively.

The sizes should differ across bands, as the populations of US probed in each band will be slightly different.

### 3.3 Computing cross-covariance

We can treat the background source population as a roughly stationary noise source. While this should be strictly true for our randomly placed Balrog-injected galaxies, it will not be precisely true for real galaxies, for reasons we discuss in Section 4. We will proceed, however, to compute a new covariance matrix for the US noise which we will add to our nominal shot/read noise covariance matrix. We could, in principle, use the cross-power spectrum computed in Section 3.2 to compute the US covariance of the moments, as described in equation (3) (see also equation 9 of Bernstein et al. 2016). However, this cross-power spectrum does not include corrections for the PSF and small pixels which smear out the signal.

To compute the cross-covariance matrix more accurately, we compute the BFD moments for each image of empty sky. Using the BFD software enables us to properly account for the differing PSFs and world coordinate systems (i.e. registration) of each image. We then compute the empirical cross-covariance matrix of BFD moments, \( \text{Cov}_{ij} \):

\[
\text{Cov}_{ij}(\alpha, \beta) = \sum_{\alpha, \beta, \alpha \neq \beta} M_{\alpha} M_{\beta} / \sum_{\alpha, \beta, \alpha \neq \beta} 1,
\]

where \((i, j)\) are indexes of the moment element of the covariance matrix, and \(\alpha\) and \(\beta\) index the exposures of this sky patch. The summation is performed over all combinations of sources where \(\alpha \neq \beta\). We combine data from all 39 Balrog-variant tiles to compute a global cross-covariance matrix for the DES data from empty sky regions.
Finally, we test how using the new cross-covariance matrix affects the noise tests described in Section 2.4. Analogous to $\chi_M$, we now define $\chi_{MX}$, which is now calculated using the sum of the shot/read-noise covariance and $\text{Cov}_X$:

$$\chi_{MX} = \frac{M_D - M_T}{\sqrt{\sigma_M^2 + \sigma_X^2}}.$$  \hspace{1cm} (7)

where $\sigma_M$ is from the shot/read-noise covariance matrix and $\sigma_X$ is from the cross-covariance matrix $\text{Cov}_X$. Generalizing to the $\chi^2$ test using arbitrary moments, we have

$$\chi_{MX}^2 = (M_D - M_T)^T \left[ \text{Cov}_M + \text{Cov}_X \right]^{-1} (M_D - M_T).$$  \hspace{1cm} (8)

For these tests, we combine moments from all 48 Balrog-injection tiles, and compute the $\mu$ and $\sigma$ of the normalized histogram (as in Fig. 1) for each band. We have subtracted the local sky estimate for each postage stamp and included the variance due to that local sky in the flux moment variance term of $\text{Cov}_M$. In Fig. 6, we show the $\sigma$ value for each band/moment combination using $\text{Cov}_M$ and using $\text{Cov}_M + \text{Cov}_X$. We find general improvement using our globally defined cross-covariance term, with $\sigma$ lowering from $\sim 1.12$ to $\sim 1.01$ for the flux moment, and dropping to similar levels for the other moments ($\sigma = 1.026$ in the worst case). We report the $\sigma$ and $\mu$ values for all bands in Table 1.

Furthermore, in Fig. 7, we show the full $\chi^2$ test for $M_F$ only and for all four moments of a given band across all 48 Balrog tiles and we report the $\langle \chi^2_M \rangle$ value in Table 2. In all bands, we find that when including the cross-covariance matrix that characterizes the US noise, the CDF of the data more closely approaches the $\chi^2$ distribution with the appropriate number of degrees of freedom. The $\langle \chi^2_M \rangle$ values also reflect the improvement, as they approach the expected value of 1 for $M_F$ only and 4 when looking at the vector of four moments.

4 DISCUSSION

The above tests demonstrate that the measured distribution of moment errors is well described by a multivariate Gaussian distribution with covariance matrix $\text{Cov}_M$ that sums the usual contribution from sky/read noise with an additional $\text{Cov}_X$ term that is measured from inter-exposure correlations in ‘blank’ sky. A workable hypothesis is that $\text{Cov}_X$ arises from the signals of undetected sources, i.e. the US noise. In this section, we examine the data further to infer the average properties of the US population under this hypothesis as well as discuss the validity of the assumption of stationarity made in this analysis.

4.1 Properties of background galaxies

In Section 3.2, we found that the US population is mildly resolved with typical sizes of $\sigma \sim 0.25$ arcsec for the $g$, $r$, and $i$ bands, and 0.32 arcsec for the $z$ band. Since each band probes different populations of background galaxies (as well as stars), it is not surprising that these values vary. Regardless, our US population consists largely of small galaxies that are slightly larger for redder bands.

As another check of our data, we can also compare the cross-power spectra computed in Section 3.2 with the predicted power spectra of US from the flux distribution of the DES data, noting that the power spectrum is defined by the flux distribution of sources in the image

$$P(k) = \int \frac{df}{df} \frac{df}{df} f^2 s^2(k, f),$$  \hspace{1cm} (9)

where $d\nu/df$ is the flux $f$ distribution of sources and $s(k, f)$ is their shape. Assuming that all US are the same small shape, when $k$ is well below the size of the galaxies ($k \rightarrow 0$), we can define the power spectrum or variance of US:

$$V_{US} = \int \frac{df}{df} \frac{df}{df} f^2.$$  \hspace{1cm} (10)

Thus, to predict $V_{US}$, we need to know the flux distribution of US in the data. To do this, we use equation (10) to measure the variance of sources with $i$-band magnitude $> 23.0$ from both the wide field $V_{wide}$ and the deep field $V_{deep}$, which extends $\sim 1$ mag deeper than the wide field. We then compute $V_{US} = V_{deep} - V_{wide}$. In Fig. 8, we show the $k_0 = 0$ slice of the mean cross-power spectra, normalized by the $V_{US}$ in each band. Performing a Gaussian fit to the cross-power spectra (throwing out the central data points, which are contaminated by the sky background oversubtraction), we find that the normalized cross-power spectra are $\sim 1$ at $k = 0$ (although for the $z$ band, it is closer to 2). We expect that the ratio should be larger than 1, as we do not extrapolate the flux distribution to fainter magnitudes.
sources, breaking stationarity. Euclid Collaboration (2019) show that introducing clustered US galaxies produces a multiplicative bias $\sim 1 \times 10^{-2}$ for two shear estimation methods, whereas an unclustered US population induces a bias $\sim 4 \times 10^{-3}$ (with even the latter being larger than the required accuracy for imminent lensing surveys). The BFD method, however, relies on a template population built from deep sky images. If the template population includes clustered US at similar levels as in the wide-field population, BFD will naturally account for the signal due to clustered US in the Fourier moment space. Thus, the clustered US population will be treated as signal rather than noise, since it is subject to the same gravitational lensing distortion as the primary detected galaxy. In other words, we can consider the associated US photons to be part of the detected galaxy image. It will be important, however, to design the detection process such that (un)detected sources remain (un)detected after being subject to weak lensing distortions (Sheldon et al. 2019). Further simulations will be necessary to quantify the effectiveness of this strategy.

One other aspect of stationarity to consider is whether the derived US-noise matrix $\text{Cov}_X$ is constant across the survey footprint in the face of varying survey noise levels and PSF size. Nominally, the answer is yes, since the BFD moments incorporate a PSF correction, and the shot noise itself is cancelled in the measurement of $\text{Cov}_X$. It is true, however, that in regions of the survey with lower detection thresholds, there are fewer undetected sources so lower $\text{Cov}_X$. Thus, there may need to be some adjustment of $\text{Cov}_X$ for observing conditions unless we enforce a uniform detection threshold.

### 4.3 Metacalibration with undetected sources

The first-year weak-lensing analyses of the DES data make use of the ‘metacalibration’ technique (Huff & Mandelbaum 2017; Sheldon & Huff 2017), with implementation described by Zuntz et al. (2018). Forthcoming DES analyses will use the metadetection technique as well. Does the undetected source noise affect metacalibration? In this technique, a linear operator is applied to the observed image such that all objects in the scene undergo a (pre-seeing) shear operation. This will naturally apply the same shear to undetected sources as it does to the (targeted) detected sources, thus calibrating their effect correctly, albeit with the assumption that the US undergo identical shear to the target source. In practice, this is not true, for the same reasons that US noise is not stationary, but this is a second-order effect.

The image operator applied during metacalibration also shears the shot noise and read noise in the image. This is undesirable, since lensing does not shear the noise, and is compensated in the metacalibration algorithm by adding new noise to the image in a manner that re-symmetrizes the total noise (at a penalty in total noise amplitude). The US noise is not white noise and the re-symmetrization operation would not yield an unsheared realization of US noise; hence, it is better considered part of the sheared scene than the unsheared noise. We thus expect that the presence of US noise does not, to first order, alter the calibrations and results derived from metacalibration. The sky-level biases discussed herein will, however, have some impact on metacalibration and essentially any WL method that is sensitive to the sky level. Testing on simulations with undetected sources included indicates, so far, no detectable bias induced by their presence (Sheldon et al. 2019).

### 5 CONCLUSIONS

We have shown that US produce a significant noise contribution to DES images (up to 30 percent in variance), which must be...
characterized properly for accurate and precise determination of galaxy shapes for shear measurement. Treating the US noise as a stationary noise source, we can empirically compute a cross-covariance matrix for the BFD moments from empty sky regions in DES images. This cross-covariance matrix is then added to the shot/read noise covariance matrix to yield a covariance matrix that describes the observed BFD moment noise distribution to 1–5 per cent accuracy. Rather than requiring simulations to correct for this noise source, we have shown that BFD can treat the noise statistically, using these corrections derived directly from the sky images.

While we have explored and corrected these issues within the BFD shear-measurement scheme, the issues of sky misestimation and US noise will bias the mean and variance, respectively, of almost any measurements of flux and/or shape. Indeed, the effect of sky misestimation on stellar fluxes measured by SExtractor in the DES data releases has already been detected. BFD measurements are designed to have rigorously known uncertainties, which are amenable to correction for US noise. Other methods will need to consider how to treat US noise.

While the Balrog simulations do not fully capture the complexities of galaxy clustering versus pure projection, we suspect that our tests with this simplified population capture most of the problems. US clustered near faint galaxies should be present in both our target and template populations, and thus should be considered as part of the BFD signal, rather than noise. Magnification and dust obscuration are per cent level effects on top of the much larger effect described in this work. Future work may explore ways to improve the method shown here for surveys with more stringent requirements than DES.
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performing these simulations, varying different properties to identify small shear values. We have investigated the cause of the bias by reperforming these simulations, varying different properties to identify the cause of the bias.

For the base simulation, we use the GALSim software package (Rowe et al. 2015) to draw galaxies onto postage stamps of size 48 × 48. Table A1 summarizes the basic properties of the simulations, which are similar to those in Bernstein et al. (2016). The pixel scale is 1 arcsec = 1 pixel, and henceforth any angular sizes will be in these units. Each galaxy is composed of a disc and bulge component, where the bulge fraction is drawn from a uniform distribution. The two components are drawn at slightly different offsets from the centre of the postage stamp. The half-light radius $r_e$ is drawn from a uniform distribution of one to two times $r_e$ of the PSF, which is drawn as a Moffat with $r_e = 1.5$ and $\beta = 3.5$. We additionally apply a small ellipticity $e_2 = 0.05$ to the PSF, to look for any additive bias from imperfect PSF correction. The galaxies are given unlensed ellipticity $e = (a^2 - b^2)/(a^2 + b^2)$ components $e_1$ and $e_2$ drawn from the distribution given in equation (A1) where $\sigma_e = 0.2$:

$$P(e) \propto (1 - e^2)^2 \exp \left(-\frac{e^2}{2\sigma_e^2}\right). \quad (A1)$$

The background noise is kept at a constant level for each postage stamp. Galaxies are drawn with flux corresponding to a uniform distribution in S/N over the range of 5–25 for a standard circular

Table A1. Summary of simulation parameters.

| Characteristic        | Parameter                      |
|-----------------------|--------------------------------|
| Galaxy profile        | Bulge+disc (decentred)         |
| Galaxy bulge fraction | $U(0,1)$                      |
| Galaxy $r_e$          | $U(1.5–3)$ pixels              |
| Galaxy S/N            | $U(5–25)$                    |
| Galaxy $e$            | $P(e)$ given by equation (A1) |
| Galaxy shape noise $\sigma_e$ | 0.2                   |
| PSF profile           | Moffat ($\beta = 3.5$)        |
| PSF size              | $r_e = 1.5$ pixels             |
| PSF ellipticity       | $e_1 = 0.0, e_2 = 0.05$        |
| Weight function $N$   | $k \sigma$ (equation A2)      |
| Weight function $\sigma$ | 4                           |
| input shear $g_1, true$ | [0.02, 0.04, 0.06]           |
| input shear $g_2, true$ | [0.0, 0.0, 0.0]               |
| $N_{\text{batch}}$ [target, template] | $[5 \times 10^3, 10^4]$ |
| $N_{\text{total}}$    | $10^6$                         |

Figure A1. The flux moment derivative with respect to shear computed directly from the unsheared images using the formulas in Bernstein et al. (2016) divided by the same derivative computed using finite differences. The derivatives with respect to $g_1$ and $g_2$ are shown in blue and red, respectively. For smaller postage stamp sizes, the difference between the two is large compared to our target of $<10^{-3}$ errors. For our particular setup, a postage stamp size of 96 is sufficient to mitigate the issue. This pattern is seen with other moments and for higher order derivatives.

Figure A2. Multiplicative bias $m$ versus input $g1$ shear. Blue points show data from Bernstein et al. (2016) simulations and red points show data from new simulations using images zero-padded to 96 × 96. A quadratic fit to the data yields $m = -0.0004$, well within the targets of next generation surveys (grey region).

APPENDIX A: BFD VALIDATION SIMULATIONS

Shear bias is typically quantified using a linear model $g_{\text{meas}} = g_{\text{true}}(1 + m) + c$. The validation simulations of Bernstein et al. (2016) showed a small but significant $m$ bias ($m = 0.002$) that was unexpected, given the underlying design of BFD to be unbiased at small shear values. We have investigated the cause of the bias by reperforming these simulations, varying different properties to identify the cause of the bias.

We additionally apply a small ellipticity $e_2 = 0.05$ to the PSF, to look for any additive bias from imperfect PSF correction. The galaxies are given unlensed ellipticity $e = (a^2 - b^2)/(a^2 + b^2)$ components $e_1$ and $e_2$ drawn from the distribution given in equation (A1) where $\sigma_e = 0.2$:

$$P(e) \propto (1 - e^2)^2 \exp \left(-\frac{e^2}{2\sigma_e^2}\right). \quad (A1)$$

The background noise is kept at a constant level for each postage stamp. Galaxies are drawn with flux corresponding to a uniform distribution in S/N over the range of 5–25 for a standard circular
We have investigated the source of this bias by altering the galaxy population in the simulations (e.g. using a single exponential profile) and by altering the image properties (e.g. the postage stamp size). We determined that the bias arises due to the numerical calculation of the moments and their derivatives. The moments are calculated by summing the Fourier space image of the galaxy’s pixel image as given in equation (1). The derivatives are also computed as sums over Fourier space, as detailed in equations (C12) and (C13) of Bernstein et al. (2016). We use fast Fourier transforms to convert real-space images into Fourier space. The spacing in k-space is inversely related to the size of the postage stamp. By using a larger postage stamp size, we create a Fourier space image that is closer to the continuous function to be integrated.

We find that the size of the postage stamp is critical for obtaining the correct value of the moments and their derivatives, especially for the $\delta m_j/\delta x_i$. We compared the derivatives under shear inferred from the unsheared postage stamps to those computed using finite differences between sheared postage stamps. Fig. A1 shows that increasing the postage stamp size results in more precise agreement with the finite-difference estimate.

In real applications, we do not wish to use a large postage stamp, since that increases the interference from neighboring galaxies. Thus, in our simulations, we zero-pad the postage stamps from size 48 × 48 to 96 × 96 before Fourier transforming. In Fig. A2, we show the simulation results from Bernstein et al. (2016) (blue) and from our new zero-padded validation simulations (red). We find that $m = -0.00052 \pm 0.00035$ for input $g = 0.02$ after zero-padding the images, compared to $m = 0.002 \pm 0.0004$ found in the Bernstein et al. (2016) simulations. The zero-padding thus yields consistency with $m = 0$ and the desired level.
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