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ABSTRACT
The capability of reliably detecting out-of-distribution samples is one of the key factors in deploying a good classifier, as the test distribution always does not match with the training distribution in most real-world applications. In this work, we present a deep multi-class data description, termed as Deep-MCDD, which is effective to detect out-of-distribution (OOD) samples as well as classify in-distribution (ID) samples. Unlike the softmax classifier that only focuses on the linear decision boundary partitioning its latent space into multiple regions, our Deep-MCDD aims to find a spherical decision boundary for each class which determines whether a test sample belongs to the class or not. By integrating the concept of Gaussian discriminant analysis into deep neural networks, we propose a deep learning objective to learn class-conditional distributions that are explicitly modeled as separable Gaussian distributions. Thereby, we can define the confidence score by the distance of a test sample from each class-conditional distribution, and utilize it for identifying OOD samples. Our empirical evaluation on multi-class tabular and image datasets demonstrates that Deep-MCDD achieves the best performances in distinguishing OOD samples while showing the classification accuracy as high as the other competitors.
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1 INTRODUCTION
Out-of-distribution (OOD) detection, also known as novelty detection, refers to the task of identifying the samples that differ in some respects from the training samples.Recently, deep neural networks (DNNs) turned out to show unpredictable behaviors in case of mismatch between the training and test data distributions; for example, they tend to make high confidence prediction for the samples that are drawn from OOD or that belong to unseen classes [17, 26]. For this reason, accurately measuring the distributional uncertainty [16] of DNNs becomes one of the important challenges in many real-world applications where we can hardly control the test data distribution. Several recent studies have tried to simply detect OOD samples using the confidence score defined by softmax probability for known classes [8, 15] or Mahalanobis distance from the class means [14], and they showed promising results to some extent.

However, all of them employ the DNNs trained for a softmax classifier, which has limited power to locate OOD samples distinguishable from in-distribution (ID) samples in their latent space. To be specific, the softmax classifier is optimized to learn the discriminative latent space where the training samples are aligned along their corresponding class weight vectors, maximizing the softmax probability for the target classes. As pointed out in [8], OOD samples are more likely to have small values of the softmax probability for all known classes, which means that their latent vectors get closer to the origin. As a result, there could be a large overlap between two sets of ID and OOD samples in the latent space (Figure 1, Top), which eventually reduces the gap between their confidence scores and degrades the performance as well.

In addition, most of the existing confidence scores adopt additional calibration techniques [5, 9] to enhance the reliability of the detection, but they include several hyperparameters whose optimal values vary depending on the test data distribution. In this situation, they utilized a small portion of each test set (containing both ID and OOD samples) for validation, and reported the results evaluated on the rest by using the optimal hyperparameter values for each test case. However, in practice of OOD detection, prior knowledge of test distributions is not available before we encounter them. Thus, such process of tuning the hyperparameters for each test case is not practical when deploying the DNNs in practice.

To overcome the limitations, the goal of our work is to learn the discriminative latent space with the boundaries among ID samples of different classes, and furthermore, with the boundary between ID and OOD samples. To this end, we propose a deep multi-class data description, termed as Deep-MCDD, which is capable of effectively identifying OOD test samples as well as classifying ID test samples. Inspired by support vector data description (SVDD), a popular kernel method for detecting novel samples based on a spherical boundary, Deep-MCDD aims to find multiple spheres as many as the number of given classes so that each of them encloses all training samples of each class (Figure 1, Bottom).

For sophisticated modeling of the multiple spheres, we represent them as separable class-conditional distributions, assumed to be isotropic Gaussian distributions. Thus, Deep-MCDD places OOD.
samples further apart from the distributions of all given classes, without utilizing OOD samples for validation. Based on the distance between a test sample and the obtained class-conditional distributions, we can calculate how likely and how confidently the sample belongs to each class. Gaussian discriminant analysis (GDA) provides the theoretical background for incorporating the distance classifier into the DNNs.

Our extensive experiments on tabular and image datasets demonstrate that the proposed Deep-MCDD classifier identifies OOD samples more accurately than the state-of-the-art methods, while showing the classification accuracy as high as the others. In addition, qualitative analyses on the latent space obtained by Deep-MCDD provide the strong evidence that it places OOD sample more clearly distinguishable from ID samples in the space compared to the existing softmax classifier or distance classifier.

2 RELATED WORK

In this section, we survey the literature on most related topics, that is, 1) data description with a spherical boundary, and 2) out-of-distribution (OOD) detection based on deep learning approaches.

2.1 Hypersphere-based Data Description

The problem of data description, also known as one-class classification, aims to make a description of training data and use it to detect whether a test sample comes from the training distribution or not. Early work on data description mainly focused on kernel-based approaches [23, 24, 27, 28], and they tried to represent their decision boundaries by identified support vectors. Among them, support vector data description (SVDD) [28] finds a closed spherical boundary (i.e., hypersphere) that encloses the majority of the data, and the objective is defined by using a center \( \mathbf{c} \), a radius \( R \), and a feature mapping \( \phi \) associated with its kernel.

\[
\begin{aligned}
\min_{R, \mathbf{c}, \xi} & R^2 + \frac{1}{vN} \sum_{i=1}^{N} \xi_i \\
\text{s.t.} & \forall i, \| \phi(x_i) - \mathbf{c} \|^2 \leq R^2 + \xi_i, \; \xi_i \geq 0,
\end{aligned}
\]

where \( \xi_i \) is the \( i \)-th slack variable for a soft boundary and \( v \) is the regularization coefficient that controls how large the penalty would be allowed, which determines the volume of the sphere.

Recently, Deep-SVDD [20, 21] employs deep neural networks (DNNs) instead of kernel methods to effectively capture the normality of high-dimensional data and learn their useful latent representations. It optimizes the DNNs to map training samples (which are assumed to be from a single known class) close to its center \( \mathbf{c} \) in the latent space, showing that it eventually determines a hypersphere of minimum volume with the center \( \mathbf{c} \):

\[
\min_{W, \mathbf{c}} \frac{1}{N} \sum_{i=1}^{N} \| f(x_i; W) - \mathbf{c} \|^2.
\]

However, Deep-SVDD is not able to classify input samples into multiple classes given in training data, because it only focuses on detecting novel samples (or outliers), not utilizing class labels at all.

2.2 Out-of-distribution Detection with DNNs

As DNNs have become the dominant approach to a wide range of real-world applications and the cost of their errors increases rapidly, many studies have been carried out on measuring the uncertainty of a model’s prediction, especially for non-Bayesian DNNs [4, 29]. Among several types of uncertainty defined in [16], distributional uncertainty occurs by the discrepancy between the training and test distributions. In this sense, the OOD detection task can be understood as modeling the distributional uncertainty, and a variety of approaches have been attempted. Recently, a generative model-based approach has gained much attention, particularly on the image domain [12, 19, 22], because their models can directly compute the likelihood probability of a test sample and use it for OOD detection. However, they aim to train the detector which only distinguishes OOD samples from ID samples; this disables to classify ID samples into given classes.

To enable ID classification and OOD detection with a single model, several recent work started to detect OOD samples by utilizing a trained DNN classifier. The baseline method [8] is the first work to define the confidence score by the softmax probability based on a given DNN classifier. To enhance the reliability of detection, ODIN [15] applies two calibration techniques, i.e., temperature scaling [9] and input perturbation [5], to the baseline method, which can push the softmax scores of ID and OOD samples further apart from each other. The state-of-the-art method [14] uses the Mahalanobis distance from class means in the latent space, assuming that samples of each class follow the Gaussian distribution with the same covariance in the latent space.
3 DEEP MULTI-CLASS DATA DESCRIPTION

In this section, we introduce Deep-MCDD, a multi-class data description based on DNNs, to accurately detect out-of-distribution samples as well as classify in-distribution samples into known classes. We first present the learning objective of Deep-MCDD and its theoretical backgrounds in the perspective of Gaussian discriminant analysis (GDA), then propose the distance-based classifier and OOD detector.

3.1 The Deep-MCDD Objective

3.1.1 Modeling class boundaries as multiple hyperspheres. The key idea of our objective is to optimize DNNs so that the latent representations (i.e., the outputs of the last layer) of data samples in the same class gather together thereby form an independent sphere of minimum volume (Figure 2). In other words, Deep-MCDD incorporates K one-class classifiers modeled by hyperspheres into a single network. The purpose of learning a single hypersphere is to determine whether a test sample belong to the target class or not, thus training it for each class is useful for detecting OOD samples that do not belong to any given classes.

Let \( f(\cdot; W) \) be a DNN with the set of network parameters \( W \), and the spherical boundary for class \( k \) be specified by its center \( c_k \) and radius \( R_k \). Given \( N \) training samples \( \{(x_1, y_1), \ldots, (x_N, y_N)\} \) from \( K \) different classes, the objective of soft-boundary Deep-MCDD is described as follows.

\[
\min_{W, c, R} \sum_{k=1}^{K} R_k^2 + \frac{1}{vN} \sum_{i=1}^{N} \max\left\{0, \alpha_{ik} \left( \|f(x_i; W) - c_k\|^2 - R_k^2 \right) \right\},
\]

where \( \alpha_{ik} \) denotes the class assignment indicator whose value is 1 if \( x_i \) belongs to class \( k \), and -1 otherwise. As done in [20], this objective includes the penalty term for the samples that fall outside its class decision boundary (i.e., the samples that violate \( \|f(x_i; W) - c_k\| < R_k \)), but it additionally considers the distances between samples and all the other class centers for multi-class classification. That is, new constraints \( \|f(x_i; W) - c_k\| > R_k \forall k \neq y_i \) are added so that each sample is located outside the spheres that the sample does not belong to. Note that \( v \) determines how strongly each hypersphere encloses the corresponding training samples, which is eventually related to the violations of the class boundary and the volume of the sphere.

However, the optimization of (3) by stochastic gradient descent (SGD) is challenging due to the different scales of \( W, c, \) and \( R \). For this reason, we use the block coordinate descent (BCD) approach, which alternately updates the set of target parameters to minimize the objective while fixing the others. In detail, we train the network parameters while the class centers and radii are fixed, then all the class centers and radii are updated based on the fixed DNN.

3.1.2 Modeling discriminative class-conditional distributions. To facilitate the optimization and model the multiple spheres in a more sophisticated manner, we introduce an alternative objective to learn multiple Gaussian distributions instead of the hyperspheres. Let samples of class \( k \) be generated from a \( k \)-th class-conditional distribution, which is entirely separable from other class-conditional distributions. We consider each of them as an isotropic Gaussian distribution with class mean \( \mu_k \) and standard deviation \( \sigma_k \) in the latent space, denoted by \( N(\mu_k, \sigma_k^2 I) \). Using the obtained distributions, we can calculate the class-conditional probabilities that indicate how likely an input sample is generated from each distribution, and this probability can serve as a good measure of the confidence. We first define the distance function \( D_k(\cdot) \) based on the \( k \)-th class-conditional distribution:

\[
D_k(x) = -\log P(x|y = k) \\
= -\log N(f(x; W) | \mu_k, \sigma_k^2 I) \\
\approx \frac{\|f(x; W) - \mu_k\|^2}{2\sigma_k^2} + \log \sigma_k^d
\]

We cancel out the class-independent constant \( \log(2\pi)^d/2 \) and add a non-negative constraint for log standard deviations, \( \log \sigma_k \geq 0 \), in order to make the distance function satisfy triangular inequality, which is one of the conditions to be a metric. Note that \( c_k \) and \( R_k \) used for modeling the hypersphere in (3) are respectively replaced with \( \mu_k \) and \( \sigma_k \), and the standard deviations are further taken into account for computing the distances.

Using the class-specific distance function, we propose the Deep-MCDD objective which 1) matches the empirical distributions of training samples with the target class-conditional distributions in the latent space, and simultaneously 2) makes them distinguishable from each other for multi-class classification. The objective is
described as
\[
\min_{\mathcal{W}, \mu, \sigma, b} \frac{1}{N} \sum_{i=1}^{N} \left[ D_{y_i}(x_i) - \frac{1}{\nu} \log \left( \sum_k \exp \left( -D_{y_i}(x_i) + b_k \right) \right) \right].
\]
(5)

As defined in (3), the regularization coefficient \( \nu \) controls the importance of the two terms; each of them affects the variance of the Gaussian distributions and their classification power, respectively. The objective includes four types of trainable parameters: the weights of a DNN ‘\( \mathcal{W} \)’, the class means \( \mu_1, \ldots, \mu_K \), standard deviations \( \sigma_1, \ldots, \sigma_K \), and biases \( b_1, \ldots, b_K \). All of them can be effectively optimized at the same time by using minibatch SGD and gradient back-propagation, which are conventionally used for training DNNs. Unlike other DNN classifiers that need to explicitly compute the class means by their definitions \( \mu_k = \frac{1}{N_k} \sum_{y_i=k} f(x_i) \) where \( N_k \) is the number of training samples of class \( k \) [6, 25]. Deep-MCDD obtains approximated ones without further computations while optimizing the DNN.

### 3.2 Theoretical Backgrounds

The Deep-MCDD objective (5) can be understood from the perspective of Gaussian discriminant analysis (GDA). The conventional discriminative (or softmax) classifier widely used for DNNs is optimized to maximize the softmax probability for the target class, computed by its fully-connected layer. Unlike the discriminative classifier, the generative classifier defines the posterior distribution \( P(y|x) \) by using the class-conditioned distribution \( P(x|y) \) and class prior \( P(y) \). In case of GDA, each class-conditioned distribution is assumed to follow the multivariate Gaussian distribution\(^1\) (i.e., \( P(x|y=k) = \mathcal{N}(f(x)|\mu_k, \Sigma_k) \)) and the class prior is assumed to follow the Bernoulli distribution (i.e., \( P(y=k) = \frac{b_k}{\sum_{i=1}^{K} b_i} \)). To simply fuse GDA with DNNs, we further assume each class covariance to be isotropic with its standard deviation (i.e., \( \Sigma_k = \sigma_k I \)). Then, the posterior probability that a sample \( x \) belongs to the class \( k \) is described as
\[
P(y=k|x) = \frac{P(y=k)P(x|y=k)}{\sum_k P(y=k)P(x|y=k')} \cdot \exp \left( -(2\sigma_k^2)^{-1} \| f(x) - \mu_k \|^2 - \log \sigma_k^2 + \log b_k \right)
\]
\[
= \frac{\sum_k \exp \left( -(2\sigma_k^2)^{-1} \| f(x) - \mu_k \|^2 - \log \sigma_k^2 + \log b_k \right)}{\sum_k \exp \left( -(2\sigma_k^2)^{-1} \| f(x) - \mu_k \|^2 - \log \sigma_k^2 + \log b_k \right)}.
\]

Considering \( \log b_k \) as the class bias \( b_k \), the second term of our objective (5) is equivalent to the negative log posterior probability. In other words, the objective trains the classifier so that it maximizes the posterior probability of training samples for their target classes.

However, the direct optimization of the DNNs and other parameters by SGD does not guarantee that the class-conditioned distributions become the Gaussian distributions and the obtained class means match with the actual class means of training samples. Thus, to enforce our GDA assumption, we minimize the Kullback-Leibler (KL) divergence between the \( k \)-th empirical class-conditioned distribution and the Gaussian distribution whose mean and covariance are \( \mu_k \) and \( \sigma_k^2 I \), respectively. The empirical class-conditioned distribution is represented by the average of the dirac delta functions for all training samples of a target class, i.e., \( \mathbb{P}_k = \frac{1}{N_k} \sum_{y_i=k} \delta(x-f(x_i)) \). Then, the KL divergence is formulated as
\[
\text{KL}(\mathbb{P}_k \parallel \mathcal{N}(\mu_k, \sigma_k^2 I)) = -\int \frac{1}{N_k} \sum_{y_i=k} \delta(x-f(x_i)) \log \left( \frac{1}{(2\pi\sigma_k^2)^{d/2}} \exp \left( -\frac{\|x-\mu_k\|^2}{2\sigma_k^2} \right) \right) dx + \int \frac{1}{N_k} \sum_{y_i=k} \delta(x-f(x_i)) \log \left( \frac{1}{N_k} \sum_{y_i=k} \delta(x-f(x_i)) \right) dx
\]
\[
= -\frac{1}{N_k} \sum_{y_i=k} \log \left( \frac{1}{(2\pi\sigma_k^2)^{d/2}} \exp \left( -\frac{\|f(x_i) - \mu_k\|^2}{2\sigma_k^2} \right) \right) + \log \frac{1}{N_k}
\]
\[
= \frac{1}{N_k} \sum_{y_i=k} \left( \log \frac{\|f(x_i) - \mu_k\|^2 + \log \sigma_k^2}{2\sigma_k^2} \right) + \text{constant}.
\]

The entropy term of the empirical class-conditioned distribution can be calculated by using the definition of the dirac measure. By minimizing this KL divergence for all the classes, we can approximate the \( K \) class-conditioned Gaussian distributions. Finally, we complete our objective by combining this KL term with the posterior term using the \( \nu \)-weighted sum in order to control the effect of the regularization. We remark that \( \nu \) is the hyperparameter used for training the model, which depends on only ID, not OOD; thus it does not need to be tuned for different test distributions.

### 3.3 ID Classification and OOD Detection

#### 3.3.1 In-distribution classification

Since our objective maximizes the posterior probability for the target class of each training sample \( P(y=y_i|x) \), we can predict the class label of an input sample to the class that has the highest posterior probability as follows.
\[
\hat{y}(x) = \arg \max_k P(y=k|x)
\]
\[
= \arg \max_k \left[ -D_k(x) + b_k \right]
\]
(6)

In terms of DNNs, our proposed classifier replaces the fully-connected layer (fc-layer) computing the final classification score by \( w_k \cdot f(x) + b_k \) with the distance metric layer (dm-layer) computing the distance from each class mean by \( -D_k(x) + b_k \). In other words, the class label is mainly predicted by the distance from each distribution, so our classifier can be categorized as “distance classifier”.

#### 3.3.2 Out-of-distribution detection

Using the trained Deep-MCDD, the confidence score of each sample can be computed based on the class-conditioned probability \( P(x|y=k) \). Taking the log of the probability, we simply define the confidence score \( S(x) \) using the distance between a test sample and the closest class-conditioned distribution in the latent space,
\[
S(x) = -\min_k D_k(x).
\]
(7)

This distance-based confidence score yields discriminative values between ID and OOD samples. In the experiment section, we show that the proposed distance in the latent space of Deep-MCDD is more effective to detect the samples not belonging to the \( K \) classes, compared to the Mahalanobis distance in the latent space of the
We also validate the effectiveness of Deep-MCDD against existing methods for OOD detection. We perform 5-fold cross validation and report the average results. The multi-layer perceptron (MLP) with dm-layer) in terms of both ID classification and OOD detection.

**Evaluation metrics.** For evaluation, we measure the classification accuracy for ID test samples, as well as four performance metrics for OOD detection: the true negative rate (TNR) at 85% true positive rate (TPR), the area under the receiver operating characteristic curve (AUROC), the area under the precision-recall curve (AUPR), and the detection accuracy. They are mainly used to evaluate the effectiveness of the confidence scores in distinguishing ID and OOD samples.

### 4 EXPERIMENTS

In this section, we present experimental results that support the superiority of Deep-MCDD. Using tabular and image datasets, we mainly compare the performance of our distance classifier (i.e., DNNs with dm-layer) with that of the softmax classifier (i.e., DNNs with fc-layer) in terms of both ID classification and OOD detection. We also validate the effectiveness of Deep-MCDD against existing distance classifiers as well as OOD detectors, then provide empirical analyses on the effect of the regularization term.

#### 4.1 Evaluation on Tabular Datasets

**Experimental settings.** We first evaluate our Deep-MCDD using four multi-class tabular datasets with real-valued attributes: GasSensor, Shuttle, DriveDiagnosis, and MNIST. They are downloaded from UCI Machine Learning repository, and we use them after preprocessing all the attributes based on the z-score normalization. Table 1 summarizes the details of the datasets. To simulate the scenario that the test distribution includes both ID and OOD samples, we build the training and test set by regarding one of the classes as the OOD class and the rest of them as the ID classes. We exclude the samples of the OOD class from the training set, then train the DNNs using only the ID samples for classifying inputs into the K-1 classes. The test set contains all samples of the OOD class as well as the ID samples that are left out for testing. The evaluations are repeated while alternately changing the OOD class, thus we consider K scenarios for each dataset. For all the scenarios, we perform 5-fold cross validation and report the average results.

**Implementation details.** The multi-layer perceptron (MLP) with three hidden layers is chosen as the DNNs for training the tabular data. For fair comparisons, we employ the same architecture of MLP (# Input attributes ×128 × 128 × 128× # Classes) for both the softmax classifier and the distance classifier. We use the Adam optimizer with the initial learning rate $\eta = 0.01$, and set the maximum number of epochs to 100. In case of tabular data, we empirically found that the regularization coefficient $\nu$ hardly affects the performance of our model, so fix it to 1.0 without further hyper-parameter tuning. To enforce non-negativity for the log standard deviation of each class-conditional distribution, we simply use the ReLU activation.

**Evaluation metrics.** For evaluation, we measure the classification accuracy for ID test samples, as well as four performance metrics for OOD detection: the true negative rate (TNR) at 85% true positive rate (TPR), the area under the receiver operating characteristic curve (AUROC), the area under the precision-recall curve (AUPR), and the detection accuracy. They are mainly used to evaluate the effectiveness of the confidence scores in distinguishing ID and OOD samples.

#### 4.1.1 Comparison with classifier-based OOD detectors.

We consider two competing methods using the DNNs optimized for the softmax classifier: 1) the baseline method [8] uses a maximum value of softmax posterior probability as the confidence score, $\max_k \frac{\exp(w_k^T f(x)+b_k)}{\sum_k \exp(w_k^T f(x)+b_k)}$, and 2) the state-of-the-art method [14] defines the score based on the Mahalanobis distance from the closest class mean, $-\min_k (f(x)-\hat{\mu}_k)^T \hat{\Sigma}^{-1}(f(x)-\hat{\mu}_k)$, where $\hat{\mu}_k$ is an empirical class mean and $\hat{\Sigma}$ is a tied-covariance matrix.

In Table 2, Deep-MCDD that defines the classification/confidence scores based on the proposed distance function (4) considerably outperforms the other competing methods using the softmax classifier in most scenarios. Compared to the baseline method, the Mahalanobis distance-based confidence score sometimes performs better, and sometimes worse. This strongly indicates that the empirical data distribution in the latent space does not always take the form of a Gaussian distribution for each class, in case of the softmax classifier. For this reason, our explicit modeling of class-conditional Gaussian distributions using the dm-layer guarantees the GDA assumption, and it eventually helps to distinguish OOD samples from ID samples. Moreover, our distance classifier shows almost the same classification accuracy with the softmax classifier; that is, it improves the performance of OOD detection without compromising the performance of ID classification.

For qualitative comparison on the latent spaces of the softmax classifier and distance classifier, we plot the 2D latent space after training the DNNs whose size of latent dimension is set to 2. Figure 1 illustrates the training and test distributions of the GasSensor dataset, where the class 3 (i.e., Ammonia) is considered as the OOD class. Our DNNs successfully learn the latent space so that ID and OOD samples are separated more clearly than the DNNs of the softmax classifier. Notably, in case of the softmax classifier, the covariance matrices of all the classes are not identical, which violates the necessary condition for the Mahalanobis distance-based confidence score to be effective in detecting OOD samples. In this sense, Deep-MCDD does not require such assumption any longer, because our objective makes the latent space satisfy the GDA assumption.

#### 4.1.2 Comparison with non-classifier-based OOD detectors.

We compare the performances of the proposed methods, including the soft-boundary Deep-MCDD from Equation (3) (denoted by Soft-MCDD), with those of other OOD detection methods that only consider two competing methods using the DNNs optimized for the softmax classifier: 1) the baseline method [8] uses a maximum value of softmax posterior probability as the confidence score, $\max_k \frac{\exp(w_k^T f(x)+b_k)}{\sum_k \exp(w_k^T f(x)+b_k)}$, and 2) the state-of-the-art method [14] defines the score based on the Mahalanobis distance from the closest class mean, $-\min_k (f(x)-\hat{\mu}_k)^T \hat{\Sigma}^{-1}(f(x)-\hat{\mu}_k)$, where $\hat{\mu}_k$ is an empirical class mean and $\hat{\Sigma}$ is a tied-covariance matrix.

In Table 2, Deep-MCDD that defines the classification/confidence scores based on the proposed distance function (4) considerably outperforms the other competing methods using the softmax classifier in most scenarios. Compared to the baseline method, the Mahalanobis distance-based confidence score sometimes performs better, and sometimes worse. This strongly indicates that the empirical data distribution in the latent space does not always take the form of a Gaussian distribution for each class, in case of the softmax classifier. For this reason, our explicit modeling of class-conditional Gaussian distributions using the dm-layer guarantees the GDA assumption, and it eventually helps to distinguish OOD samples from ID samples. Moreover, our distance classifier shows almost the same classification accuracy with the softmax classifier; that is, it improves the performance of OOD detection without compromising the performance of ID classification.

For qualitative comparison on the latent spaces of the softmax classifier and distance classifier, we plot the 2D latent space after training the DNNs whose size of latent dimension is set to 2. Figure 1 illustrates the training and test distributions of the GasSensor dataset, where the class 3 (i.e., Ammonia) is considered as the OOD class. Our DNNs successfully learn the latent space so that ID and OOD samples are separated more clearly than the DNNs of the softmax classifier. Notably, in case of the softmax classifier, the covariance matrices of all the classes are not identical, which violates the necessary condition for the Mahalanobis distance-based confidence score to be effective in detecting OOD samples. In this sense, Deep-MCDD does not require such assumption any longer, because our objective makes the latent space satisfy the GDA assumption.

| Dataset     | # Attributes | # Instances | # Classes |
|-------------|--------------|-------------|-----------|
| GasSensor   | 128          | 13,910      | 6         |
| Shuttle     | 9            | 58,000      | 7         |
| DriveDiagnosis | 48         | 58,509      | 11        |
| MNIST       | 784          | 70,000      | 10        |

Table 1: Statistics of tabular datasets.

[1] https://archive.ics.uci.edu/ml/index.php

these performance metrics have been mainly used for OOD detection [14, 15]. We measure the AUPR values where ID samples are specified as positive.

[2] The state-of-the-art method also can predict the class label of test samples by the Mahalanobis distance from class means, $\hat{y}(x) = \arg \min_k (f(x)-\hat{\mu}_k)^T \hat{\Sigma}^{-1}(f(x)-\hat{\mu}_k)$.

[3] This confidence score is derived under the assumption that all the classes share the same covariance matrix.
There have been several methods [20] and ALAD [31] as our baselines; they focus on learning the normality of ID samples without using their class labels. For the confidence score, Deep-SVDD uses the Euclidean distance from the center of a unified hypersphere in the latent space, and ALAD measures the magnitude of error between an input sample and the reconstructed one obtained by generative adversarial networks (GANs). Note that these non-classifier-based OOD detectors are not able to tell each class from the others. In this experiment, we report the averaged results over K number of OOD scenarios for each tabular dataset.

In Figure 3, our Deep-MCDDs show significantly better performances than the baselines in terms of OOD detection, with their stable classification accuracy. This implies that class labels are helpful to learn discriminative features between ID and OOD samples as well as among ID samples from different classes. That is, Deep-MCDDs are much more practical for real-world applications compared to non-classifier-based OOD detectors in that it can additionally detect OOD samples while accurately classifying ID samples. Moreover, with the help of GDA-based modeling for the multiple spheres, Deep-MCDD enables better OOD detection as well as simpler optimization compared to Soft-MCDD.

Table 2: Performance of ID classification and OOD detection on tabular datasets. The best results are marked in bold face.

| Dataset | OOD | Classification acc. | TNR at TPR 85 | AUROC | AUPR | Detection acc. |
|---------|-----|----------------------|--------------|-------|------|----------------|
| MNIST   | 0   | 97.82 / 96.93 / 96.58 | 85.81 / 69.53 / 85.83 | 82.93 / 84.10 / 91.03 | 78.65 / 91.25 / 93.37 | 87.34 / 76.97 / 85.40 |
|         | 1   | 97.86 / 96.87 / 96.45 | 93.34 / 97.97 / 79.04 | 90.39 / 59.52 / 88.26 | 85.19 / 75.18 / 91.20 | 91.47 / 61.69 / 82.63 |
|         | 2   | 97.97 / 97.16 / 96.84 | 73.88 / 74.99 / 84.47 | 71.61 / 88.83 / 89.19 | 69.30 / 89.98 / 91.70 | 82.52 / 81.38 / 84.81 |
|         | 3   | 97.99 / 97.50 / 96.87 | 72.31 / 49.71 / 81.24 | 69.82 / 79.19 / 86.33 | 67.77 / 88.12 / 89.75 | 81.29 / 72.72 / 83.23 |
|         | 4   | 98.02 / 97.26 / 95.02 | 51.20 / 24.91 / 63.12 | 49.56 / 65.96 / 81.19 | 58.26 / 80.39 / 86.15 | 71.27 / 62.61 / 74.96 |
|         | 5   | 98.04 / 97.38 / 96.98 | 74.38 / 37.44 / 88.09 | 72.18 / 74.37 / 92.22 | 71.58 / 86.99 / 95.30 | 82.89 / 69.30 / 86.65 |
|         | 6   | 97.86 / 96.97 / 96.47 | 73.86 / 49.43 / 79.96 | 71.30 / 79.04 / 84.75 | 69.57 / 88.40 / 87.92 | 81.82 / 72.26 / 82.90 |
|         | 7   | 98.10 / 97.17 / 96.97 | 71.20 / 46.75 / 81.82 | 68.90 / 77.26 / 89.66 | 66.75 / 86.20 / 92.75 | 81.10 / 70.32 / 83.52 |
|         | 8   | 98.10 / 97.41 / 97.28 | 86.21 / 16.74 / 94.75 | 83.78 / 62.85 / 95.29 | 79.79 / 79.81 / 97.34 | 87.63 / 63.00 / 90.57 |
|         | 9   | 98.21 / 97.42 / 96.99 | 78.06 / 12.69 / 79.93 | 75.95 / 57.82 / 88.63 | 73.38 / 76.29 / 92.14 | 80.44 / 60.40 / 82.75 |

4.1.3 Comparison with distance classifiers. There have been several attempts to train distance classifiers based on DNNs, so we also consider the following methods as our baselines: ProtoNet [25] and Deep-NCM classifier [6]. Both of them optimize the latent space of DNNs so that the distance of each training sample from its corresponding class center becomes smaller than those from other classes’ centers, then predict the class label of an input test sample based on the nearest class center (or class mean). Their learning objectives are designed only for multi-class classification based on the Euclidean distance, thus they do not take into account OOD samples in the test distribution, as opposed to the baselines considered in Section 4.1.2. Since they did not propose confidence scores which can be used for OOD detection, we simply use the...
Figure 3: Comparison with non-classifier-based OOD detectors which do not utilize any class information for training.

Figure 4: Comparison with distance classifiers which use the Euclidean distance from the nearest class center.
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Euclidean distance from the nearest class center: i.e., \(-\min_k \|f(x) - c_k\|_2\) where \(c_k\) is the center of class \(k\) used for classification.

In Figure 4, our proposed methods beat the baselines by a large margin for all the metrics. All the methods classify ID samples correctly to some degree, but only the Deep-MCDDs can effectively detect OOD samples while the others fail. Furthermore, we visualize the 2D latent space obtained by the Deep-NCM classifier (Figure 1, Middle). As shown in the figure, it is obvious that ID and OOD samples in a test distribution considerably overlap with each other. This degrades the performances by making their confidence scores (i.e., the distances from class centers in the latent space) of ID and OOD samples less apart from each other.

Table 3: ID classification accuracy on image datasets.

| Dataset   | ResNet     | DenseNet  |
|-----------|------------|-----------|
|           | Softmax / | Mahalanobis / | Deep-MCDD |
| SVHN      | 95.81 / 95.76 / 96.55 | 95.30 / 95.22 / 96.21 |
| CIFAR-10  | 93.93 / 93.92 / 95.02 | 92.87 / 91.66 / 94.97 |
| CIFAR-100 | 75.59 / 74.78 / 76.15 | 72.27 / 68.22 / 74.68 |

4.2 Evaluation on Image Datasets

Experimental settings. We validate the effectiveness of Deep-MCDD on OOD image detection as well. Two types of deep convolutional neural networks (CNNs) are utilized: ResNet [7] with 100 layers and DenseNet [10] with 34 layers. Specifically, we train ResNet and DenseNet for classifying three image datasets: CIFAR-10, CIFAR-100 [13], and SVHN [18]. Each dataset used for training the models is considered as ID samples, and the others are considered as OOD samples. To consider a variety of OOD samples at test time, we measure the performance by additionally using Tiny-ImageNet (randomly cropped image patches of size 32 × 32 from the ImageNet dataset) [1] and LSUN [30] as test OOD samples. All CNNs are trained by using SGD with Nesterov momentum [3], and we follow the training configuration (e.g., the number of epochs, batch size, learning rate and its scheduling, and momentum) suggested by [14, 15]. The regularization coefficient \(\nu\) is set to 0.1 for CIFAR-10 and CIFAR-100, and 0.01 for SVHN.

Experimental results. Table 4 shows that Deep-MCDD also can be generalized well for deeper and more complicated DNNs such as ResNet and DenseNet. Similarly to tabular data, our proposed confidence score achieves the best performance for most test cases, and significantly improves the detection performance over the state-of-the-art method. Interestingly, Deep-MCDD achieves slightly better ID classification accuracy than the softmax classifier in Table 3.
These results show that any existing DNNs can improve their classification power by adopting the dm-layer, which learns the class means and standard deviations instead of the class weights. In conclusion, being combined with domain-specific DNNs, our proposed objective enhances the classifier to make reliable predictions for high-dimensional inputs even in case that test distributions differ from the training distribution.

In addition, we provide qualitative results of our proposed confidence score. Among the test samples from the CIFAR-10 dataset, we retrieve images with the highest and lowest confidence scores (i.e., the samples most likely to come from ID and OOD, respectively) for each class. In Figure 5, each row contains the retrieved top-5 images for each class. The images with high scores share similar global features which can explain each class, whereas the images with low scores look quite different from the prototypical image of each class. From the results, we conclude that Deep-MCDD is able to not only learn discriminative features among classes but also capture the representative features of the class.

### 4.3 Effect of Regularization

We further investigate the effects of our regularization term on the performance and the data distributions in the latent space. We first evaluate Deep-MCDD with different \( \nu \) values from \( 10^{-3} \) to \( 10^3 \). Figure 6 presents the performance changes with respect to the \( \nu \) value. In terms of ID classification, Deep-MCDD cannot be trained properly when \( \nu \) grows beyond \( 10^2 \), because the KL divergence term is weighted too much compared to the log posterior term which learns the decision boundary for multi-class classification. On the other hand, we observe that the OOD detection performances are not much affected by the regularization coefficient, unless we set \( \nu \) too small or too large; any values in the range \((0.01, 10)\) are fine enough to obtain the model working well.

We also visualize the 2D latent space where the training distributions of MNIST are represented, varying the value of \( \nu \in [0.001, 0.01, 0.1, 1] \). In Figure 7, even with a small value of \( \nu \), we can find the decision boundary that partitions the space into K regions, whereas the class means (plotted as black circles) do not match with the actual class means and the samples are spread over

---

**Table 4: Performance of OOD detection on image datasets. The best results are marked in bold face.**

| Model | ID | OOD | TNR at TPR 85% | AUROC | AUPR | Detection acc. |
|-------|----|-----|----------------|-------|------|----------------|
|       |    |     | Softmax [8] / Mahalanobis [14] / Deep-MCDD |       |
| SVHN  | CIFAR-10 | 89.86 / 90.65 / 95.41 | 92.29 / 94.81 / 95.60 | 94.04 / 97.85 / 98.39 | 87.44 / 87.87 / 90.42 |
|       | ImageNet | 91.93 / 85.86 / 96.75 | 93.58 / 92.94 / 96.17 | 97.28 / 97.11 / 98.58 | 88.51 / 85.58 / 91.60 |
|       | LSUN | 90.67 / 85.85 / 95.28 | 92.74 / 97.29 / 96.02 | 95.44 / 97.13 / 98.46 | 87.84 / 85.68 / 91.02 |
| ResNet | CIFAR-10 | 70.85 / 72.21 / 73.24 | 88.59 / 86.95 / 88.66 | 82.04 / 98.34 / 86.84 | 80.75 / 82.36 / 81.69 |
|       | ImageNet | 83.53 / 67.76 / 91.77 | 91.22 / 86.75 / 94.48 | 93.00 / 88.57 / 96.24 | 85.01 / 79.21 / 88.47 |
|       | LSUN | 89.94 / 73.85 / 96.41 | 93.19 / 88.95 / 95.30 | 94.86 / 91.08 / 96.67 | 87.78 / 82.23 / 92.92 |
| DenseNet | CIFAR-10 | 41.14 / 44.52 / 55.47 | 78.26 / 80.52 / 81.77 | 70.62 / 67.85 / 71.35 | 72.69 / 74.44 / 75.04 |
|       | ImageNet | 44.49 / 48.04 / 57.94 | 78.67 / 76.57 / 83.48 | 81.85 / 77.55 / 86.48 | 72.21 / 69.58 / 75.06 |
|       | LSUN | 44.37 / 46.35 / 55.94 | 78.76 / 76.41 / 83.52 | 82.78 / 78.01 / 87.16 | 72.64 / 69.77 / 77.06 |
|       | CIFAR-100 | 90.06 / 88.65 / 94.11 | 92.98 / 93.67 / 95.76 | 96.13 / 97.44 / 98.37 | 88.05 / 86.85 / 89.87 |
|       | ImageNet | 94.89 / 86.83 / 95.76 | 95.88 / 93.33 / 96.83 | 98.01 / 97.10 / 98.73 | 91.10 / 86.03 / 91.21 |
|       | LSUN | 92.63 / 75.94 / 94.63 | 94.67 / 88.98 / 96.34 | 97.23 / 95.28 / 98.55 | 89.70 / 81.24 / 90.31 |
|       | SVHN | 90.63 / 88.32 / 90.42 | 92.87 / 94.06 / 93.42 | 87.40 / 82.54 / 88.52 | 87.52 / 87.09 / 89.55 |
|       | ImageNet | 83.98 / 69.47 / 84.57 | 90.77 / 83.31 / 90.91 | 88.42 / 76.62 / 90.39 | 88.12 / 77.56 / 84.84 |
|       | LSUN | 85.33 / 66.24 / 89.28 | 92.26 / 82.82 / 92.82 | 91.98 / 78.21 / 93.51 | 84.06 / 75.83 / 87.26 |
|       | CIFAR-100 | 37.80 / 48.96 / 50.15 | 75.14 / 68.82 / 77.79 | 58.20 / 62.72 / 64.14 | 70.03 / 62.02 / 71.10 |
|       | ImageNet | 35.22 / 48.21 / 57.73 | 62.12 / 68.87 / 81.20 | 57.53 / 76.15 / 81.93 | 60.30 / 61.73 / 73.46 |
|       | LSUN | 38.71 / 43.62 / 65.11 | 66.36 / 67.51 / 85.00 | 62.49 / 75.87 / 86.32 | 63.15 / 59.94 / 77.28 |

---

The classes are airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck.
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Figure 7: The training distribution in our 2D latent space, $v = 0.001, 0.01, 0.1, and 1$. Dataset: MNIST.

a broad region in the latent space. As $v$ increases, the class means approach the actual class means, and simultaneously the samples get closer to its corresponding class mean thereby form multiple spheres. As discussed in Section 3.1, the coefficient $v$ controls the trade-off between separating each class-conditional distribution from the others and enforcing them to approximate the Gaussian distribution with the mean $\mu_k$. In summary, the proper value of $v$ makes the DNNs place the class-conditional Gaussian distributions far apart from each other, so the OOD samples are more likely to be located in the rest of the space.

5 CONCLUSION

This paper introduces deep learning objectives for multi-class data description, which aims to find the spherical decision boundary for each class in a latent space. By fusing the concept of Gaussian discriminant analysis with DNNs, Deep-MCDD learns the class-conditional distributions to be separated from each other and follow the Gaussian distribution at the same time, thus it is able to effectively identify OOD samples that do not belong to any known descriptions, which aims to find the spherical decision boundary for each class in a latent space. By fusing the concept of Gaussian discriminant analysis with DNNs, Deep-MCDD learns the class-conditional distributions to be separated from each other and follow the Gaussian distribution at the same time, thus it is able to effectively identify OOD samples that do not belong to any known classes. We empirically show that Deep-MCDD outperforms competing methods in detecting both OOD tabular data and OOD images, and also the proposed dm-layer can be easily combined on top of various types of DNNs to further improve their performances.