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Hydrodynamical instabilities, such as the standing accretion-shock instability (SASI), play an essential role in the dynamics of core-collapse supernovae, with observable imprints in the neutrino and gravitational wave signals. Yet, the impact of stellar rotation on the development of SASI is poorly explored. We investigate the conditions favoring the growth of SASI in the presence of rotation through a perturbative analysis. The properties of SASI are compared in two stationary configurations, cylindrical and spherical equatorial, which mainly differ by their advection timescales from the shock to the proto-neutron star surface. Without rotation, the mode \( m = 1 \), corresponding to a one-armed spiral SASI deformation, can be significantly more unstable in the spherical equatorial configuration. In fact, the shorter advection time in the spherical equatorial geometry allows for a larger contribution of the entropic-acoustic coupling from the region of adiabatic compression near the surface of the proto-neutron star. The angular momentum of the collapsing core favors the growth of prograde spiral modes \( m = 1 \) and \( m = 2 \) in both geometries. Although the growth rate of the spiral instability is systematically faster in spherical geometry, its oscillation frequency is remarkably insensitive to the geometry. Such a contrast with non-rotating flows calls for a deeper understanding of the role of advection in the mechanism of spiral SASI. Our findings suggest that the resonant coupling of acoustic waves with their corotation radius may play a major role in the instability mechanism of collapsing cores with rotation. Elucidating this physical mechanism is essential to interpret the signal from future multi-messenger supernova observations.

I. INTRODUCTION

The impact of angular momentum on the mechanism of core-collapse supernovae (SNe) remains to be understood [1, 2]. Rotation may affect the structure of the pre-SN star, including non-negligible angular momentum accreted during the core collapse of a massive star. It can amplify the magnetic field with consequences on the explosion mechanism and eventually play a key role in the magnetorotational mechanism. Rotation can also affect the production of the \( r \)-process elements, as well as the pulsar spin period [3–10]. The advent of SN modeling in multi dimensions has highlighted the role of rotation in facilitating the explosion, see e.g. [11–14].

The neutrino and gravitational wave signals from three-dimensional SN simulations exhibit clear detectable signatures of hydrodynamic instabilities [14–33], especially in the presence of the standing accretion shock instability (SASI) [34, 35]. For example, the Fourier power spectrum of the neutrino rate expected from a SN burst occurring in our Galaxy is expected to show a sharp peak corresponding to the SASI frequency [15, 22], since the neutrino signal carries characteristic time modulations replicating the sloshing of the stalled shock wave during a SASI phase; a similar periodic modulation is also observable in gravitational waves [25, 30, 36].

In the presence of rotation, the physics linked to SASI is currently uncertain. The detectable modulations of the neutrino signal can be smeared out by rotation, and modulations in the neutrino spectrogram at frequencies larger than the SASI one appear [18, 19]. A neutrino light-house effect has also been found in the presence of the low \( T/|W| \) instability developing for very large rotation rates [25, 26]. The dynamics of the low \( T/|W| \) instability in the accreting proto-neutron star may be triggered by the buoyancy driven dynamics at mid-latitudes above and below the equatorial plane [14].

These recent developments and the detectable multi-messenger implications call for a deeper analysis of the development of SASI and its interplay with rotation in the equatorial plane. The efficiency of the advective-acoustic cycle has been investigated in a simple, non-rotating spherical model by means of the linear stability analysis [37]. It was found that the lowest \( (l = 1) \) mode, which corresponds to a dipolar side-to-side sloshing motion of the post-shock region, is the most unstable for a physical range of shock to proto-neutron star radius ratios. However, incorporating rotation in a perturbative analysis in 3D is challenging because flow gradients along the poloidal direction significantly complicate the set of hydrodynamic equations. By focusing on the 2D dynamics in the equatorial plane and enforcing certain symmetries, angular momentum can be taken into account in a simplified manner, e.g. a cylindrical model with uniform angular momentum and invariance along the \( z \)-axis was investigated through a perturbative analysis [38] and 2D hydrodynamic simulations [39, 40]. These studies confirmed the destabilizing impact of rotation on the prograde spiral mode \( m = 1 \) of SASI pointed out in Ref. [5] and revealed the dominance of the \( m = 2 \) spiral mode for larger rotation rates.

Although the cylindrical setup allows for the self-consistent incorporation of angular momentum, the
assumption of a cylindrical geometry is expected to affect the postshock velocity profile (see, e.g., Fig. 12 of Ref. [41]) and thus the advection time from the shock. This timescale is an important ingredient of the advective-acoustic mechanism driving SASI [37, 42, 43]. The velocity profile of the spherical geometry is preserved in the spherical equatorial approximation used in the 2D simulations presented in Ref. [44], which also neglects the flow gradients in the poloidal direction. The consistency of the results obtained in 2D cylindrical, 2D spherical equatorial and 3D spherical geometries has been verified in Ref. [40]. The difference between the cylindrical and spherical geometries is indeed modest when the shock distance is a few times the radius of the proto-neutron star. These results have also been confirmed by 3D numerical simulations of stationary accretion incorporating a more realistic equation of state and neutrino heating [45, 46]. Such perturbative and numerical studies of toy models involving SASI and rotation have provided insight on the results of hydrodynamical simulations of stellar core collapse in 3D [11, 14].

In this work, we take advantage of the different advection times implied by the cylindrical and spherical geometries in the asymptotic limit of large shock radius to test our understanding of the mechanism of SASI in the presence of rotation, using a perturbative analysis. In Sec. II, our two toy models employing spherical equatorial and cylindrical geometries are introduced and the spherical equatorial model is compared to the spherical model without rotation. The stationary flow profiles in spherical equatorial and cylindrical geometries are used to infer the expected properties of the advective-acoustic cycles in Sec. III. The growth rates and oscillation frequencies of the fundamental $m = 0$ and $m = 1$ modes for the spherical and cylindrical models without rotation are computed numerically and their differences are interpreted physically in Sec. IV. The impact of rotation on the development of SASI and the relative insensitivity to the geometry of the flow is discussed in Sec. V. Concluding remarks are reported in Sec. VI.

II. CYLINDRICAL AND SPHERICAL EQUATORIAL TOY MODELS

Given the challenges intrinsic to full-scale hydrodynamic simulations, throughout this work we rely on two toy models of a perfect gas with a uniform specific angular momentum falling in a Newtonian potential set by the proto-neutron star, employing different geometries. Firstly, we consider the cylindrical system introduced in Ref. [38]. This model is described by the coordinate system $(r, \phi, z)$ where $\phi$ is the azimuthal angle, such that both the accretor and shock front have cylindrical geometry. We impose invariance along the rotation axis $(z)$ such that for the steady state flow, all gradients along this axis are zero ($\partial/\partial z = 0$) and accretion is restricted to the radial direction ($v_z = 0$). We only consider the case where the vertical wave number of the perturbed shock front in the cylindrical system is zero.

Secondly, we investigate a spherical equatorial model similar to that of Refs. [40, 44, 47] in spherical coordinates $(r, \theta, \phi)$. For the sake of simplicity, this model assumes invariance along the axis perpendicular to the equatorial plane ($\partial v_{\theta}/\partial \theta = 0$ for $\theta = \pi/2$), mimicking the cylindrical model in the equatorial plane. Thus, the spherical coordinate system effectively reduces to $(r, \phi)$. We apply the same assumptions of Refs. [37, 38] for each model:

1. The supersonic matter above the shock front is cold and free falling, the pre-shock Mach number is $M_1 \gg 1$;
2. The gravitational potential $\Phi_0 \equiv -GM/r$ is set by the central neutron star with mass $M$, and self-gravity is neglected;
3. The flow is inviscid, and the specific angular momentum $(L)$ is uniform and conserved such that $v_{\phi} = L/r$;
4. The flow is described by a compressible, perfect gas with uniform adiabatic index, $\gamma = 4/3$;
5. The gas is ideal such that $P \propto \rho T_m$, where $T_m$ is the matter temperature and $\rho$ the density;
6. The effects of photodissociation are neglected across the strong shock. The resulting postshock Mach number is $M_{sh}^2 = (\gamma - 1)/(2\gamma)$;
7. Neutrino heating is neglected and neutrino cooling is approximated with a cooling function modelled as $\mathcal{L} \propto \rho^{3-\alpha} P^\beta$, where $\alpha = 3/2$ and $\beta = 5/2$, following Refs. [34, 37, 38, 40].

The subscript “1” corresponds to quantities just above the shock front, while the subscript “2” indicates flow quantities just below the shock front.

The set of equations governing the dynamics is composed by the continuity equation, the entropy equation, and the Euler equation:

$$\frac{\partial p}{\partial t} + \nabla \cdot \rho \vec{v} = 0,$$

$$\frac{\partial S}{\partial t} + \vec{v} \cdot \nabla S = \frac{\mathcal{L}}{P},$$

$$\frac{\partial \vec{v}}{\partial t} + \vec{\omega} \times \vec{v} + \nabla B = \frac{c^2}{\gamma} \nabla S,$$

where $P$ is the pressure, $c$ the sound speed, $\vec{\omega} \equiv \nabla \times \vec{v}$ the vorticity, $S$ the dimensionless entropy, and $B$ is the
Bernoulli function defined by
\[ B(r) = \frac{v^2}{2} + \frac{c^2}{\gamma - 1} + \Phi_0 , \]
\[ = \frac{v^2}{2} + \frac{L^2}{2r^2} + \frac{c^2}{\gamma - 1} - \frac{GM}{r} , \]
\[ \frac{\rho}{\rho_{sh}} = \left( \frac{c}{c_{sh}} \right)^{\frac{2}{\gamma}} e^{-(S - S_{sh})} . \]

The perturbative equations have already been established in cylindrical geometry in Ref. [38], in spherical geometry without rotation in Refs. [37, 48], and in spherical equatorial geometry without cooling in Ref. [47]. In Appendix A, we present a unified view of the set of equations parametrized by a geometrical factor \( g \) accounting for the cylindrical \((q = 1)\) or spherical equatorial \((q = 2)\) character of the flow. In the set of stationary equations, this geometrical factor mainly impacts the radial distribution of the mass flux:
\[ \rho v_r = \left( \frac{\gamma}{r} \right)^g \rho_{sh} v_{r sh} , \]
\[ \frac{\partial}{\partial r} = \frac{L}{P} v_r , \]
\[ \frac{\partial B}{\partial r} = \frac{L}{\rho v_r} . \]

The perturbations of the stationary flow are expressed using the vector \( \delta X(r) \equiv (r \delta v_r / im, \delta K, \delta \mathbf{S}) \) where \( \delta h \) and the baroclinic combination \( \delta K \) of vorticity \( \delta w \) and entropy \( \delta S \), introduced in Ref. [49], are defined as
\[ \delta h \equiv \frac{\delta \mathbf{v}_r}{v_r} \frac{\Delta \rho}{\rho} , \]
\[ \delta K \equiv -imr v_r \delta w + m^2 \frac{c^2}{\gamma} \delta S , \]

where \( m \) is the azimuthal wavenumber. The differential system of equations and boundary conditions at the shock \((r_{sh})\) and at the surface of the proto-neutron star \((r_s)\) are expressed in Appendix A in the following compact form using the matrix \( \mathbf{M}_r \) and boundary condition vectors \( Y^{sh} \) and \( Y^* \):
\[ \frac{\partial \delta X}{\partial r} = \mathbf{M}_r \delta X , \]
\[ \delta X(r_{sh}) \equiv Y^{sh} \Delta \zeta , \]
\[ \delta X_s \equiv Y^* = 0 , \]

where \( \Delta \zeta \) is the shock displacement. The vectors \( Y^{sh} \) and \( Y^* \) are introduced in Appendix A in Eqs. (A42)–(A45) and Eqs. (A47)–(A50), and the matrix \( \mathbf{M}_r \) is defined by Eqs. (A18)–(A33).

**Impact of the flow geometry and rotation parameters.**—The choice of the variable \( \delta X \) allows to formulate the boundary value problem (Eqs. 12–14), where the frequency \( \omega \) appears only through the Doppler shifted frequency
\[ \omega' \equiv \omega - mL/r^2 , \]

both in the differential system of equations and in the boundary conditions. The geometrical parameter \( g \) and the quadratic effect of the centrifugal force \( L^2 \) appear explicitly only in the third component of \( Y^{sh}(\omega', L^2, g) \) (Eq. A44), defining the entropy perturbation at the shock (Eqs. A39–A40), as a consequence of the change of slope of the momentum flux across the shock (Eq. A35). It is remarkable that both \( g \) and \( L^2 \) are explicitly absent from the coefficients of the matrix \( \mathbf{M}_r(\omega') \) (Eqs. A18–A33) and the inner boundary condition \( Y^*(\omega') \) (Eqs. A47–A50), although they are implicitly present through the equations defining the stationary flow. The main impact of the flow geometry is indeed the advection velocity, analyzed in Sec. III. The effect of modest rotation through the Doppler shifted frequency \( \omega' \) is investigated in Sec. V.

**Quantitative impact of neglecting the poloidal**
structure of the perturbed flow.—Before exploiting the geometrical difference between the cylindrical and spherical equatorial models, with and without rotation, we evaluate the quantitative impact of neglecting the poloidal structure of the perturbations. As in Ref. [38], we note that the eigenvalue \( -l(l+1) \) of the Laplacian operator in spherical geometry is replaced by \(-m^2\) in the spherical equatorial and cylindrical geometries considered here.

Without rotation, the only difference between the differential system in Eqs. (12)–(14), defining the eigenfrequencies in spherical equatorial geometry, and the differential system in spherical geometry of Ref. [37] is in the coefficient \( M_{rL}^{21} \) (see Eq. A22) expressing the cylindrical Lamb frequency \( \omega_{\text{Lamb}} \) as

\[
\omega_{\text{Lamb}}^2 = \frac{m^2}{r^2} (c^2 - u_r^2),
\]

instead of the spherical formula \( \omega_{\text{Lamb}}^2 \equiv l(l+1)(c^2 - u_r^2) \) (Eq. 14 in Ref. [37]). The impact of this difference is measured without rotation in Fig. 1 by comparing the \( l = 1 \) eigenfrequencies in the spherical model and the \( m = 1 \) frequencies in the spherical equatorial model. We explore a wide range of length scales of the post-shock layer (\( 1 \leq (r_{sh} - r_\ast)/r_\ast \leq 100 \)) by tuning the strength of the neutrino cooling function \( \mathcal{L} \) to obtain the desired \( r_\ast \) to \( r_{sh} \) ratio. The eigenmodes are then found with a shooting method using a steepest descent algorithm.

As expected the growth rate and oscillation frequency of the mode \( l = 1 \) in spherical geometry is independent of \( m = -1, 0, 1 \) [37] and intermediate between the \( m = 2 \) modes in equatorial-spherical geometry, since it corresponds to the same mathematical system (Eqs. 12–14) with \( m = \sqrt{2} \). The difference of growth rates between the spherical and spherical equatorial geometries may have been too small to be noticed in the numerical simulations presented in Ref. [40] with \( r_{sh}/r_\ast = 5 \) and very modest rotation (see their Fig. 9). The difference between the growth rates is most pronounced in the asymptotic regime of large shock radius, see the curves corresponding to \( m = 1 \) and \( l = 1 \) in Fig. 1, while the oscillation frequencies are asymptotically identical. The comparison between the curves corresponding to \( m = 1 \) and \( m = 2 \) in Fig. 1 indicates that the spherical equatorial approximation preserves the property that smaller angular scales are favored for smaller distances between the shock and the proto-neutron star surface, like in spherical geometry [37].

The identification of the separate roles of \( m^2 \) in the Lamb frequency and \( m \) in the Doppler shifted frequency suggests that a better approximation of the eigenfrequencies in spherical geometry with rotation could be obtained in future work. This could be implemented by introducing an additional parameter \( l \) for the angular degree of the mode in the same mathematical system (Eqs. 12–14), replacing \( m^2 \) by \( l(l+1) \) in Eq. (A22) and keeping \( m \) as the azimuthal wavenumber everywhere else.

III. IMPACT OF FLOW GEOMETRY ON ADVECTION TIMESCALE AND ENTROPIC-ACOUSTIC COUPLING

Figure 2 represents the temperature profiles in spherical and cylindrical geometries, without rotation, for three values of the ratio of the shock to the neutron star radius. It shows that in the asymptotic limit of a large shock radius, the subsonic flow below the stationary shock is approximately adiabatic from the shock down to the cooling layer, where neutrino emission becomes dominant. Equations (8)–(9) with \( \mathcal{L} = 0 \) suggest that the adiabatic part of the flow is characterized by a uniform entropy \( S = S_{sh} \) and a uniform Bernoulli constant \( B_{sh} \) such that:

\[
B_{sh} = \frac{c^2}{\gamma - 1} \left( 1 + \frac{\gamma - 1}{2} M^2 \right) - \frac{GM}{r} + \frac{L^2}{2r^2}.
\]

Equations (6) and (17) indicate that the profiles of sound speed and density in the subsonic adiabatic part of the flow are mainly ruled by the balance between gravitational and pressure forces, \( \partial \rho c^2 / \partial r \sim -(\gamma - 1)GM/r^2 \), with a minor contribution from the ram pressure and a quadratic effect of the centrifugal force. The radial velocity is deduced from the conservation of the mass flux and entropy and depends on the geometry.

FIG. 2. Radial profile of the matter temperature of the stationary flow for three ratios of the shock to proto-neutron star radius without rotation for the cylindrical (in blue) and spherical equatorial (in red) models. The temperature maximum marked by the thick vertical gray line roughly lies at the same radius \( r_{peak} \sim 1.2 r_\ast \) in both geometries. The width of the temperature peak (indicated by the light blue region), \( \Delta r_{peak} \sim 1.5 r_\ast \) and bound by the thin gray vertical line at \( r_{\gamma/2} \) and the temperature peak, is also independent of the flow geometry. Note that the curves are almost identical for both geometries for our model parameters.
through the parameter $g$ as follows:

$$
\frac{v_r}{v_{sh}} = \left( \frac{c}{c_{sh}} \right)^{-\frac{2}{\gamma}} \left( \frac{r_{sh}}{r} \right)^{g} \quad (18)
$$

$$
\sim \left( \frac{r}{r_{sh}} \right)^{\frac{1}{\gamma - 1} - g} \quad , \quad \frac{\mathcal{M}^2}{\mathcal{M}_{sh}^2} \sim \left( \frac{r}{r_{sh}} \right)^{\frac{3}{\gamma - 1} + 2g} \quad . \quad (19)
$$

Equation (19) implies higher radial fluid velocities in the spherical model compared to the cylindrical one, due to a stronger nozzle effect in the subsonic regime. For $\gamma = 4/3$, the correction associated to the subsonic Mach number in Eq. (17) involves a power $(7 - 2g)$ of the radius according to Eq. (20), equal to 3 in spherical geometry and 5 in cylindrical geometry. Cooling processes become dominant in the vicinity of the neutron star, resulting in the decrease of the Bernoulli parameter and entropy. In the stationary toy model, where the radial velocity vanishes at the surface of the neutron star while keeping a constant mass flux, the diverging density with a constant pressure implies a decrease of the sound speed $c^2 = \gamma P/\rho$ to zero at the neutron star surface, after reaching a maximum at an intermediate radius $r_{peak}$ as shown in Fig. 2. The fact that $r_{peak} \sim 1.2r_*$ seems independent of the shock distance and the geometry is not obvious a priori. The width of the temperature peak, $\Delta r_{peak} \equiv r_{T/2} - r_{peak}$ in the adiabatic part of the flow is defined as the region between the temperature maximum and the point $r_{T/2}$ where the temperature decreases to half its maximum value, as shown in Fig. 2. We note that $\Delta r_{peak} \sim 1.5r_*$, regardless of the value of $r_{sh}$ or the choice of geometry.

Although the temperature profile in Fig. 2 shows no significant difference between the two models, the geometrical dependence of the velocity profile impacts the efficiency of the entropic-acoustic coupling in the region of adiabatic compression. As adected perturbations of entropy travel across the width of the temperature peak, the entropic-acoustic coupling can contribute to generate coherent SASI oscillations [50, 51]. Assuming that this is the dominant contribution, the fundamental frequency of SASI oscillations is approximately set by the advection time $\tau_{peak}$ from the perturbed shock down to $r_{peak}$ ($\omega_{\text{SASI}} \sim 2\pi/\tau_{peak}$). We note, however, that this relation is approximate since it neglects the acoustic time from $r_{peak}$ to $r_{sh}$, as well as the possibility of a significant phase shift or contribution of the purely acoustic cycle. Figures 2, 8 and 9 of Ref. [51] illustrate these contributions within a simplified plane parallel setup. The timescale $\tau_{peak}$ is shown in the cylindrical and spherical geometries in Fig. 3. The advection time $\tau_{\varphi}$ across the temperature peak, also plotted in Fig. 3, is measured from $r_{T/2}$ to $r_{peak}$. It defines a frequency cutoff $\omega_{\varphi} \equiv 1/\tau_{\varphi}$ above which the coupling efficiency is reduced by phase mixing (Eq. 44 in Ref. [51]). With $v_r \propto r^2$ in the cylindrical model and $v_r \propto r$ in the spherical model, the ratio $\omega/\omega_{\varphi}$ is estimated as follows:

$$
\frac{\omega_{\text{SASI}}}{\omega_{\varphi}} = \frac{\omega_{\text{SASI}}}{\omega_{\varphi}} \equiv 2\pi \int_{r_{T/2}}^{r_{peak}} \frac{dr}{v_r} \left| \frac{\Delta r_{peak}}{r_{peak}} \right| \quad (21)
$$

$$
= 2\pi \frac{r_{sh}}{r_{T/2}} \frac{r_{sh}}{r_{sh} - r_{peak}} \quad (22)
$$

$$
= 2\pi \log \left( \frac{r_{T/2}}{r_{peak}} \right) \quad (23)
$$

With $r_{peak} \sim 1.2r_*$ and $\Delta r_{peak} \sim 1.5r_*$:

$$
\frac{\omega_{\text{SASI}}}{\omega_{\varphi}} \sim \frac{3.5r_{sh}}{r_{sh} - r_*} \quad (\text{cylindrical}) \quad , \quad (24)
$$

$$
\frac{\omega_{\text{SASI}}}{\omega_{\varphi}} \sim \log \left( \frac{r_{sh}}{r_*} \right) \quad (\text{spherical}) \quad . \quad (25)
$$

In the asymptotic limit $r_{sh} \gg r_*$, the phase mixing is inevitable in cylindrical geometry ($\omega_{\text{SASI}}/\omega_{\varphi} > 3.5$) and can be modest in spherical geometry ($\omega_{\text{SASI}}/\omega_{\varphi} \sim 1$), although both models have nearly identical temperature profiles (Fig. 2).

As confirmed by Fig. 3, the advection time is too short in the cylindrical model to benefit from the adiabatic compression near the neutron star surface. We thus expect the spherical model to develop stronger...
SASI oscillation compared to the cylindrical model, solely based on the comparison between the stationary flow profiles. This expectation is confirmed in the next section through the numerical calculation of the eigenfrequencies.

IV. ASYMPTOTIC PROPERTIES OF THE SASI EIGENMODES WITHOUT ROTATION

The growth rate $\omega_i$ and oscillation frequency $\omega_r$ of the fundamental modes $m = 0, 1$ are displayed in Fig. 4 for the spherical and cylindrical models, with variations in $r_{sh}$. The mode $m = 1$ is the most unstable in both models for the entire range of considered length scales. However, the growth rate and oscillation frequency of both models decrease with increased $r_{sh}$, when expressed in units of $|v_{sh}|/r_{sh}$.

Figure 4 provides evidence for the aforementioned differences due to the geometry between the two models. Expressed in units of $|v_{sh}|/r_{sh}$, the mode $m = 1$ reaches a notably larger growth rate in spherical geometry than in cylindrical geometry. We note that the same plot expressed in units of the advection time down to the neutron star surface could be misleading, as analyzed in Appendix B. Regardless of the units we use to measure the eigenfrequency, the mode $m = 0$ becomes unstable at large shock radii in the spherical model, while this is not the case for the cylindrical one. Furthermore, the oscillation frequency (in units of $|v_{sh}|/r_{sh}$) decreases in both models as the size of the cavity is increased. However, both modes have a higher oscillation frequency in the spherical model compared to the cylindrical one, the $m = 1$ ($m = 0$) mode reaching a value up to 3.5 (10.7) times larger for $(r_{sh} - r_*)/r_* = 10^2$. These properties can be explained by a significant contribution of the entropic-acoustic coupling to the development of the instability of the modes $m = 0$ and $m = 1$ in the spherical model.

We further test the physical scenario introduced in Sec. III by measuring the ratio between the temperature peak $T_{peak}$ and the temperature $T_0$ at the radius $r_0$ reached by an entropy wave advected from the shock during half a period of oscillation $\pi/\omega_r$, as shown in Fig. 5. This ratio gives the maximum temperature change along an entropy perturbation with constant sign while advected from the shock to the peak of adiabatic compression. In the cylindrical geometry, this ratio remains limited by $\sim 1.8$ for asymptotically large cavities, while it increases continuously to seemingly arbitrarily large values for the spherical model.

The divergence of the ratio $T_{peak}/T_0 \propto (r_{sh}/r_*)^{1/2}$ for $m = 1$ perturbations in spherical geometry, apparent in Fig. 5, suggests a large amplification factor $(|Q| \gg 1)$ of the entropic-acoustic cycle described in Ref. [50], scaling like a power law of $T_{peak}/T_0$. When the entropic-acoustic amplification $|Q|$ is large, the contribution of the purely acoustic cycle can be neglected and the growth rate of the advective-acoustic cycle can be approximated by

$$\omega_i \sim \frac{1}{\tau_{peak}} \log |Q|,$$

where $\tau_{peak}$ is the advection timescale from $r_{sh}$ down to the temperature peak $r_{peak}$ [37]. We note from Eq. (19) and Fig. 3 that the advection time increases like $(r_{sh}/|v_{sh}|) \log(r_{sh}/r_*)$ in the spherical model. Combined with the logarithmic increase of $\log |Q|$, this is consistent with the saturation of the spherical growth rate $\omega_i r_{sh}/|v_{sh}|$ in Fig. 4.
FIG. 5. Ratio between the maximum temperature $T_{\text{peak}}$ and the temperature $T_0$ at the radius $r_0$ reached by an entropy wave advected from the shock during half a period of oscillation $\pi/\omega_r$, for the fundamental eigenmode $m = 1$ for the cylindrical and spherical equatorial models (in blue and red, respectively). This ratio gives the maximum temperature change experienced by an entropy perturbation advected across the region of adiabatic compression. For increasing shock radii, this ratio increases in the spherical equatorial model, while it is asymptotically bounded in the cylindrical one.

Expressing the eigenfrequencies in units of the advection time down to the neutron star surface would produce misleading conclusions, as explained in Appendix B. The more pronounced decrease of the cylindrical growth rate in Fig. 4 is in line with the longer advection time, but a more quantitative prediction is precluded by the fact that when the entropic-acoustic cycle is weak, the contribution of the purely acoustic cycle becomes non negligible \[37, 50\]. In this case, the region of most effective advective-acoustic coupling setting the advection timescale may not be determined by the radius of maximum temperature, but rather by the most constructive interference between the vortical-acoustic coupling and the purely acoustic cycle \[42, 51\].

V. IMPACT OF ROTATION ON SASI EIGENMODES

Throughout this section, the effect of rotation on the growth of eigenmodes of our two toy models is investigated by varying the specific angular momentum ($L$) as well as the shock radius ($r_{\text{sh}}$). As the centrifugal force induced by non-zero rotational velocity is much smaller than the gravitational force in our models, the advection time is not affected by rotation strongly. Thus, the stationary flow quantities introduced in Sec. III are only marginally corrected by $L$. As noted for cylindrical geometry in Ref. [38] and confirmed in spherical geometry by Ref. [40], both the growth rate and the oscillation frequency increase approximately linearly with the specific angular momentum. This linear increase is confirmed by our perturbative analysis in both geometries, as seen in Fig. 6 for $r_{\text{sh}}/r_* = 5$. This figure also confirms that when the angular momentum exceeds a threshold, the mode $m = 2$ becomes more unstable than the mode $m = 1$. This threshold is $L/L_K \sim 15\%$ in cylindrical geometry and $\sim 25\%$ in spherical equatorial geometry. The linear increase of the oscillation frequency was characterized in Ref. [40] using the rotation frequency at a characteristic propagation radius $r_p$ defined by

$$\frac{d\omega_r}{dL} \sim \frac{1}{r_p^2}. \quad (27)$$

Our Fig. 7 expands this result by showing the rotational sensitivity of the fundamental eigenmode scaled with the characteristic length $r_{\text{sh}}r_*$ for each geometrical system, as it transitions from a state of zero rotation to one with small angular momentum. The dimensionless complex quantity $C$, defined as

$$C \equiv \frac{1}{r_{\text{sh}}r_*} \frac{d\omega_r}{dL}, \quad (28)$$

is plotted in Fig. 7. The propagation radius is deduced from the real part $C_r$ of $C$ according to

$$r_p = \frac{r_{\text{sh}}}{C^2} \left(\frac{r_*}{r_{\text{sh}}}\right)^{\frac{1}{2}}. \quad (29)$$

For $r_{\text{sh}}/r_* = 5$, we read $C \sim (0.35, 0.42)$ from Fig. 7 and recover $r_p/r_{\text{sh}} \sim 0.756$ consistent with the value...
FIG. 7. Radial profile of the rate of change of the growth rate (top) and oscillation frequency (bottom) of the fundamental modes $m = 1$ (solid lines) and $m = 2$ (dashed lines) with increasing rotational velocity, multiplied by the characteristic length scale $r_{sh}r_\ast$. This quantity is relatively constant in both models for $r_{sh} > 3r_\ast$.

0.75 deduced from the numerical simulations presented in Ref. [40] (see their Fig. 5).

We note from Fig. 7 that $\mathcal{C}$ is relatively constant for large shock radii. For example, we find $\mathcal{C} \sim (0.15, 0.35)$ for $m = 1$ in the spherical equatorial model. The propagation radius $r_p \sim 2.6(r_\ast r_{sh})^{1/2}$ is thus asymptotically proportional to the geometric mean of the shock and neutron star radii.

To further investigate the effect of rotation on the development of the eigenmodes in asymptotically large systems, we select a reference angular momentum and compare the growth rate and oscillation frequency of the fundamental mode of the instability to the case of zero rotation. Figure 8 shows the eigenfrequencies of the modes $m = 1$ and $m = 2$ for both models as functions of the cavity size for $L = 0$. The eigenfrequencies corresponding to $L = 0$ for the mode $m = 1$ are reproduced from Fig. 4 for comparison.

When the angular momentum increases from $L = 0$ to $L = 0.3L_K$, Fig. 8 shows that the geometrical dependence of the oscillation frequency disappears almost completely. An offset remains visible between the growth rates of the two geometries.

With rotation, the weak dependence of the SASI properties on the flow geometry compared to the non-rotating case questions our understanding of the role of advection in the instability mechanism. We measure in Fig. 9 the radius $r_{adv}$ reached by the gas advected from the shock after one oscillation period $2\pi/\omega r_\ast$ for the modes $m = 1$ and $m = 2$. This radius is also compared to the corotation radius. The rotational destabilization of SASI could be related to the existence of a corotation radius where the Doppler shifted frequency $\omega'$ vanishes. The low frequency $\omega'$ near corotation could favor a large radial wavelength and thus an efficient advective-acoustic coupling, avoiding the damping effect of phase
mixing acting in non-rotating flows as described in Ref. [51]. We remark in Fig. 9 that the advection radius is always above the corotation radius in cylindrical geometry, whereas it can be significantly below the corotation radius in spherical equatorial geometry. The geometrical effects distinguishing between the cylindrical and spherical geometries are less pronounced between the shock and the corotation radius than between the shock and the neutron star surface, but the difference of advection times are still significant in Fig. 9.

The similar oscillation frequencies of the cylindrical and spherical equatorial geometries suggest that acoustic waves may play a dominant role when rotation is strong enough. We define the azimuthal acoustic radius \( r_{ac} \) such that the period \( 2\pi r_{ac}/c \) of horizontal acoustic waves at this radius match the oscillation period \( 2\pi/\omega_r \). In the asymptotic regime of a large shock radius, the timescale associated to radial acoustic propagation is at least three times smaller than the azimuthal part because the perimeter of a circle is a factor \( \pi \) larger than its diameter, and the adiabatic sound speed increases inward (like \( c/c_{sh} \sim (r_{sh}/r)^{1/2} \)) according to the Bernoulli equation.

We compare in Fig. 10 the values of \( r_{ac} \), \( r_{adv} \) and \( r_{corot} \) for the mode \( m = 1 \) in cylindrical and spherical equatorial geometries, without rotation and with \( L = 0.3L_K \). Without rotation, the oscillation period is asymptotically longer than the azimuthal acoustic timescale at the shock, which is the longest acoustic path. However, with rotation, the oscillation period is always comparable to the azimuthal acoustic timescale in the vicinity of the shock, independently of the geometry of the flow. The advection radius measured in Fig. 10 is asymptotically larger than the corotation radius in cylindrical geometry, and smaller than the corotation radius in spherical equatorial geometry, like in Fig. 9.

These results suggest that the driving mechanism of spiral SASI in a rotating flow involves an acoustic resonance between horizontal acoustic waves and their radius of corotation. Figure 10 implies that the frequency of the unstable spiral mode exceeds the Lamb frequency at the shock (Eq. 16), allowing for a region of acoustic propagation immediately below the shock, irrespective of the flow geometry.

The growth rate is more sensitive to the flow geometry than the oscillation frequency. It is possible that the corotational destabilization of horizontal acoustic waves contributes to this instability with an amplification mechanism based on the extraction of angular momentum from the inner region, which rotates faster than the wave pattern, and the outer region which rotates slower. The low frequency of this fundamental mode precludes a Wentzel-Kramers-Brillouin (WKB) approach, cf. Ref. [52] or Fig. 4 of Ref. [38]. We also note in Fig. 8 that the frequency of the dominant mode \( m = 2 \) is larger the mode \( m = 1 \) by a factor \( \sim 1.4 \) significantly smaller than the ratio \( \sim 2 \) of Lamb frequencies. Describing this instability mechanism as a simple resonance between horizontal acoustic waves at the shock and their corotation radius will require a more detailed analysis.

It may also be possible that the pressure field generated by the advection of entropy and vorticity perturbations from the shock to the corotation radius
mainly contributes to the growth rate of the instability, without affecting its frequency. These possible scenarios could be discriminated by considering an outer boundary condition which reflects acoustic waves without producing advected perturbations. This will be the focus of future work.

VI. CONCLUSIONS

In order to test our understanding of the SASI mechanism in non-rotating and rotating stars, we have used a perturbative analysis of two flow geometries. We have focused on the shock dynamics in the equatorial plane and compared the properties of the instability in cylindrical and spherical equatorial geometries, in the asymptotic regime of large shock radius.

We have established a unified set of differential equations valid for these two geometries, choosing variables such that the effect of rotation is well separated into a quadratic centrifugal force and a linear Doppler shifted frequency for non axisymmetric perturbation. The contribution of the azimuthal number \(m\) describing non-axisymmetric perturbations is also well separated into its impact on the Lamb frequency for equatorial acoustic waves and the Doppler shifted frequency for rotating flows. This distinction allows to evaluate the accuracy of the spherical equatorial approximation compared to the full spherical geometry. We find that the cylindrical and spherical models have very similar pressure and temperature structures and differ mainly by the advection time from the shock to the neutron star surface. We used this difference to test the impact of advection on the instability mechanism.

Relying on the results of Ref. [51], we have predicted the efficiency of entropic-acoustic coupling in the region of strongest adiabatic compression near the neutron star surface. Using the properties of the stationary flow, we have shown that phase mixing prevents an efficient entropic-acoustic coupling in this region in the cylindrical geometry, while it aids a strong entropic-acoustic cycle in the spherical equatorial geometry.

Our numerical calculations of the eigenfrequencies with rotation in spherical equatorial geometry confirmed expectations as well as previous results obtained using numerical simulations. We also computed the propagation radius introduced in Ref. [40] and generalized its analytical dependence on the shock to neutron star radii ratio.

Surprisingly, we have found that the cylindrical or spherical geometry of the equatorial flow has little impact on the oscillation frequency of the dominant spiral SASI in the presence of rotation. This strong contrast with the non-rotating configuration has led us to question the role of advection on the SASI mechanism in a rotating flow. We propose that the instability mechanism could be dominated by the exchange of energy and momentum across the corotation radius. A proper understanding of the effect of rotation on SASI should also account for the regime with modest rotation, too small to produce a corotation radius, but large enough to significantly impact the efficiency of the SASI mechanism. Elucidating this mechanism will require a deeper investigation in future work.
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Appendix A: Differential system and boundary conditions

In the set of stationary equations, the geometrical factor \(g\) mainly impacts the radial distribution of mass flux:

\[
\frac{r^g \rho v_r}{\rho v_r} = \frac{r^g_{sh} \rho_{sh} v_{r_{sh}}}{\rho v_r}, \quad (A1)
\]

\[
\frac{\partial S}{\partial r} = \frac{\mathcal{L}}{P v_r}, \quad (A2)
\]

\[
\frac{\partial}{\partial r} \left( \frac{v_r^2}{2} + \frac{c_s^2}{\gamma - 1} + \Phi_{L^2} \right) = \frac{\mathcal{L}}{\rho v_r}, \quad (A3)
\]

with \(\rho = \gamma P/c_s^2\). We have incorporated the centrifugal factor into the modified potential \(\Phi_{L^2}\) defined by

\[
\Phi_{L^2} \equiv \Phi_0 + \frac{L^2}{2r^2}, \quad (A4)
\]

\[
\frac{\partial \Phi_{L^2}}{\partial r} = \frac{\partial \Phi_0}{\partial r} - \frac{L^2}{r^3}. \quad (A5)
\]

The stability analysis is performed by integrating the differential system describing the stationary flow and perturbed quantities from the shock front to the neutron star surface marked by the radius \(r_s\). At the inner boundary, the radial flow is steeply decelerated and abruptly halted. This introduces a mathematical singularity in the stationary flow equations. To overcome this challenge numerically, the variable \(\log \mathcal{M}\) is adopted as integration variable when integrating the differential system from the shock down to the accretor, like in [37]. The inner boundary is then defined as the point where the Mach number has reached a sufficiently small value (\(\mathcal{M} \sim 10^{-7}\)). The perturbed flow equations are established using the same variables \((\delta v_\phi, \delta h, \delta S, \delta K)\)
defined by:
\[
\begin{align*}
\delta h &\equiv \frac{\delta v_r}{v_r} + \frac{\delta \rho}{\rho}, \\
\delta S &\equiv \frac{1}{\gamma - 1} \frac{\delta \rho}{\rho} - \frac{\delta \rho}{\rho}, \\
\frac{\delta K}{m^2} &\equiv \frac{r v_r}{im} \delta w + \varepsilon_2^2 \frac{\delta S}{\gamma}.
\end{align*}
\]
(A8)

In Eq. (A8), the vertical vorticity perturbation \( \delta w \) is measured along the vertical direction oriented downward, which coincides with \( \hat{\delta v}_\theta \) in spherical coordinates and \( -\delta v_z \) in cylindrical coordinates. This definition of \( \delta K \) is the same as Eq. (C19) in \[37\] obtained in spherical equatorial geometry and coincides with the definition of \((im\delta K_1 - im^2\delta g)\) in \[38\] in cylindrical geometry. Compared to the definition of \( \delta K \) in previous studies in spherical geometry \[37, 47–49\], the present definition of \( \delta K \) involves \( m^2 \) rather than \( l(l+1) \) because it is the eigenvalue of the angular part of the Laplacian operator in the equatorial plane, as already noted in cylindrical geometry by \[38\] and in spherical equatorial geometry with rotation in \[47\]. The particular variables \( (r\delta v_\phi/im, \delta h, \delta S, \delta K/m^2) \) are chosen in order to obtain a differential system with the following properties:

(i) the frequency \( \omega \) appears only as a doppler shifted frequency \( \omega' = \omega - mL/r^2 \);

(ii) apart from its linear effect on the doppler shifted frequency \( \omega' \), the specific angular momentum \( L \) appears explicitly only as a quadratic centrifugal correction in \( \Phi_{L^2} \);

(iii) the geometrical parameter \( g \) is explicitly absent except in the boundary conditions at the shock.

Of course the geometrical parameter \( g \) is implicitly present through the radial profiles of density, pressure and more importantly the radial velocity of the stationary flow. In comparison, the equivalent systems \( (\delta f, \delta h, \delta S, \delta g) \) defined in cylindrical geometry in \[38\], or \( (\delta f, \delta h, \delta S, \delta K) \) considered in spherical equatorial geometry in \[47\] do not satisfy the properties (i)–(iii).

The differential system describing the perturbed flow quantities in the post-shock layer is then
\[
\begin{align*}
\frac{\partial}{\partial r} \left( \frac{r \delta v_\phi}{im} \right) &= \delta v_r + \frac{1}{v_r} \left( \frac{\varepsilon_2^2}{\gamma} \delta S - \frac{\delta K}{m^2} \right), \\
\delta \frac{\delta h}{\delta r} &= \frac{\delta \rho}{\rho} + \frac{m^2}{\gamma r^2} \frac{r \delta v_\phi}{im}, \\
\left( \frac{\partial}{\partial r} - \frac{i \omega'}{v_r} \right) \delta S &= \delta \left( \frac{L}{v_r Pr} \right), \\
\left( \frac{\partial}{\partial r} - \frac{i \omega'}{v_r} \right) \delta K/m^2 &= \delta \left( \frac{L}{\rho v_r} \right).
\end{align*}
\]
(A10)

The perturbed quantities in this differential system can be all expressed in terms of the four dynamical variables \((r\delta v_\phi/im, \delta h, \delta S, \delta K/m^2)\) using the following relations:
\[
\begin{align*}
\delta v_r &= \frac{1}{1 - M^2} \left( \delta h + \frac{\delta S - \delta v_\phi}{c^2} \frac{r \delta v_\phi}{im} - \frac{\delta K}{m^2 c^2} \right), \\
\frac{\delta \rho}{\rho} &= \delta h - \frac{\delta v_r}{v_r}, \\
\frac{\delta \rho}{\rho} &= \frac{\delta h + \delta S - \delta v_r}{v_r}, \\
\frac{\delta \left( \frac{L}{v_r Pr} \right)}{\gamma} &= \left( \frac{\delta h + \delta S - \delta v_r}{v_r} \right), \\
\frac{\delta \left( \frac{L}{Pr} \right)}{\gamma} &= \frac{\delta h + (\alpha - 1)}{\gamma} \frac{\delta S - \delta v_r}{v_r}.
\end{align*}
\]
(A13–A17)

The explicit expressions for the coefficients of the matrix \( M_r \) in Eq. (12) are deduced from Eqs. (A9)–(A12) and Eqs. (A13)–(A17):
Eq. (A22), and the Doppler shifted frequency $\omega'$ instead of $\omega$.

The boundary conditions required to numerically solve the linearized hydrodynamic equations are the same as in [37], modified by rotation as in [38]. The conservation equations in the frame moving with the shock require to express the local gradients in the stationary flow:

$$\frac{\partial}{\partial r} \rho v_r = -\frac{g}{r} \rho v_r , \quad (A34)$$

$$\frac{\partial}{\partial r} \left( P + \rho v_r^2 \right) = -\rho \left( \frac{d\Phi}{dr} + \frac{g}{r} v_r^2 \right) , \quad (A35)$$

$$\frac{\partial}{\partial r} \left( \frac{v_r^2}{2} + \frac{c^2}{\gamma - 1} + \Phi L^2 \right) = \frac{L}{\rho v_r} \ . \quad (A36)$$

where Eqs. (A35) and (A36) correct some typos in Eqs. (A43) and (A44) of [38].

The resulting boundary conditions are

$$\left( \frac{r \delta v_r}{im} \right)_{sh} = (v_{r1} - v_{r2}) \Delta \zeta , \quad (A37)$$

$$\delta h_{sh} = \left( 1 - \frac{v_{r2}}{v_{r1}} \right) \frac{\Delta v'}{v_{sh}} , \quad (A38)$$

$$\delta S_{sh} = \frac{\Delta \zeta \left[ \frac{\partial}{\partial r} (P + \rho v_r^2) \right]_{1}}{F_{sh}} - \Delta \zeta \left[ \nabla S \right]_{sh} - \left( 1 - \frac{v_{r2}}{v_{r1}} \right) ^2 \frac{\gamma c_{sh}}{v_{sh}} \frac{\Delta v'}{v_{sh}} , \quad (A39)$$

$$= - \Delta \zeta (\nabla S_{sh} - \nabla S_1) - \left( 1 - \frac{v_{r2}}{v_{r1}} \right) ^2 \frac{\gamma \Delta \zeta}{c_{sh}} \left( \frac{d\Phi}{dr} - \frac{g}{r} \frac{v_{r1} v_{r2}}{r_{sh}} \right) - \left( 1 - \frac{v_{r2}}{v_{r1}} \right) ^2 \frac{\gamma c_{sh}}{v_{sh}} \frac{\Delta v'}{v_{sh}} , \quad (A40)$$

$$\frac{\delta K_{sh}}{m^2} = - \Delta \zeta \frac{c_{sh}^2}{\gamma} \nabla S_{sh} \ , \quad (A41)$$

where $\Delta v' \equiv -i \omega' \Delta \zeta$. We note that the only impact of the geometrical parameter $g$ is in the expression of the entropy gradient, due to the change of slope of the momentum flux across the shock.

Under the assumption of a strong, adiabatic shock and assuming that the incoming gas is in free-fall ($v_{t2}^2 + v_{t2}^2 = 2GM/r_{sh}$) these boundary conditions are written as $\delta X_{sh} = Y^{sh} \Delta \zeta$ with the following components for the vector $Y^{sh}$:

$$Y_{1}^{sh} = \frac{2}{\gamma - 1} v_{sh} , \quad (A42)$$

$$Y_{2}^{sh} = -\frac{2}{\gamma + 1} i \omega_{sh} , \quad (A43)$$

$$Y_{3}^{sh} = -\nabla S_{sh} + \frac{L^2}{\gamma + 1} \frac{c_{sh}^2 r_{sh}^2}{v_{sh}} - \frac{1}{2r_{sh}} \left( \frac{\gamma + 1}{\gamma - 1} - 2g \right) + \frac{2}{\gamma + 1} i \omega_{sh} , \quad (A44)$$

$$Y_{4}^{sh} = -\frac{c_{sh}^2}{\gamma} \nabla S_{sh} \ . \quad (A45)$$

The only occurrences of the quadratic term $L^2$ and geometrical factor $g$ are in the expression of $Y_{3}^{sh}$ defining the entropy perturbation at the shock $\delta S_{sh}$.

At the inner boundary $r_{NS}$, the requirement that the radial perturbation vanishes is deduced from Eq. (A13):

$$\left( \frac{d h + \delta S - \frac{im i \omega}{c^2} \frac{\delta v_{sh}}{v_{sh}} - \frac{\delta K}{m^2 c^2} }{r} \right)_{r_{NS}} = 0 , \quad (A46)$$

which can be rewritten as $\delta X_{*} \cdot Y^{*} = 0$ with the vector $Y^{*}$ defined by:

$$Y_{1}^{*} = -\frac{i \omega^{*}}{c_{*}^2} , \quad (A47)$$

$$Y_{2}^{*} = 1 , \quad (A48)$$

$$Y_{3}^{*} = 1 , \quad (A49)$$

$$Y_{4}^{*} = -\frac{1}{c_{*}^2} . \quad (A50)$$

**Appendix B: Amplification factor and timescale of the SASI cycle**

We illustrate in this Appendix the risk of misinterpretation associated to the choice of normalization of the eigenfrequencies. We reproduce in Fig. 11 the same eigenvalues as in Fig. 4, but normalized with the advection time $\tau_{adv}$ down to the neutron star surface rather than using $|v_{sh}|/r_{sh}$. This choice of normalization could be motivated by the fact that SASI is known to be driven by an advective-acoustic cycle, where perturbations are amplified by a complex factor $Q \equiv |Q|e^{i\omega_{rc}}$ after each cycle of duration $\tau_Q$. The additional contribution of the purely acoustic cycle was formalized in [50] by the equation

$$Qe^{i\omega \tau_Q} + Re^{i\omega \tau_R} = 1 , \quad (B1)$$

where $|R| \leq 1$ is the damping factor along a purely acoustic cycle of duration $\tau_R$. In the regime $|Q| \gg |R|$ where the advective-acoustic cycle is sufficiently strong to make the purely acoustic contribution negligible, the the growth rate $\omega_{rc}$ and oscillation frequency $\omega_r$ of the fundamental SASI mode associated to Eq. (B1) can be
FIG. 11. Same as Fig. 4, but using the advection time $\tau_{\text{adv}}$ down to the neutron star surface to normalize the eigenfrequencies.

approximated by

$$\omega_i \sim \frac{1}{\tau_Q} \log |Q|, \quad (B2)$$

$$\omega_r \sim \frac{2\pi - \phi_Q}{\tau_Q}. \quad (B3)$$

The magnitude of the offset of the oscillation frequencies with respect to the solution with $\phi_Q = 0$ and $|R| \ll |Q|$ is illustrated in Figs. 2, 8 and 9 in [51].

Estimating the advection time $\tau_Q$ involved in SASI requires to identify the radial location of the region of most efficient advective-acoustic coupling, which is not necessarily on the neutron star surface. If $\tau_{\text{adv}}$ was a good approximation of $\tau_Q$, $\omega_i \tau_{\text{adv}} \sim \log |Q|$ in Fig. 11 would directly measure the strength $|Q|$ of the advective-acoustic cycle and would wrongly suggest that the amplification is stronger in the cylindrical geometry than in the spherical geometry. This interpretation is contradicted by the diverging behaviour of $\omega_r \tau_{\text{adv}}$ in the bottom panel of Fig. 11, whereas Eq. (B3) would predict $\omega_r \tau_Q \sim 2\pi - \phi_Q$.

If Eqs. (B2)–(B3) were a good approximation, one could estimate the value of $\log |Q|/(1 - \phi_Q/2\pi)$ by measuring the ratio $2\pi \omega_i/\omega_r$ as in Fig. 12. This figure indicates that this ratio can be large in the spherical model, but remains bounded $2\pi \omega_i/\omega_r \leq 0.6$ in the cylindrical model. The contribution of the purely acoustic cycle can be safely neglected when $|Q| \gg 1$ but can be important when $|Q|$ is close to unity: Fig. 12 is thus consistent with a dominant advective-acoustic cycle in spherical geometry.

We note that the asymptotically large value of $|Q|$ may come from both contributions of entropic-acoustic and vortical-acoustic coupling. The identification of a region of strong adiabatic compression and the destabilization of the mode $m = 0$ guarantee a major contribution of the entropic-acoustic coupling.

In the asymptotic regime where $|Q| \gg 1$ we can use $\omega_r$ and Eq. (B3) to estimate the radius of most efficient advective-acoustic coupling if the phase shift $\phi_Q$ is negligible, as shown in Fig. 9.
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