Abstract

While deep learning approaches to information extraction have had many successes, they can be difficult to augment or maintain as needs shift. Rule-based methods, on the other hand, can be more easily modified. However, crafting rules requires expertise in linguistics and the domain of interest, making it infeasible for most users. Here we attempt to combine the advantages of these two directions while mitigating their drawbacks. We adapt recent advances from the adjacent field of program synthesis to information extraction, synthesizing rules from provided examples. We use a transformer-based architecture to guide an enumerative search, and show that this reduces the number of steps that need to be explored before a rule is found. Further, we show that without training the synthesis algorithm on the specific domain, our synthesized rules achieve state-of-the-art performance on the 1-shot scenario of a task that focuses on few-shot learning for relation classification, and competitive performance in the 5-shot scenario.
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1. Introduction

The “deep learning tsunami” that “hit” natural language processing (NLP) (Manning, 2015) has brought tremendous improvements in performance to most NLP applications. However, these benefits do not come for free. One drawback of deep learning is its opacity, which limits the ability for users to make incremental improvements to deployed systems. In particular, the entanglement of deep learning approaches means that “changing one thing changes everything” (Sculley et al., 2015).

In contrast, rule-based approaches are much more amenable to incremental improvements as each individual rule can be interpreted explicitly and unambiguously. This is critical for systems which will be deployed and maintained for long periods of time. Further, because rules encode expert knowledge, experts can write them without first curating a large number of examples.

However, an important drawback to rule-based approaches is that rule development is time consuming, and requires expertise in both the domain at hand and in linguistics. To mitigate this limitation, many directions before the “deep learning tsunami” focused on rule learning from examples (Yarowsky, 1995; Riloff, 1996; Collins and Singer, 1999; Abney, 2002; McIntosh, 2010; Gupta and Manning, 2014; inter alia).

Here we propose a novel method for rule synthesis from examples that combines the strengths of deep learning with the advantages of rule-based methods. By utilizing a self-supervised pre-trained transformer, we minimize the number of examples needed from the expert. By generating human-readable rules, the resulting grammar can be adjusted or extended incrementally as needs shift.

Our ability to generate rules from limited examples is key to our approach as this mimics a real-world setting, where the cost (both in terms of time and money) of annotating thousands of examples for training supervised approaches is a barrier for many. Accordingly, we evaluate our methods in a few-shot framework, to simulate a user providing a small number of examples from which to generalize.

The key contributions of this paper are:

1. To our knowledge, we are the first to propose methods inspired from program synthesis for rule learning in IE. Our method includes a contextualized neural component that scores each intermediate state in the rule synthesis process based on its likelihood to lead to a good rule, with backtracking facilitated with the Branch and Bound algorithm (Land and Doig, 1960). All data and code needed to replicate are open-source and publicly available.

2. In an intrinsic evaluation, we show that our neural-guided rule synthesis reduces the number of

1 The code will be made available at this URL: https://github.com/clulab/releases/tree/master/lrec2022-odinsynth
search steps considerably compared to a synthesis method using static state scores. Importantly, similar to language models, our neural guiding function doesn’t use in-domain training data, which means that it works without training or fine-tuning on any IE domain.

(3) In an extrinsic evaluation we demonstrate the validity of our rule synthesis approach. In particular, we evaluate on the Few-Shot variant of the TACRED relation extraction task (Zhang et al., 2017; Sabo et al., 2021), and show that our approach considerably outperforms the state-of-the-art BERT model on the harder 1-shot task by 3% F1 points.

2. Related Work

Our approach lies at the intersection of program synthesis and rule learning for IE.

**Program synthesis:** There has been a large body of work on methods for program synthesis, with a general focus on automatically generating code (Gulwani, 2011; Lee et al., 2016; Balog et al., 2016; Gulwani et al., 2017). In general, program synthesis requires a program space (the domain specific language), the user intent (specification), and a search algorithm, from which it produces an executable program. One popular method for program synthesis is program by example (Cypher and Halbert, 1993; Lieberman, 2001; Gulwani, 2012), which learns from specifications in the form of (input, output) pairs. These methods perform a deductive search over the program space until a successful program is produced. Our rule synthesis method is situated within this framework. Importantly, as the program space becomes larger, this deductive search is intractable without intervention. There are different forms of intervention, including heuristic pruning (Lee et al., 2016), and usage of a neural guiding function (Balog et al., 2016; Kalyan et al., 2018). In our work we make use of both, using a transformer network to guide our search as well as custom heuristics to prune whole branches from the search tree.

Beyond simply using neural networks to guide, there have been efforts to generate the final program using a neural sequence-to-sequence model, e.g. (Yin and Neubig, 2017). With these approaches, execution guidance is typically used to ensure that the generated program is valid in the DSL (Wang et al., 2018). This is not needed in our approach, since we make predictions over the possible next states as determined by the DSL grammar, which ensuring that every generated program is valid.

Aside from program by example, other approaches use different forms of specifications. For example, (Dong and Lapata, 2018) and (Hwang et al., 2019) generate programs from a natural language description of the desired behavior. However, for our work, we choose to focus on examples, as we find it is a more intuitive interface; it can be very difficult to describe explicitly the desired behavior of an IE rule, especially when the user does not have experience with linguistic structures.

**Rule learning for information extraction:** At a high-level, IE approaches fall in one of three camps: (a) methods that rely on rules or patterns (either manually crafted, learned, or extracted using a shortest path through the syntactic graph (Yarowsky, 1993; Riloff, 1996; Collins and Singer, 1999; Abney, 2002; McIntosh, 2010; Chiticariu et al., 2010; Gupta and Manning, 2014; Shlaim et al., 2020), (b) approaches that use “traditional” machine learning (Mintz et al., 2009; Riedel et al., 2010; Hoffmann et al., 2011; Surdeanu et al., 2012), and (c) neural approaches (Zeng et al., 2015; Lin et al., 2016; Zhang et al., 2018; Guo et al., 2019). Our approach is closest to the first camp, in the sense that we output rules, but we use state-of-the-art methods from the last camp (such as transformer networks) to generate these rules.

3. Problem Statement

In this effort, we address the problem of generating (or synthesizing) rules for IE from a few examples, satisfying two key constraints: we cannot assume experience with linguistics or machine learning from the users, and the approach must be domain-agnostic.

In our approach, the user is able to specify what they need extracted by highlighting portions of text in sentences they have selected. For example, if a user is interested in extracting parent-child relations, they might select a sentence such as *He was a son of David and Mary M Anderson*, and from that sentence they might highlight *He* and *Mary M Anderson* as the content of interest (see Figure 1). Note that at no time in the process do they need to concern themselves with the underlying syntactic structure or language model. This information forms the input to our method, which then searches for a rule that matches only the highlighted part of the input sentence(s), such as the one shown in the figure.

Before we describe the actual algorithm, we introduce necessary terminology:

**Specification:** We call a (sentence, selection) pair, such as the one shown in Figure 1, a specification.  

---

3 Here we are focusing on binary relation extraction, so while David is also correct for this relation, it would be a separate specification sentence.
He was a son of David and Mary M Anderson.

Figure 1: Example of input/output for our rule synthesis method. Our approach learns to generate individual rules that match a set of examples (or a specification), where each example is a highlighted span of text in a sentence. The “simplified syntax” lists the tokens contained on the shortest dependency path that connects the two entities. Note that this solution is not unique.

We overload the term specification to refer to one or multiple such pairs. Note that the selection may be empty, as in the case of counter-examples, in which case a generated rule should match nothing. The algorithm is required to generate a single rule that exactly matches all highlights in the provided specification, and nothing more.

Rules: We use Odinson [Valenzuela-Escárcega et al., 2020], a rule-based information extraction system, for rapidly evaluating a potential rule against the input. We chose Odinson because it brings two key advantages. First, Odinson rules are expressive; for example, a single rule can combine surface information with syntactic dependency paths. Second, the Odinson runtime engine is fast: its authors report that, due to its careful indexing of syntactic information, Odinson traverses syntax-based graphs six orders of magnitude faster than rule-based systems that operate without such an index.

As the search is informed by the syntax of Odinson, an important benefit of our approach is that every rule provided by the system is always a valid Odinson query. Though Odinson is able to support rules which combine surface and syntax, for this initial effort we focus only on rules that rely on token sequences, which usually come from surface information. We do, however, explore a linearization of syntactic paths, by using a sequence of tokens that consists of the tokens visited during a traversal of the shortest dependency path connecting the entities in the specification. For example, the shortest syntactic dependency path that connects He and Mary M Anderson in the sentence from Figure 1 contains the (unlabeled) dependencies: son → He and son → Anderson which is linearized to preserve sentence order as: He son Anderson. This representation is referred to as simplified syntax in Figure 1.

Placeholder and state: Each search begins with a placeholder (represented here as □), which can be replaced with any valid rule element during the rule synthesis process. We use the term state to refer to the information available at a given step of the rule generation; this information includes the current, intermediate form of the rule, as well as which parts of the specifications are matched. During rule generation, placeholders are iteratively expanded until we either (a) find a state that is a valid Odinson rule that satisfies the specification constraints, or (b) we reach a maximum number of steps, in which case no rule is produced. At each expansion, the algorithm determines the potential next states from the DSL, scores them based on their likelihood to be part of the completed rule, and adds them to a priority queue that is sorted in descending order of scores. The next state is then selected according to the queue. An example of possible expansion rules for □ is given here:

□ → □ □ (concatenation)
□ → □ (token constraint)
□ → □ □ (alternation)
□ → □ {?, *, +} (quantification)

Note that the search space grows exponentially with depth, making a brute-force approach intractable. For example, attempting brute force to generate [entity=person] [lemma=be] [tag=DT] [word=son] [word=of] [tag=NN]?

(Manning et al., 2011).
The scorer uses the highest score to be the next state. We always expand the leftmost placeholder first. A scorer (Section 4.2), with a transformer backbone that is initialized with a pretrained model, but fine-tuned through self-supervision, i.e., over automatically generated rules. The scorer uses the current state and the specification to score each potential next state.

### 4.1. Enumerative Searcher

The searcher is responsible for exploring the states in priority order (as determined by the scorer), and deciding if a valid query and correctly extracts the requested highlighted span or selection. In this example, we generate one possible solution: [entity=person] [word=son] [entity=person], which comes from the linearization of the dependency path between the two person named entities.

#### 4.1.1. Pruning the search space

While the scorer determines the order of exploration, this is complemented by techniques for greatly pruning the search space to be considered. In particular, adapting the techniques of (Lee et al., 2016) to our use case, we prune states for which the least restrictive rule that could result from this state cannot completely match the highlighted specification, as nothing created from that subtree can be a solution. Consider the state: [entity=person] [word=born] □. The least restrictive rule resulting from this state would be one which matches the word *person*, followed by *born* and then 0 or more (unrestricted) tokens. If such a rule cannot completely match the highlighted tokens, then a valid solution cannot be found in that subtree so we prune the branch.

#### 4.2. Scorer

The Scorer assigns a numerical value to states to establish the order of exploration. We explore two variants: as a baseline, we implement a static variant based on the components of a given state, and a contextual variant based on a self-supervised model that takes the current context into account.

### 4.2.1. Static weights

For this baseline, the score of a state is solely determined by its components. The cost of each state is constructed by summing the cost of its components with the cost of its node. For example, the cost of □ □ (concatenation) is: cost(□ □) = cost(□) + cost(□) + cost(concatenation)

The costs for each operation were hand-tuned based on intuition (e.g., exploring negation takes a very long time as you need to consider everything some constrain cannot be, thus negation is given a higher cost), then optimized on a small external development set of sentences and specifications.

In addition to the hand-tuned nature of the static scorer, there are two main limitations. First, a given state will always receive the same score regardless of the sentence context or the previous state. Second, states with more components in their underlying pattern inherently have a higher cost because the score is summative. This is undesirable, as the states which expand to a solution should score higher than those which cannot, regardless of length.
4.2.2. Score augmentation based on estimation
To supplement the score from the static weights, we introduce an additional score that estimates how well a current (incomplete) rule matches the specification so far. For this, we remove all components of an incomplete rule that contain a placeholder and apply the remainder of the rule to the specification. We then boost the state’s score for each specification token that is correctly matched, and penalize for each token incorrectly matched. For example, for a rule such as [entity=person] [tag=NN] [word=□], we remove incomplete components, resulting in the rule: [entity=person] [tag=NN], which is matched against the specification. For each highlighted token matched, the function adds 1 to the score. For matches outside the highlight, the function adds −1. We observe that using this score augmentation favors more concrete components, which help ground the rule to more lexical artifacts, but may hinder generalization.

4.2.3. Contextual weights
To address the limitations of the static weights, we propose a contextual scorer that utilizes the current context (i.e., the specification and the current state), to determine the cost of a candidate next state. Unlike our score augmentation, here we use the full specification, not just what is matched at a given time.
For this scorer, we use a transformer-based encoder to score each (current state, next potential state, specification) input. Intuitively, this score is the likelihood that the next potential state is better than the current state, which allows the scores to be comparable across all levels in the search tree. Our contextualized scorer consists of a variant of BERT (Devlin et al., 2018) [Turc et al., 2019]6 with a linear layer on top. The BERT encoder input is a concatenation of: (1) linearized AST of the current state (e.g., □), (2) linearized AST of the next potential state (□?), (3) and the (sentence, selection) specification. Since these concatenated components are fundamentally different, we differentiate between them by using different token type ids in the encoder. The tokens from the current state have a token type id of 1, and tokens of the next potential state have 2. We further differentiate between the highlighted and non-highlighted portions of the specification text in the same way, with token type ids 3 and 4, respectively.

4.2.4. Multiple sentences
So far we have used only a single sentence in our specification examples. Nevertheless, our system can handle multiple sentences and their high-

---

6We experiment with multiple pre-trained variants of BERT, introduced in (Turc et al., 2019)
lights. We require the enumerative searcher to find a rule that would satisfy all the constraints for all sentences in the specification. When scoring, we score a (current state, next potential state, single-sentence specification) triple, and then average over all sentences in the specification to obtain a final score for the (current state, next potential state) transition.

4.2.5. Training

Unlike the static scorer, the neural guiding function of the contextual scorer needs to be trained, which we do with self-supervision. Because there is no large corpus of Odinson rules, we artificially generate one with random spans of text that we randomly manipulate into rules. Our random-length text spans are chosen from the UMBC corpus (Han et al., 2013). Each token in this span is then randomly manipulated into an Odinson token constraint based on either word, lemma, or part-of-speech. For example, a span such as the dog barked might be converted to [tag=DT] [word=dog] [lemma=bark]. Then, to expose the model to additional rule components (e.g., alternation, quantifiers), we add further manipulations, again with randomization. To add alternations, we build a temporary query by replacing one of the token constraints with a wildcard that can match any token and query the corpus for an additional sentence that has different content in that position. This new content is added as an alternation. For example, with the temporary version of the above query [tag=DT] [word=dog] [lemma=bark] we might find A dog runs, resulting in the following alternation: [tag=DT] [word=dog] ([lemma=bark] [lemma=run]). To add a quantifier (i.e., *, +, or ?), we select a token to modify and a quantifier to add, and check the corpus to ensure that the addition of the quantifier yields additional results.

After generating each random rule, we build a corresponding specification by querying the UMBC corpus: the retrieved sentences and their matched spans constitute a specification. However, having a specification and the corresponding rule is not enough to train our model. We also need a correct sequence of transitions from the initial placeholder to the final rule. For this, we use an Oracle to generate the shortest sequence of transitions, which we consider to be the correct sequence for our purposes. This sequence of transitions, together with the specification, forms the training data for our model. Note that we train only on this data, i.e., after this self-supervised training process the transformer’s weights are fixed. We train using the cross-entropy loss and with a cyclical learning rate, as suggested by (Smith, 2017). Further, we employ a curriculum learning approach (Bengio et al., 2009; Platanios et al., 2019), splitting the training data by sentence length and by pattern length. We did not tune our hyperparameters because we want to maintain the synthesis approach domain agnostic, rather than fine-tuning on a specific task. Our results indicate that this is the case.

5. Experiments and Results

We evaluate our system both intrinsically and extrinsically. The intrinsic evaluation is to determine whether or not the contextualized model reduces the number of search steps needed to find a valid rule. The extrinsic evaluation applies our rule synthesis approach to an information extraction task.

5.1. Intrinsic Evaluation

For the intrinsic evaluation, we compare how quickly a valid rule can be found when search is guided by our contextualized scorer versus the static scorers, measured on a held-out portion of our randomly generated dataset. We observe from Table 1 that the transformer-based contextualized approach finds more solutions in fewer steps. This demonstrates that the contextualized scorer is helpful for guiding the exploration of the rule search space.

5.2. Extrinsic Evaluation

To evaluate our approach extrinsically, we want to know how well it performs on an information extraction task. Ideally, we would evaluate our rule synthesis approach as it is intended to be deployed — with users providing specifications, and on large-scale information extraction projects. However, that is beyond the scope of the current, initial effort. A close proxy is few-shot relation extraction (RE), where a trained system receives a few (often 1 or 5) supporting sentences for a given relation and is then asked to recognize that relation in an unlabeled query sentence. Recently, Sabo et al., 2021 created a few-shot variant of TACRED (Zhang et al., 2017) a RE dataset with 42 possible labels, including no_relation. Importantly, in this few-shot variant, the distribution of positives versus negatives was intentionally aligned with that of the real world.

On this task, we compare our rule synthesis approach with one strong baseline and several supervised approaches from previous work (i.e., tuned on the disjoint background set). These results are provided in Table 2.

---

7Note that the Odinson wildcard, □ looks similar to, but is not the same as our placeholder, □.

8A notable difference between a human evaluation and the few-shot setup is that the former is interactive. That is, humans could refine the specification based on the results of the previous synthesis, but this is not straightforwardly done in the few-shot setting.

9https://nlp.stanford.edu/projects/tacred/
Table 1: Comparison of static and contextualized scorers in our rule synthesis approach on a held-out portion of our UMBC synthetic data. All methods were allowed to search until they reached the maximum number of explored states. Shown here are the number of rules successfully found, how many steps were required, and the ceiling (i.e., minimum steps possible using an Oracle). These statistics are averages over 1000 rules of different lengths.

| Model         | 5-way 1-shot | 5-way 5-shot |
|---------------|--------------|--------------|
| Baseline      | 10.82 ± 0.01%| 10.90 ± 0.01%|
| Sentence-Pair | 10.19 ± 0.81%| -            |
| Threshold     | 6.87 ± 0.48%  | 13.57 ± 0.46%|
| NAV           | 8.38 ± 0.80%  | 18.38 ± 2.01%|
| MNAV          | 12.39 ± 1.01% | 30.04 ± 1.92%|
| Ours          | 15.40 ± 1.21% | 24.16 ± 0.44%|

Table 2: Results of our rule synthesis approach on the testing partition of Few Shot TACRED (micro F1 scores over target relations), compared with a baseline and previous supervised approaches.

Baseline: At inference, each query sentence and each of the support sentences contain the type of the entities involved in the relation (e.g., ORG, PER, etc). Using this, we establish a smart random baseline. Specifically, the model randomly selects from relations whose supporting sentences have the same entity types, in the same order, as the query sentence, weighted by the number of supporting sentences with that relation. If there are none, we return no_relation. Additionally, for this baseline we make use of the disjoint background set. If there are sentences in that set with the same entity pair as the query, we choose one and add it to the supporting sentences with the label no_relation, available for random selection.

Previous supervised methods: We also compare our approach with the current, supervised state of the art (SOA) approaches:

Sentence-Pair [Gao et al., 2019]: Concatenates the query sentence with each support sentence and runs the BERT sequence classification model over the concatenated text. If multiple support sentences are available per relation (e.g., in the 5-shot scenario), the score for a relation is obtained as the average over the scores for each sentence.

Threshold [Sabo et al., 2021]: Assigns the no_relation class to query sentences if the similarity with the support sentences is below a threshold. Otherwise, it assigns the relation with the highest score, as in Sentence-Pair.

NAV [Sabo et al., 2021]: A transformer-based relation classifier which uses the background training set to learn a vector for the no_relation class. At test time, the system computes the similarity between the query sentence and this learned vector, which represents the score for the no_relation class. The scores for the other relations are obtained using the BERT sequence classification model over the (query sentence, support sentence) pairs.

MNAV [Sabo et al., 2021]: Conceptually similar to NAV, but learns multiple vectors for the no_relation class.

5.2.1. Extrinsic results
First, we note that our proposed baseline performs well, outperforming all of the more expensive BERT-based models on the harder 5-way 1-shot setting. Second, our proposed method surpasses the previous state-of-the-art method on the
Span
ORGANIZATION, which is based in CITY
Synthesized surface rule:
[entity=organization] [tag=","] [tag=WDT] [tag=VBZ] [tag=VBN] [tag=IN] [entity=city]
Synthesized simplified syntax rule:
[entity=organization] [tag=NN] [word=based] [entity=city]

Span
PERSON was an indefatigable and enthusiastically received TITLE
Synthesized surface rule:
[word=person] [lemma=be] [tag=DT] [tag=JJ] [word=and] [tag=RB] [tag=VBD] [word=title]
Synthesized simplified syntax rule:
[entity=person] [word=indefatigable] [entity=title]

Span
ORGANIZATION, which represents ORGANIZATION
Synthesized surface rule:
[entity=organization] [tag=","] [word=which] [tag=VBZ] [entity=organization]
Synthesized simplified syntax rule:
[entity=organization] [lemma=represent] [entity=organization]

Table 3: Examples of our synthesized rules from the train partition of the Few-Shot TACRED. The relations for the three selected examples are: org:city_of_headquarters, per:title, and org:subsidiaries, respectively.

5-way 1-shot setting, while obtaining competitive performance in the 5-way 5-shot setting. Besides the higher performance in the more challenging 5-shot 1-way setting, note that the output of our approach is a set of human-interpretable rules, while the outputs of the other approaches are statistical models that produce the final label without explaining their decisions. In other words, previous work is much more opaque, and thus more difficult to interpret, debug, adjust, maintain, and protect from hidden biases present in the training data (Kurita et al., 2019; Sheng et al., 2019).

5.2.2. Synthesized rules
We give examples of specifications and the corresponding synthesized rule in Table 3. For space, we list only the highlighted spans. Notably, the system generalizes at different levels, depending on the data available. In longer surface rules our model prefers part-of-speech tag constraints, which helps generalization. In rules over simplified syntax, which are often shorter, our model tends to choose lemma or word constraints. Overall, our results indicate that our approach provides a good compromise between the interpretability of hand-made rules and the performance of more opaque neural methods.

6. Conclusion
This paper is the first that proposed a synthesis algorithms for rule acquisition. Given the importance of explainability in deep learning, we feel this paper opens a new direction in information extraction (IE) that deserves more attention. The proposed approach synthesizes rules from a user-provided specification. Given one or more (sentence, selection) pairs, the system is able to perform enumerative search to find a rule that successfully matches the requested information. Further, we demonstrated that we can utilize the context of the specification to improve the speed of the search, with self-supervised pretraining on an automatically generated, generic dataset. In an extrinsic evaluation that is modeled after the real-world scenario of a user needing to extract a novel relation with only a handful of annotations (i.e., few-shot relation extraction), we showed that our approach outperforms a state-of-the-art BERT model in the 1-shot scenario, and performs competitively in the 5-shot configuration.

Further, our approach is well-suited to a human-in-the-loop setting, where a user can select the desired information (or extraction) and request a pattern to be generated, without concern for the underlying representation. Given our approach, a user could request an alternative rule with the existing specification or augment it to clarify their needs. Importantly for many settings where systems are deployed long-term and information extraction needs may shift or expand, the resulting rules are able to be understood, modified, and maintained by human users.
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