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ABSTRACT
There has been a growing interest in deep learning-based prognostic and health management (PHM) for building end-to-end maintenance decision support systems, especially due to the rapid development of autonomous systems. However, the low trustworthiness of PHM hinders its applications in safety-critical assets when handling data from an unknown distribution that differs from the training dataset, referred to as the out-of-distribution (OOD) dataset. To bridge this gap, we propose an uncertainty-informed framework to diagnose faults and meanwhile detect the OOD dataset, enabling the capability of learning unknowns and achieving trustworthy fault diagnosis. Particularly, we develop a probabilistic Bayesian convolutional neural network (CNN) to quantify both epistemic and aleatory uncertainties in fault diagnosis. The fault diagnosis model flags the OOD dataset with large predictive uncertainty for expert intervention and is confident in providing predictions for the data within tolerable uncertainty. This results in trustworthy fault diagnosis and reduces the risk of erroneous decision-making, thus potentially avoiding undesirable consequences. The proposed framework is demonstrated by the fault diagnosis of bearings with three OOD datasets attributed to random number generation, an unknown fault mode, and four common sensor faults, respectively. The results show that the proposed framework is of particular advantage in tackling unknowns and enhancing the trustworthiness of fault diagnosis in safety-critical applications.
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1. INTRODUCTION

With the proliferation of cheap sensing technology, the increasing connection of internet of things (IoT) devices, and the advances in data analytics, there has been considerable effort in the topic of Prognostics and Health Management (PHM) that utilize multi-sensor data to build maintenance decision support systems to proactively manage asset integrity [1, 2]. Particularly, intelligent health management solutions are developed based on data-driven, model-driven, and hybrid predictive models [3]. An accurate model is often unavailable or difficult to construct [4, 5] due to the complex and dynamic nature of the system's functioning mechanisms and working conditions. Therefore, data-driven models have been dominant in PHM that leverages machine learning techniques [6].

Data-driven models can be categorized based on the data analytic methods adopted being either shallow learning or deep learning method [7]. In general, shallow learning methods are not designed for large-scale datasets and need extensive feature engineering efforts that require large amounts of time and expertise as domain knowledge to manually design features [8]. On the other hand, deep learning methods can handle large-scale datasets and automatically learn from data representing features without deep knowledge about them, allowing the formulation of an end-to-end predictive framework in PHM [9]. As such, deep learning-based PHM has been popularly used for fault diagnosis and remaining useful life (RUL) prognostics. Interested readers are directed to references [10, 11] for a comprehensive review of recent studies of deep learning in the PHM context.

Deep learning-based PHM becomes an emerging solution for end-to-end maintenance decision support systems, especially in the semi- or fully autonomous systems [12, 13], because the inclusion of autonomy raises a critical need for trustworthy diagnosis and prognostics in varying operating environments [14]. However, there are still three main challenges that hinder their deployment in such safety-critical applications:

- Most studies focus on Frequentist deep learning models that represent the weights of a neural network as deterministic values and deliver a single-point estimate. Hence, these models cannot properly convey uncertainty in the predictions [15].
- There is limited literature concerning the vulnerability of deep learning-based PHM to adversarial attacks [16]. Mode and Hoque [17, 18] demonstrated that the RUL prognostics would be greatly compromised by injecting random noise to IoT sensors or by crafting adversarial datasets. Champneys et al. [19] showed the susceptibility of fault diagnosis to adversarial attack by constructing a semantically convincing adversarial dataset to deceive a damage classifier for a three-story structure.
- Most studies implicitly assume that both training and test datasets follow the same distribution [20] and the model performance is validated based on their generalization to the test dataset.
from the same distribution, referred to as the in-distribution dataset. This implicit assumption is often invalid in reality and the distribution of the test dataset can vary due to various reasons [14].

It is challenging and even infeasible to collect a sufficient amount of annotated training datasets involving the full spectrum of operating environments [21]. The system’s behavior can be affected by any unforeseen issue that would cause deviation from the training dataset distribution [14]. Therefore, most deep learning-based PHM is not trustworthy and would make senseless predictions for the dataset not presented in the training dataset, referred to as the out-of-distribution (OOD) dataset [22]. For instance, given irrelevant data like randomly generated multivariate Gaussian noise, the model would still predict healthy or fault conditions even though absurd. This poses challenges for the deployment of deep learning-based predictive models in safety-critical applications.

In the PHM context, the dataset shift can be caused by: (i) the covariate shift between training and testing data, such as the changes of the working condition [23] and sensor faults [24]; (ii) the presence of fault modes that are unseen in the training phase due to the scarcity of failure observations given the high asset reliability [21]; (iii) adversarial attacks could also intentionally cause the dataset shift. In the PHM community, a growing interest is in the utilization of deep domain adaptation and generalization to extrapolate from the training dataset to the test dataset from a different distribution [25, 26]. However, these studies assume some prior knowledge on the connection between the training dataset and test dataset, which may not be reliable or not even available in safety-critical assets [27].

In safety-critical applications, upon receiving OOD data, one should withhold the diagnosis and call for expert intervention instead of relying on the model using implicit assumptions. This is of great importance in safety-critical assets, where unknowns may impose significant risks and cause severe impacts. Therefore, a fault diagnosis model should be able to diagnose faults and also detect the OOD dataset [28]. Herein, we intend to clarify the following concepts:

- Detection aims to identify the existence of any abnormality or fault, while diagnosis focuses on recognizing the exact type of fault [29];
- OOD detection is a closely related area but is different from anomaly detection, outlier detection, or novelty detection, which is typically formulated as a binary classification problem to classify as normal or abnormal [30]. On the other hand, OOD detection deals with multiclass problems. The OOD model needs to maintain satisfactory performance of the intended multiclass classification while also accurately detecting the dataset that is different from the distribution of the training dataset [30, 31, 32].
In this paper, we propose an uncertainty-informed framework for trustworthy fault diagnosis based on the probabilistic Bayesian convolutional neural network (PBCNN). Particularly, the predictive uncertainty conveyed by PBCNN is leveraged to detect the OOD dataset and further diagnose the exact fault type. Our contributions are mainly twofold:

1) Develop a PBCNN-based fault diagnosis framework, which allows one to convey predictive uncertainty considering both epistemic and aleatory uncertainties in fault diagnosis. Particularly, the epistemic uncertainty is considered by the Bayesian CNN layer, which is created by representing the weights of the Frequentist convolution and pooling operations in the form of a probability distribution using the Flipout method. The aleatory uncertainty is considered by a probabilistic output of fault classification following the one-hot categorical distribution. The distribution is parameterized by the output produced by a dense-Flipout layer, which is an extension of the Frequentist dense layer using the Flipout method. Further, the regularization effect is introduced by specifying prior distribution for the weights of the neural network, and the probabilistic output enables one to handle the heterogeneous noise.

2) Propose an uncertainty-informed scheme to enable the fault diagnosis model to learn unknowns not presented in the training phase. Particularly, we examine the effectiveness of various uncertainty measures to express the average or class-wise information of the predictive distribution for OOD detection. Ultimately, we propose to determine the uncertainty threshold by a risk-coverage tradeoff curve to identify OOD datasets without prior knowledge of OOD scenarios. In doing so, in case of large predictive uncertainty, expert interventions can be triggered to avoid erroneous decision-making.

The proposed framework is of particular advantage in safety-critical applications mainly from the following perspectives:

- Avoiding overly confident decisions by quantifying the confidence of fault diagnosis in light of the uncertainties from both model and data sources.
- Enabling the capability of discovering unseen fault mechanisms, which would impose significant risks and potentially cause severe consequences.
- Enhancing the system safety by resorting to human experts when encountering the difficult tasks of fault diagnosis that the model is not confident in predicting.
- Facilitating the understanding of the data quality that may potentially avoid mistakes of data acquisition and annotation.
- Forming an uncertainty-informed approach for the decision-makers to better prioritize the human expert’s work orders of fault diagnosis.
The proposed framework is demonstrated using the open-access bearing dataset involving five working conditions, available from Ottawa University. Particularly, we design the numerical experiment by assuming one of the fault modes (i.e., ball defect) is unknown in the training phase and is considered as an OOD dataset to test model performance. Then we train the PBCNN model based on the remaining dataset involving one health mode and three fault modes, in which a test dataset is held out and used as the in-distribution dataset. Three mixed datasets are established to assess model performance, and sensitivity analyses are conducted to validate the proposed framework as follows: (i) a mix of the in-distribution dataset and the OOD dataset randomly generated by the uniform distribution within the range [-1, 1]; (ii) a mix of the in-distribution dataset and the dataset regarding the unknown fault mode of ball defect; (iii) a mix of the in-distribution dataset and the dataset corrupted by four common sensor faults including bias fault, drift fault, scaling fault and precision degradation. Overall, the results validate the effectiveness of the proposed framework in OOD detection and fault diagnosis.

The remainder of the paper is organized as follows. Section 2 summarizes the background of OOD detection, Bayesian deep learning, and a survey on its applications in PHM. Section 3 presents the proposed uncertainty-informed framework for trustworthy fault diagnosis based on PBCNN. Section 4 demonstrates the proposed framework using the Ottawa bearing dataset and provides an extensive evaluation of the proposed framework in dealing with the irrelevant dataset, unknown fault mode, and sensor faults. Section 5 provides concluding remarks and future directions.

2. BACKGROUND

2.1. Out-of-Distribution Detection

The OOD detection methods can generally be partitioned into two categories [33, 34]. First, develop additional inference mechanisms to detect OOD datasets based on the output feature-space of a pre-trained model. The inference mechanisms are mainly built based on the following motivations: the softmax scores assigned to OOD and in-distribution dataset follows a different distribution [35, 36]; the distance across the feature space of multiple layers within the network would vary between OOD and in-distribution dataset [37]; the probability of OOD dataset is more extreme than the in-distribution dataset according to the extreme value theory [38]. Second, develop a robust representation of the in-distribution dataset and hence be more resilient to the OOD dataset. This is achieved by modifying the network architecture and training process. For instance, the distribution of the in-distribution dataset can be learned by the deep generative model which could output a large reconstruction error given the OOD dataset [39]. Growing attention has recently been given to detect the OOD dataset with the large predictive uncertainty by the bootstrap neural network [40], deep ensembles [41], and Bayesian deep learning [42], among which the latter is the most commonly used [43, 44, 45].
2.2. Bayesian Deep Learning

The Bayesian method provides the principal approach in modeling the epistemic uncertainty of deep learning, resulting in Bayesian deep learning such as Bayesian convolutional neural networks [46, 47], and Bayesian Recurrent neural networks [48]. The key of Bayesian deep learning is to model the weight parameter as a probabilistic distribution instead of a determinist value, and ultimately quantify and propagate the epistemic uncertainty [49]. The posterior distributions of the model weights are learned through methods of Bayesian inferences: Markov Chain Monte Carlo (MCMC) and its variants [50]; the variational inference that implicitly exploits model uncertainties through noisy optimization, such as Monte Carlo (MC) Dropout [51, 52]; the variational inference that explicitly models weight parameters as probability distributions such as the Bayes-by-Backprop [53] that enables one to perform mean-field variational inference by the usual backpropagation algorithm. Note that there is debate as to the validity of MC Dropout being Bayesian [54], which in turn, would make the corresponding predictive models problematic in support of reliable uncertainty quantification for health prognostics and fault diagnosis. Therefore, the variational inference is the most commonly used in which reducing the variance of the gradient estimator has been one of the main concerns [55]. Most notably, the Flipout method is a well-recognized implementation that is scalable and efficient by decorrelating the gradients between different training datasets in a mini-batch [56].

2.3. Applications of Bayesian Deep Learning in PHM

The PHM community has paid growing attention to Bayesian deep learning with a main focus on quantifying predictive uncertainty. As shown in Table 1, the current literature can be categorized according to the targeting tasks (i.e., RUL prognostics or fault diagnosis), and the Bayesian inference methods adopted. Some important insights are discussed as follows and are the main motivations of our efforts in this paper:

- The vast majority of literature focuses on RUL prognostics and only considers epistemic uncertainty. Besides modeling epistemic uncertainty using MC dropout in [59, 60, 63], Wang et al. [59] model the aleatory uncertainty using Gaussian distribution parameterized by a two-head output; Kim et al. [60] used a feed-forward neural network to model the aleatory uncertainty by assuming a monotonic decreasing relationship between the aleatory uncertainty and RUL; Li et al. [63] modeled aleatory uncertainty by probabilistic output layer following various types of the probability distribution of RUL. Kraus and Feuerriegel [65] also used a probabilistic output layer to examine different hypotheses on the probability distributions of RUL for aleatory uncertainty, while using vanilla Bayes-by-Backprop to model epistemic uncertainty. Caceres et al. [68] modeled epistemic uncertainty using variational inference with the Flipout method and addressed the aleatory uncertainty by a probabilistic output layer following Gaussian distribution.
• Only a small subset of the literature utilized Bayesian deep learning for fault diagnosis. It is worthwhile noting that all of these references adopted MC dropout to model the epistemic uncertainty with applications to crack detection [69, 70], fault detection of chemical processes [71], and fault detection of a centrifugal water-cooled chiller [72]. Therefore, there are two gaps in the current studies, which constitutes one of the main motivations of this paper: (1) there is a need to consider both aleatory and epistemic uncertainties in support of fault diagnosis; (2) explicit variational inference should be used to model epistemic uncertainty due to the methodological deficiency of MC dropout, as discussed in Section 2.2.

• All the current studies assume that training and test datasets follow the same distribution. In other words, there is no study exploring the value of Bayesian deep learning for handling OOD data.

| Tasks                  | Bayesian Inference Methods                                   | Reference       |
|------------------------|--------------------------------------------------------------|-----------------|
| RUL prognostics        | MCMC and its variants                                        | [57]            |
|                        | Implicit variational inference (i.e., MC Dropout)            | [58], [59], [60], [61], [62], [63] |
|                        | Explicit variational inference (i.e., mean-field variational inference) | [64], [65], [66], [67], [68] |
| Fault diagnosis        | MCMC and its variants                                        | N/A             |
|                        | Implicit variational inference (i.e., MC Dropout)            | [69], [70], [71], [72] |
|                        | Explicit variational inference (i.e., mean-field variational inference) | N/A             |

3. UNCERTAINTY-INFORMED FRAMEWORK FOR TRUSTWORTHY FAULT DIAGNOSIS

This section describes the uncertainty-informed framework to perform both fault diagnosis and detect the OOD data. The proposed framework consists of three main parts: (a) PBCNN model to quantify the epistemic uncertainty of neural network parameters and aleatory uncertainty inherent in the data observations; (b) based on multiple samples drawn from a well-trained PBCNN model, characterization of the predictive uncertainty of fault diagnosis; (c) leverage the predictive uncertainty to detect the OOD dataset, and further identify the type of fault. The details of each part are discussed in the following section.
3.1. Probabilistic Bayesian Convolutional Neural Network

Suppose that the health condition of a component or system can be captured by a temporal series of sensor data. For the data preprocessing, a sliding window is used to cut the sensor data into small segments, and hence the data is reshaped into many segments and window lengths. The data labels are encoded using a one-hot encoding scheme. As illustrated in Figure 1, a segment of sensor data is transformed into its time-frequency representation. This produces an image that is fed into the Bayesian convolutional layer, which is followed by a flatten layer. Then a dense-Flipout layer is used to produce the output results that parameterize the distribution of the one-hot categorical distribution. The detailed architecture configuration and training are presented in Figure 1.

![Diagram of network configuration](image)

**Figure 1:** Illustration of the network configuration of the proposed probabilistic Bayesian convolutional neural network.

The epistemic uncertainty is tackled by the Bayesian convolutional layer, which replaces the weights of the Frequentist convolutional layer with the Gaussian distribution using the Flipout method. The Bayesian posterior over the weights would capture the epistemic uncertainty. On the other hand, the aleatory uncertainty is addressed by creating a probabilistic output that follows the one-hot categorical distribution. A dense-Flipout layer is used to produce the parameters of the one-hot categorical distribution in the output layer. As such, the distribution parameters can be learned from the data input, and hence can handle heterogeneous noise within the sensor data. Ultimately, the proposed PBCNN is fully Bayesian and the number of parameters is almost twice its Frequentist counterpart.

Denote the training dataset as $D = \{X, Y\}$, where $X$ represents the images transformed from the sensor measurement and $Y$ represents the one-hot-encoded label representing the working condition. The objective of network training is to learn the variational parameter $\theta$ to parametrize
a variational distribution \( q(w|\theta) \) that approximates the true posterior distribution of the network weights \( p(w|D) \). The objective is to minimize the cost function known as the ELBO [73], which needs a balance between the two terms in Equation (1). The first term measures the complexity cost by the Kullback-Leibler (KL) divergence between the variational distribution \( q(w|\theta) \) and the prior distribution of the weights \( p(w) \). The second term measures the likelihood cost by calculating the expected value of the likelihood.

\[
ELBO(D, \theta) = KL(q(w|\theta)||p(w)) - E_{q(w|\theta)}(\log p(D|w))
\]  

(1)

The ELBO can be rewritten in Equation (2) by rearranging the term of complexity cost:

\[
ELBO(D, \theta) = E_{q(w|\theta)}(\log q(w|\theta)) - E_{q(w|\theta)}(\log p(w)) - E_{q(w|\theta)}(\log p(D|w))
\]  

(2)

For the sake of computational efficiency, an unbiased estimate of the cost function is derived through Monte Carlo, where \( w_i \) denotes the \( i^{th} \) Monte Carlo sample drawn from the variational distribution \( q(w|\theta) \). The Flipout method is adopted to implement the weight perturbation and the reparameterization trick to generate the Monte Carlo samples. This enables the computation of the gradients of variational parameters \( \theta \) via backpropagation, to update \( \theta \) by gradient-based optimization algorithms:

\[
ELBO(D, \theta) \approx \frac{1}{N} \sum_{i=1}^{N} \log q(w_i|\theta) - \log p(w_i) - \log p(D|w_i)
\]  

(3)

### 3.2. Fault Diagnosis with Uncertainty Quantification

Upon a well-trained PBCNN model, we proceed to predict the fault class given any new data input. For each run of the PBCNN, the fault diagnosis is achieved by a Monte Carlo estimate of the multi-class probabilities by drawing \( M \) samples through stochastic forward passes of the network. Accordingly, one can characterize the confidence of the fault diagnosis results based on the mean predictive probability and the predictive uncertainty. The desired property of a confident prediction should have a high mean predictive probability and a small uncertainty.

Denote the predictive probability of the \( m^{th} \) sample as a probability vector \( p_m = [p_1^m, p_2^m, ... p_i^m, ... p_N^m] \), where \( p_i^m \) is the probability of \( i^{th} \) fault class in the \( m^{th} \) sample. Then derive a point estimate of the probability regarding each fault class \( i \) by computing the mean predictive probability over the \( M \) samples: \( p^* = [p_1^*, p_2^*, ... p_i^*, ... p_N^*] \), where \( p_i^* = \frac{1}{M} \sum_{m=1}^{M} p_i^m \). The
predictive uncertainty is characterized by the predictive entropy and total standard deviation as shown in Equations (4) and (5), respectively. A good prediction should have a small predictive entropy or total standard deviation. In the words, a large predictive entropy or total variance would indicate that the prediction is not trustworthy and the data is unknown to the predictive model.

\[ H_T = - \sum_{i=1}^{N} p_i^* \log(p_i^*) \quad (4) \]

\[ V_T = \sqrt{\sum_{i=1}^{N} \frac{1}{M-1} \sum_{m=1}^{M} [p_i^m - p_i^*]^2} \quad (5) \]

Note that the predictive entropy can only represent the average amount of information contained in the predictive distribution [74, 75]. The desired property of prediction should also have small predictive uncertainty associated with each class, referred to as class-wise uncertainty. Hence, we propose to also measure the statistical dispersion regarding each class, and then use their maximum values to characterize the predictive uncertainty. Two types of dispersion measures are considered in Equations (6) and (7), referred to as class-wise standard deviation max and class-wise range max, respectively:

\[ V_c = \max \left\{ \sqrt{\frac{1}{M-1} \sum_{m=1}^{M} [p_i^m - p_i^*]^2} : i = 1, \ldots, N \right\} \quad (6) \]

\[ R_c = \max\{\max(p_i^m) - \min(p_i^m) : i = 1, \ldots, N\} \quad (7) \]

### 3.3. Uncertainty-Informed Scheme

Figure 2 displays a flowchart of the proposed uncertainty-informed scheme. This is motivated by the fact that examples with uncertainty greater than a user-specified threshold, referred to as untrustworthy examples, are detrimental to the model performance. Particularly, there are mainly three possible scenarios of the untrustworthy examples: (1) in-distribution dataset but with low confidence due to data corruption, such as sensor faults; (2) OOD dataset that is irrelevant to the in-distribution dataset; (3) OOD dataset caused by the mechanisms similar to the in-distribution dataset but unknown in the model training phase. The untrustworthy examples should be flagged before diagnosis and be directed to human experts for examination. A detailed investigation would be triggered if the flagged examples are suspicious (i.e., from an unknown fault mode). On the
other hand, the fault diagnosis model is only confident in the trustworthy examples with uncertainty less than the threshold and provides the prediction as to the fault class with the highest mean predictive probability. This reduces the risk of making erroneous decisions, which may lead to undesirable consequences for the safety-critical asset.

![Diagram of uncertainty-informed scheme for fault diagnosis in safety-critical applications.](image)

Figure 2: Uncertainty-informed scheme for fault diagnosis in safety-critical applications.

It is essential to specify a proper uncertainty threshold depending on the data confidence, desired performance of OOD detection, and fault diagnosis. A large uncertainty threshold would compromise the model performance and hence pose a higher risk level from two aspects: (i) the model becomes less sensitive to the OOD dataset and incorrectly classifies more OOD examples as in-distribution, leading to poorer performance of OOD detection. (ii) more in-distribution examples are used but adding examples with larger uncertainty may degrade the fault diagnosis performance. Therefore, there are three main questions on the performance assessment of OOD detection and fault diagnosis, and uncertainty threshold specification, which are discussed in the following sections.
3.3.1. Performance of OOD Detection

The focus of OOD detection lies in identifying the OOD dataset and meanwhile correctly predicting the in-distribution dataset. Given a specific threshold, the performance of OOD detection can be evaluated based on the two performance indicators in Equations (8) and (9). Herein, the positive examples are referred to as the examples from the in-distribution dataset, and the negative examples are the examples from the OOD dataset:

\[
TPR = \frac{TP}{TP + FN} \tag{8}
\]

where TPR is the true positive rate and is defined as the proportion of those in-distribution examples that are correctly predicted, \( TP \) is the number of in-distribution examples correctly predicted, \( FN \) is the number of in-distribution examples that are wrongly predicted as OOD.

\[
FPR = \frac{FP}{FP + TN} \tag{9}
\]

where FPR is the false positive rate and is defined as the portion of those OOD examples that are incorrectly identified as in-distribution, \( FP \) is the number of OOD examples that are wrongly predicted as in-distribution, \( TN \) is the number of OOD examples that are correctly identified.

![Figure 3: A typical receiver operating characteristic (ROC) curve of detecting in-distribution and out-of-distribution examples at different uncertainty thresholds.](image)

We also evaluate the performance of OOD detection irrespective of the uncertainty threshold based on a threshold-independent metric, that is, the Area Under the Receiver Operating Characteristic curve (AUROC) [35]. AUROC is computed as the area under the ROC curve and is an aggregate
measure of OOD detection performance according to the relationship between TPR and FPR.

Figure 3 displays a typical ROC curve that can be constructed by evaluating different uncertainty thresholds. Increasing the uncertainty threshold would classify more examples as positive, in turn, increasing both TPR and FPR. Therefore, the ROC curve can be used to assess the usefulness of an uncertainty measure in OOD detection. Additionally, one can evaluate the effectiveness of different uncertainty measures by examining their AUROC measure, which is demonstrated in the following case study. The higher the AUROC, the better the performance of OOD Detection. AUROC of perfect OOD detection is 1.

3.3.2. Performance of Fault Diagnosis

The fault diagnosis focuses on identifying the type of faults for the in-distribution dataset. With a certain type of fault condition, we evaluate the performance of fault diagnosis using two performance indicators as below. Herein, the positive examples are referred to as the in-distribution examples under a specific fault condition, and the negative examples are the in-distribution examples under the health condition:

- Precision is defined as the ratio of the number of examples correctly predicted as belonging to a specific fault condition, to the total number of examples predicted as belonging to a specific fault condition.
- Recall is defined as the ratio of the number of examples correctly predicted as belonging to a specific fault condition, to the total number of examples that belong to a specific fault condition.

Given a setup of multi-fault classification involving \( G \) types of faults, we aggregate the contributions of each fault condition to compute the average metrics of Precision and Recall [76], which is typically referred to as the micro-average Precision and Recall in Equations (10) and (11). Furthermore, a micro-average F-Measure is used to summarize model performance by being calculated as the harmonic average of the micro-average Precision and Recall in Equation (12). The higher the F-Measure, the better the model performance. An F-Measure of 1 indicates perfect Precision and Recall.

The higher the F-Measure, the better the model performance. A

\[
\text{Precision}_\mu = \frac{\sum_{g=1}^{G} TP_g}{\sum_{g=1}^{G} (TP_g + FP_{ID}^g + FP_{OOD}^g)}
\]

(10)

where \( \text{Precision}_\mu \) represents the micro-average Precision, \( TP_g \) is the number of examples correctly predicted as belonging to the \( g^{th} \) fault condition, \( FP_{ID}^g \) is the number of in-distribution examples wrongly predicted as the \( g^{th} \) fault condition, \( FP_{OOD}^g \) is the number of OOD examples wrongly predicted as the \( g^{th} \) fault condition.
\[
Recall_{\mu} = \frac{\sum_{g=1}^{G} TP_g}{\sum_{g=1}^{G} (TP_g + FN_g)}
\]

(11)

where \(Recall_{\mu}\) represents the micro-average Recall, \(FN_g\) is the number of examples that belong to the \(g^{th}\) fault condition but wrong predicted as the health condition.

\[
F_{\mu} = \frac{2 \times Precision_{\mu} \times Recall_{\mu}}{Precision_{\mu} + Recall_{\mu}}
\]

(12)

3.3.3. Specification of Uncertainty Threshold

Current practice has no consensus on how to determine the threshold uncertainty. Most studies assume that the OOD dataset is available in the training phase and hence is used to tune the uncertainty threshold. However, this is not true in safety-critical applications due to the lack of prior knowledge of the OOD scenarios. Thus, in order to specify the uncertainty threshold, there is a need for a systemic approach to trace the impact of the uncertainty threshold based on the knowns in the training phase.

We propose to determine the uncertainty threshold based on a trade-off between the data coverage (i.e., the ratio of trustworthy examples with predictive uncertainty lower than a given threshold), and the risk of fault diagnosis model (i.e., the classification error evaluated based on the corresponding trustworthy examples). The objective is to maximize the usage of data (i.e., high data coverage) and meanwhile minimize the predictive risk (i.e., low-risk level). This idea is formally known as the risk-coverage trade-off in the literature [77, 78]. Figure 4 shows a typical risk-coverage curve based on the validation dataset, which can be constructed in three steps:

- Sort the validation dataset into a sequence of ascending uncertainty and calculate the corresponding data coverage as the portion of trustworthy examples in the validation dataset.
- Filter out the examples with larger uncertainty than a given threshold and use the remaining trustworthy examples to evaluate the model performance based on classification error, which indicates the risk of fault diagnosis.
- Establish the relationship between the risk and the data coverage.
The risk-coverage curve provides a practical way to trace the impact of the uncertainty threshold without any knowledge of the OOD dataset. Given a specific risk level, the corresponding data coverage and uncertainty threshold can be determined for an uncertainty measure. As such, the risk level can be treated as a hyperparameter to tune the uncertainty threshold, which makes it comparable across different uncertainty measures. Particularly, there are two possible scenarios:

- With a large uncertainty threshold, most of the examples are considered trustworthy for evaluating the model performance and hence a high data coverage. However, such examples have relatively large uncertainty, and adding more such examples would further degrade the model performance and, in turn, increase the predictive risk (i.e., high-risk level).
- Given a small uncertainty threshold, only a small number of examples are trustworthy for evaluating the model performance and hence a low coverage. Such examples have small uncertainty and hence the model is more confident in the predictions with better accuracy and, in turn, in reducing the predictive risk (i.e., low-risk level).

Although the risk level above mainly captures the risk of fault diagnosis on the in-distribution dataset, it can also implicitly reflect the risk of OOD detection because a large uncertainty threshold can not only increase the risk of fault diagnosis but also raise the possibility of classifying more OOD data as in-distribution and hence increasing the risk of OOD detection. As such, the risk level can be viewed as a measure of overall risk in both fault diagnosis and OOD detection.
4. CASE STUDY

This section demonstrates the proposed framework using the bearing dataset released by Ottawa University. Section 4.1 provides a brief description of the bearing dataset. Section 4.2 presents the data preparation and model development. Section 4.3 discusses the results using mixed datasets of the in-distribution dataset and three OOD datasets due to randomly generated data, unseen fault mode, and common sensor faults, respectively. We examine the effectiveness of four uncertainty measures in OOD detection and present a sensitivity analysis of model performance under varying uncertainty thresholds to demonstrate the effectiveness of the proposed framework. The model was developed using Python v3.6 [79], TensorFlow v1.13 [80], and TensorFlow Probability v0.6 [81] on a desktop with Intel Core i7 6700 CPU and 32 GB DDR4 RAM.

4.1. Problem and Data Description

The Ottawa bearing dataset records the evolution of bearing conditions under time-varying rotational speed conditions and was released by Huang and Baddourat at the University of Ottawa [82, 83]. The bearing has five possible working conditions depending on its fault location: (i) healthy without any defect, (ii) faulty with an inner race defect, (iii) faulty with an outer race defect, (iv) faulty with a ball defect, and (v) faulty with combined defects of the former three locations. The bearing was tested under four different settings of rotational speed: increasing speed, decreasing speed, increasing then decreasing speed, and decreasing then increasing speed. Hence, there are 20 different experimental settings, each of which was replicated 3 times to ensure data authenticity.

The rotational speed data is measured by an encoder with 1,024 cycles per revolution. The vibration data is measured by an accelerometer with a sampling frequency of 200,000 Hz. Note that only the vibration measurement is of interest in this paper regardless of the impacts of rotational speed. As such, the working condition of each experimental replication is captured by vibration data with a sampling duration of 10 seconds. This leads to 60 vibration datasets and each dataset has 2,000,000 data points. Table 2 displays the index of the dataset regarding the replication number given specific rotational speed conditions and health conditions.
| Index | Working conditions | Operating conditions |
|-------|--------------------|----------------------|
|       | Description        | Increasing speed     | Decreasing speed | Increasing then decreasing speed | Decreasing then increasing speed |
| 0     | Healthy mode       | H-A-1; H-A-2; H-A-3 | H-B-1; H-B-2; H-B-3 | H-C-1; H-C-2; H-C-3 | H-D-1; H-D-2; H-D-3 |
| 1     | Fault mode (Inner race defect) | I-A-1; I-A-2; I-A-3 | I-B-1; I-B-2; I-B-3 | I-C-1; I-C-2; I-C-3 | I-D-1; I-D-2; I-D-3 |
| 2     | Fault mode (Outer race defect) | O-A-1; O-A-2; O-A-3 | O-B-1; O-B-2; O-B-3 | O-C-1; O-C-2; O-C-3 | O-D-1; O-D-2; O-D-3 |
| 3     | Fault mode (Ball defect) | B-A-1; B-A-2; B-A-3 | B-B-1; B-B-2; B-B-3 | B-C-1; B-C-2; B-C-3 | B-D-1; B-D-2; B-D-3 |
| 4     | Fault mode (Combined defects on the inner race, the outer race and a ball) | C-A-1; C-A-2; C-A-3 | C-B-1; C-B-2; C-B-3 | C-C-1; C-C-2; C-C-3 | C-D-1; C-D-2; C-D-3 |

4.2. Data Preparation and Model Development

4.2.1. Data Preparation

The vibration dataset is segmented every 1,024 data points which results in 23,436 segments for each experimental replication. Then, we transform each segment into a spectrogram by the Short-Time Fourier Transform (STFT) with the Hanning window and window length as 6. As illustrated in Figure 5, the time duration of a segment is 0.00512 seconds, and its time-frequency representation is a 33x33 image. Ultimately, the vibration dataset of each experiment replication is transformed into a batch of images of shape [23436, 33, 33, 1]. The pixel value of each image is scaled into the range [-1, 1]. The data labels are one-hot encoded using a four-element binary vector.
Figure 5: Transform a segment of vibration dataset into an image using the Short-Time Fourier Transform.

Suppose we only know the health mode and the fault modes regarding the inner race defect, outer race defect, and combined defects. Hence, we only have access to the dataset regarding the healthy mode and the three known fault modes for training, 70% of which is used for the training dataset and the rest for the test dataset. Then, we further split the training dataset into validation and training datasets in a ratio of 70:30. All those training, validation, and test datasets follow the same distribution and are referred to as the in-distribution dataset, where the number of examples is well balanced across the working conditions as shown in Table 3. The test dataset with 28,124 examples is held out and used as the in-distribution dataset. The entire dataset regarding ball defects is held out as one type of OOD dataset with 23,436 examples.

Table 3. The number of examples in each working condition of the training, validation, and test datasets.

| Index of working condition | Number of examples in the training dataset | Number of examples in the validation dataset | Number of examples in the test dataset |
|----------------------------|-------------------------------------------|---------------------------------------------|----------------------------------------|
| 0                          | 11,504                                    | 4,901                                       | 7,031                                  |
| 1                          | 11,461                                    | 4,944                                       | 7,031                                  |
| 2                          | 11,510                                    | 4,895                                       | 7,031                                  |
| 4                          | 11,459                                    | 4,946                                       | 7,031                                  |
4.2.2. Network and Training Configuration

The PBCNN is configured using the same architecture in the Frequentist CNN (FCNN) models but extending the Frequentist convolutional layer and dense layers based on the Flipout method, namely convFlipout layer, and denseFlipout layer. Specifically, the PBCNN architecture consists of three stages. The first stage has two convFlipout layers of 32 feature maps with dimensions $3 \times 3$, followed by a pooling layer of 32 feature maps with dimensions $2 \times 2$; the second stage has two convFlipout layers of 64 feature maps with dimension $3 \times 3$, followed by a pooling layer of 64 feature maps with dimensions $2 \times 2$. In the third stage, there are three layers: two denseFlipout layers of 100 features each and a denseFlipout layer of four features to parametrize the one-hot categorical distribution regarding four classes. The prior in the PBCNN is a mean-field Gaussian distribution with a mean 0 and standard deviation of 1. Once the model is well trained, 100 samples are drawn through forwarding passes to estimate the probability of fault classes with uncertainty. The number of training epochs is 100 using the Adam optimization algorithm with a learning rate of $1 \times 10^{-3}$.

Figure 6: Distribution of predictive uncertainty based on the validation dataset.
4.2.3. Uncertainty Threshold based on the Validation Dataset

The uncertainty threshold is specified based on the validation dataset, which has a distribution of predictive uncertainty as summarized in Figure 6. It is expected that most uncertainty measures are close to zero, and the distribution of the uncertainty measures is positively skewed. This provides the basis to construct risk-coverage curves for each of the four uncertainty measures, as shown in Figure 7. As expected, adding more examples with large uncertainty would raise the risk level of fault diagnosis. Additionally, the risk-coverage curves for total standard deviation and class-wise standard deviation are nearly identical. At the same risk level, the risk-coverage curves for the predictive entropy and class-wise range indicate better and worse data coverage, respectively, than the data coverage derived by the other two uncertainty measures.

![Risk-Coverage Curve](image)

Figure 7: The risk-coverage curve associated with the four types of uncertainty measures.

Suppose the risk level desired by the application is a classification error smaller than 0.03, as illustrated in Figure 7. The threshold value can be specified as 1.005, 0.253, 0.179, and 0.792, for the predictive entropy, total standard deviation, class-wise standard deviation, and class-wise range, respectively. Hence, one can trust the model only in examples where the uncertainty is less than the corresponding threshold. This provides the tools to detect the OOD dataset and low-confidence in-distribution dataset. Furthermore, we also present a sensitivity analysis of the model performance under varying uncertainty thresholds of each uncertainty measure. Table 4 displays the threshold for all four uncertainty measures under 7 different risk levels.
Table 4: Uncertainty threshold of the four uncertainty measures for the sensitivity analysis of risk level.

| Uncertainty Measure       | Risk Level |
|---------------------------|------------|
|                           | 0.005      | 0.01  | 0.015 | 0.02  | 0.025 | 0.03  | 0.035 |
| Predictive entropy        | 0.325      | 0.565 | 0.730 | 0.869 | 0.954 | 1.005 | 1.043 |
| Total standard deviation  | 0.068      | 0.137 | 0.178 | 0.208 | 0.231 | 0.253 | 0.282 |
| Class-Wise standard deviation | 0.049  | 0.098 | 0.127 | 0.149 | 0.164 | 0.179 | 0.200 |
| Class-Wise range deviation | 0.270    | 0.494 | 0.611 | 0.687 | 0.738 | 0.792 | 0.849 |

4.3. Results and Discussions

This section examines the model performance in dealing with a mix of the in-distribution dataset and some OOD datasets to mimic the real-field applications. Particularly, the model performance is examined in the three mixed datasets as follows:

- A mix of irrelevant data that is randomly generated through the uniform distribution.
- A mix of data regarding an unknown fault mode that is the ball-defect dataset.
- A mix of data corrupted by four common sensor faults including bias fault, drift fault, scaling fault, and precision degradation, respectively.

4.3.1. A Mix of Irrelevant Data

This section demonstrates the performance of PBCNN in handling the OOD dataset that is far different from the in-distribution dataset, referred to as the irrelevant dataset. Particularly, we craft the irrelevant dataset of shape [33, 33, 1] by randomly generating its pixel value using the uniform distribution within the range [-1, 1]. The model performance is validated based on a mix of the in-distribution test dataset and the irrelevant dataset consisting of 28,123 irrelevant examples as equivalent to the number of examples in the in-distribution dataset.
Figure 8: Usage of Frequentist convolutional neural network (CNN) and probabilistic Bayesian CNN for the prediction of an irrelevant example.

To illustrate the unique advantage of PBCNN against FCNN, we present an example of irrelevant data in Figure 8. Some important insights are summarized below:

- FCNN is a deterministic model and can only yield a point estimate of the probability associated with each working condition. However, PBCNN can convey the uncertainty of the probability regarding each working condition, which is visualized using a violin plot.
- FCNN cannot recognize such irrelevant data and yield wrong predictions as any one of the known classes defined through the model training. Given an example of irrelevant data, FCNN tends to provide a high confident prediction (i.e., 1.00) of Class 4. This demonstrates the susceptibility of FCNN in dealing with the OOD dataset, and hence FCNN cannot be trusted in safety-critical applications.
- PBCNN provides a large predictive uncertainty for the probability regarding each working condition. This means the PBCNN model is not confident in its predictions. Hence, the data is flagged as unknown and can be directed to a human expert for further analysis. This shows the advantage of PBCNN in dealing with irrelevant data. Particularly, the predictive entropy, total standard deviation, class-wise standard deviation, and class-wise range are 1.814, 0.837, 0.474, and 1.00, respectively.
Indeed, random effects exist through data generation and model evaluation. Figure 9 presents the distribution of predictive uncertainty over the entire mixed dataset by comparison between in-distribution and OOD due to the irrelevant dataset. Overall, the OOD dataset has higher predictive uncertainty than the in-distribution dataset. Note that:

- There is a clear difference in the predictive uncertainty between the in-distribution and the OOD dataset for all four uncertainty measures. Hence, setting an appropriate threshold can efficiently distinguish the in-distribution dataset and the irrelevant dataset caused by random number generation.
- It seems that predictive entropy, total standard deviation, and class-wise standard deviation would be generally better than class-wise range because the distance of the predictive uncertainty distribution between in-distribution and out-of-distribution is relatively larger.
The performance of the four uncertainty measures in the OOD detection is further examined by their ROC curves in Figure 10. The ROC curve for a random classifier is also shown as a baseline. All four ROC curves are close to the top-left corner and indicate the good performance of all uncertainty measures. Specifically, the AUROC for the predictive entropy, total standard deviation, class-wise standard deviation, and class-wise range are 0.999, 0.999, 0.999, and 0.994, respectively. This corroborates our observations in Figure 9 that the performance of the class-wise range is not as good as the other three uncertainty measures.
We further assess the performance of the proposed framework in OOD detection and fault diagnosis. Particularly, we present a sensitivity analysis of the model performance under varying risk levels or uncertainty thresholds as shown in Table 4. The results are summarized in Figure 11, in which the first row shows the performance of OOD detection, and the second row shows the performance of fault diagnosis:

- Considering the FPR in OOD detection, all four uncertainty measures show a zero FPR and hence correctly identifies all irrelevant examples at all 7 risk levels.
- In fault diagnosis, the performance of total standard deviation and class-wise standard deviation, and class-wise range is close. The predictive entropy is poorer than the other three uncertainty measures because of its lower micro-average Precision at all seven risk levels.
- As discussed in Sections 3.3.1 and 3.3.2, both the TPR of OOD detection and the micro-average Recall of fault diagnosis is only dependent on the risk level and the in-distribution dataset. Hence, the TPR and micro-average Recall are calculated, regardless of the OOD...
dataset, and remain the same in Sections 4.3.2 and 4.3.3. Specifically, predictive entropy shows a better TPR; total standard deviation and class-wise standard deviation have nearly the same TPR; class-wise range shows the lowest TPR. Additionally, the micro-average Recall of all four uncertainty measures is quite close.

- With the risk level increasing, the performance of fault diagnosis would be compromised by decreasing micro-average Precision, Recall, and F-Measure, which corroborates our claim in Section 3.3.3.

### 4.3.2. A Mix of Unknown Fault Mode

Here we examine the model performance based on the OOD dataset attributed to an unknown fault mode (i.e., ball defect). Figure 12 shows the time-frequency representation of an example of ball defects and the corresponding prediction based on FCNN and PBCNN. Specifically, FCNN would misclassify the example as Class 0 with high confidence. PBCNN would provide a high predictive uncertainty and hence flag the example as unknown for human intervention.

![Figure 12: Usage of Frequentist convolutional neural network (CNN) and probabilistic Bayesian CNN for the prediction of an example of unknown fault mode.](image)

Considering the random effects through data features and model evaluation, we examine the distribution of predictive uncertainty for the entire mixed dataset of unknown fault mode in Figure 13. Although most OOD examples have higher predictive uncertainty than in-distribution examples, a high degree of overlap underlies the difficulties in distinguishing the OOD dataset of unknown fault mode, which is discussed in the following sections.
Figure 13: Comparison of the distributions of predictive uncertainty between in-distribution and out-of-distribution datasets due to random noise.

The effectiveness of uncertainty measures in OOD detection is examined by the ROC curves in Figure 14. All uncertainty measures perform well since the ROC curves are all close to the top-left corner. The AUROC for the predictive entropy, total standard deviation, class-wise standard deviation, and class-wise range are 0.895, 0.877, 0.877, and 0.865, respectively. The ROC curves of total standard deviation and class-wise standard deviation almost overlap and hence have nearly the same AUROC. The predictive entropy shows the highest AUROC and the class-wise range has the lowest AUROC. Note that the AUROC values of the four uncertainty measures are similar.
Figure 14: ROC curve for the four uncertainty measures in detecting OOD dataset caused by unknown fault mode.

The results of model performance are displayed in Figure 15, based on the sensitivity analysis of the four uncertainty measures under varying risk levels. As emphasized in 4.3.1, both the TPR and the micro-average Recall are the same as those in Figure 14, regardless of the OOD dataset. Some important insights are discussed below:

- Considering FPR, micro-average Precision and F-Measure, the class-wise range performs the best in both OOD detection and fault diagnosis; the predictive entropy, total standard deviation, and class-wise standard deviation perform similarly.
- It can be noted that the predictive entropy would outperform at a risk level beyond 0.025. This shows that the performance of uncertainty measures would also vary depending on the desired risk level in the specific application.
- When compared to the OOD detection regarding irrelevant dataset, OOD detection of the unknown fault mode becomes more difficult, and further, deteriorates the performance of fault diagnosis.
- As discussed in Section 3.3.3, a higher risk level indicates a worse performance in OOD detection and fault diagnosis, as reflected by the reduced FPR, micro-average Precision and F-Measure.
- Overall, the class-wise range can be recommended given a low-risk tolerance but with slightly compromised TPR; predictive entropy would be used with a higher tolerance for risk.
Figure 15: Model performance of four uncertainty measures in OOD detection and fault diagnosis for a mix of unknown fault mode under varying risk levels.

4.3.3. A Mix of Sensor Faults

This section examines the model performance in dealing with data corrupted by four common sensor faults [24, 84, 85] bias fault, drifting fault, scaling fault, and precision degradation. In particular, we simulate the fault data by injecting sensor faults into the in-distribution dataset. Note that a sensor fault is assumed to be initiated at the start of a segment. The detailed simulation of a sensor fault is summarized below:

- Bias fault is injected as an offset into a segment of the vibration measurement. The degree of bias $\tau_b$ is specified as a percentage of the peak-to-peak value 0.0753, which is calculated over all segments of the in-distribution dataset. We also introduce Gaussian noise into the bias factor $\tau_b$, with a signal-to-noise ratio (SNR) of 5 dB.
- Drift fault is injected into each segment of the vibration measurement by introducing a linear growing trend. This is specified by a constant drift slope $\tau_d$, which is randomized by Gaussian noise with a SNR of 5 dB.
• Scaling fault is injected by scaling a segment of the vibration measurement. The degree of scaling is specified by a scaling factor \( \tau_s \). Gaussian noise is also introduced to \( \tau_s \) with a SNR of 5 dB.

• Precision degradation is injected by adding Gaussian noise with zero mean and standard deviation \( \tau_p \) as a percentage of the peak-to-peak value. This mimics the behavior of increasing variance due to the precision degradation of a sensor.

Figure 16: Illustration of fault signal under four common sensor faults including bias, drift, scaling, and precision degradation.

For illustration purposes, we simulate the fault data by setting the parameters as \( \tau_b = 0.5 \), \( \tau_d = 8 \), \( \tau_s = 3 \) and \( \tau_p = 1 \). An example of the fault data is illustrated in Figure 16. When compared to the nominal sensor measurement, the y-axis value shows a positive offset in the bias fault data; the drift fault data has a linear increasing trend overall; the y-axis value is amplified in the scaling fault data; the precision degradation data has a larger variance. The fault data are then preprocessed and utilized to evaluate the model performance. Figure 17 shows the time-frequency representation of each fault data and their corresponding prediction by FCNN and PBCNN. It is expected that FCNN cannot recognize the corrupted signals and provides overconfident predictions. However, PBCNN reflects large predictive uncertainty in all fault data, indicating that the PBCNN can capture the data corrupted by the four types of sensor faults.
Figure 17: Usage of Frequentist convolutional neural network (CNN) and probabilistic Bayesian CNN for the prediction of the data corrupted by four sensor faults.
We follow the same analysis in Sections 4.3.1 and 4.3.2 to evaluate the performance of the four uncertainty measures in OOD detection. Due to space limitation, the distributions of predictive uncertainty for the four sensor faults are reported in the Appendix. Figure 18 presents the ROC curves for the uncertainty measures in detecting the four sensor faults. The corresponding AUROC results are summarized in Table 5. Some important insights are discussed below:

- All the ROC curves are close to the top-left corner and indicate good performance in detecting sensor faults.
- The sensitivity of the OOD detection varies across different types of sensor faults. Note that the model performs the best in detecting precision degradation, followed by the bias fault, drift fault, and scaling fault.
- Given any type of sensor fault, the performances of uncertainty measures are also different. Specifically, total standard deviation and class-wise standard deviation perform closely; Class-wise range performs the best except a slightly lower AUROC in detecting precision degradation; Predictive entropy is the least effective measure in detecting sensor faults.

### Table 5: AUROC of the four uncertainty measures in detection of the four sensor faults.

| Uncertainty Measure \ Sensor Fault | Bias Fault | Drift Fault | Scaling Fault | Precision Degradation |
|-----------------------------------|------------|-------------|---------------|-----------------------|
| Predictive entropy                | 0.905      | 0.862       | 0.823         | 0.999                 |
| Total standard deviation          | 0.950      | 0.908       | 0.896         | 0.999                 |
| Class-wise standard deviation     | 0.950      | 0.908       | 0.896         | 0.999                 |
| Class-wise range                  | 0.953      | 0.915       | 0.907         | 0.994                 |

The model performance in OOD detection and fault diagnosis of each sensor fault is also examined by the sensitivity analysis of the uncertainty thresholds corresponding to the 7 risk levels in Table 4. The results are summarized in Figure 19, in which the first column reports the FPR, the second column reports the micro-average Precision, and the third column shows the micro-average F-Measure. Note that the TPR and micro-average Recall are not affected by the type of OOD dataset and remain the same as Sections 4.3.1 and 4.3.2. For the sake of completeness, we report a complete set of metrics regarding each sensor fault in the Appendix. The important insights are summarized below:

- Given any type of fault, the performance ranking of the uncertainty measures is consistent. Specifically, the class-wise range behaves the best, followed by the class-wise standard deviation, total standard deviation, and predictive entropy. Additionally, it is noticed that class-wise range can perform much better than the total standard deviation and class-wise standard deviation.
• Regardless of the uncertainty measure adopted, the model sensitivity is the highest in detecting precision degradation, followed by bias fault, drift fault, and scaling fault.
• Overall, class-wise standard deviation and total standard deviation perform closely, which is consistent with the aforementioned observations. Predictive entropy performs the worst and the class-wise range is the best in OOD detection and fault diagnosis when dealing with sensor faults.
• It is expected that an increased risk level leads to deteriorating performance in both OOD detection and fault diagnosis.
• In light of the recommendations in Section 4.3.1 and 4.3.2, the class-wise range is the most recommended to achieve a balance in handling all the three different OOD datasets.

Figure 18: ROC curves for the four uncertainty measures in detecting the OOD dataset due to four sensor faults.
Figure 19: Model performance of four uncertainty measures in OOD detection and fault diagnosis under varying risk levels for a mix of four common sensor faults, respectively.
5. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we proposed an uncertainty-informed framework to diagnose faults and also detect the OOD dataset by leveraging the predictive uncertainty conveyed by the probabilistic Bayesian convolutional neural network (CNN) considering both epistemic and aleatory uncertainties. This leads to trustworthy fault diagnosis and avoids erroneous decision-making in safety-critical applications by flagging not only the OOD dataset but also the in-distribution dataset with low confidence.

We also demonstrated the application of the proposed framework by the use of an open-access bearing dataset. Particularly, a numerical experiment was designed to examine the model performance involving a mix of the in-distribution dataset and three OOD datasets caused by random number generation, unknown fault model, and four common sensor faults including bias fault, drift fault, scaling fault, and precision degradation. Moreover, it resulted in an extensive evaluation and the model performance according to the TPR and FPR in OOD detection, the micro-average Precision, Recall and F-Measure in fault diagnosis; and on the effectiveness of four uncertainty measures including predictive entropy, total standard deviation, class-wise standard deviation, and class-wise range. The results indicated that the performance of uncertainty measures would vary depending on the type of OOD dataset and the level of risk tolerance. Overall, the class-wise range can be recommended in achieving a balance in terms of performance in OOD detection and fault diagnosis. Moreover, the performance of the total standard deviation and the class-wise standard deviation was close.

The results demonstrated that the proposed framework performs satisfactorily in both OOD detection and fault diagnosis. Future work could encompass benchmarking of both the model performance and computational efficiency using different methods to quantify the uncertainty of deep learning models for fault diagnosis and prognostics such as deep ensemble learning and evidential deep learning; developing more effective mechanisms for characterizing the predictive uncertainty to improve the model performance; conducting more empirical evaluation on the model performance on other types of sensor faults, and the various degree of sensor fault severity.
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APPENDIX

A.1. Bias Fault.

Figure A.1: Comparison of the distributions of predictive uncertainty between in-distribution and out-of-distribution datasets due to bias fault.
Figure A.2: Model performance of four uncertainty measures in OOD detection and fault diagnosis for a mix of bias fault under varying risk levels.
A.2. Drift Fault.

Figure A.3: Comparison of the distributions of predictive uncertainty between in-distribution and out-of-distribution datasets due to drift fault.
Figure A.4: Model performance of four uncertainty measures in OOD detection and fault diagnosis for a mix of drift fault under varying risk levels.
A.3. Scaling Fault.

Figure A.5: Comparison of the distributions of predictive uncertainty between in-distribution and out-of-distribution datasets due to scaling fault.
Figure A.6: Model performance of four uncertainty measures in OOD detection and fault diagnosis for a mix of scaling fault under varying risk levels.
A.4. Precision Degradation.

Figure A.7: Comparison of the distributions of predictive uncertainty between in-distribution and out-of-distribution datasets due to precision degradation.
Figure A.8: Model performance of four uncertainty measures in OOD detection and fault diagnosis for a mix of precision degradation under varying risk levels.