Spin-selective Peierls transition in interacting one-dimensional conductors with spin-orbit interaction

Bernd Braunecker,1 George I. Japaridze,2,3 Jelena Klinovaja,1 and Daniel Loss1
1Department of Physics, University of Basel, Klingelbergstrasse 82, 4056 Basel, Switzerland
2Andronikashvili Institute of Physics, Tamarashvili 6, 0177 Tbilisi, Georgia
3Ilia State University, Cholokashvili Ave. 3-5, 0162 Tbilisi, Georgia

(Received 7 July 2010; published 29 July 2010)

Interacting one-dimensional conductors with Rashba spin-orbit coupling are shown to exhibit a spin-selective Peierls-type transition into a mixed spin-density-wave-state. The transition leads to a gap for one-half of the conducting modes, which is strongly enhanced by electron-electron interactions. The other half of the modes remains in a strongly renormalized gapless state and conducts opposite spins in opposite directions, thus providing a perfect spin filter. The transition is driven by magnetic field and by spin-orbit interactions. As an example we show for semiconducting quantum wires and carbon nanotubes that the gap induced by weak magnetic fields or intrinsic spin-orbit interactions can get renormalized by 1 order of magnitude up to 10–30 K.
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I. INTRODUCTION

Electron-electron (e-e) interactions play a central role in determining the physical properties of low-dimensional electron conductors. They lead to interesting correlated-electron physics but also provide a handle to design systems with specific properties that cannot be reached with noninteracting particles. In this paper we focus on one-dimensional (1D) electron conductors with strong spin-orbit interaction (SOI). Such systems have spin-split bands with generally a crossing of two bands with opposite spin projection. Through an external magnetic field or intrinsic SOI the degeneracy at the crossing point can be lifted and a gap $\Delta$ opens. We show in this paper that in this situation e-e interactions play a crucial role, which has not been investigated so far. The interactions lead to a substantial enhancement of the gap and strongly modify the nature of the remaining conducting modes. Underlying the strong response to interactions is the instability of any 1D conductor to the formation of charge- and spin-density waves. A spatially modulated potential can make this instability dominant and drive the system into an ordered density-wave phase, known as the electronic Peierls transition. We show below that the renormalization of $\Delta$ can be identified with a Peierls-type transition depending on spin and chirality, affecting only one-half of the conducting modes but both spin components. For short, we refer to it as spin-selective Peierls transition.

A sketch of the conductor is shown in Fig. 1. The main effect of SOI is illustrated in Fig. 2 and consists in a spin-dependent shift of the electron dispersion by a momentum $\sigma k_{so}$, where $\sigma=\uparrow,\downarrow=\pm,\pm$ is the spin polarization along an axis $\mathbf{\eta}$ determined by the SOI. A uniform magnetic field perpendicular to $\mathbf{\eta}$ opens the gap $\Delta$ at the band crossing point at $k=0$. It was shown in previous work1–6 that this leads to a reduced conductance and remaining spin-filtered conducting states. This effect was very recently observed in high-mobility GaAs/AlGaAs hole quantum wires.

We show here that e-e interactions substantially modify the physics within this gap. Indeed, tuning the chemical potential $\mu$ to the middle of $\Delta$ leads to the commensurability condition $k_F=k_{so}$ (with $k_F$ the Fermi momentum) at which the e-e interactions have remarkable consequences. They enhance $\Delta$ and for strong e-e interactions an enhancement by more than an order of magnitude is possible. As an immediate consequence, the spin filter effect is stabilized, removing the need of fine-tuning external parameters such as chemical potential and magnetic field. We show below that this renormalization can be mapped onto a Peierls-type mechanism. The interactions also modify the right-(R) and left-(L) moving modes with momenta close to $\pm 2k_F$, which remain in a spin-filtered conducting state, but form a strongly renormalized electron liquid. Furthermore, we show that the same transition can be achieved without SOI through a spiral magnetic field as obtained, for instance, by placing nanomagnets near the conductor, or by the Overhauser field generated by nuclear spins through a self-ordering feedback mechanism due to their interaction with electrons.8,9 For systems with SOI, a spiral magnetic field with wave number $2(k_F-k_{so})$ can also be used to obtain the renormalized gap at higher electron densities $k_F>k_{so}$.

II. MAIN PHYSICS

To show the crucial importance of e-e interactions, let us consider a generic model for the 1D conductor, described by the Hamiltonian $H=H_{el}+H_{so}+H_\Delta$, where

$$H_{el} = \sum_\sigma \int dr \psi_\sigma^*(r) \left(-\frac{i\hbar \delta_r}{2m} + U\right) \psi_\sigma(r)$$

is the electron Hamiltonian

$$H_{so} = \sum_{\sigma\sigma'} \int dr \langle \psi_\sigma^*(r) (\mathbf{\eta} \cdot \mathbf{\sigma})_{\sigma\sigma'} \psi_{\sigma'}(r) \rangle$$

is the SOI, and

$$H_\Delta = -\sum_{\sigma\sigma'} \int dr \psi_\sigma^*(r) \left((-\frac{i\hbar \delta_r}{2m})^2 + U\right) \psi_{\sigma'}(r)$$

is the SOI, and
describes the gap. In these Hamiltonians ψ_{\sigma}(r) is the electron operator for spin \( \sigma \) at position \( r \), \( m \) is the band mass, \( U \) is a general e-e interaction term, and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) is the vector formed by the Pauli matrices. The vector \( \mathbf{n} \) determines the amplitude and direction of the SOI and depends on the material and confinement of the 1D system (for instance, for Rashba SOI it is usually perpendicular to the wire axis). We choose the spin \( z \) direction such that \( \mathbf{n} = \mathbf{r} \). The gap \( \Delta \) is typically created by a uniform magnetic field \( B_z \) applied perpendicular to \( \mathbf{n} \) along the spin \( x \) direction but it can appear also through intrinsic SOI as in carbon nanotubes\(^{10,11} \) (see discussion in Sec. IV). In the case of magnetic field, \( \Delta = B_z g \mu_B / 2 \), with \( g \) the Landé g-factor and \( \mu_B \) the Bohr magneton. Further SOI and orbital coupling to the magnetic field may be included without changing the described physics.

In the absence of e-e interactions (\( U = 0 \)) the electron dispersion can easily be calculated and is shown in Fig. 2 without (dashed lines) and with (solid lines) the gap. The main effect of the SOI is a spin-dependent shift of the single-particle dispersions by momentum \( k_{so} = m \mathbf{n} / \hbar \). The spin-flip scattering of Eq. (3) opens the gap \( \Delta \) at \( k = 0 \).

The opening of this gap is equivalent to a Peierls transition. The latter refers to the formation of an electron density wave in a 1D electron system in the presence of an external potential with a spatial periodicity commensurate with \( 2k_F \). Scattering on this potential with momentum transfer \( \pm 2k_F \) leads to mixing between the modes with momenta close to \( \pm k_F \) and turns the system into an insulator (see Fig. 3). An equivalent situation is obtained in the present system by considering the spin-dependent gauge transformation \( \psi_{\sigma}(r) \rightarrow e^{i\lambda k_{so} \mathbf{n}} \psi_{\sigma}(r) \), which eliminates the \( \sigma k_{so} \) shifts such that \( H_0 + H_{so} \rightarrow H_0 \) (see Fig. 4). The uniform \( \Delta \), however, turns into the spiral field, \( \Delta(r) = \Delta \cos(2k_{so} r) \mathbf{x} - \sin(2k_{so} r) \mathbf{y} \), fully equivalent to a spiral magnetic field in a system without SOI, where \( \mathbf{x}, \mathbf{y} \) are the unit vectors in the spin \( x, y \) directions. At commensurability \( k_F = k_{so} \) this spiral plays the same role as the periodic potential for the regular Peierls instability. Yet it is spin selective because the helicity breaks the symmetry between the spin directions and so the gap \( \Delta \) opens only between the modes \( L \uparrow \) and \( L \downarrow \).

This identification with a Peierls-type mechanism tells us that e-e interactions substantially enhance \( \Delta \). We first visualize this with a simple mean-field picture, equivalent to the Stoner argument, and give quantitative results afterward. Let us assume that \( \Delta \) is caused by a uniform field \( B_z \). This causes a paramagnetic partial spin polarization \( \langle S_z \rangle \) by the relation \( \langle S_z \rangle = -\chi B_z \) with \( \chi > 0 \) a susceptibility. We assume for illustration that the e-e interactions can be represented by a simple interaction density of the type \( U_{\mu,\nu} \rho_{\sigma',\sigma} \), where \( \rho_{\sigma} \) is the density of \( \sigma \) electrons. Important is the mean-field exchange coupling \( -4U \langle S_\mu \rangle S_\nu \) (using \( \langle S_{\mu,\nu} \rangle = 0 \) with \( S_{x,y,z} \) the components of the electron spin density. This exchange term acts as an effective magnetic field and leads to \( \langle S_z \rangle = -\chi [B_z - 4U \langle S_z \rangle] = -\chi B_z / [1 - 4\chi U] \) and so to the renormalized gap \( \Delta^* = \Delta / (1 - 4\chi U) \).

While this mean-field argument qualitatively shows that e-e interactions can strongly enhance \( \Delta \), it is quantitatively inaccurate for 1D systems where the physics is dominated by fluctuations. To overcome this limitation we use the Luttinger liquid (LL) theory.\(^{12} \) Much attention was given recently to the connection between LL and SOI physics,\(^{13-26} \)
yet the addressed regimes are far from the regime considered in this work, and the resulting physics is different. The LL theory is exact for a linear electron dispersion, and band curvature can lead to modified physics.\textsuperscript{27–29} However, since the instability to density wave order is inherent in any 1D conductor, we expect that the Peierls-type renormalization persists for general situations, and we use the LL theory for quantitative predictions.

The physics of a LL in a spiral magnetic field was studied in detail in Refs. 8 and 9, where it was shown that a Hamiltonian of the type of Eq. (3) can be written as

\begin{equation}
H_S = -\int dr \frac{\Delta}{\pi a} \left[ \cos[\phi_{R} + \phi_{L}] + 2(k_{so} - k_F)r \right] + \cos[\phi_{R} + \phi_{L} + 2(k_{so} + k_F)r],
\end{equation}

where \( a \) is the lattice constant and \( \phi_{\ell} \) for \( \ell = L, R \) are boson fields such that \( \partial_t \phi_{\ell} \) describe electron density fluctuations about the four Fermi points of the branches labeled in Fig. 2 (dashed lines). In terms of the standard boson fields\textsuperscript{12} for charge (\( \phi_{C} \)) and spin fluctuations (\( \phi_{L} \)) we have \( \phi_{R} + \phi_{L} = 2\phi_{C} \). The first cosine term in Eq. (4) describes the hybridization between the two crossing branches. At \( k_F = k_{so} \) it becomes nonscattering and relevant in the renormalization-group (RG) sense. The second cosine, expressing scattering between the \( R \) and \( L \) branches at \( \pm 2k_F \), then strongly oscillates (irrelevant for the RG) and can be neglected for systems of length \( L \approx \pi/4k_F \). The e-e interactions strongly enhance the amplitude of the relevant term and it was shown in Refs. 8 and 9 that the resulting renormalized gap is given by

\begin{equation}
\Delta^* = \Delta (\xi/a)^{1-\kappa}
\end{equation}

with \( \kappa = (K_{c} + K_{c}^{-1})/2 \) and \( \xi \) the correlation length of the gapped modes. Here \( K_{c} \) are the LL parameters for charge and spin fluctuations, which fully encode the interaction \( U \).\textsuperscript{12} For a noninteracting system \( K_{c} = K_{c} = 1 \) and \( \Delta^* = \Delta \). Repulsive e-e interactions lead to \( 0 < K_{c} < 1 \). In the absence of spin SU(2) breaking interactions other than Eq. (2) we have \( K_{c} = 1 \). Otherwise \( K_{c} \neq 1 \), and the interplay with the SOI can lead to interesting spin-density-wave phases.\textsuperscript{20,22,23} At commensurability \( k_{so} = k_F \), however, the nonscattering term in Eq. (4) is much more relevant and we can neglect such processes. For an infinite system at zero temperature \( \xi \) is given by \( \xi = \xi_{c} = (\pi \hbar v_F/\Delta a)^{1/2} \) with \( v_F \) the slope of the dispersion at \( k_F = k_{so} \). In a realistic system \( \xi \) is furthermore limited by the system length \( L \) and the thermal length \( \lambda_T = \hbar v_F/k_B T \) (with \( k_B \) the Boltzmann constant) such that, with an order 1 uncertainty, \( \xi = \min(L, \lambda_T, \xi_{c}) \). For the experimentally available systems considered in Sec. IV we have \( \xi < \xi_{c} \) except at very low fields below some millitesla. The gap is stable upon a slight detuning \( \Delta k = k_F - k_{so} \) from commensurability as long as \( \xi \ll \pi/\Delta k \).\textsuperscript{12}

III. CONSEQUENCES

For temperatures \( k_B T < \Delta^* \) the combination \( \phi_{R} + \phi_{L} \) is pinned to a minimum of the relevant cosine term in Eq. (4). This leads to a spin polarization in \( x \) direction, which we estimate as \( \langle S_x \rangle \approx \langle \phi_{R} + \phi_{L} \rangle /2E_F = h v_F k_F/2 \). This is essentially the mean-field result from above (with \( \chi \sim 1/E_F \)) but with the corrected enhancement factor \( (\xi/a)^{1-\kappa} \). Since \( \xi \) depends on \( \Delta \) (except for very small \( \Delta \) where \( \xi \ll \xi_{c} \)) the response is generally nonlinear. Let \( M_{s} = (\mu_B g_{S}/2)\langle S_x \rangle \) be the magnetization of the system. For \( \Delta \approx B_x \) we find with \( \langle S_x \rangle \approx \Delta^* \approx g M_{s} \approx g^2 (\xi/a)^{1-\kappa} \). Hence we can interpret the enhancement also as a \( B_x \)-dependent g-factor renormalization, \( g \rightarrow g(\xi/a)^{(1-\kappa)/2} \), yet only for the gapped modes.

The ungapped modes \( L \) and \( R \) remain in a LL state describing the low-energy physics with strongly modified parameters. This can be captured by writing the corresponding electron operators as,\textsuperscript{9,12} \( \phi_{C} = e^{-i(\phi_{R})} \) and \( \phi_{L} = e^{i(\phi_{R})} \), where we have used \( \phi_{R} = \theta_{R} + \text{const} \). The LL theory is then described by the Hamiltonian\textsuperscript{9} \( H = \hbar v_F \langle d \tau / 2 \pi \rangle (K_{c}^{-1} (\partial_t \phi)^2 + K_{c} (\partial_t \phi)^2) \) with \( K = 2K_{c} (1 + K_{s} K_{c}) \) and \( v = v_F (K_{c}^{-1} + K_{s})/ (1 + K_{c} K_{s}) \). The
gapless modes preserve the $L\uparrow$ and $R\uparrow$ character, and the conductor acts as a perfect spin filter for injected electrons. Indeed, local charge fluctuations $\rho_c$ and spin current $j_s$ are identical, $\rho_c(r) = j_s(r) = \delta(\mathbf{r})/\pi$, showing that any charge fluctuation transports spin through the system. This also implies that backscattering without a spin flip is strongly suppressed, and that the system is stable against nonmagnetic backscatters such as impurities or disorder.

Replacing the uniform magnetic field $B_x$ by the spiral magnetic field $B_{sy}(r) = B_{sy}\cos(4k_{so}r)\hat{x} + \sin(4k_{so}r)\hat{y}$ (if feasible) exchanges the relevance of the cosine terms in Eq. (4) by switching $(k_{so} + k_F) \leftrightarrow (k_{so} - k_F)$. Consequently a gap opens for the modes at $k = \pm 2k_F$ while the modes at $k = 0$ remain unaffected. The wave packets for the $k = 0$ states extend over the whole system and we expect them to be only weakly affected by local scatterers such as impurities. More important are e-e interactions such as $k = 0$ umklapp scattering, which can lead to the opening of an additional gap, clearly distinguishable from $\Delta^*$ by its dependence on system properties.

Different spiral magnetic fields allow to obtain the gap $\Delta^*$ already at higher electron densities (position of $\mu^*$ in Fig. 2). If $k_F = k_{so} + \Delta k$, the application of $B_{sy}(r) = B_{sy}\cos(2\Delta k r)\hat{x} - \sin(2\Delta k r)\hat{y}$ eliminates the oscillation of the first cosine term in Eq. (4) and opens the gap. Since $k_{so} \neq 0$ the transition is obtained with a spiral field of longer wavelength than in the absence of SOI.

IV. EXPERIMENTAL REALIZATIONS

Candidates for this physics are InAs nanowires\textsuperscript{30,31} and AlGaAs quantum wires,\textsuperscript{7} where $\Delta$ is induced by $B_x$ or single-wall carbon nanotubes, where $\Delta$ appears intrinsically from SOI.\textsuperscript{10,11} The latter are interesting candidates as they can be produced at high purity and have strong e-e interactions.\textsuperscript{32–34} Importantly, the nanotube curvature induces intrinsic SOI,\textsuperscript{10,11} which leads to a gap at the band crossing of metallic nanotubes. However, due to the hollow nature of the nanotubes, the spin-dependent shift $k_{so}$ is absent. The latter can be induced by Rashba SOI with an electric field across the nanotube. Following Ref. 35, we estimate that a splitting such that a band structure as in Fig. 2 can be resolved requires an electric field on the order of 0.1–1 V/nm.\textsuperscript{36} The effect of a transverse electric field on the band structure was investigated with perturbation theory in Ref. 37. At such strong fields, however, the perturbative treatment must be replaced by a full incorporation into the Bloch theory. The final Dirac theory remains very similar and SOI has the same effect. In particular, there remains the intrinsic band gap on the order of $\Delta \approx 40$ $\mu$eV (tunable by tube radius).\textsuperscript{10,11} Using $a = 2.46$ Å, $K_c = 0.2$, and $K_s = 1$ (but SOI may further modify $K_s$, see also Ref. 26), we obtain $\Delta^* \approx 1$ meV, enhanced by about a factor 30. (Note that here in the same way as in Refs. 8 and 9 the spin-selective Peierls transition leads to an effective decoupling of the two valleys at the $K$ and $K'$ points, and the important LL parameter remains $K_s = 0.2$.)

In contrast, InAs nanowires have the spin shift $k_{so}$ but require a magnetic field to open the gap. For such wires it has been shown\textsuperscript{30,31} that a SOI length of $\lambda_{so} = 130$ nm can be obtained, corresponding to $k_{so} = 2\pi/\lambda_{so} = 5 \times 10^7$ m$^{-1}$. Similar numbers are found in InAs quantum wells, which have SOI strengths of $\eta = (0.6–4) \times 10^{-11}$ eV m corresponding to $k_{so} = 1.2 \times 10^7$ m$^{-1}$ (using $m = 0.040 m_e$, with $m_e$ the electron mass, $g = -9$, and a maximal $\eta$). Comparable values have also been reported for AlGaAs quantum wires,\textsuperscript{7} yet in the hole doped regime, which is not explicitly addressed with this theory. For such low densities it is reasonable to assume $K_s \approx 0.4$ and $K_c = 1$. With $a = 6.06$ Å we obtain the values shown in Fig. 5. Notably an enhancement by more than a factor 10 is achieved at low fields.

V. CONCLUSIONS

We have shown that in 1D conductors with SOI the gap $\Delta$ opened by a magnetic field at the crossing point of the spin-split bands is substantially enhanced by e-e interactions. In the local rest frame of the electron spin $\Delta$ becomes a spiral field and assumes the role of a spin-selective periodic potential that drives the system through a Peierls-type transition. The interactions also renormalize the remaining gapless modes and strongly stabilize their spin-filter effect. Remarkably, it is possible to obtain the same effects even without a time-reversal symmetry breaking magnetic field in carbon nanotubes, where a gap $\Delta$ exists intrinsically from SOI alone.
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