Superstable cycles for antiferromagnetic $Q$-state Potts and three-site interaction Ising models on recursive lattices

N. Ananikian$^{a,b}$, R. Artuso$^{c,d}$, L. Chakhmakhchyan$^{a,e,f}$

$^a$A.I. Alikhanyan National Science Laboratory, 0036 Yerevan, Armenia
$^b$Departamento de Ciencias Exactas, Universidade Federal de Lavras, CP 3037, 37200-000 Lavras-MG, Brazil
$^c$Dipartimento di Scienza e Alta Tecnologia, Università degli Studi dell’Insubria, Via Valleggio 11, 22100 Como, Italy
$^d$I.N.F.N. Sezione di Milano, Via Celoria 16, 20133 Milano, Italy
$^e$Laboratoire Interdisciplinaire Carnot de Bourgogne, UMR CNRS 6303, Université de Bourgogne, 21078 Dijon Cedex, France
$^f$Institute for Physical Research, 0203 Ashtarak-2, Armenia

Abstract

We consider the superstable cycles of the $Q$-state Potts (QSP) and the three-site interaction antiferromagnetic Ising (TSAI) models on recursive lattices. The rational mappings describing the models’ statistical properties are obtained via the recurrence relation technique. We provide analytical solutions for the superstable cycles of the second order for both models. A particular attention is devoted to the period three window. Here we present an exact result for the third order superstable orbit for the QSP and a numerical solution for the TSAI model. Additionally, we point out a non-trivial connection between bifurcations and superstability: in some regions of parameters a superstable cycle is not followed by a doubling bifurcation. Furthermore, we use symbolic dynamics to understand the changes taking place at points of superstability and to distinguish areas between two consecutive superstable orbits.
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1. Introduction

The theory of dynamical systems plays a key role in different aspects of modern physics, ecology and economics. In particular, logistic-like maps are widely used for modeling the population evolution of living organisms with a restricted “carrying capacity” of the environment [1], the evolution of corruption in public procurement [2] and for a description of
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economic cycles \[3\]. Although logistic maps belong to one of the simplest family of non-linear maps, they may exhibit quite a complicated behavior, including period doubling cascade, chaos and periodic windows \[4\].

On the other hand, the dynamical approach represents an essential tool in the theory of phase transitions and criticality \[5–10\] and it greatly enhanced our understanding of the phase structure and critical properties of spin and gauge models. The method is widely used to investigate exact solution of spin models on hierarchical lattices, which are good approximations for real ones (the so called Bethe-Peierls approximation) \[11–16\]. This technique can also be applied to the generalized Bethe (Husimi) lattice, to describe properties of frustrated systems with multisite interactions, and RNA-like polymers \[17–19\].

In the present work we consider the three site interaction Ising and the $Q$-state Potts models ($Q < 2$) on Husimi and Bethe lattices, respectively. A remarkable feature of these systems is their exact solvability through recurrence relations technique. Within this method, statistical properties of a system are associated to one- or multidimensional rational mappings \[5, 6, 11–14, 17, 18, 20, 21\]. In the case of antiferromagnetic coupling between lattice nodes, both models exhibit a complex behavior, featuring doubling bifurcations, chaotic regimes, intermittency, and superstable cycles.

The aim of this paper is to study the superstability phenomenon in the models mentioned above. Our technique provides an analytical solution for superstable cycles of the second order for the Potts and Ising models. Additionally, we present an analytical solution for the superstable cycle of the third order (i.e. in the period three window) for the rational mapping associated to the $Q$-state Potts model. Note that the period three window has been mainly analyzed numerically and mostly for polynomial maps: as a matter of fact there are very few analytical solutions, and for the logistic map only (see Refs. \[28–32\]): in this work we add one more exact result to this short list. Furthermore, we find a non-trivial connection of superstable cycles to bifurcations in the period three window: in some areas of parameters a superstable cycle is not followed by a doubling bifurcation (which is not the case for the logistic map).

Another goal of the work is to analyze the qualitative changes occurring at points of superstability. Previously, superstable cycles were mainly considered as an auxiliary tool for the search or analysis of stable cycles. Moreover, to the best of our knowledge, the problem of superstability was examined for quadratic maps only. In particular, efforts have been devoted to find the third order superstable cycle of the logistic map: the problem was firstly discussed by Guckenheimer et al. in \[1\] and was solved analytically in \[31\]. In what follows we also make use of symbolic dynamics \[33\] and point out how it evolves at points of superstability of the above mentioned rational mappings. We show how “phases” between two consecutive superstable cycles can be distinguished by means of generic symbolic sequences.

The paper is organized as follows: in the next section we give a brief description of the
Potts and Ising models on recursive lattices and provide their exact solution. In Section 3 we address the superstability phenomenon and the period three window. The symbolic dynamics and its connection to the superstability is discussed in Section 4. Finally, in Section 5 we give our concluding remarks.

2. Models and their Exact Solution

The $Q$-state Potts (QSP) model on a Bethe lattice (Fig. 1(a)) and the three-site interaction antiferromagnetic Ising (TSAI) model on a Husimi lattice (Fig. 1(b)) are defined by the following Hamiltonians \[34, 35\]:

$$H_{QSP} = -J \sum_{(i,j)} \delta(\sigma_i, \sigma_j) - H \sum_i \delta(\sigma_i, Q),$$

$$H_{TSAI} = -J_3 \sum_{\triangle} \sigma_i \sigma_j \sigma_k - H \sum_i \sigma_i,$$

where $\sigma_i = 1, 2, ..., Q$ for the Potts model, and $\sigma_i = \pm 1$ for the TSAI model, $\delta(x, y)$ being the Kronecker delta. The first sum in (1) and (2) runs over the nearest neighboring sites and triangles respectively, while the second one goes over all lattice sites ($J_3 < 0$ and $J < 0$ correspond to the antiferromagnetic case).

The partition function and the single site magnetization of these models are given by

$$Z_{QSP} = \sum_{\{\sigma\}} e^{-\frac{H_{QSP}}{k_B T}},$$

Figure 1: The Bethe (a) and the Husimi (b) lattices with coordination number $\gamma = 3$. 

Finally, in Section 5 we give our concluding remarks.
\[ Z_{TS\text{AI}} = \sum_{\{\sigma\}} e^{-\frac{H_{TS\text{AI}}}{k_B T}} ; \]
\[ M_{\text{QSP}} = \langle \delta(\sigma_0, Q) \rangle = Z_{\text{QSP}}^{-1} \sum_{\{\sigma\}} \delta(\sigma_0, Q)e^{-\frac{H_{\text{QSP}}}{k_B T}} , \]
\[ M_{\text{TS\text{AI}}} = \langle \sigma_0 \rangle = Z_{\text{TS\text{AI}}}^{-1} \sum_{\{\sigma\}} \sigma_0 e^{-\frac{H_{\text{TS\text{AI}}}}{k_B T}} , \]

where we have set \( k_B = 1 \).

By employing the recursion relation technique we separate the Bethe (Husimi) lattice into \( \gamma \) identical branches by cutting them apart at the central point (the central triangle). In such a way, by following the well-known procedure \([5, 6, 11–14, 17, 18, 20, 21]\), we obtain:

\[ M_{\text{QSP}} = \langle \delta(\sigma_0, Q) \rangle = \frac{x}{e^{\frac{H}{T} + (Q-1)x_n}}, \]
\[ M_{\text{TS\text{AI}}} = \langle \sigma_0 \rangle = \frac{2y}{e^{\gamma-1} y_n + 1}, \]

where

\[ x_n = f_1(x_{n-1}), \]
\[ f_1(x) = \frac{e^{\frac{H}{T}} + (e^{\frac{J}{T}} + Q - 2)x^{\gamma-1}}{e^{\frac{J}{T}} + (Q - 1)x^{\gamma-1}} ; \]
\[ y_n = f_2(y_{n-1}), \]
\[ f_2(y) = \frac{y^{2(\gamma-1)}e^{\frac{4H+2J}{T}} + 2e^{\frac{3H}{T}} y^{\gamma-1} + e^\frac{2J}{T}}{2y^{\gamma-1} e^{\frac{2H+2J}{T}} + e^{\frac{4H}{T}} y^{2(\gamma-1)} + 1}. \]

Notice that the mapping \( f_1(x) \), and thus the QSP model, is well defined for non-integer values of \( Q \). A number of physical phenomena, like dilute spin glasses, branched polymers, and self organizing critical systems can be formulated in terms of the model with non-integer \( Q \) \([25, 36, 37]\).

Hereafter we fix the coordination number to \( \gamma = 3 \). The mappings \( f_1(x) \) and \( f_2(y) \) are maximal at \( x = x^* = 0 \) and \( y = y^* = e^{-H/T} \) (the \( f_2(y) \) map is considered in the region \( y > 0 \)).

3. Superstable cycles

In the present section we discuss the superstability properties of the rational mappings \([3] \) and \([4] \). Generally, the values of parameters, at which a mapping \( f(x) \) satisfies the condition

\[ \left\{ \begin{array}{l} f^{(n)}(x) = x \\ (f^{(n)}(x))’ = 0, \end{array} \right. \]

\( 4 \)
form a line in the parameter space (e.g. in the \((T; H)\) plane), called a superstable \(n\)-cycle \([1, 31, 38]\) \((f^{(n)}(x)\) stands for the \(n\)–th iteration of a map \(f(x)\)). Since the Lyapunov exponent is defined as

\[
\lambda(x) = \lim_{n \to \infty} \frac{1}{n} \ln \left| \frac{df^{(n)}(x)}{dx} \right|
\]

one finds that at points of superstability \(\lambda(x) = -\infty\) (hence the name superstable).

The second equation in (5) corresponds to the extremum condition of a mapping \(f(x)\). Thus, putting the value of \(x = x^*\) for \(f_1(x)\) and \(y = y^*\) for \(f_2(y)\) in the first line of (5), we obtain an equation for the superstable cycle. The latter can be solved analytically for the QSP model on a Bethe lattice for both \(n = 2\) and \(n = 3\), while for \(f_2(y)\) this can be done only for \(n = 2\) (see below).

### 3.1. Analytic expressions for superstable cycles

Let \(g_1(x) \equiv f_1^{(2)}(x) = f_1[f_1(x)]\). As mentioned above, to obtain a superstable cycle of the \(n\)–th order the critical point \((x^* = 0\) for \(f_1(x)\)) is inserted in the first line of (5). Thus, we consider the equation \(g_1(0) = 0\):

\[
e^{h/T} + e^{-2J/T} \left( e^{J/T} + Q - 2 \right) = 0.
\]

The solution of (6) is

\[
H = T \ln \left( -e^{J/T} - Q + 2 \right) - 2J,
\]

this yields the superstable cycle of the second order for the QSP model.

By denoting \(h_1(x) \equiv f_1^{(3)}(x)\) and by solving the equation \(h_1(x^*) = x^*\), one obtains the superstable cycle of the third order. The equation \(h_1(0) = 0\) is reduced to the following one:

\[
z^6 \mu^3 + a \mu^2 + b \mu + c = 0,
\]

where

\[
a = z^3 \left( Qz + 2Q + z^2 - 2z - 2 \right),
\]

\[
b = Q^2 \left( 2z^2 + 1 \right) + Q \left( 4z^3 - 8z^2 - 2 \right) + 2z^4 - 8z^3 + 8z^2 + 1,
\]

\[
c = (-2 + Q + z)^3,
\]

\[
z = e^{J/T},
\]

\[
\mu = e^{H/T}.
\]

The only real solution of (8) corresponds to the superstable cycle of the third order:

\[
\mu = \frac{a^2 - au - 3bz^6 + u^2}{3uz^6},
\]

(9)
with
\[ u = \sqrt[3]{-2a^3 + \sqrt{(2a^3 - 9abz^6 + 27cz^{12})^2 - 4(a^2 - 3bz^6)^3 + 9abz^6 - 27cz^{12}}} \]  

(10)

In a similar way one finds superstable cycles of the TSAI model on a Husimi lattice. In particular, the superstable cycle of the second order can be found from the equation
\[ g_2(e^{-H/T}) = e^{-H/T} (g_2(x) \equiv f_2[f_2(x)]) \]
which is reduced to
\[ \frac{kl^2 + k + 2l}{2kl + l^2 + 1} = \frac{1}{\sqrt{l}} \]  

(11)

where
\[ k = e^{2J_b/T}, \]
\[ l = e^{2H/T}. \]

By knowing that the TSAI model always possesses a superstable cycle at a zero magnetic field, we can factorize Eq. (11) with respect to \((l - 1)\), obtaining:
\[ k^2l^4 + (k^2 + 4k - 1) l^3 + 3 (k^2 + 1) l^2 + (-k^2 + 4k + 1) l + 1 = 0. \]  

(12)

This equation has two real solutions, each corresponding to one of the two superstable cycles of the second order of the TSAI model (superstable orbits of the second order always appear in pairs here). Although being straightforward, the exact solution of (12) is too bulky for being presented here.

For higher orders of superstability, equations of the type
\[ f^{(k)}(x^*) = x^* \]  

(with \(k > 3\) for the QSP model and \(k > 2\) for the TSAI model) are solved numerically.

3.2. Superstability in the period three window

In the present work we are mainly interested in the period three window of the above described models. In Fig. 2 we show the period three modulated phase in the \((T; H)\) plane (the shaded region) and the superstable cycle of the third order (the red-central-line).

On the upper black curves in Figs. 2 (a) and (b) a tangent bifurcation \([39–41]\) leads to a transition between chaotic and period three modulated phases. The lower black curve corresponds to the transition line between period three and six: here a conventional period doubling occurs (see [14] for details).

Below we consider the region of positive magnetic field for the QSP model on a Bethe lattice \((1 < Q < 2)\), since here it exhibits some interesting features with respect to the temperature \(T\): when the line \(H = const\) intersects only the chaotic — period three phase transition line (the upper black curve in Fig. 2 (a)), the system does not possess any superstable cycle (Fig. 3 (a)). Furthermore, when the line \(H = const\) intersects the red curve in Fig. 2 (a), we find two superstable cycles (Fig. 3 (b)). We emphasize that these superstable cycles are not confined between any doubling bifurcations. Only after the
Figure 2: The period three modulated phases (shaded regions; results taken from [14]) and superstable cycles of the third order (red -central- curves) for (a) QSP model on a Bethe lattice for $Q = 1.1$, $J = -1$, $\gamma = 3$ (for positive values of the magnetic field $H$); (b) TSAI model on a Husimi lattice for $J_3 = -1$, $\gamma = 3$.

$H = \text{const}$ line intersects the lower black curve of Fig. 2 (a), more pairs of superstable cycles, confined between doubling bifurcations appear (Fig. 3 (c)). Finally, at weaker magnetic field we observe a chaotic regime, confined inside the period three window (Fig. 3 (d)). The TSAI model on a Husimi lattice behaves similarly with respect to the magnetic field $H$ (at a fixed temperature $T$). Note that we find neither quantitative, nor qualitative changes of the thermodynamic properties at points of superstability (compare e.g. Figs. 4 (a) and 3 (b)). At points of superstability we find a change in the symbolic dynamics, as we will discuss in what follows.

We emphasize a non-trivial connection of bifurcation and superstability in the periodic window: in some parameter regions a superstable cycle is not followed by a doubling bifurcation ($T \in [0.331, 0.35]$ for the Ising model, and $H \in [1.261, 1.321]$ for the Potts model with $Q = 1.1$). This behavior is different from that of the logistic map, where, by increasing the nonlinearity parameter, a superstable cycle is always followed by a doubling bifurcation. We ascribe this distinction to the following fact: in our case (QSP model with respect to $T$, for $H > 0$, and TSAI model with respect to $H$), the physical parameters vary in such a way that period three windows have strictly distinguishable edges, at which a tangent bifurcation takes place [39, 40]. This is indeed quite different from simply increasing the nonlinear parameter in the logistic map: the tangent bifurcation there occurs only at one edge of the window, with a full period doubling cascade afterwards. Somehow similar results were recently pointed out in [42, 43], where a superstable cycle without emergence of any doubling bifurcation was found. Nevertheless, in the conventional, $1 \cdot 2^n$ period doubling cascade, the models exhibit the usual relation between superstability and bifurcation, as that of the logistic map (the same for the Potts model with respect to the magnetic field at a fixed $T$, and for the Ising model with respect to the temperature at a fixed $H$, in the periodic window).

In Fig. 2 (b) one finds a region of the magnetic field $H \in [1.276; 1.375]$, where the
Figure 3: The Lyapunov exponent $\lambda$ in the period three window of the QSP model versus the temperature $T$ for $Q = 1.1$, $J = -1$, $\gamma = 3$ and (a) $H = 1.31$; (b) $H = 1.28$; (c) $H = 1.227$; (d) $H = 1.223$.

ground state of the system is the period three modulated phase. Additionally, in the region $H \in [1.338; 1.375]$ the TSAI model does not exhibit any superstable cycle of the third order with respect to the temperature $T$ (when $H = \text{const}$).

### 4. Symbolic dynamics and superstability

In this section we discuss the qualitative changes in the properties of mappings $\mathbb{B}$ and $\mathbb{L}$, that occur at points of superstability. In order to accomplish that we perform a detailed analysis of the associated symbolic dynamics $\mathbb{B}$, by using the conventional binary partition for unimodal maps: $x^*$ denotes the critical point, $R$ the region to its right and $L$ the leftmost region. We consider values of $Q$ in the interval $1 < Q < 2$, to have a chaotic regime and to avoid the divergence of $f_1(x)$.

Figure 5 shows the changes, that the symbolic $(R; L)$ sequence of mappings $f_1(x)$ and $f_2(x)$ undergo at points of superstability. We find that in order to obtain each next $(R; L)$ sequence, one has to take the repetitive block of the previous one, doubles it and replaces the penultimate $L$ with $R$ (or vice-versa). Therefore, a $(R; L)$ sequence can be constructed for the full doubling cascade in a recursive way, by simply identifying the first repetitive block. In particular, for the conventional period doubling regime, this block is simply $RR$ (of length 2), while for the 3 window it is $LRR$ (of length 3). Generally, for any period-$p$
Figure 4: The magnetization $M$ in the period three window of (a) QSP model for $Q = 1.1$, $J = -1$, $\gamma = 3$, $H = 1.28$ versus the temperature $T$; (b) TSAI model on a Husimi lattice for $J_3 = -1$, $T = 0.33$, $\gamma = 3$, versus the magnetic field $H$.

Figure 5: (a) The generic ($R; L$) sequence for the mappings of the QSP and TSAI models (both denoted by $f(x)$ for simplicity) in the conventional period doubling regime. $x^*$ is the extremum point: for the QSP mapping we have $x^* = 0$, while for the TSAI mapping $x^* = e^{-\frac{H}{T}}$. Red (grey) color defines the ($R; L$) sequence at a superstable point, while the circles identify the repetitive block. Each new sequence appears after a superstable point of a higher order than the previous one. The penultimate character of a doubled block is the $n-$th iteration of the mapping $f(x)$. (b) The same, but for the period three window.

window, the first block is of a length $p$. Note that in the sequence for a superstable point, the above mentioned penultimate character has to be replaced by $x^*$ (red -grey- sequence in Fig. 5).
The reason why the *penultimate* character changes at points of superstability becomes clear from the following discussion: as known, at a superstable cycle of the \( n - \text{th} \) order the extremum point \( x^* \) of a mapping belongs to the cycle, so that \( f^{(n)}(x^*) = x^* \). Meanwhile, the \( n - \text{th} \) iteration of a mapping corresponds to the penultimate character of a doubled block (see Fig. 5): so that symbol \( x^* \) at a point of superstability.

It is worth to mention, that the generic \((R; L)\) sequence can distinguish the regions between two consecutive superstable cycles. Thus, we can introduce a notion of a “phase” with a fixed symbolic sequence. For instance, in the case of Fig. 3(a), the period three window features only one \( LRR \) “phase”. As for Fig. 3(b), here we have two phases and two transitions between them: \( LRR \rightarrow LRRLR \) at the first superstable point (of the third order) and a backwards transition \( LRRLR \rightarrow LRR \). We do not find here a transition to the next sequence, as in Fig. 5(b), since both superstable points above are of the same, third order (symbolic dynamics evolves by following the rules of Fig. 5 if we have a transition through a superstable orbit of a higher order). Finally, for lower values of the magnetic field we have more phases of a higher periodicity and two-way transitions between them. Meanwhile, in the conventional period doubling regime the \((R; L)\) sequence forms a devil’s staircase with a monotonic behavior (the same for the period three window with respect to the magnetic field (temperature) for the Potts (Ising) model).

We additionally note, that the present method of tracking the symbolic dynamics at superstable points remains true for the logistic map as well.

5. Discussion and conclusions

In this work we studied the superstability phenomenon in two examples of rational mappings, describing real statistical systems: the \( Q \)-state Potts model on a Bethe lattice and the three-site antiferromagnetic Ising model on a Husimi lattice. We provided an exact solution for the superstable cycles of the second order for both models. Additionally, we presented an analytical result for the superstable orbit of the third order (in the period three window) for the rational mapping describing the Potts model (for the Ising model we had to rely on numerical analysis). Notice that the list of exact results for period three windows is quite short and it includes solutions mainly for the logistic (i.e. polynomial) map. The bulk of the paper was concentrated on the period three window, since here both models feature some interesting properties. Namely, we found that in some regions of the temperature \( T \) and the magnetic field \( H \) a superstable cycle is not confined between doubling bifurcations. This is the consequence of an intrinsic phase structure of both systems, and particularly of the fact that the period-3 window has two distinguishable edges. A tangent bifurcation occurs at both of them, so that by varying a physical parameter the scenario is quite different from the logistic map bifurcation structure.

On the other hand, we analyzed the changes in mapping properties at points of superstability, by using symbolic dynamics technique. We pointed out how the generic \((R; L)\) sequence is affected at points of superstability. Furthermore, we showed that the \((R; L)\) sequence after each consecutive superstable orbit can be deduced from the previous one in
a straightforward way. We also observed that this technique works in any periodic regime of the above described rational mappings and remains true for polynomial maps.

Acknowledgments

We thank Professor Stefano Ruffo for helpful discussions and useful comments. This work was supported by Marie Curie “DIONICOS” program under the proposal of FP7th PIRSES-GA-2013-612707 and SCS MES RA in the frame of the research project No. SCS 13-1C137 grants. L.C. gratefully acknowledges funding by the Regional Council of Burgundy (Conseil Régional de Bourgogne).

References

[1] Guckenheimer J, Oster G, and Ipaktchi A. The dynamics of density dependent population models. J Math Biol 1977;4:101-47.
[2] Brianzoni S, Michetti E, Sushko I. Border collision bifurcations of superstable cycles in a one-dimensional piecewise smooth map. Math Comp Sim 2010;81:52-61.
[3] Miśkiewicz J, Ausloos M. A logistic map approach to economic cycles. (I). The best adapted companies. Physica A 2004;336:206-14.
[4] Schuster HG. Deterministic Chaos. Weinheim: Physic-Verlag; 1984.
[5] Guczi J. Thermal and percolative transitions and the need for independent symmetry breakings in branched polymers on a Bethe lattice. J Chem Phys 1993;98:1613-34.
[6] Guczi J. Bethe or Bethe-like lattice calculations are more reliable than conventional mean-field calculations. Phys Rev Lett 1995;74:80912.
[7] Baxter RJ. Exactly solved models in statistical mechanics. New York: Academic Press; 1982.
[8] Akheyan AZ and Ananikian NS. Global Bethe lattice consideration of the spin-1 Ising model. J Phys A: Math Gen 1996;29:721.
[9] Akheyan AZ, Ananikian NS, Dallakian SK. The phase structure of the antiferromagnetic Ising model in the presence of frustrations. Phys Lett A 1998;242:111-14.
[10] Ananikian NS, Avakian AR, Izmailian NSh. Phase diagrams and tricritical effects in the beg model. Physica A 1991;172:391-404.
[11] Ananikian NS, Ananikyan LN, Artuso R, Hovhannisyan VV. One-dimensional mapping, modulated phases and Lyapunov exponent for the antiferromagnetic image-state Potts and multi-site exchange interaction Ising models. Physica D 2010;239:1723-29.
[12] Ananikyan LN, Ananikian NS, and Chakhmakhchyan LA. Arnold tongues and Feigenbaum exponents of the rational mapping for Q-state Potts model on recursive Lattice: Q < 2. Fractals 2010;18:371-83.
[13] Monroe JL. Potts models with period doubling cascades, chaos, etc. J Phys A: Math Gen 1996;29:5421.
[14] Ananikian NS, Ananikyan LN, and Chakhmakhchyan LA. Cyclic period-3 window in antiferromagnetic Potts and Ising models on recursive lattices. JETP Lett 2011;94:39-43.
[15] Andrade RFS and Cason D. Ising model with long range correlated disorder on hierarchical lattices. Phys Rev B 2010;81:014204.
[16] Iharagi T, Gendiar A, Ueda H, Nishino T. Phase transition of the Ising model on a hyperbolic lattice. J Phys Soc Jpn 2010;79:104001.
[17] Udagawa M, Ishizuka H, and Motome Y. Quantum melting of charge Ice and non-Fermi-liquid behavior: An exact solution for the extended Falicov-Kimball model in the ice-rule limit. Phys Rev Lett 2010;104:226405.
[18] Ananikian NS, Dallakian SK, Izmailian NSh, and Oganessyan KA. Strange attractors in an antiferromagnetic Ising model. Fractals 1997;5:175-85.
[19] Zara RA, Pretti M. Exact solution of a RNA-like polymer model on the Husimi lattice. J Chem Phys 2007;127:184902.
[20] Arakelyan TR, Ohanyan VR, Ananikyan LN Ananikian NS, and Roger M. Multisite-interaction Ising model approach to the solid $^3$He system on a triangular lattice. Phys Rev B 2003;67:024424.

[21] Hovhannisyan VV and Ananikian NS. Antiferromagnetic model and magnetization plateaus on the zigzag ladder with two- and three-site exchanges. Phys Lett A 2008;372:3363-68.

[22] Cheianov VV, Syljuasen O, Altshuler BL, and Falko V. Ordered states of adatoms on graphene. Phys Rev B 2009;80:233409.

[23] Cruz A, et al. Spin glass phase in the four-state three-dimensional Potts model. Phys Rev B 2009;79:184408.

[24] Ghulghazaryan RG, Ananikian NS, Sloot PM. Yang-Lee zeros of the $Q$-state Potts model on recursive lattices. Phys Rev E 2002;66:046110.

[25] Lubensky TC and Isaacson J. Field theory for the statistics of branched polymers, gelation, and vulcanization. Phys Rev Lett 1978;41:829-32.

[26] Anfinsen CB. Principles that govern the folding of protein chains. Science 1973;181:223-30.

[27] Fortuin CM and Kasteleyn PW. On the random-cluster model: I. Introduction and relation to other models. Physica 1972;57:536-64.

[28] Gordon WB. Period three trajectories of the logistic map. Math Mag 1996;69:118-20.

[29] Saha P and Strogatz SH. The birth of period three. Math Mag 1995;68:42-7.

[30] Bechhoefer J. The birth of period 3, revisited. Math Mag 1996;69:115-8.

[31] Lee MH. Analytical study of the superstable 3-cycle in the logistic map. J Math Phys 2009;50:122702.

[32] Lee MH. Cyclic solutions in chaos and the Sharkovskii theorem. Acta Phys Pol B 2012;43:1053-63.

[33] Devaney RL. An introduction to chaotic dynamical systems (2nd ed.). Redwood City: Addison-Wesley; 1989.

[34] Ananikian NS, Dallakian SK. Multifractal approach to three-site antiferromagnetic Ising model. Physica D 1997;107:75-82.

[35] Akheyan AZ, Ananikian NS. Antiferromagnetic Potts model: phase transition through doubling bifurcation. Phys. Lett. A 1994;186:171-4.

[36] Aharony A and Pfeuty P. Dilute spin glasses at zero temperature and the 1/2-state Potts model. J Phys C: Solid State Phys 1979;12:L125.

[37] Whittle P. Polymer models and generalized Potts-Kasteleyn models. J Stat Phys 1994;75:1063-92.

[38] Kaneko K. Supercritical behavior of disordered orbits of a circle map. Progress of Theor Phys 1984;72:1089-103.

[39] Manneville P, Pomeau Y. Intermittency and the Lorenz model. Phys Lett A 1979;75:1-2.

[40] Manneville P, Pomeau Y. Different ways to turbulence in dissipative dynamical systems. Physica D 1980;1:219-226.

[41] Hramov AE, Koronovskii AA, Kurovskaya MK, Ovchinnikov AA, and Boccaletti S. Length distribution of laminar phases for type-I intermittency in the presence of noise. Phys Rev E 2007;76:026206.

[42] Ananikian NS, Hovhannisyan VV. Magnetic properties, Lyapunov exponent and superstability of the spin-1/2 Ising-Heisenberg model on a diamond chain. Physica A 2013;392:2375-83.

[43] Ananikian NS, Hovhannisyan VV, Kenna R. Partition function zeros of the antiferromagnetic spin-1/2 Ising-Heisenberg model on a diamond chain. Physica A 2014;395:51-6.