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Abstract

In the regression problem, we consider the problem of estimating the variance function by the means of aggregation methods. We focus on two particular aggregation setting: Model Selection aggregation (MS) and Convex aggregation (C) where the goal is to select the best candidate and to build the best convex combination of candidates respectively among a collection of candidates. In both cases, the construction of the estimator relies on a two-step procedure and requires two independent samples. The first step exploits the first sample to build the candidate estimators for the variance function by the residual-based method and then the second dataset is used to perform the aggregation step. We show the consistency of the proposed method with respect to the $L^2$-error both for MS and C aggregations. We evaluate the performance of these two methods in the heteroscedastic model and illustrate their interest in the regression problem with reject option.
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1 Introduction

Building efficient estimation of the level of noise is highly important for real applications and statistical analysis. For instance testing and confidence intervals are two historical statistical problems where a bad calibration of the noise may lead to bad conclusions. The range of use of the variance structure in the data is even wider such as in selection the optimal kernel bandwidth [12], estimation correlation structure of the heteroscedastic spatial data [30], estimation of the signal-to-noise ratio [38], or choosing optimal design [27] and finds important applications for instance is finance with the problems of measuring volatility or risk [1] or long-term stock returns [26]. In our case we highlight the interest of providing an efficient estimation of the variance function in the problem of regression with regret option where the good calibration of the rejection rule is highly dictated by the efficiency of the estimator of the noise level [11]. We focus on the regression problem: we denote by $(X,Y) \in \mathbb{R}^d \times \mathbb{R}$ the couple of random variables where $X$ is the feature vector and $Y$ is the response variable such that

$$Y = f^*(X) + W.$$ 

Here $W$ is the noise and is such that $\mathbb{E}[W|X] = 0$ and $\mathbb{E}[W^2] < \infty$. In particular for any $x \in \mathbb{R}^d$ we write $f^*(x) = \mathbb{E}[Y|X = x]$ to denote the regression function and $\sigma^2(x) = \text{Var}(Y|X = x) = \mathbb{E}[(Y - f^*(X))^2|X = x]$ to denote the conditional variance function.

Despite the popularity of the problem of estimating the noise level, there remains much to do. In particular, we study in the present paper this problem from the aggregation perspective and build estimators of the conditional variance function based on Model Selection (MS) and Convex (C) aggregations. We study their consistency properties as well as their numerical performance. Our work is motivated by recent research in regression with reject option [11]. There it has been observed that the rejection rule is fully determined by the variance structure. We hope that aggregation will improve the accuracy of the method.
1.1 Related work

Our literature review consists of three related fields:

**Conditional variance estimation**: The problem of estimating the regression function is classical and widely studied, see for example [11, 13, 33, 34, 35] and references therein.

Even though the problem of estimation of the conditional variance function is less studied, it has been considered in several works that can be cast into two groups according to the nature of the design (fixed or random).

When the design is fixed, the estimation of \( \sigma^2 \) has been studied mainly via residual-based methods [16, 17, 52] and difference-based methods [5, 6, 27, 40]. Difference-based estimators do not require the estimation of the regression function \( f^\ast \). The first difference-based estimators has been developed by the authors in [27]. They considered an initial variance estimates which are squared weighted sums of \( m \) observations neighboring the fixed point where the variance function is to be estimated. The authors showed that the proposed initial variance estimates are not consistent. To solve this problem, they smoothed them with a kernel estimate. In [5], the authors presented a class of non-parametric variance estimators based on different sequences and local polynomial estimation and established asymptotic normality. The authors in [40] were interested in the effect of the unknown mean on the estimation of estimators based on different sequences and local polynomial estimation and established asymptotic normality.

Recently the authors in [11] used the previous estimator and focused on estimating the regression function. Using the local polynomial regression can be negative when the bandwidths are used in estimating those terms and adaptation to the unknown regression function \( f^\ast \) is still not available. The authors in [17] proposed a local polynomial regression estimates of those terms using the same bandwidth and the same kernel function. They established the asymptotic normality of local polynomial estimators of the regression function and the variance function.

In this work we rather focus on random design. Less methods have been proposed to estimate the conditional variance function in this case. Most classical methods are the direct and the residual-based:

1. **The direct method**: a simple decomposition the conditional variance function \( \sigma^2 \) is rewritten as the difference of the first two conditional moments, \( \sigma^2(x) = \mathbb{E}[Y^2 | X = x] - (\mathbb{E}[Y | X = x])^2 \). The direct method consists in estimating the two terms in the right side separately, see for example [13, 17]. To be more specific, the direct estimator of \( \sigma^2 \) has the following form

\[
\hat{\sigma}^2_\text{d}(x) = \hat{g}(x) - (\hat{f}(x))^2
\]

where \( \hat{g} \) and \( \hat{f} \) are estimators of \( \mathbb{E}[Y^2 | X = x] \) and \( f^\ast \) respectively. The main drawback of this approach is that it is not always nonnegative for example if different smoothing parameters are used in estimating those terms and adaptation to the unknown regression function \( f^\ast \) is not available. The authors in [17] proposed a local polynomial regression estimates of those terms using the same bandwidth and the same kernel function. They established the asymptotic normality of local polynomial estimators of the regression function and the variance function.

2. **The residual-based method**: this approach consists on two steps. First, one estimates the regression function and computes the squared residuals \( \hat{r} = (Y - \hat{f}(X))^2 \) where \( \hat{f} \) is the estimator of \( f^\ast \). Second, we estimate the variance function by solving the regression problem when the input is the feature function and the output variable is the residuals \( \hat{r} \). For more details, see [13, 20, 32]. It exists many ways to study this method. For instance, the authors in [13] applied a local linear regression in both steps and showed that their estimator is fully regression-adaptive to the unknown regression function. Using the local polynomial regression can be negative when the bandwidths are not selected appropriately. As a solution to this, the authors in [42] proposed estimators based on a localized normal likelihood, using a standard local linear form for estimating the mean and a local log-linear form for estimating the variance. In [13], the authors introduced an exponential estimator of the conditional variance in the second step in order to ensure the nonnegativity of the estimator of \( \sigma^2 \). The authors in [11] used a reweighted local constant estimator (kernel estimator) based on maximizing the empirical likelihood subject to a bias-reducing moment restriction. Moreover, such estimators have the form

\[
\hat{\sigma}^2_\text{r}(X) = \sum \omega_i(X) (Y_i - \hat{f}(X_i))^2
\]

where \( \omega_i(X) \) are weight functions [11, 20].

Recently the authors in [11] used the previous estimator and focused on estimating the regression function and the variance function respectively by kNN. Under mild assumptions, they provided the rate of convergence of the kNN estimator of the conditional variance function in supremum norm. The residual-based method can be regarded as a generalized difference-based estimator. For more details, see [13].

In this paper, we focus on the residual-based method to estimate the variance function since they appear more tractable. In particular, we develop an aggregation procedures for this task.
Aggregation methods: Aggregation is a popular approach in statistics and machine learning. This technique is well known to estimate the regression function in the homoscedastic or heteroscedastic model. We refer the reader to the baseline articles [5, 6, 10, 11, 23, 25, 28, 32, 33, 39]. Given a set of estimators of regression function $f^*$, the aggregation constructs a new estimator, called the aggregate, which mimics in a certain sense the behavior of the best estimator in a class of estimates. There are several popular types of aggregation and we focus on two: the model selection aggregation (MS) which allows to select the best estimator from the set; the convex aggregation (C) where the goal is to select the best convex combination of functions in the set. In general, the aggregation procedures are based on sample splitting, that is, the original data set $D_N$ is split into two independent data sequences $D_k$ and $D_l$ with $N = l + k \geq 1$. The first subsample $D_k$ is exploited to build $M > 1$ competing estimators of the regression function $f^*$ and $D_l$ is used to aggregate them. Most of the work has focused on fixing the first sample, resulting in fixed estimators (the estimators are then seen as fixed functions). Under mild assumptions, the authors in [35] showed that the optimal rates for MS and C aggregation w.r.t. $L^2$-error in gaussian regression model are of order $\frac{\log(M)}{N}$, and $\frac{M}{N}$ if $M \leq \sqrt{N}$, respectively $\sqrt{\frac{1}{N} \log \left( \frac{M}{\sqrt{N}} + 1 \right)}$ if $M \geq \sqrt{N}$ in both cases.

In this paper we consider aggregation methods for the conditional variance estimation. Up to our knowledge, such approaches have not been considered yet for this problem.

Reject option: Reject option is important in nonparametric statistic since it helps avoiding uncertain prediction. It has been initially introduced in the classification setting [8, 9, 10, 18, 23, 28, 39] where it has shown important improvements in the quality of prediction. It has been recently developed in the case of the regression model in the case where the rejection rate is controlled by the practitioner [11]. There the authors provided a characterization of the optimal rule (knowing the true distribution of the data) and demonstrated that it relies on thresholding the conditional variance function. More formally, it is defined as follows: given a rejection rate $\varepsilon \in (0, 1)$

$$\Gamma^*_\varepsilon(x) := \begin{cases} \{f^*(x)\} & \text{if } \sigma^2(x) \leq F^{-1}_{\sigma^2}(1 - \varepsilon) \\ \emptyset & \text{otherwise} \end{cases},$$

where $F^{-1}_{\sigma^2}$ is the generalized inverse of the cumulative distribution function (CDF) $F_{\sigma^2}$ of $\sigma^2(X)$. As can be observed, this optimal solution depends on several parameters: the rejection rate $\varepsilon$ that is known in advance, the CDF $F_{\sigma^2}$ that is efficiently estimated the empirical CDF, the regression function $f^*(x)$ for which efficient estimators exist in the literature, and the conditional variance $\sigma^2$. This last quantity is less considered in the literature and our goal is to build accurate estimators of the conditional variance that rely on aggregation. The ultimate purpose is then to make a sharper estimation of the optimal rule in the case of the rejection option in the regression setting.

1.2 Main contribution

We develop the notions of model selection aggregation and convex aggregation to estimate the conditional variance function. To our knowledge, this work is the first to deal with this setting. We consider two independent datasets: the first will be used to build the initial estimators of the variance function and the second to aggregate them. We called these estimators the MS-estimator and C-estimator. We consider the residual-based method to build the initial estimators which is based on estimating the regression function in the first step. We focus on estimating the regression function by model selection aggregation and convex aggregation. The major part of the paper is then devoted to show the upper-bounds of $L^2$-error of the MS-estimator and C-estimator when the initial estimators can be arbitrary or verify very weak conditions such that boundeness. We establish that the rate of convergence for MS and C procedures is of order $O(\log(M_1)/N)^{1/4}$ when $Y$ is unbounded and is of order $O(\log(M_1)/N)^{1/8}$ when $Y$ is bounded. Finally, we obtain numerical results which show the performance of our procedures.

1.3 Outline

The paper is organized as follow. In the next section, the aggregation problems, the model selection and convex aggregations, are described in detail. Section 3 is focused on investigating the upper-bounds for the $L^2$-error of our procedures. Finally, Section 4 presents a numerical comparison of the proposed
method w.r.t. the heteroscedastic model as well as a direct application to the regression framework with reject option.

Notations. We introduce some notation that is used throughout this paper. Let \( p \geq 2 \) be an integer, the set of integers \( \{1, \cdots, p\} \) is denoted \([p]\). Let \( N \) an integer. For any function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \), we define the empirical norm \( \|f\|_N^2 = \frac{1}{N} \sum_{i=1}^N |f(X_i)|^2 \) and the supremum norm \( \|f\|_\infty = \sup_{x \in \mathbb{R}^d} |f(x)| \). Moreover, we denote by \( \Lambda^p := \{ \lambda \in \mathbb{R}^p : \lambda_j \geq 0, \sum_{j=1}^p \lambda_j = 1 \} \) the simplex. Let \( \| \cdot \|_{1,p} \) denote the \( \ell_1 \) norm on \( \mathbb{R}^p \), that is, \( \|\lambda\|_{1,p} := \sum_{j=1}^p |\lambda_j| \). For the sake of simplicity, let \( Z = (Y - f^*(X))^2 \).

2 Aggregation estimators

In this section, we describe an estimation algorithm of the variance function \( \sigma^2 \) by aggregation. In particular, we focus on two types of aggregations: the model selection aggregation (\( \text{MS} \)), and the convex aggregation (\( \text{C} \)). These aggregation problems, (\( \text{MS} \)) and (\( \text{C} \)), have been considered to estimate the unknown regression function in the regression model. The objective is to estimate \( f^* \) by a combination of elements of a known set called dictionary made up of deterministic functions or preliminary estimators. The collection of estimators or algorithms is given and can be of parametric, nonparametric or semi-parametric nature. Given a set of estimators, the \( \text{MS} \)-aggregation consists in constructing a new estimator which is approximately as good as the best estimator in the set, while the objective of \( \text{C} \)-aggregation is to construct a new estimator which is approximately as good as the best convex combination of the elements in the set, for more details see \( [3, 7, 19, 36, 37, 43] \). Besides, to construct an aggregate of \( \sigma^2 \), we first introduce two independent learning samples: \( \mathcal{D}_n = \{(X_i, Y_i), i = 1, \cdots, n\} \) and \( \mathcal{D}_N = \{(X_i, Y_i), i = n + 1, \cdots, n + N\} \) which consist of respectively \( n \) and \( N \) i.i.d. copies of \( (X, Y) \).

2.1 Model selection aggregation

In this first paragraph, we detail how we perform \( \text{MS} \)-aggregation in order to estimate of the conditional variance function \( \sigma^2 \) by \( \text{MS} \). It consists in two steps: one step for the estimation of the regression function \( f^* \) and a second one devoted to the estimation of \( \sigma^2 \). More precisely, in the first one we build \( M_1 \) estimators of the regression function \( \hat{f}_1, \cdots, \hat{f}_{M_1} \) based on \( \mathcal{D}_n \) with \( 2 \leq M_1 < \infty \). Then, we use the second dataset \( \mathcal{D}_N \) to estimate \( f^* \) by \( \text{MS} \): we select the optimal index, denoted \( \hat{s} \), as follows

\[
\hat{s} \in \arg \min_{s \in [M_1]} \hat{R}_N(\hat{f}_s), \quad \text{where} \quad \hat{R}_N(\hat{f}_s) = \frac{1}{N} \sum_{i=1}^N |Y_i - \hat{f}_s(X_i)|^2 ,
\]

(1)

and the aggregate of the regression function, denoted by \( \hat{f}_\text{MS} \), is then given by

\[
\hat{f}_\text{MS} := \hat{f}_{\hat{s}},
\]

(2)

In the second step, given the estimator \( \hat{f}_\text{MS} \) builded on \( \mathcal{D}_N \), we construct using back the sample \( \mathcal{D}_n \) \( M_2 \) estimators of the variance function \( \sigma^2 \), denoted \( \hat{\sigma}^2_{\text{MS},1}, \cdots, \hat{\sigma}^2_{\text{MS},M_2} \), by residual-based method with \( 2 \leq M_2 < \infty \). Finally, based on \( \mathcal{D}_N \) again, we select the optimal single, denoted \( \hat{m} \), as follows

\[
\hat{m} \in \arg \min_{m \in [M_2]} \hat{R}_N(\hat{\sigma}^2_{\text{MS},m}) \quad \text{where} \quad \hat{R}_N(\hat{\sigma}^2_{\text{MS},m}) = \frac{1}{N} \sum_{i=1}^N |\hat{Z}_i - \hat{\sigma}^2_{\text{MS},m}(X_i)|^2
\]

with \( \hat{Z}_i = (Y_i - \hat{f}_\text{MS}(X_i))^2 \). Therefore, the aggregate of the variance function, called \( \text{MS} \)-estimator and denoted \( \hat{\sigma}^2_{\text{MS}} \), is defined as

\[
\hat{\sigma}^2_{\text{MS}} := \hat{\sigma}^2_{\text{MS},\hat{m}}.
\]

(3)

2.2 Convex aggregation

Convex aggregation procedures for nonparametric regression are discussed in \( [2, 7, 36] \). We describe here an algorithm for aggregating estimates of the conditional variance function \( \sigma^2 \) by \( \text{C} \)-aggregation. As for
MS-aggregation, the construction of the aggregate of $\sigma^2$ needs two independent datasets $D_n$ and $D_N$. The aggregation still proceeds in two steps: one for estimating $f^*$ and the second for the estimation of $\sigma^2$. Each step is again decomposed in two parts. Firstly, we consider $M_1$ estimators of the regression function $f^*$, \{\hat{f}_1, \ldots, \hat{f}_{M_1}\}, based on $D_n$, and for any $\lambda \in \Lambda_{M_1}$ we define the linear combinations $\hat{f}_\lambda$

$$\hat{f}_\lambda = \sum_{j=1}^{M_1} \lambda_j \hat{f}_j.$$ 

Then, aggregates of the regression function based on the sample $D_N$ have the form

$$\hat{f}_C := \hat{f}_\lambda = \sum_{j=1}^{M_1} \lambda_j \hat{f}_j,$$  \hspace{1cm} (4)

where the estimator $\hat{\lambda}$ is defined by

$$\hat{\lambda} \in \arg\min_{\lambda \in \Lambda_{M_1}} \hat{R}_N(\hat{f}_\lambda).$$

Once $\hat{f}_C$ is obtained, we focus on the estimation of $\sigma^2$. Based on the sample $D_n$, we build $M_2$ estimators for the conditional variance function by the residual-based method, denoted $\hat{\sigma}^2_{\lambda,1}, \ldots, \hat{\sigma}^2_{\lambda,M_2}$, and for any $\beta \in \Lambda_{M_2}$ we define $\hat{\sigma}^2_{\lambda,\beta}$ as follows

$$\hat{\sigma}^2_{\lambda,\beta} = \sum_{j=1}^{M_2} \beta_j \hat{\sigma}^2_{\lambda,j}.$$ 

Finally, based on $D_N$, the aggregate estimate for $\sigma^2$ is given by

$$\hat{\sigma}^2_C := \hat{\sigma}^2_{\lambda,\beta},$$  \hspace{1cm} (5)

where the estimator $\hat{\beta}$ is defined by

$$\hat{\beta} \in \arg\min_{\beta \in \Lambda_{M_2}} \hat{R}_N(\hat{\sigma}^2_{\lambda,\beta}), \text{ where } \hat{R}_N(\hat{\sigma}^2_{\lambda,\beta}) = \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - \hat{\sigma}^2_{\lambda,\beta}(X_i)|^2$$

with $\hat{Z}_i = (Y_i - \hat{f}_C(X_i))^2$. We called $\hat{\sigma}^2_C$ the C-estimator.

### 3 Main results

This section is devoted to studying the $L^2$-error of MS-estimator and C-estimator. Firstly, we introduce general conditions required on the model in Section 3.1. Secondly, we show the consistency of our methods in Sections 3.2 and 3.3.

#### 3.1 Assumptions

The following assumptions are the bedrock of our theoretical analysis:

**Assumption 1.** The functions $f^*$ and $\sigma^2$ are bounded.

**Assumption 2.** $Y$ is bounded or $Y$ satisfies the gaussian model

$$Y = f^*(X) + \sigma(X)\xi,$$  \hspace{1cm} (6)

where $\xi$ is independent of $X$ and distributed according to a standard normal distribution.

These assumptions are relatively weak and play a key role in our approach. They allow to use the Hoeffding’s inequality in the case of boundness of $Y$ or $\xi$. In particular, it is important to emphasize that Assumptions 1 and 2 guarantee that the variable $Y - f^*(X)$ is sub-Gaussian (see Lemma 9 in the case where $Y$ is bounded).
3.2 Upper bound for $\hat{\sigma}_{\text{MS}}^2$

We study the $L^2$-error of the MS-estimator $\hat{\sigma}_{\text{MS}}^2$. Let $R(\hat{f}_s) = \mathbb{E} \left[ (Y - \hat{f}_s(X))^2 \right]$ for all $s \in [M_1]$. We define $s^*$ as follows

$$s^* \in \text{argmin}_{s \in [M_1]} R(\hat{f}_s).$$

Besides, we need the following assumptions in the case of MS-aggregation:

**Assumption 3.** For all $s \in [M_1]$ and all $m \in [M_2]$, $\hat{f}_s$ and $\hat{\sigma}^2_{s,m}$ are bounded a.s $\mathcal{D}_n$. More precisely, there exist two positive constants $K_1$ and $K_2$ such that for all $n \in \mathbb{N}^*$

$$\max_{s \in [M_1]} \| \hat{f}_s \|_{\infty} \leq K_1, \quad \text{and} \quad \max_{(s,m) \in [M_1] \times [M_2]} \| \hat{\sigma}^2_{s,m} \|_{\infty} \leq K_2.$$

**Assumption 4 (Separability hypothesis).** There exists $\delta_0 > 0$ such that

$$\delta^* = \min_{s \neq s^*} \{ |R(\hat{f}_s) - R(\hat{f}_{s^*})| \} > \delta_0.$$

Both assumptions are used to control the $L^2$-error of the MS-estimator $\hat{\sigma}_{\text{MS}}^2$. Assumption 3 describes the boundedness of the estimators. In our construction, the constants $K_1$ and $K_2$ do need not to be known. Let $\mathbb{E}$ be the expectation which is taken with respect to both $X$ and the samples $\mathcal{D}_n$ and $\mathcal{D}_N$. We establish the following result

**Theorem 1.** Let $\hat{f}_{\text{MS}}$ and $\hat{\sigma}_{\text{MS}}$ be two MS-estimators of $f^*$ and $\sigma^2$ defined in Eq. (2) and (3) respectively. Then, under Assumptions 3 and 4, there exist two absolute constants $C_1 > 0$ and $C_2 > 0$ such that

$$\mathbb{E} \left[ |\hat{\sigma}_{\text{MS}}^2(X) - \sigma^2(X)|^2 \right] \leq \mathbb{E} \left[ \min_{m \in [M_2]} \mathbb{E}_X \left[ |\hat{\sigma}^2_{s,m}(X) - \sigma^2(X)|^2 \right] \right] + C_1 \left\{ \min_{s \in [M_1]} \mathbb{E} \left[ \| \hat{f}_s - f^* \|_{\bar{X}}^2 \right] \right\}^{1/2p} + \frac{C_2 \left( \log(M_1) \right)^{1/4p}}{N},$$

with $p = 1$ if $Y$ is bounded and $p = 2$ otherwise.

The proof of this result is postponed to the Appendix. Let’s give a sketch of the proof. The $L^2$-error is the excess risk of $\hat{\sigma}_{\text{MS}}^2$ where $\mathbb{E} \left[ |\hat{\sigma}_{\text{MS}}^2(X) - \sigma^2(X)|^2 \right] := \mathbb{E} \left[ R(\hat{\sigma}_{\text{MS}}) - R(\sigma^2) \right]$ with $R(\sigma^2) = \mathbb{E} \left[ |Z - \sigma^2(X)|^2 \right]$. We introduce the minimizer $\hat{\sigma}_{\text{MS}} := \hat{\sigma}^2_{s^*,m}$ where $\hat{m} \in \text{argmin}_{m \in [M_2]} R(\hat{\sigma}^2_{s,m})$. We consider the decomposition $\mathbb{E} \left[ |\hat{\sigma}_{\text{MS}}^2(X) - \sigma^2(X)|^2 \right] = \mathbb{E} \left[ R(\hat{\sigma}_{\text{MS}}) - R(\sigma^2) \right] + \mathbb{E} \left[ R(\sigma^2_{\text{MS}}) - R(\sigma^2) \right]$. We control the two terms in the right side separately. The first one is the estimation error (variance term). To control it, we need to introduce $\hat{\sigma}^2_{s,m} := \hat{\sigma}^2_{s,m} \hat{m}$ where $\hat{m} \in \text{argmin}_{m \in [M_2]} R_N(\hat{\sigma}^2_{s,m})$, with $R_N(\hat{\sigma}^2_{s,m}) = \frac{1}{N} \sum_{i=1}^N |Z_i - \hat{\sigma}^2_{s,m}(X_i)|^2$. The upper bound of the variance depends on the $L^2$-error of the aggregate $\hat{f}_{\text{MS}}$ with respect to the empirical norm. The second one is the approximation error. Its upper-bound is linked to $\mathbb{P}(\hat{s} \neq s^*)$.

Theorem 1 gives the upper-bound for $L^2$-error of $\hat{\sigma}_{\text{MS}}^2$. This bound consists of two parts: the first part is the bias of MS-estimator $\hat{\sigma}_{\text{MS}}^2$ and depends on the deterministic selector $s^*$; the second part is composed of the two remaining terms and corresponds to the estimation error (variance). The first term is the bias term of $\hat{f}_{\text{MS}}$ expressed in terms of the empirical norm $\| \cdot \|_{\bar{X}}$, and the second one characterises the price to pay for MS-aggregation and is of order $(\log(M_1)/N)^{1/4p}$ where $p = 1$ if $Y$ is bounded and $p = 2$ otherwise. Note that this rate is slower than in the case of the estimation of the regression function $f^*$. This slow rate is due to the double aggregation that we need to perform for the estimation of the conditional variance function.

3.3 Upper bound for $\hat{\sigma}_i^2$

In this part, we focus in studying the $L^2$-error of $\hat{\sigma}_i^2$. The construction of $\hat{\sigma}_i^2$ needs the following estimators $\{ \hat{f}_{i,1}^{M_1} \}_{i=1}^{M_1}$ and $\{ \hat{\sigma}^2_{\lambda,j}^{M_2} \}_{i=1}^{M_2}$. We require the following conditions

**Assumption 5.** For all $i \in [M_1]$, all $\lambda \in \Lambda^{M_1}$ and all $j \in [M_2]$, $\hat{f}_i$ and $\hat{\sigma}^2_{\lambda,j}$ are bounded a.s $\mathcal{D}_n$. 


We can deduce that our rates are very slow because our procedures need to estimate at the same time and on the price to pay for convex aggregation which is of order the performances of.

### Numerical results

For the Gaussian and bounded regression model, the rate of the variance term of \( \sigma^2 \) in the Appendix. Let’s now compare with the rates of bounded and \( \sigma^2 \) is a bound of the variance term that rely on the bias term of \( p \)

\[ \text{Assumption 6. Suppose that there exists a constant } K \geq 0 \text{ such that for every } j \in [M_2] \]

\[ \mathbb{E} \left[ \left| \hat{\sigma}^2_{\lambda,j}(X) - \sigma^2_j(X) \right| \right] \leq K\| \lambda_1 - \lambda_2 \|_{1,M_1}, \forall \lambda_1, \lambda_2 \in \Lambda^{M_1} \text{ a.s.} \]

Assumption 6 is a strong condition. However, it holds, for instance, for estimators of the form \( \hat{\sigma}^2_j(X) = \sum_i \omega_i(X)(Y_i - \hat{f}_j(X_i))^2 \) where \( \omega_i(X) \) are weight functions, that are nonnegative and sum to one. The next theorem is the main result of this section, it display the upper-bound of \( L^2 \)-error for \( \hat{\sigma}^2 \).

**Theorem 2.** Let \( \hat{f}_C \) and \( \hat{\sigma}^2_C \) to be two \( C \)-estimators of \( f^* \) and \( \sigma^2 \) defined in Eq. (1) and (5) respectively. Then, under Assumptions 2, 3, 7 and 8 there exist two absolute constants \( C_1 > 0 \) and \( C_2 > 0 \) such that

\[ \mathbb{E} \left[ \hat{\sigma}^2_C(X) - \sigma^2(X)^2 \right] \leq \mathbb{E} \left[ \inf_{\beta \in \Lambda^{M_2}} \mathbb{E}_X \left[ \hat{\sigma}^2_{\lambda,\beta}(X) - \sigma^2(X)^2 \right] \right] + C_1 \left\{ \inf_{\lambda \in \Lambda^{M_1}} \mathbb{E} \left[ \left\| \hat{f}_\lambda - f^* \right\|_N^2 \right] \right\}^{1/2p} + C_2 \left( \frac{\log(M_1)}{N} \right)^{1/4p}, \]

with \( p = 1 \) if \( Y \) is bounded and \( p = 2 \) otherwise.

As for Theorem 1, the upper-bound for the \( L^2 \)-error of \( C \)-estimator \( \hat{\sigma}^2 \) is composed of three terms. The first one is the bias term of \( \hat{\sigma}^2 \) which depends on the random selector \( \lambda \), the second and third ones is a bound of the variance term that rely on the bias term of \( \hat{f}_C \) with respect to the empirical norm \( \| \cdot \|_N^2 \) and on the price to pay for convex aggregation which is of order \( (\log(M_1)/N)^{1/4p} \) where \( p = 1 \) if \( Y \) is bounded and \( p = 2 \) otherwise.

We notice that both procedures \( MS \) and \( C \) have the same rate. Indeed, the variance term of \( \hat{\sigma}^2_{RS} \) and \( \hat{\sigma}^2_C \) is based on the upper bound for \( \hat{f}_{RS} \) and \( \hat{f}_C \). Moreover, the aggregates \( \hat{f}_{RS} \) and \( \hat{f}_C \) have the same rate which is of order \( (\log(M_1)/N)^{1/2} \) with respect to the empirical norm \( \| \cdot \|_N^2, \) see Proposition 2 and Proposition 3 in the Appendix. Let’s now compare with the rates of \( \hat{f}_{RS} \) and \( \hat{f}_C \) with respect to \( L^2 \)-error and \( L^2 \)-risk. For the Gaussian and bounded regression model, the rate of the variance term of \( \hat{f}_{RS} \) and \( \hat{f}_C \) is of order \( \frac{\log(M)}{N} \) and \( \frac{M}{N} \) if \( M \leq \sqrt{N} \) respectively, \( 1 + \log \left( \frac{M}{\sqrt{N}} + 1 \right) \) if \( M \geq \sqrt{N} \) in both cases, see [7] [21] [22] [30].

We can deduce that our rates are very slow because our procedures need to estimate at the same time the unknown regression function \( f^* \) and the variance function \( \sigma^2 \) by aggregation procedures.

### 4 Numerical results

This section is devoted to the numerical analysis of our procedures. In Section 4.1, we describe four heteroscedastic models in the Gaussian case and two models when \( Y \) is bounded. Second, we evaluate the performances of \( MS \)-estimator and \( C \)-estimator for different examples in Section 4.2. Once we have calibrated our estimate of the variance function \( \sigma^2 \), we exploit it to consider the problem of regression with reject option in Section 4.3.

#### 4.1 Data

Our numerical study relies on synthetic data:

**Heteroscedastic models:** We propose four examples of heteroscedastic models (6):

- **Model 1:** let \( a \in \{1/4,1\} \) and \( X = (X_1, X_2, X_3) \) have a uniform distribution on \([0,1]^3\). Let
  1. \( f^*(X) = 0.1 \cos(X_1) + \exp(-X_2^2) \);
  2. \( \sigma^2(X) = a(0.1 + \exp(-7(X_1 - 0.2)^2) + \exp(-10(X_2 - 0.5)^2) + \exp(-50(X_3 - 0.9)^2)) \).
- **Model 2:** let \( X = (X_1, \cdots, X_{10}) \) have a uniform distribution on \([0,1]^{10}\). We define
  1. \( f^*(X) = 0.1 + \exp(-X_2^2) + 0.2 \sin(X_2 + X_3 + X_4 + 0.1X_5^2) \);
  2. \( \sigma^2(X) = \frac{1}{2} \left[ 0.5 + \sqrt{X_1(1-X_2)} + 0.8X_3X_4 + X_5X_6X_7^2 + 0.9 \exp(-500(X_8 + X_9 + X_{10} - 0.5)^2) \right] \).
- **Model 3:** sparse model
1. \( f^*(X) = X\beta, \quad \beta \in \mathbb{R}^p; \)
2. \( \sigma^2(X) = \frac{1}{2} \left( 0.3 + \sqrt{X_1(1-X_1)} \sin \left( \frac{2.1\pi}{X_2+0.05} \right) + 0.5X_3 + X_4 \right)^2. \)

Bounded \( Y \): we consider the following regression model when \( Y \) is bounded

\[
Y = f^*(x) + \sigma(X)\varrho \tag{8}
\]

where \( \varrho \) have a uniform distribution on \([-\sqrt{3}, \sqrt{3}]\). We give the following examples of models:

- Model 4: let \( X \) have a uniform distribution on \([0,1]^2\) and
  1. \( f^*(X) = X_1 + \exp(-X_2^2); \)
  2. \( \sigma^2(X) = 0.01 + X_1 \exp(-(X_2 - 0.9)^2). \)

- Model 5: let \( X = (X_1, X_2, X_3) \) have a uniform distribution on \([0,1]^3\) and
  1. \( f^*(X) = X_1 + X_2 + 0.5\cos(X_3); \)
  2. \( \sigma^2(X) = \left( 0.3 + \sqrt{X_1(1-X_1)} \sin \left( \frac{(2.1)\pi}{X_2+0.05} \right) + X_3 \right)^2. \)

We describe the previous models. We display in Figures 1 and 2 the histograms of the variance function for every model. Model 1 is a multivariate model in which the regression and variance functions are regular functions. In the case \( a = 1/4 \), the problem of estimation of \( \sigma^2 \) is hard since it takes a large proportion of values smaller than 1, while the case \( a = 1 \) is simpler because about 76.3% of the values of \( \sigma^2 \) are larger than 1 and 0.04% larger than 3. Moreover, Model 2 is also a multivariate model where we introduce higher order terms in the variance function. In this sense the estimation of the variance function is hard since in addition, there are only 28% of values of \( \sigma^2 \) greater than 1. In Model 3 we consider a sparse model for the regression function where \( X \) is an \( N \times p \) matrix (\( p \) is the number
of predictors) with independent uniform entries, $\beta \in \mathbb{R}^p$ is a vector of weights, and $\xi \in \mathbb{R}^N$ is a standard Gaussian noise vector and is independent of the feature $X$. We fix $p = 50$. The vector $\beta$ is chosen to be $s$-sparse where $s < p$, that means $\beta$ has only first $s$ coordinates different from 0; $\beta_i = 1_{\{i \leq s}\}$, Here, we choose $s = 14$. In addition, the variance function in this model is less difficult. Indeed, $\sigma^2$ takes only 24.8% values greater than 1. Finally, the last two examples are two models when $Y$ is bounded. Model 4 is bivariate regression model where the estimation of $\sigma^2$ is difficult (about 99.8% of the values are less than 1). Lastly, considering Model 5, the values of $\sigma^2$ are between 0 and 3.12. There are 36.6% of values that are larger than 1. From this perspective the estimation of the variance function is less complicated. However, the presence of higher order terms makes the problem harder.

4.2 Benefit of aggregation

In this section we improve the classical methods based on residual-based approach by considering aggregation. In the same time we compare MS and C aggregation.

4.2.1 Machines and simulation scheme

The construction of the aggregates $\hat{s}_{MS}^2$ and $\hat{s}^2$ is described in Sections 2.1 and 2.2. We recall that we focus on the residual-based method to compute the candidates of the variance function $\sigma^2$. One of the advantages of using the aggregation approach is that the collection of candidates is chosen by the practitioner and can be arbitrary. We build three dictionaries $\mathcal{F} = \{f_i\}_{i=1}^{12}$, $\mathcal{G}_1 = \{\hat{s}_{i,12}^2\}_{m=1}^{12}$ and $\mathcal{G}_2 = \{\hat{s}_{i,j}^2\}_{j=1}^{12}$ that contain 12 machines each: the random forest with different number of trees (ntree=50, 150, 500), the kNN with different values of $k$ ($k = 7, 13, 22$), the Lasso with different values of tuning parameter ($\lambda = 0.5, 2$), the Ridge with different values of tuning parameter ($\lambda = 0.9, 3$), regression tree and the Elastic Net regression with a penalty term $\lambda = 1$ and a parameter $\alpha = 0.6$ that compromises between the $\ell_1$ and the $\ell_2$ terms in the penalty. The first dictionary is exploited to compute the aggregates $f_{MS}$ and $f_C$ while the last two are used to calculate respectively $\hat{s}_{MS}^2$ and $\hat{s}^2$ with those 12 machines. For the 12 algorithms, we use the following R packages:

- Regression tree (R package tree, [31]);
- k-nearest neighbors regression (R package FNN, [24]);
- RandomForest regression (R package randomForest, [25]);
- Lasso regression (R package glmnet, [14]);
- Ridge regression (R package glmnet);
- Elastic Net regression (R package glmnet).

Other parameters are set by default. In addition to that, we use Optim function in R which is based on method BFGS to compute $\hat{\lambda}$ and $\hat{\beta}$. Now, we evaluate the performances of $\hat{s}_{MS}^2$ and $\hat{s}^2$ on previous models. Besides, we provide estimation of the $L^2$-error for $\hat{s}_{MS}^2$ and $\hat{s}^2$ and repeat independently $L = 100$ times the following steps

1. simulate three datasets $\mathcal{D}_n$, $\mathcal{D}_N$ and $\mathcal{D}_T$ with $n \in \{100, 1000\}$, $N \in \{100, 1000\}$ and $T = 1000$;
2. based on $\mathcal{D}_n$, we compute the dictionary $\mathcal{F}$, and then based on $\mathcal{D}_N$, we compute the aggregates $\hat{f}_{MS}$ (that is $\hat{s}$) and $\hat{f}_C$ (that is $\hat{\lambda}$) of the regression function $f^* \text{ provided in Eqs (2) and (4)}$;
3. based on $\mathcal{D}_n$ and $\hat{f}_{MS}$ (resp. $\hat{f}_C$), we compute the collection $\mathcal{G}_1$ (resp. $\mathcal{G}_2$) and we calculate $\hat{s}_{MS}^2$ and $\hat{s}^2$ on $\mathcal{D}_N$;
4. based on $\mathcal{D}_n \cup \mathcal{D}_N$: firstly, we compute the collection $\mathcal{F}_1$ secondly, for each estimate $\hat{f}_s$ in $\mathcal{F}$ we calculate the estimators $\hat{\sigma}_{1,m}^2$ of $\sigma^2$ corresponding to the 12 procedures in $\mathcal{F}$ and we pick the best estimator among them;

$^1$Note that this set of estimators differ from the dictionary computed in step 2, since it is computed in the whole data $\mathcal{D}_n \cup \mathcal{D}_N$. We abuse in the notation to avoid extra notation that are irrelevant for the understanding.
5. finally, over \( \mathcal{D}_T \), we compute the empirical \( L^2 \)-error of the aggregates \( \hat{\sigma}_M^2 \) and \( \hat{\sigma}_C^2 \) and the best estimator computed in step 4. More precisely, we compute the following quantity:
\[
\text{Err}(\hat{\sigma}^2) = \frac{1}{T} \sum_{i=1}^{T} (\hat{\sigma}^2(X_i) - \sigma^2(X_i))^2.
\]

From these experiments, we compute the means and standard deviations of both empirical risks \( \text{Err} \) for \( \hat{\sigma}_M^2 \), \( \hat{\sigma}_C^2 \) and the best estimator in step 4 and we display the boxplot of the empirical \( L^2 \)-error.

### 4.2.2 Results

We present our results in Figures 3-8 and Tables 1 and 2. We make several observations. First, the convex aggregation method is better than the model selection aggregation method in all models. Second, we notice that when \( n \) and \( N \) are enough, the \( \text{MS} \)-estimator \( \hat{\sigma}_M^2 \) and the \( \text{C} \)-estimator \( \hat{\sigma}_C^2 \) have similar performance, that is close to the performance of the best estimator. These results reflect our theory: the consistency of \( \text{MS} \)-estimator and the \( \text{C} \)-estimator. Third, we observe that the empirical \( L^2 \)-error of \( \hat{\sigma}_M^2 \) and \( \hat{\sigma}_C^2 \) decreases faster in the simpler models (with respect to the estimation of the variance function) when \( n \) and \( N \) increase (see the evolution of the boxplots in Figures 4 and 8 as compared to Figures 3 and 6). In addition, our numerical results highlight an interesting fact: when we split data, it is advantageous to put more data in the second dataset \( \mathcal{D}_N \) used in the aggregation step. Indeed, it seems as illustrated in Table 2 that the methods have better performance for large samples \( \mathcal{D}_N \) in all cases. As an example, the mean error in Model 1 with \( a = 1 \) for \( \text{C} \)-aggregation is 0.33 when \( n = 100 \) and \( N = 100 \) and 0.26 when \( n = 100 \) and \( N = 1000 \).

| Model | \( C \) | \( \text{MS} \) | Best | \( C \) | \( \text{MS} \) | Best |
|-------|--------|-------|------|--------|-------|------|
|       | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) |
| Model 1 (a = 0.25) | 0.028 (0.018) | 0.031 (0.023) | 0.013 (0.003) | 0.011 (0.004) | 0.014 (0.003) | 0.011 (0.001) |
| Model 1 (a = 1) | 0.407 (0.214) | 0.428 (0.279) | 0.200 (0.44) | 0.155 (0.044) | 0.200 (0.040) | 0.164 (0.013) |
| Model 2 | 0.247 (0.133) | 0.272 (0.180) | 0.110 (0.025) | 0.106 (0.036) | 0.100 (0.093) | 0.070 (0.010) |
| Model 3 | 0.287 (0.092) | 0.302 (0.125) | 0.218 (0.139) | 0.194 (0.021) | 0.196 (0.044) | 0.164 (0.011) |
| Model 4 | 0.032 (0.027) | 0.034 (0.063) | 0.010 (0.005) | 0.010 (0.005) | 0.011 (0.003) | 0.009 (0.001) |
| Model 5 | 0.382 (0.116) | 0.405 (0.168) | 0.264 (0.032) | 0.209 (0.040) | 0.223 (0.024) | 0.178 (0.016) |

Table 1: Average and standard deviation of the empirical \( L^2 \)-error of the three estimators with \( n = N \).

| Model | \( C \) | \( \text{MS} \) | Best | \( C \) | \( \text{MS} \) | Best |
|-------|--------|-------|------|--------|-------|------|
|       | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) | \( \text{Err} \) |
| Model 1 (a = 0.25) | 0.023 (0.015) | 0.028 (0.023) | 0.012 (0.002) | 0.018 (0.008) | 0.019 (0.006) | 0.012 (0.002) |
| Model 1 (a = 1) | 0.335 (0.265) | 0.381 (0.343) | 0.170 (0.014) | 0.262 (0.090) | 0.278 (0.081) | 0.169 (0.018) |
| Model 2 | 0.193 (0.132) | 0.227 (0.189) | 0.074 (0.013) | 0.159 (0.055) | 0.148 (0.054) | 0.073 (0.010) |
| Model 3 | 0.252 (0.082) | 0.278 (0.129) | 0.180 (0.015) | 0.259 (0.029) | 0.270 (0.035) | 0.179 (0.015) |
| Model 4 | 0.021 (0.014) | 0.026 (0.027) | 0.009 (0.002) | 0.019 (0.012) | 0.017 (0.015) | 0.009 (0.002) |
| Model 5 | 0.295 (0.144) | 0.336 (0.209) | 0.195 (0.019) | 0.313 (0.079) | 0.317 (0.095) | 0.194 (0.015) |

Table 2: Average and standard deviation of the empirical \( L^2 \)-error of the three estimators with \( n \neq N \).

### 4.3 Application to regression with reject option

The variance function plays an important role in regression with reject option [11]. The aim is to abstain from predicting at some hard instances and we consider the framework where rejection (abstention) rate is controlled. Let \( \varepsilon \in (0, 1) \), the \( \varepsilon \)-predictor (the optimal rule) relies on thresholding the variance function

\[
\Gamma^*_\varepsilon(x) := \begin{cases} 
\{ f^*_\varepsilon(x) \} & \text{if } F_{\sigma^2}(\sigma^2(x)) \leq 1 - \varepsilon \\
\emptyset & \text{otherwise}
\end{cases}
\]
where $F_{\sigma^2}$ is the cumulative distribution function of $\sigma^2(X)$. The $\varepsilon$-predictor has rejection rate exactly $\varepsilon$

$$r(\Gamma^*_\varepsilon) := \mathbb{P}(|\Gamma^*_\varepsilon(X)| = 0) = \mathbb{P}(F_{\sigma^2}(\sigma^2(X)) \geq 1 - \varepsilon) = \varepsilon.$$  

Moreover, the performance of $\Gamma^*_\varepsilon$ is measured by the $L_2$-error when prediction is performed

$$\text{Err}(\Gamma^*_\varepsilon) := \mathbb{E}[(Y - f^*(X))^2 \mid |\Gamma^*_\varepsilon(X)| = 1].$$

The $L_2$ error and the rejection rate of $\Gamma^*_\varepsilon$ are working in two opposite directions w.r.t. $\varepsilon$.

**Proposition 1** (Proposition 1 in [11]). For any $\varepsilon < \varepsilon'$, the following holds

$$\text{Err}(\Gamma^*_\varepsilon) \leq \text{Err}(\Gamma^*_{\varepsilon'}) \quad \text{and} \quad r(\Gamma^*_\varepsilon) \geq r(\Gamma^*_{\varepsilon'}).$$

The estimate of $\Gamma^*_\varepsilon$ needs two independent samples $D_N$ and $D_N$ where $D_N$ is composed of $N$ independent copies of the feature $X$. The sample $D_N$ will be used to construct estimators $\hat{f}$ and $\hat{\sigma}^2$ of $f^*$ and $\sigma^2$. Besides, we consider the randomized prediction $\hat{\sigma}^2(X) = \hat{\sigma}^2(X) + \zeta$ where $\zeta \sim \mathcal{U}([0, u])$ is independent of every other random variable with $u > 0$ is small fixed real number. Thus, we use $D_N$ to estimate $F_{\sigma^2}$ which is given by the empirical distribution function of $\hat{\sigma}^2$

$$\hat{F}_{\hat{\sigma}^2}(\cdot) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(\hat{\sigma}^2(X_{N+i}) + \zeta \leq \cdot).$$

Finally, the plug-in $\varepsilon$-predictor is the predictor with reject option defined for each $x \in \mathbb{R}^d$ as

$$\hat{\Gamma}_\varepsilon(x) = \begin{cases} \{\hat{f}(x)\} & \text{if } \hat{F}_{\hat{\sigma}^2}(\hat{\sigma}^2(x)) \leq 1 - \varepsilon \\ \emptyset & \text{otherwise} \end{cases}. \quad (9)$$
Figure 5: Boxplot of the empirical $L^2$-error of the estimators in Model 2

Figure 6: Boxplot of the $L^2$-error of the estimators in sparse model when $p = 50$, and $s = 14$.

This plug-in approach is shown to be consistent, see [11]. In particular, the plug-in $\varepsilon$-predictor behaves asymptotically as well as the the best predictor $\Gamma^*_\varepsilon$ both in terms of risk and rejection rate. According to the Model 1 and Model 5 we have two different situations to use of reject option. In the case $a = 0.25$, the use of the reject option may seem less significant because of the values of the variance function is smaller than 1. On the contrary, we have 71.3% of values of $\sigma^2$ are larger than 1 in the case when $a = 1$ and 36.6% of values of $\sigma^2$ are larger than 1 in Model 5. Then we may have some doubts in the associated prediction. In the sequel, we provide the estimation of the error of the $\varepsilon$-predictor. For each $\varepsilon \in \{0, 0.1, 0.3, 0.5, 0.9\}$, we repeat 100 times the following steps

(i) simulate two datasets $D_N$ and $D_M$ with $N = 100$ and $M = 1000$;

(ii) based on $D_N$ which contains only unlabeled features, we compute the empirical cumulative distribution of $\sigma^2(X)$;

(iii) finally, we compute the empirical rejection rate $\hat{r}$ and the empirical error $\hat{Err}$ of $\Gamma^*_\varepsilon$.

From these experiments, we compute the average and standard deviation of $Err$ and $r$. We report the results in Table 3. Now, we evaluate the performance of plug-in $\varepsilon$-predictor considering the same algorithm for both estimation tasks and build five plug-in $\varepsilon$-predictors based respectively on support vector machines (svm), random forests (rf), and regression tree (tree), $C$ and MS algorithms (constructed in section 4.2.1). For each $\varepsilon \in \{0, 0.1, 0.3, 0.5, 0.9\}$, and each plug-in $\varepsilon$-predictor, we compute the empirical rejection rate $\hat{r}$ and the empirical error $\hat{Err}$. So, we repeat independently 100 times the following steps:

1. simulate four datasets $D_n$, $D_N$, $D_N$, and $D_T$ with $n = N = 100$ or 1000, $N = 100$ and $T = 1000$;

2. based on $D_n$, we compute the estimators in $F$, and then based on $D_N$, we compute an aggregates $\hat{f}_{MS}$, $\hat{f}_{CM}$, and the knn, rf and svm estimators of the regression function $f^*$;
Figure 7: Boxplot of the $L^2$-error of the estimators in Model 4.

Figure 8: Boxplot of the $L^2$-error of the estimators in Model 5.

| $\varepsilon$ | Model 1 ($a = 0.25$) | Model 1 ($a = 1$) | Model 5 |
|---------------|----------------------|-------------------|---------|
|               | $\hat{r}$ | $\hat{\text{Err}}$ | $\hat{r}$ | $\hat{\text{Err}}$ | $\hat{r}$ | $\hat{\text{Err}}$ | $\hat{r}$ | $\hat{\text{Err}}$ |
| 0             | 0.00 (0.00) | 1.38 (0.08) | 0.00 (0.00) | 0.90 (0.04) | 0.00 (0.00) | 0.00 (0.00) |
| 0.1           | 0.31 (0.01) | 1.00 (0.02) | 1.26 (0.07) | 0.10 (0.02) | 0.73 (0.04) | 0.10 (0.02) |
| 0.3           | 0.27 (0.01) | 0.30 (0.03) | 1.06 (0.07) | 0.30 (0.02) | 0.51 (0.03) | 0.30 (0.02) |
| 0.5           | 0.22 (0.02) | 0.49 (0.03) | 0.89 (0.06) | 0.50 (0.03) | 0.34 (0.03) | 0.50 (0.02) |
| 0.7           | 0.17 (0.02) | 0.70 (0.03) | 0.69 (0.06) | 0.70 (0.02) | 0.18 (0.02) | 0.70 (0.03) |
| 0.9           | 0.10 (0.02) | 0.90 (0.02) | 0.41 (0.07) | 0.90 (0.02) | 0.03 (0.01) | 0.90 (0.02) |

Table 3: Average and standard deviation of the empirical $L^2$-error of the three estimators with $n \neq N$.

3. based on $D_a$ and $\hat{f}_{\text{RS}}$ (resp. $\hat{f}_{\text{CH}}$), we compute the estimators in $G_1$ (resp. $G_2$). Then, based $D_N$ we calculate $\hat{\sigma}^2_{\text{RS}}, \hat{\sigma}^2_{\text{CH}}, \text{tree}, \text{rf}$ and $\text{svm}$ estimators of $\sigma^2$;

4. based on $D_N$, we compute the empirical cumulative distribution function of the randomized estimators $\hat{\sigma}^2(X)$ taking $\zeta \sim U([0, 10^{-9}])$;

5. finally, over $D_r$, we compute the empirical rejection rate $\hat{r}$ and the empirical error $\hat{\text{Err}}$ for $\hat{\Gamma}_\varepsilon$.

From these estimations, we compute the average and standard deviation of $\hat{r}$ and $\hat{\text{Err}}$. The results are reported in Tables 4 and 5 and Figure 9. Firstly, we can see that the performance of $\varepsilon$-predictor in Model 1 when $a = 1$ and Model 5 reflects that the regression problem is quite difficult because the decrease of the error is slower. Indeed, if $\varepsilon = 0$, the empirical error of $\Gamma^*_\varepsilon$ equals 1.38 and if $\varepsilon = 0.9$ equals 0.41. Secondly, the plug-in $\varepsilon$-predictors are decreasing $w.r.t.$ $\varepsilon$ for all models (see Table 4 and Figure 9) and their empirical rejection rates are very close to their expected values (see Table 5). Moreover, the performance of the methods gets better when $n$ and $N$ increase. Finally, we observe that the plug-in
ε-predictors based on MS and C (C-plug-in ε-predictor is a little better than MS-plug-in ε-predictor) are close to optimal rule. Therefore, we deduce that a good estimation of regression and variance functions leads to a better plug-in ε-predictors.

Figure 9: Visual description of the performance of five plug-in ε-predictors.

5 Conclusion

In the regression setting, we estimated the variance function by the model selection and convex aggregation when the set of initial estimators are constructed by the residual based-method. We called the estimators of the two procedures the MS-estimator and C-estimator respectively. We established the consistency of our estimators under mild assumptions and provided rate of convergence for these methods in $L_2$-norm that are of order $O((\log(M_1)/N)^{1/8})$ when $Y$ is satisfied the gaussian model; and $O((\log(M_1)/N)^{1/4})$ when $Y$ is bounded.
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Appendix

This section gathers the proof of our results.

A Proof of Theorem 1

Note that the quantity $E \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right]$ is the excess risk of the estimator $\hat{\sigma}_{\text{RS}}^2$ and defines as follow

$$E \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right] := E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) \right],$$

where $R(\sigma^2) = E \left[ |Z - \sigma^2(X)|^2 \right]$ is the true risk of the variance function. Besides, we introduce a minimizer of the risk $R$, denoted by $\hat{\sigma}_{\text{RS}}^2$ and given

$$\hat{\sigma}_{\text{RS}}^2 := \hat{\sigma}_{\text{RS}}^2 \mid \text{argmin}_{m \in [M_2]} R(\hat{\sigma}_{\text{RS}}^2).$$

We consider the following decomposition

$$R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) = R(\hat{\sigma}_{\text{RS}}^2) - R(\hat{\sigma}_{\text{RS}}^2) + R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2).$$

Each of these errors is obviously positive. The random term $R(\hat{\sigma}_{\text{RS}}^2) - R(\hat{\sigma}_{\text{RS}}^2)$ is called the estimation error (or the variance). It measures how close the estimate $\hat{\sigma}_{\text{RS}}^2$ is to the best possible rule in $[M_2]$ in terms of the risk $R$. The deterministic term $R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2)$ is called the approximation error (or the bias). We start with the following lemma

**Lemma 1.** Let $\hat{\sigma}_{\text{RS}}^2$ be an aggregate defined in Equation (10). Then,

$$E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) \right] = E \left[ \min_{m \in [M_2]} E_X \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right] \right].$$

This result explicitly determines the approximation error.

**Proof of Lemma 1.** For all $m \in [M_2]$, the excess risk of $\hat{\sigma}_{\text{RS}}^2$ is given as follow

$$E \left[ |Z - \hat{\sigma}_{\text{RS}}^2(X)|^2 \right] - E \left[ |Z - \sigma^2(X)|^2 \right] = E_X \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right].$$

We apply $\min$ in Equation (12) and we get

$$E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) \right] = E \left[ \min_{m \in [M_2]} E_X \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right] \right].$$

**Proof of Theorem 1.** We thanks the decomposition in Eq. (11), we have

$$E \left[ |\hat{\sigma}_{\text{RS}}^2(X) - \sigma^2(X)|^2 \right] = E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\hat{\sigma}_{\text{RS}}^2) \right] + E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) \right].$$

**Step 1.** Study of the term $E \left[ R(\hat{\sigma}_{\text{RS}}^2) - R(\sigma^2) \right]$. We begin with the following Lemma

**Lemma 2.** Let $\hat{s}$ and $s^*$ be two estimators defined in (1) and (7) respectively. Then, under Assumptions 4, 3, 2, and 1 there exists an absolute constant $C$ such that

$$\mathbb{P} (\hat{s} \neq s^*) \leq C \left( \frac{\log(M_1)}{N} \right)^{1/2}. $$

**Proof.** Under Assumption 4 we have firstly $\delta^* (D_n) = \min_{s \neq s^*} \left\{ |R(\hat{s}_{\text{RS}}) - R(\hat{s})| \right\} > \delta_0 > 0$. Recall that $R(\hat{s}_{\text{RS}}) \leq R(\hat{s})$. On the event $\{ \hat{s} \neq s^* \}$, we have two cases
where

\[ \hat{R}_N(\hat{s}) < \mathcal{R}(\hat{s}), \]  
and then

\[ \delta^* \leq |\mathcal{R}(\hat{s}) - \mathcal{R}(\hat{s}^*)| \leq |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s}^*)| \leq \max_{s \in [M_1]} |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s})| \]

- \hat{R}_N(\hat{s}) \geq \mathcal{R}(\hat{s})^*, \text{ and then}

\[ \delta^* \leq |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s}^*)| + |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s})| \leq 2 \max_{s \in [M_1]} |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s})|.

Therefore,

\[ \mathbb{P}(\hat{s} \neq s^*) \leq \mathbb{P} \left( \max_{s \in [M_1]} |\hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s})| \geq \delta_0/2 \right) \]

We control this term using Bernstein’s inequality. We check that the conditions for Bernstein’s inequality are satisfied. For all \( s \in [M_1] \), set \( V_i(s) = |Y_i - \hat{f}_s(X_i)|^2 = |f^*(X_i) - \hat{f}_s(X_i) + \sigma(X_i)\xi_i|^2 \) for all \( i = 1, \ldots, N \). First, Assumptions 1 and 3 ensure that there exist a positive constants \( L_1 \) and \( L_2 \) such that \( |f^*(X) - \hat{f}_s(X)| \leq L_1 \) and \( |\sigma^2(X)| \leq L_2 \). Second, note that since the variables \( V_i(s) \) are i.i.d. and by the elementary inequality \( (x + y)^4 \leq 2^4(x^4 + y^4) \) for all \( x, y \in \mathbb{R} \), by Lemma 4 and by the elementary inequality \( x^4 + y^4 \leq (x + y)^4 \) for all \( x, y \geq 0 \) we have

\[
\sum_{i=1}^{N} \mathbb{E} \left[ V_i^2(s) \right] \leq 2^4 \sum_{i=1}^{N} \mathbb{E} \left[ (f^*(X) - \hat{f}_s(X))^4 + \sigma^4(X_i)\xi_i^4 \right] \leq 2^7 N(L_1 + \sqrt{L_2})^4 := v_N,
\]

and for \( k \geq 3 \) we follow the elementary inequality \( (x + y)^{2k} \leq 2^{2k-1}(x^{2k} + y^{2k}) \) for all \( x, y \in \mathbb{R} \), Lemma 4 and the following elementary inequality \( x^{2k} + y^{2k} \leq (x + y)^{2k} \) for all \( x, y \geq 0 \)

\[
\sum_{i=1}^{N} \mathbb{E} \left[ (V_i^k(s) \vee 0) \right] = \sum_{i=1}^{N} \mathbb{E} \left[ (f^*(X_i) - \hat{f}_s(X_i))^k + \sigma^2(X_i)^k|\xi_i|^2 \right] \leq \frac{1}{2} v_N c^{k-2} k!,
\]

where \( c := 8 \left( L_1 + \sqrt{L_2} \right)^2 \). Using the Bernstein’s inequality (Lemma 7), we get for all \( s \in [M_1] \)

\[
\mathbb{P} \left( \left| \hat{R}_N(\hat{s}) - \mathcal{R}(\hat{s}) \right| \geq \frac{\delta_0}{2} \right) \leq 2 \exp \left( -\frac{N c_0^2}{2^{10}(L_1 + \sqrt{L_2})^4 + 4c_0 \delta^*} \right)
\]

By union bound on \( s \in [M_1] \), we obtain

\[
\mathbb{P}(\hat{s} \neq s^*) \leq 2 \exp \left( \log(M_1) - \frac{N c_0^2}{2^{10}(L_1 + \sqrt{L_2})^4 + 4c_0 \delta_0} \right) \leq C \left( \log(M_1) \right)^{1/2} \frac{1}{N},
\]

where \( C \) is a positive constant which depends on \( L_1, L_2 \) and \( \delta_0 \)

By Lemmas 1 and 2, and under Assumptions 1 and 3 we get

\[
\mathbb{E} \left[ R(\hat{\tilde{\sigma}}_N^2) - R(\sigma^2) \right] = \min_{m \in [M_2]} \mathbb{E}_X \left[ (\hat{\tilde{\sigma}}_{s,m}(X) - \sigma^2(X))^2 \{1_{\{\hat{s} = s^*\}} + 1_{\{\hat{s} \neq s^*\}} \} \right] \]

\[
\leq \min_{m \in [M_2]} \mathbb{E}_X \left[ (\hat{\tilde{\sigma}}_{s,m}(X) - \sigma^2(X))^2 \right] + C \left( \frac{\log(M_1)}{N} \right)^{1/2}
\]

where \( C \) is a constant which depends on \( K_2, \sigma^2 \) and the constant in Lemma 2
Step 2. Study of the term \( \mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] \). To treat the estimation error, we introduce an aggregate \( \tilde{\sigma}_{\mathcal{R}}^2 \) which is based on minimization of the empirical risk of \( R \)
\[
\tilde{\sigma}_{\mathcal{R}}^2 := \hat{\sigma}_{\mathcal{i}, \hat{m}}^2 \quad \text{where} \quad \hat{m} \in \arg\min_{m \in [M_2]} R_N(\hat{\sigma}_{\mathcal{i}, m}^2),
\]
with \( R_N(\hat{\sigma}_{\mathcal{i}, m}^2) = \frac{1}{N} \sum_{i=1}^{N} |Z_i - \hat{\sigma}_{\mathcal{i}, m}(X_i)|^2 \). Moreover, we consider the decomposition
\[
\mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] = \mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] + \mathbb{E} \left[ R(\tilde{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right].
\]

**Step 2.1** Study of the term \( \mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] \). We decompose the term \( \mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] \) into two positive terms
\[
\mathbb{E} \left[ R(\hat{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] = \mathbb{E} \left[ R(\tilde{\sigma}_{\mathcal{R}}^2) - R_N(\tilde{\sigma}_{\mathcal{R}}^2) \right] + \mathbb{E} \left[ R_N(\tilde{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right].
\]
We use the fact that \( R_N(\tilde{\sigma}_{\mathcal{R}}^2) \leq R_N(\hat{\sigma}_{\mathcal{R}}^2) \) in Eq. \((14)\), and we get the uniform bound
\[
\mathbb{E} \left[ R(\tilde{\sigma}_{\mathcal{R}}^2) - R(\tilde{\sigma}_{\mathcal{R}}^2) \right] \leq 2 \mathbb{E} \left[ \max_{(s, m) \in [M_1] \times [M_2]} \left| R_N(\tilde{\sigma}_{\mathcal{s,m}}^2) - R(\tilde{\sigma}_{\mathcal{s,m}}^2) \right| \right].
\]
Then using Assumption \(2\) for some \((s, m) \in [M_1] \times [M_2]\), set \( T_i(s, m) = |Z_i - \tilde{\sigma}_{\mathcal{s,m}}(X_i)|^2 = |\sigma^2(X_i)\xi^2_i - \tilde{\sigma}_{\mathcal{s,m}}(X_i)|^2 \) for all \( i = 1, \ldots, N \). First, note that since the variables \( T_i(s, m) \) are i.i.d., conditionally on \( \mathcal{D}_n \) we have
\[
|R_N(\tilde{\sigma}_{\mathcal{s,m}}^2) - R(\tilde{\sigma}_{\mathcal{s,m}}^2)| = \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) \right| 
\leq \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi \leq L\}} \right| + \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi > L\}} \right|
\]
for any \( L > 0 \). Therefore, conditionally on \( \mathcal{D}_n \)
\[
\mathbb{E} \left[ \max_{(s, m) \in [M_1] \times [M_2]} \left| R_N(\tilde{\sigma}_{\mathcal{s,m}}^2) - R(\tilde{\sigma}_{\mathcal{s,m}}^2) \right| \right] \leq \mathbb{E} \left[ \max_{(s, m) \in [M_1] \times [M_2]} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi \leq L\}} \right| \right] + \mathbb{E} \left[ \max_{(s, m) \in [M_1] \times [M_2]} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi > L\}} \right| \right].
\]

**Step 2.1.1.** We control the first term on the r.h.s. of Eq. \((15)\). On the event \( \{\xi \leq L\} \) and under Assumptions \(1\) and \(2\) we get \( |T_i(s, m)| \leq c_1 L^4 + 2K_2^2 \) for all \( i = 1, \ldots, N \) for some \( c_1 > 0 \) that depends on \( \sigma^2 \). Conditionally on \( \mathcal{D}_n \), we apply Hoeffding’s inequality, for all \( (s, m) \in [M_1] \times [M_2] \), and all \( t \geq 0 \)
\[
P \left( \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi \leq L\}} \right| \geq t \right) \leq 2 \exp \left( - \frac{Nt^2}{2(c_1 L^4 + 2K_2^2)^2} \right),
\]
Conditionally on \( \mathcal{D}_n \), by a union bound on \((s, m) \in [M_1] \times [M_2]\), we deduce that for all \( t \geq 0 \)
\[
P \left( \max_{(s, m) \in [M_1] \times [M_2]} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi \leq L\}} \right| \geq t \right) \leq 2 \exp \left( \log(M_1 M_2) - \frac{Nt^2}{2(c_1 L^4 + 2K_2^2)^2} \right).
\]
We apply Lemma \(9\). Then, there exists a positive constant \( c \) such that
\[
\mathbb{E} \left[ \max_{(s, m) \in [M_1] \times [M_2]} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - \mathbb{E}[T_i(s, m)]) 1_{\{\xi \leq L\}} \right| \right] \leq c \left( c_2 L^4 + c_3 \left( \log(M_1 M_2) \right)^{1/2} \right),
\]
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Remark 2. If $\xi > L$, then

$$E \left[ \max_{(s,m) \in [M_1] \times [M_2]} |R_N(\hat{s}_{s,m}) - R(\hat{s}_{s,m})| \right] = c_2 L^4 + c_3 \left( \frac{\log(M_1 M_2)}{N} \right)^{1/2} + c M_1 M_2 \exp\left(-\frac{L^2}{4} \right) \frac{1}{L^{1/2}}.

Choosing $L = 2\sqrt{\log(N)}$ and we get

$$E \left[ \max_{(s,m) \in [M_1] \times [M_2]} |R_N(\hat{s}_{s,m}) - R(\hat{s}_{s,m})| \right] \leq C \left( \frac{\log(N)^4 \log(M_1 M_2)}{N} \right)^{1/2},$$

where $C$ is a positive constant that depends on $c_2$ and $c$, and Step 2.1.2 is finished.

We combine the results of the Step 2.1.1 and Step 2.1.2 and we get the following bound

$$E \left[ R(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right] \leq C \left( \frac{\log(N)^4 \log(M_1 M_2)}{N} \right)^{1/2}.$$

Remark 1. It is clear that when $Y$ is bounded, there exists an absolute constant $C > 0$ such that

$$E \left[ R(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right] \leq C \left( \frac{\log(M_1 M_2)}{N} \right)^{1/2}.$$

Step 2.2 Study of the term $E \left[ R(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right]$. We start with the following decomposition

$$E \left[ R(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right] = E \left[ R(\hat{s}_{\text{res}}) - R_N(\hat{s}_{\text{res}}) \right] + E \left[ R_N(\hat{s}_{\text{res}}) - R_N(\hat{s}_{\text{res}}) \right] + E \left[ R_N(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right]. \quad (16)$$

We use the same arguments in Step 2.1 to control the first term and the last term on the r.h.s. of Eq. (16), and we get the following bound

$$E \left[ R(\hat{s}_{\text{res}}) - R_N(\hat{s}_{\text{res}}) \right] + E \left[ R_N(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right] \leq 2E \left[ \max_{(s,m) \in [M_1] \times [M_2]} |R_N(\hat{s}_{s,m}) - R(\hat{s}_{s,m})| \right] \leq C \left( \frac{\log(N)^4 \log(M_1 M_2)}{N} \right)^{1/2}.

Remark 2. If $Y$ is bounded, there exists an absolute constant $C > 0$ such that

$$E \left[ R(\hat{s}_{\text{res}}) - R_N(\hat{s}_{\text{res}}) \right] + E \left[ R_N(\hat{s}_{\text{res}}) - R(\hat{s}_{\text{res}}) \right] \leq C \left( \frac{\log(M_1 M_2)}{N} \right)^{1/2}.$$
We study now the second term on the r.h.s. of Eq. (16). For that, we need the following decomposition
\[
E \left[ R_N(\hat{\varphi}_{m}^2) - R_N(\bar{\varphi}_{m}^2) \right] = E \left[ R_N(\hat{\varphi}_{m}^2) - \hat{R}_N(\bar{\varphi}_{m}^2) \right] + E \left[ \hat{R}_N(\bar{\varphi}_{m}^2) - R_N(\bar{\varphi}_{m}^2) \right].
\] (17)

Using \( \hat{R}_N(\bar{\varphi}_{m}^2) \leq \hat{R}_N(\bar{\varphi}_{m}^2) \) in Eq. (17), we obtain the following inequality
\[
E \left[ R_N(\hat{\varphi}_{m}^2) - R_N(\bar{\varphi}_{m}^2) \right] \leq 2E \left[ \max_{m \in [M_2]} |\hat{R}_N(\bar{\varphi}_{s,m}^2) - R_N(\bar{\varphi}_{s,m}^2)| \right] .
\] (18)

We control the term \( E \left[ \max_{m \in [M_2]} |\hat{R}_N(\bar{\varphi}_{s,m}^2) - R_N(\bar{\varphi}_{s,m}^2)| \right] \). By definition of \( \hat{R}_N \) and \( R_N \), and under Assumption 3 we get for all \( m \in [M_2] \)
\[
|\hat{R}_N(\bar{\varphi}_{s,m}^2) - R_N(\bar{\varphi}_{s,m}^2)| \leq \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i|^2 + \frac{2}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i| |Z_i| + K_2 ,
\]
where \( K_2 \) is the bound of \( \bar{\varphi}_{s,m}^2 \). The upper-bound of \( |\hat{R}_N(\bar{\varphi}_{s,m}^2) - R_N(\bar{\varphi}_{s,m}^2)| \) does not depend on \( m \), therefore
\[
E \left[ \max_{m \in [M_2]} |\hat{R}_N(\bar{\varphi}_{s,m}^2) - R_N(\bar{\varphi}_{s,m}^2)| \right] \leq E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i|^2 \right] + 2E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i| |Z_i| + K_2 \right] .
\] (19)

Note that, by Assumptions 1 and 2 we obtain for all \( i = 1, \cdots, N \)
\[
|f^*(X_i) - \hat{f}_{\text{eq}}(X_i)| \leq \|f^*\|_{\infty} + \max_{s \in [M_1]} \|\hat{f}_s\|_{\infty} \leq \|f^*\|_{\infty} + K_1 \leq L_1 < \infty.
\]

Since \( x^2 - y^2 = (x-y)(x+y) \), \( (x+y)^2 \leq 2(x^2 + y^2) \), we obtain the following inequality for all \( i = 1, \cdots, N \)
\[
|\hat{Z}_i - Z_i|^2 = |(Y_i - \hat{f}_{\text{eq}}(X_i))^2 - (Y_i - f^*(X_i))^2|^2
\leq |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 |(Y_i - f^*(X_i))^2|^2
\leq |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 (|Y_i - f^*(X_i)|^2 + 2L_1^2) ,
\] (20)

Control of \( E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i|^2 \right] \). First, since Assumptions 1, 2 are satisfied, we have that for all \( i = 1, \cdots, N \), \( E \left[ |Y_i - f^*(X_i)|^2 \right] \leq k_1 < \infty \). Second, by inequality (20), Cauchy-Schwarz inequality, Jensen’s inequality, and under Assumptions 1 and 2 one gets
\[
E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i|^2 \right] \leq 2L_1^2 E \left[ \|\hat{f}_{\text{eq}} - f^*\|_{N}^2 \right] + 8 \sum_{i=1}^{N} E \left[ |Y_i - f^*(X_i)|^2 |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 \right]
\leq 2L_1^2 E \left[ \|\hat{f}_{\text{eq}} - f^*\|_{N}^2 \right] + 8 \sum_{i=1}^{N} \sqrt{E \left[ |Y_i - f^*(X_i)|^2 \right]} \sqrt{E \left[ |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 \right]}
\leq 2L_1^2 E \left[ \|\hat{f}_{\text{eq}} - f^*\|_{N}^2 \right] + \frac{8 \sqrt{k_1 L_1}}{N} \sum_{i=1}^{N} \sqrt{E \left[ |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 \right]}
\leq 2L_1^2 E \left[ \|\hat{f}_{\text{eq}} - f^*\|_{N}^2 \right] + 8 \sqrt{k_1 L_1} \left[ E \left[ \frac{1}{N} \sum_{i=1}^{N} |f^*(X_i) - \hat{f}_{\text{eq}}(X_i)|^2 \right] \right]
\leq C_1 \sqrt{E \left[ \|\hat{f}_{\text{eq}} - f^*\|_{N}^2 \right] ,
\]
where \( C_1 \) is a positive constant that depends on \( k_1 \) and \( L_1 \).

Control of \( E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i| |Z_i| + K_2 \right] \). First, since Assumptions 1, 2 are satisfied, we have that
for all $i = 1, \cdots, N$, $E \left[ \left( |Y_i - f^*(X_i)|^2 + K_2 \right)^2 \right] \leq k_2 < \infty$. Second, by Cauchy-Schwarz inequality and Jensen’s inequality, one gets

$$
\frac{1}{N} \sum_{i=1}^{N} E \left[ |\hat{Z}_i - Z_i|(|Z_i| + K_2) \right] \leq \frac{1}{N} \sum_{i=1}^{N} \sqrt{E \left[ |\hat{Z}_i - Z_i|^2 \right]} \sqrt{E \left[ |Y_i - f^*(X_i)|^2 + K_1 \right]^2} \\
\leq \frac{\sqrt{k_2}}{N} \sum_{i=1}^{N} \sqrt{E \left[ |\hat{Z}_i - Z_i|^2 \right]} \\
\leq \sqrt{k_2} \sqrt{E \left[ \frac{1}{N} \sum_{i=1}^{N} |\hat{Z}_i - Z_i|^2 \right]} \\
\leq C_2 E \left[ \|\hat{f}_{ms} - f^*\|^2_N \right]^{1/4},
$$

where $C_2$ is a positive constant that depends on $C_1$ and $k_2$. Thus, there exists an absolute constant $C$ such that

$$
E \left[ \max_{m \in [M_2]} |\check{R}_N(\hat{\sigma}_{\check{m}}^2) - R_N(\hat{\sigma}_{\check{m}}^2)| \right] \leq C E \left[ \|\hat{f}_{ms} - f^*\|^2_N \right]^{1/4}.
$$

We need the following proposition:

**Proposition 2.** Let $\hat{f}_{ms}$ the aggregate defined in Eq. (2). Then, under Assumptions 2 and 3 there exists an absolute constant $C$ such that

$$
E \left[ \|\hat{f}_{ms} - f^*\|^2_N \right] \leq \min_{s \in [M_1]} E \left[ \|\hat{f}_s - f^*\|^2_N \right] + C \left( \frac{\log(M_1)}{N} \right)^{1/2}.
$$

This result study the upper-bound of empirical norm risk of the aggregate $\hat{f}_{ms}$ and the proof of it exists in [37]. Besides, the Proposition 2 and the elementary inequality $(x + y)^{1/4} \leq x^{1/4} + y^{1/4}$ for all $x, y \geq 0$ give us the following inequality

$$
E \left[ R(\hat{\sigma}_{ms}^2) - R(\hat{\sigma}_{ms}^2) \right] \leq C' \left\{ \min_{s \in [M_1]} E \left[ \|\hat{f}_s - f^*\|^2_N \right] \right\}^{1/4} + C'' \left( \frac{\log(M_1)}{N} \right)^{1/8},
$$

where $C'$ is a constant which depends on $C_2$ and $C''$ is a constant which depends on $C_2$ and the constant in Proposition 2.

Merging the results of the **Step 1.** and **Step 2.** in Eq. (13) and we get the result.

**Remark 3.** In the case where $Y$ is bounded and from Eq. (20), we observe that there exists a constant $C_3$ such that

$$
|\hat{Z}_i - Z_i|^2 \leq C_3 |f^*(X_i) - \hat{f}_{ms}(X_i) - f^*(X_i)|^2.
$$

By Jensen’s inequality twice an inequality (19) and from Eq. (21), one gets there exists an absolute constant $C_4$ such that

$$
E \left[ \max_{m \in [M_2]} |\check{R}_N(\hat{\sigma}_{\check{m}}^2) - R_N(\hat{\sigma}_{\check{m}}^2)| \right] \leq C_4 E \left[ \|\hat{f}_{ms} - f^*\|^2_N \right]^{1/2}.
$$

Finally, we apply Proposition 2 in Eq. (22) to get the result.

**B Proof of Proposition 2**

From the definition of MS-estimator $\hat{f}_{ms}$, we get by a simple algebra that, for any $s \in [M_1]$

$$
\|\hat{f}_{ms} - f^*\|^2_N \leq \|\hat{f}_s - f^*\|^2_N + 2 \hat{f}_{ms} - \hat{f}_s, Y - f^*,
$$
where \( \hat{f}_{ns} - \hat{f}_s, Y - f^* \) := \( \frac{1}{N} \sum_{i=1}^{N} (\hat{f}_{ns}(X_i) - \hat{f}_s(X_i))(Y_i - f^*(X_i)) \). Therefore, one gets for any \( s \in [M_1] \)
\[
E \left[ \| \hat{f}_{ns} - f^* \|_N^2 \right] \leq E \left[ \| \hat{f}_s - f^* \|_N^2 \right] + 2E \left[ \hat{f}_{ns} - \hat{f}_s, Y - f^* \right].
\]
(23)
We control the second term in the r.h.s. of Eq (23). Firstly, we notice that
\[
E \left[ \hat{f}_{ns} - \hat{f}_s, Y - f^* \right] \leq E \left[ \max_{1 \leq j \leq M_1} \| \hat{f}_j - \hat{f}_s, Y - f^* \|_N \right].
\]
Secondly, since \( Y - f^* \) is \( \rho \)-subgaussian where \( \rho \) is a positive constant which depends on \( Y - f^* \), then the variables \( \hat{f}_j - \hat{f}_s, Y - f^* \) is \( \tilde{\rho} \)-subgaussian where \( \tilde{\rho}^2 = \frac{\rho^2 \| \hat{f}_j - \hat{f}_s \|_N^2}{N} \). Moreover, under Assumption \( \beta \) it is clear that \( \max_{1 \leq j \leq M_1} \| \hat{f}_j - \hat{f}_s \|_N^2 \leq B \) where \( B \) is a constant which depends on \( K_1 \). Therefore, we use Lemma \( \Lambda \) and we get
\[
E \left[ \max_{1 \leq j \leq M_1} \| \hat{f}_j - \hat{f}_s, Y - f^* \|_N \right] \leq \rho \sqrt{B} \sqrt{\frac{2 \log(M_1)}{N}}.
\]
Thus,
\[
E \left[ \| \hat{f}_{ns} - f^* \|_N^2 \right] \leq \min_{s \in [M_1]} E \left[ \| \hat{f}_s - f^* \|_N^2 \right] + 2\rho \sqrt{B} \sqrt{\frac{2 \log(M_1)}{N}}.
\]

C Proof of Theorem 2

We introduce the following aggregates
\[
\hat{\sigma}_c^2 := \hat{\sigma}_{\hat{\lambda}, \hat{\beta}}^2, \text{ where } \hat{\beta} \in \text{argmin}_{\beta \in \Lambda_{M_2}} R_N(\hat{\sigma}_{\lambda, \beta}^2),
\]
and
\[
\sigma_c^2 := \sigma_{\lambda, \beta}^2, \text{ where } \beta \in \text{argmin}_{\beta \in \Lambda_{M_2}} R(\sigma_{\lambda, \beta}^2).
\]
Consider the following decomposition
\[
E \left[ |\hat{\sigma}_c^2(X) - \sigma_c^2(X)|^2 \right] = E \left[ R(\hat{\sigma}_c^2) - R(\sigma_c^2) \right] + E \left[ R(\sigma_c^2) - R(\hat{\sigma}_c^2) \right] + E \left[ R(\hat{\sigma}_c^2) - R(\sigma_c^2) \right].
\]
(24)

Step 1. Study of the term \( E \left[ R(\hat{\sigma}_c^2) - R(\sigma_c^2) \right] \). We use the same proof of Lemma 1 and we get
\[
E \left[ R(\hat{\sigma}_c^2) - R(\sigma_c^2) \right] \leq E \left[ \inf_{\beta \in \Lambda_{M_2}} E_X \left[ |\hat{\sigma}_{\lambda, \beta}^2(X) - \sigma_c^2(X)| \right] \right].
\]

Step 2. Study of the term \( E \left[ R(\hat{\sigma}_c^2) - R(\hat{\sigma}_c^2) \right] \). We use the fact that \( R_N(\hat{\sigma}_c^2) \leq R_N(\sigma_c^2) \), and we get the uniform bound
\[
E \left[ R(\hat{\sigma}_c^2) - R(\sigma_c^2) \right] \leq 2E \left[ \sup_{(\lambda, \beta) \in \Lambda_{M_1} \times \Lambda_{M_2}} | R_N(\hat{\sigma}_{\lambda, \beta}^2) - R(\sigma_{\lambda, \beta}^2) | \right].
\]
Since \( \Lambda_{M_2} \) (resp. \( \Lambda_{M_1} \)) is compact, we have \( \Lambda_{M_2} \subset \overline{B}(0,1) \) (the closed unit ball) (resp. \( \Lambda_{M_1} \subset \overline{B}(0,1) \)), and there exists an \( \varepsilon_2\)-net \( \Lambda_{M_2}^{\varepsilon_2} \) of \( \Lambda_{M_2} \) (resp. an \( \varepsilon_1\)-net \( \Lambda_{M_1}^{\varepsilon_1} \) of \( \Lambda_{M_1} \)) w.r.t. \( \| \cdot \|_{1, M_2} \) (resp. \( \| \cdot \|_{1, M_1} \)) such that \( |\Lambda_{M_2}^{\varepsilon_2}| \leq (3/\varepsilon_2)^{M_2} \) (resp. \( |\Lambda_{M_1}^{\varepsilon_1}| \leq (3/\varepsilon_1)^{M_1} \)). In particular, for all \( \beta \in \Lambda_{M_2} \) (resp. \( \lambda \in \Lambda_{M_1} \)) there exists \( \beta^{\varepsilon_2} \in \Lambda_{M_2}^{\varepsilon_2} \) (resp. \( \lambda^{\varepsilon_1} \in \Lambda_{M_1}^{\varepsilon_1} \)) such that \( \| \beta - \beta^{\varepsilon_2} \|_{1, M_2} \leq \varepsilon_2 \) (resp. \( \| \lambda - \lambda^{\varepsilon_1} \|_{1, M_1} \leq \varepsilon_1 \)). From triangle inequality, one gets
\[
| R_N(\hat{\sigma}_{\lambda, \beta}^2) - R(\sigma_{\lambda, \beta}^2) | \leq | R_N(\hat{\sigma}_{\lambda, \beta}^2) - R_N(\sigma_{\lambda, \beta^{\varepsilon_2}}^2) | + | R_N(\sigma_{\lambda, \beta^{\varepsilon_2}}^2) - R_N(\sigma_{\lambda^{\varepsilon_1}, \beta^{\varepsilon_2}}^2) | + | R_N(\sigma_{\lambda^{\varepsilon_1}, \beta^{\varepsilon_2}}^2) - R(\sigma_{\lambda^{\varepsilon_1}, \beta^{\varepsilon_2}}^2) | + | R(\sigma_{\lambda^{\varepsilon_1}, \beta^{\varepsilon_2}}^2) - R(\sigma_{\lambda, \beta}^2) |.
\]
(25)
1. **Control of** $|R(\hat{\sigma}^{2}_{\lambda,\beta^{2}}) - R(\hat{\sigma}^{2}_{\lambda,\beta^{2}})|$. By Jensen’s inequality, under assumptions 1, 2, and 3 and $\mathbb{E}[\xi^{2}] = 1$, we obtain

$$|R(\hat{\sigma}^{2}_{\lambda,\beta^{2}}) - R(\hat{\sigma}^{2}_{\lambda,\beta^{2}})| \leq \mathbb{E} \left[ \left| \sum_{j=1}^{M_2} (\beta_j - \beta^{2}_j) \hat{\sigma}^{2}_{\lambda,j}(X) \right| \right]$$

where $C_1$ is a constant which depends on the upper bounds of $\sigma^2$ and $\hat{\sigma}^{2}_{\lambda,j}$.

2. **Control of** $|R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}}) - R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}})|$. Since Assumptions 1, 2, and 3 are satisfied, we obtain

$$|R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}}) - R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}})| \leq \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{j=1}^{M_2} |\beta_j - \beta^{2}_j| \hat{\sigma}^{2}_{\lambda,j}(X_i) \right) (2\sigma^2(X_i)\xi^2 - \hat{\sigma}^{2}_{\lambda,\beta^{2}}(X_i) - \hat{\sigma}^{2}_{\lambda,\beta^{2}}(X_i))$$

where $k$ is the bound of $\hat{\sigma}^{2}_{\lambda,j}$, $C_2$ is the constant which depends on $\sigma^2$ and $C_3$ is the constant which depends on the upper bounds of $\hat{\sigma}^{2}_{\lambda,\beta}$ and $\hat{\sigma}^{2}_{\lambda,\beta^{2}}$.

3. **Control of** $|R(\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}) - R(\hat{\sigma}^{2}_{\lambda,\beta^{2}})|$. Under Assumptions 1, 2, 3, and 4, we get

$$|R(\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}) - R(\hat{\sigma}^{2}_{\lambda,\beta^{2}})| \leq \mathbb{E} \left[ \sum_{j=1}^{M_2} \beta_j^2 \left( \hat{\sigma}^{2}_{\lambda,j}(X) - \hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}(X) \right) \right] (2\sigma^2(X)\xi^2 - \hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}(X) - \hat{\sigma}^{2}_{\lambda,\beta^{2}}(X))$$

where $C_4$ is constant which depends on $K$ and the upper bounds of $\sigma^2$, $\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}$ and $\hat{\sigma}^{2}_{\lambda,\beta^{2}}$.

4. **Control of** $|R_N(\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}) - R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}})|$. We use the same way as 3, and we obtain

$$|R_N(\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}) - R_N(\hat{\sigma}^{2}_{\lambda,\beta^{2}})| \leq c_1 \left( \frac{C_2}{N} \sum_{i=1}^{N} \xi^2 + C_5 \right),$$

where $C_5$ is constant which depends on the upper bounds of $\hat{\sigma}^{2}_{\lambda^{1,\beta^{2}}}$ and $\hat{\sigma}^{2}_{\lambda,\beta^{2}}$.

Therefore, we deduce that

$$\mathbb{E} \left[ \sup_{(\lambda, \beta) \in \mathcal{A}^{M_1} \times \mathcal{A}^{M_2}} |R_N(\hat{\sigma}^{2}_{\lambda,\beta}) - R(\hat{\sigma}^{2}_{\lambda,\beta})| \right] \leq C_k c_2 c_3 c_4 c_5 (\epsilon_1 + \epsilon_2) + \mathbb{E} \left[ \sup_{(\lambda, \beta) \in \mathcal{A}^{M_1} \times \mathcal{A}^{M_2}} |R_N(\hat{\sigma}^{2}_{\lambda,\beta}) - R(\hat{\sigma}^{2}_{\lambda,\beta})| \right].$$
For some \((\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M\), set \(T_i(\lambda, \beta) = |Z_i - \hat{\sigma}_{\lambda, \beta}^2(X_i)|^2 = |\sigma_1^2(X_i) - \hat{\sigma}_{\lambda, \beta}^2(X_i)|^2\) for all \(i = 1, \cdots, N\). Let \(L > 0\). Since the variables \(T_i(\lambda, \beta)\) are i.i.d., we have

\[
E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} |R_N(\hat{\sigma}_{\lambda, \beta}^2) - R(\hat{\sigma}_{\lambda, \beta}^2)| \right] \leq E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} \frac{1}{N} \sum_{i=1}^{N} (T_i(\lambda, \beta) - E[T_i(\lambda, \beta)]) I_{\{|\xi_i| \leq L\}} \right] + E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} \frac{1}{N} \sum_{i=1}^{N} (T_i(\lambda, \beta) - E[T_i(\lambda, \beta)]) I_{\{|\xi_i| > L\}} \right].
\]

(26)

**Step 2.1.** We control the first term on the r.h.s. of Eq. \((26)\). On the event \(\{|\xi_i| \leq L\}\) and under assumptions \(\dag\) and \(\ddagger\), we get \(|T_i(\lambda, \beta)| \leq c_1 L^4 + \tilde{c}_1\) for all \(i = 1, \cdots, N\) where \(c_1\) is a positive constant which depends on the upper bound of \(\sigma^2\) and \(c_1\) depends on the upper bound of \(\hat{\sigma}_{\lambda, \beta}^2\). Conditionally on \(\mathcal{D}_n\), we apply Hoeffding’s inequality, for all \((\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M\), and all \(t \geq 0\)

\[
P \left( \frac{1}{N} \sum_{i=1}^{N} (T_i(\lambda, \beta) - E[T_i(\lambda, \beta)]) I_{\{|\xi_i| \leq L\}} \geq t \right) \leq 2 \exp \left( - \frac{-N t^2}{2(c_1 L^4 + \tilde{c}_1)^2} \right).
\]

By a union bound on \((\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M\) and choosing \(c_1 = c_2 = \frac{2}{N}\), we deduce that for all \(t \geq 0\)

\[
P \left( \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(\lambda, \beta) - E[T_i(\lambda, \beta)]) I_{\{|\xi_i| \leq L\}} \right| \geq t \right) \leq 2 \exp \left( (M_1 + M_2) \log(N) - \frac{-N t^2}{2(c_1 L^4 + \tilde{c}_1)^2} \right).
\]

We apply Lemma \(\S\). Then, there exists a positive constant \(c\) such that

\[
E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(\lambda, \beta) - E[T_i(\lambda, \beta)]) I_{\{|\xi_i| \leq L\}} \right| \right] \leq c (c_2 L^4 + \tilde{c}_2) \left( \frac{(M_1 + M_2) \log(N)}{N} \right)^{1/2},
\]

where \(c_2\) is a constant which depends on \(c_1\) and \(\tilde{c}_1\).

**Step 2.2.** We control the second term on the r.h.s. of Eq. \((26)\). Thanks of the boundness of \(\sigma^2\) and \(\hat{\sigma}_{\lambda, \beta}^2\) and \(E[\xi_i^4] = 3\), we get \(E[T_i(\lambda, \beta)] \leq c_4\) and \(T_i(\lambda, \beta) \leq c_4 \xi_i^4 + c_5\) for all \(i = 1, \cdots, N\) where \(c_4\) and \(c_5\) are constants which depend on the upper bounds of \(\sigma^2\) and \(\hat{\sigma}_{\lambda, \beta}^2\) respectively. By Cauchy–Schwarz inequality and Lemma \(\S\) we obtain

\[
E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} \left| \frac{1}{N} \sum_{i=1}^{N} (T_i(s, m) - E[T_i(s, m)]) I_{\{|\xi_i| > L\}} \right| \right] \leq \frac{c_4}{L} \sum_{i=1}^{N} E[\xi_i^4 I_{\{|\xi_i| > L\}}] + (c_4 + c_5) P(\{|\xi_i| > L\}) \leq \frac{c_4 \sqrt{P(\{|\xi_i| > L\})}}{\sqrt{L}} + (c_4 + c_5) \exp(-L^2 / 2) \frac{L}{L},
\]

where \(c_4\) is a positive constant that depends on \(c_4\) and \(\xi\).

Merging the results of the **Step 2.1.** and **Step 2.2.** in Eq. \((26)\), and we obtain

\[
E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} |R_N(\hat{\sigma}_{\lambda, \beta}^2) - R(\hat{\sigma}_{\lambda, \beta}^2)| \right] \leq c_6 (c_2 L^4 + \tilde{c}_2) \left( \frac{(M_1 + M_2) \log(N)}{N} \right)^{1/2} + \frac{c_4 \exp(-L^2 / 4)}{\sqrt{L}} + (c_4 + c_5) \exp(-L^2 / 2) \frac{L}{L}.
\]

Putting \(L = \sqrt{2 \log(N)}\), and we get

\[
E \left[ \sup_{(\lambda, \beta) \in \Lambda_1^M \times \Lambda_2^M} |R_N(\hat{\sigma}_{\lambda, \beta}^2) - R(\hat{\sigma}_{\lambda, \beta}^2)| \right] \leq c_6 \left( \frac{(M_1 + M_2) \log^5(N)}{N} \right)^{1/2},
\]
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where \( c_6 \) is constant which depends on \( c_2 \). Thus,

\[
\mathbb{E} \left[ R(\hat{\sigma}_C^2) - R(\tilde{\sigma}_C^2) \right] \leq C \left( \frac{(M_1 + M_2) \log^5(N)}{N} \right)^{1/2},
\]

where \( C \) is constant which depends on \( c_6 \) and \( c \).

**Remark 4.** When \( Y \) is bounded, it’s clear that there exists an absolute constant \( C > 0 \)

\[
\mathbb{E} \left[ R(\hat{\sigma}_C^2) - R(\tilde{\sigma}_C^2) \right] \leq C \left( \frac{(M_1 + M_2) \log(N)}{N} \right)^{1/2}.
\]

**Step 3.** Study of the term \( \mathbb{E} \left[ R(\hat{\sigma}_C^2) - R(\tilde{\sigma}_C^2) \right] \). We use the same arguments of proof of Theorem \( \square \) (Step 2.2), and we get that there exists two positive constants \( C_1 \) and \( C_2 \) such that

\[
\mathbb{E} \left[ R(\hat{\sigma}_C^2) - R(\tilde{\sigma}_C^2) \right] \leq C_1 \left\{ \mathbb{E} \left[ \| \hat{f}_C - f^* \|_N^2 \right] \right\}^{1/p} + C_2 \alpha_N,
\]

where \( p = 2 \) if \( Y \) is bounded, \( p = 4 \) otherwise, and

\[
\alpha_N = \begin{cases} 
\left( \frac{(M_1 + M_2) \log^2(N)}{N} \right)^{1/2} & \text{if } Y \text{ is bounded;} \\
\left( \frac{(M_1 + M_2) \log^5(N)}{N} \right)^{1/2} & \text{otherwise.}
\end{cases}
\]

In the sequel, we give the following proposition

**Proposition 3.** Let \( \hat{f}_C \) be the aggregate defined in Eq. (4). Then, under Assumptions 2 and 3 there exists an absolute constant \( C > 0 \)

\[
\mathbb{E} \left[ \| \hat{f}_C - f^* \|_N^2 \right] \leq \min_{\lambda \in \Lambda} \mathbb{E} \left[ \| \hat{f}_\lambda - f^* \|_N^2 \right] + C \sqrt{\log(M_1)}.
\]

The proof of this proposition is similar of the proof of Proposition \( \square \). Thus, we apply Proposition 3 in inequality (27) and we get

\[
\mathbb{E} \left[ R(\hat{\sigma}_C^2) - R(\tilde{\sigma}_C^2) \right] \leq C_1 \left\{ \min_{\lambda \in \Lambda} \mathbb{E} \left[ \| \hat{f}_\lambda - f^* \|_N^2 \right] \right\}^{1/p} + \bar{C} \phi_N^5(M_1),
\]

where \( \bar{C} \) is a constant that depends on \( C_1 \) and the constant in Proposition 3, where \( p = 2 \) if \( Y \) is bounded, \( p = 4 \) otherwise, and

\[
\phi_N^5(M_1) = \begin{cases} 
\left( \frac{\log(M_1)}{N} \right)^{1/4} & \text{if } Y \text{ is bounded;} \\
\left( \frac{\log(M_1)}{N} \right)^{1/8} & \text{otherwise.}
\end{cases}
\]

Combining Step 1, Step 2 and Step 3 in Eq (24) yields the result.

**D Technical lemmas**

In this section, we gather several technical results which are used to derive the proof of results of this paper.

**Lemma 3.** Let \( X \) be the standard gaussian distribution, then for any \( x > 0 \), it holds

\[
P(X > x) \leq \frac{\exp(-x^2/2)}{\sqrt{2\pi x}}, \text{ and } P(|X| > x) \leq \sqrt{\frac{2}{\pi}} \frac{\exp(-x^2/2)}{x}.
\]
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Proof. Since $X \sim \mathcal{N}(0, 1)$, one gets
\[
P(X > x) = \frac{1}{\sqrt{2\pi}} \int_x^{+\infty} \exp(-u^2/2)du \leq \frac{1}{\sqrt{2\pi}} \int_x^{+\infty} \frac{u}{x} \exp(-u^2/2)du = \frac{\exp(-x^2/2)}{\sqrt{2\pi}x}.
\]
The second inequality follows from symmetry and the last one using the union bound
\[
P(|X| > x) \leq 2P(X > x).
\]
\[\square\]

**Lemma 4.** Let $X \sim \mathcal{N}(0, 1)$ and $k \geq 1$, then
\[
\mathbb{E}[|X|^{2k}] \leq 2^{k+1}k!.
\]

**Proof.**
\[
\mathbb{E}[|X|^{2k}] = \int_0^{+\infty} \mathbb{P}(|X|^{2k} > t) dt = \int_0^{+\infty} \mathbb{P}(|X| > t^{1/2}) dt \leq 2 \int_0^{+\infty} \exp(-t^{1/2}/2) dt \leq 2^{k+1}k \int_0^{+\infty} u^{k-1} \exp(-u)du = 2^{k+1}k!.
\]

\[\square\]

**Lemma 5.** Let $X_1, \cdots, X_M$ be zero mean $\nu$-subgaussian random variables, i.e., $\mathbb{E}[\exp(rX_i)] \leq \exp\left(\frac{r^2\nu^2}{2}\right)$ for all $r > 0$. Then
\[
\mathbb{E}\left[\max_{1 \leq i \leq M} X_i\right] \leq \nu \sqrt{2 \log(M)}.
\]

**Proof.** By Jensen’s inequality, for any $r > 0$
\[
\mathbb{E}\left[\max_{1 \leq i \leq M} X_i\right] = \frac{1}{r} \mathbb{E}\left[\log\left(\exp\left(r \max_{1 \leq i \leq M} X_i\right)\right)\right] \leq \frac{1}{r} \log\left(\mathbb{E}\left[\exp\left(r \max_{1 \leq i \leq M} X_i\right)\right]\right) = \frac{1}{r} \log\left(\mathbb{E}\left[\max_{1 \leq i \leq M} \exp(rX_i)\right]\right) \leq \frac{1}{r} \log\left(\sum_{i=1}^{M} \mathbb{E}[\exp(rX_i)]\right) \leq \frac{1}{r} \log\left(\sum_{i=1}^{M} \mathbb{E}\left[\exp\left(\frac{r^2\nu^2}{2}\right)\right]\right) = \frac{\log(M)}{r} + \frac{\nu^2 r}{2},
\]

taking $r = \sqrt{\frac{2 \log(M)}{\nu^2}}$ and we get the result. 

\[\square\]

**Lemma 6.** Let $N \in \mathbb{N}^*$, $a \geq 1$, $b$ and $c$ be two non negative real numbers. Consider $Z$ a positive random variable such that
\[
P(Z \geq t) \leq \min(1, \exp(a-bNt^2)).
\]
Then, there exists a constant $C > 0$ not depending of $N$ such that
\[
\mathbb{E}[Z] \leq C \left(\frac{a}{bN}\right)^{1/2}.
\]

**Proof.** By condition \[28\], we have
\[
\mathbb{E}[Z] \leq \int_0^{+\infty} \min(1, \exp(a-bNt^2))dt \leq \left(\frac{a}{bN}\right)^{1/2} + \int_0^{+\infty} \exp(a-bNt^2)dt. \tag{29}
\]

The following elementary inequality $(x - y)^2 \leq x^2 - y^2$ for all $x, y \geq 0$ yields to
\[
\int_0^{+\infty} \exp(a-bNt^2)dt \leq \int_{\left(\frac{a}{bN}\right)^{1/2}}^{+\infty} \exp\left(-bN\left(t - \left(\frac{a}{bN}\right)^{1/2}\right)^2\right) dt = \int_0^{+\infty} \exp(-bNu^2) du \leq C \left(\frac{1}{bN}\right)^{1/2}. \tag{30}
\]

Combining Equation \[30\] in Equation \[29\] to yield the result. 

\[\square\]
Lemma 7 (Bernstein’s inequality). Let $T_1, \ldots, T_n$ be independent real valued random variables. Assume that there exists some positive numbers $v$ and $c$ such that
\[
\sum_{i=1}^{n} \mathbb{E}[T_i^2] \leq v ,
\]
and for all integers $k \geq 3$
\[
\sum_{i=1}^{n} \mathbb{E}[(T_i \vee 0)^k] \leq \frac{k!}{2}vc^{k-2} .
\]
Let $S = \sum_{i=1}^{n} (T_i - \mathbb{E}[T_i])$, then for every any positive $x$ we have
\[
\mathbb{P} (|S| \geq x) \leq 2 \exp \left( -\frac{x^2}{2(v+cx)} \right) .
\]

Lemma 8 (Hoeffding’s inequality). Let $N \in \mathbb{N}^*$ and $a > 0$ be a real number. Let $X_1, \ldots, X_N$ be independent random variables having values in $[-a,a]$; then for all $t > 0$
\[
\mathbb{P} \left( \left| \frac{1}{N} \sum_{i=1}^{N} (X_i - \mathbb{E}[X_i]) \right| > t \right) \leq 2 \exp \left( -\frac{Nt^2}{2a^2} \right) .
\]

Lemma 9 (Hoeffding’s Lemma). Let $X \in [a,b]$ be a bounded random variable with $\mathbb{E}[X] = 0$. Then, for all $\lambda \in \mathbb{R}$
\[
\mathbb{E} [\exp(\lambda X)] \leq \exp \left( \frac{\lambda^2(b-a)^2}{8} \right) .
\]