Minimum quantum run-time characterization and calibration via restless measurements with dynamic repetition rates
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The performance of a quantum processor depends on the characteristics of the device and the quality of the control pulses. Characterizing cloud-based quantum computers and calibrating the pulses that control them is necessary for high-fidelity operations. However, this time intensive task eats into the availability of the device. Here, we show restless measurements with a dynamic repetition rate that speed-up calibration and characterization tasks. Randomized benchmarking is performed 5.3 times faster on the quantum device than when an active reset is used and without discarding any data. In addition, we calibrate a qubit with parameter scans and error-amplifying gate sequences and show speed-ups of up to a factor of forty on the quantum device over active reset. Finally, we present a methodology to perform restless quantum process tomography that mitigates restless state preparation errors. These results reduce the footprint of characterization and calibration tasks. Quantum computers can thus either spend more time running applications or run calibrations more often to maintain gate fidelity.

I. INTRODUCTION

Quantum computers have the potential to impact a wide range of applications [1–6]. Their performance is measurable along three dimensions, quality, scale and speed [7]. Quantum Volume [8, 9], for example, measures scale and quality. However, maintaining the quality of a quantum computer requires periodic gate calibration and characterization performed by jobs interleaved with normal circuit execution. These jobs therefore take up time on the quantum processor. Reducing the time they take increases system availability and enables more frequent calibration, thus resulting in higher quality.

High quality gates require carefully designed pulse shapes, such as DRAG [10], calibrated to the quantum system. Analytic pulses with few parameters are typically calibrated using gate sequences tailored to amplify different errors such as over- or under-rotations and phase errors [11]. Quantum optimal control [12] provides methods to design gates [13–15], reduce pulse duration [16–18] and increase fidelity [19]. However, to overcome drifts and model inaccuracies these methods often require data-intensive closed-loop optimization [18–20]. This makes fewer control parameters [21] and high-speed data acquisition desirable [22, 23]. Optimal control requires a fidelity metric to optimize. Randomized benchmarking (RB) measures the average gate fidelity [24–26] and provides a state preparation and measurement (SPAM) error insensitive metric to both optimize quantum gates [18, 19, 22] and learn the underlying system model [27]. By contrast, quantum process tomography (QPT) measures the gate fidelity [28–34] and provides more information on the process matrix but is sensitive to SPAM errors. Combining RB with quantum process tomography improves model learning [27].

Speed is influenced by both classical and quantum elements [7] such as run-time compilation and the ability to quickly reset the qubits. Superconducting qubit-based quantum processors [35–37] enjoy long coherence times [38, 39] and comparatively short gates. Long $T_1$ times make active reset necessary since waiting 5 to 10 times $T_1$ is inefficient [7], see Fig. 1(a). However, active reset also requires time and typically lasts a few microseconds [40–45]. For example, the qubits can be unconditionally reset by applying a $\pi$-pulse to the $|1\rangle$ to $|2\rangle$ transition of the transmon and then driving the transition between the $|2\rangle$ state of the transmon and the first excited state of the readout resonator where the excitation quickly decays to the environment [43, 44]. Furthermore, a delay is often necessary after a reset operation to avoid deteriorating the initialization quality [44], see Fig. 1(b). For example, on IBM Quantum systems this configurable delay currently has a default value of 50 to 250 $\mu$s depending on the system [7]. In restless measurements the qubits are not reset in between circuits. This provides a fast alternative to several characterization and calibration tasks [18, 22, 23]. Here, the outcome of the projective measurement at the end of a circuit initializes the qubits to either $|0\rangle$ or $|1\rangle$ for the next circuit, see Fig. 1(c). For a large class of circuits the states 0 and 1 can be relabeled without modifying the circuit.

Quantum circuits can either be executed with a static or a dynamic repetition rate. With a static repetition rate $R$ each circuit must fit within the period $1/R$. By contrast, when the repetition rate is dynamic a quantum circuit will begin executing a fixed delay after the previous circuit completed. Here, we demonstrate that a dynamic repetition rate improves the quality of rest-
less measurements. Indeed, restless measurements with a static repetition rate $R$ must fit all gates and readout operations for each circuit within a period $1/R$ [23]. This produces a variable delay after each measurement when the circuits have a different duration as in RB and therefore a variable state preparation error. By contrast, when the repetition rate is dynamic there is a short fixed delay after each circuit and consequently a fixed state preparation error. In Sec. II we review restless measurements. Next, in Sec. III, we show that by using dynamic repetition rates all of the restless randomized benchmarking data is usable, as opposed to discarding 60% of it as in Ref. [23]. In Sec. IV, we show restless qubit calibration with error amplifying gate sequences. Furthermore, we show in Sec. V how to perform QPT with restless measurements and how to mitigate state preparation errors. We conclude in Sec. VI.
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**FIG. 1.** Illustration of qubit initialization schemes. Time axes are not to scale. (a) The qubit is passively reset to the ground state by waiting five to ten times the $T_1$-time. (b) The qubit is actively reset after each measurement. A 50 to 250 $\mu$s delay is often necessary to ensure a high reset quality. (c) Restless measurements where the outcome of the previous measurement initializes the qubit to either $|0\rangle$ or $|1\rangle$. A short delay of typically 1 $\mu$s is sometimes needed to allow time for classical processing of the readout signal.

## II. RESTLESS MEASUREMENTS

IBM Quantum systems are built with fixed-frequency transmon qubits dispersively coupled to readout resonators. The $N$ measurement shots of $K$ circuits are gathered by sequentially measuring each circuit and repeating this $N$ times. By default, these systems reset the qubits to their ground state and introduce a fixed delay after each measurement. This reset can be turned off and the delay reduced from 250 $\mu$s to a $\mu$s or less to perform restless measurements with a dynamic repetition rate, see details in Appendix A. Now, if a qubit is measured in state $|i\rangle$ for circuit $k-1$ with $i \in \{0, 1\}$ then the initial state of the next circuit $k$ is also $|i\rangle$. Therefore, the measured outcomes of restless experiments require post-processing.

### A. Restless data post-processing

Each qubit is measured by digitizing and then integrating a measurement pulse transmitted through the readout resonator. Each shot therefore results in a single complex number represented as an in-phase and quadrature component in the IQ plane. These IQ points are discriminated into $|0\rangle$ or $|1\rangle$ states when a trained discriminator is available [46]. By default, running $K$ circuits with $N$ shots and $n$ qubits on an IBM Quantum system returns $K$ count dictionaries $\{i : C_{i,k}\}_{k}$. Here, the count $C_{i,k}$ with $i \in \{0, 1\}^n$ is the number of times state $|i\rangle$ was measured for circuit $k = 1, ..., K$. Furthermore, the counts sum to the total number of shots, e.g. $C_{00,k} + C_{01,k} + C_{10,k} + C_{11,k} = N$ when $n = 2$.

These count dictionaries are unusable in restless measurements. Instead, to post-process restless data we require the measurement outcome of each shot which the backends can return as a list of outcomes grouped by circuit called the *memory*, see Fig. 2. The state before the very first circuit is typically $|0\rangle$. The execution begins and each restless single-qubit measurement generates a bit which is appended to the memory of its corresponding circuit, see Fig. 2(a). The memory is post-processed in three steps, see Fig. 2(b). First, the bits are sorted according to the order in which they were acquired. We label these time-ordered bits $m_j$ with $m_{-1} = 0$ to represent the ground state before the first circuit. Next, we reclassify each bit with the exclusive OR operation to identify state changes, i.e. $m'_j = m_{j-1} \oplus m_j$. Measurements for which the state changed are identified as the 1 state and those with no change as the 0 state. These new classified states are then analyzed as normal by building count dictionaries. This process can be generalized to certain multi-qubit cases by analyzing the outcome of each qubit independently of the others.

Previous work required additional post-processing to account for qubit decay [23]. However, in this work, because of improved qubit lifetimes and reduced delay times, the error due to qubit decay is negligible compared to readout errors and so no additional correction is needed. Furthermore, such errors are typically absorbed by fit parameters in RB and calibration experiments.

### B. Speed-up

We compare each restless experiment to a standard one with active qubit reset and interleaver standard and restless jobs to avoid biases due to eventual drifts. In particular, we compare the time spent by the quantum processor executing the quantum circuits in both settings. This time is given by

$$\tau^{(x)} = NK \left( \tau_{\text{reset}}^{(x)} + \tau_{\text{delay}}^{(x)} + \langle \tau_{\text{circ}} \rangle + \tau_{\text{meas}} \right), \quad (1)$$
where \( \tau_{\text{reset}} \) and \( \tau_{\text{delay}} \) are the reset and delay times respectively. Here, the measurement time \( \tau_{\text{meas}} \) includes the measurement pulse and a short delay of typically \( 10/(2\pi\kappa) \), that allows the resonator to depopulate where \( \kappa \) is the resonator linewidth. The superscript \( (x) \) indicates restless \((r)\) or standard \((s)\) measurements. The average duration of all \( K \) circuits in an experiment is \( \langle \tau_{\text{circ}} \rangle = K^{-1} \sum_{k=1}^{K} \tau_{\text{circ},k} \) where \( \tau_{\text{circ},k} \) is the duration of only the gates in circuit \( k \). We therefore compute the quantum processor speed-up of restless measurements as \( \tau^{(s)}/\tau^{(r)} \) which is independent of the number of circuits and shots due to Eq. (1). In the terminology of Ref. \([7]\), this speed-up considers the circuit delay and circuit execution times but not the run-time compilation and data transfer times.

### III. RANDOMIZED BENCHMARKING

In standard RB the probability of the ground state \( P_{0} \) is measured after a sequence of \( N_{c} \) Clifford gates that compose to the identity. Fitting \( P_{0} \) to \( A\alpha^{N_{c}} + B \), where \( A \), \( B \) and \( \alpha \) are fit parameters, yields the average error per Clifford gate (EPC) as \( (1-\alpha)/2 \) and \( 3(1-\alpha)/4 \) for single- and two-qubit RB, respectively. Restless RB measurements with a fixed trigger rate \( R \) only reproduce the average gate fidelity if the outcomes where a qubit began in the excited state are discarded \([23]\). This is because the variable length of the Clifford sequences creates a variable delay when \( 1/R \) is constant. The consequence is a state preparation error dependent on the number of Clifford gates, see Fig. 3(a). Therefore, 60% of the restless data in Ref. \([23]\) was discarded lowering the effective restless repetition rate by a factor of 2.5. With a dynamic repetition rate we no longer need to discard data. Now, each Clifford sequence begins after the previous one with the same delay; all Clifford sequences therefore have the same state preparation error, see Fig. 3(b).

We compare standard and restless RB using Qiskit Experiments \([47]\) and the data processor described in Sec. II.A. We measure 11 and 14 sequences of Clifford gates with \( N_{c} \) ranging from 1 to 5101 and from 1 to 196 for single- and two-qubit RB, respectively. Each length \( N_{c} \) is measured for ten different random realizations with \( N = 1024 \) shots. In restless RB there is a fixed 1 \( \mu \)s delay after each measurement. Single-qubit RB is done on qubit 13 of \( \text{ibmq\_sydney} \). We measure an EPC of \( 0.035 \pm 0.001% \) and \( 0.035 \pm 0.001% \) for three independent standard and restless RB experiments, respectively, see Fig. 3(c) and Appendix B. Two-qubit RB is done on qubits 8 and 11 of \( \text{ibmq\_sydney} \) for which we measure an EPC of \( 1.703\pm0.031% \) and \( 1.780\pm0.037% \) for three independent standard and restless RB experiments, respectively, see Fig. 3(d). We observe a lower \( A \) coefficient of the restless RB curves with respect to the standard one, see Fig. 3(c)-(d) and Appendix B. We attribute this scaling to \( T_{1} \)-induced state preparation errors in the restless measurements which reduce the probability that the qubit measured in \( |1\rangle \) will also be measured in \( |1\rangle \) after the subsequent Clifford sequence. Crucially, this state preparation error does not significantly affect the measured depolarizing parameter \( \alpha \). To further illustrate this we split the single-qubit restless RB shots into two sets depending on the initial state of the qubit and analyze each set independently. The data with the qubit in \( |0\rangle \) has an \( A \) value of 0.485(5), i.e. almost identical to the 0.487(3) produced by the standard measurement, while the data with the qubit in \( |1\rangle \), shown in Fig. 3(c), has an \( A \) of 0.426(3). Finally, to demonstrate the importance of the restless data processor we process the restless data with the standard data processing chain. This results in the useless green curves in Fig. 3(c) and (d).

We compute the restless speed-up with Eq. (1). Our schedules have a \( (\tau_{\text{circ}}) \) of 55.87 \( \mu \)s and 51.81 \( \mu \)s for single- and two-qubit RB, respectively. Restless measurements therefore result in a 5.1\times and 5.3\times speed-up over standard measurements on \( \text{ibmq\_sydney} \) for single- and two-qubit RB, respectively, see Tab. I. On systems such as \( \text{ibmq\_montreal} \) that have a 50 \( \mu \)s delay these speed-ups become 1.9\times and 1.7\times which emphasises the impact of the delay \([7]\). We show RB data in Appendix B taken on \( \text{ibmq\_montreal} \) for different RB circuits. The \( T_{1} \) and \( T_{2} \) times and readout errors of all used qubits can be found in Tab. IV in Appendix C.

## IV. CALIBRATION

Calibration experiments determine the parameters of the control pulses to ensure quality. Typically, different experiments are run where each is dedicated to measure a single parameter. Here, we show a restless calibration workflow built on the data processor of Sec. II.A. We run the calibration experiments on different devices based on system availability. We illustrate restless calibration by calibrating DRAG pulses whose pulse-envelope is \( \Omega_{x}(t) + i\beta\delta(t)\Omega_{z}(t) \). Here, \( \Omega_{x} \) is a Gaussian pulse envelope with amplitude \( A \) measured as a fraction of the
maximun output of the arbitrary waveform generator. $\beta$ is the DRAG parameter [10].

### A. Parameter scans

Parameter scans give a first estimate of a parameter value. For example, the Rabi oscillation measured in Ref. [23] yields a rough estimation of the amplitude of $R_x$ as a function of the target rotation angle. We now demonstrate a restless parameter scan to estimate $\beta$ using the gate sequence $[R_z(\pi) \cdot X(\beta) \cdot R_z(\pi) \cdot X(\beta)]^n$.

| Processor / Restless $\tau_{\text{meas}}$ $\tau_{\text{reset}}$ $\tau_{\text{delay}}$ $\tau_{\text{circ}}$ $\tau_{(c)}$ |
|----------------|---------|---------|---------|---------|
| ibmq.sydney / $X$ | 5.4 4 250.0 55.87 35.51 |
| ibmq.sydney / $\checkmark$ | 5.4 n.m. 1.0 55.87 7.01 |
| ibmq.montreal / $X$ | 5.2 4 50.0 55.87 12.96 |
| ibmq.montreal / $\checkmark$ | 5.2 n.m. 0.5 55.87 6.93 |

This sequence is repeated for different $\beta$ values and $n \in \{3, 5, 7\}$. The virtual $R_z(\pi)$ rotations change the $X$ gate from a $\pi$-rotation to a $-\pi$-rotation [48]. Ideally, this gate sequence rotates between the poles of the Bloch sphere in the $YZ$-plane and composes to the identity. However, as phase errors accumulate, due to the higher-levels of the transmon, the state vector drifts out of the $YZ$-plane and oscillations in the qubit population appear [49, 50]. The measured population is fit to oscillating functions to estimate the $\beta$ that minimizes errors. Standard and restless measurements on ibmq_qutip both produce the same oscillating pattern with high-quality fits as indicated by the low $\chi^2$ values, see Fig. 4(a) and (b), resulting in a $\beta$ of $-0.376 \pm 0.006$ and $-0.355 \pm 0.007$, respectively, averaged over three independent measurements. As expected, applying the standard data processor to restless measurements yields a useless signal, see Fig. 4(c). Crucially, the restless speed-up obtained following Sec. II B is 38.4×.

### B. Single-qubit error amplifying gate sequences

We now consider error amplifying gate sequences which repeat a gate pattern $n$ times to amplify an error $d\theta$ to $n \cdot d\theta$. Typically, the measured qubit population $P$ (or the state change probability in the restless case) is fit to

$$P = \frac{a}{2} \cdot \cos [n \cdot (\theta + d\theta) - \phi] + b.$$  

Here, the intended angle per gate $\theta$ and the phase $\phi$ are fixed by the values of $P$ for ideal gates. However, $a$, $b$, and $d\theta$ are fit parameters.

The pulse amplitude-error amplifying sequence of the $\sqrt{X}$ gate applies $\sqrt{X}$ an odd number of times. The ideal
states lie on the equator of the Bloch sphere which maximizes the measurement’s sensitivity to $d\theta$. The ideal gate sequence therefore imposes $\theta = \pi/2$ and $\phi = \pi$ in Eq. (2). Two calibration points, one without any gates and one with two $\sqrt{X}$ gates, allow us to accurately fit $a$ in Eq. (2). To demonstrate restless amplitude calibration we add an error $dA$ to the amplitude $A$ of the $\sqrt{X}$ gate reported by qubit 1 of ibmq_jakarta ranging from $-5\%$ to $5\%$. We interleave restless and standard jobs to mitigate biases due to drifts. We measure the resulting $d\theta$ by fitting the data obtained with both restless and standard measurements to Eq. (2). Both methods produce good fits as indicated by the low $\chi^2$ values, see Fig. 5(a) and (b). The fitted rotation errors $d\theta$ reproduce the expected deviation $d\theta_{\text{exp}} = -\pi/2 \cdot dA/(dA + A)$ and on average differ by $1.7 \pm 0.9\text{mrad}$ and $-2.3 \pm 1.3\text{mrad}$ in the standard and restless case, respectively, see Fig. 5(c) and (d). As reference, note that a 1 urad rotation error corresponds to a gate error of $2.5 \cdot 10^{-7}$ on an otherwise perfect $\sqrt{X}$ gate. We compute the restless speed-up for one experiment with Eq. (1). With $\langle \tau_{\text{circ}} \rangle = 0.39\mu s$, a default repetition delay of $250\mu s$, and a restless repetition delay of $1\mu s$ we obtain $\tau^{(S)} = 3.724 s$ and $\tau^{(R)} = 0.0973 s$ and therefore a 38.3x speed-up.

We now consider the DRAG-error amplifying sequence $\sqrt{X} R_z(-\pi/2) \cdot [R_z(\pi) \cdot \sqrt{X} \cdot R_z(\pi) \cdot \sqrt{X}]^n \cdot \sqrt{X}$. The first $\sqrt{X}$ rotation moves the state to the equator of the Bloch sphere. The sequence $R_z(\pi) \cdot \sqrt{X} \cdot R_z(\pi) \cdot \sqrt{X}$ causes the state to oscillate between the equator and the $|1\rangle$ state. The final $\sqrt{X} R_z(-\pi/2)$ gates map phase errors that took the state vector out of the $YZ$-plane during the oscillation onto the $Z$-axis for measurement. We add an error $d\beta$ ranging from $-20\%$ to $20\%$ to the calibrated $\beta$ value of the $\sqrt{X}$ gate reported by ibmq_montreal qubit 3. Next, we measure DRAG-error amplifying sequences in a restless and standard setting. The resulting data are fit to Eq. (2) with $\theta = 0$, $\phi = \pi/2$ and $a$ fixed to 1 to measure $d\theta$. Once again, we observe a good agreement between standard and restless measurements, see Fig. 6. For this experiment the restless speed-up was 9.3x since the default repetition delay of ibmq_montreal is 50$\mu s$.

C. Two-qubit error amplifying gate sequences

We now consider error amplifying gate sequences to determine amplitude errors for the two-qubit gate

$$R_{ZX}(\theta) = \begin{pmatrix} R_x(\theta) & 0 \\ 0 & R_x(-\theta) \end{pmatrix}$$

(3)

with restless measurements. With an angle of $\theta = \pi/2$ this gate is a perfect entangler and can create a CNOT gate. Fixed-frequency transmons implement $R_{ZX}$ with an echoed cross-resonance pulse sequence [51] augmented with rotary tones [52]. Amplitude errors are amplified and measured by repetitively applying $R_{ZX}(\pi/2)$, see Fig. 7(a). We compare standard and restless measurements by adding an amplitude error $dA$ to the CR pulses of the calibrated $R_{ZX}$ pulse schedule reported by the backend, see Fig. 7(b). When the qubits are reset only
the target qubit needs to be measured which results in the same pattern as for the single-qubit $\sqrt{X}$ gate, compare Fig. 5(a) with Fig. 7(c). However, for restless measurements both qubits must be measured and some shots may project the control qubit, initially in the $|0\rangle$ state, into the $|1\rangle$ state. This changes the sign of the subsequent rotations of the target qubit. We account for this by computing the probability of a state change of the target qubit conditional on the control qubit. This results in two data sets, shown in Fig. 7(d), that exhibit the same pattern since an $R_X$ rotation with an angle $\pm n(\theta + d\theta)$ results in the same qubit population when starting from the poles of the Bloch sphere. We fit the data to two functions: both are given by Eq. (2) and share the same $d\theta$ fit parameter. However, each function has its own $a$ and $b$ parameters to accommodate differences in signal amplitude which we attribute to $T_1$ and the imperfect readout of the control qubit. The restless measured $d\theta$ closely follow the standard measurements, albeit with a $8.3 \pm 3.0 \text{mrad}$ bias which corresponds to a gate error of $1.7 \cdot 10^{-5}$ on an otherwise perfect $R_{ZX}(\pi/2)$ gate. For this experiment we obtain a restless speed-up of $28.8 \times$.

### D. Calibration and characterization

We now tie sections III, IV A, and IV B together by calibrating and characterizing the $\sqrt{X}$ gate of $ibmq\_bogota$ qubit 2 with standard and restless measurements. We calibrate the amplitude $A$ and DRAG-parameter $\beta$ and fix the duration and standard deviation of the Gaussian pulse to 160 and 40 samples, respectively. Each sample has a $0.222 \text{ ns}$ duration. First, we measure a Rabi oscillation by scanning $A$ which yields a rough estimate of the amplitude [23]. Next, we scan $\beta$ using the experiment described in Sec. IV A which yields a rough estimate of the DRAG parameter. We refine these rough estimates by looping the error-amplifying sequences described in Sec. IV B. Here, each experiment is repeated until the measured $d\theta$ is below a given tolerance or a maximum number of iterations is exceeded. Prior to and after the calibration we measure the quality of the $\sqrt{X}$ gate with RB. This workflow is shown in Fig. 8(a).

As initial guess we chose $A = 0.25$ and $\beta = 0$. With these values, both standard and restless RB show a low gate quality, see the light blue and orange circles in Fig. 8(b) and (c), respectively. The amplitude and DRAG parameter values obtained from the rough calibrations are starting points for the iterative fine calibration experiments. Both the standard and restless fine amplitude calibration experiments reach $d\theta \leq 1 \text{ mrad}$ tolerance after five iterations while fine DRAG calibration experiments required eight iterations. The standard and restless calibration experiments yielded an amplitude of $A_S = (9.486 \pm 0.004) \cdot 10^{-2}$ and $A_R = (9.512 \pm 0.004) \cdot 10^{-2}$ and a DRAG parameter of $\beta_S = -0.39 \pm 0.03$ and $\beta_R = -0.29 \pm 0.03$, respectively. The backend reports $A = (9.501 \pm 0.080) \cdot 10^{-2}$ and $\beta = -0.42$ as calibrated values. Standard and restless RB of the pulses we calibrated produced an EPC of $0.075 \pm 0.006\%$ and $0.066 \pm 0.013\%$, respectively, see the dark blue and red triangles in Fig. 8(b) and (c). The backend reported an error per $\sqrt{X}$ gate of $0.037\%$. The total execution time on the quantum processor, which does not include data-transfer, queuing and run-time compilation times, of the two RB and 15 calibration experiments was $187.0 \text{ s}$ and $11.6 \text{ s}$ for the standard and restless experiments, respectively. Here, the 15 calibration experiments accounted for $94.6 \text{ s}$ and $2.3 \text{ s}$ for standard and restless measurements, respectively.

### V. PROCESS TOMOGRAPHY

Since RB is robust to SPAM errors restless and standard measurements produce identical results. We now discuss restless process tomography measurements to characterize a quantum channel $\mathcal{E}$. Applying $\mathcal{E}$ on a density matrix $\rho_j^{\text{in}}$ results in the output density matrix

$$\rho_j^{\text{out}} = \mathcal{E}(\rho_j^{\text{in}}) = \sum_{m,n=0}^{d^2-1} \chi_{mn} E_m \rho_j^{\text{in}} E_n^{\dagger}. \quad (4)$$

Here, the $E_m$ form a basis of the $d \times d$ complex matrices where $d$ is the dimension of the Hilbert space. Standard quantum process tomography reconstructs the matrix $\chi_{mn}$ describing $\mathcal{E}$ by preparing different input states $\rho_j^{\text{in}}$ and measuring them in a complete basis [28–31]. By writing each $\rho_j^{\text{out}}$ and $\rho_j^{\text{in}}$ in a common basis $\rho_k$ of density matrices Eq. (4) becomes

$$c_{jk} = \sum_{mn} \chi_{mn} B_{mnjk}, \quad (5)$$
where $\rho_j^{\text{out}} = \sum_k c_{jk}\rho_k$ is determined with state tomography. $B_{mnjk}$ depends on $\rho_j^{\text{in}}$. Inverting Eq. (5) yields the process matrix $\chi$ which can be made physical with different methods [28, 32, 53]. A pre-rotation $U_j^{\text{pre}}$ applied to the initial state $|0\rangle$ creates $\rho_j^{\text{in}}$. A complete input basis is formed for each qubit by choosing the gate set $\{I, X, H, SH\}$ as pre-rotations to prepare the eigenstates $\{Z_p, Z_m, X_p, Y_p\}$, respectively. Here, for example, $Z_p$ and $Z_m$ denote the eigenstates of the $Z$ operator with positive and negative eigenvalues, respectively. Choosing post-rotations $U_j^{\text{post}}$ from $\{I, H, HS^\dagger\}$ allows us to measure along the $Z$, $X$, and $Y$-axis, respectively.

The input state of each qubit in an ideal restless measurement is either $|0\rangle$ or $|1\rangle$. If the outcome of the previous measurement is $|1\rangle$, it is as if the pre-rotation is $U_j^{\text{pre}} X$, see Fig. 9. Therefore, in restless QPT, when the previous outcome was $|1\rangle$ the set of pre-rotations $\{I, X, H, SH\}$ is remapped to $\{X, I, HX, SHX\}$ which

FIG. 7. (a) Gate sequence to amplify amplitude errors of the $R_{ZX}$ gate. (b) Echoed cross-resonance $R_{ZX}$ pulse schedule of ibmq_jakarta qubits 1 and 3. The $X$ pulses in the echo are shown in green on channel D1. The rotary tones and cross-resonance drives are shown in blue and brown, respectively. The channel U3 is a control channel which applies pulses to the control qubit at the frequency of the target qubit. (c) Target qubit population of standard measurements with a 4% amplitude error. (d) Probability of a state change in the target qubit obtained with restless measurements with a 4% amplitude error. The solid and dashed lines show measurements where the control qubit was initialized in $|0\rangle$ and $|1\rangle$, respectively. (e) The measured deviation angle $d\theta$ as a function of the added amplitude error. The average size of the error bars on the standard and restless data are 1.4 and 1.7 mrad, respectively. (f) Difference between the standard deviation angle $d\theta_S$ and the restless deviation angle $d\theta_R$ in (e).

FIG. 8. Calibration of $A$ and $\beta$ of a $\sqrt{X}$ gate. (a) Schematic overview of the calibration experiments. Parameter scans yield rough values for $A$ and $\beta$. Looped error-amplifying sequences are used as fine calibration experiments. Standard (b) and restless (c) RB done before (light circles) and after (dark triangles) the calibration.

FIG. 9. Illustration of the first five circuits of single-qubit restless QPT. Each circuit consists of a pre-rotation $U_j^{\text{pre}}$, the quantum process $E$ to characterize, and a post-rotation $U_j^{\text{post}}$. For the first circuit the qubit is initialized in the ground state. If the qubit is measured in the excited state the subsequent circuit starts with the qubit in state $|1\rangle$. In a post-processing step these circuits are remapped to circuits with the pre-rotation $U_j^{\text{pre}} X$, indicated by the dashed red boxes.
prepare the eigenstates \( \{Z_m, Z_p, X_m, Y_m\} \), respectively. A post-processing step is thus required to reassign the labels of the measured single-shots to the set of eigenstates \( \{Z_m, Z_p, X_m, Y_p, X_m, Y_m\} \), see e.g. Fig. 10. We apply readout error mitigation to the resulting count dictionaries \([54, 55]\). For one and two qubits this requires measuring two and four circuits to prepare each basis state. Note, however, that this readout error mitigation does not overcome any restless-related state preparation errors.

![Diagram](image)

FIG. 10. Ideal restless input state reassignment for \( U_{\text{post}} = Z \). Since we time-order the measured outcomes we know the circuit that generated each shot (gray boxes) and the outcome of the previous measurement (circles). This allows us to reassign the measured outcome to the correct preparation basis (yellow boxes). Lastly, all outcomes are consolidated and assigned to the \( \{Z_p, Z_m, X_p, X_m, Y_p, Y_m\} \) states.

We benchmark the reconstruction process by performing standard and restless QPT of \( n \) consecutive Hadamard gates with \( n \) varying from 10 to 100 on \( \text{ibmq}_\text{sydney} \) qubits 3 and 5. Standard QPT measures fidelities of 97.6 ± 0.3% and 82.8 ± 0.5% (qubit 3) and 97.7 ± 0.2% and 87.8 ± 2.2% (qubit 5) for 10 to 100 Hadamards, respectively. We see in Fig. 11(a) and (b) that the fidelity \( F_R \) of the restless QPT is on average 6.0 ± 0.6% and 39.9 ± 1.4% lower than standard measured fidelity \( F_S \), respectively, compare the orange triangles with the blue circles. This difference is independent of the process fidelity which opens up the possibility of using restless QPT as a fast cost function for optimal control. This discrepancy is because measurement and \( T_1 \) may induce state preparation errors when the outcome \( |1\rangle \) is measured.

A. Error mitigation

So far we assumed that the state after each readout was either \( |0\rangle \) or \( |1\rangle \) since the measurement pushes the qubit towards eigenstates of the \( Z \) operator \([56]\) while increasing dephasing \([57, 58]\). However, the finite qubit \( T_1 \) causes \( |1\rangle \rightarrow |0\rangle \) jumps during the delay and the readout with probability \( p \) which we approximate by \( p = 1 - \exp (-\tau_{\text{meas}} + \tau_{\text{delay}})/T_1 \). We therefore model the initial state following a \( |1\rangle \) outcome by an amplitude damping channel \( \mathcal{E}_{\text{ad}} \) with strength \( p \) applied to \( |1\rangle \), i.e. \( \mathcal{E}_{\text{ad}} |1\rangle = p |0\rangle (1 - p) |1\rangle \). To mitigate the errors in restless QPT shown in Fig. 11(a) and (b) we modify the preparation basis which now includes the eight states

\[
\rho^{\text{in},0}_j = U^\text{pre}_j |0\rangle \langle 0| U^\text{pre}_j \dagger \quad \text{and} \quad \rho^{\text{in},1}_j = U^\text{pre}_j |1\rangle \langle 1| U^\text{pre}_j \dagger \tag{6}
\]

where \( j \in \{1, 2, 3, 4\} \), see details in Appendix D. The decay probability is \( p = 0.058 \) for both qubits 3 and 5 since at the time the QPT data was taken they had a \( T_1 \) of 106.5 \( \mu \)s and 105.7 \( \mu \)s, respectively, while \( \tau_{\text{meas}} = 5.4 \) \( \mu \)s, and \( \tau_{\text{delay}} = 1 \) \( \mu \)s. With the modified preparation basis in Eq. (6) and (7) the error between the restless and standard fidelities is reduced to 2.2 ± 0.6% and 1.2 ± 1.0% on average for qubits 3 and 5, respectively, see Fig. 11(c) and (d) and the purple triangles in Fig. 11(a) and (b). This error is further reduced if we treat \( p \) in Eq. (7) as a fit parameter. We thus find the \( p_{\text{fit}} \) that minimizes the sum of squared errors between the restless and standard.
fidelities, i.e. \( p_{\text{fit}} = \min_p \sum \left| \mathcal{F}_R(p) - \mathcal{F}_S \right|^2 \) where the sum is carried out over each QPT measurement. This results in \( p_{\text{fit}} = 0.092 \) and \( p_{\text{fit}} = 0.058 \) for qubits 3 and 5, respectively, see Fig. 11(e) and (f). This further reduces the error between restless and standard QPT measurements to 0.6±0.4% for qubit 3, on average, see Fig. 11(g) and (h). This shows that \( p \) suffices to describe the discrepancy between restless and standard QPT data. If the effect of the measurement process is well understood we can compensate the \( T_1 \)-induced errors using the restless preparation basis. The fluctuations in the data for qubit 5 suggest that restless QPT is more unstable than standard QPT. This could be explained by the higher sensitivity to measurement or \( T_1 \)-induced errors since \( T_1 \) is known to fluctuate [59, 60].

We further demonstrate two-qubit restless QPT of one to ten random SU(4) gates on qubits 3 and 5 of ibmq_sydne3. Here, the \( i \)-th two-qubit gate is decomposed into three CNOT gates and single-qubit gates [61], see Fig. 12(a). The single-qubit gates depend on the three angles \((\alpha_i, \beta_i, \gamma_i)\) that we chose at random within the Weyl chamber [62–64]. We observe a high error of 6.0±0.5%, on average, between \( \mathcal{F}_R \) and \( \mathcal{F}_S \) when \( p = 0 \), see the orange and blue markers in Fig. 12(b). However, when we compute the restless fidelities with the decay probabilities \( p = \{0.041, 0.051\} \), based on the \( T_1 \)-times of 151.0 µs for qubit 3 and 122.4 µs for qubit 5 at the time the QPT data was taken, the average deviation between the restless fidelities and the standard fidelities is reduced to 1.1 ± 0.8%, see Fig. 12(c). Errors of up to 3.2%, e.g. for ten random SU(4) gates, are still present which we attribute to the higher sensitivity of restless QPT to SPAM errors.

We also run restless QPT on ibmq_manila and ibmq_montreal, the data, presented in Appendix D, show a similar behaviour. The \( T_1 \) and \( T_2 \) times and readout errors of all used qubits are listed in Tab. IV in Appendix C.

### VI. CONCLUSION

We have investigated restless calibration and characterization on cloud-based quantum computers. Turning active reset off and reducing the delay between the end of a measurement and the beginning of the next circuit creates a restless setting. Crucially, the restless measurements are now done with a dynamic repetition rate as opposed to a fixed repetition rate [23]. This enables randomized benchmarking with excellent agreement to standard measurements without discarding any data as done...
in Ref. [23] which also limited the scalability of restless measurements.

We have also demonstrated restless qubit calibration of the amplitude and DRAG parameter of a single-qubit pulse. Here, restless measurements yield a speed-up ranging from $9 \times$ to $38 \times$. When including the RB characterization the qubit calibration is $16 \times$ faster with restless measurements. These speed-ups depend on the quality of the active-reset to which we compare. As active reset improves the default repetition delay on the system will shorten, therefore lowering the speed-up. Restless measurements will nevertheless have the lowest run-time on the quantum processor since they require the lowest number of operations. Restless measurements have the added benefit that they do not require active reset therefore eliminating reset-related issues from fast characterization and calibration tasks. Importantly, the speed-ups that we measure do not take into account the classical run-time compilation and data transfer times which can be significant [7]. This shows that increasing the speed at which quantum systems are calibrated depends both on the quantum and the classical hardware. Here, we have focused on the quantum hardware.

Furthermore, we have demonstrated restless measurements of a two-qubit error amplifying gate sequence. Two-qubit experiments have the added complexity that the effect of the gate depends on the state of both qubits. The restless post processing must accommodate this by possibly separating the data in two series conditional on the state of the control qubit.

We have also shown that it is possible to perform QPT with restless measurements as long as the effect of the readout is well understood and the system is stable. Speeding-up QPT becomes even more relevant as the system size increases [65]. This task may be complicated by any effect that the readout may have on the qubit [36, 66]. We observed that restless QPT measured fidelities scale with the number of gates as expected even when state preparation errors are not mitigated. The $10 \times$ to $39 \times$ speed-up afforded by restless QPT opens up the possibility to use it as a fast cost function for closed-loop optimal control [19, 20] even if does not exactly match the fidelity with standard measurements. By contrast to QPT, gate set tomography [67–70] is less vulnerable to state preparation and measurement errors. Future work may therefore explore whether gate set tomography can be performed with restless measurements and extend restless measurements to many-qubit protocols such as Cycle Benchmarking which measures the performance of parallel gate cycles and is robust to SPAM errors [71].

In conclusion, restless measurements offer a simple and fast alternative to reset-based measurements for calibration and characterization tasks [72]. This can increase the availability of cloud-based systems by reducing calibration and characterization time or increase quality by running calibration more often. Restless measurements may also make it easier to handle the large calibration overhead required by Richardson error mitigation which calibrates several scaled versions of the same pulse set [73, 74]. Finally, many error correcting protocols, such as the surface code [75, 76], require repeated measurements of syndrome qubits. We envision that restless measurements may be used in error correcting codes to speed-up the error detection cycle – a key driver of the speed of fault-tolerant quantum computers – this may help obtain a quantum advantage at smaller problem sizes [77].
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Appendix A: Dynamic repetition delay

To illustrate the impact of the repetition delay on restless measurements we compute the state preparation and measurement fidelity as in Ref. [23]. We measure 20 circuits; the first ten are an $I$ gate followed by a measurement and the second ten are an $X$ gate followed by a measurement, see Fig. 13(a). With these circuits we measure two distinct errors. The first error occurs when circuit $k = 1$ measures $|0\rangle$ but the outcome of circuit $k$ is $|1\rangle$ for an $I$ gate or $|0\rangle$ for an $X$ gate, i.e. $P_0(1|I) + P_0(0|X)$. The second error occurs when circuit $k = 1$ measures $|1\rangle$ but the outcome of circuit $k$ is $|1\rangle$ for an $X$ gate or $|0\rangle$ for an $I$ gate, i.e. $P_1(0|I) + P_1(1|X)$. From these errors we compute the state preparation and measurement fidelities

$$F_0 = 1 - \frac{1}{2} [P_0(1|I) + P_0(0|X)], \quad \text{and} \quad (A1)$$

$$F_1 = 1 - \frac{1}{2} [P_1(0|I) + P_1(1|X)]. \quad (A2)$$

We evaluate these fidelities for different repetition delays ranging from $1\mu s$ to $250\mu s$ and with 1024 shots. At $1\mu s$ we measure $F_0 = 98.57 \pm 0.03\%$ and $F_1 = 92.86 \pm 0.57\%$. We observe that $F_0$ is independent of the repetition delay while $F_1$ decays exponentially, see Fig. 13(b). This decay is caused by $T_1$ as confirmed by the exponential fit to $F_1$ resulting in $T_{1,\text{fit}} = 131.5\mu s$ in close agreement with the $134.1\mu s T_1$ reported by the backend. As a reference, we also run the circuits with an active reset and the default repetition delay of $250\mu s$ interleaved and calculate $F_0$. 
The resulting fidelities agree with $F_0$ measured in the restless setting, see the orange dashed line in Fig. 13(b), which is the average over 21 independent measurements.

IBM Quantum systems also report job execution times as the sum of the quantum processor time and the classical compile and data transfer times. The execution time when active reset is used with a repetition delay of 250 µs is constant at 17.6 ± 0.2 s averaged over 21 independent jobs, see the dashed line in Fig. 13(c). For restless measurements the execution time increases linearly as a function of the repetition delay. The measured slope is 0.02 s/µs which corresponds to an extra $20 \times 1024 \times 10^{-6} \approx 0.02$ second per each extra µs of added delay as expected from Eq. (1) and the 20 circuits each measured 1024 times.

![Fig. 13. Restless state preparation and measurement fidelities and total runtimes on ibmq_sydney qubit 5 for different repetition delays. (a) Twenty circuits with 10 identity and 10 $X$ gates are measured. (b) Restless measurement fidelities $F_0$ (blue up-triangles) and $F_1$ (dark blue down-triangles). Each point is the average of three independent measurements. The red dashed line shows the average standard fidelity $F_0$ computed from the results of $3 \times 7$ interleaved jobs with active reset. (b) Mean reported total runtimes of the circuits in (b) in the standard (red dashed line) and restless setting (dark blue down-triangles). The shaded orange area and the error bars correspond to the standard deviation of the standard and restless runtimes, respectively.](image1)

![Fig. 14. Standard and restless RB on ibmq_montreal. (a) Single-qubit RB for qubit 0. (b) Two-qubit RB for qubits 1 and 2. Each marker indicates the mean value of ten Clifford sequences and the shaded area shows the standard deviation. The green triangles show restless data analyzed with the standard data processor.](image2)

**Appendix B: Additional Restless Randomized Benchmarking data**

Here, we show in Tab. III the fit parameter $\alpha$ and the EPC for each of the three RB measurements done on ibmq_sydney which were summarized in the main text. We also present additional restless and standard RB data acquired on ibmq_montreal. On ibmq_montreal standard measurements have a default 50 µs delay after a reset. We perform restless RB with a 0.5 µs delay after each measurement. Single-qubit RB on qubit 0 yields an EPC = 0.031 ± 0.001% and EPC = 0.033 ± 0.001% for three independent standard and restless RB experiments, respectively, see Fig. 14 and Tab. III.

Two-qubit RB is done on qubits 1 and 2 of ibmq_montreal for which we measure EPC = 1.502 ± 0.027% and EPC = 1.495 ± 0.035% for three independent standard and restless RB experiments, respectively, see Fig. 14(b). To demonstrate the importance of the restless data processor we process the restless data with the standard data processing chain in which the measured outcomes are simply aggregated in a counts dictionaries. This results in the useless green curve in Fig. 14(a) and (b).

**Appendix C: Device properties**

We ran the RB, calibration and QPT experiments on different qubits of various quantum devices based on system availability. This also shows that restless measurements are reproducible across different backends. Since restless measurements are sensitive to finite $T_1$-times we list the $T_1$-times of all qubits in Tab. IV. For completeness, we also include the $T_2$-times, as well as the readout
TABLE III. Standard and restless RB fit data. $N_c^{\text{max}}$ indicates the maximum number of Clifford gates in an RB experiment. The errors indicate one standard deviation. Sydney and Montreal stand for the ibmq\_sydney and ibmq\_montreal systems, respectively.

| Experiment | $\alpha$ (%) | EPC (%) | $A$ | $B$ |
|------------|--------------|---------|-----|-----|
| ibmq\_sydney | qubit 13 | 99.945(1) | 0.028(1) | 0.493(4) | 0.503(4) |
| | standard | 99.946(1) | 0.027(1) | 0.494(6) | 0.501(6) |
| | $N_c^{\text{max}} = 5101$ | 99.901(2) | 0.050(1) | 0.487(3) | 0.505(3) |
| ibmq\_sydney | qubit 13 | 99.945(2) | 0.028(1) | 0.475(6) | 0.493(6) |
| | restless | 99.941(2) | 0.029(1) | 0.463(5) | 0.503(6) |
| | $N_c^{\text{max}} = 5101$ | 99.902(2) | 0.049(1) | 0.458(4) | 0.496(3) |
| ibmq\_sydney | qubits 8 & 11 | 97.745(42) | 1.692(32) | 0.669(4) | 0.258(2) |
| | standard | 97.709(38) | 1.718(28) | 0.678(4) | 0.255(3) |
| | $N_c^{\text{max}} = 196$ | 97.735(42) | 1.699(32) | 0.663(4) | 0.256(2) |
| ibmq\_montreal | qubit 0 | 99.931(1) | 0.035(1) | 0.486(3) | 0.499(3) |
| | standard | 99.941(2) | 0.029(1) | 0.494(6) | 0.491(6) |
| | $N_c^{\text{max}} = 5101$ | 99.941(2) | 0.030(1) | 0.493(6) | 0.492(6) |
| ibmq\_montreal | qubit 0 | 99.932(2) | 0.034(1) | 0.464(5) | 0.497(5) |
| | restless | 99.932(3) | 0.034(1) | 0.464(6) | 0.506(6) |
| | $N_c^{\text{max}} = 5101$ | 99.935(2) | 0.033(1) | 0.465(5) | 0.501(5) |
| ibmq\_montreal | qubits 1 & 2 | 98.021(36) | 1.484(27) | 0.703(4) | 0.231(3) |
| | standard | 97.994(36) | 1.505(27) | 0.695(4) | 0.234(3) |
| | $N_c^{\text{max}} = 196$ | 97.976(37) | 1.518(28) | 0.693(5) | 0.236(3) |
| ibmq\_montreal | qubits 1 & 2 | 97.966(45) | 1.503(34) | 0.621(7) | 0.249(3) |
| | restless | 97.987(46) | 1.510(34) | 0.614(8) | 0.252(2) |
| | $N_c^{\text{max}} = 196$ | 98.038(51) | 1.472(38) | 0.619(7) | 0.247(3) |

Errors, that were reported by the backend at the time of the respective experiment.

Appendix D: Process tomography

Here, we elaborate on the restless data processing for QPT. When the qubits are initialized to $|0\rangle$ the input density matrices are always $\rho_{\text{in}}^n \equiv U_0^{\text{pre}} |0\rangle \langle 0| (U_0^{\text{pre}})^\dagger$. In an ideal restless measurement on $n$ qubits the input density matrix is $\rho_{\text{in}}^n = U_0^{\text{pre}} |x\rangle \langle x| (U_0^{\text{pre}})^\dagger$ where $x \in \{0,1\}^n$. However, in practice the measurement and the delay between the measurement and the next $U_0^{\text{pre}}$ induce errors which we model by an amplitude damping channel $E_{\text{ad}}$. In the single-qubit case the input states are given by equations (6) and (7) of the main text which trivially generalize to $n$ qubits. This results in a total of $4^n \times 2^n$ possible input states when only $4^n$ preparation rotations $U_0^{\text{pre}}$ are done. Taking into account the three measurement basis there is a total of $4^n \times 2^n \times 3^n$ combinations of input states and measurement basis. However, restless QPT only executes $4^n \times 3^n$ circuits as does standard QPT. The restless QPT data processor must there-
fore remap each measured shot to one of the $4^n \times 2^n \times 3^n$ combinations. To post process restless QPT data we require the memory of each circuit as discussed in Sec. II A of the main text. Once again, we time order all the measurement outcomes. If for $(U_{j}^{\text{pre}}, U_{j}^{\text{post}})$ the previous measurement outcome was $|0\rangle$ we attribute the corresponding measurement to the input state $U_{j}^{\text{pre}}|0\rangle|0\rangle(U_{j}^{\text{pre}})_{\dag}$ and post rotation $U_{i}^{\text{post}}$. However, if the previous measurement outcome was $|1\rangle$ we attribute the measurement to the input state $U_{j}^{\text{pre}}[p|0\rangle|0\rangle - (1 - p)|1\rangle|1\rangle](U_{j}^{\text{pre}})_{\dag}$ and post rotation $U_{i}^{\text{post}}$. This reasoning extends trivially to the multi-qubit case. Since we now know the input state and measurement basis of each shot we can build up count dictionaries for each of the $4^n \times 2^n \times 3^n$ possible combinations. The remainder of the analysis follows the standard QPT workflow.

1. Additional process tomography data

In addition to the data presented in the main text we also run standard and restless QPT on *ibmq_manila*, see Fig. 15 and 16, and *ibmq_montreal*, see Fig. 17 and 18. We characterized an even sequence of Hadamard gates, from ten to 100, and a sequence of random CNOT decomposed SU(4) gates from one to ten. We run each QPT measurement with 4096 shots and each point is the average of three individual measurements with the standard deviation shown as error bars. Readout error mitigation is used. In Fig. 15 to 18 the blue circles indicate standard QPT measurements, the orange up-triangles indicate restless QPT measurements by reassigning the shots to the basis $\{Z_m, Z_p, X_m, X_p, Y_m, Y_p\}$, and the purple down-triangles show the same data but processed with the restless preparation basis corresponding to Eq. (6) and (7) in the main text.

As in the main text, we observe that the restless QPT data analyzed under the assumption that restless measurements are ideal, i.e. when the previous outcome was $|1\rangle$ the initial state is $|1\rangle$, underestimate the gate fidelity. Furthermore, we observe that a finite $p$ obtained from $T_1$, measurement, and delay times mitigates state preparation errors when using Eq. (6) and (7) of the main text as input states. Furthermore, a few restless QPT measurements are biased by large outliers. The exact source of these outliers is unknown but could be due to measurement or $T_1$ related variations.

![FIG. 15. Single-qubit QPT on qubits 2 (a, c, e, g) and 3 (b, d, f, h) of *ibmq_manila*. (c) and (d) show the difference between the standard QPT data and the restless QPT data with $p$ obtained from $T_1$ times reported by the backend of 170.5 µs and 172.9 µs, for qubits 2 and 3, respectively. Panels (e) and (f) show the best restless measured fidelity when treating $p$ as a fit parameter and panels (g) and (h) show the deviation $|\mathcal{F}_R(p_{\text{fit}}) - \mathcal{F}_S|$.](image)

![FIG. 16. (a) QPT on random SU(4) gates between qubits 2 and 3 of *ibmq_manila*. The purple-down triangles show the restless fidelity with $p$ based on $T_1$-times reported by the backend of 160.9 µs and 178.7 µs, for qubits 2 and 3, respectively. (b) Difference $|\mathcal{F}_R(p) - \mathcal{F}_S|$ between the fidelities measured with restless and active reset.](image)
FIG. 17. Single-qubit QPT on qubits 13 (a, c, e, g) and 14 (b, d, f, h) of ibmq_montreal. (c) and (d) show the difference between the standard QPT data and the restless QPT data with $p$ obtained from $T_1$ times reported by the backend of 89.3 $\mu$s and 91.8 $\mu$s, for qubits 13 and 14, respectively. Panels (e) and (f) show the best restless measured fidelity when treating $p$ as a fit parameter and panels (g) and (h) show the deviation $|F_R(p_{fit}) - F_S|$. 

FIG. 18. (a) QPT on random SU(4) gates between qubits 13 and 14 of ibmq_montreal. The purple-down triangles show the restless fidelity with $p$ based on $T_1$-times reported by the backend of 56.8 $\mu$s and 94.3 $\mu$s, for qubits 13 and 14, respectively. The dotted purple line indicates the restless measured fidelities when treating the decay probabilities $p$ as fit parameters. (b) Difference $|F_R(p) - F_S|$ between the fidelities measured with restless and active reset. The deviation of on average 7.9 $\pm$ 1.3% is reduced to $\langle |F_R(p_{fit}) - F_S| \rangle = 1.3 \pm 1.3\%$ for $p_{fit} = \{0.173, 0.097\}$. 
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