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This study extends the accurate and transferable molecular-orbital-based machine learning (MOB-ML) approach to modeling the contribution of electron correlation to dipole moments at the cost of Hartree–Fock computations. A molecular-orbital-based (MOB) pairwise decomposition of the correlation part of the dipole moment is applied, and these pair dipole moments could be further regressed as a universal function of molecular orbitals (MOs). The dipole MOB features consist of the energy MOB features and their responses to electric fields. An interpretable and rotationally equivariant Gaussian process regression (GPR) with derivatives algorithm is introduced to learn the dipole moment more efficiently. The proposed problem setup, feature design, and ML algorithm are shown to provide highly-accurate models for both dipole moment and energies on water and fourteen small molecules. To demonstrate the ability of MOB-ML to function as generalized density-matrix functionals for molecular dipole moments and energies of organic molecules, we further apply the proposed MOB-ML approach to train and test the molecules from the QM9 dataset. The application of local scalable GPR with Gaussian mixture model unsupervised clustering (GMM/GPR) scales up MOB-ML to a large-data regime while retaining the prediction accuracy. In addition, compared with literature results, MOB-ML provides the best test MAEs of 4.21 mDebye and 0.045 kcal/mol for dipole moment and energy models, respectively, when training on 110000 QM9 molecules. The excellent transferability of the resulting QM9 models is also illustrated by the accurate predictions for four different series of peptides.

I. INTRODUCTION

Applications of machine learning (ML) to electronic structure theory have grown rapidly with an increasing number of studies in a variety of chemical systems and applications [12] such as directly predicting the molecular properties, developing force fields and interatomic potentials, and designing novel and efficient catalysts,[3] drugs,[5] and materials.[9] Importantly, applications of machine learning include predicting chemical properties directly to reduce computational costs via supervised learning,[13] detecting the patterns of chemical spaces via unsupervised learning,[14] and proposing more suitable chemical systems via reinforcement learning[9] and generative models.[16–17]

Numerous approaches have been presented in the field of machine learning for electronic structure during the last decades to aid in the learning of molecular energies and other molecular properties.[18–38] Molecular-orbital-based machine learning (MOB-ML) is one such method that uses molecular orbital (MO) information from Hartree–Fock (HF) computation to create a simpler and more direct mapping from the MO-based (MOB) features to the correlation energies. By utilizing quantum level information as features, MOB-ML has shown great efficiency and transferability for highly accurate predicted molecular energies with few training data. The introduction of a general regression with a clustering learning framework and a scalable Gaussian process algorithm further scales up MOB-ML to learn a large amount of data.[39–50]

The responses of energy to some external variables in the time-independent framework are frequently studied molecular properties,[59] in ML for quantum chemistry, such as atomic force, electric or magnetic dipole moments, and electric or magnetic polarizability. The electric dipole moment (referred as dipole), defined as the first-order response of the molecular energy to an external electric field, is an essential component in computational spectroscopy.[60] However, it remains challenging to efficiently and accurately compute dipole moments with density functional theory.[61,62] Several previous efforts have been made to model the dipole moment and other response properties via ML methods.[29,33–35] MOB-ML also shows a great potential to model any molecular properties determined by electronic wavefunctions, including these response properties. For instance, highly-accurate atomic force predictions could be directly provided by the MOB-ML models trained on energy labels only.[46]

In this work, we consider the application of MOB-ML to learn general time-independent linear response properties using dipole moments as an example. An accurate and transferable MOB-ML framework is introduced to learn the contribution of electron correlation to the dipole moment as a summation of pairwise contributions. These pair dipole moments can be learnt as the functions of MOB features and their derivatives to electric fields via a rotationally equivariant Gaussian process regression (GPR) algorithm, i.e., GPR with derivatives.[56] We also adapt the local GPR with the Gaussian mixture model (GMM) unsupervised clustering (GMM/GPR) algorithm[59] to scale up the training and reduce the training costs without sacrificing accuracy and transferability.[58] The accuracy and efficiency of the proposed MOB-ML approach are tested on various benchmark systems, including water.
fourteen small molecules, the QM9 benchmark dataset and four series of peptides. The literature methods to predict dipole moments and energies for QM9 datasets are also included for comparison.

II. THEORY AND METHODS

A. Review of MOB-ML to learn molecular energies

MOB-ML is motivated by the Nesbet theorem to learn the pairwise contribution of the correlation energy $E_{\text{corr}}$ as a universal function of occupied molecular orbitals (MO) represented by features computed from Hartree–Fock (HF):

$$E_{\text{corr}} = \sum_{ij \in \text{occ}} \varepsilon_{ij}, \quad \varepsilon_{ij} \approx E_{\text{ML}}[f_{ij}(\phi_k)],$$

where $\varepsilon_{ij}$ is the pair energy corresponding to the occupied MO $i$ and $j$, $f_{ij}$ is the MOB-ML feature vector for the MO pair $i$ and $j$, and $\phi_k$ is the set of all the MOs. The symmetrization of $i$, $j$ orbitals is also adapted to ensure $f_{ij} = f_{ji}$. The feature vector is consisted of Fock matrix elements $F_{pq}$ and part of the electron repulsion integrals $[\epsilon_{pq}]_{nn} = \langle pq|mn \rangle$. The pair dipoles

$$f_{ij} = \{F_{ii}, F_{jj}, F_{ij}, F_{ji}, F_{ik}, F_{jk}, F_{ah}, F_{ba}, \\}
\{[K^{ii}]_{ii}, [K^{ij}]_{ij}, [K^{ji}]_{ji}, [K^{kk}]_{kk}, \\}
\{[K^{ii}]_{aa}, [K^{ij}]_{ab}, [K^{ii}]_{bb}, \\}
\{[K^{ii}]_{aa}, [K^{ij}]_{ab}, [K^{ii}]_{bb}, \\},$$

which is referred to as "energy feature set" in this study. The energy feature generation and sorting approach is the same as in Ref. [46]. The reference pair energies can be calculated in most of post-HF methods, such as second-order Möller-Plesset perturbation theory (MP2) and various coupled cluster theories, including CCSD and CCSD(T).

B. MO Decomposition of dipole moments in MOB-ML

For a given system, the electric dipole moments $\mu$ can be expressed as the linear response of the energy $E$ with respect to external electric field $\varepsilon$, i.e.,

$$\mu = \nabla_\varepsilon E,$$

which could be further expressed as the sum of HF and correlation components:

$$\mu = \nabla_\varepsilon E^{\text{HF}} + \nabla_\varepsilon E^{\text{corr}} = \mu^{\text{HF}} + \mu^{\text{corr}}$$

The correlation part $\mu^{\text{corr}}$ can then be decomposed on pairs of occupied orbitals similar to Eq. [1]

$$\mu^{\text{corr}} = \nabla_\varepsilon E^{\text{corr}} = \sum_{ij \in \text{occ}} \nabla_\varepsilon \varepsilon_{ij} = \sum_{ij \in \text{occ}} \mu_{ij}.$$
where $h_{pq}$ are the one-electron Hamiltonian matrix elements, $f_{pq}^k$ and $K_{pq}^k$ are Coulomb and exchange matrix elements of the $k$th orbital, and $r_{pq}$ are the position operator matrix elements. The $r_{pq} \varepsilon$ and $\nabla g r_{pq} \varepsilon$ terms vanish when $\varepsilon = 0$. However, the existence of $r_{pq}$ term in Eq. (10) results in a non-translational invariant dipole feature design. Therefore, a redefinition of the derivatives of Fock matrix elements is adapted by subtracting the $r_{pq}$ term to make dipole feature vector (Eq. 5) translational invariant.

### D. Review of scalable GPR algorithms in MOB-ML

In MOB-ML, Gaussian process regression (GPR) is used to model the molecular energy with high accuracy and great transferability.\cite{66,73,15,51} Gaussian process (GP)\cite{54} describes a prior distribution of random functions such that, for any finite number of possible inputs $x = \{x_1, \ldots, x_n\}$, the function values $f(x)$ has a multivariate Gaussian distribution

$$f(x) \sim N(0,K(x,x)),$$

where $K(x,x)$ is the kernel matrix. Assuming the training data $(X,y)$ has a Gaussian distributed noise with variance $\sigma_n^2$ (also referred as Gaussian likelihood), i.e., $y \sim N(f,\Sigma_n)$, where $\Sigma_n = \sigma_n^2 I$, the GPR prediction $f(X^*)$ for the test points is a multivariate Gaussian distribution with the mean (prediction) and variance (uncertainty) as

$$\mathbb{E}[f(X^*)] = K(X^*,X)(K(X,X) + \Sigma_n)^{-1}y$$

$$\text{Var}[f(X^*)] = K(X^*,X)(K(X,X) + \Sigma_n)^{-1}K(X,X^*).$$

(12)

Although GPR only requires a few hundred molecules to achieve highly-accurate models, it is difficult to increase the training size due to the high computational complexity ($O(N^3)$) of full GPR.\cite{51,52} To scale up the MOB-ML training, a regression-with-clustering framework is introduced by constructing a local regressor within each grouping of points. The resulting clusters from GMM agree with the chemically intuitive groupings of MO types\cite{59} and thus could be directly applied to facilitate the construction of local regression models of pair dipole moments. In addition, a scalable exact GPR regressor, termed Alternative Black-box Matrix-Matrix Multiplication (AltBBMM)\cite{58} has been developed to lower the computational cost of each local regressor. Ref.\cite{59} accesses different combinations of clustering methods and local regressors and concludes the most efficient protocol is local regression by AltBBMM with GMM (GMM/GPR), which achieves the state-of-the-art accuracy on drug-like benchmark organic datasets.

### E. GPR with derivatives for ML response and rotational equivariance

Several previous studies have recognized the importance of rotational equivariance for ML framework to efficiently learn molecular dipole moments.\cite{51,54} For any rotational operator $\hat{U}$, a function $g : x \to g(x)$ is rotationally equivariant if

$$g(\hat{U}x) = \hat{U}g(x).$$

(13)

From a physics perspective, the rotational equivariance guarantees that the predicted property will rotate correspondingly with the rotation of the system. Therefore, the rotational equivariance property is required for any tensorial molecular properties, such as force, dipole moment, and polarizability. In addition, the molecular energy is rotationally invariant, i.e., remains constant with the rotation of the system. The conditions for energy and dipole models can be formulated as following:

$$\{\epsilon^{ML}(f_{ij}^\mu) = \epsilon^{ML}(\hat{U}f_{ij}^\mu)$$

$$\mu^{ML}(\hat{U}f_{ij}^\mu) = \hat{U}\mu^{ML}(f_{ij}^\mu).$$

(14)

For the MOB features, when applying a rotation operator $\hat{U}$, the energy and dipole feature sets satisfy the relationship $\hat{U}f_{ij}^\mu = f_{ij}^\mu$ and $\hat{U}f_{ij}^\mu = \{f_{ij}^\mu, \mu_{ij}\}$, respectively, where $\hat{U}$ is the matrix representation of $\hat{U}$. Therefore, the MOB-ML energy model is always rotationally invariant for any regressor. However, it remains challenging and requires a special ML algorithm design to make the MOB-ML dipole model rotationally equivariant for a greater learning efficiency.

Assuming the training energy and dipole sets are $(X_e, y_e) = \{f_{ij}, \epsilon_{ij}\}$ and $(X_\mu, y_\mu) = \{f_{ij}^\mu, \mu_{ij}\}$, respectively, we introduce a rotationally equivariant GPR with derivatives formalism that could accurately learn dipole moment and energy separately or simultaneously.

A single-task energy model could be directly learnt using the naive GPR in Eq. (12) with the prior distribution

$$\epsilon^{ML}(X_e) \sim N(0,\epsilon^{ML}(X_e)).$$

(15)

Since the derivative of a GP is also a GP\cite{53,54}, dipole moments can be regressed by GPR with the prior distribution of $\nabla \epsilon^{ML}(X_e)$:

$$\mu^{ML}(X_\mu) = \nabla \epsilon^{ML}(X_e) \sim N(0,\mu^{ML}(X_\mu)),$$

(16)

$\mu^{ML}(x)$ and the corresponding kernel matrix $K_\mu$ could be written as following:

$$\mu^{ML}(X_\mu) = \nabla \epsilon^{ML}(X_e) \cdot \nabla X_\mu e^{ML}(X_e),$$

$$K_\mu(X_\mu, X_\mu) = \nabla \epsilon^{ML}(X_e) \nabla \epsilon^{ML}(X_e) \cdot K_\epsilon^{(1,2)}(X_e, X_e),$$

(17)

where the superscripts of $K_\epsilon$ represent the derivatives to the arguments, e.g. $K^{(1,2)}(x_1, x_2)$ = $\nabla_{x_1} \nabla_{x_2} K(x_1, x_2)$. Since $\nabla \epsilon^{ML}(X_e)$ will produce the derivative terms $\{\nabla_{x_1} f_{ij}^\mu, \nabla_{x_2} f_{ij}^\mu\}$, including these derivatives in the dipole feature set is necessary to model $\mu^{ML}$. This mathematical deduction agrees with the physical intuition discussed in Sec. IIIC.

By using the Gaussian likelihood $y_\mu \sim N(\mu^{ML}(X_\mu), \Sigma_\mu)$ with $\Sigma_\mu = \sigma_\mu^2 I$, for a set of test points $X_\mu^t$, the prediction mean and variance of the GPR with derivatives can be evaluated using...
Eq. [12] as
\[
\begin{align*}
\mathbb{E}[^{\text{ML}}\mu(X)] &= \mu_h(X, X) (K_{\mu}(X, X) + \Sigma) - 1 y, \\
\text{Var}[^{\text{ML}}\mu(X)] &= \mu_h(X, X) (K_{\mu}(X, X) + \Sigma) - 1 K_{\mu}(X, X),
\end{align*}
\]
where
\[
K_{\mu}(X, X) = K_{\mu}(X, X)^T = \nabla^2 \mu \cdot \nabla^2 \mu + \kappa^{(1,2)}(X, X). \tag{19}
\]

GPR with derivatives can be generalized to the multi-task learning of \( e_{\text{ML}} \) and \( \mu_{\text{ML}} \) simultaneously. In such case, their joint distribution is also a GP with the predictive mean and variance as
\[
\begin{align*}
\mathbb{E}[e_{\text{ML}}(X)] &= \mu_{\mu}(X, X) (K_{\mu}(X, X) + \sigma^2) - 1 v, \\
\text{Var}[e_{\text{ML}}(X)] &= \mu_{\mu}(X, X) (K_{\mu}(X, X) + \sigma^2) - 1 K_{\mu}(X, X),
\end{align*}
\]
where
\[
\begin{align*}
\mu_{\mu}(X, X) &= \mu_{\mu}(X, X)^T = \\
\nabla \mu \cdot \nabla \mu + \kappa^{(2)}(X, X) + K_{\mu}(X, X).
\end{align*}
\]

and \( K_{\mu}(X, X) \) could be evaluated by replacing \( X^* \to X \).

Although there might be other rotationally equivariant GPR frameworks that provide models with similar accuracy, they might not ensure the learnt dipole model is a derivative of the energy model. As an analogy to the response in physics, it is desirable for the ML model of \( h \) and its response property model \( g \) to satisfy Eq. 22 termed as "ML response relationship".

\[
g(x) = \nabla h(x). \tag{22}
\]

This relationship requires model \( g \) to be conservative (or curl-free), i.e., \( \nabla \times g = 0 \). In this study, we apply this physically driven GPR with derivatives formalism to satisfy this response relationship. The detailed proofs to show that both single-task and multi-task GPR with derivatives satisfy the rotational equivariance (Eq. 14). Without any specification, we adapt the single-task framework of GPR with derivatives for all the following training. The performance comparisons of single-task and multi-task models are demonstrated in Sec. IV A.

III. COMPUTATIONAL DETAILS

A. Data generation

For water and fourteen small molecules, we sample 200 total configurations at 50 fs intervals from \textit{ab initio} molecular dynamics (AIMD) trajectories using the ENTOS QCORE software. The structures of the QM9 dataset and the four different series of peptides are directly obtained from Ref. [68] and Ref. [50] respectively. All the HF calculations and MOB-ML features generations are performed by the ENTOS QCORE software. The HF calculations are using the cc-pVTZ basis and the cc-pVTZ-JKFIT density fitting basis. The valence-occupied and valence–virtual MOs are then localized using the Boys–Foster localization scheme. The derivatives of the orbitals with respect to electric fields are calculated through the coupled-perturbed HF calculations implemented in the ENTOS QCORE software. According to the chain rule, the feature derivatives with respect to electric fields are then calculated from the orbitals and orbital derivatives. The HF orbitals are then imported into the Molpro 2018.0 package via the matrop functionality to generate the local MP2 pair energies. The frozen core approximation is used in the local MP2 calculations. The derivatives of the pair energies with respect to electric fields are implemented and calculated in the Molpro package following Ref. [81].

B. Machine learning protocols

For all the datasets, we separately learn the energies and dipole moments using the energy feature set and dipole feature set, respectively. For the water and the small molecule datasets, the results for multi-task models, i.e., dipole + energy models, that learn both tasks simultaneously are also included for comparison. Table I summarizes the usage of energy and dipole features in this work. We unsupervisedly cluster the MOs represented by energy features instead of separately clustering energy and dipole feature space, i.e., the clustering models are identical for the energy and dipole learning with the same training sets. Feature selection is performed before all the models on energy labels using the random forest regression implementation in the \textsc{Scikit-learn} package following the protocol in Ref. [57]. For the dipole learning, we use the selected energy features and their derivatives as the selected dipole features.

| ML model | Feature set | Learning task |
|----------|-------------|---------------|
| Clustering (GMM) | Energy features | All energy & dipole models |
| Regression (GPR) | Energy features | Energy (single-task) |
| | Dipole features | Dipole (single-task) |
| | Dipole + energy (multi-task) |

We apply the AltBBMM algorithm as the default GP regressor, and reimplement the GMM with full covariance matrix following \textsc{Scikit-learn} using \textsc{CUDA} to enable multi-GPU training. The implementations for both algorithms are available online at \url{https://github.com/SUSYSTC/BBMM.git}. For all GPR and GMM/GPR, we employ the Matérn 5/2 kernel with white noise regularization. The parameters used in training for GPR and GMM/GPR are further discussed in the Supporting information.
All the results for water and small molecule datasets are collected with GPR without clustering. The local GPR with GMM unsupervised clustering is applied to scale the MOB-ML training in the QM9 dataset. In this work, we follow the same clustering protocol introduced in Ref. [59] to generate the GMM models. The GMM model is initialized by K-means clustering, and its number of clusters is automatically determined by minimizing the Bayesian information criterion. GMM could not be performed to cluster 50000 and 110000 QM9 molecules due to limited memory, and we thus apply the GMM model trained on 20000 QM9 molecules to approximate the clustering results of these two models. To reduce the learning costs, we also apply the same capping strategy described in Ref. [38] For the clusters containing a large number of points, we randomly select training points with the capping size defined ahead to regress these local GPR. The capping size is 100000 and 300000 pairs for dipole and energy learning, respectively.

IV. RESULTS AND DISCUSSIONS

A. Dipole moment learning for small molecules via MOB-ML

To demonstrate the ability to learn dipole moments using the MOB representations, we first test the prediction accuracies of MOB-ML on water and other small molecules. Figure 2 displays the mean absolute errors (MAEs) of dipole moments ($\mu$) and molecular energies $E$ for water learnt by single-task and multi-task models. The sizes of the training set are varied from 2 to 100 geometries, and the test set is composed of 100 geometries not included in any training sets. MAEs at the same order of reference data accuracy for molecular energies are achieved by training on 100 geometries using energy labels ($5.54 \times 10^{-5}$ kcal/mol) and dipole combined with energy labels ($1.84 \times 10^{-5}$ kcal/mol). Across all the training sizes, single-task and multi-task models provide similar accuracies for molecular energies, but dipole models provide much better dipole predictions than the dipole + energy model.

Table I lists the MAEs and maximum errors (Max) of dipole moments and total energies from single-task and multi-task models training on 50 geometries and testing on different 50 geometries for small molecules with different sizes. MOB-ML provides very accurate predictions for all the test molecules. Comparing the results of molecules with different molecular sizes sharing similar MO properties, such as CH$_4$, C$_2$H$_6$, and C$_6$H$_6$, it is clear that the larger molecules have much bigger errors than the smaller ones for both dipole and energy owing to the increasing number of pairwise contributions to the final result. The total errors should scale linearly with the increase of molecular size by summing up predicted pairwise contribution with Gaussian distributed pairwise errors. For the systems that share similar numbers of MOs, such as C$_2$H$_4$ and C$_2$H$_6$, the more rigid molecule (C$_2$H$_4$) is easier to learn for both dipole and energy.

Learning dipole moments and molecular energies simultaneously does not always provide better prediction accuracies of both dipole and energy for most of the molecules (12 out of total 14 molecules) and need higher computational costs since it trains more points within a model. This observation indicates that dipole vectors and energies of each pair of MOs might vary independently as functions of MOB features, and therefore no mutual supervision could be provided by multi-task learning.

From a theoretical perspective, the ML response relationship could improve the learning efficiency of forces, but is not expected to enhance the learning efficiency of the dipole model with zero electric field. Therefore, the dipole + energy model for these small molecules cannot provide better accuracies than only training on dipoles. Furthermore, the inclusion of non-correlated tasks in the multi-task models further complicates the learning process and even leads to deterioration in training. Figure 3 could help explain this observation by using the water molecule as an example. The relative water MP2/cc-pVTZ total energy is plotted as a function of one of the O-H bond lengths and the strength of the external electric field along the bond direction. We fix the bond angle and only change one of the O-H bond lengths (red curve) with $\delta$ = 0 to facilitate the understanding. The training set can be treated as samples of this simplified potential. We note that all the bond lengths and angles vary in the actual water dataset. From these data, the energy information can then directly infer the force information (black arrows) since the derivative with respect to bond length $\delta$ could be estimated as differences between two sampled training points. However, since there is no change along the axis of the electric field $\mathbf{E}$, no estimated information of dipole moments (blue arrows) is available from the training set.

| Number of training geometries | Predicted dipole MAE | Predicted energy MAE |
|-------------------------------|----------------------|----------------------|
| 2                             | 0.003                | 0.01                 |
| 5                             | 0.03                 | 0.1                  |
| 10                            | 0.3                  | 0.3                  |
| 30                            | 1.0                  | 1.0                  |
| 50                            | 3.0                  | 3.0                  |
| 100                           | 10.0                 | 10.0                 |

FIG. 2. Prediction accuracies of dipole moments and energies of water using a reference theory of MP2/cc-pVTZ. The predicted MAEs are plotted versus the number of training geometries on a log-log scale (“learning curves”). The MOB-ML models for dipole moments and energies are constructed by training on the labels individually (dipole model and energy model) or simultaneously using multi-task learning (dipole + energy model). The primary and secondary y-axes represent the prediction MAE of dipole moments $|\mu|_{\text{err}}$ in milli-Debye (mDebye) and the prediction MAE of energy in kcal/mol, separately. The results are also summarized in Table S1 in the Supporting Information (SI)
TABLE II. Predicted error of the MOB-ML training on dipole only or dipole and energy together on different small molecules. All the models are trained on 50 configurations and tested on the rest 50 configurations using AltBBMM as the regressor.

| System       | Dipole only | Energy only | Dipole + Energy |
|--------------|-------------|-------------|-----------------|
|              | $|\mu|_{\text{MAE}}$ (mDebye) | $|\mu|_{\text{Max}}$ (mDebye) | $E_{\text{MAE}}$ (kcal/mol) | $E_{\text{Max}}$ (kcal/mol) | $|\mu|_{\text{MAE}}$ (mDebye) | $|\mu|_{\text{Max}}$ (mDebye) | $E_{\text{MAE}}$ (kcal/mol) | $E_{\text{Max}}$ (kcal/mol) |
| CH$_4$       | 0.024       | 0.088       | 0.0005          | 0.002          | 0.040        | 0.183       | 0.003          | 0.015          |
| NH$_3$       | 0.030       | 0.109       | 0.0007          | 0.003          | 0.080        | 0.362       | 0.002          | 0.008          |
| HF           | 0.00008     | 0.0004      | 0.00005         | 0.00009        | 0.0001      | 0.0005      | 0.00007        | 0.0001         |
| CO           | 0.004       | 0.016       | 0.00009         | 0.0006         | 0.010       | 0.031       | 0.001          | 0.003          |
| CH$_3$O      | 0.030       | 0.213       | 0.0005          | 0.003          | 0.049       | 0.144       | 0.003          | 0.010          |
| HCN          | 0.052       | 0.643       | 0.0002          | 0.002          | 0.137       | 4.898       | 0.005          | 0.016          |
| C$_2$H$_4$   | 0.151       | 1.112       | 0.004           | 0.012          | 0.260       | 3.555       | 0.011          | 0.038          |
| C$_2$H$_6$   | 0.339       | 0.941       | 0.014           | 0.069          | 0.482       | 4.069       | 0.028          | 0.283          |
| CH$_3$OH     | 1.143       | 12.281      | 0.018           | 0.084          | 1.430       | 17.310      | 0.020          | 0.101          |
| CH$_2$F$_2$  | 2.180       | 16.847      | 0.080           | 0.884          | 3.529       | 24.410      | 0.060          | 0.270          |
| C$_2$H$_8$   | 0.565       | 3.731       | 0.035           | 0.135          | 0.998       | 4.682       | 0.047          | 0.331          |
| n-Butane     | 0.912       | 3.338       | 0.026           | 0.089          | 1.842       | 6.818       | 0.076          | 0.301          |
| Isobutane    | 0.812       | 2.588       | 0.047           | 0.196          | 1.883       | 5.588       | 0.071          | 0.312          |
| C$_6$H$_6$   | 2.433       | 9.277       | 0.039           | 0.113          | 3.403       | 20.020      | 0.053          | 0.129          |

FIG. 3. Relative MP2/cc-pVTZ total energy of a water molecule as a function of one of its O-H bond lengths $d$ and the strength of applied electric field $\delta$ along the bond direction. The bond angle and the other O-H bond length are fixed to the equilibrium value. The relative energy is shifted to 0 at equilibrium geometry with $\delta = 0$. The red curve corresponds to the energy surface at $\delta = 0$. The dashed red lines represent the projection of the red curve to $\delta - \delta'$ plane. The blue and black arrows illustrate the direction of the derivatives to get dipole moments and forces.

B. MOB-ML for dipole moments and energies of organic molecules in QM9

In our previous studies, we have illustrated the excellent accuracy and transferability of MOB-ML to learn molecular energies using two thermalized organic molecule datasets, i.e., QM7b-T and GDB-13-T. In this study, we systematically examine the learning performance of MOB-ML for both the dipole and energy using the benchmark organic chemistry dataset QM9, which contains optimized structures of 133,885 molecules with up to nine heavy atoms (HAs) of C, O, N, and F. QM9 is a standard benchmark dataset that has been assessed in many different literature studies. In this work, we report the results from MOB-ML with those from the state-of-the-art literature (SOTA) methods, including FCHL18, MuML (combined), PhysNet, SchNet, DimeNet++, SphereNet, PaiNN, and OrbNet-Equi. It is clear that both MOB-ML regressed by AltBBMM (MOB-ML(GPR)) and MOB-ML regressed by GMM clustering with local AltBBMM (MOB-ML(GMM/GPR)) outcompete other literature methods in the low-data learning regime (training set smaller than 2000 molecules). MOB-ML/GPR and MOB-ML(GMM/GPR) achieve similar MAEs of 37.61 and 45.58 mDebye, respectively, by training on only 100 molecules. This indicates that the introduction of unsupervised clustering does not affect the accuracy of MOB-ML in learning dipole moments. Meanwhile, the second-best OrbNet-Equi learnt by $\Delta$-learning (OrbNet-Equi ($\Delta$-learning)) requires 1024 molecules to reach the same level of accuracy. However, OrbNet-Equi ($\Delta$-learning) models are improved faster with an increasing number of data points with the deepest slope of the learning curve relative to other methods. When there are enough examples in the training set (110,000 training molecules), OrbNet-Equi ($\Delta$-learning) could reach a slightly worse MAE of 4.78 mDebye than MOB-ML(GMM/GPR) (4.21 mDebye).
Similarly, the prediction errors of energies from MOB-ML approaches are compared with SchNet, SLATM, SOAP, FCHL18, OrbNet-Equi and QML in Fig. 3. MOB-ML (GPR) and MOB-ML (GMM/GPR) are still provide the best sets of results across all the training sizes. MOB-ML (GMM/GPR) achieves accuracies of 0.99 kcal/mol and 0.045 kcal/mol with only 100 and 110,000 training molecules, respectively. Both numbers are the current best in this field. QML with an orbital based features and (Δ-learning) (QML (MO, Δ-learning)) and OrbNet-Equi (Δ-learning) are other two most accurate approaches.

The top approaches to predict dipole moments and energies, i.e., MOB-ML, OrbNet-Equi (Δ-learning), and QML (MO, Δ-learning), are further compared here from a theoretical perspective. To achieve the best accuracy, all the three approaches apply the idea of "Δ-learning" by predicting the differences between low-level and high-level theories instead of directly predicting. In addition, all three approaches are orbital-based ML approaches that adapt features related to energy matrix elements (FJK features), and these features are considered to contain high-quality quantum-level information to make the ML map easier. Although the three approaches share several similarities, their differences might explain their prediction accuracy differences. Firstly, MOB-ML predicts the results from wavefunction theories using HF computations with the same basis, while OrbNet-Equi and QML (MO) predict the results from DFT using GFN-xTB and minimal basis HF computations, respectively. Since HF computed with cc-pVTZ basis set is more expensive and contains more accurate information about the orbitals than GFN-xTB and minimal basis HF, MOB-ML is more expensive in evaluation than the other two methods. MOB-ML explicitly decomposes the differences between low- and high-level theory results onto MOs and learns these pairwise contributions using GPR, while OrbNet-Equi and QML (MO) directly learn these differences by implicitly decomposing them to each kernel in kernel ridge regression (KRR) or nodes in graph neural network (GNN) by carefully designing the ML frameworks. This explicit decomposition brings an accuracy gain to MOB-ML but limits the applications of MOB-ML to decomposable properties. On the other hand, QML (MO) and OrbNet-Equi are able to predict more different molecular properties.

FIG. 5. Learning costs of MOB-ML approaches for QM9 models shown in Fig. 4. The prediction MAEs for dipole moments and energies of QM9 test molecules are plotted as functions training hours using 8 GPUs on log-log scales. The primary axis (left axis) labels the MAEs of the dipole moments, and the secondary axis (right axis) shows the MAEs of energies. Results for dipole and energy models are plotted in solid and dashed lines, respectively. Different colors represent different learning protocols and match the ones in Fig. 4.

C. Timing and learning efficiency of GMM/AltBBMM with derivatives

Figure 5 displays the accuracy improvements of test QM9 molecules as functions of training costs using MOB-ML (GPR) and MOB-ML (GMM/GPR) for dipole moments and
FIG. 6. Dipole moment predictions for series of (a) α-helix, (b) β-strand, (c) polyenoic amino acid, and (d) n-amino carboxylic acid using MOB-ML and MuML. The dipole moments of different molecules are plotted versus the chain length. The MOB-ML dipole moments are computed from the best MOB-ML (GMM/GPR) trained on 110,000 QM9 molecules. The results of MuML (combined) are predicted from the MuML model trained on 5400 QM7b molecules and extracted from Fig. 6 in Ref. 50. The reference dipole moments computed using MP2/cc-pVTZ (for MOB-ML) and B3LYP/daDZ (for MuML) are shown in the plots, and the HF dipole moments are also provided for further discussion. In (a), the molecules with \( n = 7, 10, 13, 16 \) cannot be computed by MP2/cc-pVTZ, and results from other theories and ML models are shown.

energies. These models are collected on 8 NVIDIA Tesla V100-SXM2-32GB GPUs. Since each local GPR could be regressed independently on different GPUs, GMM/GPR is a highly-parallelized approach with excellent multi-GPU speedups. For both dipole and energy learning, it is clear that GMM/GPR provides much lower training costs compared with learning without clustering. Across all the training sizes that we could train directly with GPR, GMM/GPR could achieve more than 68.5 and 21.4 times speedups for dipole and energy learning, respectively, without loss of accuracy and transferability. For example, the best GMM/GPR energy model training on 110,000 molecules only takes 20.7 hrs, but it is over 7 times more expensive than the best dipole model (146.5 hrs). This is because the training points of dipole moment are 3 times larger than ones of energy for each molecule.

D. Predictions of dipole moments of four challenge cases

To illustrate the accuracy of MOB-ML in the actual biochemical systems, we further assess the prediction accuracy of the best MOB-ML (GMM/GPR) model on four different sets of peptides, termed as "challenging dataset". This challenging dataset is firstly introduced in Veit et al.\(^{50}\) and in this study, we also included the literature results predicted by MuML model\(^{50}\). All the true and predicted dipole moments from different theories and ML models are plotted as a function of the chain length in Fig. 6. Table S3 in SI summarizes the predicted and true dipole moments and energies using the best QM9 energy model (GMM/GPR trained on 110,000 molecules). We note that MP2/cc-pVTZ is still an affordable theory for the QM9 benchmark dataset, but it is nearly impossible to obtain MP2 energy for the molecules with more than 30 heavy atoms, for instance, α-helix molecules with \( n = 7, 10, 13, 16 \) in the challenging dataset. Therefore, no true MP2/cc-pVTZ results are provided for these large α-helix molecules; meanwhile, MOB-ML provides reasonable dipole moment predictions for these molecules.

Except the large polyenonic amino acids in Fig. 6(c), MOB-ML provides nearly identical predicted dipole moments as MP2 for all other molecules in panels (a), (b), and (d), which indicates that the MOB-ML model for dipole moments has an excellent transferability to large molecules. MuML (combined) model also has a deteriorated accuracy for all the molecules in polyenoic amino acids. In this case, the MOB-ML model over-corrects the results from HF calculation, and the size of the errors increases dramatically with the increasing of sizes. The major contributors to the total dipole moments for both cases are the local polarization of the end groups, and therefore the total dipole moments should be nearly constant predictions with the increase of the molecular length. This observation agrees with the ML predictions.
and the true dipole moments of n-amino carboxylic acids, but not the true values of polyenoic amino acids. Veit et al.\textsuperscript{50} assess the partial charges for each functional group carefully to understand the puzzling results of polyenoic amino acids. The partial charge distribution suggests that end groups in polyenoic amino acids carry a net positive and negative charge, leading to an increase of dipole moments with increasing molecular length.

V. CONCLUSION

In this study, we extend the MOB-ML framework to learn pairwise contributions of electron correlation part of dipole moments accurately and transferably using the information computed from HF calculations. The feature derivatives are appended to the original energy features to form the dipole feature set to include more information in the MOB representation for dipole prediction. The introduction of GPR with derivatives algorithm leads to efficient and physical modeling of dipole moments by satisfying the significant properties of equivariance and ML response. For water and other small molecules, MOB-ML could provide more accurate predictions for the dipole moments and energies by learning two tasks separately than simultaneously. To generate a universal dipole model and energy model for organic molecules, we apply MOB-ML to the QM9 dataset and train the two sets of labels separately using the corresponding GPR training protocols. The GMM/GPR framework that constructs local scalable GPRs for clusters detected by GMM clustering approach is also applied to reduce the learning costs of MOB-ML and scale up its training to 110,000 molecules without loss of accuracy. MOB-ML (GMM/GPR) model could achieve accuracies of 4.21 mDebye and 0.045 kcal/mol by learning 110000 molecules for energies. MOB-ML is superior to all other methods by learning the differences between CCSD(T) and MP2 values.

SUPPORTING INFORMATION

The reference pairwise decomposed dipole moments and energies and MOB features of QM7b-T, QM9, and GDB-13-T are available at Caltech Data: https://data.caltech.edu/records/1177. The corresponding HF dipole moments and energies are also available. The total dipole moment and energy data of challenging datasets are also included in this online dataset. The implementation of the multi-GPU AI-tBBMM and GMM are available online at https://github.com/SUSYUSTC/BBMM.git. The parameters of training the models are included in the Supporting information. Table S1, S2, and S3 list the MOB-ML results plotted in Fig. 2, 4 and 6 respectively.

1. O. A. von Lilienfeld and K. Burke, “Retrospective on a decade of machine learning for chemical discovery,” Nat. Commun. 11, 1–4 (2020).
2. J. Westermayr, M. Gasteiger, K. T. Schütt, and R. J. Maurer, “Perspective on integrating machine learning into computational chemistry and materials science,” J. Chem. Phys. 154, 230903 (2021).
3. J. G. Freeze, H. R. Kelly, and V. S. Batista, “Search for catalysts by inverse design: artificial intelligence, mountain climbers, and chemists,” Chem. Rev. 119, 6595–6612 (2019).
4. D. C. Elton, Z. Boukouvlas, M. D. Fuge, and P. W. Chung, “Deep learning for molecular design—a review of the state of the art,” Mol. Syst. Des. Eng. 4, 828–849 (2019).
5. O. A. von Lilienfeld, R. D. Liog, and U. Rothlisberger, “Variational particle number approach for rational compound design,” Phys. Rev. Lett. 95, 153002 (2005).
6. O. A. Von Lilienfeld and M. Tuckerman, “Alchemical variations of intermolecular energies according to molecular grand-canonical ensemble density functional theory,” J. Chem. Theory Comput. 3, 1083–1090 (2007).
7. M. Popova, O. Isayev, and A. Tropsha, “Deep reinforcement learning for de novo drug design,” Sci. Adv. 4, eaap7885 (2018).
8. X. Yang, Y. Wang, R. Byrne, G. Schneider, and S. Yang, “Concepts of artificial intelligence for computer-assisted drug discovery,” Chem. Rev. 119, 10520–10594 (2019).
9. A. R. Oganov, C. J. Pickard, Q. Zhu, and R. J. Needs, “Structure prediction drives materials discovery,” Nat. Rev. Mater. 4, 331–348 (2019).
10. A. Tran, J. Tranchida, T. Wildey, and A. P. Thompson, “Multi-fidelity machine-learning with uncertainty quantification and bayesian optimization for materials design: Application to ternary random alloys,” J. Chem. Phys. 153, 074705 (2020).
11. A. Grisafi, A. Fabrizio, B. Meyer, D. M. Wilkins, C. Cornimboeuf, and M. Ceriotti, “Transferable machine-learning model of the electron density,” ACS Cent. Sci. 5, 57–64 (2019).
12. S. Manzhos and T. Carrington Jr, “Neural network potential energy surfaces for small molecules and reactions,” Chem. Rev. 121, 10187–10217 (2020).
13. M. Ceriotti, “Unsupervised machine learning in atomistic simulations, between predictions and understanding,” J. Chem. Phys. 150, 150901 (2019).
14. V. Tsiohtoyan, J. Dagdelen, L. Weston, A. Dunn, Z. Rong, O. Kononova, K. A. Persson, G. Ceder, and A. Jain, “Unsupervised word embeddings capture latent knowledge from materials science literature,” Nature 571, 95–98 (2019).
15. Z. Zhou, S. Kearnes, L. Li, R. N. Zare, and P. Riley, “Optimization of molecules via deep reinforcement learning,” Sci. Rep. 9, 1–10 (2019).
16. B. Sanchez-Lengeling and A. Aspuru-Guzik, “Inverse molecular design using machine learning: Generative models for matter engineering.” Science 361, 360–365 (2018).
Machine Learning Meets Quantum Physics

K. Leswing, and V. Pande, “MoleculeNet: A benchmark for molecular machine learning: An agnostic structural definition of the hydrogen bond,” J. Chem. Phys. 141, 174110 (2014).

R. Ramakrishnan, P. O. Dral, M. Rupp, and O. A. von Lilienfeld, “Big data meets quantum chemistry approximations: The Λ-machine learning approach,” J. Chem. Theory Comput. 11, 2087 (2015).

F. Brockherde, L. Li, M. E. Tuckerman, K. Burke, and K.-R. Müller, “Bypassing the Kohn-Sham equations with machine learning,” Nat. Commun. 8, 872 (2017).

S. Kearsnes, K. McCloskey, M. Berndt, V. Pande, and P. Riley, “Molecular graph convolutions: Moving beyond fingerprints,” J. Comput. Aided Mol. Des. 30, 595 (2016).

F. Paesani, “Getting the right answers for the right reasons: toward predictive molecular simulations of water with many-body potential energy functions,” Acc. Chem. Res. 49, 1844 (2016).

J. Behler, “Perspective: Machine learning potentials for atomistic simulations,” J. Chem. Phys. 145, 170901 (2016).

K. T. Schütt, F. Arbabzadah, S. Chmiela, K.-R. Müller, and A. Tkatchenko, “Quantum-chemical insights from deep tensor neural networks,” Nat. Commun. 8, 13890 (2017).

K. Schütt, P.-J. Kindermans, H. E. Sauceda Felix, S. Chmiela, A. Tkatchenko, and K.-R. Müller, “Schnet: A continuous-filter convolutional neural network for modeling quantum interactions,” Advances in neural information processing systems 30 (2017).

J. S. Smith, O. Isayev, and A. E. Roitberg, “ANI-1: An extensible neural network potential with DFT accuracy at force field computational cost,” Chem. Sci. 8, 3192–3203 (2017).

M. Welborn, L. Cheng, and T. F. Miller III, “Transferability in machine learning for electronic structure via the molecular orbital basis,” J. Chem. Theory Comput. 14, 4772–4779 (2018).

Z. Wu, B. Ramuskard, E. N. Féménig, J. Gomes, C. Geniesse, A. S. Pappu, K. Leswing, and V. Pande, “MoleculeNet: A benchmark for molecular machine learning,” Chem. Sci. 9, 513 (2018).

T. T. Nguyen, E. Székely, G. Imbalzano, J. Behler, G. Csányi, M. Ceriotti, A. W. Götz, and F. Paesani, “Comparison of permutationally invariant polynomials, neural networks, and Gaussian approximation potentials in representing water interactions through many-body expansions,” J. Chem. Phys. 148, 241725 (2018).

K. Yao, J. E. Herr, D. W. Toth, R. McIntyre, and J. Parkhill, “The tensororn-0.1 model chemistry: A neural network augmented with long-range physics,” Chem. Sci. 9, 2261–2269 (2018).

S. Fujikake, V. L. Deringer, T. H. Lee, M. Krynski, S. R. Elliott, and G. Csányi, “Gaussian approximation potential modeling of lithium ionic conductivity in carbon nanostructures,” J. Chem. Phys. 148, 241714 (2018).

O. T. Unke and M. Muewly, “PhysNet: A neural network for predicting energies, forces, dipole moments, and partial charges,” J. Chem. Theory Comput. 15, 3678–3693 (2019).

L. Cheng, M. Welborn, A. S. Christensen, and T. F. Miller III, “A universal density matrix functional from molecular orbital-based machine learning: Transferability across organic molecules,” J. Chem. Phys. 150, 131103 (2019).

L. Cheng, N. B. Kovachki, M. Welborn, and T. F. Miller III, “Regression clustering for improved accuracy and training costs with molecular-orbital-based machine learning,” J. Chem. Theory Comput. 15, 6668–6677 (2019).

S. Dick and M. Fernandez-Serra, “Machine learning accurate exchange and correlation functionals of the electronic density,” Nat. Commun. 11, 1–10 (2020).

Y. Chen, L. Zhang, H. Wang, and W. E, “Ground state energy functional with Hartee-Fock efficiency and chemical accuracy,” J. Phys. Chem. A 124, 7155–7165 (2020).

Z. Qiao, M. Welborn, A. Anandkumar, F. R. Manby, and T. F. Miller III, “Orbnet: Deep learning for quantum chemistry using symmetry-adapted atomic-orbital features,” J. Chem. Phys. 153, 124111 (2020).

Z. Qiao, F. Ding, M. Welborn, P. J. Bygrave, D. G. Smith, A. Anandkumar, F. R. Manby, and T. F. Miller III, “Multi-task learning for electronic structure to predict and explore molecular potential energy surfaces,” arXiv preprint arXiv:2011.02680 (2020).

J. Hermann, Z. Schätzle, and F. Noé, “Deep-neural-network solution of the electronic Schrödinger equation,” Nat. Chem. 12, 891–897 (2020).

V. L. Deringer, N. Bernstein, G. Csányi, C. Ben Mahmoud, M. Ceriotti, M. Wilson, D. A. Drabold, and S. R. Elliott, “Origins of structural and electronic transitions in disordered silicon,” Nature 589, 59–64 (2021).

A. S. Christensen, S. K. Sirunalla, Z. Qiao, M. B. O’Connor, D. G. Smith, F. Ding, P. J. Bygrave, A. Anandkumar, M. Welborn, F. R. Manby, et al., “Orbnet denali: A machine learning potential for biological and organic chemistry with semi-empirical cost and dft accuracy,” J. Chem. Phys. 155, 204103 (2021).

E. T. Husch, J. Sun, L. Cheng, S. J. Lee, and T. F. Miller III, “Improved accuracy and transferability of molecular-orbital-based machine learning: Organics, transition-metal complexes, non-covalent interactions, and transition states,” J. Chem. Phys. 154, 064108 (2021).

S. J. R. Lee, T. Husch, F. Ding, and T. F. Miller III, “Analytical gradients for molecular-orbital-based machine learning,” J. Chem. Phys. 154, 124120 (2021).

J. Sun, L. Cheng, and T. F. Miller III, “Molecular energy learning using alternative blackbox matrix-matrix multiplication algorithm for exact gaussian process,” in NeurIPS 2021 AI for Science Workshop (2021).

K. Karandashev and O. A. von Lilienfeld, “An orbital-based representation for accurate quantum machine learning,” J. Chem. Phys. 156, 114101 (2022).

M. Veit, D. M. Wilkins, Y. Yang, R. A. DiStasio, and M. Ceriotti, “Predicting molecular dipole moments by combining atomic partial charges and atomic dipoles,” J. Chem. Phys. 153, 024113 (2020).

Z. Qiao, A. S. Christensen, M. Welborn, F. R. Manby, A. Anandkumar, and T. F. Miller, “Informing geometric deep learning with electronic interactions to accelerate quantum chemistry,” arXiv preprint arXiv:2011.02680 (2021).

J. Klipfer, S. Giri, J. T. Margraf, and S. Günemann, “Fast and uncertainty-aware directional message passing for non-equilibrium molecules,” arXiv preprint arXiv:2011.14115 (2020).

Y. Liu, L. Wang, M. Liu, Y. Lin, X. Zhang, B. Oztekin, and S. Ji, “Spherical message passing for 3d molecular graphs,” in International Conference on Learning Representations (2022).

K. Schütt, O. Unke, and M. Gastegger, “Equivariant message passing for the prediction of tensorial properties and molecular spectra,” in Proceedings of the 38th International Conference on Machine Learning, Proceedings of Machine Learning Research, Vol. 139, edited by M. Meila and T. Zhang (PMLR, 2021) pp. 9377–9388.

F. A. Faber, A. S. Christensen, B. Huang, and O. A. Von Lilienfeld, “Alchemical and structural distribution based representation for universal quantum machine learning,” J. Chem. Phys. 148, 241717 (2018).

B. Huang and O. A. Von Lilienfeld, “Quantum machine learning using atom-in-molecule-based fragments selected on the fly,” Nat. Chem. 12, 945–951 (2020).

A. P. Bartók, S. De, C. Poelking, N. Bernstein, J. R. Kermode, G. Csányi, and M. Ceriotti, “Machine learning unifies the modeling of materials and molecules,” Sci. Adv. 3, e1701816 (2017).

A. S. Christensen, F. A. Faber, and O. A. von Lilienfeld, “Operators in quantum machine learning: Response properties in chemical space,” J. Chem. Phys. 150, 064105 (2019).

L. Cheng, J. Sun, and T. F. Miller III, “Improved accuracy of molecular energy learning via unsupervised clustering for organic chemical space with molecular-orbital-based machine learning,” arXiv preprint
