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Abstract

How do people actively learn to learn? That is, how and when do people choose actions that facilitate long-term learning and choosing future actions that are more informative? We explore these questions in the domain of active causal learning. We propose a hierarchical Bayesian model that goes beyond past models by predicting that people pursue information not only about the causal relationship at hand but also about causal overhypotheses—abstract beliefs about causal relationships that span multiple situations and constrain how we learn the specifics in each situation. In two active “blicket detector” experiments with 14 between-subjects manipulations, our model was supported by both qualitative trends in participant behavior and an individual-differences-based model comparison. Our results suggest when there are abstract similarities across active causal learning problems, people readily learn and transfer overhypotheses about these similarities. Moreover, people exploit these overhypotheses to facilitate long-term active learning.

Keywords: causal learning, active learning, transfer learning, overhypotheses

A key feature of human cognition is that when we learn, we often acquire knowledge and skills we can use in the future, improving our performance and future learning (e.g., Gick and Holyoak, 1980; Schulz and Gopnik, 2004). For instance, cooking one dish can help us learn how to work with ingredients in another dish, playing with the user interface of one smartphone can also help us learn to navigate another smartphone, and practicing one musical instrument can help us learn a new instrument more quickly. In each case, we are
able to learn general patterns and principles, such as common chord progressions and conventions in phone interfaces, that go beyond a particular context or problem. This enables us to focus on the novel aspects of future problems and thereby learn more efficiently. This “learning to learn” depends on overhypotheses (Goodman, 1955; Kemp et al, 2007)—abstract beliefs that span multiple situations and constrain how we learn the specifics in each situation.

However, it is not well understood how and when we seek out the evidence needed to learn overhypotheses. Do people tend to focus narrowly on learning the task at hand, so that learning overhypotheses happens incidentally? Or do we preferentially choose actions to update our overhypotheses about the abstract nature of families of systems and problems? When we update our overhypotheses in light of new evidence, does that in turn facilitate more informative actions in a new situation? These are questions about how we actively learn to learn. We explore them in the domain of active causal learning.

Active learning is useful because it allows people to take control of their own learning and seek information that is most helpful given their beliefs and uncertainty (Gureckis and Markant, 2012). In causal learning, actions or interventions can further provide information that is unavailable under observation alone; this information is critical for disambiguating causal relationships (Pearl, 2009). Both of these benefits of interventions have been shown for adults and children, and have been neatly formalized in computational models of active causal learning (e.g., Steyvers et al, 2003; Bramley et al, 2015; Coenen et al, 2015; Cook et al, 2011).

These past models have focused on how people learn about causal structure, which defines what variables are causes and effects of other variables (Fig. 1). Consider an example where a child conducts a small science experiment to test which batteries in their drawer are good or bad. The child devises an intervention strategy based on inserting batteries into a simple circuit with an LED light. The LED is known to illuminate when at least one good battery is in the circuit. Here the child has set up a causal system where the variables are the batteries’ presence in the circuit and the LED’s illumination. Common sense about electrical systems dictates that the LED illumination is the only candidate for being an effect. Therefore, the child is trying to choose interventions to solve the remaining causal structure learning problem of identifying whether batteries are good (causes of the LED’s illumination) or bad (non-causes).

In order to disambiguate between causal structures in a way that is informative from an information-theoretic perspective, interventions should be chosen with the goal of reducing uncertainty about causal structures. This uncertainty reduction is also called information gain (Oaksford and Chater, 1994). Maximizing information gain corresponds to choosing interventions that can quickly narrow down which beliefs are most likely correct. In our LED example, if the child only has two batteries to test, then they are trying to learn which causal structure is correct among four possibilities: neither battery is good, only the first is good, only the second is good, or both are good. Intervening on a single battery would be informative because this intervention eliminates half of
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Fig. 1: Causal graph. The *causal structure* defines what variables are causes and effects of other variables. The *functional form* is a function of its causes and it defines the conditional probability of the effect given its causes.

Past models (e.g., Steyvers et al, 2003; Bramley et al, 2015; Coenen et al, 2015) found that maximizing information gain about causal structures produced good predictions of people’s interventions. However, they made an important simplifying assumption: they only represented people’s beliefs about causal structure within a single, isolated causal learning problem. These models do not predict that people actively “learn to learn”, improving their interventions for learning new causal relationships in the future. In order to formalize such behavior, it is critical to represent *causal overhypotheses*—abstract beliefs about causal relationships that span multiple situations and constrain how we learn the specifics in each situation (Goodman, 1955; Kemp et al, 2007; Lucas et al, 2014; Sim and Xu, 2017). If people’s interventions help them update causal overhypotheses in past learning problems, then in a new problem, they would not need to start from scratch but can choose interventions that are
Actively learning to learn causal relationships guided by these overhypotheses. In this way, interventions from one situation are able to influence interventions in another, allowing them to adapt and improve not just within the current situation but also across to future ones.

To accommodate causal overhypotheses, we propose a hierarchical Bayesian model that represents beliefs at multiple levels of abstraction, including both lower-level beliefs about the current causal relationship and higher-level overhypotheses about the general properties of causal relationships. Like previous rational (Anderson, 1990) models of active learning (e.g., Oaksford and Chater, 1994; Steyvers et al, 2009; Bramley et al, 2015; Coenen et al, 2015), we frame causal learning in Bayesian terms and take the active learner’s goal to be finding interventions that maximize information gain, with one key difference: We posit that learners have overhypotheses that they update in light of new evidence, and seek information not just about the causal relationship at hand, but also about these overhypotheses.

While our general approach requires only a well-defined probabilistic model that includes overhypotheses, we focus here on overhypotheses about the functional form of causal relationships. The functional form governs how causes combine or interact to produce an effect (Fig. 1), e.g., do relationships tend to be deterministic or stochastic? Are multiple causes necessary to bring about an effect? We choose this focus because (1) it allows us to build on simple hierarchical models that give good accounts of human learning in the absence of an active learning element (Lucas and Griffiths, 2010); and because (2) varying overhypotheses in this setting leads to clear and systematic differences in what interventions are more informative, whereas we would expect subtler effects in an experiment based on other salient studies of overhypotheses (e.g., Kemp et al, 2007; Austerweil et al, 2019), owing to fewer degrees of freedom in possible interventions, and the possibility of greater individual variability in prior beliefs.

To give an example of the functional form and how it may affect future intervention choices, consider our LED example again, but now suppose that we do not know that the LED will illuminate if one or more charged batteries are present. If we assume that good batteries (causes) are interchangeable, then we can express the functional form in terms of the voltage threshold for illuminating the LED (effect), or—in terms of our original variables—the number of good batteries that are required to make it illuminate. One overhypothesis is that only a single good battery is necessary (disjunctive functional form); another is that we need two or more batteries (conjunctive functional form). Our overhypotheses might also capture how reliable we expect the illumination to be for a particular set of batteries: It might be deterministic if our voltage threshold is exceeded by any amount, or it might be unreliable (or noisy) if our threshold is barely exceeded. A priori, we might expect a deterministic and disjunctive form (Lucas and Griffiths, 2010; Lu et al, 2008; Mayrhofer and Waldmann, 2016; Schulz and Sommerville, 2006), but if we find we need more than one charged battery, we can update our overhypotheses about how LEDs work in general. By transferring these overhypotheses, we can pick more informative interventions in future situations with new LEDs and batteries. For
example, under disjunctive-favoring overhypotheses, intervening on singleton batteries would be informative, revealing a good battery whenever there is an LED illumination. However, under conjunctive-favoring overhypotheses, this strategy would not be informative at all. Conjunctive overhypotheses expect that no single battery, good or bad, is sufficient to illuminate the LED, so intervening on a single battery would result in an unlit LED. This outcome provides no information about whether that battery is good (but just not sufficient by itself) or bad. Instead, having conjunctive overhypotheses leads us to a better strategy of testing two or more batteries at a time. Now it is possible to cause LED illuminations that tell us our intervention contains at least two good batteries.

Since past models of active causal learning have largely focused on learning causal structure (e.g., Bramley et al, 2015; Coenen et al, 2015; Steyvers et al, 2003), they have tended to assume the functional form was known in advance to experimental participants, or that the functional form was consistent with the simple expectation that a single cause was sufficient to produce or prevent an effect. This assumption of causal sufficiency holds for a wide variety of phenomena in causal inference and appears to be a default expectation people have in unfamiliar contexts (Cheng, 1997; Gopnik and Sobel, 2000; Tenenbaum and Griffiths, 2001; Griffiths and Tenenbaum, 2005; Griffiths et al, 2011; Lu et al, 2008), but it is not always appropriate. Both children and adults can adjust their overhypotheses to learn other functional forms, where multiple causes may be needed to produce the effect (e.g., the conjunctive form), and they are able to transfer these overhypotheses to guide their causal inferences in new tasks (Lucas and Griffiths, 2010; Lucas et al, 2014; Kosoy et al, 2022; Griffiths and Tenenbaum, 2009; Lu et al, 2016). In our hierarchical Bayesian model, we accommodate uncertainty in people’s overhypotheses about the functional form. In situations where people might be expected to have very strong a priori expectations about the functional form, our model is essentially equivalent to Steyvers et al’s (2003) Rational Identification Model and Bramley et al’s (2015) Scholar Model. In other situations where the form is not known in advance and when many forms are possible, our model makes substantially different predictions.

Our model makes three commitments: (1) people represent a rich space of overhypotheses; (2) people transfer their learned overhypotheses from one task to the next; and (3) they choose interventions that are informative for learning overhypotheses (Fig. 2). By removing the three modeling commitments one at a time, we create three ablation models for testing each commitment against alternative explanations (see Methods for the implementation of each commitment and ablation).

Our model’s first commitment posits that people represent a rich space of overhypotheses. Following Lucas and Griffiths (2010), we consider a sigmoid space of overhypotheses about functional forms, where the common disjunctive and conjunctive forms are special cases within this space. The sigmoid space is computationally simple but is able to express rich variations in the number
Fig. 2: Hierarchical Bayesian model. Each circled number represents one of the three commitments of our model: (1) people represent a rich space of overhypotheses; (2) people transfer their learned overhypotheses from one task (left box) to the next (right box); and (3) they choose interventions that are informative for learning overhypotheses.

of causes required to generate an effect and in the reliability of the effect (see Methods). To test this space, we compare our full model to a “Fixed-Form” ablation model that reduces the space of overhypotheses to a single deterministic and disjunctive form. This ablation corresponds to the assumption that a single cause is sufficient to produce an effect, which is prevalent in past models of active causal learning (e.g., Bramley et al, 2015; Coenen et al, 2015; Steyvers et al, 2003), and is also closely related to a positive testing strategy. In a positive testing strategy, interventions only test whether a causal relationship adheres to a single hypothesis, and it is possible that people mainly employ this strategy when they have a resource constraint (Coenen et al, 2015), such as a time limit or a limit on the number of interventions. This positive testing strategy may combine with people’s prior preference for disjunctive and deterministic overhypotheses (Lucas and Griffiths, 2010; Lu et al, 2008; Mayrhofer and Waldmann, 2016; Schulz and Sommerville, 2006), where a single cause is sufficient and reliable for producing the effect. The resulting interventions would only test one object at a time, anticipating that a single object would be sufficient and reliable for producing the effect. Such interventions would not consider alternative overhypotheses like the conjunctive one, where at least two causes are needed to produce the effect and so is only revealed by testing combinations of objects. This behavior constitutes an alternative to the commitment that people represent a rich space of overhypotheses.

Our model’s second commitment posits that people transfer their learned overhypotheses from one task to the next. This means that when people encounter a new task, they do not start anew but instead “learn to learn”, applying their previously learned overhypotheses to help them choose more efficient interventions for learning in the new task. To test this transfer commitment, we compare our full model to the “No-Transfer” ablation model that
predicts people start anew in each task using the same prior, regardless of any learning in previous tasks. This ablation captures how people may have strong priors, specifically ones that favor deterministic and disjunctive overhypotheses (Lucas and Griffiths, 2010; Lu et al, 2008; Mayrhofer and Waldmann, 2016; Schulz and Sommerville, 2006), and treat any learning about alternative overhypotheses as rare. They may then think these alternative overhypotheses are unlikely to be useful again, so instead of transferring these overhypotheses, they rely on the same deterministic- and disjunctive-favoring prior in a new situation. This behavior constitutes an alternative to the commitment that people transfer their learned overhypotheses.

Our model’s third and final commitment posits that people choose interventions that are informative for learning overhypotheses. Like previous models of active causal learning (e.g., Bramley et al, 2015; Coenen et al, 2015; Steyvers et al, 2003), our model predicts that people seek information about the causal structure at hand. A key difference of our model lies in predicting that people also seek information about overhypotheses and that, following from our model’s transfer commitment, people intend to transfer this information to future tasks. Our model captures the idea that people strike a balance between short-term learning, which deals with the causal structure at hand, and longer-term learning, which focuses on overhypotheses and how these can facilitate more informative interventions for the future. To test our overhypothesis-learning commitment, we compare our full model to a “Structure-Only-EIG (Expected Information Gain)” ablation model that is short-sighted and only seeks information about the causal structure at hand, analogous to previous models of active causal learning. Any learning about overhypotheses and future benefits would only be incidental, rather than a deliberate choice to pick interventions with an eye toward overhypotheses and future learning. This behavior constitutes an alternative to the commitment that people choose interventions that are informative for learning overhypotheses.

Our full hierarchical Bayesian model was tested in two ways in our experiments: whether it was consistent with qualitative trends in our participants’ interventions and judgments (Experiment 1), and whether it was the best model in a comparison against the ablation models and a random baseline, where models were ranked by how well they predicted participant interventions (Experiment 2).

Our experiments were designed as active learning extensions of Lucas and Griffiths’s (2010) version of the “blicket detector” experiments. As in Lucas and Griffiths’s (2010) experiments, we presented participants with a task containing blocks (colored squares labeled with letters) and a “blicket machine”. We asked them to solve the causal learning problem of identifying “blickets” (causes) among the blocks (prospective causes) by observing the blicket machine’s binary response (effect). Whereas Lucas and Griffiths’s study involved fixed sequences of events, ours used a computer-based web interface that allowed participants to actively produce their own sequences of events by choosing interventions (Fig. 3). An intervention involved putting
any combination of blocks on the machine. The machine would then respond by activating or doing nothing. In order to choose informative interventions in this active blicket task, participants needed to consider their beliefs about both the causal structure (blicket identities) and the functional form (how the blicket machine activates in response to blickets). Participants encountered several active blicket tasks, where each one increased the level of difficulty and required increasingly selective interventions (see Methods).

We chose our active blicket experiment design because it (1) was simple enough for online experimental participants to quickly understand, (2) was tractable to analyze with our hierarchical Bayesian model, (3) nonetheless required appropriate overhypotheses about the functional form to facilitate learning in future tasks, and (4) could be decomposed into a causal structure learning aspect and a functional form learning aspect. Within this design, we can formulate and test the ideas in our model: Participants’ interventions should not only learn the causal structure within each task, but they should also learn and transfer overhypotheses about the functional form to enable more efficient learning in future tasks.

1 Results

1.1 Experiment 1

Our first preregistered experiment is based on our conference paper that appeared in the CogSci Proceedings (Jiang and Lucas, 2021). Here we tested our model’s ideas based on qualitative trends in participants’ interventions and causal judgments. Our model posits people choose interventions that learn overhypotheses about the functional form and thus enable them to learn more efficiently in future tasks. Following this, we hypothesized that in a new task (called the transfer task), people would choose more efficient interventions and make more accurate judgments after training with the same functional form in past tasks. Conversely, they would choose less efficient interventions and make less accurate judgments after training with a different form. We also predicted that these effects would be larger if the same or different form was reinforced with more training tasks.

To test our hypothesis, we measured participants’ ($N = 212$) interventions and causal judgments in the transfer task. We created 8 between-subjects conditions by manipulating three variables: the functional form of the transfer task (disjunctive or conjunctive), whether this form was matched with their past training tasks (same or different), and training length (short or long, i.e., one or two training tasks before the final transfer task) (Fig. 4; see Methods).

To represent the data accurately while accounting for potential data quality issues, we report results for both the full data set ($N = 212$) and a filtered subset ($N_f = 181$), which includes most (85.38%) of the original participants while requiring more participant engagement. The filtered participants made at least 9 interventions in the transfer task, which was the minimum number
Fig. 3: Example training and transfer tasks. a, Web interface for an example training task with 3 blocks (squares with colors and letters) and a blicket machine (embellished with cogs). An intervention involves clicking on blocks to set any combination on the machine and then pressing a button to test the machine’s response (activation with a green color or nothing). Interventions must always contain A and C to activate the machine (shown to the right). b Causal graph of the example training task: The causal structure defines A and C as blickets (causes). The functional form is conjunctive and defines the conditional probability of the machine’s activation (effect). c Web interface for an example transfer task with 6 blocks. Interventions must contain at least two of the blocks F, G and H to activate the machine (shown to the right; interventions are not comprehensive). d Causal graph of the example transfer task.

required to execute a straightforward strategy in the easier disjunctive variant of the task: testing whether each of the 9 blocks was a blicket that can individually activate the machine.
First we tested our hypothesis on participants’ causal judgments in the transfer task, where they aimed to identify which of the 9 blocks were blickets. Participants also judged whether the blicket machine would activate in response to different combinations of blocks. These judgments are described in the Supplementary Results, and were broadly consistent with blicket identification judgments. Here we focus on the latter because the blicket identification format follows more closely from past blicket studies (Lucas and Griffiths, 2010).

We expected causal judgment accuracy to be predicted by the match between the transfer and training functional forms, training length, and their interaction, considering the transfer task’s functional form as a covariate. We used these variables to fit a logistic regression model to predict the per-participant accuracy percentage in the transfer task’s blicket identification questions (binomial with 9 trials). We confirmed a significant main effect of the match of functional form ($z = 2.62, p = .009$; filtered: $z_f = 3.25, p_f = .001$). The transfer task’s functional form also had a significant main effect ($z = 3.99, p < .001$; filtered: $z_f = 4.78, p_f < .001$), which was consistent with past results suggesting that people find disjunctive forms easier to learn (Lucas and Griffiths, 2010). Surprisingly, the length of training and its interaction with the match between training and transfer forms were not significant predictors.

We also used Welch t-tests (two-tailed) to investigate the specific effects of match between pairs of conditions (visualized in Supplementary Results Fig. A1a), expecting causal judgment accuracies to improve from mismatched to matched conditions. In the disjunctive transfer conditions, the comparisons were mostly consistent with our expectations: in the full data, the mean blicket identification accuracy showed a trend toward improvement from mismatched (conjunctive training) to matched (disjunctive training) conditions with long, $t(47.82) = -2.00, p = .051$, and short training, $t(49.76) = -1.80, p = .078$. 
These trends became significant improvements in the filtered data where participants were more engaged (long: $t_f(42.10) = -2.18, p_f = .035$; short: $t_f(43.99) = -2.47, p_f = .017$). In the conjunctive transfer conditions, however, the difference between matched (conjunctive training) and mismatched (disjunctive training) accuracies was non-significant. This weaker match effect might have accounted for the non-significant interaction effect between match and training length in our logistic regression model. We suspected this weaker effect was due to the conjunctive transfer task being too difficult to learn, regardless of training match and length. This suspicion was supported by the results in our next experiment, where we lowered the difficulty of the conjunctive transfer task and found a significant improvement from mismatched to matched conditions (see Supplementary Results).

### 1.1.2 First intervention

Then we tested our hypothesis on participants’ first intervention in the transfer task. The first intervention had to be chosen before participants learned anything about the functional form in the transfer task, making it a simple marker of how participants’ interventions were informative under a functional form from their past training. Under a disjunctive form, intervening on a single block would be informative for identifying blickets, requiring only nine interventions in all. In contrast, this would be completely uninformative under a conjunctive form, which would require intervening on more blocks at a time to identify blickets. We expected that participants’ first intervention in the transfer task would be informative under their training form, and therefore, we also expected this intervention to be more efficient if the training and transfer forms were the same.

To test whether the first intervention in the transfer task was informative under the training form, we used a linear model to predict the number of blocks in the first intervention, where the predictors were the training form, the training length, and their interaction. There was a significant interaction effect ($t(205) = -3.59, p < .001$; filtered: $t_f(177) = -3.46, p_f < .001$) and significant main effect of training length ($t(205) = 3.38, p < .001$; filtered: $t_f(177) = 3.66, p_f < .001$). The non-significant main effect of the training form ($p \geq .322$ for both the full and filtered data) may be attributable to weaker effects in the short conditions—see Fig. 5. Consistent with these model results and with the trends in Fig. 5, the mean number of blocks in the first intervention was significantly higher after conjunctive training (short and long) than after disjunctive training (short and long), $t(183.39) = 4.62, p < .001$ (filtered: $t_f(144.96) = 4.75, p_f < .001$), suggesting participants’ interventions were informative under their training form.

To understand when the first intervention would be efficient for learning in the transfer task, we fitted a (binomial) logistic regression model to predict blicket identification accuracy in the transfer task (9 trials). The predictors included the number of blocks in the first intervention, the functional form of the transfer task, and their interaction. There was a significant main effect of
Fig. 5: Experiment 1: Number of blocks in the first intervention in the transfer task. This is plotted against the functional form of past training tasks and the training length. The box-and-whisker plots show the quartiles of the full or filtered data; each overlaid point represents a participant.

the transfer form \( z = 4.26, p < .001 \); filtered: \( z_f = 4.90, p_f < .001 \), underscoring the relative difficulty of the conjunctive condition, and no significant main effect for the number of blocks (all \( p \geq .382 \)), suggesting that any effect of the number of blocks was not due to choosing more (or fewer) blocks being a better general-purpose policy. Rather, the effect of the number of blocks was due to being informative of a particular transfer form: this interaction did not reach significance in the full data \( (z = -1.73, p = .084) \), but was significant for the more engaged participants in the filtered data \( (z_f = -2.02, p_f = .043) \). Specifically, Fig. 6 shows the disjunctive accuracy peaks at a singleton block and has a decreasing trend as the number of blocks increases, while the conjunctive accuracy peaks at two blocks.

Putting together the results on the first transfer intervention, participants chose interventions that tended to be informative under their training form: they chose fewer blocks after disjunctive training than after conjunctive training, with a focus on singleton blocks after disjunctive training (Fig. 5’s median lines). This first intervention was consistent with more efficient learning in a matched transfer task: a singleton block indicated better blicket identification in the disjunctive transfer task and two blocks indicated better blicket identification in the conjunctive transfer task. Combined with the results on participants’ causal judgments, Experiment 1 supports our hypothesis that, in the new transfer task, people choose more efficient interventions and make more accurate causal judgments after training with the same functional form. These trends suggest people learn and transfer overhypotheses about the functional form, and they are able to exploit these overhypotheses to improve
their active learning in similar future situations. Thus, Experiment 1 provides qualitative evidence for the ideas in our hierarchical Bayesian model.

1.2 Experiment 2

In our second preregistered experiment ($N = 250$), we continued to test our hierarchical Bayesian model in a formal model comparison where models were ranked by how well they predicted participant interventions. By comparing our model against ablation models, we could test each of our model’s commitments: (1) people represent a rich space of overhypotheses; (2) people transfer their learned overhypotheses from one task to the next; and (3) they choose interventions that are informative for learning overhypotheses (Fig. 2).

Experiment 2 was designed to test our model’s commitments: it expanded the manipulation of the functional form in the training task to be representative of the rich space considered by our model (commitment 1). We varied both the minimum number of blickets needed to activate the blicket machine—1 (disjunctive), 2 (conjunctive), or 3 (3-conjunctive)—and whether that activation was deterministic or noisy (probability 0.75 of activation given the minimum number of blickets), creating 6 between-subjects conditions (the training length was fixed to a single task; see Fig. 7 and Methods). The transfer task was fixed to have the same deterministic conjunctive form for all 6 between-subjects conditions, which tested how interventions in the same task...
Fig. 7: Experiment 2 conditions. Each of the 6 arrows represents a between-subjects condition and each box represents a training or transfer task. “Disj.” is short for Disjunctive, “Conj.” is short for Conjunctive, and “3-Conj.” is short for 3-Conjunctive. We fixed the transfer task’s form as conjunctive and manipulated the functional form of the training task. For the training form, we varied both the minimum number of blickets needed to activate the blicket machine—1 (disjunctive), 2 (conjunctive), or 3 (3-conjunctive)—and whether that activation was deterministic or noisy (probability 0.75 of activation given the minimum number of blickets).

would differ depending on overhypotheses learned from past training tasks. No matter if the training form was a mismatched (noisy) disjunctive form, a matched (noisy) conjunctive form, or a similar (noisy) 3-conjunctive form, we wanted our model to capture how participants transferred overhypotheses about the training forms (commitment 2). Finally, participants needed to choose informative interventions about overhypotheses to successfully find blickets in the transfer task (commitment 3).

1.2.1 Model comparison

We evaluated our model by how well it predicted participant interventions in the transfer task, calculated as the predictive likelihood (see Methods). If our model assigned a high predictive likelihood to participant interventions, then there was a good alignment between model predictions and participant interventions. For each participant intervention, there were $2^6 = 64$ possible combinations of the 6 transfer task blocks that the participant could intervene on. This sets the random baseline predictive likelihood at 1/64. To perform better than this random baseline, our model needed to make specific predictions about which of the 64 possible interventions were good, and this prediction needed to align with the participant’s single chosen intervention.

We compared our model’s predictive likelihoods to the random baseline as well as the ablation models (using cross-validation and marginalization over priors; see Methods). In an averaged comparison across all participants and their interventions, the No-Transfer ablation model had the highest mean predictive likelihood (mean (M) ± standard error (s.e.) = 0.0581 ± 0.0022) and was closely followed by our full model (M ± s.e. = 0.0529 ± 0.0024). All other models had lower predictive likelihoods (Fixed-Form: M ± s.e. = 0.0183 ± 0.0003; Structure-Only-EIG: M±s.e. = 0.0148±0.0008; Random (fixed value): 0.0156). In an individual differences analysis, we compared all models on a per-participant basis and distributed participants by their best model. Here we found that
No-Transfer was now the second-best model and that our full model was the best predictor for the highest number of participants (Fig. 8).

Fig. 9 illustrates a representative individual participant for each model. This figure shows participants from only the conjunctive training condition and their 20 interventions in the conjunctive transfer task (see Fig. 3 for examples of these conjunctive training and transfer tasks). Looking at the same training condition makes it possible to tease apart individual differences that are captured by differences in the models rather than differences in participants’ past training experience.

Our hierarchical Bayesian model (HBM) best-predicted a participant who immediately began the transfer task by testing multiple blocks (Fig. 9a; interventions 1-2), suggesting they transferred conjunctive-favoring overhypotheses. Next, they tested singleton blocks (interventions 3-6) that were informative for disambiguating conjunctive forms from disjunctive ones within a rich space of overhypotheses. Within the next few interventions (7-9) they chose interventions that were also informative for learning causal structure, confirming which blocks were blickets under the conjunctive form. Thus, all of our model’s commitments were crucial for predicting this participant’s intervention strategy.

The ablation and random models captured other qualitatively distinct strategies. The No-Transfer ablation model best-predicted a participant who began with a similar strategy to the HBM participant, except they prioritized singleton interventions first before intervening on multiple blocks (Fig. 9b). This strategy suggests they initially prioritized learning disjunctive forms, which is consistent with the disjunctive-favoring priors that people tend to bring to the blicket experiment (Lucas and Griffiths, 2010), rather than overhypotheses transferred from the previous conjunctive training task (i.e., ablating the transfer commitment). The Structure-Only-EIG ablation model best-predicted a participant whose interventions were consistent with having learned conjunctive-favoring overhypotheses from training, transferring these overhypotheses to the transfer task, and then prioritizing learning causal structure under these overhypotheses: they focused heavily on multiple-block interventions, suggesting they were searching for blickets under conjunctive-favoring overhypotheses (Fig. 9c). They did not prioritize learning other possible forms (i.e., ablating the overhypothesis learning commitment), as indicated by choosing only one singleton intervention, which was not enough to detect other forms like the disjunctive form. The Fixed-Form ablation model was not the best predictor for any participant in the conjunctive training condition, suggesting that, in the conjunctive training and transfer tasks, participants considered alternative forms beyond a single disjunctive functional form (i.e., keeping the commitment to representing a rich overhypothesis space). Finally, the random baseline model best-predicted a participant whose interventions were not compatible with other models (Fig. 9d). This participant appeared to employ a low-effort strategy where they were trying to
Fig. 8: Best model for individual participants (Experiment 2). Each model’s bar counts the number of participants whose transfer task interventions were best-predicted by that model, i.e., assigned the highest mean predictive likelihood by that model compared with all other models. The comparison was performed on a per participant basis and using cross-validation and marginalization over priors (see Methods). Our Hierarchical Bayesian Model (HBM) was the best predictor for the highest number of participants compared with the ablation models (No-Transfer, Structure-Only-EIG (Expected Information Gain), Fixed-Form) and a random baseline.
Fig. 9: Representative individual participants for each model (Experiment 2). Their 20 interventions are shown for the conjunctive transfer task and they had previously completed a matched conjunctive training task (i.e., they all belonged to the conjunctive training condition). Each intervention contains some combination of the transfer task’s 6 blocks, whose identities (blicket or non-blicket) are labeled in the figure but were not known to participants. The blicket machine’s response (activation or nothing) is marked with the color and was also known to participants. The Fixed-Form ablation model is not included because it was not the best predictor for any participant in the conjunctive training condition.
complete the transfer task quickly (perhaps to receive their performance-independent compensation) rather than learn the task, a point which we cover in the Discussion.

Overall, participants employed several qualitatively different strategies in the transfer task, even when their previous training was the same (Fig. 9). On average, these strategies were most consistent with the No-Transfer ablation model, but it is unlikely that this single model was representative of all the qualitatively different strategies employed by different individuals; we elaborate on this in the Discussion. To accommodate this variability, we performed an individual differences analysis to find the best model per participant. The largest group of individuals employed a strategy that was best-predicted by our hierarchical Bayesian model, suggesting our model captured people’s dominant intervention strategy.

2 Discussion

How do people actively learn to learn causal relationships? That is, how and when do people choose interventions that facilitate long-term learning and promise more-informative future interventions? We proposed and tested a hierarchical Bayesian model that goes beyond past models of active causal learning by representing people’s beliefs at multiple levels of abstraction. The lower-level beliefs are about the causal relationship in front of them, while the higher-level beliefs, called overhypotheses (Goodman, 1955; Kemp et al, 2007), are about general causal properties that can be shared with future causal systems. We focused on overhypotheses about the functional form, which governs how multiple causes combine or interact to produce an effect. Our model rests on three testable commitments: (1) people represent a rich space of overhypotheses; (2) people transfer their learned overhypotheses from one task to the next; and (3) they choose interventions that are informative for learning overhypotheses. We tested how well these commitments explained human behavior in our two active blicket experiments, where we used a total of 14 between-subjects manipulations of training and transfer tasks to probe how and when people choose interventions that facilitate long-term learning across those tasks. Our model’s commitments were first supported by qualitative trends (Experiment 1), where participants’ interventions and judgments showed long-term improvement when the training and transfer tasks had the same functional form. Our model was further supported by an individual-differences-based model comparison (Experiment 2) that demonstrated our model was the best predictor for the largest group of participants. Our results suggest when there are abstract similarities across active causal learning problems, people readily learn and transfer overhypotheses about these similarities. Moreover, people exploit these overhypotheses to facilitate long-term active learning.

Our hierarchical Bayesian model was the best predictor in our individual differences analysis, but it was only the second-best in an averaged analysis of
all participants. The No-Transfer ablation model was best on average, which could be because this model had a diffused prior in the transfer task. Since the No-Transfer model removes the commitment that people transfer what they learned from the previous training tasks, it would start anew with a prior that has not been tuned to any individual’s previous learning. Such a prior could be reasonably consistent with several strategies that are informative about any of the beliefs that are likely under that diffused prior. For example, these strategies could include our full model’s strategies, which are informative about transferred overhypotheses, or less cognitively demanding strategies, where even random strategies can update some set of beliefs. Thus, the No-Transfer model would be, on average, a good predictor for all of these different strategies. However, the average model does not explain how people can also deviate from the average and behave differently from each other. Moreover, it is often the case that the average model may not capture the behavior of any individual (e.g., Hayes, 1953; Estes, 1956; Ashby et al, 1994; Heathcote et al, 2000), and this phenomenon is also pertinent to average models of causal learning (Johnston et al, 2021).

In our study, individuals employed several qualitatively distinct strategies (Fig. 9) that were unlikely to be captured by an average model, so we conducted an individual differences analysis. This diversity in strategies, including some that may result in lower judgment accuracy or less informative interventions while imposing lower demands on memory, time, or attention, is consistent with a “resource-rational” view of inductive learning (Griffiths et al, 2015; Lieder and Griffiths, 2017). For example, if a participant is not motivated to perform well in the task itself but is rather only concerned with completing the task and receiving the base compensation (independent of task performance), they might choose a cost-efficient strategy that is more consistent with a random or ablation model. Under this view that individuals vary in their implicit cost/performance trade-offs, greater performance incentives (e.g., bonuses to our crowdsourced participants) may increase the proportion of participants who are best-predicted by our full hierarchical Bayesian model. Setting aside that conjecture, we found the largest group of participants chose a strategy that was best-predicted by our full model.

The No-Transfer ablation model also performed well in our individual differences analysis and captured a sizable, second-largest group of individuals. These individuals may have had sufficiently strong prior beliefs favoring deterministic and disjunctive relationships (Lucas and Griffiths, 2010; Lu et al, 2008; Mayrhofer and Waldmann, 2016; Schulz and Sommerville, 2006) such that they treated the conjunctive and 3-conjunctive training conditions as outliers or special cases, unlikely to generalize to new machines. Consequently, they may have resorted to the same deterministic- and disjunctive-favoring prior in the next task, as is consistent with the No-Transfer model. Such behavior is also consistent with how people generalize causal laws across several tasks (Zhao et al, 2022). The alternative behavior would be to expect a high degree of similarity in our experiment’s training and transfer tasks and thus find it
useful to transfer overhypotheses between these tasks, as is consistent with our full model. Although the No-Transfer participants were not captured by our full model, we note that their behavior was still consistent with the other two commitments that were retained in the No-Transfer model: representing a rich space of overhypotheses and choosing interventions that are informative for learning overhypotheses. Both of these commitments go beyond past models of active causal learning and were required to predict the majority (72.4%) of participants’ interventions (combining both HBM and No-Transfer participants in Fig. 8). Ultimately, the largest group of participants was best-predicted by our full model, suggesting that all three commitments, including the transfer commitment, were required to capture the dominant strategy that people employ in actively learning to learn causal relationships.

Following Lucas and Griffiths (2010), we chose our space of overhypotheses about functional forms by assuming (1) causes are interchangeable, without any distinct subtypes of causes; (2) as the number of active causes grows, so does the probability of the target effect; (3) causes may or may not be individually sufficient to generate the effect, and (4) relationships can (but need not) be deterministic. These assumptions are captured by letting the probability of the effect (blicket machine activation) be a sigmoid function of the number of causes (blickets). It captures several qualitatively distinct relationship types, including all of the forms in our experimental manipulations, while being computationally efficient, interpretable, and having only two parameters (see Methods). While this space is suited to our blicket cover story and simplifies model-building, people are able to learn and transfer a broader space of forms than can be encompassed by the sigmoid space, such as forms that combine preventative and continuous causes (Yuille and Lu, 2007; Lu et al, 2016). Therefore, an exciting future direction is to go beyond parametric functional forms, and consider arbitrarily expressive belief spaces. For example, grammar-based and program induction methods offer suggestions about how people can dynamically and compositionally expand their belief space with an infinite set of possible concepts (e.g., Goodman et al, 2008; Lake et al, 2015; Goodman et al, 2015; Piantadosi et al, 2016).

An alternative family of models for active learning originates in the reinforcement learning literature. Models based on reinforcement learning have successfully explained cognitive phenomena (e.g., Dayan and Niv, 2008) and provided computational solutions to complex active learning problems (e.g., Vinyals et al, 2019; Wurman et al, 2022). These models typically require thousands of actions and tasks where a human may only require a few, but recent advances have begun to leverage abstract knowledge that can be shared between tasks and thus allows a reinforcement learning model to learn more efficiently in new tasks (Hospedales et al, 2020; Tomov et al, 2021; Eckstein and Collins, 2020; Zhang et al, 2021). However, it is still a challenge for these models to incorporate certain kinds of abstract knowledge and inductive biases that align with human behavior, especially human causal learning. For example, modern reinforcement learning agents have difficulty learning abstract
causal knowledge in the Alchemy benchmark (Wang et al, 2021), which was designed with inspiration from studies of human learning. Furthermore, with regard to blicket tasks that are similar to our experiments, it remains an open direction how current reinforcement learning agents can explore like children (Kosoy et al, 2022), who consider rich priors over causal overhypotheses that are much like those studied in our current work. This is not to say the reinforcement learning approach would be ineffective for modeling how humans actively learn to learn, but there are open questions about how this approach can achieve the same learning efficiency and inductive biases as humans. Thus, in our work we have chosen a hierarchical Bayesian model that can learn from the same number of interventions as each participant (see Methods), and can straightforwardly represent and learn about overhypotheses that are supported by studies of human behavior (Lucas and Griffiths, 2010; Lucas et al, 2014).

Overall, we explored the question of how humans choose actions to facilitate long-term learning and make their future actions more efficient. In other words, how do people actively learn to learn? We focused on the domain of active causal learning, where past models (e.g., Steyvers et al, 2003; Bramley et al, 2015; Coenen et al, 2015) have made an important simplifying assumption by predicting that interventions are only informative about the causal relationship at hand, which would not explain how people can learn beyond their current situation and choose more efficient interventions in the future. We proposed and found evidence for a hierarchical Bayesian model, which differs from these earlier models in one key way: it posits that people not only seek information about the causal relationship at hand but also pick interventions with the goal of learning and transferring overhypotheses (Goodman, 1955; Kemp et al, 2007) that are useful for future causal learning problems. Our approach generalizes beyond causal learning to active learning in any setting where there is an opportunity for learning about the abstract properties of the task, i.e., for updating and exploiting overhypotheses. Examples range from graph structure learning (Mansinghka et al, 2006) to the optimal stopping problem (Lee, 2006) to category learning (Kemp et al, 2007). Thus, accounting for overhypotheses may provide a foundation for working toward a better understanding of a wide range of domains where humans actively learn to learn.

3 Methods

3.1 Preregistrations

Experiment 1’s preregistration: https://osf.io/n9cx2/?view_only=c45bf66c8ce4d1aef2c904878d3ff8

Experiment 2 and hierarchical Bayesian model preregistration: https://osf.io/vk9yd/?view_only=dd45fd1aaf9d9499d8173c64ca2deec
3.2 Overall Experiment Design

Each active blicket task can be formalized as learning a causal graph (see Fig. 3 and Fig. 1). The causal structure of the graph defines what variables are causes and effects of other variables. The variables in the task are the blocks’ presence on the machine and the blicket machine’s activation. From the cover story, participants can easily identify the machine activation as the only plausible effect, but they do not know whether the other variables (blocks) are causes (blickets) or non-causes (non-blickets). Their goal is to solve the causal structure learning problem of identifying causes from non-causes, or blickets from non-blickets.

To identify blickets, participants must, however, also solve the functional form learning problem. The functional form defines the conditional probability of the effect (machine activation) given the causes that are present (blickets, not non-blickets, that are on the machine), and it is a function of these causes (blickets). For example, a disjunctive form says the conditional probability is 1 whenever at least one blicket is on the machine and 0 otherwise. A conjunctive form changes the blicket “threshold”, saying the conditional probability of a machine activation is 1 when at least two blickets are on the machine and 0 otherwise; see Table 1 for all the functional forms we consider. Under a disjunctive form, participants can intervene on one block at a time to identify whether that block is a blicket that activates the machine. However, under a conjunctive form, singleton interventions would not reveal anything about blickets. Participants would instead need to intervene on multiple blocks at a time to reveal any machine activations, and from there on, they might still need to narrow down which blocks in their intervention are actually blickets. Thus, in order to achieve the goal of identifying blickets, participants must learn both the causal structure and functional form of the task.

We presented participants with several active blicket tasks to investigate whether and how they would learn and transfer overhypotheses across these tasks. The earlier training tasks were designed so that participants could easily learn overhypotheses. For example, the first training task had only 3 blocks, allowing participants to intervene on all $2^3 = 8$ possible combinations within the constraints of the task (the 45s time limit in Experiment 1, or the 12 intervention limit in Experiment 2). The final transfer task was then designed to measure the transfer of overhypotheses learned from training. The transfer task had more blocks (6 or 9) and thus was more combinatorially complex ($2^6 = 64$ or $2^9 = 512$ possible combinations), and it was no longer possible to intervene on all combinations of blocks within the task constraints. This complexity increased the importance of relying on previously learned overhypotheses to select just a few informative interventions.

Throughout our two experiments, we performed between-subjects manipulations of the blicket machine’s functional form in the training and transfer tasks, where all six functional forms we considered are listed in Table 1. We also manipulated the training length (one or two tasks). Our dependent measures were participants’ interventions and causal judgments in the transfer task.
The functional form defines the conditional probability of the machine’s activation given the blickets (not non-blickets) that are on the machine, and it is a function of these blickets. In our experiment, the functional form can be interpreted as a rule that needs at least a threshold number of blickets to activate the bicket machine. At this threshold number, the activation occurs with some probability, but above the threshold, the activation always occurs. For example, with the noisy conjunctive form, the bicket machine activates with a .75 probability given a threshold of 2 blickets, but it always activates given 3 or more blickets. Each form has a corresponding sigmoid parameterization of bias and gain values.

These measures would not only indicate whether participants’ interventions and judgments were informative of the transfer task’s causal structure and functional form, but also whether these were informative under overhypotheses about the functional form transferred from past training tasks.

3.3 Experiment 1

3.3.1 Participants

212 participants were recruited using Amazon Mechanical Turk (HIT Approval Rate ≥ 99%, Number of HITs Approved ≥ 1000, Age ≥ 18) for the 8 between-subjects conditions in Fig. 4. From left to right in this figure, the number of participants in each condition is 27, 29, 29, 26, 25, 25, 26, and 25. The corresponding numbers of filtered participants are: 23, 22, 22, 24, 23, 20, 25 and 22. Participants were paid $1.5 for completing the study (7.36 minutes on average, excluding the instructions) and received a bonus of up to $1.05 for their questionnaire performance, resulting in a mean total compensation of $2.32.

3.3.2 Procedure

Experiment 1 manipulated the functional form of the transfer task (disjunctive or conjunctive), whether this form was matched with their past training tasks (same or different), and training length (short or long, i.e., one or two training tasks before the final transfer task), creating 8 between-subjects conditions (Fig. 4).
Table 2: Experiment 1: Number of blocks and blickets

| Task     | Num. Total Blocks | Num. Blicket Blocks |
|----------|-------------------|---------------------|
| Training 1 | 3                 | 1 (Disj.) or 2 (Conj.) |
| Training 2 | 6                 | 3                   |
| Transfer  | 9                 | 4                   |

In each task, the number of blickets is contained within the total number of blocks. In the first training task, the “Disj.” (Disjunctive) variant has one blicket while the “Conj.” (Conjunctive) variant has two.

Within each task, participants saw a web interface with blocks (colored squares labeled with alphabetical letters) and a blicket machine. Examples of this interface are shown and described in Fig. 3. Participants were asked to identify which of the blocks were blickets with the help of the blicket machine, and they were told the blocks’ colors, letters and positions did not reveal blickets. (Unknown to participants, we performed counterbalancing by randomizing the block color and whether a block was a blicket. Each block was labeled with a unique letter that was assigned in alphabetical order.) Participants could choose any number of interventions within a time limit of 45 seconds, where each intervention involved putting any combination of blocks on the machine. The machine would then respond by activating or doing nothing (according to a disjunctive or conjunctive functional form, which was unknown to participants). Participants could view their full history of interventions and machine responses.

Participants encountered a first training task with three blocks. If they were in a long training condition, they would encounter a second training task with six blocks followed by a final transfer task with nine blocks. Otherwise, if they were in a short training condition, they would directly move on to the transfer task without seeing the second training task. The number of blocks in each task is also listed in Table 2, along with how many of these blocks were blickets (unknown to participants). Even as the number of blocks (and along with it, the number of possible interventions) increased across tasks, the time limit remained at 45 seconds.

Each training and transfer task was followed by a questionnaire with two types of binary causal judgments, one about identifying each block as a blicket or non-blicket (“Which blocks do you think are blickets?”), and another about predicting whether the blicket machine would activate in the presence of different combinations of blocks (“Will the blicket machine activate (light up with a green color)?”; see Supplementary Methods for more details).

Between tasks, participants only received feedback and associated bonus compensation for the correctness of their activation prediction judgments, not their blicket identification judgments. We used this feedback/compensation structure to limit what was revealed about the ground truth causal relationship, since only getting feedback about whether or not a combination of blocks activated the machine would not reveal much about which of those blocks were
blickets. Instead, participants would need to rely on their own interventions to identify blickets. Furthermore, the compensation would incentivize participants to make more accurate judgments, which meant they also needed to make more informative interventions.

3.4 Experiment 2

3.4.1 Participants

250 participants were recruited using Amazon Mechanical Turk (HIT Approval Rate ≥ 99%, Number of HITs Approved ≥ 1000, Age ≥ 18) for the 6 between-subjects conditions in Fig. 7. From left to right in this figure, the number of participants in each condition is 42, 40, 46, 41, 40, and 41. Participants were paid $1.28 for completing the study (12.38 minutes on average, excluding the instructions) and received a bonus of up to $1.22 for their questionnaire performance, resulting in a mean total compensation of $1.99.

3.4.2 Procedure

Experiment 2 manipulated the functional form of the training task using all 6 forms in Table 1, creating 6 between-subjects conditions (Fig. 7). The transfer task’s functional form was fixed to the conjunctive form.

The rest of the procedure was the same as Experiment 1 except for some adjustments to the training length, transfer task complexity, task constraints, and questionnaires. These differences are described below.

While Experiment 1 used either one or two training tasks, Experiment 2 fixed the training length to a single training task. The transfer task’s complexity was also reduced from 9 blocks to 6. This reduction addressed how a conjunctive transfer task with 9 blocks was likely too difficult to reveal whether participants’ judgments were improving with matched overhypotheses (see Supplementary Results). See Table 3 for the number of blocks in each task, as well as how many of those are blickets.

The constraint in each task was changed from a time limit (with a variable number of interventions that depended on the participant) to a fixed number of interventions: 12 in the training tasks, and 20 in the transfer task. The 12 training interventions allowed participants to learn both deterministic and noisy forms: while deterministic forms could be learned by intervening on all 8 combinations of 3 blocks, noisy forms could only be fully learned by repeating interventions, which was possible with the 4 remaining interventions. Our noisy forms had a .75 probability of activating given the threshold number of blickets (see Table 1), so on average, the participant could learn from one failed activation if their 4 repeated interventions included the threshold number of blickets. In the transfer task, the 20 intervention limit set a reasonable difficulty level relative to the 64 possible combinations of 6 blocks, while still requiring appropriate overhypotheses and informative interventions for fully learning the transfer task. Both the 12 (training) and 20
Actively learning to learn causal relationships

| Task   | Num. total blocks | Num. blickets | Functional form     |
|--------|-------------------|---------------|---------------------|
| Training | 3                 | 1             | Disjunctive         |
|         | 1                 | Noisy Disjunctive |               |
|         | 2                 | Conjunctive   |                     |
|         | 2                 | Noisy Conjunctive |              |
|         | 3                 | 3-Conjunctive |                     |
|         | 3                 | Noisy 3-Conjunctive |            |
| Transfer | 6                 | 3             | Conjunctive         |

In each task, the number of blickets is contained within the total number of blocks, and when these two numbers are the same, then all blocks are blickets. The training task always has three total blocks, but the number of blickets varies with the functional form.

(transfer) intervention limit have been verified as sufficient under our hierarchical Bayesian model (see preregistration: https://osf.io/vk9yd/?view_only=dd45fd1aaaf9499d8173c64cae2deedc).

Following each task, the questionnaire had the same content as Experiment 1—blickets and the machine’s activation—but differed in its exact format. The exact format is explained in our preregistration (https://osf.io/vk9yd/?view_only=dd45fd1aaaf9499d8173c64cae2deedc). We do not go into details here because our analysis of Experiment 2 focuses on model evaluation rather than the questionnaire. However, the questionnaire was still important for evaluating participants’ answers and awarding them a corresponding amount of bonus compensation. Participants did not receive any feedback about their answers until after the experiment. As in Experiment 1, this feedback/compensation structure required participants to learn from only their own interventions and incentivized them to choose more informative interventions.

3.5 Hierarchical Bayesian model and ablation models

Our hierarchical Bayesian model represents causal beliefs at multiple levels of abstraction, including both lower-level beliefs about the causal structure and higher-level overhypotheses about the functional form. It infers the most likely causal structures and functional forms given the effects of different ensembles of blocks being placed on a blicket machine in the active blicket task. Each event is a pair \((q, o)\) of the intervention \(q\) and the outcome \(o\): the intervention is the set of blocks placed on the blicket machine, and the outcome is the binary response of the blicket machine (1 for activation or 0 for no activation). Given an event \((q, o)\), the full joint Bayesian update for a particular structure \(s \in S\) and particular form \(f \in F\) is:

\[
P(s, f | q, o) \propto P(q, o | s, f) P(s, f)
\]  

(1)
Each causal structure \( S \) is represented by enumerating the set of blickets under this structure (e.g., \{A, B\} represents the causal structure where blocks A and B are blickets and any other blocks are non-blickets). The space of all causal structures \( S \) in an active blicket task is the power set of all blocks in that task, and we used a uniform prior over \( S \) for the start of each task. The space of functional forms \( F \) is described in the next section.

### 3.5.1 Commitment 1: People represent a rich space of overhypotheses

Our model’s space of overhypotheses about functional forms follows from our experiment’s cover story, which considers blickets as a general class of exchangeable objects that can have a generative effect (i.e., blicket machine activation). This means the functional form of the blicket machine’s activation should only consider individual blickets important to the extent that they contribute to the overall number of blickets that are on the machine: the functional form reduces to a function of the number of blickets. Furthermore, because blickets are generative causes, the form should output a conditional probability value that monotonically increases with the number of blickets. These properties can be satisfied by any family of functions that maps the domain of zero and positive integers to the range \([0, 1]\).

Therefore, following Lucas and Griffiths (2010), our model considers the sigmoid family of functional forms, evaluated at zero and positive integer inputs. This family is not only consistent with the exchangeability and generative properties of blickets, but it is also simple and able to express a rich space of forms with only two parameters, bias and gain. This space includes all the forms used in our experiment (see Table 1 for the bias and gain values of our experiment’s forms). It also includes gradations between these forms, where finer variations in blicket thresholds and noise levels can be thought of as variations of the bias and gain parameters, respectively.

A particular form in the sigmoid family is fully described by a pair of bias \( b \) and gain \( g \) values. It outputs the conditional probability of the machine’s activation given the number of blickets \( n \) on the machine:

\[
sigmoid(n) = \frac{1}{1 + e^{-(g \cdot (n - b))}}
\]  

Our model’s space of overhypotheses about functional forms covers these combinations of \( b \) and \( g \):

\[
b \in \{0.15i | i \in \mathbb{Z} \land 0 \leq i \leq 19\}
\]
\[
g \in \{2j | j \in \mathbb{Z} \land 0 \leq j \leq 19\}
\]

We chose gamma priors over bias and gain values that favor the kinds of functional forms people typically consider: disjunctive and reliable/nearly-deterministic forms (Lucas and Griffiths, 2010; Lu et al, 2008; Mayrhofer and
Table 4: Bias and gain priors

| Shape | Scale | Mode | Shape | Scale | Mode |
|-------|-------|------|-------|-------|------|
| 4     | 0.1   | 0.3  | 101   | 0.1   | 10   |
| 4     | 0.1   | 0.3  | 11    | 1     | 10   |
| 4     | 0.1   | 0.3  | 201   | 0.1   | 20   |
| 4     | 0.1   | 0.3  | 21    | 1     | 20   |
| 2.2   | 0.25  | 0.3  | 101   | 0.1   | 10   |
| 2.2   | 0.25  | 0.3  | 11    | 1     | 10   |
| 2.2   | 0.25  | 0.3  | 201   | 0.1   | 20   |
| 2.2   | 0.25  | 0.3  | 21    | 1     | 20   |
| 6     | 0.1   | 0.5  | 101   | 0.1   | 10   |
| 6     | 0.1   | 0.5  | 11    | 1     | 10   |
| 6     | 0.1   | 0.5  | 201   | 0.1   | 20   |
| 6     | 0.1   | 0.5  | 21    | 1     | 20   |
| 3     | 0.25  | 0.5  | 101   | 0.1   | 10   |
| 3     | 0.25  | 0.5  | 11    | 1     | 10   |
| 3     | 0.25  | 0.5  | 201   | 0.1   | 20   |
| 3     | 0.25  | 0.5  | 21    | 1     | 20   |
| 9     | 0.1   | 0.8  | 101   | 0.1   | 10   |
| 9     | 0.1   | 0.8  | 11    | 1     | 10   |
| 9     | 0.1   | 0.8  | 201   | 0.1   | 20   |
| 9     | 0.1   | 0.8  | 21    | 1     | 20   |
| 4.2   | 0.25  | 0.8  | 101   | 0.1   | 10   |
| 4.2   | 0.25  | 0.8  | 11    | 1     | 10   |
| 4.2   | 0.25  | 0.8  | 201   | 0.1   | 20   |
| 4.2   | 0.25  | 0.8  | 21    | 1     | 20   |

Grid of gamma priors for bias and gain. Each gamma prior is parameterized by the shape and scale, and is summarized by its mode.

Waldmann, 2016; Schulz and Sommerville, 2006). We chose a varied grid of 24 priors that have these properties, as shown in Table 4, rather than only a single prior. We initialized and ran our model for each of these priors to produce predictions of people’s interventions under each prior. We then marginalized over these priors in our model comparisons (see Section 3.6.1).

### 3.5.2 Ablation model 1: Fixed-Form

The Fixed-Form ablation model removes the commitment that people represent a rich space of overhypotheses. This ablation is implemented by replacing our hierarchical Bayesian model’s space of sigmoid forms with a single deterministic disjunctive form.

### 3.5.3 Commitment 2: People transfer their learned overhypotheses

After our model’s joint distribution over forms and structures is conditioned on events in one task, the posterior marginal distribution of functional forms
is extracted and reused as the prior over functional forms for a new task. Our model then multiplies this transferred prior with a uniform distribution over the causal structures in the new task, creating a joint distribution for learning in the new task. Thus, our model predicts that people transfer their learned overhypotheses about functional forms from one task to the next.

The posterior marginal probability for a form $f$ is:

$$P(f|q,o) = \sum_{s \in S} P(s,f|q,o)$$

which is calculated from the joint posterior $P(s,f|q,o)$ that also includes causal structures $S$.

Transferring the marginal distribution of functional forms is possible because the likelihood of the joint inference (Equation 1) is calculated hierarchically: The likelihood is proportional to the conditional probability (of the effect) defined by the functional form (higher-level overhypothesis), which depends on the causal structure (lower-level beliefs) as an input. We abuse the functional form notation $f$ to show this dependence in the likelihood:

$$P(q,o|s,f) = P(o|q,s,f)P(q|s,f) \propto \begin{cases} f(|q \cap s|) & \text{if } o = 1 \\ (1 - f(|q \cap s|)) & \text{if } o = 0 \end{cases}$$

where the form $f$ is a sigmoid function that returns the probability of activating the blicket machine ($o = 1$), given the number of blickets (set cardinality) in an intervention $q$ (a set of blocks on the blicket machine) according to the causal structure $s$ (a set of blocks that are blickets under this structure).

Because the functional form does not depend on any specific causal structure (i.e., the specific identities of non-blickets and blickets in any task), the same functional form can be used to compute likelihoods across distinct tasks with different non-blickets and blickets. The functional form only requires the abstract number of blickets, which exists in all tasks. Thus, the same space of functional forms, along with its marginal distribution, can be transferred for learning across tasks.

### 3.5.4 Ablation model 2: No-Transfer

The No-Transfer ablation model removes the commitment that people transfer their learned overhypotheses about the functional form. This ablation is implemented by discarding the part of our hierarchical Bayesian model that reuses the marginal posterior over functional forms from a previous task as the prior in a new task. Instead, it reinitializes the prior over functional forms so that it is the same at the start of every task. We considered a grid of priors, which are described in Section 3.5.1.
3.5.5 Commitment 3: People choose interventions that are informative for learning overhypotheses

Like previous computational accounts of active causal learning (e.g., Steyvers et al, 2003; Bramley et al, 2015; Coenen et al, 2015), our model considers an intervention’s expected information gain \( H_{\text{gain}} \) with respect to causal structures \( \mathbb{E}[H_{\text{gain}}(S|q,o)] \). Unlike previous accounts, our model additionally considers expected information gain with respect to overhypotheses about the functional form \( \mathbb{E}[H_{\text{gain}}(F|q,o)] \). Our model prefers interventions that maximize expected information gain on both structures and forms, predicting that people choose interventions that are not only informative for learning the causal structure but also for learning overhypotheses about the functional form.

The expected information gain of an intervention \( q \) for a random variable \( X \) (functional forms \( F \) or causal structures \( S \)) is:

\[
\mathbb{E}[H_{\text{gain}}(X|q,o)] = \sum_{o \in \{0,1\}} \left[ -\sum_{x \in X} P(x) \log P(x) + \sum_{x \in X} P(x|q,o) \log P(x|q,o) \right] P(o|q) \tag{7}
\]

where the outer expectation is calculated with the probability of each outcome \( o \) for this intervention \( q \). With this formulation, we note that preferring higher expected information gain is tantamount to preferring lower expected conditional entropy.

Rather than calculating expected information gain on the joint distribution over causal structures and functional forms, our model uses a linear combination of their respective marginal expected information gains, weighted by parameter \( w \in [0, 1] \):

\[
w \mathbb{E}[H_{\text{gain}}(F|q,o)] + (1 - w) \mathbb{E}[H_{\text{gain}}(S|q,o)] \tag{8}
\]

This equation is only equivalent to joint information gain when form and structure are independent conditional on interventions \( q \) and outcomes \( o \), which, here, they are not. However, we use this decomposition to approximate joint information gain because it serves the important purpose of allowing us to capture the possibility that people’s interventions preferentially maximize one kind of information over another. When \( w = 0 \), our model collapses to the special case of only trying to learn about structure, as in previous models of active causal learning, while \( w = 1 \) implies that only the functional form matters, as we might expect if people are only interested in learning overhypotheses for future use.

3.5.6 Ablation model 3: Structure-Only-EIG

The Structure-Only-EIG ablation model removes the commitment that people choose interventions that are informative for learning overhypotheses. This
ablation is implemented by setting $w = 0$ (Equation 8) in our hierarchical Bayesian model, predicting that interventions are only informative (i.e., maximizing expected information gain) for learning causal structures and not overhypotheses about functional forms.

### 3.5.7 Random baseline model

Our final comparison model is a random baseline that samples interventions uniformly. For example, in a task with 6 blocks, the random baseline model would sample an intervention from $2^6 = 64$ possible combinations of blocks with a probability of $\frac{1}{64}$ for each combination.

### 3.6 Model comparison

We compared our hierarchical Bayesian model, the ablation models and the random baseline model according to how well they predicted participant interventions in Experiment 2’s transfer task. We did not perform this comparison on Experiment 1’s transfer task because of the associated computational cost. In Experiment 2’s transfer task, each of the 250 participants made 20 interventions, each of which was a choice between the 64 possible combinations of 6 blocks. Experiment 2’s 6-block transfer task had a reasonable cost for computing model predictions for every intervention (given a prior, a model ran for up to 22 total hours on one 2018 Apple MacBook Pro CPU (2.3 GHz Quad-Core Intel Core i5)). In contrast, Experiment 1’s 9-block transfer task was much more costly: predicting a single intervention by a single participant (for a total of 212 participants) would involve computations on 512 possible combinations of 9 blocks. Thus, we only computed our model predictions and evaluations on Experiment 2’s transfer task.

**Predictive likelihood**

To evaluate how well each model predicted participant interventions, we calculated the predictive likelihoods of participant interventions under that model. This predictive likelihood is the probability that the model would have chosen that intervention. Thus, if a model assigns higher predictive likelihoods to participant interventions, it is better at predicting the participant’s intervention choice.

Our hierarchical Bayesian model and the ablation models assign a predictive likelihood to a participant intervention $q_p$ by: (1) conditioning the model’s joint distribution over forms and structures on that participant’s history of interventions (up to and not including $q_p$) and outcomes in the current task, (2) calculating $q_p$’s combined expected information gain (on both causal structures and functional forms; see Equation 8), and (3) applying the softmax function $\sigma$. Let the combined expected information gain be abbreviated to cEIG, then the predictive likelihood of $q_p$ is:
\[ \sigma(\text{cEIG}(q_p)) = \frac{e^{\frac{1}{t}\text{cEIG}(q_p)}}{\sum_i e^{\frac{1}{t}\text{cEIG}(q_i)}} \] 

(9)

where \( t \) is the temperature parameter of the softmax function. \( i \) enumerates all the possible choices for that intervention, as opposed to (but does include) the actual choice \( q_p \) made by the participant. In Experiment 2’s transfer task, a participant made 20 interventions and at each intervention, they had 64 possible choices, corresponding to all the possible combinations of blocks.

The softmax temperature \( t \) controls how sensitive the model is to predicting (i.e., assigning higher predictive likelihoods to) intervention choices that have higher cEIG: lower temperatures increase the model’s preference for intervention choices that maximize cEIG, while higher temperatures decrease the model’s preference for any intervention choice, making the model tend toward assigning a uniform predictive likelihood to all possible intervention choices.

The random baseline model samples interventions uniformly, so it assigns a fixed predictive likelihood of \( \frac{1}{64} \) to every participant intervention in Experiment 2’s transfer task. 64 is the number of possible choices for any intervention, corresponding to all the possible combinations of blocks.

### 3.6.1 Cross-validation and prior marginalization

In order to calculate the predictive likelihood under our model and the ablation models (and not the random baseline model), two parameters need to be fitted: the softmax temperature \( t \) and the weight \( w \) in the combined expected information gain (see Equation 8). It is not clear what kinds of temperatures and weights would be appropriate for predicting people’s behavior, so we fit them to participant interventions using the training folds in cross-validation.

We considered all temperature-weight combinations from the values below:

\[
\begin{align*}
  t &\in \{0.001, 0.01, 0.1, 1, 10, 100\} \\
w &\in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0\}
\end{align*}
\]

(10) (11)

The parameterization \( w = 0 \) (not listed above) corresponds to removing the second commitment that people choose interventions that are informative for learning overhypotheses. Thus, it is the only weight value considered in the second ablation model and it is not considered for any other model.

For each model, we performed two kinds of cross-validation evaluations: an averaged evaluation over all participants (\( N = 250 \)) and interventions (20 per participant) in Experiment 2’s transfer task, and an individual differences evaluation that only considered one participant’s interventions at a time.

In the averaged evaluation, participants were randomly split into four balanced folds. Holding out one fold at a time, we fitted a model’s parameters by maximizing the mean predictive likelihood in the remaining folds, where this mean is first calculated for each functional form prior (Table 4) and then
marginalized over all priors using a uniform distribution (this marginalization is not applicable to the first ablation model, which only has a single prior with a single disjunctive form). We then used these fitted parameters to evaluate the model’s mean predictive likelihood in the hold-out fold with the same process for marginalizing over priors. The mean of all four hold-out evaluations was used for comparing models, where higher values meant a model was a better predictor of average participant intervention strategies.

In the individual differences evaluation, the cross-validation process was the same as the averaged one except it was performed within each individual participant. For each participant, their 20 interventions were split into four balanced folds and the mean of the hold-out evaluations was used for selecting the best model for that participant. If a model was the best predictor for a higher number of participants, then that model was a better predictor of individual intervention strategies.

References

Anderson JR (1990) The Adaptive Character of Thought. The Adaptive Character of Thought, Lawrence Erlbaum Associates, Inc, Hillsdale, NJ, US

Ashby FG, Maddox WT, Lee WW (1994) On the Dangers of Averaging Across Subjects When Using Multidimensional Scaling or the Similarity-Choice Model. Psychological Science 5(3):144–151. https://doi.org/10.1111/j.1467-9280.1994.tb00651.x

Austerweil JL, Sanborn S, Griffiths TL (2019) Learning How to Generalize. Cognitive Science 43(8):e12,777. https://doi.org/10.1111/cogs.12777

Bramley NR, Lagnado DA, Speekenbrink M (2015) Conservative forgetful scholars: How people learn causal structure through sequences of interventions. Journal of Experimental Psychology: Learning, Memory, and Cognition 41(3):708–731. https://doi.org/10.1037/xlm0000061

Cheng PW (1997) From covariation to causation: A causal power theory. Psychological Review 104(2):367–405. https://doi.org/10.1037/0033-295X.104.2.367

Coenen A, Rehder B, Gureckis TM (2015) Strategies to intervene on causal systems are adaptively selected. Cognitive Psychology 79:102–133. https://doi.org/10.1016/j.cogpsych.2015.02.004

Cook C, Goodman ND, Schulz LE (2011) Where science starts: Spontaneous experiments in preschoolers’ exploratory play. Cognition 120(3):341–349. https://doi.org/10.1016/j.cognition.2011.03.003

Dayan P, Niv Y (2008) Reinforcement learning: The Good, The Bad and The Ugly. Current Opinion in Neurobiology 18(2):185–196. https://doi.org/10.
Eckstein MK, Collins AGE (2020) Computational evidence for hierarchically structured reinforcement learning in humans. Proceedings of the National Academy of Sciences 117(47):29,381–29,389. https://doi.org/10.1073/pnas.1912330117

Estes WK (1956) The problem of inference from curves based on group data. Psychological Bulletin 53(2):134–140. https://doi.org/10.1037/h0045156

Gick ML, Holyoak KJ (1980) Analogical problem solving. Cognitive psychology 12(3):306–355

Goodman N (1955) Fact, Fiction and Forecast. Harvard University Press, Cambridge

Goodman ND, Tenenbaum JB, Feldman J, et al (2008) A Rational Analysis of Rule-Based Concept Learning. Cognitive Science 32(1):108–154. https://doi.org/10.1080/03640210701802071

Goodman ND, Tenenbaum JB, Gerstenberg T (2015) Concepts in a Probabilistic Language of Thought. In: The Conceptual Mind: New Directions in the Study of Concepts. MIT Press, Cambridge, MA, p 623–655

Gopnik A, Sobel DM (2000) Detecting Blickets: How Young Children Use Information about Novel Causal Powers in Categorization and Induction. Child Development 71(5):1205–1222. https://doi.org/10.1111/1467-8624.00224

Griffiths TL, Tenenbaum JB (2005) Structure and strength in causal induction. Cognitive Psychology 51(4):334–384. https://doi.org/10.1016/j.cogpsych.2005.05.004

Griffiths TL, Tenenbaum JB (2009) Theory-based causal induction. Psychological Review 116(4):661–716. https://doi.org/10.1037/a0017201

Griffiths TL, Sobel DM, Tenenbaum JB, et al (2011) Bayes and blickets: Effects of knowledge on causal induction in children and adults. Cognitive science 35(8):1407–1455. https://doi.org/10.1111/j.1551-6709.2011.01203.x

Griffiths TL, Lieder F, Goodman ND (2015) Rational use of cognitive resources: Levels of analysis between the computational and the algorithmic. Topics in Cognitive Science 7(2):217–229. https://doi.org/10.1111/tops.12142
Gureckis TM, Markant DB (2012) Self-Directed Learning: A Cognitive and Computational Perspective. Perspectives on Psychological Science 7(5):464–481. https://doi.org/10.1177/1745691612454304

Hayes KJ (1953) The backward curve: A method for the study of learning. Psychological Review 60(4):269–275. https://doi.org/10.1037/h0056308

Heathcote A, Brown S, Mewhort DJK (2000) The power law repealed: The case for an exponential law of practice. Psychonomic Bulletin & Review 7(2):185–207. https://doi.org/10.3758/BF03212979

Hospedales T, Antoniou A, Micaelli P, et al (2020) Meta-Learning in Neural Networks: A Survey. arXiv:200405439 [cs, stat] https://arxiv.org/abs/2004.05439 [cs, stat]

Jiang C, Lucas CG (2021) Exploring Causal Overhypotheses in Active Learning. In: Proceedings of the Annual Meeting of the Cognitive Science Society, p 8

Johnston L, Hillman N, Danks D (2021) Individual Differences in Causal Learning. Proceedings of the Annual Meeting of the Cognitive Science Society 43(43)

Kemp C, Perfors A, Tenenbaum JB (2007) Learning overhypotheses with hierarchical Bayesian models. Developmental Science 10(3):307–321. https://doi.org/10.1111/j.1467-7687.2007.00585.x

Kosoy E, Liu A, Collins J, et al (2022) Learning Causal Overhypotheses through Exploration in Children and Computational Models. arXiv:220210430 [cs] https://arxiv.org/abs/2202.10430 [cs]

Lake BM, Salakhutdinov R, Tenenbaum JB (2015) Human-level concept learning through probabilistic program induction. Science 350(6266):1332–1338. https://doi.org/10.1126/science.aab3050

Lee MD (2006) A Hierarchical Bayesian Model of Human Decision-Making on an Optimal Stopping Problem. Cognitive Science 30(3):1–26. https://doi.org/10.1207/s15516709cog0000_69

Lieder F, Griffiths TL (2017) Strategy selection as rational metareasoning. Psychological Review 124(6):762–794. https://doi.org/10.1037/rev0000075

Lu H, Yuille AL, Liljeholm M, et al (2008) Bayesian generic priors for causal learning. Psychological Review 115(4):955–984. https://doi.org/10.1037/a0013256
Actively learning to learn causal relationships

Lu H, Rojas RR, Beckers T, et al (2016) A Bayesian Theory of Sequential Causal Learning and Abstract Transfer. Cognitive Science 40(2):404–439. https://doi.org/10.1111/cogs.12236

Lucas CG, Griffiths TL (2010) Learning the Form of Causal Relationships Using Hierarchical Bayesian Models. Cognitive Science 34(1):113–147. https://doi.org/10.1111/j.1551-6709.2009.01058.x

Lucas CG, Bridgers S, Griffiths TL, et al (2014) When children are better (or at least more open-minded) learners than adults: Developmental differences in learning the forms of causal relationships. Cognition 131(2):284–299. https://doi.org/10.1016/j.cognition.2013.12.010

Mansinghka VK, Kemp C, Tenenbaum JB, et al (2006) Structured Priors for Structure Learning. In: Twenty-Second Conference on Uncertainty in Artificial Intelligence, p 8

Mayrhofer R, Waldmann MR (2016) Sufficiency and Necessity Assumptions in Causal Structure Induction. Cognitive Science 40(8):2137–2150. https://doi.org/10.1111/cogs.12318

Oaksford M, Chater N (1994) A rational analysis of the selection task as optimal data selection. Psychological Review 101(4):608–631. https://doi.org/10.1037/0033-295X.101.4.608

Pearl J (2009) Causality. Cambridge University Press, Cambridge, https://doi.org/10.1017/CBO9780511803161

Piantadosi ST, Tenenbaum JB, Goodman ND (2016) The logical primitives of thought: Empirical foundations for compositional cognitive models. Psychological Review 123(4):392–424. https://doi.org/10.1037/a0039980

Schulz LE, Gopnik A (2004) Causal learning across domains. Developmental Psychology 40(2):162–176. https://doi.org/10.1037/0012-1649.40.2.162

Schulz LE, Sommerville J (2006) God Does Not Play Dice: Causal Determinism and Preschoolers’ Causal Inferences. Child Development 77(2):427–442

Sim ZL, Xu F (2017) Learning higher-order generalizations through free play: Evidence from 2- and 3-year-old children. Developmental Psychology 53(4):642–651. https://doi.org/10.1037/dev0000278

Steyvers M, Tenenbaum JB, Wagenmakers EJ, et al (2003) Inferring causal networks from observations and interventions. Cognitive Science 27(3):453–489. https://doi.org/10.1207/s15516709cog2703_6
Actively learning to learn causal relationships

Steyvers M, Lee MD, Wagenmakers EJ (2009) A Bayesian analysis of human decision-making on bandit problems. Journal of Mathematical Psychology 53(3):168–179. https://doi.org/10.1016/j.jmp.2008.11.002

Tenenbaum JB, Griffiths TL (2001) Structure Learning in Human Causal Induction. In: Advances in Neural Information Processing Systems, p 7

Tomov MS, Schulz E, Gershman SJ (2021) Multi-task reinforcement learning in humans. Nature Human Behaviour 5(6):764–773. https://doi.org/10.1038/s41562-020-01035-y

Vinyals O, Babuschkin I, Czarnecki WM, et al (2019) Grandmaster level in StarCraft II using multi-agent reinforcement learning. Nature 575(7782):350–354. https://doi.org/10.1038/s41586-019-1724-z

Wang JX, King M, Porcel N, et al (2021) Alchemy: A benchmark and analysis toolkit for meta-reinforcement learning agents. arXiv:210202926 [cs] https://arxiv.org/abs/2102.02926 [cs]

Wurman PR, Barrett S, Kawamoto K, et al (2022) Outracing champion Gran Turismo drivers with deep reinforcement learning. Nature 602(7896):223–228. https://doi.org/10.1038/s41586-021-04357-7

Yuille AL, Lu H (2007) The Noisy-Logical Distribution and its Application to Causal Inference. Advances in Neural Information Processing Systems 20:1673–1680

Zhang A, McAllister R, Calandra R, et al (2021) Learning Invariant Representations for Reinforcement Learning without Reconstruction. arXiv:200610742 [cs, stat] https://arxiv.org/abs/2006.10742 [cs, stat]

Zhao B, Lucas CG, Bramley NR (2022) How Do People Generalize Causal Relations over Objects? A Non-parametric Bayesian Account. Computational Brain & Behavior 5(1):22–44. https://doi.org/10.1007/s42113-021-00124-z
Appendix A  Supplementary Results

A.1  Experiment 1

A.1.1  Causal judgments

Aside from blicket identification judgments, we also considered another type of causal judgment in the transfer task: 7 predictions about whether or not a combination of blocks would activate the blicket machine (see Section B for more details). Like for the blicket identification judgments, we expected the activation prediction accuracy to be predicted by the match between the transfer and training functional forms, training length, and their interaction, considering the transfer task’s functional form as a covariate. We used these variables to fit a logistic regression model to predict the per-participant accuracy percentage in the transfer task activation prediction questions (binomial with 7 trials). The main effect of the match of functional form was not significant in the full data ($z = 1.24, p = .215$), but was significant for the filtered participants who were more engaged with the transfer task ($z_f = 2.53, p_f = .012$). The transfer task’s functional form had a significant main effect ($z = 3.67, p < .001$; filtered: $z_f = 4.23, p_f < .001$), which was consistent with past results suggesting that people find disjunctive forms easier to learn (Lucas and Griffiths, 2010). Surprisingly, the length of training and its interaction with the match between training and transfer forms were not significant predictors.

We also used Welch t-tests (two-tailed) to investigate the specific effects of match between pairs of conditions (visualized in Fig. A1b), expecting causal judgment accuracies to improve from mismatched to matched conditions. In the disjunctive transfer conditions, the comparisons were consistent with our expectations: Mean activation prediction accuracy improved significantly from mismatched to matched conditions with long training, $t(50.00) = -3.04, p = .004$ (filtered: $t_f(42.37) = -4.18, p_f < .001$). The short training improvement was not significant in the full data ($t(52.70) = -1.45, p = .154$), but was significant in the filtered data ($t_f(43.89) = -2.31, p_f = .025$). In the conjunctive transfer conditions, however, the difference between matched (conjunctive training) and mismatched (disjunctive training) accuracies was non-significant. This weaker match effect might have accounted for the non-significant interaction effect between match and training length in our logistic regression model. We suspected this weaker effect was due to the conjunctive transfer task being too difficult to learn, regardless of training match and length. This suspicion was supported by the blicket identification results in our next experiment, where we lowered the difficulty of the conjunctive transfer task and found a significant improvement from mismatched to matched conditions (see Section A.2).

A.1.2  First intervention

To understand when the first intervention would be efficient for learning in the transfer task, we fitted a (binomial) logistic regression model to predict
activation prediction accuracy (7 trials). The predictors included the number of blocks in the first intervention, the functional form of the transfer task, and their interaction. There was a significant main effect of the transfer form \((z = 3.38, p < .001; \text{filtered: } z_f = 4.29, p_f < .001)\), but no other significant effects \((p \geq .078)\). Our figures suggest that even though participants were able to identify a larger subset of blickets with efficient interventions (see Fig 6 in the main text), this partial knowledge was not sufficient to make more accurate activation predictions (Fig. A2), which had a larger coverage over blickets and their combinations with other blocks.

A.2 Addressing Experiment 1’s Non-Significant Results

In Experiment 1, the conjunctive transfer task conditions had a non-significant difference in blicket judgments between matched (conjunctive) and mismatched (disjunctive) training for both long (2 tasks) and short (1 task) training lengths. We had expected a strong effect of matched vs. mismatched training, especially in the longer training conditions that gave additional opportunities to learn about the matched or mismatched form. Instead, we found a non-significant trend. One possible explanation would be that participants were not learning conjunctive overhypotheses through training, and thus, participants with matched conjunctive training were performing no better than those with mismatched disjunctive training. However, this explanation seems unlikely and it is possible participants were fatigued or frustrated due to the difficulty of Experiment 1’s conjunctive transfer task, which involved finding 4 blickets among 9 blocks (which can be intervened on in \(2^9 = 512\) ways) within 45 seconds. For example, a simple and reasonable strategy under a conjunctive form would be to intervene on only the 36 possible \textit{pairs} of blocks, but even this was not possible under the short time limit. In contrast, the same
Active learning to learn causal relationships

Fig. A2: Experiment 1: Mean participant accuracies for activation prediction questions in the transfer task. This is grouped by the number of blocks in the first intervention and the transfer form. The mean is calculated separately for the full (solid lines) and filtered (dashed lines) data. Error bars in either direction denote the magnitude of the standard error but are omitted for points with a single participant, where the standard error is ill-defined. Chance (.5) accuracy is shown with a dotted gray line.

time limit allowed participants to successfully find blickets in the easier disjunctive variant of the transfer task by testing all 9 singleton blocks. Indeed, performance was lower in the conjunctive transfer task conditions than in the disjunctive transfer task conditions ($p < .001$ for both blicket classification and activation prediction questions in the full and filtered data).

To address the difficulty of Experiment 1’s conjunctive transfer task, we designed an easier version for Experiment 2, asking participants to find 3 blickets among 6 blocks (which can be intervened on in $2^6 = 64$ ways) with a fixed intervention number of 20. In this easier conjunctive transfer task, we now found a significant improvement in mean blicket judgments from mismatched to matched training (two-tailed Welch t-test: $t(85.856) = -2.17, p = .033$; comparison is visualized in Fig. A3), where the mismatched and matched training correspond to the deterministic disjunctive and deterministic conjunctive training conditions in Experiment 2. Thus, Experiment 2’s results address Experiment 1’s non-significant differences in blicket judgments.

Experiment 2’s conjunctive transfer task had a few more differences compared with Experiment 1’s. Experiment 2 asked participants to rate blickets on a 0-10 scale instead of asking them to classify them on a binary scale (blicket or not). The blicket rating scale follows Lucas and Griffiths’s (2010) measure of disjunctive versus conjunctive training effects in a passive learning setting and allows us to measure these effects more precisely in our active learning setting as well. Experiment 2 also did not vary the training length like Experiment 1,
Fig. A3: Experiment 2: Mean blicket rating score in the conjunctive transfer task. The plotted mean scores are grouped by whether the training functional form was the same (deterministic conjunctive condition) or different (deterministic disjunctive condition). A participant’s blicket rating (0-10) is scored as $1 - \frac{|\text{participant rating} - \text{true rating}|}{10}$, where the true rating is 10 for blicket blocks and 0 for non-blicket blocks. These scores are averaged over participants and each of their 6 ratings (one for each block) in the transfer task. The chance level score (.5) is shown with a dotted gray line and error bars in either direction denote the magnitude of the standard error. This plot shows participants’ scores in the conjunctive transfer task improved from mismatched to matched training.

but instead used only a short (1 task) training in all its conditions. However, since we already see a significant effect in Experiment 2’s short training, we expect that this effect would remain or be larger with longer training.

Appendix B  Supplementary Methods

B.1 Experiment 1

In addition to blicket identification questions, the questionnaire after each task also included binary predictions of whether the blicket machine would activate in the presence of different combinations of blocks (“Will the blicket machine activate (light up with a green color)?”). There were seven different predictions about seven different combinations of blocks, including combinations with zero, one and two blickets along with other non-blicket blocks (where the number and identities of blickets and non-blickets were unknown to participants), as well as one combination with all blocks in the task. For example, consider a transfer task with the nine blocks $\{J, K^*, L^*, M, N, O, P, Q^*, R^*\}$ (where blickets are marked with an asterisk for the sake of this example). The seven combinations (subject to randomization of the exact blickets and non-blickets) could then be $\{N, O, Q^*\}$, $\{J, M, R^*\}$ (one blicket); $\{P, Q^*, R^*\}$, $\{K^*, L^*, O\}$ (two blickets); $\{J, N, O\}$, $\{M, N, O, P\}$ (zero blickets); and finally one combination containing all nine blocks.