Hyperspectral Remote Sensing Image Feature Representation Method Based on CAE-H with Nuclear Norm Constraint
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Abstract: Due to the high dimensionality and high data redundancy of hyperspectral remote sensing images, it is difficult to maintain the nonlinear structural relationship in the dimensionality reduction representation of hyperspectral data. In this paper, a feature representation method based on high order contractive auto-encoder with nuclear norm constraint (CAE-HNC) is proposed. By introducing Jacobian matrix in the CAE of the nuclear norm constraint, the nuclear norm has better sparsity than the Frobenius norm and can better describe the local low dimension of the data manifold. At the same time, a second-order penalty term is added, which is the Frobenius norm of the Hessian matrix expressed in the hidden layer of the input, encouraging a smoother low-dimensional manifold geometry of the data. The experiment of hyperspectral remote sensing image shows that CAE-HNC proposed in this paper is a compact and robust feature representation method, which provides effective help for the ground object classification and target recognition of hyperspectral remote sensing image.
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1. Introduction

Hyperspectral remote sensing images are rich in spatial, spectral and radiation information, including hundreds or even thousands of spectral bands, which can fully reflect the subtle features of the surface object spectrum and provide extremely rich information for the extraction of surface object information, which is beneficial to more detailed surface object classification [1–4]. In recent years, hyperspectral remote sensing images have attracted the attention of many scholars, and have been widely used in ecological monitoring [5,6], medical diagnosis [7,8], military reconnaissance [9] and other important fields. Due to the increase of spectral bands in hyperspectral remote sensing images, the problems of increased dimension and high data redundancy appear [10,11], resulting in the complexity of data processing [12]. In order to alleviate the above problems, it is usually necessary to reduce the dimension of hyperspectral data [13,14]. Hyperspectral data has a specific nonlinear structure in the high dimensional space, and this nonlinear structure is also the area where hyperspectral data are distributed and concentrated in high density [10,15]. The dimensional reduction representation of hyperspectral data can accurately describe the effective information in the data and keep the important information in the data only by maintaining the nonlinear structural relationship in the data [16,17]. Therefore, it is necessary to study the feature representation method that can keep the nonlinear structure relation in hyperspectral data.
Manifold learning algorithm can solve the problem of feature dimensionality reduction in hyperspectral remote sensing image. In many manifold learning algorithms, the local structure of manifold is represented by the local basis of changing direction, that is, the tangent plane of any point on the manifold. In order to construct the global manifold structure or global density, various methods of splicing these local tangent planes are proposed by different algorithms. In the past decade, domestic and foreign scholars have proposed many improved manifold algorithms. For example, Wang et al. proposed an improved ISOMAP algorithm for the analysis of hyperspectral image features. The improved ISOMAP algorithm selects neighborhood according to spectral Angle, avoiding neighborhood instability in high-dimensional spectral space [18]. Wang et al. proposed a method combining UVE and LLE, which used LLE to reduce the dimension of the image composed of effective wavelength, and used partial least squares discriminant analysis to establish the classification model [19]. In order to solve the local tangent space alignment in the adaptability of higher order information loss problems in the manifold, such as Yang et al. proposed a local neighborhood information extraction of the new algorithm optimization [20], through the optimization of the extraction of tangent vector, which can improve higher dimensional nonuniform distribution manifold dimensionality reduction effect, the proposed algorithm can effectively reconstruct density curve of low dimensional coordinates, the low dimensional high-dimensional image has good adaptability. Huang proposed a sparse discriminant embedded retained projection (SDE) [21], which takes advantage of the advantages of sparsity and manifold structure. It not only preserves the sparse reconstruction relation, but also promotes the manifold structure of discriminating data. Pan et al. put forward a kind of based on local keep rule of two-dimensional local projections (2 DLPP) directly from the image matrix to extract the features [22], the algorithm can better simulate the image characteristics inherent in the manifold structure, improves the characteristics of robustness, and reduces the computational complexity and the characteristics of the final dimension, on the recognition accuracy and recognition speed have achieved good results. However, a potentially serious limitation of these manifold learning algorithms is that they are based on local generalization, mainly using training points near points of interest to infer these local tangent planes. In order to overcome the disadvantage of local generalization, Reference [23] suggested neural network algorithm of Contractive Auto-encoder (CAE), the method by changing the main singular vectors of the Jacobian matrix, captured every input point around the local manifold structure, the corresponding singular value specified in related to the corresponding singular vectors direction how many local changes are credible, and keep in high density area of the input space. In order to maintain a smoother nonlinear manifold structure with data in a low-dimensional space, Rifai et al. proposed a method of Higher Order Contractive auto-encoders (CAE-H) based on CAE [24]. Yu et al. proposed a stacked contractive auto-encoder (SCAE) to improve the robustness of feature extraction through unsupervised training and learning [25]. Aamir et al. proposed an improved variant of CAE based on layered architecture following feed forward mechanism named as deep CAE. By encoding and decoding in each layer of CAE, reconstruction errors were reduced, so as to obtain more robust information features [26]. Ng et al. proposed a denoising-contractive auto-encoder (DCAE), which can learn robust feature representations from noisy and sparse feature vectors [27]. Zhang et al. proposed a new ensemble deep contractive auto-encoder (EDCAE), which automatically learns invariant feature representations by designing a variety of different DCAE models [28]. Due to the Jacobian penalty term in DCAE and different characteristics, these models can deal with various noisy data effectively. Finally, an effective EDCAE model is designed using the combination strategy. The above CAE models can effectively solve the invariance of characteristic jitter to varying degrees. However, due to the poor sparsity of the Frobenius norm of CAE model, the low-dimensional manifold structure cannot be effectively described, which reduces the expression ability of effective information in the data.
In view of the problem of high dimensionality and high data redundancy in hyperspectral remote sensing images, the dimensionality reduction representation of existing hyperspectral data cannot effectively maintain the nonlinear structural relationship in the data. Starting from the effective characterization of the nonlinear manifold structure of hyperspectral image data in low-dimensional space, this paper analyzes the Jacobian matrix Frobenius norm approximation of CAE, the geometric interpretation of CAE and the Hessian matrix Frobenius norm approximation of CAE-H, and proposes a feature representation method of Higher Order Contractive Auto-Encoders With Nuclear Norm Constraint (CAE-HNC). By introducing Jacobian matrix in the CAE of the nuclear norm constraint, the nuclear norm has better sparsity than the Frobenius norm and can describe the local low dimension of the data manifold better. At the same time, a second-order penalty term is added, which is the Frobenius norm of the Hessian matrix expressed in the hidden layer of the input, encouraging a smoother low-dimensional manifold geometry of the data.

2. Contractive Auto-Encoders

From the point of view of manifold learning, the high-dimensional training data is located on a low-dimensional manifold [23]. Changes in the data correspond to local changes in the manifold (along the direction of the tangent plane), while changes in the data correspond to directions that are orthogonal to the manifold. Therefore, as long as we learn the changes and invariant directions in the data, the manifold structure of the high-dimensional data is also characterized. The goal of Contractive auto-encoders is to learn the manifold structure of high-dimensional data in low-dimensional space. The two driving forces for CAE learning are the contraction penalty term to keep the learned feature constant in all directions (shrinking in all directions), and the reconstruction error term to be able to reconstruct the learned feature back into the input. Therefore, during the learning process, the force of the contraction penalty term makes the change direction in the data (that is, the direction of the manifold tangent plane) able to resist the contraction, which is reflected in the large singular value in its corresponding Jacobian. The directions that do not resist the contractive ability correspond to the invariant directions in the data (orthogonal to the manifold’s direction), and the gradient in Jacobian becomes very small. It can be seen that the shrink autoencoder can effectively describe the low-dimensional manifold structure of the data so as to obtain a more compact data representation.

2.1. CAE Model

Contractive auto-encoders is a kind of regular auto-encoder, whose model structure is consistent with the traditional self-encoder. The main purpose of CAE is to suppress the disturbance of the training sample data in all directions and to achieve the effect of local space contraction by adding a penalty term on the target function of the traditional auto-encoder. The penalty term is the Frobenius norm of Jacobian matrix expressed in the hidden layer of input, whose purpose is to shrink the mapping of feature space near the training data, specifically expressed as follows:

\[ \|J_f(x)\|_F^2 = \sum_{ij} \left( \frac{\partial h_j(x)}{\partial x_i} \right)^2, \]  

(1)

where, \(J_f(x)\) is Jacobian matrix of \(f(x)\), represented as the sum of the partial derivatives of \(h_j(x)\) with respect to \(x_i\). \(\|\cdot\|_F\) is the Frobenius norm of the matrix. \(h_j(x)\) contains \(j\) function groups and \(x_i\) contains \(i\) variables. CAE adds equation (1) to the loss function as a penalty term to reduce the sensitivity of the model to small changes in input, so as to achieve the purpose of a good system. This formula is used as a penalty term because it has the following characteristics: when the penalty term has a relatively small
first-order derivative, it indicates that the hidden layer expression corresponding to the
input signal is relatively smooth. Then when the input changes to a certain extent, the
hidden layer expression will not change much, which achieves the purpose of being insen-
sitive to the input changes. Therefore, the loss function of CAE can be expressed as
follows:

\[
J_{CAE}(W, b) = \sum_{i=1}^{N} \| y_i - x_i \|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \| J_f(x_i) \|_F^2, \tag{2}
\]

where \( W \) is the weight vector and \( b \) is the bias of the loss function, \( N \) is the number of
training samples, \( \lambda \) is a super parameter to control the strength of the penalty term, and
you can choose any value between 0 and 1. The former term of the loss function is to make
the reconstruction error as small as possible, so that CAE can obtain all the information of
the input signal as far as possible, and the latter term can be regarded as the information
that CAE is discarding as much as possible. Therefore, CAE will finally obtain the distur-
bance information on the training data, making the model invariable to the disturbance.

According to equation (2), the optimization problem can be described as:

\[
\min_{W,b} \left\{ J_{CAE}(W, b) = \sum_{i=1}^{N} \| y_i - x_i \|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \| J_f(x_i) \|_F^2 \right\}, \tag{3}
\]

Learning parameters are:

\[
W, b = \arg \min_{W,b} \left\{ J_{CAE}(W, b) = \sum_{i=1}^{N} \| y_i - x_i \|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \| J_f(x_i) \|_F^2 \right\}, \tag{4}
\]

\( J_f(x) \) is the Jacobian matrix of the hidden layer relative to the input \( x \), \( J_f(x) = SW \), where \( S \) is the diagonalization of the first derivative function of the function, that is,
\( S = \text{diag} s'(y) \). When the stochastic gradient descent algorithm is used to solve the pa-
rameters, it is necessary to calculate the gradient of each parameter corresponding to the
loss function.

CAE can describe the local complex manifold structure around each data point by the
singular value decomposition (SVD) of input Jacobian matrix. The corresponding singular
value specifies how much local variation is trusted in the direction associated with the
corresponding singular vector, while remaining in the dense region of the input space.
The penalty term of the CAE loss function excites the insensitivity of \( h(x) \) in all input
space directions. This pressure is balanced by the need for accurate reconstruction, result-
ing in \( h(x) \) being essentially sensitive to only a few input directions and requiring train-
ing samples to distinguish closed input directions. When \( J_f(x) \) contains all the infor-
mation to calculate the sensitivity of \( h = f(x) \) to the motion in any input direction, per-
forming SVD produces a more direct orthonormal basis for the direction of information,
ranking from the most sensitive to the least sensitive. The subset of the most sensitive
directions in this orthogonal basis can be interpreted as a manifold generated from the
tangent space at point \( x \).

2.2. Jacobian’s Frobenius Norm Approximation

In order to solve the Frobenius norm of Jacobian expressed by the hidden layer of the
input data in the penalty term in CAE, while calculating \( \| Pf(x) \|_2^2 \), this paper uses the
method of ref [24] of the following:
\[ \| \nabla_x f(x) \|_2^2 = \lim_{\sigma \to 0} \frac{1}{\sigma^2} \mathbb{E}_{\epsilon \sim \mathcal{N}(0, \sigma^2 I)} \left[ \| J_f(x) - J_f(x + \epsilon) \|_F^2 \right]. \]  

(5)

where \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \) is an isotropic gaussian distribution with variance of \( \sigma^2 \). Theoretically, the smaller \( \sigma \) is the more accurate the random approximation. In practice, however, the larger \( \sigma \) is used because it actually allows regularization to explore relatively distant observation points from the data manifold. In fact, the above approximation use \( n \) random sampling approximations, that is:

\[ \| \nabla_x J(x) \|_F^2 \approx \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sigma^2} \left\| J_f(x) - J_f(x + \epsilon_i) \right\|_F^2. \]  

(6)

With parameter of Jacobian Frobenius norm of the gradient, about parameter \( \Theta \) regular function is:

\[ R(\Theta) = \frac{1}{2} \| \nabla_x J(x) \|_F^2 = \lim_{\sigma \to 0} \frac{1}{2\sigma^2} \left[ \| J_f(x; \Theta) - J_f(x + \epsilon; \Theta) \|_F^2 \right]. \]  

(7)

It can be approximated as:

\[ R(\Theta) \approx \frac{1}{2n} \sum_{i=1}^{n} \frac{1}{\sigma^2} \left\| J_f(x; \Theta) - J_f(x + \epsilon_i; \Theta) \right\|_F^2. \]  

(8)

Purpose is to calculate gradient on \( \Theta \). Function \( R(\Theta) \) about \( \Theta \) differential for:

\[ dR(\Theta) \approx \frac{1}{n\sigma^2} \sum_{i=1}^{n} \left( J_f(x; \Theta) - J_f(x + \epsilon; \Theta) \right)^T \left( dJ_f(x; \Theta) - dJ_f(x + \epsilon; \Theta) \right). \]  

(9)

2.3. Geometric Interpretation of CAE

The regular term in CAE encourages the hidden layer to encode \( h(x) \) in an input space that is insensitive in all directions (i.e. the activation function is saturated), which means that the points in the training set in the input space are not different (the so-called sensitivity is the difference). However, the reconstruction task in CAE needs to be able to identify different points in the training set, and this balance makes \( h(x) \) sensitive to only a few directions in the input space, so as to be able to distinguish different points near these phases in the training sample set. The geometric interpretation is that these sensitive directions span the locally tangent plane of the manifold. The tangent bundle of a smooth manifold consists of a set of tangent planes along all the sample points on the manifold. Each tangent plane corresponds to a Euclidean coordinate system or chart. In topology, atlas is a collection of such charts. Although the charts collection can form a non-Ou manifold, and each chart is Ou manifold.

Given data set \( D \), \( h(x), x \in D \) satisfies the necessary condition of local injectivity, and consider how to define the local chart around \( x \) by the property of \( h \). Since \( h \) must be sensitive to the change of a sample \( x_i \) from itself to one of its adjacent points \( x_j \), but not to other changes, we expect this sensitivity to be reflected in the Jacobian matrix \( J(x) = \frac{\partial h(x)}{\partial x} \) spectrum where training is concentrated at each \( x \). Assuming that the rank of \( J(x) \) is \( k \), \( h(x + \epsilon v) \) and \( h(x) \) are, ideally, only different if \( v \) is the span of a singular vector corresponding to a nonzero singular value of \( J(x) \). That is to say, the
sensitive direction of the singular vector corresponding to the nonzero singular value of \( J(x) \), is that is that when \( x \) becomes \( x' \), \( h(x) \) becomes \( h(x') \). In fact, \( J(x) \) has many smaller eigenvalues. Therefore, SVD decomposition of \( J(x) \) is used:

\[
J^T(x) = U(x)S(x)V^T(x).
\] (10)

Define the partial chart of \( x \). The tangent plane of sample \( x \) is defined as:

\[
H_x = \{ x + v \mid v \in \text{span}(B_x) \}.
\] (11)

where \( B_x = \{ U_k(x) \mid S_{kk}(x) > \epsilon \} \), this is a larger \( k \) eigenvalues of the singular vector(columns vectors). The left singular value of Jacobian matrix transpose (gradient matrix) SVD decomposition spans the tangent plane. The coordinates of vector \( v \in \text{span}(B_x) \) on \( B_x \) are the coordinates of vector \( v \in \text{span}(B_x) \) on the tangent plane \( H_x \). Based on the local linear approximation, the atlas described by the encoder function \( h \) is defined as:

\[
\mathcal{A} = \{ (M_x, \phi_x) \mid x \in D, \phi_x(\bar{x}) = B_x(\bar{x} - x) \},
\] (12)

Given training set sample \( x \neq x' \), sensitivity refers to \( h(x) \neq h(x') \), and insensitivity refers to \( h(x) = h(x') \).

2.4. CAE-H Model and Its Norm Approximation

In order to improve the robustness of the input with small changes, CAE-H improves the objective function on the basis of CAE and adds a second-order penalty term, which is the Frobenius norm of the Hessian matrix expressed in the hidden layer of the input, as follows:

\[
\|H_f(x)\|_F^2 = \left\| \frac{\partial J_f(x)}{\partial x} \right\|_F^2,
\] (13)

where, \( J_f(x) \) is Jacobian matrix. The Frobenius norm constraint of Hessian matrix is used in CAE-H to punish curvature and encourage smoother manifold structure. From the above equation, the objective function of the CAE-H can be obtained as follows:

\[
J_{CAE-H}(W, b) = \sum_{i=1}^{N} \| y_i - x_i \|_2^2 + \lambda \sum_{i=1}^{N} \| J_f(x_i) \|_F^2
\]
\[
+ \frac{\gamma}{N} \sum_{i=1}^{N} \| H_f(x_i) \|_F^2.
\] (14)

Because the second derivative is added, the complexity of the model is greatly increased. The second derivative is converted into the first derivative to reduce the computational complexity. The Hessian Frobenius norm \( \|H_f(x)\|_F^2 \) can be approximated as:

\[
\|H_f(x)\|_F^2 = \lim_{\sigma \to 0} \frac{1}{\sigma^2} E \left[ \| J_f(x) - J_f(x + \epsilon) \|_F^2 \right].
\] (15)

Therefore, the final objective function of CAE-H is as follows:
\[
J_{CAE-H}(W, b) = \sum_{i=1}^{N} \|y_i - x_i\|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \|J_f(x_i)\|_F^2 + \gamma E \left[ \|J_f(x) - J_f(x + \epsilon)\|_F^2 \right].
\]

3. CAE-H Based on Nuclear Norm Constraint

Part 2 introduces the shortcomings of the Frobenius norm constrained optimization model in CAE. The advantage of the nuclear norm is that it has a sparse low-dimensional manifold direction, and the nuclear norm is similar to the \(L_1\) norm of singular value vectors. \(L_1\) norm has good sparsity, the model is easy to be interpreted, and the local low dimension of the characterizing manifold is relatively good, which can completely retain the geometric characteristics of the original data, so that the information of the original data is not lost, and the resistance to noise is strong. Therefore, this section proposes a CAE-HNC.

3.1. Definition of Nuclear Norm and Its Jacobian Approximation

The nuclear norm function \(F\), also known as trace norm, is defined as:

\[
F(A) = \|A\|_* = Tr(\sqrt{A^T A}) = Tr(\sqrt{B}),
\]

where \(B = A^T A\). The nuclear norm is a convex function which can be optimized effectively and is the best convex approximation of the rank function on the matrix identity sphere with the norm less than 1. When matrix variables are symmetric and positive semidefinite, this heuristic is equivalent to the tracking heuristic often used in control systems. The nuclear norm heuristic has been observed in practice to produce very low-rank solutions, but the theoretical representation of when it produces the minimum rank solution has not been obtained before.

**Theorem 1.** The Jacobian matrix of the nuclear norm \(F(A)\) defined in Equation (17) with respect to \(A\) can be approximated as:

\[
J_F(A) = D^T [\sqrt{B}; B] A^T + D [\sqrt{B}; B] A^T,
\]

where \(D [\sqrt{B}; B] = (\sqrt{B} \oplus \sqrt{B})^{-1}\), \(\oplus\) is Kronecker sum. If \(A \in \mathbb{R}^{n \times n}\), \(B \in \mathbb{R}^{m \times m}\), Kronecker sum is defined as:

\[
A \oplus B = A \otimes I_m + I_n \otimes B,
\]

And

\[
\sqrt{B} = V D^2 V^T.
\]

**Proof of Theorem 1.** Since the differential of the nuclear normal function can be expressed as:
\[ dF = \text{Tr}(D[\sqrt{B};B]dB) = \text{Tr} \left( D[\sqrt{B};B](dA^T A + A^T dA) \right) \]
\[ = \text{Tr}(D[\sqrt{B};B]dA^T A) + \text{Tr}(D[\sqrt{B};B]A^T dA) \]
\[ = \text{Tr}(dA^T AD[\sqrt{B};B]) + \text{Tr}(D[\sqrt{B};B]A^T dA) \]
\[ = \text{Tr}(D^T[\sqrt{B};B]A^T dA) + \text{Tr}(D[\sqrt{B};B]A^T dA) \]

Therefore, the Jacobian approximation of the nuclear norm function is:

\[ J_f(A) = D^T[\sqrt{B};B]A^T + D[\sqrt{B};B]A^T \]

where \( D[\sqrt{B};B] = \left( \sqrt{B} \oplus \sqrt{B} \right)^{-1} \) and \( \oplus \) is Kronecker sum. If \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{m \times m} \), then Kronecker sum is defined as:

\[ A \oplus B = A \otimes I_n + I_m \otimes B \]

And

\[ \sqrt{B} = V D \Sigma V^T \]

\[ \Box \]

3.2. The Robust CAE-H with Nuclear Norm Constraints

Nuclear norm with sparsity is the advantage of low-dimensional manifold directions, and nuclear norm is similar to the singular value vector of \( L_1 \) norm, and \( L_1 \) norm has good sparse, the model is easy to explain, and characterization of the manifold local low-dimensional relatively well, which can keep complete geometric characteristics of original data, the original data information is not lost, the stronger noise resistance. CAE-HNC is still a regular auto-encoder, whose main purpose is to suppress the disturbance of the training sample data in all directions, and to better achieve the local space contraction effect by adding a Jacobian nuclear norm constraint penalty term on the objective function, as follows:

\[ \| J_f(x) \|_* = \text{Tr} \left( \sqrt{A^T A} \right) = \text{Tr}(\sqrt{B}). \]  \hspace{1cm} (21) \]

The Frobenius norm of Hessian can be used to describe the geometric structure of the manifold with smoother data. Combining Equations (21), the objective function of the high-order contraction auto-encoder with nuclear norm constraint can be obtained as follows:

\[ J_{\text{CAE-HNC}}(W, b) = \sum_{i=1}^{N} \| y_i - x_i \|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \| J_f(x_i) \|_* + \frac{\gamma}{N} \sum_{i=1}^{N} \| H_f(x_i) \|_F^2. \]  \hspace{1cm} (22) \]

The high-order contraction auto-encoder with nuclear norm constraint is transformed into the following optimization problem:
min_{W,b} \left\{ I_{CAE-HNC}(W,b) \right\}
\begin{align}
= \sum_{i=1}^{N} \|y_i - x_i\|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \|J_f(x_i)\|_* + \frac{\gamma}{N} \sum_{i=1}^{N} \|H_f(x_i)\|_F^2 \right\}.
\end{align}

The learning parameters of solution are:

\begin{align}
W, b = \arg \min_{W,b} \left\{ I_{CAE-HNC}(W,b) \right\}
\begin{align}
= \sum_{i=1}^{N} \|y_i - x_i\|_2^2 + \frac{\lambda}{N} \sum_{i=1}^{N} \|J_f(x_i)\|_* \right\}.
\end{align}

3.3. Solution Algorithm

Aiming at the specific problem of feature representation of wetland hyperspectral remote sensing image, this part proposes a feature representation method of CAE-HNC. The regular terms of the Jacobian matrix with nuclear norm constraint are designed, and the sparse representation of the Jacobian matrix is realized, the model is easier to understand, and the local low dimension of manifolds is easier to describe. The parameter updating process in the solution algorithm of method CAE-HNC is as Algorithm 1:

**Algorithm 1: High order contractive auto-encoder with nuclear norm constrain**

Input: \( X \)

Output: \( \Theta^K = \{W^K, b^K, b^K, U^K\} \)

1. Initialization: \( \Theta = \{W^K, b^K, b^K, U^K\} \)
2. For \( t = 0,1,2,\ldots, K \):
3. Update \( W \) \( W^{t+1} = W^t - \eta\nabla W\varphi((W^t, b^K, b^K, U^t)); \)
4. Update \( b_h \) \( b_h^{t+1} = b_h^t - \eta\nabla b_h\varphi((W^{t+1}, b^K, b^K, U^t)); \)
5. Update \( b_r \) \( b_r^{t+1} = b_r^t - \eta\nabla b_r\varphi((W^{t+1}, b^K, b^K, U^t)); \)
6. Update \( U \) \( U^{t+1} = P^\theta_{\phi}(\beta f^T(X; W^{t+1}, b_h^{t+1}, b_r^{t+1}) + U^t); \)
7. End

4. Experimental Results and Analysis

Three groups of hyperspectral remote sensing images were selected in this paper. In order to verify the effectiveness of the proposed algorithm, experimental simulation analysis was carried out on three groups of hyperspectral images, and feature extraction and representation of different algorithms were performed using hyperspectral data such as CAE, CAE-H, SCAE, DCAE, and CAE-HNC, then classification comparison was conducted to verify the robustness of the proposed method. The experiment was run on a Windows (Inter(R) Celeron(R) G4900 cpu@3.10ghz 3.10 GHz 8GB RAM) 64-bit operating system, using Matlab2016 and ENVI5.3 for simulation verification.
4.1. The Robust CAE-H

In this paper, simulation experiments are carried out on three groups of data, all of which are obtained by spatial and spectral degradation simulation using hyperspectral images, as shown in Figure 1.

(a) Hyperspectral and ground truth images of Indian Pine

(b) Hyperspectral and ground truth images over University of Pavia

(c) Hyperspectral and ground truth images of Salinas

Figure 1. Experimental data sets of hyperspectral images.

The first set of data was collected by an AVIRIS sensor over the Indian Pine Proving Ground in northwestern Indiana. The image size was 145 × 145, containing 21025 pixels. Out of the original 224 spectral bands, 24 water absorption bands (104-108,150-163 and 220) were removed, and a total of 200 bands participated in the experiment. With a wavelength range of 0.4 to 2.5 μm and a spatial resolution of 20 m, most areas of the image represent fields with a variety of crops, while the rest represent forests and dense vegetation. The map contains 16 different types of crops, including corn, grass, soybean, forest and so on.

The second set of data is a hyperspectral image acquired by ROSIS sensor over the University of Pavia, Italy. The image size is 610 × 340 and contains 220,740 pixels. There are 103 spectral bands with a wavelength range of 0.4-0.9 μm and a spatial resolution of 1.3 m after removing 12 bands affected by noise. The corresponding map of real features contains 9 types of features, including trees, Asphalt roads, Bricks, Meadows, etc.
The third set of data, also obtained by AVIRIS sensor, is located in the Salinas Valley region of California. Image size is 512 × 217, contains 111104 pixels, removing water absorption band to participate in a total of 204 regions of the spectrum experiment, the wavelength range of 0.4 ~ 2.5 microns, the spatial resolution of 3.7 meters, the corresponding real line map contains 16 class features, including Fallow, Celery, etc.

The experimental data have been radiometric correction and geometric registration. The number of available samples for each group of data is shown in Table 1.

Table 1. Number of available samples for each group of data.

| Type                  | Indian Pine | University of Pavia | Salinas       |
|-----------------------|-------------|---------------------|---------------|
| Alfalfa               | 46          | Asphalt             | Brocoli_green_weeds_1 | 2009 |
| Corn-notill          | 1428        | Meadows             | Brocoli_green_weeds_2 | 3726 |
| Corn-min             | 830         | Gravel              | Fallow         | 1976 |
| Corn                 | 237         | Trees               | Fallow_rough_plow | 1394 |
| Grass/Pasture        | 483         | Painted metal sheets| Fallow_smooth  | 2678 |
| Grass/Trees          | 730         | Bare soil           | Stubble        | 3959 |
| Grass/Pasture-mowed  | 28          | Bitumen             | Celery         | 3579 |
| Hay-windrowed        | 478         | Self-Blocking Bricks| Grapes_untrained | 11,271 |
| Oats                 | 20          | Shadows             | Soil_vinyard_develop | 6203 |
| Soybeans-notill      | 972         | Corn_senesced_green_weeds | 3278 |
| Soybeans-min         | 2455        | Lettuce_romaine_4wk | 1068 |
| Soybeans-clean       | 693         | Lettuce_romaine_5wk | 1927 |
| Wheat                | 205         | Lettuce_romaine_6wk | 916  |
| Woods                | 1265        | Lettuce_romaine_7wk | 1070 |
| Bldg-Grass-Tree-Drives | 386     | Vinyard_untrained     | 7268 |
| Stone-steel towers   | 93          | Vinyard_vertical_trellis | 1807 |

4.2. Classification Results of Hyperspectral Image Features

In order to verify the effectiveness of CAE-HNC feature representation method based on the kernel norm constraint proposed in this paper, this paper uses the CAE-HNC algorithm to extract the feature representation information of hyperspectral images, and uses the SVM classifier to realize the feature classification. The kernel function of SVM adopts gaussian RBF kernel function, the kernel function parameter = 0.3, the penalty factor C=50. In order to test the robustness of the proposed algorithm, 5% and 10% of the hyperspectral data were selected as training samples, and CAE-HNC method was used for data feature extraction. Then 40% of the extracted feature data were used as training samples and 60% as test samples for ground object classification in SVM.

The proposed CAE-HNC method is compared with different methods, including Contractive Auto-encoder (CAE), High-order Contractive auto-encoder (CAE-H), Stacked Contractive Auto-encoder (SCAE) and Denoising Contractive Auto-encoder (DCAE).The experimental results were measured by the Overall Accuracies (OA) A and Kappa coefficient (R) of ground object classification in hyperspectral images. For each group of experiments, the experiment was repeated 10 times, and then the average value of the 10 results was selected for comparison. The experimental results are shown in Table 2, where the results shown in bold are the relatively highest accuracy and Kappa coefficient.
Table 2. Number of available samples in each experimental data set.

| Data Set Name        | Training Sample | Evaluation | CAE [23] | CAE-H [24] | SCAE [25] | DCAE [27] | Proposed CAE-HNC |
|----------------------|-----------------|------------|----------|------------|-----------|-----------|-----------------|
| Indian Pine (IP)     | 5% OA (%)       | 74.39      | 80.39    | 89.06      | 91.83     | 93.39     | 93.39           |
|                      | Kappa           | 0.7250     | 0.7831   | 0.8650     | 0.9014    | 0.9278    | 0.9278          |
|                      | 10% OA (%)      | 75.51      | 81.16    | 90.33      | 91.88     | 93.87     | 93.87           |
|                      | Kappa           | 0.7403     | 0.7707   | 0.8403     | 0.8911    | 0.9283    | 0.9283          |
| University of Pavia (UP) | 5% OA (%)   | 83.96      | 89.17    | 96.06      | 96.81     | 98.04     | 98.04           |
|                      | Kappa           | 0.8256     | 0.8807   | 0.9505     | 0.9599    | 0.9701    | 0.9701          |
|                      | 10% OA (%)      | 84.92      | 90.35    | 96.79      | 97.44     | 98.13     | 98.13           |
|                      | Kappa           | 0.8388     | 0.8905   | 0.9515     | 0.9634    | 0.9703    | 0.9703          |
| Salinas (SV)         | 5% OA (%)       | 76.33      | 82.77    | 92.75      | 93.78     | 95.36     | 95.36           |
|                      | Kappa           | 0.7433     | 0.8123   | 0.9143     | 0.9234    | 0.9406    | 0.9406          |
|                      | 10% OA (%)      | 76.99      | 83.14    | 94.09      | 94.95     | 95.88     | 95.88           |
|                      | Kappa           | 0.7527     | 0.8212   | 0.9302     | 0.9401    | 0.9472    | 0.9472          |

Table 2 shows that the proposed CAE-HNC method can well describe the low-dimensional manifold structure of local features of hyperspectral images, with good robustness and satisfactory classification results.

Figure 2 is the local region magnification of several different feature representation methods on the University of Pavia (UP) data set after SVM classification results, in which the training sample is 5%. As can be seen from Figure 2, SCAE method (Figure 2d), DCAE method (Figure 2e) and CAE-HNC feature representation method (Figure 2f) are superior to CAE (Figure 2b) and CAE-H method (Figure 2c) in overall classification effect. Figure 2d–f can better eliminate salt and pepper noise in classification mapping, so that the image becomes clearer and smoother. In fact, this is the result of effectively improving the phenomena of "different objects with the same spectrum" and "the same object with different spectra". For ground objects with similar spectrum, such as grass and trees, buildings composed of gravel and bricks, there is a certain degree of misclassification. The CAE-HNC method proposed in this paper has more accurate classification results in the red area of Figure 2. The contours of trees and asphalt buildings are clearer and more in line with the real ground features.
5. Conclusions

Hyperspectral data has a special nonlinear structure in high dimensional space, and this nonlinear structure is also the area where hyperspectral data are distributed and concentrated in high density. This kind of nonlinear structure relation is not effectively described in the dimensionless representation of hyperspectral data, resulting in poor robustness of the feature representation of hyperspectral image. Therefore, this article focuses on the study of the characteristics of wetland hyperspectral image said learning method, aimed at effectively depict hyperspectral data in low dimensional space nonlinear manifold structure, analyzes the Jacobian matrix of CAE Frobenius norm approximation, CAE geometric interpretation and CAE-H Frobenius norm Hessian matrix approximation, is proposed based on nuclear norm constraint of high order contractive auto-encoder (CAE-HNC) feature representation. By introducing Jacobian matrix in the CAE of the nuclear norm constraint, the sparse feature is enhanced, the low-dimensional manifold structure of the data is characterized effectively, the Frobenius norm second-order penalty term of the Hessian matrix is added, and the smoother low-dimensional manifold geometry is encouraged. Experiments on hyperspectral images show that CAE-HNC is a compact and robust feature representation method, which provides effective help for the ground object classification and target recognition of hyperspectral images.
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