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A physical model for the reverse leakage current in (In,Ga)N/GaN light-emitting diodes based on nanowires
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We investigated the origin of the high reverse leakage current in light emitting diodes (LEDs) based on (In,Ga)N/GaN nanowire (NW) ensembles grown by molecular beam epitaxy on Si substrates. To this end, capacitance deep level transient spectroscopy (DLTS) and temperature-dependent current-voltage (I-V) measurements were performed on a fully processed NW-LED. The DLTS measurements reveal the presence of two distinct electron traps with high concentrations in the depletion region of the p-i-n junction. These band gap states are located at energies of 570 ± 20 and 840 ± 30 meV below the conduction band minimum. The physical origin of these deep level states is discussed. The temperature-dependent I-V characteristics, acquired between 83 and 403 K, show that different conduction mechanisms cause the observed leakage current. On the basis of all these results, we developed a quantitative physical model for charge transport in the reverse bias regime. By taking into account the mutual interaction of variable range hopping and electron emission from Coulombic trap states, with the latter being described by phonon-assisted tunnelling and the Poole-Frenkel effect, we can model the experimental I-V curves in the entire range of temperatures with a consistent set of parameters. Our model should be applicable to planar GaN-based LEDs as well. Furthermore, possible approaches to decrease the leakage current in NW-LEDs are proposed. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4940949]

I. INTRODUCTION

III-N nanowires (NWs) are an attractive alternative to conventional planar layers as the basis for light-emitting diodes (LEDs) because they might pave the way to cost-effective phosphorless white LEDs.1,2 Despite the great effort invested by the scientific community into the fabrication of NW-based LEDs,1,2,4–11 so far, very little has been reported concerning the analysis of shallow traps and deep levels as well as their effect on charge carrier transport in these devices.12–14 Band gap states significantly affect both the emission and the conduction properties in GaN based planar LEDs.15–19 In particular, the anomalous leakage current of LEDs, including subthreshold forward leakage current and reverse leakage current, is mainly due to the presence of deep states inside the band gap.16,17,19 Sizeable leakage current has been also observed in NW-based LEDs3,20–23 but this issue has been addressed very rarely for these devices.20 and its physical origin is still unclear. In general, a reduction of the leakage current is a crucial aspect for improving the overall performance of LEDs, because leakage currents cause idle power consumption and affect the device reliability, luminescence efficiency, as well as electrostatic discharge resilience.24

In this work, the origin of the reverse leakage current in a III-N NW-LED is carefully investigated. To this end, one and the same fully processed device was characterized by capacitance-voltage measurements (C-V), capacitance deep level transient spectroscopy (DLTTS), and temperature-dependent current-voltage (I-V) measurements. On the basis of these data, we have developed a quantitative physical model able to describe the experimental I-V curves of NW-LEDs in the reverse bias regime for a wide range of temperatures. The assumptions made in this study should remain valid also for planar devices based on III-N heterostructures, thus making our model applicable also to conventional planar LEDs.

The NW-LED structure employed in this work was grown by molecular beam epitaxy (MBE) on an AlN-buffered n-doped Si(111) substrate with the help of self-assembly processes. The active region of the NW-LED consists of four axial (In,Ga)N quantum wells (QWs) with an average In content of approximately 25%, separated by three GaN barriers. The last QW is immediately followed by a Mg-doped (Al,Ga)N electron blocking layer (EBL). The active region is embedded between two doped GaN segments designed such that an n-i-p diode doping profile is created. A schematic of the structure is presented in Figure 1. To fabricate the final device, the NW ensemble was planarized by spin-on-glass, which fills the space between the NWs with amorphous SiO2, and then a transparent indium-tin-oxide (ITO) p-type contact was sputtered on top of the sample. The p-type contact of the investigated device was about 0.2 mm2 large. Finally, the n-type contact was created on the back side of the Si substrate. More details about the employed LED structure, the growth parameters, as well as the fabrication process can be found in our previous publications.11,23
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II. DLTS MEASUREMENTS

An effective technique capable of probing the properties of electrically active states in the band gap of many semiconductor materials is capacitance DLTS. This technique measures the capacitance transients occurring in the space charge (depletion) region of a p-n junction when the charge carriers trapped by deep levels are released by means of thermally stimulated emission. A series of DLTS measurements was performed varying the emission rate window ($E_T$) from 2.4 to 2381 s$^{-1}$, while the sample temperature was swept from 83 up to 360 K. A quiescent reverse bias of $-2$ V was employed; to ensure an adequate filling of the traps, filling pulses with amplitude of $+1$ V and duration of 100 ms were chosen. In this voltage range, the boundary of the space charge region moves within the portion of the NW axis where the intrinsic segment of the p-i-n junction is located. Therefore, the DLTS technique can only probe the electrically active traps present inside or close to the active region of the NW-LED, which is located in the intrinsic segment of the junction.

A detailed analysis of the DLTS data is beyond the scope of this work and can be found elsewhere. Here, we summarize the outcome of this investigation. The DLTS measurements reveal the presence of two main electron traps, hereafter named T$_1$ and T$_2$. The signature of the deep levels was extracted from the Arrhenius plot shown in Figure 2. From the slope of the linear interpolation of the data, we obtained the energy of the traps measured from the conduction band edge ($E_c$), while from the intercept the apparent cross section ($\sigma_T$) was estimated. For trap T$_1$, we obtained $E_{T1} = (570 \pm 20)$ meV and $\sigma_{T1} = (2 \pm 1) \times 10^{-18}$ cm$^2$; whereas for trap T$_2$, the extracted energy and cross section are $E_{T2} = (840 \pm 30)$ meV and $\sigma_{T2} = (5 \pm 3) \times 10^{-15}$ cm$^2$. It is worth mentioning that DLTS measurements based on thermally stimulated emission from traps can only probe band gap states located within roughly 1 eV from the conduction band minimum (CBM) (or valence band maximum (VBM)). In fact, deeper trap levels would require unrealistically high temperatures to be activated. This means that other deep levels, beyond those identified, might be present in the sample.

To achieve a better understanding of the physical origin of the traps T$_1$ and T$_2$, we compare the obtained DLTS signatures with the ones reported in literature for deep levels in GaN based devices. The DLTS signature of the trap T$_1$ is in good agreement with the ones often found in n-type GaN layers grown by different techniques. For instance, the cyan symbols shown in Figure 2 refer to the trap level found by Hierro et al. ($E_T \approx 590$ meV and $\sigma_T \approx 2 \times 10^{-15}$ cm$^2$). Although several energy values are reported in literature for this deep level (ranging from 520 to 600 meV), its origin has often been attributed to nitrogen antisite defects ($N_{Ga}$). Trap T$_2$ exhibits also a good agreement with the signature of the deep level recently reported for GaN NW based n$^+$-p junctions by Jahangir et al. and depicted by the orange hexagons in Figure 2 ($E_T \approx 607$ meV and $\sigma_T \approx 3.3 \times 10^{-15}$ cm$^2$). This trap state was attributed to the formation of chains of boundary dislocations (BDs) at the side-walls of coalescing NWs. Both the deep levels reported by Hierro et al. and Jahangir et al. may likely be present in the investigated NW-LED. In fact, the formation of $N_{Ga}$ could be promoted by the highly N-rich ambient employed for the growth of NWs, while dislocations at the boundaries of coalesced NWs are likely also present in the studied sample. It seems to be rather plausible that the trap level T$_1$ originates from the coexistence of these two types of defects in the NW-LED, namely, $N_{Ga}$ and chains of BDs. The former are likely located in the core of the NWs, whereas the latter form on the side-walls.

The signature of trap T$_2$ is similar to the ones already found in GaN planar layers grown by MBE ($E_T \approx 890$ meV (Ref. 33) and $E_T \approx 910$ meV (Ref. 26)), by metalorganic vapor phase epitaxy ($E_T \approx 800$ meV (Ref. 32)), and also by hydride vapor phase epitaxy ($E_T \approx 808$ meV (Ref. 27)). As an example, in Figure 2, we plot the signature of the trap found by Osaka et al. (purple squares); the overlap with the data obtained for trap T$_2$ is very good. This trap level has been attributed to interacting point defects arranged along threading dislocations (TDs). The NW-LEDs are free of extended defects such as TDs; nevertheless, dangling bonds similar to those present in threading dislocations might exist on the surface of the NWs. Therefore, we tentatively assign...
the trap level $T_2$ to defect complexes (likely dangling bonds) located on the sidewalls of the NWs.

Assuming that the defects are uniformly distributed inside the volume of the depletion region, the concentration of traps $N_T$ can be extrapolated by means of the formula 36

$$N_T = 2 \frac{\Delta C}{C} N_{CV},$$

where $N_{CV}$ is the net charge density in the active region (extrapolated by means of C-V measurements); whereas the ratio $\Delta C/C$ represents the normalized DLTS signal. The obtained trap concentrations are $N_{T1} \approx 5 \times 10^{16}$ cm$^{-3}$ and $N_{T2} \approx 1 \times 10^{16}$ cm$^{-3}$ for trap T1 and T2, respectively. These values are between one and two orders of magnitude higher than the ones reported for similar defects observed in planar (In,Ga)N/GaN blue LEDs18 (i.e., $N_T \approx 3 \times 27 \times 10^{14}$ cm$^{-3}$) and NW based n$-$p junctions13 (i.e., $N_T \approx 2 \times 48 \times 10^{14}$ cm$^{-3}$) grown by MOVPE (metalorganic vapor phase epitaxy) and MBE, respectively. This comparison would indicate that the high values of the defect density found in our green NW-LEDs might be caused by three main factors: the presence of an (In,Ga)N alloy with relatively high In content, the use of growth temperatures that are significantly lower than the ones commonly employed in MOVPE, and large surface to volume ratio of the NWs.

III. CHARGE TRANSPORT IN REVERSE BIAS REGIME

To further elucidate the nature of the involved current conduction processes, temperature-dependent I-V measurements were carried out. Such a study can help to reveal the nature of the involved conduction mechanisms, which are often characterized by different temperature dependences. Before we present the experimental data in Secs. IV and V, we discuss the transport mechanisms that can be expected to be relevant. As the basis for the following analysis, we have to make some assumptions. First, the contribution of the drift-diffusion and Sah-Noyce-Shockley generation-recombination process to the reverse current is considered to be negligible. This assumption is plausible for wide band gap semiconductors such as GaN, for which the carrier concentration and the electron hole pair generation rate are negligible in reverse bias.37

Second, the insulating Si$_3$N$_4$ matrix used to planarize the NW ensemble does not provide further leakage paths. This assumption is supported by conductivity measurements performed on a separate sample with a roughly 500-nm-thick Si$_3$N$_4$ layer deposited on Si without any NWs; the current observed across the insulating layer was negligible, namely, few pico-amps. Under these assumptions, it seems reasonable to say, that the leakage paths are located within the p-i-n junction of the NW-LEDs or along the side-walls of the NWs.

The space charge region along the axis of the NW-LEDs can be imagined in reverse bias as a semi-insulating segment under a strong electric field characterized by the presence of a high density of electron traps, as revealed by the DLTS measurements. Our analysis of current conduction has been inspired by similar studies on GaN layers38 and planar (In,Ga)N/GaN LEDs.17 These reports build on a current conduction model for disordered semi-insulating material proposed by Mott39 and Hill.40 According to this theory, the current conduction process is due to the hopping of electrons from one trap state to another one. The model assumes that many trap states are present at different energies ($E_T$) inside the band gap of the semiconductor, and that these traps are characterized by a density of states (DOS) with an exponential energy distribution: $DOS = D_T \exp\left(-|E - E_T|/U\right)$. In this equation, $D_T$ is the trap density of states at the energy of the supply trap in units of volume$^{-1}$ energy$^{-1}$, whereas $U$ represents the characteristic energy of the distribution; it may also be seen as the standard deviation of the distribution, so that about the 93% of the available states are distributed inside an energy range equal to 2.62 $×$ $U$. A schematic description of this conduction process is depicted in Figure 3(a).

Electrons can hop from a supply trap [labelled A in Figure 3(a)], to an empty one located at a distance R [for instance trap B or C in Figure 3(a)] and inside an energy range around $E_T$; hereinafter named variable range hopping (VRH). The hopping mechanism is enhanced in the presence of an electric field ($F$), which facilitates the hop from one trap state to the next one. Hill obtained the following expression for the current ($I_{VRH}$) due to the VRH conduction process:

$$I_{VRH} = I_{0}^{VRH} \exp \left[-1.76 \left(\frac{T_0}{T}\right)^{1/4} + C_{VRH} \left(\frac{T_0}{T}\right)^{3/4} \frac{F}{C}\right].$$

In this equation, the pre-exponential term $I_{0}^{VRH}$ converts the emission rate of the trap state into current, $T_0$ is a characteristic temperature parameter defined as $T_0 = 18/(k_B D_T a^3)$, where $a$ is the localization radius of the wave function describing the trapped electron, and $k_B$ represents the Boltzmann constant. The parameter $C_{VRH}$ groups together several quantities, and it is defined as $C_{VRH} = 4.626 \times 10^{-3} (qa/U)^2$, where $q$ represents the elementary charge. Note that $a$ and $U$ are in principle unknown constants, which describe physical properties related to the intimate nature of the trap states. Equation (2) is valid for moderate electric fields, namely, $qF \approx 5k_B T$. For $T = 300$ K and assuming a localization radius of the wave function equal to the Bohr radius of an electron bound to an oxygen donor in GaN, namely, $a = 2.8$ nm,41 we obtain $F \leq 5 \times 10^5$ V/cm. For
electric fields higher than this value, hopping should not be the dominant current conduction mechanism any longer.

At high electric fields, the potential surrounding the trap state, which is usually assumed to be Coulombic, is strongly deformed: the height of the Coulomb barrier is lowered and its width is thinned. The emission of charge carriers resulting from the lowering of the Coulomb potential barrier can be described by the Poole-Frenkel (PF) effect, while the tunnelling through the thinned barrier is usually modelled by means of phonon-assisted tunnelling (PhaT). Figure 3(b) shows a graphical representation of the charge carrier emission from a Coulomb state in the high-field case. At zero temperature, only direct tunnelling into the conduction band at the energy level of the Coulomb centre is possible. With increasing temperature, due to electron-phonon coupling, the electrons gain energy and can thus tunnel through the potential barrier also towards states at higher energy (i.e., state B). The electrons can either tunnel through the barrier (PhaT) or overpass it (PF effect). At high temperatures and strong electric field, the PF effect should dominate over PhaT. The contribution to the electron emission due to the PF effect can be described by the formula:

$$e_{PF} \propto \exp \left( -\frac{E_T - \beta F^{1/2}}{k_{B}T} \right),$$  \hspace{1cm} (3)

where $e_{PF}$ represents the electron emission rate from donor states located at the energy $E_T$ below the conduction band edge. The term $\beta F^{1/2}$ describes the lowering of the Coulomb barrier; $\beta = (Zq^3/\pi\ell_v\epsilon_0)^{1/2}$ is called Poole-Frenkel coefficient. In the definition of $\beta$, $Z$ is the charge state of the Coulomb centre, whereas $\epsilon_0$ and $\ell_v$ are the vacuum and relative permittivity, respectively.

An analytical expression of the electron emission rate due to PhaT was obtained by Vincent et al.:

$$e_{PhaT} \propto \exp \left( -\frac{E_T}{k_{B}T} \right) \times \frac{E_T/k_{B}T}{\beta F^{3/2}/k_{B}T} \exp \left\{ z - z^{3/2} \right\} \times \left( \frac{4 (m^*_{e} F^{1/2}(k_{B}T)^{3/2})}{\epsilon_0 \hbar F} \right) \left[ 1 - \left( \frac{\beta F^{1/2}}{z k_{B}T} \right) \right] dz,$$  \hspace{1cm} (4)

where the integral sums over the whole depth of the Coulombic well, $m^*_{e}$ is the effective mass of the electron, and $\hbar$ is the Planck constant divided by $2\pi$. The total current emitted by Coulombic trap states ($I_{CT}$) has to take into account both contributions, it is thus proportional to the sum of $e_{PF}$ and $e_{PhaT}$:

$$I_{CT} = I_{0}^{CT}(e_{PF} + e_{PhaT}),$$  \hspace{1cm} (5)

where the factor $I_{0}^{CT}$ converts the emission rate into current, it is proportional to the density of traps ($N_T$) which are actually contributing to the conduction process.

In Sections IV and V, we try to fit the experimental I-V-T curves with Equations (2) and (5) to verify whether the introduced conduction mechanisms can describe the transport properties of the NW-LEDs.

IV. ANALYSIS OF THE I-T CHARACTERISTICS

The leakage current in the reverse bias regime was investigated by means of temperature-dependent I-V measurements for temperatures ranging from 83 to 403 K. The data were acquired in a dark ambient by means of cold finger cryostat filled with liquid nitrogen and a semiconductor parameter analyser, model HP 4155. Figure 4 shows the evolution of the reverse current with the reciprocal temperature, $1/T$, for five different applied biases. In the graph, two main regions are clearly identifiable. For temperatures lower than approximately 240 K (namely, $1/T > 4.16 \times 10^{-3}$ K$^{-1}$), the current varies slowly with temperature, while above 240 K a rather fast change in the slopes of the curves is visible. This behaviour suggests the presence of at least two different conduction channels, one of which is thermally activated.

The current-temperature (I-T) curves were fitted by means of Equation (2), using as fitting parameters $T_{0}^{VRH}$ and $T_{0}$, and keeping $C_{VRH}$ constant and equal to $2 \times 10^{-18}$ C$^2$ m$^{-2}$ eV$^{-2}$. A detailed discussion of the role and the meaning of the fitting parameters is presented in Section VI. The VRH model, depicted by the dashed-dotted lines in Figure 4, can well describe the temperature dependence of the reverse current only for $T \leq 240$ K and biases ranging from $-0.5$ to $-5$ V. For higher negative biases, corresponding to higher electric fields in the depletion region, the discrepancy between experimental points and VRH model becomes larger and larger. The value of $T_{0}$ obtained from the fit of the data related to a bias of $-5$ V, namely, $1 \times 10^8$ K, is about one order of magnitude lower than the ones reported by Shan et al. and Jung and Kim for planar (In,Ga)N/GaN LEDs. This would indicate the presence of a higher density of traps, $N_T$, in the NW-LEDs than in the planar counterparts (in fact, $N_T \propto D_T \propto 1/T_0$), thus supporting the outcome obtained by the DLTS measurements.

![Figure 4: I-T characteristics of the NW-LED measured at five different reverse biases for temperatures ranging from 83 to 403 K (symbols). The data were fitted using Equations (2) and (6), indicated by the dashed-dotted and solid lines, respectively.](image-url)
Above 240 K, a rapid increase of the current with temperature is observed. This behaviour seems to suggest the appearance of a thermally activated emission process different from VRH. The temperature dependence of the current emitted by trap states with thermal activation energy \( E_a \) can be written as \[^{46}\]

\[
I_T = AT^2 \exp \left(- \frac{E_a}{k_B T} \right), \quad (6)
\]

where \( A \) is a proportionality factor which produces an almost rigid vertical shift of the curve, whereas \( E_a \) defines its slope. It is worth noting that the temperature dependence defined by Equation (6) coincides with the main temperature dependence of the current emitted by Coulombic traps, see Equations (3)–(5). The fit of the data is represented by the solid lines in Figure 4; the evolution of the current is qualitatively described by Equation (6) for temperatures higher than 300 K. Two different slopes of the curves are obtained, corresponding to two different activation energies: \( E_a \approx 150 \text{ meV} \) for \( |V| \leq 3 \text{ V} \) and \( E_a \approx 570 \text{ meV} \) for \( |V| \geq 5 \text{ V} \). Interestingly, the latter activation energy is equal to the one obtained by means of DLTS for trap T1; therefore, these defects are most likely responsible for the current conduction properties of the NW-LEDs at temperatures and absolute biases higher than 240 K and \( -5 \text{ V} \), respectively. The energy \( E_a \approx 150 \text{ meV} \) might be related to the activation of shallow traps close to the valence band; however, its actual origin remains to be understood. The low bias regime is further discussed in Section VI.

The analysis of the I-T curves thus suggests that the current conduction is dominated by VRH at low temperatures and small reverse biases (\( T \approx 240 \text{ K} \) and \( |V| \leq 5 \text{ V} \)). At high temperatures and biases (\( T \approx 300 \text{ K} \) and \( |V| \geq 5 \text{ V} \)), the dominating transport mechanism is likely due to thermally activated emission from deep states located 570 meV below the conduction band edge in the depletion region of the NW-LED.

V. ANALYSIS OF THE I-V CHARACTERISTICS

Both I-T and DLTS measurements support the idea that deep states located 570 meV below the CBM significantly contribute to the current transport in reversely biased NW-LEDs. However, the mechanism by which the charge carriers overcome the energy gap present between the VBM and these trap states located in the vicinity of the CBM has still to be understood. A possible explanation could be that electrons from the VBM of p-type GaN tunnel into shallow states, and then move towards the other side of the band gap by multiple hops. A schematic description of this conduction model is depicted in Figure 5. A similar idea has already been employed to describe the reverse leakage current in planar (In,Ga)N/GaN LEDs. \(^{17}\)

In order to elucidate the role of the different transport mechanisms in details, we develop in the following a physical model that allows the quantitative description of I-V curves over a large range of reverse biases and temperatures. In our model, we assume that the electron hopping from the VBM up to the trap states located 570 meV below the CBM is well described by the VRH process. Already few tens of defects in the depletion region of the NW-LEDs (corresponding to densities in the range \( 10^{16} - 10^{17} \text{ cm}^{-3} \)) can enable the VRH conduction across the band gap. In fact, in the investigated sample, the average hopping distance \([\text{defined as } \langle R \rangle = a(T_0/T)^{1/4}]^{47}\) is of the order of tens of nanometres, thus making possible electron flow across the entire depletion region with few hops. For \( T = 200 \text{ K} \) and assuming \( a = 2.8 \text{ nm} \) and \( T_0 = 5 \times 10^5 \text{ K} \), we obtain \( \langle R \rangle \approx 20 \text{ nm} \). Once the electrons reach the vicinity of the CBM, they are trapped by the Coulombic potential surrounding the deep states, and then emitted by means of a thermally activated process, namely, PhaT and the PF effect. The model is schematically represented by the band diagram in Figure 5, where the QWs and the EBL are omitted for sake of simplicity. Note that the trap states involved in the current conduction might be located in the (In,Ga)N QWs, in the GaN barriers, and also in the (Al,Ga)N EBL. Because of polarization effects in nitride semiconductors, the magnitude of the electric fields in these three regions differs. In our model, we consider only an average value of the electric field, which is assumed to be constant in the entire active region for a given applied bias. Furthermore, it is worth pointing out that the QWs could facilitate the current transport between VBM and CBM since they shrink the band gap, whereas the EBL has little influence on current conduction in reverse bias.

In general, each charged trap state could emit electrons by means of VRH, PhaT, and the PF effect. Nevertheless, the last two mechanisms are unlikely to occur in deep levels located far from the CBM (or from the VBM) because of the high energy barrier that the electron has to overcome; in these cases, it is more likely for an electron to hop to the...

---

**Figure 5.** The schematic depicts the depletion region of the p-i-n junction under reverse bias, for sake of simplicity the (In,Ga)N QWs are omitted. The electrons hop (VRH) from the VBM up to the CT states located 570 meV below the CBM. Then, the electrons are emitted by means of the PF effect and PhaT.
next localized state. In contrast, in trap states close to the CBM, the current transport should be dominated by PhaT and the PF effect rather than VRH; in fact, in these cases the emission of electrons into the continuum states in the conduction band should be more favourable than hopping. In this picture of the system, the VRH mechanism acts as charge carrier supplier for the Coulomb trap (CT) states close to the CBM (see Figure 5). Therefore, the VRH conduction channel can be considered in series to the CT system described by PhaT and the PF effect. The total electron leakage current across the band gap \(I_{\text{tot}}\) can be expressed by the analytical relation

\[
I_{\text{tot}} \approx \frac{I_{\text{VRH}}I_{\text{CT}}}{I_{\text{VRH}} + I_{\text{CT}}},
\]

where \(I_{\text{VRH}}\) and \(I_{\text{CT}}\) are defined by Equations (2) and (5), respectively. This formula describes the competition between two mechanisms that limit each other, such that the slower process governs the faster one. Shockley and Read found that a similar relation describes the generation-recombination processes in trap states when the mechanism that fills the traps is in competition with the one that empties them.\(^{48}\)

In order to illustrate the success of our model and the key insights we have obtained on its basis, we present initially only a representative subset of the experimental I-V curves that exhibit the most characteristic features. Figures 6(a)–6(c) show the evolution of the reverse current with the applied bias for three different temperatures: 103, 243, and 636 K. The experimental curves exhibit a peculiar hump-like shape. For small reverse voltages, approximately between 0 and −3 V, the leakage current has a nearly linear behaviour (it appears as a logarithmic curve in semi-logarithmic scale, see the orange dashed lines). In contrast, the current increases super-linearly as the reverse voltage is swept from −4 to −10 V. As already discussed in Section IV, the reverse current exhibits also a clear dependence on the temperature, increasing much faster for \(T \approx 240\) K than for low temperatures, compare Figures 6(a) and 6(b). This behaviour is due to the presence of a thermally activated transport mechanism, which dominates the current conduction for temperatures higher than about 240 K.

The current-voltage (I-V) curves were fitted by means of Equation (7). The average electric field \(\langle F\rangle\) in the depletion region was obtained for each applied bias from C-V measurements (data not shown here) and used in place of \(F\) in Equations (2) and (5). The choice of the fitting parameters and their meaning are discussed in detail in Section VI. The resulting fits to the data obtained by means of Equation (7) are shown by the magenta solid lines in Figures 6(a)–6(c). The different contributions, namely, \(I_{\text{VRH}}\) and \(I_{\text{CT}}\), are depicted by the red dashed-dotted and blue dotted lines, respectively. At low temperature (\(T = 103\) K), VRH would potentially supply much more current than the one that the CT states are able to emit (compare red and blue curves). The total current is thus limited by the low emission rate of the CT states. For negative biases higher than about −4 V, the data are perfectly fitted by \(I_{\text{CT}}\). At intermediate temperature (\(T = 243\) K), the thermally activated emission rate of the CT states significantly increases, and the charge carriers supplied by VRH for biases between 0 and −6 V are not able to follow the fast emission rate of the CT states any longer. In this bias range, the low emission rate of the VRH process limits the current emitted by the CT states. In contrast, for reverse voltages higher than −6 V, the emission rate of the VRH process overtakes the one of the CT, and the total current is again limited by the emission from CT states. At high temperature (\(T = 363\) K), the evolution of the I-V curves is similar to the one observed at \(T = 243\) K. A quantitative comparison of the two contributions describing the electron emission from the CT state reveals that PhaT dominates over the PF effect for all the considered temperatures.

The mutual interaction of VRH and emission from CT states describes fairly well the I-V curves for \(|V| \approx 3\) V; nevertheless, in the low bias (low field) regime neither Equation (2) nor Equation (5) can describe the voltage dependence of the measured current. In order to fit the experimental data points in the low bias regime, another term with linear dependence on the voltage (called \(I_{\text{RP}}\)) was added to Equation (7). Hence, the total reverse current becomes

\[
I'_{\text{tot}} = I_{\text{tot}} + I_{\text{RP}} = \frac{I_{\text{VRH}}I_{\text{CT}}}{I_{\text{VRH}} + I_{\text{CT}}} + \frac{V}{R_{\text{P}}},
\]

where \(R_{\text{P}}\), named parallel resistance, is an empirical parameter that takes into account further parallel leakage mechanisms not included in our model. The physical origin of this Ohmic-like contribution is unclear. It might be related to additional leakage current paths present on the surface of the NWs or to other types of band-to-band tunnelling not
considered in this study; for example, similar to the one responsible for the low forward bias current conduction in (In,Ga)N/GaN LEDs. Another possible explanation could be a weaker field dependence of the VRH at low electric fields, as predicted by Hill. The contribution of the linear term defined by $I_R$, is depicted by the orange dashed lines in Figure 6; it describes very well the experimental data points for $|V| \approx 3$ V.

The final fits of the I-V curves with Equation (8) are shown in Figure 7 for different temperatures ranging from 83 to 403 K. The agreement with the data points is excellent in the entire bias range and for all the temperatures up to 323 K. For higher temperatures, some discrepancy occurs, but the qualitative behaviour is still well described by the employed model. From the analysis of the data, we can conclude that the peculiar hump-like shape observed in the I-V curves in reverse bias is likely due to the fast increase of the emission rate of the CT states with temperature.

VI. DISCUSSION OF THE FITTING PARAMETERS

Both I-T and I-V curves were fitted by means of Equation (2), which is characterized by five quantities: $I_{0}^{\text{VRH}}$, $T_0$, $C_{\text{VRH}}$, $T$, and $F$. The latter two ($T$ and $F$) are defined by the measurement conditions. The parameters $C_{\text{VRH}}$ and $T_0$ define the steepness of the curves; however, because of their different weight in Equation (2), they influence the curvature of the plots differently. By means of a process of iterative optimization, see Appendix, it was possible to minimize the discrepancy between the experimental I-V data and the fit. The operation was repeated for different values of $C_{\text{VRH}}$ and for various temperatures. The optimum curvature and, hence, the best fits to the data were obtained for $C_{\text{VRH}} \approx 2 \times 10^{-18}$ m$^2$ eV$^{-2}$ in a wide range of temperatures. Thus, this value of $C_{\text{VRH}}$ was kept constant for all the fits. Assuming a localization radius ($a$) of the wave function describing the trapped charge carriers equal to the Bohr radius of an electron bound to an oxygen donor in GaN, namely, $a \equiv a_B = 2.8$ nm, we obtain $U \approx 135$ meV, which is a reasonable value for the scale factor of the DOS distribution. The two remaining parameters, $I_{0}^{\text{VRH}}$ and $T_0$, were used to fit the experimental data; $T_0$ controls the slope of the curves, whereas a variation of $I_{0}^{\text{VRH}}$ produces an almost rigid vertical shift of the VRH current.

The emission from the Coulomb trap states described by Equation (5) is characterized by six quantities: $I_{0}^{\text{CT}}$, $E_T$, $\beta$, $m_e^*$, $T$, and $F$. Again, the latter two are defined by the measurement conditions. In our model, we assumed that the CT states have the same nature as the trap $T_1$ observed by DLTS (i.e., $N_{\text{Ga}}$ defects), the parameter $E_T$ was thus chosen equal to $E_{T_1} = 570$ meV. Assuming doubly ionized Coulomb centres (i.e., $Z = 2$), as expected for $N_{\text{Ga}}$ defects in GaN, and using the static relative permittivity of GaN $\varepsilon_r = 9.7$, we obtained $\beta = 3.45 \times 10^{-5}$ eV V$^{-1/2}$ m$^{1/2}$. The two remaining parameters, $I_{0}^{\text{CT}}$ and $m_e^*$, were used to fit the experimental data; $m_e^*$ changes the slope of the curves, whereas a variation of $I_{0}^{\text{CT}}$ produces an almost rigid vertical shift. Finally, the reverse current at low negative biases was described by means of the empirical parameter $R_P$.

All in all, we were able to model both the voltage and the temperature dependence of the reverse leakage current observed in NW-LEDs by means of only five parameters. Since these parameters are independent from each other, they can be unequivocally determined within a certain inaccuracy, which we estimate to be smaller than a few percent (see Appendix). The values employed to fit the I-V curves are listed in Table I and are discussed below.

![Figure 7. Experimental I-V curves in reverse bias (data points) and fits (solid lines) with Equation (8) plotted in semi-logarithmic scale. The curves correspond to temperatures of 83, 123, 163, 203, 243, 303, 323, 343, 363, and 403 K (from bottom to top).](image-url)

### Table I. List of the parameters obtained by fitting the I-V curves for temperatures ranging from 83 to 403 K.

| T (K) | $I_{0}^{\text{VRH}}$ (mA) | $T_0 \times 10^6$ K | $I_{0}^{\text{CT}}$ (A) | $m_e^*/m_e$ | $R_P$ (GΩ) |
|-------|-----------------|-----------------|-----------------|-------------|--------|
| 83    | 0.06            | 1.0             | 2.4 $\times 10^{-6}$ | 0.10        | 3.40   |
| 103   | 0.07            | 1.3             | 3.0 $\times 10^{-6}$ | 0.10        | 3.25   |
| 123   | 0.08            | 1.5             | 3.5 $\times 10^{-6}$ | 0.10        | 3.25   |
| 143   | 0.10            | 1.8             | 4.4 $\times 10^{-6}$ | 0.10        | 2.95   |
| 163   | 0.13            | 2.1             | 5.8 $\times 10^{-6}$ | 0.10        | 2.70   |
| 183   | 0.15            | 2.5             | 9.1 $\times 10^{-6}$ | 0.11        | 2.15   |
| 203   | 0.14            | 2.8             | 2.1 $\times 10^{-5}$ | 0.17        | 1.60   |
| 223   | 0.15            | 3.0             | 3.3 $\times 10^{-5}$ | 0.17        | 1.15   |
| 243   | 0.05            | 2.6             | 6.7 $\times 10^{-5}$ | 0.15        | 0.50   |
| 263   | 0.03            | 3.4             | 4.3 $\times 10^{-5}$ | 0.05        | 0.37   |
| 283   | 0.03            | 3.9             | 1.3 $\times 10^{-4}$ | 0.12        | 0.32   |
| 303   | 0.03            | 3.8             | 3.5 $\times 10^{-4}$ | 0.22        | 0.35   |
| 323   | 0.06            | 4.0             | 6.0 $\times 10^{-4}$ | 0.22        | 0.36   |
| 343   | 0.20            | 4.3             | 1.8 $\times 10^{-3}$ | 0.25        | 0.23   |
| 363   | 1.00            | 4.6             | 5.9 $\times 10^{-3}$ | 0.26        | 0.21   |
| 383   | 2.80            | 4.4             | 7.5 $\times 10^{-3}$ | 0.20        | 0.13   |
| 403   | 3.00            | 4.7             | 8.5 $\times 10^{-3}$ | 0.20        | 0.12   |
exponential increase of $I_0^{VRH}$ is observed. The slope of the Arrhenius plot (see grey dotted-dashed line) indicates a thermal activation energy ($E_a$) of this process roughly equal to 540 meV. Interestingly, this value is very close to the energy of the Coulomb traps obtained from the analysis of both DLTS and I-T measurements. Such a strong temperature dependence of the pre-exponential factors would suggest that for temperatures higher than about 300 K the charge carriers transport between deep level states is no longer described by VRH [i.e., Equation (2)]. Indeed, this conduction mechanism is supposed to dominate only at low temperatures, when the hop into remote trap states with energy close to $E_T$ is more favourable than the hop into neighbouring states with energies very different than that of the supply trap. In contrast, at high temperatures, the hopping into close states with energies higher than $E_T$ is favoured; this transport mechanism is usually referred to as nearest-neighbour hopping and is characterized by a temperature dependence stronger than that of VRH. At temperatures lower than about 200 K, the pre-exponential factor $I_0^{CT}$ exhibits an almost quadratic dependence on temperature, as shown by the grey dashed curve in Figure 8. Such a residual temperature dependence of $I_0^{CT}$ was theoretically predicted by Hill.

The parameter $T_0$ slightly increases with temperature; nevertheless, it has a relative small variation, less than a factor five in a range of 320 K. The average value of this parameter is $T_0^{avg} \approx 2 \times 10^6$ K. From $T_0^{avg}$, one can estimate the density of traps involved in the VRH conduction process by means of the formula

$$N_T^{VRH} \approx \frac{36U}{k_B T_0^{avg}} a^3. \quad (9)$$

Assuming $a = 2.8$ nm and $U = 135$ meV, we obtained an average density of traps involved in the VRH conduction of about $1 \times 10^{18}$ cm$^{-3}$. This value is approximately 20 times higher than the one estimated from DLTS measurements for the deep states $T_1$, probably because the VRH involves more traps distributed over a wide range of energies in the band gap. Unfortunately, the lack of experimentally determined values for the parameters $a$ and $U$ casts some doubt on the validity of this estimate. In particular, because of the strong (cubic) dependence of $N_T$ on $a$, the value of the density of traps can be adjusted over three orders of magnitude by choosing different values of $a$ (which is unknown) in the range 1–10 nm.

The values of the effective electron mass ($m_e^*$) used to control the slope of the current emitted by CT states vary very little with temperature. The employed values of $m_e^*$ agree very well with the ones obtained from theoretical studies ($m_e^* = 0.13 - 0.2 m_e$) and experimental studies ($m_e^* = 0.22 m_e$ at $T = 300$ K) studies for GaN.

The leakage current in the low bias regime ($|V| \leq 3$ V) is described by the parallel resistance $R_p$; for sake of completeness, we discuss also the temperature dependence of this empirical parameter. To this end, we make use of the electrical conductance, defined as the inverse of the parallel resistance: $G_p = 1/R_p$. Figure 9 shows the Arrhenius plot of $G_p$. At low temperatures, the electrical conductance varies very slowly, whereas for $T \approx 180$ K a much faster increase of this parameter is observed. This behaviour would suggest the coexistence of different conduction mechanisms also at low biases, one of which is activated at high temperatures. From a linear interpolation of the data in the Arrhenius plot (see magenta dotted-dashed line), we have estimated a thermal activation energy ($E_a$) of the conduction mechanism dominant at high temperatures equal to $(90 \pm 10)$ meV. However, to clarify the physical origin of this activation energy, further studies are required.

In conclusion, we point out that the values of all the physical parameters employed in our model are either

![FIG. 8. Arrhenius plot of the pre-exponential terms; the violet diamond and the red circle points represent the parameters $I_0^{VRH}$ and $I_0^T$, respectively. The grey dotted-dashed line is a linear interpolation of the data at high temperatures, whereas the grey dashed curve depicts a hypothetical quadratic temperature dependence of the current ($I \propto T^2$).](image1)

![FIG. 9. Arrhenius plot of the electrical conductance ($G_p$) obtained in the low bias regime ($|V| \leq 3$ V) from the empirical parameter $R_p$. The magenta dotted-dashed line is a linear interpolation of the data at high temperatures.](image2)
comparable to the ones reported in literature or compatible with the expected theoretical behaviour. In addition, they provide a rather good description of the experimental measurements. Therefore, it seems fair to conclude that the developed model provides a reasonable and compelling description of the physical origin of the reverse leakage current in NW-LEDs.

VII. CONCLUSION

The transport mechanisms in reversely biased NW-LEDs based on (In,Ga)N/GaN heterostructures have been carefully investigated by means of DLTS and temperature-dependent I-V measurements. The DLTS measurements have revealed the presence of two main deep states at energies of 570 ± 20 and (840 ± 30) meV below the CBM in the active region of NW-LEDs. These defects exhibit a relatively high concentration in the range of 5 × 10^{16} cm^{-3}. The comparison of the signatures of the observed electron traps with the ones reported in literature has indicated that the deep states might originate from nitrogen antisite defects \( N_{Ga} \), and perhaps also from chains of BDs at the edge of coalescing NWs and dangling bonds present on the free sidewalls. It was recently demonstrated that the latter issue can be significantly mitigated by an adequate surface passivation. The other points are more challenging to overcome. For example, it is well known that III/V flux ratio and crystal polarity play an important role in the formation of point defects. In particular, a high N flux could promote the formation of Ga vacancies and nitrogen antisite defects. We could thus speculate that lower N fluxes, possibly also characterized by a smaller amount of ions, could reduce the density of native defects in NWs, but it has to be kept in mind that excess N is needed for NW growth. A similar result could also be achieved by growing the NWs at unusually high temperatures. In addition, an improved alignment or reduced number density of the NWs could decrease their coalescence degree and consequently also the formation of the related boundary dislocations.

The information about deep levels obtained via DLTS measurements has been used to develop a comprehensive physical model able to describe quantitatively the peculiar temperature dependence of the I-V characteristics of reversely biased NW-LEDs. In our model, we have combined in a single mathematical expression different types of conduction mechanisms associated to various types of band gap states. In particular, we have found that at moderate and high reverse biases (from \(-3\) to \(-10\) V), the current conduction can be described by the interaction of two competing mechanisms, namely, VRH and emission from CT states described by means of PhaT and the PF effect. These results provide a deeper insight of the charge transport mechanisms present in GaN-based NW-LEDs and suggest a possible way to improve the performance of such devices. Furthermore, the assumptions made in the model as well as the considered transport mechanisms are not bound to the morphology of the sample, thus they should remain valid also for planar devices based on III-N heterostructures. Consequently, the developed model can be in principle applied, adjusting the relevant parameters, also to conventional planar LEDs.
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APPENDIX: FITTING METHOD

In order to determine the optimum value of the fitting parameters, the “degree of missfit” \( \Xi \) was minimized. This quantity describes the discrepancy between experimental data and calculated curves; it is defined as

\[
\Xi = \sum_{i=1}^{\nu} \left| \log \frac{I_{\text{fit}}}{I_{\text{data}}} \right|
\]

where \( \nu \) is the number of measured data points, while \( I_{\text{fit}} \) and \( I_{\text{data}} \) represent the current at the point \( i \) evaluated through Equation (8) or measured. The logarithmic function is zero when both contributions are equal. The sum over the entire set of data points provides a good estimate of the quality of the fit.

The reverse bias range can ideally be divided into three regions: low voltages, from 0 to about \(-3\) V, moderate voltages, roughly between \(-3\) and \(-6\) V, and high voltages, for biases between \(-6\) and \(-10\) V. Each bias range is dominated by one conduction process. In particular, the linear contribution defined by \( R_p \) describes the low voltage regime, whereas moderate and high bias regions are dominated by VRH and emission from CT states, respectively. For this reason, the current in each region can be modelled by means of only one or two parameters. The optimal values of the relevant parameters in each voltage range were found by minimizing \( \Xi \). Due to the fact that the parameters are independent, it is rather unlikely to find multiple local minima and, therefore, a single set of parameters can be unequivocally determined. The best fit was deemed to have been achieved when, upon varying any of the parameters by 1% of its value, the calculated current differed from the one by a factor smaller than \( \pm 10\% \); namely, \( \Xi \leq \nu \log[1 \pm 0.1] \). Hence, we obtained errors of the fitting parameters smaller than few percent of their values. Note that the sensitivity of the total current to the parameters is rather high; in other words, a small change of their values produces a big variation of the calculated current.
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