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Abstract
Second-order reliability methods are commonly used for the computation of reliability, defined as the probability of satisfying an intended function in the presence of uncertainties. These methods can achieve highly accurate reliability predictions owing to a second-order approximation of the limit-state function around the Most Probable Point of failure. Although numerous formulations have been developed, the lack of full-scale comparative studies has led to a dubiety regarding the selection of a suitable method for a specific reliability analysis problem. In this study, the performance of commonly used second-order reliability methods is assessed based on the problem scale, curvatures at the Most Probable Point of failure, first-order reliability index, and limit-state contour. The assessment is based on three performance metrics: capability, accuracy, and robustness. The capability is a measure of the ability of a method to compute feasible probabilities, i.e., probabilities between 0 and 1. The accuracy and robustness are quantified based on the mean and standard deviation of relative errors with respect to exact reliabilities, respectively. This study not only provides a review of classical and novel second-order reliability methods, but also gives an insight on the selection of an appropriate reliability method for a given engineering application.
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1 Introduction
Reliability analysis is widely used in industrial applications, ranging from structural (Chojaczyk et al. 2015; Mansour et al. 2019a; Hultgren et al. 2021a) and mechanical engineering (Papadimitriou et al. 2020; Sandberg et al. 2017) to materials design (Liu et al. 2018; Mansour et al. 2019b; Alzweighi et al. 2020). Regardless of the application, the reliability is defined as the probability that an intended function is satisfied in the presence of uncertainties. It is typically predicted during the design stage in order to avoid the catastrophic consequences of failure with substantial certainty. The fundamental task of reliability analysis is to compute the reliability defined by the probability integral (Choi et al. 2007).

\[ r = \Pr \{ g(X) \geq 0 \} = \int_{g(X) \geq 0} f_X(x) \, dx \]  

(1)

or the probability of failure given by

\[ p_f = 1-r = \Pr \{ g(X) < 0 \} = \int_{g(X) < 0} f_X(x) \, dx, \]  

(2)

where \( X = [X_1, X_2, \ldots, X_n]^T \) is a vector of random input variables, \( f_X(x) \) is the Joint Probability Density function (PDF) of...
X, and \( g(X) \) is a limit-state function. The limit state is defined by \( g(X) = 0 \) and the failure event is indicated by \( g(X) < 0 \). Generally, the probability of failure is computed for an implicitly given \( g(X) \), since the explicit analytical expression is unknown. This is typical for numerous engineering applications where each evaluation of \( g(X) \) involves a black-box simulation such as Finite-Element Analysis (FEA) (Gu et al. 2001; Hultgren et al. 2021b).

Direct assessment of the multidimensional integral is generally difficult or even impossible to perform. One method to evaluate the integration is Monte-Carlo (MC) simulation (Wang et al. 2019). However, when the reliability is very high (approaching 1.0), the computational effort of MC simulation is prohibitively expensive (Du and Chen 2000). Therefore, Hasofer and Lind (Hasofer and Lind 1974) proposed the concept of the Most Probable Point of failure (MPP) to approximate the integration. The most widely used approximation methods based on this concept are the First-Order Reliability Method (FORM) (Hasofer and Lind 1974; Hohenbichler and Rackwitz 1982; Der Kiureghian and Dakessian 1998) and second-order reliability methods (SORM) (Breitung 1984; Tvedt 1990; Tvedt 1984; Zhao and Ono 1999a; Hohenbichler et al. 1987; Köylüoğlu and Nielsen 1994). In these methods, a transformation is first performed from the original distributed variables to independent standard normal variables. Thereafter, the MPP, which has the highest probability density at the limit state in the standard normal space, is found by an optimization procedure. This optimization necessitates the iterative evaluations of the generally computationally expensive limit-state function \( g(X) \), and specialized algorithms aiming at maintaining the convergence efficiency have therefore been developed (Wu and Wirsching 1987; Leping and Grandhi 1994). In FORM, the limit-state function is linearized at the MPP and the probability of failure is directly computed from the distance from the origin to the MPP (Mansour and Olsson 2018), denoted as the first-order reliability index. However, approximating the probability of failure using a linear function can result in high inaccuracies, which limits the applicability of FORM for engineering applications (Eamon et al. 2005; Schuëller et al. 2004). In SORM, the limit-state is approximated by a quadratic function using a second-order Taylor expansion at the MPP, in order to achieve higher accuracy in the probability estimates. In the traditional SORMs proposed by Breitung (Breitung 1984) and Tvedt (Tvedt 1990; Tvedt 1983), a rotational transformation is performed after the second-order Taylor expansion (Madsen et al. 2006). The general quadratic function is thereafter approximated by a paraboloid, by ignoring the last row and last column in the transformed Hessian matrix (Choi et al. 2007; Mansour and Olsson 2014). Finally, the probability of failure is analytically computed from the curvatures of the parabola and the first-order reliability index based on asymptotic formulas (Breitung 1984; Zhao and Ono 1999a; Tvedt 1983).

Various modifications have been made to the traditional SORMs proposed by Breitung and Tvedt. Hohenbichler and Rackwitz (Hohenbichler and Rackwitz 1988) improved the accuracy of reliability analysis when all curvatures at the MPP have the same sign. Cai and Elishakoff (Cai and Elishakoff 1994) proposed a refined second-order reliability method used for curvatures with different signs. Köylüoğlu and Nielsen (Köylüoğlu and Nielsen 1994) developed three approximations for the SORM integrals, applied for positive, negative, and mixed curvature signs at the MPP. Zhao and Ono (Zhao and Ono 1999b) provided an empirical closed-form formula which does not necessitate the rotational transformation involved in the aforementioned SORMs.

Recently, SORMs based on the general quadratic approximation of the limit-state have been proposed. These methods take into account all elements of the Hessian matrix as opposed to the parabolic SORMs. In this category, Mansour and Olsson (Mansour and Olsson 2014) proposed closed-form probability expressions based on asymptotic expansions of the sum of non-central chi-squared distributions. Hu and Du (Hu and Du 2018a) and Huang et al. (Huang et al. 2018) integrated the saddlepoint approximation method with SORM to further improve the accuracy of the reliability analysis. Lee et al. (Lee et al. 2012) proposed a general quadratic SORM using non-central chi-squared distributions which was later improved by Park and Lee (Park and Lee 2018).

In numerous engineering applications, reliability may vary with respect to time if the associated limit-state function involves dynamic parameters, such as time-dependent load processes and deterioration of material performance. The time-dependent reliability analysis methods can roughly be classified into three groups. The first group of methods convert time-dependent reliability analysis into time-independent reliability analysis using the extreme value of the time-dependent limit-state function. Thereafter, static reliability analysis methods such as FORM and SORM can be applied. For instance, the time-variant reliability analysis method based on stochastic process discretization method (TRPD) (Jiang et al. 2014) discretizes the random process into random variables, and transforms a time-variant reliability problem into a conventional time-invariant system reliability problem. The extreme value response method (Wang and Wang 2012) converts the time-dependent reliability analysis to a time-independent one by building a Kriging model between the design variables and the time when the system response approaches its extreme value. Hu and Du (Hu and Du 2015) proposed a mixed efficient global optimization method employing adaptive Kriging-Monte Carlo simulation to build the surrogate model of the extreme value function as well as a second-order approximation to the extreme value using sequential efficient global optimization (Hu and Du 2019). Singh and Mourelatos (Singh and Mourelatos 2010) introduced the composite limit-state function and identified the
significant MPP to calculate the time-dependent reliability. Du (Du 2014) uses the envelope of instantaneous limit-state functions, which is explicitly related to time, to deal with time-dependent mechanism reliability. The second group includes methods based on the Rice’s formula, in which the key idea is to calculate the upcrossing rate or outcrossing rate using a Poisson distribution assumption. For example, Lutes and Sarkani (Lutes and Sarkani 2003) derived an analytical outcrossing rate for Gaussian stationary processes as well as for general Gaussian stochastic processes (Lutes and Sarkani 2009). Singh and Mourelatos (Singh et al. 2010) developed a lifecycle cost optimization approach using the outcrossing rate as the failure rate, and proposed an importance sampling method to approximate the outcrossing rate (Singh et al. 2011). Zhang and Du (Zhang and Du 2011) derived analytical upcrossing and downcrossing rates followed by a numerical procedure to integrate the two rates to obtain the kinematic reliability. Hu and Du (Hu and Du 2012) employed the upcrossing rate method to calculate the time-dependent reliability of the hydrokinetic turbine blade over its design life period. Moreover, numerous empirical modifications (Hagen and Tvedt 1991; Engelund et al. 1995; Streicher and Rackwitz 2004; Zhang et al. 2011) have been made to the upcrossing rate methods. The third group contains the simulation-based surrogate modeling methods. These methods generally build a surrogate model to replace the limit-state function by evaluating the limit-states at a number of points predefined through Design of Experiment (DoE) (Condra 2018; Holman 2012; Lundstedt et al. 1998). Thereafter, MC simulation can be performed on the surrogate model to compute the reliability. The typical methods include polynomial chaos expansions (PCE) (Hu et al. 2013; Li and Ghanem 1998), Kriging or Gaussian process-based methods (Hu and Mahadevan 2016a; Martin and Simpson 2005; Zhang and Du 2015; Zhu and Du 2016), and machine learning methods (Papadrakakis and Lagaros 2002; Deng et al. 2005).

Besides time, the limit-state function may also involve interval variables that cannot be quantified by the probabilistic model. This is often the case when the information of variables is limited or is expensive to obtain in the early design stage. Therefore, the limit-state function may include mixed variables with both random and interval variables. Several techniques have been developed for reliability analysis with mixed variables. For example, Kang et al. (Kang and Luo 2010; Luo et al. 2009) developed a probability and a convex set mixed model to search for the worst-case point (WCP) and the MPP. A sequential single-loop (SSL) procedure was proposed by Du et al. (Du et al. 2005; Guo and Du 2010) to perform reliability-based design optimization (RBDO) when interval variables are considered. Li et al. (Li et al. 2019) combined the sequential sampling strategy with convex set mixed models to improve the efficiency of RBDO when random variables and interval uncertain variables coexist. Furthermore, Li et al. (Li et al. 2020) proposed a sequential iterative strategy to calculate the worst-case reliability after transferring time-dependent reliability problem into a static reliability one using TRPD. When the worst-case scenario is considered, the reliability problem with mixed variables can be converted to time-dependent problem (Hu and Du 2016).

Although methodologies have been developed for time-dependent and mixed variables reliability problems, the applicability of SORM for these problems is not mature. However, since mixed variables problems can be converted to time-dependent reliability, which in turn can be converted to a static reliability problem, the accuracy of SORM for static reliability evaluation is crucial. Therefore, this comparative study is limited to static problems considering random variables with given probability distributions. As introduced earlier, although a number of SORMs are available for static reliability analysis, their applicability and relative merits have not yet been investigated in a full-scale comparative study. In this paper, the performance of commonly used SORMs is assessed using a large number of quadratic mathematical problems categorized based on the problem scale, curvatures at the MPP, first-order reliability index, and limit-state contour. Each category is further divided into the following classes: small and large for the problem scale; small, large, positive, negative, and mixed for the curvatures; small and large for the first-order reliability index and parabolic or full quadratic for the limit-state contour. Using this detailed testing scheme, the applicability of the different SORMs is evaluated based on the characteristics of the second-order Taylor approximation of the limit-state function. The assessment of the methods is based on three performance metrics: Capability, Accuracy and Robustness. The Capability is a measure of the ability of a method to compute feasible probabilities, i.e., probabilities between 0 and 1. A high Capability is crucial in engineering design, especially in the context of RBDO (Choi et al. 2007; Mansour and Olsson 2016), in which a non-real or negative probability in any iteration may result in non-convergence. The Accuracy is quantified based on the mean relative error with respect to exact reliabilities. The Robustness metric is a measure of the variability in the performance of the method and is therefore quantified based on standard deviation of relative errors.

The remainder of this paper is organized as follows. Section 2 gives a review of the most representative second-order reliability methods, see Fig. 1. This includes three relatively new methods, Mansour and Olsson’s method, the second-order saddlepoint approximation (SOSPA), and Park and Lee’s method, as well as a number of traditional methods, i.e., Breitung’s method, Tvedt’s method, Hohenbichler and Rackwitz’s method, Koyluoglu and Nielsen’s method, Cai and Elishakoff’s method, and Zhao and Ono’s method. The performance of these SORMs is evaluated in Section 3 based on a wide range of quadratic limit-states. In Section 4, three
engineering examples are solved in order to study the performance of SORMs for engineering examples and quantify the error from approximating the limit-state with a quadratic function at the MPP.

2 Second-order reliability methods

In SORM, the original random variables \( \mathbf{X} \) are first transformed into standard normal uncorrelated variables \( \mathbf{U} \). This can be performed using the Rosenblatt transformation (Rosenblatt 1952; Hohenbichler and Rackwitz 1981), the Nataf transformation (Nataf 1962; Liu and Der Kiureghian 1986) which is used in this work, or alternatively using the recently developed analytical transformation proposed by Lu et al. (Lu et al. 2020). The limit-state function \( g_{n}^{(\mathbf{U})} = g(\mathbf{X}) \) is approximated with a second-order Taylor expansion \( g_{n}^{(\mathbf{u})} \) at the Most Probable Point of failure (MPP), denoted by \( \mathbf{u}^{*} \), according to

\[
g_{n}^{(\mathbf{U})} \approx g_{n}^{(\mathbf{u})} = g_{n}^{(\mathbf{u}^{*})} + \nabla g_{n}^{(\mathbf{u}^{*})} \cdot (\mathbf{U} - \mathbf{u}^{*}) + \frac{1}{2} \left( \mathbf{U} - \mathbf{u}^{*} \right)^{T} \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \left( \mathbf{U} - \mathbf{u}^{*} \right),
\]

where \( \nabla g_{n}^{(\mathbf{u}^{*})} \) is the gradient vector at the MPP and \( \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \) is the Hessian matrix. The MPP is defined as the point with the highest probability density on limit-state boundary \( g_{n}^{(\mathbf{U})} = 0 \) and therefore \( g_{n}^{(\mathbf{u}^{*})} = 0 \). It corresponds to the shortest distance from the origin to the limit-state and is therefore obtained by solving a constrained non-linear optimization problem according to

\[
\min_{\mathbf{u}^{*}} \frac{1}{2} \left( \mathbf{U} - \mathbf{u}^{*} \right)^{T} \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \left( \mathbf{U} - \mathbf{u}^{*} \right) \quad \text{s.t.} \quad g_{n}^{(\mathbf{u})} = 0.
\]

All SORMs are derived based on the second-order Taylor approximation of the limit-state according to (3). Next, we will briefly review the commonly used methods, i.e., Breitung’s method, Twedt’s method, Hohenbichler’s method, Koyluoglu’s method, Cai’s method, Zhao’s method, Mansour’s method, SOSPÁ, and Park’s method. These methods fall into two categories, parabolic SORMs and general quadratic SORMs.

### 2.1 Parabolic second-order reliability methods

An exact solution to the probability of failure cannot be directly derived from (3) due to the second-order terms. Therefore, two variable transformations are performed in traditional SORMs. The first transformation \( \mathbf{Z} = \mathbf{T} \mathbf{U} \), where \( \mathbf{T} \) is obtained by a Gram-Schmidt orthogonalization (Choi et al. 2007), rotates the coordinate system so that last coordinate \( Z_{n} \) coincides with the vector \( \mathbf{u}^{*} \) from the origin to the MPP. The limit-state function is rewritten as

\[
g_{n}^{(\mathbf{Z})} = -Z_{n} + \beta + \frac{1}{2} \left( \mathbf{Z} - \mathbf{z}^{*} \right)^{T} \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \left( \mathbf{Z} - \mathbf{z}^{*} \right),
\]

where \( \beta = \| \mathbf{u}^{*} \| \) is the first-order reliability index, \( \mathbf{z}^{*} = [0, 0, \cdots, 0] \) is the MPP in the \( \mathbf{Z} \)-space and

\[
\nabla^{2} g_{n}^{(\mathbf{Z})} = \mathbf{T} \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \mathbf{T}^{T} = \begin{bmatrix} \mathbf{H} & \mathbf{h} \\ \mathbf{h}^{T} & \lambda \end{bmatrix}
\]

is the transformed Hessian matrix. The second equality in (6) follows from partitioning the Hessian matrix

\[
\begin{bmatrix} \mathbf{H} & \mathbf{h} \\ \mathbf{h}^{T} & \lambda \end{bmatrix} = \mathbf{T} \nabla^{2} g_{n}^{(\mathbf{u}^{*})} \mathbf{T}^{T},
\]

where

\[
\mathbf{H} = \sum_{i=1}^{n} h_{i}^{2}, \quad \lambda = \sum_{i=1}^{n} h_{i}^{2},
\]

\( \mathbf{h} = \sum_{i=1}^{n} h_{i} Y_{i} \) are the eigenvectors of \( \mathbf{H} \) with corresponding eigenvalues \( k_{i} \) (Mansour and Olsson 2014). The limit-state function in (5) can therefore be written as

\[
g_{n}^{(\mathbf{Y})} = -Y_{n} + \beta + \frac{1}{2} \sum_{i=1}^{n} k_{i} Y_{i}^{2} + (Y_{n} - \beta) \sum_{i=1}^{n} \gamma_{i} Y_{i} + \frac{1}{2} \lambda (Y_{n} - \beta)^{2}.
\]

It is noted from (7) that \( \gamma_{i} = \frac{\partial^{2} g_{n}^{(\mathbf{Y})}}{\partial Y_{i}^{2}} \), \( i = 1, \cdots, n - 1 \), and

\[
\lambda = \frac{\partial^{2} g_{n}^{(\mathbf{Y})}}{\partial Y_{n}^{2}}
\]

define the components of the last column of the symmetric Hessian matrix \( \nabla^{2} g_{n}^{(\mathbf{Y})} \) evaluated at the MPP. The traditional parabolic SORMs further approximates \( g_{n}^{(\mathbf{Y})} \) by a paraboloid \( p_{n}^{(\mathbf{Y})} \) by setting \( \gamma_{i} = 0 \), \( \forall i \) and \( \lambda = 0 \), i.e., by neglecting the last row and column of the Hessian matrix, resulting in

\[
g_{n}^{(\mathbf{Y})} \approx p_{n}^{(\mathbf{Y})} = -Y_{n} + \beta + \frac{1}{2} \sum_{i=1}^{n} k_{i} Y_{i}^{2}.
\]

The expression in (8) is a function of the distance from the origin to the MPP in \( \mathbf{Y} \)-space defined by the first-order reliability index \( \beta = \| \mathbf{u}^{*} \| \), the main curvatures \( k_{i} \) of the limit-state function \( g_{n}^{(\mathbf{u})} \) at the MPP, and the number of random variables \( n \). An illustration of \( p_{n}^{(\mathbf{Y})} \) in the \( Y_{1}Y_{2} \)-space for the case \( k_{1} > 0 \) and \( k_{2} < 0 \) is shown in Fig. 2 with marked MPP and first-order reliability index. As can be seen, the projected curve on the \( Y_{1}Y_{2} \)-planes is concave when \( k_{1} > 0 \) and convex when \( k_{1} < 0 \). Although the expression is substantially simpler
The probability of failure is computed based on (2) with the integration domain defined using the parabolic approximation $p(\mathbf{Y})$ in (8), i.e.,

$$p_f = (2\pi)^{-\frac{d}{2}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left( -\frac{||\mathbf{Y}||^2}{2} \right) d\mathbf{Y}. \quad (9)$$

A variable transformation $\mathbf{Y} = \beta^{-1} \mathbf{y}$ results in

$$p_f = (2\pi)^{-\frac{d}{2}} \beta^d \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left( -\frac{\beta^2 ||\mathbf{y}||^2}{2} \right) d\mathbf{y}. \quad (10)$$

The integral in (10) is of the form $\int_D \exp(\beta^2 \mathcal{F}(\tilde{\mathbf{y}})) d\tilde{\mathbf{y}}$ for which an asymptotic expansion for $\beta \to \infty$ and two times continuously differentiable functions $\mathcal{F}(\tilde{\mathbf{y}})$ has been derived (Breitung 1986). The domain $D$ is defined by the parabolic equation $-\frac{\mathbf{y}}{\beta} + \frac{1}{2} \sum_{i=1}^{n-1} k_i \beta_i \mathbf{y} = 0$ which has curvatures $\beta_i$ and a Most Probable Point of failure defined by $||\mathbf{y}|| = 1$. Direct application of these properties in the asymptotic expansion (Breitung 1986) results in

$$p_f = (2\pi)^{-\frac{d}{2}} \beta^{-1} \exp \left( -\frac{\beta^2}{2} \right) \prod_{i=1}^{n-1} (1 + k_i / \beta)^{-\frac{1}{2}}. \quad (11)$$

Breitung further approximates the above expression using the asymptotic relation $(2\pi)^{-\frac{d}{2}} \beta^{-1} \exp \left( -\frac{\beta^2}{2} \right) \to \Phi(-\beta)$ as $\beta \to \infty$, where $\Phi(\cdot)$ is the standard normal Cumulative Distribution Function (CDF), yielding

$$P_f, \text{Breitung} = \Phi(-\beta) \prod_{i=1}^{n-1} (1 + k_i / \beta)^{-\frac{1}{2}}. \quad (12)$$

Based on the above derivation, it is clear that the Breitung formula is applicable for large $\beta$. This follows from the asymptotic approximation of the integral in (10) by the asymptotic expansion in (11) as well as the approximation of the latter by (12). Furthermore, the Breitung formula is only applicable for $k_i > -1/\beta, \forall i$, as is seen by (12).

### 2.1.2 Tvedt’s method (Tvedt 1990; Tvedt 1983)

In Tvedt’s method, an asymptotic expansion based on the reliability integral is derived. Since the safe set is given by $p(\mathbf{Y}) \geq 0$, i.e., $Y_n \leq \beta + \frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2$, the reliability can be computed from

$$r = \prod_{i=1}^{n-1} \phi(y_i) \frac{\beta}{\Phi(y_n)} dy_n dy_{n-1} \cdots dy_1, \quad (13)$$

where $\phi(\cdot)$ is the standard normal PDF. Tvedt derived a three-term approximation for this equation by a power series expansion in terms of $\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2$, ignoring terms of orders higher than two (Madsen et al. 2006). The resulting closed-form expression for $p_f$ is given by the three-term approximation

$$p_f, \text{Tvedt} = T_1 + T_2 + T_3, \quad (14)$$

where

$$\begin{align*}
T_1 &= \Phi(-\beta) \prod_{i=1}^{n-1} (1 + k_i / \beta)^{-\frac{1}{2}} \\
T_2 &= \left[ \phi(\beta - \beta_0) \prod_{i=1}^{n-1} (1 + k_i / \beta_0)^{-\frac{1}{2}} \right] \left[ \prod_{i=1}^{n-1} (1 + k_i / \beta) \right]^{-\frac{1}{2}} \\
T_3 &= \left[ \phi(\beta - \beta_1) \prod_{i=1}^{n-1} (1 + k_i / \beta_1)^{-\frac{1}{2}} \right] \left[ \prod_{i=1}^{n-1} (1 + k_i / \beta_1) \right]^{-\frac{1}{2}} \text{Re} \left[ \prod_{i=1}^{n-1} (1 + k_i / \beta_1)^{1/2} \right]
\end{align*} \quad (15)$$

in which Re(·) denotes the real part of a complex number. As can be seen, the first term in (14) is equal to the probability formula proposed by Breitung, i.e., $T_1 = p_f, \text{Breitung}$. The second and third terms, $T_2$ and $T_3$, can be interpreted as correctors to Breitung’s formula aiming at increasing the accuracy for moderate values of $\beta$.

### 2.1.3 Hohenbichler and Rackwitz’s method (Hohenbichler and Rackwitz 1988)

Similar to Tvedt, Hohenbichler and Rackwitz derived a closed-form expression based on a Taylor expansion in terms of $\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2$. The probability integral $p_f$ is first written as in (13) where the inner integral is replaced by...
\[
\int_{-\infty}^{-\beta-\sum_{i=1}^{n-1}k_iY_i^2} \phi(y_n)dy_n = \Phi\left(-\beta-\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\right) \tag{16}
\]

with the integration bounds corresponding to the failure set \(p(Y) < 0\), i.e., \(Y_n < -\beta-\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\). A Taylor expansion of the right-hand side of (16) in terms of \(\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\) is given by

\[
\Phi\left(-\beta-\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\right) \approx \Phi(-\beta) \exp\left[-\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2 \frac{\phi(-\beta)}{\Phi(-\beta)}\right], \tag{17}
\]

which follows from the first-order Taylor expansion \(\ln \Phi(-\beta) \approx \ln \Phi(-\beta) + \phi(-\beta)\phi(-\beta)\) with \(v = -\frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\). Replacing the inner integral according to (16) by its first-order Taylor approximation according to (17) and inserting into the probability integral yields

\[
P_{f, \text{Holmblidhel}} = \Phi(-\beta) \prod_{i=1}^{n-1} \left(1 + k_i \frac{\phi(\beta)}{\Phi(\beta)}\right)^{-1/2}. \tag{18}
\]

This probability formula aims at improving the reliability estimate for moderate \(\beta\) compared to Breitung’s formula. It should be noted that the above expression is asymptotically equivalent to Breitung’s formula for large \(\beta\), since \(\frac{\phi(\beta)}{\Phi(-\beta)} \to \beta\) as \(\beta \to \infty\).

### 2.1.4 Koyluoglu and Nielsen’s method (Köylüoğlu and Nielsen 1994)

In Koyluoglu and Nielsen’s method, the integration domain \([-\infty, \beta + \sum_{i=1}^{n-1} k_i Y_i^2]\) in (13) is divided into the intervals \([-\infty, \beta]\) and \([\beta, \beta + \sum_{i=1}^{n-1} k_i Y_i^2]\), yielding

\[
r = \Phi(\beta) + \int_{-y_1}^{-y_2} \ldots \int_{-y_1}^{-y_2} \phi(y_1) \ldots \phi(y_{n-1}) \left[\Phi\left(\beta + \frac{1}{2} \sum_{i=1}^{n-1} k_i Y_i^2\right) - \Phi(\beta)\right] dy_1 \ldots dy_{n-1}. \tag{19}
\]

Thereafter, the expression \(\Phi(\beta + \sum_{i=1}^{n-1} k_i Y_i^2) - \Phi(\beta)\) is expanded through a McLaurin series in such a way that (19) can be integrated analytically. Three formulas are proposed for different signs of curvatures as follows.

1. For the case when all curvatures are positive, i.e., \(k_i > 0\), \(\forall i = 1, 2, \ldots, n-1\) the probability of failure is given by

\[
P_{f, \text{Koyluoglu}} = \Phi(-\beta) \prod_{i=1}^{n-1} \left(1 + k_i \frac{\phi(\beta)}{\Phi(\beta)}\right)^{-1/2} \tag{20}
\]
2.1.6 Zhao and Ono’s method (Zhao and Ono 1999a)

Rather than using the main curvatures shown in (8), in Zhao and Ono’s method, the limit-state function is approximated by a rotational parabolic function with curvatures equal to the average of the main curvatures, i.e.,

\[ p(Y) = -Y_n + \beta + \frac{1}{2} \frac{K_s}{n-1} \sum_{i=1}^{n-1} Y_i^2, \]  

(26)

where \( K_s = \sum_{i=1}^{n-1} k_i \) is the sum of the main curvatures. The latter can be computed as

\[ K_s = \frac{\text{tr}(\nabla^2 g_u(u^*)) - \alpha \nabla^2 g_u(u^*) \alpha}{\| \nabla g_u(u^*) \|^2}, \]  

(27)

where \( \text{tr}(\nabla^2 g_u(u^*)) \) is the trace of the Hessian matrix evaluated at the MPP and \( \alpha = -\frac{\nabla g_u(u^*)}{\| \nabla g_u(u^*) \|} \) is the unit normal vector to the MPP. The limit-state function \( p(Y) = 0 \) in (26) therefore becomes a combination of a normal random variable \( -Y_n + \beta \) and a random variable \( \frac{1}{2} \frac{K_s}{n-1} \sum_{i=1}^{n-1} Y_i^2 \) with a central chi-square distribution with \( n - 1 \) degrees of freedom. The probability of failure is given by

\[ p_f = \int_0^R \Phi\left( \frac{t}{2R} - \beta \right) f_{\chi^2,n-1}(t) dt, \]  

(28)

where \( f_{\chi^2,n-1}(t) \) is the PDF of the central chi-square distribution and \( R = \frac{2K_s}{n-1} \) is the average main curvature radius. Since a closed form for (28) cannot be obtained, Zhao proposed two empirical closed-form expressions depending on the sign of \( K_s \) according to

\[ p_{f,\text{Zhao}} = \Phi(-\beta) \left( 1 + \frac{\phi(\beta)}{R \Phi(-\beta)} \right) \left( 1 + \frac{2K_s}{3R} \right), K_s \geq 0 \]  

(29)

and

\[ p_{f,\text{Zhao}} = \Phi\left( -\beta \left( 1 + \frac{2.5K_s}{2\pi - 5R + \frac{25(23-5\beta)}{R^2}} \right) \right) \left( 1 + \frac{K_s}{4R} \right), K_s < 0 \]  

(30)

As can be seen from (27), Zhao’s method directly uses the gradient and Hessian in \( u \)-space and bypasses the transformations and eigenvalue analysis in (5)–(8).

2.2 General quadratic second-order reliability methods

Recent research efforts have been focusing on developing closed-form reliability expressions based on the general quadratic approximation \( q_u(U) \) according to (3), which can be written in standard form as

\[ q_u(U) = a + b^T U + U^T C U, \]  

(31)

where

\[ \begin{align*}
    a &= \frac{1}{2} u^T \nabla^2 g_u(u^*) u^* - \nabla g_u(u^*)^T u^* \\
    b &= \nabla g_u(u^*) - \nabla^2 g_u(u^*) u^* \\
    C &= \frac{1}{2} \nabla^2 g_u(u^*)
\end{align*} \]  

(32)

Three methods are studied and these are presented in Sections 2.2.1–2.2.3. These methods use all components of the Hessian matrix as opposed to the parabolic SORMs presented in Section 2.1. It is noted that, inserting \( u^* = \beta \alpha \) where \( \alpha = -\nabla g_u(u^*)/\| \nabla g_u(u^*) \| \) in (32), the SORM limit-state according to (31) is commonly written as

\[ q_u(U) = \beta + \frac{\beta^2 \alpha^T \nabla^2 g_u(u^*) \alpha}{\| \nabla g_u(u^*) \|^2} - \alpha^T \left( \frac{1}{2} \nabla^2 g_u(u^*) \right) U + \frac{1}{2} U^T \nabla^2 g_u(u^*) U \]  

(33)

2.2.1 Mansour and Olsson’s method (Mansour and Olsson 2014)

In Mansour and Olsson’s method, a variable transformation \( \tilde{U} = D^{-1} U \) removing the second-order cross terms in (31) is first performed, where \( D \) is an orthogonal matrix whose column vectors are the eigenvectors of \( C \), and \( \tilde{U} = \left( \tilde{U}_1, \tilde{U}_2, \ldots, \tilde{U}_n \right) \) is an \( n \)-dimensional vector with independent standard normal random variables. Thus, the limit-state function becomes

\[ q_{\tilde{u}}(\tilde{U}) = a + b^T \tilde{U} + \tilde{U}^T \tilde{C} \tilde{U}, \]  

(34)

where \( \tilde{b} = D^T b \) and \( \tilde{C} = D^T C D \). Since \( \tilde{C} \) is diagonal, (34) can be written as

\[ q_{\tilde{u}}(\tilde{U}) = \sum_{i=1}^{n} \tilde{C}_{ii} \left( \tilde{U}_i + \frac{\tilde{b}_i}{2\tilde{C}_{ii}} \right)^2 + a - \sum_{i=1}^{n} \frac{\tilde{b}_i^2}{4\tilde{C}_{ii}}, \]  

(35)
The probability of failure is thus given by

\[ p_t = \Pr \left[ q_u(\mathbf{\tilde{U}}) < 0 \right] = \Pr \left\{ h(\mathbf{\tilde{U}}) = \sum_{i=1}^{n} \mathcal{C}_{ii} \left( \mathbf{\tilde{U}}_i + \frac{\tilde{b}_i}{2\mathcal{C}_{ii}} \right)^2 < \sum_{i=1}^{n} \frac{\tilde{b}_i^2}{4\mathcal{C}_{ii}} - a \right\} . \]  

(36)

The function \( h(\cdot) \) in (36) is a linear combination of non-central chi-squared variables for which Konishi (Konishi et al. 1988) proposed asymptotic expansions of its probability distribution. Based on Konishi’s work, Mansour and Olsson proposed two probabilities of failure formulas depending on the limit-state contour.

For non-elliptic limit-states, i.e., when \( \mathcal{C}_{ii} \) have different signs as well as for the paraboloid case according to (8) regardless of the signs of \( k_0 \), the probability of failure is approximated by the closed-form expression

\[ p_{t,\text{Mansour}} = \Phi(\kappa) - \Phi(\kappa^*) \left[ \sqrt{H_2(\kappa)} \left( \frac{m_3}{m_2\sqrt{m_2}} + \frac{H_3(\kappa)}{9} \frac{m_3^2}{m_2^3} + \frac{H_3(\kappa)}{2} \frac{m_3}{m_2^2} \right) \right] \]

(37)

where \( H_i(\cdot) \) is the \( i \)th probabilists’ Hermite polynomials and

\[ \kappa = -\frac{a + \sum_{i=1}^{n} \mathcal{C}_{ii}}{\sqrt{\sum_{i=1}^{n} \left( 2\mathcal{C}_{ii}^2 + \mathcal{b}_i^2 \right)}} \]

(38)

\[ m_r = \sum_{i=1}^{n} \left( \mathcal{C}_{ii}^r + \frac{r}{4} \mathcal{C}_{ii}^2 \mathcal{b}_i^2 \right) \]

For the elliptic case, i.e., when all \( \mathcal{C}_{ii} \) have the same sign, the probability is approximated by

\[ p_t = \Phi(\kappa^*) \left[ H_3(\kappa^*) \left( \frac{m_3}{2m_2^2} \frac{2m_1}{3m_2^3} + \frac{m_1}{9m_1m_2} \right) + H_3(\kappa^*) \left( \frac{2m_1}{3m_2^2} \frac{3m_1}{5m_1m_2} \right) \right] \]

(39)

and

\[ s = 1 - \frac{2m_1m_3}{3m_2^2} \]

\[ \kappa' = \frac{m_1}{\sqrt{2s^2m_2}} \left[ \left( \frac{q_u}{m_1} \right)^s - 1 - s(s-1)m_2 \frac{m_2}{m_1^2} \right] \]

(40)

\[ q_0 = \sum_{i=1}^{n} \frac{\mathcal{b}_i^2}{4\mathcal{C}_{ii}} - a \]

2.2.2 Second-order saddlepoint approximation (Hu and Du 2018a)

In the Second-Order Saddlepoint Approximation (SOSPA) proposed by Hu and Du, the Cumulant Generating Function (CGF) of the limit-state in standard normal space is first analytically expressed. Thereafter, the saddlepoint approximation is applied to estimate the probability of failure.

To analytically derive the CGF, the cross terms in the second-order Taylor expansion in (31) are first eliminated with the same variable transformation \( \mathbf{\tilde{U}} = \mathbf{D}^{-1} \mathbf{U} \) as in Mansour and Olsson’s method. Equation (34) is then rewritten as

\[ q_u(\mathbf{\tilde{U}}) = \sum_{i=1}^{n} q_u^i(\mathbf{\tilde{U}}) = \sum_{i=1}^{n} \left( \tilde{a}_i + \tilde{b}_i \mathbf{\tilde{U}}_i + \tilde{c}_u \tilde{U}_i^2 \right) \]

(41)

where \( \tilde{a}_i = a/n \), which is further rewritten as

\[ q_u(\mathbf{\tilde{U}}) = \begin{cases} 
\left( \sqrt{\mathcal{C}_u} \mathbf{\tilde{U}}_i + \frac{\tilde{b}_i}{2\sqrt{\mathcal{C}_u}} \right)^2 + \tilde{a}_i - \frac{\tilde{b}_i^2}{4\mathcal{C}_u}, & \mathcal{C}_u > 0 \\
\left( -\sqrt{-\mathcal{C}_u} \mathbf{\tilde{U}}_i - \frac{\tilde{b}_i}{2\sqrt{-\mathcal{C}_u}} \right)^2 + \tilde{a}_i - \frac{\tilde{b}_i^2}{4\mathcal{C}_u}, & \mathcal{C}_u < 0 \\
\tilde{a}_i + \tilde{b}_i \mathbf{\tilde{U}}_i, & \mathcal{C}_u = 0 
\end{cases} \]

(42)

The CGF of \( q_u(\mathbf{\tilde{U}}) \) is given by \( K_q(t) = \sum_{i=1}^{n} K_q^i(t) \) where \( K_q^i(t) \) is the CGF of \( q_u^i(\mathbf{\tilde{U}}) \) computed from (42) according to (Du and Zhang 2010).
where $\bar{d}_i = \bar{a}_i \frac{\bar{b}_i^2}{4\bar{c}_i}$, $\lambda_i = \frac{\bar{b}_i^2}{4\bar{c}_i}$, and $\sigma_i = \sqrt{\text{sign}(\bar{c}_i)\bar{c}_i}$. The CGF can equivalently be written in a more compact form as (Huang et al. 2018).

$$K_q(t) = \bar{a}_i t + \frac{1}{2} \frac{\bar{b}_i^2 t^2}{1-2t\bar{c}_i} + \frac{1}{2} \log\left(\frac{1}{1-2t\bar{c}_i}\right)$$  \hspace{1cm} (44)

Once $K_q(t)$ is available, the saddlepoint $t_s$ is found by solving $K_q(t) = 0$, where $K_q'(t)$ is the first derivative of $K_q(t)$ with respect to $t$. According to the Lugannani and Rice’s (Lugannani and Rice 1980), $p_t$ is computed by

$$p_{1,SOSPA} = \Pr\left\{ q_u(\bar{U}) < 0 \right\} = \Phi(w) + \phi(w) \left(1 - \frac{1}{w}\right)$$ \hspace{1cm} (45)

where

$$\left\{ \begin{array}{l}
w = \text{sgn}(t_s) \left\{ 2 \cdot [K_q(t_s)] \right\}^{1/2} \\
v = t_s [K_q''(t_s)]^{1/2}
\end{array} \right.$$ \hspace{1cm} (46)

$$q_u(\bar{U}) = \|\nabla g_u(u^*)\| \alpha_0 + \frac{1}{2} \left[ \sum_{i \in [1:|\lambda_i|<0]} \left( -2 \|\nabla g(u^*)\| a_i \bar{U}_i + \lambda_i \bar{U}_i^2 \right) + \sum_{i \in [1:|\lambda_i|=0]} \left( -2 \|\nabla g(u^*)\| a_i \bar{U}_i \right) \right]$$ \hspace{1cm} (49)

where the first and second summation extend over all positive integers $i$ satisfying $\lambda_i \neq 0$ and $\lambda_i = 0$, respectively. This is further rewritten as

$$q_u(\bar{U}) = \frac{1}{2} \sum_{i \in [1:|\lambda_i|<0]} \lambda_i (\bar{U}_i + \delta_i)^2 + \|\nabla g(u^*)\| \sum_{i \in [1:|\lambda_i|<0]} a_i \bar{U}_i - \frac{1}{2} \sigma_i^2$$ \hspace{1cm} (50)

where $\delta_i = -\|\nabla g(u^*)\| a_i / \lambda_i$ and $r = \sum_{i \in [1:|\lambda_i|<0]} \lambda_i \delta_i^2 - 2 \|\nabla g(u^*)\| a_0$ are introduced. The probability of failure $p_F = \Pr\left\{ q_u(\bar{U}) < 0 \right\}$ is thus computed by the integral

$$p_{F,\text{Park}} = \Pr\left\{ Q(W) = \sum_{i=1}^{N} Q_i = \sum_{i} d_i W_i < r \right\} = \int_{-r}^{0} f_Q(q) dq$$ \hspace{1cm} (51)

where $d_i = \lambda_i$ and $W_i \sim \chi^2(1, \delta_i^2)$ when $\lambda_i \neq 0$ while $d_i = 2\|\nabla g(u^*)\| a_i \bar{U}_i$ and $W_i \sim \chi^2(0, 1)$ when $\lambda_i = 0$. The PDF of $Q$ in (51) is computed by convolution according to

In (46), $\text{sgn}(t_s) = +1, -1$ or 0, depending on whether $t_s$ is positive, negative, or zero, respectively, and $K_q'(t)$ is the second derivative of $K_q(t)$ with respect to $t$.

2.2.3 Park and Lee—convolution integral (Park and Lee 2018)

Similar to Mansour and Olsson’s method as well as SOSPA, Park and Lee’s method starts with the variable transformation $\bar{U} = D^{-1} U$ in order to remove the second-order cross terms in (31). Using (33), the limit-state is given by

$$\frac{q_u(\bar{U})}{\|\nabla g_u(u^*)\|} = a_0 - a_i^T \bar{U} + \bar{U}^T \bar{C} \bar{U}$$ \hspace{1cm} (47)

where

$$\begin{align*}
a_0 &= \beta + \frac{\beta^2}{2} (\|\nabla g_u(u^*)\|) \\
a_i^T &= \alpha^T \left( 1 + \beta \|\nabla g_u(u^*)\| \right) D \\
\bar{C} &= \frac{1}{2(\|\nabla g_u(u^*)\|)} \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_u]
\end{align*}$$ \hspace{1cm} (48)

and $\lambda_i$ is the $i$th eigenvalue of the Hessian matrix $\nabla^2 g_u(u^*)$. Equation (47) can therefore be written as

\begin{figure}[h]
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\caption{Flowchart of first- and second-order reliability methods}
\end{figure}
\[ f_Q(q) = \left( f_{Q_1} * f_{Q_2} * \cdots * f_{Q_n} \right)(q) \]  

(52)

where the PDF of \( Q_i \) is expressed using the PDF of \( W_i \) as 
\[ f_{Q_i}(q_i) = f_{W_i}(q_i/d_i)/|d_i|. \]

The convolution integral in (52) is computed numerically. Both the efficiency and accuracy of the method is therefore directly affected by the chosen integration bounds and the discretization step used in the numerical convolution. A smaller discretization step and larger integration bounds may be required for the computation of small probabilities with sufficient accuracy. In the remainder of this paper, the integration bounds \([-50,50]\) and \([0,50]\) are chosen for the normal and chi-squared variables, respectively, and the discretization step is 0.001.

### 2.3 Summary of second-order reliability methods

The different steps involved in the most widely used SORMs are summarized in the flowchart in Fig. 3. Given an arbitrary and implicitly given limit-state function \( g(X) \) where \( X \) is a vector of arbitrarily distributed and correlated random variables, the first steps in all SORMs are a transformation to standard normalized independent space \( U \). The MPP, \( u^* \), is thereafter located based on a constrained optimization problem, which is followed by a quadratic approximation \( q_u(U) \) of the limit-state function \( g_u(U) \) at the MPP. For all methods, except Zhao’s, Mansour’s, Park’s and SOSPA, see Fig. 3, a variable transformation \( U \rightarrow Z \) aiming at rotating the coordinate system so that the last coordinate coincides with the vector \( u^* \) from the origin to the MPP is performed. The leading submatrix \( \mathbf{H} \) of the Hessian matrix in \( Z \)-space is diagonalized and the limit-state function is approximated by a parabola by neglecting \( \gamma \) and \( \lambda \) in the quadratic function according to (7). The probability of failure is finally computed from the curvatures of the parabola and the first-order reliability index. For Zhao’s method, a rotational transformation to \( Z \)-space is not necessary since the probability of failure is a function of the average curvatures at the MPP computed in \( U \)-space, see (27). Similarly to Zhao’s method, in Mansour’s method Park’s method and SOSPA, a rotational transformation to \( Z \)-space is not necessary. These methods are based on a full quadratic approximation of the limit-state function and not on parabolic expressions. The full Hessian matrix \( 2\mathbf{C} \) in \( U \)-space, see (31), is diagonalized, followed by approximate expressions of the probability of failure.

### 3 Testing problems and scheme

#### 3.1 Features of the testing problems

The quadratic testing problems are classified based on the following four representative features, which are summarized in Table 1.

| Features                | Levels | Description |
|-------------------------|--------|-------------|
| Problem Scale           | Small  | \( n < 10 \) |
|                         | Large  | \( n \geq 10 \) |
| Curvatures              | Positive | \( k_i > 0, \forall i \) |
|                         | Negative | \( k_i < 0, \forall i \) |
|                         | Mixed   | \( k_i > 0, k_j < 0 \) for any \( i, j \) |
|                         | Small   | \( |k_i| \leq 1/5, \forall i \) |
|                         | Large   | \( |k_i| > 1/5, \forall i \) |
| First-Order Reliability Index | Small | \( \beta \leq 2 \) |
|                         | Large   | \( \beta > 2 \) |
| Contour                 | Parabolic | \( q_y = -y_n + \beta + \frac{1}{2} \sum_{i=1}^{n-1} k_i y_i^2 \) |
|                         | Non-Parabolic | \( q_y = -y_n + \beta + \frac{1}{2} \sum_{i=1}^{n-1} k_i y_i^2 + (y_n-\beta) \sum_{i=1}^{n-1} \gamma_i y_i + \frac{1}{2} \lambda (y_n-\beta)^2 \) |
classified as small or large if the magnitude of all curvatures is smaller or larger than 1/5, respectively.

**First-order reliability index:** It is characterized as small if \( \beta \leq 2 \) and large if \( \beta > 2 \).

**Contour type:** The problems are classified into parabolic contour and non-parabolic contour where the latter includes ellipse, hyperbola, and mixed contours. The quadratic limit-state function is derived in Section 2, see (7), where \( \lambda = 0 \) and \( \gamma_i = 0 \), \( \forall i \), result in a parabolic contour.

### 3.2 Performance metrics

Three performance metrics are used to evaluate the performance of each SORM. These are derived from the relative error in the logarithm of the probability of failure given by

\[
\varepsilon_i = \left| \frac{\log(p_{fi}) - \log(p_{fi, exact})}{\log(p_{fi, exact})} \right|
\]

in which \( p_{fi} \) is the SORM result for the \( i \)th problem, and \( p_{fi, exact} \) is the result from MC simulation or an analytical solution if available. This expression, which may seem unorthodox as a definition of relative error, is fair with regard to the more demanding cases of extremely small probabilities of failure. Next, three performance metrics are described: Capability, Accuracy, and Robustness.

The **Capability** is the ability of a SORM to achieve a probability of failure \( p_f \) within the interval \([0, 1]\). It is defined as the ratio of the number of problems \( N_c \) fulfilling this requirement and the total number of problems \( N \), i.e.,

\[
\text{Capability} = \frac{N_c}{N} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(p_f \in [0, 1]),
\]

where \( \mathbb{I}(p_f \in [0, 1]) \) is an indicator function that takes the value 1 when \( p_f \in [0, 1] \) and 0 when \( p_f \notin [0, 1] \).

The **Accuracy** is the complementary mean of the relative error defined in (53), evaluated among the \( N_c \) problems for which the method has been deemed capable, i.e.,

\[
\text{Accuracy} = \begin{cases} 
1 - \text{mean}(\varepsilon), & \text{for mean } (\varepsilon) \leq 1 \\
0, & \text{for mean } (\varepsilon) > 1 
\end{cases}
\]

where

\[
\text{mean}(\varepsilon) = \frac{1}{N_c} \sum_{k=1}^{N_c} \varepsilon_k
\]

It should be noted that if the mean relative error \( \text{mean}(\varepsilon) \) of a method is larger than 1, the accuracy is assigned to be 0, which is the lowest possible level.

The **Robustness** is a quality measure of the method describing its ability to achieve good accuracy for different types of problems. It is measured by the complementary standard deviation of the relative error, evaluated among the \( N_c \) problems for which the method has been deemed capable, i.e.,

\[
\text{Robustness} = \begin{cases} 
1 - \text{std}(\varepsilon), & \text{for std } (\varepsilon) \leq 1 \\
0, & \text{for std } (\varepsilon) > 1 
\end{cases}
\]

where

\[
\text{std}(\varepsilon) = \sqrt{\frac{1}{N_c} \sum_{k=1}^{N_c} (\varepsilon_k - \text{mean}(\varepsilon))^2}
\]

It is noted from (57) that if the standard deviation of the relative error \( \text{std}(\varepsilon) \) of a method is larger than 1, the robustness is assigned to be 0, which is the lowest possible level. An illustration of (55) and (57) is shown in Fig. 4. In the computation of the mean and standard deviation of the relative error used in the accuracy and robustness metrics, statistical outliers corresponding to values outside the 5th and 95th percentile are disregarded.

### 3.3 Results and comparison

In this section, mathematical quadratic testing problems are selected to compare the performance of various second-order reliability...
methods based on (7). Seven problem sets are defined based on the four features in Table 1. In Table 2, a summary of the testing problems used in this comparative study is presented. The total number of testing problems is 5520.

### 3.3.1 Problem Set 1

In Problem Set 1, all curvatures $k_i = \frac{1}{R} > 0$ are equal and positive, and the scale of the problem is small with $n = 8$. The probability of failure $p_f = P(q_y = 0)$ is computed for a wide range of combinations of curvature radii $R = 1, 1.1, \ldots, 10$ and first-order reliability indices $\beta = 0.1, 1, 2, 3, 4$. Three contour types are considered: parabolic, elliptic, and hyperbolic, see Table 2.

For the parabolic case ($\gamma_i = 0, \forall i$, and $\lambda = 0$, see (7)), the limit-state function is a function of the first-order reliability index $\beta$ and the curvature radius $R$ according to

$$q_y = -y_n + \beta + \frac{1}{2R} \sum_{i=1}^{n-1} y_i^2$$

(59)

The contour for $q_y = 0$ is shown in Fig. 5a for $\beta = 1$ and curvatures $R = 10$ and $R = 1$, where hatched region represents the failure domain $q_y = 0$. It should be observed that the problem is rotationally parabolic, i.e., the contour in Fig. 5a is identical in

![Fig. 5 Illustration of limit-state contours in Problem Set 1. A hatched region indicates the failure domain $q_y < 0$.](image-url)
all directions $y_i, i = 1, \ldots, n-1$. A subset of the results is shown in Fig. 6a computed using the methods presented in Section 2 as well as MC simulation, where the latter is considered as the exact result. As can be seen, for a small reliability index $\beta = 1$, all methods have good accuracy when the curvature radius is large, while the performance strongly deteriorates for all methods except SOSPA, Zhao’s, Mansour’s, and Park’s as the curvature radius decreases. For a large $\beta = 3$, Cai’s method yields large inaccuracies in the whole range of studied $R$ and Mansour’s method results in large deviations from the exact results for small curvature radii.

The elliptic case is studied by adding the term $\frac{1}{2} \lambda (y_n - \beta)^2$ to the rotationally parabolic equation according to (59) with $R > 0$, i.e.,

$$ q_y = -y_n + \beta + \frac{1}{2R} \sum_{i=1}^{n-1} y_i^2 + \frac{1}{2} \lambda (y_n - \beta)^2 $$

(60)

The elliptic case corresponds to (7) with $\gamma_i = 0, k_i = \frac{1}{R} > 0$, and $\lambda > 0$. As can be seen from Fig. 5b, increasing $\lambda > 0$ yields a decrease of the area of the elliptic failure region.

The problem is solved for $\lambda = 0.5$ and $\lambda = 1$, where the results for the latter case are presented in Fig. 6b when $\beta = 1$. As can be seen, the parabolic SORMs (ref. to Section 2.1) mostly result in substantially higher probability of failure values compared to exact results, since they approximate the elliptic limit-state by a parabola by neglecting the influence of $\lambda$. It is also observed that although Mansour’s method captures the effect of $\lambda$ on the probability of failure, its accuracy is lower than SOSPA and Park’s method.

The hyperbolic contour is studied by adding the term $(y_n - \beta) \sum_{i=1}^{n-1} \gamma_i y_i$ to the rotationally parabolic equation according to (59) with $R > 0$, where it is assumed that $\gamma_i = \gamma, \forall i$, i.e.,

$$ q_y = -y_n + \beta + \frac{1}{2R} \sum_{i=1}^{n-1} y_i^2 + (y_n - \beta) \gamma \sum_{i=1}^{n-1} y_i $$

(61)

This corresponds to (7) with $\lambda = 0$ and $k_i = \frac{1}{R} > 0$. The failure domain is shown in Fig. 5c for $\gamma = 0.2$ and $\gamma = 0.5$. It can be seen that, as $\gamma$ increases, the second branch of the failure region approaches the origin from the fourth quadrant. However, for $\gamma \leq 0.5$, the contribution of this second branch to the failure probability is small. The computed probability of failures for $\gamma = 0.5$ and $\beta = 1$ is shown in Fig. 6c. As can be seen, the parabolic SORMs (which sets $\gamma = 0$) yield lower $p_f$ estimates compared to both exact probabilities (MC) and the full quadratic SORMs (Mansour, SOSPA, and Park).
3.3.2 Problem Set 2

In Problem Set 2, the effect of problem scale ($3 \leq n \leq 40$) on the performance of the different SORMs is investigated, see Table 2. Parabolic, elliptic, and hyperbolic contours are considered for $\beta = 0.1, 1, 2, 3, 4$ where all curvatures $k_i = 1/R$, $R = 10$, are equal and positive.

For the parabolic case, the limit-state function according to (59) is applied. The results for $\beta = 2$ and $\beta = 4$ are presented in Fig. 7a. It is noted that Cai’s method yields non-real results for large-scale problems. These results, which adversely affect the capability metric (see Section 3.2), are not marked in Fig. 7a. The performance for Tvedt’s method also strongly deteriorates as $n$ increases. The highest accuracy is achieved by SOSPA, Mansour’s, and Zhao’s methods followed by Park’s and Hohenbichler’s method. These methods show good performance also for the very challenging small probability estimates ($\approx 10^{-8}$).

A subset of the results for the elliptic case ((60) with $\lambda = 0.5$ and $\beta = 2$) and hyperbolic case ((61) with $\gamma = 0.5$ and $\beta = 4$) are shown in Fig. 7b and Fig. 7c, respectively. Overall, SOSPA yields high
accuracy for both contour types while large errors are observed for the parabolic SORMs, especially for the hyperbolic case.

### 3.3.3 Problem Set 3

In Problem Set 3, all curvatures \( k_i = 1/R < 0 \) are equal and negative, and the problems are small scaled with \( n = 8 \). The probability of failure is computed for all combinations of \( R = -1, -1.1, \ldots, -10 \) and \( \beta = 0.1, 1, 2, 3, 4 \). Two contour types are considered: parabolic and hyperbolic, see Table 2.

The parabolic case is studied using (59) with \( R < 0 \). The contours for \( R = 1 \) and \( R = -10 \) are shown in Fig. 8a when \( \beta = 1 \). A subset of the results (\( \beta = 2 \) and \( \beta = 4 \)) are shown in Fig. 9a. Most notably is that Cai’s method has an overall superior performance for negative curvatures compared to positive ones, especially in terms of capability, as can be seen by comparing its results to Fig. 6a. It is also noted that Breitung’s, Tvedt’s, Hohenbichler’s, and Koyluoglu’s methods deviate from the exact probabilities for small \( |R| \).

The hyperbolic case is studied using (60) with \( R < 0 \) for \( \lambda = 0.5 \) and \( \lambda = 1 \). It should be observed that, while \( R > 0 \) results in an elliptic contour as is seen in Fig. 5b, the case \( R < 0 \) corresponds to a hyperbolic contour, see Fig. 8b. It is noted that the parabolic SORMs approximate the failure region using the parabolic contour by assuming \( \lambda = 0 \) which corresponds to the dashed blue line in Fig. 8b. A subset of the results (\( \beta = 2 \) and \( \lambda = 0.5 \)) is presented in Fig. 9b.

### 3.3.4 Problem Set 4

In Problem Set 4, the same types of contour as in Problem Set 3 are studied but the effect of problem scale is investigated instead of the curvature radii. The probability of failure is computed for \( n = 3, 4, \ldots, 40 \) and for a fixed negative curvature radius \( R = -10 \).

Results for the parabolic case are shown in Fig. 10a. As can be seen, the highest accuracy is achieved by Zhao’s, Mansour’s, and SOSPA followed by Park’s method. It is also seen that Hohenbichler’s and Tvedt’s method yield unfeasible probabilities (\( p_f > 1 \)) for large-scale problems. Furthermore, the overall accuracy of Cai’s method is superior to Breitung’s, Hohenbichler’s, and Tvedt’s methods.

In Fig. 10b, results for the hyperbolic case corresponding to (60) are shown for \( \beta = 2 \) and \( \lambda = 1 \). All methods except Mansour’s, SOSPA, and Park’s assume \( \lambda = 0 \). For this particular case, it is observed that the error in Zhao’s method is solely due to its approximation of the hyperbolic contour by a parabola (\( \lambda = 0 \)). This can be concluded by comparing the results to
the parabolic case in Fig. 10a for which Zhao’s method has a high accuracy in the whole range of \( n \). However, for Breitung’s, Hohenbichler’s, Cai’s, and Tvedt’s methods, the highly erroneous results for large-scale problems are predominantly due to inaccuracies in the probability formula as \( n \) increases.

### 3.3.5 Problem Set 5, Set 6, and Set 7

In Problem Sets 5, 6, and 7, the accuracy of the studied SORMs is investigated for parabolic limit-state functions according to (59). In Problem Set 5 and Set 6, the curvatures are equal in all directions but with opposite signs. In Problem Set 7, the case of curvatures with different magnitudes and signs is investigated.

In Problem Set 5, a small-scale problem with \( n = 8 \) and \( k_i = (-1)^i/R \) is studied for a wide range of \( R \) and \( \beta = 0.1, 1, 2, 3, 4 \), see Table 2. The limit-state is given by

\[
g_y = -y_n + \beta + \frac{1}{2R} \sum_{i=1}^{n} (-1)^i y_i^2
\]

The corresponding contours are shown in Fig. 11a for \( R = 10 \) and \( R = 0.5 \) when \( \beta = 1 \). A subset of the results, \( \beta = 2 \) and \( \beta = 4 \), are presented in Fig. 12a for \( R = 1, 1.1, \ldots, 10 \). Most notably is that the performance of Zhao’s method, although satisfactory in many
of the previous studied cases, yields low accuracy in the present case. The highest accuracy is observed for SOSPA, Mansour’s, and Park’s methods followed by Cai’s method. For small curvature radii, Breitung’s and Hohenbichler’s methods yield probabilities of failure larger than unity (when $\beta = 2$) and Tvedt’s method results in non-real probabilities.

In Problem Set 6, the influence of problem scale $n$ is studied for a fixed curvature radius $R = 10$, see Table 2. The results for $\beta = 2$ are shown in Fig. 12b. It is noted that $p_f$ is not monotonically increasing with $n$. When the problem scale is even, adding another variable corresponds to the addition of a negative curvature $-1/R$ to the problem. However, when the problem scale is uneven, a positive curvature $1/R$ is added when the problem scale is increased by one. This results in the non-monotonically increasing pattern seen in Fig. 12b. It is observed that Koyluoglu’s and Zhao’s methods yield results that are close to or identical to FORM, respectively. These methods therefore have low accuracy for the case of equal curvatures of opposite signs, regardless of the problem scale. Good accuracy is however achieved with Breitung’s, Cai’s, Mansour’s, SOSPA, and Park’s methods, while Tvedt’s and Hohenbichler’s methods overestimate the probability of failure.

In Problem Set 7, problems with curvatures that have different magnitudes and signs in different directions are investigated. The limit-state function is given by

$$q_y = -y_k + \beta + \sum_{i=1}^{7} a_i y_i^2$$  \hspace{1cm} (63)

where $-1 < a < 0$, see Table 2. In Fig. 11b, contours of the limit-state in (63) are shown for $a = -0.7$ and $a = -0.3$. As can be seen, $a = -0.3$ results in a high nonlinearity in the $y_i$-$y_j$-space but an almost linear contour in the $y_i y_j$-space. In Fig. 12c, computed probabilities of failure are shown as a function of $a$ for $\beta = 2$ and $\beta = 4$. Overall, the best performance is achieved by SOSPA, Mansour’s, and Park’s methods followed by Cai’s method. It is also noted that, although the accuracy of Koyluoglu’s method is low, its capability is high. The lowest capability is observed for Breitung’s, Hohenbichler’s, and Tvedt’s methods with negative or non-real probabilities, which are not marked in the figure.

3.4 Performance evaluation

The performance metrics defined in Section 3.2, i.e., Capability, Accuracy, and Robustness, are evaluated from the results of the test problems in Table 2. In Sections 3.4.1–3.4.3, the influence of curvature sign and magnitude, problem scale, and first-order reliability index as defined in Table 1 is presented based on the results for the parabolic limit-states. In Section 3.4.4, the overall performance is presented based on the results for both parabolic and general quadratic limit-states. The reader is here reminded that the Capability is the proportion of problems for which the method yields a feasible probability and that the Accuracy and Robustness are computed for problems with feasible probabilities. It should also be noted that the Robustness metric measures the consistency in the performance of the method. Therefore, a high Robustness simply signifies that the accuracy metric is representative for all studied problems.

3.4.1 Influence of curvature sign and magnitude

In the following, the Capability, Accuracy, and Robustness of the SORMs are obtained based on curvature signs and curvature magnitude. For a better visualization, the initial letter of each method is used in the metrics plot.
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Performance metrics for parabolic limit-state functions with (a) positive, (b) negative, and (c) mixed curvatures
In Fig. 13a, the performance metrics for the positive curvature case are presented. As can be seen, the best performance is achieved by SOSPA followed by Zhao’s and Park’s methods. Mansour’s, Hohenbichler’s, and Koyluoglu’s methods also have a high performance where the two latter methods use the same expression for the probability computation, see Section 2.1.3 and Section 2.1.4. The lower Capability of Cai’s method for positive curvatures is in accordance with the results in Fig. 6a and Fig. 7a.

It is observed that the performance of Breitung’s, Tvedt’s, Hohenbichler’s, and Koyluoglu’s methods deteriorate for negative curvatures, see Fig. 13b. This is in contrast to Cai’s method which has a substantially higher capability compared to the positive curvature case. Similarly to Cai’s method, Mansour’s method has a slightly higher performance for negative curvatures compared to the positive curvature case, especially in terms of robustness.

For the mixed curvature case, see Fig. 13c, the best performance is observed for Mansour’s, SOSPA, and Park’s methods followed by Cai’s method. It is also seen that the performance of Zhao’s method is lower than for both the positive (Fig. 13b) and negative curvature case (Fig. 13c), since the method only considers the average of curvatures and thus the effect of sign is ignored (see Section 2.1.6). For Breitung’s, Tvedt’s, Hohenbichler’s, and Koyluoglu’s methods, the overall performance is lower than for the positive curvature case but substantially superior to problems where all curvatures are negative.
Figure 14 further illustrates the performance of SORMs evaluated for the curvature magnitude instead of sign, where small and large curvatures are defined by $|k_i| \leq 1/5$ and $|k_i| > 1/5$, respectively. It is noted that all methods have a satisfactory performance for small curvatures (Fig. 14a). However, all methods except SOSPA and Park’s show a lower performance for larger curvature size (Fig. 14b). It is also observed that a very high capability for large curvatures is achieved by Koyluoglu’s and Zhao’s methods.

### 3.4.2 Influence of problem scale

The three performance metrics evaluated among all parabolic problems are shown for small ($n < 10$) and large ($n \geq 10$) scale problems, in Fig. 15a and b, respectively. The results show that the accuracy of all SORMs except Zhao’s, Mansour’s, and SOSPA methods is slightly higher for small-scale problems. It is instead noted that the overall performance of Zhao’s and Mansour’s methods improves with increased problem scale. The slightly lower performance of Park’s method for large-scale problem is attributed to errors in the 1D convolution integrals that accumulates as $n$ increases. Overall, the influence of problem scale on the performance of studied SORMs is relatively small in comparison to the effect of curvature size and sign presented in Section 3.4.1.
3.4.3 Influence of first-order reliability index

In Fig. 16, the performance is presented for problems with small (β ≤ 2) and large (β > 2) first-order reliability indexes. It is noted that the accuracy and robustness of Breitung’s method improve for large β, as is seen by comparing Fig. 16a and Fig. 16b. A small improvement is also observed for Tvedt’s method. It is however noted that Zhao’s, Cai’s, and Mansour’s methods have a lower performance for larger β, where the largest decrease in terms of capability is observed for Cai’s method. The best performance for both small and large β is observed for SOSPA followed by Mansour’s and Park’s methods.

3.4.4 Overall performance for parabolic and general quadratic limit-states

In Fig. 17a, the overall performance for all studied parabolic problems is shown. In Fig. 17b, the performance for all studied problems, including parabolic and non-parabolic limit states, is presented. As can be seen by comparing the performance of Breitung’s method to Tvedt’s and Hohenbichler’s methods, the corrections proposed by the two latter methods result in a higher accuracy but to the price of a lower capability. It is also seen that the best capability is achieved by Koyluoglu’s, Zhao’s, SOSPA, and Park’s methods. The best accuracy and robustness is seen for SOSPA, Mansour’s, and Park’s methods. Overall, these three most recent methods have the best performance for both parabolic and general quadratic limit-states.

3.4.5 Computational efficiency

The computational cost of reliability assessment generally has two main contributors: 1) The computation of the full-quadratic approximate limit-state function ((3)), where the MPP, as well as the gradient and Hessian at the MPP, are determined from the true limit-state function (see Section 4.6.1) and 2) the computation of the probability of failure based on the quadratic limit-state approximation. In this section, the second contribution is discussed.

In order to compare the computational efficiency of different SORMs, the CPU time corresponding to the probability computations using the limit-state function

\[ q_y = -y_n + 3 + \frac{1}{20} \sum_{i=1}^{n-1} y_i^2 + \frac{1}{4} (y_n - 3)^2 \]  

is measured. This corresponds to (7) with β = 1, k_l = 1/10, γ_l = 0, ∀i, and λ = 0.5, i.e., Problem Set 2 (see Table 2). The CPU [Intel(R) Core(TM) i5-7400 (4Core, 3.00GHz)/8GB RAM] time is measured in MATLAB for n = 10, n = 20, and n = 30. The results are presented in Table 3. The MC computed probabilities with confidence interval and corresponding execution times are also added in the table. The absolute error in the MC computed probabilities is given by \( \varepsilon_{\text{MC}} = 2 \times \sqrt{p_f(1-p_f)/N_{\text{MC}} \approx 2 \times \frac{p_f(1-p_f)\sqrt{N_{\text{MC}}}}{N_{\text{MC}}}} \), where N_MC is the number of function evaluations on the quadratic limit-state. The allowable error is set to \( \varepsilon_{\text{MC}} = 10^{-4} \) and the required number of function evaluations is given by solving for \( N_{\text{MC}} \), yielding \( N_{\text{MC}} \approx 4.10^4(1-p_f)/p_f \).

As can be seen, for all parabolic SORMs (Section 2.1) as well as the full quadratic SORM proposed by Mansour and Olsson (Section 2.2.1), the computational cost to compute the probability of failure given the quadratic approximation of the limit-state is negligible, even for large number of variables.

The computational effort needed in SOSPA is due to the numerical solution of \( K_q(t) = 0 \) to find the saddle point \( t_s \), where \( K_q(t) = \sum_{i=1}^{n} K_{qi}(t) \) and \( K_{qi}(t) \) are given by (43). As can be seen from Table 3, this effort increases as the number of variable increases, but the efficiency remains high.

In the SORM proposed by Park and Lee, see Section 2.2.3, the probability of failure is computed using a numerical convolution integral. In this work, the overall performance of the method has been evaluated using the integration bounds [−50, 50] and [0, 50] for normal and chi-

### Table 3 Comparison of execution time necessary to compute probability of failure based on the quadratic limit-state

| n  | Parabolic SORMs | Full quadratic SORMs | Monte-Carlo simulation |
|----|----------------|----------------------|------------------------|
|    | Mansour | SOSPA | Park | Park | p_{SSORM-MC/95% confidence} | Time/samples |
| 10 | <1 ms  | <1 ms | 4.5 s | 1.4 s | 2 min 42 s | 3.02 × 10^{-6} | [2.99, 3.05] × 10^{-4} | 1 min 32 s/1.3 × 10^{8} |
| 20 | <1 ms  | <1 ms | 7.4 s | 2.8 s | 5 min 42 s | 3.31 × 10^{-5} | [3.27, 3.34] × 10^{-5} | 17 min/1.2 × 10^{9} |
| 30 | <1 ms  | <1 ms | 10.3 s | 4.2 s | 8 min 45 s | 1.70 × 10^{-6} | [1.68, 1.72] × 10^{-6} | 6 h 20 min/2.3 × 10^{10} |

1 Discretization step in numerical convolution: 10^{-3}. Integration bounds: [−50, 50] for normal and [0, 50] for chi-squared variables

2 Discretization step in numerical convolution: 10^{-4}. Integration bounds: [−50, 50] for normal and [0, 50] for chi-squared variables
squared variables, respectively, and the discretization step \(10^{-3}\). As has been shown, the performance of the method using these parameters is high. In Table 3, it is also seen that the computational efficiency is higher than SOSPA. However, for small probabilities and large number of random variables, the accuracy of SOSPA is higher than all other SORMs, see Table 4. It should also be noted that the accuracy in Park and Lee’s method can increase until convergence to the exact solution if the discretization step is decreased. However, the computational burden also increases non-linearly with the decreased discretization step. This is demonstrated by noting that the execution time increases by a factor 100 when the discretization step is decreased by a factor 10 (Table 3).

4 Engineering problem

4.1 Problem characteristic and error metrics

Engineering applications are generally non-quadratic and explicit expressions for the limit-states are typically not available. The error in \(p_T\) using SORM has therefore three main contributions: 1) the approximation of the true Hessian matrix at the MPP by quasi-Newton methods for increased efficiency; 2) the approximation of the true limit-state by a quadratic function at the MPP by quasi-Newton methods for increased efficiency; and (3) the inability of the \(p_T\) expressions to exactly compute the probability content of a quadratic approximation. The last point has been extensively studied in Section 3. In this section, the average relative importance of the three contributions is quantified based on three engineering problems with characteristics summarized in Table 5. The available analytical expression for the limit-state functions in these engineering problems is not explicitly used. Instead, the gradient and Hessian are computed using the finite difference method and the quasi-Newton approximation, respectively.

4.1.1 Error from Hessian approximation using Symmetric Rank-1 update

For the Hessian computation in (3), the Finite Difference Method (FDM) is generally time consuming for engineering applications, especially for high-dimensional problems. Therefore, a commonly used quasi-Newton approach (Hu and Du 2019; Arora 2004; Lim et al. 2014) is applied in the following approximate Hessian evaluation. The approximate Hessian matrix is updated using the Symmetric Rank-1 (SR1) update at each iteration \(k\) during the MPP search (see Section 4.6.1) according to

\[
\hat{\nabla}^2 g_u(u^{*}_{k+1}) = \hat{\nabla}^2 g_u(u^*_k) + \begin{bmatrix} r_{(i)} - \hat{\nabla}^2 g_u(u^*_k)s_{(i)}^T & r_{(i)} - \hat{\nabla}^2 g_u(u^*_k)s_{(i)}^T \\ \end{bmatrix} s_{(i)}^T 
\]

where \(s_{(i)}\) and \(r_{(i)}\) are the differences of the MPP vectors and gradient vectors between two successive MPP iterations, i.e.,

\[
\begin{align*}
\mathbf{s}_{(i)} &= u^{*}_{(k+1)} - u^{*}_{(k)} \\
\mathbf{r}_{(i)} &= \nabla g_u(u^{*}_{(k+1)}) - \nabla g_u(u^{*}_{(k)})
\end{align*}
\]

To preserve numerical stability, an additional condition is required as (Nocedal and Wright 2006)

\[
|s_{(i)}^T [r_{(i)} - \hat{\nabla}^2 g_u(u^{*}_k)s_{(i)}]| > 10^{-6} |s_{(i)}^T| |[r_{(i)} - \hat{\nabla}^2 g_u(u^{*}_k)s_{(i)}]| > 10^{-6} |s_{(i)}^T| 
\]

If (67) is not satisfied, the SR1 update in (65) is skipped, that is, \(\hat{\nabla}^2 g_u(u^{*}_{(k+1)}) = \hat{\nabla}^2 g_u(u^{*}_{(k)})\). When \(k = 0\), a zero matrix is used as the initial Hessian matrix, i.e., \(\hat{\nabla}^2 g_u(u^{*}_0) = 0\).

This Hessian approximation does not include any additional function evaluations on the true limit-state after the MPP
search since it simply uses the MPP search history. However, this introduces an additional error compared to the more exact Hessian computation using FDM. The error is quantified as

$$\varepsilon_H = \frac{p_{SORM}^{SRI} - p_{SORM}^{FDM}}{p_{SORM}^{FDM}}, \quad (68)$$

where $p_{SORM}^{SRI}$ and $p_{SORM}^{FDM}$ are the SORM probabilities computed using the Hessians based on SR1 (Eq. (65)) and FDM, respectively. The Hessian computed using FDM is given by (Dennis and Schnabel 1996)

$$\frac{\partial^2 g}{\partial u_i \partial u_j} = \frac{u_i u_j}{C_{12} C_{12} C_{12} C_{12}},$$

where the step size is chosen as $\Delta u_i = \Delta u_j = 0.0005$.

4.1.2 Error from the quadratic approximation of the limit-state

The relative error due to the quadratic approximation of the limit-state $g_u = 0$ is defined as

$$\varepsilon_g = \frac{p_{SORM-MC} - p_{MC}}{p_{MC}}, \quad (70)$$

where $p_{MC}$ and $p_{SORM-MC}$ are MC simulated probabilities using the true and approximate quadratic (SORM) limit-state function, respectively. It is noted that the probability $p_{SORM-MC}$ is computed using (8) for the parabolic SORMs and (31) for the general quadratic SORMs.

4.1.3 Error from inaccuracies in the probability formula

The error due to inaccuracies in the probability formula is defined as the difference between the SORM probability and the MC computed probability based on the quadratic approximation, i.e., $p_{SORM}^{FDM} - p_{SORM-MC}$. Superscript FDM denotes that the more exact Hessian computed using FDM according to (69) is used in the probability evaluation. The corresponding relative error is given by

$$\varepsilon_{p_t} = \frac{p_{SORM}^{FDM} - p_{SORM-MC}}{p_{SORM-MC}}, \quad (71)$$

4.1.4 Total error

The total relative error is given by

$$\varepsilon_{tot} = \frac{p_{SORM}^{SRI} - p_{MC}}{p_{MC}}, \quad (72)$$

where it is reminded that $p_{MC}$ is the MC computed probability using the true limit-state function. It is noted that solving for $p_{SORM-MC}$ in the expression for $\varepsilon_g$ and inserting into the expression for $\varepsilon_{p_t}$ yields $\varepsilon_{p_t} = p_{SORM}^{FDM} - p_{SORM-MC} - 1$ with first-order Taylor approximation $\varepsilon_{p_t} = (1 - \varepsilon_{g}) p_{SORM}^{FDM} - p_{SORM-MC} - 1$. This results in $\varepsilon_{g} + \varepsilon_{p_t} \approx (1 - \varepsilon_{g}) \varepsilon_{tot} \approx \varepsilon_{FMD} \approx \varepsilon_{tot}$ where $\varepsilon_{FMD} = p_{SORM}^{FDM} - p_{SORM-MC} - 1$ is introduced. Analogously, we have $\varepsilon_{tot} = \varepsilon_{g} + \varepsilon_{p_t} + \varepsilon_H$.

![Fig. 18 A slider crank mechanism with random variables and corresponding limit-state function in rotated normalized space](image)

**Fig. 18** A slider crank mechanism with random variables and corresponding limit-state function in rotated normalized space
for small errors. These relative errors can therefore be approximately interpreted in an additive sense.

In the following examples, it should be emphasized that, even if the true limit-state functions are available, they are only used implicitly in SORM. Therefore, the gradient $\nabla g(u^*)$ and Hessian $\nabla^2 g(u^*)$ evaluated at the MPP, see (3), are computed using the forward FDM and the SR1 quasi-Newton approximation, respectively.

### 4.2 A slider-crank mechanism

A slider-crank mechanism is shown in Fig. 18a. The mechanism fails if the acceleration $a$ of the slider at the initial time $t = 0$ exceeds an allowed value $a_{\text{all}} = 2 \text{ cm/s}^2$. Thus, the limit-state function of the slider crank mechanism is given by $g(X) = a_{\text{all}} - a(X, t = 0)$ where

$$a(X, t) = X_1 \omega^2 \cos \omega t + \frac{(X_1^2 \omega \sin 2 \omega t + 2 X_1 X_3 \omega \cos \omega t)^2}{4 \left[X_2^2 - (X_1 \sin \omega t + X_3)^2\right]^{3/2}} + \frac{X_2^2 \omega^2 \cos 2 \omega t - X_1 X_3 \omega^2 \sin \omega t}{\left[X_2^2 - (X_1 \sin \omega t + X_3)^2\right]^{1/2}}$$

(74)

$X_1$ and $X_2$ are lengths of beam AB and beam BC, respectively, $X_3$ is the installation error and $\omega = \pi/3 \text{ rad/s}$ is the angular velocity of beam AB. All random variables are assumed to be independent with mean $\mu_X = [1, 2, 0.5]^T \text{ cm}$ and standard deviation $\sigma_X = [0.05, 0.1, 0.1]^T \text{ cm}$. The random variable $X_1$ follows a truncated normal distribution with lower limit 0 cm and upper limit 1.35 cm, $X_2$ follows a truncated normal distribution with lower limit 0 cm and upper limit 4.98 cm, and $X_3$ follows a truncated normal distribution with lower limit -4.7 cm and upper limit 4.7 cm.

### Table 6 The probability of failure of slider crank mechanism

| Method        | $p_f$     | $\varepsilon_{\text{tot}}\%$ | $\varepsilon_{\text{p}, \%}$ | $\varepsilon_{\text{g}, \%}$ | $\varepsilon_{\text{H}, \%}$ |
|---------------|-----------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| FORM          | $1.1791 \times 10^{-2}$ | $9.71$                      | $0$                         | $9.69$                      | $0$                         |
| Breitung      | $1.2857 \times 10^{-2}$ | $1.52$                      | $1.23$                      | $0.0613$                    | $-0.241$                    |
| Tvedt         | $1.3017 \times 10^{-2}$ | $0.299$                     | $0.0460$                    | $-0.0613$                   | $-0.283$                    |
| Hohenbichler  | $1.3043 \times 10^{-2}$ | $0.0996$                    | $0.245$                     | $-0.0613$                   | $-0.283$                    |
| Koyluoglu     | $1.2884 \times 10^{-2}$ | $1.32$                      | $1.01$                      | $-0.0613$                   | $-0.248$                    |
| Cai           | $1.3015 \times 10^{-2}$ | $0.314$                     | $0.0230$                    | $-0.0613$                   | $-0.276$                    |
| Zhao          | $1.3020 \times 10^{-2}$ | $0.276$                     | $0.0920$                    | $-0.0613$                   | $-0.306$                    |
| Mansour       | $1.3111 \times 10^{-2}$ | $0.421$                     | $0.535$                     | $0.207$                     | $-0.320$                    |
| SOSPAt        | $1.3037 \times 10^{-2}$ | $0.146$                     | $0.0612$                    | $0.207$                     | $-0.291$                    |
| Park          | $1.3032 \times 10^{-2}$ | $0.184$                     | $0.0382$                    | $0.207$                     | $-0.352$                    |
| MCS, $p_{\text{MC}}$ | $1.3056 \times 10^{-2}$ | $-$                         | $-$                         | $-$                         | $-$                         |

1 The SORM probabilities are computed using the SR1 Hessian approximation, i.e., $p_f = p_f^{\text{SR1}}$

2 Monte-Carlo on SORM limit-state: $p_f, \text{SORM-MC}=1.3048 \times 10^{-2}$ for parabolic SORMs and $p_f, \text{SORM-MC}=1.3083 \times 10^{-2}$ for full quadratic SORMs.
distribution with lower limit 1.25 cm and \( X_3 \) follows a normal distribution.

The contours of the limit-state function in the transformed \( Y \)-space are plotted in Fig. 18b. As can be seen, the slider crank system non-linearity is well captured in the vicinity of the MPP by both the parabolic (\((8)\)) and the full quadratic approximation (\((7)\)). From Table 6, it is further observed that the parabolic approximation is slightly more accurate (\( \varepsilon_g = -0.0613\% \) compared to \( \varepsilon_g = 0.207\% \)). This example demonstrates that it is not always beneficial to use all elements of the Hessian matrix when locally approximating the limit-state function at the MPP, which can also be observed from Fig. 18b. It is also seen that all SORMs have good accuracy and that Tvedt’s method achieves the best performance in terms of relative error \( \varepsilon_{\text{tot}} \) with respect to MC simulations performed on the exact limit-state. The results using FORM are also added for comparison, where it is noted that \( \varepsilon_{p_1} = 0 \) is based on the linear approximation at the MPP.

### 4.3 Roof truss

A small-scale roof truss structure (modified from (Song et al. 2009; Zhao et al. 2015)) with non-normal input variables is solved as a second example, see Fig. 19a. The top chords and compression bars of the truss are reinforced by concrete, and the bottom chords and tension bars are made of steel. A uniformly distributed load \( q \) is assumed to be applied on the roof truss, which is equivalent to the nodal load \( P = ql/4 \). A failure occurs if the perpendicular deflection of the truss peak node is larger than 3.5 cm. The limit-state function of the truss structure is therefore defined by

\[
g(X) = 0.0355 - \frac{q l^2}{2} \left( \frac{3.81}{A_e E_c} + \frac{1.13}{A_e E_s} \right),
\]

where \( A_e = 9.82 \times 10^{-4} \text{ m}^2 \) and \( A_c = 0.04 \text{ m}^2 \) are deterministic variables, \( X = [q, l, E_s, E_c] \) is the vector of random variables with means \( \mu_1 = 20 \times 10^3 \text{ N/m}, \mu_2 = 12.5 \text{ m}, \mu_3 = 1 \times 10^3 \text{Pa}, \) and \( \mu_4 = 2 \times 10^{10} \text{ Pa} \) and standard deviations \( \sigma_1 = 2.2 \times 10^3 \text{N/m}, \sigma_2 = 0.125 \text{m}, \sigma_3 = 1.5 \times 10^3 \text{Pa}, \) and \( \sigma_4 = 3 \times 10^3 \text{ Pa}. \) The random variables \( X_1, X_3, \) and \( X_4 \) follows a lognormal distribution and \( X_2 \) is normally distributed. The contours of the limit-state function in the rotated standard normal \( Y \)-space are plotted in Fig. 19b. As can be seen, the roof truss structure is approximately linear in \( y_2y_4 \)-plane. Furthermore, the failure region is overestimated in the \( y_1y_4 \)-plane and underestimated in the \( y_2y_4 \)-planes. From Table 7, it is seen that the relative errors from approximating the limit-state by a parabola \( \varepsilon_g = 0.190 \) and a general quadratic function \( \varepsilon_g = 0.145 \) are small. Furthermore, it is observed that Zhao’s method shows the highest accuracy \( \varepsilon_{\text{tot}} \) among all SORMs. However, Cai’s and Tvedt’s methods have the highest accuracy in terms of the proposed probability of failure formula, as is seen from the low relative error \( |\varepsilon_{p_1}| = 0.00380 \).

### 4.4 Cantilever beam with high dimensions

A cantilever beam (Du 2010) is used to investigate the SORMs for engineering problem with high dimensions, see Fig. 20. It is subjected to two external forces \( F_1 \) and \( F_2 \), two external moments \( M_1 \) and \( M_2 \), and two external distributed loads denoted by \( (q_{L1}, q_{R1}) \) and \( (q_{L2}, q_{R2}) \). These forces, moments, and distributed loads as well

| Method       | \( p_{f1} \) | \( \varepsilon_{\text{tot}}\% \) | \( \varepsilon_{p_1}\% \) | \( \varepsilon_g\% \) | \( \varepsilon_H\% \) |
|--------------|-------------|--------------------------------|-----------------|-----------------|-----------------|
| FORM         | 2.4842 \times 10^{-2} | -5.51                      | 0               | -5.51           | 0               |
| Breitung     | 2.6138 \times 10^{-2} | -0.582                     | -0.911          | 0.190           | 0.142           |
| Tvedt        | 2.6347 \times 10^{-2} | 0.365                      | 0.00380         | 0.190           | 0.171           |
| Hohenbichler | 2.6412 \times 10^{-2} | 0.460                      | 0.0949          | 0.190           | 0.175           |
| Koyluoglu    | 2.6271 \times 10^{-2} | -0.0761                    | -0.425          | 0.190           | 0.160           |
| Cai          | 2.6385 \times 10^{-2} | 0.358                      | -0.00380        | 0.190           | 0.171           |
| Zhao         | 2.6355 \times 10^{-2} | 0.243                      | -0.125          | 0.190           | 0.179           |
| Mansour      | 2.7293 \times 10^{-2} | 3.81                       | 3.09            | 0.145           | 0.556           |
| SOSPA        | 2.6438 \times 10^{-2} | 0.559                      | 0.228           | 0.145           | 0.186           |
| Park         | 2.6440 \times 10^{-2} | 0.567                      | 0.407           | 0.145           | 0.0151          |
| MCS, \( p_{MC,\text{true}} \) | 2.6291 \times 10^{-2} | -                         | -               | -               | -               |

\(^1\) The SORM probabilities are computed using the SR1 Hessian approximation, i.e., \( p_{f} = p_{f,\text{SORM}}^{\text{SR1}} \)

\(^2\) Monte-Carlo on SORM limit-state: \( p_{f,\text{SORM-MC}} = 2.6341 \times 10^{-2} \) for parabolic SORMs and \( p_{f,\text{SORM-MC}} = 2.6329 \times 10^{-2} \) for full quadratic SORMs
as the dimensions of the beam and the locations of the loadings are random variables. A total of 19 random variables are used in this example and their information is listed in Table 8.

A failure occurs if the deflection of the right tip of the beam is larger than the allowable deflection $\Delta_{\text{all}} = 1.3$ cm. The limit-state function of the cantilever beam is defined by $g = \Delta_{\text{all}} - \Delta$ where $\Delta$ is the tip deflection given by

$$
\Delta = \frac{-1}{EI} \left( \frac{ML^2}{2} + \frac{Rl^3}{6} + \sum_{i=1}^{3} \frac{M_i(L-w)^3}{2} - \frac{F_i(L-h)^3}{6} \right)
+ \frac{q_{L,i}}{24} \left( \frac{(L-c_i)^4 - (L-d_i)^4}{d_i^4} \right)
+ \frac{q_{R,i}}{120} \left( \frac{(L-c_i)^5 - (L-d_i)^5}{d_i^5} \right). \quad (76)
$$

Table 8  Distributions of the random variables in cantilever beam

| Random variable | Distribution | Mean | Standard deviation |
|----------------|-------------|------|-------------------|
| $M_1[Nm]$      | Extreme value type I | $8 \times 10^4$ | $2 \times 10^4$ |
| $M_2[Nm]$      | Lognormal    | $5 \times 10^4$ | $1 \times 10^4$ |
| $F_i[N]$       | Extreme value type I | $2 \times 10^4$ | $5 \times 10^3$ |
| $F_2[N]$       | Lognormal    | $3 \times 10^4$ | $6 \times 10^3$ |
| $q_{L,i}[Nm]$  | Normal       | $3 \times 10^4$ | $3 \times 10^3$ |
| $q_{R,i}[Nm]$  | Normal       | $2 \times 10^4$ | $2 \times 10^3$ |
| $q_{R,2}[Nm]$  | Normal       | $2 \times 10^4$ | $1 \times 10^3$ |
| $q_{R,3}[Nm]$  | Normal       | $1 \times 10^3$ | 10                |
| $a_1[m]$       | Normal       | 1.5   | 0.005             |
| $a_2[m]$       | Normal       | 4.5   | 0.005             |
| $b_1[m]$       | Normal       | 0.75  | 0.001             |
| $b_2[m]$       | Normal       | 2.5   | 0.001             |
| $c_1[m]$       | Normal       | 0.25  | 0.0005            |
| $c_2[m]$       | Normal       | 1.75  | 0.001             |
| $d_1[m]$       | Normal       | 1.25  | 0.001             |
| $d_2[m]$       | Normal       | 4.75  | 0.001             |
| $L[m]$         | Normal       | 5     | 0.01              |
| $w[m]$         | Normal       | 0.2   | 0.0001            |
| $h[m]$         | Normal       | 0.4   | 0.0001            |

$E = 200$ GPa is the Young’s modulus, $I = wh^3/12$ is the moment of inertia, and $M$ and $R$ are the fixed end bending moment and reaction force given by

$$
M = -\sum_{i=1}^{3} M_i + F_i b_i + \frac{q_{L,i}(d_i-c_i)(d_i+c_i)}{2}
+ \frac{(q_{R,i}-q_{L,i})(d_i-c_i)(2d_i+c_i)}{6} \quad (77)
$$

and

$$
R = \sum_{i=1}^{3} F_i + q_{L,i}(d_i-c_i) + \frac{(q_{R,i}-q_{L,i})(d_i-c_i)}{2} \quad (78)
$$

The results are presented in Table 9. It is observed that the relative error $\varepsilon = 5.20\%$ for the general quadratic SORMs is larger than the relative error $|\varepsilon| = 2.48\%$ for the parabolic SORMs. It is further noted that the relative error $\varepsilon_p$ constitutes the largest contribution to total relative error $\varepsilon_{\text{tot}}$ in the SOSPA method. The method also has the lowest relative error $\varepsilon_{\text{pr}} = -0.403\%$, i.e., the accuracy of the method in computing the probability of failure from the general quadratic limit-state is high. In contrast to SOSPA, Hohenbichler’s method achieves the best accuracy $\varepsilon_{\text{tot}} = 0.234\%$ among all the SORMs. The reason is that the error resulting from the parabolic approximation of the limit-state, $\varepsilon_g$, is almost corrected by the error resulting from the inaccuracy in the probability formula, $\varepsilon_p$. Finally, it can also be observed that the widely used FORM expectedly yields a large error as a result of the non-linearity of the beam system but also due to the large number of random variables, which is in accordance with the observations in Section 3.

4.5 Accuracy and error contributions

The average performance of all SORMs in terms of absolute relative errors from the studied engineering problems is shown in Fig. 21. It is observed that the relative errors $|\varepsilon|\%$ resulting from approximating the limit-state by a parabola or a general quadratic function at the MPP are low. However, this error is on average larger for the general quadratic case. This demonstrates that the increased local accuracy at the MPP achieved by the general quadratic approximation may be detrimental in terms of accuracy compared to the simpler parabolic approximation. This is for instance clearly observed in Fig. 18b. Overall, the best performance is achieved by Tvedt’s, Hohenbichler’s, and Cai’s methods. It should however be noted that the level of non-linearity of the three studied engineering problems is less severe compared to many of the mathematical problems solved in Section 3. It is also noted that the relative error from the SR1 Hessian approximation,
$|\varepsilon_H|$ is small. Averaged over the three studied engineering problems, this error is in the interval $0.2\% < |\varepsilon_H| < 0.4\%$ for different SORMs.

### 4.6 Computational efficiency

#### 4.6.1 Function evaluations on true limit-state

In industrial applications, each function evaluation of the true limit-state may involve expensive FE-simulations. For these cases, a computationally intensive part of the reliability assessment is related to the number of function evaluations needed in the MPP search.

The MPP search is performed using the Hasofer-Lind-Rackwitz-Fiessler (HL-RF) algorithm (Hasofer and Lind 1974; Rackwitz and Flessler 1978). The HL-RL algorithm is an iterative MPP search process, which can be summarized as

$$
\begin{align*}
\beta_{(k+1)} &= \beta_{(k)} + \frac{g_u(u^*_k)}{||\nabla g_u(u^*_k)||} \\
u^*_{(k+1)} &= -\beta_{(k+1)} \frac{g_u(u^*_k)}{||\nabla g_u(u^*_k)||}
\end{align*}
$$

where $u^*_k$ represents the MPP at the current iteration $(k)$ and $\nabla g_u(u^*_k)$ is the corresponding gradient vector at $u^*_k$ computed using the forward FDM as

$$
\frac{\partial g_u}{\partial U_i} u^* = \frac{g_u(u^* + [0, \ldots, \Delta u_i, \ldots, 0]^T) - g_u(u^*)}{\Delta u_i}
$$

### Table 9 The probability of failure of cantilever beam

| Method      | $p_f$ | $\varepsilon_{tot}$ | $\varepsilon_p$ | $\varepsilon_g$ | $\varepsilon_H$ |
|-------------|-------|----------------------|-----------------|-----------------|-----------------|
| FORM        | $1.7173 \times 10^{-3}$ | -34.5 | 0 | -34.5 | 0 |
| Breitung    | $2.4893 \times 10^{-3}$ | -5.03 | -1.99 | -2.55 | -0.571 |
| Tvedt       | $2.5516 \times 10^{-3}$ | -2.65 | 0.509 | -2.55 | -0.612 |
| Hohenbichler| $2.6111 \times 10^{-3}$ | -0.380 | 2.85 | -2.55 | -0.613 |
| Koyluoglu   | $2.2284 \times 10^{-3}$ | -12.9 | -10.1 | -2.55 | -0.540 |
| Cai         | $2.5220 \times 10^{-3}$ | -3.78 | -0.646 | -2.55 | -0.623 |
| Zhao        | $2.3966 \times 10^{-3}$ | -8.56 | -5.48 | -2.55 | -0.737 |
| Mansour     | $2.5452 \times 10^{-3}$ | -2.89 | -8.05 | 5.41 | 0.189 |
| SOSPA       | $2.7805 \times 10^{-3}$ | 6.08 | 0.403 | 5.41 | 0.238 |
| Park        | $2.9090 \times 10^{-3}$ | 11.0 | 4.830 | 5.41 | 0.442 |
| MCS, $p_{MC,true}$ | $2.6210 \times 10^{-3}$ | - | - | - | - |

1 The SORM probabilities are computed using the SR1 Hessian approximation, i.e., $p_f = p_{f,SORM}^{SR1}$
2 Monte-Carlo on SORM limit-state: $p_{f,SORM-MC} = 2.5543 \times 10^{-2}$ for parabolic SORMs and $p_{f,SORM-MC} = 2.7628 \times 10^{-2}$ for full quadratic SORMs

### Table 10 MPP-search iterations and corresponding number of function evaluations on original limit-state function in FORM and SORM using FDM and SR1

| Problem               | MPP iterations | Fun eval in FORM using FDM | Additional Fun eval in SORM |
|-----------------------|----------------|-----------------------------|-----------------------------|
| Slider crank mechanism| 5              | 20                          | 6                           |
| Roof truss            | 4              | 20                          | 10                          |
| Cantilever beam       | 5              | 100                         | 190                         |
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Fig. 21 Average relative errors for engineering examples
The MPP search therefore necessitates \( n + 1 \) function evaluations at each iteration \( k \). It should be noted that several optimization algorithms can be used for the MPP-search, such as the gradient-projection method (Rosen 1961), sequential quadratic programming (SQP) (Schittkowski 1983), the improved HL-RF method (Liu and Der Kiureghian 1991), and adaptive HL-RF (Yang et al. 2020). It is also noted that, since the forward FDM in (80) may be sensitive to the step size (Kim 2010), it may be beneficial to use the central FDM for the purpose of increased accuracy and the convenient choice of the step size. This would however result in an increased computational cost.

For all three studied problems in Sections 4.2–4.4, the termination criteria of the MPP search are chosen as \( |\beta_{(k+1)} - \beta_{(k)}| < 0.001 \) and the initial values are \( u_{(k=0)}^* = [1 \quad 1 \quad 1]^T \) and \( \beta_{(k=0)} = \|u_{(k=0)}^*\| = 1.732 \). The total number of iterations and function evaluations are presented in Table 10 for the three studied benchmark problems. It is noted that in SORM, no additional function evaluations are necessary if the quasi-Newton SR1 Hessian approximation is used ((65)). If the forward FDM is used ((69)), an additional \( n(n + 1) \) is however needed. In Table 11, the simultaneous convergence of the MPP and the Hessian using the SR1 method is shown for the slider crank mechanism example (Section 4.2).

### 4.6.2 Probability of failure computation

After construction of the second-order approximate limit-state function at the MPP using (3), the probability of failure can be computed using different SORM formulas. This step does not involve any additional

| Iteration | \( u_{(k)} \) | \( \beta_{(k)} = \|u_{(k)}^*\| \) | \( \nabla g_{u}(u_{(k)}^*) \) | \( \text{SR1}V^2 g_{u}u_{(k)}^* \times 10^3 \) | Func.
|-----------|------------|-----------------|-------------------|-------------------------|-----|
| \( k=0 \) | 1 1 1 | 1.732 | \([-0.1171 \quad 0.03946 \quad -0.02908\]) | \([0 \quad 0 \quad 0; \text{SYM} \quad 0]\) | 4 |
| \( k=1 \) | 1.598 -0.5382 0.3966 | 1.732 | \([-0.1234 \quad 0.04760 \quad -0.03431\]) | \([-3.034 \quad 3.908 \quad -2.517; \text{SYM} \quad -5.035 \quad 3.243 \quad -2.089]\) | 4 |
| \( k=2 \) | 2.059 -0.7937 0.5723 | 2.280 | \([-0.1267 \quad 0.05264 \quad -0.03922\]) | \([-3.200 \quad 4.480 \quad -3.356; \text{SYM} \quad -7.008 \quad 6.841 \quad -8.649]\) | 4 |
| \( k=3 \) | 2.012 -0.8358 0.6227 | 2.265 | \([-0.1269 \quad 0.05309 \quad -0.03987\]) | \([-3.225 \quad 4.534 \quad -3.771; \text{SYM} \quad -7.121 \quad 7.286 \quad -10.40]\) | 4 |
| \( k=4 \) | 2.006 -0.8391 0.6302 | 2.264 | \([-0.1269 \quad 0.05314 \quad -0.03995\]) | \([-3.242 \quad 4.543 \quad -3.730; \text{SYM} \quad -7.126 \quad 7.265 \quad -10.50]\) | 4 |
| \( k=5 \) | 2.006 -0.8396 0.6312 | 2.264 | – | – | 0 |
function evaluations on the true limit-state function. The computational cost related to the computation of the probability of failure given the explicit quadratic approximation at the MPP for the different SORMs has been studied in Section 3.4.5.

5 Concluding remarks

This comparative study has addressed nearly 50 years of research in the field of SORM. These methods are generally more efficient than MC simulations, even in the presence of a metamodel, especially in an optimization framework where small probabilities and gradients need to be iteratively computed for a large number of constraints. While early efforts focused on the development of probability of failure expressions based on parabolic approximations of the limit-state at the MPP, modern approaches are capable of addressing higher non-linearities based on full quadratic approximations of the limit-state.

The progress achieved in the field has been quantified using the three metrics: Accuracy, Capability, and Robustness. Overall SOSPA method appears to be the most promising method for reliability assessment, regardless of the size or sign of the curvatures at the MPP, the problem scale, or the magnitude of the first-order reliability index. It has however been noted that the use of a general quadratic approximation of the limit-state, based on the full Hessian at the MPP, may at instance yield lower accuracy in terms of computed probability compared to the simpler parabolic approximation. In terms of simplicity, Breitung’s, Tvedt’s, Hohenbichler’s, and Cai’s methods are superior since they only include one probability of failure formula regardless of the sign of the curvatures, as opposed to Koyluoglu’s, Mansour’s, and Zhao’s methods. Furthermore, these methods are also simpler than SOSPA since the latter requires the numerical solution of the saddle point.

In this study, we investigated the applicability of the existing methods for large-scale problems with less than 40 variables. For engineering systems which might involve a larger number of random variables, the studied SORMs can be used to estimate the component level reliability which in general has fewer random variables. Thereafter, system reliability analysis (Hao et al. 2020; Song and Der Kiureghian 2006; Radhika et al. 2008; Yu et al. 2018; Hu et al. 2019; Hu and Du 2018b; Cheng and Du 2016) for series and parallel systems can be used to compute the system level reliability. Furthermore, sensitivity analysis (Song et al. 2009; Hu and Mahadevan 2016b; Xiao et al. 2011; Jacques et al. 2006; Mara and Tarantola 2012; McRae et al. 1982; Sudret 2008; Hu and Xiong 2015) and dimension reduction techniques (Li et al. 2019; Hawchar et al. 2017; Hu and Youn 2011; Sargsyan et al. 2014; Guo et al. 2019; Yadav and Rahman 2012; Huang and Du 2006; Yadav and Rahman 2014; Bin et al. 2017) can also be adopted to reduce the complexity of large-scale engineering system before using SORM. To the best of the author’s knowledge, the use of SORM for very large number of random variables, i.e., thousands, has been limited. Such high dimension typically occurs when spatial field uncertainties are included, in which each spatial location is represented by a random variable. For these problems, finding the MPP becomes inefficient since (1) the computational effort of computing finite-difference gradients during the MPP search increases linearly with the number of random variables, (2) a large number of iterations may be necessary to converge to the MPP in such high dimension, and (3) convergence to a global solution using conventional MPP-optimization algorithms becomes increasingly unlikely as the dimension increases, due to the potential presence of local minima.

Finally, to extend our study, the different SORMs should be applied to RBDO of large-scale engineering problems and their performance compared to advanced meta-modeling techniques combined with MC simulations. This should be performed for both time-independent and time-dependent reliabilities as well as system reliabilities to truly assess the applicability of the existing methods for engineering optimization under uncertainties.
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