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Abstract

We present a prognostic, one-equation model for eddy-mean flow force interactions to parameterize the divergence of the Eliassen-Palm flux tensor (EPFT) that arises from thickness-weighted averaging (TWA) the hydrostatic Boussinesq equations. The TWA system of equations does not invoke any approximations beyond the ones for which the hydrostatic Boussinesq equations are valid, and therefore constitutes a mathematically consistent framework with clear physical interpretations that we use to develop our model. This model is intended for the adiabatic interior of zonally symmetric flows, in the absence of topographic features that break zonal symmetry, where the two terms corresponding to eddy interfacial form drag in the EPFT dominate forces that result from its divergence. We model eddy interfacial form drag terms for vertical flux of horizontal momentum in the EPFT using the gradient hypothesis, which approximates these fluxes as the product of an eddy viscosity and the vertical gradient of horizontal momentum. We use mixing length theory to relate the viscosity to an eddy length scale and an
eddy velocity, which in turn is proportional to the eddy energy, or the sum of eddy kinetic and eddy potential eddy in the TWA system. To model the eddy length scale, we approximate it as the first Rossby radius of deformation, which we calculate as a function of the mean flow. In our approach, we use a prognostic equation for vertically integrated eddy energy at each horizontal location, which we derive from the TWA framework, and then simplify to the flows of interest by ignoring transport, redistribution and diabatic terms. The prognostic vertically integrated eddy energy is projected onto the water column using an approximation to the eigenvalue of the first baroclinic mode to obtain the eddy energy at each vertical position. Thus, the eddy viscosity in our model has horizontal as well as vertical structure. We diagnosed the model equations in a high resolution, eddy resolving numerical simulation of a zonally re-entrant channel representative of the Southern Ocean. We have implemented the model parameterization in an ocean model and tested it to simulate a parameterized simulation of this flow.
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1. Introduction

Interactions between eddies and the mean flow regulate the momentum balance of ocean currents, and stirring by meso-scale eddies affects mixing and transport of tracers in the ocean, such as heat, salt and CO₂ among others. Meso-scale eddies contain most the ocean kinetic energy. However, climate models do not routinely use grids in the ocean with resolutions small
enough to resolve ocean meso-scale eddies, so eddy processes have to be modeled.

Since its inception, the Gent and McWilliams (1990, GM) parameterization has played a pivotal role in modeling ocean circulation and global climate (Danabasoglu et al., 1994). In the GM parameterization, the effects of eddies on the Eulerian mean flow Boussinesq equations is represented by the eddy flux of layer interface height, or eddy form drag, which is interpreted as a quasi-adiabatic eddy induced transport velocity that advects tracers in the Eulerian-averaged governing equations. The GM parameterization is an algebraic model, in which the modeled eddy fluxes are determined by the Eulerian mean state variables through an algebraic function. This function has a one parameter, the ‘GM kappa’ $\kappa_{GM}$, which is often assumed to be constant. Given the algebraic nature of the GM parameterization, many other complex features of ocean turbulence are not representable by GM, such as history effects, or time correlations, among others. This is not a problem in simple flows with zonal symmetry, where history effects are not important.

An alternative approach is to use the thickness-weighted averaged (TWA) Boussinesq equations, and represent eddy-mean flow interactions in the momentum equations as the divergence of the Eliassen-Palm (momentum) flux tensor (EPFT), or eddy forces on the mean flow. Similar approaches have been suggested before in a number of different studies (Visbeck et al., 1997; Ferreira and Marshall 2006; Eden and Greatbatch 2008), which differ from the TWA formulation by de Szoeke and Bennett (1993) in a number of ways (see Young 2012; Maddison and Marshall 2013). In the TWA approach, the prognostic variables in the hydrostatic Boussinesq equations are weighted by
layer thickness (per unit buoyancy) and averaged over an ensemble of realizations, without incurring in any approximations or assumptions beyond those in the hydrostatic Boussinesq equations. The result is an exact set of equations with the same mathematical form as in the un-averaged system, with additional terms containing the effects of unclosed eddy correlations, which appear in conservative flux form. For example, in the momentum equations, the only additional terms that appear are eddy forces on the mean flow, and have the form of the divergence of the EPFT, a momentum flux tensor. The terms in the EPFT represent eddy shear, eddy potential energy and eddy form drag, the latter being the focus of most modeling in the past few decades, having connections to the bolus velocity in GM (e.g. Gent and McWilliams 1990, Greatbatch and Lamb 1990, Saenz et al. 2015).

In the presence of topography, as in the Southern Ocean around the Kerguelen Plateau and Drake Passage, among other topographical features, shear and barotropic instabilities lead an intensification of eddy activity. Thus, other processes, aside from eddy form drag, are important in these regions. Algebraic models are inherently limited in their capacity to model eddy-mean flow interactions in these flows, as the history of the flow is ignored. For this reason, the strong mathematical footing and clear physical interpretation make the TWA framework a good candidate to model the most important aspects of the complexity or eddy-mean flow interactions. With the TWA, one can formulate prognostic equations for the EPFT, or related terms, and model them by making specific assumptions. For example, one could envision having a system of prognostic closure equations comprised by a partial differential equation (PDE) governing the EPFT terms, along with
other equations needed to close it. This way, we could keep track of the history of EPFT term transport, and transfers among them. To accomplish this, we need diagnostics of the EPFT in models where important processes are represented, e.g. the flow over topography, in order to identify the most important terms in the EPFT, and thus inform us on the complexity of the prognostic models.

Here, as a first step towards moving beyond algebraic parameterizations using the TWA framework, we develop a one-equation turbulence closure for eddy-mean flow interactions in zonally symmetric flows. In this model, we only account for the vertical flux of horizontal momentum, which is modeled using the gradient diffusion hypothesis. The resulting eddy viscosity is represented using mixing length theory.

We proceed as follows. In section 2 we present the governing TWA equations, and we derive the energy budget for this system in section 2.2. We then describe our prognostic, one-equation model for the divergence of the EPFT in section 3. Numerical simulations, described in section 5, are then used to diagnose some of the terms in the model (section 6) and then test it (section 7). We end this paper with a discussion of our results, and some conclusions in section 8.

2. Governing Equations

In this section we present the thickness-weighted averaged (TWA) framework. This framework consists of the TWA Boussinesq equations for the residual mean flow, in which the effects of eddies appear as the divergence of the Eliassen-Palm Flux Tensor in the horizontal momentum equations, the
equations for the fluctuating flow, and the equations for the mean and eddy kinetic and potential energy budgets.

2.1. Residual-mean flow equations

It is assumed that the Boussinesq equations have been averaged over microstructural length scales to produce a stably stratified field in which buoyancy decreases monotonically with depth. These equations are then weighted by thickness of buoyancy layers and ensemble-averaged (de Szoeke and Bennett, 1993; Young, 2012). Following the notation in de Szoeke and Bennett (1993) and in Young (2012), the residual-mean flow equations in $z$-coordinates are

$$\frac{D^x \hat{u}}{Dt} - f \hat{v} + \frac{\partial \hat{p}^x}{\partial x} = \hat{R}_x - (\nabla \cdot \mathbf{E}) \cdot \mathbf{i},$$

$$\frac{D^y \hat{v}}{Dt} + f \hat{u} + \frac{\partial \hat{p}^y}{\partial y} = \hat{R}_y - (\nabla \cdot \mathbf{E}) \cdot \mathbf{j},$$

$$\frac{\partial \hat{p}^z}{\partial z} = b^z,$$

$$\frac{\partial \hat{u}}{\partial x} + \frac{\partial \hat{v}}{\partial y} + \frac{\partial \hat{w}^z}{\partial z} = 0,$$

$$\frac{D^z b^z}{Dt} = \hat{\omega},$$

$$\frac{D^z \hat{c}}{Dt} + \nabla \cdot \mathbf{J}^c = \hat{\gamma},$$

where $u$, $v$ and $w$ are zonal, meridional and vertical velocities, $p$ is pressure, $\hat{R}_x$ and $\hat{R}_y$ contain dissipation and forcing terms for the zonal and meridional momentum equations, $b$ is the buoyancy of a fluid parcel, $c$ is a tracer, and $x$, $y$, $z$ and $t$ represent the zonal, meridional, vertical locations, and time, respectively. Diabatic effects, or the velocity through buoyancy surfaces in
buoyancy coordinates, are represented by \( \hat{\omega} \), and passive tracer diabatic effects by \( \gamma \); \( f \) is the coriolis parameter; \( \mathbf{i} \) and \( \mathbf{j} \) are the horizontal unit vectors in the zonal and meridional directions. The caret or ‘hat’ symbol \( \hat{\cdot} \) is used to represent the thickness-weighted average of a quantity, e.g.

\[
\hat{u} = \frac{u\sigma}{\sigma},
\]

where

\[
\sigma = \left( \frac{\partial b\mathbf{\#}}{\partial z} \right)^{-1}
\]

is the layer thickness per unit buoyancy. The overline symbol \( \bar{\cdot} \) represents an ensemble average at fixed \( x, y, b \) and the sharp symbol \( \mathbf{\#} \) indicates quantities that are dynamically consistent with the residual-mean flow without being averages themselves. The material derivative following the residual velocity in \( z \)-coordinates is given by

\[
\frac{D\mathbf{\#}}{Dt} = \frac{\partial}{\partial t} + \hat{u} \frac{\partial}{\partial x} + \hat{v} \frac{\partial}{\partial y} + w\mathbf{\#} \frac{\partial}{\partial z},
\]

or, in buoyancy coordinates, by

\[
\frac{D\mathbf{\#}}{Dt} = \frac{\partial}{\partial \tilde{t}} + \hat{u} \frac{\partial}{\partial \tilde{x}} + \hat{v} \frac{\partial}{\partial \tilde{y}} + \hat{\omega} \frac{\partial}{\partial \tilde{b}},
\]

where the tilde symbol \( \tilde{\cdot} \) is used to indicate quantities at constant buoyancy. The vector \( \mathbf{J}^{c} \) is given by

\[
\mathbf{J}^{c} = \bar{u}^{n}c^{n}\mathbf{e}_{1} + \bar{v}^{n}c^{n}\mathbf{e}_{2} + \bar{\omega}^{n}c^{n}\mathbf{e}_{3}
\]

and represents eddy fluxes of \( c \).

The effects of eddies on the residual-mean flow appear in the horizontal momentum equations (1-2) as the divergence of the Eliassen-Palm flux tensor
The individual terms in the EPFT in (12) represent eddy Reynolds stresses, or horizontal transfer of horizontal momentum ($\hat{u}''u''$, $\hat{u}''v''$ and $\hat{v}''v''$), eddy potential energy ($-\frac{1}{2\sigma}\zeta')$ and eddy interfacial form drag or vertical transfer of horizontal momentum ($\frac{1}{2}\zeta'm'_x$ and $\frac{1}{2}\zeta'm'_y$), which is proportional to the eddy buoyancy fluxes (e.g. Gent and McWilliams (1990)). The expression given in (12) is only unique to within a rotational gauge term that is divergence-free and does not affect the dynamics of the flow (Maddison and Marshall 2013). Thus, $\nabla \cdot \mathbf{E} \cdot \mathbf{i}$ and $\nabla \cdot \mathbf{E} \cdot \mathbf{j}$ in (12) are the zonal and meridional eddy forces on the residual mean flow, respectively, associated to eddy-mean flow interactions, which can also be linked to Ertel potential vorticity fluxes (Young 2012; Maddison and Marshall 2013; Saenz et al. 2015, among others).
2.2. Energy budget

Here we summarize the terms of the (mechanical) energy budget, defined as kinetic plus potential energy. These are used to derive an expression for eddy energy, or the sum of eddy kinetic and potential energies.

We define mean kinetic energy as

\[ \overline{K} = \frac{\hat{u}^2 + \hat{v}^2}{2}, \]  

(15)

and eddy kinetic energy as

\[ K' = \frac{\hat{u}'^2 + \hat{v}'^2}{2}. \]  

(16)

After deriving the equation for the evolution of mean kinetic energy, we obtain a term for the work of the velocity field against the pressure gradient. Then using the hydrostatic relation and the thickness equation, this term can be related to the material derivative of the potential energy of the residual-mean flow, thus arriving to an expression for potential energy for the TWA framework, namely

\[ \mathcal{P} = \frac{1}{2\sigma} \zeta^2. \]  

(17)

Using a process similar to the one used to derive the expression for \( \mathcal{P} \), we use the pressure work terms in the eddy kinetic energy equation, and arrive to

\[ \mathcal{P}' = \frac{1}{2\sigma} \zeta' \zeta'. \]  

(18)

The equation governing the evolution of eddy energy \( \mathcal{E}' \), derived in Appendix A, is given by

\[ \frac{\partial \mathcal{E}'}{\partial t} + \mathbf{u} \cdot \nabla \mathcal{E}' = \hat{u} (\nabla \cdot \mathbf{E}) \cdot \mathbf{i} + \hat{v} (\nabla \cdot \mathbf{E}) \cdot \mathbf{j} - \nabla \cdot \mathbf{T} + \mathcal{D}_e, \]  

(19)
where $\mathbf{u}^e = \tilde{u}\mathbf{i} + \tilde{v}\mathbf{j} + \tilde{w}\mathbf{k}$. The terms on the left hand side of (19) correspond to the time rate of change of eddy energy, transport of eddy energy by the mean flow, work from eddy-mean flow interactions through the EPFT in the zonal and meridional directions, and eddy energy transport by eddy fluxes $\mathbf{T}$, and on the right hand side we have eddy energy dissipation by adiabatic processes $D_e$.

3. Prognostic, One-Equation model for the divergence of the EPFT

As a first approach, or proof of concept to using the TWA formalism in equations (1 - 6) to parameterize eddy-mean flow interactions, Saenz et al. (2015) implemented the Gent-McWilliams eddy parameterization (Gent and McWilliams, 1990, GM90) in the TWA framework as a Coriolis force by the bolus velocity, ignoring Reynolds stress terms, eddy potential energy and diabatic terms. This implementation results in approximating the divergence of the EPFT as the vertical divergence of the eddy interfacial form drag terms,

$$
(\nabla \cdot \mathbf{E}) \cdot \mathbf{i} = \frac{\partial}{\partial z} \left( \frac{1}{\sigma} \zeta' m'_z \right) = f \frac{\sigma' v'}{\sigma} \equiv f v_*,
$$

$$
(\nabla \cdot \mathbf{E}) \cdot \mathbf{j} = \frac{\partial}{\partial z} \left( \frac{1}{\sigma} \zeta' m'_y \right) = -f \frac{\sigma' u'}{\sigma} \equiv -f u_*,
$$

where the horizontal bolus velocity vector in cartesian coordinates $\mathbf{u}_* = u_* \mathbf{i} + v_* \mathbf{j}$ can be written as

$$
\mathbf{u}_* = -\frac{\partial}{\partial z} (\kappa \mathbf{S}).
$$

Eddy diffusivity $\kappa$ is set to a constant.
3.1. Eddies as viscous forces in the horizontal momentum equations

An alternative to the GM90 parameterization, and perhaps a better choice (Greatbatch and Lamb, 1990; Ferreira and Marshall, 2006), is to represent eddies as viscous terms in the horizontal momentum equation, in which

\[
\frac{\zeta' m_z}{\sigma} = -\mu \frac{\partial \hat{u}}{\partial z}, \tag{23}
\]

\[
\frac{\zeta' m_y}{\sigma} = -\mu \frac{\partial \hat{v}}{\partial z}. \tag{24}
\]

The eddy viscosity \( \mu \) can be related to \( \kappa \) via \( \mu = \kappa f^2 N^{-2} \) (Greatbatch and Lamb, 1990; Saenz et al., 2015). We take this approach, and in this section we propose a prognostic eddy parameterization for the vertical viscosity in equations (23-24), in which we use mixing length theory to relate \( \mu \) to a prognostic, vertically integrated eddy energy. We assume that the only forces are from the interfacial form drag terms in the EPFT, while the forces from diabatic, sheer and eddy potential energy terms are zero, similar to the assumptions made in GM90. We represent the dominant baroclinic mode through a simplified model and use it to represent the vertical structure of \( \mu \) as a function of the residual mean flow. We design the framework to be independent of the specification of the model for the baroclinic mode, allowing, in principle, the inclusion of more realistic models for baroclinic mode decomposition and the inclusion of more than one mode in our model.

We start by defining the vertically integrated eddy energy, \( \langle \mathcal{E}' \rangle_z \), as a function of \( x, y, t \), where

\[
\langle \cdot \rangle_z(x, y, t) = \int_{z_b(x, y)}^{\eta(x, y, t)} \cdot dz, \tag{25}
\]

\( \eta(x, y, t) \) is the sea surface height at a given location and time, and \( z_b(x, y) \) is the bottom depth. Ignoring the eddy energy transport by the mean flow
and by the eddy fluxes, the second and last terms on the left hand side of (19), and integrating (19) vertically we obtain

$$\frac{\partial \langle \mathcal{E}' \rangle_z}{\partial t} = \langle \dot{u} (\nabla \cdot \mathbf{E}) \cdot \mathbf{i} \rangle_z + \langle \dot{v} (\nabla \cdot \mathbf{E}) \cdot \mathbf{j} \rangle_z + \langle \mathcal{D}_e \rangle_z.$$  \hspace{1cm} (26)

We use the above to construct a prognostic representation of the eddy energy in the flow.

We represent the eddy interfacial form drag terms in the bottom row of the EPFT (12) using equations (23-24). This way, the forces from eddy mean flow interactions in the horizontal momentum equations (1-2) and in the eddy energy equation (19) and (26) become

$$\nabla \cdot \mathbf{E} \cdot \mathbf{i} = -\partial \partial_z \left( \mu_e \frac{\partial \langle \dot{u} \rangle_{te}}{\partial z} \right),$$  \hspace{1cm} (27)

$$\nabla \cdot \mathbf{E} \cdot \mathbf{j} = -\partial \partial_z \left( \mu_e \frac{\partial \langle \dot{v} \rangle_{te}}{\partial z} \right).$$  \hspace{1cm} (28)

In the above, $\langle \rangle_{te}$ is a time filter used to average the velocity at eddy time-scales $t_e$. We use mixing length theory to estimate the diffusivity,

$$\kappa_e = \sqrt{\mathcal{E}' \ell_m} \hspace{1cm} \text{(29)}$$

and, following Greatbatch and Lamb (1990) and Saenz et al. (2015), we use $\mu_e = K f^2 N^{-2}$ to relate the viscosity to the diffusivity, resulting in

$$\mu_e = \frac{f^2}{N^2} \sqrt{\mathcal{E}' \ell_m},$$  \hspace{1cm} (30)

where $\ell_m$ is the mixing length and $\mathcal{E}'$ is the eddy energy. This relation is based on the work of Green (1970), Stone (1972), and has been used in Eden and Greatbatch (2008), Marshall and Adcroft (2010), among others. The
mixing length can be represented as a function of the eddy length scale $L_e$. A simple model for the mixing length is

$$\ell_m = \alpha_{\text{eff}} L_e$$  \hfill (31)

where $\alpha_{\text{eff}} \equiv \alpha_{\text{eff}}(z)$ is an efficiency factor, which is sometimes ‘absorbed’ into $L_e$, that takes into account the vertical structure of the mixing length, e.g. as a function of eddy suppression (Ferrari and Nikurashin 2010; Smith 2007; Smith and Marshall 2009; Bates et al. 2014). Here we will limit ourselves to the simplest mixing length theory model, and we use

$$\mu_e = \frac{f^2}{N^2} \sqrt{\mathcal{E}' L_e} .$$  \hfill (32)

We relate the eddy energy $\mathcal{E}'$ to the prognostic, vertically integrated eddy energy $\langle \mathcal{E}' \rangle_z$ through a model for normal mode decomposition of each water column,

$$\mathcal{E}'(x, y, z, t) = \phi(x, y, z, t)^2 \langle \mathcal{E}' \rangle_z(x, y, t) .$$  \hfill (33)

As is common in ocean models, we ignore momentum eddy fluxes in and out of the ocean. We implement this constraint by enforcing the boundary conditions at the boundaries of the ocean as

$$\mu(x, y, \eta, t) = \mu(x, y, z_b, t) = 0 .$$  \hfill (34)

4. Specific Formulation and Algorithm

In this section we present specific formulations for the time filters and the baroclinic mode decomposition model that we used for this paper.

The dissipation term in equation (26) is represented using the following simple algebraic model,

$$\langle D_e \rangle_z = \gamma_c \langle \mathcal{E}' \rangle_z ,$$  \hfill (35)
where $\gamma$ is an inverse eddy dissipation time-scale.

The time filter $\langle \rangle_t$ is calculated using an impulse model filter \cite{Smith1997}. For a quantity $\psi^n = \psi(x, y, z, t_n)$ at an $n$th timestep $t_n$, the filtered quantity $\langle \psi \rangle_{t_i}$ is updated using

$$\langle \psi \rangle_{t_i} = \langle \psi \rangle_{t_i}^n + \frac{\Delta t_i}{t_i}(\psi^n - \langle \psi \rangle_{t_i})$$

(36)

where $\Delta t_i$ is the frequency of the sampling, and $t_i$ is the span of the moving average.

To test our formulation, we first implement a simplified model for the baroclinic mode decomposition in a water column. We assume that the first baroclinic mode is the most energetic and dominates the dynamics of the flow. It has been noted in previous studies that this is not the case, in different parts of the ocean other modes are more energetic, and sometimes a combination of modes contain most of the eddy energy \cite{Smith2007, Smith2009}. However, for the purpose of this paper we implement a simplified model, but in future work this model can be replaced by more realistic ones as the ones.

We express the first baroclinic mode as

$$\phi(x, y, z, t) = -A(x, y, t) \exp\left(\frac{z - \eta(x, y, t)}{H_e}\right).$$

(37)

The $e$-folding depth $H_e(x, y, t)$ is set as

$$H_e = \min(\psi_1 H(x, y), H_1),$$

(38)

where $\psi_1$ is a parameter indicating a fraction of the column depth, and $H_1$ is a parameter representing the minimum $e$-folding depth. The amplitude of
the eigenvector $A(x, y, t)$ is calculated by numerically enforcing

$$\int_{-H(x,y)}^{\eta(x,y,t)} [\phi(x, y, z, t)]^2 dz = 1 . \quad (39)$$

The eddy length scale in equation (32) is calculated using the Wentzel-Kramers-Brillouin approximation of the Rossby Radius of deformation (Chelton et al., 1998),

$$L_e = \frac{1}{|f|} \int_{-H(x,y,t)}^{0} \langle N \rangle_{te} dz, \quad (40)$$

where the time filter $\langle \rangle_{te}$ is used to average the buoyancy frequency over a climatological time scale $t_e$.

4.1. Algorithm

Given the state of the flow at a time-step $n$, before performing timestep $n + 1$ in the dynamical core, and the viscosity $\mu_n$, the algorithm proceeds as follows.

1. Update the time filtered quantities given quantities from the previous time-step, using (36); i.e. update $\langle u \rangle_{te}$ and $\langle N^2 \rangle_{te}$.

2. Calculate vertical derivative

$$\frac{\partial}{\partial z} \langle u \rangle_{te}. \quad (41)$$

3. Calculate vertical flux of horizontal momentum

$$\mu \frac{\partial}{\partial z} \langle u \rangle_{te}. \quad (42)$$

4. Calculate the force, or the (negative) time tendency in momentum (1), as the vertical divergence of the vertical flux of horizontal momentum,

$$\langle \nabla \cdot E \rangle \cdot \mathbf{i} = - \frac{\partial}{\partial z} \left( \mu_n \frac{\partial}{\partial z} \bar{u}_n \right). \quad (43)$$
5. Calculate the time tendency of the eddy energy

\[ \dot{u}(\nabla \cdot \mathbf{E}) \cdot \mathbf{i}. \] (44)

6. Using (25), sum over the column to get the eddy energy tendency over the column

\[ \langle \dot{u}(\nabla \cdot \mathbf{E}) \cdot \mathbf{i} \rangle_z. \] (45)

7. Integrate the vertically integrated eddy energy (26) forward in time for one time-step to obtain \( (E')^n_{z+1} \), using the tendency calculated in (45). Here, we use the Euler method, representing the time tendency from the transfer of energy from the mean flow (first and second terms on the right hand side of equation (26)) explicitly, and the dissipation in equation (35) implicitly for stability.

8. Solve the eigenvalue problem, equation (37), for \( \phi(x, y, z, t) \).

9. Calculate the eddy length scale (40), namely

\[ L = \frac{1}{|f|} \int_z \sqrt{\langle (N^2)_{tc} \rangle_t} dz. \] (46)

10. Calculate the eddy energy along the water column, by projecting the vertically integrated eddy energy onto the water column using the \( \phi(x, y, z, t) \),

\[ E'(x, y, z) = \langle E' \rangle_{z+1} \phi^2(x, y, z). \] (47)

11. Update the eddy viscosity

\[ \mu_{n+1}(x, y, z) = \frac{f^2}{\langle N^2 \rangle_{tc}} \sqrt{E'(x, y, z)} L \alpha_{eff}. \] (48)
12. Advance the dynamical code forward one timestep, in which the state of the flow is updated to timestep $n + 1$ and the momentum equation (1) is updated with the time tendency from eddy forces given by (43) calculated above.

13. If the dynamical core will perform another cycle, go to step 1.

The above algorithm is designed so that the vertically integrated eddy energy is conserved by construction, since the time tendency of momentum from the parameterized eddies (43) and the time tendency of vertically integrated eddy energy by the parameterized eddies (45) are consistent with the derivation of (26).

5. Numerical Simulations

We implement the one-equation prognostic model and the algorithm presented in section (4.1), into the ocean component of the Model for Prediction Across Scales (MPAS-O; Ringler et al. 2013). The numerical scheme in MPAS-O solves the Boussinesq equations (2-6) using a mimetic, finite-volume discretization on a horizontal mesh consisting of Voronoi tesselations (Thuburn et al. 2009; Ringler et al. 2010), and an arbitrary Lagrangian-Eulerian (ALE) vertical coordinate (Petersen et al. 2015). Equations for scalars are expressed in flux form and are advected using a monotone transport algorithm (Skamarock and Gassmann 2011).

To test our implementation, we use the same configuration as in Ringler et al. (2017) to setup and simulate the flow in a zonal idealized Southern Ocean (ZISO) configuration, in which 5 km resolution was used. Tests with the configuration in Ringler et al. (2017) indicate that using 5km resolution
and 10 km resolution, the flows are very similar. So, to isolate effects of our model from the effects of changes in resolution, we choose a 10 km grid size. We chose 10 km resolution and not 5 km in order to make our test case run quicker for the purpose of testing and debugging. We use a horizontal mesh representing a 40 km × 2000 km region with a nominal resolution of 10 km, consisting of 920 tessellated hexagons arranged on a 4 × 230 mesh. The vertical mesh has 100 layers spanning a depth of 2500 m in the main channel, with resolution varying between 0.63 m at the surface, and 92 m at the bottom. About half of the layers in the vertical mesh are located in the upper 250 m of the water column. The domain is periodic in the zonal direction x, and in the meridional direction y it is bound by walls with no-slip boundary conditions.

The bathymetry consists of, from the south to the north, a continental shelf with a depth of $H_s = 500$ m and a width of about 300 km, followed by a shelf break region of about 300 km where the depth increases towards the north, down to the bottom of the main channel where $z = -H = -2500$ m. This is achieved using the following function, as in Ringler et al. (2017),

$$h(y) = H_s + \frac{1}{2}(H - H_s) \left[ 1 + \tanh \left( \frac{y - Y_s}{W_s} \right) \right], \quad (49)$$

where $y = Y_s = 250$ km and $y = W_s = 500$ km are the center positions of the shelf and the shelf break, respectively.

We use an interior restoring model to represent the production of deep bottom water over the shelf at $y = 0$ km, and to model the portion of the meridional overturning circulation that lies to the north of the channel by transforming north-flowing deep bottom waters into south-flowing mid-depth waters at the northern boundary, $y = 2000$ km. The interior restoring
of temperature $T_i$ is set using a temperature tendency at the boundary at a prescribed time-scale $\tau_i$,

$$\frac{dT_b}{dt} = -\frac{T - T_i}{\tau_i}, \quad (50)$$

where the interior restoring temperature $T_i$ is prescribed as

$$T_i(y, z) = T_r \exp \left( \frac{z}{z_e} \right), \quad (51)$$

and

$$\tau_i = \frac{1}{\tau_{T_r}} \left( e^{-y'/L_e} \right), \quad (52)$$

$$y' = \begin{cases} 
  y & \text{for } y = 0 \text{ km} \\
  L_y - y & \text{for } y = 2000 \text{ km},
\end{cases} \quad (53)$$

and $z_e = 1000$ m, $\tau_{T_r} = 30$ days, $L_e = 80$ km, and $L_y = 2000$ km.

Surface wind forcing is specified using the wind stress

$$\tau(y) = \begin{cases} 
  -\tau_f \sin \left( \frac{\pi (L_y - y)}{L_y} \right)^2 & : y \leq L_s \\
  0 & : L_s < y < L_s - W_{sf}, \\
  \tau_0 \sin \left( \frac{\pi (y - L_x)}{L_y - L_x} \right)^2 & : y \leq L_s
\end{cases} \quad (54)$$

where $\tau_0 = 0.2$ N/m$^2$ is the peak eastward wind stress over the main channel, and $\tau_f = 0.05$ N/m$^2$ is the peak westward wind stress over the shelf region.

Buoyancy forcing is achieved by restoring temperature at the surface to

$$T_r(y) = T_m + T_a \tanh \left( \frac{2(y - L_y/2)}{L_y/2} \right) + T_b \frac{y - L_y/2}{L_y/2}, \quad (55)$$

using a ‘piston’ temperature flux of the form

$$Q_T = -p(T - T_r), \quad (56)$$
where $T_m = 3.0^\circ$C, $T_a = 1.0^\circ$C, $T_b = 2.0^\circ$C, and $p = 1.0 \times 10^{-5}$ m/s is the piston velocity.

We use a linear equation of state,

$$\rho = \rho_{ref} - \alpha (T - T_{ref}),$$  \hspace{1cm} (57)

where $\rho_{ref} = 1025.0$ kg/m$^3$, $\alpha = 0.255$ kg/m$^3$/$^\circ$C, and $T_{ref} = 19.0^\circ$C.

To stabilize the simulations, we use a biharmonic viscosity $\nu_h = 6.25 \times 10^9$ m$^4$/s for the divergent part of the flow, which is scaled by a factor of 10 for the rotational part of the flow. We parameterize the bottom boundary layer stress using a quadratic drag with a coefficient of $3.0 \times 10^{-3}$. We use the $K$-profile parameterization (KPP, Large et al., 1994), with background diffusivity and viscosity of $5 \times 10^{-6}$ and $1 \times 10^{-4}$ m$^2$/s, respectively.

6. Diagnostic Evaluation of the Two-Equation Model in an Eddy Resolving Simulation

In this section, we use our model in diagnostic mode by evaluating terms in the model using the high resolution, eddy resolving zonal idealized southern ocean (hrZISO) simulation in Ringler et al. (2017). The hrZISO is characterized by a surface intensified mean flow towards the East ($\hat{u} > 0$) in the main channel. We diagnose the eddy viscosity using the definition $E$ in (12), assuming adiabatic flow in the interior, and rewriting (23) to obtain

$$\mu = \frac{E_{31}}{\partial \hat{u}/\partial z},$$  \hspace{1cm} (58)

where we have expressed the EPFT in index notation. The eddy form drag $E_{31}$ and the vertical gradient of the zonally averaged, zonal residual mean
velocity are calculated in buoyancy coordinates, as described in hrZISO. In addition, we calculate the viscosity using the model in (32), where the eddy energy is calculated using the trace of the EPFT $E' = E_{ii}$, and $E_{ij}$, $f$, $N^2$ or obtained from hrZISO. Figure A.1 shows the eddy energy, along with the probability of existence $\bar{\phi}$, i.e the frequency at which a water mass of a given buoyancy class exists in the interior of the hrZISO (Ringler et al., 2017). We will define regions where $\bar{\phi} < 1$ as ventilated regions, and those where $\bar{\phi} = 1$ as interior regions. The eddy energy is concentrated towards the surface of the circumpolar current in the main channel, a large portion of which corresponds to the ventilated region of the water column, as indicated by the depths in which the probability of occurrence is less than one.

The diagnosed and modeled eddy viscosities calculated as described above, using data from hrZISO, are shown in figure A.2. There is good qualitative agreement, in that the viscosity in the interior of the flow is large inside the circumpolar current of the hrZISO, and within this current, it is largest at a depth of about 1.7 km. Within the top and bottom 'ventilated' regions (where the probability of occurrence is less than 1 in figure A.1), the diagnosed viscosity is noisy, and the modeled viscosity is large. However, we do not have a model for the dynamics that occur in the ventilated region, and this remains to be investigated further.

The eddy forces in this flow are dominated by the eddy form drag in the zonal direction, and are given by $F \equiv (\nabla \cdot E) \cdot i = \partial E_{31}/\partial z$. The rate of work of the mean flow on the eddies $\hat{u} F$ is plotted in figure A.3. By equation (A.1), in regions where $\hat{u} F$ is positive, eddies are extracting energy from the mean flow, or the mean flow is doing work on the eddy field. The mean zonal
flow in the interior region of the main channel (\( \phi = 1 \), top of figure A.3) is extracting energy from the eddies, and the vertically integrated work is positive (bottom of figure A.3) as the eddies transfer momentum from the top of the channel, where it is input by wind stress, towards the bottom, where it is absorbed by bottom drag, as discussed in more detail in Ringler et al. (2017).

7. Result from Simulations using the Two-Equation Model

To get the simulation to be stable, we had to limit the value of \( \langle N_r^2 \rangle \) in equation (48). We have tried a number of approaches, and we currently calculate \( \langle N_r^2 \rangle \) as \( N^2 \) vertically averaged within a water column at a given horizontal location \((x, y)\). With this regularization, we are able to integrate forward in time, but the flow we obtain does not well represent the average flow observed in the hrZISO.

To test the two-equation model in prognostic mode in a numerical simulation of the ZISO, we spin up the simulation from rest, in two steps. First we simulate the Eulerian mean flow using the GM parameterization for 28 years, at which point we have a steady state. Then we change to thickness-weighted coordinates by transforming the prognostic velocity to residual-mean velocity, and we run for another 8 years. We refer to this spun up simulation as the parameterized ZISO (pZISO).

The flow is zonally uniform in the main channel, so when we show cross section plots, we will be showing \( z, y \) slices at fixed \( x \).

Figure A.4 shows a meridional cross-section of residual mean zonal velocity \( \hat{u} \), along with temperature contours in pZISO. The velocity obtained
with pZISO is very similar to the velocity simulated in hrZISO, with an surface intensified, eastward zonal mean flow in the main channel that peaks at about 0.3 m/s at the surface. There is a westward current centered at about $y = 740$ km, over the deepest end of the continental slope, while in the hrZISO this current is distributed over the entire range of the continental slope, peaking at around $y = 500$ km. The temperature contours in figure A.4 differ from the ones observed in the hrZISO, in that the former have a substantially deeper mixed layer than the latter.

The residual mean meridional velocity is plotted in figure A.5. The simulation using our parameterization does not capture the detailed north/south meridional within the surface ventilated region, as we do not attempt to model it. However, within the interior region of the pZISO main channel, the flow is southward up to a depth of about 1.3 km, and below this depth it is towards the north, with magnitudes that are within reasonable agreement between the parameterized and high resolution ZISO simulations.

The model vertical viscosity $\mu$ calculated by our algorithm (48) is plotted in figure A.6. The viscosity is concentrated within regions where there are large vertical zonal velocity gradients, within the main channel and over the continental shelf, and is largest towards the surface of these two regions, where it peaks at about 65 m$^2$/s. The viscosity in hrZISO shown in figure A.2, on the other hand, is largest towards the bottom of the interior region in the main channel, where it peaks at about 20 m$^2$/s.

The modeled eddy flux of zonal momentum (figure A.7) is from the surface towards the bottom of the channel. At the surface of the circumpolar current in main channel, this flux balances wind stress (0.2 N/m$^2$, solid black line),
and becomes larger than $2.0 \times 10^{-4}$ close to the surface, as it does in the hrZISO between the surface ventilated and interior regions; at the bottom, the flux is balanced by the bottom drag.

The force balance within the center of the eastward circumpolar current in the main channel, at the location indicated by the white vertical dashed line in figures A.4-A.7 is plotted in figure A.8. As in the interior region of the hrZISO simulation, the force balance is between the modeled force from eddy form drag and the advection of potential vorticity by the residual mean meridional velocity $\hat{v}$. However, there are important differences between the force balance resulting from the parameterized flow and the one resulting from the eddy resolving flow. In upper portion of the interior region in both flows, the eddy forces are negative while the momentum flux from meridional advection is positive. These forces become zero at a depth of 1 km and 0.6 km in the parameterized and eddy resolving flows, respectively. Below these depths, the signs of the forces are reversed in the parameterized flow, i.e. the eddy forces become positive while the potential vorticity flux of momentum becomes negative, while in the eddy resolving flow, both become zero. The main reason for this difference is that, in the parameterized flow, the vertical gradient of the zonal velocity is not negligible, and the modeled vertical eddy flux of zonal momentum is not constant, while in the eddy resolving flow the vertical gradient of the vertical velocity is small and the momentum flux becomes constant.
8. Discussion and Conclusions

We have proposed a model for meso-scale eddy momentum fluxes in the ocean, based on mixing length theory and the gradient diffusion hypothesis. We diagnosed the model equation in an eddy resolving numerical simulation of a zonally re-entrant channel representative of the Southern Ocean, ZISO. We have implemented the parameterization in an ocean model and tested it to simulate a parameterized flow in zonally symmetric idealized Southern ocean configuration. Our model has several desirable attributes, as well as shortcomings that we shall discuss below. The vertical structure of the model is built in using physical principles, albeit with limitations perhaps due to simplifications and assumptions we have invoked. However, we have demonstrated the feasibility of using the mathematically consistent, physically-sound thickness-weighted averaged framework and the Eliassen-Palm stress tensor to construct parameterizations with structure and complexities that go beyond the algebraic nature of some existing approaches.

We assume that eddy form drag is the dominating term in the divergence of the Eliassen-Palm stress tensor, and therefore our model is most appropriate for the very simplified case of the zonally symmetric idealized Southern Ocean (ZISO), where this assumption is valid and accurate. To parameterize the eddy form drag forces from the divergence of the momentum fluxes in the EPFT, we invoke the down gradient diffusion hypothesis to relate these fluxes to the vertical gradient of the zonal TWA velocity via a vertical viscosity. We relate the vertical viscosity to an eddy velocity proportional to eddy energy, and to an eddy length scale. The eddy length scale is assumed to be the first Rossby radius of deformation, and the Finally, the eddy energy is
obtained by using the first baroclinic mode to project the vertically averaged eddy energy onto the water column at a given horizontal location, where the vertically integrated eddy energy is a prognostic variable that is integrated in time with the mean flow.

With our model, we are able to represent some important features and some aspects of the vertical structure of the zonally symmetric flows. We are able to simulate the vertical flux of zonal momentum from the surface, where it is input by wind stress, to the bottom of the ocean, where it is transferred to bottom drag, as observed in high resolution, eddy resolving simulations (Ringler et al., 2017). In the interior of the main eastward current, the force balance, given by the divergence of the vertical flux of horizontal momentum, is between eddy forces and the meridional flux of potential vorticity, as in the high resolution simulations. The fluxes peak at mid depth, consistent with the high resolution flow, but then decrease towards the bottom, while in the high resolution simulations the fluxes are constant and the forces become zero in the bottom half of the water column. One possible explanation is that in the parameterized flow, the vertical viscosity peaks at the top and decreases with depth, while in the high resolution flow the vertical viscosity in the bottom half of the water column, where the momentum flux is constant. Thus, we may be over-constraining the vertical structure of the flow with our model for the eigenvector corresponding to the first baroclinic mode, which is used to project the vertically integrated eddy energy onto the water column, and thus gives the vertical viscosity its vertical structure. The first baroclinic mode is often not the most unstable mode in the ocean (Smith, 2007), or the most important in dictating the vertical structure of mixing.
We therefore need to investigate the effects of using different eigenvectors, or, alternatively, use a formulation in which the prognostic eddy energy is a function of horizontal location, as well as depth.

The down gradient diffusion has been known to fail in flows where there is no stream-wise symmetry, and where history effects are important. This is not a problem in the zonally symmetric flow we investigate here, but lack of symmetry and flow history become leading order in the presence of topography, for the flow over or around features such as the Kuerguellan plateau and Drake passage in the Southern ocean, among others. The down gradient diffusion hypothesis can be bypassed by using a prognostic equation for one or more of the EPFT terms. For example, for the ZISO case, one could use a prognostic equation for $E_{31}$ and $E_{32}$, and for flows around topography, the diagonal terms $E_{11}$ and $E_{22}$, as we expect that transfer terms between the different components of $E_{ij}$ will become important. For example, as the flow goes over topography, $E_{11}$ and $E_{22}$ become non-negligible, and as the flow moves away from topography, they may become small again as they transfer momentum to eddy form drag terms $E_{11}$ and $E_{22}$ and/or to the mean flow.

The surface ventilation layer has a leading order effect on the meridional transfer of heat, as well as on the ventilation of the interior of the ocean. However, we do not include a model for the surface layer in this paper.
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Appendix A. Derivation of the eddy energy equation

Using the definitions for mean kinetic energy, mean potential energy, eddy kinetic energy and eddy potential energy in [15-18], the evolution equations for these quantities can be derived, resulting in

\[
\frac{D\mathcal{K}}{Dt} + \hat{u}_h \cdot \nabla_h \bar{m} + \hat{v} \nabla \cdot E^u + \hat{v} \nabla \cdot E^v = \hat{u} \dot{R}_x + \hat{v} \dot{R}_y \tag{A.1}
\]

\[
\frac{D\bar{P}}{Dt} - \hat{u}_h \cdot \nabla_h \bar{m} + \nabla \cdot \bar{m} \hat{u} - \nabla \cdot \bar{P} \hat{u}_h = \bar{P} \ddot{\varphi}_b \tag{A.2}
\]

\[
\frac{D\mathcal{K}'}{Dt} - \hat{u} \nabla \cdot E^u - \hat{v} \nabla \cdot E^v + \hat{u} \dot{m}_x + \hat{v} \dot{m}_y + w'' \dot{m}_x + w''' \dot{m}_y \\
+ \nabla \cdot (\hat{u} J^u + \hat{v} J^v) + \nabla \cdot (J^u_3 + J^v_3) = w'' \dot{R}_x + w''' \dot{R}_y \tag{A.3}
\]

\[
\frac{D\mathcal{P}'}{Dt} - \hat{u} \dot{m}_x - \hat{v} \dot{m}_y - w'' \dot{m}_x - w''' \dot{m}_y \\
+ \nabla \cdot \hat{u}_h \dot{m}' - \nabla \cdot \left\{ \bar{m}' \hat{u}_h \cdot \nabla_h \bar{\zeta}' \bar{e}_3 \right\} - \nabla \cdot \left\{ \bar{m}' \hat{u}_h' \cdot \nabla_h \bar{\zeta}' \bar{e}_3 \right\} \\
- \nabla \cdot \mathcal{P}' \hat{u}_h + \nabla \cdot \frac{\hat{u}_h \dot{m}' \bar{\sigma}}{\bar{\sigma}} + \nabla \cdot \frac{\hat{u}_h' \dot{m}' \bar{\sigma}}{\bar{\sigma}} \\
= \mathcal{P}' \ddot{\varphi}_b + \frac{1}{\bar{\sigma}} \left[ \bar{m}' \dot{\varphi} \bar{\sigma}' \dot{\bar{b}} + \bar{m}' \dot{\varphi} \bar{\sigma}' \dot{\bar{b}} - (\bar{\varphi} \dot{\bar{m}} \bar{\sigma}') \dot{\bar{b}} \\
- (\bar{\varphi} \dot{\bar{m}} \bar{\sigma}') \dot{\bar{b}} - \bar{\sigma} \bar{\varphi}' \bar{\zeta}' + \bar{\sigma}' \bar{\varphi} \bar{\zeta}' + \bar{\varphi} \dot{\bar{m}} \bar{\sigma}' \right], \tag{A.4}
\]

where \( \nabla_h \) is the horizontal gradient operator, \( \hat{u}_h = \hat{u} i + \hat{v} j \) the horizontal residual-mean velocity, \( \hat{u}_h'' = u'' i + v'' j \) is the horizontal perturbation velocity vector.

Note that in the above equations, \( \hat{u} \dot{m}_x \) and \( \hat{v} \dot{m}_y \) represent work by the mean flow on eddy pressure gradient, proportional to form drag.
The equation for eddy energy $E' = K' + P'$ becomes

$$\frac{D^2 E'}{Dt^2} - \dot{\hat{u}} \nabla \cdot E' - \dot{\hat{v}} \nabla \cdot E'$$

$$+ \nabla \cdot (\dot{\hat{u}} J^u + \dot{\hat{v}} J^v) + \nabla \cdot (J^u_3 + J^v_3)$$

$$+ \nabla \cdot (\hat{u} u' m' - \nabla \cdot \{ m' \hat{u}_h \cdot \nabla h \zeta' \bar{e}_3 \})$$

$$- \nabla \cdot (m' \hat{u}_h \cdot \nabla h \zeta' \bar{e}_3)$$

$$- \nabla \cdot (\hat{v} v' m' - \nabla \cdot \{ m' \hat{v}_h \cdot \nabla h \zeta' \bar{e}_3 \})$$

$$- \nabla \cdot (m' \hat{v}_h \cdot \nabla h \zeta' \bar{e}_3)$$

$$= D_e,$$  \hspace{1cm} (A.5)

Written more succinctly,

$$\frac{\partial E'}{\partial t} + \dot{u} \cdot \nabla E' - \hat{u} \nabla \cdot E' - \hat{v} \nabla \cdot E' + \nabla \cdot T = D_e,$$  \hspace{1cm} (A.6)

where $u^i = \dot{u} i + \dot{v} j + w^i k$ the terms on the left hand side correspond to the time rate of change of eddy energy, transport of eddy energy by the mean flow, eddy-mean flow interactions through the EPFT and eddy energy transport by eddy fluxes, and on the right hand side we have eddy energy dissipation by adiabatic processes.
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A.1 Zonally averaged eddy energy $E_{ii}$ in the high resolution simulation, plotted in $\log_{10}$ scale (pseudo-color). Black contours show the probability of existence of 0.001, 0.01, 0.10, 0.25, 0.50, 0.95, 0.999. 

A.2 Eddy viscosity diagnosed in the high resolution simulation hrZISO (top), and calculated with the proposed model, using terms diagnosed from the high resolution simulation hrZISO (bottom).

A.3 Work by mean flow in the eddies diagnosed from the high resolution simulation, hrZISO. Black contours show the probability of existence of 0.001, 0.01, 0.10, 0.25, 0.50, 0.95, 0.999 (top); and vertically integrated work by the mean flow on the eddies (bottom).

A.4 Residual mean zonal velocity (color, in m/s$^2$) and temperature contours ($^\circ$C), starting at -0.5$^\circ$ (dashed line) with 0.5$^\circ$ intervals.

A.5 Residual mean meridional velocity (color, in m/s$^2$) and temperature contours ($^\circ$C), starting at -0.5$^\circ$ (dashed line) with 0.5$^\circ$ intervals.

A.6 Model vertical viscosity (color, in m$^2$/s) from the pZISO simulation.

A.7 Modeled vertical eddy flux of zonal momentum (color, in m$^2$/s$^2$) from the pZISO simulation. The solid black contour line indicates a value of $\sim -1.949 \times 10^{-4}$ m$^2$/s$^2$, which corresponds to the negative peak wind stress, i.e. -0.2 N/m$^2$; white-dashed lines are contours at $-7.0 \times 10^{-4}$ and $-5.0 \times 10^{-4}$ m$^2$/s$^2$.

A.8 Force balance within the eastward circumpolar current of the pZISO in the water column indicated by the vertical white line in figures A.4, A.7: modeled force from eddy form drag (gray), meridional advection of potential vorticity (blue), residual (black-dashed).
Figure A.1: Zonally averaged eddy energy $E_{\epsilon\epsilon}$ in the high resolution simulation, plotted in log$_{10}$ scale (pseudo-color). Black contours show the probability of existence of 0.001, 0.01, 0.10, 0.25, 0.50, 0.95, 0.999.
Figure A.2: Eddy viscosity diagnosed in the high resolution simulation hrZISO (top), and calculated with the proposed model, using terms diagnosed from the high resolution simulation hrZISO (bottom).
Figure A.3: Work by mean flow in the eddies diagnosed from the high resolution simulation, hrZISO. Black contours show the probability of existence of 0.001, 0.01, 0.10, 0.25, 0.50, 0.95, 0.999 (top); and vertically integrated work by the mean flow on the eddies (bottom).
Figure A.4: Residual mean zonal velocity (color, in m/s$^2$) and temperature contours (°C), starting at -0.5° (dashed line) with 0.5° intervals.
Figure A.5: Residual mean meridional velocity (color, in m/s^2) and temperature contours (°C), starting at -0.5° (dashed line) with 0.5° intervals.
Figure A.6: Model vertical viscosity (color, in m$^2$/s) from the pZISO simulation.
Figure A.7: Modeled vertical eddy flux of zonal momentum (color, in m$^2$/s$^2$) from the pZISO simulation. The solid black contour line indicates a value of $\sim -1.949 \times 10^{-4}$ m$^2$/s$^2$, which corresponds to the negative peak wind stress, i.e. -0.2 N/m$^2$; white-dashed lines are contours at $-7.0 \times 10^{-4}$ and $-5.0 \times 10^{-4}$ m$^2$/s$^2$. 
Figure A.8: Force balance within the eastward circumpolar current of the pZISO in the water column indicated by the vertical white line in figures A.4-A.7: modeled force from eddy form drag (gray), meridional advection of potential vorticity (blue), residual (black-dashed).