Synchronization of Complex Network Systems with Stochastic Disturbances
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We study the robustness of the synchronization of coupled phase oscillators. When fluctuations of phase differences in lines caused by disturbance exceed a certain threshold, the state cannot return to synchrony thus leading to desynchronization. Our main result is the deviation of explicit formulas of a variance matrix that characterizes the severity of these fluctuations. We highlight the utility of these results in two general problems: vulnerable line identification and network design. We find that the vulnerability of lines can be encoded by the cycle space of graphs. It is analytically shown that a line in large-size cycles is more vulnerable than those in small-size cycles and adding a new line or increasing coupling strength of a line reduces the vulnerability of the lines in any cycle including this line, while it does not affect the vulnerability of the other lines.

Synchronization of coupled phase oscillators has served as a paradigm for understanding collective behavior of real complex systems, where examples arise in nature (e.g., chimera spatiotemporal patterns [1], cardiac pacemaker cells [7] and artificial systems (e.g., multi-agent systems [11], distributed optimization [23], power grids [13, 22], bridge oscillation [18]). If the synchronization is lost, the function of the system may be destroyed. Significant insights have been obtained from investigations on the emergence of a synchronous state, linear and nonlinear stability and synchronization coherence. The synchronous state can be optimal subject to various criteria, e.g., critical coupling strength for the existence of a synchronous state [3, 6], linear stability [15], the value of an order parameter at a synchronous state [17], the volume of basin attraction around a stable synchronous state [3, 12] or the $H_2$ norm of a linear system [15, 19]. The optimal condition can be achieved by redistributing the natural frequencies or network upgrading which includes rewiring the lines or changing coupling strength of lines. Of particular interest is to predict the behaviour of the network system when subjected to disturbances. If the fluctuations in the phase differences are so large that a synchronous state cannot be attained, then the synchronization is lost. Thus, the system may lose synchronization at the lines where the fluctuations in the phase difference are severe. Clearly, the risk of losing synchronization increases as the severity of the state fluctuation increases and, thus, the robustness decreases. We say a line is more vulnerable if the desynchronization occurs at this line more easily. In this Letter, we extend the investigations by asking how to assess the vulnerability of lines in the network subjected to disturbances. With the answer of this question, we can pinpoint precisely to the effect of the disturbances on the vulnerability of lines and identify the vulnerable lines that may lead to desynchronization. In addition, the influences of network changes can also be evaluated. This provides a totally new and precise view to study the robustness of the systems.

For a graph $G = (\mathcal{V}, \mathcal{E})$ with $n$ nodes in $\mathcal{V}$ and $m$ lines in $\mathcal{E}$, we consider the dynamics of network-coupled phase oscillators governed by

$$\dot{\delta}_i = \omega_i + \sum_{j=1}^{n} l_{ij} \sin(\delta_j - \delta_i)$$

(1)

where $\delta_i$ is the phase of oscillator $i$; $\omega_i$ is the natural frequency; $l_{ij}$ is the coupling strength between nodes $i$ and $j$ and $l_{ij} > 0$ if nodes $i$ and $j$ are connected by a line, otherwise, $l_{ij} = 0$. When the non-linear term $\sin(\delta_j - \delta_i)$ is replaced by $(\delta_j - \delta_i)$, the model describes the consensus problem of multi-agent systems where the phases achieve a consensus. We focus on connected graphs, where $m \geq n - 1$ holds.

Here, we focus on the fluctuations in the phase differences in the lines around a synchronous state when subjected to stochastic disturbances. Without loss of generality, we assume $\sum_{i=1}^{n} \omega_i = 0$ and that there exists a synchronous state $\delta_r = \text{col}(\delta_r^j) \in \mathbb{R}^n$ such that $\delta^r_i \approx \delta^r_j$ for all the nodes and

$$\omega_i + \sum_{j=1}^{n} l_{ij} \sin(\delta^r_j - \delta^r_i) = 0,$$

which can be typically obtained by increasing the cou-
pling strength \( l_{ij} \) for all the lines. Since \( \delta_j^* \approx \delta_j \), we obtain \( \cos(\delta_j^* - \delta_j) \approx 1 \). We focus on the following stochastic system, which is derived by linearization of the model [1],

\[
\dot{\delta}_i = \sum_{j=1}^{n} a_{ij}(\delta_j - \delta_i) + b_i w_i, \quad (2)
\]

where \( a_{ij} = l_{ij} \), \( w_i \) is a Gaussian noise which models the disturbance, \( b_i > 0 \) is the strength of the disturbance. In system (2), the state variable \( \delta_i(t) \) becomes the phase deviation from the synchronous state \( \delta^* \). To investigate the fluctuations of the phase differences around the synchronous state \( \delta^* \), we set the output of the system as

\[
y_k = \delta_i - \delta_j, \quad (3)
\]

where \( k \) is the index of line \( e_k \) connecting nodes \( i \) and \( j \). The variance of the output \( y_k \) in its invariant probability distribution characterizes the severity of the phase difference in line \( e_k \) under stochastic disturbances. Thus it is a measure of the vulnerability of lines. In this Letter, we aim to derive the analytic expression of the variance matrix of the output, which reveals precisely the effects of the disturbances on the lines.

System (2) with output (3) is rewritten as

\[
\begin{align*}
\dot{\delta}(t) &= -L_a \delta(t) + B w(t), \quad (4a) \\
y(t) &= C^T \delta(t), \quad (4b)
\end{align*}
\]

where \( \delta(t) = \text{col}(\delta_i(t)) \in \mathbb{R}^n \) and \( L_a = (l_{ij}) \in \mathbb{R}^{n \times n} \) is the Laplacian matrix of the graph \( G \) with weight \( a_{ij} \) for line \((i,j)\) such that

\[
l_{aij} = \begin{cases} 
-a_{ij}, & i \neq j, \\
-\sum_{k \neq i} l_{ik}, & i = j; 
\end{cases}
\]

\[
B = \text{diag}(b_i) \in \mathbb{R}^{n \times n}; \quad w(t) = \text{col}(w_i(t)) \in \mathbb{R}^n; \quad y = \text{col}(y_k) \in \mathbb{R}^n \quad \text{and} \quad C = (C_{ik}) \in \mathbb{R}^{n \times m} \quad \text{is the incidence matrix of graph} \ G \text{ such that}
\]

\[
C_{ik} = \begin{cases} 
1, & \text{if node } i \text{ is the begin of line } e_k, \\
-1, & \text{if node } i \text{ is the end of line } e_k, \\
0, & \text{otherwise.}
\end{cases}
\]

where the direction of line \( e_k \) is arbitrarily specified and does not influence the investigation of the variances of the phase differences. The strength \( b_i \) of the disturbance at node \( i \) can be estimated by the standard process of system identification [10]. From the theory of complex network [2, 14], we obtain

\[
C R C^T = L_a
\]

where \( R = \text{diag}(R_k) \in \mathbb{R}^{m \times m} \) with \( R_k = a_{ij} \) being the weight of line \( e_k \). Because the system (4) is linear, at any time, the probability distribution of the state is Gaussian. For a linear Gaussian process where the system matrix is Hurwitz, the variance matrix of the output is the invariant probability distribution can be solved based on the controllability Gramian as defined in the Appendix. Here, a square matrix is called a Hurwitz matrix if every eigenvalue of this matrix has strictly negative real part. This variance matrix presents the variance of the output in the invariant probability distribution, i.e.,

\[
Q_\delta = \lim_{t \to \infty} E[y(t)y^T(t)],
\]

where \( E[\cdot] \) denotes expectation of a random variable. The trace of \( Q_\delta \) is the \( H_2 \) norm of the system (4), which is often used to study the performance of the synchronization of complex networks [16, 21].

Because \( L_a \) is symmetric, there exists an orthogonal matrix \( U \in \mathbb{R}^{n \times n} \) such that

\[
U^T L_a U = \Lambda_n
\]

where \( \Lambda_n = \text{diag}(\lambda_i) \in \mathbb{R}^{n \times n} \) with \( \lambda_i \) being the eigenvalue of matrix \( L_a \) and \( \lambda_1 = 1 \). We decompose matrix \( U = [u_1, U_2] \) with \( u_1 = \tau_1 \) and \( U_2 = [u_2, \cdots, u_n] \in \mathbb{R}^{n \times (n-1)} \), where \( u_i \) is the \( i \)-th column of \( U \) and \( \tau \) is a real number. Here, \( u_i \) is the eigenvector corresponding to the eigenvalue \( \lambda_i \) of matrix \( L_a \). The variance matrix of the output \( y \) is then obtained,

\[
Q_\delta = C^T U_2 \mathcal{Q} U_2^T C.
\]

where \( \mathcal{Q} = (q_{ij}) \in \mathbb{R}^{(n-1) \times (n-1)} \) satisfies

\[
q_{ij} = (\lambda_{i+1} + \lambda_{j+1})^{-1} u_{i+1}^T B B^T u_{j+1}, \quad \text{for } i, j = 1, \cdots, n - 1.
\]

In particular, the diagonal elements of \( \mathcal{Q} \) satisfy

\[
q_{ii} = \frac{1}{2} \lambda_{i+1}^{-1} u_{i+1}^T B B^T u_{i+1} \text{ for } i = 1, \cdots, n - 1.
\]

The diagonal elements of \( Q_\delta \) are the variances of the phase differences in the lines. Hence, vulnerable lines can be identified directly by the values of the diagonal elements, i.e., the line with the largest value is the most vulnerable. The effect of the network changes including adding new lines and increasing coupling strength of lines can be readily evaluated, which will be further explained in a following example. It follows from Eqs. (6, 7) that if the eigenvalues of the Laplacian matrix \( L_a \) decrease, the variances of the phase differences decrease; consequently, the robustness increases. This finding is consistent with the study by a perturbation method with a newly defined performance metric \( \mathcal{Q} \), where the robustness is related to the Kirchhoff indices.

Next, we use the formula on the networks with \( b_i^2 = \beta \) for all the nodes, which leads to \( B B^T = \beta I_n \), and investigate the effect of network changes on the variance of the
phase differences. We derive the explicit formula of the variance matrix for the networks,

$$Q_\delta = \frac{\beta}{2} R^{-1/2} (I_m - \sum_{i=1}^{m-n+1} X_i X_i^T) R^{-1/2},$$

(9)

where $I_m \in \mathbb{R}^{m \times m}$ is an identity matrix and vector $X_i$ is the orthonormal basis of the kernel of $CR^{1/2}$, which can be calculated from the cycle space of the graph $G$. The procedure to calculate $X_i$ is described in the Appendix.

Formula (9) reveals the role of the system parameters. The variance increases linearly with respect to the factor $\beta$. Because vector $X_i$ also depends on the weight $a_{ij}$ of the lines, the relationship between the variance and the weight is nonlinear. Furthermore, formula (9) relates the robustness to the cycle space of graphs. This is the first time that this important relation is shown.

By means of this formula, we consider the variance in tree networks and show the effects of adding new lines and increasing the coupling strength of lines. We introduce two definitions for graphs, i.e., a cycle-cluster is a subgraph containing cycles which share at least one common line, and a single line is defined as a line that does not belong to any cycles. A line either belongs to a cycle-cluster or is a single line, and each pair of lines in a cycle-cluster are in at least one cycle. We introduce 3 networks with different topologies in the following example to explain our findings.

**Example:** Consider the 3 networks with 8 nodes shown in Fig. 1. The directions of the lines are arbitrarily specified, and the directions of all the cycles are chosen to be clockwise. These directions are set for the calculation of $X_i$ in formula (9) only, which does not mean the networks are directed. Networks (b) and (c) are constructed based on network (a) by adding lines $e_8, e_9, e_{10}$, and by adding lines $e_8, e_9, e_{10}$, respectively. The cycle-clusters and single lines of the networks are described in Table I.

We set $b_i = 0.1$, $H'(0) = 1$ for all the nodes in the 3 networks, which leads to $b_i^2 = \beta = 10^{-2}$ for all the nodes and $a_{ij} = l_{ij}$ for all lines.

Case 1: $\omega_i = 0$ for all the nodes and $l_{ij} = 1$ for all the lines in networks (a-c);

Case 2: $\omega_i = 0$ for all the nodes and $l_{ij} = 1$ for the lines $e_1 - e_9$ and $l_{14} = 2$ for $e_{10}$ in network (c);

| Case | Net. | $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ | $e_6$ | $e_7$ | $e_8$ | $e_9$ | $e_{10}$ |
|------|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| 1    | (a)  | 1/2   | 1/2   | 1/2   | 1/2   | 1/2   | 1/2   | 1/2   | -     | -     | -      |
|      | (b)  | 1/2   | 5/8   | 5/8   | 5/8   | 1/2   | 1/3   | 1/3   | 3/8   | 3/8   | 3/8    |
|      | (c)  | 7/22  | 4/11  | 4/11  | 1/2   | 1/3   | 1/3   | 3/11  | 1/2   | 0     | 0      |
| 2    | (c') | 5/18  | 15/36 | 13/36 | 13/36 | 1/2   | 3/8   | 1/3   | 1/3   | 1/4   | 1/4    |

The variances in the lines are shown in Table I. Here, the variances shown as fractions are calculated by formula (9) following the procedure for computing the kernel of $CR^{1/2}$ in the Appendix and are verified by Matlab using formula (9). For example, the variances in the lines in network (a) can be calculated directly from $\frac{\beta}{7} R^{-1}$ because the cycle space of a tree network is empty. In network (b), the bases of the kernel of the cycle space are $\xi_1 = [0, 0, 0, 0, 0, -1, 1, -1, 0]^T$ and $\xi_2 = [0, -1, 1, -1, 0, 0, 0, 0, 1]^T$, which are orthogonal. By scaling the vectors $R^{-1/2} \xi_i$ for $i = 1, 2$ to unit length with $R = I_m$, we derive $X_1 = [0, 0, 0, 0, 0, -1/\sqrt{3}, 1/\sqrt{3}, -1/\sqrt{3}, 0]^T$ and $X_2 = [0, -1/2, 1/2, -1/2, 0, 0, 0, 0, 1/2]^T$. We obtain the variances of the phase differences using formula (9). In contrast, the decimal numbers in the last row with ($e^*$) in the table are calculated from the simulations of system (1) for network (c) in Case 2. The simulation is conducted via the Euler-Maruyama method with time $T = 10000$ and time step $\Delta t = 10^{-3}$. Table II shows that the statistical values of the variances in the last row are very close to the analytical values for network (c) in Case 2. This verifies the correctness of formula (9).

The effects of adding new lines and increasing coupling strength are described next with the networks in Fig. 1. For the analytic derivation.

First, the variance of the phase difference in a single line connecting nodes $i$ and $j$ is $\frac{\beta}{7} a_{ij}^{-1}$. When considering the single lines shown in Table I, we find that the variances in these lines are all $\beta/2$, as shown in Table II. In addition, the variance in line $e_5$ is not affected by adding lines $e_8, e_9$ in network (b) or by adding lines $e_8, e_9, e_{10}$ in network (c). Similarly, increasing the coupling strength of $e_9$ in network (c) in Case 2 also has no impact on this variance.

Second, adding new lines or increasing the coupling
strength of lines in a cycle-cluster do not affect the variance of the phase differences in the lines outside this cycle-cluster. In network (c) of Case 1, the variances in lines $e_6, e_7, e_8$ are the same as those in network (b) and are not affected by adding of $e_{10}$. Similarly, in network (c) of Case 2, these variances are not changed by increasing the coupling strength of line $e_{10}$ from 1 to 2 because line $e_{10}$ is not in the cycle-cluster of $(e_6, e_7, e_8)$.

Third, by adding new lines or increasing the coupling strength of lines in a cycle-cluster, the variances of the phase differences in all the lines of this cycle-cluster will decrease. The calculation for networks (b-c) in Case 1 verify this finding, where the variances in lines $e_2, e_3, e_4, e_9$ decrease from $3\beta/8$ in network (b) to $4\beta/11, 4\beta/11, 4\beta/11$ and $3\beta/11$ in network (c), respectively, after adding line $e_{10}$. In addition, the variances further increase to $13\beta/36, 13\beta/36, 13\beta/36$ and $\beta/4$ when the coupling strength of line $e_{10}$ increases from 1 to 2 in network (c) in Case 2.

Fourth, for a cycle-cluster with only one cycle with lines in set $E_c$ in the graph, the variance of the phase difference in the line connecting nodes $i$ and $j$ is

$$
\frac{\beta}{2}
\left(a_{ij}^{-1} - a_{ij}^{-2}(\sum_{(r,q) \in E_c} a_{rq}^{-1})^{-1}\right).
\tag{10}
$$

In addition, if $a_{ij} = \gamma$ holds for all the lines, the variance becomes $\frac{\beta}{2\gamma}(1 - \frac{1}{N})$, where $N$ is the length of the cycle. In network (b) in Case 1, there are two cycles. By means of (10), it is obtained that the variances in lines $e_6, e_7, e_8$ are all $\beta/3$ and those in lines $e_2, e_3, e_4, e_9$ are all $3\beta/8$. This result demonstrates that forming small cycles can effectively suppress the variances of the phase differences. We conclude that formula (10) provides a conservative estimate of the variances in lines in cycle-clusters. In other words, the variance in a line that is in multiple cycles can be approximated by formula (10) by considering the smallest cycle that includes this line. For example, the variance in line $e_1$ in network (c) in Case 1 can be approximated as $\beta/3$, which is calculated in the cycle $(e_1, e_9, e_{10})$ by formula (10) and is slightly larger than $7\beta/22$, as shown in Table II. Clearly, this value is conservative.

Finally, increasing the scale of the network will neither decrease nor increase the fluctuations of the phase differences; thus, it has no impact on the synchronization stability. This is a result from formula (9), where the variance matrix is determined by the strength of disturbance, the cycle space and the weights of the lines.

Regarding the vulnerability, we find that single lines are usually the most vulnerable. Fluctuations of the phase differences in lines $e_1, e_5, e_6, e_{10}$ are illustrated in Fig. 2. It can be seen that the fluctuation in line $e_5$ is the most serious among these 4 lines while that in line $e_{10}$ is the least serious. This finding is consistent with our analysis based on formula (9). We remark that for the networks with non-uniform disturbances, the lines with the most serious fluctuations can be identified by formula (9).

Formula (9) is derived in this letter with the assumption that the $b_i$ values are identical for all the nodes in the network. Further study will focus on the deduction of the corresponding formulas without this assumption.

### Appendix: The controllability Gramian

Consider a linear stochastic system,

$$\dot{x}(t) = Ax(t) + B\mu(t), \quad y = Cx(t),$$

where $x \in \mathbb{R}^n$, $A \in \mathbb{R}^{n \times n}$ is Hurwitz, $B \in \mathbb{R}^{n \times r}$, $C \in \mathbb{R}^{r \times n}$, the input is denoted by $\mu \in \mathbb{R}^r$ and the output of the system is denoted by $y \in \mathbb{R}^r$. The controllability Gramian of the pair $(A, B)$ is defined as

$$Q_x = \int_0^{+\infty} e^{At}BB^T e^{A^Tt} dt,$$

which is the unique solution of the Lyapunov equation

$$AQ_x + Q_x A^T + BB^T = 0.$$

The variance matrix $Q$ of the output is $CQ_x C^T [20]$.

### Appendix: The cycle space of graphs

The cycle space of a graph is defined as the kernel of the incidence matrix $C$, which is a vector subspace in $\mathbb{R}^m$. Because $\text{rank}(C) = n - 1$, the dimension of the cycle space is $m - n + 1$. Considering a cycle $C$ with set $E_c$ of lines in the graph $G$, we specify a direction for $C$; then, the
vector $\xi_c = [\xi_{c1}, \xi_{c2}, \ldots, \xi_{cm}]^T \in \mathbb{R}^m$ such that

\[
x_{c_k} = \begin{cases} 
  +1, & \text{if } e_k \in E_c \text{ with direction } = \text{the cycle direction}, \\
  -1, & \text{if } e_k \in E_c \text{ with direction } \neq \text{the cycle direction}, \\
  0, & \text{otherwise},
\end{cases}
\]

belongs to the kernel of $C$ such that $C\xi_c = 0$. The basis vectors for the cycle space can be derived by taking the vectors as $\xi_c$ corresponding to the $(m - n + 1)$ fundamental cycles in the graph. Because $R$ is non-singular, the vectors $R^{-1/2}\xi$ for all the cycles are basis vectors of the kernel of $CR^{1/2}$. The orthonormal basis vectors $X_i$ are obtained via Gram-Schmidt orthogonalization of the basis vectors $R^{-1/2}\xi_c$.
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