The Use of Deep Machine Learning for the Automated Selection of Remote Sensing Data for the Determination of Areas of Arable Land Degradation Processes Distribution
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Abstract: Soil degradation processes are widespread on agricultural land. Ground-based methods for detecting degradation require a lot of labor and time. Remote methods based on the analysis of vegetation indices can significantly reduce the volume of ground surveys. Currently, machine learning methods are increasingly being used to analyze remote sensing data. In this paper, the task is set to apply deep machine learning methods and methods of vegetation indices calculation to automate the detection of areas of soil degradation development on arable land. In the course of the work, a method was developed for determining the location of degraded areas of soil cover on arable fields. The method is based on the use of multi-temporal remote sensing data. The selection of suitable remote sensing data scenes is based on deep machine learning. Deep machine learning was based on an analysis of 1028 scenes of Landsats 4, 5, 7 and 8 on 530 agricultural fields. Landsat data from 1984 to 2019 was analyzed. Dataset was created manually for each pair of “Landsat scene”/“agricultural field number” (for each agricultural field, the suitability of each Landsat scene was assessed). Areas of soil degradation were calculated based on the frequency of occurrence of low NDVI values over 35 years. Low NDVI values were calculated separately for each suitable fragment of the satellite image within the boundaries of each agricultural field. NDVI values of one-third of the field area and lower than the other two-thirds were considered low. During testing, the method gave 12.5% of type I errors (false positive) and 3.8% of type II errors (false negative). Independent verification of the method was carried out on six agricultural fields on an area of 713.3 hectares. Humus content and thickness of the humus horizon were determined in 42 ground-based points. In arable land degradation areas identified by the proposed method, the probability of detecting soil degradation by field methods was 87.5%. The probability of detecting soil degradation by ground-based methods outside the predicted regions was 3.8%. The results indicate that deep machine learning is feasible for remote sensing data selection based on a binary dataset. This eliminates the need for intermediate filtering systems in the selection of satellite imagery (determination of clouds, shadows from clouds, open soil surface, etc.). Direct selection of Landsat scenes suitable for calculations has been made. It allows automating the process of constructing soil degradation maps.
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1. Introduction

Mapping soil degradation is a complicated and labor-consuming procedure. In Russia, ground-based mapping instructions of 1973 are applied for soil surveying [1]. Degradation can be predicted by modeling degradation processes [2–5]. Publicly available climate data are often used for modeling [6,7]. Modeling is often carried out based on the characteristics of the relief (slopes, exposures, catchment area, etc.) [8–11]. Terrain characteristics, in turn, are obtained from topographic maps and digital elevation models [12,13]. The places of
development of degradation predicted by modeling require further confirmation, since with the same topography and climate, degradation may or may not occur.

Degradation can be detected based on the analysis of big satellite data in the manual interpretation mode [14–18]. Retrospective monitoring of land use and soil cover allows to identify areas of formation of degraded lands for a period of 50 years or more [19]. In this case, the accuracy of detection and the accuracy of determination of the boundaries of degraded areas are higher than those during ground-based surveys [18–20]. Retrospective monitoring allows to exactly determine the boundaries of agricultural fields and to trace their history [21]. The boundaries of agricultural fields are the boundary conditions for the spread of decryption characteristics during the interpretation of satellite imagery. The main disadvantages of retrospective monitoring of soil and land cover based on big satellite data include the high cost of highly qualified human labor.

Current trends in automating the identification of land degradation and mapping areas of land degradation are based on the analysis of vegetation indices [22–24]. Practical confirmation of the possibility of identifying areas of erosion on the basis of vegetation indices can be found in works in many countries [25–27]. Some works use big time series [27]. It can be assumed that, based on the analysis of vegetation indices in the processing mode of big satellite data [28–30], zones of soil degradation can be distinguished.

When analyzing big satellite data, problems of selecting remote sensing scenes suitable for calculations arise. The cloud filtering problem, which interferes with the vast majority of calculations, is widely known. Cloud masks are in the archives of remote sensing data [31]. Typically, these masks are not enough to use satellite imagery. The current trend in the selection of satellite images is based on the use of deep machine learning [32–35]. It can be assumed that the use of deep machine learning will allow to select the necessary satellite images. In this mode, deep machine learning will allow data mining procedures [36,37] for big satellite data [28,29].

Deep machine learning in the form of convolutional neural networks is becoming more widespread in various fields of scientific and technical activity. Neural networks are used to calculate the window behavior models [38], to assess land use changes over long periods of time (1990–2017) [39], to map temperature anomalies in cities [40]. In many cases, the use of neural networks allows to achieve greater accuracy of calculations than traditional methods of studying phenomena with less labor expenses. In recent years, a new approach of computer vision based on neural networks has been successfully applied in solving various problems using remote sensing. Thus, the use of convolutional neural networks (CNN) for the processing color images of the earth’s surface ensured high accuracy of recognition of various plant species: detection and counting of palm trees [41], recognition of coffee crop [42], detection of Ziziphus lotus [43] and classification of crops and vegetation [44].

Detection of degraded lands can also be attributed to a variety of thematic interpretations [45,46]. For thematic interpretation, deep machine learning is currently used [47,48]. Learning is applied to the analysis of remote sensing data [49,50] or a set of characteristics using satellite imagery [45,46]. In the process of interpretation, areas of low values of vegetation indices are identified [23–25]. As a rule, these are areas of low productivity [47,50,51]. Areas of low productivity (low values of vegetation indices) can be fixed in the same places for a long period of time [51,52]. In this case, these sites can be indicators of the occurrence of soil degradation. Therefore, it can be assumed that when identifying areas of long-term average occurrence of low values of vegetation indices, it is possible to identify areas of soil degradation.

Mapping systems of intra-field heterogeneity are used by various commercial structures: ExactFarming [53], Farmers Edge [54], Cropio [55], Intterra [56], AGRO-SAT [57], NEXT farming [51] and Agronote [58]. Consequently, commercial firms successfully identify areas of reduced fertility. These systems are based on the analysis of perennial vegetation indices.

We made several assumptions:
1. Land degradation can be identified based on the analysis of vegetation indices in the analysis mode of big satellite data.
2. The selection of satellite imagery for analysis can be carried out by deep machine learning methods.
3. Indicators of places of development of degradation may be areas of long-term occurrence of low values of vegetation indices.
4. It is possible to verify the results of identifying areas of development of degradation by ground methods.
5. The boundary conditions for the identification of areas of degradation can be set by retrospective monitoring of land use and soil cover.

The aim of the work is to develop a method for indicating degraded areas of arable land in the south of the European part of Russia based on the selection of satellite images by deep machine learning methods and methods for calculating average occurrence of low NDVI values.

2. Materials and Methods

The studies were conducted on the territory of Russia in the Tselinsky and Zernogradsky districts of the Rostov Region (Figure 1). The soil cover is represented by low-humus thick ordinary calcareous chernozems, clayey and heavy loamy on loesslike clays (Haplic Chernozem (Loamic, Aric, Pachic)). Altitude is 100 m. The mean annual air temperature is 10.6 °C. The mean annual precipitation is 537.9 mm.

![Figure 1. Location of the study area.](image)

2.1. Setting Boundary Conditions for Interpretation

The spatial boundary conditions for degraded areas of arable land interpretation in this work are the boundaries of agricultural fields. To trace them, the method of retrospective monitoring of land use and soil cover is used [19]. This method is based on
the manual interpretation of satellite imagery of different resolutions over the past 50 years. The method allows to allocate boundaries of agricultural fields with spatial accuracy of topographic maps on a scale of 1:10,000 [19,21] (Figure 2).

Figure 2. Examples of remote sensing data used in retrospective monitoring technology: (a) CORONA mission (1975); (b,c) Landsat 5, 7 (1984, 2000, band combination 7,4,2); (d) Sentinel2 (2020, band combination 12,8,3); (e) orthophotomap (2012); (f) IKONOS (2014).

To find the boundaries of agricultural fields, a dataset for a period of 35 years (from 1984 to 2019) was formed. During this time, the cultivated area in Russia decreased from 117 million hectares (1990) to 74 million (2007) [59]. Then, cultivated area grew to
80 million hectares. (2019). For the formation of a dataset, the boundaries of agricultural fields for the entire period are needed [19]. Agricultural fields boundaries were created by manual interpretation of orthophotomaps (Figure 3) and satellite imagery of high spatial resolution (IKONOS, GeoEye-1, WorldView, etc.) [60], medium spatial resolution (Landsat, Sentinel) [31] and archival data from 1968 and 1975 (CORONA) [61]. Interpretation was verified using topographic maps of a scale of 1:25,000 (Figure 4). The accuracy of mapping the boundaries corresponded to a scale of 1:10,000. The boundary conditions were set for 536 agricultural fields; 530 agricultural fields (Figure 5) out of 536 were used for machine learning and creating a test sample; 6 out of 536 fields were used for acceptance sample and ground surveys (Figure 6).

Figure 3. A fragment of the boundaries of agricultural fields on the orthophotomap (2012, the field for which examples in Tables S1 and S2 and on Figure 7 are given is highlighted in red).

Figure 4. A fragment of the boundaries of agricultural fields on the topographic map (the field for which examples in Tables S1 and S2 and on Figure 7 are given is highlighted in red).
2.2. Formation of the Dataset

To form the dataset, Landsat 4, 5, 7 and 8 data were used. Landsat imagery ensures the longest maximum time series (35 years), the same spatial resolution (30 m), the uniform set of spectral bands (blue, green, red, NIR, SWIR1, SWIR2), and well-developed spectral calibration algorithms. The dataset was formed by visual analysis of 1028 Landsat data scenes for each agricultural field. The field boundaries obtained by setting the boundary conditions for degraded areas of arable land interpretation. For each pair “Landsat scene”/“agricultural field number”, the operator set in the table the value of the attribute of scene suitability for calculating vegetation indices for the entire field. For each agricultural field, the suitability of each Landsat scene was assessed. The analysis was carried out by three independent operators. In the case of differences in the values of the attributes set by them, the resulting value was chosen by a simple majority.

To create a dataset, 530 agricultural fields were selected on the territory of Tselinsky and Zernogradsky districts of the Rostov region of Russia (Figure 5). Fields are at the intersection of 173/028 and 174/027 Landsat path/rows. The training dataset was obtained for the Landsat path/row 173/028. In the archives, 531 scenes of Landsat 4, 5, 7, and 8 were found (Table S1). Dataset for the test sample was obtained for path/row 174/027, 497 Landsat 4, 5, 7, and 8 scenes were found in the archives (Table S2).
Figure 6. Fields of acceptance sample and points of soil pits location displayed on: (a) high resolution remote sensing data, (b) digital elevation model, (c) topographic map, (d) Landsat 8 scene (2014, band combination 7,5,3), (e) orthophotomap (2012).
Another six fields were used as the acceptance sample (Figure 6). For these fields, 497 scenes of the Landsat path/row 174/027 were used.

There are several factors that impede the calculation of vegetation indices within each agricultural field (Figure 7):

1. Cloud cover.
2. Cloud shadows.
3. Areas of waterlogging.
4. The open surface of the soil.
5. Snow.
6. Crop residues (straw).
7. Burning of crop residues.
8. Sowing of several crops or varieties of crops on one field.
9. Traces and errors of agrotechnical processing.
10. Ripening of crops.
11. Weed vegetation.
12. The defects or shift of remote sensing data.
10. Ripening of crops.
11. Weed vegetation.
12. The defects or shift of remote sensing data.

For each of the 530 fields, the operators viewed all 1028 Landsat scenes. Scenes were viewed in the RGB mode. Landsat bands SWIR, NIR and green were stacked to view (Figure 7). Viewing was carried out by three operators independently. In case of contradictions in the selection results between operators, the correctness of selection was confirmed by a simple majority. Operators worked in binary selection mode. Initially, for each pair “Landsat scene”/“agricultural field number”, the value “0” was set. If the operator believed that the scene is suitable for further work on this agricultural field, he set the value to “1”. Examples of dataset for training and test samples are in Tables S1 and S2. The operator had to reveal all the reasons for the possible unsuitability of a particular Landsat scene for a specific agricultural field. Examples of Landsat data suitable for calculations are presented on Figure 7. Pairs “Landsat scene”/“agricultural field number” were considered suitable, when none of the 13 factors limiting the calculation of vegetation indices for the entire agricultural field was recorded. Dataset was created as part of a grant [62] and provided for this study by Agronote company [58].

The training sample consisted of 281,430 training elements. The test sample consisted of 263,410 training elements. The acceptance sample was 2982 training elements.

2.3. Machine Learning Methods

We exploit machine learning methods to determine whether satellite images are suitable for agricultural purposes.

Debatably the most popular machine learning algorithms of the past decade, Support Vector Machine (SVM) has been widely used in many fields, including agriculture. In several works, SVM was applied to classify satellite images, becoming a standard choice for visual recognition in agriculture [63–66]. At the same time, k Nearest Neighbors (KNN) algorithm was an alternative learning-based approach, used in various soil classification tasks [67–70].

However, SVM-like and KNN-like methods are severely outdated. In many fields, they have been displaced by more modern methods based on other working principles. Recently, deep learning-based approaches have been applied for soil classification. After exploring the best practices of solving an image classification problem, we decided to follow these practices to filter satellite images.

All machine learning methods can be subdivided into two large groups: classic methods and deep learning-based methods, both having pros and cons. To provide a full picture, we select one algorithm representing each of these groups. Specifically, we opt for two state-of-the-art techniques: classic Gradient Boosting on Decision Trees and deep learning-based Convolutional Neural Network. Below, we briefly describe these methods and explain how they can be applied to classify satellite images.

2.3.1. Gradient Boosting on Decision Trees

A Decision Tree is an acyclic connected graph where each internal node represents a check on a feature of a sample, each branch represents the result of this check, and each leaf node represents a class label (decision taken after checking the features). The paths from root to leaf represent classification rules.

More formally, Decision Tree for a domain $X$ is a classification algorithm

$$f(x) = (V_{in}, v_0, V_{out}, S_v, \beta_v)$$

given by an acyclic connected graph, where

- $V = V_{in} \cup V_{out}$ is a set of vertexes, $v_0 \in V$ is a root of the tree,
- $S_v : \{0, 1\} \rightarrow V_v$ is a predicate transition function to child nodes of a vertex $v$,
- $\beta_v : X \rightarrow 0, 1$ is branching predicate for each $v \in V_{in}$.
Every $\nu \in V_{in}$ is associated with one class label $y_\nu \in Y$.

Multiple algorithms of building a Decision Tree have been proposed, such as ID3, C4.5 or CART. While being simple and intuitive, Decision Trees usually tend to overfit. To overcome this limitation, multiple decision trees are ensembled that results in a more robust model. The most powerful algorithm based on the Decision Trees is Gradient Boosting [71]. Its main idea is the consecutive construction of a sequence of Decision Trees by minimizing the differential loss function. While constructing the tree $f_t$ this loss function depends on the predictions of the already constructed tree ensemble $f_1, \ldots, f_{t-1}$ on the entire dataset.

This paper solves the problem of binary classification, so the set of class labels $Y = \{0, 1\}$. For each pair $x \in X$ from the field and the satellite image the feature vector is built from statistical characteristics of pixel values of each channel intersecting the field interior.

2.3.2. Convolutional Neural Network

Convolutional neural network (CNN) is specific neural network architecture, proposed by [72], originally aimed at an efficient image recognition. The main types of CNN layers are convolution, pooling, activation, normalization and fully connected. Convolutional layer is characterized by $m \times c$ square filters of size $n \times n$ and a bias. Such layer maps the input tensor $x$ of shape $w \times h \times c$ to the output tensor $y$ of shape $w \times h \times m$ following the equation:

$$y_{k,i,j} = \sum_{i=1}^{n} \sum_{j=1}^{n} W_{k,i,j} x_{i+i,j+j} + b_k,$$

for each $1 \leq i \leq w$, $1 \leq j \leq h$, $1 \leq k \leq m$. Here $W$ and $b$ are the weights of convolutional kernel as bias respectively.

Pooling layer reduces the spatial dimensionality of a tensor. Usually the image is divided into square blocks and from each block only one value is selected with an aggregation function, e.g., maximum or averaging. Activation layers aim to apply non-linearity to the output of the previous layer. Their typical representatives are sigmoid function:

$$\sigma(x) = \frac{1}{1 + e^{-x}},$$

of rectified linear unit (ReLU):

$$ReLU(x) = \max(x, 0).$$

Batch normalization layer was introduced in [73] to stabilize and speed up the process of neural network training. By normalizing the outputs of the previous layer to their expectation and variance, it allows the statistical characteristics to be kept constant.

Fully connected layer maps the input vector $x$ of size $n$ to an output vector $y$ of size $m$ following the equation:

$$y_i = \sum_{j=1}^{n} W_{i,j} x_j + b_j,$$

for each $1 \leq j \leq m$. Here $W$ and $b$ are the weight and bias parameters with sizes $n \times m$ and $m$, respectively.

The neural network built from such layers is trained to minimize the value of the loss function by back-propagating the error value with stochastic gradient descent optimizer.

In our case, the input of the neural network is a multi-band satellite image with a mask of a field. In turn, the output is a probability of belonging to one of two possible classes.

2.4. Methods for Assessing the Quality of Machine Learning Algorithms

1. Test sample. A set of objects not used in learning.
2. Acceptance sample. A set of objects not used in development.
3. Cross-validation [74,75]. The learning sample is divided into N parts and N—1 parts are trained N times (without repetitions).

2.5. Machine Learning Experiments

Machine learning was carried out using a dataset with 281,430 learning elements for the Landsat path/row 173/028 using the cross-validation method with N = 5. In our work, the task of binary classification of satellite images of fields into two classes depending on their suitability for analysis in agriculture is solved with the help of machine learning. For the training and test purpose the collected dataset is split in two almost equal parts. The training part contains Landsat scenes path/row 173/028 and the remaining scenes path/row 174/027 are used for testing. The final dataset contains 12,775 objects in positive and 532,065 objects in negative classes. In this imbalance, standard metrics, such as accuracy, precision or recall, are not representative when comparing models. We use the default in such cases area under curve (AUC) metric, which describes the area under the receiver operating characteristic (ROC) curve.

2.5.1. Gradient Boosting

As described above, one object from the training set is the pair “Landsat scene” / “agricultural field number”. The first step in the application of classical machine learning methods is the extraction of features from data. In experiments with gradient boosting, we describe one object with 71 features. One feature is the number of a day in a year when a satellite image is taken, while the remaining 70 are split into 10 features for each of the 6 bands: red, green, blue, NIR, SWIR1, SWIR2 and NDVI. To calculate the channel features, we present the values of all pixels of the corresponding channel intersecting the examined field as a one-dimensional distribution and consider its statistical characteristics. These 10 characteristics include standard deviation, skewness, kurtosis and percentiles with thresholds: 1%, 5%, 10%, 50%, 90%, 95%, 99%.

We use the CatBoost [76] library for the Python programming language to train the gradient boosting machine. Logistic function is used as a default loss for function for binary classification task. For two classes with labels \( y \in \{0, 1\} \) and a predicted probability \( p \) the loss formula is

\[
\text{LogLoss}(y, p) = -y \log p - (1 - y) \log(1 - p).
\]

The classifier is trained for 200 iterations with 0.01 learning rate. As the collected dataset is highly imbalanced, we set the weights of both classes not equal; more specifically, their values are 0.01 and 0.99. The achieved AUC metric on a test set for a trained gradient boosting classifier is shown in the first line of Table 1.

| Method            | AUC  |
|-------------------|------|
| Gradient Boosting | 98.51|
| Neural Network    | 98.56|

2.5.2. Convolutional Neural Network

We suggest using the standard architecture of a convolution neural network for the binary classification task. Such architectures usually [72,77] consist of a couple of convolutional blocks follow by a pooling layer and another couple of fully connected layers. In turn, convolutional block contains a convolutional layer, a normalization layer, an activation layer and a maximum pooling layer. For each pair “Landsat scene” / “agricultural field number” we crop the corresponding region with size of 128 pixels. So, the shape of the input layer is 128 \( \times \) 128 \( \times \) 8; eight bands here include: red, green, blue, NIR, SWIR1, SWIR2, NDVI and a binary field mask.

As shown in Figure 8 the proposed neural network contains five convolutional blocks and three fully connected layers. Each convolutional layer is followed by Batch Normal-
ization layer. The kernel size of each layer is equal to 3 and the padding value is 1. As an activation function after all convolutional and fully connected layers we use the ReLU function. All blocks end with an average pooling layer with factor 2. Two dropout layers with probability 0.5 are used between two pairs of dense layers to prevent overfitting. As we are predicting the probability for the second class classification problem, the last fully connected layer of size 1 is followed by sigmoid activation function.

As shown in Figure 8 the proposed neural network contains 5 convolutional blocks. 

![Convolutional Neural Network Architecture](image)

**Figure 8.** Proposed convolutional neural network (CNN) architecture.

As a loss function we use binary cross entropy, which in our case is equal to the equation above. This loss is minimized with a stochastic gradient descent optimizer Adam [78] for 10,000 steps with batch size of 64 and the learning rate 0.0001. Each batch contains 32 positive and 32 negative samples. The achieved AUC metric on a test set for a trained neural network is shown in the second line of Table 1.

The results in Table 1 show that both classical and deep learning methods reach accuracy above 98.5. In further experiments, the neural network will be used as it reaches a slightly higher value of the target metric. We also trained the best model on the test and training parts of the dataset together for adoption in further experiments to determine soil degradation on other fields and images. An example of the learning results is presented in Table S2. For each pair “Landsat scene”/“agricultural field number”, the probability of its suitability for calculations is given.

### 2.6. Calculation of Zones of Low NDVI Values (Zones of Reduced Fertility)

NDVI [79] is calculated for each pair of “Landsat scene”/“agricultural field number” marked in the dataset as suitable for calculations. Then, within the boundaries of agricultural fields, the areas of low NDVI values for the field are calculated. NDVI values of one-third of the field area and lower than the other two-thirds were considered low. Then the map is converted to binary form, where the low NDVI values make up one-third of the agricultural field. Field boundaries serve as boundary conditions.

The threshold value of one-third of the field area for low NDVI values was derived empirically from the experience of creating of task maps for precision farming based on the analysis of big data [30,52]. During the study, the fields were divided into 15, 9, 6, 3 and 2 zones of soil fertility equal in area. These were zones of the average long-term state of agricultural vegetation or the average long-term values of the vegetation indices [52]. To calculate task maps for precision farming, for most agricultural fields (80–90%), it turned out to be necessary and sufficient to divide them into three zones of fertility equal in area. The work was conducted on the territory of Rostov [52], Lipetsk [80], Tambov [14] and Krasnodar regions [30].
2.6.1. Calculation of the Zones of Low Values of NDVI (Zones of Reduced Fertility) Based on Data Selected by Machine Learning

For each pair “Landsat scene”/“agricultural field number” selected by machine learning, NDVI was calculated using the formula [79]:

\[
\text{NDVI} = \frac{(\text{RED} - \text{NIR})}{(\text{RED} + \text{NIR})},
\]

where

- RED is the red band value after atmospheric correction [81–83].
- NIR is the infrared band value channel after atmospheric correction.

Atmospheric correction was carried out using the ATCOR module of the ERDAS Imagine software package [84].

An example of the results of calculation is shown in Figure 9.

![Figure 9. Example of degradation map calculation.](image)

For each NDVI calculation, the agricultural field was divided into three equal areas with NDVI values in the low, medium, and high ranges. Then, the zones of medium and high NDVI values were assigned the value “0”, and the zone of low NDVI values was assigned the value “1”. A series of binary maps of the distribution of low NDVI values for each agricultural field was obtained (Figure 9). Then, the summation of the values of binary maps for each pixel and division by the number of Landsat scenes selected for the agricultural field was carried out:

\[
\text{AOLNDVI} = \frac{\sum_{i=1}^{n} \text{LNDVI}_i}{n},
\]

where

- AOLNDVI—average occurrence of low NDVI values;
- LNDVI_i—NDVI low zone indicator for the i-th Landsat scene;
- n—number of Landsat scenes selected for calculations.

AOLNDVI value > 0.5 was taken as a zone of soil degradation. Divided by threshold value of 0.5, binary maps of soil degradation were created (Figures 10 and 11).
2.6.2. Calculation of the Zones of Low NDVI Values (Zones of Reduced Fertility) Based on Manually Selected Data

A visual review of Landsat 174/027 data was carried out for six agricultural fields. The selection was similar to the selection during the creation of the dataset. Binary maps of degradation were calculated (Figure 12). The calculation was the same as the calculation of zones of low NDVI values (zones of reduced fertility) based on data selected using machine learning.
2.7. Ground Verification

Ground verification was carried out by classical methods of field soil research [1]. At the beginning, topographic maps and remote sensing data were analyzed. Then, field routes and detailed examination sites were planned. At each point of the ground survey, a soil pit was made. The soil profile is described and samples were taken. The coordinates of sampling and the location of the soil pits are fixed. Next, the analysis of the samples in the laboratory was performed.

Ground data for verification of maps of the soil degradation development were obtained in 2019. Overall, 42 soil pits on 6 agricultural fields on an area of 713.3 hectares were described and sampled. Two indicators were measured—the thickness of the humus horizon and the humus content in the plow horizon (Table 2). The thickness of the plow horizon was 25 cm. The humus content was determined by Tyurin’s (wet combustion) method with a photometric ending [85]. This method is analogous to the Walkley-Black method [86]. The location of the soil pits is shown in Figures 6 and 10–12. Soil pits were located in places specified during the analysis of topographic maps and remote sensing data (Figure 6). Based on the analyses and descriptions of the soil profiles, the factor of soil degradation was determined. Degradation was judged from a decrease in the thickness of the humus horizon and/or humus content in the plow horizon. The presence/absence of degradation and its type are given in Table 2. In the description of soil profiles, 1 is assigned to wind erosion, and 14 to water erosion.

Point 5 on the watershed and not having the catchment area was attributed to wind erosion. Points on slopes and in thalwegs were classified as water erosion. Point 6 can be attributed to both types of erosion. A similar division by the types of erosion is noted on the soil map of 1972 [87].

The interpretation accuracy was determined by the percentage of coincidences between the points of ground-based determination of the presence of soil degradation and maps of the distribution of soil degradation obtained by automated methods of multi-temporal remote sensing data interpretation (Table 2).
Table 2. Determination of soil degradation according to various criteria.

| Soil Pit | Thickness of Humus Horizon, cm | Humus Content in Plow Horizon, % | Presence of Degradation According to Ground Survey Based on: | Degradation Type * |
|----------|--------------------------------|----------------------------------|---------------------------------------------------------------|-------------------|
|          |                                |                                  | Humus Horizon | Humus Content | Both Signs | Gradient Boosting | Neural Network | Manual Selection |
| 1        | 75                             | 4.1                              | −            | −            | −          | −             | −             | −               |
| 2        | 80                             | 4.3                              | −            | −            | −          | −             | −             | −               |
| 3        | 81                             | 4.4                              | −            | −            | −          | −             | −             | −               |
| 4        | 70                             | 4.7                              | −            | −            | −          | −             | −             | −               |
| 5        | 45                             | 3.5                              | +            | −            | +          | +             | +             | d               |
| 6        | 43                             | 3.0                              | +            | +            | +          | +             | +             | e               |
| 7        | 78                             | 3.1                              | −            | +            | +          | +             | +             | n               |
| 8        | 61                             | 3.4                              | −            | −            | −          | −             | −             | n               |
| 9        | 31                             | 2.8                              | +            | +            | +          | +             | +             | e               |
| 10       | 67                             | 3.5                              | −            | −            | −          | −             | −             | n               |
| 11       | 64                             | 3.7                              | −            | −            | −          | −             | −             | n               |
| 12       | 27                             | 2.6                              | +            | +            | +          | +             | +             | e               |
| 13       | 65                             | 3.7                              | −            | −            | −          | −             | −             | n               |
| 14       | 30                             | 2.6                              | +            | +            | +          | +             | +             | e               |
| 15       | 49                             | 3.5                              | +            | −            | +          | −             | −             | e               |
| 16       | 28                             | 2.2                              | +            | +            | +          | +             | +             | e               |
| 17       | 61                             | 3.3                              | −            | −            | −          | −             | −             | n               |
| 18       | 38                             | 3.2                              | +            | −            | +          | +             | +             | e               |
| 19       | 34                             | 2.4                              | +            | +            | +          | +             | +             | e               |
| 20       | 58                             | 3.4                              | −            | −            | −          | −             | −             | n               |
| 21       | 57                             | 3.3                              | −            | −            | −          | −             | −             | n               |
| 22       | 55                             | 3.7                              | −            | −            | −          | −             | −             | n               |
| 23       | 52                             | 3.3                              | −            | −            | −          | −             | −             | n               |
| 24       | 79                             | 4.5                              | −            | −            | −          | −             | −             | n               |
| 25       | 57                             | 3.6                              | −            | −            | −          | −             | −             | n               |
| 26       | 40                             | 2.6                              | +            | +            | +          | +             | +             | e               |
| 27       | 67                             | 3.9                              | −            | −            | −          | −             | −             | n               |
| 28       | 69                             | 4.3                              | −            | −            | −          | −             | −             | n               |
| 29       | 62                             | 3.8                              | −            | −            | −          | −             | −             | n               |
| 30       | 35                             | 2.9                              | +            | +            | +          | +             | +             | e               |
| 31       | 50                             | 3.5                              | −            | −            | −          | −             | −             | n               |
| 32       | 65                             | 3.7                              | −            | −            | −          | −             | −             | n               |
| 33       | 29                             | 2.5                              | +            | +            | +          | +             | +             | e               |
| 34       | 55                             | 3.1                              | −            | −            | −          | −             | −             | n               |
| 35       | 41                             | 3.3                              | +            | −            | +          | +             | +             | e               |
| 36       | 62                             | 3.6                              | −            | −            | −          | −             | −             | n               |
| 37       | 64                             | 3.6                              | −            | −            | −          | −             | −             | n               |
| 38       | 54                             | 3.4                              | −            | −            | −          | −             | −             | n               |
| 39       | 32                             | 2.4                              | +            | +            | +          | +             | +             | e               |
| 40       | 25                             | 2.3                              | +            | +            | +          | +             | +             | e               |
| 41       | 76                             | 3.0                              | −            | −            | −          | −             | −             | n               |
| 42       | 66                             | 3.4                              | −            | −            | −          | −             | −             | n               |

* degradation type: n—no degradation; e—water erosion; d—wind erosion.

2.8. Cartographic Analysis

The materials obtained in this study were assembled into a GIS project in ArcGIS [88]. The analysis was carried out by pairwise intersection of GIS layers. Spreadsheets of possible combinations of intersected layers were created. Quantitative calculations and groupings of the resulting combinations were carried out.

2.9. GIS Project

To perform the analysis of the research area, a GIS project of the following composition was created:

1. Topographic map on a scale of 1:25,000.
2. Aerial photography of 2012. Panchromatic orthophotomap with a spatial resolution of 0.6 m.
3. Digital elevation model (SRTM), horizontal resolution is 1 arc second and vertical 1 m.
4. Space survey of 1968 with a spatial resolution of 1.8 m. Panchromatic survey, satellite KH-4B, mission CORONA USA.
5. Space survey of 1975 with a spatial resolution of 6 m. Panchromatic survey, satellite KH-9, mission CORONA USA.
6. Remote sensing data Landsat 4, 5, 7 and 8 from 1984 to 2019 (1028 scenes).
7. Remote sensing data Sentinel-2 2019 (7 tiles).

The exact geographic referencing of the remote sensing materials 2, 4, 5 was carried out by locally affine transformations using a topographic map at a scale of 1:10,000. Atmospheric correction and spectral transformations were not carried out. For data 6 and 7, atmospheric correction was made using the ATCOR module of the ERDAS imagine software package [63].

The GIS project was used for visual analysis and determination of field boundaries by the method of retrospective monitoring of the soil and land cover. Only Landsat data were used to calculate soil degradation maps using machine learning.

3. Results

3.1. Predicting the Suitability of Satellite Imagery Frames for Acceptance Sample

Based on machine learning, a prediction was made of the suitability of satellite imagery for calculating vegetation indices. The prediction was made for six agricultural fields (Figure 6). Landsat scenes 174/027 were analyzed. In total, 497 Landsat 4, 5, 7, 8 scenes were found in archives for this path/row. The probability of suitability for calculations was calculated 2982 times. The results are presented in Tables S3 and S4.

The selection of fields for acceptance sample was determined by the possibility to obtain ground data. The territory for data collection was determined by the owner of agricultural land. The owner showed interest in identifying degraded territories on his lands, but in a limited area.

3.2. Addition to the GIS Project

Based on the results of the study, the following layers were added to GIS project:
1. The scheme of agricultural fields (the boundaries of interpretation and recognition).
2. Binary map of the degradation development calculated using Landsat data selected by a neural network (Figure 10).
3. Binary map of the degradation development calculated using Landsat data selected by gradient boosting (Figure 11).
4. Binary map of the degradation development calculated using Landsat data selected by visual viewing (Figure 12).
5. Map of the location of the results of ground surveys (map of soil pits).

3.3. Comparison of Degradation Development Maps Obtained Using Different Methods of Satellite Imagery Selection

In total, the presence/absence of degradation was calculated for 7926 pixels, for 6 agricultural fields on an area of 713.3 hectares. The area of degradation was:
1. for manual selection of Landsat scenes—156.5 hectares;
2. for Landsat scenes selection using gradient boosting—145.7 hectares;
3. for Landsat scenes selection using neural network—149.5 hectares.

The area of discrepancies between binary maps of degradation distribution for manual selection of Landsat scenes and selection by gradient boosting was 38 hectares. (5.3%). The area of discrepancies between the binary maps of degradation distribution for manual selection of data and neural network selection was 40 hectares. (5.6%). The areas of discrepancies between the two maps constructed using machine learning methods was 21.4 ha. (3%) (Table 3).
Table 3. Comparison of degradation maps calculated using different selection methods.

| Selection Methods                          | Total Area, Hectares | Area of Identical Values, Hectares | Area of Different Values, Hectares | Area of Identical Values, % | Area of Different Values, % |
|-------------------------------------------|----------------------|-----------------------------------|-----------------------------------|-----------------------------|-----------------------------|
| Neural network and gradient boosting      | 713.3                | 691.9                             | 21.4                              | 97.0                        | 3.0                         |
| Manual selection and gradient boosting    | 713.3                | 675.4                             | 38.0                              | 94.7                        | 5.3                         |
| Manual selection and neural network       | 713.3                | 673.4                             | 40.0                              | 94.4                        | 5.6                         |

Maps of areas of degradation distribution obtained by different methods of selecting Landsat scenes have high convergence (more than 94%). Consequently, deep machine learning methods can be used to replace manual sampling of remote sensing data. In this case, the discrepancy will amount to about 5% with some underestimation of the areas of distribution of degradation.

3.4. Ground Verification of Degradation Maps

Figure 10 shows a map of soil degradation development. The map is based on the selection of satellite imagery using deep machine learning methods. The map shows the areas of the most probable occurrence of low vegetation indices for 35 years. Thus, the map is the result of the analysis of big satellite data [28,29]. To create a map, an analysis of 497 Landsat scenes was performed. Machine learning in this paper is a tool for data mining [36,37].

Figures 6 and 10–12 show the location of soil pits. In Figure 10, soil pits are on binary maps of degradation. Note that the maps of degradation distribution were created completely automatically without ground calibration. According to Table 2, it is possible to calculate the average values of the humus content for the degradation zone and for the zone where degradation does not occur. The average value of the humus content is 2.8% for degraded soils and 3.7% for non-degraded soils. Both zones are statistically significantly different according to analysis of variance (ANOVA) (Table 4). The thickness of the humus horizon is 39.5 cm for degraded soils and 63.9 cm for non-degraded soils. Both zones are also statistically significantly different (Table 5).

Table 4. ANOVA of the difference between degraded and non-degraded soils by humus content.

| Sum of Squares | df | Mean Square | F       | p-Value | F Crit |
|----------------|----|-------------|---------|---------|--------|
| Between groups | 8.830806 | 1 | 8.831 | 54.761 | 5.23093 × 10⁻⁹ | 4.085 |
| Within groups  | 6.450385 | 40 | 0.161 | 43.603 | 6.71827 × 10⁻⁸ | 4.085 |
| Total          | 15.28119 | 41 |        |        |        |        |

Table 5. ANOVA of the difference between degraded and non-degraded soils by thickness of humus horizon.

| Sum of Squares | df | Mean Square | F       | p-Value | F Crit |
|----------------|----|-------------|---------|---------|--------|
| Between groups | 5908.059 | 1 | 5908.059 | 43.603 | 6.71827 × 10⁻⁸ | 4.085 |
| Within groups  | 5419.846 | 40 | 135.496 | 43.603 | 6.71827 × 10⁻⁸ | 4.085 |
| Total          | 11,327.905 | 41 |         |         |        |        |

The results obtained are in good agreement with the general characteristics of the main soil of the region. Such soil is a low-humus thick ordinary calcareous chernozem [89]. It is characterized by the humus horizon of 60–80 cm in thickness and the humus content of 3–6%. A decrease in the humus content to less than 3% and/or a decrease in the thickness...
of the humus horizon to less than 50 cm can be considered indications of degradation development. In such cases, the soil is classified as eroded chernozem [87,90] (Table 2).

The analysis of Table 2 shows that all of three binary degradation maps divided field data into completely identical groups. Calculation of accuracy based on ground data for any of the three maps was also identical. In this regard, a single calculation of the accuracy of maps is given.

Both attributes of degradation are highly correlated (Figure 13). Indeed, the humus content decreases with the depth in the soil profile. During degradation (erosion) process, partial or complete loss of the upper soil horizons occurs. With the loss of the upper soil layers, both the thickness of the humus horizon and the humus content in the upper horizon decrease.

![Figure 13. Correlation of the humus content and the thickness of the humus horizon.](image)

Obtained by the analysis of big satellite data, maps of the distribution of degradation should be evaluated for accuracy within the framework of the information theory. The values of the first and second type of errors should be established. According to the information theory, we have errors of the first (α errors, false positive) and second type (β errors, false negative). In this study, type I errors mean that the method predicts degradation, where it does not exist. Type II errors mean that the method does not predict degradation, where it really exists. The value of type I error was 12.5%. The value of type II error was 3.8% (Table 2).

Consequently, maps of the development of degradation obtained by analyzing big satellite data make it possible to identify areas of distribution of degraded soils.

Thus, a system for predicting the development of soil degradation on arable land has been created. This system allows to automatically predict the areas of the most likely occurrence of soil degradation within agricultural fields under given boundary conditions. The probability of prediction in this study was 87.5%.

4. Discussion

4.1. Sources and Methods of Soil Erosion Detection

The main source of information on the distribution of soil degradation in Russia is soil maps. There is a scale series of soil maps with information on water and wind erosion: 1:10,000–25,000 (Figure 14) [87], 1:50,000–100,000 [90], 1:200,000–350,000, 1:2,500,000. Maps of scales 1:10,000–100,000 were made according to the all-Union instruction on soil surveys and the compilation of large-scale soil land use maps [1]. For a field survey, the instruction requires the use of topographic maps (Figure 6c) and orthophotomaps (Figure 6e). In fact, the boundaries of the areas with eroded soils on the large-scale soil maps were drawn using the relief characteristics as displayed on topographic maps of scales 1:10,000–25,000.
The main factors taken into account were slope steepness and length for water erosion and elevated watershed landforms for wind erosion. Thus, such maps represented a model of erosion or potential erosion of the territory rather than actual erosion. The problem of determining the actual distribution of erosion on these maps was not solved. The use of remote sensing data in the form of orthophotomaps was mainly for reference purposes.

![Figure 14. Soil map on a scale of 25,000; numbers in circles indicate low-humus thick ordinary calcareous chernozems with different degree of degradation (2—no degradation, 3—weak wind erosion, 4—weak water erosion, 6—medium water erosion, 7—strong water erosion); 9—meadow chernozemic soils; red lines indicate field boundaries; black dots with numbers are soil pits.](image)

The actual distribution of soil degradation can be determined based on manual interpretation of large arrays of remote sensing data for the period from 1968 to 2020. Such work was and is being performed on the territory of the Rostov region of Russia [14–18]. In contrast to soil maps, where areas of potential degradation are determined according to relief factors, the interpretation of multi-temporal remote sensing data allows detecting areas of actual distribution of soil degradation. When analyzing multi-temporal remote sensing data, information about the relief is for reference purposes. Manual interpretation of multi-temporal remote sensing data allows obtaining accurate and good maps, but it is very laborious.

Modern methods of erosion detection often use erosion models [2–5]. These methods are a further development of the methods for analyzing relief parameters (slopes, exposure, catchment area, etc.) [8–11]. That is, like the soil maps, they show the areas of potential distribution of degradation (erosion).

It should be noted that mapping of erosion differs sharply from mapping of soil salinity [91] or electrical conductivity of soils [92]. When mapping soil salinity, the main source of information is remote sensing data and the actual distribution of the degradation factor is mapped [16,93].

The development of machine learning methods for detecting degradation is based on the same set of morphometric indicators and climatic data and requires more and more accurate digital elevation models [94–96]. Obtaining detailed DEMs (higher resolution than SRTM) is currently still a rather laborious and costly procedure.

Approaches to detecting degradation based on vegetation indices [21–23] do not require large expenditures of manual labor, do not require the construction of complex DEMs,
and make it possible to determine the actual distribution of degradation factors [24–26]. The accuracy of work increases when using multi-temporal series [26].

In our study, we propose a method of degradation detection based only on available remote sensing data from open sources of information. The method detects the actual distribution of degradation. Degradation indicator is the depression of crops during a long time interval (35 years, 1984–2019). Automation of the selection of remote sensing data is achieved by using deep machine learning. The accuracy of the method is 87.5% at a spatial resolution of 30 m.

In general, the method has shown high efficiency with low requirements for information sources, which makes this method promising for mapping erosion on arable land.

4.2. Analysis of the Causes of Errors

The soils of the ground research points 7 and 41 have a thickness of the humus horizon of 76 and 78 cm and the humus content of 3.0% and 3.1% (Table 2). These values do not allow classifying these soils as degraded soils. However, such a combination of the great thickness of the humus horizon and relatively low humus content is not characteristic of the studied soils. Normally, their humus horizons are 60 to 80 cm in thickness, and their humus content is 3–6%. As the graph in Figure 13 shows, with increasing thickness of the humus horizon, the humus content should also increase. At these points for a thickness of 76 and 78 cm, the humus content of 4% or more is expected. Upon field identification, these soils were assigned to aggraded soils in local depressions on the slope. Such aggraded (water-deposited) soils are also a consequence of degradation processes, but they differ from “normal” degraded soils in terms of the thickness of the humus horizon. They were excluded from the calculation of the regression equation shown in Figure 13.

It was not possible to establish the reasons for a decrease in the thickness of the humus horizon less than 50 cm for point 15 (Table 2).

4.3. Analysis of Previously Created Maps of Soil Cover Degradation

Figure 14 shows the soil erosion map of the study area [87] created according to the all-Union instruction [1] in 1983. There are also earlier soil-erosion maps for this territory [90]. On the map (Figure 14), areas of arable land with distribution of water and wind erosion are indicated. The area of eroded soils according to the soil map is 351.2 ha. The total mapped area is 713.3 ha. (Figures 10–12 and 14). Out of 42 points of ground verification, 24 points fall on polygons with eroded soils, and 18 points fall on soil polygons without erosion.

Out of 24 points within the polygons with soil erosion, erosion was really detected in 12 points according to ground data; in the other 12 points, it was not detected. Thus, the probability of finding non-eroded soils is 50%.

Out of 18 points within the polygons with non-eroded soils, erosion was absent in 15 points; however, in 3 points, it was detected during the field survey. Thus, the probability of finding eroded soils within such polygons is 16%.

It is obvious that the area of eroded lands on the map of soil erosion is overestimated by about two times. The area of real erosion distribution should be about 175 hectares. This value correlates well with the results of the methods described in our study (150 ha of eroded land).

Indeed, erosion modeling methods tend to overestimate the areas of actual soil erosion, because they provide an estimate of the area of potential rather than actual erosion.

4.4. Physical Interpretation of Work Technology

There is a discussion about the need for a physical interpretation of statistical dependences obtained using artificial intelligence [97]. Physical interpretation is understood as the presence of regression models linking one or another calculated characteristic of remote sensing data and soil property measured during ground work [98,99]. Indeed, in this way it is possible to establish the parameters of the regression between the NDVI and the properties of the arable horizon (the content of humus, phosphorus, potassium, zinc,
etc.). The disadvantages of such models are their low applicability outside the modeling region and their high sensitivity to the type of remote sensing data.

There are much more sophisticated approximation methods for building functional models. For mapping the soil cover, the methods of piecewise linear and elastic approximation were used [100,101]. It significantly improved the results of applying linear regressions. Such methods make it possible to transform the N-dimensional space of spectral characteristics into a soil map.

In this study, methods that exclude the use of regression models were proposed. Our work consistently applies the principles of binary logic and measuring the frequency of occurrence of a binary attribute (low NDVI value) in big satellite data [102]. The distribution of this attribute on single Landsat scene is not an independent characteristic with this approach typical for big data analysis.

Indeed, low NDVI values in each specific year may be due to soil degradation factors, weather fluctuations, flaws in agricultural technology, properties of a particular crop, etc. Thus, one-third of the field with low NDVI values for a particular year cannot be interpreted as the development of soil degradation. A completely different situation arises when analyzing a set of binary maps of low NDVI values over 35 years for the same territory. If on dozens of Landsat scenes over 35 years the pixel value mostly (more than 50%) fell into the zone of low NDVI value, then it can be assumed that soil fertility is reduced in this part of the field. In areas with low soil fertility, it is possible to assume the presence of degraded soil cover. This assumption was confirmed in the course of field work. The areas of degradation were characterized by a low humus content in the arable horizon (25 cm) and low thickness of the humus horizon.

4.5. Promising Remote Sensing Data

In this work, approaches to the analysis of big remote sensing data were implemented. Our hypothesis was that it was sufficient to select fragments of space imagery suitable for NDVI calculations for a specific field from the large remote sensing data. Thus, it was possible to use all suitable scenes without special filters for phenophases, crops, climate, etc. As follows from the work, a binary dataset is sufficient. For training, only two values for each pair "Landsat scene"/"agricultural field number" were used: “0” and “1”. For the purity of testing the hypothesis about the possibility of using a convolutional neural network for the selection of satellite imagery using a binary dataset, Landsat 4, 5, 7 and 8 data were chosen because of the longest continuous data series (35 years); the same spatial resolution (30 m); the uniform set of spectral bands (blue, green, red, NIR, SWIR1, SWIR2); common methods of geometric, atmospheric and radiometric correction; and open access. The correctness of the choice was confirmed by the volume of information of the same type—1028 Landsat scenes per study area. The training results were obtained using six bands of Landsat with a resolution of 30 m.

The Terra ASTER and Sentinel 2A,B sensors have similar spectral characteristics and spatial resolution to Landsat data. The ASTER archive is extremely poor and unsuitable for training a neural network with an extremely unbalanced training. The Sentinel 2A,B archive has a very small temporal coverage at the moment, which limits its teaching capabilities.

The limitations of the open archives of ASTER and Sentinel for training neural networks does not mean that the data from ASTER and Sentinel cannot be used to create maps of the distribution of soil degradation. The most promising direction is the inclusion of Sentinel in the calculations. To select Sentinel tiles, you can use a neural network trained on the Landsat data. For this, you need to apply several specific techniques. These techniques seem to be promising, they are currently under development. Integration of Sentinel into calculations is facilitated by a well-developed spectral and spatial correction of Sentinel data in relation to Landsat data.

The situation with the ASTER data is somewhat more complicated. These data need to be calibrated against to Landsat data. Otherwise, the techniques for including ASTER data into the system based on a neural network and calculating soil degradation maps
should be similar to Sentinel. Upon completion of the integration of the Sentinel 2A,B data, work on the integration of ASTER data into the calculations will begin.

The possibilities of using a neural network trained on Landsat 4, 5, 7, 8 data for the selection of satellite imagery of other sensors (except for ASTER and Sentinel 2A,B) have not been studied by the authors at the moment.

Expansion of remote sensing data sources for creating soil degradation maps is a promising direction for further research.

5. Conclusions

In determining the objectives of the study, five assumptions were made. In the course of the work, all assumptions were confirmed. Indeed, areas of soil degradation development were identified based on the analysis of the vegetation index (NDVI). Areas with low long-term average NDVI values are indicators of parts of agricultural fields, in which soil degradation takes place. Long-term average occurrence of low NDVI values was obtained by analyzing big satellite data for 35 years (497 Landsat scenes). The selection of satellite data for calculations was based on deep machine learning. The boundary conditions of the calculations were determined by the methods of retrospective monitoring of land use and soil cover. The verification of automated calculations was carried out by classical soil field surveys.

Our study demonstrated that deep machine learning for remote sensing data selection is possible based on a binary dataset. This allows not to use intermediate filtering systems for the adequate selection of satellite imagery. It is possible not to determine clouds, shadows from clouds, open soil surface, etc. Direct selection of Landsat scenes suitable for calculations was made using deep machine learning tools, which greatly contributed to automation of mapping degraded soils.

The study did not reveal significant advantages of convolutional neural networks over gradient boosting in the selection of satellite imagery. Based on current research, both methods can be recommended. However, the main goal of the work was to test the possibilities of using deep machine learning. Gradient boosting was studied to compare the capabilities of different machine learning methods with manual data selection technology.

As a result of the work, a method for indicating degraded arable land areas was created. The method is based on deep machine learning and the calculation of average occurrence of low NDVI values. Low NDVI values were calculated separately for each suitable fragment of the satellite image within the boundaries of each agricultural field. NDVI values of one-third of the field area and lower than the other two-thirds were considered low. In the calculations, about 500 Landsat scenes were processed from 1984 to 2019 for each agricultural field. The method includes the following steps:

1. Setting the boundary conditions of the calculation.
2. Neural network filtering of satellite images in predetermined boundary conditions.
3. Calculation of low NDVI values from satellite images selected by the neural network.
4. Calculation of average occurrence of low NDVI values over 35 years.
5. Classification of average occurrence of low NDVI values to highlight areas of potential degradation.

For the method of indicating degraded arable land areas, type I and II errors were calculated for six agricultural fields of acceptance sample. Type I error was observed in 12.5% of cases, and type II error in 3.8%. Errors were calculated based on 42 ground survey points on the total area of 713.3 ha. Out of 42 points, 26 points were in areas where no degradation was automatically predicted, and 16 points were in areas where degradation was automatically predicted. During the field survey, indications of soil degradation were found in 15 points: 14 points in the area of predicted degradation and 1 point beyond. Thus, degradation was correctly predicted in 14 ground-verified cases.

The proposed method for indicating degraded arable land can be used in automated mapping of degraded soils. In arable land degradation areas identified by the proposed method, the probability of detecting soil degradation by ground-based methods is 87.5%.
The probability of detecting soil degradation by ground-based methods beyond the predicted areas is 3.8%.

Supplementary Materials: The following materials are available online at https://www.mdpi.com/2072-4292/13/1/155/s1, Table S1: The example of training dataset for one agricultural field (Figures 3–5), Table S2: The example of learning results for one agricultural field (Figures 3–5): the probability of Landsat scenes suitability for calculations is given. The probability is measured from 0 to 1, Table S3: Machine learning results for the acceptance sample (Figure 6) part 1: the probability of Landsat scenes suitability for calculations is given. The probability is measured from 0 to 1; gb—gradient boosting; nn—neural network; ms—manual selection, Table S4: Machine learning results for the acceptance sample (Figure 6) part 2: the probability of Landsat scenes suitability for calculations is given. The probability is measured from 0 to 1; gb—gradient boosting; nn—neural network; ms—manual selection.
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