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Abstract

The exponential functional link network (EFLN) has been recently investigated and applied to nonlinear filtering. This brief proposes an adaptive EFLN filtering algorithm based on a novel inverse square root (ISR) cost function, called the EFLN-ISR algorithm, whose learning capability is robust under impulsive interference. The steady-state performance of EFLN-ISR is rigorously derived and then confirmed by numerical simulations. Moreover, the validity of the proposed EFLN-ISR algorithm is justified by the actually experimental results with the application to hysteretic nonlinear system identification.
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I. INTRODUCTION

The linear-in-parameters nonlinear filtering techniques, which possess the low computational complexity and efficient learning capability, have been applied to diverse areas such as the nonlinear system identification, nonlinear acoustic echo cancellation (AEC), and nonlinear active noise control [1], and shown advantages over linear approaches [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]. The most traditional nonlinear filters among them are the trigonometric functional link network-based filter (TFLN) [24], and the second-order Volterra filter (SOVF) [25]. Such input signals are expanded by the trigonometric basis functions and the Volterra series to achieve nonlinear mapping, respectively.

The conventional TFLN consisting of pure trigonometric polynomial functions can effectively model the typical nonlinearities. It has also been proved that the trigonometric functions with exponentially varying amplitudes can further enhance the nonlinear modeling capability [26], [27]. Recently, a class of exponential functional link network (EFLN)-based nonlinear filters has been constructed in [28], which not only updates the weights but also updates an exponential factor controlling the decay rate of trigonometric basis functions. The least mean-square (LMS) approach has been utilized to adapt the weights and the exponential factor of EFLN-based filter, called the EFLN-LMS algorithm, where its convergence behavior and performance analysis have been discussed in [29]. In the feedback cancellation scenarios, the works in [30] and [31] provided the EFLN-based filtering structures to enhance the nonlinear noise mitigation capability. Later, to improve the convergence performance and the modeling accuracy, some improved versions of EFLN have been developed and shown to provide better performance [32], [33].

However, it is noteworthy that the impulsive interference may often lead to severe performance degradation [34], [35]. In order to perform well in the case of impulsive noise, several robust algorithms have been developed. Specifically, the lower-order statistics of the error signal were utilized to combat impulsive interference, where the cost functions included the mean absolute error [36], the mixed error norm [37], etc. Some M-estimate approaches were studied for the cost functions such as the Huber functions to counteract the adverse effects of impulsive noise [38], [39]. But such robust cost functions cannot generally be smooth everywhere. Therefore, another class of smoothly robust estimators was developed by using the saturation property of error nonlinearities like the hyperbolic tangent function [40], and the maximum correntropy criterion (MCC) [41]. The performance of aforementioned EFLN-based algorithms would deteriorate under impulsive interference. In [42], a robust
A recursive filtering algorithm based on EFLN and the Huber-norm was proposed for nonlinear AEC against impulsive noise, but its convergence analysis may be limited. Although the importance of the robustness of the EFLN-based algorithm has been recognized, no published works on robust EFLN-based filtering and its performance analysis have been considered so far.

The above motivates this brief. In an attempt to further enhance the performance of EFLN-based nonlinear filter in the presence of impulsive interference, we introduce a new inverse square root (ISR) cost function, which has smoothly saturating negative values and can be more efficiently implemented [43]. Additionally, the theoretical analysis of the proposed EFLN-ISR algorithm is strictly discussed in the mean-square sense. Finally, the numerical and experimental studies are carried out to verify the proposed EFLN-ISR algorithm.

**Notations**: Notations in this brief are standard. At the time index, the normal font letters with parentheses denote scalars, and the lowercase boldface letters with parentheses denote column vectors, respectively.

**II. System Model and EFLN-ISR Algorithm**

### A. System Model

Consider an adaptive filter based on EFLN to model a nonlinear system, where the block diagram is depicted in Fig. 1, whose structure consists of an EFLN-based nonlinear functional expansion block followed by a linear filter. The input signal is represented by \( u(i) \) at a sample \( i \). \( \mathbf{u}(i) = [u(i), u(i-1), \ldots, u(i-P+1)]^T \in \mathbb{R}^{P \times 1} \) arises as the input vector of a tapped delay line with the taps number \( P \). Using EFLN with the \( N \)-order functional expansion, the \( P \)-dimension input vector is expanded to \( L = P(2N + 1) \) dimensions. Referring to [28], [29], the expanded input vector is expressed as

\[
\mathbf{g}(i) = [g_1^T(i), g_2^T(i), \ldots, g_{2N+1}^T(i)]^T \in \mathbb{R}^{L \times 1}
\]

where its subvectors and the EFLN-based nonlinear expansion functions with the exponential factor \( q(i) \) are listed in Table I. The filtered output signal is given by \( y(i) = \mathbf{g}^T(i)\mathbf{w}(i) \), where \( \mathbf{w}(i) = [w_1(i), w_2(i), \ldots, w_L(i)]^T \in \mathbb{R}^{L \times 1} \) is the weights vector.

**TABLE I**

| \( g(i) \) | Elements |
|---|---|
| \( g_1^T(i) \) | \( u(i), u(i-1), \ldots, u(i-P+1) \) |
| \( g_2^T(i) \) | \( e^{-q(i)b(i)} \sin(\tau(i)), \ldots, e^{-q(i)(b(i)+P-1)} \sin(\tau(i)-P+1) \) |
| \( g_3^T(i) \) | \( e^{-q(i)b(i)} \cos(\tau(i)), \ldots, e^{-q(i)(b(i)+P-1)} \cos(\tau(i)-P+1) \) |
| \( \vdots \) | \( \vdots \) |
| \( g_{2N}^T(i) \) | \( e^{-q(i)b(i)} \sin(N\tau(i)), \ldots, e^{-q(i)(b(i)+P-1)} \sin(N\tau(i)-P+1) \) |
| \( g_{2N+1}^T(i) \) | \( e^{-q(i)b(i)} \cos(N\tau(i)), \ldots, e^{-q(i)(b(i)+P-1)} \cos(N\tau(i)-P+1) \) |

In the process of modeling, the noisy desired signal \( d(i) \) is represented by

\[
d(i) = y_o(i) + \eta(i) = g_o^T(i)w_o + \eta(i)
\]
where \( y_o(i) = \mathbf{g}_o^T(i)\mathbf{w}_o \) represents the system output signal, \( \mathbf{g}_o(i) \) is the expanded input vector with the optimal exponential factor \( q_o \), \( \mathbf{w}_o \in \mathbb{R}^{L \times 1} \) is the optimal weights vector, and \( \eta(i) \) is a zero-mean additive noise. Additionally, the \textit{a priori error} \( \xi(i) \) and the error signal \( e(i) \) are respectively defined as

\[
\xi(i) = y_o(i) - y(i) = \mathbf{g}_o^T(i)\mathbf{w}_o - \mathbf{g}_o^T(i)\mathbf{w}(i)
\]
\[
e(i) = d(i) - y(i) = \xi(i) + \eta(i).
\]

**B. Proposed EFLN-ISRF Algorithm**

The existing EFLN-based filters always minimize \( e^2(i) \) to get the corresponding EFLN-LMS algorithms, but they may perform poorly under impulsive interference. To make the EFLN-based algorithm with preferable robustness, we thus define a new ISR cost function as follows

\[
Q(e(i)) = \frac{1}{2}e^2(i)[1 + \lambda e^4(i)]^{-\frac{3}{4}}
\]  

where \( \lambda > 0 \) is a scalar parameter. Taking the derivative of (1) results in

\[
r(e(i)) = \frac{\partial Q(e(i))}{\partial e(i)} = e(i)[1 + \lambda e^4(i)]^{-\frac{7}{4}}.
\]

The curves of \( Q(e(i)) \) and its derivative \( r(e(i)) \) with different \( \lambda \) are described in Fig. 2, which show that the evolutions of \( Q(e(i)) \) are concave around zero and flat away from it. Clearly, the slope curves approach zero with increasing errors, which will reduce the sensitivity to large outliers. When \( \lambda \) is larger, the evaluations of slope curves away from zero will be smaller, which demonstrates strong robustness against impulsive interference. So the appropriate \( \lambda \) plays a significant role for the robustness and performance.

Taking advantage of the gradient descent criterion to derive the proposed EFLN-ISRF algorithm, the learning rules of the weights vector and the exponential factor are updated as

\[
\mathbf{w}(i + 1) = \mathbf{w}(i) - \mu_w \frac{\partial Q(e(i))}{\partial \mathbf{w}(i)}
\]
\[
q(i + 1) = q(i) - \mu_q \frac{\partial Q(e(i))}{\partial q(i)}
\]

where \( \mu_w \) and \( \mu_q \) denote the step sizes. The gradients with respect to \( \mathbf{w}(i) \) and \( q(i) \) can be calculated by the derivative chain rule, and thus the iterative learning rules of the EFLN-ISRF algorithm can be derived as

\[
\mathbf{w}(i + 1) = \mathbf{w}(i) + \mu_w e(i)[1 + \lambda e^4(i)]^{-\frac{3}{2}}\mathbf{g}(i)
\]
\[
q(i + 1) = q(i) + \mu_q e(i)[1 + \lambda e^4(i)]^{-\frac{3}{2}}\mathbf{h}^T(i)\mathbf{w}(i)
\]

where \( \mathbf{h}(i) = \frac{\partial q(i)}{\partial q(i)} = [\frac{\partial q(i)}{\partial q(i)}, \frac{\partial q(i)}{\partial q(i)}, \ldots, \frac{\partial q(i)}{\partial q(i)}]^T \in \mathbb{R}^{L \times 1} \) with its elements being listed in Table III.
Calculating the energy of two sides of (4) and making the expectation operation for the energy relation, one has

\[ r = \lim_{i \to \infty} E[\|w(i)\|^2] \]

where \( \tilde{\eta}(i) \) is asymptotically uncorrelated with \( |g(i)|^2 \) and \( h^T(i)w(i)^2 \) at steady-state.

According to (2), (3) and some mathematical operations, as well as Assumptions 1 and 2, we have

\[ \lim_{i \to \infty} E[|q(i)|^2] = q_o \]

at steady-state. The detailed derivations for this mean analysis are provided in supplementary material.

As a performance metric in the mean-square sense, the steady-state excess mean-square error (EMSE) is defined as

\[ \text{EMSE}(\infty) = \lim_{i \to \infty} E[\xi(i)] = \lim_{i \to \infty} E[|g(i)w(i) + \tilde{\eta}(i)|^2] \]

where \( \tilde{\eta}(i) = q_o - q(i) \) denotes the exponential factor error, respectively.

It is significant that we focus on the steady-state EMSE, and let \( \xi_u(i) = g^T(i)\tilde{\omega}(i) \) and \( \xi_g(i) = \tilde{\eta}(i)h^T(i)w(i) \). In the following, the theoretical evaluation of EMSE(\( \infty \)), i.e., \( \lim_{i \to \infty} E[\xi(i)] \) will be derived.

### A. Mean-Square Performance of \( w(i) \)

Inserting (3), the weights vector error is evaluated as

\[ \tilde{w}(i + 1) = \tilde{w}(i) - \mu_u r(e(i))g(i) \]

Calculating the energy of two sides of (4) and making the expectation operation for the energy relation, one has

\[ E[\|\tilde{w}(i + 1)\|^2] = E[\|\tilde{w}(i)\|^2] - 2\mu_u E[r(e(i))g^T(i)\tilde{w}(i)] + \mu_u^2 E[|r^2(e(i))||g(i)|^2] \]

It is noting that \( \lim_{i \to \infty} E[\|\tilde{w}(i + 1)\|^2] = \lim_{i \to \infty} E[\|\tilde{w}(i)\|^2] \) holds, thus resulting in

\[ 2E[r(e(i))g^T(i)\tilde{w}(i)] = \mu_u E[|r^2(e(i))||g(i)|^2] \]

At steady-state for \( i \to \infty \), assuming that \( q(i) \to q_o \), then \( g(i) \to g_o(i) \), we have \( e(i) = \xi_g(i) + \eta(i) \). The following Taylor expansion of \( r(e(i)) \) has been taken as

\[ r(e(i)) = r(\eta(i)) + r'(\eta(i))\xi_u(i) + \frac{1}{2}r''(\eta(i))\xi_u^2(i) + h.o.t. \]

Using Assumption 1 and considering the above Taylor expansion, the left side of (5) results in

\[ 2E[r(e(i))g^T(i)\tilde{w}(i)] = 2E[r'(\eta(i))\xi_u^2(i)]. \]
By Assumption 3 the right side of (5) can be calculated as
\[
\mu_o \mathbb{E}[r^2(e(i))|g(i)|^2] = \mu_o \mathbb{E}[r^2(\eta(i))|g(i)|^2] + \mu_o [\mathbb{E}[r^2(\eta(i))]
+ \mathbb{E}[r(\eta(i))r'(\eta(i))]|g(i)|^2].
\] (7)

Inserting (6) and (7) and concerning the steady-state for \(i \to \infty\), we can obtain
\[
\lim_{i \to \infty} \mathbb{E}[\xi_q^2(i)] = \frac{\mu_o E_1 \mathbb{E}[|g(i)|^2]}{2E_2 - \mu_o E_3 \mathbb{E}[|g(i)|^2]},
\] (8)

where we denote as
\[
E_1 = \mathbb{E}[r^2(\eta(i))] = \mathbb{E}[\eta^2(i)(1 + \lambda\eta^4(i))^{-1}],
E_2 = \mathbb{E}[r'(\eta(i))] = \mathbb{E}[[1 - 5\lambda\eta^4(i)][1 + \lambda\eta^4(i)]^{-\frac{3}{2}}],
E_3 = \mathbb{E}[r'^2(\eta(i))] + \mathbb{E}[r(\eta(i))r''(\eta(i))] = \mathbb{E}[[1 - 5\lambda\eta^4(i)][1 + \lambda\eta^4(i)]^{-\frac{3}{2}} + \mathbb{E}[30\lambda\eta^4(i)[1 - \lambda\eta^4(i)][1 + \lambda\eta^4(i)]^{-\frac{3}{2}}].
\]

B. Mean-Square Performance of \(q(n)\)

Similarly, subtracting both sides of (3) from \(q_o\) yields
\[
\tilde{q}(i + 1) = \tilde{q}(i) - \mu_o r(e(i))h^T(i)w(i).
\] (9)

Evaluating the energy of two sides of (9) and taking expectation, and noting that \(\mathbb{E}[\tilde{q}^2(i + 1)] = \mathbb{E}[\tilde{q}^2(i)]\) at steady-state, it yields
\[
2\mathbb{E}[r(e(i))\tilde{q}(i)] = \mu_o \mathbb{E}[r^2(e(i))h^T(i)w(i)]^2.
\] (10)

Assuming in this phase that \(w(i) \to w_o\) as \(i \to \infty\), and thus we have \(e(i) \approx \xi_q(i) + \eta(i)\). Then, according to the above discussions, the both sides of (10) are calculated as
\[
2\mathbb{E}[r(e(i))\tilde{q}(i)] \approx 2\mathbb{E}[r'(\eta(i))]\Xi_q^2(i)
\] (11)

and
\[
\mu_o \mathbb{E}[r^2(e(i))h^T(i)w(i)]^2
= \mu_o \mathbb{E}[r^2(\eta(i))]|h^T(i)w(i)|^2 + \mu_o \mathbb{E}[r^2(\eta(i))]
+ \mathbb{E}[r(\eta(i))r''(\eta(i))]|h^T(i)w(i)|^2\Xi_q^2(i). \] (12)

Substituting (11) and (12) into (10) and evaluating them at steady-state for \(i \to \infty\), we obtain
\[
\lim_{i \to \infty} \mathbb{E}[\Xi_q^2(i)] = \frac{\mu_o E_1 \mathbb{E}[|h^T(i)w(i)|^2]}{2E_2 - \mu_o E_3 \mathbb{E}[|h^T(i)w(i)|^2]}. \] (13)

C. Steady-State EMSE

Taking into account the definition of steady-state EMSE, we can derive as
\[
\text{EMSE}(\infty) = \lim_{i \to \infty} \mathbb{E}[[\xi_w(i) + \xi_q(i)]^2]
= \lim_{i \to \infty} \mathbb{E}[\Xi_w^2(i)] + 2 \lim_{i \to \infty} \mathbb{E}[\xi_w(i)\xi_q(i)] + \lim_{i \to \infty} \mathbb{E}[\Xi_q^2(i)].
\]

Since \(w(i) \to w_o\) and \(q(i) \to q_o\) at steady-state, it implies that
\[
\lim_{i \to \infty} \mathbb{E}[\xi_w(i)\xi_q(i)] = \lim_{i \to \infty} \text{Tr}[\mathbb{E}[w(i)w^T(i)]\mathbb{E}[\tilde{q}(i)h(i)g_o^T(i)]] = 0.
\]

Thus, the steady-state EMSE is
\[
\text{EMSE}(\infty) = \lim_{i \to \infty} \mathbb{E}[\Xi_w^2(i)] + \lim_{i \to \infty} \mathbb{E}[\Xi_q^2(i)]
\]
where this theoretical value can be provided by (8) and (13).
A. Case 1: Verification of Analysis

Consider an unknown nonlinear system based on EFLN expansion, which is given by
\[ g_o(i) = [u(i), e^{-\rho_i|u(i)|} \sin(\pi u(i)), e^{-\rho_i|u(i)|} \cos(\pi u(i)), e^{-\rho_i|u(i)|} \sin(2\pi u(i)), e^{-\rho_i|u(i)|} \cos(2\pi u(i)), u(i-1), e^{-\rho_i|u(i-1)|} \sin(\pi u(i-1)), e^{-\rho_i|u(i-1)|} \cos(\pi u(i-1)), e^{-\rho_i|u(i-1)|} \sin(2\pi u(i-1)), e^{-\rho_i|u(i-1)|} \cos(2\pi u(i-1))]^T, \]
and the optimal weight vector and the exponential factor are given by \( \mathbf{w}_o = [0.3, 0.6, -0.2, 0.05, -0.27, -0.3, 0, 0, 0, 0] \) and \( \rho_o = -0.2 \), respectively.

In this study, \( u(i) \) is extracted from the Gaussian signal with the mean 0 and the variance 1. Fig. 3 checks the analysis results of EFLN-ISR under Gaussian interference. The expectations involved in the theoretical steady-state value, given by (8) and (13), are calculated as the average of the final 1,000 samples over 50 independent trials. The simulated value is also obtained by averaging over 50 independent runs. As can be seen, a good agreement compared with the theoretical and simulated findings is quite apparent.

\[ \text{Fig. 3. Theoretical and simulated EMSE(\infty) under Gaussian interference. (a) EMSE(\infty) versus step sizes } \mu_u = \mu_q = [0.004, 0.007, \ldots, 0.04], \text{ with SNR } = 30\text{dB. (b) EMSE(\infty) versus SNRs } = [5, 10, \ldots, 55]\text{dB, with } \mu_u = \mu_q = 0.01. \]

B. Case 2: Under Impulsive Interference

In this case, we consider a nonlinear system describing the asymmetric loudspeaker distortion [28], [29], whose input-output relation is expressed as
\[ y_o(i) = \beta [1/(1 + e^{-\kappa u(i)}) - 0.5], \]
where \( \beta = 2 \) is the system gain, and \( \rho \) represents the slope parameter given by \( \rho = 4 \) if \( \kappa(i) > 0 \) and \( \rho = 0.5 \) if \( \kappa(i) \leq 0 \) with \( \kappa(i) = 1.5u(i) - 0.3u^2(i) \). The input \( u(i) \) is employed by a uniformly distributed signal over the interval \([-0.5, 0.5]\). We consider that the \( \alpha \)-stable distribution is used to characterize the additive noise with its impulsive nature, whose characteristic function is given by \( \psi(i) = e^{-\gamma|\rho|^\alpha} \), where the characteristic parameter is \( 0 < \alpha \leq 2 \) with the minor \( \alpha \) resulting in more outliers, and the dispersion parameter is \( \gamma > 0 \).

\[ \text{Fig. 4. Comparison of different nonlinear filtering algorithms under impulsive interference, with } \alpha = 1.6, \gamma = 0.05 \text{ and SNR } = 30\text{dB.} \]
In the nonlinear system identification task, the performance of EFLN-ISR is compared with that obtained using the EFLN-LMS, EFLN based on maximum correntropy criterion (EFLN-MCC), EFLN based on hyperbolic tangent function (EFLN-TANH), SOVF based on ISR (SOVF-ISR) and TFLN based on ISR (TFLN-ISR) algorithms. For a fair comparison, the simulation parameters of all algorithms are taken to hold the same initial convergence. Fig. 4 shows the results of nonlinear filtering algorithms against impulsive interference. It is clear that the proposed EFLN-ISR algorithm has much smaller steady-state error than others under the same initial convergence. In addition, the performance of EFLN-ISR with different $\lambda$ is investigated in Fig. 5. We can also find that if the parameter $\lambda$ is smaller, the convergence will be faster but it increases the steady-state error. Nevertheless, when $\lambda$ is too large, it results in the slower convergence.

C. Case 3: Hysteresis System Identification

To certify the validity of the proposed EFLN-ISR algorithm, EFLN-ISR has been applied to the practical hysteresis system identification. As shown in Fig. 6 the use of EFLN-ISR to model the piezoelectric actuator (PEA), whose input-output relation has hysteretic effect, is implemented in the experimental platform controlled by the dSPACE system. In this experiment, a type of PSt150/760VS12 PEA is utilized for the identified plant, which can move the 58.83 $\mu$m displacements. A dSPACE DS1006 processor board is adopted to transfer the input voltage and output displacement between the PEA and the computer. The input voltages are processed by a dSPACE DS2103 board provided with 32×14-bits D/A converter channels, and further driven by a PEA servo power amplifier. The output displacements are measured by an eddy current sensor with 8mV/$\mu$m resolution ratio, and recorded by a dSPACE DS2002 board provided with 32×16-bits A/D converter channels. The sampling frequency of the whole experimental process is taken as 10kHz, and the dSPACE ControlDesk environment visually presents the experimental results in real time.

We set a sinusoidal signal $u(i)$ as the input voltage of PEA. The hysteresis model of PEA is identified by the EFLN-ISR and SOVF-ISR algorithms, whose parameters are chosen as $P = 7, N = 2, \mu_w = \mu_q = 0.02$ and $\lambda = 1$. To further evaluate the identification precision of adaptive algorithms, the sinusoidal signals with the single and complex frequency have been taken as the input voltages of PEA. Moreover, the root mean-square error $\text{RMSE} = \sqrt{\sum_{i=1}^{M} e(i)^2/M}$, the relative error
RE = $\sqrt{\sum_{i=1}^{M} e(i)^2} / \sum_{i=1}^{M} d(i)^2 \times 100\%$ and the maximum absolute error $\text{MAE} = \max |e(i)|$ with $M$ sample data are used to conduct the quantitative evaluation. Fig. 7 shows the comparison of the experimental data and filtered outputs with the input signal of the single and complex frequency. Results of identification precision for the EFLN-ISR and SOVF-ISR algorithms are listed in Table III. From experimental results through the proposed EFLN-ISR algorithm, we can see that the measured displacement and the filtered output are almost the same, and the RMSE, RE and MAE indicators are reduced as compared with the SOVF-ISR algorithm.

![Comparison of output displacement](image)

**Fig. 7.** Comparison of the output displacement measured by experiment data and that estimated by the EFLN-ISR algorithm. (a) With the single frequency of 5Hz. (b) With the single frequency of 10Hz. (c) With the complex frequency of 10/20/40Hz. (d) With the complex frequency of 5/25/45/65/85Hz.

**Table III**

| Input Frequency/Hz | RMSE/µm | RE | MAE/µm |
|--------------------|---------|----|--------|
|                     | EFLN    | SOVF| EFLN   | SOVF | EFLN | SOVF  |
| 5                   | 0.4721  | 0.4836 | 1.47% | 1.51% | 1.4450 | 1.5951  |
| 10                  | 0.5267  | 0.5680 | 1.59% | 1.71% | 1.4625 | 1.9246  |
| 10/20/40            | 0.5580  | 0.6742 | 1.97% | 2.38% | 1.8423 | 2.0757  |
| 5/25/45/65/85       | 0.6754  | 0.7406 | 2.23% | 2.45% | 2.9915 | 5.5706  |

### V. Conclusion

This brief proposed an EFLN-based nonlinear filtering algorithm derived by minimizing a new ISR cost function, which possesses preferable robustness under impulsive interference. The steady-state performance analysis was rigorously given. Simulation studies validate the performance findings. Besides, the validity of the proposed EFLN-ISR algorithm is confirmed by the practical results of hysteresis system identification.
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