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Abstract

We present a lattice QCD determination of the vector and scalar form factors of the semileptonic $K \to \pi \ell \nu$ decay which are relevant for the extraction of the CKM matrix element $|V_{us}|$ from experimental data. Our results are based on the gauge configurations produced by the European Twisted Mass Collaboration with $N_f = 2 + 1 + 1$ dynamical fermions, which include in the sea, besides two light mass degenerate quarks, also the strange and the charm quarks. We use data simulated at three different values of the lattice spacing and with pion masses as small as 210 MeV. Our final result for the vector form factor at zero momentum transfer is $f_+(0) = 0.9709(46)$, where the uncertainty is both statistical and systematic combined in quadrature. Using the latest experimental value of $f_+(0)|V_{us}|$ from $K\ell\bar{\nu}$ decays, we obtain $|V_{us}| = 0.2230(11)$, which allows to test the unitarity constraint of the Standard Model below the permille level once the determination of $|V_{ud}|$ from superallowed nuclear $\beta$ decays is adopted. A slight tension with unitarity at the level of $\sim 2$ standard deviations is observed. Moreover we present our results for the semileptonic scalar $f_0(q^2)$ and vector $f_+(q^2)$ form factors in the whole range of values of the squared four-momentum transfer $q^2$ measured in $K\ell\bar{\nu}$ decays, obtaining a very good agreement with the momentum dependence of the experimental data. We provide a set of synthetic data points representing our results for the vector and scalar form factors at the physical point for several selected values of $q^2$. 
I. INTRODUCTION

In the Standard Model (SM) of particle physics the relative strength of the flavor-changing weak quark currents is parametrized by the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix [1], which provides the only source of CP violation in the quark sector. The unitarity of the CKM matrix implies various relations between its matrix elements, known as the unitarity triangles. The goal of flavor physics experiments is the measurement of the angles and sides of the unitarity triangles as well as the determination of many redundant observables sensitive to the CKM matrix elements. The consistency of such a plethora of measurements would be spoiled by possible deviations from the SM, signalling the presence of New Physics (NP). Therefore an accurate determination of the CKM matrix elements is crucial both for testing the SM and for searching NP.

Let us focus on the determination of the Cabibbo’s angle, or equivalently the CKM matrix element $|V_{us}|$, which enters both the leptonic kaon ($K_{\ell 2}$) decays via the axial quark current and the semileptonic kaon ($K_{\ell 3}$) decays via the vector quark current [2]. According to the $V-A$ structure of the SM weak current the decay rate of both processes should provide the same result for $|V_{us}|$, once the relevant hadronic quantities, namely the ratio of the kaon and pion leptonic decay constants $f_K/f_\pi$ and the semileptonic vector form factor at zero four-momentum transfer $f_+(0)$, are determined starting from our fundamental theory of the strong interactions, i.e. from QCD. As well known, such a task can be properly carried out by simulating QCD on a lattice.

The history of the efforts in predicting both $f_K/f_\pi$ and $f_+(0)$ using Lattice QCD (LQCD) is nicely summarised in the recent reviews [3,4] of the Flavor Lattice Averaging Group (FLAG). As far as the form factor $f_+(0)$ is concerned, the first attempt to calculate it on the lattice dates back to the work of Ref. [5], which was performed in the quenched approximation ($N_f = 0$) with simulated pions not lighter than $\simeq 500$ MeV. Since then several improvements have been achieved and the most important ones are the inclusion of the effects of the loops of dynamical sea quarks, thanks to the production of unquenched gauge ensembles with $N_f = 2, 2 + 1$ and $2 + 1 + 1$ sea quarks, and the simulation of lighter pions, which have recently reached the physical point [6, 7]. Only one calculation of $f_+(0)$ exists to date [8] with four flavors of dynamical quarks ($N_f = 2 + 1 + 1$), which include in the sea, besides two light mass degenerate quarks, also the strange and the charm quarks.
In this work we present a new LQCD prediction of the form factor $f_+(0)$ obtained using the ensembles of gauge configurations produced by the European Twisted Mass (ETM) Collaboration with $N_f = 2 + 1 + 1$ dynamical quarks [8, 9]. Furthermore, we have evaluated the strangeness changing vector $f_+(q^2)$ and scalar $f_0(q^2)$ form factors in the whole range of values of the squared four-momentum transfer $q^2$ measured in $K\ell\nu$ decays, obtaining a very good agreement with the momentum dependence of the experimental data [2, 10]. Preliminary results have been already presented in Refs. [11–13].

The gauge ensembles and the simulations used in this work are the same adopted in Ref. [14] to determine the up, down, strange and charm quark masses (see Tables 1-3 of Ref. [14]), using the experimental value of the pion decay constant, $f_\pi$, to set the lattice scale\footnote{With respect to Ref. [14] the number of independent gauge configurations adopted for the ensemble D15.48 has been increased to 90 to improve the statistics.}, as well as in Ref. [15] to calculate the ratio of leptonic decay constants $f_K/f_\pi$. The gauge fields are simulated using the Iwasaki gluon action [16], while sea quarks are implemented with the Wilson Twisted Mass Action at maximal twist [17, 18]. In order to avoid the mixing of strange and charm quarks in the valence sector we have adopted the non-unitary setup described in Ref. [19], in which the valence strange quarks are regularized as Osterwalder-Seiler (OS) fermions [20], while the valence up and down quarks have the same action of the sea. The strange and charm mixing can occur in the hadronic decomposition of correlation functions only when the valence strange and charm quarks are regularised using the same twisted-mass doublet adopted for the strange and charm sea quarks (see Eq. (8) of Ref. [14]). The use of different lattice regularisations for valence and sea heavy quarks avoids completely the effects of flavor mixing without modifying the renormalization pattern of operators in massless schemes and produces only a modification of discretization effects. Moreover, since we work at maximal twist (i.e. we impose that the bare Wilson mass is tuned at its critical value, which is common to all the different quarks), an automatic $O(a)$-improvement [18, 19] is guaranteed also for our non-unitary setup.

The simulations have been carried out at three different values of the inverse bare lattice coupling $\beta$ to allow for a controlled extrapolation to the continuum limit, and different lattice volumes. For each gauge ensemble we have used a number of gauge configurations corresponding to a separation of 20 trajectories to avoid autocorrelations. For the light sector we have simulated quark masses in the range from $3m_{ud}$ to $12m_{ud}$ and for the strange sector...
from 0.7\(m_s\) to 1.2\(m_s\), where \(m_{ud}\) and \(m_s\) are the physical values of the (renormalized) average up/down and strange quark masses, respectively, as determined in Ref. [14]. The lattice spacings are found to be \(a = \{0.0885(36), 0.0815(30), 0.0619(18)\}\) fm at \(\beta = \{1.90, 1.95, 2.10\}\) respectively, the lattice volume goes from \(\simeq 2\) to \(\simeq 3\) fm, and the pion masses, extrapolated to the continuum and infinite volume limits, range from \(\simeq 210\) to \(\simeq 450\ MeV\) (see later Table[I] and Ref. [14] for further details).

We present our study of the semileptonic \(K \to \pi\) form factors using the results of the eight branches of the analysis carried out in Ref. [14] for determining the up, down, strange and charm quark masses. The various branches differ by: i) the choice of the scaling variable, which was taken to be either the Sommer parameter \(r_0/a\) [21] or the mass of a fictitious pseudoscalar (PS) meson made of two strange-like quarks \(a\mathcal{M}_{s,s'}\); ii) the fitting procedures, which were based either on Chiral Perturbation Theory (ChPT) or on a polynomial expansion in the light quark mass (for the motivations see the discussion in Section 3.1 of Ref. [14]); and iii) the choice between two methods, denoted as M1 and M2 which differ by \(\mathcal{O}(a^2)\) effects (see, e.g., Ref. [22]), used to determine non-perturbatively the values of the mass renormalization constant (RC) \(Z_m = 1/Z_P\) [14]. Throughout this work the results corresponding to the various branches of the analysis are combined to form our average and error according to Eq. (28) of Ref. [14].

The final results for the form factor \(f_+(0)\) and the CKM matrix element \(|V_{us}|\) we present in this paper are

\[
f_+(0) = 0.9709 (46), \quad |V_{us}| = 0.2230 (11).
\]

Once the determinations of \(|V_{ud}|\) from superallowed nuclear \(\beta\) decays [23] and of \(|V_{ub}|\) from \(B\)-meson decays [24] are adopted, the unitarity test of the first-row of the CKM matrix becomes

\[
|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 = 0.99875 (41)_{V_{ud}} (49)_{V_{us}} = 0.99875 (64),
\]

which highlights a slight tension with unitarity at the level of \(\sim 2\) standard deviations. Note also that the total uncertainty in the r.h.s. of Eq. (2) is below the permille level and the contribution due to the error on \(|V_{us}|\) is comparable with the one related to \(|V_{ud}|\).

As for the \(q^2\)-dependence of the semileptonic vector \(f_+(q^2)\) and scalar \(f_0(q^2)\) form factors, the same dispersive parameterization used to describe the experimental data [2, 10] has been adopted to fit our results extrapolated to the physical point. The dispersive fit depends on
two parameters, $\Lambda_+$ and $C$, which represent respectively the slope of the vector form factor $f_+(q^2)$ at $q^2 = 0$ (in units of $M_+^2$) and the scalar form factor $f_0(q^2)$ at the (unphysical) Callan-Treiman (CT) point $q^2 = q^2_{CT} \equiv M_K^2 - M_\pi^2$ \cite{25} divided by $f_+(0)$. Our final results are

$$\Lambda_+ = 24.22 \; (1.16) \cdot 10^{-3}, \quad \log(C) = 0.1998 \; (138),$$

(3)

which compare positively with the latest experimental results \cite{10}

$$\Lambda_+^{\exp} = 25.75 \; (36) \cdot 10^{-3}, \quad \log(C)^{\exp} = 0.1985 \; (70).$$

(4)

The physics described by our simulations and used throughout this work corresponds to the isospin symmetric limit of QCD, where $m_u = m_d = m_{ud}$, assuming also zero quark electric charges. Therefore, isospin breaking and electromagnetic corrections have to be added separately in phenomenological analyses (see, e.g., \cite{2}).

The paper is organized as follows. In Section II we present the computational strategies adopted to extract the semileptonic form factors $f_+(q^2)$ and $f_0(q^2)$ from the 2- and 3-point correlation functions evaluated on the lattice using both the vector and scalar strangeness changing quark currents. In Section III and IV we present our results at the physical point and in the continuum limit coming from two different strategies. The first one is based on the study of the momentum dependence of the form factors $f_+(q^2)$ and $f_0(q^2)$ to obtain the form factor $f_+(0)$ at each simulated light-quark mass $m_\ell$ and then to extrapolate the results for $f_+(0)$ to the physical point $m_\ell = m_{ud}$ and to the continuum limit. The second strategy uses a combined fit of the $q^2$, $m_\ell$ and lattice spacing dependencies of our form factor data, obtaining in this way the momentum dependence of the form factors at the physical point for both spacelike and timelike $q^2$. We provide a set of synthetic data points representing our results for $f_+(q^2)$ and $f_0(q^2)$ at the physical point for several selected values of $q^2$, including also the covariance matrix for the data at different values of $q^2$. We compare our results with the experimental data obtaining a very good agreement in the whole range of values of $q^2$ measured in $K_{\ell 3}$ decays. In Section V we present our determination of the CKM matrix element $|V_{us}|$ and we test the unitarity of the first-row of the CKM matrix. Our conclusions are summarised in Section VI.
II. LATTICE COMPUTATION OF THE FORM FACTORS

The matrix element of the strangeness changing vector current $\hat{V}^\mu$ between kaon and pion states decomposes into two form factors, $f_+$ and $f_-$, as

$$\langle \hat{V}^\mu \rangle \equiv \langle \pi(p_\pi)|\hat{V}^\mu|K(p_K)\rangle = (p_K + p_\pi)_\mu f_+(q^2) + (p_K - p_\pi)_\mu f_-(q^2) ,$$

where $q_\mu = (p_K - p_\pi)_\mu$ is the 4-momentum transferred between the kaon and the pion.

The scalar form factor $f_0$ is defined as

$$f_0(q^2) \equiv f_+(q^2) + \frac{q^2}{M_K^2 - M_\pi^2} f_-(q^2)$$

and satisfies by definition the relation $f_+(0) = f_0(0)$. The form factor $f_0$ is proportional to the 4-divergence of $\langle \hat{V}_\mu \rangle$, which in turn, thanks to vector Ward-Takahashi identity, is related to the matrix element of the strangeness changing scalar density $\hat{S}$ between kaon and pion states, leading to

$$\langle \hat{S} \rangle \equiv \langle \pi(p_\pi)|\hat{S}|K(p_K)\rangle = \frac{M_K^2 - M_\pi^2}{m_s - m_{ud}} f_0(q^2) .$$

Equations (5) and (7) represent a system of redundant relations between the two form factors $f_+(q^2)$ and $f_0(q^2)$ and the matrix elements $\langle \hat{V}_\mu \rangle$ and $\langle \hat{S} \rangle$. The latter can be determined by studying the time dependence of suitable combinations of (Euclidean) 2- and 3-point correlation functions, namely

$$C_2^{\pi(K)}(t'; \bar{p}_\pi(K)) = \frac{1}{L^3} \sum_{\bar{x}, \bar{z}} \langle 0| P_5^{\pi(K)}(x) P_5^{\pi(K)}(z)|0 \rangle e^{-i\bar{p}_\pi(K)\cdot(\bar{x} - \bar{z})} \delta_{t', (t_z - t_x)},$$

$$C_1^{K\pi}(t, t'; \bar{p}_K, \bar{p}_\pi) = \frac{1}{L^6} \sum_{\bar{x}, \bar{y}, \bar{z}} \langle 0| P_5^{\pi}(x) \hat{\Gamma}(y) P_5^{K\pi}(z)|0 \rangle e^{-i\bar{p}_K\cdot(y - \bar{z}) + i\bar{p}_\pi\cdot(y - \bar{x})} \delta_{t, (t_x - t_z)} \delta_{t', (t_y - t_z)},$$

where $t'$ is the time distance between the source and the sink, $t$ is the time distance between the insertion of the current $\Gamma \in \{\hat{V}_\mu, \hat{S}\}$ and the source, $P_5^{\pi}(x) = i\pi(x)\gamma_5 d(x)$ and $P_5^{K}(x) = i\bar{\sigma}(x)\gamma_5 d(x)$ are the (local) interpolating fields of the pion and kaon mesons. In our lattice setup the Wilson parameters of the two valence quarks in any PS meson are always chosen to have opposite values, i.e. $r_s = r_u = -r_d$. In this way the squared PS mass differs from its continuum counterpart only by terms of $O(a^2 m)$ [18].

The statistical accuracy of the correlators (8-9) can be significantly improved by using the all-to-all quark propagators evaluated with the so-called “one-end” stochastic method [26], which includes spatial stochastic sources at a single time slice chosen randomly (see
Ref. [27], where the degenerate case of the pion is illustrated in details). Statistical errors are always evaluated using the jackknife procedure, while cross-correlations are taken into account by the use of the eight bootstrap samplings corresponding to the eight analyses of Ref. [14] summarised in Section I. In Table I we summarize the basic simulation parameters as well as the pion and kaon masses corresponding to each ensemble used in this work.

| ensemble | β     | $V/a^4$ | $a\mu_{sea} = a\mu_t$ | $a\mu_\sigma$ | $a\mu_\delta$ | $a\mu_s$ | $M_\pi$(MeV) | $M_K$(MeV) | $L$(fm) | $M_\pi L$ |
|----------|-------|---------|---------------------|----------------|----------------|----------|--------------|------------|--------|----------|
| A30.32   | 1.90  | $32^3 \times 64$ | 0.0030              | 0.15           | 0.19           | {0.0145,} | 275          | 577        | 2.84   | 3.96     |
| A40.32   | 0.0040| 0.0185,        | 0.0225             |               |               |          | 315          | 588        | 4.53   |          |
| A50.32   | 0.0050|               |                    |               |               |          | 350          | 595        | 5.04   |          |
| A40.24   | 24$^3 \times 48$ | 0.0040 |                    |               |               |          | 324          | 594        | 2.13   | 3.50     |
| A60.24   | 0.0060|                    |               |               |               |          | 388          | 610        | 4.19   |          |
| A80.24   | 0.0080|                    |               |               |               |          | 438          | 624        | 4.73   |          |
| A100.24  | 0.0100|                    |               |               |               |          | 497          | 650        | 5.37   |          |
| B25.32   | 1.95  | $32^3 \times 64$ | 0.0025              | 0.135          | 0.170          | {0.0141,} | 259          | 553        | 2.61   | 3.43     |
| B35.32   | 0.0035|                    |               |               |               |          | 300          | 562        | 3.97   |          |
| B55.32   | 0.0055|                    |               |               |               |          | 377          | 587        | 4.99   |          |
| B75.32   | 0.0075|                    |               |               |               |          | 437          | 608        | 5.78   |          |
| B85.24   | 24$^3 \times 48$ | 0.0085 |                    |               |               |          | 463          | 617        | 1.96   | 4.60     |
| D15.48   | 2.10  | $48^3 \times 96$ | 0.0015              | 0.12           | 0.1385         | {0.0118,} | 224          | 538        | 2.97   | 3.37     |
| D20.48   | 0.0020|                    |               |               |               |          | 255          | 541        | 3.84   |          |
| D30.48   | 0.0030|                    |               |               |               |          | 310          | 554        | 4.67   |          |

**TABLE I.** Values of the simulated sea and valence quark bare masses, of the pion ($M_\pi$) and kaon ($M_K$) masses, of the lattice size $L$ and of the product $M_\pi L$ for the various gauge ensembles used in this work. The values of $M_K$ given for each gauge ensemble do not correspond to the value of the simulated strange bare mass shown in the seventh column, but to a renormalized strange mass interpolated at the physical value $m_s = 99.6(4.3)$ MeV [14].
At large values of the time distances $t$, $t'$ and $(t'-t)$ one has

$$C_{2}^{\pi(K)}(t',\vec{p}_{\pi(K)}) \rightarrow_{t'\gg a} |Z_{\pi(K)}|^{2} \left[ e^{-E_{\pi(K)}t'} + e^{-E_{\pi(K)}(T-t')} \right],$$

$$C_{\Pi}^{K\pi}(t, t'; \vec{p}_{K}, \vec{p}_{\pi}) \rightarrow_{t,t',(t'-t)\gg a} Z_{\pi} Z_{K}^{0} \frac{4E_{\pi}E_{K}}{E_{\pi}^2 - E_{K}^2} \langle \pi(p_{\pi})|\hat{\Gamma}(p_{K})|\rangle e^{-E_{K}t} e^{-E_{\pi}(t'-t)}$$

where $E_{\pi(K)}$ is the pion (kaon) energy and $Z_{\pi(K)} \equiv \langle 0|\hat{p}_{\pi(K)}(0)|\pi(K)\rangle$ is independent on the pion (kaon) momentum up to discretization effects. Using the exponential fit given by the r.h.s of Eq. (10), the pion and kaon energies can be extracted directly from the corresponding 2-point correlation functions. The time intervals $[t_{min}, t_{max}]$ adopted for the fit (10) can be read off from Table 4 of Ref. [14]. We have checked that: i) the changes in the meson energies due to a decrease in the value of $t_{min}$ by one or two lattice units are well below the statistical uncertainty, and ii) the extracted values of $E_{\pi(K)}$ are nicely reproduced (within statistical errors) by the continuum-like dispersive relation $E_{\pi(K)}^{\text{disp.}} = \sqrt{M_{\pi(K)}^2 + |\vec{p}_{\pi(K)}|^2}$, where $M_{\pi(K)}$ is the meson mass extracted from the 2-point correlator corresponding to the meson at rest.

In our lattice setup we employ maximally twisted fermions and therefore the vector $\hat{V}_{\mu}$ and the scalar $\hat{S}$ currents renormalize multiplicatively [18]. Introducing the local bare currents $V_{\mu}(x) \equiv \bar{x}(x)\gamma_{\mu}u(x)$ and $S(x) \equiv \bar{x}(x)u(x)$ and keeping the same value for the Wilson parameters of the initial and final quarks (i.e. $r_{s} = r_{u}$), one has

$$\hat{V}_{\mu}(x) = Z_{V} V_{\mu}(x) = Z_{V} \bar{x}(x)\gamma_{\mu}u(x),$$

$$\hat{S}(x) = Z_{P} S(x) = Z_{P} \bar{x}(x)u(x),$$

where $Z_{V}$ and $Z_{P}$ are the renormalization constants (RCs) of the vector and pseudoscalar densities for standard Wilson fermions, respectively, determined using the RI’-MOM method in Ref. [14]. The twisted quark masses renormalize multiplicatively with a RC $Z_{m}$ given by $Z_{m} = 1/Z_{P}$ [18], which means that the product $(m_{s} - m_{ud})\langle \hat{S} \rangle$ does not depend on the RC $Z_{P}$. Therefore, according to Eq. (7), the scalar form factor $f_{0}(q^{2})$ is related to the (bare) matrix element $\langle S \rangle$ by

$$\langle S \rangle \equiv \langle \pi(p_{\pi})|S|K(p_{K})\rangle = \frac{M_{K}^{2} - M_{\pi}^{2}}{\mu_{s} - \mu_{\ell}} f_{0}(q^{2}),$$

where $\mu_{\ell}$ and $\mu_{s}$ are the light and strange bare quark masses, respectively.

The (renormalized) matrix elements $\langle \hat{V}_{\mu} \rangle$ can be extracted from the time dependence of suitable ratios $R_{\mu}^{(V)}$ of the 3-point correlation functions, defined as in Eq. (9) but using the
local bare current $V_\mu(x)$, namely for $\mu = 0, 1, 2, 3$

$$R^{(V)}_\mu(t; \vec{p}_K, \vec{p}_\pi) \equiv 4p_Kp_{\pi\mu} \frac{C^{K\pi}_V(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) C^K_{V\mu}(t, \frac{T}{2}; \vec{p}_\pi, \vec{p}_K)}{C^{\pi\pi}_V(t, \frac{T}{2}; \vec{p}_\pi, \vec{p}_\pi) C^K_{V\mu}(t, \frac{T}{2}; \vec{p}_\pi, \vec{p}_K)}, \quad (15)$$

where the time distance between the source and the sink has been fixed at $t' = T/2$. We point out that the denominator of Eq. (15) is simply the numerator evaluated in the mass-degenerate limit for the valence quarks in the current. Denoting the bare masses of the quarks in the current as $(\mu_1, \mu_2)$, the two correlation functions in the numerator correspond to $(\mu_s, \mu_\ell)$ and $(\mu_\ell, \mu_s)$, respectively, while the denominator refers to the cases $(\mu_\ell, \mu_\ell)$ and $(\mu_s, \mu_s)$. Though mass-degenerate the current quarks in the denominator have the same lattice regularisations of the corresponding quarks in the numerator. Thus the same RC $Z_V$ is present at numerator and denominator and it cancels out in the ratio.

At large time distances $t$ a plateau is expected to occur, viz.

$$R^{(V)}_\mu(t; \vec{p}_K, \vec{p}_\pi) \underset{t \gg a, (T/2-t) \gg a}{\to} 4p_Kp_{\pi\mu} \frac{\langle \pi(p_\pi)|\hat{V}_\mu|K(p_K)\rangle \langle K(p_K)|\hat{V}_\mu|\pi(p_\pi)\rangle}{\langle \pi(p_\pi)|\pi(p_\pi)\rangle \langle K(p_K)|K(p_K)\rangle}, \quad (16)$$

which, we stress, does not depend on the RC $Z_V$ and on the matrix elements $Z_\pi$ and $Z_K$ of the interpolating PS fields. Moreover, thanks to charge conservation one has $\langle \pi(p_\pi)|\hat{V}_\mu|\pi(p_\pi)\rangle = 2p_{\pi\mu}$ and $\langle K(p_K)|\hat{V}_\mu|K(p_K)\rangle = 2p_{K\mu}$ up to lattice artefacts, and therefore the plateau of $R^{(V)}_\mu(t; \vec{p}_K, \vec{p}_\pi)$ at large time distances provides directly the quantity $|\langle \hat{V}_\mu \rangle|^2$. Taking the square root the absolute value of the matrix element $\langle \hat{V}_\mu \rangle$ is obtained, while the sign of $\langle \hat{V}_\mu \rangle$ can be easily inferred from the sign of the plateau of the ratio $C^{K\pi}_V(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi)/ [C^2_2(t; \vec{p}_K) C^2_2(T/2 - t; \vec{p}_\pi)]$ at large time distances.

Note that when a spatial component of either the pion or the kaon momentum is vanishing, the corresponding matrix element $\langle \pi(p_\pi)|V_i|\pi(p_\pi)\rangle$ or $\langle K(p_K)|V_i|K(p_K)\rangle$ $(i = 1, 2, 3)$ is also vanishing and cannot be used in the denominator of the r.h.s of Eq. (15). In these cases the quantity $2p_{\pi i}/\langle \pi(p_\pi)|V_i|\pi(p_\pi)\rangle$ (or $2p_{K i}/\langle K(p_K)|V_i|K(p_K)\rangle$) is replaced in Eq. (15) by $2E_\pi/\langle \pi(p_\pi)|V_0|\pi(p_\pi)\rangle$ (or $2E_K/\langle K(p_K)|V_0|K(p_K)\rangle$).

In the case of both pion and kaon at rest only the time component $R^{(V)}_0$ can be constructed providing a quite precise determination of the scalar form factor $f_0(q^2)$ at kinematical endpoint $q^2 = q^2_{\text{max}} \equiv (M_K - M_\pi)^2$, namely [5]

$$R^{(V)}_0(t; \vec{p}_K = \vec{0}, \vec{p}_\pi = \vec{0}) \underset{t \gg a, (T/2-t) \gg a}{\to} [(M_K + M_\pi)f_0(q^2_{\text{max}})]^2. \quad (17)$$

This choice allows to improve the statistics by averaging the correlation functions between the two halves of the time extension of the lattice.
In our present simulations Eq. (17) allows to achieve a precision for $f_0(q_{\text{max}}^2)$ ranging from $\simeq 0.02\%$ to $\simeq 0.5\%$ (see later Table III).

In the case of the scalar density we investigate the time dependence of a suitable double ratio $R^{(S)}$ of 2- and 3-point correlation functions, defined in terms of the local bare density $S(x)$ as

$$R^{(S)}(t; \vec{p}_K, \vec{p}_\pi) \equiv 16 E_K E_\pi \frac{C_S^K(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) C^{\pi K}_S(t, \frac{T}{2}; \vec{p}_\pi, \vec{p}_K)}{C^{K}_S(T/2; \vec{p}_K) C^{\pi K}_S(T/2; \vec{p}_\pi)}$$  \hspace{1cm} (18)

At large time distances $t$ one gets

$$R^{(S)}(t; \vec{p}_K, \vec{p}_\pi) \xrightarrow{t \gg a, (T/2-t) \gg a} |\langle \pi(p_\pi) | S | K(p_K) \rangle|^2$$ \hspace{1cm} (19)

which provides directly the (bare) quantity $|\langle S \rangle|^2$ independently on the matrix elements $Z_\pi$ and $Z_K$ of the interpolating PS fields. As in the case of the vector current, taking the square root of $R^{(S)}$ the absolute value of the matrix element $\langle S \rangle$ can be obtained, while the sign of $\langle S \rangle$ can be easily inferred from the sign of the plateau of the ratio $C^{K\pi}_S(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) / [C^K_S(t; \vec{p}_K) C^\pi_K(T/2 - t; \vec{p}_\pi)]$ at large time distances.

When both pion and kaon are at rest Eq. (18) provides a determination of $f_0(q_{\text{max}}^2)$, which turns out to be significantly less precise than the one obtained from Eq. (17), i.e. using the vector current. Moreover, at variance with Eq. (15), where only ratios of 3-point correlation functions appear, the definition (18) involves ratios of 3- to 2-point functions, which typically are less correlated each other. Thus, in order both to make use of 3-point functions only and to take advantage of the statistically precise quantity $R^{(V)}_0(t; \vec{0}, \vec{0})$ we introduce a new scalar ratio $\overline{R}^{(S)}$, which combines 3-point correlators corresponding to both scalar and vector quark currents, defined as

$$\overline{R}^{(S)}(t; \vec{p}_K, \vec{p}_\pi) \equiv K R^{(V)}_0(t; \vec{0}, \vec{0}) \frac{C^{K\pi}_S(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) C^{\pi K}_S(t, \frac{T}{2}; \vec{p}_\pi, \vec{p}_K)}{C^{K\pi}_S(t, \frac{T}{2}; \vec{0}, \vec{0}) C^{\pi K}_S(t, \frac{T}{2}; \vec{0}, \vec{0})}$$  \hspace{1cm} (20)

where $K$ is a simple kinematical factor depending on meson and quark masses, namely

$$K = \left[ \frac{M_K - M_\pi}{\mu_s - \mu_\ell} \frac{E_K E_\pi}{M_K M_\pi} \right]^2 e^{(E_K - M_K + E_\pi - M_\pi) \frac{T}{2}}$$ \hspace{1cm} (21)

At large time distances $t$ one gets again (up to lattice artefacts which may differ from those of the ratio $R^{(S)}$)

$$\overline{R}^{(S)}(t; \vec{p}_K, \vec{p}_\pi) \xrightarrow{t \gg a, (T/2-t) \gg a} |\langle \pi(p_\pi) | S | K(p_K) \rangle|^2$$ \hspace{1cm} (22)
The use of Eq. (20) improves significantly the statistical precision of the extracted matrix element \( \langle S \rangle \) with respect to the case of Eq. (18), as it is illustrated in Fig. 1. The improvement in the precision may reach even a factor larger than 2.

![Figure 1](image)

**FIG. 1.** Double ratios \( R(S) \) (black squares) and \( \bar{R}(S) \) (red dots), given by Eqs. (18) and (20), respectively, versus the Euclidean time \( t/a \) in the cases of the ensembles A30.32 with \( a\mu_s = 0.0185 \) (upper panel) and B55.32 with \( a\mu_s = 0.0180 \) (lower panel). The meson masses are \((M_\pi, M_K) \simeq (275, 510)\) MeV (upper panel) and \((M_\pi, M_K) \simeq (375, 545)\) MeV (lower panel). The values of the pion and kaon momentum correspond \( |\vec{p}_K| = 0 \) and \( |\vec{p}_\pi| \simeq 150 \) MeV for both panels. The black and red areas correspond to the values of the extracted matrix element \( \|\pi(p_\pi)|S|K(p_K)\| \) obtained using the plateau regions described later in the text and shown in the figure. The corresponding values of the squared four-momentum transfer \( q^2 \) are close to \( q^2 = 0 \), namely \( q^2 \simeq 0.016 \) GeV\(^2\) (upper panel) and \( q^2 \simeq -0.003 \) GeV\(^2\) (lower panel).

In lattice QCD simulations the spatial components of the hadronic momenta \( p_j \) \((j = 1, 2, 3)\) are quantized. The specific values depend on the choice of the boundary conditions (BC’s) applied to the quark fields. In Refs. 28, 29 it was proposed to use (partially) twisted
BC’s for the (valence) quark fields

\[ \psi(x + \hat{e}_j L) = e^{2\pi i \theta_j} \psi(x) \]  

(23)

which allow to shift the quantized values of \( p_j \) by an arbitrary amount equal to \( 2\pi \theta_j/L \), namely

\[ p_j = \theta_j \frac{2\pi}{L} + n_j \frac{2\pi}{L} , \]  

(24)

where the \( n_j \)'s are integer numbers. Such a choice is crucial for removing the strong limitations to the kinematical regions accessible for the investigation of momentum dependent quantities (like e.g. form factors), imposed by the use of periodic BC’s (i.e. \( \theta_j = 0 \)). In Refs. \[30, 31\] it was shown that the momentum shift produced by the partially twisted BC’s does not introduce any additional noise and allows to determine the form factors of the \( K_{\ell 3} \) decays with good accuracy for both spacelike and timelike 4–momentum transfer \( q^2 \).

The partially twisted BC’s can be tuned to determine the \( K_{\ell 3} \) form factors directly at the relevant kinematical point \( q^2 = 0 \) \[32, 33\], avoiding in this way the need for an Ansatz with which to perform the \( q^2 \)-interpolation of the form factor data\[3\]. Such a direct strategy has been used in the recent computations of \( f_+(0) \) performed by the FNAL/MILC \[6\] and RBC/UKQCD \[7\] collaborations. In this work, instead, we study the momentum dependence of both the scalar and vector form factors in order to compare it with the experimental data, while profiting at the same time of the high precision achievable for the scalar form factor near the kinematical end-point \( q^2 \approx q_{\text{max}}^2 \) (see Refs. \[5, 30, 34\]). Note in particular that, thanks to the use of the new ratio \[20\], the high-precision determination of \( f_0(q_{\text{max}}^2) \) from the vector quark current improves significantly the evaluation of the scalar form factor \( f_0(q^2) \) from the scalar density also at \( q^2 \approx 0 \) (see Fig. [1]).

According to Ref. \[18\] the matrix elements \( \langle \hat{V}_0 \rangle \) and \( \langle S \rangle \) can be \( \mathcal{O}(a) \)-improved by averaging the two kinematics with opposite spatial momenta of the initial and final mesons, namely

\[ \langle \hat{V}_0 \rangle_{\text{imp}} \equiv \frac{1}{2} \left[ \langle \pi(E_\pi, \vec{p}_\pi) | \hat{V}_0 | K(E_K, \vec{p}_K) \rangle + \langle \pi(E_\pi, -\vec{p}_\pi) | \hat{V}_0 | K(E_K, -\vec{p}_K) \rangle \right] , \]  

(25)

\[ \langle \hat{V}_i \rangle_{\text{imp}} \equiv \frac{1}{2} \left[ \langle \pi(E_\pi, \vec{p}_\pi) | \hat{V}_i | K(E_K, \vec{p}_K) \rangle - \langle \pi(E_\pi, -\vec{p}_\pi) | \hat{V}_i | K(E_K, -\vec{p}_K) \rangle \right] , \]  

(26)

\[ \langle S \rangle_{\text{imp}} \equiv \frac{1}{2} \left[ \langle \pi(E_\pi, \vec{p}_\pi) | S | K(E_K, \vec{p}_K) \rangle + \langle \pi(E_\pi, -\vec{p}_\pi) | S | K(E_K, -\vec{p}_K) \rangle \right] . \]  

(27)

\[ ^3 \text{The systematic uncertainty related to the choice of the Ansatz for the } q^2\text{-interpolation turns out however to be a sub-dominant effect (see Ref. \[34\] and later on Section \[III\].} \]
The effect of the above averages turns out to be quite mild (within the statistical errors) in the case of both the time component of the vector current and the scalar density, while it is found to be significant for the matrix elements of the spatial components of the vector current.

We impose on the valence quark fields twisted BC’s in the spatial directions and anti-periodic BC’s in time. On the other hand the ETMC gauge configurations have been produced by including in the sea dynamical quarks with periodic BC’s in space and anti-periodic ones in time. It has been shown [35, 36] that for physical quantities, which do not involve final state interactions (like, e.g., meson masses, decay constants, semileptonic form factors and e.m. transitions), the use of different BC’s for valence and sea quarks is legitimate, since it produces finite volume effects which are exponentially small.

Thus, generalizing Eq. (23) to four dimensions, we introduce the four-vector \( \theta^\mu \) given by

\[
\theta_\mu = \left( \frac{L}{T} \theta_0, \theta_1, \theta_2, \theta_3 \right) = \left( \frac{L}{2T}, \theta, \theta, \theta \right),
\]

where the values of \( \theta \) adopted for the various gauge ensembles are collected in Table II. They have been chosen in order to provide approximately the same physical values of the quark spatial momenta \( \vec{p} = (2\pi/L)(\theta,\theta,\theta) \) at the various lattice spacings and volumes. In addition, the opposite values of \( \theta \) allow to perform the averages of Eqs. (25-27) achieving in this way the \( \mathcal{O}(a) \)-improvement for the matrix elements.

| \( \beta \) | \( V/a^4 \) | \( \theta \) |
|-----------|----------|---------|
| 1.90      | \( 24^3 \times 48 \) | \{−0.350, −0.150, 0.0, 0.150, 0.350\} |
| 1.90      | \( 32^3 \times 64 \) | \{−0.467, −0.200, 0.0, 0.200, 0.467\} |
| 1.95      | \( 24^3 \times 48 \) | \{−0.321, −0.138, 0.0, 0.138, 0.321\} |
| 1.95      | \( 32^3 \times 64 \) | \{−0.427, −0.183, 0.0, 0.183, 0.427\} |
| 2.10      | \( 48^3 \times 96 \) | \{−0.493, −0.212, 0.0, 0.212, 0.493\} |

TABLE II. Values of the parameter \( \theta \) appearing in Eq. (28) chosen for the various ETMC gauge ensembles with \( N_f = 2 + 1 + 1 \) adopted in this work.

For the calculation of the relevant 3-point correlation functions \( C^K_\mu(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) \) and \( C^S(t, \frac{T}{2}; \vec{p}_K, \vec{p}_\pi) \) we consider the spectator \( d \)-quark at rest and apply the partially twisted BC’s (28) to the initial \( s \)- and final \( u \)-quarks. In this way the kaon and pion momentum are
given by \( \vec{p}_K = (2\pi/L)(\theta_K, \theta_K, \theta_K) \) and \( \vec{p}_\pi = (2\pi/L)(\theta_\pi, \theta_\pi, \theta_\pi) \), where \( \theta_K \) and \( \theta_\pi \) assume the values of the parameter \( \theta \) given in Table II for each gauge ensemble.

Since we are using spatially symmetric twisted BC’s, the matrix elements of the spatial components of the vector current \( \langle \hat{V}_s \rangle_{\text{imp}} \) are equal to each other. Therefore, in order to improve the statistics, we average them to get

\[
\langle \hat{V}_{sp} \rangle_{\text{imp}} = \frac{1}{3} \left[ \langle \hat{V}_1 \rangle_{\text{imp}} + \langle \hat{V}_2 \rangle_{\text{imp}} + \langle \hat{V}_3 \rangle_{\text{imp}} \right] \tag{29}
\]

The nice quality of the plateaux for the matrix elements \( \langle \hat{V}_0 \rangle_{\text{imp}}, \langle \hat{V}_{sp} \rangle_{\text{imp}} \) and \( \langle S \rangle_{\text{imp}} \) is illustrated in Fig. 2. The time intervals adopted for the fits \( (16) \) and \( (22) \) are symmetric around \( T/4a \) and equal to \( (10-14) \) for \( T/a = 48 \), \( (12-20) \) for \( T/a = 64 \) at \( \beta = 1.90 \), \( (13-19) \) for \( T/a = 64 \) at \( \beta = 1.95 \) and \( (18-30) \) for \( T/a = 96 \). These values are compatible with the dominance of the pion and kaon ground-state observed in the two-point correlation functions in Ref. [14]. We have also checked that the more conservative choice \( [T/4a - 2, T/4a + 2] \) for the lattices with time extension \( T/a = 64 \) and 96 yield changes in the extracted matrix elements well below the statistical uncertainty.

To sum up, from the 2-point and 3-point lattice correlators we determine three \( \mathcal{O}(a) \)-improved matrix elements, namely \( \langle \hat{V}_0 \rangle_{\text{imp}}, \langle \hat{V}_{sp} \rangle_{\text{imp}} \) and \( \langle S \rangle_{\text{imp}} \), which are related to the scalar \( f_0(q^2) \) and vector \( f_+(q^2) \) form factors by the redundant system of relations given by

\[
\langle \hat{V}_0 \rangle_{\text{imp}} = (E_K + E_\pi)f_+(q^2) + (E_K - E_\pi) \frac{M_K^2 - M_\pi^2}{q^2} \left[ f_0(q^2) - f_+(q^2) \right] + \mathcal{O}(a^2) , \tag{30}
\]

\[
\langle \hat{V}_{sp} \rangle_{\text{imp}} = \frac{2\pi}{L} \left\{ (\theta_K + \theta_\pi)f_+(q^2) + (\theta_K - \theta_\pi) \frac{M_K^2 - M_\pi^2}{q^2} \left[ f_0(q^2) - f_+(q^2) \right] \right\} + \mathcal{O}(a^2) , \tag{31}
\]

\[
\langle S \rangle_{\text{imp}} = \frac{M_K^2 - M_\pi^2}{\mu_s - \mu_\ell} f_0(q^2) + \mathcal{O}(a^2) . \tag{32}
\]

We determine the form factors \( f_0(q^2) \) and \( f_+(q^2) \) by minimizing the \( \chi^2 \)-variable constructed using the three Eqs. (30,32).

After a small interpolation of our lattice data to the physical value of the strange quark mass \( m_s = 99.6(4.3) \) MeV, determined in Ref. [14], we present in the next Sections our results at the physical point and in the continuum limit coming from two different strategies.

---

4 Excited states may contaminate the double ratios \( (16) \) and \( (22) \) in a \( t \)-independent way. However in the case of the ratio \( C^K_{1}(t, t'; \vec{p}_K, \vec{p}_\pi)/C^K_{2}(t; \vec{p}_K)C^\pi_{2}(t' - t; \vec{p}_\pi) \) the contaminations are \( t \)-dependent, since the excited states from the source and the sink are different. We have checked that for the above ratio the quality of the plateaux is similar to the one shown in Figs. [12].
FIG. 2. Matrix elements $\langle \hat{V}_{sp} \rangle_{imp}$, $\langle \hat{V}_0 \rangle_{imp}$ and $\langle S \rangle_{imp}$ extracted from the ratios $R_\mu$ and $R_S$ [see Eqs. (15) and (20)] for the ensemble $A40.32$ with $\beta = 1.90$, $L/a = 32$, $a\mu_l = 0.0040$, $a\mu_s = 0.0185$, $\vec{p}_K = -\vec{p}_\pi$ and $|\vec{p}_K| \simeq 150$ MeV. The meson masses are $M_\pi \simeq 315$ MeV and $M_K \simeq 525$ MeV. The horizontal red lines correspond to the plateau regions used to extract the matrix elements and to their central values and statistical errors (see text).

The first strategy is based on the study of the momentum dependence of the form factors $f_0(q^2)$ and $f_+(q^2)$ using either the $z-$expansion of Ref. [37] or a polynomial fit. In this way we determine the form factor $f_+(0)$ at each simulated value of the (renormalized) light-quark mass $m_\ell$. Then the results obtained for $f_+(0)$ are extrapolated to the physical point $m_\ell = m_{ud}$ and to the continuum limit using either SU(2) [38] or SU(3) [39, 40] Chiral Perturbation Theory (ChPT) predictions.

The second strategy, inspired by our previous work [41] done with the $N_f = 2$ ETMC gauge ensembles, is based on a combined fit of the $q^2$, $m_\ell$ and lattice spacing dependencies of our lattice data for the form factors $f_0(q^2)$ and $f_+(q^2)$ together with the result for the ratio of the kaon and pion leptonic decay constants $f_K/f_\pi$ obtained at the chiral point in Ref. [15]. The latter quantity is used for imposing the constraint coming from the Callan-
In this way the momentum dependence of the form factors \( f_0(q^2) \) and \( f_+(q^2) \) is obtained, at the physical point, in the whole range of values of \( q^2 \) measured in \( K_{\ell 3} \) decays \([2, 10]\), i.e. from \( q^2 = 0 \) up to the physical end-point \( q^2 = q_{\text{max}}^2 \simeq 0.129 \text{GeV}^2 \).

### III. FIRST STRATEGY: INTERPOLATION OF THE FORM FACTORS AT \( q^2 = 0 \)

In the first strategy, for each gauge ensemble we fit simultaneously our lattice data for \( f_+, 0(q^2) \) using the \( z \)-expansion as parametrized in Ref. \([37]\), namely

\[
f_{+0}(q^2) = \frac{a_{+0}^{(0)} + a_{+0}^{(1)} \left( z + \frac{1}{2} z^2 \right)}{1 - \frac{q^2}{M_{V,S}^2}},
\]

where \( a_{+0}^{(0)}, a_{+0}^{(1)}, M_V \) and \( M_S \) (representing the vector and scalar pole masses, respectively,) are kept as free parameters and \( z \) is defined as

\[
z = \frac{\sqrt{t_+ - q^2} - \sqrt{t_+ - t_0}}{\sqrt{t_+ - q^2} + \sqrt{t_+ - t_0}}.
\]

with \( t_+ \) and \( t_0 \) given by

\[
t_+ = (M_K + M_\pi)^2,
\]

\[
t_0 = (M_K + M_\pi) \left( \sqrt{M_K} - \sqrt{M_\pi} \right)^2.
\]

The condition \( f_+(0) = f_0(0) \) is imposed by rewriting Eq. (33) in the form

\[
f_{+0}(q^2) = \frac{f_+(0) + a_{+0}^{(1)} \left( z - z_0 \right) \left[ 1 + \left( z - z_0 \right) / 2 \right]}{1 - q^2 / M_{V,S}^2},
\]

where \( z_0 \equiv z(q^2 = 0) \), reducing in this way the number of free parameters to five for each gauge ensemble.

We also fit the \( q^2 \)-dependence of the form factors using an alternative, simple Ansatz (a quadratic fit in \( q^2 \)), obtaining nearly identical results, as it can be seen in the left panel of Fig. 3. The \( q^2 \)-range of our lattice data include the timelike region \( 0 < q^2 < q_{\text{max}}^2 \) as well as the spacelike one, reaching quite large negative values of \( q^2 \). Since concerns may be raised about the size of lattice artefacts at large negative values of \( q^2 \), which correspond to large values of the quark momenta \([32]\), we have either included or excluded in our fits the data corresponding to large negative values of \( q^2 \) (corresponding to \( a^2 q^2 < -0.01 \)). Again nearly identical results are obtained, as it is shown in the right panel of Fig. 3.
FIG. 3. Left panel: results of the fit of our lattice data for the form factors \( f_+ (q^2) \) and \( f_0 (q^2) \) using the z-expansion (continuum lines), given by Eq. (36), compared to the ones obtained adopting a simple quadratic formula in \( q^2 \) (dashed lines). Right panel: z-expansion fit of the form factors using only the data corresponding to \( a^2 q^2 > -0.01 \) (continuum lines), or using all the data (dashed lines). Both panels correspond to the ensemble A60.24 with \( \beta = 1.90 \), \( L/a = 24 \), \( a \mu_f = 0.0060 \) and \( a \mu_s = 0.0185 \).

The results for \( f_+(0) \) obtained using the z-expansion or the quadratic fit in \( q^2 \) are collected in Table III for each value of the (renormalized) light-quark mass. It can clearly be seen that the values of \( f_+(0) \) corresponding to the two different ansätze for the \( q^2 \)-dependence differ by less than 1/4 of the statistical errors, which represents therefore a sub-dominant effect (see also Ref. [34]). Notice also that: i) the two lattice points calculated at the same lattice spacing and light-quark mass but different volumes (corresponding to the ensembles A40.24 and A40.32) are compatible within 1 standard deviation, and ii) finite size effects (FSEs) are expected to be maximal for the ensemble A40.24, having the coarsest lattice spacing with the smallest pion mass and lattice volume (see Ref. [14]).

In order to compute the physical value of the form factor \( f_+(0) \), we perform the extrapolation to the physical point using both SU(2) [38] and SU(3) ChPT predictions [39, 40]. For the SU(2) ChPT Ansatz we use

\[
    f_+(0) = F_+ \left[ 1 - \frac{3}{4} \xi \log \xi + C_1 \xi + C_2 \xi^2 + D (a/r_0)^2 \right],
\]

(37)

where \( \xi = 2Bm_c/16\pi^2f^2 \) with \( B \) and \( f \) being the SU(2) low-energy constants (LECs) entering the LO chiral Lagrangian and determined in Ref. [14], while the quantities \( F_+, C_1, C_2 \) and \( D \) are free fitting parameters. In Eq. (37) we have added quadratic terms in \( \xi, C_2 \xi^2, \)
| ensemble | $\beta$ | $V/a^4$ | $a\mu_{\text{sea}} = a\mu_{\ell}$ | $m_\ell$ (MeV) | $f_0(q_{\text{max}}^2)$ | $f_+(0)$ (z-expansion) | $f_+(0)$ (quadratic) |
|----------|--------|---------|-------------------|--------------|-----------------|------------------------|------------------------|
| A30.32   | 1.90   | $32^3 \times 64$ | 0.0030            | 12.1         | 1.0397(19)      | 0.9792(28)            | 0.9804(27)             |
| A40.32   | 0.0040 | 16.2    | 1.0250(28)        | 0.9767(32)   | 0.9774(31)      |                        |                        |
| A50.32   | 0.0050 | 20.2    | 1.0109(13)        | 0.9813(15)   | 0.9808(15)      |                        |                        |
| A40.24   | 1.90   | $24^3 \times 48$ | 0.0040            | 16.2         | 1.0269(32)      | 0.9801(28)            | 0.9802(26)             |
| A60.24   | 0.0060 | 24.2    | 1.0101(12)        | 0.9870(16)   | 0.9865(16)      |                        |                        |
| A80.24   | 0.0080 | 32.3    | 1.0025(04)        | 0.9924(04)   | 0.9922(04)      |                        |                        |
| A100.24  | 0.0100 | 40.4    | 1.0005(03)        | 0.9969(04)   | 0.9969(03)      |                        |                        |
| B25.32   | 1.95   | $32^3 \times 64$ | 0.0025            | 11.5         | 1.0486(35)      | 0.9772(50)            | 0.9767(51)             |
| B35.32   | 0.0035 | 16.1    | 1.0222(20)        | 0.9808(28)   | 0.9810(28)      |                        |                        |
| B55.32   | 0.0055 | 25.3    | 1.0095(07)        | 0.9910(12)   | 0.9906(13)      |                        |                        |
| B75.32   | 0.0075 | 34.5    | 1.0028(04)        | 0.9938(10)   | 0.9938(10)      |                        |                        |
| B85.24   | 1.95   | $24^3 \times 48$ | 0.0085            | 39.1         | 1.0012 (2)      | 0.9963(02)            | 0.9964(03)             |
| D15.48   | 2.10   | $48^3 \times 96$ | 0.0015            | 9.0          | 1.0567(55)      | 0.9833(84)            | 0.9841(83)             |
| D20.48   | 0.0020 | 12.0    | 1.0400(32)        | 0.9842(42)   | 0.9844(46)      |                        |                        |
| D30.48   | 0.0030 | 18.1    | 1.0162(16)        | 0.9870(24)   | 0.9863(26)      |                        |                        |

**TABLE III.** Values of the scalar form factor $f_0(q_{\text{max}}^2)$ at the kinematical end-point $q_{\text{max}}^2 = (M_K - M_\pi)^2$ and of the form factor $f_+(0) = f_0(0)$, obtained using the z-expansion \[36\] or a simple quadratic fit in $q^2$, versus the (renormalized) light-quark mass $m_\ell$ for each gauge ensemble used in this work. The (renormalized) strange quark mass has been interpolated at the physical value $m_s = 99.6(4.3)$ MeV \[14\].

and in the lattice spacing, $D_+(a/r_0)^2$, in order to take into account next-to-next-to-leading order (NNLO) ChPT and $O(a)$-improved discretization effects, respectively.

The SU(3) ChPT expansion of the form factor $f_+(0)$ reads as

$$f_+(0) = 1 + f_2 + \Delta f ,$$

(38)

where the NLO term $f_2$ does not depend on any NLO LEC and it can be written in terms
of meson masses, namely \[ f_2 = \frac{3}{2} H_{\pi K} + \frac{3}{2} H_{\eta K}, \] (39)

with

\[ H_{PQ} = -\frac{1}{64\pi^2 f^2} \left[ M_P^2 + M_Q^2 + \frac{2M_P^2 M_Q^2}{M_P^2 - M_Q^2} \log \frac{M_Q^2}{M_P^2} \right]. \] (40)

In Eq. (38) the quantity \( \Delta f \) represents NNLO contributions and beyond, which we parametrize in our fit as

\[ \Delta f = \left( \frac{M_K^2 - M_\pi^2}{M_K^2} \right)^2 \left[ \Delta_0 + \Delta_1 \xi + \Delta_2 (a/r_0)^2 \right], \] (41)

where \( \Delta_{0,1,2} \) are free parameters. Equations (38-41) verify the constraint imposed by the Ademollo-Gatto theorem [42] at any value of the lattice spacing, i.e. deviations of \( f_+(0) \) from unity are at least quadratic in the SU(3)-breaking parameter \( (M_K^2 - M_\pi^2) \propto (m_s - m_\ell) \). We tried also an alternative Ansatz for \( \Delta f \) in which the Ademollo-Gatto theorem is satisfied only in the continuum limit, namely

\[ \Delta f = \left[ \tilde{\Delta}_0 + \tilde{\Delta}_1 \xi \right] \frac{2}{M_K^4} (M_K^2 - M_\pi^2)^2 / M_K^2 + \tilde{\Delta}_2 (a/r_0)^2, \]

obtaining however a fit of poorer quality to the lattice data.

Notice that:  i) in the SU(3) fit of our lattice data the strange quark mass is fixed at its physical value, and ii) in Eq. (40) the pion decay constant \( f \) at the chiral point can be replaced by its value \( f_\pi \) at the physical point. The difference is a NNLO effect that should be reabsorbed by \( \Delta f \). We have verified that the final result for \( f_+(0) \) at the physical point is almost independent on the precise choice of the pion decay constant \( f \) appearing in Eq. (40), once Eq. (41) is included in the fit.

The chiral and continuum extrapolations of \( f_+(0) \) are shown in Fig. 4 for both the SU(2) and SU(3) fits. Combining the two analysis we get our result for the vector form factor \( f_+(0) \) at the physical point and in the continuum limit:

\[ f_+(0) = 0.9697 \text{ (45)}_{\text{stat+fit}} \text{ (11)}_{\text{input}} \text{ (25)}_{\text{syst}} = 0.9697 \text{ (52)}, \] (42)

where \( ()_{\text{stat+fit}} \) indicates the statistical uncertainty which includes also the one induced by the fitting procedure, while \( ()_{\text{input}} \) takes into account the uncertainties present in the determination of the input parameters [14], namely the values of the average \( u/d \) quark mass \( m_{ud} \), the lattice spacing \( a \) and the SU(2) ChPT low energy constants \( f \) and \( B \). The systematic uncertainty, indicated as \( ()_{\text{syst}} \), is dominated by the chiral extrapolation error,
estimated as half of the difference of the results corresponding to the SU(2) and SU(3) ChPT extrapolations. The discretization error has been estimated by comparing with the results obtained including in Eqs. (37) and (41) a term proportional to \((a/r_0)^4\) (adopting for the coefficient a priori equal to 0 \(\pm 3\)), and turns out to be below the permille level.

Before closing this section we note that for each bootstrap event we use the uncorrelated \(\chi^2\)-variable for our fits. The \(\chi^2\) is not used to estimate the errors on the fitting parameters, which are always evaluated with the bootstrap procedure, in which correlations are automatically taken into account. Since part of the uncertainties in our fits have also a systematic origin, like the distribution of the input parameters in the analyses carried out in Ref. [14], the \(\chi^2\)-distribution is not fully significant in order to quantify the quality of the extrapolations. Indeed, the goodness-of-fit tests would require statistical errors only. Nevertheless, we note that the values of \(\chi^2\) in the various fits carried out for the chiral and continuum extrapolations turn out to comparable. This is the reason why we combine the results corresponding to the various branches of the analysis with the same weight, according to Eq. (28) of Ref. [14].

IV. SECOND STRATEGY: COMBINED FIT

In this Section we present the results of our second strategy in which we extrapolate the form factors \(f_+(q^2)\) and \(f_0(q^2)\) to the physical point for a wide range of values of \(q^2\), which includes the \(q^2\)-region accessible to experiments, i.e. from \(q^2 = 0\) to the kinematical
end-point $q^2 = q_{\text{max}}^2 \simeq 0.129 \text{ GeV}^2$.

We perform a combined fit of the $q^2$-, $m_\ell$- and $a$-dependencies of the form factors using either the SU(2) ChPT inspired prediction proposed in Ref. [41] or a modified $z$-expansion. In both cases we include the constraint arising from the CT theorem [25], which relates the scalar form factor $f_0(q^2)$ calculated at the unphysical point $q^2 = q_{\text{CT}}^2 = M_K^2 - M_\pi^2$ to the ratio of the leptonic decay constants $f_K/f_\pi$ in the SU(2) chiral limit.

A. SU(2) ChPT inspired Ansatz

Following Ref. [41] we derive the first Ansatz based on SU(2) ChPT starting from the expansion of the NLO SU(3) ChPT predictions for the semileptonic form factors [39, 40] in powers of the variable $x \equiv M_\pi^2/M_K^2$, keeping only the $O(x)$, $O(x \log x)$ and $O(\log(1-s))$ terms, where $s \equiv q^2/M_K^2$. The result of the expansion can be cast in the following form

$$f_{+,0}(q^2) = F_+ \left\{ 1 + C_+ x - \frac{M_K^2}{(4\pi f)^2} \left[ \frac{3}{4} x \log x + x T_{+,0}^{(1)}(s) + T_{+,0}^{(2)}(s) \right] \right\} + \cdots \quad (43)$$

with

$$T_{+,0}^{(1)}(s) = [(1 - s) \log (1 - s) + s(1 - s/2)] 3(1 + s)/4s^2,$$

$$T_{+,0}^{(2)}(s) = [(1 - s) \log (1 - s) + s(1 - s/2)] (1 - s)^2/4s^2,$$

$$T_{0}^{(1)}(s) = [\log (1 - s) + s(1 + s/2)] (9 + 7s^2)/4s^2,$$

$$T_{0}^{(2)}(s) = [(1 - s) \log (1 - s) + s(1 - s/2)] (1 - s)(3 + 5s)/4s^2.$$  

The coefficient of the pion chiral log in Eq. (43) is in agreement with the one predicted by SU(2) ChPT [38] both at $q^2 = 0$ and $q^2 = q_{\text{max}}^2$. At $q^2 = 0$ the leading chiral log has the coefficient $(-3/4)$, while close to $q^2 = q_{\text{max}}^2$, i.e. for $s \simeq (1 - \sqrt{x})^2$, the function $T_{0}^{(1)}(s)$ contributes to the leading chiral log, obtaining for the scalar form factor $f_0(q_{\text{max}}^2)$ a final coefficient equal to $(-11/4)$ in agreement with Ref. [38].

As for the $q^2$-dependence, the results of the previous Section suggest that a simple pole Ansatz is able to reproduce quite well the lattice data for each gauge ensemble (see Eq. (36)). Note that the pole behavior is not predicted by either SU(3) or SU(2) ChPT at NLO [39, 40], being a higher order effect. Moreover, the slopes of the form factors $f_{+,0}(q^2)$ at $q^2 = 0$ (i.e. the parameters $1/M_{V,S}^2$ in Eq. (36)) determined for each gauge ensemble exhibit an almost linear dependence on the light-quark mass $m_\ell$ and on the squared lattice spacing $a^2$. In particular,
as expected from the vector meson dominance model, the slope of the vector form factor extrapolated at the physical point is found to be consistent with the location of the physical $K^*(892)$ resonance.

Thus our Ansatz for the vector and scalar form factors, inspired by SU(2) ChPT, has the following form

$$f_{+,0}(q^2) = \frac{f^{SU(2)}_+(0) - F_+ \left[ xT^{(1)}_{+,0}(s) + T^{(2)}_{+,0}(s) \right]}{1 - q^2 [1 + P_{+,0}M^2 + D_{+,0}a^2 + K^{FSE}_{+,0}(L)]/M_{V,S}^2} (1 + A_{+,0}s) ,$$

(45)

where $f^{SU(2)}_+(0)$ is given by Eq. (37), $M_V$ is a parameter taken to be equal to the mass of the vector $K^*(892)$ resonance and $M_S$ is left as a free parameter in the fit. In Eq. (45) the quantity $K^{FSE}_{+,0}(L)$ is a phenomenological term that parameterizes the FSEs, which will be described soon, while $P_{+,0}$, $D_{+,0}$, $A_{+,0}$ and $F_+$ are free parameters. In order to improve the fit quality we have inserted in the numerator of Eq. (45) an extra $q^2$-dependence through the factor $(1 + A_{+,0}s)$.

### B. Finite size effects

FSEs have been investigated by comparing the results obtained for the two ensembles A40.24 and A40.32, which share the same lattice spacing and pion masses at different lattice volumes. The comparison is illustrated in Fig. 5 which shows the presence of sizeable FSEs in the slopes of the form factors with a larger impact in the case of the vector form factor. Instead FSEs do not exceed $\sim 1$ standard deviation for the form factor at $q^2 = 0$. We remind that FSEs are expected to be maximal for the ensemble A40.24.

The lattice data for the two volumes can be fitted by a simple pole Ansatz at each lattice volume separately (see dashed lines in Fig. 5). This however cannot tell us anything about the infinite volume limit. To this end we include FSEs on the the slopes of the form factors $f_{+,0}(q^2)$ at $q^2 = 0$ by introducing the following phenomenological parameterization

$$K^{FSE}_{+,0}(L) = D^{FSE}_{+,0} M^2 \pi e^{-M_{\pi}L}/(M_{\pi}L)^{\alpha_{eff}} ,$$

(46)

where $D^{FSE}_{+,0}$ are free parameters and $\alpha_{eff}$ is an effective power that controls the decrease of FSEs at large values of $M_{\pi}L$. In the case $\alpha_{eff} = 3/2$ the term $e^{-M_{\pi}L}/(M_{\pi}L)^{3/2}$ is known to represent the leading FSE correction to the pion mass and decay constant for $M_{\pi}L \gg 1$.
FIG. 5. Results for the vector (a) and scalar (b) form factors as functions of $q^2/M_K^2$ for the ensembles A40.24 and A40.32, which correspond to $\beta = 1.90$ and $M_\pi \simeq 300$ MeV at two different lattice volumes $L/a = 24$ (red dots) and $L/a = 32$ (blue squares), respectively. The dashed lines represent the results of a simple pole fit to the data for each lattice volume separately. The solid and dotted lines correspond to the infinite volume predictions obtained using Eq. (46) for the slopes in the two cases $\alpha_{\text{eff}} = 0$ and $\alpha_{\text{eff}} = 3/2$.

In Fig. 5 we have given the predictions at infinite volume obtained using Eq. (46) for the slopes in the two cases $\alpha_{\text{eff}} = 0$ and $\alpha_{\text{eff}} = 3/2$. It can be seen that in both cases the predictions at infinite volume are consistent with the data at the largest volume. The spread between the results obtained using $\alpha_{\text{eff}} = 0$ and $\alpha_{\text{eff}} = 3/2$ will be used to estimate the systematic uncertainty related to FSEs.

C. Modified $z$-expansion Ansatz

The second Ansatz for describing the $q^2$-, $m_\ell$- and $a$-dependencies of the form factors is a modified version of the $z$-expansion given by Eq. (36), in which we take into account, as in Eq. (45), that the slopes of the form factors at $q^2 = 0$ have an almost linear dependence on the (renormalized) light-quark mass $m_\ell$ and on the squared lattice spacing $a^2$. We write

$$f_{+,0}(q^2) = \frac{f_{+}^{SU(3)}(0) + \bar{A}_{+,0}(z - z_0)[1 + (z + z_0)/2]}{1 - q^2(1 + \bar{P}_{+,0}M_\pi^2 + \bar{D}_{+,0}a^2 + K_{+,0}^{FSE})/M_{V,S}^2},$$  \hspace{1cm} (47)
where $f_+^{SU(3)}(0)$ is given by Eqs. (38-41), $\tilde{M}_V$ is a parameter taken to be equal to the mass of the vector $K^*(892)$ resonance and $\tilde{M}_S$ is left as a free parameter in the fit.

We include in our analysis the constraint coming from the CT theorem [25], which states that the scalar form factor $f_0(q^2)$ at the (unphysical) CT point $q^2 = q^2_{CT} = M^2_K - M^2_\pi$, differs from the ratio of the leptonic decay constants $f_K/f_\pi$ by terms which are proportional to the light-quark mass, namely: $f_0(q^2 = M^2_K - M^2_\pi) = f_K/f_\pi + O(m_\ell)$. Therefore, in the SU(2) chiral limit the scalar form factor $f_0(q^2)$ at $q^2 = q^2_{CT} = q^2_{max} = \bar{M}^2_K$ coincides with the ratio of the leptonic decay constants $\tilde{f}_K/f$, where $\tilde{f}_K$ and $\bar{M}_K$ are the SU(2) chiral limits of $f_K$ and $M_K$, respectively. The CT theorem is therefore equivalent to impose on the parameters of Eqs. (45) and (47) the following constraints

$$
\frac{F_+}{1 - \frac{M^2_K}{\tilde{M}^2_S}} = \frac{\tilde{f}_K}{f} \quad \text{[SU(2) ChPT inspired fit]}, \\
\frac{1 + \tilde{f}_2 + \Delta_0 - 2\tilde{A}_0}{1 - \frac{M^2_K}{\tilde{M}^2_S}} = \frac{\tilde{f}_K}{f} \quad \text{[modified z-expansion fit]},
$$

(48)

where $\tilde{f}_2$ is the SU(2) chiral limit of Eq. (39) and the value for the ratio $\tilde{f}_K/f$ is taken from the determination performed in Ref. [15].

Taking into account the constraints coming from the CT theorem the number of free parameters for the SU(2) and modified z-expansion fits is 11 and 14, respectively. Generally speaking, all these parameters are functions of the strange quark mass, which however is fixed in our analysis at its physical value.

The quality of both the SU(2) ChPT and the modified z-expansion fits to our data is quite good and it is illustrated in Fig. 6 in the cases of the three ensembles A50.32, B35.32 and D20.48.

The good scaling behavior of our lattice data for the vector and scalar form factors is illustrated in Fig. 7 where we have shown the results obtained after a small interpolations at the reference value $m_\ell = 20$ MeV for the light-quark mass and at few reference values of the variable $q^2/M^2_K$. The data depends mildly on $a^2$ and the discretization effects do not exceed the permille level.

In Table IV we provide a set of synthetic data points with the corresponding total uncertainties representing our results for the vector and scalar form factors, extrapolated to the physical pion mass and to the continuum and infinite volume limits, for 12 selected values of $q^2$ in the range between $q^2 = -q^2_{max}$ and $q^2 = q^2_{max}$ with $q^2_{max} \simeq 0.129$ GeV$^2$. 
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FIG. 6. Vector (black squares) and scalar (red circles) form factors versus $q^2/M_K^2$ for the ensembles A50.32, B35.32 and D20.48. The solid lines represent the results of the SU(2) ChPT (right panel) and the modified $z$-expansion (left panel) fits (see text). The dashed lines identify the uncertainties due to the statistical errors of the data and to the fitting procedure.

The uncertainties correspond to the combination in quadrature of both statistical and systematic errors. These errors take into account (always in quadrature) the uncertainties induced by: i) the statistical noise and the fitting procedure; ii) the errors present in the determination of the input parameters used in our analysis, namely the values of the average $u/d$ quark mass $m_{ud}$, the lattice spacing $a$ and the SU(2) ChPT LEC’s $f$ and $B$, determined in Ref. [14]; iii) the chiral extrapolation, evaluated as half of the difference of the results obtained using the SU(2) ChPT and the modified $z$-expansion fits, iv) FSEs, evaluated by comparing the results obtained using the FSE factor (46) with $\alpha_{eff} = 0$ and $\alpha_{eff} = 3/2$, and v) discretization effects, calculated by comparing with the results obtained including in the denominator of Eqs. (45) and (47) a term proportional to $(a/r_0)^4$ and adopting for
FIG. 7. Scaling behavior of the vector (squares) and scalar (circles) form factors, interpolated at the references values $m_\ell = 20$ MeV, $m_s = 99.6$ MeV and $q^2/M_K^2 = -0.33, -0.11, 0.14$ corresponding to black, blue and red markers (or bottom to top), respectively. Solid and dashed lines represent the results of the SU(2) ChPT fit with its statistical uncertainty.

its coefficient a prior distribution equal to $0 \pm 3$.

D. Dispersive parameterization

In order to fit the $q^2$-dependence of our synthetic data points we have used the same parameterization adopted in the analyses of the experimental data [2, 10], namely the dispersive parameterization of Ref. [45] which reads

\[ f_+^{\text{disp.}}(q^2) = f_+(0) e^{\frac{q^2}{M^2}} [\Lambda_+ + H(q^2)] , \]  
\[ f_0^{\text{disp.}}(q^2) = f_+(0) e^{\frac{q^2}{2\pi C T}} [\log(C) - G(q^2)] , \]
TABLE IV. Synthetic data points representing our results for the vector and scalar form factors extrapolated to the physical pion point and in the continuum and infinite volume limits for twelve selected values of $q^2$ in the range between $q^2 = -q^2_{\text{max}}$ and $q^2 = q^2_{\text{max}}$, where $q^2_{\text{max}} \approx 0.129 \text{ GeV}^2$ is the physical kinematical end-point. The errors correspond to the combination in quadrature of both statistical and systematic errors (see text).

where the dispersive functions $H(q^2)$ and $G(q^2)$ are given by

$$H(q^2) \equiv \frac{M_{\pi}^2 q^2}{\pi} \int^{\infty}_{q_{\text{cut}}^2} ds \frac{\phi_+(s)}{s^2(s-q^2-\iota \epsilon)},$$

(51)

$$G(q^2) \equiv \frac{q_{\text{CT}}^2(q_{\text{CT}}^2-q^2)}{\pi} \int^{\infty}_{q_{\text{cut}}^2} ds \frac{\phi_0(s)}{s(s-q_{\text{CT}}^2)(s-q^2-\iota \epsilon)}$$

(52)

with $q_{\text{cut}}^2 \equiv (M_K + M_\pi)^2$. The parameters $\Lambda_+$ and $C$ represent the slope of the vector form factor $f_+(q^2)$ at $q^2 = 0$ (in units of $M_{\pi}^2$) and the value of the scalar form factor $f_0(q^2)$ at the CT point $q^2 = q_{\text{CT}}^2 \equiv M_K^2 - M_\pi^2$ divided by $f_+(0)$, respectively. In Eqs. (51,52) the quantities $\phi_+$ and $\phi_0$ can be identified in the elastic region with the $P$-wave and $S$-wave phase shifts of the $(K\pi)_{l=1/2}$ scattering. The functions $H(q^2)$ and $G(q^2)$ have been estimated numerically in Ref. 45 with a $\approx 10\%$ accuracy and their contributions do not exceed $\approx 20\%$ of the value of $\Lambda_+$ and $\log(C)$, respectively.
After performing a Taylor expansion of the form factors (49–50), viz.

\[ f_{\text{disp}}(q^2) = f_+(0) \left\{ 1 + \lambda_+^\prime \frac{q^2}{M_\pi^2} + \frac{1}{2} \lambda_+^\prime\prime \left( \frac{q^2}{M_\pi^2} \right)^2 + \frac{1}{6} \lambda_+^\prime\prime\prime \left( \frac{q^2}{M_\pi^2} \right)^3 + \ldots \right\} , \]  

one has [45]

\[
\lambda_+^\prime = \Lambda_+ ,
\]
\[
\lambda_+^\prime\prime = (\lambda_+^\prime)^2 + 5.79(97) \cdot 10^{-4} ,
\]
\[
\lambda_+^\prime\prime\prime = (\lambda_+^\prime)^3 + 5.79(97) \cdot 10^{-4} \ 3\lambda_+^\prime + 2.99(21) \cdot 10^{-5}
\]

and

\[
\lambda_0^\prime = \frac{M_\pi^2}{q_{CT}^2} \left[ \log(C) - 0.0398(44) \right] ,
\]
\[
\lambda_0^\prime\prime = (\lambda_0^\prime)^2 + 4.16(56) \cdot 10^{-4} ,
\]
\[
\lambda_0^\prime\prime\prime = (\lambda_0^\prime)^3 + 4.16(56) \cdot 10^{-4} \ 3\lambda_0^\prime + 2.72(21) \cdot 10^{-5} .
\]

We have applied the dispersive parameterization (53–55) to the synthetic data points of Table IV having three parameters to be determined, namely: the form factor \( f_+(0) \), the vector slope \( \Lambda_+ \) and the logarithm of the scalar form factor at the CT point divided by \( f_+(0) \), \( \log(C) \). Using our bootstrap samples, which allow to take properly into account the correlations among the synthetic data points, we have obtained

\[
f_+(0) = 0.9709 \ (44)_{\text{stat+fit}} \ (11)_{\text{input}} \ (9)_{\text{syst}} = 0.9709 \ (46) ,
\]
\[
\Lambda_+ = 24.22 \ (1.05)_{\text{stat+fit}} \ (0.44)_{\text{input}} \ (0.25)_{\text{syst}} \cdot 10^{-3} = 24.22 \ (1.16) \cdot 10^{-3} ,
\]
\[
\log(C) = 0.1998 \ (133)_{\text{stat+fit}} \ (36)_{\text{input}} \ (15)_{\text{syst}} = 0.1998 \ (138) ,
\]

where all the uncertainties are combined in quadrature in the final error and the systematic error takes into account the uncertainties related to the chiral extrapolation, finite volume and discretization effects. The error budgets are given in Table V and the correlation coefficients are equal to

\[
\rho[f_+(0), \Lambda_+] = -0.228 ,
\]
\[
\rho[f_+(0), \log(C)] = -0.719 ,
\]
\[
\rho[\Lambda_+, \log(C)] = 0.376 .
\]
TABLE V. Sources of uncertainty in the final results (56–58) for the vector form factor \( f_+(0) \) and the parameters \( \Lambda_+ \) and \( \log(C) \) of the dispersive fit (53–55) performed using the synthetic data of Table IV at the physical point.

| Source of Uncertainty | \( f_+(0) \) | \( \Lambda_+ \cdot 10^3 \) | \( \log(C) \) |
|-----------------------|-------------|----------------|-------------|
| Statistics + fitting procedure | 0.0044 | 1.05 | 0.0133 |
| Input parameters [14] | 0.0011 | 0.44 | 0.0036 |
| Chiral extrapolation | 0.0009 | 0.17 | 0.0015 |
| \( a^2 \rightarrow 0 \) extrapolation | 0.0003 | 0.13 | 0.0002 |
| Finite volume correction | 0.0001 | 0.12 | 0.0002 |
| Total | 0.0046 | 1.16 | 0.0138 |

The result (56) for \( f_+(0) \) is in nice agreement with the one of Eq. (42) obtained using the first strategy of our analysis (see Section III). Being slightly more precise, we take it as our final result for \( f_+(0) \). Eq. (56) is compatible with the current FLAG average \( f_+(0) = 0.9661(32) \) at \( N_f = 2 + 1 \) [4], based on the results from FNAL/MILC [46] and RBC/UKQCD [47]. It is also consistent with the recent determinations \( f_+(0) = 0.9704(24)_{\text{stat}}(22)_{\text{syst}} = 0.9704(32) \) from FNAL/MILC at \( N_f = 2 + 1 + 1 \) [6] and \( f_+(0) = 0.9685(34)_{\text{stat}}(14)_{\text{syst}} = 0.9685(37) \) from RBC/UKQCD at \( N_f = 2 + 1 \) [7].

Finally, our results (57–58) compare positively with the corresponding updated FlaviaNet average of experimental results obtained in Ref. [10]:

\[
\Lambda_+^{\text{exp}} = 25.75 \ (36) \cdot 10^{-3},
\]

\[
\log(C)^{\text{exp}} = 0.1985 \ (70).
\]

The agreement is illustrated in Fig. 8, where the (68% likelihood) contour corresponding to our results (57–58), taking into account the correlation coefficient (61), is compared with the corresponding information coming from various \( \ell^3 \) experiments (taken from Refs. [2, 10]) and with the updated FlaviaNet average of Ref. [10].

The momentum dependence of the vector and scalar form factors obtained from our dispersive fits can be inferred from Fig. 9, where the results for \( f_{+,0}(q^2) \) are multiplied by \( |V_{us}| = 0.2230 \) (see later Eq. (64)) and compared with those obtained in Ref. [10] by applying the dispersive parameterization of Ref. [44, 45] to the experimental data.
FIG. 8. Comparison of the information for the dispersive parameters $\Lambda_+$ and $\log(C)$ obtained in this work (solid ellipse) with the results of the $K_{\ell 3}$ experiments KTeV, KLOE, NA48/2 and ISTRA+ (dashed ellipses), taken from Refs. [2, 10], and with the updated FlaviaNet average of Ref. [10] (full ellipse). All the ellipses represent contours corresponding to a 68% likelihood.

The agreement with the experimental data shown in Figs. 8-9 is remarkable in spite of the larger uncertainties affecting the theoretical results. This provides a strong motivation for future investigations of the semileptonic vector and scalar form factors, which will improve the precision of the theoretical predictions not only at the particular kinematical point $q^2 = 0$, but in the full $q^2$-range covered by the experiments, obtaining in this way a more stringent test of the SM in $K_{\ell 3}$ decays.

In order to allow a direct use of the synthetic data points without using our bootstrap samples, we have calculated the covariance matrix among the synthetic data points of Table IV. Its dimension is $23 \times 23$ and it cannot be easily given in tables. We can therefore supply it upon request.
FIG. 9. Results for the vector (blue area) and scalar (red area) form factors, obtained at the physical point including both statistical and systematic uncertainties (see text), multiplied by $|V_{us}| = 0.2230$ (see Eq. (64)) versus $q^2$ in the range between $q^2 = 0$ and the physical kinematical end-point $q^2 = q^2_{\text{max}} \simeq 0.129$ GeV$^2$. The black solid lines represent the results of the dispersive fit of the experimental data performed in Ref. [10].

V. EVALUATION OF $|V_{us}|$

Combining our final result (56) for the vector form factor $f_+(0)$ with the experimental value of $|V_{us}|f_+(0) = 0.2165(4)$ from Ref. [10] we can estimate the CKM matrix element $|V_{us}|$, obtaining

$$|V_{us}| = 0.2230 (4)_{\exp} (11)f_+(0) = 0.2230 (11) \quad \text{from } K_{\ell3} \text{ decays ,}$$  

(64)

where the errors come from experiments and from the lattice computation, respectively.

The result (64) may be compared with the determination of $|V_{us}|$ coming from the ratio of the kaon and pion leptonic decay constants $f_K/f_{\pi^+} = 1.184(16)$, obtained in Ref. [15] using the same ETMC gauge configurations for the lattice calculations. Taking the updated
value of $|V_{ud}| = 0.97417(21)$ from the superallowed nuclear $\beta-$decay \cite{23} and the updated experimental value of $|V_{us}/V_{ud}|f_K^+/f_{\pi^+} = 0.2760(4)$ from Ref. \cite{10} one gets
\begin{equation}
|V_{us}| = 0.2271 (29) \quad \text{from } K_{\ell 2} \text{ decays , (65)}
\end{equation}
which is in slight tension ($\sim 1.3$ standard deviations) with the result (64) obtained from $K_{\ell 3}$ decays\footnote{The slight tension among the results (64,65) is not significantly changed by the small correlation coefficient occurring between our result (64) for $f_+(0)$ and the ETMC value of $f_{K^+/f_{\pi^+}}$ obtained in Ref. \cite{15}}. We can also use our results (64-65) to test the unitarity of the first row of the CKM matrix using the updated PDG value of $|V_{ub}| = 0.00413(49)$ from $B$-meson decays \cite{24}. One obtains
\begin{align}
|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 &= 0.99875 (64) \quad \text{from } K_{\ell 3} \text{ decays ,} \\
|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 &= 1.0008 (14) \quad \text{from } K_{\ell 2} \text{ decays , (66)}
\end{align}
which test the first-row unitarity at the permille level for the $K_{\ell 2}$ decays and even below for the $K_{\ell 3}$ modes. In the latter case a slight tension with unitarity at the level of $\sim 2$ standard deviations is observed.

VI. CONCLUSIONS

We present a new lattice QCD determination of the vector and scalar form factors of the semileptonic $K \to \pi\ell\nu$ decay which are relevant for the extraction of the CKM matrix element $|V_{us}|$ from experimental data.

Our results are based on the gauge configurations produced by the European Twisted Mass Collaboration with $N_f = 2 + 1 + 1$ dynamical fermions, which include in the sea, besides two light mass degenerate quarks, also the strange and the charm quarks. Using data simulated at three different values of the lattice spacing and with pion masses as small as 210 MeV, our final result for the vector form factor at zero momentum transfer is
\begin{equation}
f_+(0) = 0.9709 (44)_{\text{stat+fit}} (11)_{\text{input}} (9)_{\text{syst}} = 0.9709 (46) , \quad (67)
\end{equation}
where all the uncertainties are combined in quadrature in the final error.

Using the latest experimental value of $f_+(0)|V_{us}|$ from $K_{\ell 3}$ decays \cite{10}, we obtain
\begin{equation}
|V_{us}| = 0.2230 (11) . \quad (68)
\end{equation}
This allows to test the unitarity constraint of the Standard Model below the permille level once the determination of \( V_{ud} \) from superallowed nuclear \( \beta \) decays is adopted, namely

\[
|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 = 0.99875 (64) ,
\]

which highlights also a slight tension with unitarity at the level of \( \sim 2 \) standard deviations.

Besides \( f_+(0) \) we have determined from our lattice data the values of the parameters \( \Lambda_+ \) and \( \log(C) \) appearing in the dispersive parameterization (53-55), which is adopted also to describe the experimental data [2,10]. Our results are given in Eqs. (57-58) and compare positively with the corresponding latest experimental results (62-63) from Ref. [10]. The consistency with the information coming from various \( K_{\ell 3} \) experiments [2,10] is remarkable, as shown in Fig. 8.

We have also presented our results for the semileptonic scalar \( f_0(q^2) \) and vector \( f_+(q^2) \) form factors in the whole range of values of the squared four-momentum transfer \( q^2 \) measured in \( K_{\ell 3} \) decays, obtaining a very good agreement with the momentum dependence of the experimental data, as illustrated in Fig. 9.

Our findings represent a strong motivation for future investigations of the semileptonic vector and scalar form factors, which will improve the precision of the theoretical predictions not only at the particular kinematical point \( q^2 = 0 \), but in the full \( q^2 \)-range covered by the experiments, obtaining in this way a more stringent test of the Standard Model in \( K_{\ell 3} \) decays.

Finally we have provided a set of synthetic data points representing our results for the vector and scalar form factors at the physical point for selected values of \( q^2 \) in the range between \( q^2 = 0 \) and the physical end-point \( q^2 \simeq 0.129 \text{GeV}^2 \) (including the covariance matrix for the data at different values of \( q^2 \), which is available upon request).
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