Establishment and validation of the Channelized Hotelling Model Observer for image assessment in industrial radiography
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\textbf{A B S T R A C T}

A new method for industrial radiography is presented to assess image quality objectively. The assessment is performed by a modelled observer developed to interpret radiographic images in order to rate the detectability of structural defects. For the purpose of qualifying radiographic NDE procedures, computational tools simulate the image, but should additionally automatically assess the associated image quality instead of relying on human interpretation. The Channelized Hotelling Model Observer (CHO) approach, originally developed for medical imaging, is here developed for industrial NDE applications to measure objectively the defect's detectability. A validation study based on a comparison of the model's efficiency of observing circular and elongated flaws shows that the CHO outperforms other detectability models used by industry. Furthermore, the model's reliability was verified by comparing it to psychophysical data.

1. Introduction

X-ray imaging methods are used by industry, in a similar manner to the medical field, to investigate the inner structure of a specimen without causing harm by cutting. In the field of Non-Destructive Evaluation (NDE), conventional film based or digital X-ray inspection is applied for testing critical technical components across a number of industry sectors to identify structural defects like cracks. Hence, reliable optical image interpretation is essential.

Establishing the most appropriate radiographic setup for an inspection problem at hand can be very costly with regard to mockups and labour. Therefore, increasing the use of computational tools to simulate radiographic inspections is advisable. These tools help to find the test configuration which leads to the best possible image result. Moreover, reliable models allow the qualification of test procedures to be achieved more efficiently.

Radiography is based on the phenomenon of electromagnetic rays passing through the investigated object and attenuating as a function of the object's material properties. The remaining photonic energy having totally passed through the object induces a chemical reaction in the film exposed on the backside of the object. This reaction causes localised blackening of the film, producing an image linked to the actual physical conditions of the object.

The interpretation of the image is difficult because it contains not just a specific visual defect signal but also signals from the surrounding geometry, while scattering, noise etc. also influence the image. Therefore, the image needs interpretation by a human expert to identify damage signatures in the image. The human based evaluation step is crucial, because here it will be decided if there is a defect present or not. To improve the image quality, computer tools should be able to predict the defect's visibility for image assessment reasons, which can then be used to optimise the setup. This prediction completes the frame of a holistic simulation, besides modelling the test setup and simulating the image, and is also a prerequisite for Probability of Detection (POD) studies. In particular, the qualified expert's defect detection ability investigating an actual film based image should be anticipated by a computer model. So far, visibility criteria applied to perform that prediction task are available for industry [1–4], but these are only applicable with restrictions or under strong assumptions.

The objective of this work is to establish a new technique to measure the detectability more generally to predict better the defect's visibility. The presented method is fundamentally different to the methods currently used in NDE. This new method will improve the process of qualifying test procedures and allows the best radiographic test setup
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with regard to visibility to be found.

This article is divided into the following sections: First, a review of existing visibility criteria that are already used in NDE is given. Then a transfer of a Model Observer (MO) approach from the medical field to industrial NDE is provided, including its validation for industrial applications.

2. State of the art

The following paragraphs describe existing models to predict the human detectability of visual signals in industrial radiographic images.

2.1. Rose Model

The stochastic phenomenon of detecting photon quanta follows the Poisson distribution. The characteristic of the Poisson distribution is that its expected value and variance are equal. The accuracy of measuring the detected number of photons \( N \) depends on its standard deviation \( \sigma \): the lower \( \sigma \), the more likely is \( N \) close to the expected value. Or put another way, the lower \( \sigma \) is, the easier it is to distinguish smaller changes of \( N \), referred to as \( \Delta N \), the smallest distinguishable change. This leads to the proportionality

\[
\Delta N \propto \sigma. \tag{1}
\]

Making use of the denoted distribution characteristic and the definition of the standard deviation

\[\sigma = \sqrt{\text{Var}(N) = \sqrt{N}} \tag{2}\]

it can be stated that

\[\Delta N \propto \sqrt{N} \tag{3}\]

or by introducing a proportionality factor \( k \) and rearranging

\[
\frac{\Delta N}{\sqrt{N}} = k \tag{4}
\]

which is called the Rose Model representing a signal-to-noise ratio. Visual experiments showed that a good approximated value of \( k \) should be around 5 to assure visibility [5–7].

2.2. EDF criterion

The EDF visibility criterion generates a visibility map of the whole image. This is done by measuring the average contrast in an elliptical area (area: 1.6 mm\(^2\); eccentricity: 0.89) around every pixel of the image, while the ellipse is rotated stepwise. The maximum of the average contrast values in any position of the ellipse is taken as the visibility value associated to the pixel in the centre of the ellipse. The global visibility measure of the whole image is given by the maximum measure of all pixels. The visibility value is afterwards divided by the noise to get a contrast-to-noise ratio [1,2,8].

2.3. CEA criterion

The CEA criterion is based on the Rose Model but generalises it beyond circular features by also considering elongated shapes. It rests on the industrial standard [9] giving a reference that elongated shapes of a specific width should be distinguished by the same visibility as circular shapes of a specific diameter [5].

2.4. INSA criterion

The INSA criterion’s major advantage compared to the classical Rose Model is that it takes the gradient of optical density that surrounds an image of a defect into account. That gradient can degrade the visibility wherefore it is introduced as a penalty factor to decrease the gross result of Rose’s model [4].

2.5. CSF criterion

The CSF criterion is basing on the contrast sensitivity of the human eye [2]. The Contrast Sensitivity Function (CSF) describes how the human eye is sensible to a visual signal in dependence of its contrast and spatial frequency [10,11]. The image is 2D Fourier transformed and an averaged 1D spatial frequency spectrum is calculated. That generalised frequency spectrum is afterwards weighted by the CSF, then summed, normalised and divided by the noise level, in order to get a visibility measure [2].

3. Model Observers

Medical radiographic imaging has pressure to reduce radiation exposure to the patient, but also ensure that lesions are still detectable. Therefore models have been developed in the medical field to quantify the image quality in terms of signal detectability. This lends the previous work conveniently to our subject of NDE, where we have similar objectives.

The task of image quality definition has to be performed objectively. Image quality is defined as how well desired information can be extracted from an image [12], generally by an observer. Model Observers (MO) are mathematical constructs to imitate the human process of visual recognition. They are developed in comparison with psychological studies in order to imitate human perception. Image quality measurements can be done by quantifying the detection performance of a mathematical observer model treating the image under investigation. As a result, the image quality is measured objectively and the human performance can be derived from the MO’s performance [12].

The formation of an exemplary MO will be described in the following paragraphs.

3.1. Theory and definitions

The process of imaging an object can be described by

\[\mathcal{W}(f) + n = g\]  \tag{5}

where \( f \) denotes the object being imaged, \( \mathcal{W} \) the imaging function representing the imaging system, \( n \) the noise generated during the measurement and \( g \) the image [13]. For better convenience, the image, normally stored as a matrix of pixel values, shall be transformed into a vector by lexicographical indexing: the rows of the matrix are transposed and successively concatenated to form a vector containing all the information of the original image representation.

All MOs compute a scalar variable, called test statistic \( \lambda \). That test statistic is compared to a decision threshold \( \lambda_t \) to hypothesise whether the image belongs to a “signal-present” or “signal-absent” class [12,14,15]. Fig. 1 describes schematically the image production and decision process.

The key question is how the observer computes the test statistic. The work presented here is restricted to linear observers, which compute the
test statistic by creating a weighted total of the image’s intensities at all pixel points [14]:

$$\lambda = \sum_{m} w_{m} g_{m} = w \cdot g$$  \hspace{1cm} (6)$$

where $M$ denotes the total pixel number, $m$ is an index variable indicating a specific cell value of the vectors and $w$ is the weighting vector called “observer template” [14].

In a simplistic case the MO just uses an expected approximation of the signal as the observer template and takes the scalar product with the image under investigation [16]. The template is obtained by observer training, considering a set of images containing similar signals and another set of images without the signal. The difference between the means of the image sets is the template to which the observer was trained. Furthermore, the scalar product indicates how likely it is that the investigated image contains the signal: it is more likely if the resulting value becomes higher and vice versa. That simplistic MO can be summarised as

$$\lambda = (\overline{g} - \overline{g}_{0})^{T} g$$  \hspace{1cm} (7)$$

where $\overline{\text{\textit{g}}}$ denotes the mean value of a set (population) of images $\overline{\text{\textit{g}}}_{1}$ containing the signal and a set of images $\overline{\text{\textit{g}}}_{10}$ without the signal [16].

Furthermore, two statistical properties are of interest [14]. The first is the already mentioned image mean $\overline{\text{\textit{g}}}$ and the second is the covariance matrix $K$ defined as

$$K = \langle (g - \overline{\text{\textit{g}}}) (g - \overline{\text{\textit{g}}})^{T} \rangle$$ \hspace{1cm} (8)$$

where $(\cdot)^{T}$ denotes the transpose and the angle brackets denote the ensemble average. The covariance can be illustrated as a measure of intensity change between two pixels of the same image regarding all images in a population of images: it represents a measure of the correlation between any two pixels across a population of images. This information can be known a priori if available, else it needs to be estimated [14].

For illustration, the covariance between two pixels $x_{i}$ and $x_{j}$ denoted as $\text{Cov}(x_{i}, x_{j})$ is defined as

$$\text{Cov}(x_{i}, x_{j}) = \text{E}(x_{i} - \text{E}(x_{i})) \cdot (x_{j} - \text{E}(x_{j})) \cdot \frac{\sum_{k=1}^{N} (x_{i,k} - \overline{x}_{i}) (x_{j,k} - \overline{x}_{j})}{N}$$ \hspace{1cm} (9)$$

where $\text{E}(\cdot)$ describes the expectation value and $N$ is the number of samples in the population. The full covariance information of an image represented by an $M$ dimensional vector can be stored in an $M^{2}$ dimensional matrix.

After Bochud et al. [17], the statistical properties are completely known in the case of well-defined computer generated background. So the covariance is calculable instead of being estimated using a population of images. In the circumstances of the work presented here, the statistical properties of the simulated images are not known a priori: a Monte-Carlo based simulation process combined with a noise model representing the film graininess is used here, and is sufficiently sophisticated that a conclusion about the image’s covariance matrix needs to be derived from a population of images. The significant challenge is that an invertible estimation of the covariance matrix needs a population at least as big as the dimension of the covariance matrix to be estimated [18]. In the case of high-resolution images represented by vectors having the dimension of the number of pixels (typically millions) in the image, it would mean that a huge population of high-resolution images is necessary; even with modern computer capabilities this is not feasible.

3.2. Hotelling Observer

The Hotelling Observer is based on the Hotelling Trace Criterion [20]. That criterion measures the separability between two classes, e.g. signal-present/absent. If it is assumed in the binary problem case that the covariance matrices are similar for the signal present and absent case and that the image covariance matrix is regular, then the Hotelling Observer’s test statistic is given as [11,19].

$$\lambda_{\text{Hot}}(g) = s^{T} K^{-1} g$$ \hspace{1cm} (10)$$

with the signal $s = \overline{g}_{1} - \overline{g}_{0}$.

This kind of observer is called a Prewhitenning Matched Filter (PMF) because the application of $K^{-1}$ on $g$ leads to a decorrelation in $g$, and the product between $s$ and $g$ is called a “matched filtering” operation [12]. The difficulty here is to estimate the covariance matrix as mentioned before: the number of images in the population has to increase the pixel number thereby the covariance becomes invertible. A convergence study with a small $10 \times 10$ pixel image even showed that the detectability measure only converges when the population considerably exceeds the number of pixels. This is illustrated by Fig. 2: as the population exceeds the number of pixels, in that case 100, the MO’s output start to converge. The values for a population number less than 100 could only be calculated using the pseudo-inverse of $K$. To avoid that issue, it is possible to use a non-pre-whitening observer that does not need $K^{-1}$, but this would lead to a worse performance [12].

3.3. Channelized Hotelling Observer

A possibility to reduce the problem’s dimension is to advance to the Channelized Hotelling Observer (CHO) incorporating frequency or orientation selective channels [21]. The CHO can be built up in a more anthropomorphic way as frequency or orientation selectivity are a known characteristic of the human visual system [14]. The image is pre-processed by filtering through channels that are adjusted to specific special frequencies or orientations [15]. It is also possible to link the CHO with the human eye’s contrast-frequency sensitivity by application of channels tuned to the CSF. Thus, the frequency selective channels of number $N_{c}$ are applied to the image in the spatial-frequency domain either in a consecutive, non-overlapping [21–23] or in an overlapping manner [23]. The channels reduce the high dimensional image vector to a set of channel-responses by integrating the image information over the frequencies defined by the channel filter [14]. That integration is carried out by a scalar product between a filter vector defining the channel in the frequency domain, usually a band-pass filter, and the Fourier transformed image $\mathbf{g}$ [14]:

$$u = T^{T} \mathbf{g}$$  \hspace{1cm} (11)$$

![Fig. 2. Convergence study of the detectability measure in relation to the population size for a $10 \times 10$ pixel image including an interpolation.](image-url)
where $T$ is an $M \times N$ dimensional matrix representing the bank of channel filters in its columns and $u$ is the $N$ dimensional channel response. The problem's dimension will be reduced hugely if $N < M$, as would usually be the case [13,18].

If the Hotelling Observer is operating on the channelised image $u$, the test statistic of the CHO is given by [22]

$$
\lambda_{CHO}(g) = T^H K_{CHO} u
$$

where $K_{CHO}$ is the covariance matrix of the channel response and $i$ is the Fourier transformed signal $x$.

Various filter functions are used for the channel definition, such as constant functions (called constant-Q filters) [21] or Difference-Of-Gaussians profiles [23] that are defined to be rotationally symmetric in the spatial frequency domain.

The next paragraph describes the definition of the mentioned constant-Q filters.

### 3.3.1. Constant-Q filters

After Myers and Barrett [21], the constant-Q filters are defined as rectangular, nonoverlapping channels in the frequency domain. The matrix $T$ filters all spatial frequencies $\rho$ of the image under investigation. If $L$ describes the number of used filters and $m = 1, 2, \ldots, L$ then $T$ stacks the different channels that are defined as

$$
T_m(\rho) = \begin{cases} 
0 & \text{for } \rho \leq Q^{-1} \rho_c \\
1 & \text{for } Q^{-1} \rho_c < \rho < Q^* \rho_c \\
0 & \text{for } \rho \geq Q^* \rho_c
\end{cases}
$$

where the filter-width ratio $Q$ and the cut-off frequency $\rho_c$ are parameters defining the borders of the frequencies passing the filter $m$ [21].

Fig. 3 shows exemplarily the definition of the constant-Q channels in the frequency domain.

### 4. Results

To validate the CHO in NDE, it is necessary to show the ability of the CHO to predict the defect's visibility. The validation was performed using different kinds of references: an industrial standard describing the visibility in X-ray NDE and two psychophysical datasets. In this work, radiographic simulation and setup modelling are performed by the simulation package MODERATO [24].

#### 4.1. Validation by referring to standardised IQI visibility and comparison with existing visibility models

The first phase of validation is based on a comparison of the CHO result to an established industrial standard and comparison with other visibility models. Simulated images of different kinds of Image Quality Indicators (IQI) have been considered. An IQI is usually taped to the object and both are X-rayed together. An IQI set consists of indicators having different diameters and geometries such as wire or steps and holes. By assessing which indicator of a specific diameter is at the limit of visibility, the quality of the radiograph in terms of visibility can be defined. Both wire and hole IQIs of different diameters have been X-rayed by simulation. The basis for validation is given by an industrial standard [9] describing a relationship between the visibility of a hole IQI and a wire IQI. Specifically it provides a basis which allows one to state that a hole of a specific diameter provides the same visibility as a wire of another specific diameter.

The different hole and wire IQI diameters considered in the image simulation are summarised by Table 1. Any pair of hole and wire geometry listed in the same row of Table 1 should be characterised by the same visibility after [9]. It is worth mentioning that wires of different length have been used in the present work, namely 10, 25 and 50 mm, as the standard [9] does not specify the wire length.

To test the model, firstly, noise is added to the noiseless high-resolution images (6000 × 1200 pixels for the wire and 1200 × 1200 pixels for the hole) with a 16 bit grey scale. Noise creation is undertaken using the same procedure as described in Ref. [25] using Ref. [26], allowing to build up a population of images and to enable the covariance matrix to be estimated. Normally distributed noise is added to any pixel of the image with a standard deviation $\sigma_{\text{noise}}$ of

$$
\sigma_{\text{noise}} = \sigma_{\text{film}} \sqrt{\frac{\pi \cdot 10^3 \cdot D}{4 \cdot A}} \sqrt{\sum}
$$

where $A$ is the pixel size, $D$ is the optical density of the specific pixel and $\sigma_{\text{film}}$ is an experimental value obtained by measuring the noise of real films.

### Table 1

| Configuration number | Hole IQI diameter in mm | Wire IQI diameter in mm |
|----------------------|-------------------------|-------------------------|
| 1                    | 0.25                    | 0.1                     |
| 2                    | 0.32                    | 0.125                   |
| 3                    | 0.4                     | 0.16                    |
| 4                    | 0.5                     | 0.2                     |
| 5                    | 0.63                    | 0.25                    |
| 6                    | 0.8                     | 0.32                    |
| 7                    | 1.0                     | 0.4                     |
| 8                    | 1.25                    | 0.5                     |

Fig. 3. Example of four ($m = 1, 2, 3, 4$) constant-Q filters displayed in the spatial frequency domain with channel parameters set to $\rho_c = 0.015$ and $Q = 2$ [23].

Fig. 4. CHO result using constant-Q filters comparing the visibility of the hole IQI with the wire IQI of 50 mm length.
4.1. CHO using constant-Q filters

A routine has been written to calculate the test statistic by a CHO with constant-Q filters. Input parameters for these filters are the numbers of applied channels \( L \), the filter-width ratio \( Q \) and the cut-off frequency \( \rho_c \). It seemed reasonable to set \( Q = 2.0 \) as in Ref. [23]. The cut-off frequency was chosen to be \( \rho_c = 0.03 \) to also incorporate small spatial frequencies. Five channels have been used \((L = 5)\), which is a reasonable size comparable to Refs. [23] and [27]. An additional channel has been added that takes into account very low frequencies from \( \rho_c = 0 \) to \( \rho_c = 0.03 \). This supplementary channel is necessary because the highest content of information in the spatial frequency domain is located close to the centre \((\rho_c = 0)\) for all investigated images. The population size was set to \( N = 600 \) so that the results are reasonably converged and smooth. The process was run four times and the results averaged to improve the accuracy. The pixel size is set to \( A = 10\times10\) μm² and \( \sigma_{\text{film}} = 0.017 \) and the results are presented in Fig. 4.

The MO would be totally consistent with Ref. [9] if the two curves for wire and hole IQI visibility were matching for all investigated configurations. It is notable that the CHO result diverges for higher diameters, but up to configuration number 4 (hole and wire diameter of 0.8 and 0.32 mm respectively) the CHO results match well with the validation basis given by Ref. [9].

4.1.2. Comparison of the CHO model with existing visibility models

It is interesting to perform a comparison of the new CHO visibility model with those already used by industry. The visibility results of these models, namely the EDF, CEA, INSA and CSF criterion are shown in Fig. 5 after application to the simulated radiographic images containing the hole IQI and wire IQI. Any of the four subplots shows how the visibility measure given by the indicated visibility model changes with increasing IQI dimensions. In the perfect case of total accordance of the visibility model with the validation basis [9], the resulting curves for the hole respectively wire IQI would match completely. The same parameters as for the application of the CHO model have been used, namely a pixel size of \( A = 10\times10\) μm² and the same film characteristic \( \sigma_{\text{film}} = 0.017 \). Over all the visibility models, the best results were achieved by investigating the wire IQI of 50 mm length, but the wire length only significantly influences the CSF criterion. All existing criteria result in an increasing divergence for configurations with larger IQI diameters compared to Ref. [9] as is also the case for the implemented CHO. But it can be stated that the divergence is clearly weaker in the case of the CHO when compared to the existing models. The divergence can be visualised by the percentage divergence between the visibility results of the wire and hole IQI in comparison to Ref. [9]. The integrated percentage divergence between all investigated indicators is traced in Fig. 6 for the case of the 25 mm wire IQI as well in Fig. 7 for the case of the 50 mm wire IQI. In these figures, a lower value means that the visibility of both IQIs matches in average better for all investigated configurations after Ref. [9]. It can be clearly stated that the CHO with constant-Q filters reflects better the comparability between wire and hole IQI than it is the case for all other existing models. Thus the CHO model delivers a better visibility measure than the existing models currently considered in industry. However, it should be highlighted that this validation assumes the correctness of Ref. [9].

4.2. Validation by dataset using elongated shaped visual signals

This validation is based on the psychophysical dataset described in Ref. [4]. A radiograph was produced consisting of a high number of visual defect signals. These signals were gained by performing an X-ray of 192 objects taped to a quadratic steel plate of 30 cm edge length and 30 mm thickness. The objects are of different longitudinal shape (diameter of 0.05 to 3.2 mm and length from 5 to 20 mm) and materials (copper, iron, lead and tungsten). The objects’ attenuation was between 0.7% and 7% of the steel plate’s background attenuation and the objects’ position was randomly chosen on the source side with an orientation in respect to the steel plate of 0°, 45° and 90°.

The radiograph was evaluated by three trained experts (level 2 according to EN 473) ranking the visibility of every object. They were allowed to rank an object in an integer range of 0 to 4, respectively as invisible, very low, low, rather high or highly visible and their rankings were run four times and the results averaged to improve the accuracy. The pixel size is set to \( A = 10\times10\) μm² and \( \sigma_{\text{film}} = 0.017 \). Over all the investigated configurations after Ref. [9], the resulting curves for the hole IQI with the wire IQI of 50 mm length.

![Fig. 5. EDF, CEA, INSA and CSF criterion results comparing the visibility of the hole IQI with the wire IQI of 50 mm length.](image1)

![Fig. 6. Integrated percentage divergence between visibility models and Ref. [9] of all configurations (wire IQI of 25 mm).](image2)

![Fig. 7. Integrated percentage divergence between visibility models and Ref. [9] of all configurations (wire IQI of 50 mm).](image3)
were averaged for every object. Radiographic images of all objects were separately simulated with a pixel size of $A = 10-10 \, \mu m^2$ using the same setup. The film characteristic was set to $\sigma_{film} = 0.017$. Afterwards, the simulated images were processed by the MO. The CHO parameters were unchanged to the description above. Only the population size was decreased to $N = 300$ because of the big dataset. A drawback of this decreased population size is the high standard deviation of 21.6% when averaged over 4 calculations. The results are presented in Fig. 8, plotting the CHO's results against the human assessments. Each point represents one object's visibility. The scattering of the measurements is caused by the human based nature of the experiment: visibility is a subjective measure leading to scattered results when averaged over a limited number of human assessors.

A good correlation between the human and the simulated visibility assessment by the CHO is obvious. Additionally, an envelope around the result is remarkable: an important result showing that the MO is able to clearly separate between very low and highly visible. Another very good result is that the MO did not lead to false negative results, which would be located in the lower-right part of the graph. False negative results mean that the MO was not able to warn of an actually well-visible and so important defect. However, that area of the graph is empty, which is very promising.

### 4.3. Validation by dataset using circular shaped visual signals

Furthermore, circular shaped visual signals were investigated and the MO's results were compared to a human assessment of simulated images displayed on a computer screen. In that case, the three assessors were untrained but familiar with industrial radiography. While it would be ideal to utilise trained experts for this and match the data used before (taken from previous work [4]), unfortunately such a panel was unavailable for this study. We would still expect a good correlation between the human perception has been applied to the industrial environment and successfully validated. The results presented above prove that the CHO model is more appropriate than the existing models to predict human defect visibility in industrial applications. Thus the outcome of this research will hugely improve simulations carried out in NDE to get an objective measure of image quality in regard of human performance. In addition, the gained information, such as the visibility comparison of circular and elongated flaws, will be very useful to further improve existing industrial standards as Refs. [28,29].

A drawback is that the CHO results occur with a very high standard deviation (from 5% up to 28%) that will only decrease if the population size $N$ is increased further. This can be explained by the significant noise, whereas less noisy images lead to more stable results.

### 5. Conclusion

It is the very first time known that the CHO as an established model of the human perception has been applied to the industrial environment and successfully validated. The results presented above prove that the CHO model is more appropriate than the existing models to predict human defect visibility in industrial applications. Thus the outcome of this research will hugely improve simulations carried out in NDE to get an objective measure of image quality in regard of human performance. In addition, the gained information, such as the visibility comparison of circular and elongated flaws, will be very useful to further improve existing industrial standards as Refs. [28,29].

A drawback is that the CHO results occur with a very high standard deviation (from 5% up to 28%) that will only decrease if the population size $N$ is increased further. This can be explained by the significant noise, whereas less noisy images lead to more stable results.
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