Immortal Tracker: Tracklet Never Dies
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Abstract

Previous online 3D Multi-Object Tracking (3DMOT) methods terminate a tracklet when it is not associated with new detections for a few frames. But if an object just goes dark, like being temporarily occluded by other objects or simply getting out of FOV, terminating a tracklet prematurely will result in an identity switch. We reveal that premature tracklet termination is the main cause of identity switches in modern 3DMOT systems. To address this, we propose Immortal Tracker, a simple tracking system that utilizes trajectory prediction to maintain tracklets for objects gone dark. We employ a simple Kalman filter for trajectory prediction and preserve the tracklet by prediction when the target is not visible. With this method, we can avoid 96% vehicle identity switches resulting from premature tracklet termination. Without any learned parameters, our method achieves a mismatch ratio at the 0.0001 level and competitive MOTA for the vehicle class on the Waymo Open Dataset test set. Our mismatch ratio is tens of times lower than any previously published method. Similar results are reported on nuScenes. We believe the proposed Immortal Tracker can offer a simple yet powerful solution for pushing the limit of 3DMOT. Our code is available at https://github.com/ImmortalTracker/ImmortalTracker.

1. Introduction

Most state-of-the-art methods in 3D Multiple Object Tracking (3DMOT) follow the tracking-by-detection paradigm. They first obtain bounding boxes of objects in each frame with 3D detectors and then associate the detected objects between frames as tracklets. In the online tracking process, the same object is associated sequentially across frames.

Ideally, a tracklet should be maintained until its target leaves the scene. Previous works [1, 7, 12, 21, 23, 24, 27, 28] in 3DMOT usually adopt a simple delay-based mechanism for tracklet life management. They maintain a tracklet that loses its target for a few frames. If the tracklet fails to be associated with any detections during this period, it will be terminated and no longer participate in the detection-tracklet association in the future frames. This mechanism assumes that an object not detected for several frames is considered to have left the scene. However, objects go dark for different reasons. When an object is occluded or temporarily being out of FOV, it might be missing for frames as well and its corresponding tracklet will be terminated pre-
maturely. In such a case if the object is detected again in the future, a new tracklet will be initialized, causing an identity switch. As shown in Table 1, 99.9% vehicle identity switches reported by the CenterPoint tracker on the validation set of Waymo Open Dataset (WOD) are the results of premature tracklet termination.

To overcome premature tracklet termination, we present Immortal Tracker, a simple tracking framework based on trajectory prediction for invisible objects. Instead of terminating an unassociated tracklet, we maintain it with its predicted trajectory. Therefore when a temporarily invisible object reappears on the predicted trajectory, it can be assigned to its original tracklet. We use a vanilla 3D Kalman filter (3DKF) [11] for trajectory prediction to highlight the simplicity and effectiveness of our predict-to-track paradigm. As shown in Figure 1, our simple 3DKF works surprisingly well for trajectory prediction on WOD.

Experiments show that our Immortal Tracker can significantly reduce identity switches when applied on the top of a wide range of off-the-shelf 3D detectors. Built upon the detection results from CenterPoint [27], we establish new SOTA results on 3DMOT benchmarks like Waymo Open Dataset and nuScenes. Our method achieves 60.6 level 2 MOTA for the vehicle class on Waymo Open Dataset. We also bring the mismatch ratio down to the 0.0001 level, tens of times lower than previous SOTA methods. On nuScenes, our method achieves a 66.1 AMOTA, outperforming all previous published LiDAR-based methods.

Table 1. Statics on the vehicle identity switch cases reported by CenterPoint and Immortal Tracker on the validation set of WOD. We divide the identity switches into Early Termination (the ground truth trajectory of an object breaks into two tracklet) and Wrong Association (two tracklets belonging to different objects are confused during the tracking process).

| Method            | IDS       | Early Termination | Wrong Association |
|-------------------|-----------|-------------------|-------------------|
| CenterPoint       | 2891      | 2890              | 1                 |
| Immortal Tracker  | 114       | 113               | 1                 |

2. Related works

3D MOT. Following the tracking-by-detection paradigm, previous works in 3D multi-object tracking usually solve the tracking problem in the form of a bipartite graph matching process on top of off-the-shelf detectors. Inspired by early works in 2D MOT [3, 8, 25], various methods focus on strengthening the association between detections and tracklets by modeling their motions or appearance, or the combination of these both. [18] defines the state of Kalman Filter in 2D plane. AB3DMOT [23] presents a baseline method through combining 3D Kalman filter and the Hungarian algorithm [13] on top of PointR-CNN detector [20]. AB3DMOT employs 3D Intersection of Union (3D IoU) as its association metric, while Chiu et al. [6] used Mahalanobis distance [16] instead. Simple-Track [17] generalized GlOu [19] to 3D for association. CenterPoint [27] learns to predict two-dimensional velocity of detected box following CenterTrack [29] and perform simple point-distance matching.

To further reduce confusion during the association process, GNN3DMOT [24] jointly extracts appearance and motion features with a Graph Neural Network to introduce feature interactions between objects. [6] proposes a probabilistic multi-modal system that contains trainable modules for 2D-3D appearance feature fusion, distance combination, and trajectory initialization. [12] combines 2D and 3D object evidence obtained from 2D and 3D detectors. Authors of [28] merge predictive models and objects detection features in a unified graph representation. In this paper, we use simple 3D IoU/GIoU metrics for data association.

Following early experience in 2D MOT [3, 10, 25], previous works [7, 12, 23, 24, 27, 28] in 3D MOT usually adopt count-based method for tracklet life-cycle management. For each frame, new tracklets are initialized with detections that are not associated with existing tracklets. Tracklets that lost their targets for serveral (typically less than 5) frames will be terminated. [1, 21] proposed to initialize and terminate tracks depending on their confidence score estimated from the confidence of their associated detections. However, they will still permanently terminate the tracklets that fail to be associated with new detections. In contrast, we show that through positively predicting and preserving trajectories of objects, the tracklets which lost their targets can be properly maintained for possible association in the future.

3. Method

Figure 2 shows the overview of our system. As an online tracking method, our method takes sequential detection results as input. For each frame, we predict the object locations for all tracklets with 3DKF. Then we perform Hungarian algorithm for bipartite matching between detections and predictions. The bipartite matching process will output the matched pairs and the unmatched tracklets or detections. The states of matched tracklets are updated by their corresponding detections, and unmatched tracklets are updated with their predicted object states. The unmatched detections will be initialized as new tracklets. Each part in the pipeline will be described in detail in the following sections.

Detection. By design, our Immortal Tracker is agnostic to the choice of detector. For our best-reported result, We employ CenterPoint [27] as our off-the-shelf detector. CenterPoint chooses a quite permissive IoU threshold for NMS to ensure a better recall. Therefore, we follow Sim-
Figure 2. **Algorithm Pipeline.** (a) We employ an off-the-shelf 3D detector to obtain 3D detections $D$ from input point clouds. (b) For data association, we compute 3D IoU or GloU between detected 3D bounding boxes and boxes predicted by Immortal Tracker. Then we perform Hungarian matching based on 3D IoU/GloU. (c) We use a vanilla 3D Kalman filter (3DKF) for prediction. Based on the outputs of Hungarian matching process, the states of matched tracklets $X_m$ are updated by its corresponding detection $D_m$. The unmatched tracklets $X_{um}$ will be updated with their predicted object states and the unmatched detections $D_{um}$ will be initialized as new tracklets $X_{new}$. (d) Only the alive tracklets which have left their birth stage and successfully been matched in the current frame are adopted as outputs.

pleTrack [17] and perform a much stricter NMS on detection results to remove unwanted boxes before feeding them to our Immortal Tracker.

**Trajectory Prediction.** We use a vanilla 3D Kalman filter (3DKF) for trajectory prediction. Following AB3DMOT [23], we define the states of Kalman filter $Z = [x, y, z, \theta, l, w, h, \hat{x}, \hat{y}, \hat{z}]$ in 3D space, including object position, box size, box orientation and velocity. Different from AB3DMOT, our object positions are defined in the world frame like [27], instead of in the LiDAR frame. The change of reference frame is crucial to our Immortal Tracker, helping us reduce the total number of tracklets managed. During the tracking process, we alternate between predicting object state $X$ with 3DKF and updating 3DKF state $Z$ with incoming detection $D$. Both $X$ and $D$ are 7-dim vectors consisting of $[x, y, z, \theta, l, w, h]$. Note that we use $X$ to denote both a tracklet and the latest prediction of its associated 3DKF. We may refer $X$ as tracklet or prediction interchangeable hereafter.

**Detection-Prediction Association.** For association, we compute 3D IoU or GloU [17, 19] between detected 3D bounding boxes and boxes predicted by 3DKF. We then perform Hungarian matching based on 3D IoU / GloU. We discard low quality matchings if the 3D IoU / GloU of a matching is lower than IoU$_{thres}$ or GloU$_{thres}$. The inputs of the bipartite matching process is defined as:

$$D = \{D^1, D^2, \cdots, D^p\}$$  \hspace{1cm} (1)  

$$X = \{X^1, X^2, \cdots, X^q\}$$  \hspace{1cm} (2)

where $p$ and $q$ are the number of detections and tracklets in the frame.

The output of the bipartite matching process is defined as:

$$D_m = \{D^1_m, D^2_m, \cdots, D^k_m\}$$  \hspace{1cm} (3)  

$$D_{um} = \{D^1_{um}, D^2_{um}, \cdots, D_{um}^{p-k}\}$$  \hspace{1cm} (4)  

$$X_m = \{X^1_m, X^2_m, \cdots, X^k_m\}$$  \hspace{1cm} (5)  

$$X_{um} = \{X^1_{um}, X^2_{um}, \cdots, X^{q-k}_{um}\}$$  \hspace{1cm} (6)

where $X_m$ and $D_m$ are the $k$ matched pairs of predictions and detections. $X_{um}$ are the unmatched tracklets and $D_{um}$ are the unmatched detections.

The matched detections $D_m$ will be used to update the 3DKF states of corresponding tracklets $X_m$. The unmatched tracklets $X_{um}$ will use their own predictions to update 3DKF.

**Tracklet Birth and Preservation.** Following the common tracklet initialization strategy, we initialize a set of tracklets $X_{new}$ for detections in $D_{um}$. For these new tracklets, we will mark them as alive if they are successfully associated with detections for $M_{hits}$ times in future frames. Otherwise, they stay at the birth stage.

Different from previous works [1, 7, 12, 21, 23, 24, 27, 28] which terminate a tracklet after several frames since its last successful association, our Immortal Tracker always maintains tracklets for objects even if they are invisible. The maintained tracklets will repeatedly predict their locations in the future frames with their last estimated states. In this way, we maintain tracklets for all objects observed at least once. Our tracklets never die once created and hence are immortal. And when the missing object reappears near its predicted trajectory, we can associate it with its corresponding tracklet again and update its tracklet with the observation instead of prediction.

In each frame, we output tracklets in $O = \{X_i \in$
\( X_m \cap X_{alive} \), where \( X_{alive} \) are tracklets in the alive state. Therefore the predictions of unmatched tracklets will not cause false positives. Algorithm 1 summarizes our simple tracking algorithm.

Algorithm 1 Tracking Pipeline

Input: 3D Object Detections \( D_{0:t} \)
Output: Output Tracks \( O_{0:t} \)

\[
\text{Frame number } t \leftarrow 1 \\
\text{Tracks set } X_0 \leftarrow \{ \}
\]

while not the end of tracking do
\[
X_t \leftarrow \text{Prediction}(X_{t-1}) \\
D_m, X_m, D_{um}, X_{um} \leftarrow \text{Match}(D_t, X_t) \\
X_m \leftarrow \text{Update}(D_m) \\
X_{new} \leftarrow \text{Initialize}(D_{um}) \\
O_t \leftarrow \{ X_t \in X_m \cap X_{alive} \}
\]
\[
X_{t+1} \leftarrow X_m \cup X_{um} \cup X_{new} \\
t \leftarrow t + 1
\]
end while

4. Experiments

4.1. Datasets and Metrics.

We evaluate our method on Waymo Open Dataset (WOD) and nuScenes.

Waymo Open Dataset [21] contains 1000 driving video sequences each lasts 20 seconds at 10 FPS. 798 / 202 / 150 sequences are used for training, validation and testing, respectively. Point clouds and ground truth 3D boxes of objects in vehicle, pedestrian and cyclist classes are provided for each frame. Following the official evaluation metrics specified in [21], we report Multiple Object Tracking Accuracy (MOTA) [2], False Positives (FP), Miss and Mismatch for objects in the L2 difficulty. Readers may refer to [2] for detailed descriptions about these metrics.

nuScenes [4] contains 1000 driving sequences in total with LiDAR scans and ground truth 3D box annotations provided at 20 FPS and 2 FPS, respectively. We report AMOTA [22], MOTA, and identity switches (IDS) for nuScenes. AMOTA is computed by integrating MOTA over different recalls, which is used as the primary metric for evaluating 3DMOT on nuScenes.

4.2. Baselines

CenterPoint [27] is both a 3D detection method and a 3DMOT method. Here we refer them as CenterPoint-DET and CenterPoint-3DMOT, respectively. We compare our proposed method with CenterPoint-3DMOT since we use the same CenterPoint-DET detection results. Also, CenterPoint-3DMOT serves as a very strong baseline on both WOD and nuScenes.

CenterPoint++ is our modified tracking implementation of CenterPoint. CenterPoint-3DMOT only performs constant velocity trajectory prediction and nearest box center matching. It is unfair to compare with our method which uses 3DKF for trajectory prediction and 3D IoU / GIoU for matching. Therefore we set another baseline named CenterPoint++, which uses 3DKF and 3D IoU / GIoU matching like ours. The main difference between CenterPoint++ and Immortal Tracker is that a traditional tracklet termination mechanism is used in CenterPoint++. We terminate a tracklet in CenterPoint++ after \( A_{max} \) frames since its last successful association following previous works [7, 12, 23, 24, 27, 28]. All the other hyper-parameters of CenterPoint++ are set the same as our Immortal Tracker for a fair comparison.

4.3. Implementation Details

We take CenterPoint detection boxes as input. We drop boxes with scores below 0.5 on WOD. We keep all boxes on nuScenes. We also perform 3D IoU-based NMS on detected bounding boxes with 0.25 / 0.1 3D IoU thresholds on WOD / nuScenes, respectively. In detection-prediction association, we use 3D IoU / GIoU between detections and predictions on WOD / nuScenes, respectively. Then we perform Hungarian algorithm over the 3D IoU distance matrix. We drop all detection-prediction associations with 3D IoU below 0.1 or 3D GIoU below -0.5. For tracklet initialization, we set the hits to birth \( M_{hits} = 1 \) on both WOD and nuScenes. For CenterPoint++, we set \( A_{max} = 2 \).

4.4. Main Results

We compare Immortal Tracker to previous 3DMOT methods on both WOD and nuScenes.

Results on WOD. Table 2 and 3 show comparisons of tracking results between our method, our baselines and other state-of-the-art methods on the WOD test and validation sets. For the vehicle class, our method reduces the mismatch ratio to a new level of 0.0001, several times lower than previous works. It is noteworthy that our method performs much better than CenterPoint++ in the mismatch metric. This indicates the majority of mismatch cases we have reduced are results of maintaining the tracklets with predicted trajectories rather than employing 3DKF as motion model. Besides the substantial improvement our proposed method achieved on the mismatch ratio, we also achieve a 0.4/0.9 MOTA improvement over CenterPoint++ for vehicle/pedestrian, respectively, outperforming all previously published methods.

Results on nuScenes. Table 4 and 5 shows our results on nuScenes test and validation sets. We compare our Immortal Tracker with published LiDAR-only works for a fair comparison. All methods in Table 4 and 5 are based on the same CenterPoint detection results, allowing a fair comparison between different tracking approaches. Our method achieves a 2.3 AMOTA improvement over CenterPoint and
| Method               | Vehicle | Pedestrian |
|---------------------|---------|------------|
|                     | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
| AB3DMOT [21]        | 40.1   | 16.4 | 43.4   | 0.13       | 37.7   | 11.6 | 50.2   | 0.47       |
| CenterPoint [27]    | 59.4   | 9.4  | 30.9   | 0.32       | 56.6   | 9.3  | 33.1   | 1.07       |
| SimpleTrack* [17]  | 60.3   | 8.8  | 30.9   | 0.08       | 60.1   | 10.7 | 28.8   | 0.40       |
| CenterPoint++       | 60.2   | 8.4  | 31.2   | 0.24       | 59.7   | 10.3 | 29.2   | 0.85       |
| Immortal Tracker(Ours) | 60.6   | 8.5  | 31.0   | 0.01       | 60.6   | 11.0 | 28.3   | 0.18       |

Table 2. State-of-the-art comparisons for 3D MOT on WOD test set. * represents for works that are not peer-reviewed yet.

| Method               | Vehicle | Pedestrian |
|---------------------|---------|------------|
|                     | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
| CenterPoint [27]    | 55.1   | 10.8 | 33.9   | 0.26       | 54.9   | 10.0 | 34.0   | 1.13       |
| SimpleTrack* [17]  | 56.1   | 10.4 | 33.4   | 0.08       | 57.8   | 10.9 | 30.9   | 0.42       |
| CenterPoint++       | 56.1   | 10.2 | 33.5   | 0.25       | 57.4   | 11.1 | 30.6   | 0.94       |
| Immortal Tracker(Ours) | 56.4   | 10.2 | 33.4   | 0.01       | 58.2   | 11.3 | 30.5   | 0.26       |

Table 3. State-of-the-art comparisons for 3D MOT on WOD validation set. * represents for works that are not peer-reviewed yet.

| Method               | AMOTA%↑ | MOTA%↑ | IDS↓ |
|---------------------|---------|--------|------|
| StanfordIPRL-TRI [7] | 55.0   | 45.9  | 950  |
| CenterPoint [27]    | 63.8   | 53.7  | 760  |
| CBMOT [1]           | 64.9   | 54.4  | 557  |
| OGR3MOT* [28]       | 65.6   | 55.4  | 288  |
| CenterPoint++       | 65.8   | 55.7  | 609  |
| Immortal Tracker(Ours) | 66.1   | 55.2  | 365  |

Table 4. State-of-the-art comparisons for 3D MOT on nuScenes test set. Only published online methods which are Lidar-based are reported. * represents for works that are not peer-reviewed yet.

| Method               | AMOTA%↑ | MOTA%↑ | IDS↓ |
|---------------------|---------|--------|------|
| CenterPoint [27]    | 66.5   | 56.2  | 562  |
| CBMOT [1]           | 67.5   | 58.3  | 494  |
| OGR3MOT* [28]       | 69.3   | 60.2  | 262  |
| CenterPoint++       | 68.7   | 59.2  | 519  |
| Immortal Tracker(Ours) | 70.2   | 60.1  | 385  |

Table 5. State-of-the-art comparisons for 3D MOT on nuScenes validation set. Only published online methods which are Lidar-based are reported. * represents for works that are not peer-reviewed yet.

- a 0.3 improvement over CenterPoint++.

4.5. Ablation Studies

We analyze design choices and hyper-parameter settings of Immortal Tracker on the WOD validation set for the vehicle class. Results show that our Immortal Tracker is robust to a wide range of design choices and hyper-parameters.

The performance of base 3D detectors. Table 6 summarizes the performances of our proposed method on top of different 3D detectors on the WOD validation set. We take detection results of several 3D detectors including PointPillars+PPBA [5, 14], SECOND [26], LiDAR R-CNN [15] and CenterPoint that take voxelized or Bird’s Eye View (BEV) representations of point clouds for object detection, and RangeDet [9] which takes range view representation of collected 3D informations as input. The results show that our method is agnostic to 3D detectors and can reduce the mismatch rates to 0.0001 level on top of various detectors.

When to terminate a tracklet. Immortal Tracker permanently maintains tracklets for objects gone dark, which is the main difference between Immortal Tracker and CenterPoint++. For ablation experiment, here we introduce the trajectory prediction as well as tracklets preservation mech-
Table 6. Ablation study for different detectors on WOD validation set. Here ++ represents for we apply the same baseline tracker described in CenterPoint++ on top of the detector.

| Detector                     | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
|------------------------------|--------|------|--------|------------|
| PointPillars+PPBA [5, 14]++  | 40.9   | 9.3  | 49.5   | 0.34       |
| PointPillars+PPBA + Immortal Tracker | 41.3   | 9.4  | 49.3   | 0.01       |
| SECOND [26]++                | 50.2   | 8.6  | 40.9   | 0.31       |
| SECOND + Immortal Tracker   | 50.6   | 8.7  | 40.8   | 0.01       |
| RangeDet [9]++               | 50.5   | 10.2 | 39.1   | 0.25       |
| RangeDet + Immortal Tracker | 50.7   | 10.2 | 39.1   | 0.02       |
| Lidar R-CNN [15]++          | 53.7   | 7.3  | 38.1   | 0.84       |
| Lidar R-CNN + Immortal Tracker | 54.9   | 8.2  | 36.9   | 0.02       |
| CenterPoint++                | 56.1   | 10.2 | 33.5   | 0.25       |
| CenterPoint + Immortal Tracker | 56.4   | 10.2 | 33.4   | 0.01       |

Table 7. Ablation study for the minimum birth count $M_{hits}$ on WOD validation set.

| $M_{hits}$ | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
|------------|--------|------|--------|------------|
| 0          | 56.4   | 10.3 | 33.4   | 0.01       |
| 1          | 56.4   | 10.2 | 33.4   | 0.01       |
| 2          | 56.4   | 10.2 | 33.4   | 0.01       |
| 3          | 56.3   | 10.2 | 33.5   | 0.01       |

Table 8. Ablation study for the association threshold $\text{IoU}_{\text{thres}}$ on WOD validation set.

| $\text{IoU}_{\text{thres}}$ | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
|---------------------------|--------|------|--------|------------|
| 0.7                       | 51.5   | 9.6  | 38.1   | 0.86       |
| 0.5                       | 54.7   | 10.0 | 34.9   | 0.39       |
| 0.3                       | 56.2   | 10.2 | 33.5   | 0.08       |
| 0.1                       | 56.4   | 10.2 | 33.4   | 0.01       |

Table 9. Ablation study for the NMS threshold $\text{NMS}_{\text{thres}}$ on WOD validation set.

| $\text{NMS}_{\text{thres}}$ | MOTA%↑ | FP%↓ | Miss%↓ | Mismatch%↓ |
|-----------------------------|--------|------|--------|------------|
| 0                           | 56.3   | 10.2 | 33.5   | 0.01       |
| 0.25                        | 56.4   | 10.2 | 33.4   | 0.01       |
| 0.5                         | 56.4   | 10.2 | 33.4   | 0.02       |
| 0.75                        | 56.2   | 10.2 | 33.4   | 0.15       |

As shown in Figure 3, the mismatch ratio drop significantly and monotonically when we extend the life of tracklets by increasing $A_{\text{max}}$. When we preserve tracklets with predicted trajectories for 50 frames the mismatch ratio reaches 0.000123, 20 times lower than when the tracklets are preserved by predictions for only 2 frames. And when the life of tracklet continues to grow from 50 frames, up to 17% of remaining mismatch cases can further be avoided. This indicates that preserving tracklets by trajectory prediction can significantly reduce mismatch cases without introducing significant tracklets confusions.

The minimum birth count $M_{hits}$. We also explore the influence of the minimum birth count $M_{hits}$ on the performance of our proposed method. The results are shown in Table 7. Clearly Immortal Tracker is robust to $M_{hits}$.

Association Threshold. We find the association threshold $\text{IoU}_{\text{thres}}$ is a major influence factor to the performance of Immortal Tracker. As shown in Table 8, when we increase $\text{IoU}_{\text{thres}}$, Immortal Tracker reports significantly more mismatch cases with a lower MOTA.

Redundancy of input detections. In our method, we perform NMS on detection results with a relatively low IoU threshold compared to CenterPoint. The motivation is that considering rigid objects will not overlap in 3D space, the overlapped 3D detections have a high probability to be false positives and shall be discarded. Our experiment results in Table 9 show when we decrease the NMS threshold for a more strict suppression, the mismatch ratio drops by a large margin. This result supports our assumption.

4.6. Qualitative Results.

Fig 4 shows the BEV visualization of the only remaining wrong association case in Immortal Tracker. Fig 5 visualizes one of the prevented premature terminations in Immortal Tracker.
5. Conclusion and Future Direction

In this work, we found that identity switches in 3D MOT are almost solely caused by premature tracklet termination widely existing in modern 3D MOT methods. We proposed using trajectory prediction to preserve tracklets for invisible objects. We found using a simple 3D Kalman filter for trajectory prediction could reduce identity switch cases by 96%. Our method provided valuable insights for handling long-standing challenges in tracking like long-term occlusion. However, due to the limitation of existing 3DMOT benchmarks, we can not verify the effectiveness of our predict-to-track paradigm in long-term($\gg 20$ seconds) and/or more interactive(e.g. the famous Shibuya crossing) scenarios. In the future, we want to set up a more challenging benchmark for 3DMOT and explore the synergy between trackers and more sophisticated trajectory predictors.
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