The Interaction between Shocks and Plasma Turbulence: Phase Space Transport
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The interaction of collisionless shocks with fully developed plasma turbulence is numerically investigated. Hybrid kinetic simulations, where a turbulent jet is slammed against an oblique shock, are employed to address the role of upstream turbulence on plasma transport. A novel technique, using coarse-graining of the Vlasov equation, is proposed, showing that the transport properties strongly depend on upstream turbulence strength, with turbulent structures-modulated patterns. These results might be relevant for the understanding of acceleration and heating processes in space plasmas.

A turbulent plasma wind flows from the Sun and permeates the Heliosphere, encountering several magnetic obstacles, leading to shocks that continuously interact with the incoming complex solar wind – a scenario that becomes a prototype for understanding many other systems characterised by the presence of shocks. Despite decades of research, the interaction of shocks with plasma turbulence and the subsequent energetic particle production still remain poorly understood [1, 2]. Turbulence-generated coherent structures and waves might interact with the shock discontinuity, in an interplay which is likely to play a pivotal role in particle acceleration and plasma heating [3–5].

On very large scales, shocks are responsible for the formation of giant radio relics, i.e., elongated structures showing strong, polarised radio emission at the interface between clusters of galaxies [6]. Shocks are well-known efficient, natural particle accelerators [7] and have been modelled in a number of theories [8–12]. Less understood is the interaction of shocks and turbulence, that characterizes spectacular high energy events, as in supernovae explosions propagating through the interstellar turbulent medium, as in the case of coronal mass ejections that stream through the turbulent solar wind, as for the complex Earth’s bow shock environment. In many of the above examples, oblique shocks are known to generate coherent Field Aligned Beams (FABs), as observed at Earth’s bow shock [13]. FABs are an important source of free energy throughout the interplanetary medium [14].

Turbulence is populated by a variety of structures that can work effectively as particle “traps” and “corridors”, that either hinder or enable their motion [15], and represents another crucial source of accelerated particles [16–19]. An example of such energization process has been observed in the patterns of local reconnection that develop in turbulence [20, 21]. In order to understand such mechanisms, the transport properties need to be explored in the plasma phase space [22].

Due to the difference between the spatial and temporal scales involved in accelerating particles, shocks and turbulence are often considered on parallel theoretical paths. However, fundamental studies have suggested that these are inextricably linked: shocks are likely to propagate in turbulent media, and turbulence is responsible for changing fundamental aspects of shock transitions [22]. Inspired by these studies, here we quantitatively explore the intimate relation between these two phenomena.

Hybrid Vlasov-Maxwell PIC simulations have been employed in 2D, where a turbulent jet, generated via compressible MagnetoHydroDynamics (MHD) simulations, has been shot against a supercritical shock. We investigate the shock-turbulence interaction and its role on the particles transport, using both Lagrangian and Eulerian approaches. We present a novel technique to investigate the transport processes at play, based on coarse-grained techniques, typical of fluid-dynamics, accompanied by velocity space integration, typical of energetic particle transport models.

The methodology is based on two stages. First, fully developed, decaying turbulence is generated by means of 2.5D MHD simulations [29]. Four simulations were per-
formed, with different levels of turbulence fluctuations, namely \( \delta B / B_0 = 0, 0.4, 0.8, 2.1 \), where \( B_0 \) is the mean field, at \( \theta_{Bn} = 45^\circ \) in the \( x-y \) plane, and \( \delta B \) is the level of fluctuations. When the turbulence is fully developed and coherent structures form, the second (main) step consists of using the MHD output, with adequate windowing, as an upstream condition for a kinetic, hybrid Particle-In-Cell (PIC) simulation of a supercritical shock performed through the HYPSI code \[30\]. In the main stage, the Vlasov-Maxwell equations are solved with fluid electrons and kinetic ions, and the injection method is used \[31\], where the shock propagates in the negative \( x \)-direction, while the turbulent pattern moves oppositely, in the upstream region.

In the MHD simulations, typical Alfvén units have been used, on a periodic box. In the hybrid PIC simulations, distances are normalised to the ion inertial length \( d_i \equiv c / \omega_{pi} \), times to the inverse cyclotron frequency \( \Omega_i^{-1} \), velocity to the Alfvén speed \( c_A \) (all referred to the unperturbed upstream state), and the magnetic field and density to their unperturbed upstream values \( (B_0 \text{ and } n_0) \). An upstream flow with \( V_{in} = 3.5c_A \) has been chosen, resulting in an Alfvénic Mach number of the shock \( M_A \approx 5.5 \). The upstream ion distribution function is an isotropic Maxwellian and the ion \( \beta_i = 1 \), as in the MHD simulation. The simulation domain is \( 256 \times 256 \times 1 \), with a grid size \( \Delta x = \Delta y = 0.5 \times d_i \) and a particle time-step \( \Delta t_{pa} = 0.01 \Omega_i^{-1} \). The number of particles per cell used is large, always greater than 500 (upstream), in order to keep the statistical noise at a very low level.

This novel technique represents a realistic step-forward with respect to “laminar” injection and is different from other perturbation methods, where uncorrelated random noise or a prescribed spectrum of fluctuations can be added to the upstream \[25, 26\]. Here, turbulence consists of a fully developed spectrum of fluctuations, with a large variety of coherent structures and waves which are crucial for the transport properties, as predicted by important theoretical works \[4, 32\], as will be discussed.

Fig. 1 (panels a-c) shows an overview of the perturbed simulations, where we report the 2D colormaps of the magnetic field intensity \( B \). The shock front is interacting with the perturbed upstream and there is a net change of topology for increasing turbulence level. Panel (d) shows the upstream energy spectra, for all cases. When \( \delta B / B_0 = 0 \) (unperturbed case), the spectrum shows the Maxwellian inflow population together with a narrow beam of accelerated particles, namely the FAB. Turbulence manifests in three ways. First, for higher upstream turbulence strength, particles achieve higher energies. Second, the high energy FAB shifts and spreads for increasing \( \delta B / B_0 \), suggesting that some mechanism of beam “decoherence” is at play. The third effect is the production of very low energy particles, evidently related to a process of particle deceleration and trapping. These features are possibly due to field-particle interactions, where typical turbulence patterns act as spreaders or transport barriers \[15, 21, 33\]. These changes in energy spectra are intimately related to phase space transport and diffusion, as discussed later.

In order to extract more details about the transport processes, we reconstruct the upstream particles Velocity Distribution Functions (VDFs), fundamental for an Eulerian approach \[32, 34–36\]. In Fig. 2 we report examples of such VDFs, integrated along \( v_z \), in the \( v_x - v_y \) velocity space, for all the simulations. In the unperturbed case, the inflow population and the reflected FAB are well-separated. When upstream turbulence is present, the separation between the two populations is much less sharper. A “distortion” of the inflow population is observed, due to the turbulent plasma heating at the shock front, particularly prominent for the most turbulent case. Following in sequence the perturbation amplitudes, it is evident that turbulence smooths and diffuses the two particle populations, that spread toward both high and lower energies, as reported in Fig. 1 (d). It is now natural to ask how particles behave in the velocity subspace. In Fig. 2 some typical phase space trajectories of energetic protons, superimposed on the VDFs, are reported. While in low turbulence cases the particles remain confined in sectors of the velocity space, they can break down transport barriers thanks to higher turbulence levels. On this observation we base our new method, described below.

The premise is that the shock-turbulence interaction is a multi-scale process characterized by a variety of “lengths”, that in a plasma involve both the physical and velocity sub-space. In such multidimensional complexity, it is natural to approach via coarse-graining and filtering techniques, successfully used, for decades, in fluid dynamics \[37\]. Recent progresses have been made also in
plasma kinetic equations [33], as well as in fluid plasma modeling [39].

The scope is to characterize the phase space in sectors where dispersion and trapping, acceleration and deceleration might compete. Our novel technique relies on a coarse-graining of the Vlasov equation [38], combined with a computation of the reduced (coarse-grained) moments. In order to simplify our model at a basic level, we reduce to a 2D-2V description. By integrating along \( v_z \), we define \( F(x, y, v_x, v_y, t) = \int_{-\infty}^{+\infty} f(x, v, t) dv_z \), where \( f(x, v, t) \) is the ion VDF. This leads to

\[
\frac{\partial F}{\partial t} + \nabla \cdot (vF) + \nabla_v \cdot (PF) = 0, \tag{1}
\]

where \( E \) and \( B \) are the electric and magnetic fields, respectively, and the acceleration is given by \( P(x, v) = E + v \times B \), on reduced 4D phase space with coordinates \((x, y, v_x, v_y)\). We concentrate on a coarse-grained Vlasov equation, by defining a scale-dependent, filtered distribution \[
F_l(x, v, t) = \int_{-\infty}^{+\infty} f(x + r, v, t)G_l(r)d^2r, \tag{2}
\]

where \( G_l(r) \) is a kernel that satisfies a series of properties, being non-negative, normalized, centered and rapidly approaching to zero for \( r \to \infty \). In our case we chose the simplest box-filter type, that in the reduced 2D Cartesian coordinate is given by \( G_l(r) = 1/l^2 \) for \( |r_x| < 1/2 \) and \( |r_y| < 1/2 \), and equal to zero otherwise. By filtering Eq. (1) is easy to get

\[
\frac{\partial F_l}{\partial t} + \nabla_l \cdot \left[ vF_l \right] + \nabla_v \cdot \left[ P_l F_l \right] = \nabla_v \cdot \bar{Q}_l, \tag{3}
\]

where \( \bar{P}_l = P_l \cdot F_l - \bar{Q}_l \). The latter decomposition, typical of Reynolds-averaging techniques [40], introduces the “closure problem”, related to the description of the subgrid modeling [41], equivalent to turbulent diffusion due to small scale eddies.

In analogy with the Parker equation for energetic particles transport, we choose a typical speed \( w \) (and therefore a typical energy) at which we integrate Eq. (3) [42]. The zeroth-reduced moment [22, 43], namely the reduced particle density becomes

\[
\mathcal{N}_{l,w}(x, y, t) = \int d^2 v F_l(x, y, v, t)G_w(v), \tag{4}
\]

where now \( G_w(v) \) is a unitary kernel, different from zero only for \(|v| < w\) and \( \mathcal{N}_{l,w}(x, y, t) \) is the thermal population, coarse-grained in space at scale \( l \). Applying \( G_w(v) \) and integrating Eq. (3) one gets

\[
\frac{\partial}{\partial t} \mathcal{N}_{l,w} + \nabla_l \cdot \left[ \mathcal{N}_{l,w} \nabla_l \right] + \int \mathcal{F}_l \cdot \hat{n} d\gamma = \int \bar{Q}_l \cdot \hat{n} d\gamma. \tag{5}
\]

The first term represents the time variation of the reduced density, the second term is responsible for spatial transport of particles over the coarse-grained space, while the third represents the flux across a circle \( \gamma_w \) of radius \( w \). The right-hand side is the residual contribution from the subgrid scales. Interestingly, the velocity-space propagation term of Eq. (5) is essentially due to the normal component of the electric field, while the magnetic part of \( \bar{P}_l \) is tangent to the surface, acting as a pitch-angle spreader [41]. Eq. (5) results from the 2D divergence theorem in velocity space for plasmas, for spatial integration at a length-scale \( l \) and at a velocity cutoff \( w \). The advantage of the model is to describe the large scale patterns of acceleration and diffusion processes. A simple study of the sign of the fluxes provide unique information about spatial diffusion/clusterization and about energization/deceleration.

An example of this Eulerian approach to velocity space diffusion is shown in Fig. 3(a), with a cartoon of our velocity space integration circle \( \gamma_w \) and its normal \( \hat{n} \). The spatial coarse-graining \( l \) was chosen to be of 5 \( d_i \), a value in the inertial range of the upstream turbulence spectrum. This is very important since the results obtained in this range are self-similar (not shown here), typical of inertial range coarse-graining in fluids [45]. We chose the \( w \) parameter to be of 10 \( v_A \), in such a way that the integration in velocity space is done between the core and the beam population. In Fig. 3(b) and (c) we represent \( F_l(x, v, t) \), at two different spatial cells, with positive (b) and negative (c) flux-integral \( \int \mathcal{F}_l \cdot \hat{n} d\gamma \). The VDFs are obtained from the intermediate turbulence case, \( \delta B/B_0 = 0.8 \), typical of solar wind conditions. A positive net flux through \( \gamma_w \) indicates an energization mechanism, where \( \mathcal{N}_{l,w} \) diminishes. In the opposite case, a deceleration or cooling mechanism is at work and the core gains particles (Fig. 3(c)).

How do these patterns look like in space? Following our governing Eq. (5), we can identify regions of strong spatial dilatation (compression) and regions of strong acceleration (deceleration). In Fig. 4 we report this characterization of the phase-space transport, over a “pixelized” domain with resolution \( l = 5d_i \). The top panel shows a spatial transport overview. When the space-transport is positive, thermal particle are escaping, evidently subject to the Alfvénic turbulence. On the other hand, when the spatial transport term is negative, plasma condensates. The overall picture for upstream velocity-space transport is shown in the middle panel of Fig. 4, being enhanced at the turbulence-shock boundary layer. As in the mechanism described in Fig. 3, a positive velocity...
FIG. 4. Coarse grained mosaic of the turbulence-shock interaction. Upstream spatial (top) and velocity (bottom) transport terms, for moderate turbulence level, for coarse-graining at $l = 5d_i$ and $w = 10v_A$. Bottom: parallel electric field.

transport ($\int \vec{E} \cdot \vec{n} \, d\gamma$) indicates a net flux of the core population towards higher energies (beam population), and vice-versa for very negative fluxes.

The enhanced velocity-fluxes are evidently due to the interplay between particles and turbulent fields, where the $\vec{v} \times \vec{B}$ force acts as a pitch angle spreader along the surface and the turbulent electric field locally enhances momentum diffusion, via local processes such as wave-particles interaction, linear and non-linear Landau damping [46, 47], stochastic ion heating [48] and possible interaction with reconnection processes in the upstream turbulent layer [20, 36, 46]. In order to establish such field-particle synergy and quantify the net transport across $\gamma_w$, we computed the electric field parallel to the mean field $\vec{B}_0$. As it can be seen from Fig. 4(c), there is a very good correlation between $E_{||} = \vec{E} \cdot \vec{b}_0$ and the velocity transport, especially for the most extreme values. We evaluated the correlation coefficient between the two terms, finding $C \simeq 0.7$. Large fluxes and parallel electric field are, as expected, anti-correlated, suggesting that any positive parallel electric field energizes particles.

In Fig. 5 we compare all the numerical experiments, by computing the probability density functions (PDFs) for both spatial and velocity space transport terms. Increasing upstream turbulence enhances the phase space transport, thus explaining the broader energies observed in Fig. 1. In the unperturbed case, the velocity space transport is very small: the core and beam population appear well-separated when upstream perturbations are not present. In this scenario, particle acceleration happens only at the shock front. The efficiency of the mixing depends dramatically on the turbulence level, although even a small amount of turbulence is a very efficient diffusor.

In summary, the plasma behavior upstream of oblique shocks has been investigated in the presence of pre-existing, MHD-generated turbulence. A dramatic change of the plasma transport has been found, going from the unperturbed to the super-turbulent case (Fig. 1), which has been investigated by using both Lagrangian and Eulerian approaches. From the Lagrangian point of view, particles can escape from their original population thanks to a “bridge” established by turbulence (Fig. 2). In order to understand such behavior, a novel Eulerian technique, based on the coarse-graining of the Vlasov equation, has been proposed, where we combine spatial filtering, typical of hydrodynamics, with Parker-type transport equations, typical of cosmic ray physics [49]. As it can be seen from Fig. 4 by averaging over inertial range scales and by
using a divergence theorem in velocity space, the turbulent upstream is made up of a "mosaic", where each piece of such puzzle is characterized by strong spatial dilation and condensation, thanks to the Alfvénic turbulent modulations. More interestingly, the $v$-space filtered flux is noticeably anti-correlated with parallel electric field, suggesting the possibility of several field-particles interactions.

These results might have important consequences on the understanding of transport and heating processes in a variety of systems, ranging from the Earth’s bow shock interacting with the turbulent solar wind, to the largest scales of radio relics in galaxy clusters. In future works we will extend the analysis to the full phase-space and including the effect of kinetic electrons, with possible applications to in-situ measurements.
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