Superconducting fluctuations in overdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$
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Fluctuating superconductivity - vestigial Cooper pairing in the resistive state of a material - is usually associated with low dimensionality, strong disorder or low carrier density. Here, we report single particle spectroscopic, thermodynamic and magnetic evidence for persistent superconducting fluctuations in heavily hole-doped cuprate superconductor Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ ($T_c = 66$ K) despite the high carrier density. With a sign-problem free quantum Monte Carlo calculation, we show how a partially flat band at $(\pi,0)$ can help enhance superconducting phase fluctuations. Finally, we discuss the implications of an anisotropic band structure on the phase-coherence-limited superconductivity in overdoped cuprates and other superconductors.

I. INTRODUCTION

In conventional superconductors, the superconducting (SC) transition temperature $T_c$ is controlled by the formation of Cooper pairs via exchange of low-energy pairing bosons of energy $\Omega_p$ in the BCS paradigm. Here, the normal state has many high kinetic energy carriers ($\epsilon_F \gg \Omega_p$), and pairing happens only between quasiparticle eigenstates with well-defined energy and momentum on a thin shell around the Fermi surface. Meanwhile, with the fluctuations in the pairing field neglected, superconducting phase coherence and Cooper pairing are simultaneously established via a mean-field second order phase transition at $T_c$. Thermal superconducting fluctuation is only notable near $T_c$ within a small temperature range $\delta T$, which is dictated by the Ginzburg criterion. In a three dimensional clean metal, $\delta T/T_c \ll 1$ is expected theoretically and observed experimentally.

Investigations of the superconductor-to-insulator transition in superconducting thin films reveal prevailing fluctuations that are largely controlled by disorder and dimensionality. There, higher level of disorder measured by residual resistivity can rapidly increase the separation between the superconducting pairing temperature $T_{\mathrm{pair}}$ and the zero resistance temperature $T_c$. The thermodynamic superconducting transition happens at $T_c$, while superconducting correlation length diverges, while $T_{\mathrm{pair}}$ becomes a crossover temperature scale that signifies the occurrence of non-zero superconducting pairing field modulus. Between $T_c$ and $T_{\mathrm{pair}}$, the phase of the superconducting order parameter remains disordered. Due to the crossover nature, experimental measures of $T_{\mathrm{pair}}$ may depend on the nature of the probe. In thermodynamic probes such as heat capacity, $T_{\mathrm{pair}}$ may be represented as the “mean field” pairing temperature $T_{\mathrm{MF}}$ via equal entropy reconstruction whereas in single particle probes, it is often signified by the spectral gap opening temperature $T_{\mathrm{gap}}$. Figure 1(a) aggregates the severity of superconducting fluctuations ($T_{\mathrm{pair}}/T_c$) for most commonly studied 2D superconductors as a function of materials’ resistivity at $T_c$, which is considered a measure of disorder within the same material family. It should be noted that for strictly mono-to-few atomic layer systems such as FeSe/SrTiO$_3$ or twisted graphene, $T_c$ is always suppressed from $T_{\mathrm{pair}}$ due to prevalent vortex excitations even in the absence of disorder. Clearly in these systems, fluctuating superconductivity can survive up to a $T_{\mathrm{pair}}$ several times higher than $T_c$. In contrast, bulk superconducting systems exhibit fluctuations to a much lesser degree (Fig. 1(b)), which is consistent with the Ginzburg criteria in mean field superconducting transitions. Despite a range of over 4 decades of resistivity at $T_c$ in different compounds, high-$T_c$ cuprates stand out with the most prominent superconducting fluctuations, by a large margin. Within the four listed cuprate families, superconducting fluctuation in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi-2212) is the most prominent (Fig. 1(b)).

Strong superconducting fluctuation has been interpreted as a consequence of quasi-2-dimensionality and correlation induced low carrier density in the under-
doped (UD) to optimally doped (OP) cuprates. In these systems, carrier kinetic energy is low due to strong on-site Coulomb repulsion, and an in/out-of-plane resistive anisotropy as high as $\rho_{ab}/\rho_{c} \sim 10^5 - 10^6$ has been observed. Both aspects jeopardize the mean field premise of the BCS theory, and provide basis for superconducting fluctuations. In this regime, it is the condensation of Cooper pairs - establishment of phase coherence - that determines $T_c$. Moreover, the normal state of UD and OP cuprates exhibits pseudogap and strange metal behaviors due to strong electronic correlation. It no longer hosts quasiparticles with well-defined energy-momentum relation stretching the entirety of the Fermi surface, undermining the Cooper instability necessary for BCS pairing. More hole doping is shown to gradually restore quasiparticles to the normal state from the nodal direction towards the antinodal direction. After a critical doping $p_c$ is surpassed, the normal state regains spectral coherence, mode-coupling signature becomes rapidly weakened, and the superconducting gap-to-$T_c$ ratio starts to evolve towards the weak-coupling $d$-wave BCS limit.

Indeed, transport thermodynamic and single particle probes all seem to point towards a more 3-dimensional, carrier-rich metallic normal state in overdoped (OD) cuprates. This leads to a widely held belief that the BCS paradigm has a chance to succeed here. Therefore, it is quite a surprise when recent measurements show that it is also phase coherence that determines $T_c$ in overdoped (La, Sr)$_2$CuO$_4$ (LSCO) and Scanning tunneling spectroscopy (STS) indicates substantial nanoscale electronic inhomogeneity in overdoped Bi-2212, signifying the important role of disorder. Photoemission evidence of fluctuating superconductivity have been observed in optimally doped and overdoped cuprates, albeit mostly near the more coherent nodal direction. It remains unclear whether such a residual gap above $T_c$ is truly of superconducting origin, or is a vestigial presence of the incoherent pseudogap and/or more exotic gapped states. The ambiguity on the nature of the antinodal spectral gap above $T_c$ in overdoped cuprates inadvertently created incompatible boundaries trisecting the pseudogap, superconductivity, and normal metal phases. Last but not least, concerted electrical, magnetic, thermodynamic and single-particle measurements on the same overdoped samples have been lacking, lending much uncertainty to conclusions pieced together from different cuprate families.

Motivated by these puzzles, we carry out a multi-technique investigation on one cuprate system Bi-2212, aiming to answer the following questions pertinent to overdoped cuprates and beyond:

1. Is there any residual “pseudogap” that is not of superconducting origin in overdoped cuprates?
2. How do the transport, thermodynamic, magnetic and single-particle properties of the normal and superconducting states come together on the same model system Bi-2212?
3. What may suppress the superfluid density and phase stiffness despite the high carrier density in the overdoped regime?
4. Will superconducting phase coherence imprint on the single particle spectral function in this case?

**II. MATERIAL SYNTHESIS AND CHARACTERIZATION**

Overdoped bilayer cuprate ($\text{Pb, Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8+\delta$) is chosen for its excellent cleavability and large superconducting energy scale. Pressurized oxygen annealing from 2-400 bar is used to reach 66 K $> T_c > 51$ K, which corresponds to nominal hole doping of 0.22 $< p < 0.24$. Figure 2 shows the magnetic,
FIG. 2: Bulk magnetic and thermodynamic properties of a heavily overdoped Bi-2212 with $T_c = 66$ K. (a) DC diamagnetic response at 5 Oe, for fields both perpendicular (solid) and parallel (open) to the CuO$_2$-plane. (b) In- and out-of-plane resistivity near $T_c$. (c) In-plane linear lattice expansion coefficient $\alpha$. (d) Molar specific heat $c_p$. In both (c) and (d), a linear background (grey dash) is removed to highlight the superconducting transition in the bottom curve plotted to the right axes on an enlarged scale.

Electrical transport and thermodynamic signatures of a superconducting transition at $T_c = 66$ K ($p = 0.22$). A sharp superconducting transition defined by the Meissner diamagnetism (Fig. 2(a)) coincides to within 1 K with the zero-resistivity temperature (Fig. 2(b)) and the singularity in both the in-plane lattice expansivity (Fig. 2(c)) and heat capacity (Fig. 2(d)). A linear background is subtracted from the lattice expansivity and heat capacity data to highlight the transition. Compared to the optimally doped system, here the out-of-plane and in-plane magnetization anisotropy $M_c/M_{ab}$ is reduced from 1400 to 12, while the corresponding resistivity anisotropy $\rho_c/\rho_{ab}$ is reduced from 10$^5$ to 600. This suggests a rapid restoration towards three dimensionality with 22% hole doping in both the superconducting and normal states. The thermodynamic singularities are consistent with a sharp second order superconducting phase transition across $T_c$. But the extended critical region up to 20 K above $T_c$ signal substantial thermal fluctuations that cannot be rationalized within a simple BCS mean-field picture.

III. SPECTROSCOPIC RESULTS

To obtain spectroscopic insights, we investigate the same system near the SC gap opening temperature ($T_{gap}$) and the zero-resistivity temperature ($T_c$) using high resolution angle-resolved photoemission spectroscopy (ARPES) and $^{63}$Cu nuclear magnetic resonance (NMR). Systematic high resolution ARPES measurements in this temperature and doping regime is made possible by the recent advance in localized heating methods, which is instrumental to maintain the surface doping level in such super-oxygenated samples (see also Fig. 5 for temperature cycles).

First, well-defined single particle spectral peaks are found over the untruncated normal state Fermi surface well above $T_c$ (Fig. 3(a)(j)), Fig. 3(i), indicating a more metallic normal state compared to OP samples. Experimentally fitted Fermi surface volumes yield an averaged doping of $p = 0.26$ between the bonding and antibonding sheets ($\rho_{AB} = 0.34$, $\rho_{BB} = 0.18$), slightly larger than the doping deduced from the empirical parabolic $T_c$-$p$ relation [14, 15]. Subsequent discussions will mainly focus on the antibonding band, whose van Hove singularity is closest to the Fermi level.

To determine $T_{gap}$, a high statistics energy-momentum cut along the Brillouin zone (BZ) boundary (red line in Fig. 3(a)) is measured between 10 K and 150 K (Fig. 3(b)-(j)) with an energy resolution of 8 meV. The Fermi function is divided from the spectra to reveal the unoccupied states (for detailed procedures see Fig. 6) for raw EDCs see Fig. S7. Enabled by excellent statistics and resolution, both the electron and hole branches of the Bogoliubov quasiparticle dispersions can be traced out around $T_c$ (Fig. 3(k)). The superconducting gap decreases from 10 K up to 63 K, yet a sizeable spectral gap remains at $T_c$ (cyan markers). In fact, above $T_c$ it continues to close and fill up until it becomes indiscernible around 86 K. During this process, the particle-hole symmetry - evidenced by the dispersion (Fig. 3(k)) and intensity (Fig. 3(l)) of electron and hole branches of the Bogoliubov quasiparticles - remains preserved down to 1.5 meV uncertainty (grey band in Fig. 3(k)), which is quantitatively accountable by the finite resolution effect (Fig. 7). This particle-hole symmetric normal state gap suggests the presence of Cooper pairing beyond the nodal region and is fundamentally different from the incoherent, particle-hole asymmetric pseudogap in the UD and OP cuprates (Fig. 1). A uniformly closing $d$-wave gap over the entire momentum space upon warming to $T_{gap}$ also disfavor non-zero momentum pairing in this temperature range (Fig. 5).

To quantify the particle-hole mixing near the antinodal region, Fig. 3(l) shows the Bogoliubov angle $\theta_k = \tan^{-1} |v_{kx}/v_{ky}|$ for temperatures near $T_c$. Here, $v_{kx} \cap i(v_{ky})$ are the quasiparticle spectral intensities below and above the Fermi energy. Accordingly, $\theta_k = 0$, $\pi/2$ and $\pi/4$ indicate pure electron (particle), pure hole, and equal particle-hole mixture respectively. For conventional superconductors $\theta_k$ only deviates from 0 or $\pi/2$ in the vicinity of Fermi momenta $k_F$, since $\Delta/E_F \ll 1$. However in overdoped Bi-2212 $\theta_k$ is centered around $\pi/4$ for the entire Bogoliubov quasiparticle band around the antinode. We
attribute this to the flatness of the normal state antinodal dispersion in comparison to the size of the superconducting gap.

We then show that both $T_c$ and $T_{\text{gap}}$ can be uniquely determined from the same set of single-particle spectra. The electronic structure undergoes three distinct stages of evolution as a function of temperature. Figure 4(a)(b) track the temperature dependence of the energy distribution curve (EDC) at the antinodal $k_F$ and $(\pi,0)$ on the antibonding band. (1) Cooling towards $\sim 90$ K (green lines), the spectral peak gradually sharpens in width and grows in height (for the full temperature range up to 290 K, see Fig. S11(a)). (2) An energy gap gradually opens below $T_c$, the spectral peak gradually sharpens from the fitted intensity ratio of the electron and hole Bogoliubov quasiparticle branches. (3) Further cooling from $T_c$ instigates a rapid sharpening of the Bogoliubov quasiparticle peak, as well as a concomitant rapid depletion of the zero-energy spectral weight until a near-complete energy gap forms. Figure 4(c)(d)(i) quantitatively describe in the temperature evolution of the superconducting gap size, spectral peak height, and linewidth (minimally fitted by a Gaussian between -20 meV and 1 meV) at the antinodal $k_F$ and $(\pi,0)$. In particular, taking advantage of the shallow van Hove point, the superconducting gap at $(\pi,0)$ may be extracted with excellent numerical stability via subtraction of quadrature $\Delta_k = \sqrt{E_k^2 - \epsilon_k^2}$ (Fig. 4(c), blue circles; see also Fig. S11). $E_k$ and $\epsilon_k$ are superconducting state and normal state quasiparticle dispersions.

While the momentum resolved single particle spectra most clearly show both $T_{\text{gap}}$ and $T_c$, the onset of zero-energy spectral weight depletion also signifies $T_{\text{gap}}$ (Fig. 4(c)). This is true both near the antinode shown by ARPES (blue and yellow circles), and as a momentum average shown by the Knight shift of $^{63}$Cu nuclear magnetic resonance (red circles). The fact that bulk probes, such as NMR, yield results consistent with the surface sensitive ARPES results further supports that the observed fluctuations are a bulk phenomenon. The spectral features shown in Fig. 4(a)-(c) can be excellently reproduced in a spectral simulation with only two inputs (Fig. 4(f)-(h)): a BCS-type $\Delta(T)$ with a 16 meV zero-temperature BCS gap opening at $T_{\text{gap}} \sim 87$ K (Fig. 4(f) black line), and a temperature-dependent linewidth (Fig. 4(j) black line) approximated from experimental measurements (Fig. 4(j) blue circles, see supplement for details). It is worth noting that spectral features around $T_c$ are caused by the sudden reduction of spectral linewidth instead of the gap opening. Clearly, there is a mismatch between the bulk gap-opening temperature $T_{\text{gap}} \sim 87$ K and the bulk superconducting transition temperature $T_c = 66$ K. Intriguingly, replacing $T_c$ with $T_{\text{gap}}$ in the superconducting gap-to-$T_c$ ratio $\frac{\Delta(0)}{\pi T_c}$ this quantity finally reduce to the weakly-coupled $d$-wave BCS value of $\sim 4.3$.

IV. SIGN-PROBLEM FREE QUANTUM MONTE CARLO SIMULATIONS

So far, upon cooling, our data point to a rather conventional gap opening process intervened by strong phase fluctuations until coherence is achieved. This is consis-
FIG. 4: Temperature dependence of the antinodal EDCs. Fermi-function divided EDCs at (a) antinodal $k_F$ and (b) $(\pi,0)$. Insets depict the two momenta in the Brillouin zone. Spectra are normalized to 1 over [0,100] meV binding energy. Green and red lines denote $T_{\text{gap}} \sim 90 \text{ K}$ and $T_c \sim 66 \text{ K}$ respectively. Black circles mark the apparent spectral peak position, and the red-dashed line marks the ungapped van Hove point position. Temperature dependent (c) spectral peak binding energy, (d) spectral peak height, and (e) spectral intensity at $E_F$ from the antinodal $k_F$ (yellow) and $(\pi,0)$ (blue). Right axis in (e) corresponds to the frequency shift from the $^{63}\text{Cu}$ nuclear spin resonance (red). Grey lines are guides to exemplify normal state spectral weight evolution. (f) Spectral peak binding energy, (g) spectral peak height, and (h) spectral intensity at $E_F$ extracted from the simulated spectra at the antinodal $k_F$ (yellow) and $(\pi,0)$ (blue), using the same analysis as (c)-(e). Black line in (f) is the BCS gap used for simulation, set to open at 87 K. The vertical shades in (c)-(e) indicate the superconducting fluctuation region. (i) Spectral peak linewidth fitted from $(\pi,0)$ (blue), and the linewidth used for simulation (black). Curves in (d)(g)(h) are offset for clarity.

FIG. 5: Band structure contribution to the superconducting fluctuation examined by quantum Monte Carlo simulations. Tight-binding band structures with (a) a steep dispersion and (b) a shallow and flat dispersion near $(\pi,0)$. The along high symmetry cuts are shown by red lines on their respective Fermi surfaces in the insets. (c) Experimentally measured normal state spectra along the same high symmetry cuts for $p = 0.22$ samples. Grey bars are the superconducting gap sizes. Calculated temperature dependent single particle spectra at the antinode for (d) the steep dispersion and (e) the shallow flat dispersion, when anisotropic superconductivity is induced by a $B_{1g}$ phonon. Spectral intensity is normalized so the total area is 1. The curves are offset proportional to temperature $T = 1/\beta$. The electron-phonon coupling strength $\lambda$ is set to 0.25.

tent with the surprising observation of low zero temperature superfluid density in overdoped LSCO. However, the microscopic mechanism underlying the low superfluid density is unclear. Electronic inhomogeneity and disorder is a natural candidate to disrupt the phase coherence in this regime. But prevalent phase fluctuations in virtually all cuprate families, which have drastically different disorder levels, seem to suggest additional mechanisms. Mean field models of dirty $d$-wave superconductors account for the reduction of zero-temperature superfluid density. However, the dirty limit is hard to reach with the extremely short superconducting coherence length and the model do not produce notable thermal fluctuations. Here we explore another factor which also contributes to the superfluid density reduction, namely, the flat dispersion near the antinode. To test the viability of this proposal, we study a model system with a similar flat dispersion in the absence of disorder.

It is well known that a flat band comes with a large effective mass, hence low superfluid density or phase stiffness $\sim \frac{\hbar^2}{m^*}$. However, for overdoped cuprates, the band dispersion is only flat near the antinode. This raises the interesting question of what the effect on superfluid density will be if flat band dispersion only exists in part of the Brillouin zone. We address this question with a sign-problem free quantum Monte-Carlo simulation on similar band structure as the overdoped cuprates.

To get rid of the fermion sign problem, and still maintain the strongest pairing interaction at the antinode, we choose a model where the band structure is tuned to...
mimic that of an overdoped cuprate, while the pairing interaction is mediated by a d-form factor ($B_{1g}$) Einstein phonon coupled at $\lambda = 0.25$.[22] We compare the quantum Monte Carlo results for band structures without and with a flat antinodal dispersion. The chosen dispersions (near $(\pi,0)$) are shown in Fig. 5(a)(b) (experimental band structure is shown in Fig. 4(c)). In both cases, the system exhibits highly anisotropic s-wave superconducting ground states with the gap maximum at $(\pi,0)$.

Figure 5(d) and (e) plot temperature dependent EDCs near the antinode for band structures shown in (a) and (b) respectively.[23] The superconducting gap opening temperature $T_{gap}$, identified by the closure of the antinodal spectral gap, is 33% higher in the case where the band structure is flat in the antinodal region. This is because the pairing interaction mediated by the $B_{1g}$ phonon can take advantage of the large density of states where flat band exists. On the other hand, the Kosterlitz-Thouless $T_{c}$ for a band structure with a flat antinodal dispersion is only 3% higher (see Fig. 5 for $T_{c}$ determination), leaving a much wider temperature window where the gap has opened but phase coherence has yet to be established. Consistent with the enhanced thermal fluctuations above $T_{c}$, the zero temperature superfluid density - the quantity central to previous magnetic and optical investigations[51,52,53] - is 45% lower with the flat dispersion with quantum fluctuations considered.[23]

These results suggest that even without disorder, the flat dispersion near the antinode plays an important role in suppressing the superfluid density (or the normal state Drude weight) in clean systems. Additionally, qualitative consistency is found between the experiment and simulation derived spectral lineshape evolution from the normal state to zero temperature. Shown in Fig. 5(a) and (b) are the temperature evolutions of the zero energy spectral weight (solid circle) and the finite energy quasiparticle peak height (open circle) for the steep band (black) and partially flat band (red) respectively, based on the analysis used in Fig. 4. Indeed, the spectral weight on $E_F$ starts to deplete at $T_{gap}$, and the rapid growth of quasiparticle peak height coincides with the onset of the global phase coherence at $T_{c}$. While more microscopic theories are clearly needed to understand how global phase coherence can imprint itself on the single-particle spectral properties,[52] our work adds numerical and momentum-resolved insights to a growing number of similar observations in other superconducting systems.[54,55]

V. DISCUSSIONS

Real systems always contain disorder, which is also expected to suppress the superfluid density via the breaking of Galilean invariance.[56] In this regard, the flat band dispersion amplifies the effect of disorder via increased scattering between antinodes, which is pair breaking due to the d-wave symmetry.[22] Recent low temperature STS studies in heavily overdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ also indicate presence of such strong $(\pi,\pi)$ scattering.[57,58] Hence the flat dispersion and disorder can have a combined role in driving the superconductor to metal transition in the heavily hole-doped cuprates.[31] The answer to which effect is dominant will likely vary between different families of compounds. To verify this proposal further, one may consider direct measurements of phonon or magnetic scattering in the $(\pi,\pi)$ channel, or quasiparticle interference via STS, or tuning the van Hove point in different overdoped cuprate compounds.

Our results also emphasize the impact of the low-energy electronic anisotropy on the transport and superconducting properties. While it has become customary to use the Fermi energy $E_F$ as a liaison to describe the carrier density and Drude weight in metallic systems, non-parabolic and anisotropic low-energy electronic structures can cause superconducting fluctuations of dramatically different strengths in systems with identical $E_F$. As such, plain ratios such as $T_{c}/T_F$ or $\Delta/E_F$ should be used with caution to categorize a material’s superconducting properties, especially in the absence of detailed knowledge of its low-energy electronic structures. In heavily hole-doped cuprate superconductors, despite vastly different disorder levels across different families, the ubiquitously shallow van Hove point and its coincidence with the maximum d-wave pairing gap may be one common thread underlying the cuprates’ much stronger superconducting fluctuations compared to other bulk superconductors (Fig. 1).

In summary, we show in this work that despite the much improved three dimensionality and metallicity in a heavily overdoped cuprate, not only is there a persistent spectral gap, but it is also of purely superconducting nature rather than a continuation of the incoherent pseudogap from the underdoped cuprates. We find that a shallow, flat van Hove singularity can exacerbate the destruction of phase coherence by itself or together with disorder. We also provide experimental and numerical connections between the global phase coherence and the single particle spectral function. Given the generality of our model, it is plausible that the cooperative effects of flat band and...
disorder can play a role in the fluctuating phenomena in other systems, such as twisted graphene systems,\textsuperscript{50,51} and the nickelate\textsuperscript{52}. In practice, our results provide not only clear band structure targets to engineer the phase stiffness, but also the basis for $T_c$ enhancement at the interface between superconductors with strong pairing and those with large phase stiffness\textsuperscript{52}.
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I. MATERIAL PREPARATION

The Bi-2212 samples are grown with the optical floating zone method with (p = 0.22) and without (p = 0.22, 0.23 and 0.24) Pb doping. The purpose of the Pb doping is to suppress a superstructure caused by the Bi-O layer bonding buckling along the diagonal Cu-Cu direction. Up to 400 bar oxygen annealing at 500 degree Celsius for 48 hours is used to press excess oxygen into the material to reach the extreme doping at p = 0.23-0.24. The physical property characterization of our p = 0.24 sample is shown in Fig. 1. The crystal orientation is then determined from back scattering Laue prior to ARPES experiments. Apart from the reduced $T_c$, the effect of superxyanisotropy can also be seen in the reduced resistive anisotropy between the c-axis and ab-plane as shown in Fig. S2, a 2-decade reduction comparing to the optimally doped case [21].

II. NMR MEASUREMENTS

The $^{63}$Cu (I = $\frac{3}{2}$) NMR spectra for the central transition ($\frac{1}{2} \rightarrow -\frac{1}{2}$) are obtained by scanning RF frequency and summing spin-echo intensity under an external magnetic field of 12 Tesla parallel to the c axis. The nuclear gyromagnetic ratio used for $^{63}$Cu is $\gamma = 11.285$ MHz/T. The NMR coils were made by copper wires. The $^{27}$Al ($\gamma = 11.0943$ MHz/T) NMR signal from 0.0008 mm-thick aluminum foils (99.1% purity) was used to calibrate the external field at the sample position. For the $^{63}$Cu NMR spectrum measurements, a Hahn-echo pulse sequence of $\pi/2 - \tau - \pi - \tau$-echo was employed, with a pulse length $t_{\text{w}}(\pi/2) = 3 \mu$s and a delay $\tau = 25 \mu$s. The Knight shift extracted from the central spectrum with $H \parallel c$ is purely magnetic shift without the quadrupole contribution. In general, the Knight shift (K) probes the uniform local spin susceptibility. The resonance frequency of the central spectrum with $H \parallel c$ can be expressed as: $f_{\text{res}} = (1+K)f_0$, where $f_0 = \gamma H$ is the Larmor frequency of a bare nucleus with gyromagnetic ratio $\gamma$ under a magnetic field $H$, and $f_{\text{res}}$ is the observed resonance frequency in real materials.

Figure S3 shows the raw temperature dependent resonance spectra of a $p = 0.22$ sample. The high statistics shows unambiguous reduction of the resonant peak centroid from $T_{\text{pair}}$ (green) to $T_c$ (red). Figure S4 shows the Knight shift in both the $p = 0.22$ and 0.23 samples. Upon cooling, a clear upshift in frequency is seen, indicating ferromagnetic correlations. Moreover, such an upshift is more pronounced in the $p = 0.23$ sample, suggesting potentially increasing ferromagnetic fluctuations as the van Hove point is approached.

III. DETAILS OF QUANTUM MONTE CARLO SIMULATION

To examine the effects of flat band dispersion near the antinode on suppressing the zero temperature superfluid density and enhancing the SC fluctuations, we construct two different band structures distinguished by i) the absence and ii) the presence of flat band dispersion near the ($\pi, 0$) and (0, $\pi$) points in the Brillouin zone. In case (ii) the band structure is constructed to mimic that of an overdoped cuprate. The Fermi surface and band dispersions along high symmetry cuts of these models are shown in the main text. We perform sign problem free determinant quantum Monte Carlo simulation to investigate the superconductivity triggered by the coupling between electrons and a $B_{1g}$ phonon in these different band structures. The Hamiltonian used in our calculation is given by:

$$H = H_c + H_p + H_{ep}$$

$$H_c = -\sum_{ij\sigma} t_{ij}(c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.}) - \mu \sum_i \hat{n}_{i\sigma}$$

$$H_p = \frac{\hat{P}_i^2}{2M} + \frac{K}{2} \hat{X}_i^2$$

$$H_{ep} = g \sum_{i\sigma} \hat{X}_i(c_{i\sigma}^\dagger c_{i+x\sigma} + c_{i\sigma}^\dagger c_{i-x\sigma}$$

$$c_{i\sigma}^\dagger c_{i+y\sigma} - c_{i\sigma}^\dagger c_{i-y\sigma} + \text{h.c.})$$

Here $c_{i\sigma}$ annihilates an electron on site i with spin polarization $\sigma = \uparrow \downarrow$, $\mu$ is the chemical potential and $\hat{n}_{i\sigma}$ is the electron number operator. $t_{ij}$ is the electron hopping integral between site i and j which is truncated beyond the third neighbor. The choices for these parameters are as follows. i) For the flat dispersion free model $t = 1$, $t' = -0.4$, $t'' = 0.68$, $\mu = -1.263$. ii) For the model with flat dispersion $t = 1$, $t' = -0.05$, $t'' = 0.2$, $\mu = -0.778$. These parameters are chosen such that the doping level (23%) and the global Fermi energy (3.857 $\mu$eV) are the same for the two different band structures. Thus, the most important difference between the band structures i) and ii) is the absence/presence of flat dispersion along the Brillouin boundary.

In this model, $H_c$ describes an electron-bilayer with frequency $\omega = \sqrt{\frac{K}{M}}$, and $\hat{X}_i/\hat{P}_i$ is the associated displacement/momentum operator. The term $H_{ep}$ in model describes the modulation of the electron nearest-neighbor hopping by the phonon, where g is the coupling constant. It is worthwhile noting that such modulation occurs with an opposite phase for the x/y direction bonds. This d-wave form factor is characteristic of the coupling to the $B_{1g}$ phonon. To quantify the strength of the electron-phonon interaction we introduce the dimensionless coupling constant $\lambda = \frac{\sqrt{2} \sum_{kq} g(k,q)^2 \delta(e_k) \delta(e_{k-q})}}{NK \sum_k \delta(e_k)}$, where $g(k,q)$ is the electron-phonon coupling constant in momentum space, $N$ is the number of momentum points in our finite-
FIG. 1: Bulk characterization of $p = 0.24$ sample. (a) In-plane resistivity. (b) Magnetic susceptibility at 5 Oe with field parallel to the $c$-axis. (c) Heat capacity with background subtracted around the superconducting transition. Red solid line is a fit to the 3D-XY divergence.

FIG. 2: Resistivity of $p = 0.22$ Bi-2212. (a) $c$-axis resistivity and the power law fitting. (b) Both in-plane and $c$-axis resistivity close to the superconducting transition. Note that the resistive zero temperature corresponds to the onset temperature of the Meissner diamagnetic signal in Fig. 1(a).

size system, and $\epsilon_k$ is the electron dispersion. In the actual calculation $\lambda$ is set to 0.25 and the phonon frequency $\omega$ is set to 0.5$t$. This value of $\omega$ is larger than that of the $B_{1g}$ phonon in the cuprate. The reason we did not choose a smaller $\omega$ is because it makes it more difficult to extract the superconducting gap accurately in our finite size system ($L_{\text{max}} = 16$). Moreover, a larger $\omega$ reduces the auto-correlation time and significantly speeds up the simulation. Importantly, because the same phonon frequency is used in conjunction with both band structures, we do not expect that its larger value will jeopardize our main goal, namely, studying the difference in the zero temperature superfluid density and the degree of superconducting fluctuations resulting from the difference in band structures.

A. The phase coherence and gap opening temperature

To determine the superconducting (SC) phase coherence temperature, we evaluate the SC susceptibility via $\chi_{\text{SC}} = \int_0^\beta <\Delta(\tau)\Delta^\dagger(0)>$, where $\Delta$ is the SC order parameter. The SC phase coherence temperature $T_c$ (or the Kosterlitz-Thouless transition temperature) is determined through the well-known finite size scaling behavior by plotting $\chi_{\text{SC}}L^{-1.75}$ as a function of temperature for different system sizes $L$. The crossing point of different curves marks the K-T transition temperature $T_c$. This is shown in Fig. S5. Note that the pairing symmetry caused by the electron-phonon interaction is $s$-wave.

To determine the gap opening temperature we compute the electron spectral function at the Fermi momentum in the antinodal region. This is achieved...
by first computing the imaginary-time Green’s function $G(k, \tau) = \int_{-\infty}^{\infty} d\omega e^{-i(\omega - q/2)\tau} A(k, \omega)$, then using the stochastic analytical continuation to extract the $A(k, \omega)$ [22]. The results are shown in the main text. Below the SC transition temperature $T_c$, $A(k, \omega)$ exhibits two sharp particle-hole symmetric peaks. Above $T_c$, these peaks broaden but remain well-defined in a wide temperature window, the energy separation between them defines the normal state gap. Eventually, at sufficiently high temperature, the spectral gap is no longer discernible as $A(k, \omega)$ shows a single broad peak. From such a spectral function evolution we extract the gap opening temperature $T_{gap}$. The main result of the Monte-Carlo simulation is the fact that $T_{gap}/T_c$ is significantly larger for the band structure involving a flat dispersion at where the superconducting gap maximizes.

**B. The zero-temperature superfluid density**

The zero-temperature superfluid phase stiffness is determined by computing the current-current correlation:

$$\rho_{sc} = -(KE_x - \Lambda_{xx}(0, \theta)),$$

where $KE_x$ is the kinetic-energy density associated with an $x$-oriented bond and $\Lambda_{xx}(q) = \sum_i J_0^3 e^{-iqr_i} (J_x(r_i, \tau)J_x(0, 0))$. In the projector QMC, we evaluate the ground-state expectation values of an observable according to $(\hat{O}) = \lim_{\theta \to \infty} \langle \psi_T | e^{-i\theta H} \psi_T \rangle / \langle \psi_T | e^{-2i\theta H} | \psi_T \rangle$, where $\theta$ is projective parameter and $| \psi_T \rangle$ is the trial wave function. In the calculation, we use $\theta = 100/t$ and have checked that this value is sufficiently large to ensure convergence. Due to the long autocorrelation time of quantum Monte Carlo at zero temperature, we run a 1000 independent Markov chains with 10000 space-time sweeps in the simulation, which is rather resource heavy. The results show that the superfluid phase stiffness is

$$\rho_{s, \text{flat band}} = 0.126 \pm 0.004$$

in the model with flat band dispersion, and

$$\rho_{s, \text{no flat band}} = 0.231 \pm 0.007$$

in the model without a flat dispersion. Therefore

$$\frac{\rho_{s, \text{flat band}}}{\rho_{s, \text{no flat band}}} \approx 0.55.$$

**IV. ARPES MEASUREMENTS**

The photoemission measurements are performed at BL5-4 at the Stanford Synchrotron Radiation Lightsource at SLAC National Laboratory. The photon energies used are 18.4 eV (at 8 meV combined instrument resolution) and 9 eV (at 3.5 meV combined instrument resolution) with the light polarization parallel to the Cu-O bond direction. A local heater that only heats up the small thermal mass on the flip stage is used to minimize out-gassing, while the radiation shield is kept largely between 1.9 and 2.5 Torr over the entire course of the experiment. Sample ageing is checked via two rounds of careful temperature cycles with ramping rate between 0.05-0.40 K/min (see Fig. S6). To maintain high fidelity of the measurements (Fig. S6), we interlace the entire measurement with more than 50 rounds of polycrystalline gold measurements to provide a finely straddled incident photon energy reference at an unprecedented accuracy for synchrotron measurements (Fig. S6). To maintain high fidelity of the Fermi-function division procedure so as to obtain reliable unoccupied state information, the detector non-linearity is first corrected with respect to a calibration between total photon flux and detector count rate done on a polycrystalline gold sample. A small resolution effect resulting from the Fermi-function division process is quantitatively analyzed in Fig. S7 which yields $\sim 2-3$ meV artificial spectral upshift in the present experimental condition.

![Graphical representation of temperature dependent Knight shift of $^{63}$Cu in Bi-2212 of doping (top) $p = 0.22$ and (bottom) $p = 0.23$. Note the stronger low-temperature uplift (ferromagnetic response) in $p = 0.23$ sample.](image-url)
FIG. 5: The scaled SC susceptibilities $\chi_{sc} L^{-1.75}$ as a function of temperature for linear system size $L = 10, 12, 14, 16$. The crossing point of the curves for different system sizes marks the SC transition temperature $T_c$. (a) Regular band structure: $T_c \approx \frac{2}{3} t$. (b) The partly flat band with shallow and flat dispersion in antinodal region: $T_c \approx \frac{t}{2}$. 

FIG. 6: Typical $(\pi,0)$ Fermi function divided EDCs before and after slow temperature cycles. (a) Temperature cycles before and after around 150 K. (b) Temperature cycles before and after around 10 K. (c) Temperature history of the measurements that produced (a) and (b). (d) Relative photon energy drift history over the course of the measurement on the $p = 0.22$ sample. Sample spectra collected between two closely monitored reference gold spectra are corrected according to the straddled Fermi level between the gold data.

V. PERSISTENT HOLE-LIKE FERMI SURFACE AND FLUCTUATING $d$-WAVE SUPERCONDUCTIVITY UP TO $p = 0.24$

Fluctuating superconductivity can be identified in even more heavily overdoped systems besides the $p = 0.22$ system. Figure S1 shows the resistivity, Meissner effect and heat capacity data in a $p = 0.24$ sample ($T_c = 51$ K). The Fermi surface is shown to remain hole-like

FIG. 7: Resolution effect in the restoration of states above $E_F$ via Fermi-function division. Top left: At the given temperature of 30 K, a simple Lorenztian peak (A, solid black line) becomes thermally populated (black shaded line) after product with a Fermi function (f). It is then convolved with the instrument resolution (R) and becomes the experimentally measured line spectrum (orange dashed line). Division of this experimentally measured spectrum by the convolution of Fermi function and the instrument resolution results in the restored spectrum (orange solid line). Due to the non-commutability of the division and convolution process, the restored spectrum is seen to have artificially upshifted in energy comparing to the original Lorenztian. Resolution (top right), peak energy (bottom left) and peak width (bottom right) dependence of the Fermi-function division induced peak upshift.
FIG. 8: Normal state Fermi surface and superconducting gap anisotropy in $p = 0.22$ and $p = 0.23$ Bi-2212. (a) From left to right: constant energy contour of the in-plane electronic structure at 15 meV below, on, and 15 meV above the chemical potential at 104 K. SS - BiO layer superstructure. AB - antibonding band. BB - bonding band. Red bars are the antibonding band dispersion separation at the BZ boundary. (b) Energy-momentum cut along the BZ boundary cut across $(\pi,0)$ taken with an energy resolution of 7 meV. Solid red line is the fitted dispersion. (c) Momentum dependence of the spectral gap along the antibonding band Fermi surface at different temperatures. Grey shade indicate half of the nominal energy resolution at 1.75 meV. (d) Symmetrized energy distribution curves (EDCs) as function of momentum at the corresponding temperatures in (c).

(Fig. S8(a)(b)), and a $d$-wave gap uniformly closes from the node to the antinode on the entire Fermi surface when warmed up to high temperature (Fig. S8(c)(d)). Note that an intact $d$-wave gap remains at the bulk superconducting $T_c$ (orange markers in (c)).

One potential complication of using surface sensitive techniques like ARPES or STM to study Bi-2212 is the low chemical stability of the oxygen atoms on the surface layer. Sometimes this can even be used to deliberately alter the hole concentration in the system\textsuperscript{24,39} An intrinsic validation of the absence of sample surface ageing is the presence of two temperature scales - in particular signature for bulk $T_c$ - in the temperature dependent spectra. Other than the rapid onset of the spectral coherence as demonstrated in Fig. 3 (for $p = 0.22$), one may also use more involved models to extract the single particle scattering rate across the superconducting transition\textsuperscript{65}. Figure 11 shows the extracted single-particle scattering rate exhibiting an artificial singularity at the bulk $T_c$ as the quasiparticle peaks merge from two to one due to rapid loss of coherence, consistent with both the simple Lorentzian or Gaussian fitting in the main text and previous reports in Bi-2212\textsuperscript{65}.

Additionally, such a singularity dictated by single particle coherence formation at the bulk transition $T_c$ is also observed in even more heavily hole-doped Bi-2212 at $p = 0.24$ (Fig. S10). It should also be noted that the clear existence of Fermi crossings at the BZ boundary directly rules out any Lifshitz transition from a hole- to electron-like Fermi surface at least till $p = 0.24$ in Bi-2212.

VI. GAP EXTRACTION AND SPECTRAL SIMULATION IN $p = 0.22$ SAMPLE

Fig. 11(a) shows the antinodal spectra of $p = 0.22$ sample over the full measured temperature range from 290 K to 10 K. With the wide temperature range in full display, the quasiparticle sharpening upon cooling becomes clear in both the raw Fermi divided spectra, and in the spectral intensity evolution on $E_F$ shown in Fig. 11(b). Moreover, the departure from the rising trend of the $E_F$ spectral intensity with cooling through $\sim 100$ K further highlights the fluctuating superconductivity region. With such coherent spectra, one can use very well defined single gaussian peak fit to extract the quasiparticle’s position, intensity and FWHM’s evolution throughout the entire temperature range measured (Fig. 11(c)-(e)). While the fitting tends to become unstable when two quasiparticle peaks merge into one especially near the antinodal $k_F$ between $T_c$ and $T_{gap}$, the spectral peak near $(\pi,0)$ remains at least $\sim 7$ meV below $E_F$ over the entire temperature range. The particle-hole mixing ratio here is at most $\frac{\Delta_{k+k_F}}{\Delta_{k-k_F}} \sim \frac{16+7}{16-7} \sim 23 : 9$, which is the maximum electron-to-hole peak intensity ratio at zero temperature. Even better, these two quasiparticle branches will be at the nearest 14 meV away from each other (at $T \sim T_{gap}$), further reducing the spectral intensity interference from the hole branch to the electron branch.
FIG. 10: Temperature dependent antinodal $k_F$ EDCs in $p = 0.24$ Bi-2212. (a)(b) EDCs taken at two symmetric $k_F$'s on the antibonding band with increasing temperature (from 20 K at the bottom to 98 K at the top). Peak fitting parameters for the quasiparticle - (c) position (d) height, and (e) width.

Given this intrinsically asymmetric - but still substantial - particle-hole mixing, the single-peak fitting at $(\pi,0)$ successfully mitigates the longstanding near-zero-gap fitting instability across $T_c$ and $T_{\text{gap}}$ in earlier cuprates gap studies. The much smoother $(\pi,0)$ fitting results (blue markers in Fig. S11(c)-(e)) can be used to more reliably extract the spectral peak position, intensity and width across $T_c$. Subsequently, the peak position with low fitting error at $(\pi,0)$ can provide a better measure of the superconducting gap across $T_c$ and $T_{\text{gap}}$ than the direct EDC fitting at $k_F$ via the subtraction of quadrature relation: $\Delta(\pi,0) = \sqrt{E_{\pi,0}^2 - \sigma_{\pi,0}^2}$ (shown in Fig. 3(c)).

In fact, one may use only a simple $d$-wave BCS gap (Fig. S12(c)) and the experimentally fitted quasiparticle linewidth (Fig. S12(d)) to approximate the temperature dependent EDCs at both antinodal $k_F$ and $(\pi,0)$ (Fig. S12(a) and (b)), via:

$$A(k_{F,AN},\omega) = \frac{1}{2\sqrt{2\pi\sigma(T)}} \left(e^{-\frac{(\omega+\Delta_{AN}(T))^2}{2\sigma^2(T)}} + e^{-\frac{(\omega-\Delta_{AN}(T))^2}{2\sigma^2(T)}}\right)$$

$$A(k_{(\pi,0)},\omega) = \frac{1}{2\sqrt{\pi\sigma(T)}} \left(\frac{E_{(\pi,0)}(T) + \epsilon_{(\pi,0)}(T)}{2E_{(\pi,0)}(T)} e^{-\frac{(\omega-E_{(\pi,0)}(T))^2}{2\sigma^2(T)}} \right. + \left. \frac{E_{(\pi,0)}(T) - \epsilon_{(\pi,0)}(T)}{2E_{(\pi,0)}(T)} e^{-\frac{(\omega-E_{(\pi,0)}(T))^2}{2\sigma^2(T)}}\right)$$

(1)

where

$$\Delta(T) \approx \Delta(0) \tanh \left[\frac{\Delta(T)^2}{\Delta(T)^2_{FS}(T_c - 1)}\right]$$

$$E_{(\pi,0)}(T) = \sqrt{\Delta(T)^2 + \epsilon_{(\pi,0)}(T)^2}$$

$$\epsilon_{(\pi,0)}(T) = -0.0069 + 7.07 \times 10^{-6} \times T$$

$$\sigma(T) = \frac{1}{1.665} \left[0.018 + 5.56 \times 10^{-7} \times T^2 + 0.010 \times \left(1 + \tanh\left(\frac{T - 60}{12}\right)\right)\right]$$

(2)

and $\sigma(T)$ and $\epsilon(T)$ are experimentally fitted quasiparticle linewidth and normal state van Hove point energy (red dashed line in Fig. 11(c)) respectively. The interpolated BCS gap formula is taken from Devereaux et al.\cite{16}, where $\Delta_{k}(T)^2_{FS} \sim 0.562 \Delta(T)^2$ is the Fermi surface averaged $d$-wave superconducting gap squared, with the band structure taken as the tight binding band used in Fig. 3(b). The zero temperature gap $\Delta(0)$ is set at 16 meV, and $T_c$ is set at $\frac{2\Delta(0)}{\pi} = 87$ K.

The simulated spectra can then be fitted with the same fitting method described above to identify the relevant temperature features and their parameter-based origin. Figure S12(c)(e)(f)(g)(h) should be compared with Fig. 11(c)(d)(e)(f) respectively. The excellent agreement between the two fitting results - including the same fitting instability originated from the broad near-zero-energy peaks in the antinodal $k_F$ EDCs near $T_{\text{gap}}$ - quantitatively confirms the gap opening temperature to be ~ 20 K higher than the bulk $T_c$.

The spectral evolution of this fluctuating superconducting gap is also substantially different from that in the pseudogap region in optimally and underdoped cuprates. Figure S11(f)(g)(h)(i) show the same quantities discussed in Fig. 3(c), Fig. S11(d)(e)(f) respectively, but derived near the antinode in an optimally doped Bi-2212 ($T_c = 98$ K). Comparing to the fluctuating superconducting gap demonstrated here in overdoped Bi-2212, the “pseudogap” region in optimally doped sample is characterized by spectral gap larger than the superconducting gap, an order of magnitude larger spectral width (to an extent to destroy the quasiparticle all together), decreasing spectral peak intensity and zero-energy spectral weight with cooling.
FIG. 11: Full temperature dependent antinodal spectra for \( p = 0.22 \) sample (\( T_c = 66 \) K). (a) All temperature dependent EDCs at the antinodal \( k_F \) and \( (\pi,0) \) (10 K to 290 K) are normalized to the intensity at -0.4 eV binding energy. (b) Temperature dependent spectral weight at \( E_F \) at two antinodal momenta from 10 K to 290 K. Red line is the NMR measured \(^{63}\text{Cu}\) Knight shift. (c)-(e) Single peak gaussian fitting results for the quasiparticle peak in (a) between -20 meV and +1 meV binding energy. Colored number in (d) is the offset for the curve to improve visual clarity. Antinodal spectral (f) peak energy position, (g) maximum intensity, (h) peak or hump width, (i) weight on \( E_F \) in an optimally doped Bi-2212. The optimally doped Bi-2212 data is taken from Hashimoto et al.\(^{38}\).

VII. TEMPERATURE DEPENDENT HIGH STATS SPECTRA IN \( p = 0.22 \) SAMPLE

Figure S13 shows the raw stacked antinodal EDCs after Fermi function division from 10 K to 145 K in overdoped Bi-2212 (\( p = 0.22 \), \( T_c = 65 \) K). The equal particle-hole mixing in the fluctuating region is clearly demonstrated from (b) to (e), contrasting the featureless broad spectra (on the order of hundreds of meV) that are usually considered one of the defining characters of the pseudogap.\(^{14}\)

VIII. PARTICLE-HOLE SYMMETRY IN OVERDOPED BI-2212

Other than directly observing the Bogoliubov quasiparticle dispersion of both the lower and upper branches, other indirect measures were also used in the literature to address the particle-hole symmetry of an energy gap. The first is through the examination of the Fermi function divided energy spectra at the single momentum - normal state \( k_F \). It can be seen from Fig. 11(a) that the Fermi function divided EDCs agree with the symmetrized EDCs rather well, with the spectral gap minimum within 2 meV of the Fermi energy. This also emphasizes the importance of using Fermi function divided spectra, rather than symmetrized EDCs, to extract temperature dependence of energy gaps.\(^{14}\) This is because when an energy gap no longer centers at the Fermi energy, symmetrization will incorrectly enforce particle-hole symmetry, and lead to artificially premature gap closure (gap center above \( E_F \)) or persistent gap (gap center below \( E_F \)).

When the unoccupied side of the spectra are difficult to obtain due to either lack of statistics or extremely low thermal population, one may also define a quantitative measure of particle-hole symmetry breaking along the momentum axis by the momentum shift \( \Delta|k_F| = |k_F - k_G| \), where \( k_F \) is the Fermi momenta and \( k_G \) is the gap back-bending momentum defined by the quasiparticle dispersion on the occupied side. Figure S14(b) plots the antinodal BZ boundary dispersion of an overdoped Bi-2212 (\( p = 0.24 \), \( T_c = 49 \) K) at various temperatures. It is clearly seen that \( k_F \) and \( k_G \) align over the temperature range probed. Comparing to the pseudogapped state in Bi-2201,\(^{13}\) the particle-hole symmetry is restored in sufficiently overdoped Bi-2212.
FIG. 13: Raw temperature dependent Fermi function divided EDCs along the antinodal BZ boundary in overdoped Bi-2212 (p = 0.22, $T_c = 65$ K). Red - normal state. Green - fluctuating temperature region. Blue - superconducting state. Colored lines highlights the EDCs at Fermi momenta.

IX. SUPERCONDUCTING SPECTRAL FUNCTION

To quantify the particle-hole mixing near the antinodal region, we use the following relations for the superconducting state spectral function:

$$ A_{k,\omega} = u_k^2 A^{\text{particle}}_{k,\omega} + v_k^2 A^{\text{hole}}_{k,\omega} $$  \hspace{1cm} (3)

where $u_k^2$ ($v_k^2$) are the probability amplitudes for the Bogoliubov quasiparticle to be a particle (hole), $A^{\text{particle}}_{k,\omega}$ and $A^{\text{hole}}_{k,\omega}$ are the particle and hole parts of the superconducting spectral function. At any given momentum, the intensity ratio between the lower and upper Bogoliubov branches is $u_k^2/v_k^2$. This provides an independent experimental measure of $u_k^2/v_k^2$ besides those inferred from the quasiparticle dispersion (Fig. S15) via:

$$ u_k^2 : v_k^2 = \frac{1}{2} \left( 1 \pm \frac{\epsilon_k}{\sqrt{\epsilon_k^2 + \Delta_k^2}} \right) $$  \hspace{1cm} (4)

The measured spectral intensity will still be modulated by a superimposing dipole-transition matrix element $|M(k)|^2$, which will be normalized out in Fig. S15.
FIG. 14: Particle-hole symmetry of the antinodal spectral gap in overdoped Bi-2212. (a) Temperature dependent EDCs at the antinodal $k_F$ in $p = 0.23$ Bi-2212. Left: symmetrized EDCs. Right: Fermi function divided EDCs. Temperature step between each vertically offset curve is 10 K. (b) Fitted antinodal dispersion along the BZ boundary in $p = 0.24$ Bi-2212 for various temperatures. The slight distortion in the center is due to a weak superstructure band contamination. Red dash denotes the alignment between the superconducting state quasiparticle dispersion back-bending momenta $k_G$ and the normal state Fermi momenta $k_F$.

FIG. 15: Extraction of $u_k^2$ and $v_k^2$ near the antinode at (a)-(c) 73 K and (d)-(f) 68 K. (a)(d) Gaussian fitted dispersions for both the upper (blue) and lower (red) branches of Bogoliubov quasiparticles. Grey curve is the normal state dispersion fitted at 100 K. (b)(e) Corresponding quasiparticle spectral intensities for the upper (blue) and lower (red) branches. Grey line is the sum of the red and blue curves, representing the matrix element effect induced momentum dependence in the intensity distribution. (c)(f) $u_k^2$ (red) and $v_k^2$ (blue) derived from the fitted intensity (line) and dispersion (circle) of the lower and upper branches. The grey curves in (b)(e) are used as the normalization factor to obtain the blue and red lines in (c) and (f) in order to satisfy $u_k^2 + v_k^2 = 1$. 