Reducing human health impacts from power sector emissions with redispatch and energy storage
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Abstract
Emissions from the power sector significantly contribute to ambient air pollution and its associated adverse human health impacts. In this study, we explore how to cost-effectively reduce health impacts due to fine particulate matter (PM$_{2.5}$) attributable to power plant emissions by internalizing real-time health costs in plant dispatch decisions and re-optimizing the unit commitment and economic dispatch in light of these impacts. We show that internalizing the time- and location-varying health damage costs into power system operational decisions can reduce 61%–97% of adverse health impacts through decreases in coal generation and strategic shifts in the location and timing of pollutant releases. We also find that adding energy storage to the grid can mitigate health impacts by reducing wind power curtailment. Our findings demonstrate the need to consider temporal and spatial heterogeneity when determining the social cost of emissions.

1. Introduction
Air pollution is the fifth largest risk factor for global mortality, resulting in nearly 5 million deaths and 150 million years of healthy life lost annually [1]. The negative health effects associated with major indicators of air pollution, PM$_{2.5}$ and ground-level ozone, include cardiovascular disease, chronic respiratory disease, and respiratory infections [2, 3]. Ambient PM$_{2.5}$ exposure is estimated to have contributed to nearly 3 million premature deaths in 2017 [1]. In addition, PM$_{2.5}$ exposure has been associated with an average life expectancy reduction of 1 year worldwide [4]. Despite lower levels of exposure compared to developing countries, the United States still experiences significant adverse health impacts from PM$_{2.5}$, causing more than 85 000 deaths annually and making it the environmental risk factor with the largest burden of disease [5].

Emissions from the power sector are among the largest contributors to ambient PM$_{2.5}$ [6]. More than 20 000 annual premature deaths in the US have been estimated to be caused by power plant emissions, driven by secondary PM$_{2.5}$ [7]. As an important source of sulfur dioxide (SO$_2$) and nitrogen oxides (NO$_x$), power plants account for over 65% of ambient PM$_{2.5}$ sulfate and 30% of ambient PM$_{2.5}$ nitrate in Eastern US [8]. Thus, reducing emissions from the production of electricity, predominately due to the combustion of fossil fuels, would decrease secondary PM$_{2.5}$ formation and its associated health impacts, which is critical to environmental sustainability. The formation of secondary PM$_{2.5}$, however, is determined by atmospheric conditions, which differ greatly by time and location. Variations in temperature, wind, precipitation, absolute humidity, and mixing height influence PM$_{2.5}$ formation, transport, and, ultimately, ground-level concentrations [9, 10]. Different emission rates of SO$_2$ and NO$_x$ and power plant locations make the health impacts associated with their electricity generation vary greatly [11, 12]. Therefore, strategies to mitigate the adverse health impacts must consider atmospheric processes and power plant characteristics.

In this study, we develop a novel approach to demonstrate the potential to shift the time and location of these emissions through redispatch of existing power plants or deploying grid-scale energy storage in a manner that decreases PM$_{2.5}$ concentration and provides significant human health benefits. Several previous studies
have integrated air quality and power system models. Kerl et al demonstrated the potential to reduce health impacts by applying the community multiscale air quality (CMAQ) modeling system with the decoupled direct method (DDM) to a power system operational model [13]. If scaled-up to a regional level to match power system operations, however, the approach would be limited by the computational cost required to analyze the emissions from hundreds of electric generating units (EGUs) in a day-ahead power market. Other studies have taken advantage of reduced-complexity air quality models (RCMs) such as the Estimating Air pollution Social Impact Using Regression (EASIUR) model [14] and the Intervention Model for Air Pollution (InMAP) [15] to quantify the health impacts caused by a power system, but these efforts lack variation at fine temporal resolution due to the inherent limitations of reduced-form models. Through the development of the Air Pollution Emission Experiments and Policy (APEEP) model, Muller and Mendelsohn linked point source air emissions to damages, with the most significant costs resulting from human health impacts [16]. However, APEEP does not capture the temporal variation of air pollution formation and transport. McDonald-Buller et al suggested dynamic management of NOx and SO2 emissions but the emission prices are only differentiated for high ozone days [17]. Couzo et al proved that dynamic management of electricity generation was cost-effective in ozone reductions using three sensitivity techniques (brute force, DDM, and higher-order DDM), though this work solely focuses on a single high ozone episode [18].

Our study is the first to consider real-time health impacts caused by electricity generation at individual EGU level for an entire independent system operator. We reformulate a unit commitment and economic dispatch model with the addition of energy storage, with the goal of cost-effectively reducing these harms. We demonstrate the value of this approach on a realistic system: the independent system operator in Texas (ERCOT), which has a mix of coal, natural gas, and nuclear power plants and variable renewables (in particular, wind power), while providing suitable data availability and limited transmission interconnection to other regions. In addition, Texas has been a leading state in SO2 and NOx emissions from power sector for years [19]. We first use a dispersion model with simplified chemistry to quantify the marginal health impacts that would be attributable to secondary PM2.5 formed by SO2 and NOx emissions from every EGU in the power system the day before determining their operation. We then monetize these impacts based on an epidemiologically derived health impact function and the US Environmental Protection Agency’s recommended value of a statistical life (VSL), and internalize them into power plant dispatch decisions as part of the variable cost of electricity generation. Next, we optimize the power system operation with these costs internalized via the unit commitment and economic dispatch model in a day-ahead market to determine plant commitment and operation. In the presence of high spatial and temporal variation in the damages associated with power plant emissions, our approach identifies prime opportunities to reduce adverse human health impacts at a modest cost. By internalizing the adverse human health impacts and minimizing operational costs, if deployed globally, this approach could help meet the sustainable development goal of ensuring access to affordable and clean energy [20].

2. Methods

2.1. Overview and data collection

Our power system model represents all individual EGUs with a capacity greater than 25 MW, which results in 185 natural gas units, 32 coal units, and 4 nuclear units across the ERCOT region. Characteristics of each fossil-fueled EGU needed in this model include fuel types, fuel prices, capacity, heat rates, stack information, and emission rates data. Fuel type, capacity, and stack information are obtained from the US Energy Information Administration (EIA) Form-860 [21]. Heat rates and emission data are determined using data obtained from the Air Markets Program Data (AMPD) [22]. The emission rate (g MWh–1) is calculated for each generator based on the hourly emission data collected by AMPD. The location and capacity of wind turbines are from US wind turbine database [23] and hourly wind generation is from ERCOT [24]. The power system operational costs (except for health damage costs described below) include fossil fuel costs calculated from EIA Form-923 [25], variable operational and maintenance (O & M) costs [26], and start-up costs [27]. We deploy a zonal approach to capture the impacts of transmission constraints, relying on data from the US National Renewable Energy Laboratory (NREL) Regional Energy Deployment System Model (ReEDS) to define seven balancing zones (BZs) and their associated transmission line limits [28] (supplementary figure 1 and table 1 (https://stacks.iop.org/ERIS/1/025009/mmedia)). The system demand is acquired from ERCOT [29] and adjusted to conform to the BZ geographic boundaries by scaling based on the population. We run the Weather Research and Forecasting model (WRF4.1) to obtain the meteorological input required by the air quality model, CALPUFF. The WRF domain (lat: 25°–41°N and long: 90°–110°W) covers Texas and five other states neighboring Texas, with a horizontal resolution of 12 km. The census tract-level population and mortality rate are from the Center for Disease Control and Prevention Wide-ranging ONLine Data for Epidemiologic Research (CDC WONDER) dataset [30].
2.2. Marginal health impacts estimation

We estimate hourly marginal health damage costs for 217 fossil fuel-fired EGUs across the ERCOT region. All the EGUs modeled are located in Texas and each generator is assigned its own domain (approximately 800 km by 800 km, with the generator at the center) with a resolution of 3 km by 3 km to determine the health impacts caused by that generator (supplementary figure 1). A sensitivity analysis on the domain size indicates that the domain can capture most downwind exposure (supplementary table 2). CALPUFF (version 7), an advanced, integrated Lagrangian puff modeling system for the simulation of atmospheric pollution dispersion [31], is used to simulate the hourly change in ground-level secondary PM$_{2.5}$ concentration associated with sulfate and nitrate particles exclusively attributable to emissions (SO$_2$ and NO$_x$) from the power system. To include chemical transformations, the updated RIVAD scheme is selected in CALPUFF. CALPUFF uses hourly emission rates (g s$^{-1}$) calculated from the EGU emission rate (g MWh$^{-1}$) and the associated hourly electricity generation as an input to estimate the increase in secondary PM$_{2.5}$ after the release of pollutants. A monthly NH$_3$ background concentration of 2.5 ppb is used in CALPUFF [32].

After determining the resultant changes in ambient PM$_{2.5}$, we use a log-linear concentration-response function with a relative risk of 1.06 for all cause mortality [33] and an assumed value of a statistical life [34] to monetize the associated health impacts. Premature mortality has been found to account for the vast majority of the health damages associated with ambient PM$_{2.5}$ [35–38]. The concentration-response function and value of relative risk are derived from analyses based in the United States and have been used extensively in studies in quantifying the health impacts of PM$_{2.5}$ [39–41]. Health impacts are quantified for emissions from each EGU, emitted in each hour. To do this, CALPUFF is run using each hour’s SO$_2$ and NO$_x$ emissions as the input, and secondary PM$_{2.5}$ concentration is simulated for the following 48 h, which captures most of the air pollution increase (supplementary figure 2). Then, 48 h impacts are estimated by applying the concentration-response function and summing the impacts of each hour’s emissions across this time horizon. The two-day window is necessary to capture the time required for SO$_2$ and NO$_x$ to form particles and reach to the ground. Equations (1)–(3) are constructed to estimate the hourly marginal health damage costs ($/MW h$) for each EGU ($H_{j,h}$).

For each EGU, emissions (g s$^{-1}$) for each hour are determined by the hourly electricity generation. Thus, we run CALPUFF and calculate health impacts several times for every EGU’s one-hour emissions using various emission rates corresponding to different electricity generations within the EGU’s operational range. Then, a linear regression (with monetized health damage, $y$, as the dependent variable and electricity generation, $x$, as the independent variable) is performed to calculate the real-time marginal health damage cost ($H_{j,h}$ in $$/MW h$$) for that specific EGU $j$ at that specific hour $h$. To evaluate heterogeneities in a year, we examine 12 days, namely the first Monday of each month in 2015. Supplementary figure 5 shows that the 12 days selected can represent the range of annual variability in meteorology.

\[
\triangle y_{j,m,h} = y_0 \times \left(1 - \exp \left(-\frac{\ln RR}{10} \times \triangle c_{j,m,h}\right)\right) \tag{1}
\]

\[
\triangle HD_{j,h} = VSL \times \sum_{m=1}^{m=48} \triangle y_{j,m,h} \tag{2}
\]

\[
\triangle HD_{j,h} = f(z_{j,h}) = H_{j,h} \times z_{j,h} + c_{j,h}. \tag{3}
\]

Where,

- $\triangle y_{j,m,h}$: hourly mortality risk change due to the change in PM$_{2.5}$ concentration $m$ hours after SO$_2$ and NO$_x$ are emitted from EGU $j$ in hour $h$ (deaths)
- $\triangle c_{j,m,h}$: hourly average PM$_{2.5}$ concentration attributable to the power system emissions $m$ hours after SO$_2$ and NO$_x$ are emitted from EGU $j$ in hour $h$ ($\mu g/m^3$)
- $\triangle HD_{j,h}$: monetized total health damages due to SO$_2$ and NO$_x$ emissions from EGU $j$ in hour $h$ ($$/ hour$
- $y_0$: hourly baseline all-cause mortality incidence rate (deaths)
- $RR$: relative risk of all-cause mortality for a 10 $\mu g$ m$^{-3}$ increase in PM$_{2.5}$ concentrations, $RR = 1.06$
- $VSL$: value of a statistical life, $9.0$ million (2015 USD)
- $H_{j,h}$: marginal health damage costs of EGU $j$ at hour $h$ ($$/MW h$$)
- $z_{j,h}$: electricity generated by EGU $j$ at hour $h$ (MW h)
- $c_{j,h}$: intercept value of the regression function for EGU $j$ at hour $h$ ($$/hour$$)
2.3. Unit commitment and economic dispatch model

We develop a standard unit commitment and economic dispatch (UC/ED) model to determine the commitment of EGUs and their hourly dispatch. It is formulated and solved as a mixed-integer linear programming (MILP) problem.

Indices used in formulations:

- \( J \): set of all EGUs in ERCOT
- \( H \): set of hours
- \( K/I \): set of balancing zones (BZs) in ERCOT

Parameters:

- \( F_j \): fuel cost for unit \( j \) ($/MW h)
- \( R_j \): variable O & M cost for unit \( j \) ($/MW h)
- \( H_{j,h} \): marginal health damage costs of EGU \( j \) at hour \( h \) ($/MW h)
- \( T_j \): start-up costs of EGU \( j \) ($/start)
- \( s_{k,h} \): electricity from the energy storage located at BZ \( k \) at hour \( h \) (MW h)
- \( d_{k,h} \): energy demand in BZ \( k \) at hour \( h \) (MW h)
- \( SOC_{k,h} \): state of charge of the energy storage located at BZ \( k \) at hour \( h \) (MW h)
- \( ch_{k,h} \): amount of electricity charged by the energy storage located at BZ \( k \) at hour \( h \) (MW h)
- \( dis_{k,h} \): amount of electricity discharged from the energy storage located at BZ \( k \) at hour \( h \) (MW h)
- \( \eta_{ch/dis} \): charging and discharging efficiency of the energy storage (%)
- \( \mu_j \): ramping rates of EGU \( j \) (% of nameplate capacity)
- \( N_j \): nameplate capacity of EGU \( j \) (MW)
- \( DT_k \): duration of the energy storage located at BZ \( k \) (hours)
- \( E_k \): energy storage capacity located at BZ \( k \) (MW h)
- \( \tau_j \): minimum capacity requirement for EGU \( j \) (% of nameplate capacity)
- \( Pi_{i,k,h} \): energy flow from BZ \( i \) to BZ \( k \) at hour \( h \) (MW h)
- \( TC_{i,k} \): capacity of transmission line from BZ \( i \) to BZ \( k \) (MW)

Decision variables:

- \( z_{j,h} \): electricity generated by EGU \( j \) at hour \( h \) (MW h)
- \( v_{j,h} \): binary startup variable for EGU \( j \) in hour \( h \) (1 or 0)
- \( u_{j,h} \): binary unit commitment variable for EGU \( j \) in hour \( h \) (1 or 0)
- \( w_{j,h} \): binary shutdown variable for EGU \( j \) in hour \( h \) (1 or 0)

Because health damage costs are treated as linear to the electricity generation, they can be internalized into the UC/ED model as part of the variable system costs. Therefore, the objective of this model is to minimize total costs, inclusive of health damage costs and electricity generation costs (equation (4)). When not considering health impacts, \( H_{j,h} \) is removed from the objective function and the model will only minimize the electricity generation costs. The difference in the unit commitment and generator dispatch leads to differences in emissions and health impacts.

\[
\min \sum_{h=1}^{H} \sum_{j=1}^{J} [(F_j + R_j + H_{j,h}) \times z_{j,h} + T_j \times v_{j,h}].
\] (4)

The model includes most essential real-world constraints in a power system: ramping limitations, operational range, and minimum uptime or downtime are set for all EGUs in the system.

Unit commitment constraints

All variables in the unit commitment constraints are binary variables. The relationships for the startup, shutdown, and unit commitment binary variables can be defined and linearized as the following equations (equations (5)–(11)) [13]. We assume it takes 4 h for coal-fired EGUs to be turned on or off [42], which means that a coal-fired EGU can operate functionally 4 h after it is turned on and it cannot be turned on again within 4 h from the moment it is turned off. However, there are no such limitations for natural gas-fired EGUs. For natural gas EGUs:

\[
v_{j,h} - w_{j,h} = u_{j,h} - u_{j,h-1}
\] (5)

\[
v_{j,h} \leq u_{j,h}
\] (6)
For coal-fired EGUs:

\[ v_{j,h-4} - w_{j,h} = u_{j,h} - u_{j,h-1} \]  
\[ v_{j,h-4} \leq u_{j,h} \]  
\[ w_{j,h-4} \leq 1 - u_{j,h} \]  

During coal-fired EGUs’ startup process:

\[ v_{j,h-m} \leq 1 - u_{j,h} \quad (m = 0, 1, 2, 3). \]  

During coal-fired EGUs’ shutdown process:

\[ w_{j,h-m} \leq 1 - u_{j,h} \quad (m = 0, 1, 2, 3). \]  

**Balance between load and generation**

The fundamental constraint in a UC/ED model is the balance between the supply and demand in the grid. In BZ\(_k\), the energy generation from EGUs located at BZ\(_k\), energy consumption, and energy flow have to be balanced as equation (13). EGU\(_j\) is located at BZ\(_k\).

\[ s_{k,h} + \sum_j u_{j,h} \times z_{j,h} + \sum_{i \neq k} f_{i,k,h} - \sum_{i \neq k} f_{i,k,h} = d_{k,h} \]  

**Constraints on energy storage**

Electricity energy loss occurs during the charging and discharging processes for energy storage and a round-trip efficiency of 90% can be achieved for lithium-ion batteries [43]. We assume that the one-way charging or discharging efficiency of the energy storage is 95%. In addition, the state of charge for batteries needs to be maintained within the allowable range. We assume that the charge and discharge duration of the energy storage is 4 h at its rated capacity. To explore the impacts of using energy storage, we assume one energy storage device in each BZ.

\[ \text{SOC}_{k,h} = \text{SOC}_{k,h-1} + \text{ch}_{k,h} \times \eta_{ch} - \frac{\text{dis}_{k,h}}{\eta_{dis}} \]  
\[ \frac{\text{ch}}{\text{dis}_{k,h}} \leq \frac{E_k}{DT_k} \times 1 \text{ h}. \]  

**Ramping constraints**

Due to the flexibility of natural gas turbines within our one-hour time interval, we assume ramping constraints are only binding for coal-fired EGUs. For coal units, we assume a ramping rate of up to 33% per hour of their rated capacity [44]. This means that the maximum increase or reduction in output per hour for a 100 MW coal-fired EGU is 33 MW.

\[ z_{j,h} - z_{j,h-1} \leq \mu_j \times N_j \]  
\[ z_{j,h-1} - z_{j,h} \leq \mu_j \times N_j. \]  

**Operational range constraints**

Each EGU cannot exceed its available capacity. In addition, once committed, fossil-fueled power plants must maintain a minimum generation level. Here, an operational range of 40%–100% of the capacity is used for coal-fired EGUs, and a range of 25%–100% is used for natural gas-fired EGUs, consistent with ranges used in other studies [42, 45].

\[ z_{j,h} \leq u_{j,h} \times N_j \times 1 \text{ h} \]  
\[ z_{j,h} \geq \tau_j \times u_{j,h} \times N_j \times 1 \text{ h} \]  

**Minimum uptime and downtime constraints**

We assume that coal-fired EGUs also have to meet the minimum uptime and downtime requirements. Once committed, these EGUs must generate for at least 8 h [46]. In summary, here coal-fired EGUs need 4 h of preparation to start, at least eight working hours once committed and 4 h to power off. Therefore, coal-fired units need a minimum of 16 h to complete a cycle.

\[ v_{j,h-m} \leq u_{j,h} \quad (m = 5, 6, 7, 8, 9, 10, 11). \]
Transmission constraints

We construct the transmission network and set the capacity limitation between BAs based on the approach deployed in NREL’s ReEDS model [28]. Considering well-developed networks in each BZ, we assume there are no transmission limitations within them.

\[
f_{i,k,b} \leq TC_{i,k}. \tag{21}
\]

3. Results

3.1. Health damage costs from coal and natural gas generation

The health damage cost varies greatly across generators and the time of generation. Figure 1(a) shows the diurnal pattern in the distribution of health damages at the unit level for coal- and natural gas-fired EGUs. For many coal generators, the health damage cost far exceeds their operational cost. Despite the variability caused by meteorology and the location of population centers, in general, these damage costs are higher during the day and lower at night because the formation of PM$_{2.5}$ is affected by atmospheric variables, such as sunlight and mixing layer height. The primary oxidizer of SO$_2$ and NO$_x$, hydroxyl radicals, is produced from the photolysis of ozone and thus emissions released at night do not lead to formation of PM immediately. Additionally, the mixing height is higher during the day (figure 1(b)), creating a larger available volume for the dispersion of pollutants [47]. The emergence of sunlight and low mixing layer height contributes to the increase in damage costs during the early morning. Higher mixing layer height and the subsequent sunset drive the decrease later in the day.

We do not observe an evident seasonal pattern in the distribution of marginal health damages based on our selected days, which include one day for each month, but damage costs vary significantly across these days (figures 1(b) and (c)). We compare the damage costs to the meteorological conditions on day 1, day 3, and day 7 which have medium, high, and low health damage costs, respectively. We observe that the average mixing height over the domain is highest on day 7 and lowest on day 3, running counter to the damage costs on those two days (figure 1(c)). Most smokestacks remain below the mixing height and pollutants trapped in a thinner layer lead to higher surface concentration. In addition to the mixing layer, low wind speeds may also contribute to the high health damage costs on day 3. Wind speed below the mixing layer top is low (figure 1(d)) and its direction changes frequently on day 3 (supplementary figure 4), making PM$_{2.5}$ stagnate in regions with high
population for longer, resulting in higher health damage costs. We expect larger marginal health damage costs when mixing height and wind speed are lower, and when wind direction changes frequently.

With high SO\textsubscript{2} emission rates, coal-fired EGUs have higher damage costs than natural gas-fired EGUs. In extreme cases, the damages from coal-fired generators can reach $1000 per MW h, becoming the dominant contributor to generation cost when these externalities are considered. EGUs with the largest health damage costs, however, are not always those with the highest emission rates; often, EGUs with the largest damage costs are those in close proximity to large population centers in Texas (i.e., Austin, Dallas, Houston, and San Antonio). For example, supplementary figure 3 compares the marginal health damage costs of two EGUs with similar emission rates. The costs of one EGU are much higher because of its proximity to a population center (Austin) whereas the other is located in a more remote area with low population density. Despite having considerably lower emissions rates, the health impacts of natural gas-fired EGUs are not insignificant at all hours. For example, the marginal health damage cost of gas-fired EGUs in Decker Creek (shown in supplementary figure 3) is greater than $100 per MW h on day 12, making this natural gas facility a more expensive choice when taking health impacts into account.

Perhaps counterintuitively, we observe EGUs with negative marginal health damage costs. This can be driven by the exit temperature and velocity of emissions from the stack. Based on the data collected by continuous emission monitoring systems (CEMS), increasing generation usually leads to higher exit temperatures and velocities, which can in turn lead to higher plume rise. At higher altitudes, emitted pollutants can travel and disperse further in the atmosphere before reaching the ground, resulting in the potential for lower health impacts.

### 3.2. Mitigating health impacts through generator redispatch

In table 1, we present the resulting system-wide changes in emissions, health impacts, operational costs, and the benefit/cost ratio after internalizing health damages. By internalizing the marginal health damage cost to power system operation, we reduce several 100 tons of emissions per day across the system, decreasing health impacts by millions of dollars, mainly driven by the reduction of SO\textsubscript{2} emissions. On most of the selected days, the internalization of health damage costs reduces these adverse impacts by over 85%, while increasing the operational costs by less than 5%. Across the 12 days examined, the decrease in health damages exceeds the increase in operational costs by a factor greater than 20. Although the operational costs increase by over 8% on day 3, we find the highest benefit/cost ratio on that day due to high avoided health impacts. Lower reductions on day 7 and day 12 are related to the originally low health impacts prior to the internalization of damages.

These health benefits are achieved by increasing electricity generation at slightly more expensive but much cleaner EGUs based on a dynamic calculation of real-time health impacts. As shown in figure 2(a), electricity generation from most coal-fired EGUs is reduced, while selected natural gas plants increase their output. This results in a net reduction of SO\textsubscript{2} emissions (figure 2(b)) and, to a lesser extent NO\textsubscript{X} emissions (supplementary figure 8), yielding system-wide reductions in adverse health impacts (figure 2(c)). Due to high SO\textsubscript{2} emissions, the percentage of electricity generated by coal is reduced by more than 60% on average (33%–89%) on the 12 days examined after the health damage internalization (supplementary figure 7). The only coal-fired power plant that increases its generation has a very low emissions rate relative to other coal-fired power plants and low population density downwind (figure 3).

While we find that emission reductions are consistently followed by a decrease in health impacts (table 1), it is not a simple linear relationship between them because of the variability in marginal health damage costs.
Figure 2. Spatial distribution of changes at the unit level after internalizing health damage costs. On day 3, (a) shows the electricity generation change, (b) shows SO$_2$ emission change, (c) shows monetized health impacts change, and (d) shows health impacts monetized by generation. The size of symbols represents electricity generation from each EGU before the internalization.

Figure 3. Comparison of PM$_{2.5}$ impacts for two coal-fired EGUs. Cumulative PM$_{2.5}$ concentration increase for 48 h after release caused by SO$_2$ and NO$_x$ emitted during day 3. Electricity generation of the EGU on the left increases and that of the EGU on the right decreases after internalizing health damage costs.

Figure 2(d) also shows how the health impacts normalized by generation of each EGU (daily average health damage costs, $/MW h$) vary significantly within ERCOT and EGUs with the greatest emission reductions do not necessarily yield the greatest reduction in health impacts. This finding undermines the use of a static value for the social cost of emissions ($/ton$ or $/MW h$) to quantify impacts associated with the power sector and demonstrates the importance of considering both temporal and spatial heterogeneity in the public health cost of emissions.

When we internalize health damage costs, we find that several EGUs with comparatively high emissions but low generating costs are turned off on most of the days examined. This suggests that, if we were to deploy this method in power system operations, these EGUs would likely be retired. The approach can prioritize the retirement of coal generation based on health impacts criteria.

While we only internalize the health damages from SO$_2$ and NO$_x$ emissions in our optimization, the redispatch of ERCOT power plants also yields significant reductions in greenhouse gas emissions. The shift in
electricity generation from coal to natural gas reduces daily average CO₂ emissions by 9% (3%–14%, supplementary table 5). Assuming a social cost of CO₂ at $41/ton for year 2015 (2015 USD, with a discount rate at 3%) [48], these benefits would total $2 million/day ($1–$3 million/day), equal to 14% (3%–105%) of the health benefits that realized through the reduction of SO₂ and NOₓ, although we do not include them in our model. Further, the social cost of CO₂ may be much higher when including the full economic impacts of climate change [49].

3.3. Mitigating health impacts with energy storage

As an emerging technology capable of increasing grid reliability and integrating more renewable energy, energy storage can shift both the time and location of power sector emissions based on its charging and discharging strategies [50]. Here, we add energy storage to the grid, still internalizing health damages and minimizing the system’s overall operational costs. This formulation allows for both the redispatch of generators and the strategic charging/discharging of energy storage to reduce adverse health impacts.

With the establishment of competitive renewable energy zones (CEREZ) that connect areas with abundant wind resources to highly populated regions of Texas, total annual wind generation in the state nearly doubled from 2015 to 2019 (an 88% increase) [51]. To explore the impact of renewable energy on the ability of energy storage to reduce health damages, we consider three wind penetration scenarios. The basic wind penetration scenario considers the penetration level in 2015. The second scenario considers the wind penetration level in 2019 (1.88 × 2015 wind). The third scenario considered a penetration level 50% higher than that in 2019 (1.5 × 2019 wind), following projections of installed wind capacity in 2025 [52]. We incorporate energy storage with four-hour duration and various capacities (100 MW/400 MW h, 250 MW/1000 MW h, 500 MW/2000 MW h, and 1250 MW/5000 MW h) in each of the seven balancing zones in the unit commitment and dispatch model, yielding a total of 700–8750 MW of storage across ERCOT, to represent a wide range of potential future investments.

As shown in table 2, energy storage can be deployed to reduce operational costs and health damages by providing more flexibility to the grid. However, the overall effect on the system’s operational costs is small, with reductions limited to 1.3% assuming the 2015 wind generation, despite the introduction of very large energy storage systems. This is due, in part, to current grid flexibility to redispatch electricity generation without significant additional cost and low natural gas prices relative to coal, which yield a small range of operational costs across Texas power plants and limit storage-enabled arbitrage opportunities. In addition, we observe modest potential to reduce health damages (6.5% under 2015 wind) using energy storage. Because the optimization is formulated to minimize total system costs, the redispatch of coal and natural gas plants greatly reduces health damages, limiting the opportunity for further reductions from energy storage. Assuming the average across the 12 days selected is representative of a year, the health impacts reduced by the addition of energy storage will exceed $20 million annually under the 2015 wind scenario if a total storage capacity of 8750 MW is installed in ERCOT. In addition, energy storage cannot use a large fraction of the wind or solar energy lost due to limited renewable curtailment in the system under the 2015 wind scenario where wind generation only accounts for 11% of total electricity generation. However, with higher wind penetration, energy storage can reduce a greater share of the health damages and operational costs, and reduces 5 GW h of curtailment per day under the 1.5 × 2019 wind scenario, where 27% of total generation is from wind. Due to the transmission capacity limit between the western Texas where wind potential is high and the eastern Texas where electricity demand is high, most curtailment occurs in the western Texas and the addition of energy storage cannot reduce it significantly (supplementary table 6).

As more renewable energy is added to the grid, the health impacts can be reduced without energy storage by the increase in non-emitting energy sources [53]. Supplementary figure 9 shows that the health impacts reduced by energy storage do not rise with increasing wind penetration on all selected days. However, energy storage still helps reduce health impacts further under the 1.5 × 2019 Wind scenario for the 12 selected days due to more clean energy integrated to the grid.

Figure 4 compares the health impacts reduced by energy storage under different combinations of the wind penetration and four selected energy storage capacities across the 12 days selected. Reductions in health impacts
are normalized by the energy storage capacity (MW) installed in the power system. Here we observe a wide range in the health damage reductions from the deployment of energy storage. We also see instances of net increases in health damages (as indicated by negative values). Since the objective of this model is to minimize the overall system-wide costs, such cases can be caused by the use of storage to reduce operational costs at the expense of increasing health damages (supplementary figure 11). In all cases, the operation of energy storage reduces total system costs, inclusive of operational costs and health damages. This finding is consistent with previous studies that show the potential for energy storage to increase emissions [54, 55]. In addition, there is energy loss associated with the charging and discharging process, which yields a need for additional generation and emissions.

We also observe high values in the range of health damage reductions attributable to storage. These results show that there is a subset of days in which strategically charging and discharging energy storage can yield large health benefits by avoiding generating electricity at extremely high marginal costs. Because such instances are limited, these results suggest that mitigating adverse health impacts could be a secondary application for storage devices whose primary purpose is different grid service (e.g., frequency regulation). This attractive secondary approach is sometimes called 'stacked services'. Additionally, due to generally higher health damage costs during the morning, energy storage tends to be charged before sunrise and in the afternoon and then injects the electricity back to the grid in the morning and evening when those costs are higher (supplementary figure 12). This charging pattern may help reduce the grid’s peak load, displacing a need for generating capacity.

4. Conclusions and discussions

When internalizing marginal health damage costs at the unit level into the power system operation, we estimate that the reduction in adverse health impacts from redispatch could exceed $5 billion per year in ERCOT if we annualize our results. These benefits would require an annual increase in operational costs of less than $300 million and be achieved by reducing electricity generation at several power plants with extremely high marginal health costs while increasing generation at others with much lower impacts. In addition, we estimate that the strategic operation of large-scale energy storage could further reduce health damages by $20 million per year. Energy storage will play a critical role in any grid with high renewable energy penetration regardless of its potential to reduce health impacts. Through the strategic operation of this emerging technology, power sector emissions can be further reduced.

We compare the health impact estimates from this study to other RCMs, namely EASIUR, InMAP, and APEEP, by applying the county-level social costs ($/ton) of elevated emissions of SO2 and NOx from these RCMs to ERCOT [14, 15, 56, 57]. The average health damage costs across all EGUs from our model are close to those estimated by other RCMs (supplementary figure 6). All models demonstrate considerable variability across EGUs in average marginal health damage costs, driven by their proximity to population centers. However, in our model, the costs also reflect the temporal variations in PM_{2.5} formation and transport. We capture the diurnal pattern of the marginal health damages that other models are unable to represent. These
fast-changing marginal impacts suggest that using a constant social cost for emissions will overlook the key role of emission location and timing in determining the negative health effects of the power sector, introducing biases into the quantification of these impacts. The hourly resolution used in this approach enables redispatching electricity and strategically operating energy storage to yield large health benefits by reducing electricity generation during hours of extremely high health damage costs. Similar to the integration of renewables, the internalization of health damage costs tends to introduce variability into power systems. However, Oates and Jaramillo (2013) have found that increased cycling of coal-fired EGUs due to 20% of wind penetration results in a reduction in emissions and cost penalties associated with cycling when the full costs of coal cycling are considered [58]. Additionally, we find that ramping of EGUs after redispatching decreases compared with the dispatch without the internalization of health damages due to most coal-fired EGUs being turned off (supplementary figure 13).

To ensure that our approach could be deployed at the power system scale and that the modeling could be completed in the time frames in which unit commitment and dispatch decisions are made, computational costs must be considered. As such, the use of CALPUFF to simulate PM$_{2.5}$ concentrations meets the necessary criteria for computational tractability while still capturing the major factors that drive its spatial distribution and temporal variability. We run CALPUFF more than 10,000 times to estimate the hourly unit-level health damage costs for over 200 EGUs for a single day. With high-performance computing available at the system operator-level, this approach can be readily deployed in the day-ahead decision making time frames. In assuming pseudo-first-order reactions, though, CALPUFF overlooks some of the complexity of atmospheric chemistry and physics. While the simulations allow us to quantify the impacts of each power plant, modeling secondary PM$_{2.5}$ concentrations associated with specific power plants in isolation makes it infeasible to compare the model output with PM$_{2.5}$ concentrations observed at monitoring sites. However, CALPUFF has been evaluated independently through multiple studies which find it can adequately simulate PM$_{2.5}$ from point sources [59–61]. Some of these have reported underestimations of secondary particulate matter, suggesting that our results may provide a conservative estimate of the potential reduction in adverse health impacts.

In this study, we apply a reported association between mortality and long-term population exposure to PM$_{2.5}$. The association is used to approximate the full costs of emissions from electricity generation, which are dominated by mortality associated with chronic exposure to PM$_{2.5}$. The hourly damage cost used to make decisions in the UC/ED model is a fraction of the long-term impacts. In contrast, applying functions that model acute impacts would likely underestimate the negative impacts associated with electricity production given the cumulative and persistent nature of pollution from power plants. Additionally, there is uncertainty associated with applying concentration-response functions to relate mortality to changes in PM concentration directly. There are alternative approaches in life cycle health impact assessments that have been proposed based on quantifying the amount of PM inhaled and the health damages caused by the pollutant intake [62, 63]. These approaches using dose-response functions may reduce uncertainties associated with the use of a concentration-response function and are worth future exploration in quantifying the health impacts from the power plant emissions. Although relative risk varies across diseases and age ranges, here we only consider all-cause mortality based on complete population. The log-linear concentration function and the relative risk from Krewski et al (2009) are frequently used in studies quantifying the health impacts associated with air pollution (e.g., Heo et al 2016; Dedoussi et al 2020; Son et al 2020) [14, 33, 64, 65]. Compared with other epidemiological studies (e.g., Laden et al 2006; Lepeule et al 2012), the relative risk used here results in a relatively conservative estimate of health damages and health benefits from redispatch [66, 67]. Supplementary table 3 shows that higher relative risk values yield very similar rates of reduction in adverse health impacts. In addition, given uncertainty in the VSL, we test a range of VSL values based on Viscusi (2015) [68]. We find that higher VSL values lead to greater monetized health benefits, but comparable rates of reduction in mortality. Our results are not very sensitive to VSL as even lower values still make health damages a dominant variable in the optimization model (supplementary table 4).

Although ‘super polluting’ power plants have been defined in a previous study from the perspective of emissions [69], through this study, we are able to identify ‘super polluting’ power plants in terms of health impacts and show how operational changes to these plants could result in dramatic health benefits. While the retirement of coal plants would yield immediate health benefits, the reduction of coal capacity requires long-term planning and new investment to maintain a reliable grid operation. The approach presented in this study can help reduce the negative health impacts associated with coal-fired generation during this transition. This is particularly important in coal-dominated grids that will require longer periods to achieve full retirement. While coal is becoming a smaller portion in ERCOT’s fuel mix, many regions in the world still rely heavily on coal in their power sector. Those regions can adopt this approach to reduce health damages associated with electricity generation cost-effectively when large-scale clean energy is not yet available. In addition, as shown in supplementary figure 3, natural gas can also lead to negative health impacts with high diurnal and seasonal
variability. Therefore, the approach is also suitable for a coal-free grid and can be used to reduce electricity generation from specific natural gas-fired power plants during unfavorable weather conditions. More broadly, our findings provide useful insights on how to regulate emissions to mitigate health impacts efficiently under already stringent emission requirements and benefit human health without reforming the power sector in the short term.
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