The Importance of Nuclear Quantum Effects for NMR Crystallography
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The resolving power of solid-state nuclear magnetic resonance (NMR) crystallography depends heavily on the accuracy of computational predictions of NMR chemical shieldings of candidate structures, which are usually taken to be local minima in the potential energy. To test the limits of this approximation, we systematically study the importance of finite-temperature and quantum nuclear fluctuations for \(^{1}\text{H},^{13}\text{C},\) and \(^{15}\text{N}\) shieldings in polymorphs of three paradigmatic molecular crystals – benzene, glycine, and succinic acid. The effect of quantum fluctuations is comparable to the typical errors of shielding predictions for static nuclei with respect to experiments, and their inclusion to improve the agreement with measurements, translating to more reliable assignment of the NMR spectra to the correct candidate structure. The use of integrated machine-learning models, trained on first-principles energies and shieldings, renders rigorous sampling of nuclear fluctuations affordable, setting a new standard for the calculations underlying NMR structure determinations.
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Solid-state nuclear magnetic resonance (NMR) is a powerful technique for studying the microscopic structure and dynamics of amorphous and powdered samples [1] and can resolve the positions of light elements such as hydrogen [2], which are difficult to observe with X-ray diffraction. Chemical-shift based NMR crystallography exploits the sensitive dependence of the shielding of nuclear spins from external magnetic fields on the electron density surrounding the nuclei, which makes it an accurate probe of their local atomic environments.

The interpretation of solid-state NMR experiments often relies on comparisons with first-principles predictions of chemical shieldings, that are usually performed for the nuclear positions that correspond to a local minimum in the potential energy surface (“static” calculations). For gas-phase molecules, extensive studies highlight the impact of the quantum-mechanical and thermal motion of the constituent nuclei on such comparisons [3][8], and indicate that they are comparable to the discrepancy between the most widespread electronic structure approaches based on density-functional-theory (DFT) [9][11] gauge-including projector-augmented waves (GIPAW) schemes [12][15], and more sophisticated and demanding quantum-chemistry techniques [16][19]. In the condensed phase, it has been shown that the thermal motion of nuclei is similarly important to compare with NMR experiments, and allows assessing the uncertainty in nuclear positions from NMR crystal structure determinations based on the discrepancies between the predicted and the measured chemical shifts [20]. Nonetheless, due to the high cost of NMR shielding calculations in the condensed phase, most studies thus far have either neglected nuclear quantum effects (NQE) altogether, or treated them subject to approximations to the description of nuclear motion and the dependence of shieldings on the displacements of nuclei from their equilibrium positions [21][32]. These approximations are often used to compute approximate free energies for nearly harmonic systems, but have been found to be inadequate for general condensed-matter systems, such as molecular crystals, which exhibit strongly anharmonic behaviour due to molecular flexibility [33][37]. As we shall see, they are also not suitable for describing finite-temperature and quantum effects on NMR observables, and more accurate calculations based on the sampling of the quantum distribution using path integral molecular dynamics (PIMD) [38] are needed.

In this work we consider the low-energy crystalline polymorphs of three paradigmatic compounds: forms I and II of benzene [39][40], \(\alpha\)- and \(\beta\)-succinic acid [41][42], and \(\alpha\)-, \(\beta\)-, and \(\gamma\)-glycine [43]. Even though these
|          | H1                   | H2                   | H3                   | H4                   |
|----------|----------------------|----------------------|----------------------|----------------------|
| H1       | -0.45, -0.47, -0.44  | -0.02, -0.09, -0.09  | -0.37, -0.50, -0.43  | -0.36, -0.27, 0.04   |
| H2       | -3.42, -1.75, -3.86  | -0.35, -0.54, -0.47  | -3.72, -3.91, -3.77  | -0.36, -0.27, 0.04   |
| H3       | -1.31, -1.63, -0.05  | -0.10, -0.41, 0.51   | -0.64, -0.88, -0.54  | 0.63, -0.52, -0.65   |
| H4       | -0.85, -0.71, -0.28  | -0.08, -0.15, 0.10   | -0.56, -0.05, -0.55  | 0.53, 0.29, -0.23    |

Figure 1: Distributions of the computed $^1$H, $^{13}$C, and $^{15}$N chemical shieldings, computed for benzene form I, α-succinic acid and γ-glycine. Distributions are shown for the static (geometry optimised) structures (Geop), quantum Harmonic approximation (Har) MD with classical nuclei (MD), PIMD (PI NVT) and PIMD average structure (Avg). The molecular sites corresponding to each atom label are indicated in the depictions of the three compounds. The change in $\sigma_{iso}$ relative to the static structure also shown, in ppm, color-coded according to the sampling method.

are model compounds that contain too few independent NMR signals to allow for conclusive structural determination, they are representative of molecular crystals dominated by van-der-Waals interactions, strong hydrogen bonds, and ionic interactions, and are well-suited to provide a demonstration of an integrated approach that combines sampling of the quantum distribution using machine learning models to compute both the potential the chemical shieldings. We perform path integral molecular dynamics (PIMD) simulations in both the constant-volume (NVT) and constant-pressure, (NpT) ensembles, as implemented in i-PI \cite{44}, allowing us to rigorously account for anharmonic quantum nuclear motion and the fluctuations and thermal expansion of the simulation cell. For the sake of comparison, we also calculate the NMR signals for the “static” geometry, for a harmonic approximation of the distribution, for finite-temperature trajectories performed with classical MD, as well as for the “mean configurations” obtained by averaging the atomic coordinates over the respective PIMD trajectories.

We keep the cost of sampling affordable by using a machine-learning potential (MLP) \cite{45, 46} based on the Behler-Parrinello framework \cite{45}. In the past decade, MLPs have simplified greatly the task of assessing finite-temperature thermodynamics of materials \cite{47-51}. Here we use a MLP that has been proven to accurately reproduce the reference first-principles configurational energies, and free energy differences between the above polymorphs \cite{52}, trained on accurate DFT calculations using the hybrid PBE0 exchange-correlation functional \cite{53, 54} and a many-body dispersion (MBD) dispersion correction \cite{55, 56} (PBE0-MBD). More details on the construction of the training dataset and the MLPs may be found in Ref. \cite{52}, and the associated data record \cite{57}. We combine the MLP with machine learning models for the chemical shieldings, following a protocol similar to that described in Refs. \cite{58, 59}, and training on GIPAW-DFT $^1$H, $^{13}$C and $^{15}$N chemical shieldings computed for configurations extracted from preliminary PIMD calculations. Separate models are built for each compound, which allows reaching very high accuracy, with average root-mean-square errors (RMSE) in $^1$H, $^{13}$C, and $^{15}$N predictions of 0.15 ppm, 0.9 ppm, and 1.3 ppm, respectively. These errors are less than half of the literature estimates of the typical error of this flavour of GIPAW-DFT calculations for static, geometry-optimised configurations with respect
the polymorphs of succinic acid and glycine for which Fig. 2 shows a visual representation of the shifts for the experimental data is available [54, 69] (a full table is provided in the Supplemental Information). Even after internal calibration, NQEs lead to changes of the chemical shifts by up to 0.2 ppm for $^1$H and 2 ppm for $^{13}$C, in every case reducing the discrepancy with measurements. This is particularly apparent for $^{13}$C shifts, where incorporating NQEs reduces the discrepancy with experiments by up to 1 ppm. This gives an indication of the potential improvements that can be expected by implementing a full PIMD description of the system, which may be made affordable by the development of more generally applicable integrated ML models, capable of simultaneously predicting both energetics and chemical shieldings for a broad class of materials. By considering the PIMD results as the ground truth, which is correct when assessing the error associated with the sampling of an approximate distribution, or with the reduction of sampling to a single structure, neither classical MD nor an harmonic approximation provide a systematic improvement relative to the static, geometry-optimized structures. This is similar to what was observed for the estimation of the free energy of polymorphs [72], suggesting that a rigorous description of nuclear motion is indispensable for moving beyond the static lattice approximation.

The need to include nuclear fluctuations in the theoretical treatment of solid-state NMR is underscored by the experimentally-observed temperature dependence of chemical shifts. In Fig. 3 we show results for the temperature-dependence computed for $\gamma$-glycine between 200 and 400 K. The increase in the $^{13}$C and $^{15}$N shifts of the methylene and amine groups, up to 0.7 and 1.2 ppm respectively, may be understood in terms of the thermally-driven delocalisation of electron density, which leads to a reduction in chemical shielding. Less intuitively the $^{13}$C shift associated with the carboxyl group decreases slightly above room temperature. The $^1$H shifts exhibit relatively weak temperature dependence between 200 and 400 K, with an overall increase of less than 0.05 ppm for the methylene $^1$H shift, and a decrease of about 0.1 ppm for the amine $^1$H shift (see Supplemental Information). Among the different sampling methods, only PIMD achieves a quantitative agreement with the experimental observations, and even the slight downward trend for the carboxyl $^{13}$C shift is matched quantitatively. The harmonic, and mean structure approximations lead to particularly large discrepancies. We also compare $NVT$ simulations performed using the experimental cell parameters and $N\beta T$ simulations. The mean volume obtained in constant-pressure simulations agrees with experiment to within 3%, and accounts for the effects of fluctuations of the simulation cell and thermal expansion. This small difference is not
Figure 2: Corrections to the chemical shifts with respect to the static structure of α-succinic acid and γ-glycine, for the different sampling methods, color-coded as in Fig. 1 and internally-calibrated according to Eq. (1). Error bars reflect ML uncertainties as well as, where applicable, statistical errors due to sampling. Experimental values \[64–69\] are indicated as black stars.

Figure 3: Temperature dependence of the experimentally distinct $^{13}\text{C}$ and $^{15}\text{N}$ δiso for γ-glycine, as obtained with different sampling methods, color-coded as in Fig. 1 (NpT PIMD is indicated as orange lines). Experiments from Ref. 71 are shown as black stars.

reflected in significant changes in the predicted chemical shieldings for γ-glycine, indicating that the thermal expansion of the cell by around 1-2% in volume does not significantly affect $\sigma$.

Even though the compounds we study here are usually considered too simple to be amenable to NMR crystallography, there is sufficient experimental data available for the three polymorphs of glycine to attempt structure determination, based on the distinct $^1\text{H}$ and $^{13}\text{C}$ shifts \[65–69\], so as to give an indication of the relevance of the NQEs-induced modulation of the chemical shieldings on NMR crystallography. First, we observe that even though there is a degree of cancellation between the changes in δiso for pairs of polymorphs, the residual effect is still significant, up to 0.2 ppm for $^1\text{H}$ and 0.5 ppm for $^{13}\text{C}$ (Fig. 4a), which is comparable to the typical discrepancy between static GIPAW-DFT calculations and experiment \[63\] \[62\]. We also note that, among the approximate methods, only classical MD predicts the correct trend, although it usually underestimates the effect.

We then investigate whether these differences have a noticeable effect on the resolving power of NMR crystallography, using the probabilistic framework introduced in Ref. 59. In a nutshell, based on the discrepancy between computed and experimental shifts, and taking into account the uncertainty in the computed shifts, one can estimate the probability $p(y|M)$ that the experimental shifts $y$ are compatible with polymorph $M$ – which can be interpreted as the level of confidence in the assignment. We assume the experimental shifts to be correctly assigned to the different NMR sites, and take uncertainties in shifts to arise from a combination of errors in the GIPAW-DFT reference and the uncertainty in their reproduction by the ML model. We therefore add in quadrature the uncertainties in the averaged ML predictions (that are obtained for each nucleus from a combination of sampling and ML errors) to
Figure 4: a) Differences in chemical shifts between γ- and α-glycine (figures for other compounds are in the Supplemental Information). The results for static structures are used as reference, and the color coding of the other sampling methods follows that in Fig. 1. Experimental observations are indicated by black stars. b) Bayesian probabilities of matching the crystal structures of α, β, and γ-glycine to the respective experimentally measured 1H (left) and 1H and 13C (right) chemical shifts [65–69], as determined using the Bayesian framework of Ref. [59]. The upper panels show the assignment probabilities using ML predictions for geometry-optimised structures, while lower panels are based on shift predictions from PI simulations in the NVT ensemble at 300 K.

Accounting for NQEs leads to clearer assignment of the β and γ phases, both using only 1H shifts and using the combination of 1H and 13C values. In the latter case, the correct assignment probabilities increase to almost 80%. Furthermore, the optimized baseline uncertainties are reduced to 0.24 and 0.57 ppm for hydrogen and carbon, indicating that the Bayesian analysis benefits from the improvement of prediction accuracy afforded by PIMD averaging. A more systematic study including more complex structures would be needed to confirm the generality of our findings, but the substantial reduction in the uncertainty associated with 13C shielding is consistent with the observed improved agreement with experimentally-measured shifts, and with the stronger sensitivity of carbon shieldings to temperature-induced fluctuations.

In summary, we have demonstrated that computing finite-temperature, ensemble-average NMR chemical shifts for condensed-matter systems with first-principles accuracy is no longer the Herculean task that it used to be. We present three paradigmatic examples demonstrating the use of an integrated ML model, which predicts both interatomic potentials and chemical shieldings, to assess the impact of thermal and quantum fluctuations of the nuclei on the accuracy of NMR shift predictions and the resolving power of NMR crystallography. We find that nuclear quantum effects change chemical shieldings by an amount that is comparable with the typical errors observed between DFT and experiments, and that significant corrections persist even when considering internally-calibrated shifts, and the comparison between polymorphs of the same compound. Comparison with experiments shows that NQEs are needed to achieve quantitative accuracy in predicting the temperature dependence of shifts. For the case of α, β and γ glycine, we show that rigorous finite-temperature, ensemble-average chemical shifts lead to a reduction in errors with respect to experiment, and render otherwise ambiguous NMR crystal structure to...
terminations conclusive and reliable.

A ML-powered simulation scheme with explicit sampling of quantum and thermal fluctuations offers several practical advantages. The fully-anharmonic configurational sampling is robust to molecular flexibility and dynamic disorder, automatically incorporating transitions that occur on the nanosecond timescale of simulations, such as dynamic disorder of protons, or near-free rotations of groups of atoms, as well as – if combined with constant-pressure simulations – of thermal expansion of the lattice. In cases where GIPAW-DFT is known or suspected to provide an inadequate description of electronic structure, our integrated modeling workflow naturally extends to predictions of chemical shieldings (as well as energies and forces) based on quantum-chemical methods such as MP2, RPA, coupled cluster or quantum Monte Carlo – possibly using a baseline model and active-learning strategies that incorporate uncertainty estimation for ML predictions.

The framework we demonstrate promises to enable NMR-based crystal structure determination for flexible and complex (polymorphic) systems, and for compounds such as theophylline that contain a small number of independent H sites, which have this far eluded structure determination based on a direct GIPAW-DFT based approach. As the family of ML models we introduce here become transferable across different classes of compounds, we envisage the use of ML models to compute ensemble-averaged shifts to become common practice in NMR crystallography.

SUPPORTING INFORMATION

Additional details regarding the construction of the shielding models and sampling of nuclear fluctuations, and complete sets of shielding predictions for all polymorphs.
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