Design of a Wireless Charging System for Online Battery Spectroscopy
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Abstract: This paper presents the design procedure of an electric circuit that can perform the battery state diagnosis and, simultaneously, provide its charging. A fast and embedded impedance measurement method is also proposed; this is based on a broadband current signal excitation on the battery during the constant current charging phase. The proposed solution performs the electrochemical impedance spectroscopy (EIS), which is known to provide useful information about battery chemical–physical property changes due to aging or failure events. To demonstrate the functionalities of the proposed method, the spectroscopy is implemented in the control in the wireless charging system. An EIS charging test is simulated on an equivalent circuit model, which emulates the battery impedance properties in a specified frequency band. Circuit parameters are evaluated by experimental data. According to the obtained results, the proposed method allows us to reach an accurate estimation of the battery state and represents a promising solution for an embedded diagnostic of battery health thanks to its simplicity and speed.
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1. Introduction

The evolution of electric vehicles (EVs) leads to the large-scale production of automotive batteries. Batteries represent the main cause of pollution for electric vehicles. For this reason, several studies have been proposed to increase their environmental sustainability. These studies have two aims:

1. Increase the battery’s average life;
2. Introduce innovative solutions increasing the EV autonomy and reducing the battery number on board.

Several efforts have been performed by industries to develop battery technologies guaranteeing an increasing number of charging/discharging cycles. Nowadays, Li-Ion batteries are representing the most used and promising technology; thanks to their high energy density and increased power per mass, they allow for reduced weights and dimensions at competitive prices [1–3]. According to [1], the limit of $100/kWh will be reached by 2025–2030 for several Li-Ion batteries. Hence, due to high energy and power densities and acceptable costs, Li-Ion batteries are favored as an energy storage system for several applications. On the other hand, lithium batteries are very sensitive to temperature and working conditions, i.e., overcharging or deep discharging. For this reason, the employment of the Battery Management System (BMS) plays a key role to extend the battery life by managing each cell to avoid the operation outside the safe conditions. Recent BMS
architectures monitor the battery voltage, current, and surface temperature to evaluate some performance indicators. The most important are as follows:

- **State of Charge (SOC):** the battery level of charge relative to its capacity. The units of SOC are percentage points (0% = empty; 100% = full).
- **State of Life (SOL):** the battery performance degradation over time, due to the normal charging–discharging operating conditions, by observing a modification in battery capacity or internal resistance.
- **State of Health (SOH):** the battery performance degradation after failure or unexpected events, i.e., the exceeding of peak current, overcharge, etc.

Monitoring battery SOH is the key factor to ensure safety and prolong the lifetime of the battery. The development of improved methods for SOH diagnosis and their implementation in real-time systems is still one of the main research topics in the automotive battery field. Generally, different approaches for SOH estimation are proposed in the literature, such as model-based estimators [4–7] or data-driven methods [8–10]. Despite these methods showing a good SOH accuracy, model-based estimators require high computational efforts, and data-driven methods require an immense amount of data history. Moreover, these methods present a limited physical meaning. To overcome these limitations, electrochemical impedance spectroscopy (EIS) methods have been investigated. They provide detailed information about the battery chemical–physical changes due to aging or unexpected events. Recent studies have demonstrated that some aging phenomena, such as internal resistance increment or the increment of charge transfer and solid electrolyte interphase resistance can be easily correlated with SOH through EIS tests [11–14]. Nevertheless, these experimental results were obtained by using expensive facilities and long-time test procedures. Rapid and real-time EIS methods have been proposed in the last years: [15–26] propose the identification of battery impedance in a defined frequency band through broadband current signal excitation. Periodic broadband signals exhibit a lower crest factor [27]. In this way, accurate impedance measurement can be acquired with low energy consumptions. One of the most popular broadband signals used in EIS is the multi-sine signal. This signal consists of a sum of several simultaneously generated sinusoids at frequencies corresponding to the desired discrete set of frequency measured, with random phases. Well-designed multi-sine excitation signals, as proposed in [15,16], offer accurate impedance measurements in a specified frequency band and various advantages in the detection of non-linear behavior [17]. Pseudo-random sequence (PRS) signals are attractive alternatives, due to their low complexity, short measurement times, and good accuracy. The PRSs are periodical and switch between two or three logic levels, so simple hardware is required for their implementation. A new PRS signal based on a ternary sequence has been defined in [18]. Details about the two-logic PRS, the so-called pseudo-random binary sequences (PRBS), are provided in [19]. The EIS measurement accuracy comparing PRBS with other broadband signals has been evaluated in [20]. PRBS has been used for tracking EIS in a large time horizon in [21]. PRBS has been implemented and generated by a motor controller in [22], and it has been embedded in a battery charging system in [23]. Despite the multi-sine signal being able to provide more accurate EIS measurements, the PRBS is implemented with simpler hardware, as demonstrated in [25].

Dynamic wireless charging represents one of the most promising solutions able to reduce the number of batteries required to guarantee sufficient autonomy. This paper proposes a system that is able to wirelessly charge the electric vehicle and simultaneously carry out the spectroscopy of the batteries suitable to fulfill both the above-mentioned aims.

The paper’s main contribution is the implementation of an EIS test for battery impedance monitoring, characterized by the PRBS excitation technique on-board a wireless charging system for electric and hybrid vehicles.

The paper is structured as follows. Section 2 describes the wireless charging system infrastructure, focusing the attention on the secondary side circuit, which is fundamental to guarantee a reliable and accurate battery impedance identification. Section 3 describes the proposed EIS technique, including requirements, indicators, and excitation signal
characteristics. Section 4 describes the design of a closed-loop control system in the secondary circuit to perform an EIS test and simultaneously charge the battery. The simulation results of the proposed method are discussed in Section 5. The obtained results are discussed in the Section 6.

2. Wireless Power Transfer Architecture

The circuit topology of the proposed wireless charging system is shown in Figure 1a.

![Wireless power transfer system architecture](image)

**Figure 1.** Wireless power transfer system architecture. (a) Topology of the whole system. (b) Equivalent circuit of series-series compensation.

The system is supplied by a DC voltage $V_1$. The inverter circuit at the primary stage generates a square waveform $v_s$ at a frequency $f_0$ with amplitude $V_i$. The voltage waveform is delivered to the primary side resonant tank, which is made up of a resonant capacitor $C_1$ and the primary inductor $L_1$. The First Harmonic Analysis (FHA) is used; thus, only the first harmonic of the square voltage $v_s$ is considered, while high-order harmonics are neglected. This assumption is acceptable because the resonant tank quality factor is assumed to be sufficiently high, e.g., $Q > 5$. Hence, the resonant tank on the primary side is assumed to be supplied with a sinusoidal voltage $v_0$, which represents the first harmonic of the voltage $v_s$. The Root Mean Square (RMS) value of the first harmonic voltage is $V_1$. As a result, a sinusoidal current with an RMS value $I_2$ is induced on the secondary side. This current is regulated through a Full Active Rectifier (FAR), producing a current $I_{\text{rect}}$, which is then filtered through an inductive-capacitive filter configuration (CLC) to supply the battery with a constant current $I_o$. An output impedance $Z_o$ is used to model the EV’s battery.

The design criteria of the proposed circuit are derived by the investigation of a circuit with a Series-Series (SS) compensation. As shown in Figure 1b, the primary inverter is reduced to a sinusoidal voltage source $V_1$ while the FAR is approximated by a load resistance $R_L$. By analyzing the circuit with the Kirchhoff’s voltage laws (KVL), a matrix formulation is extracted as follows

$$
\begin{bmatrix}
V_1 \\
0
\end{bmatrix} = \begin{bmatrix}
R_1 + j\left(\omega L_1 - \frac{1}{\omega C_1}\right) & -j\omega M \\
-j\omega M & R_L + R_2 + j\left(\omega L_2 - \frac{1}{\omega C_2}\right)
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2
\end{bmatrix}
$$

(1)

where $I_1$ and $I_2$ are the RMS primary and secondary currents, respectively.
The expressions of the currents on the primary and secondary side are derived as follows by the inversion of Equation (1)

\[ I_1 = \frac{R_L + R_2 + j(\omega L_1 - \frac{1}{\omega C_1})}{R_1 + j\left(\omega L_1 - \frac{1}{\omega C_1}\right)} \left[ R_L + R_2 + j\left(\omega L_2 - \frac{1}{\omega C_2}\right) \right] + \omega^2 M^2 V_1 \] (2)

\[ I_2 = \frac{-j\omega M}{R_1 + j\left(\omega L_1 - \frac{1}{\omega C_1}\right)} \left[ R_L + R_2 + j\left(\omega L_2 - \frac{1}{\omega C_2}\right) \right] + \omega^2 M^2 V_1 \] (3)

To operate in resonance at a particular angular frequency \(\omega_0\), the capacitances \(C_1\) and \(C_2\) are tuned according to:

\[ C_1 = \frac{1}{\omega_0^2 L_1}, \quad C_2 = \frac{1}{\omega_0^2 L_2}. \] (4)

Thus, the efficiency and the output power of a system operated at the resonance, e.g., \(\omega = \omega_0\), are:

\[ \eta = \frac{R_L}{R_L + R_2 + \frac{R_1}{\omega^2 M^2} (R_2 + R_L)^2} \] (5)

\[ P_o = R_L |I_2|^2 = R_L \left( \frac{V_1\omega M}{R_1(R_2 + R_L) + \omega^2 M^2} \right) \] (6)

respectively. When the system operates in resonance and the parasitic resistance are neglected, the SS compensation acts as a current source, the current on the secondary side is independent from the load, and Equation (3) reduces to

\[ I_2 \sim \frac{V_1}{\omega M}. \] (7)

The previous equations have been used to design the system according to the SAE J2954 standard, which requires the switching frequency to be in the 81.39–90 kHz range. Therefore, an operating frequency \(f = 85\) kHz has been chosen. The proposed system fulfills the Standard requirements for the WPT1 class and has a nominal output power \(P_o = 3.7\) kW. Starting from the values of the self-inductance \(L_1\) and \(L_2\), which are derived by the primary and secondary side coil design, the resonant capacitance \(C_1\) and \(C_2\) have been calculated using Equation (4). The system data are summarized in Table 1.

### Table 1. Wireless power transfer system parameters.

| Parameters                        | Values |
|-----------------------------------|--------|
| Resonant Frequency \(f_0\)        | 85 kHz |
| Primary Inductance \(L_1\)        | 89.22 \(\mu\)H |
| Secondary Inductance \(L_2\)      | 90.02 \(\mu\)H |
| Mutual Inductance \(M\)           | 15.8 \(\mu\)H |
| Coils Distance \(d\)              | 20 cm  |
| Primary Resonant Capacitance \(C_1\) | 33 \(n\)F |
| Secondary Resonant Capacitance \(C_2\) | 33 \(n\)F |
| Output Power \(P_o\)              | 3.7 kW |

**Design of the Filter Rectifier**

The current induced on the secondary coil \(i_2\) is sinusoidal with the zero average value, as shown in Figure 2a. Using an appropriate control strategy, the MOSFETs can be switched to generate a current with an average value \(I_{\text{rect}} \neq 0\). Then, this current must be filtered to supply the battery with a DC current \(I_o\). Thus, the aims of the filter are to:

- Reduce the ripple of the output current \(I_o\);
• Ensure a specific bandwidth BW to the output current $i_o$ to properly perform the spectroscopy to the battery. The PRBS signals have a harmonic contribution that can reach up to some kHz. Therefore, a certain band must be guaranteed.

![Figure 2. Filter analysis. (a) Rectifier voltage and current waveforms. (b) Electric circuit of the output π filter. (c) Output current ripple for different values of $L_f$ and $C_o$. (d) Current transfer function for different values of $C_f$.](image)

As shown in Figure 2a, the average current $I_{\text{rect}}$ is regulated, changing the control angle $\beta$ to the gate-to-source MOSFETs driving signals $v_{\text{GS,2}}$ and $v_{\text{GS,4}}$ (the control signals $v_{\text{GS,1}}$ and $v_{\text{GS,3}}$ are 180° phase-shifted to avoid short circuits). Then, filtering $I_{\text{rect}}$ through the π filter, the DC current delivered to the battery is:

$$I_o = \frac{\sqrt{2}I_{\text{rect}}}{\pi}[1 - \cos(2\pi - \beta)].$$  \hspace{1cm} (8)

As shown in Figure 2a, the output voltage $v_{\text{rect}}$ has a period $T_{\text{rect}} = T/2$. Studying its Fast Fourier Transform (FFT), it can be seen that the main frequency components are the DC component, which is equal to the battery voltage, and its first harmonic, at $f_{\text{rect}} = 2f$. The filter shown in Figure 2b must be designed to limit the battery current ripple $i_p$. The voltage source $V_{\text{rect}}^1$ represents the first harmonic of voltage $v_{\text{rect}}$, it is a sinusoidal and has a frequency $f_{\text{rect}}$. The output current represents the battery current ripple, which can be calculated according to [26]:

$$\Delta I_{\text{batt}} = V_1 \left( \frac{Z_{C_0}}{Z_{L}Z_{C_0} + Z_{\text{batt}}(Z_{L} + Z_{C_0})} \right).$$  \hspace{1cm} (9)

The π filter transfer function of the circuit in Figure 2b is:

$$\frac{\Delta I_{\text{batt}}}{I_{\text{rect}}} = \frac{1}{1 + sZ_0(C_0 + C_f) + s^2L_fC_f + s^3L_fC_0Z_0}. $$  \hspace{1cm} (10)
In \( \pi \) filters, the major capacitance filtering action is accomplished by the input capacitor \( C_f \). The residual AC ripple is filtered by the output capacitor \( C_o \).

Being the current ripple mainly reduced from the inductance \( L_f \), an output capacitance \( C_o = 45 \mu \text{F} \) and an inductance \( L_f = 15 \mu \text{H} \) are chosen as a good compromise between the current ripple \( (\Delta I_{\text{batt}} = 36.2 \text{ mA}) \) and inductor size. The effect of capacitance \( C_f \) on the current transfer function is analyzed in Figure 2d. To perform the spectroscopy, it is necessary to inject a current signal with a frequency up to 500 Hz; therefore, a passband \( BW = 1\text{ kHz} \) has been chosen. In Figure 2d, the transfer function, shown in Equation (10), is computed by using LTspice for three different values of \( C_f \). To guarantee a bandwidth \( BW = 1\text{ kHz} \), a capacitor \( C_f = 1490 \mu \text{F} \) has been chosen.

3. Electrochemical Impedance Spectroscopy

3.1. Theory

The EIS test may be considered as a form of nonparametric system identification. This technique lets us identify dynamic models of the system without an “a priori model” definition. The battery impedance \( Z_o \) in the frequency domain is estimated by exciting the battery with charging/discharging current signals \( I_o \) and measuring the voltage response \( V_o \) as follows:

\[
Z_o(j\omega) = \frac{V_o(j\omega)}{I_o(j\omega)}.
\] (11)

To analyze the battery impedance, the device under test must be considered as linear and time-invariant. To avoid a non-linear response, the amplitude of the excitation signal must not be too large. On the other hand, too small amplitudes lead to a small value of the Signal to Noise Ratio (SNR). Hence, the input excitation signal must be properly selected.

The time-invariant property is assumed because the battery response to an input excitation does not change with time. The main causes for variation in time of the battery are the temperature variations [28], SOC [29], current excitations (in terms of amplitude and sign [30]), and, finally, aging [31]. Hence, to ensure accurate impedance measurements, the influence factors, such as temperature, must not change during the EIS test.

If the Linear Time-Invariant (LTI) assumptions are validated, the battery impedance \( Z_o \) is derived from its impulse \( z_o[n] \) response by using the Discrete Fourier Transform (DFT) in the discrete-time horizon \([0, N-1]\):

\[
Z_o(k) = \sum_{n=0}^{N-1} z_o[n] e^{-j2\pi kn}
\] (12)

where variable \( k \in [-1/2, 1/2] \) denotes the normalized frequency. In this work, the LTI system is considered as a stable Bounded-Input to Bounded-Output (BIBO), and the input signal is periodic deterministic or generated by a stationary stochastic process [32]. If the last assumptions are validated, the impedance of the battery is estimated by:

\[
Z_o(k) = \frac{\Phi_{ii}(k)}{\Phi_{vi}(k)}
\] (13)

where \( \Phi_{ii}(k) \) is the input current Power Spectral Density (PSD) at a frequency \( k \), and \( \Phi_{vi}(k) \) is the cross-PSD between the voltage and current. Equation (13) gives the frequency-domain input-to-output relationship for the LTI system and is the foundation of the nonparametric identification of the systems. In the case of the battery system, input-to-output corresponds to the current–voltage observed on the battery; hence, the transfer function, shown in Equation (13), corresponds to the impedance. By considering the normalization factor \( a \)
and the complex conjugation $^*$, the two overcited PSDs are calculated referring to the DFT employed to battery current $I_o(k)$ and voltage $V_o(k)$ DFTs:

$$\Phi_{Ii}(k) = aI_o(k)I_o^*(k)$$
$$\Phi_{Vv}(k) = aV_o(k)V_o^*(k)$$
$$\Phi_{Vu}(k) = aV_o(k)I_o^*(k)$$

(14)

3.2. Excitation Input Signal: Pseudo-Random Binary Sequence

Broadband signals are usually used in the EIS test [19,20] to achieve a short measurement time. In particular, the Pseudo-Random Binary Sequence (PRBS) signal requires simpler hardware than multi-sine or other broadband signals. The time-discrete equation of the PRBS signal is:

$$u_t = \text{rem}(a_1u_{t-1} + \ldots + a_mu_{t-m}, 2)$$

(15)

where $\text{rem}(x, 2)$ is the modulo-2 addition on $x$, and $a_i$ is the $i$-gain factor that takes integer values $\{0,1\}$, for $i = 1,\ldots,m$. Thus, the PRBS output $u_t$ is a square signal. As shown in [27], the PRBS returns a periodic signal with a maximum length $M = 2^m-1$, using an appropriate combination of gain factors $[a_1,a_2,\ldots,a_m]$. In the frequency domain, the PRBS has similar properties to those of a white noise signal. This is a clear advantage, since it is possible to excite the system over a wide frequency band, accelerating the testing procedures. The spectrum of the PRBS signal with amplitude $U$ is [27]:

$$\Phi_{uu}(\omega) = U^22\pi \sum_{k=1}^{M-1} \delta(\omega - \frac{2\pi k}{M}), \quad 0 \leq \omega < 2\pi$$

(16)

where $\delta$ is the Dirac delta function. Equation (16) shows that increasing the number of $m$-gain factors, the number of the excited $M = 2^m-1$ harmonics in the frequency band $[-\omega,\omega]$ is also increased. Therefore, PRBS results in a flatter PSD when the number of gain factors increases. In this work, a PRBS with period $M = 1023$, $m = 10$ and a clock frequency $f_c = 500$ Hz is used. In [33], it is demonstrated that the PRBS presents an almost flat spectrum over the frequency band $[f_c/m, f_c]$; in the case of $m = 10$, it is over one frequency decade. Nevertheless, in real applications, it is possible to decrease PSD in the harmonics near the maximum frequency. The guideline to properly select the bandwidth given in [33], where a $BW \sim 0.45f_c$ is recommended.

3.3. Nonparametric Identification Algorithm

The proposed algorithm to perform battery identification is described in Figures 3 and 4. The battery under test absorbs the continuous current $I_0$ provided by the wireless charging system shown in Figure 1. Then, the EIS test is performed in the time interval $[t_{\text{start}}, t_{\text{end}}]$, using a PRBS current with two different charging levels $[I_0 - I_{\text{PRBS}}, I_0]$ and with a clock frequency $f_c$. The time interval of the test depends on the chosen clock frequency, and it is recommended to repeat the PRBS signal for at least 20 periods. Considering the PRBS signal with $M = 1023$ samples and a clock frequency $f_c = 500$ Hz, the time test duration chosen for the EIS test is $60$ s. During the test, the battery voltage and current are measured with a sampling frequency $f_s = 20$ kHz. When the test is completed, the voltage and the current measurements are split into $L_w$ frames. Then, windowed-DFTs $\Phi_{Ii,w,p}, \Phi_{Vi,w,p}, \Phi_{Vv,w,p}$ are applied for each current and voltage measurement frame $p$, according to Equation (12). The PSD and Cross Power Spectral Density (CPSD) are calculated according to Equation (14).
charging system shown in Figure 1. Then, the EIS test is performed in the time interval \([t_\text{start}, t_\text{end}]\), using a PRBS current with two different charging levels \([I_\text{min} - I_\text{max}]\) and with a clock frequency \(f_\text{clock}\). The time interval of the test depends on the chosen clock frequency, and it is recommended to repeat the PRBS signal for at least 20 periods. Considering the PRBS signal with \(M = 1023\) samples and a clock frequency \(f_\text{clock} = 500\) Hz, the time test duration chosen for the EIS test is 60 s. During the test, the battery voltage and current are measured with a sampling frequency \(f_\text{sample} = 2\, kHz\). When the test is completed, the voltage and current measurements are split into \(L\) frames. Then, windowed-DFTs \(\Phi_{\omega, \omega, p}\), \(\Phi_{\omega, v, p}\), \(\Phi_{v, v, p}\) are applied for each current and voltage measurement frame \(p\), according to Equation (12). The PSD and Cross Power Spectral Density (CPSD) are calculated according to Equation (14).

**Figure 3.** Structure of the online electrochemical impedance spectroscopy (EIS) test during wireless charging.

Finally, the mean PSD and CPSD are calculated according to:

\[
\begin{align*}
\Phi_{\omega, \omega} & = \frac{1}{L} \sum_{p=1}^{L} \Phi_{\omega, \omega, p} \\
\Phi_{\omega, v} & = \frac{1}{L} \sum_{p=1}^{L} \Phi_{\omega, v, p} \\
\Phi_{v, v} & = \frac{1}{L} \sum_{p=1}^{L} \Phi_{v, v, p}
\end{align*}
\]

(17)

Hence, impedance is estimated according to (13). To evaluate the accuracy of the impedance measurements, the ordinary coherence \(\gamma_{\omega, v, p}\) is calculated as follows:

\[
\gamma_{\omega, v, p} = \frac{\Phi_{\omega, \omega} \Phi_{\omega, v}^*}{\Phi_{\omega, v} \Phi_{\omega, v}^*}
\]

(18)

The ordinary coherence is defined in the interval \([0,1]\). Ordinary coherence analyzes the relation between input/output of a dynamic system: if the input-output (I/O) relationship is linear, the ordinary coherence \(\gamma_{\omega, v, p} = 1\). If the relation is completely non-linear, \(\gamma_{\omega, v, p} = 0\). Finally, a coherence result is greater than zero but less than one if the system has a partially linear I/O relation or if the acquired measurements are noisy. Indeed, the output noise PSD \(\Phi_{v, v, p}\) is related to coherence in [33] and evaluated according to:

\[
\gamma_{\omega, v, p} = \frac{\Phi_{\omega, \omega} \Phi_{\omega, v}^*}{\Phi_{\omega, v} \Phi_{\omega, v}^*} - \Phi_{\omega, v}^*\Phi_{\omega, v}^*
\]

(19)

Equation (19) can be interpreted as follows: when \(\gamma_{\omega, v, p} \rightarrow 1\), the system is considered as LTI. Moreover, output noise is negligible with respect to the original output signal. \(\Phi_{v, v, p}\) increases its value when the ordinary coherence decreases; hence, the output noise affects the original output signal. In this case, the system under test cannot be considered as LTI.

**Figure 4.** Structure of the impedance and coherence estimation after the EIS test.
Finally, the mean PSD and CPSD are calculated according to:

\[ \Phi_{ii}(k) = \frac{1}{L_w} \sum_{p=1}^{L_w} \Phi_{ii,w,p}(k) \]

\[ \Phi_{vv}(k) = \frac{1}{L_w} \sum_{p=1}^{L_w} \Phi_{vv,w,p}(k) \]

\[ \Phi_{vi}(k) = \frac{1}{L_w} \sum_{p=1}^{L_w} \Phi_{vi,w,p}(k) \]  

(17)

Hence, impedance is estimated according to (13). To evaluate the accuracy of the impedance measurements, the ordinary coherence \( \gamma_{vi}^2 \) is calculated as follows:

\[ \gamma_{vi}^2(k) = \frac{|\Phi_{vi}(k)|^2}{\Phi_{ii}(k)\Phi_{vv}(k)}. \]  

(18)

The ordinary coherence is defined in the interval [0,1]. Ordinary coherence analyzes the relation between input/output of a dynamic system: if the input-output (I/O) relationship is linear, the ordinary coherence \( \gamma_{vi}^2 = 1 \). If the relation is completely non-linear, \( \gamma_{vi}^2 = 0 \). Finally, a coherence result is greater than zero but less than one if the system has a partially linear I/O relation or if the acquired measurements are noisy. Indeed, the output noise PSD \( \Phi_{nn} \) is related to coherence in [33] and evaluated according to:

\[ \Phi_{nn}(k) = (1 - \gamma_{vi}^2(k))\Phi_{vv}(k). \]  

(19)

Equation (19) can be interpreted as follows: when \( \gamma_{vi}^2 \rightarrow 1 \), the system is considered as LTI. Moreover, output noise is negligible with respect to the original output signal. \( \Phi_{nn} \) increases its value when the ordinary coherence decreases; hence, the output noise affects the original output signal. In this case, the system under test cannot be considered as LTI.

4. Electrochemical Impedance Spectroscopy Test and Simultaneous Wireless Charging

4.1. Modeling of the Secondary Side Transfer Function

The scheme of the secondary side control strategy adopted in this work is shown in Figure 5.

Figure 5. Scheme of the secondary circuit control law.

The designed control system drives the four MOSFETs of the FAR to produce the desired output charging current \( i_o \). The CLC filter is placed between the active rectifier and the charging battery. The capacitor \( C_o \), shown in Figure 2a and placed in parallel with the battery, is neglected in this analysis. To design the control system represented in Figure 5, a mathematical model of the secondary circuit is needed. The Kirchhoff’s equations of the CLC filter are:

\[ \begin{align*}
L_f \frac{di_{f}}{dt} &= v_{cf} - i_0 R_s - v_{batt} \\
C_f \frac{dv_{cf}}{dt} &= i_{rect} - i_0
\end{align*} \]  

(20)
where the variable \( i_0 \) denotes the output current of the active rectifier, as measured by the shunt resistor \( R_s \). As shown in Figure 2a, the output current \( i_0 \) is equal to the secondary current \( i_2 \) during the interval \([\frac{T}{2} - \frac{\beta T}{2}, \frac{T}{2}]\), while it is zero during the interval \([0, \frac{T}{2} - \frac{\beta T}{2}]\).

Defining \( D = 1 - \frac{\beta}{2\pi} \), the time-averaged state-space equation of the filter can be written as:

\[
\begin{align*}
L_f \frac{dI_0}{dt} & = v_{cf} - I_0 R_s - v_{batt} \\
C_f \frac{dV_f}{dt} & = \frac{2}{T} \int_0^{1-D} I_{rect}(\tau) d\tau - I_0
\end{align*}
\]  

(21)

Managing the previous equations, one gets:

\[
L_f \frac{dI_0}{dt} = \left[ \frac{T}{2} \int_0^1 \frac{2}{C_f} \left[ \int_0^T (I_{rect}(\tau) d\tau) - \int_0^T (I_{rect}(\tau) d\tau) \right] - I_0 \right] - I_0 R_s - v_{batt}.
\]

(22)

Introducing a small perturbation on the duty cycle \( (\Delta D) \), it is possible to determine the resulting perturbation of the charging current to the battery \( \Delta I_0 \). Hence, by separating the DC components to the small perturbations, the model can be linearized as follows:

\[
L_f \frac{d\Delta I_0}{dt} = \left[ \frac{T}{2} \int_0^1 \frac{2}{C_f} \left[ -2\Delta D I_{rect,peak} - \Delta I_0 \right] d\tau \right] - \Delta I_0 R_s.
\]

(23)

The variable \( I_{rect,peak} \) denotes the fastest response of the secondary circuit, that is, small variations of the duty cycle cause large perturbations of the active rectifier’s output current. Applying the Laplace transform to Equation (23), the transfer function from duty cycle \( D \)-to-charging current \( I_0 \) becomes:

\[
G(s) = \frac{I_0(s)}{D(s)} = \frac{-2I_{rect,peak}}{s^2 L_f C_f + s R_s C_f + 1}.
\]

(24)

4.2. Control Loop Design

The general closed-loop control system proposed in this work is depicted in Figure 5. The control transfer function \( C(s) \) is determined by using the direct synthesis method for controller design \([34]\). In this work, a second-order closed-loop transfer function desired \( W(s) \) is selected as:

\[
W(s) = \frac{\omega_n^2}{s^2 + s(2\zeta \omega_n) + \omega_n^2}
\]

(25)

where \( \zeta \) and \( \omega_n \) denote the damping factor and the natural angular frequency, respectively. The specifications to design \( W(s) \) are the following:

- The closed-loop system is asymptotically stable.
- The steady-state error to a step input is zero.
- The overshoot must be \( S \leq S_{\text{max}} \).

The bandwidth is \( \omega_b \). The overshoot and the bandwidth are given by the following relations:

\[
S = e^{-\sigma_b/\sqrt{1-\xi^2}}
\]

(26)

\[
\omega_b = \omega_n \sqrt{1 - 2\xi^2 + \sqrt{2 + 4\xi^4 - 4\xi^2}}.
\]

Once \( \zeta \) and \( \omega_n \) are assigned, \( W(s) \) is defined, and, by using Equation (24) \( C(s) \) is

\[
C(s) = \frac{1}{G(s)} \frac{W(s)}{1 - W(s)} = -\frac{\omega_n^2}{s^2 (L_f C_f) + s (R_s C_f) + 1}.
\]

(27)
To implement the control algorithm in a digital controller, the time-continuous transfer function, shown in Equation (27), is transformed in time-discrete, in the Zeta-domain (2), by using the bilinear transform:

\[
[C(s)]_{z} = \frac{z^{1/2}}{T_{c}(z + 1)} = C(z) = \frac{a_{0,z} + a_{1,z}z^{-1} + a_{2,z}z^{-2}}{1 + b_{1,z}z^{-1} + b_{2,z}z^{-2}}
\]  

(28)

\[
\begin{align*}
a_{0,z} &= \frac{\omega_{n}^{2} 4L_{f}C_{f} + 2R_{s}C_{f}/T_{c} + T_{c}^{2}}{2(1 + \xi \omega_{n}T_{c})} \\
a_{1,z} &= \frac{\omega_{n}^{2}}{2} L_{f} \quad \text{or} \quad \frac{\omega_{n}^{2}}{2} \frac{1}{T_{c}} \\
a_{2,z} &= \frac{\omega_{n}^{2} 4L_{f}C_{f} - 2R_{s}C_{f}/T_{c} + T_{c}^{2}}{2(1 + \xi \omega_{n}T_{c})} \\
b_{1,z} &= \frac{1}{1 + \xi \omega_{n}T_{c}} \\
b_{2,z} &= \frac{1}{1 + \xi \omega_{n}T_{c}}
\end{align*}
\]  

(29)

where \( T_{c} \) is the sampling time of the digital controller. In this paper, the digital controller works at a \( f_{c} = 5 \) kHz sampling frequency. The digital controller designed satisfies the specifications imposed for the closed-loop system: it minimizes the comparison error \( e_{k} \) between the reference and measured current by driving the MOSFETs with the appropriate duty cycle \( D_{k} \). By applying the Zeta anti-transform, the time-discrete control law is obtained as

\[
D_{k} = a_{0}e_{k} + a_{1}e_{k-1} + a_{2}e_{k-2} - b_{1}D_{k-1} - b_{2}D_{k-2}.
\]  

(30)

The parameters of the simulation control loop and secondary circuit are shown in Table 2.

**Table 2.** Parameters of the control loop and the secondary circuit system.

| Parameters                        | Values                      |
|-----------------------------------|-----------------------------|
| Digital controller sample frequency \( f_{c} = 1/T_{c} \) | 5 kHz                      |
| Filtering inductance \( L_{f} \)  | \([15,50,100]\) \( \mu \)H |
| Filtering capacitance \( C_{f} \) | 1950 \( \mu \)F            |
| Output capacitance \( C_{0} \)    | 45 \( \mu \)F              |
| Shunt resistance \( R_{s} \)      | 0.1 \( \)Ω                |
| Desired overshoot \( S_{\text{max}} \) | 20\%                     |
| Desired bandwidth \( \omega_{b} \) | \( 2.513 \times 10^{4} \) rad/s |
| Damping factor \( \xi \)          | 0.6                        |
| Undamped natural frequency \( \omega_{n} \) | \( 2.514 \times 10^{4} \) rad/s |

### 4.3. Battery Modeling

The electrochemical properties of the battery can be analyzed by exploiting the impedance measurements of the battery, which are usually described by Nyquist diagrams. From experimental impedance data, it is possible to identify an equivalent circuit model. Randles circuit models [35] are usually used to reproduce similar impedance curves. Randles circuit’s configurations are made up of resistances, inductances, and capacitances. Indeed, for an accurate and meaningful reproduction of simulated EIS data, ideal capacitances are replaced by the so-called Constant Phase Elements (CPEs). A circuit composed of a CPE, in parallel with a resistance, has the property to describe semi-ellipses arcs in the Nyquist diagram. A semi-elliptic curve in the Nyquist diagram represents the frequency response of a typical double-layer imperfect capacitance in electrochemical systems [36]. Nevertheless, the simulation of the voltage behavior of CPE shows very high computational efforts, as proven in [37]. Hence, in this work, the R-CPE circuit is replaced by an N-RC group, as shown in Figure 6. Circuit parameters are identified by EIS results, which have been obtained in [38]. The battery cell under test was a Li-Ion Nickel Manganese Cobalt (NMC) Cathode pouch cell type, with a nominal capacity of 20 Ah and a nominal voltage of 3.65 V [39].
The scheme of the laboratory EIS test setup is depicted in Figure 7: as mentioned, the testing procedure consists of exciting the battery in current with the discharging PRBS signal at a clock frequency 500 Hz and current levels (0,6) A.

The low-cost programmable PRBS generator, discussed in [25], is used as an excitation input. Battery voltage and current are measured and acquired by using the DSpace MicroLabBox with a 20 kHz measurement sampling frequency. EIS test is performed on the NMC cells at different states of health (SOHs). One of the most common SOH parameter assessments is the comparison of the actual capacity with the standard cycle (C\text{curr}) with respect to the initial capacity (C\text{new}): 

\[
SOH = 100 \frac{C_{\text{curr}}}{C_{\text{new}}}. \tag{31}
\]

The results of the EIS test performed on an NMC cell at SOH 100%, 80%, and 60% and impedance measurements in the frequency band [50,300] Hz are given in Figure 8. The impedance data shift on the right in the Nyquist plot when the SOH decreases, meaning that the internal resistance increases with aging. Moreover, it is noticeable that impedance measurements are well separated at different SOHs. This confirms that EIS is a powerful method for a reliable diagnostic of battery SOH. In this work, we define the battery model at SOH = 60%. Model parameters are identified by fitting the experimental impedance measurements thanks to the use of the Levenberg–Marquardt algorithm and a variable number of N-RC groups.
Figure 8. Experimental impedance measurements obtained during the EIS test on NMC battery considering a fixed State of Charge (SOC) (60%), and different States of Health (SOHs), in the frequency band [50,300] Hz.

The results given in Figure 9 show that \( N = 10 \) is an appropriate number because the simulated curve obtained for \( N = 10 \) fits the experimental data with no under- or over-fitting [40].

![Figure 9](image-url)

**Figure 9.** Comparison between experimental impedance measurements and simulation results with the battery impedance model using N-RC groups.

5. Simulation Results and Discussion

The wireless charging system and battery impedance model, described in the previous sections, have been simulated using PLECS software [41].

The EIS test, based on a 500 Hz PRBS excitation, is embedded in the 5 kHz digital controller. The impedance estimations for different PRBS peak-to-peak current level values and LC inductances values have been evaluated. Figure 10 shows the PRBS current generated by considering the peak-to-peak level fixed to the rate of charge of C/5. Designing the controller by using the direct synthesis method, it is necessary to know the linear transfer function of the secondary circuit \( P(s) \), as shown in Figure 5. The impedance estimation results, in the frequency band [50,300] Hz at different PRBS current levels and LC inductances, are depicted in Figure 10. White noise with a standard deviation of 1.5 mV has been added to the current and voltage measurements. Hence, by increasing the PRBS
peak-to-peak current level, the PSD voltage, and spectral coherence increase, reducing the impedance estimation errors. This last deduction has been demonstrated in Figure 11: by increasing the amplitude of the PRBS signal until C/4, the impedance estimation data get close to the reference.

![Figure 10](image_url)

**Figure 10.** Simulation of charging current generated by the control system during the EIS test (PRBS generator) at different CLC inductance values.

![Figure 11](image_url)

**Figure 11.** Comparison between reference impedance and simulation results using pseudo-random binary sequences (PRBS) charging current signal, at different peak-to-peak PRBS level, and fixed \( L_f = 15 \mu\text{H} \) (a). Ordinary coherence results obtained measuring impedance (b).

To have a summary of EIS test performances during simulations, results of the mean comparison real and imaginary impedance estimates with references are depicted in Figure 12.

![Figure 12](image_url)

**Figure 12.** Relative comparison average error in impedance estimation using different peak-to-peak PRBS current levels and LC inductance values: real impedance (a), imaginary impedance (b).
Real and imaginary impedance comparison errors are calculated according to the following relative values:

\[
err_{\text{real},\%} = \frac{1}{N_{\text{tot}}} \sum_{j=1}^{N_{\text{tot}}} \frac{|\text{Re}(Z_{\text{est}}(j)) - \text{Re}(Z_{\text{ref}}(j))|}{|\text{Re}(Z_{\text{ref}}(j))|} \times 100 \quad (32)
\]

\[
err_{\text{imag},\%} = \frac{1}{N_{\text{tot}}} \sum_{j=1}^{N_{\text{tot}}} \frac{|\text{Im}(Z_{\text{est}}(j)) - \text{Im}(Z_{\text{ref}}(j))|}{|\text{Im}(Z_{\text{ref}}(j))|} \times 100. \quad (33)
\]

It is inferable that by increasing the peak-to-peak PRBS charging current levels, the relative comparison error is drastically reduced, whereas the error is slightly reduced by increasing the CLC inductance. The current waveforms obtained during Constant Current (CC) charging are shown in Figure 13. As demonstrated in the previous section, the current ripple is reduced by increasing the inductance of the CLC filter.

![Figure 13. Charging current ripple given in output by the CLC filter to the battery.](image)

### 6. Conclusions

This paper introduces a novel wireless charging system with an embedded battery state diagnosis through the use of a fast spectroscopy (EIS) test. EIS is a powerful technique to investigate battery chemical-physical changes due to aging or failure events. The EIS test is performed by using the PRBS signal simultaneously with the CC charging.

Simulation EIS tests are performed on a battery impedance model, characterized by an equivalent circuit model. Circuit parameters are evaluated by fitting experimental impedance data. Simulation results confirm that it is possible to charge and identify battery impedance at the same time by using the PRBS embedded in the control system. Accurate impedance estimation has been obtained increasing the peak-to-peak PRBS excitation signal. Moreover, the increase of the CLC filter inductance has slightly improved the accuracy of impedance estimation. Moreover, it has reduced the charging current ripple during the CC charging phase.

With the proposed method, battery impedance can be monitored every time the battery is charged; hence, failure events can be avoided, and battery lifetime can be prolonged. In addition, the charging regulations can be modified according to the battery state.
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