Minimal action control method in quantum critical models
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We present a general protocol to control closed quantum systems that is based on minimising the adiabatic action. Using tools based on the geometry of quantum evolutions through the quantum adiabatic brachistochrone, we show that high fidelity control of the ground state of critical quantum systems can be achieved and requires only a reasonable approximation for the ground state spectral gap. We demonstrate our results for three widely applicable systems: the Landau-Zener, Ising, and fully connected spin models.

I. INTRODUCTION

Achieving robust control of many-body quantum systems stands as an important step in order to fully realise quantum enhanced technologies [1, 2]. One natural approach involves exploiting adiabatic dynamics, where the system is manipulated sufficiently slowly that undesirable excitations are suppressed. While guaranteed to be effective, these techniques become highly impractical for many body systems where the requisite timescales will diverge as energy gaps close and therefore these methods fail once the evolution timescales are on the same order as the decoherence rate of the system.

Recently, significant steps have been taken in developing means to address this problem using the suite of tools from shortcuts to adiabaticity [3, 4] and optimal control theory [2, 5]. The former, in particular, has been applied to several genuinely many-body systems and can achieve perfect control on arbitrarily short times [6, 7]. However, this comes at the price of highly non-local control fields which are impractical in terms of their experimental realisability and come with a diverging energetic cost [8–15]. In principle, the latter approach offers a more realistic route to control as experimental constraints can be built in a priori. Hybrid approaches can therefore offer remarkable versatility [16–18].

For the ground state of a many-body system that is ramped through a quantum phase transition, the need for control can be traced back to the fact that as a system nears or crosses a critical point, spectral gaps shrink [19]. Different control methods circumvent this issue in distinct manners, for example counterdiabatic driving modifies the original energy spectrum such that vanishing energy gaps no longer occur and the time evolving state tracks the original Hamiltonian’s instantaneous ground state, while in optimal control typically one is only concerned with achieving a particular target state and therefore avoids difficult regions of the parameter space by transiently leaving the adiabatic manifold. In this work we will explore an alternative to these approaches that is in the spirit of optimal control, requiring only local control fields, but that uses information about how the spectral gap behaves throughout the ramp protocol and therefore tracks an approximately adiabatic dynamics. Our protocol is derived from the quantum adiabatic brachistochrone by defining the adiabatic action [20], which takes into account the behaviour of the spectral gap. By minimising this action, an optimal ramp is determined and we demonstrate its effectiveness for three examples: first we recapitulate known results for the Landau-Zener model [21], then we apply these results and the minimal action technique to the Ising model where we demonstrate that the approach provides significant improvements over non-optimised ramps even if only an approximation to the spectral gap is used, and finally we examine a fully connected spin system.

II. MINIMAL ACTION APPROACH TO QUANTUM CONTROL

We consider a quantum system described by the Hamiltonian \( H(g) \), where \( g \) is a scalar parameter which can be varied time-dependently. The adiabatic theorem provides the timescales over which the system can be driven while avoiding the generation of unwanted excitations and is inversely proportional to the minimal spectral gap. Therefore, when dealing with systems with vanishing energy gaps, as is characteristic of critical systems where a quantum phase transition occurs at \( g = g_c \), the timescales necessary to achieve adiabatic dynamics tend to diverge. Thus, methods to manipulate such systems are desirable. This problem has particular relevance to the settings of quantum annealing [22] and adiabatic quantum computation [23]. Recently there has also been great focus on quantum heat engines which exploit criticality [24, 25].

Here we take a heuristic approach by noticing that, since the minimal gap sets the timescale for achieving adiabatic dynamics, by judiciously varying the parameter \( g \) taking into account the manner in which the spectral gap closes, high fidelity control can be achieved. This method is similar in spirit to several other approaches such as fast quasidiabatic dynamics (FAQUAD) [26–28], parallel adiabatic passage [29], uniform adiabaticity [30] and local adiabatic evolution [31]. Note however that our method requires only energy eigenvalues, and not eigenvectors as in some other methods. This also relates to methods based on the relevant critical exponents of the model [32].

Following the approach outlined in Ref. [20], we consider an adiabatic action defined as

\[
S = \int_0^\tau dt \frac{\hbar^2 \| \partial_t H(t) \|^2}{\Gamma^2(t)}. \tag{1}
\]

where \( \tau \) is the total duration of the protocol, \( \Gamma(t) \) is the
relevant energy gap, \( || \cdot || \) is the Frobenius norm, and the choice of specific exponents is taken for convenience \[20\]. The definition of \( S \) is motivated by the usual adiabatic condition (which is often sufficient) \[33\]. Equally, \( S \) provides a quantitative measure of the non-adiabaticity of a given protocol, having the units of time. Therefore, by minimising \( S \) we can determine a ramp profile that keeps the system as close to adiabatic as possible for this action, i.e. by solving

\[
\frac{\partial S}{\partial g} = 0 \tag{2}
\]

for \( g \). Note that the choice of \( S \) ensures an Euler-Lagrange differential equation of second order which fits with the required boundary conditions: \( g(0) = 0 \) and \( g(\tau) = g_\tau \).

Equations (1) and (2) form the basis of the control protocol. We will focus on the manipulation of the ground state, \(|\psi_0\rangle\), for several systems and we will examine how a reasonable approximation for the ground state energy gap, \( \Gamma \), is sufficient to achieve effective control, when compared with the performance of a simple linear ramp

\[
g(t) = g_0 + (g_\tau - g_0)t/\tau. \tag{3}
\]

The performance of each protocol will be quantified by focusing on the fidelity of the final state of the system, \(|\psi(\tau)\rangle\), with the target ground state, i.e.

\[
\mathcal{F} = |\langle \psi(\tau) | \psi_0(\tau) \rangle|^2. \tag{4}
\]

We assume \(|\psi(0)\rangle = |\psi_0(0)\rangle\) as the initial condition in all cases i.e. the system starts in the ground state. To quantify the dynamics we use the instantaneous fidelity \( \mathcal{F}_I = |\langle \psi(t) | \psi_0(t) \rangle|^2 \).

### III. Minimal Action Control: Case Studies

#### A. Landau-Zener Model

We begin with a pedagogical example, one which has been considered elsewhere in the literature \[21\] using a similar framework, in order to outline the basic approach. Furthermore, due to its close relationship with the Ising model, the results of this section will be further employed when considering the many-body system in Sec. III.B. Consider the Landau-Zener (LZ) model whose Hamiltonian is given by

\[
H(t) = \hbar \Delta \sigma_x + \hbar g(t) \sigma_z, \tag{5}
\]

where \( \Delta > 0 \) determines the minimal energy gap at the avoided crossing. While not a phase transition, this model nevertheless captures many of the essential features of a critical system, with spatial and dynamical critical exponents known to be \( v = 1 \) and \( z = 1 \), putting it within the same universality class as the Ising model. The energy gap between ground and excited states is given by

\[
\Gamma = \epsilon_1 - \epsilon_0 = 2\hbar \sqrt{g(t)^2 + \Delta^2}. \tag{6}
\]

The numerator of Eq. (1) is readily determined as \( ||\partial_t H||^2 = 2\hbar^2 \Delta^2 \). Combining this with Eq. (6) we have that the required action to be minimised, Eq. (1), is

\[
S = \int_0^\tau dt \frac{g^2}{8(\Delta^2 + g^2)^2}. \tag{7}
\]

The optimal ramp profile for \( g(t) \) is then obtained by minimising the action Eq. (2), i.e. solving the Euler-Lagrange equation

\[
\frac{\partial S}{\partial g} - \frac{d}{dt} \frac{\partial S}{\partial \dot{g}} = 0, \tag{8}
\]

which reduces to

\[
\dot{G}(s) = \frac{2G(s)G(s)^2}{\Delta^2 + G(s)^2}, \tag{9}
\]

where we have made the substitution \( s = t/\tau \) and defined \( G(s) = g(s\tau) \). Equation (9) can be solved analytically. Fixing the initial and target conditions as \( G(0) = g_0 \) and \( G(1) = -g_0 \), i.e. symmetrically sweeping through the avoided crossing, we find the optimal ramp profile for \( G(s) \) (equivalently \( g(t) \)) is

\[
G(s) = -\Delta \tan \left[ (2s - 1) \arctan(g_0/\Delta) \right]. \tag{10}
\]

In Fig. 1(a) we show the performance of the optimised ramp, Eq. (10), where we see that by minimising the action the protocol achieves effectively adiabatic dynamics on timescales more than an order of magnitude faster than the linear ramp. Given that there is a finite minimum spectral gap, \( \Delta \), no protocol can achieve a perfect fidelity in arbitrarily short times. As a rough estimate one cannot have perfect population transfer faster than the adiabatic timescale \( \tau_a = \Delta^{-1} \). This is similar to results from quantum speed limits which give a timescale \( \pi/(2\Delta) \) \[34, 35\]. The inset shows the explicit profiles of the ramps and serves to elucidate why the action approach is so highly effective. Deviations from adiabaticity are dictated by the rate at which the spectral gap closes. In the case of the LZ model which hosts an avoided crossing at \( g = 0 \), in order to maintain close to adiabatic conditions the ramp profile should necessarily reflect the behaviour of the spectral gap, \( \Gamma \), in time. Thus, the action finds the ramp profile that most suitably tracks the behaviour of the spectral gap.

In contrast, the linear ramp takes no account of how \( \Gamma \) varies in time, and therefore insufficiently slow protocols lead to non-adiabatic dynamics as captured by the Kibble-Zurek mechanism \[36–38\]. In this specific case, the fidelity is well described by the Landau-Zener formula as \( \mathcal{F} = 1 - \exp \left[ -\pi \Delta^2 \tau/(2g_0) \right] \).

To illustrate the difference in dynamics induced by the two protocols, we show the fidelity for both as a function of scaled time \( s \) for different operation times \( \tau \) in Fig. 1. One can see clearly in Fig. 1(b), that there is a sharp drop in instantaneous fidelity upon entering the impulse regime for the linear ramp.
The corresponding Euler-Lagrange equation in this case is
\[ \dot{G} = \frac{2(G - \beta)G^2}{\beta^2 + \gamma^2 - 2\beta G + G^2}. \] (13)

This gives the optimal solution
\[ G(s) = \beta + \gamma \tan \left[ (1 - s) \tan^{-1} \left( \frac{g_0 - \beta}{\gamma} \right) - s \tan^{-1} \left( \frac{g_0 + \beta - 2}{\gamma} \right) \right], \] (14)

where \( \beta \) is related to the point of avoided crossing (similar to \( g_0 \)), and \( \gamma \) is related to the minimal energy gap of the subspace.

Due to the decoupling into individual momentum subspaces, we see that the action, Eq. (12), has the same form as the Landau-Zener model action, Eq. (7). This can be seen explicitly by identifying \( \alpha = 1/(2\sqrt{2}\Delta^2) \), \( \beta = g_c = 0 \) and \( \gamma = \Delta \) for this case.

However, for the Ising model the location of the critical point is different. Thus we can extract the action solution by identifying \( \alpha = \left[ 4\sqrt{2}\omega \sin^2(\pi/N) \right]^{-1} \), \( \beta = \cos(\pi/N) \) and \( \gamma = \sin(\pi/N) \). Using these in Eq. (12), we find the specific action for the Ising model is given by
\[ S = \int_0^\tau dt \frac{g^2}{32\omega^2(4g - 4\cos(\pi/N) + 1)^2}. \] (15)

We demonstrate the effectiveness of this approach in Fig. 2 for several different system sizes compared to a simple linear ramp. As expected, larger system sizes necessarily imply that longer time scales are required to approach the adiabatic limit. Regardless of system size, we clearly see that the linear ramp fails to achieve the target state, with its performance rapidly dropping off even for modest increases in system size, cfr. panels (a) and (b). By using the minimal action approach applied to only the lowest momentum subspace, we see that significantly higher fidelities can be achieved on fast timescales, although remark that there is still a fundamental lower limit to how fast the protocol can be achieved. An

B. Transverse-Field Ising Model

Moving now to a genuine many-body system, we consider the transverse field Ising model (TFIM) whose Hamiltonian is given by
\[ H(t) = -\hbar \omega \sum_{i=1}^{N} \left[ g(t) \sigma_i^z + \sigma_i^x \sigma_{i+1}^x \right]. \] (11)

and we assume periodic boundary conditions \( \sigma_{N+1}^{x,y,z} = \sigma_1^{x,y,z} \) with an even number of sites \( N \). Using the Jordan-Wigner transformation, we can map the model to \( N/2 \) non-interacting fermionic momentum subspaces labelled by the discrete momentum values \( k = (2n - 1)\pi/(N\hbar) \) where \( b \) is the distance between spins and \( n = 1, \ldots, N/2 \). Each momentum subspace is an effective Landau-Zener model with a relevant spectral gap given by \( \Gamma_k = 4\hbar \omega \sqrt{g(t)^2 - 2g(t)\cos(\hbar b)} + 1 \) which vanishes in the thermodynamic limit at the critical point \( g_c = 1 \) [40]. Thus, while the model is in principle exactly solvable, our interest will be in demonstrating that the minimal action approach can still be highly effective even if details of the exact spectral gap are not known [20].

Thus, instead of looking at the action for the exact ground state spectral gap, we consider the adiabatic action for only the lowest momentum subspace \( n = 1 \), which is the most relevant in terms of the model’s critical features. The general action for a system of this form can be written as
\[ S = \int_0^\tau dt \left[ \frac{\alpha g^2}{(g - \beta)^2 + \gamma^2} \right]^2. \] (12)
approximation for this minimal timescale is given by adiabatic timescale $\tau_a = 1/[4\omega \sin(\pi/N)]$ which varies extensively for large $N$. Note that for the linear protocol, the scaling of the minimum time for adiabatic evolution is quadratic in $N$ [41]. While in the case of the LZ model we find the minimal action protocol almost saturates this minimal time, we note there is a larger discrepancy here in the case of the Ising chain. This is due to locality effects. From the periodic boundary conditions, the largest distance between spins is $Nb/2$, while the maximal group velocity is $2\omega b$ [42]. This gives a heuristic timescale $\tau_l = N/(4\omega)$, shown in Fig. 2 as a vertical black dashed line. Note that there are sharp peaks of high fidelity near $\tau = \tau_l$.

By only optimising over the lowest momentum subspace, we see that while not perfectly effective, significant gains in the target state fidelity can still be achieved. Thus, the application to the Ising model serves to demonstrate that one does not necessarily require precise knowledge of the spectral gap, i.e. $\Gamma$ entering Eq. (1), it is already sufficient to have a reasonable estimate in order to find protocols that can perform significantly better.

To understand the dynamical evolution of the state for each protocol, we consider the instantaneous fidelity in Fig. 3. For the linear protocol, in Fig. 3(a), we once again see a steep drop in fidelity crossing the critical point. In contrast, for the minimal action protocol (shown in Fig. 3(b)), there is an immediate dip in fidelity. This is related to excitations in the higher momentum subspaces which have avoided crossings for values less than $g_c$. The minimal action protocol traverses these avoided crossings faster than the linear ramp, thus inducing excitations in these subspaces leading to this behaviour. This highlights the potential benefits of including the next highest momentum subspace.

C. Fully connected model

As a final model, we move beyond the universality class captured by the Ising model and consider a fully connected spin system whose Hamiltonian is given by [43]

$$H(t) = \hbar \omega a^\dagger a - \frac{\hbar g^2(t)}{4} (a + a^\dagger)^2 + \frac{\hbar \omega g^4(t)}{16\eta} (a + a^\dagger)^4,$$

with bosonic creation and annihilation operators $a^\dagger$ and $a$, restricted to the regime $0 < g(t) < 1$. This model is widely applicable as a low-energy effective Hamiltonian for systems with infinite range interactions such as the Quantum Rabi model [44] or Lipkin-Meshkov-Glick model [43] where $\eta$ is an effective system size.

This model has a critical point at $g_c = 1$ in the thermodynamic limit $\eta \to \infty$ with critical exponents given by $\nu = 1/2$. In the thermodynamic limit the relevant energy gap is given by $\Gamma = 2\hbar \omega \sqrt{1 - g^2}$ [43]. For sufficiently large systems, this serves as a reasonable estimation of the true spectral gap. Using this in Eq. (1) and neglecting irrelevant constant factors, the action is given by

$$S = \int_0^\infty dt \frac{g^2 g^4}{\omega^2 (1 - g^2)^2}.$$
For this case the Euler-Lagrange equation becomes

$$G(s) = \left| \frac{G(s)^2 + 1}{G(s)^2 - 1} \right| \frac{G(s)^2}{G(s)}.$$

(18)

Solving this with the appropriate boundary conditions we find the optimised profile

$$G(s) = \sqrt{(g_0^2 - 1) \left( \frac{g_s^2 - 1}{g_0^2 - 1} \right)} + 1,$$

(19)

shown in Fig.4(a). For comparison, we also consider another ramp profile determined in Ref. [43] based on the critical exponents

$$G(s) = \sqrt[2]{\frac{2}{s^2 + 1}} (g_r - g_0) + g_0.$$

(20)

The resulting fidelities are compared with the linear case in Fig.4 (panels (b) and (c)) for different values of the effective system size $\eta$. The adiabatic timescale $\tau_a = 1/\left[ 2 \sqrt{1 - g_{\text{max}}} \right]$ marks a precipitous drop in fidelity where $g_{\text{max}}$ is the maximal value of $g$ during the evolution. In our setting $g_0 < g_r$, so $g_{\text{max}} = g_r$. Note that there are no locality effects in this setting since every spin interacts directly with every other spin.

For small system sizes ($\eta = 10$), the minimal action protocol provides only modest improvements over the linear ramp. However for increasing system size, the approximation to the spectral gap becomes more accurate. Hence for larger system sizes ($\eta = 100$) we see that the minimal action protocol significantly outperforms the other two protocols.

**IV. CONCLUSION**

We have provided a general protocol for finding (near) optimal ramps to control critical quantum systems. The scheme is based on the adiabatic action, Eq. (1) and is applicable to any model where a good approximation of the relevant spectral gap is known. We demonstrated the utility of the minimal action control methods with three paradigmatic examples. For the Landau-Zener model, the optimal solution is readily obtainable [21, 45] and served to demonstrate the underlying principle that in such models, high fidelity local control is obtainable provided the ramp profiles suitably take into account information regarding the spectral gap. The versatility of the approach was then demonstrated for the Ising model, where rather than the precise ground state spectral gap, an approximation using only the lowest momentum subspace was used to define the adiabatic action. Significant improvements in target state fidelity were achieved, and thus this serves to demonstrate that only a reasonable estimate, and not the precise manner, regarding how the energy gaps close is needed. For the Ising model, we expect that the results could be improved by including the effects of the higher momentum subspaces. For the $n^{th}$ subspace, the optimal solution is given by Eq. (14) with generalised parameters $\alpha_n \propto 1/\gamma_n^2$, $\beta_n = \cos ((2n - 1)\pi/N)$ and $\gamma_n = \sin ((2n - 1)\pi/N)$. These could be combined for instance via a weighted average of the minimal gaps $\gamma_n^{-1}$. Finally, we showed that the minimal action approach applies equally well for critical systems in other universality classes by considering a fully connected spin system, where high target state fidelities were achieved based on an approximation for the relevant energy gap. This broadens the approach’s applicability to new models where the gap can only found numerically, but with a scaling that can be modelled by a simple analytical function.

Our results add to the growing body of work highlighting that a hybrid control techniques exploiting both analytic and numeric aspects provide a viable route to achieve coherent control. In particular, our results may find fertile application in more complex models provided an estimation of the relevant spectral properties can be determined. This has relevance to the development of approximate counterdiabatic driving protocols for many-body systems [46].

Furthermore, they may also prove relevant for a more diverse range of areas. These include open systems [47],...
the energetic cost of quantum gates operations [48], generalisations of the adiabatic theorem [49], quantum refrigerators using working mediums which posses an uncontrollable finite gap [50], thermodynamic protocols with minimal dissipation [51] and quantum speed limits where action based formalism has been previously developed [52].
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