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Abstract. In this article, we present a new approach to construct smoothing approximations for piecewise smooth functions. This approach proposes to formulate any piecewise smooth function as the expectation of a random variable. Based on this formulation, we show that smoothing all elements of a defined space of piecewise smooth functions is equivalent to smooth a single probability distribution. Furthermore, we propose to use the Boltzmann distribution as a smoothing approximation for this probability distribution. Moreover, we present the theoretical results, error estimates, and some numerical examples for this new smoothing method in both one-dimensional and multiple-dimensional cases.

1. Introduction. Piecewise smooth (P-S) functions are an important subclass of nonsmooth functions. They have been studied for a long time since they appear in many fields, including optimization, data modeling, and various equations [7, 13, 21–23]. The main deficiency of these functions is that they are not smooth at certain points in the domain. Therefore, their presence in any problem has many inconveniences. For example, in optimization, if the cost function is not at least differentiable, gradient-based methods are not applicable. A prominent approach for solving this problem is to construct a smoothing approximation for the P-S function. When a smoothing approximation is available, the P-S function in the original problem is replaced by its smoothing approximation, and the resulting problem can be solved by conventional methods.

One of the first studies on smoothing approximations is proposed to solve optimization problems where the cost function is not smooth due to presence of max or min operator [6]. For the same problem introduced in [6], a different smoothing approach is proposed in [29] and it is based on constructing a smooth transition in the kink points and leave the original cost function unchanged at almost every point. In [27], the authors proposed the hyperbolic smoothing technique to solve the min-sum-min problem which is a mathematical model for the clustering problem. The hyperbolic smoothing technique is also used in [3] to solve the finite variant
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of the essential problem known as the minimax problem. Smoothing approximations are also studied in the context of penalty methods. In fact, most of the exact penalty functions are not smooth. Therefore, many papers studied the smoothing approximations for these exact penalty functions [11, 14, 17, 18, 25]. As a result, smoothing techniques of P-S functions play a fundamental role in optimization and penalty methods.

Smoothing approximations are also used to solve various equations, such as the so-called absolute value equation. The main difficulty of this equation is that it contains the component-wise absolute value, which is a P-S function, resulting in limits of analysis and resolution. Therefore, different smoothing approximations are used to solve this equation [10, 12, 19, 24].

Another application of smoothing approximations for P-S functions is data modeling and compression. For example, the model smoothness is an important property for capturing patterns and removing noise from data sets [28]. For these purposes, smoothing is regarded as a fundamental process in data modeling. There are many valuable contributions in this context; see for instance [1, 2, 8, 15, 16, 20].

Last but not least, the blending surface problem is another application of smoothing approximations for P-S functions. This problem aims to create intermediate surfaces that connect other surfaces smoothly. The study of this problem is fundamental in Computer Aided Geometric Design. Many important methods were developed especially for this problem; see for instance [4, 5, 9].

It is now clear that high-quality smoothing approximations of P-S functions are desired and have applications in a wide range of fields. In this paper, we present a new and comprehensive approach to construct smoothing approximations for P-S functions. In section 2, we first reformulate any P-S function as the expectation of a random variable and show how this new formulation reduces the problem of smoothing a defined space of P-S functions to smoothing a single probability distribution. In section 3, we propose to use the Boltzmann distribution to construct the smoothing approximations for P-S functions in the one-dimensional case. Theoretical results and numerical examples are given for this case. In section 4, we extend our approach to the n-dimensional case. Theoretical results and numerical examples are also given for this case. In section 5, we conclude this paper and discuss some of our future works.

2. A new formulation for piecewise smooth functions. Throughout this paper, $\Omega \neq \emptyset$ is an open subset of $\mathbb{R}^n$, $C(\Omega)$ denotes the set of all continuous real-valued functions over $\Omega$ and $C^k(\Omega)$ ($k \geq 1$) denotes the set of real-valued functions with continuous $k-th$ order partial derivatives on $\Omega$. A real-valued function $f : \Omega \rightarrow \mathbb{R}$ is considered to be smooth if it is at least of class $C^1(\Omega)$.

Now, we give the definition of a piecewise smooth function.

**Definition 2.1.** [21, 28] A real-valued function $f : \Omega \rightarrow \mathbb{R}$ is called piecewise smooth function on $\Omega$ if it is continuous on $\Omega$, there exists a finite collection of smooth functions $f_i : \Omega \rightarrow \mathbb{R}$, $i = 1, 2, \ldots, r$, and there exists $\{A_i\}_{i=1, \ldots, r}$ a partition of $\Omega$, such that

$$f(x) = f_i(x) \quad \forall x \in A_i, \ i = 1, \ldots, r.$$  

The collection $\{f_i\}_{i=1, \ldots, r}$ (not necessarily unique) is called a representation of $f$ on $\Omega$. 
Let \( \tau = \{A_1, \ldots, A_m\} \) be a partition of \( \Omega \) and let \( k \geq 1 \) be a positive integer. We define the set \( PS^k_\tau(\Omega) \) as follows:

\[
PS^k_\tau(\Omega) = \left\{ f \in C(\Omega) \mid \exists \{f_i\}_{i=1}^m \subset C^k(\Omega) \text{ such that } f(x) = f_i(x) \ \forall x \in A_i, i = 1, \ldots, m. \right\}
\]

**Remark 1.** \( PS^k_\tau(\Omega) \) is a vector subspace of \( C(\Omega) \).

Let \( f \in PS^k_\tau(\Omega) \) and let \( R_f = (f_1, \ldots, f_m) \in (C^k(\Omega))^m \) be a representation of \( f \).

Although the functions \( f_i : \Omega \rightarrow \mathbb{R}, i = 1, 2, \ldots, r \) are of class \( C^k(\Omega) \), the function \( f \) may not be differentiable over \( \Omega \); see example 1. In this paper, we are interested in constructing a function of class \( C^k(\Omega) \) that approximates the P-S function \( f \).

**Example 1.** Let \( \tau_0 = \{(-\infty, 0], (0, +\infty)\} \). We have \( f(x) = |x| \) and \( g(x) = \max(0, x) \) are two elements of \( PS^\infty_{\tau_0}(\mathbb{R}) \).

\[
|x| = \begin{cases} -x, & x \in (-\infty, 0], \\ x, & x \in (0, +\infty), \end{cases}, \quad \max(0, x) = \begin{cases} 0, & x \in (-\infty, 0], \\ x, & x \in (0, +\infty). \end{cases}
\]

Furthermore, we have \( f_1(x) = x \) and \( f_2(x) = -x \) are of class \( C^\infty(\mathbb{R}) \), but \( f(x) = |x| \) is not differentiable at \( 0 \).

In the following, we will formulate any piecewise smooth functions as an expectation of a discrete random variable. Let \((\mathcal{E}, \mathcal{F}, \mathbb{P})\) be a space of probability and let \( X : \mathcal{E} \rightarrow \Omega \) be a random variable with values on \( \Omega \). For each possible outcome \( x \in \Omega \) of the random variable \( X \), we consider the conditional random variable \( C\mid (X = x) : \mathcal{E} \rightarrow E \) which assigns a label \( i \in E = \{1, 2, \ldots, m\} \) to \( x \) with probability \( p_i(x) \). The label \( i \) denotes the index of the set \( A_i \) and \( p_i(x) \) can be seen as the probability that \( x \) belongs to the set \( A_i \).

**Remark 2.** \( p = (p_1, \ldots, p_m) \) can be any function from \( \Omega \) to \([0, 1]^m\) such that

\[
\sum_{i=1}^m p_i(x) = 1, \ \forall x \in \Omega. \tag{1}
\]

Let \( R = (f_1, \ldots, f_m) \) be an element of \((C^k(\Omega))^m\). We consider the conditional random variable \( Y_R|X = x : \mathcal{E} \rightarrow F(x) \), where

\[
F(x) = \{f_1(x), f_2(x), \ldots, f_m(x)\},
\]

and

\[
(Y_R|X = x) = f_i(x) \iff (C|X = x) = i. \tag{2}
\]

By considering (2), we have:

\[
\mathbb{P}[Y_R = f_i(x)|X = x] = \mathbb{P}[C = i|X = x] = p_i(x). \tag{3}
\]

From (3), we notice that the probability \( \mathbb{P}[Y_R = f_i(x)|X = x] = p_i(x) \) is independent of the vector \( R \), that is, for every \( R, R' \in (C^k(\Omega))^m \), such that \( R = (f_1, \ldots, f_m) \) and \( R' = (f'_1, \ldots, f'_m) \), we have:

\[
\mathbb{P}[Y_R = f_i(x)|X = x] = \mathbb{P}[Y_{R'} = f'_i(x)|X = x] = p_i(x), \ \forall i \in E.
\]

We define \( \hat{Y}_R(x) \) as the mathematical expectation of \( Y_R|X = x \) with respect to the probability distribution \( p(x) = (p_1(x), \ldots, p_m(x)) \).

\[
\hat{Y}_R(x) := \mathbb{E}_p(Y_R|X = x) = \sum_{i=1}^m \mathbb{P}[Y_R = f_i(x)|X = x] \times f_i(x) = \sum_{i=1}^m p_i(x)f_i(x).
\]
In addition, we define $S_p$ as the operator that associates to each $R \in (C^k(\Omega))^m$ the function $Y_R : \Omega \rightarrow \mathbb{R}$. We call $S_p$ the smoothing operator of the vector space $PS^k_{r}(\Omega)$.

If we define $q_i$ as the indicator function of the set $A_i$, that is

$$q_i(x) = \begin{cases} 1, & x \in A_i, \\ 0, & x \notin A_i. \end{cases}$$

then, we have $\sum_{i=1}^{m} q_i(x) = 1$ for each $x \in \Omega$ (because $\{A_1, \cdots, A_m\}$ is a partition of $\Omega$). Thus, $q(x) = (q_1(x), \cdots, q_m(x))$ can be seen as a probability distribution for the conditional random variable $C|(X = x)$. We call $q$ the characteristic probability of the space $PS^k_{r}(\Omega)$. In addition, For each $f \in PS^k_{r}(\Omega)$ with representation $R_f = (f_1, \cdots, f_m)$, we have:

$$S_q(R_f)(x) = \mathbb{E}_q(Y_{R_f}|X = x) = \sum_{i=1}^{m} q_i(x)f_i(x)$$

$$= \begin{cases} f_1(x), & x \in A_1, \\ f_2(x), & x \in A_2, \\ \vdots \\ f_m(x), & x \in A_m. \end{cases} = f(x).$$

Therefore, for each $f \in PS^k_{r}(\Omega)$ with representation $R_f = (f_1, \cdots, f_m)$, we have:

$$f(x) = \mathbb{E}_q(Y_{R_f}|X = x), \forall x \in \Omega.$$

Thus, we obtain a new formulation for $f \in PS^k_{r}(\Omega)$.

For each $f \in PS^k_{r}(\Omega)$, we have $S_q(R_f) = f$, where $R_f = (f_1, \cdots, f_m)$ is any possible representation of the function $f$. However, $q = (q_1, \cdots, q_m)$ is a discontinuous function over $\Omega$, which, on the one hand, explains the non-smoothness of $f$ in most cases and, on the other hand, does not guarantee the smoothness of $S_q(R_f)$ despite the fact that $f_i, i = 1, \cdots, m$ are all smooth. As a result, if we construct a smooth probability distribution $p$ that approximates the characteristic probability $q$, we will obtain a smoothing approximation $S_p(R_f)$ for each $f \in PS^k_{r}(\Omega)$. So smoothing all elements of the vector space $PS^k_{r}(\Omega)$ is equivalent to smooth the characteristic probability $q$ of the space $PS^k_{r}(\Omega)$.

**Theorem 2.2.** Assuming that the function $p$ satisfies the conditions of Remark 2 and that $p_i, i = 1, \cdots, m$ are of class $C^k(\Omega)$. For every $f \in PS^k_{r}(\Omega)$ with representation $R_f$, we have:

(a) $S_p(R_f)$ is of class $C^k(\Omega)$,
(b) $S_p : (C^k(\Omega))^m \rightarrow C^k(\Omega)$ is a linear operator,
(c) $S_p(R_f) \rightarrow f$ pointwise as $p \rightarrow q$ pointwise.

**Proof.** (a) Let $R = (f_1, \cdots, f_m) \in (C^k(\Omega))^m$. Since $p_i, i = 1, \cdots, m$ and $f_i, i = 1, \cdots, m$ are of class $C^k(\Omega)$, then $S_p(R)(x) = \sum_{i=1}^{m} p_i(x) \times f_i(x)$ is of class $C^k(\Omega)$. Particularly, for each $f \in PS^k_{r}(\Omega)$, we have $S_p(R_f)$ is of class $C^k(\Omega)$, where $R_f \in (C^k(\Omega))^m$ is a representation of $f$ on $\Omega$. 

(b) Let \( a, b \in \mathbb{R} \) and let \( R = (f_1, \ldots, f_m) \) and \( R' = (f'_1, \ldots, f'_m) \) be two elements of \( (C^k(\Omega))^m \).

Since \( aR + bR' = (af_1 + bf'_1, \ldots, af_m + bf_m) \in (C^k(\Omega))^m \), then we have:

\[
S_p(aR + bR')(x) = \sum_{i=1}^{m} p_i(x)(af_i(x) + bf'_i(x)) \\
= a \sum_{i=1}^{m} p_i(x)f_i(x) + b \sum_{i=1}^{m} p_i(x)f'_i(x) \\
= aS_p(R)(x) + bS_p(R')(x)
\]

Therefore, \( S_p \) is linear.

(c) Let \( f \in P_{S^k}^l(\Omega) \) and let \( R_f = (f_1, \ldots, f_m) \) be a representation of \( f \). We have:

\[
\left| S_p(R_f)(x) - f(x) \right| = \left| S_p(R_f)(x) - S_q(R_f)(x) \right| \\
= \left| \sum_{i=1}^{m} p_i(x)f_i(x) - \sum_{i=1}^{m} q_i(x)f_i(x) \right| \\
= \left| \sum_{i=1}^{m} (p_i(x) - q_i(x))f_i(x) \right| \\
\leq \sum_{i=1}^{m} |p_i(x) - q_i(x)| \times |f_i(x)| \\
\leq \max_{i=1}^{m} |f_i(x)| \times \sum_{i=1}^{m} |p_i(x) - q_i(x)| \\
= \max_{i=1}^{m} |f_i(x)| \times \|p(x) - q(x)\|_1
\]

thus we obtain:

\[
\left| S_p(R_f)(x) - f(x) \right| \leq c(x) \times \|p(x) - q(x)\|_1, \forall x \in \Omega. \quad (4)
\]

where \( c(x) = \max_{i=1}^{m} |f_i(x)| \). As a result, \( S_p(R_f) \rightarrow f \) pointwise as \( p \rightarrow q \) pointwise.

Considering the formulation above, in what follows, we will try to construct a smooth function \( p \) that satisfies the conditions of Remark 2 and approximates the characteristic probability of the vector space \( P_{S^k}^l(\Omega) \). Once the smooth function \( p \) is available, the smoothing operator \( S_p \) will generate a smoothing approximation for any element of the space \( P_{S^k}^l(\Omega) \).

3. Smoothing approximations for one-dimensional case. Let us consider the partition \( \tau = \{ A_0, A_1, \ldots A_m \} \) of \( \mathbb{R} \), where

\[
A_i = \begin{cases} (-\infty, a_i], & i = 0, \\ (a_i, a_{i+1}], & i = 1, \ldots, m - 1, \\ (a_m, +\infty), & i = m. \end{cases} \quad (5)
\]

and \( a_1 < a_2 < \cdots < a_m \).
We define the functions $h_i, i = 0, \cdots, m$ as follows

$$h_i(x) = \begin{cases} -(x - a_i), & i = 0, \\ -(x - a_i)(x - a_{i+1}), & i = 1, \cdots, m - 1, \\ x - a_m, & i = m. \end{cases} \quad (6)$$

**Proposition 1.** Take $A_i$ and $h_i$ as in (5) and (6), respectively.

For $i = 0, \cdots, m$, we have:

$$(x \in \hat{A}_i) \iff \left( h_i(x) > 0 \text{ and } h_k(x) < 0, \forall k \neq i \right),$$

where $\hat{A}_i$ is the interior of $A_i$.

Furthermore, for $i = 1, \cdots, m$, we have:

$$x = a_i \iff \left( h_i(x) = h_{i-1}(x) = 0 \text{ and } h_k(x) < 0, \forall k \notin \{i, i-1\} \right).$$

To transform the functions $h_i, i = 0, \cdots, m$ into a probability distribution for the random variable $C(X = x)$, we propose the use of the Boltzmann distribution which is expressed in (7)

$$p_i^\alpha(x) = \frac{e^{\alpha h_i(x)}}{\sum_{k=0}^{m} e^{\alpha h_k(x)}}, \quad i = 0, \cdots, m \quad (7)$$

where $\alpha > 0$.

For every $x \in \mathbb{R}$, we have $p_i(x) \in [0, 1], i = 1, \cdots, m$ and $\sum_{i=1}^{m} p_i^\alpha(x) = 1$. Thus, $p^\alpha(x) = (p_0^\alpha(x), \cdots, p_m^\alpha(x))$ is a probability distribution.

The main advantage of the Boltzmann distribution is that it exaggerates the difference between the functions $h_i, i = 0, \cdots, m$. Therefore, $p_i^\alpha(x)$ becomes close to 1 if $x \in A_i$ and close to 0 otherwise. This property makes the Boltzmann distribution widely used. For example, it is used to normalize the output of a neural network to a probability distribution over all possible classes.

For the sake of simplicity, the smoothing operator of the space $PS_\tau^k(\mathbb{R})$ is denoted $S_\alpha$ instead of $S_{\alpha, \tau}$.

**Theorem 3.1.** Take $p_i^\alpha, i = 0, \cdots, m$ as in (7), $\alpha > 0$, and $k \geq 1$, then we have:

(a) $p_i^\alpha : \mathbb{R} \rightarrow [0, 1]$ is of class $C^\infty(\mathbb{R}), i = 0, \cdots, m$,

(b) $\forall f \in PS_\tau^k(\mathbb{R})$, we have $S_\alpha(R_f) \in C^k(\mathbb{R})$, where $R_f$ is a representation of $f$,

(c) $p^\alpha \rightarrow q$ pointwise almost everywhere as $\alpha \rightarrow +\infty$, where $p^\alpha = (p_0^\alpha, \cdots, p_m^\alpha)$ and $q = (q_0, \cdots, q_m)$ is the characteristic probability of $PS_\tau^k(\mathbb{R})$,

(d) $\forall f \in PS_\tau^k(\mathbb{R})$, we have $S_\alpha(R_f) \rightarrow f$ pointwise as $\alpha \rightarrow +\infty$, where $R_f$ is any representation of $f$.

**Proof.** (a) Easy to prove.

(b) Obtained immediately by applying the part (a) of Theorem 2.2.

(c) $x \in \mathbb{R} \setminus \{a_1, a_2, \cdots, a_m\}$

$\implies \exists i \in \{0, 1, \cdots, m\}$ such that $x \in \hat{A}_i$

$\implies h_i(x) > 0$ and $h_k(x) < 0, \forall k \neq i$ (Proposition 1)

$\implies h_k(x) - h_i(x) < 0, \forall k \neq i$
Since we obtain:

\[ e^\alpha(h_u(x) - h_i(x)) \rightarrow 0, \text{ as } \alpha \rightarrow +\infty \]

\[ \frac{1}{1 + \sum_{k \neq i} e^\alpha(h_u(x) - h_i(x))} \rightarrow 1, \text{ as } \alpha \rightarrow +\infty \]

\[ p^\alpha_i(x) \rightarrow 1, \text{ as } \alpha \rightarrow +\infty \]

\[ p^\alpha_i(x) \rightarrow 1 \text{ and } p^\alpha_k(x) \rightarrow 0 \text{ } \forall k \neq i, \text{ as } \alpha \rightarrow +\infty. \]

( because \( \sum_{k=0}^m p^\alpha_k(x) = 1 \))

Therefore, \( \forall x \in \mathbb{R} \setminus \{a_1, a_2, \cdots, a_m\} \) we have, \( p^\alpha \rightarrow q \) as \( \alpha \rightarrow +\infty \).

(d) Let \( f \in PS^\alpha_k(\mathbb{R}) \) and let \( R_f = (f_0, f_1, \cdots, f_m) \) be a representation of \( f \). If \( x \in \mathbb{R} \setminus \{a_1, a_2, \cdots, a_m\} \), we have \( p^\alpha(x) \rightarrow q(x) \) as \( \alpha \rightarrow +\infty \). By applying Theorem 2.2, we obtain:

\[ \forall x \in \mathbb{R} \setminus \{a_1, a_2, \cdots, a_m\}, \ S_\alpha(R_f)(x) \rightarrow f(x) \text{ as } \alpha \rightarrow +\infty. \tag{8} \]

If \( x = a_i \), then we have:

\[
\left| S_\alpha(R_f)(a_i) - f(a_i) \right| = \left| \sum_{k=0}^m p^\alpha_k(a_i)f_k(a_i) - f(a_i) \right| \\
= \left| \sum_{k=0}^m p^\alpha_k(a_i)f_k(a_i) - f_{i-1}(a_i) \right| \left( \text{because } f(a_i) = f_{i-1}(a_i) \right) \\
= \left| \sum_{k=0}^m p^\alpha_k(a_i)(f_k(a_i) - f_{i-1}(a_i)) \right| \\
\leq \sum_{k=0}^m p^\alpha_k(a_i)|f_k(a_i) - f_{i-1}(a_i)| \\
= p^\alpha_{i-1}(a_i)|f_{i-1}(a_i) - f_{i-1}(a_i)| + p^\alpha_i(a_i)|f_i(a_i) - f_{i-1}(a_i)| \\
+ \sum_{\substack{k=0 \atop k \neq i, k \neq i-1}}^m p^\alpha_k(a_i)|f_k(a_i) - f_{i-1}(a_i)| \\
= p^\alpha_i(a_i)|f_i(a_i) - f_{i-1}(a_i)| + \sum_{\substack{k=0 \atop k \neq i, k \neq i-1}}^m p^\alpha_k(a_i)|f_k(a_i) - f_{i-1}(a_i)|
\]

Since \( f \) is assumed to be continuous, then we have \( |f_i(a_i) - f_{i-1}(a_i)| = 0 \). Therefore, we obtain:

\[
\forall i \in \{0, 1, \cdots, m\}, \left| S_\alpha(R_f)(a_i) - f(a_i) \right| \leq \sum_{\substack{k=0 \atop k \neq i, k \neq i-1}}^m p^\alpha_k(a_i)|f_k(a_i) - f_{i-1}(a_i)|. \tag{9}
\]
Furthermore, we have:

\[
p_{\alpha k}(a_i) = \frac{e^{\alpha h_k(a_i)}}{\sum_{j=0}^{m} e^{\alpha h_j(a_i)}}
\]

\[
= \frac{1}{\sum_{j=0}^{m} e^{\alpha (h_j(a_i) - h_k(a_i))}}
\]

\[
\leq \frac{1}{1 + e^{\alpha (h_i(x) - h_k(x))}} , \text{ (because } \sum_{j=0}^{m} e^{\alpha (h_j(x) - h_k(x))} \geq 0)\]

\[
= \frac{1}{1 + e^{-\alpha h_k(a_i)}}, \text{ (because } h_i(a_i) = 0)\]

Since \( h_k(a_i) < 0 \forall k \notin \{i, i-1\} \), then we have \( \frac{1}{1 + e^{-\alpha h_k(a_i)}} \to 0 \text{ as } \alpha \to +\infty \) and \( k \notin \{i, i-1\} \). Therefore, we obtain:

\[
\forall i \in \{0, \cdots, m\}, \forall k \notin \{i, i-1\}, \ p_{\alpha k}(a_i) \to 0 \text{ as } \alpha \to +\infty. \quad (10)
\]

From (9) and (10), we obtain

\[
\forall i \in \{0, \cdots, m\}, \ |S_{\alpha}(R_f)(a_i) - f(a_i)| \to 0 \text{ as } \alpha \to +\infty. \quad (11)
\]

From (8) and (11), we obtain

\[
\forall x \in \mathbb{R}, \ S_{\alpha}(R_f)(x) \to f(x) \text{ as } \alpha \to +\infty.
\]

Remark 3. In practice, \( \alpha = 1 \) is sufficient to obtain better approximations, that is the main advantage of Boltzmann distribution.

To simplify and illustrate our approach, we consider the following partition of \( \mathbb{R} \)

\[
\tau_a = \{(-\infty, a], (a, +\infty)\}. \quad (12)
\]

The partition \( \tau_a \) is a special case of (5), and it is studied extensively; see for instance [26, 28].

For the partition \( \tau_a \), the probability \( p^a \) will take the following form:

\[
p^a(x) = (p_0^a(x), p_1^a(x)) = \left( \frac{1}{1 + e^{\alpha(x-a)}}, \frac{1}{1 + e^{-\alpha(x-a)}} \right).
\]

Let \( f \in PS_{\tau_a}^k(\mathbb{R}) \) and let \( R_f = (f_0, f_1) \) be a representation of \( f \), that is

\[
f(x) = \begin{cases} f_0(x), & x \leq a, \\ f_1(x), & x > a. \end{cases}
\]

the smoothing approximation of \( f \) is

\[
S_{\alpha}(R_f)(x) = \frac{1}{1 + e^{\alpha(x-a)}}f_0(x) + \frac{1}{1 + e^{-\alpha(x-a)}} f_1(x). \quad (15)
\]
According to Theorem 3.1, $S_\alpha(R_f)$ is of class $C^k(\mathbb{R})$ and converges to $f$ as $\alpha$ goes to infinity. Now, let us analyze the error estimates.

**Theorem 3.2.** Take $p^n$, $f$, and $S_\alpha(R_f)$ as in (13), (14), and (15), respectively. We have:

$$\forall x \in \mathbb{R}, \forall \alpha > 0, \ |S_\alpha(R_f)(x) - f(x)| \leq \frac{1}{2} |f_1(x) - f_0(x)|.$$  \hspace{1cm} (16)

and for every compact $C$ of $\mathbb{R}$, for every $\epsilon > 0$, there exists $\alpha > 0$ such that

$$x \in C \Rightarrow |S_\alpha(R_f)(x) - f(x)| \leq \epsilon.$$  \hspace{1cm} (17)

**Proof.** Let $x \in \mathbb{R}$, we have:

$$|S_\alpha(R_f)(x) - f(x)| = |p_0^n(x)f_0(x) + p_1^n(x)f_1(x) - f(x)|$$

$$= |p_0^n(x)f_0(x) + (1 - p_0^n(x))f_1(x) - f(x)|$$

$$= |p_0^n(x)(f_0(x) - f_1(x)) + f_1(x) - f(x)|$$

$$= \begin{cases} (1 - p_0^n(x))|f_1(x) - f_0(x)|, & x \leq a, \\ p_0^n(x)|f_1(x) - f_0(x)|, & x > a. \end{cases}$$

$$= \begin{cases} \frac{1}{1 + e^{\alpha|x-a|}}|f_1(x) - f_0(x)|, & x \leq a, \\ \frac{1}{1 + e^{\alpha|x-a|}}|f_1(x) - f_0(x)|, & x > a. \end{cases}$$

Therefore, we obtain (16).

Let $C$ be a compact of $\mathbb{R}$. Since $g(x) := f_1(x) - f_0(x)$ is continuous in $a$ and $g(a) = 0$, then for every $\epsilon > 0$, there exists $\delta > 0$ such that

$$|x - a| \leq \delta \Rightarrow |g(x) - g(a)| \leq \epsilon$$

$$\Rightarrow |f_1(x) - f_0(x)| \leq \epsilon$$

$$\Rightarrow \frac{1}{1 + e^{\alpha|x-a|}}|f_1(x) - f_0(x)| \leq \frac{1}{1 + e^{\alpha|x-a|}}\epsilon, \forall \alpha > 0$$

$$\Rightarrow \frac{1}{1 + e^{\alpha|x-a|}}|f_1(x) - f_0(x)| \leq \epsilon, \forall \alpha > 0$$

$$\Rightarrow |S_\alpha(R_f)(x) - f(x)| \leq \epsilon, \forall \alpha > 0.$$

Therefore, we have:

$$\forall \epsilon > 0, \exists \delta > 0 \text{ such that } (|x - a| \leq \delta \Rightarrow |S_\alpha(R_f)(x) - f(x)| \leq \epsilon, \forall \alpha > 0.) \hspace{1cm} (18)$$

Furthermore, for every $\beta > 0$ we have:

$$|x - a| > \beta \Rightarrow |S_\alpha(R_f)(x) - f(x)| < \frac{1}{1 + e^{\alpha\beta}}|f_1(x) - f_0(x)|, \forall \alpha > 0$$

$$\Rightarrow |S_\alpha(R_f)(x) - f(x)| < \frac{M}{1 + e^{\alpha\beta}}, \forall \alpha > 0$$

( where $M = \max_{x \in C}|f_1(x) - f_0(x)|$)

$$\Rightarrow \forall \epsilon > 0, \exists \hat{\alpha} > 0 \text{ such that } (|S_{\hat{\alpha}}(R_f)(x) - f(x)| < \epsilon, \forall x \in C.)$"
(because \( \lim_{\alpha \to \infty} \frac{MC}{1 + e^{\alpha\delta}} = 0 \))

Therefore, for every \( \beta > 0 \), for every \( \epsilon > 0 \), there exists \( \hat{\alpha} > 0 \) such that
\[
|x - a| > \beta \Rightarrow |S_{\hat{\alpha}}(R_f)(x) - f(x)| \leq \epsilon, \forall x \in C.
\] (19)

For \( \beta = \delta \), we have:
\[
\forall \epsilon > 0, \exists \hat{\alpha} > 0 \text{ such that } (|x - a| > \delta \Rightarrow |S_{\hat{\alpha}}(R_f)(x) - f(x)| \leq \epsilon, \forall x \in C.)
\] (20)

Since (18) is true for every \( \alpha > 0 \) and every \( x \in \mathbb{R} \). Therefore, it is true for \( \hat{\alpha} \) and for every \( x \in C \), that is
\[
\forall \epsilon > 0, \exists \delta > 0 \text{ such that } (|x - a| \leq \delta \Rightarrow |S_{\hat{\alpha}}(R_f)(x) - f(x)| \leq \epsilon, \forall x \in C.)
\] (21)

From (20) and (21), we obtain
\[
\forall \epsilon > 0, \exists \hat{\alpha} > 0 \text{ such that } (|S_{\hat{\alpha}}(R_f)(x) - f(x)| \leq \epsilon, \forall x \in C.)
\]

This completes the proof of (17).

**Example 2.** Consider the two functions \( f(x) = |x| \) and \( g(x) = \max(0, x) \). These functions are important and appear in many problems. However, these functions are not smooth and their presence in any problem leads to limits in analysis. In the following, we will construct a smoothing approximation for \( f \) and \( g \) using our smoothing method. We have:
\[
|x| = \begin{cases} 
-x, & x \in (-\infty, 0], \\
x, & x \in (0, +\infty). 
\end{cases}
\]

and
\[
\max(0, x) = \begin{cases} 
0, & x \in (-\infty, 0], \\
x, & x \in (0, +\infty). 
\end{cases}
\]

So \( f \) and \( g \) are two elements of \( PS_{\infty}^{\infty}(\mathbb{R}) \). As a result, the smoothing approximation of \( f \) and \( g \), denoted \( \hat{f}_\alpha \) and \( \hat{g}_\alpha \), respectively, are obtained by applying the smoothing operator of the space \( PS_{\infty}^{\infty}(\mathbb{R}) \), that is
\[
\hat{f}_\alpha(x) = \frac{1}{1 + e^{\alpha x}} \times (-x) + \frac{1}{1 + e^{-\alpha x}} \times x,
\]

and
\[
\hat{g}_\alpha(x) = \frac{1}{1 + e^{-\alpha x}} \times x.
\]

According to Theorem 3.1, \( \hat{f}_\alpha \) and \( \hat{g}_\alpha \) are of class \( C^\infty(\mathbb{R}) \) and converge to \( f \) and \( g \), respectively, as \( \alpha \) goes to infinity. The graphs of the function \( f \), the smoothing approximation \( \hat{f}_\alpha \), and the error of approximation are shown in Figure 1. In Figure 2, we show the graphs of the function \( g \), the smoothing approximation \( \hat{g}_\alpha \), and the error of the smoothing approximation.

Since \( S_\alpha \) is a linear operator, the smoothing approximation of \( h(x) = |x| + \max(0, x) \) is \( \hat{h}_\alpha(x) = \hat{f}_\alpha(x) + \hat{g}_\alpha(x) \). The graphs of the function \( h \), the smoothing approximation \( \hat{h}_\alpha \), and the error between \( h \) and \( \hat{h}_\alpha \) are shown in Figure 3.

From Figures 1, 2 and 3, we see that our smoothing approximation has a small error. In addition, the error becomes close to zero if the value of the parameter \( \alpha \) is increased.
4. Smoothing approximations for Multiple-dimensional case. In this section, we aim to extend the above techniques to n-dimensional case. First, we consider the partition \( \tau_G = \{ A, A^c \} \) of \( \mathbb{R}^n \), where

\[
A = \{ x \in \mathbb{R}^n \mid G(x) \leq 0 \},
\]

and \( A^c \) is the complement of \( A \). In this case, the probability \( p^\alpha \) will take the following form

\[
p^\alpha(x) = (p_0^\alpha(x), p_1^\alpha(x)) = \left( \frac{1}{1 + e^{\alpha G(x)}}, \frac{1}{1 + e^{-\alpha G(x)}} \right).
\]

Let \( f \in PS^k_{\tau_G}(\mathbb{R}^n) \) and let \( R_f = (f_0, f_1) \) be a representation of \( f \), that is

\[
f(x) = \begin{cases} 
    f_0(x), & G(x) \leq 0, \\
    f_1(x), & G(x) > 0.
\end{cases}
\]

the smoothing approximation of \( f \) is

\[
S_\alpha(R_f)(x) = \frac{1}{1 + e^{\alpha G(x)}} f_0(x) + \frac{1}{1 + e^{-\alpha G(x)}} f_1(x).
\]

**Theorem 4.1.** Take \( S_\alpha \) as in (24). If \( G : \mathbb{R}^n \rightarrow \mathbb{R} \) is of class \( C^k(\mathbb{R}^n) \), then for every \( f \in PS^k_\tau(\mathbb{R}^n) \) with representation \( R_f \), we have:
Figure 2. (a), (b) and (c) contain the graphs of the function \( g(x) = \max(0, x) \) and its smoothing approximation \( \hat{g}_\alpha(x) \) for \( \alpha = 1, \alpha = 2 \) and \( \alpha = 3 \), respectively. (d) The error of the smoothing approximation for different values of \( \alpha \).

(a) \( S_\alpha(R_f) \) is of class \( C^k(\mathbb{R}^n) \),
(b) \( S_\alpha(R_f) \to f \) as \( \alpha \to +\infty \).

Proof. (a) Let \( f \in PS^k_F(\mathbb{R}^n) \) and let \( R_f = (f_0, f_1) \) be a representation of \( f \). Since \( G : \mathbb{R}^n \to \mathbb{R} \) is of class \( C^k(\mathbb{R}^n) \), then \( p_0^\alpha \) and \( p_1^\alpha \) are of class \( C^k(\mathbb{R}^n) \). Furthermore, we have \( f_0 \) and \( f_1 \) are of class \( C^k(\mathbb{R}^n) \). According to equation (24), \( S_\alpha(R_f) \) is of class \( C^k(\mathbb{R}^n) \).

(b) Let \( f \in PS^k_F(\mathbb{R}^n) \) and let \( R_f = (f_0, f_1) \) be a representation of \( f \). For each \( x \in \mathbb{R}^n \), we have:

\[
|S_\alpha(R_f)(x) - f(x)| = |p_0^\alpha(x)f_0(x) + p_1^\alpha(x)f_1(x) - f(x)|
= |p_0^\alpha(x)f_0(x) + (1 - p_0^\alpha(x))f_1(x) - f(x)|
= |p_0^\alpha(x)(f_0(x) - f_1(x)) + f_1(x) - f(x)|
= \begin{cases} 
(1 - p_0^\alpha(x))|f_1(x) - f_0(x)|, & G(x) \leq 0 \\
\frac{1}{1 + e^{-\alpha G(x)}}|f_1(x) - f_0(x)|, & G(x) > 0 
\end{cases}
\]
Figure 3. (a), (b) and (c) contain the graphs of the function $h(x) = |x| + \max(0, x)$ and its smoothing approximation $\hat{h}_\alpha(x)$ for $\alpha = 1$, $\alpha = 2$ and $\alpha = 3$, respectively. (d) The error of the smoothing approximation for different values of $\alpha$.

If $G(x) \neq 0$, we have $\frac{1}{1 + e^{\alpha|G(x)|}} \rightarrow 0$ as $\alpha \rightarrow +\infty$. Therefore, we have:

$$\forall x \in \mathbb{R}^n \setminus \{x \in \mathbb{R}^n | G(x) = 0\}, S_\alpha \big(R_f\big)(x) \rightarrow f(x) \text{ as } \alpha \rightarrow +\infty. \quad (25)$$

If $G(x) = 0$, then $|f_1(x) - f_0(x)| = 0$ (because $f$ is assumed to be continuous). Therefore, we have:

$$\forall x \in \{x \in \mathbb{R}^n | G(x) = 0\}, \ S_\alpha \big(R_f\big)(x) = f(x). \quad (26)$$

From (25) and (26), we obtain $S_\alpha \big(R_f\big) \rightarrow f$ pointwise, as $\alpha \rightarrow +\infty$. \hfill \square

Now, let us analyze the error estimates.

**Theorem 4.2.** Take $p^\alpha$, $f$, and $S_\alpha \big(R_f\big)$ as in (22), (23), and (24), respectively. We have:

$$\forall x \in \mathbb{R}^n, \forall \alpha > 0, \ |S_\alpha \big(R_f\big)(x) - f(x)| \leq \frac{1}{2} |f_1(x) - f_0(x)|, \quad (27)$$

and for every compact $C$ of $\mathbb{R}^n$, for every $\epsilon > 0$, there exists $\alpha > 0$ such that

$$x \in C \Rightarrow |S_\alpha \big(R_f\big)(x) - f(x)| \leq \epsilon. \quad (28)$$
Proof. The proof is similar to the proof of Theorem 3.2. □

Example 3. Let us consider the following function

\[ f(x, y) = \begin{cases} 
-4 \log(1 + (xy)^2), & xy \leq 0, \\
(e^{-(xy)^2} - 1), & xy > 0.
\end{cases} \]

It is clear that \( f \) is not continuously differentiable if \( x = 0 \) or \( y = 0 \). Since \( f \) is an element of the space \( PS_{\tau_G}^\infty(\mathbb{R}^2) \), where \( G(x, y) = xy \), its smoothing approximation, denoted \( \hat{f}_\alpha \), is obtained by applying the smoothing operator of the space \( PS_{\tau_G}^\infty(\mathbb{R}^2) \), that is

\[ \hat{f}_\alpha(x, y) = \frac{1}{1 + e^{\alpha xy}}(-4 \log(1 + (xy)^2)) + \frac{1}{1 + e^{-\alpha xy}}(e^{-(xy)^2} - 1). \]

According to Theorem 4.1, \( \hat{f}_\alpha \) is of class \( C^\infty(\mathbb{R}^n) \) and converges to \( f \) as \( \alpha \) goes to infinity. The graphs of the function \( f(x, y) \), the smoothing approximation \( \hat{f}_\alpha(x, y) \), and the error of approximation are presented in Figure 4. It is clear from Figure 4 that our smoothing approximation has a small error.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{(a) The graph of \( f(x, y) \). (b) The graph of the smoothing approximation \( \hat{f}_\alpha(x, y) \) for \( \alpha = 4 \). (c) The error of the smoothing approximation for \( \alpha = 3 \). (d) The error of the smoothing approximation for \( \alpha = 4 \).}
\end{figure}

In the following, we will look at a more general partition of \( \mathbb{R}^n \).

Let \( \{\tau_i\}_{i=1,\ldots,n} \) be a finite collection of partitions of \( \mathbb{R} \). It is clear that

\[ \tau = \{ A_1 \times A_2, \cdots, A_n | A_i \in \tau_i, i = 1, \cdots, n \}. \tag{29} \]
is a partition of \( \mathbb{R}^n \).

Let \( x = (x_1, \cdots, x_n) \in \mathbb{R}^n \). We define \( p(x) \) as follows:

\[
p(x) = \left( \prod_{i=1}^{n} p^i_j(x_i) \right)_{j_i=1,2,\cdots,|\tau_i|, \forall i}
\]  

(30)

where \( p^i = (p^i_1, \cdots, p^i_{|\tau_i|}) \) denotes the smoothing approximation of the characteristic distribution of \( PS^k_{\tau} (\mathbb{R}^n) \) and \( |\tau_i| \) denotes the cardinal of \( \tau_i \).

**Theorem 4.3.** Take \( \tau \) and \( p \) as in (29) and (30), respectively. We have:

\[
p \rightarrow q \text{ pointwise, as } p^i \rightarrow q^i \text{ pointwise } \forall i = 1, \cdots, n,
\]

(31)

where \( q \) and \( q^i \), \( i = 1, \cdots, n \) are the characteristic probabilities of \( PS^k_{\tau} (\mathbb{R}^n) \) and \( PS^k_{\tau} (\mathbb{R}) \), \( i = 1, \cdots, n \), respectively.

**Proof.** The proof is obtained by noticing that

\[
q(x) = \left( \prod_{i=1}^{n} q^i_j(x_i) \right)_{j_i=1,2,\cdots,|\tau_i|, \forall i}.
\]

\[ \square \]

**Theorem 4.4.** Take \( \tau \) and \( p \) as in (29) and (30), respectively. If \( p^i_j, i = 1 \cdots, n; j_i = 1, \cdots, |\tau_i| \) are of class \( C^k(\mathbb{R}) \), then for every \( f \in PS^k_{\tau} (\mathbb{R}^n) \) we have:

(a) \( S_p(R_f) \in C^k(\mathbb{R}^n) \),

(b) \( S_p(R_f) \rightarrow f \text{ pointwise, as } p^i \rightarrow q^i \text{ pointwise } \forall i = 1, \cdots, n \),

where \( q^i \), \( i = 1, \cdots, n \) are the characteristic probabilities of \( PS^k_{\tau} (\mathbb{R}) \), \( i = 1, \cdots, n \), respectively.

**Proof.** The proof is obtained by applying Theorem 2.2 and Theorem 4.3.\[ \square \]

To simplify, we consider the following two partitions of \( \mathbb{R} \)

\[
\tau_a = \{ (-\infty, a], (a, +\infty) \}
\]

\[
\tau_b = \{ (-\infty, b], (b, +\infty) \}
\]

It is clear that

\[
\tau_{a,b} = \{ (-\infty, a] \times (-\infty, b], (\infty, a] \times (b, +\infty), (a, +\infty) \times (-\infty, b], (a, +\infty) \times (b, +\infty) \}
\]

is a partition of \( \mathbb{R}^2 \). Furthermore, the smoothing approximation of the characteristic distribution of \( PS^k_{\tau_{a,b}} (\mathbb{R}^2) \) has the following form

\[
p^a(x, y) = \left( \begin{array}{c}
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}}
\end{array} \right) \left( \begin{array}{c}
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}}
\end{array} \right) \times \left( \begin{array}{c}
f_1(x, y) \\
f_2(x, y) \\
f_3(x, y) \\
f_4(x, y) \\
\end{array} \right)
\]

(32)

and for every \( f \in PS^k_{\tau_{a,b}} (\mathbb{R}^2) \) with representation \( R_f = (f_1, f_2, f_3, f_4) \), the smoothing approximation is given by

\[
S_a(R_f)(x, y) = \left( \begin{array}{c}
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(x-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}} \\
\frac{1}{1+e^{a(y-a)}}
\end{array} \right) \times \left( \begin{array}{c}
f_1(x, y) \\
f_2(x, y) \\
f_3(x, y) \\
f_4(x, y) \\
\end{array} \right)
\]

(33)
Theorem 4.5. Take $S_\alpha$ as in (33), then for every $f \in PS_k^\lambda(\mathbb{R}^2)$ with representation $R_f$, we have:

(a) $S_\alpha(R_f)$ is of class $C^k(\mathbb{R}^2)$,
(b) $S_\alpha(R_f) \to f$ as $\alpha \to +\infty$.

Proof. The proof is similar to the proof of Theorem 4.1.

Example 4. Let us consider the function $f(x,y) = |x| + |y|$ which is not differentiable if $x = 0$ or $y = 0$. It is clear that $f$ is an element of $PS_{70,0}^\infty(\mathbb{R}^2)$ and that $R_f = (x+y, x-y, -x+y, -x-y)$ is a representation of $f$. Therefore, the smoothing approximation of $f$, denoted $\hat{f}_\alpha$, is obtained by applying the smoothing operator of $PS_{70,0}^\infty(\mathbb{R})$, that is

$$\hat{f}_\alpha(x,y) = \begin{pmatrix}
\frac{1}{1+e^{-\alpha x}} & \frac{1}{1+e^{-\alpha y}} & t \\
\frac{1}{1+e^{-\alpha x}} & \frac{1}{1+e^{-\alpha y}} & -x+y \\
\frac{1}{1+e^{-\alpha x}} & \frac{1}{1+e^{-\alpha y}} & x+y \\
\frac{1}{1+e^{-\alpha x}} & \frac{1}{1+e^{-\alpha y}} & x-y
\end{pmatrix}$$

According to Theorem 4.5, $\hat{f}_\alpha(x,y)$ is of class $C^\infty(\mathbb{R}^2)$ and converge to $f(x,y)$ as $\alpha$ goes to infinity. The graphs of the function $f(x,y)$, the smoothing approximation $\hat{f}_\alpha(x,y)$, and the error of the smoothing approximation are shown in Figure 5.

Figure 5. (a) The graph of the function $f(x,y) = |x| + |y|$. (b) The graph of the smoothing approximation $\hat{f}_\alpha(x,y)$ for $\alpha = 1$. (c) The graph of the smoothing approximation $\hat{f}_\alpha(x,y)$ for $\alpha = 5$. (d) The error of the smoothing approximation for $\alpha = 5$. 
5. **Conclusion and perspectives.** Throughout this paper, we have studied the problem of constructing the smoothing approximations for piecewise smooth functions. Therefore, we first defined the space $PS_k^{	au}(\Omega)$ and formulated elements of that space as the expectation of a random variable. This formulation has two advantages, the first one is that smoothing all elements of $PS_k^{	au}(\Omega)$ is equivalent to smooth its characteristic distribution; the second advantage is that smoothing the characteristic distribution can be accomplished using the Boltzmann distribution (also known as softmax function).

We have studied the properties of our smoothing approximation and applied it to important examples. This study shows that our approach has important properties and is easy to apply; in fact, it suffices to apply the smoothing operator to the target P-S function to obtain a good smoothing approximation. The error between the original function and our smoothing approximation is very small and is controlled by a single parameter. Although only real-valued piecewise smooth functions are considered in this paper, it must be emphasized that this approach can be easily extended to vector-valued piecewise smooth functions.

For future works, we intend to use our smoothing approach to solve non-smooth optimization problems and penalty methods.
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