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Abstract—This paper presents an accurate, highly efficient and learning free method for large-scale radar odometry estimation. By using a simple filtering technique that keeps the strongest returns, we produce a clean radar data representation and reconstruct surface normals for efficient and accurate scan matching. Registration is carried out by minimizing a point-to-line metric and robustness to outliers is achieved using a Huber loss. Drift is additionally reduced by jointly registering the latest scan to a history of keyframes. We found that our odometry pipeline generalize well to different sensor models and datasets without changing a single parameter. We evaluate our method in three widely different environments and demonstrate an improvement over spatially cross validated state-of-the-art with an overall translation error of 1.76% in a public urban radar odometry benchmark, running merely on a single laptop CPU thread at 55 Hz.

I. INTRODUCTION

Estimating odometry in large-scale GNSS-denied environments is an essential part in any robust autonomous driving or robotics system. Popular systems are based on lidar [1]–[4], vision [5]–[7], introceptive sensors such as IMU or wheel odometry, or a combination of various sensors [8]–[10].

Lidar is an accurate and fast long-range sensor but struggles to perceive the environment in presence of dust or in harsh weather [11]. Vision is moderately accurate and inexpensive but operates at shorter range and is sensitive to illumination changes or weather conditions. In contrast, radar is a long-range sensing modality that operates well in all weather conditions and is hardly affected by smoke and dust. As radars have recently become compact enough for autonomous systems, it is desired to utilize their excellent properties for robust localization.

State-of-the-art radar odometry systems put great effort into overcoming sensor-specific challenges such as speckle noise, ghost objects and false positives using deep learning methods to remove noise [12], predict keypoints [13], [14], and through robust data association algorithms [15]–[17]. Scan matching is then based on sparse and efficient keypoints [13], [15]–[17] or dense radar images [12], [18].

While learning-based methods perform well on locations included in the training set, they provide limited generalization and, accordingly, their accuracy deteriorates at previously unseen locations [12] (despite being trained with data acquired from over 200 km of driving) [12], [13].
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Fig. 1: Example output using the proposed method. Incremental odometry estimated from a roof-mounted radar in an underground mine using the proposed method with no additional sensor. Parameters are tuned for a different sensor in an urban environment but generalize well. The accumulated error is roughly 15 m over a distance of 1235 m driving (1.2%). Our system is demonstrated at: https://youtu.be/np-ceNrAcNY.

We present Conservative Filtering for Efficient and Accurate Radar Odometry (CFEAR Radarodometry), a learning free method for efficient and accurate large-scale odometry estimation. CFEAR Radarodometry filter radar data that creates a sparse representation in which the environment is modeled as a set of oriented surface points as depicted in Fig. 4b. By keeping only the $k$ strongest power returns per measurement azimuth above the expected noise level, a conservative but sufficient set of points can be maintained while removing most radar noise. The filtered radar returns can be used to create a sparse set of surface points and normals that models the underlying geometry of important surface features. Scan registration is efficiently carried out by minimizing a point-to-line metric between correspondences, using a Huber loss function to achieve robustness to outliers.

The central contribution of this paper is an efficient, accurate and robust method tailored for spinning Frequency-Modulated Continuous Wave (FMCW) radar in large-
scale environments, improving state-of-the-art accuracy on a public benchmark data set. Our results show that CFEAR Radarodometry method performs well in widely different environments (urban, forest, tunnel/mine) and can be used with different sensor models without changing a single parameter. It requires no training and runs on a single-core laptop CPU at 55 Hz.

II. RELATED WORK

A. Filtering radar data

Raw radar scans are often converted to point clouds using filtering techniques that distinguish between targets and background noise. Due to the challenging noise characteristics of radar data, various approaches have been investigated to remove noise. The traditionally most widely used filtering technique, Constant False-Alarm Rate (CFAR) [19], cannot be applied directly, as it assumes known noise distribution a priori, which is not the case with FMCW radar where reflections are context dependent. Moreover, CFAR requires manual tuning of multiple parameters [16], [17].

Another method is to simply set a fixed noise/signal threshold [20]. However, doing so comes with the risk to remove important information since the noise background level varies greatly in different settings.

Deep learning methods [12], [21], [22] have also been proposed for filtering but they require offline training and labeled data-sets as in [12]. Wetson et al. [21] used lidar data for labeling, applying a static world assumption. Aldera et al. [22] used sensor coherence and wheel odometry for training. In Marck et al. [23], only the strongest power return per azimuth is kept. In Fig. 7b we show that keeping only the strongest returns per azimuth is insufficient and makes the odometry estimation inaccurate.

In this work, we extend the work of Marck et al. [23] by including only the strongest $k$ returns in a given beam that exceed the expected noise level $z_{\text{min}}$. Section V-A presents an experimental evaluation of the effect of $k$ on the performance of radar odometry. A comparison between the proposed CFEAR filtering and the classical CFAR method can be seen in Fig. 2 and Fig. 4.

B. Radar odometry

Over the years, various methods have been proposed for radar SLAM [24]–[26]. Recent radar odometry methods can be divided into sparse methods that attempt to estimate keypoints or compute corresponding features from radar images, and dense methods that match a denser set of radar returns. Holder et al. used Iterative Closest Point (ICP) to align point clouds acquired from a front-facing radar [27] however the method relies on additional sensors.

Mielle et al. [20] demonstrated radar odometry with off-the-shelf frameworks for range-based mapping in an indoor environment, using a fixed-threshold filtering method. However, the validation was done in a single, small-scale environment, and the fixed-threshold filtering has been found to be difficult to generalise to other environments.

Cen et al. presented sparse methods for ego-motion [16], [17]. A landmark extraction method detects peaks while removing multipath reflections. Data association and outlier rejection is carried out by finding the largest common subset of landmarks between subsequent scans. Landmarks are detected only in the polar space using 1d (power/range) signals. In contrast, our method additionally filters range data in Cartesian space and we obtain robustness to outliers via a Huber loss. Hong et al. [15] proposed a full radar SLAM framework. The odometry method extract SURF feature descriptors without filtering the raw radar data and uses robust data association similarly to Cen [16]. Both Cen and Hong estimate egomotion by minimizing the (weighted) squared error between correspondences using SVD (Single Value Decomposition), the performance of their methods is included in our evaluation.

Barnes et al. presented two learning based methods for radar odometry. In [12] a mask is learned for filtering dynamic objects and noise, matching is carried out by a dense correlation-based approach. Barnes and Posner later proposed a sparse method that learns keypoints, scores and descriptors for odometry and loop closure detection [13]. Keypoints are associated via a dense search and matched by minimizing the squared distance using SVD. Both methods [12], [13] require supervision from a previously existing positioning system and an extensive amount of data collected over 200 km driving. Spatial cross-validation shows that the accuracy drops by a factor of 2.4 when estimating odometry in new streets not included in the training set, yet in nearby locations within the same city [12]. It is currently not known how well [13] generalizes to new locations. Our method does not rely on training or a previously existing positioning system. In the evaluation we compare these methods to ours and qualitatively demonstrate how our method generalizes to widely different environments.

![Fig. 2: Typical power/range plot for a single azimuth reading. Here we use $k = 12$ for conservative filtering that reduces false positives at the cost of missing some landmarks by simply limiting the maximum number of detections per azimuth. Accordingly, $z_{\text{min}}$ can be selected low to make the filter sensitive without drastically increase the number of false detections. In contrast, CFAR returns more spurious detections and is hard to tune.](image-url)
Park et al. [18] used dense matching by applying the Fourier Mellin transform (FMT) to Cartesian and log-polar radar images and estimating the relative motion from phase correlation in a coarse-to-fine fashion. Their dense method yields slow run time performance and has not been compared to the state-of-the-art.

Radar odometry has also been improved by accounting for motion and Doppler distortion [28], using multiple Doppler radars [29] and by introspectively detecting registration failures [30]. Finally, radar based localization with respect to a map have also been proposed in [10], [31]–[34]. However, these methods are out of scope as we focus on the radar odometry problem without a prior map.

III. SPINNING RADAR SENSING

Our method CFEAR Radarodometry is tailored for, but not specific to, a spinning FMCW radar without Doppler information. At the end of each full 360° sweep, the sensor outputs a full power reading $Z_{m \times n}$ in polar form, where $m$ is the amount of azimuths per sweep and $n$ is the amount of range bins per azimuth. Each azimuth and range bin $(a,d)$ in $Z_{m \times n}$ stores a power return and can be converted from polar to Cartesian space as seen in Fig. 3 using Eq. (1).

$$P = \begin{bmatrix} \frac{d}{\gamma \cos(\theta)} \\ \frac{d}{\gamma \sin(\theta)} \end{bmatrix},$$

where $\theta = 2\pi a/m$ and $\gamma$ is the range resolution set to 4.38 cm or 17.5 cm in our experiments.

![Fig. 3: Conversion between polar (left) $Z_{m \times n}$ and Cartesian (right) space. Each row and column in the polar image correspond to an angle and range $(a,d)$ in the Cartesian image.](image)

IV. CFEAR RADARODOMETRY

We argue that it is hard to find stable keypoints from peaks per azimuth due to large beam width, and radar sensing artifacts. In CFEAR Radarodometry, we compute a scan representation in two steps. First, only the $k$ strongest returns with power exceeding $z_{\text{min}}$ are selected at each azimuth and converted into Cartesian space. Second, oriented surface points are computed in Cartesian space by analyzing local point distributions at discrete intervals. This creates a sparse surface representation from the originally noisy radar data, which rejects artifacts such as multi-path reflections in favor of important landmarks.

A. $k$-strongest filtering

The typical behavior of $k$-strongest filtering compared to the classical method CFAR can be seen in Fig. 2. Keeping only the $k$ strongest returns exceeding the power $z_{\text{min}}$ reduces false positives at the expense of possibly missing landmarks with weaker returns. However as shown by our evaluation depicted in Fig. 7b, limiting the amount of returns has a small effect on odometry accuracy within a wide region. This indicates that a conservative filtering technique is preferable for efficient radar odometry estimation.

B. Estimating oriented surface points

Given the filtered point set $P_f$ we aim to model the underlying surfaces in the environment by a set of oriented points; i.e., surface points and normals $\{\mu_i, n_i\}$. This is done by first downsampling the point cloud $P_f$ to $P_d$ using a grid with side length $r/f$ m, with $r$ the distance in which we expect to find sufficient amount of points to estimate the normal, and $f$ a re-sampling factor that adjusts the density of the final representation. For each grid cell, only the centroid is kept.

For each point in the downsampled point cloud $p_i \in P_d$, all neighbors of $p_i$ in $P_f$ within a radius $r$ (same $r$ as above), are used to estimate the point distribution by the sample mean and covariance $\{\mu_i, \Sigma_i\}$. Ill-defined distributions where the condition number $\kappa(\Sigma_i) = \lambda_{\text{max}}(\Sigma_i)/\lambda_{\text{min}}(\Sigma_i) > 10^5$, or where distributions are estimated from less than 6 points are discarded. This works as an additional filtering step that removes remaining false detections after $k$-strongest filtering and ensures that surface points are estimated from a sufficient number of points and from multiple azimuths. The surface normal $n_i$ is obtained from the smallest of the two eigenvectors of $\Sigma_i$. The full scan representation $\mathcal{M}$ is obtained by pairing all surface points and normals $\mathcal{M} = \{\mu_i, n_i\}$. An example of reconstructed surfaces after applying the $k$-strongest filter in comparison to CFAR can be seen in Fig. 4.

C. Multiple keyframe scan registration

We employ a sliding window keyframe approach where the latest scan $\mathcal{M}'$ is registered to the $s$ most recent
keyframes $\mathcal{M}_{k1-s}$. When the estimated relative pose exceeds a minimum rotation or translation to the latest keyframe, a new keyframe is stored from the current pose and point cloud $\{\mathcal{M}^k, \mathcal{T}^k\} \leftarrow \{\mathcal{M}^t, \mathcal{T}^t\}$ and the oldest keyframe is removed. This ensures that drift is not introduced when the robot is stationary. Simultaneously registering to multiple keyframes can improve registration accuracy by imposing additional constraints, and improve robustness in cases when the registration is under-constrained or scan overlap drastically changes. Large changes in overlap can occur due to occlusions from stationary or dynamic objects or due to non-planar road conditions [30].

We formulate the registration problem by minimizing a scan-to-keyframes (s2ks) cost function

$$\arg\min_x f_{s2ks}(\mathcal{M}_{k1-s}, \mathcal{M}^t, x),$$

where we seek the transformation parameters $x = (x, y, \theta)$ that best align the current scan $\mathcal{M}^t$ with the key-frames $\mathcal{M}_{k1-s}$ jointly

$$f_{s2ks}(\mathcal{M}_{k1-s}, \mathcal{M}^t, x) = \sum_{n=1}^{s} f_{p2l}(\mathcal{M}^{kn}, \mathcal{M}^t, x).$$

The cost of aligning the latest scan $\mathcal{M}^t$ to a single key-frame $\mathcal{M}^k$ is given by the point-to-line (p2l) [35] function $f_{p2l}$ in Eq. (4).

$$f_{p2l}(\mathcal{M}^{k}, \mathcal{M}^t, x) = \sum_{\forall i \in \mathcal{M}^t} L_\delta(n_i^t \cdot (R_\theta \mu_i^t + t_{x,y} - \mu_j^k)),$$

where each surface point $i \in \mathcal{M}^t$ is associated with the closest surface point $j \in \mathcal{M}^k$ within a radius $r$ if the angle between the surface normals is within a tolerance $\theta_{\text{max}}$, $R_\theta$ and $t_{x,y}$ is the rotation matrix and translation vector created from the optimization parameters. An intuition for the score is visualized in Fig. 6.

Using the Huber loss $L_\delta$, defined in Eq. (5), makes the cost less sensitive to outliers [36]. This is done by piecewise reshaping the cost function to increase quadratically for small values and linearly for larger values.

$$L_\delta(s) = \begin{cases} \frac{1}{2} s^2, & \text{if } |s| \leq \delta \\ \delta (|s| - \frac{1}{2} \delta), & \text{otherwise.} \end{cases}$$

We solve (2) using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) line search method with gradients obtained through automatic differentiation in the Ceres non-linear optimization framework [37].

**D. Accounting for motion**

At each frame the previous pose $T^{t-1}$ and velocity estimate was used to predict a starting point $x_{\text{init}}$ for the optimization by linear extrapolation. The velocity was also used to compensate point cloud $\mathcal{P}_f$ from motion distortion. This is done by transforming all points into the time half way through the sweep, assuming that velocity is constant.

**V. Evaluation**

In this section we investigate the performance of our method quantitatively on the public Oxford Radar RobotCar Dataset [38], in an urban environment, and qualitatively on two data sets that we collected in non-urban environments (Kvarntorp mine and Volvo test track), to demonstrate how the method generalises without site and sensor specific parameter tuning. All experiments were carried out on an i7-7700HQ 2.80 GHz laptop CPU, running in a single thread.

**A. Parameters**

The full set of parameters can be seen in Table I. We tuned the parameters to an urban environment using the sequence 16-13-42 in the Oxford dataset. This sequence is not included in the evaluation set, with the intention to avoid fitting parameters to the specific traffic conditions in one of the evaluated sequences. After the parameter tuning, the exact same parameters were used through all experiments, despite widely different environments and although different radar models with different range resolutions were used.

A brief evaluation of the most important parameters (performed on the Oxford dataset) can be seen in Fig. 7. The results in Fig. 7a show that the accuracy can be improved by increasing $s$ (submap keyframes) at the expense of runtime performance. Fig. 7b shows the effect of varying the number $k$ of returns in our filtering method. Using too few ($k < 12$) or too many ($k > 35$) points negatively impact accuracy, but within the wide range $12 \leq k \leq 35$ the method is largely insensitive to $k$.

**B. Quantitative evaluation in urban environment**

We provide a quantitative evaluation of the odometry accuracy and performance in a large-scale environment with ground truth positioning. The odometry accuracy was measured as proposed in the KITTI odometry benchmark [39] using the tool [40] that computes the average translation
Fig. 7: Accuracy/computation time using different parameters.

(b) Within a wide range of values of $k$, CFEAR Radarodometry is insensitive to the exact value of $k$. A too small or too large value, however, reduces translation and rotation accuracy.

Fig. 8: Incremental radar odometry using the proposed method over a 10 km sequence from the Oxford dataset. The first and final pose estimate is highlighted and gives an indication of the total aggregated drift.

Comparing using their SCV (Spatial Cross Validation). With SCV, test and training datasets are taken from different parts of the environment, rather than selecting the training data from different traverses in the same locations. Without SCV, test and training datasets are not independent since test and training points may be neighbors [41].

As can be seen in Tab. II, CFEAR Radarodometry produces the lowest per-sequence and mean SCV error with a translation and rotation error of 1.76% and 0.5 deg/100m, followed by Barnes Dual Cart [12] (2.78%), Hong odometry [15] (3.11%), and Cen [16] (3.63%). *Barnes Dual Cart* [12] achieves greater mean accuracy (1.16% error) but only when training and evaluating on the same spatial location. When the authors evaluated their methods on places not seen in the training set, the error increased to from 1.76% to 2.78%. CFEAR Radarodometry provides a 14% lower mean odometry error compared to [13] without SCV. The method does not report SCV error in the original publication and it is unclear how well the method generalizes to new nearby locations or environments.

We therefore argue that CFEAR Radarodometry method improves state-of-the-art accuracy for sparse methods, but also improves state-of-the-art among all radar odometry methods condition on that the evaluation is not biased with spatially overlapping training and evaluation data.

C. Qualitative evaluation

In order to assess the generality of the method, additional non-urban data was collected. We perform a qualitative evaluation of radar odometry in two different industrial scenarios using another Navtech FMCW radar model, CIR154XH. For these datasets, the sensor was configured with range resolution $\gamma = 17.5$ cm, with 400 azimuth bins. Ground truth positioning is missing in these datasets. However, we estimate the error between the first and final

data. These are used for all datasets and sensors, except when explicitly mentioned in Sec. V-C.1.

| Parameters                 | Value |
|---------------------------|-------|
| $k$                       | 12    |
| Resample factor $f$       | 1     |
| $\gamma_{\text{min}}$    | 55    |
| Resolution $r$            | 3.5   |
| $\theta_{\text{max}}$    | 30    |
| Huber loss $L_{\delta}$  | 0.1   |
| Key-frame (dist[m]/rot[deg]) | 1.5/5° |
| $s$                       | 3     |
| min. sensor distance [m]  | 5     |
| max. sensor distance [m]  | 100   |

Table I: Full list of parameters. These are used for all datasets and sensors, except when explicitly mentioned in Sec. V-C.1.

error (%) and rotation error (deg/m) over all sub sequences between $\{100, 200, \ldots, 800\}$ m.

We used the public Oxford Radar RobotCar Dataset which was collected with a roof-mounted Navtech CTS350-X FMCW radar running at 4 Hz, configured with a range resolution of $\gamma = 4.38$ cm. The dataset contains 32 traversals through a 10-km urban environment in varied weather, lighting and traffic conditions.

In order to compare our results, we selected the same sequences that were used in the evaluation by Hong [15], both for quantitative evaluation as presented in Tab. II and the visualization in Fig. 9. Learning-based methods are

(a) Increasing the amount of key-frames $s$ reduces the translation error but requires additional processing time. Resample factor is set to $f = 3$. 
Fig. 9: Evaluated Oxford sequences using CFEAR Radarodometry. For qualitative comparison to other methods we refer to [15].

![Images of Oxford sequences](image1.png)

**TABLE II: Evaluation on 8 sequences with different methods and sensor modalities on the Oxford Radar RobotCar dataset [38].** Results are given in (% translation error / deg/100 m). Note the difference between columns "Mean" and "Mean SCV". In "Mean" column, methods marked * cannot be compared directly as these are trained and evaluated on the same spatial location. The most relevant number for comparison is instead "Mean SCV" which ensures that test and training data are not correlated by using spatial cross validation.

| Method                          | Evaluation resolution | Sequence | Mean | Mean SCV |
|---------------------------------|-----------------------|----------|------|----------|
| Visual Odometry [42]            | [12] N/A              | 10-12-32 | 2.04/0.73 | 2.04/0.73 |
| SuMa (Lidar) [4]                | [15] N/A              | 1.77/0.62 | 1.77/0.62 | 1.77/0.62 |
| Cen [16]                        | 0.175                 | N/A      | N/A  | N/A      |
| Robust Keypoints [13]           | 0.346                 | N/A      | N/A  | N/A      |
| Barnes Dual Cart [12]           | 0.043                 | N/A      | N/A  | N/A      |
| Hong odometry [15]              | 0.043                 | N/A      | N/A  | N/A      |
| Hero [14]                       | 0.262                 | N/A      | N/A  | N/A      |
| CFEAR Radarodometry (ours)      | 0.043                 | N/A      | N/A  | N/A      |

scan by comparing the offset between duplicated landmarks in the map which gives a rough indication of odometry drift.

1) **Evaluation in semi-structured outdoor environment – Volvo CE**: The first dataset was collected from a test track for wheel loaders and dump trucks in a partly forest environment driven at an approximate speed of 10 km/h. The track consists mainly of gravel roads at various slopes and the radar sensor was mounted on the driver cabin of a Volvo wheel loader (see Fig. 10). The larger loop in Fig. 10 is 1150 meters long. After completing the larger gravel-road loop, two smaller loops were traversed on uneven paths inside the forest reaching a total trajectory length of 1605 meters. We expect this highly cluttered environment to be challenging for CFEAR Radarodometry that attempts to reconstruct and utilize surface normals.

The estimated odometry and a corresponding map, obtained without changing parameters from the urban dataset, is depicted in Fig. 11a. The maximum translation error is 15 m (1.3%) over the large loop. We notice that $z_{\text{min}} = 55$ is too low in combination with the sensor model and cluttered forest environment, however, k-strongest filtering limits the amount of noise included in the filtered point cloud. We also note that motion compensation can have a negative impact in this dataset. For that reason, we made an attempt to improve the odometry by increasing the power threshold $z_{\text{min}} = 85$, by switching off motion compensation, and by increasing...
(a) Vehicle test track. A wheel loader with radar starts inside the white tent (right) and is driven in a large loop on a gravel road and then in two smaller loops on an uneven path in the forest. The full driven trajectory (seen in red) is imported from Fig. 11b. The locations of the photos in figure (b) and (c) are indicated along the trajectory.

(b) Driving on a narrow uneven path in the forest.

(c) Driving on a gravel road uphill. In the forest.

Fig. 10: Overview of semi-structured VolvoCE dataset.

surface point density to \( f = 3 \). These parameters reduced the estimated error to 2.5 m (0.2\%) as depicted in Fig. 11b. For comparison, we plot the odometry with updated parameters but with a single submap keyframe \( s = 1 \), this increases the error to 5 m (0.4\%) as seen in Fig. 11c. In line with our previous results, increasing the number of submap keyframes reduces the drift. This can be seen by the relative increase in map blur in Fig. 11c (\( s = 1 \)) compared to Fig. 11b (\( s = 3 \)). We believe this is because additionally constraining the registration reduces pose estimate noise and increases robustness due to uneven driving conditions, especially in the forest.

2) Evaluation in mine – Kvarntorp: In the final experiment we mounted the Navtech CIR154XH radar on a car and drove through a 1235-m long loop in an underground mine, at an approximate speed of 10 km/h. The environment is depicted in Fig. 1. The solid walls are highly radar-reflective and the interaction between radar, mountain walls and the car gives rise to a large amount of strong multi-path reflections. In contrast to the other evaluated datasets, the tunnels in parts of this environment have limited amount of features that can constrain the registration in the longitudinal direction.

(a) Full estimated trajectory (red) and map (black), obtained reusing parameters tuned for the Oxford urban dataset. The maximum estimated large loop error is 15 m (1.3\%). Grid size \((10 \times 10)\) m.

(b) Odometry improved by tailoring parameters to the VolvoCE dataset (motion compensation switched off, \( z_{\text{min}} = 85, f = 3 \)). The Map is blurred around revisited regions of the large loop due to odometry drift but fairly sharp around the small loop. We estimate the maximum large loop position error to be 2.5 m (0.2\%).

(c) Full estimated trajectory with a single key-frame. The maximum large loop error is estimated to be 5 m (0.4\% error). The map around the large and small loop is more distorted compared to 11b.

Fig. 11: Qualitative evaluation in VolvoCE dataset using various parameters.

Reusing the parameters tuned for Oxford dataset, we found that our method was able to reconstruct an accurate map of the environment with an estimated final position error of 15 m (1.2\%) translation error. There are no visible errors in the passages between the top and bottom aisles in Fig. 1, which is an indication that the method works well, even in a feature poor environment.

VI. CONCLUSIONS

In this paper we have presented CFEAR Radarodometry, a radar odometry method that conservatively filters radar data using the \( k \) strongest returns and represents the environment by a sparse set of oriented surface points. The oriented
surface points can be used to efficiently and accurately perform scan registration by minimizing a point-to-line metric, obtaining outlier robustness using a Huber loss. Our method is learning-free, requires no training data and can operate well in widely different environments and on different sensor models without changing a single parameter. Best odometry performance is, however, obtained by parameters tailored to the specific sensor and environment. We found that drift can be further reduced by registering the latest scan to a history of key frames jointly, at the expense of computational time. Despite this, we were able to achieve 55 Hz single-thread performance on a laptop CPU, improving SCV state-of-the-art with 1.76% overall translation error in a public urban dataset. Future work will focus on applying different cost functions.
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