Providing physics guides in Bayesian neural networks from input layer: case of giant dipole resonance predictions
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Abstract

The Bayesian neural network (BNN) has been applied to evaluate and predict the nuclear data. However, how to provide physics guides in BNN is a key but an open question. In this work, the case study on giant dipole resonance (GDR) energy is presented to illustrate the effectiveness and maneuverability of the method to provide physics guides in BNN from input layer. The Spearman’s correlation coefficients are applied to assess the statistical dependence between nuclear properties in the ground state and the GDR energies. Then the optimal ground-state properties are employed as the input layer in the BNN for evaluating and predicting the GDR energies. Those selected ground-state properties actively contribute to reduce the predicted errors and avoid the risk of the non-physics divergence. This work gives a demonstration to find effects of the GDR energy by using the BNN without the physics motivated model, which may be helpful for discovering physics effects from the complex nuclear data.
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Bayesian machine learning is a powerful tool to make predictions with confidence interval after training by data. In this respect, the Bayesian neural network (BNN) has rapidly drawn much attention in nuclear physics in the past few years. How to provide physics guides in the BNN approach, which is merely a numerical algorithm, is a key problem when applied in the physics field. The seminal ideas on this topic can date back to the early works using neural networks in nuclear physics [1, 2, 3, 4]. A clear illustration of the underlying philosophy behind the implementation of the BNN approach originally appears in works by Utama et al., where the cases of theoretical predictions of nuclear masses [5] and nuclear charge radii [6] were applied to validate that one can include as much physics as possible in the initial prediction by using
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the physics motivated models and use the BNN to fine tune these models by modeling the residuals. To facilitate the narrative, this approach is hereinafter called residual-approach.

The residual-approach has been proved to be a very powerful tool to improve the physical model-based predictions of, such as, nuclear binding energies \[7\], fission yields \[8\], and isotopic cross-sections in spallation \[9\]. Beyond the residual-approach, successful attempts to further consider the physical information into the BNN approach can also be found in the literature. For example, it was found that better predictive performance for nuclear masses can be achieved by adding two quantities related to the well known nuclear pairing and shell effects into the input layer of the BNN \[10\]. However, as stated in Ref. \[5\], the basic requirement of the residual-approach is the existence of a robust theoretical model to provide physics guides. Without the physics motivated model, can one find physics effects from the complex big data by using the BNN? This work is an attempt to answer this open question through the case study on the prediction of giant dipole resonance (GDR) energy.

The GDR is the most well known and oldest collective excited mode of nucleus in the excitation energy from single nucleon separation energy to dozens of MeV \[11, 12, 13\]. Over the last decades, hundreds of GDR data have been experimentally measured using photonuclear reactions or $\gamma$ decay \[14, 15, 16\]. The $\gamma$ spectrum displays a wide peak, which can be characterized by a Lorentzian function with GDR parameters including the peak energy (i.e. GDR energy), the width and the strength \[17, 18\]. Various models have been developed to investigate the GDR, including Hartree-Fock-based random phase approximation (HF-based RPA) \[19, 20\], time-dependent Hartree-Fock theory (TDHF) \[21, 22\], Boltzmann-Uehling-Uhlenbeck model \[23, 24\], extended quantum molecular dynamics \[25\], and macroscopic Langevin equation coupling with the Skyrme Hartree-Fock-Bogolyubov model \[26, 27\]. Several effects of the GDR, such as the mass dependence, the isospin dependence, and the shape effect, have been studied \[28, 29, 30\]. Those effects were also found in the nuclear properties in the ground state, the data of which are more abundant than those of GDR \[31, 32, 33\]. In fact, proposing by the microscopic theory such as HF-based RPA and TDHF, the GDR energies depend strongly on the HF ground-state wave function \[26, 27\]. In the macroscopic point of view, the GDR energy has been determined when the proton and neutron density distribution in the ground state is known \[26\]. Thus, there may exist dependence between the ground-state properties and the GDR energies.

To assess the statistical dependence between two variables of the ground-state properties and GDR energies, the Spearman’s correlation coefficients $\rho(x,y)$ are calculated,

$$\rho(x,y) = \frac{\sum_i (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i (x_i - \bar{x})^2 \sum_i (y_i - \bar{y})^2}}, \quad (1)$$

where $x_i$ is the i-th data of the variable $x$, $\bar{x}$ is the average of the variable $x$ over the data, and $\sum_i$ expresses the summation over the data. Similar situation is for the variable $y$. As listed in Fig. \[4\] the ground-state properties include
energies. The pairs of variables will be strongly positive correlated for high ρ value (or identical for a correlation ρ = 1), and strongly negative correlated for a low ρ value (or fully opposed for a correlation ρ = -1). A coefficient ρ near zero indicates that there is no correlation between pairs of variables. The ground-state properties are taken from \[13\] 31, 32, 33, 34. The data of the GDR energy are taken from Ref. \[18\].

![Figure 1: Spearman's correlation coefficient ρ between ground-state properties and GDR energies](image)

Intuitively, the pairs of variables will be strongly positive correlated for high ρ value (or identical for a correlation ρ = 1), and strongly negative correlated for a low ρ value (or fully opposed for a correlation ρ = -1). Those two cases both means that those two variables contain similar physical information, and hence one variable can be used to predict another. A coefficient ρ near zero indicates that there is no correlation between pairs of variables. The variables may contain independent physical information. To find the ground-state properties strongly depended on the average of resonance energies, one reads ρ(A, Eρ) = ρ(Z, Eρ) = -0.92 from Fig. 1. As the strongly dependence between mass and charge numbers [ρ(A, Z) = 1], only one of them can be applied for the prediction of the resonance energies. The strong isospin dependence of the GDR energies is also found, i.e. ρ(δ, Eρ) = -0.89. On the other hand, the dependence between the mass number A and the isospin asymmetry δ is strong [ρ(A, δ) = 0.96]. Therefore, the isospin dependence of the GDR energies for the available data is
covered by mass dependence. For the difference of resonance energies \( \Delta E_r \), correlation coefficients with the quadrupole deformation \( \rho(\Delta E_r, \beta_2) = 0.72 \) and the deformation energy \( \rho(\Delta E_r, E_d) = 0.59 \) are much larger than others. It is indicated that the splitting of the GDR energies is a quadrupole deformation effect. For the dependence between the ground-state properties, one can find not only the strongly dependent pairs, such as \( \rho(Q_{p\alpha}, Q_{d\alpha}) = 0.94 \), but also the independent pairs, such as \( \rho(Q_{\varepsilon p}, Q_{2\beta}) = 0.073 \). Those four quantities, i.e. \( Q_{p\alpha}, Q_{d\alpha}, Q_{\varepsilon p}, \) and \( Q_{2\beta} \), are all derived from the data of the binding energy per nucleon. It is indicated that various derivations of the atomic mass data put redundant information into the data set, but results in more independent physical information. When those data set are used to predict the GDR energies, useful information is handpicked by the BNN approach.

Early works of BNN include Refs. [35, 36, 37], which laid the foundation in this area. Here it is introduced briefly. The mapping from ground-state properties \( X \) (input layer) to the GDR energies \( E_r \) (output layer) is established by the neural network with one hidden layer.

\[
E_r(X, \theta) = a + \sum_{j=1}^{H} b_j \log\text{sig} \left( c_j + \sum_{i=1}^{l} d_{ji} X_i \right),
\]

where \( \theta = \{a, b_j, c_j, d_{ji}\} \) are the parameters in the neural network, \( \{a, c_j\} \) are biases, and \( \{b_j, d_{ji}\} \) are weights. The sigmoid function \( \log\text{sig} \) is used as the activation function. \( H \) is the the number of hidden neurons, and \( l \) is the number of the input neurons. The outputs are two-dimensional variable \( E_r = \{E_{r1}, E_{r2}\} \). The inputs \( X = \{X_1, X_2, \ldots, X_l\} \) include one or several ground-state properties shown in Fig. 1.

Using the Bayesian probabilistic model, the parameters \( \theta \) in the neural network are expanded to random variables with distributions. The posterior distribution of parameters \( \theta \) given data set \( D \) is expressed as

\[
P(\theta|D) = \frac{P(D|\theta)P(\theta)}{\int P(D|\theta)P(\theta)d\theta},
\]

where \( P(\theta) \) is the prior distribution of \( \theta \), \( P(D|\theta) \) is the likelihood of \( D \) given \( \theta \). \( D = \{X^{(n)}, E_{r(n)}^{(n)}\}_{n=1}^{N_d} \) include both the ground-state properties \( X^{(n)} \) and the GDR energy \( E_{r(n)} \), where \( N_d \) is the number of the available data.

For a nucleus known ground-state properties \( X^* \), the expected value of GDR energy \( \hat{E}_r^* \) is expressed as the integration,

\[
\hat{E}_r^* = \int E_r(X^*, \theta)P(\theta|D)d\theta,
\]

The Monte Carlo techniques are relied on to calculate the above integration,

\[
\hat{E}_r^* \approx \frac{1}{N_s} \sum_{k=1}^{N_s} E_r(X^*, \theta^{(k)}),
\]
where $\theta^{(k)} (k = 1, 2, \ldots, N_s)$ is the k-th sample drawn from the posterior distributions $P(\theta|D)$, and $N_s$ is the number of the samples. The 95% confidence level is used to assess the uncertainty of the prediction. The confidence interval of the GDR energy $E^*_r$ is,

$$E^*_r = \hat{E}^*_r \pm 1.96 \frac{\sigma}{\sqrt{N_s}},$$

(6)

where $\sigma$ is the standard deviation of the samples $E_r(X^*, \theta^{(k)})$.

As the computation of the posterior distribution $P(\theta|D)$ is intractable due to the high dimension of parameters, the variation inference [38, 39, 40] is applied to find an approximation of $P(\theta|D)$. The variation inference tries to find $\kappa$ so that $q(\theta|\kappa)$ is of minimum distance from $P(\theta|D)$ measured by Kullback-Leibler (KL) divergence:

$$\theta = \arg \min_{\kappa} KL \left[ q(\theta|\kappa) || P(\theta|D) \right] = \arg \min_{\kappa} \mathbb{E}_{q(\theta|\kappa)} \left[ \log q(\theta|\kappa) - \log P(\theta|D) \right]$$

(7)

445 sets of data are available. One hidden layer with 10 neurons is employed. The standard normal distribution is used as the prior of weights. 10000 iterations are considered for the variation inference. 10000 samples are drawn for each predicted variable.

The BNN predictions are evaluated by the root-mean-square (RMS) deviations,

$$RMS = \sqrt{\frac{1}{2N_d} \left( \sum_{n=1}^{N_d} (\hat{E}^{(n)}_{r1} - E^{(n)}_{r1})^2 + \sum_{n=1}^{N_d} (\hat{E}^{(n)}_{r2} - E^{(n)}_{r2})^2 \right)},$$

(8)

where $E^{(n)}_{r1}$ and $E^{(n)}_{r2}$ are the n-th data of low and high GDR energies, $\hat{E}^{(n)}_{r1}$ and $\hat{E}^{(n)}_{r2}$ are their predicted values in the BNN.

One dimensional input variable $X = \{X_i\}$ is considered, where $X_i$ is one of the ground-state properties. The RMS deviation for each input ground-state properties is shown as bar marked by $\{X_i\}$ in Fig. 2. It is found that the minimum of the RMS deviations is obtained when using input of mass or charge number (RMS = 0.96 or 0.98 MeV respectively). This is consistent with the fact in Fig. 1 that the strongest correlation is found between the average of GDR energies and mass or charge number. It is also consistent with the fact that the empirical formula $aA^{-1/3}$ is often used. The further comparison between Spearman’s correlation coefficient $\rho(X_i, E_r)$ and RMS deviations reveals their positive correlation.
According to the smallest RMS deviation, the mass number $A$ is selected. Then the input ground-state properties are expanded to two dimensional $X = \{A, X_i\}$. Their RMS deviations are marked by $\{A, X_i\}$ in Fig. 2. It is found that adding one dimensional in the inputs generally improves the BNN predictions compared to $X = \{A\}$. As one knows, the mass and charge numbers (or mass number and isospin asymmetry) are independent variables, which can be the identification of the nuclide. Thus, in the residual-approach to study the nuclear charge radii [6], fission yields [8], and isotopic cross-sections in spallation [9], the mass and charge numbers are applied as neurons of the input layer. However, the results in Fig. 2 show that the RMS deviations for neither $\{A, Z\}$ nor $\{A, \delta\}$ are not the minimum among those for two dimensional input layer. The reason is that the redundant physical information are included in data of mass and charge number. In other words, the isospin dependence of the GDR energies for the available data is covered by mass dependence. More data is of great necessity to reveal the isospin dependence. For the available data, neither $\{A, Z\}$ nor $\{A, \delta\}$ is not the optimal input layer.

The minimum RMS deviation 0.78 MeV for two dimensional input is obtained by using $\{A, \beta_2\}$, which is nineteen percent lower than that using one dimensional input $\{A\}$. It is consistent with the quadrupole deformation effect found from Fig. 1. Based on $\{A, \beta_2\}$, the input data are added to three, four, and five dimensions in sequence. According to the minimum of the RMS
deviation, the input variables $Q_{\alpha}$, $Q_{\beta}$, and $B$ are handpicked. The optimal ground-state properties to train the BNN for predicting GDR energies is $X = \{A, \beta_2, Q_{\alpha}, Q_{\beta}, B\}$. The RMS deviation is 0.65 MeV.

![Figure 3: Data of GDR energies compared to the predictions by BNN using (a) two dimensional input layer $\{A, \delta\}$, and (b) five dimensional input layer $\{A, \beta_2, Q_{\alpha}, Q_{\beta}, B\}$. The fitting by the empirical formula $(a + b\delta)A^{-1/3}$ is also shown as (orange) triangles.](image)

The advantage of the BNN predictions using the optimal input $\{A, \beta_2, Q_{\alpha}, Q_{\beta}, B\}$ comparing to those using two dimensional input $X = \{A, \delta\}$ can be found in Fig. 3. The 95% confidence interval of predictions by the BNN approach with input $\{A, \delta\}$ is shown in Fig. 3(a) as (blue) band. The global decrease of the data with the increasing mass is reproduced. However, the data in the regions near $A = 150, 200, \text{ and } 238$ deviate from global mass dependence. From $A = 175$ to 200, the value of $E_{r1}$ even increase with the increasing mass. Those features of the data can not be reproduced by the BNN approach using input $\{A, \delta\}$.

The BNN predictions using the input $\{A, \beta_2, Q_{\alpha}, Q_{\beta}, B\}$ are shown as (blue and red) bands in Fig. 3(b). In the figure, the arrows point out the cases of nuclei with magic number 20, 50, 82, and 126. It is found that, for the nuclei near the shell, the two GDR energies are the same, which means there is only a peak in the GDR spectrum. This feature is reproduced by the BNN predictions. In the region out of the shell, there are differences between the low and high GDR energies. Especially in the region $150 < A < 196$ ($60 < Z < 78$ and $90 < N < 118$), the differences between two GDR energies are nearly 4 MeV. After trained by the data including the ground-state properties, the BNN predictions display the deformation effect.

It is worth to compare the predictions by the BNN and empirical formula
with same input variables, i.e. \( X = \{ A, \delta \} \). The empirical formula with parameters is often proposed by the physics motivated model or phenomenology. For example, based on the mass dependence, the empirical formula \( aA^{-1/3} \) is used to fit the data of the GDR energies. In order to include the higher order effect, such as the isospin effect, the empirical formula is extended to \((a+b\delta)A^{-1/3}\). By fitting the data of the low GDR energy \( E_{r1} \), the parameters \( a = 61.6 \pm 0.5 \) and \( b = 66.9 \pm 4.0 \) are obtained. As shown in Fig. 3(a), the formula \((a+b\delta)A^{-1/3}\) reproduces the global decrease of the data with the increasing mass. But the detailed features of the data in the regions near \( A = 150, 200, \) and 238 can not be reproduced.

The description and prediction of the empirical formula may be further improved by adding terms for the higher order effects, such as the shell effect or deformation effect. Nevertheless, it’s not always straightforward as several prerequisites are needed. What is the next important effect? How the effect can be expressed? Is there any coupling with the know effects? In fact, GDR energies depend on the ground-state properties, the data of which are abundant and credible. The BNN approach provides a method for mining useful information from the data of ground-state properties without the above prerequisites and ordering the importance of the effects, as shown in Fig. 2. With this importance-order, the effects may be further studied by the physics motivated model. That is to say, the physics motivated model is significant both for the empirical formula and the BNN approach. It is used beforehand for the empirical formula but afterward for the BNN approach.

Figure 4: Data of GDR energies in nuclei \(^{124-160}\text{Nd}\) compared to the predictions by BNN using (a) two dimensional input layer \( \{ A, \delta \} \), and (b) five dimensional input layer \( \{ A, \beta_2, Q_{n\alpha}, Q_{\beta}, B \} \). In order to distinguish high GDR energies \( E_{r2} \) from the low one \( E_{r1} \), the data and predictions of high GDR energies are upward moved by 3 MeV.
Figure 4 shows the low and high GDR energies in $^{124-160}$Nd as a function of neutron number. The Nd isotopes display the typical evolution of the quadrupole deformation [34]. Because of the magic number N = 82, the nucleus $^{142}$Nd has a spherical shape. The quadrupole deformation parameter $\beta_2$ as a function of neutron number N shows that the $^{142}$Nd nucleus has a minimum value 0.07, with gradual raise in two sides. The correlation between the splitting $E_{r2} - E_{r1}$ and the deformation parameter $\beta_2$ has been found by the TDHF model in Ref. [22]. The TDHF calculations (up and down triangles in Fig. 4) show that two GDR energies are the same for $^{142}$Nd, but gradually split in both sides of N = 82. The BNN predictions using input $\{A, \delta\}$ [Fig. 4(a)] agree to the TDHF calculations for $E_{r2}$, but show a huge difference from them for $E_{r1}$. After the optimal ground-state properties $\{A, \beta_2, Q_{na}, Q_B, B\}$ are employed as the input layer to train the BNN, the 95% confidence intervals of the predictions [Fig. 4(b)] cover the TDHF calculations, except for the cases of nuclei $^{140,144,146}$Nd. The selected input layer provides physics guides in the BNN and hence actively contributes to reduce the risk of the non-physics divergence. For the data (circles and squares in Fig. 4), both the $^{142}$Nd nucleus and the $^{144,145,146}$Nd nuclei have the same low and high GDR energies. This is different from the TDHF calculations. In fact, the GDR energies are extracted from the $^{144,145,146}$Nd($\gamma$,sn) spectra. The $^{144,145,146}$Nd($\gamma$,sn) spectra (Graph 102-105 in Ref. [18]) display asymmetrical shapes, but were fitted by single peak function. Both the TDHF calculations and BNN predictions indicate that two peaks fitting to the GDR spectra is necessary for $^{144,145,146}$Nd nuclei. It should be interesting to train the BNN by the GDR spectra by not the GDR energies, which will be our future efforts.

In conclusion, it has been proved in previous works [5, 6, 7, 8, 9] that one can include as much physics as possible in the initial prediction by using the physics motivated models and use the BNN to fine tune these models by modeling the residuals. In this work, the case study on prediction of giant dipole resonance (GDR) energy is presented to illustrate the new method to provide physics guides in BNN from input layer without the initial prediction by the physics motivated model. The microscopic theory such as Hartree-Fock-based random phase approximation (GDR) energy is presented to illustrate the new method to provide physics guides in BNN from input layer without the initial prediction by the physics motivated model. The microscopic theory such as Hartree-Fock-based random phase approximation and time-dependent Hartree-Fock theory has proved that the GDR energies depend strongly on the ground-state wave function [20, 22]. Based on this dependence, it is proposed to predict the GDR energies by using the data of the nuclear properties in the ground state, which are abundant and credible. The Spearman’s correlation coefficients are applied to assess the statistical dependence between the ground-state properties and the GDR energies. Then the optimal ground-state properties are selected as neurons of the input layer in the BNN for prediction of the GDR energies. It is shown that those selected ground-state properties provide physics guides in the BNN and hence actively contributes to reduce the risk of the non-physics divergence. This work gives a demonstration to find effects of the GDR energy by using the BNN without the physics motivated model, which may be helpful for discovering physics effects from the complex nuclear data.
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