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Abstract
Parametrized motion planning algorithms have high degrees of universality and flexibility, as they are designed to work under a variety of external conditions, which are viewed as parameters and form part of the input of the underlying motion planning problem. In this paper, we analyze the parametrized motion planning problem for the motion of many distinct points in the plane, moving without collision and avoiding multiple distinct obstacles with a priori unknown positions. This complements our prior work Cohen et al. [3] (SIAM J. Appl. Algebra Geom. 5, 229–249), where parametrized motion planning algorithms were introduced, and the obstacle-avoiding collision-free motion planning problem in three-dimensional space was fully investigated. The planar case requires different algebraic and topological tools than its spatial analog.

Keywords Parametrized topological complexity · Obstacle-avoiding collision-free motion

Mathematics Subject Classification (2010) 55S40 · 55M30 · 55R80 · 70Q05

1 Introduction
The goal of this paper is to give a topological measurement of the complexity that robots must confront when navigating in a two-dimensional environment, avoiding impediments.

This work is a refinement of the work of Farber [7, 8] who studied how much forking is necessary in the programming of a robotic motion planner operating in a configuration space $X$ via a numerical invariant $\text{TC}(X)$. This, in turn, was modeled on the seminal paper of Smale [21].
which studied the complexity of “the fundamental theorem of algebra,” that is, the amount of forking that arises in the course of computation of solutions to polynomial equations. The invariant $TC(X)$ also measures the amount of instability that any motion planner must have, that is, the number of different overlapping sets in a hybrid motion planning system, or similarly how much forking arises in routing algorithms.

Interesting as this invariant is, it only captures part of the difficulty that a robot needs to negotiate. A more realistic theory would take into account the sensing capacity of the robot, multiple robots that maneuver autonomously, energy, timing, and communication. We hope to investigate such issues in future work. In this paper and the previous one in this series [3], we focus on the problem of the computational complexity of flexibly solving motion planning in a potentially changing environment.

A (point) robot\(^1\) moving around a convex room has a simple task. It can go from any point to any other along the straight line connecting them. If there is a single obstacle then any algorithm must fork - the one described would require a decision about whether to go around the obstacle to the left or the right. It turns out that two obstacles are harder than one, but then it gets no harder.

Similarly, the complexity of motion in a graph can only have three values - trivial for a tree, complexity 1 for a graph with a single cycle, but only increasing by one for any graph with more than 1 cycle. The reason for this is that any connected graph can be described as a union of two trees, so if there is a specific graph that needs to be navigated, one can make use of such a decomposition. (A similar statement can be made regarding the part of a room that is complementary to any union of a finite number of convex subsets.)

Here we shall see that if the robot each day needs to move around the room where the obstacles have also been moved around, the complexity of the problem to be solved indeed grows. More generally, our main result provides a solution to the analogous problem for an arbitrary finite number of robots that are centrally controlled. The predecessor paper [3] studies the three-dimensional version of this problem, for example, for submarines navigating a mined part of the ocean. Interestingly, the mathematics is somewhat more difficult in this two-dimensional situation than the three-dimensional case.

In both cases, however, the general formalism is the same. We consider a parameter space that describes the possible location of obstacles, and therefore study a parametrized form of topological complexity. In our situation we have the mathematical structure of a (Hurewicz) fibration describing the set of motion planning problems, which enables the application of the powerful apparatus of algebraic topology. Some of the other problems mentioned above require a weakening of this hypothesis, and cannot be directly approached by the methodology of this paper.

1.1 Parametrized motion planning

An autonomously functioning system in robotics typically includes a motion planning algorithm which takes as input the initial and terminal states of the system, and produces as output a motion of the system from the initial state to the terminal state. The theory of robot motion planning algorithms is an active area in the field of robotics, see [15, 16] and the references therein. A topological approach to the robot motion planning problem was developed in [7, 8], where topological techniques clarify relationships between instabilities occurring in robot motion planning algorithms and topological features of the configuration spaces of the relevant autonomous systems.

\(^1\) Of course, the idea of a point robot is an idealization. The difficulties confronted by a physical robot will only be greater. Dealing with larger robots is related to the issue of dealing with families of problems that need not form fibrations, and will not be addressed in this paper.
In a recent article [3], we developed a new approach to the theory of motion planning algorithms. In this “parametrized” approach, algorithms are required to be universal, so that they are able to function under a variety of situations, involving different external conditions which are viewed as parameters and are part of the input of the underlying motion planning problem. Typical situations of this kind arise when one is dealing with the collision-free motion of many objects (robots) moving in two- or three-dimensional space avoiding a set of obstacles, and the positions of the obstacles are a priori unknown.

In the current paper, we continue our investigation of the problem of collision-free motion of many particles avoiding multiple moving obstacles, focusing primarily on the planar case. A team of robots moving in an obstacle-filled room is one example. As another illustration, consider a spymaster coordinating the motion of a team of spies in a planar theatre of operations each day. Spies must avoid opposition checkpoints, which may be repositioned daily, and may not meet so as to avoid potentially compromising one another. The analogous problem in three-dimensional space, for instance, maneuvering a submarine fleet in waters infested with repositionable mines, was analyzed in [3].

In each of these motion planning problems, one is faced with a space of allowable configurations of the robots/spies/submarines which depends on parameters, the daily positions of the obstacles/checkpoints/mines. A motion planning algorithm should then be flexible enough to deal with changes in the parameters. The algebraic and topological tools used to analyze the complexity of such algorithms in the planar and spatial cases are essentially different. These differences are reflected by a numerical invariant, the parametrized topological complexity, which differs in the planar and spatial cases.

1.2 Parametrized topological complexity

We reformulate these considerations mathematically, using the language of algebraic topology. Let \( X \) be a path-connected topological space. Viewing \( X \) as the space of all states of a mechanical system, the motion planning problem from robotics takes as input an initial state and a terminal state of the system, and requests as output a continuous motion of the system from the initial state to the terminal state. That is, given \((x_0, x_1) \in X \times X\), one would like to produce a continuous path \( \gamma : I \to X \) with \( \gamma(0) = x_0 \) and \( \gamma(1) = x_1 \), where \( I = [0,1] \) is the unit interval.

Let \( X^I \) be the space of all continuous paths in \( X \), equipped with the compact-open topology. The map \( \pi : X^I \to X \times X \), \( \pi(\gamma) = (\gamma(0), \gamma(1)) \), is a fibration, with fiber \( \Omega X \), the based loop space of \( X \). A solution of the motion planning problem, a motion planning algorithm, is then a section of this fibration, a map \( s : X \times X \to X^I \) with \( \pi \circ s = \text{id}_{X \times X} \). If \( X \) is not contractible, the section \( s \) cannot be globally continuous, see [8].

The topological complexity of \( X \) is defined to be the sectional category, or Schwarz genus, of the fibration \( \pi : X^I \to X \times X \), \( TC(X) = \text{secat}(\pi) \). That is, \( TC(X) \) is the smallest number \( k \) for which there is an open cover \( X \times X = U_0 \cup U_1 \cup \ldots \cup U_k \) and the map \( \pi \) admits a continuous section \( s_j : U_j \to X^I \) satisfying \( \pi \circ s_j = \text{id}_{U_j} \) for each \( j \). The numerical homotopy type invariant \( TC(X) \) provides a measure of the navigational complexity in \( X \). Significant recent advances in the subject include work of Dranishnikov [5] on the topological complexity of spaces modeling hyperbolic groups, and work of Grant and Mescher [13] on the topological complexity of symplectic manifolds. We refer to the surveys [2, 9] and recent work of Ipanaque Zapata and González [14] for discussions of topological complexity and motion planning algorithms in the context of collision-free motion.

A parametrized approach to the motion planning problem was recently put forward in [3]. In the parametrized setting, constraints are imposed by external conditions encoded by
an auxiliary topological space \( B \), and the initial and terminal states of the system, as well as the motion between them, must satisfy the same external conditions.

This is modeled by a fibration \( p: E \to B \), with nonempty path-connected fibers. For \( b \in B \), the fiber \( X_b = p^{-1}(b) \) is viewed as the space of achievable configurations of the system given the constraints imposed by \( b \). Here, a motion planning algorithm takes as input initial and terminal (achievable given \( b \)) states of the system, and produces a continuous (achievable given \( b \)) path between them. That is, the initial and terminal points, as well as the path between them, all lie within the same fiber \( X_b \). The parametrized topological complexity of the fibration \( p: E \to B \) is then defined to be the sectional category of the associated fibration \( \Pi: E_b \to E \times_B E \), where \( E \times_B E \) is the space of all pairs of configurations lying in the same fiber of \( p \), \( E_b \) is the space of paths in \( E \) lying in the same fiber of \( p \), and the map \( \pi \) sends a path to its endpoints.

### 1.3 Obstacle-avoiding, collision-free motion

Investigating the collision-free motion of \( n \) distinct ordered particles in a topological space \( Y \) leads one to study the standard (unparametrized) topological complexity of the classical configuration space

\[
\text{Conf}(Y, n) = \{(y_1, y_2, \ldots, y_n) \in Y^n \mid y_i \neq y_j \text{ for } i \neq j\}
\]

of \( n \) distinct ordered points in \( Y \). Similarly, investigating the collision-free motion of \( n \) distinct particles in a manifold \( Y \) in the presence of \( m \) distinct obstacles, with a priori not known positions, leads one to study the parametrized topological complexity of the classical Fadell-Neuwirth bundle, the locally trivial fibration

\[
p: \text{Conf}(Y, m + n) \to \text{Conf}(Y, m), \quad p(y_1, \ldots, y_m, y_{m+1}, \ldots, y_{m+n}) = (y_1, \ldots, y_m),
\]

with fiber \( p^{-1}(y_1, \ldots, y_m) = \text{Conf}(Y \setminus \{y_1, \ldots, y_m\}, n) \).

In this paper, we complete the determination of the parametrized topological complexity of the Fadell-Neuwirth bundles of Euclidean configuration spaces begun in [3]. Our main result, Theorem 4.1, includes the following as a special case.

**Theorem 1** For positive integers \( m \) and \( n \), the parametrized topological complexity of the motion of \( n \) non-colliding particles in the plane \( \mathbb{R}^2 \), in the presence of \( m \) non-colliding point obstacles with a priori unknown positions is equal to \( 2n + m - 2 \).

The case \( m = 1 \) of this result reduces to the previously known determination of the (standard) topological complexity of \( \text{Conf}(\mathbb{R}^2 \setminus \{0\}), n \), see Remark 4.2.

As discussed in Section 4, different techniques yield the same parametrized topological complexity for obstacle-avoiding collision-free motion in \( \mathbb{R}^d \) for any \( d \geq 4 \) even. The analogous motion planning problem in \( \mathbb{R}^d \), for \( d \geq 3 \) odd, was analyzed in [1, Thm. 9.1], where it was shown that the parametrized topological complexity is \( 23n + m - 1 \). These results provide examples of fibrations for which the parametrized topological complexity exceeds the (standard) topological complexity of the fiber, since \( \text{TC}(\text{Conf}(\mathbb{R}^d \setminus \{y_1, \ldots, y_m\}, n)) = 2n \) as shown in [11].

Our main result also illustrates that parametrized topological complexity may differ significantly from other notions of the topological complexity of a map which appear in the literature. If \( p: E \to B \) is a fibration which admits a (homotopy) section, as is the case for many Fadell-Neuwirth bundles, then the topological complexity of \( p \), as defined in either [17] or [19], is equal to \( \text{TC}(B) \). For the Fadell-Neuwirth bundle \( p: \text{Conf}(\mathbb{R}^d, m + n) \to \text{Conf}(\mathbb{R}^d, m) \) with \( d \geq 2 \) even, we have
\[ \text{TC}(B) = \text{TC}((\text{Conf}(\mathbb{R}^d, m)) = 2m - 2 \text{ (see, for instance, } [9]) \text{, which differs from the parametrized topological complexity of the bundle unless the number of obstacles is twice the number of robots.} \]

## 2 Parametrized topological complexity

In this brief section, we record requisite material from [3]. Recall the broad framework: We wish to analyze the complexity of a motion planning algorithm in an environment which may change under the influence of external conditions. These conditions, parameters treated as part of the input of the algorithm, are encoded by a topological space \( B \). Associated to each choice of conditions, that is, to each point \( b \in B \), one has a configuration space \( X_b \) of achievable configurations in which motion planning must take place. The motion planning algorithm must thus be sufficiently flexible so as to adapt to different external conditions, that is, different points in the parameter space \( B \).

Let \( p: E \to B \) be a Hurewicz fibration (briefly, a fibration), a continuous map which has the homotopy lifting property with respect to every space [Sec. 2.2]. We assume throughout that \( p \) has nonempty, path-connected fiber. Let \( E^I_B \) denote the space of all continuous paths \( \gamma: I \to E \) which lie in a single fiber of \( p \), so that \( p \circ \gamma \) is a constant path in \( B \). Let

\[ E \times_B E = \{(e, e') \in E \times E \mid p(e) = p(e')\} \]

be the space of pairs of points in \( E \) which lie in the same fiber.

**Proposition 2.1** If \( p: E \to B \) is a Hurewicz fibration, then the map

\[ \Pi: E^I_B \to E \times_B E, \quad \gamma \mapsto (\gamma(0), \gamma(1)) \]

given by sending a path to its endpoints is a Hurewicz fibration.

The fiber of \( \Pi: E^I_B \to E \times_B E \) over the point \( (e, e') \in E \times_B E \) is the space of all paths \( \gamma: I \to X_b \) in \( X_b = p^{-1}(b) \), where \( b = p(e) = p(e') \), satisfying \( \gamma(0) = e \) and \( \gamma(1) = e' \). The fact that \( \pi \) is a fibration is a consequence of a more general result which, for the sake of completeness, is stated and proved in the Appendix.

**Definition 2.2** The parametrized topological complexity \( \text{TC}[p: E \to B] \) of the fibration \( p: E \to B \) is the sectional category of the fibration \( \Pi: E^I_B \to E \times_B E \),

\[ \text{TC}[p: E \to B] := \text{secat}(\Pi: E^I_B \to E \times_B E). \]

That is, \( \text{TC}[p: E \to B] \) is the smallest nonnegative integer \( k \) for which the space \( E \times_B E \) admits an open cover

\[ E \times_B E = U_0 \cup U_1 \cup \ldots \cup U_k, \]

and the map \( \Pi: E^I_B \to E \times_B E \) admits a continuous section \( s_i: U_i \to E^I_B \) for each \( i, 0 \leq i \leq k \).

If the fibration \( p \) is clear from the context, we sometimes use the abbreviated notation \( \text{TC}[p: E \to B] = \text{TC}_B(X) \), to emphasize the role of the fiber \( X \).
As shown in [ Prop. 5.1], parametrized topological complexity is an invariant of fiberwise homotopy equivalence.3

For a topological space $Y$, let $\dim(Y)$ denote the covering dimension of $Y$, and let $\hdim(Y)$ denote the homotopy dimension of $Y$, the minimal dimension of a space $Z$ homotopy equivalent to $Y$. Since the parametrized topological complexity of $p: E \to B$ is defined to be the sectional category of the associated fibration $\Pi: E_B \to E \times_B E$, we have

$$\text{TC}[p: E \to B] \leq \text{cat}(E \times_B E) \leq \hdim(E \times_B E),$$

where $\text{cat}(Y)$ is the Lusternik-Schnirelmann category of $Y$ (cf. [20]). We also have the following.

**Proposition 2.3** ([ Prop. 7.1])3 Let $p: E \to B$ be a locally trivial fibration of metrizable topological spaces, with path-connected fiber $X$. Then, $\text{TC}_{B}(X) = \text{TC}[p: E \to B] \leq 2 \dim(X) + \dim(B)$.

Parametrized topological complexity admits a cohomological lower bound. For a graded ring $A$, let $\text{cl}(A)$ denote the cup length of $A$, the largest integer $q$ for which there are homogeneous elements $a_1, \ldots, a_q$ of positive degree in $A$ such that $a_1 \cdots a_q \neq 0$.

**Proposition 2.4** ([ Prop. 7.3])3 Let $p: E \to B$ be a fibration with path-connected fiber, and let $\Delta: E \to E \times_B E$ be the diagonal map, $\Delta(e) = (e,e)$. Then the parametrized topological complexity of $p: E \to B$ is greater than or equal to the cup length of the kernel of the map in cohomology induced by $\Delta$,

$$\text{TC}[p: E \to B] \geq \text{cl}(\ker[\Delta^*: H^*(E \times_B E; R) \to H^*(E; \Delta^* R)]),$$

for any commutative coefficient ring $R$.

We conclude this section by recording a product inequality for parametrized topological complexity, which we will make use of in Section 4 below.

**Proposition 2.5** ([ Prop. 6.1])3 Let $p': E' \to B'$ and $p'': E'' \to B''$ be fibrations with path-connected fibers $X'$ and $X''$ respectively. Let $B = B' \times B'', E = E' \times E''$, $X = X' \times X''$, and $p = p' \times p''$. Then the product fibration $p: E \to B$ satisfies

$$\text{TC}[p: E \to B] \leq \text{TC}[p': E' \to B'] + \text{TC}[p'': E'' \to B''].$$

Equivalently, in abbreviated notation,

$$\text{TC}_{B' \times B''}(X' \times X'') \leq \text{TC}_{B'}(X') + \text{TC}_{B''}(X'').$$

### 3 Cohomology of the obstacle-avoiding configuration space

In this section, we study the structure of the cohomology rings of configuration spaces arising in the context of our main theorem. Let $E = \text{Conf}(\mathbb{R}^d, m + n)$ and $B = \text{Conf}(\mathbb{R}^d, m)$. Then, the Fadell-Neuwirth bundle of configuration spaces is $p: E \to B$, with fiber $X = \text{Conf}(\mathbb{R}^d \setminus \mathcal{O}_m, n), $
where $O_m$ is a set of $m$ distinct points in $\mathbb{R}^d$. In order to utilize Proposition 2.4 subsequently, we analyze the cohomology ring of the “obstacle-avoiding configuration space” $E \times_B E$.

We use homology and cohomology with integer coefficients, and suppress the coefficients, throughout. The principal objects of study, $E, B, X$ and $E \times_B E$, all have torsion free integral homology and cohomology. This is well known for the classical configuration spaces, see [6]. We first recall several results from [3]. While the focus of [3] is mainly on odd dimensions $d \geq 3$, it is readily checked that these specific results hold for any dimension $d \geq 2$.

**Proposition 3.1 ([Prop. 9.2])** Let $p : E = \text{Conf}(\mathbb{R}^d, m + n) \to B = \text{Conf}(\mathbb{R}^d, m)$ be the Fadell-Neuwirth bundle of configuration spaces. Then, the cohomology ring $H^*(E \times_B E)$ contains degree $d - 1$ elements $\omega_{ij}$ and $\omega'_{ij}$, $1 \leq i < j \leq m + n$, which satisfy the relations

\[
\omega'_{ij} = \omega_{ij} \quad \text{for} \quad 1 \leq i < j \leq m, \quad \omega_{ij} \omega_{ik} - \omega_{ij} \omega_{jk} + \omega_{ik} \omega_{jk} = 0 \quad \text{for} \quad i < j < k, \\
(\omega_{ij})^2 = (\omega'_{ij})^2 = 0 \quad \text{for} \quad i < j, \quad \omega_{ij} \omega'_{ik} - \omega_{ij} \omega'_{jk} + \omega'_{ik} \omega'_{jk} = 0 \quad \text{for} \quad i < j < k.
\]

Since $\omega'_{ij} = \omega_{ij}$ for $1 \leq i < j \leq m$, the last of these relations may be expressed as $\omega_{ij} \omega'_{ik} - \omega_{ij} \omega'_{jk} + \omega'_{ik} \omega'_{jk} = 0$ for each $i,j$. We refer to relations of this general form as “three term relations”.

For natural numbers $p \leq q$, let $[q] = \{1, 2, \ldots, q\}$ and $[p, q] = \{p, p + 1, \ldots, q\}$. Let $I = (i_1, \ldots, i_r)$ and $J = (j_1, \ldots, j_r)$ be sequences of elements in $[m + n]$. If $i_k < j_k$ for each $k$, $1 \leq k \leq r$, we write $I < J$ and define cohomology classes

\[
\omega_{IJ} = \omega_{i_1 j_1} \omega_{i_2 j_2} \cdots \omega_{i_r j_r} \quad \text{and} \quad \omega'_{IJ} = \omega'_{i_1 j_1} \omega'_{i_2 j_2} \cdots \omega'_{i_r j_r}
\]

in $H^{(d-1)\ell}(E \times_B E)$. If $\ell = 0$, set $\omega_{IJ} = \omega'_{IJ} = 1$.

For a sequence $J$, write $J \subset [q]$, respectively, $J \subset [p, q]$, to communicate that the elements of $J$ are in the set $[q]$, respectively, $[p, q]$. Call the sequence $J = (j_1, j_2, \ldots, j_r)$ increasing if $j_1 < j_2 < \cdots < j_r$.

**Proposition 3.2 ([Prop. 9.3])** The cohomology of $E \times_B E$ is torsion free. A basis for $H^*(E \times_B E)$ is given by the set of cohomology classes

\[
\omega_{I_1 J_1} \omega_{I_2 J_2} \omega'_{I_3 J_3},
\]

where $J_1 \subset [m]$, $J_2, J_3 \subset [m + 1, m + n]$ are increasing sequences, and $I_1$, $I_2$, and $I_3$ are sequences with $I_1 < J_1$, $I_2 < J_2$, and $I_3 < J_3$.

**Remark 3.3** As noted in [3], one can use Proposition 3.2 to show that the cohomology ring $H^*(E \times_B E)$ is generated as a ring by the classes $\omega_{ij}$ and $\omega'_{ij}$, $1 \leq i < j \leq m + n$, and that the relations recorded in Proposition 3.1 are, in fact, a defining set of relations. Briefly, let $\mathcal{R}$ denote the graded commutative ring generated by $\omega_{ij}, \omega'_{ij}$ for $1 \leq i < j \leq m + n$, and let $\mathcal{I}$ be the ideal in $\mathcal{R}$ generated by

\[
\left\{ \begin{array}{l}
\omega'_{ij} - \omega_{ij} \quad \text{for} \quad 1 \leq i < j \leq m, \\
\omega_{ij} \omega'_{ik} - \omega_{ij} \omega_{jk} + \omega_{ik} \omega_{jk} \quad \text{for} \quad i < j < k, \\
(\omega_{ij})^2 \quad \text{for} \quad i < j, \\
(\omega'_{ij})^2 \quad \text{for} \quad i < j, \\
\omega_{ij} \omega'_{ik} - \omega_{ij} \omega'_{jk} + \omega'_{ik} \omega'_{jk} \quad \text{for} \quad i < j < k.
\end{array} \right.
\]

One can then check that any monomial $\mu$ in $\mathcal{R}$ may be expressed as $\mu = \alpha + \beta$, where $\alpha \in \mathcal{I}$ and $\beta$ is a linear combination of the (homogeneous) basis elements recorded in Proposition 3.2. This may be used to show that $H^*(E \times_B E) \cong \mathcal{R}/\mathcal{I}$ as asserted. We will not make use of the full ring structure of $H^*(E \times_B E)$ in what follows.
The space $E \times_B E$ may be realized as the complement of an arrangement of subspaces in $(\mathbb{R}^d)^{m+2n}$, and the ring structure of $H^*(E \times_B E)$ may also be obtained using the theory of hyperplane and subspace arrangements, see, for instance, [4, 18].

We conclude this section with a technical result which will be used in the proof of the main theorem. For a sequence $J = (j_1, \ldots, j_\ell)$, let $\hat{J} = (j_1, \ldots, j_{\ell-1})$.

**Definition 3.4** Let $J = (j_1, \ldots, j_\ell)$ be an increasing sequence. A $J$-admissible sequence $I = (i_1, \ldots, i_\ell)$ is defined recursively as follows. If $|I| = \ell' = 1$, then $I$ is $J$-admissible if and only if $I = J$. If $|I| = \ell' \geq 2$, then $I$ is $J$-admissible if

(i) $J$ is nondecreasing, $i_1 \leq \ldots \leq i_\ell$,
(ii) $\hat{I} = (i_1, \ldots, i_{\ell-1})$ is $\hat{J}$-admissible, and
(iii) either $i_\ell = i_{\ell-1}$ or $i_\ell = j_\ell$.

For instance, if $J = (j_1,j_2)$, the $J$-admissible sequences are $(j_1,j_1)$ and $J$ itself.

**Proposition 3.5** If $J = (j_1, \ldots, j_\ell)$ is an increasing sequence and $r > j_\ell$, then

$$\omega_{j_1,r} \omega_{j_2,r} \cdots \omega_{j_\ell,r} = (-1)^\ell \sum_I (-1)^d I \omega_{i_1,j_2} \omega_{i_2,j_3} \cdots \omega_{i_{\ell-1},j_\ell} \omega_{i_{\ell-1},r},$$

and

$$\omega'_{j_1,r} \omega'_{j_2,r} \cdots \omega'_{j_\ell,r} = (-1)^\ell \sum_I (-1)^d I \omega'_{i_1,j_2} \omega'_{i_2,j_3} \cdots \omega'_{i_{\ell-1},j_\ell} \omega'_{i_{\ell-1},r},$$

where the sums are over all $J$-admissible sequences $I$, and $d_I$ is the number of distinct elements in $I$.

Observe that the sums above are linear combinations of distinct elements of the basis for $H^*(E \times_B E)$ given in Proposition 3.2.

**Proof** Let $R = (r, \ldots, r)$ be the constant sequence of length $\ell'$. The proposition asserts that

$$\omega_{J,R} = (-1)^\ell \sum_I (-1)^d I \omega_{I,K} \quad \text{and} \quad \omega'_{J,R} = (-1)^\ell \sum_I (-1)^d I \omega'_{I,K},$$

where $K = (j_2, \ldots, j_{\ell'}, j_\ell)$. Clearly, it suffices to consider $\omega_{J,R'}$.

The proof is by induction on $\ell' = |I|$, with the case $\ell' = 1$ trivial. The case $\ell' = 2$ is the three term relation $\omega_{J_1,J_2} = \omega_{J_1,J_2} - \omega_{J_1,J_2} \omega_{J_2,J_1}$, which will be crucial subsequently.

Assume that $\ell' \geq 3$. For $J = (j_1, \ldots, j_\ell)$, recall that $\hat{J} = (j_1, \ldots, j_{\ell-1})$, and let $\hat{R}$ be the constant sequence of length $\ell - 1$. By induction, we have

$$\omega_{\hat{J},\hat{R}} = (-1)^{\ell - 1} \sum_I (-1)^d I \omega_{i_1,j_2} \cdots \omega_{i_{\ell-2},j_{\ell-1}} \omega_{i_{\ell-1},r},$$

where the sum is over all $\hat{J}$-admissible sequences $\hat{I} = (i_1, \ldots, i_{\ell-1})$. Since $\omega_{J,R} = \omega_{J,R} \omega_{r,r}$, we obtain
\[
\omega_{j,R} = (-1)^{r-1} \sum_{I} (-1)^{d_I} \omega_{i_1, d_1} \cdots \omega_{i_{r-2}, d_{r-2}} \omega_{i_{r-1}, r} = (-1)^{r-1} \sum_{I} (-1)^{d_I} \omega_{i_1, d_1} \cdots \omega_{i_{r-2}, d_{r-2}} \omega_{i_{r-1}, r} (\omega_{i_{r-1}, d_{r-1}} - \omega_{i_{r-1}, d_{r-1}} - \omega_{i_{r-1}, d_{r-1}}),
\]

using the three term relations on the second line. For \( \hat{\mathcal{I}} \) as above, let \( P = (i_1, \ldots, i_{r-1}, i_r) \) and \( Q = (i_1, \ldots, i_{r-1}, i_{r-1}) \). Note that \( d_P = d_I + 1 \) and \( d_Q = d_I \). Further, as is clear from Definition 3.4, every \( J \)-admissible sequence \( I \) arises from a \( J \)-admissible sequence \( \hat{I} \) by adjoining either \( j_r \) or \( i_{r-1} \). Thus,

\[
\omega_{j,R} = (-1)^{r-1} \sum_{I} (-1)^{d_I} \omega_{p,K} + (-1)^{r} \sum_{I} (-1)^{d_I} \omega_{Q,K}
\]

\[
= (-1)^{r} \sum_{P} (-1)^{d_P} \omega_{p,K} + (-1)^{r} \sum_{Q} (-1)^{d_Q} \omega_{Q,K}
\]

\[
= (-1)^{r} \sum_{I} (-1)^{d_I} \omega_{I,K},
\]

where the last sum is over all \( J \)-admissible sequences as required.

## 4 Obstacle-avoiding collision-free motion in even dimensions

We now state and prove our main theorem, determining the parametrized topological complexity of obstacle-avoiding collision-free motion in any Euclidean space \( \mathbb{R}^d \) of positive even dimension. The case \( d = 2 \) of the plane was highlighted in the Introduction.

**Theorem 4.1** For positive integers \( n, m, \) and \( d \geq 2 \) even, the parametrized topological complexity of the motion of \( n \) non-colliding particles in \( \mathbb{R}^d \) in the presence of \( m \) non-colliding point obstacles with a priori unknown positions is equal to \( 2n + m - 2 \). In other words, the parametrized topological complexity of the Fadell-Neuwirth bundle \( p: \text{Conf}(\mathbb{R}^d, m + n) \to \text{Conf}(\mathbb{R}^d, m) \) is

\[
\text{TC}[p : \text{Conf}(\mathbb{R}^d, m + n) \to \text{Conf}(\mathbb{R}^d, m)] = 2n + m - 2.
\]

Let \( E = \text{Conf}(\mathbb{R}^d, m + n) \) and \( B = \text{Conf}(\mathbb{R}^d, m) \), so that the Fadell-Neuwirth bundle is \( p: E \to B \). The fiber of this bundle is \( X = \text{Conf}(\mathbb{R}^d \setminus \partial_m, n) \), where \( \partial_m \) is a set of \( m \) distinct points (representing the obstacles). Each of the spaces \( E, B, X \), and \( E \times_B E \) has the homotopy type of a finite CW-complex of known dimension. For the configuration spaces \( B, E, \) and \( X \), see [6]. For \( E \times_B E \), this can be shown using various forms of Morse theory, cf. [1, 12]. The dimensions of these CW-complexes are

\[
\begin{align*}
\text{hdim } B &= (m - 1)(d - 1), & \text{hdim } E &= (m + n - 1)(d - 1), \\
\text{hdim } X &= n(d - 1), & \text{hdim } E \times_B E &= (2n + m - 1)(d - 1).
\end{align*}
\]

Furthermore, each of the spaces \( E, B, X \), and \( E \times_B E \) is \((d - 2)\)-connected, as each is obtained removing codimension \( d \) subspaces from a Euclidean space.

**Remark 4.2** If \( m = 1 \), the base space \( B = \text{Conf}(\mathbb{R}^d, m) = \mathbb{R}^d \) of the Fadell-Neuwirth bundle is contractible, and the bundle is trivial. The parametrized topological complexity of this trivial bundle is equal to the (standard) topological complexity of the fiber \( X = \text{Conf}(\mathbb{R}^d \setminus \partial_1, n) \), see.
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We subsequently assume that \( m \geq 2 \). We first show that
\[
\text{TC} \left[ p : \text{Conf}(\mathbb{R}^d, m+n) \to \text{Conf}(\mathbb{R}^d, m) \right] \geq 2n + m - 2. \tag{4.2}
\]
By Proposition 2.4, this is a consequence of the following.

**Proposition 4.3** For \( d \geq 2 \) even, \( E = \text{Conf}(\mathbb{R}^d, m+n) \) and \( B = \text{Conf}(\mathbb{R}^d, m) \), the ideal \( \ker[\Delta^* : H^*(E \times_B E) \to H^*(E)] \) in \( H^*(E \times_B E) \) has cup length \( \text{cl}(\ker \Delta^*) \geq 2n + m - 2 \).

**Proof** The ideal
\[
J = \langle \omega_{i,j} - \omega'_{i,j} \mid 1 \leq i < j \text{ and } m < j \leq n + m \rangle \tag{4.3}
\]
is generated by degree \( d - 1 \) elements in \( H^*(E \times_B E) \). One can check (cf. [Prop. 9.4]) that \( 3J \subset \ker \Delta^* \). So to prove the proposition it is enough to show that \( \text{cl}(J) \geq 2n + m - 2 \). We establish this by showing that the product
\[
\Psi = \prod_{i=1}^{m}(\omega_{i,m+1} - \omega'_{i,m+1}) \prod_{j=m+2}^{m+n}(\omega_{1,j} - \omega'_{1,j}) \prod_{j=m+2}^{m+n}(\omega_{j-1,j} - \omega'_{j-1,j})
\]
is nonzero in \( H^*(E \times_B E) \).

If \( a_i, b_j, 1 \leq i \leq q \), are cohomology classes of the same degree, then
\[
\prod_{i=1}^{\ell}(a_i - b_i) = \sum_{S \subset [q]} (-1)^{|S|} c_1c_2\cdots c_q, \text{ where } c_j = \begin{cases} a_j, & \text{if } j \notin S, \\ b_j, & \text{if } j \in S. \end{cases}
\]
Using this, we have
\[
\prod_{i=1}^{m}(\omega_{i,m+1} - \omega'_{i,m+1}) = \sum_{S \subset [m]} (-1)^{|S|} \lambda_1\cdots \lambda_m, \quad \lambda_i = \begin{cases} \omega_{i,m+1}, & \text{if } i \notin S, \\ \omega'_{i,m+1}, & \text{if } i \in S, \end{cases}
\]
\[
\prod_{j=m+2}^{m+n}(\omega_{1,j} - \omega'_{1,j}) = \sum_{T_1} (-1)^{|T_1|} \mu_{m+2}\cdots \mu_{m+n}, \quad \mu_j = \begin{cases} \omega_{1,j}, & \text{if } j \notin T_1, \\ \omega'_{1,j}, & \text{if } j \in T_1, \end{cases}
\]
\[
\prod_{j=m+2}^{m+n}(\omega_{j-1,j} - \omega'_{j-1,j}) = \sum_{T_2} (-1)^{|T_2|} \varepsilon_{m+2}\cdots \varepsilon_{m+n}, \quad \varepsilon_j = \begin{cases} \omega_{j-1,j}, & \text{if } j \notin T_2, \\ \omega'_{j-1,j}, & \text{if } j \in T_2, \end{cases}
\]
where \( S \subset [m] \) and \( T_1, T_2 \subset [m+2, m+n] = \{m+2, m+3, \ldots, m+n\} \) are increasing sequences.

For \( T = (j_1, \ldots, j_\ell) \) an increasing sequence in \([p,q]\), denote the complementary sequence by \( T^c = (p, \ldots, j_1, \ldots, j_\ell, \ldots, q) \), and let \( e_T \) be the sign of the shuffle permutation taking \([p,q]\) to \((T, T^c)\). Denote the constant sequence \((1, 1, \ldots, 1)\) (of appropriate length) by \( \mathbf{1} \), and let \( T - 1 = (j_1 - 1, \ldots, j_\ell - 1) \). Recalling that the cohomology classes \( \omega_{i,j} \) and \( \omega'_{i,j} \) are of odd degree \( d - 1 \), the latter two products above may be expressed as
\[ \prod_{j=m+2}^{m+n} (\omega_{1,j} - \omega'_{1,j}) = \sum_{T_1} (-1)^{|T_1|} e_{T_1} \omega_{1,T_1} \omega'_{1,T_1}, \]

\[ \prod_{j=m+2}^{m+n} (\omega_{j-1,j} - \omega'_{j-1,j}) = \sum_{T_2} (-1)^{|T_2|} e_{T_2} \omega_{T_2-1,T_2} \omega'_{T_2-1,T_2}. \]

(4.4)

Since, for \( i = 1, 2 \), \( T_i \) and \( T_i^c \) are increasing sequences in \([m + 2, m + n]\) and \( 1 < T_p < T_i^c \), and \( T_i^c - 1 < T_p \), the monomials \( \omega_{1,T_1} \omega'_{1,T_1} \) and \( \omega_{T_2-1,T_2} \omega'_{T_2-1,T_2} \) arising in (4.4) are elements of the basis for \( H^*(E \times_B E) \) of Proposition 3.2.

Similarly, with \( R = (m + 1, m + 1, \ldots, m + 1) \), the first of the three products above may be expressed as

\[ \prod_{i=1}^{m} (\omega_{i,m+1} - \omega'_{i,m+1}) = \sum_S (-1)^{|S|} \epsilon_S \omega_{S,R} \omega'_{S,R} \]

\[ = \sum_{\emptyset \subseteq S \subseteq [m]} (-1)^{|S|} \epsilon_S \omega_{S,R} \omega'_{S,R} + \epsilon_S \omega_{[m],R} + (-1)^m \epsilon_{[m]} \omega'_{[m],R}. \]

If \(|S| \geq 2\) or \(|S'| \geq 2\), the monomial \( \omega_{S,R} \omega'_{S,R} \) is not an element of the basis of Proposition 3.2.

Rewriting using Proposition 3.5 and some sign simplification yields

\[ \prod_{i=1}^{m} (\omega_{i,m+1} - \omega'_{i,m+1}) = \sum_{\emptyset \subseteq S \subseteq [m]} (-1)^{|S|} \epsilon_S \sum_{I_1} (-1)^{d_{I_1}} \omega_{I_1,K_1} \left[ \sum_{I_2} (-1)^{d_{I_2}} \omega'_{I_2,K_2} \right] \]

\[ + (-1)^m \epsilon_\emptyset \sum_{I_1} (-1)^{d_{I_1}} \omega_{I_1,K_1} + \epsilon_{[m]} \sum_{I_2} (-1)^{d_{I_2}} \omega'_{I_2,K_2} \]

(4.5)

where \( I_1 \) and \( I_2 \) range over all \( S^c \)- and \( S \)-admissible sequences respectively, and if \( S^c = (i_1, \ldots, i_p) \) and \( S = (j_1, \ldots, j_q) \), then \( K_1 = (i_2, \ldots, i_{p-1}, m + 1) \) and \( K_2 = (j_2, \ldots, j_{q-1}, m + 1) \). If, for instance, \( S = (i) \) has cardinality one, then \( I_2 = (i) \) is the only \( S \)-admissible sequence, \( K_2 = (m + 1) \), and the relevant sum in (4.5) above consists of the single term \(-\omega'_{i,m+1}\). Also observe that \( K_1 = [2, m + 1] \) if \( S = \emptyset \) and \( S^c = [m] \), while \( K_2 = [2, m + 1] \) if \( S = [m] \) and \( S^c = \emptyset \).

The product \( \Psi \) may then be obtained by multiplying the expressions of (4.4) and (4.5). Expanding yields an expression of \( \Psi \) as a linear combination of monomials \( \omega_{Q_1, Q_1} \omega_{Q_2, Q_2} \omega'_{P_1, P_1} \), where \( Q_1 \subset [m] \) and \( Q_2, Q_3 \subset [m + 1, m + n] \). Some of these monomials are elements of the basis of Proposition 3.2, others are not. One of the basis elements appearing in this expansion of \( \Psi \) is

\[ \omega_{1,2} \omega'_{1,3} \cdots \omega_{1,m} \omega'_{1,m+1} \omega_{1,m+2} \cdots \omega_{1,m+n} \omega'_{m+1,m+2} \cdots \omega'_{m+n-1,m+n}. \]

(4.6)

This element is obtained by taking \( S = \emptyset, S^c = [m] \) and \( I_1 = 1 \) in (4.5), so that the expansion of \( \omega'_{S,R} \) is simply 1, and by taking \( T_1 = T_2^c = \emptyset, T_1^c = T_2 = [m + 2, m + n] \) in (4.4), so that \( \omega_{T_1} = \omega_{T_2-1,T_2} = 1 \). It may be expressed briefly as \( x = \omega_{1,K} \omega_{1,T_1} \omega'_{T_2-1,T_2} \), where \( K = [2, m + 1] \).

We assert that the basis element \( x = \omega_{1,K} \omega_{1,T_1} \omega'_{T_2-1,T_2} \) is unaffected by rewriting non-basis monomials arising in the expansion of \( \Psi \) using the three term relations. This will insure the non-vanishing of \( \Psi \) as needed. We will establish this assertion by (sketching) an elementary, albeit delicate, analysis of the effect of the three term relations on monomials in the expansion of \( \Psi \).
Let $y \neq x$ be a monomial in the expansion of $\Psi$. From the expansions (4.5) and (4.4), up to sign, we have

$$y = (\omega_i, K_1 (\omega_{i+1,T_1} \omega_{T_2}, T_2, T_2)) (\omega_i', K_2 (\omega_{i+1,T_1} \omega_{T_2}, T_2, T_2)),$$

(4.7)

where $I_1$ and $I_2$ are (if non-empty) $S'$ and $S$ admissible sequences for some $S \subset [m]$, and for $j = 1, 2$, $K_j$ is either empty or is an increasing sequence in $[2, m+1]$ as described following (4.5), and $T_j$ and $T_2$ are complementary increasing sequences in $[m + 2, m + n]$. From Proposition 3.5, non-empty sequences $K_1$ and $K_2$ are of the form $(k_1, \ldots, k_r, m + 1)$ with $k_r \leq m$, so $\hat{K}_1$ and $\hat{K}_2$ are increasing sequences in $[2, m]$ of the form $(k_1, \ldots, k_r)$, where $K_j = (\hat{K}_j, m + 1)$. Since $\omega_{ij}' = \omega_{ij}$ for $1 \leq i < j \leq m$, up to sign, the monomial $y$ can be rewritten as

$$y = (\omega_i, \hat{K}_1) (\omega_{i+1,T_1} \omega_{T_2}, T_2, T_2)) (\omega_i', \hat{K}_2) (\omega_{i+1,T_1} \omega_{T_2}, T_2, T_2)),$$

(4.8)

where $I_1 = (\hat{I}_1, a)$ and $I_2 = (\hat{I}_2, \beta)$.

Suppose the monomial $y$ of (4.7) is not an element of the basis of Proposition 3.2. First, consider the case where the subset $S$ of $[m]$ in (4.5) is non-empty, so that $K_2 \neq \emptyset$. As indicated in (4.8) above, this gives rise to a factor of $\omega_{i,m+1}'$ in the monomial $y$. Subsequent simplifications, for instance if $\omega_{i,j}' T_2, T_2$ is not a basis element, either annihilate $y$ or give rise to basis elements involving $\omega_{i,m+1}'$ or $\omega_{i,m+1}'$. No factor of this form appears in the monomial $x$ of (4.6).

It remains to consider the case where the subset $S$ of $[m]$ in (4.5) is empty. For $S = \emptyset$, we have $K_1 = [2, m+1]$ and $\alpha \leq m$ in (4.8). In this instance,

$$y = (\omega_i, \hat{K}_1) (\omega_{i+1,T_1} \omega_{T_2}, T_2, T_2)) (\omega_i', T_1, \omega_{T_2}, T_2, T_2)),$$

(4.9)

where $I_1 = (\hat{I}_1, a)$ and $\hat{K}_1 = [2, m]$. We have either $T_1 \neq \emptyset$ or $T_2 \neq \emptyset$, since the basis element $x$ of (4.6) is obtained by taking $S = \emptyset$ and $T_1 = T_2 = \emptyset$.

If $T_1 \neq \emptyset$, then $\omega_{T_2}'$ is a factor of $y$, where $k \omega_{a,m+1}' \omega_{i,j+1} \omega_{T_2, T_2} \omega_{m+2, m+n}$ denotes the largest element of $T_1$. This factor survives in each term of the expansion of $y$ arising from application of the three term relations to $\omega_{T_2, T_2} \omega_{T_2, T_2}$ and resulting expressions. Consider the effect of expanding the factor $\omega_{i,j}', \omega_{i,j}', \omega_{T_2, T_2}$ using the three term relations in each such expression. Rewriting is required only when $T_1 \cap T_2 \neq \emptyset$, and involves relations $\omega_{T_2}'$ for $q \omega_{i,j}' \omega_{T_2}' \omega_{T_2} \omega_{T_2}$. If $\emptyset \neq T_2$, the factor $\omega_{i,j}'$ is unaffected. If, on the other hand, $\omega_{i,j}' \omega_{T_2} \omega_{T_2}$ then rewriting $\omega_{T_2} \neq \emptyset$ yields expressions involving $\omega_{m+1,m+2} \omega_{m+2,m+3} \cdots \omega_{m+n-1,m+n}$. Continuing as necessary yields a linear combination of basis elements, each of which contains a factor of $\omega_{T_2, T_2}$, for some $j, m + 1 \leq j \leq k$. No factor of this form appears in the monomial $x$ of (4.6).

Finally, if $T_1 = \emptyset$, then $\omega_{1,T_2} \omega_{T_2, T_2}$. This implies that $T_2$ is a proper subset of $[m + 2, m + n]$, and consequently that the factor $\omega_{p,q}'$ appearing in the monomial $x$ of (4.6) cannot appear in $y$. Since $\omega_{m+1,m+2} \omega_{m+2,m+3} \cdots \omega_{m+n-1,m+n}$ is a basis element, any necessary expansion of $y$ involves applications of the three term relations to the factor $x = \omega_{1,k} \omega_{1,T_1} \omega_{T_2, T_2}$. Since these, and subsequent simplifications, cannot introduce any factors of the form $c(\ker \Delta^*) \geq c(\mathcal{I}) \geq 2n + m - 2$, the factor $\mathbb{R} \subset \mathbb{C}$ of $x$ cannot appear in any resulting monomial.

Thus, as asserted, expressing $\Psi$ in terms of the basis of Proposition 3.2 does not alter the summand $\text{Conf}(\mathbb{R}^2, \epsilon')$. Therefore, $\Psi \neq 0$ and $h_{\epsilon'} : \text{Conf}(\mathbb{C}, \epsilon') \to \text{Conf}(\mathbb{C} \setminus \{0, 1\}, \epsilon - 2) \times \text{Conf}(\mathbb{C}, 2)$ as required.
As noted above, the inequality (4.2) follows from Proposition 4.3. We establish the reverse inequality for the case $d = 2$ of the plane and for the case $d \geq 4$ of higher even dimensions using different methods. Since the result in the planar case will play a role in the proof in the higher dimensional case, we begin with the former.

### 4.1 The plane

Consider the case $d = 2$ of the plane $p : \text{Conf}(\mathbb{C}, m + n) \to \text{Conf}(\mathbb{C}, m)$. Express the configuration space $\text{Conf}(\mathbb{C} \setminus \{0, 1\}, n)$ as

$$\text{Conf}(\mathbb{R}^2, \ell') = \text{Conf}(\mathbb{C}, \ell') = \{(y_1, \ldots, y_\ell) \in \mathbb{C}^\ell \mid y_i \neq y_j \text{ if } i \neq j\}$$

in complex coordinates.

For any $\ell' \geq 3$, the map $h_{\ell'}(y_1, y_2, y_3, \ldots, y_{\ell'}) = \left(\frac{y_3 - y_1}{y_2 - y_1}, \ldots, \frac{y_{\ell'} - y_1}{y_{\ell'} - y_1}, (y_1, y_2)\right)$ (4.10) is a homeomorphism. It follows that the bundle $q = q' \times q''$ is trivial for $m = 2$. The parametrized topological complexity is then equal to the topological complexity of the fiber $q''$, see [Ex. 4.2]. Since $3q'' = \text{id}$ as shown in [11], for $m = 2$, we have

$$\text{TC}[p : \text{Conf}(\mathbb{C}, n + 2) \to \text{Conf}(\mathbb{C}, 2)] = \text{TC}(\text{Conf}(\mathbb{C} \setminus \{0, 1\}, n)) = 2n$$

as asserted.

For $m \geq 3$, the maps (4.10) give rise to an equivalence of fibrations

$$\begin{array}{ccc}
\text{Conf}(\mathbb{C}, m + n) & \xrightarrow{h_{m + n}} & \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m + n - 2) \times \text{Conf}(\mathbb{C}, 2) \\
p \downarrow & & \downarrow q \\
\text{Conf}(\mathbb{C}, m) & \xrightarrow{h_m} & \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m - 2) \times \text{Conf}(\mathbb{C}, 2),
\end{array}$$

where $\text{TC}[q'' : \text{Conf}(\mathbb{C}, 2) \to \text{Conf}(\mathbb{C}, 2)] = 0$. With $\text{TC}[p : \text{Conf}(\mathbb{C}, m + n) \to \text{Conf}(\mathbb{C}, m)]$ the projection onto the first $m - 2$ coordinates and $E' = \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m + n - 2)$ the identity map. Since $B' = \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m - 2)$, the product inequality Proposition 2.5 implies that $q' : E' \to B'$ is less than or equal to

$$\text{TC}[q' : \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m + n - 2) \to \text{Conf}(\mathbb{C} \setminus \{0, 1\}, m - 2)].$$

(4.11)

Let $X = \text{Conf}(\mathbb{C} \setminus \partial_m, n)$ and $B'$. The fiber of $\mathbb{R}^2 = \mathbb{C}$ is the configuration space $H^*(E \times_B E)$, which has the homotopy type of a CW-complex of dimension $n$. Similarly, $\mathcal{J}$ has the homotopy type of a CW-complex of dimension $m - 2$. Using Proposition 2.3, we obtain the following upper bound for (4.11):

$$\text{TC}[q' : E' \to B'] \leq 2 \dim(X) + \dim(B') = 2n + m - 2.$$

Combining the above observations yields

$$\text{TC}[p : \text{Conf}(\mathbb{C}, m + n) \to \text{Conf}(\mathbb{C}, m)] \leq 2n + m - 2.$$
Together with the lower bound (4.2), this completes the proof of Theorem 4.1 in the case \( d = 2 \) of the plane \( H^r(E \times_B E) \).

Theorem 4.1 for the planar case \( d = 2 \) informs on the structure of the cohomology ring \( E = \text{Conf}(\mathbb{R}^d, m + n) \) for any even \( d \). This structure will be utilized in the case \( d \geq 4 \) of higher even dimensions below. Recall the ideal \( B = \text{Conf}(\mathbb{R}^d, m) \) in \( H^r(E \times_B E) \) from (4.3).

**Corollary 4.4** For positive integers \( m \) and \( d \) with \( m \geq 2 \) and \( d \geq 2 \), let \( \mathcal{J} = 2n + m - 2 \) and \( \text{TC}[p : \text{Conf}(\mathbb{R}^d, m + n) \to \text{Conf}(\mathbb{R}^d, m)] \leq 2n + m - 2 \). Then the ideal

\[
\mathcal{J} = \langle \omega_{ij} - \omega'_{ij} \mid 1 \leq i < j \text{ and } m < j \leq n + m \rangle
\]

in \( E = \text{Conf}(\mathbb{R}^d, m + n) \) has cup length \( B = \text{Conf}(\mathbb{R}^d, m) \).

### 4.2 Higher even dimensions

For \( d \geq 4 \) even, we use obstruction theory to complete the proof of Theorem 4.1.

The Schwarz genus of a fibration \( p: E \to B \) with fiber \( X \) is at most \( r - 1 \) if and only if its \( r \)-fold fiberwise join admits a continuous section, cf. \([\text{Thm. 3}]\). Consequently, we have \( \text{TC}[20p: E \to B] \leq r - 1 \) if and only if the \( r \)-fold fiberwise join

\[
\Pi_r : \ast(E_B^d) \to E \times_B E
\]

admits a section. Thus, to show that \( \Pi_r \), it suffices to prove the following.

**Proposition 4.5** For positive integers \( m \) and \( d \) with \( m \geq 2 \) and \( d \geq 4 \) even, let \( \ast(\Omega X) \), \( B = \text{Conf}(\mathbb{R}^d, m) \), and \( r = 2n + m - 1 \). Then the fibration

\[
\Pi_r : \ast E_B^d \to E \times_B E
\]

admits a section.

**Proof** For any fibration \( p: E \to B \) with fiber \( X \), the fiber of \( E = \text{Conf}(\mathbb{R}^d, m + n) \) is homotopy equivalent to \( X = \text{Conf}(\mathbb{R}^d \setminus \emptyset, m) \) the \( r \)-fold join of the loop space of \( X \). In the case of the Fadell-Neuwirth bundle of configuration spaces, we have \( \ast(\Omega X) \), \( \Pi_r : \ast E_B^d \to E \times_B E \), and \( \Theta_r \in H^{r(d-1)}(E \times_B E; \pi_{(d-1)}(\ast \Omega X)) \). As noted previously, \( X \) is \((d - 2)\)-connected. Since the join of \( p \)-connected and \( q \)-connected CW-complexes is \((p + q + 2)\)-connected, the fiber \( \text{hdim}(E \times_B E) = r(d - 1) \) of \( \pi_r \) is \((nr - r - 2)\)-connected.

From the connectivity of \( X \), the primary obstruction to the existence of a section of \( \pi_{(d-1)}(\ast \Omega X) = H_{r(d-1)}(\ast \Omega X) \) is an element \( H_{r(d-1)}(\ast \Omega X) = \bigoplus_{i+j=q} H_i(Y) \otimes H_j(Z) \). Since \( \Theta_r \) is the only obstruction. By the Hurewicz theorem, we have \( \theta \in H^{d-1}(E \times_B E; H_{d-1}(X)) \). For spaces \( Y \) and \( Z \) with torsion free integral homology, the (reduced) homology of the join is given by \( \Pi : E_B^d \to E \times_B E \). This, together with the fact that the homology groups of \( X \) (and \( \Omega X \)) are free abelian, yields

\[
\pi_{(d-1)}(\ast \Omega X) = H_{r(d-1)}(\ast \Omega X) = [\tilde{H}_{d-1}(X)]^{\otimes r} = [H_{d-1}(X)]^{\otimes r}.
\]
the last equality since $d \geq 4$. Thus, $\Theta \colon E \times_B E \to H^{p-d-1}(E \times_B E; \mathbb{H}_{d-1}(X))^{\otimes q}$.

By [1, Thm. 1], the obstruction $[\theta]_0 \in \ker(B \rightarrow \ker(E \to E/E \to E)) \otimes A$ has 
the form $H^r(E_{d-1}(X)) \otimes A$ which is the primary obstruction to the existence of a section of $\Pi : E_B \to \mathbb{H}_{d-1}(X)$. Since $H^r(E_{d-1}(X))$ is simply connected, the system of coefficients $\mathbb{H}_{d-1}(X)$ on $E \times B E$ is trivial. As noted above, $H_{d-1}(X)$ is torsion free. By Proposition 3.1, the cohomology ring $H^{d-1}(E \times_B E; A)$ is also torsion free. It follows that $H^{d-1}(E \times_B E) \otimes A$ is torsion free for any $q \geq 1$.

Since $\theta$ is the primary obstruction to the existence of a section the fibration $\theta \in \ker[\Delta^* : H^*(E \times_B E; \mathbb{H}_{d-1}(X)) \to H^*(E; \Delta^* \mathbb{H}_{d-1}(X))]$.

For brevity, denote the free abelian group $\mathbb{H}_{d-1}(X)$ by $A$. Using a Universal Coefficient theorem (for a (co)chain complex computing $\ker[\Delta^* : H^*(E \times_B E) \to H^*(E; \mathbb{Z})]$), we can identify $\eta_j = \eta_j \sim \cdots \eta_j$ with $\ker[\Delta^* : H^*(E \times_B E) \to H^*(E)]$, and $H^{l-1}(E; A)$ with $H^{l-1}(E) \otimes A$. With these identifications, we have $\Delta^* : H^{d-1}(E \times_B E) \otimes A \to H^{d-1}(E \otimes A$, and $\ker[\Delta^*]$ may be expressed as a linear combination of elements of the form $\eta_j \otimes a_j$, where the elements $\eta_j$ are the degree $d-1$ generators of $\mathcal{J}$ and $a_j \mathcal{J}(\mathcal{J}) = 2n + m - 2$. A.

The $r$-fold cup product $\mathcal{S}_r = \theta \cdot ^r \mathcal{J} = 0 H^{r-d-1}(E \times_B E) \otimes A^{\otimes r}$ is then realized as a linear combination of elements of the form $\eta_j \otimes a_j$, where $\mathcal{P}_r : E \times_B E \to E$ is an $r$-fold cup product of degree $d-1$ generators of $\Pi : E \to E \times_B E$, and $a_j \in A^{\otimes r}$. But the degree $d-1$ generators of $E \times_B E$ are the generators of the ideal $\mathcal{J}$ of (4.3). As noted in Corollary 4.4, we have $\lambda : A \to E$. It follows that for $r = 2n + m - 1$, we have $\overline{B} = \{ (e, \omega) \in E \times B \mid p(e) = \omega(0) \}$ and consequently $\theta^r \otimes = 0$. Since the primary obstruction $\Theta = \theta^r$ vanishes, the fibration $E \times B$ admits a section.

This completes the proof of Theorem 4.1 in the case where $d \geq 4$ is even.

Appendix

In this appendix, we state and prove a general result which includes as a special case the fact noted in Proposition 2.1 that, for a fibration $p : E \to B$, the map $G \in (E_B)^l$ is also a fibration.

Let $p : E \to B$ be a Hurewicz fibration. For a topological space $X$, let $F \in E_B$ denote the space of all continuous maps $f : X \to E$ lying in a single fiber of $p$, that is, such that the composition $p \circ f : X \to B$ is a constant map. Equip the space $F(x, t) = \lambda(F(x), \omega(t))$ with the compact-open topology. The following result may be compared with [1, Thm. 2.8.2].

**Proposition** Let $(K, L)$ be a pair consisting of a finite CW-complex and a subcomplex. Then the restriction map is a Hurewicz fibration.

$$
\Pi : E_B^K \to E_B^L, \quad \Pi(f) = f|_L \quad \text{for} \quad f \in E_B^K.
$$

**Proof** Let $\overline{F} \in (E_B^K)^l$ be a lifting function for the fibration $p : E \to B$ (see [1, Sec. 2.7]). Here $22\overline{F}(x, 0) = F(x)$ and $\lambda(e, \omega) \in E^l$ satisfies $p \circ \lambda(e, \omega) = \omega$ and $\lambda(e, \omega)(0) = e$. Our goal is to construct a lifting function

$$
\lambda : E_B^L \to (E_B^K)^l
$$

for $\pi$. Here $p(\overline{F}(x, t)) = \omega(t) = p(G(x, t))$ is the set of pairs

---
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\{(F,G) \in E_B^K \times (E_B^L)^t \mid F(x) = G(x,0) \text{ for } x \in L\}.

Clearly, \(\bar{F}(x,t) = G(x,t)\) can be viewed as a map \(G: L \times I \to E\) such that for any \(t\) \(\alpha_G(x,0,t) = \lambda(G(x,0),\omega)(t) = \bar{F}(x,t)\) \(I\) the image \(G(L \times t) \subset E\) lies in a single fiber. The map \(\Pi(\bar{F})\) satisfies \(F(x) = G(x,0)\) for \(x \in L\). Denote by \(\omega(t) = p(G(x,t))\) (where \(x (E_B^K)^t L\)) the path in \(B\) obtained by applying the projection \(p\). For \(x \Pi: E_B^L \to E \times B E K\), the formula \(\bar{F}(x,t) = \lambda(F(x),\omega)(t)\) defines a map \(\bar{F} \in (E_B^K)^t\) satisfying \(\bar{F}(x,0) = F(x)\) and \(p(\bar{F}(x,t)) = \omega(t) = p(G(x,t))\). However, we may not guarantee that the condition \(\bar{F}(x,t) = G(x,t)\) for \(x \in L\) and \(t \in I\) holds.

Let \(\omega^{[r,1]}\) denote the path \(s \mapsto \omega^{[r,1]}(s) = \omega(\tau + (1-\tau)s)\), where \(s \in [0,1]\). Define \(\alpha_G: L \times I \times I \to E\) by

\[
\alpha_G(x,\tau,t) = \begin{cases} G(x,t), & \text{for } 0 \leq t \leq \tau, \\ \lambda(G(x,\tau),\omega^{[\tau,1]})(\frac{t-\tau}{1-\tau}), & \text{for } \tau \leq t \leq 1. \end{cases}
\]

For \(x \in L\), we have \(p(\alpha_G(x,\tau,t)) = \omega(t), \alpha_G(x,0,t) = \lambda(G(x,0),\omega)(t) = \bar{F}(x,t),\) and \(\alpha_G(x,1,t) = G(x,t)\). Thus \(\alpha_G\) is a fibrewise homotopy between \(\Pi(\bar{F})\) and \(G\) in \((E_B^K)^t\).

Let \(\rho: K \times I \to K \times 0 \cup L \times I\) be a retraction. Denote by \(H\) the composition

\[K \times I \times I \xrightarrow{\rho \times 1} K \times 0 \times I \cup L \times I \times I \xrightarrow{\bar{F} \cup \alpha_G} E.\]

The map \(h(x,t) = H(x,1,t)\) is an element of \((E_B^K)^t\) satisfying \(h(x,0) = F(x)\) and \(h(x,t) = G(x,t)\) for \(x \in L\). Hence we may define the lifting function (†) by setting \(\Lambda(F,G) = h.\)

Proposition 2.1, asserting that \(\Pi: E_B^L \to E \times B E, \gamma \mapsto (\gamma(0),\gamma(1))\), is a fibration, may be obtained by taking \(K = [0,1]\) and \(L = \{0,1\}\) in the above result.
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