The interaction between matter and squeezed light has mostly been treated within the approximation that the field correlation time is small. Methods for treating squeezed light with more general correlations currently involve explicitly modeling the systems producing the light. We develop a general purpose input-output theory for a particular form of narrowband squeezed light—a squeezed wave-packet mode—that only cares about the statistics of the squeezed field and the shape of the wave packet. This formalism allows us to derive the input-output relations and the master equation. We also consider detecting the scattered field using photon counting and homodyne measurements which necessitates the derivation of the stochastic master equation. The non Markovian nature of the field manifests itself in the master equation as a coupled hierarchy of equations. We illustrate these with consequences for the decay and resonance fluorescence of two-level atoms in the presence of such fields.

I. INTRODUCTION

Squeezed light [1–3] exhibits fundamentally nonclassical properties that can be leveraged for metrology [4] and quantum information [5]. Injecting squeezed light into Advanced LIGO [6, 7] as originally proposed by Caves [8, 9] markedly improves the sensitivity for gravitational wave detection. Squeezed light is routinely used to conditionally prepare single-photon states [10] that can act as carriers of quantum information for quantum computing [11–13]. Alternatively, many squeezed states can be directly stitched together into continuous-variable cluster states [14, 15] that form the foundation for measurement-based computing schemes [16], with the squeezing itself being the fundamental resource [17].

Studying the interaction between matter and squeezed light is of great interest in part because squeezed light is the simplest nonclassical light to produce and thus probe matter with. For the most part, theoretical analyses are focused on broadband squeezed light [18], where the squeezing is constant over all relevant frequencies. This situation is usually treated in the Markovian white-noise formalism [19, 20] whose crowning achievements are the master equation [19] and stochastic master equation [21, Sec. 4.4.1] that describe the reduced state of a quantum system in contact with a time-invariant delta-correlated Gaussian field. The mathematical literature has addressed similar issues with increased rigor [22–29].

The broadband approximation has serious drawbacks, however, as squeezed fields treated in the white-noise formalism exhibit nonphysical behavior when one attempts to describe photon counting. When a photodetector with infinite temporal resolution—that is, infinite bandwidth—measures such a field, it sees an infinite photon flux because the delta time correlations of the white-noise fields correspond to a flat power spectral density as discussed in [30, Sec. 4.3.3]. Relaxations of the strict white-noise formalism are therefore necessary, not only because they avoid this issue but also because squeezed light produced in a laboratory is, at best, only approximately delta-correlated in time as determined by the squeezing bandwidth of the source, leading to an observable difference in the response of a physical system interacting with finite-bandwidth squeezed fields compared to the white-noise prediction [31, 32].

The degree to which a squeezed field is “broadband” is best discussed with respect to a reference system—such as a detector, a cavity, or an atom—with which the field interacts. Consider a field characterized by carrier frequency $\omega_c$ and squeezing bandwidth $B_{sq}$, such that the field exhibits appreciable squeezing at frequencies between $\omega_c \pm B_{sq}/2$. Given a coupling rate $\Gamma$ between the field and the reference, we adopt the threefold categorization from the master-equation literature and classify the squeezing as either broadband, finite bandwidth, or narrowband. Broadband squeezing has a bandwidth $B_{sq} \gg \Gamma$, with infinitely broadband squeezing being the limit $\omega_c, B_{sq} \to \infty$, where the field exhibits appreciable squeezing at all frequencies. Finite-bandwidth squeezing is characterized by $B_{sq} \sim \Gamma$, and narrowband squeezing has a bandwidth $B_{sq} \ll \Gamma$. Early squeezing experiments were limited to narrow and finite-bandwidth
squeezing [33] though recent experiments have produced fields with high levels of squeezing [34] with very wide bandwidths [35–38].

A salient distinction between the white-noise formalism and finite- or narrow-bandwidth squeezing is the Markovian versus non-Markovian characteristic of the field. Realistic squeezed fields have nonzero correlation times, which mean their effect on a system cannot be described by the inherently Markovian master equations enjoyed by broadband descriptions. Non-Markovian evolution is quite difficult to deal with in full generality, and this difficulty is partly responsible for the attention direction at more tractable Markovian descriptions. Nevertheless, prior theoretical work has developed some methods to model the light-matter interaction in the finite-bandwidth and narrow bandwidth squeezed fields. The so-called “quasi Markovian” methods [31, 39–43] work in the finite-bandwidth regime, and the cascaded systems methods [42, 44–49] and colored noise methods [50, 51] can work in both the finite and narrow-bandwidth regimes.

In this paper we place the state of the field front and center, without a mediating source. By considering squeezed wave packets, we are able to deal with arbitrarily large or small bandwidths in a controlled way. Our model aims to provide a more efficient representation and deeper understanding of the unique non-Markovian properties of the field and the light matter interaction. It additionally allows us to explicitly write down field-correlation functions, master equations, and even stochastic master equations, which have eluded previous treatments due to the previously mentioned bandwidth issues. The wave packets we consider, and the subsequent results, are in the style of the number-state and cat-state wave packets considered in [52–59] and intimately related to the collisional models literature [60–68].

Our paper begins with, in Section II, summarizing the white noise formalism used which we use to derive the standard Markovian master equation for squeezed baths in Section III. Then we have three major contributions which are graphically summarized in Fig. 1. The first part of the figure is simply a squeezed wave packet which is covered in Section IV where we talk about the unusual temporal correlations present in a finite bandwidth squeezed field and calculate photon-detection probabilities. The second part of the figure depicts an interaction where we trace over the scattered field which allows us to derive the master equation which is discussed in Section V. We discuss in Section IX the case when the scattered field is intercepted by a detector, deriving the promised stochastic master equations. We illustrate our formalism with two numerical examples. First we perform a qualitative comparison between broadband and wave-packet squeezing of the effect on a two level atom whose decay rate is modified by the squeezing in Section VI and Section VII. As the equations we derive are very complicated we discuss the issues associated with their Numerical implementation in Section VIII.

II. FORMALISM

We outline the formalism and notation that have historically been used in quantum optics, and upon which we build in this work. We make no attempt at a thorough review of input-output theory, collisional models, or quantum stochastic differential equations (QSDEs) as well as their relation to quantum optical problems. Interested readers are directed to recent pedagogical treatments [30, 69–72], which themselves are based on foundational work [19, 21, 73, 74].

Input-output theory, including its formulation using QSDEs, is used to describe the general quantum optical situation where an arbitrary quantum system is coupled to a propagating quantum field via a dipole-type interaction in the rotating-wave approximation. We follow the approach of continuous-mode quantum optics [75], which takes the coupling, laid out in k-space, and transforms it to frequency space (for each k-direction) through the free-space dispersion relation, ω = ck where c is the speed of light. The continuous-mode field is described by mode operators $b(\omega)$ and $b^\dagger(\omega)$ that create and annihilate photons at frequency $\omega$ and obey the canonical commutation relation $[b(\omega), b^\dagger(\omega')] = \delta(\omega - \omega')$. The interaction Ham-
tonian describing the system-field coupling is given by

$$H_{\text{int}} = i\hbar \int d\omega \kappa(\omega) [c - e^i] [b(\omega) + b^\dagger(\omega)], \quad (2.1)$$

where $\kappa(\omega)$ is the coupling strength at frequency $\omega$ (which in agreement with [69] we will approximate as $\sqrt{\Gamma/2\pi}$ within the relevant frequency range), and $e^i$ (and its Hermitian conjugate $e^{\dagger}$) are operators on the system that give its response to absorbing/emitting a photon.

To simplify the description of the system and field we employ a set of widely applicable approximations that together form the white-noise approximation [21, 27, 70, 77]. We begin by splitting the field into a sequence of temporal modes whose durations $\Delta t$ sit between several timescales of interest. The spatial extent of each mode $c\Delta t$ is taken to be large enough so that the system (of size $\frac{c}{\Delta t}$) is pointlike. At the same time, take $\Delta t$ to be small. The system-field coupling strength $\Gamma$ is weak, and system-field interactions are treated in the rotating-wave approximation (RWA). This set of approximations is summarized by:

$$\Delta x \ll c\Delta t \quad \text{First Markov,} \quad (2.2a)$$

$$\tau_c \ll \Delta t \quad \text{Second Markov,} \quad (2.2b)$$

$$\omega_c^{-1} \ll \Delta t \ll \Gamma^{-1} \quad \text{RWA & QMC.} \quad (2.2c)$$

The quasimonochromatic approximations and the limit $\Delta t \to dt$ allow us to write down mode Fourier-transformed space-time mode operators,

$$b(z, t) := \frac{1}{\sqrt{2\pi}} \int d\omega \, b(\omega)e^{-i(\omega-\omega_c)(t-z/c)}, \quad (2.3)$$

where $z$ is the spatial coordinate associated with the $k$-direction. Input-output theory concerns itself specifically with the fields at the position of the quantum system, chosen to be $z = 0$,

$$b_t := b(z = 0, t) = \frac{1}{\sqrt{2\pi}} \int d\omega \, b(\omega)e^{-i(\omega-\omega_c)t} \quad (2.4)$$

and the Hermitian conjugate $b^\dagger_t = b^\dagger(z = 0, t)$. These mode operators describe the fields incident upon the system at time $t$—i.e., at space-time point $(z = 0, t)$—where $t$ is treated a mode label rather than a time dependence.

With the approximations Eq. (2.2) we simplify Eq. (2.1) in the interaction picture to

$$H_{\text{int}}(t) = i\hbar \sqrt{\Gamma} [b^\dagger_t c - b_t c^\dagger]. \quad (2.5)$$

For the sake of compact notation, we adopt the practice of writing arguments to these functions as subscripts rather than enclosed in parentheses. In this notation, the commutator is

$$[b_t, b_s^\dagger] = \delta(t - s), \quad (2.6)$$

which shows the field is delta-correlated. This delta-correlated field is reminiscent of classical white noise which is why the operators are called white noise operators.

Integrating the field operators over time intervals that are effectively infinitesimal with respect to system dynamics gives the quantum noise increments $dB_t$ and $d\Lambda_t$:

$$dB_t := \int_t^{t+dt} ds \, b_s, \quad (2.7a)$$

$$d\Lambda_t := \int_t^{t+dt} ds \, b_s^\dagger b_s, \quad (2.7b)$$

where $[dB_t, dB^\dagger_t] = dt$. The integral of operator $d\Lambda_t$ is the photon-number operator. One can also define quadrature increments

$$dQ_\xi(\varphi) = (e^{-i\varphi} dB_t + e^{i\varphi} dB^\dagger_t)/\sqrt{2} \quad (2.8)$$

which yield quadratures when integrated. As special cases we obtain the $x$ quadrature with $\varphi = 0$ and the $p$ quadrature with $\varphi = \pi/2$. These differential increments obey the following rules of vacuum quantum Itô calculus: $dB_t dB^\dagger_t = dt$, $dB_t d\Lambda_t = dB_t$, $d\Lambda_t d\Lambda^\dagger_t = dB^\dagger_t$, $d\Lambda_t d\Lambda_t = d\Lambda_t$, and all other products are zero [19, 30, 73]. These non commutative operator relations correspond to the Itô rules for the classical noise increment $dW_t$ (a scalar random variable), so just as differential equations involving $dW_t$ are called stochastic differential equations, differential equations involving the quantum noise increments are called quantum stochastic differential equations which is abbreviated to QSDEs. For readers unfamiliar with Itô calculus we recommend Ref. [30].

The system and field evolve in time according to the interaction Hamiltonian in Eq. (2.5). In the white-noise limit, Eq. (2.2), a slightly generalized Hamiltonian [71] generates a unitary time evolution operator $U_t$ describing the joint dynamics from time $t = 0$ to time $t$ that obeys the differential equation [19, 73]:

$$dU_t = \left[-dt(iH_{\text{sys}} + \frac{1}{2} L^\dagger L) \otimes 1_s - L^\dagger S \otimes dB_t + L \otimes dB^\dagger_t + (S - 1_{\text{sys}}) \otimes d\Lambda_t\right] U_t \quad (2.9)$$

with initial condition

$$U_0 = 1_{\text{sys}} \otimes 1_{\text{field}}. \quad (2.10)$$

The Hamiltonian $H_{\text{sys}}$ includes the bare Hamiltonian of the system as well as any others that act on the system alone (such as a control Hamiltonian). The system’s interactions with the field are described by the jump operator $L = \sqrt{\Gamma c}$—determined by the underlying system-field Hamiltonian, Eq. (2.5)—and the unitary scattering
operator $S$.\footnote{The scattering operator $S$ is used to describe phase shifts [78] or effective system-field interactions arising from adiabatic elimination [71] of internal states of the system imparted by a mirror on the input field, for example.} Specifying these three operators fully determines the evolution a single system’s interaction with the field, and multiple systems can be tied together in a quantum input-output network using the SLH formalism [71]. The differential equation Eq. (2.9) can be solved formally to find the infinitesimal time-evolution operator

$$U_{t+dt,t} = \mathbb{1}_t \otimes \mathbb{1}_t + dU_t U_t^\dagger,$$

$$= \mathbb{1}_t \otimes \mathbb{1}_t - dt \left( i H_{\text{sys}} + \frac{1}{2} L L^\dagger \right) \otimes \mathbb{1}_t - L^\dagger S \otimes dB_t + L \otimes dB_t^\dagger + (S - \mathbb{1}_t) \otimes dB_t. \quad (2.11)$$

that describes dynamics over an infinitesimal time step, from $t$ to $t + dt$. The famous input-output relations can be obtained from this time evolution operator by conjugating the input operator

$$dB_{\text{out}}^t = U_{t+dt,t}^\dagger dB_t U_{t+dt,t} \quad (2.12)$$

$$= dB_t + L dt. \quad (2.13)$$

Many authors will denote the input operator $dB_{\text{in}}^t$, we do not to reduce notational clutter. Again we reiterate, the subscript $t$ on $dB_t$ denotes the temporal mode label, not a time dependence, as explained in [70].

### III. MARKOVIAN SQUEEZING TREATMENTS

We now remind the reader of Markovian treatments of squeezed light interacting with a system, i.e. the master equation. This affords us the opportunity to introduce familiar objects that appear in unfamiliar contexts in our non Markovian treatment. We discuss the Markovian treatment of broadband squeezing and related techniques that relax the broadband approximation while retaining a Markovian description.

In a single mode (with annihilation and creation operators satisfying $[b, b^\dagger] = 1$), a pure squeezed vacuum state $|\psi_{\text{sq}}\rangle := S(r, \phi) \langle \text{vac}|$ is generated from the vacuum state by application of the squeeze operator,

$$S(r, \phi) := \exp \left[ \frac{i}{2} r \left( e^{-2i\phi} b^2 - e^{2i\phi} b^\dagger r \right) \right]. \quad (3.1)$$

The parameter $\phi$ sets the squeezing angle, and the amount of squeezing in decibels is determined from the squeezing parameter $r$ by the relation, $r_{dB} = 10 \log_{10} (e^{2r})$.

We define a squeezed mode annihilation operator $b_{\text{sq}}$ via a squeezing transformation,

$$b_{\text{sq}} := S^\dagger (r, \phi) b S(r, \phi) = \cosh r b - e^{2i\phi} \sinh r b^\dagger \quad (3.2)$$

with $b_{\text{sq}}^\dagger$ following directly from Hermitian conjugation. This transformation does not modify the vacuum expectation values of the mode operators, $\langle b \rangle_{\text{sq}} = \langle b b^\dagger \rangle_{\text{vac}} = 0$, but it does affect vacuum expectation values of their products,

$$N = \langle b^\dagger b \rangle_{\text{sq}} = \langle b^\dagger b_{\text{sq}} \rangle_{\text{vac}} = \sinh^2 r, \quad (3.3a)$$

$$M = \langle b^2 \rangle_{\text{sq}} = \langle b_{\text{sq}}^2 \rangle_{\text{vac}} = -e^{2i\phi} \sinh r \cosh r. \quad (3.3b)$$

**White-noise regime:** The stationary statistics of a broadband (white-noise) squeezed field can be found by applying the single-mode squeeze transformation in Eq. (3.2) (using fixed values of $\phi$ and $r$) to each infinitesimal temporal mode in Eq. (2.4) of size $\Delta t$. An infinitely broadband field has no temporal correlations, since each infinitesimal temporal mode is transformed independently. For a more details, see Ref. [70].

Squeezing transformations on the noise increments in Eq. (2.7), yield vacuum expectation values that follow directly from Eq. (3.3) and Eq. (3.3b) [19, 24, 79, 80],

$$\langle dB_t \rangle = 0 \quad (3.4a)$$

$$\langle dB_t^\dagger dB_t \rangle = N dt, \quad (3.4b)$$

$$\langle dB_t^\dagger \rangle = M dt, \quad (3.4c)$$

$$\langle |dB_t, dB_t^\dagger| \rangle = dt. \quad (3.4d)$$

These relations have been used to derive the Markovian master equation for a quantum system interacting with stationary, broadband squeezed vacuum [19, 20],

$$d\rho = dt \left( -i [H_{\text{sys}}, \rho] + (N + 1) D[L] \rho + N D[L^\dagger] \rho \right.$$

$$\left. + \frac{1}{2} M^* [L, [L, \rho]] + \frac{1}{2} M[L^\dagger, [L^\dagger, \rho]] \right). \quad (3.5)$$

with the Lindblad superoperator on $\rho$ defined as

$$D[L] \rho := L\rho L^\dagger - \frac{1}{2} (L^\dagger L \rho + \rho L^\dagger L). \quad (3.6)$$

A coherent driving field can be added to the squeezed vacuum bath by displacing to the input mode operators $b \rightarrow b + \alpha(t)$, which effectively transforms the Hamiltonian $H_{\text{sys}}$ [81].

Many experiments do not conform to the approximations that led to the Eq. (3.5), and thus are not modeled by this equation. Some work has been done to break free of the Markovian regime to model the dynamics of quantum systems interacting with finite-bandwidth squeezed fields [44, 45].

**Quasi-Markovian regime:** By considering a driven two-level atom as done in Refs. [39–43] and relaxing the broadband requirement such that the squeezing bandwidth can be narrow with respect to the Rabi frequency while still staying broad with respect to the atomic linewidth one can still describe the atomic dynamics with a Markovian master equation. In this regime interesting modifications to resonance fluorescence appear that are impossible in the broadband setting.
Cascaded systems and related methods: Yet another variation on broadband squeezing arises by considering the squeezing to come from a source whose output is then cascaded to serve as the input to the system of interest [42, 44, 46–49]. Generally the cascaded approach should let you model arbitrary input fields provided your cascaded model is realistic. Earlier work, see Refs. [50, 51], did a colored noise analysis that is intimately related to the cascaded model.

Our hope in pursuing a non-cascaded model is to attempt to get a more efficient representation and deeper understanding of the unique non-Markovian properties of the field and the light matter interaction.

IV. FOCK AND SQUEEZED WAVE PACKETS

The wave packets we consider are collective modes of the field defined as superpositions over temporal modes. Fields with wave-packet modes in arbitrary states are not stationary in time and may have nontrivial temporal correlations. Tracking the temporal correlations is the critical feature of any master equation, and these correlations are what drive non-Markovian reduced-state dynamics.

Thus, working with wave packets generally requires abandoning the second Markov approximation. We begin by introducing temporal wave-packet modes followed by a brief summary of continuous-mode Fock states in Section IV A. Then, we introduce squeezed Fock wave packets in Section IV B, which form the basis for the squeezed master-equation in Section V.

A temporal wave packet is described by a complex-valued square-normalized function $\xi$ evaluating to $\xi_t$ at time $t$:

$$\int dt |\xi_t|^2 = 1.$$  

4.1

In order to preserve the rotating-wave approximation (as explained in [82, Sec. 3.3.1]), we require in our derivation that the wave packet has a slowly varying envelope, expressed by the time-domain relations

$$\left| \frac{\partial^2 \xi}{\partial t^2} \right| \ll \omega_c \left| \frac{\partial \xi}{\partial t} \right| \ll \omega_c^2 |\xi|.$$  

4.2

This corresponds to the wave-packet bandwidth being much smaller than the carrier frequency $\omega_c$, in accord with the quasimonochromatic approximation.

The temporal-mode creation operator that destroys photons in the wave-packet mode defined by $\xi$ is

$$B^\dagger[\xi] := \int dt \xi_t b^\dagger(t) = \int d\omega \xi_\omega b^\dagger(\omega),$$  

4.3

the second equality gives us the equivalent frequency domain description which requires $\int d\omega |\xi_\omega|^2 = 1$. The wave-packet creation operator and its conjugate $B[\xi]$, which creates photons in $\xi$, satisfy the canonical commutation relation

$$[B[\xi], B^\dagger[\xi]] = 1.$$  

4.4

A. Fock states

A continuous-mode Fock state contains a definite number of photons in a wave packet $\xi$. However, these photons do not have well defined arrival times (at a detector or system) but rather are in a temporal superposition weighted according to $\xi$. A continuous-mode Fock state with $n$ photons, $|n_\xi\rangle$, is generated from vacuum by repeated application of the wave-packet creation operator $B^\dagger[\xi]$ (followed by normalization):

$$|n_\xi\rangle = \frac{1}{\sqrt{n!}} (B^\dagger[\xi])^n|\text{vac}\rangle.$$  

4.5

These Fock states are orthogonal $\langle m_\xi|n_\xi\rangle = \delta_{m,n}$, and it is evident that the wave-packet creation and annihilation operators behave as single-mode operators for the temporally nonlocal mode defined by $\xi$.

For master-equation derivations, it can be useful to know the action of the infinitesimal annihilation number operators, Eq. (2.7) and Eq. (2.7b), on basis states. For Fock states, the relations are given by [53],

$$dB_t|n_\xi\rangle = dt \xi_t \sqrt{n} |(n-1)_\xi\rangle$$  

4.6a

$$dA_t|n_\xi\rangle = dB^\dagger_t \xi_t \sqrt{n} |(n-1)_\xi\rangle.$$  

4.6b

These relations suggest an interesting temporal structure that we now examine further by performing a relative state decomposition of the field. The field is decomposed with respect to an arbitrary, infinitesimal time interval $[t, t+dt]$. It turns out that a complete basis for field states in the interval $[t, t+dt]$ can be constructed from the infinitesimal states $|0_t\rangle$ and $|1_t\rangle$ where these kets denote vacuum and a single photon [83, Sec. V A]. A normalized single-photon state in the current time interval is [30] 3

$$|1_t\rangle := \frac{dB_t}{\sqrt{dt}} |0_t\rangle.$$  

4.7

Using $|0_t\rangle$ and $|1_t\rangle$ as basis for a relative-state decomposition of an $n$-photon Fock state yields [54]

$$|n_\xi\rangle = (|0_t\rangle|0_t\rangle + |1_t\rangle|1_t\rangle)|n_\xi\rangle$$

4.8

$$= |0_t\rangle \otimes |n_\xi\rangle + \sqrt{n} dt \xi_t |1_t\rangle \otimes |(n-1)_\xi\rangle,$$

where $|n_\xi\rangle := (0_t|n_\xi\rangle$ is the (unnormalized) partial projection of Fock state $|n_\xi\rangle$ onto infinitesimal vacuum. Further details about the temporal decomposition of Fock states can be found in [54]. This expression is interpreted by imagining a detector that can measure in this instantaneous basis. If you get a vacuum detection then you

3 Technically here we want to consider discrete and finite-duration operators and then take the limit $\lim_{\Delta t \to 0} \Delta B / \sqrt{\Delta t}$. When we play fast and loose by writing $\sqrt{\Delta t}$, this is what we mean.
would ensure that the remainder of the field is in an $n$-photon Fock state, if you detect one photon then it is in an $n-1$ photon Fock state. In either case, the remaining wave packet mode has had the portion at the time interval removed. If however you could detect in the basis $|±⟩ = (|0⟩ ± |1⟩)/√2$ and got the result $|+⟩$ you would have projected onto an infinitesimal superposition of $n$ and $n-1$.

**B. Squeezed Fock states**

With respect to the wave packet $ξ$, the wave-packet-mode operators, Eq. (4.3), function just as single-mode operators do. Here, we use this fact to define a wave-packet squeezing operator

$$S_{ξ}[ξ] := \exp \left[ \frac{r}{2} (e^{-2iφ} B[ξ]^2 - e^{2iφ} B^†[ξ]²) \right]$$  (4.9a)

where $γ = re^{2iφ}$,  (4.9b)

with squeezing factor $γ$ that relates the squeezing parameter $r$ and squeezing angle $φ$. Applying the squeezing operator to Fock states generates squeezed Fock states,

$$|n_{γ,ξ}⟩ := S_{γ}[ξ]|n⟩,$$  (4.10)

with the squeezed vacuum state

$$|0_{γ,ξ}⟩ := S_{γ}[ξ]|vac⟩,$$  (4.11)

being of particular interest in this work. Since squeezed wave-packet Fock states are fixed unitary transformations on Fock states in Eq. (4.5), they are similarly orthogonal, $(m_{γ,ξ}|n_{γ,ξ}) = δ_{m,n}$, and form a complete basis for states in the temporal mode $ξ_t$.

The wave-packet-mode quadratures are defined with angle $φ$:

$$Q_{φ}[ξ] = (e^{-iφ} B[ξ] + e^{iφ} B^†[ξ])/√2.$$  (4.12)

Thus for the squeezing angle $φ = 0$, the $x$ quadrature fluctuations (i.e. the standard deviation of $Q_{φ=0}[ξ]$) are scaled by a factor of $e^{-r}$ and $p$ quadrature fluctuations are scaled by a factor of $e^r$. When $φ = π/2$ then $p$ is squeezed.

It is interesting to consider how wave-packet annihilation operator $B[ν]$ transforms under wave-packet squeezing $S_{ξ}[ξ]$ when the temporal modes are mismatched,

$$S_{ξ}[ξ] B[ν] S_{ξ}[ξ]^† = B[ν] + [(\cosh r - 1) B[ξ] - e^{2iφ} \sinh r B^†[ξ]] dt ξ_t,$$  (4.13)

which can be derived from the results in Appendix A. The dissonance between this expression and single-mode case in Eq. (3.2) arises from temporal mode mismatch. When the modes are temporally matched, i.e. $ν_t = ξ_t$, then Eq. (4.13) becomes

$$S_{ξ}[ξ] B[ξ] S_{ξ}[ξ] = ε B[ξ] - ε^{2iφ} s B^†[ξ]$$

as expected from the single-mode case in Eq. (3.2).

Our next task is to determine the action of the noise increments on squeezed vacuum. The easiest way to figure out the action of the increments is to perform the following trick

$$dB_t|0_{γ,ξ}⟩ = S_{γ}[ξ] dB_t S_{γ}[ξ]|vac⟩,$$  (4.15)

where we define a squeezed white-noise increment

$$dB_{t,sq} := S_{γ}[ξ] dB_t S_{γ}[ξ]$$

$$= dB_t + dt ξ_t [(ε - 1) B[ξ] - ε^{2iφ} s B^†[ξ]].$$  (4.16)

This right-hand side of the above equation has a mix of $dB_t$ and $B[ξ]$ in it, on account of squeezing the $dB_t$ operator with a squeezer defined using the $B[ξ]$ operators. This can be intuitively explained by the temporal mode mismatch between $dB_t$ and $S_{ξ}[ξ]$. That is the mix occurs because we’re squeezing the infinitesimal-mode operator $dB_t$, effectively a square infinitesimal wave-packet, with the finite wave-packet squeeze operator $S_{ξ}[ξ]$.

By analogy we also define an infinitesimal squeezed number operator

$$dΛ_{t,sq} := S_{γ}[ξ] dΛ_t S_{γ}[ξ]$$

$$= dΛ_t + ξ_t dB_t [(ε - 1) B[ξ] - ε^{2iφ} s B^†[ξ]]$$

and $dB_{t,sq}$ may look unwieldy, but they are very convenient for the derivations performed in Section V.

In the derivation of the master equation, we will require the action of the squeezed increments $dB_{t,sq}$ and $dΛ_{t,sq}$ on Fock states:

$$dB_{t,sq}|n⟩ = dt ξ_t (ε \sqrt{n} |(n-1)⟩ - ε^{2iφ} s \sqrt{n+1} |(n+1)⟩)$$  (4.18a)

$$dΛ_{t,sq}|n⟩ = dB^†_{t,sq} ξ_t (ε \sqrt{n} |(n-1)⟩ - ε^{2iφ} s \sqrt{n+1} |(n+1)⟩).$$  (4.18b)
Notice that Eq. (4.18a) is analogous to the action of \(b_{sq}\), see Eq. (3.2), on single mode Fock states \(|n\rangle\). We can also use the action of the squeezed increments to work out two-time correlation functions, such as

\[
\langle n,\zeta |b_{t+\tau}b_t |n,\zeta \rangle = \frac{1}{\Delta t} \langle n|db_{t+\tau,sq}db_{t,sq}|n\rangle\quad (4.19a)
\]

\[
= -dt \xi_t + \xi_{t+\tau} \cosh 2i\phi (2n+1). \quad (4.19b)
\]

Because of the wave packet these correlation functions necessarily depend on \(t\) and \(\tau\) rather than \(\tau\) alone as is the case for stationary fields.

The first and second moments of \(dB_{t,\text{sq}}\) and \(dB_{t,\text{sq}}^\dagger\) in the wave-packet Fock state \(|n,\zeta\rangle\) (equivalently, the moments of \(dB_t\) and \(dB_t^\dagger\) in the squeezed-wave-packet Fock states \(|n,\zeta\rangle\)) are

\[
\langle dB_{t,\text{sq}} \rangle = 0 \quad (4.20a)
\]

\[
\langle dB_{t,\text{sq}}^\dagger dB_{t,\text{sq}} \rangle = dt^2 \xi_t^2 |\mathcal{E}^2 n + s^2 (n+1)| = 0, \quad (4.20b)
\]

\[
\langle dB_{t,\text{sq}}^2 \rangle = -dt^2 \xi_t^2 \cosh 2i\phi (2n+1) = 0, \quad (4.20c)
\]

\[
\langle [dB_{t,\text{sq}}, dB_{t,\text{sq}}^\dagger] \rangle = dt, \quad (4.20d)
\]

with terms proportional to \(dt^2\) vanishing. Additionally, the first moment of the squeezed infinitesimal number operator is

\[
\langle d\Lambda_{t,\text{sq}} \rangle = dt \xi_t^2 |\mathcal{E}^2 n + s^2 (n+1)|, \quad (4.21)
\]

which can be be understood intuitively as \(\langle dB_{t,\text{sq}}^\dagger dB_{t,\text{sq}} \rangle /dt\). These expressions can be useful calculating output field quantities.

We make an important comparison between the wave-packet moments in Eq. (4.20) and those for stationary broadband squeezed fields in Eq. (3.4). First, notice that for \(n = 0\), we recover expressions close to the broadband case for stationary vacuum.

The broadband case is recovered when the wave packet is chosen to be \(\xi_t \sim 1/\sqrt{\Delta t}\), giving

\[
\langle dB_{t,\text{sq}}^\dagger dB_{t,\text{sq}} \rangle \rightarrow \sinh^2 r \, dt\quad (4.22a)
\]

\[
\langle dB_{t,\text{sq}}^2 \rangle \rightarrow -e^{2i\phi} \cosh r \sinh r \, dt, \quad (4.22b)
\]

which noting that \(\langle dB_{t,\text{sq}}^\dagger dB_{t,\text{sq}} \rangle\) and \(\langle dB_{t,\text{sq}}^2 \rangle\) are no longer zero, gives the explicit expressions for the \(M\) and \(N\) parameters in Eq. (3.3). For clarity in this comparison, we have used the notation \(\cosh r\) and \(\sinh r\) instead of \(c\) and \(s\) here. A striking difference is that the infinitesimal photon number, Eq. (4.21), is no longer infinitesimal for stationary squeezed vacuum:

\[
\langle d\Lambda_{t,\text{sq}} \rangle \rightarrow \sinh^2 r. \quad (4.23)
\]

This expression leads to unphysical consequences, most notably that the photon flux for stationary squeezed fields is infinite—a problem that has been identified previously and remained unresolved until now, see [30]. The resolution is the wave-packet description we present here, which for any square-normalizable wave packet describing a physical state and gives a finite photon flux and finite total average photon number (in the wave packet). Indeed, the choice of wave packet required to recover the stationary squeezed field relations is \(\xi_t = 1/\sqrt{\Delta t}\). To arrive at the continuous-time description we must take the limit \(\Delta t \rightarrow 0\) which gives the problematic expression \(\xi_t \sim 1/\sqrt{\Delta t}\). In Section V E, we will show how this same choice of wave packet also yields that standard broadband squeezing master equation from the squeezed wave-packet master equations we present below.

The temporal structure of squeezed Fock states can be analyzed using a temporal decomposition, just as was done above for Fock states in Section IX. This procedure, whose details are presented in Appendix B, gives the resulting temporal decomposition:

\[
\langle n,\zeta | = |0_t \rangle \otimes \left[ |0,\gamma,\zeta \rangle - \frac{1}{2} |\mathcal{E}^2 | dt \left( |n(2\gamma^2 + 1) + s^2 |n,\gamma,\zeta \rangle - c\phi \sqrt{(n+1)(n-1)} |(n+2),\gamma,\zeta \rangle \right) \right]
\]

\[
+ |1_t \rangle \otimes \left[ \xi_t \Delta t (c\sqrt{n} |(n-1),\gamma,\zeta \rangle - e^{2i\phi} s\sqrt{n-1} |(n+1),\gamma,\zeta \rangle \right] \quad (4.24)
\]

Like in the Fock-state case this expression is interpreted by imagining a detector that can measure in this instantaneous basis. This decomposition can be interpreted in a similar way as was the Fock-state case, Eq. (4.8), with very different conclusions. Consider the conditional state after an ideal, infinite-resolution photon detector performs a measurement in the \(|0_t \rangle, |1_t \rangle\) basis over the infinitesimal interval \([t, t+dt]\). Vacuum detection projects the remainder of the field into a squeezed \(n\)-photon state whose squeezing strength is gently decreased from \(r \rightarrow r - |\xi_t|dt \cosh r \sinh r\) by the order-\(dt\) corrections (see Appendix B for details). Detection of a photon projects the remaining field into a non-Gaussian state—a superposition of squeezed \((n-1)\)- and \((n+1)\)-photon Fock states with relative amplitudes that depend on the squeezing \(r\) in the initial state.

We can also read off the probability of detecting a single photon in the time interval \([t, t+dt]\) from Eq. (4.24)

\[
\Pr(1_t) = |\xi_t|^2 dt \left[ n(2\gamma^2 + 1) + s^2 \right] \quad (4.25a)
\]

\[
\Pr(0_t) = 1 - \Pr(1_t), \quad (4.25b)
\]

or equivalently from Eq. (4.21). The fact that the broadband case has infinite photon flux, as noted earlier, means that the temporal decomposition is a product state of squeezed states at each time \(t\), giving an order unity probability of photon detection for each infinitesimal time interval \([t, t+dt]\). Determining the probabilities for subsequent detection events requires the machinery we develop in Section IX.
V. SQUEEZED-WAVE-PACKET MASTER EQUATION

In this section, we present the dynamical equations for a quantum system \( \rho_{\text{sys}} \) interacting with a wave packet \( \xi_t \) prepared in a the state \( |0_{\gamma, \xi} \rangle \). Initially, the system and field are initially described by the product state \( \rho_0 \otimes |0_{\gamma, \xi} \rangle \langle 0_{\gamma, \xi}| \), and at later times they have interacted and are, in general, entangled. The squeezed-wave-packet master equations below are a set of dynamical equations whose solution gives the time evolution of the reduced system state

\[
\rho(t) := \text{tr}_{\text{field}} \left[ U_t (\rho_0 \otimes |0_{\gamma, \xi} \rangle \langle 0_{\gamma, \xi}|) U^\dagger_t \right],
\]

to save space we denote \( \rho(t) \) and \( d\rho(t) \) as \( \rho_t \) and \( d\rho_t \). The details of the derivation are given in Appendix C. Here we highlight the crucial points in the derivation and state the main result. At the end of this section we explain how to generalize to the case where the initial field is expressed as a superposition or mixture of squeezed Fock states.

At the nucleus of the derivation is the QSDE for the field, given in Eq. (2.9). To find squeezed wave packet dynamics, it is useful to define a squeezed time-evolution operator by conjugating \( U_t \) with the wave packet squeezing operator in Eq. (4.9a),

\[ U_{t, \text{sq}} := S_t^\dagger [\xi] U_t S_t [\xi]. \]

This differs from Eq. (2.9) by the appearance of the squeezed noise increments derived in Eqs. (4.16) and (4.17).

Because the time evolution operator can add and subtract quanta, it is useful to define the generalized state matrices,

\[
\rho_t^{m,n} := \text{tr}_{\text{field}} \left[ U_t (\rho_0 \otimes |m_{\gamma, \xi} \rangle \langle n_{\gamma, \xi}|) U^\dagger_t \right] = \text{tr}_{\text{field}} \left[ U_{t, \text{sq}} (\rho_0 \otimes |m_{\xi} \rangle \langle n_{\xi}|) U^\dagger_{t, \text{sq}} \right],
\]

where \( m \) and \( n \) denote the number of squeezed photons in the initial field, \( \xi \) is the wave-packet envelope, and \( \gamma \) is the squeezing parameter. The definition in Eq. (5.3) implies that \( \rho_t^{m,n} = [\rho_t^{n,m}]^\dagger \). These generalized state matrices encode information about correlations between the future field and the state of the system. Further, note that the reduced state in Eq. (5.1) is \( \rho_{\text{sys}}(t) = \rho_t^{0,0} \).

Our derivation proceeds by finding the QSDE for the joint-state evolution and then taking a partial trace over the field [53]. Thus the physical state of the system, given squeezed vacuum input, is always described by \( \rho_t^{0,0} \). As the interaction between the environment and system can add or subtract photons from the field we end up having to compute equations of motion for \( \rho_t^{m,n} \). Thus the broad structure of the derivation corresponds to computing the stochastic differentials of the time-evolved generalized state matrices, Eq. (5.3),

\[
d\rho_t^{m,n} = \text{tr}_{\text{field}} \left[ dU_{t, \text{sq}} (\rho_0 \otimes |m_{\xi} \rangle \langle n_{\xi}|) U^\dagger_{t, \text{sq}} \right] + U_{t, \text{sq}} (\rho_0 \otimes |m_{\xi} \rangle \langle n_{\xi}|) dU^\dagger_{t, \text{sq}} + dU_{t, \text{sq}} (\rho_0 \otimes |m_{\xi} \rangle \langle n_{\xi}|) dU^\dagger_{t, \text{sq}}.
\]

Again, the derivation is facilitated by working in a picture where the time-evolution operator itself carries the squeezing. Inserting the QSDE for \( dU_{t, \text{sq}} \), Eq. (5.2), and going through the machinations (detailed in Appendix C), we arrive at the coupled master equations,

\[
d\rho_t^{m,n} = \left\{ -i[H_{\text{sys}}, \rho_t^{m,n}] + D[L] \rho_t^{m,n} + \xi_t \sqrt{m} S \rho_t^{m,n-1,n} |L\rangle \langle L| + \xi_t \sqrt{m} S \rho_t^{m,n-1} |L\rangle \langle L| + \xi_t \sqrt{m} S \rho_t^{m,n+1,n} |L\rangle \langle L| + \xi_t \sqrt{m} S \rho_t^{m,n+1} |L\rangle \langle L| + |\xi_t|^2 D[S] \left( \sqrt{m+1} \rho_t^{m,n-1,n-1} - |s| \sqrt{(m+1) \rho_t^{m,n+n+1}} \right) \right\} dt,
\]

where \( \xi \) and \( s \) are the abbreviations defined in Eq. (4.14). From Eq. (5.3), it is clear that the generalized state matrices \( \rho_t^{m,n} \) are not defined for negative indices \( m, n < 0 \); in the master equations above, these terms should be set to zero. This set of coupled differential equations, one for each \( \rho_t^{m,n} \), comprise the squeezed wave-packet master equations and is the main result of this section. We also refer to the set of equations as the squeezed hierarchy. The terms on the first line of Eq. (5.5) describe both unitary evolution due to a Hamiltonian and dissipation given
by the Lindblad superoperator in Eq. (3.6). The terms on the second and third lines describe driving of the system, or exchange of energy, from quanta in the input field.

The terms on the fourth and fifth lines describe evolution of the system due to direct coupling, via the system operator $S$, to the number of squeezed photons in the field at time $t$. In the absence of squeezing, i.e., when $s = 0$ and $\epsilon = 1$, we recover the hierarchy of Fock-state master equations [53]. Finally, with the cyclic property of the trace it is straightforward, albeit tedious, to find the equivalent Heisenberg-picture equations of motion as was done in [53].

The initial conditions for the coupled equations in Eq. (5.5) follow from the definitions of the generalized state matrices in Eq. (5.3) at $t = 0$ when $U_0 = 1$. The diagonal equations $\rho_{0}^{m,n}$ are initialized with the initial system state $\rho_{\text{sys}}$, while the off-diagonal equations, $\rho_{0}^{m,n}$ for $m \neq n$, should be initialized to zero:

$$\rho_{0}^{m,n} = \rho_{\text{sys}}$$
$$\rho_{0}^{m,m} = 0.$$  

More generally, since squeezed Fock states comprise a basis for states in the wave packet $\xi_t$—see the text below Eq. (4.10)—we can use them to describe an arbitrary input field state given by the state matrix

$$\Upsilon_\xi = \sum_{m,n} c_{m,n} |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|,$$  

with $\text{tr}[\Upsilon_\xi] = 1$. The reduced system state at time $t$, $\rho_{\text{sys}}(t)$, is found by taking superpositions of the hierarchy solutions, $\rho_t^{m,n}$, using the expansion coefficients in Eq. (5.7):

$$\rho_{\text{sys}}(t) = \sum_{m,n} c_{m,n} \rho_t^{m,n}$$

see Refs. [53, 54] for further details. This means that a formal solution to the squeezed hierarchy (i.e. for all $\rho_t^{m,n}$) can be used to construct reduced system states for all possible input field states in the wave packet $\xi_t$ given initial system state $\rho_{\text{sys}}$.

In practice, however, there are two issues that arise. First, such a solution consists of an infinite number of $\rho_t^{m,n}$. Second, in general it is not clear that a formal solution exists for an infinite set of coupled differential equations. To implement numerical simulations we need to enforce approximations on the squeezed hierarchy. There are two obvious strategies to do so which have been called time-non-local and time local in the “hierarchy equations of motion” literature see e.g. [84]. The simplest strategy is to set all equations above a chosen truncation, $n_{\text{max}}$, to zero: $\rho_t^{m,n} = 0$ for some integers $m', n' > 0$. This kind of time-non-local truncation does not seem well justified as the scalar coefficients of the hierarchy grow with $m, n$. That is, even for $r \ll 1$, there exist $m, n$ for which products that appear in the upward-coupling terms such as $s \sqrt{m}$ become non-negligible.

The second strategy is to assert that all equations above the cutoff $n_{\text{max}}$ get replaced with some approximate equation or solution. There are good reasons to believe this is a more appropriate way to approximate the squeezed hierarchy. Consider the case where the operator norms of $||H_{\text{sys}}||$ and $||L||$ are bounded by the scalar $|k|$ and $S = I$, the latter condition implies the last term in Eq. (5.5) is zero. Then for large $(m, n)$ the term on the first line is negligible while the terms on the second and third lines of Eq. (5.5) dominate. This suggests the solutions of these equations may be derived using tools from singular perturbation theory [85] such as boundary layers and matched asymptotic expansions. Moreover it indicates that numerical solutions will have to ensure that $\max_t (\xi_t) n_{\text{max}} \Delta t \ll 1$.

A. Connection to the Fock hierarchy

As noted above Eq. (5.5) limits to the Fock hierarchy of Ref. [54] when $r = 0$ i.e. $s = 0$ and $\epsilon = 1$, and Eq. (5.5) becomes exactly the Fock hierarchy [53]. Note that either hierarchy, including the squeezed hierarchy with any squeezing parameter $r$, can describe the reduced-state dynamics given any input field state. One must simply represent that input field state in the appropriate squeezed Fock-state basis (or unsqueezed for the Fock hierarchy) as in Eq. (5.7).

For no squeezing, the Fock hierarchy emerging from Eq. (5.5) features master equations that only couple downward—that is, the equation for each $\rho_{t}^{m,n}$ couples to itself and to generalized state matrices with smaller labels—$\rho_{t}^{m-1,n}$, $\rho_{t}^{m,n-1}$, and $\rho_{t}^{m-1,n-1}$—which are visualized in Fig. 2(a). Alternatively one can think of the information flowing from the generalized state matrices $\rho_{t}^{m-1,n}$ upwards to $\rho_{t}^{m,n}$. A consequence of downward coupling is that subsets of the hierarchy couple only amongst themselves and can be solved. Specifically, for a fixed, chosen Fock cutoff $n_{\text{max}}$, there is a closed set of $(n_{\text{max}}+1)^2$ coupled equations whose solutions can be used to construct the reduced system state given any input field state that can be represented in the basis of Fock states $\{0, 1, \ldots n_{\text{max}}\}$ [53, 54, 86], including truncated approximations to squeezed states.

For nonvanishing squeezing, $r > 0$, the equations in the squeezed hierarchy, Eq. (5.5), not only contain downward coupling (modified by squeezing-parameter dependencies cosh $r$ and sinh $r$), but they also contain upward coupling to generalized state matrices with larger labels: $\rho_{t}^{m+1,n}$, $\rho_{t}^{m,n+1}$, $\rho_{t}^{m-1,n+1}$, $\rho_{t}^{m+1,n-1}$, and $\rho_{t}^{m+1,n+1}$. These couplings are visualized in Fig. 2(b). Unlike the Fock hierarchy, there is no closed subset of equations, so the entire
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B. Output field quantities

In addition to system observables, we may also be interested in features of the output field. Of the many possible field operators we will focus on two field quantities: photon flux (photon number) and field quadratures.

Following the same prescription as in Eq. (4.15), we may derive the equation of motion for an arbitrary field quadrature $Q(\varphi)$ defined in Eq. (4.12). The key result needed is the field operator after the interaction

$$dB_{t,\text{sq}}^{\text{out}} = S_t^\dagger[\xi]U_{t+dt,t} dB_t U_{t+dt,t} S_t[\xi]$$

$$= L dt + S dB_t^{\text{sq}}.$$ (5.9)

Expectation values are found by taking the trace of the output field operators using the physical state $\rho_{\text{sys}}(t) = \rho_t^{n,n}$. To arrive at a quadrature $Q(\varphi)$ we combine $dB_t^{\text{sq}}$ with its dagger as in Eq. (2.8). Then we just take expectation with respect to vacuum or a Fock state.

The output photon-flux operator follows similarly,

$$d\Lambda_{t,\text{sq}}^{\text{out}} = S_t^\dagger[\xi]U_{t+dt,t} d\Lambda_t U_{t+dt,t} S_t[\xi]$$

$$= L^\dagger L dt + L^\dagger S dB_t^{\text{sq}} + S^\dagger L dB_t^{\text{sq}} + d\Lambda_{t,\text{sq}}.$$ (5.11)

Its expectation value with respect to a squeezed Fock state is given by Eq. (4.20)

$$\langle d\Lambda_{t,\text{sq}}^{\text{out}} \rangle = dt \text{ tr}[L^\dagger L \rho_t^{n,n}] + dt |\xi_t|^2 [\bar{c}^2 n + \bar{s}^2 (n+1)].$$ (5.12)

To compute higher order moments, such as a quadrature variance, one must derive the QSDE for operators like $[dQ_{t,\text{out}}^{\text{sq}}(\varphi)]^2$, and then take expectation values of the resulting expression. Moreover, if one wants to compute first or higher-order moments of output-field quantities for states other than a squeezed Fock state one can use the method described in [53].

C. System correlation functions: quantum regression theorem

The squeezed-Fock master equation hierarchy can be used to calculate two-time correlation functions. For Schrödinger-picture system operators $A \otimes I$ and $B \otimes I$, the two-time correlation $\langle A_t B_{t+\tau} \rangle$ is calculated using the quantum regression theorem [87] as follows. Given an initial joint system-field state, $\rho_{\text{sys,field}}(0)$, we have

$$\langle A_t B_{t+\tau} \rangle = \text{tr}_{\text{sys}} (B \Lambda_{t+\tau,t}),$$ (5.13)

where we have defined the two-time system operator

$$\Lambda_{t+\tau,t} := \text{tr}_{\text{field}} \left[ U_{t+\tau,t} \rho_{\text{sys,field}}(t) A U^\dagger_{t+\tau,t} \right].$$ (5.14)

The operator $\Lambda_{t+\tau,t}$ evolves as a function of $\tau$ according to the open-system evolution given by the master equation, with initial condition ($\tau = 0$)

$$\Lambda_{t,t} = \text{tr}_{\text{field}} \left[ \rho_{\text{sys,field}}(t) A \right] = \rho_t A.$$ (5.15)
where \( \rho_t \) is the reduced system state at time \( t \).

When the open-system evolution of the reduced state is governed by a hierarchy of equations as in Eq. (5.5), there is an associated hierarchy of two-time operators [86, 88]

\[
\Lambda_{i+\tau,t}^{m,n} := \text{tr}_{\text{field}} \left[ U_{i+\tau,t} U_{t,0} \rho_{\text{sys}}(0) \otimes |m,\gamma\rangle \langle n,\xi| U_{t,0}^\dagger A U_{i+\tau,t}^\dagger \right].
\]  

(5.16)

These operators evolve from time \( t \) to \( t + \tau \) according to the same Schrödinger-picture hierarchy of master equations as the generalized state matrices \( \rho_t^{m,n} \) do, Eq. (5.5), with initial conditions (\( \tau = 0 \)),

\[
\Lambda_{i,t}^{m,n} = \rho_t^{m,n} A.
\]  

(5.17)

Calculations of two-time correlations, \( \langle A_t B_{t+\tau} \rangle \), are performed in the following way: first, find all of the generalized state matrices at time \( t \), \( \rho_t^{m,n} \), and use them to calculate the boundary conditions in Eq. (5.17). Second, evolve the hierarchy of two-time operators \( \Lambda_{i+\tau,t}^{m,n} \) from time \( t \) to \( t + \tau \) using the squeezed master equation hierarchy, Eq. (5.5). Finally, take the trace of the two-time operator corresponding to the physical input state with system operator \( B \). For example, when the initial wave-packet is prepared in a squeezed vacuum state, the two-time system correlation function is

\[
\langle A_t B_{t+\tau} \rangle = \text{tr}_{\text{sys}} \left( BA_{t+\tau,t} \right).
\]  

(5.18)

Since the input field states we consider are defined within a temporal envelope, in general there is no system steady state, and the correlation functions and related spectra are time dependent.

### D. Compact notation

The previous section illustrates how equations describing the hierarchy of generalized state matrices, which serve operators quickly become unwieldy. Since the coupled equations have a structure that suggests a matrix of matrices, we employ the following notation to tame these expressions:

\[
P_t := \begin{pmatrix}
\rho_t^{0,0} & \rho_t^{0,1} & \cdots \\
\rho_t^{1,0} & \rho_t^{1,1} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}.
\]  

(5.19)

which we call the state tensor in analogy to the state vector and state matrix. Because each individual matrix obeys \( \rho_t^{m,n} = \rho_t^{n,m} \), we have

\[
P_t^H := \begin{pmatrix}
\rho_t^{0,0} & \rho_t^{1,0} & \cdots \\
\rho_t^{0,1} & \rho_t^{1,1} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix} = P_t
\]  

(5.20)

where \( ^H \) defines a matrix-wise transpose conjugation of an operator tensor analogous to the Hermitian conjugation \( ^\dagger \). Next we define a left “scalar” multiplication by a matrix:

\[
X P_t := \begin{pmatrix}
X \rho_t^{0,0} & X \rho_t^{0,1} & \cdots \\
X \rho_t^{1,0} & X \rho_t^{1,1} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}.
\]  

(5.21)

Right “scalar” multiplication \( X P_t \) works analogously. These operations are like standard scalar multiplication of a matrix except for the fact that the “scalars” don’t commute. Finally we introduce the tensor

\[
A := \begin{pmatrix}
0 & \sqrt{T_{1\text{sys}}} & 0 & \cdots \\
0 & 0 & \sqrt{T_{2\text{sys}}} & \cdots \\
0 & 0 & 0 & \ddots \\
\vdots & \vdots & \ddots & \ddots
\end{pmatrix}.
\]  

(5.22)

Note the striking resemblance of our operator \( A \) —introduced here to express the couplings between various levels of the hierarchy that appear in our equations—to the annihilation operator for a harmonic oscillator. The similarity continues as the structure of the couplings between levels suggests defining a squeezed generalized lowering operator

\[
A_{\text{sq}} := cA - se^{-2i\phi}A^H,
\]  

(5.23)

that resembles the action of a squeeze operator on a harmonic-oscillator annihilation operator given by Eq. (3.2).

Now we can express the unconditional master equation Eq. (5.5), using this notation:

\[
dP_t = dt \left[ -i[H_{\text{sys}}, P_t] + D[L]P_t + \xi_t [S A_{\text{sq}}^H P_t L] + \xi_t^* [L, P_t A_{\text{sq}} S] + |\xi_t|^2 D[S] (A_{\text{sq}}^H P_t A_{\text{sq}}) \right].
\]  

(5.24)

From these expressions it is easy to see how the vacuum equations are recovered by setting \( \xi_t = 0 \) and how the
number wave-packet equations are recovered by setting $A_{\text{eq}} = A$. For the case of a field initially in squeezed vacuum, in order to extract the reduced state of the system alone we must extract the matrix $\rho_t^{0,0}$ from the state tensor $P_t$. Other cases follow by combining appropriate elements of the state tensor.

The initial condition for the state tensor $P_t$ in Eq. (5.24) is implied by Eq. (5.6). Specifically, the diagonal matrices in the state tensor $P_t$ should be initialized with the initial system state $\rho_{\text{sys}}$, while the off-diagonal matrices in the state tensor should be initialized to zero. For squeezed vacuum input, calculating expectation values requires only the density operator $\rho_t^{0,0}$. If the initial state of the field can be represented as a mixture or a superposition of squeezed Fock states, as in Eq. (5.7), then the correct elements of the state tensor need to be extracted and combined; see Ref. [53] for further details.

E. Convergence to the Markovian squeezed master equation for short wave packets

The squeezed wave-packet master equation, Eq. (5.5), converges to the standard master equation for stationary broadband squeezing, Eq. (3.5), in the limit where the field is described by a pulse train of very short squeezed-vacuum wave packets, which we show here. For simplicity, we set $S = 1$ and $H = 0$ and work with a rectangular wave packet

$$\xi_t = \begin{cases} 
1/\sqrt{\Delta t} & 0 \leq t \leq \Delta t \\
0 & \text{otherwise} 
\end{cases} \quad \text{Eq. (5.25)}$$

The restriction to $H = 0$ is not essential; however, it simplifies the calculation, because the Hamiltonian-driven dynamics are of the same order in $\Delta t$ as those from the $D[\cdot]$ Lindblad dissipator—a fact that the arguments below rely on.

The squeezed wave-packet hierarchy gives us the equation of motion for the physical state $\rho_t^{0,0}$,

$$\rho_t^{0,0} = D[L]\rho_t^{0,0} - \xi_t s e^{2i\phi}[\rho_t^{1,0}, L^\dagger] - \xi_t s e^{-2i\phi}[L, \rho_t^{0,1}], \quad \text{Eq. (5.26)}$$

We assume that at every time slice $\Delta t$ the system interacts with a wave packet $\xi_t \sim 1/\sqrt{\Delta t}$ much shorter than the any system lifetime $i.e. \Delta t \ll 1/\Gamma$ where $L \sim \sqrt{\Gamma}$. The strategy is to perform a second-order Taylor expansion of the state,

$$\rho_{\Delta t} := \rho_t^{0,0} \vert_{t=0} + \Delta t \rho_t^{0,0} \vert_{t=0} + \frac{1}{2} \Delta t^2 \rho_t^{0,0} \vert_{t=0}, \quad \text{Eq. (5.27)}$$

in terms of the initial system state, $\rho_0$, the first-order equation $\rho_t^{1,0}$ in Eq. (5.26), and the second-order equation $\rho_t^{0,0}$, which is found by taking the time derivative of Eq. (5.26):

$$\rho_t^{0,0} = D[L]\rho_t^{1,0} - \frac{\sqrt{2} \xi e^{2i\phi}[\rho_t^{2,0}, L^\dagger]}{\sqrt{\Delta t}} - \frac{s e^{-2i\phi}[L, \rho_t^{0,1}]}{\sqrt{\Delta t}}. \quad \text{Eq. (5.28)}$$

Note that the term proportional to $D[L]$ is $O(\sqrt{\Delta t})$. Also, the objects $\rho_t^{1,0}$ and $\rho_t^{0,1}$, appear in this expression; their equations of motion also follow from the squeezed hierarchy,

$$\rho_t^{1,0} = D[L]\rho_t^{1,0} - \frac{\sqrt{2} \xi e^{4i\phi}[\rho_t^{2,0}, L^\dagger]}{\sqrt{\Delta t}} - \frac{s e^{-2i\phi}[L, \rho_t^{0,1}]}{\sqrt{\Delta t}}. \quad \text{Eq. (5.29)}$$

Substituting these equations into Eq. (5.28) gives the expression,

$$\rho_t^{0,0} = -\frac{s e^{2i\phi}}{\Delta t} \left[ [\rho_t^{0,0}, L^\dagger], L^\dagger \right] + \frac{\sqrt{2} s e^{4i\phi}}{\Delta t} \left[ [\rho_t^{2,0}, L^\dagger], L^\dagger \right] + \frac{s^2}{\Delta t} \left[ [L, \rho_t^{1,1}], L^\dagger \right] - \frac{s e^{-2i\phi}}{\Delta t} \left[ [L, [L, \rho_t^{0,0}]], \left[ L, [L, \rho_t^{0,0}] \right] \right] - \frac{\sqrt{2} s e^{-4i\phi}}{\Delta t} \left[ [L, [L, \rho_t^{0,2}]], \left[ L, [L, \rho_t^{0,2}] \right] \right]. \quad \text{Eq. (5.30)}$$

where we have only kept terms that do not vanish in the Taylor expansion, Eq. (5.27). In that expression, the second-order term is multiplied by $(\Delta t)^2$, so any term in $\rho_t^{0,0}$ of higher order than $1/\Delta t$ vanishes.

We now substitute Eq. (5.26) and Eq. (5.30) into the Taylor expansion for the state, Eq. (5.27), to get

$$\rho_{\Delta t} = \rho_0 + \Delta t(D[L]\rho_0) + \frac{1}{2} \Delta t^2 \left( -M \left[ [\rho_0, L^\dagger], L^\dagger \right] + N \left[ [L, \rho_0], L^\dagger \right] + N \left[ L, [L, \rho_0^1] \right] - M^* \left[ L, [L, \rho_0^1] \right] \right), \quad \text{Eq. (5.31)}$$

where we have used the initial conditions for the generalized state matrices, Eq. (5.6), specifically $\rho_t^{0,0} \vert_{t=0} = \rho_0$ and $\rho_t^{0,1} \vert_{t=0} = \rho_0^1 \vert_{t=0} = \rho_0^2 \vert_{t=0} = 0$ and the fact that $M = -s e^{2i\phi}$ and $N = s^2$. Including the evolution from $H_{\text{sys}}$ (ignored for convenience earlier on the grounds that its corrections to the above derivation are of negligible order in $\Delta t$) then
Eq. (5.31) yields the differential equation,
\[
\frac{\Delta \rho_0}{\Delta t} = -i[H_{\text{sys}}, \rho_0] + (N + 1)D[L]\rho_0 + ND[L^\dagger]\rho_0
- \frac{M}{2}[L, [L^\dagger, \rho_0]] = \frac{M}{2}[L, [L, \rho_0]],
\]
which reproduces the broadband, white-noise squeezed master equation in Eq. (3.5). It is possible that this method could be extended to a 4th-order expansion, which may result in simple but nontrivial modifications to the Markovian evolution.

VI. DRIVING A TWO LEVEL ATOM WITH WAVE-PACKET AND BROADBAND SQUEEZING: A QUALITATIVE COMPARISON

To highlight the distinction between broadband and wave-packet squeezing we now compare the open-system dynamics of a two-level atom driven by squeezed vacuum in a square wave packet, Eq. (5.5), to that of the atom driven by broadband squeezed vacuum, Eq. (3.5). In both situations the coupling of the atom to the environment is specified by the SLH parameters

\[ S = 1, \quad H_{\text{sys}} = 0, \quad L = \sqrt{\Gamma} \sigma_-, \]

where \( \Gamma \) is the coupling strength of the atom to the continuum field and \( \sigma_- := |\gamma|e \) lowers the atomic excited state to the ground state. For reasons we explain below we take the initial state of the atom to be

\[ \rho_0 = \frac{1}{2} (I + \frac{1}{\sqrt{2}} \sigma_x + \frac{1}{\sqrt{2}} \sigma_y), \]

which is a state halfway between the positive \( \sigma_x \) and \( \sigma_y \) eigenstates. We use the square wave packet

\[ \xi_T(t) = \begin{cases} \frac{1}{\sqrt{T}}, & \text{if } 0 < t < T \\ 0, & \text{otherwise} \end{cases} \]

(6.3)

to remove spurious time dependence due to the wave-packet shape.

Comparing the squeezed wave packet and broadband squeezed evolutions is difficult, in part because of the fundamental difference between the expectation values of the quantum noises Eq. (3.4) and Eq. (4.20). In the broadband squeezed field the photon flux in an infinitesimal time step is not infinitesimal—that is, \( \langle d\Lambda_t \rangle = N \) and not \( \langle d\Lambda_t \rangle = dtN \). Nevertheless, in this section we adopt two approaches to comparing these disparate cases by matching either

1. initial decay rates of the Bloch components, or

2. the steady-state excitation probability of the atom.

The first condition reflects the fact that squeezing introduces unequal (dissipative) coupling of the field continuum to the atomic quadratures. The second condition is akin to using the steady-state atomic population as a proxy for the number of photons absorbed by the atom.

To match the resulting evolutions under narrowband and broadband squeezing we perform a numerical optimization with respect to conditions 1 and 2. Because numerical simulations of the squeezed wave-packet evolution are numerically intensive, we fix the parameters for that simulation and numerically optimize the squeezing parameters for the broadband Markovian evolution.

In earlier sections we denoted both the wave-packet and broadband squeezing parameter and angle were denoted by \( r \) and \( \phi \). Here we need to distinguish the two cases so we denote the broadband squeezing parameter with an \( M \) as it is Markovian evolution \( r_M \) and \( \phi_M \). The wave-packet parameters are subscripted with WP.

The fixed parameters we use for the squeezed-master-equation hierarchy [see Eq. (4.9b)] are

\[ r_{WP} \approx 0.5181 \quad \text{and} \quad \phi_{WP} = 0, \]

which correspond to driving the atom with a resonant squeezed wave packet with 4.5 dB of squeezing on resonance with zero phase.

Approach 1—It is well known that broadband squeezed light can modify the coupling of the \( L \) operator to the \( x \)}
and $y$ Bloch components of the atom, see Ref. [69, sec. 10.3]. It is due to this asymmetry that we chose the initial state in Eq. (6.2) to be halfway between the positive $\sigma_x$ and $\sigma_y$ eigenstates. We simulate the wave-packet dynamics with a square wave packet of length $T = 4/\Gamma$ using the parameters in Eq. (6.4). Then, we simulate the Markovian dynamics using the squeezed master equation, Eq. (3.5). To compare the initial decay rates we construct a vector of values of the Bloch components, e.g. $x(t) = \text{tr}(|\sigma_x|\rho(t))$, at discrete times $t_k$ from an initial time $t_i$ to a final time $t_f$: $x_a = [x_a(t_1), x_a(t_2), ..., x_a(t_f)]$, where $a \in \{\text{WP, M}\}$ denotes wave-packet or Markovian evolution. These are then used to solve the following optimization problem

$$\arg \min_{r_M} \| \mathbf{x}_{\text{WP}} - \mathbf{x}_M(r_M) \|^2 + \| \mathbf{y}_{\text{WP}} - \mathbf{y}_M(r_M) \|^2.$$  

(6.5)

from $t_i = 0$ to $t_f = 1/\Gamma$. The final time of $t_f = 1/\Gamma$ is chosen to be short enough, relative to the wave-packet length, to ensure we are matching initial decay rates. With the chosen parameters, this optimization procedure gives a squeezing of $r_M \approx 0.096$ corresponding to 0.83 dB of broadband squeezing. One way to understand the big discrepancy between the broadband squeezing parameter and the wave packet is to realize the total squeezing over the time interval is $r_M, r_{\text{tot}} \approx 4 \times 0.096 \approx 0.384$ which is of the same order of magnitude as $r_{\text{WP}} \approx 0.5181$.

In the first row of Fig. 3 the Markovian evolution shows the $y$ component of the atom experiencing an increased decay rate relative to a vacuum environment. This is because the atomic $\sigma_y$ couples to the optical $x$ quadrature, whose vacuum fluctuations are scaled by a factor of $e^{-r_M}$ for $\phi_M = 0$. These reduced vacuum fluctuations render the coupled atomic observable more visible to the environment. Similarly the atomic $\sigma_x$ quadrature is coupled to the $y$ quadrature of the field which has fluctuations scaled by $e^{r_M}$, resulting in a decreased decay rate for the $x$ component of the atom. The resulting modified Bloch-component decay rates for arbitrary squeezing parameters are $\Gamma_x = (N + M + 1/2)\Gamma \approx 0.413\Gamma$ and $\Gamma_y = (N - M + 1/2)\Gamma \approx 0.605\Gamma$ [69, sec. 10.3]. To understand why the squeezing parameter reported by the optimization is so small consider naively using the wave-packet squeezing parameter in the Markovian evolution to compute the Bloch-component decay rates then the new rates would be $\Gamma'_x \approx 2\Gamma_x/2.327$ and $\Gamma'_y \approx 2\Gamma_y/2.327$. Such a difference would be very noticeable in the second row of the figure.

In contrast, the wave-packet evolution exhibits nonexponential decay, with both quadratures initially decaying at the vacuum rate before diverging to suppressed and enhanced rates from the squeezing. For comparison, we include the evolution under the (unsqueezed) vacuum master equation, which emphasizes the fact that in the squeezed case the quadratures decay at significantly different rates. The second row shows a direct comparison of the $x$ and $y$ components to see how well the optimization performed under the eye-ball norm $\| \cdot \|_{\infty}$. Clearly the Bloch components are already diverging for $t = 0.5/\Gamma$ and it gets worse for $t > 1/\Gamma$.

In the second row we plot the long-time dynamics for the excitation probability $P_x(t) := \text{tr}[|x\rangle\langle x| \rho_{\text{sys}}(t)]$ and purity $\text{tr}[\rho_{\text{sys}}(t)^2]$. These figures show good agreement between the two types of evolution for short times but significant divergence for times $t > 0.5/\Gamma$. The excitation probability in the broadband case reaches a steady state at $t > 4/\Gamma$ while the wave-packet evolution transitions to a second exponential decay rate at $t \approx 2/\Gamma$. If we use purity as a proxy for system-field entanglement (as both are initially in pure states) the wave packet evolution is qualitatively more entangled. The purity of the two evolutions seems to be more similar, under the qualitatively eye ball norm comparisons.

**Approach 2**—Our second strategy for comparison is motivated by the observation that, for long wave packets, the atom comes to a quasi-equilibrium with the input field. By matching the excitation probability of the “quasi-steady state” of the Markovian evolution with that for the wave-packet evolution we obtain this additional point of comparison.

We simulate the wave-packet dynamics for a square
wave packet of length $T = 9/\Gamma$ using the parameters in Eq. (6.4) and the Markovian dynamics for a range of $r_M$. From the solutions, we construct vector of excitation-probability dynamics, $P_a = [P_{\sigma, a}(t_1), P_{\sigma, a}(t_1), ..., P_{\sigma, a}(t_f)]$, again for $a \in \{\text{WP}, \text{M}\}$. To ensure the atom is well away from its initial decay behavior we consider times from $t_i = 5/\Gamma$ to $t_f = 9/\Gamma$ and then optimize:

$$\arg\min_{r_M} [\|P_{\text{WP}} - P_{\text{M}}(r_M)\|^2]. \quad (6.6)$$

For the chosen parameters, the optimization procedure gives a squeezing of $r_M \approx 0.214$ corresponding to 1.86 dB of broadband squeezing. This amount of squeezing is already comparable to the amount of wave-packet squeezing, unlike the previous approach. We will see that the broadband excitation probability is in approximate equilibrium over the optimization time interval $[5/\Gamma, 9/\Gamma]$.

In Fig. 4 we examine the difference between the Markovian and wave packet evolution in approach 2. It is important to note that the time axis is much longer in these plots relative to Fig. 3. We notice that, under the eye-ball norm $\| \cdot \|_\infty$, the evolution of the $x$ and $y$ Bloch components remains much closer; with the exception of the late time behaviour of the $y(t)$ Bloch component which diverges on a logarithmic scale. Indeed the late time dynamics of most of the subplots all look a lot closer (compared to Fig. 3). Moreover it is surprising that the initial decays match so closely. The excitation probability in the broadband case reaches a steady state at $t \approx 5/\Gamma$ while the wave-packet evolution is transitions to a second exponential decay rate at $t \approx 3/\Gamma$. The purity is much more similar using approach 2. Combined these results suggest that using the "long time" or "quasi-steady state" properties to compare the Markovian and wave packet evolution is a fairer comparison than matching the initial decay, where the late time evolutions diverged.

Independent of whether we choose to fit the short or long time dynamics there are many discrepancies between the two approaches. The most obvious is the two time scales present in the excitation probability $P_{\sigma}$ plots. This leads to the inability to match short or long time dynamics. Second, if we take (im)purity of the state as an indicator of system and field correlation then generally the wave packet evolution is (unsurprisingly) more correlated. Perhaps the final takeaway message is if the wave packet is long enough to induce a quasi steady steady state then it is possible to get somewhat similar behavior from a Markovian evolution, at least under the eyeball norm.

VII. RESONANCE FLUORESCENCE

Resonance fluorescence describes the light emitted into the quantized electromagnetic field by a two-level atom driven by strong classical field at frequency $\omega_c$ near the atomic resonance frequency $\omega_0$.

This scenario is captured by an atomic Hamiltonian $H_{\text{sys}} = \Omega \sigma_x$ and field-coupling jump operator $L = \sqrt{\Gamma} \sigma_-$, where the resonant Rabi frequency $2\Omega$ is determined by the classical drive amplitude.\footnote{We follow the convention of Carmichael [89], where the Rabi frequency is $2\Omega$ and the sidebands are at $\pm \Omega$.} Resonance fluorescence is characterized by the power spectral density of the scattered light—the rate of photon emission at each frequency—when the atom is in its steady state.

Typical investigations of resonance fluorescence consider the quantized field in the vacuum state [81] or a stationary squeezed state [89]. For the case of vacuum, Mollow [81] predicted that the power spectral density for a two-level atom driven on resonance ($\omega_c = \omega_0$) would have three peaks—a central peak at the atomic resonance frequency $\omega_0$ and two peaks at $\omega_0 \pm \Omega$ known as the sidebands. In his honor these three peaks are collectively referred to as the Mollow triplet. Later, Gardiner [20] and Carmichael [89, 90] examined the spectrum when the quantized field was squeezed and found that properties of the Mollow triplet, including the width of the central peak, depend on the relative phase the driving field and the squeezed quadrature. We refer the interested reader to two reviews of broadband and narrowband squeezed light interacting with two-level atoms by Swain [91] and for three-level atoms by Ficek [92] for further information.

Here we use the squeezed hierarchy to perform a numerical investigation of the resonance fluorescence of two-level atoms in the presence of narrowband squeezed vacuum [41, 42, 48, 49, 93]. Such investigation complements previous analyses of modifications that squeezing...
FIG. 6. Applicability regimes of different squeezing formalisms based on squeezing bandwidths. On the x axis we denote relevant timescales such as the atomic linewidth $\Gamma$, the half Rabi frequency $\Omega$, and the carrier frequency $\omega_c$. The different bandwidth ranges represent frequency bandwidths of squeezing that can be modeled by various formalisms. In particular these ranges cover the allowed widths of the Fourier transform of the two time correlation function $f(\omega) = \tilde{S}(b(t + \tau)b(t))$.

makes to the fluorescence spectrum, which have focused on broadband [89, 90] (wider than the sideband separation given by the Rabi frequency) and finite-bandwidth [40, 44] (narrower than the sideband separation but wider than the atomic linewidth $\Gamma$) squeezed vacua. Cascaded systems can model arbitrary bandwidth [44, 46, 47], but this work has typically focused on CW fields with stationary statistics. Such cascaded systems can model the wave packets we consider here, with the cost of complicated time dependence in the SLH parameters of the systems.

To model squeezed vacuum with a very narrow bandwidth, consider very long wave packets with a square envelope so that $\xi_t$ is constant like in Eq. (6.3). The two-time correlation function of the input field $\langle b_1^\dagger b_{2+\tau} \rangle = \xi_t^* \xi_{t+\tau} \sin^2 r$ is then also virtually constant for the (long) duration of the wave packet, which corresponds to a squeezing power spectrum that approaches a delta function as the duration increases. Since the derivation of our equations assumed the squeezing was at the carrier frequency we need to modulate the wave packet to have our narrow-band squeezing at other frequencies. This is accomplished by the transformation

$$\xi_t \mapsto \exp(-i\varpi t)\xi_t , \quad (7.1)$$

such that $\varpi = 0$ corresponds squeezing at the carrier frequency and $\varpi = -\Omega$ corresponds to squeezing at the red sideband. As we have a square wave packet, the spectral content of the main peak gets shifted to the frequency range $\omega \in (\varpi - 2\pi/T, \varpi + 2\pi/T)$.$^7$ For simulations will use $T = 4/\Gamma$ giving a bandwidth $\pi \Gamma/2$ that is comparable to the atomic linewidth and therefore outside the quasi-Markoffian regime as illustrated in Fig. 6.

The strategy for calculating the resonance fluorescence spectrum is to take the Fourier transform of the atomic correlation function [94, Sec. 5.7]. Just as in Ref. [89], this assumes we are studying the fluorescent scattering into a small set of unsqueezed modes, where the scattered light is entirely described by the atomic correlation function:

$$S(\omega, t) \propto \int d\tau \, e^{i\omega \tau} \langle \sigma_\uparrow(t)\sigma_\downarrow(t + \tau) \rangle . \quad (7.2)$$

Since the squeezed field is non-stationary, there is no atomic steady state, and the spectrum will vary with time $t$. We calculate this correlation function using the quantum regression theorem for the squeezed hierarchy as described in Section V C. Because the statistics are not stationary, the spectrum will depend on our choice of $t$, as illustrated by Fig. 5. However, because the square wave packet is long and constant, the dependence on the choice of $t$ is minimal.

To appreciate the difference between the extremely narrow bandwidth of these wave packets and previously studied spectra, we compare to the quasi-Markoffian regime studied by Yeoman and Barnett [40]; in Appendix D we summarize their formalism. They identify

FIG. 7. Comparison of the resonance fluorescence spectra $S(\omega)$ for vacuum, quasi-Markoffian squeezed, and narrowband squeezed wave packet input fields. A rectangular wave packet with duration $T = 4/\Gamma$ is prepared in squeezed vacuum with squeezing parameter $e^2 = 2 (6.02 \text{ dB of squeezing})$ and with classical drive $\Omega = 32\Gamma$. The spectrum for $t = 1/(2\Gamma)$ is shown. The quasi-Markoffian squeezing is optimized over cavity bandwidth $\gamma_c$ and squeezing-Hamiltonian strength $\epsilon$ for quasi-Markoffian squeezing coming from a degenerate parametric amplifier, so that the mean-squared-error between the resonance fluorescence spectra is minimized with respect to the wave packet. The optimized parameters for the degenerate parametric oscillator are linewidth $\gamma_c = 0.48\Gamma$ and amplification constant $\epsilon = 3.17$, translating to $2.65 \text{ dB of squeezing}$ at the atomic transition frequency. The quasi-Markoffian spectrum that best matches is not as broad as the wave packet spectrum.
that, in this regime where the squeezing bandwidth is allowed to be narrow with respect to the Rabi sideband splitting but still broad compared to the linewidth of the atom, modifications to the linewidth of the central peak of the Mollow triplet depend entirely on the squeezing at the sideband frequencies, which are offset from the central atomic frequency by the half Rabi frequency $\Omega$. Our equations allow us to investigate this phenomenon in the extreme regime where the squeezing bandwidth is narrower than the atomic linewidth, as illustrated in Fig. 6.

Figure 7 illustrates the most comparable quasi-Markovian spectrum to the spectrum of our long squeezed wave packet, illustrating some subtle features that apparently cannot be reproduced in the quasi-Markovian regime such as the more broadening with less suppression of the sidebands. Because the quasi-Markovian contains the Markovian regime as a special case we do not include a separate spectrum.

We also illustrate the difference between squeezing on resonance and squeezing at the sideband in Fig. 8. Because of the extreme narrowness of the squeezing bandwidth, the modified peaks exhibit qualitatively different features than seen previously in the literature. Most strikingly, the modified central peak when squeezing is at the sideband appears as a sum of two Lorentzians, suggesting two timescales similar to those observed in Figs. 3 and 4.

VIII. NUMERICAL ANALYSIS

Because the squeezed hierarchy is formally infinite, any numerical implementation must truncate it at some point. Here we investigate the effects of finite truncation for the squeezed hierarchy presented in this paper, and compare with the effects of finite truncation for the Fock hierarchy given Ref. [53]. Formally the Fock hierarchy is infinite when used to model squeezed wave packets. Before turning to numerical experiments, we first explain the intuition behind why using the squeezed hierarchy should be advantageous over using the Fock hierarchy when dealing with wave packets initially in squeezed vacuum.

The simplest truncation of the squeezed hierarchy is the time-non-local truncation described in Section V, where $\rho^m_n = 0$ if either $m$ or $n$ are larger than some cutoff $n_{\text{max}}$. For the Fock hierarchy, truncation at a chosen $n_{\text{max}}$ forces the use of an approximate wave-packet state, since we must effectively approximate a squeezed-vacuum state as a superposition of a finite number of Fock states i.e. $|\psi_{\text{approx}}\rangle = \sum_{n=0}^{n_{\text{max}}} |n\rangle |\psi_{\text{sque}}\rangle$. In such an approximation, the amount of population thrown away is

$$\eta_{\text{Fock}}(n_{\text{max}}, r) = \sum_{n=n_{\text{max}}+1}^{\infty} |\langle n|\psi_{\text{sque}}\rangle|^2$$

$$= \frac{1}{\cosh r} \sum_{k>n_{\text{max}}/2} \left( \frac{\tanh^2 r}{4} \right)^k \frac{(2k)!}{(k!)^2}.$$  

This expression serves as a first guess for the amount of error incurred by truncating the Fock hierarchy at $n_{\text{max}}$ as opposed to simulating the full hierarchy.

FIG. 8. Resonance-fluorescence spectra for a two-level atom driven by a classical drive $\Omega = 8\Gamma$ in the presence of long ($T = 4/\Gamma$), strongly squeezed ($\epsilon' = 4$) wave packets. The spectra shown are at time $t = 1/(4\Gamma)$. (a) The “resonant” spectrum is on resonance ($\omega = 0$) with squeezing angle $\mu = 0$ relative to the drive. (b) The “resonant phased” spectrum differs in that the squeezing angle relative to the drive is $\mu = \pi/2$. (c) The “sideband” spectrum is obtained by driving at the blue sideband $\omega = \Omega$, and (c) the “Sideband Phased” spectrum again differs by setting $\mu = \pi/2$. The central peak is only affected by squeezing at the sidebands, so the resonant spectra have unmodified central peaks, although their sidebands are broadened or slightly narrowed depending on the relative phase between the squeezing and the drive. Squeezing at the sidebands dramatically alters the central peak to look similar to a superposition of two Lorentzians, suggesting two timescales similar to those observed in Figs. 3 and 4.
The squeezed hierarchy introduces errors more subtly, since it represents the initial state of the wave packet exactly. The errors introduced have to do with imprecise representation of the correlations within the wave packet, which the levels of the hierarchy are meant to keep track of. To understand the effect of truncating the hierarchy, we must therefore understand the strength of correlations within the wave packet. In Appendix E we use a source model to quantify the loss of this correlation information in terms of the effective population thrown away in the reduced wave-packet state, arriving at the result

$$\eta_{sq}(n_{\max}, r) = \left( \frac{\cosh r - 1}{\cosh r + 1} \right)^{n_{\max} + 1}.$$  

(8.3)

As one can see in Fig. 9, this analysis suggests that the error in both hierarchies ought to decrease exponentially in $n_{\max}$, with a larger constant in the exponent for the squeezed hierarchy. As we shall see, however, this heuristic fails to capture many difficulties in using the squeezed hierarchy.

To get a more precise picture of how the squeezed hierarchy performs for various truncations, we make use of the fact that the squeezed Fock states form a basis for the Hilbert space and simulate the vacuum master equation in the squeezed-wave-packet hierarchy. Since we know the exact solution for the vacuum master equation, this gives us an exact picture of the errors. Figure 10 illustrates the errors incurred in simulating the vacuum master equation with truncations of the squeezed hierarchy for various squeezing strengths and rectangular wave packets of various widths. Interestingly, including more levels of the hierarchy is harmful once the strength of the squeezing or the width of the wave packet become large enough. The culprit seems to be that truncating the squeezed hierarchy results in unphysical evolution, unlike truncating the Fock hierarchy, where the truncation does not affect the physicality of the evolution.

To explore this truncation issue further we consider the super-operator action of both the hierarchies. Specifically, consider the map from the system state space to the system plus hierarchy state space defined by integrating the squeezed-hierarchy master equation for the duration of the wave packet. This is a composition of the map initializing the hierarchy from the initial system state according to Eq. (5.6) with the time ordered exponential $T \exp(\int dt \mathcal{L}_t)$ of the generator $\mathcal{L}_t$ defined by the master equation Eq. (5.5) and finally taking the linear combination of hierarchy solutions corresponding to the original wave packet state (for squeezed vacuum, this is just $\rho^{(0)}_t$) in order to recover the final reduced system state. The structure of both the Fock and the squeezed hierarchies ensures that this map is trace preserving, so the only physical condition to check is complete positivity. If this map is not completely positive, the Choi matrix of the map will have at least one negative eigenvalue. Numerically evaluating the eigenvalues of the Choi matrix as shown in Fig. 11, one finds significant negative eigenvalues for the squeezed hierarchy (indicating that the evolution is not completely positive) in contrast to the purely positive (up to numerical precision) eigenvalues of the Choi matrix for the Fock hierarchy.

This analysis highlights a fundamental distinction between the way squeezed wave packets are approximated in the two hierarchies. The Fock hierarchy takes the conservative approach of leaving the dynamics unchanged and approximating the initial state. The squeezed hierarchy takes the more radical approach of representing the initial states exactly by virtue of a change of basis. The approximation is then relegated to the dynamics. While Fig. 9 gives us reason to hope this approximation might be more efficient that the approximation of the initial state by finitely many Fock states, the approximation to the infinitesimal dynamics breaks fundamental properties of the resulting map, taking us to non positive states whose errors can rapidly amplify. We leave for future work the question of whether the promise of the squeezed hierarchy can be rescued from these pathologies, perhaps by using tools from singular perturbation theory [85] such as boundary layers and matched asymptotic expansions.

IX. STOCHASTIC MASTER EQUATION

The master equation in Eqs. (5.5) and (5.24) governs the evolution of systems coupled to fields described in the squeezed Fock basis when the field simply propagates away after the interaction. The trace in Eq. (5.4) is the tool by which we ignore the departing field and whatever information it carries away about the system. If, instead of ignoring the departing field, we measured it, then we would gain information about the system and be able to write down a refined state matrix conditioned on the measurement result. The differential equation for this conditional evolution of the system is called a stochastic master equation (SME). In this section we derive SMEs for photon-counting measurements and homodyne
measurements of the field for a squeezed-vacuum input field. The heterodyne case follows trivially from the homodyne [54, 70] and one can use the more general results in Appendix F to derive the SMEs for more general input states such as squeezed Fock states.

Photon counting and homodyning are both time-continuous measurements of the field, which we model as a sequence of measurements on the infinitesimal time intervals introduced in Eq. (2.2). Individually, these sequential measurements are quite simple, since states in the infinitesimal time intervals are essentially restricted to the 0- and 1-photon subspace, as the relative state decompositions in Eqs. (4.8) and (4.24) reveal. The integral (or sum) of these infinitesimal measurements resolve the identity on the full Fock space for any finite time interval \([t_0,t]\) [83, Sec. V]. We derive the SME by determining the conditional evolution via Kraus operators for all possible outcomes within an infinitesimal time interval and combining these random changes into a single differential equation that depends on a classical random variable \(R\) representing the result of the measurement:

\[
\rho_{t+dt|R,R} = \rho_{t|R} + d\rho_{t|R}.
\]

Note that the state of the system at time \(t\) depends not only on the evolution time but also the record \(R\) of all previous measurement results.

Because of the length and complexity of the derivations of the stochastic master equations we simply state the resulting equations and point the interested reader to Appendix F for the details of the derivations.

### A. Photon counting

After interacting with the quantum system, the output fields are sent to a photodetector, which continuously measures the field in the infinitesimal basis \([0,\bar{e}_0]\) and \([1,\bar{e}_1]\) defined in Eq. (4.7). At each infinitesimal time, the detector records outcome \(R\) and over larger time intervals produces a photodetection record \(\mathbf{R}\). We adopt Carmichael’s notation and give the infinitesimal measurement results the labels \(R = \emptyset\) for vacuum detection and \(R = J\) for single-photon or “jump” detection. We also keep track of how many photons have been detected up to a certain time \(t\), representing this quantity as \(N_t\). In each infinitesimal interval \([t, t + dt]\) change in the number of photons detected is a random variable \(dN_t\), which takes a value of 0 when \(R_t = \emptyset\) and a value of 1 when \(R_t = J\). We use this random variable to express the conditional evolution under continuous photon counting as

![FIG. 10. Differences between the excited-state probability given by the truncated squeezed hierarchy (with initial state chosen to approximate vacuum) and those given by the vacuum master equation. Titles of the subfigures indicate squeezing strength \(r\) and the length \(T\) of the rectangular wave packet. For small-enough squeezing and short-enough wave packets, increasing the number of levels in the hierarchy corresponds to decreasing difference with the vacuum master equation. However, for larger squeezing strength and longer wave-packet length, one sees divergent behavior as the difference with the vacuum master equation increases with increasing size of the hierarchy.](image-url)
Section VD. We first introduce a conditional state to recover the Fock SMEs in [54, see Eq. 50].

If we average over the possible measurement outcomes, then because \( \mathbb{E}[dN_i] = 0 \) we recover the master equation as expected. In the absence of squeezing (\( s = 0 \)) we recover the Fock SMEs in [54, see Eq. 50].

The expression in Eq. (9.7) is unwieldy, so we translate it into the compact tensor notation introduced in Section VD. We first introduce a conditional state tensor

\[
\mathcal{L}_t^{m,n} = dt \mathcal{L}_t^{m,n}[\mathbf{G}, \xi].
\]

Here, \( \mathbf{G} \) denotes the SLH triple (\( S, L, H \)) and \( \xi \) is the wave packet. This allows us to write the photon-counting SME in innovation form as

\[
d\rho_t^{m,n} = dt \mathcal{L}_t^{m,n}[\mathbf{G}, \xi] + d\mathcal{J}_t^{N} \left( \begin{bmatrix} L_t^{m,n} L_t^{\dagger} + \xi_t^L S_t \left( \rho_t^{m,n-1} - s e^{-2i\phi} \rho_t^{m,n+1} \right) L_t^{\dagger} + \xi_t^S \left( \rho_t^{m-1,n} - s e^{-2i\phi} \rho_t^{m+1,n} \right) L_t^{\dagger} \\ |\xi_t|^2 S \left( \rho_t^{m-1,n-1} - s e^{-2i\phi} \rho_t^{m-1,n+1} - s e^{2i\phi} \rho_t^{m+1,n-1} + s^2 \rho_t^{m+1,n+1} \right) S_t^\dagger \end{bmatrix} \right) / \Pr(R_t = J) - \rho_t^{m,n}.
\]

Moreover, we define nonlinear “superoperators” for these matrices of matrices that are analogous to those used in...
the Markovian equations:

\[ \mathbb{T}(Y) := \text{tr} \left[ Y |_{0,0} \right] \]  
\[ G[Y] P_t := \frac{Y P_t Y^\dagger}{\overline{1} (Y P_t Y^\dagger)} - P_t . \]  

Using all of this notation, we can now express the photon-counting stochastic master equation in a compact form:

\[ d P_t = dt \left[ \mathcal{D}[L] P_t |_{\mathcal{R}} - \mathcal{e}[H_{\text{sys}}, P_t |_{\mathcal{R}}] + \xi_t [S A_{\text{sq}}^H P_t |_{\mathcal{R}}, L^\dagger] \right. 
\left. \quad + \xi_t^* [L, P_t |_{\mathcal{R}} A_{\text{sq}} S^\dagger] + |\xi_t|^2 \mathcal{D}[S] (A_{\text{sq}}^H P_t |_{\mathcal{R}} A_{\text{sq}}) \right] 
\quad + d \mathcal{J}_t X G[L + \xi_t S A_{\text{sq}}^H] P_t |_{\mathcal{R}} . \]  

From these expressions, it is easy to see how the vacuum equations are recovered by setting \( \xi_t = 0 \) and how the Fock hierarchy (for photon counting) is recovered by setting \( A_{\text{sq}} = A \).

\[ \begin{align*} 
\Pr(R_t = \pm) &= \frac{1}{2} \left[ 1 \pm \sqrt{dt} \text{tr} \left( e^{-i \phi} \xi_t S \sqrt{m + IT} \rho_{t|0}^0 + e^{-i \phi} L \rho_{t|0}^0 + e^{i \phi} \xi_t^* S \sqrt{n + IT} \rho_{t|0}^0 \right) \right] 
\quad + d \mathcal{W}_t \mathcal{H} \left[ e^{-i \phi} (\xi_t S A_{\text{sq}} + L) P_t |_{\mathcal{R}} + e^{i \phi} P_t |_{\mathcal{R}} (\xi_t S A_{\text{sq}} + L)^\dagger \right] . 
\end{align*} \]  

As before, one obtains outcome probabilities for more general input field states by taking the trace for additional values of \( m \) and \( n \).

Finally, we express everything as a differential update using the compact notation from Section VD:

\[ d P_t |_{\pm} = dt \left[ \mathcal{D}[L] P_t |_{\mathcal{R}} - \mathcal{e}[H_{\text{sys}}, P_t |_{\mathcal{R}}] + \xi_t [S A_{\text{sq}}^H P_t |_{\mathcal{R}}, L^\dagger] \right. 
\left. \quad + \xi_t^* [L, P_t |_{\mathcal{R}} A_{\text{sq}} S^\dagger] + |\xi_t|^2 \mathcal{D}[S] (A_{\text{sq}}^H P_t |_{\mathcal{R}} A_{\text{sq}}) \right] 
\quad + d \mathcal{W}_t \mathcal{H} \left[ e^{-i \phi} (\xi_t S A_{\text{sq}} + L) P_t |_{\mathcal{R}} + e^{i \phi} P_t |_{\mathcal{R}} (\xi_t S A_{\text{sq}} + L)^\dagger \right] . \]  

where

\[ \mathcal{H}[Y] P_t := \overline{1} (Y P_t Y^\dagger) - \mathbb{T}(Y P_t Y^\dagger) P_t . \]  

The Wiener process \( d \mathcal{W}_t \) is the innovation obtained by subtracting the mean from the random variable \( \pm \rightarrow \pm \sqrt{dt} \).

A heterodyne SME follows from this homodyne SME by considering measuring \( d Q_t^\phi \) (like \( \sigma_x \)) in the qubit model of Ref. [70]) with probability \( \frac{1}{2} \) and \( d Q_t^{\phi/2} \) (like \( \sigma_y \)) with probability \( \frac{1}{2} \) in each time step. Other generalizations such as inefficient detection, superpositions, and mixtures of squeezed Fock states in the same wave packet, as well as additional decoherence, follow in the same way as for the Fock hierarchy presented in Ref. [54].

B. Homodyne

Homodyne detection of the Arbitrary quadrature \( d Q_t^\phi \) [54, 83, 95], see Eq. (2.8), can be viewed as a measurement of \( \sigma_x \) on the infinitesimal field modes [70]. We denote the infinitesimal quadrature eigenstates and the eigenvalue equation as

\[ |\pm^\phi \rangle := \frac{1}{\sqrt{2}} \left( |0_t \rangle \pm e^{i \phi} |1_t \rangle \right) \]  
\[ d Q_t^\phi |\pm^\phi \rangle = \pm \sqrt{dt} |\pm^\phi \rangle . \]  

The derivation of this eigenvalue equation requires that the action of \( d B_t^1 \) on \( |1_t \rangle \) may be discarded. In the context of the derivation of the homodyne stochastic master equation one uses Kraus operator calculated via partial-expectation sandwiches such as \( |\langle U_t | x, \xi \rangle \rangle \). Thus discarding the action of \( d B_t^1 \) on \( |1_t \rangle \) is justified since these terms are too high order in \( dt \) and don’t contribute to the state-update equations.

We calculate the outcome probabilities for squeezed vacuum as before by taking the trace when \( m = n = 0 \):

\[ \begin{align*} 
\Pr(R_t = \pm) &= \frac{1}{2} \left[ 1 \pm \sqrt{dt} \text{tr} \left( e^{-i \phi} \xi_t S \sqrt{m + IT} \rho_{t|0}^0 + e^{-i \phi} L \rho_{t|0}^0 + e^{i \phi} \xi_t^* S \sqrt{n + IT} \rho_{t|0}^0 \right) \right] 
\quad + d \mathcal{W}_t \mathcal{H} \left[ e^{-i \phi} (\xi_t S A_{\text{sq}} + L) P_t |_{\mathcal{R}} + e^{i \phi} P_t |_{\mathcal{R}} (\xi_t S A_{\text{sq}} + L)^\dagger \right] . 
\end{align*} \]  

X. CONCLUSION

The formalism developed here has produced the master equation, input-output relations, and stochastic master equations for a system interacting with a squeezed wave packet. The master equation encodes the system and wave packet correlations in a hierarchy of equations that both recovers the broadband squeezing master equation in a short wave-packet limit and also, away from this limit, allows the description of non-Markovian features that distinguish general wave-packet evolution. Particularly interesting in this regard is the behavior of a two-level atom in the presence of such a wave packet, exhibiting two decay timescales when relaxing (see Section VI) and unique fluorescence spectra when being driven (see Section VII).

The equation we obtain is unusual when compared with other wave-packet master equations. While the hierarchy for wave packets in Fock states [52–54, 57, 96] or cat states [52, 56] involves only a finite set of differential equations, the corresponding hierarchy for wave packets expressed in squeezed Fock states always involves an infinite set of differential equations, resulting in a subtle tradeoff between the efficiency of representing states in the squeezed Fock basis and the increased evolution com-
plicity in this basis.

Continuous-wave broadband-squeezing treatments have the unfortunate side effect of delivering infinite photon flux (also interpreted as a photon-count rate) [30]. The squeezed wave packet formalism we present gives sensible and physical expressions for the flux that can be used for broadband squeezed fields with bandwidths inversely proportional to the wave packet duration. The continuous-wave broadband squeezing limit is realized as a train of wave packets, each being exceedingly short. In this limit, one expects unphysical consequences from the equations.

The perspective on finite-bandwidth squeezing developed in this work may be further developed in several ways. A similar approach using wave-packet modes could provide a description for more general fields with multi modal squeezing. Understanding the numerical difficulties in truncating the squeezed hierarchy could be important for more generally developing more robust numerical techniques for infinite dimensional systems. In particular, much of the numerical difficulty comes from truncation of the hierarchy, suggesting that future researchers might be able to find ways to approximate the solution of the higher levels of the hierarchy rather than truncating it. Preliminary results (not presented here) also show that time-convolutionless (TCL) and the convolutionless projection methods can capture some of the dynamics we describe. Moreover because squeezed vacuum is entirely described by second order correlation functions, approaches like Refs. [97, 98] might afford a more natural description than the hierarchical equations we derived. Finally one might imagine generalizing the elegant work of Kiilerich and Mølmer [58, 59] and Trivedi et al. [99] to the squeezed bath case.
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Appendix A: Squeeze operator action on temporal mode

To work out the action of the wave-packet squeeze operator on a temporal-mode operator, it is helpful to recall that conjugating by the unitary $e^{-iH}$ is equivalent to exponentiating the commutator map of $iH$:

$$e^{iH} A e^{-iH} = \exp \left( [iH, \cdot] \right) A.$$  
(A1a)

With this tool in hand, we work out the action of $S_\gamma [\xi]$ on $b_t$. The first step is to define

$$S_\gamma [\xi] = e^{-iH_\gamma [\xi]}$$  
(A2a)
$$-iH_\gamma [\xi] = \frac{1}{2} (\gamma^* B[\xi]^2 - \gamma B^\dagger [\xi]^2)$$  
(A2b)

explicitly work out Eq. (A1)

$$S_\gamma^\dagger [\xi] b_t S_\gamma [\xi] = \exp \left( [iH_\gamma [\xi], \cdot] \right) b_t$$  
(A3a)
$$[iH_\gamma [\xi], b_t] = \frac{i}{2} [b_t, \gamma^* B[\xi]^2 - \gamma B^\dagger [\xi]^2]$$  
(A3b)
$$= -\gamma \xi_t B^\dagger [\xi]$$  
(A3c)
$$\left[ iH_\gamma [\xi], B^\dagger [\xi] \right] = -\gamma^* B[\xi]$$  
(A3d)
$$\left[ iH_\gamma [\xi], B[\xi] \right] = -\gamma B^\dagger [\xi].$$  
(A3d)

Since $[iH_\gamma [\xi], \cdot]$ is a linear operator that maps the subspace spanned by $\{b_t, B^\dagger [\xi], B[\xi]\}$ to itself, we can represent it as a $3 \times 3$ matrix in this basis. The correspondence between the components in this representation and the operators we are representing is given by

$$xb_t + yB^\dagger [\xi] + zB[\xi] = \begin{bmatrix} x \\ y \\ z \end{bmatrix}.$$  
(A4)

The representation of $[iH_\gamma, \cdot]$ in this basis is:

$$[iH_\gamma [\xi], \cdot] \doteq \begin{bmatrix} 0 & 0 & 0 \\ -\gamma \xi_t & 0 & -\gamma \\ 0 & -\gamma^* & 0 \end{bmatrix}$$  
(A5)

$$= r \begin{bmatrix} 0 & 0 & 0 \\ -e^{2i\phi} \xi_t & 0 & -e^{2i\phi} \\ 0 & -e^{-2i\phi} & 0 \end{bmatrix}.$$  
(A5)

We diagonalize this matrix to facilitate exponentiation:

$$[iH_\gamma [\xi], \cdot] \doteq PJP^{-1}$$  
(A6a)
$$P = \begin{bmatrix} -\frac{1}{\xi_t} & 0 & 0 \\ 0 & e^{2i\phi} & -e^{2i\phi} \\ 1 & 1 & 1 \end{bmatrix}$$  
(A6b)
$$J = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -r & 0 \\ 0 & 0 & r \end{bmatrix}.$$  
(A6c)

Now we can easily work out the conjugate action of $S_\gamma^\dagger [\xi]$ on $b_t$:

$$S_\gamma^\dagger [\xi] b_t S_\gamma [\xi] \doteq P \exp (J) P^{-1} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$$  
(A7)
$$= \begin{bmatrix} 1 \\ -\xi_t e^{2i\phi} \\ \xi_t (\xi - 1) \end{bmatrix}$$  
(A7)
$$\doteq b_t + \xi_t [ (\xi - 1) B[\xi] - e^{2i\phi} B^\dagger [\xi]].$$
where we make use of the definitions for $c$ and $s$ given in Eq. (4.14). By integrating the above result from $t$ to $t + dt$, we obtain Eq. (4.16)

$$dB_{t,sq} = dB_t + dt \xi_t [(\epsilon - 1)B[\xi] - e^{2i\phi}sB^\dagger[\xi]]. \quad (A8)$$

The above expression can be used to derive in Eq. (4.17).

**Appendix B: Temporal decomposition**

From [54] we have the following temporal decomposition for a number state in the wave-packet mode:

$$|n_\xi\rangle = |0_\xi\rangle \otimes |n_\gamma\rangle + \sqrt{n} dt \xi_t |1_\xi\rangle \otimes |(n-1)_\gamma\rangle. \quad (B1)$$

We need to do this same decomposition for a squeezed number state in the wave-packet mode $|n_\gamma,\xi\rangle = S_\gamma[\xi] |n_\xi\rangle$. A useful definition is

$$B[\xi] = \int dt \xi_t b_t = (1 - \frac{1}{2} |\xi_t|^2 dt)B[\xi] + \xi_t dB_t \quad (B2)$$

where $B[\xi']$ is an annihilation operator for the mode $\xi'$ obtained from $\xi$ by ignoring the segment $[t, t + dt)$. The prefactor can be understood as necessary for ensuring the proper commutation relation. To make progress we need to separate the squeeze operator into a part that acts on times other than $t$ and a part that couples time $t$ to the rest of the wave packet.

$$e^X e^Y e^{-X} = \exp(Y + [X, Y] + \frac{1}{2}[X, [X, Y]] + \cdots) \quad (B5a)$$

$$[X, [X, Y]] = r \left( \xi_t e^{-2i\phi} dB_t B[\xi'] - \xi_t e^{2i\phi} dB_t^\dagger B^\dagger[\xi'] \right) \quad (B5b)$$

$$[X, [X, Y]] = -2 |\xi_t|^2 dt Y. \quad (B5c)$$

Since the triple commutator $[X, [X, [X, Y]]]$ vanishes this shows that Eqs. (B3) and (B4) are equivalent.

Since the beamsplitters are weak, we only need to keep a few terms in their series expansions. Once we perform this expansion, we commute the squeezing operator to the left of all the field operators on mode $\tilde{t}$

$$e^{-X} = 1 + \xi_t dB_t B^\dagger[\xi'] - \xi_t dB_t^\dagger B[\xi'] - \frac{1}{2} |\xi_t|^2 dt B^\dagger[\xi']B[\xi'] \quad (B6)$$

$$e^\tilde{Y} = \tilde{S} \quad (B7)$$

$$\tilde{S}^\dagger B[\xi'] \tilde{S} = cB[\xi'] - e^{2i\phi}sB^\dagger[\xi'] \quad (B8)$$

We verify this expression by writing the conjugation as a series of commutators and working out the commutators:

$$e^X \tilde{S} = \tilde{S} e^X \tilde{S} = \tilde{S} \left( 1 - \xi_t dB_t \tilde{S}^\dagger B[\xi'] \tilde{S} + \xi_t dB_t^\dagger \tilde{S}^\dagger B[\xi'] \tilde{S} - \frac{1}{2} |\xi_t|^2 dt \tilde{S}^\dagger B^\dagger[\xi'] \tilde{S} \tilde{S}^\dagger B[\xi'] \tilde{S} \right)$$

$$= \tilde{S} \left( 1 - \xi_t dB_t (cB^\dagger[\xi'] - e^{-2i\phi}sB[\xi']) + \xi_t dB_t^\dagger (cB[\xi'] - e^{2i\phi}sB^\dagger[\xi']) \right)$$

$$- \frac{1}{2} |\xi_t|^2 dt \left( (2s^2 + 1)B^\dagger[\xi'] B[\xi'] - cs(e^{-2i\phi}B[\xi']^2 + e^{2i\phi}B^\dagger[\xi']^2) + s^2 \right). \quad (B9)$$
Combine these expressions recalling the vanishing products of $dB_t$ that we’ve already used along with the identities $dB^t_i dB_i = 0$ and $dB_t dB^t_i = dt$.

$$e^X \hat{S} e^{-X} = \hat{S} \left\{ 1 - \xi_t^* dB_t \left[ (\epsilon - 1) B^t[\xi'] - e^{-2i\phi} sB[\xi'] \right] + \xi_t dB^t_i \left[ (\epsilon - 1) B[\xi'] - e^{-2i\phi} sB^t[\xi'] \right] \right. $$

$$\left. - \frac{1}{2} |\xi_t|^2 dt \left[ 2(s^2 + 1)B^t[\xi']B[\xi'] - cs(e^{-2i\phi} B^t[\xi']^2 + e^{2i\phi} B[\xi']^2) + s^2 - 2(\epsilon B^t[\xi'] - e^{-2i\phi} sB[\xi'])B[\xi'] \right] \right\} $$

$$= \hat{S} \left\{ 1 - \xi_t^* dB_t \left[ (\epsilon - 1) B^t[\xi'] - e^{-2i\phi} sB[\xi'] \right] + \xi_t dB^t_i \left[ (\epsilon - 1) B[\xi'] - e^{-2i\phi} sB^t[\xi'] \right] \right. $$

$$\left. - \frac{1}{2} |\xi_t|^2 dt \left[ 2(\epsilon - 1)B^t[\xi']B[\xi'] - (\epsilon - 2) se^{-2i\phi} B[\xi']^2 - cse^{2i\phi} B^t[\xi']^2 + s^2 \right] \right\} .$$

(B10)

Now that we have the wave-packet squeezing operator in this form, we can apply the finite polynomial of $dB_t$, $dB^t_i$, $B_t[\xi]$, and $B^t_i[\xi]$ to the temporal decomposition of the number state, recalling that $|1_t\rangle = (dB^t_i / \sqrt{dt}) |0_t\rangle$ and $|n_\tau\rangle = (B^t[\xi]^n / \sqrt{n!}) |0_\tau\rangle$.

$$S_\gamma[\xi] |n_\xi\rangle = |0_\xi\rangle \otimes \left[ |n_{\gamma, \tau}\rangle - \frac{1}{2} |\xi_{\tau}|^2 dt \left( (n(2s^2 + 1) + s^2) |n_{\gamma, \tau}\rangle \right. \right. $$

$$\left. \left. - cs \left[ e^{-2i\phi} \sqrt{n(n-1)} |(n-2)_{\gamma, \tau}\rangle + e^{2i\phi} \sqrt{(n+1)(n+2)} |(n+2)_{\gamma, \tau}\rangle \right] \right) \right] $$

(B11)

$$+ |1_\xi\rangle \otimes \xi_{\tau} \sqrt{dt} \left( e^{i\phi} \sqrt{n} |(n-1)_{\gamma, \tau}\rangle - e^{2i\phi} s \sqrt{n+1} |(n+1)_{\gamma, \tau}\rangle \right) .$$

We will have need to use this decomposition to express the renormalized wave-packet states in terms of the original wave-packet states:

$$|0_\xi\rangle \otimes |n_{\gamma, \tau}\rangle = |n_{\gamma, \xi}\rangle - \xi_{\tau} \sqrt{dt} |1_\xi\rangle \otimes \left( e^{i\phi} \sqrt{n} |(n-1)_{\gamma, \tau}\rangle - e^{2i\phi} s \sqrt{n+1} |(n+1)_{\gamma, \tau}\rangle \right) $$

$$+ \frac{1}{2} |\xi_{\tau}|^2 dt |0_\xi\rangle \otimes \left( (n(2s^2 + 1) + s^2) |n_{\gamma, \tau}\rangle \right. $$

$$\left. - cs \left[ e^{-2i\phi} \sqrt{n(n-1)} |(n-2)_{\gamma, \tau}\rangle + e^{2i\phi} \sqrt{(n+1)(n+2)} |(n+2)_{\gamma, \tau}\rangle \right] \right) .$$

(B12)

We can understand the extra $|(n-2)_{\gamma, \tau}\rangle$ and $|(n+2)_{\gamma, \tau}\rangle$ terms by considering the squeezed Fock state $S(r - \delta r) |n \rangle$ expressed in the basis \{$S(r) |m \rangle \}_{m}$ of slightly-more-squeezed Fock states.

$$S(r - \delta r) |n \rangle = \frac{1}{\sqrt{n!}} S(r) S(-\delta r) a^{\dagger n} S(\delta r) S(-\delta r) |0 \rangle .$$

(B13)

To first order in $\delta r$ we have

$$S(-\delta r) a^{\dagger n} S(\delta r) = \left[ a^{\dagger} \cosh(-\delta r) - a \sinh(-\delta r) \right]^n $$

$$= a^{\dagger n} + \delta r \sum_{m=0}^{n-1} a^{\dagger n-1-m} a a^{\dagger m} $$

$$S(-\delta r) |0 \rangle = |0 \rangle + \frac{1}{\sqrt{2}} \delta r |2 \rangle .$$

(B14)

(B15)

Combining the expressions gives

$$S(-\delta r) |n \rangle = \frac{1}{\sqrt{n!}} \left( a^{\dagger n} + \delta r \sum_{m=0}^{n-1} a^{\dagger n-1-m} a a^{\dagger m} \right) \times \left( |0 \rangle + \frac{1}{\sqrt{2}} \delta r |2 \rangle \right) $$

(B16)

$$= |n \rangle + \frac{1}{2} \delta r \left( \sqrt{n(n-1)} |n-2 \rangle + \sqrt{(n+1)(n+2)} |n+2 \rangle \right) $$

(B17)

since

$$\sum_{m=0}^{n-1} a^{\dagger n-1-m} a a^{\dagger m} |0 \rangle = \sum_{m=0}^{n-1} m \sqrt{(n-2)!} |n-2 \rangle = \frac{n(n-1)}{2} \sqrt{(n-2)!} |n-2 \rangle .$$

(B18)

The leftmost squeeze in Eq. (B14) simply takes us back to the squeezed Fock basis, and we now see that the $|(n-2)_{\gamma, \tau}\rangle$ and $|(n+2)_{\gamma, \tau}\rangle$ terms in Eq. (B11) correspond to a reduction in squeezing by magnitude $\delta r = |\xi_{\tau}|^2 dt \cosh r \sinh r$ conditioned on detecting no photon at time $t$.

Appendix C: Master-equation derivation

The standard technique to derive a master equation in this section we present the details for the derivation of Eq. (5.5).
is to start with a system and field/bath state that is a product state \( \rho_{\text{sys}} \otimes \sigma_{\text{field}} \). Next we evolve this combined state under an interaction unitary and then traces out the bath state

\[
\rho_t = \text{tr}_{\text{field}} \left[ U_t \rho_{\text{sys}} \otimes \sigma_{\text{field}} U_t^\dagger \right]. \tag{C1}
\]

Due to the oddities of quantum stochastic calculus, to derive the differential equation for \( \rho_{\text{sys}} \) we need to consider the following junk \[70\]

\[
d\rho_t = \text{tr}_{\text{field}} \left[ dU_t(\rho_{\text{sys}} \otimes \sigma_{\text{field}}) U_t^\dagger \right] + U_t(\rho_{\text{sys}} \otimes \sigma_{\text{field}}) dU_t^\dagger + dU_t(\rho_{\text{sys}} \otimes \sigma_{\text{field}}) U_t^\dagger. \tag{C2}
\]

Because we’re considering wave packets in squeezed vacuum, \( \sigma_{\text{field}} = |0_{\gamma, \xi}\rangle \langle 0_{\gamma, \xi}|. \) We know that the infinitesimal unitary contains the lowering operator \( dB_{t, \text{sq}} \) which can add photons to the field, see Eq. (4.18a). Anticipating these additional squeezed-Fock state factors we introduce the more general state matrices

\[
\rho_{t}^{m,n} = \text{tr}_{\text{field}} \left[ U_t (\rho_0 \otimes |m_{\gamma, \xi}\rangle \langle n_{\gamma, \xi}|) U_t^\dagger \right], \tag{C3}
\]

using outer products of squeezed Fock states Eq. (4.10). In order to make the derivation simpler some additional algebraic contractions are required

\[
\rho_{t}^{m,n} = \text{tr}_{\text{field}} \left[ U_t (\rho_0 \otimes S_{\gamma}[\xi]|m_{\xi}\rangle \langle n_{\xi}|) S_{\gamma}[\xi]^\dagger U_t^\dagger \right] = \text{tr}_{\text{field}} \left[ U_{t, \text{sq}} (\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right]. \tag{C4}
\]

In taking the derivative of Eq. (C4), one might wonder whether terms proportional to \( dS_{\gamma}[\xi] \) are necessary. Careful inspection reveals that \( S_{\gamma}[\xi] \) has no time dependence, and therefore \( dS_{\gamma}[\xi] = 0 \), allowing us to write Eq. (C2) for our case of interest as

\[
d\rho_{t}^{m,n} = \text{tr}_{\text{field}} \left[ dU_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right] + dU_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger + dU_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) dU_{t, \text{sq}}^\dagger. \tag{C5}
\]

The first two terms are related by taking the Hermitian conjugate and swapping \( m \) and \( n \):

\[
\text{tr}_{\text{field}} \left[ U_{t, \text{sq}} (\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right] = \text{tr}_{\text{field}} \left[ dU_{t, \text{sq}}(\rho_0 \otimes |n_{\xi}\rangle \langle m_{\xi}|) U_{t, \text{sq}}^\dagger \right]. \tag{C6}
\]

Let us explicitly work out the first term

\[
\text{tr}_{\text{field}} \left[ dU_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right] = \text{tr}_{\text{field}} \left[ -dt \left( L^\dagger L + iH_{\text{sys}} \right) \otimes \mathbb{1}_{\text{field}} - L^\dagger S \otimes dB_{t, \text{sq}} + L \otimes dB_{t, \text{sq}}^\dagger \right]
\]

\[= -dt \left( \frac{1}{2} L^\dagger L \rho_{t}^{m,n} + iH_{\text{sys}} \rho_{t}^{m,n} \right)
\]

\[-dt \xi_i (e^{\sqrt{m} L^\dagger S \rho_{t}^{m-1,n} - e^{2i\phi} \sqrt{m+1} L^\dagger \rho_{t}^{m+1,n}})
\]

\[+ dt \xi_i^* \left( e^{\sqrt{n} \rho_{t}^{m,n-1} - e^{-2i\phi} \sqrt{n+1} \rho_{t}^{m,n+1}} \right)
\]

\[+ dt \xi_i^2 \left( e^{2\sqrt{m} (S-\mathbb{1}_{\text{sys}}) \rho_{t}^{m-1,n-1}}
\]

\[-e^{2i\phi} \sqrt{m} (S-\mathbb{1}_{\text{sys}}) \rho_{t}^{m-1,n+1}
\]

\[-e^{2i\phi} \sqrt{n+1} (S-\mathbb{1}_{\text{sys}}) \rho_{t}^{m+1,n-1}
\]

\[+ \sqrt{m+1} (S-\mathbb{1}_{\text{sys}}) \rho_{t}^{m+1,n+1} \right]. \tag{C8}
\]

To go from Eq. (C7) to Eq. (C8) we need to do two things. First we must act the quantum noises on the Fock states using the expressions in Eq. (4.18). Second we must then use the definition in Eq. (C4).

We do the simplifications by commuting the squeezed noise increments at time \( t \) past the squeezed time evolution operators \( U_{t, \text{sq}} \) (which only couple to system to times earlier than \( t \)), using the cyclic property of the trace as needed for the field operators, and pulling the system operators outside the partial trace, as illustrated for a single term below:

\[
\text{tr}_{\text{field}} \left[ (L \otimes dB_{t, \text{sq}}^\dagger) U_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right] = \text{tr}_{\text{field}} \left[ U_{t, \text{sq}}(\rho_0 \otimes dB_{t, \text{sq}}^\dagger |m_{\xi}\rangle \langle n_{\xi}| U_{t, \text{sq}}^\dagger \right]
\]

\[= \text{tr}_{\text{field}} \left[ U_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}| dB_{t, \text{sq}}^\dagger U_{t, \text{sq}}^\dagger \right]
\]

\[= dt \xi_i (e^{\sqrt{m} L^\dagger \rho_{t}^{m-1,n} - e^{-2i\phi} \sqrt{n+1} \rho_{t}^{m,n+1}}). \tag{C9}
\]

In the term quadratic in \( dU_{t, \text{sq}} \) from Eq. (C5), i.e. \( \text{tr}_{\text{field}}[dU_{t, \text{sq}}(\rho_0 \otimes |m_{\xi}\rangle \langle n_{\xi}|) U_{t, \text{sq}}^\dagger \right], \) the only surviving terms correspond to \( dB_{t, \text{sq}}^\dagger |m_{\xi}\rangle \langle n_{\xi}| dB_{t, \text{sq}}, dB_{t, \text{sq}}^\dagger |m_{\xi}\rangle \langle n_{\xi}| d\Lambda_{t, \text{sq}}, d\Lambda_{t, \text{sq}} |m_{\xi}\rangle \langle n_{\xi}| dB_{t, \text{sq}}, \) and \( d\Lambda_{t, \text{sq}} |m_{\xi}\rangle \langle n_{\xi}| d\Lambda_{t, \text{sq}}. \) Other terms
are of too high order in \( dt \). These terms survive because \([dB_{t, sq}, dB_{t, sq}^\dagger] = dt\). The result is

\[
\text{tr}_\text{field} \left[ dU_{t, sq}(\rho_0 \otimes |m\rangle \langle n|) dU_{t, sq}^\dagger \right] = L \text{tr}_\text{field} \left[ U_{t, sq}(\rho_0 \otimes dB_{t, sq}^\dagger |m\rangle \langle n| dB_{t, sq}) U_{t, sq}^\dagger \right] L^\dagger + \text{tr}_\text{field} \left[ U_{t, sq}(\rho_0 \otimes dB_{t, sq}^\dagger |m\rangle \langle n| dB_{t, sq}) U_{t, sq}^\dagger \right] L^\dagger \]

\[+ (S-1_{\text{sys}}) \text{tr}_\text{field} \left[ U_{t, sq}(\rho_0 \otimes d\Lambda_{t, sq} |m\rangle \langle n| dB_{t, sq}) U_{t, sq}^\dagger \right] L^\dagger \]

\[+ (S-1_{\text{sys}}) \text{tr}_\text{field} \left[ U_{t, sq}(\rho_0 \otimes d\Lambda_{t, sq} |m\rangle \langle n| dB_{t, sq}) U_{t, sq}^\dagger \right] (S^t-1_{\text{sys}}). \tag{C10} \]

Combining all these expressions together gives us the master equation in Eq. (5.5).

### Appendix D: Quasi-Markovian master equation

See Refs. [39–43] for a derivation of the quasi-Markovian master equation. A key point in the derivation from Eq. (2.9) is the assumption that

\[
\langle b^\dagger(\omega)b(\omega') \rangle = N(\omega)\delta(\omega - \omega') \quad \text{and} \quad \langle b(\omega)b(\omega') \rangle = M(\omega)\delta(2\omega_\alpha - \omega - \omega') \tag{D1}\]

In our code \([100]\) we adapted the notation from Yeoman and Barnett [40] (YB). Specifically, the quantity \(\omega_L\) from YB is the laser frequency which we denote as \(\omega_c\) in the main text, \(\phi_L\) is the laser phase, \(\Omega\) Rabi frequency, and the quantity \(\omega_A\) from YB is the atomic transition frequency which we denote as \(\omega_\alpha\) in the main text.

Yeoman and Barnett make the additional assumption that the laser frequency is exactly resonant with the carrier frequency of the squeezed field. This in turn leads to the \(N(\omega)\) being evaluated at \(\omega_A\) and \(\omega_A \pm \Omega\). But because of the correlated nature of the squeezed field we find \(N(\omega_A + \Omega) = N(\omega_\alpha - \Omega)\), with a similar argument holding for \(M(\omega)\).

We redefine the operators

\[
\sigma_- \mapsto \sigma_- e^{-i(\phi_L - \omega_L)t} \quad \text{and} \quad \sigma_+ \mapsto \sigma_+ e^{i(\phi_L - \omega_L)t}. \tag{D2}\]

Then the master equation is

\[
d\rho_{\text{YB}} = -\frac{1}{2} \Gamma \left\{ (1 + N_A)(\sigma_+ \sigma_- + \rho \sigma_+ \sigma_- - \sigma_+ \rho \sigma_- - \sigma_- \rho \sigma_+) \\
+ N_A(\sigma_- \sigma_+ + \rho \sigma_- \sigma_+ - \sigma_- \rho \sigma_+ - \sigma_+ \rho \sigma_- - 2 \sigma_+ \rho \sigma_-) \\
+ (1 + N_A)\sigma_+ \sigma_- + \rho \sigma_+ \sigma_- + \sigma_+ \rho \sigma_- + \sigma_- \rho \sigma_+) \\
+ N_A(\sigma_- \sigma_+ + \rho \sigma_- \sigma_+ - \sigma_- \rho \sigma_+ - 2 \sigma_+ \rho \sigma_-) \\
-M_A e^{-2i\phi_L}(\sigma_+ \sigma_- + \rho \sigma_+ \sigma_- - 2 \sigma_+ \rho \sigma_- - \sigma_- \rho \sigma_+ - \sigma_+ \rho \sigma_-) \\
-M_A^* e^{2i\phi_L}(\sigma_- \sigma_+ + \rho \sigma_- \sigma_+ - 2 \sigma_- \rho \sigma_+ - \sigma_+ \rho \sigma_- - \sigma_- \rho \sigma_+) \\
-M_A \Omega e^{-2i\phi_L}(-\sigma_- \sigma_+ - \rho \sigma_- \sigma_+ - 2 \sigma_- \rho \sigma_+ + \sigma_+ \rho \sigma_- + \sigma_- \rho \sigma_+) \\
-M_A^* \Omega e^{2i\phi_L}(-\sigma_+ \sigma_- - \rho \sigma_+ \sigma_- - 2 \sigma_+ \rho \sigma_- + \sigma_- \rho \sigma_+ + \sigma_+ \rho \sigma_-) \right\} \\
-\frac{1}{2} i \Omega [\sigma_x, \rho] - \frac{1}{2} i \omega_A [\sigma_z, \rho] \\
+ F(\omega)(\sigma_+ \rho - \sigma_- \rho) - \sigma_+ \rho (\sigma_- \rho) - (\sigma_+ \rho - \sigma_- \rho) \rho \sigma_z \\
+ G(\omega) [\sigma_z, \sigma_+ \rho], \tag{D3}\]

where \( M_+ = M(\omega_a + \Omega) \) and \( N_+ = N(\omega_a + \Omega) \). Defining \( \Delta = \omega - \omega_a \) the functions \( F \) and \( G \) are

\[
F(\omega_a) = -\frac{1}{4}iK^2(\omega_a) \mathcal{P} \int_{-\infty}^{\infty} \frac{d\Delta}{\Delta + \Omega} [M(\omega)e^{-2i\phi\Delta} + M^*(\omega)e^{2i\phi\Delta} + 2N(\omega)]
\]

\[
G(\omega_a) = -\frac{1}{4}iK^2(\omega_a) \mathcal{P} \int_{-\infty}^{\infty} \frac{d\Delta}{\Delta + \Omega} [M(\omega)e^{-2i\phi\Delta} + M^*(\omega)e^{2i\phi\Delta}],
\]

where \( \mathcal{P} \) denotes the principal value.

To recover the usual Markovian master equation

\[ N(\omega_a) = N(\omega_a \pm \Omega) = N \quad \text{and} \quad |M(\omega_a)| = |M(\omega_a \pm \Omega)| = |M|, \]

which gives \( F = 0 \) and \( G = 0 \).

**Appendix E: Numerical-analysis details**

To understand the effect of truncating the squeezed hierarchy, consider a source model for the wave packet consisting of a leaky cavity with a mode prepared in a squeezed state, where the cavity decay rate is modulated as a function of time to produce the appropriate wave-packet shape. In such a model, the cavity mode progresses from a pure squeezed state through thermal squeezed states to ultimately relax to vacuum. To identify the path through state space taken by the cavity mode, consider the case of constant decay rate. Diverse modulations of the decay rate will adjust the speed with which the mode traverses the path, but this detail may be ignored for our purposes. The cavity mode starts in a squeezed state, and undergoes a Gaussian loss channel, so all states along the path will be Gaussian and characterized by their first and second moments. Additionally, squeezed vacuum has no mean displacement, so the expectation of the annihilation operator, \( \alpha(t) = \langle a(t) \rangle \), is identically zero. This leaves two quadratic expectation values to calculate:

\[
N(t) = \langle a^\dagger(t)a(t) \rangle \quad \text{and} \quad M(t) = \langle a(t)a(t) \rangle.
\]

For a lossy cavity with decay rate \( \gamma \), the equation of motion for the annihilation operator is

\[
\dot{a} = \gamma [a^\dagger a - \frac{1}{2}(a^\dagger a)a + aa^\dagger a)] = \frac{1}{2}\gamma [a^\dagger, a]a = -\frac{1}{2}\gamma a.
\]

The solution \( a(t) \) and the derived quantities \( N(t) \) and \( M(t) \) are

\[
a(t) = e^{-\gamma t/2}a(0)
\]

\[
N(t) = e^{-\gamma t}N(0)
\]

\[
M(t) = e^{-\gamma t}M(0)
\]

In the Schrödinger picture, we can think of \( N \) and \( M \) as coming from the squeezed thermal state of the cavity, parameterized by the expected number of photons of the unsqueezed thermal state \( N_{th} \), and the strength \( r \) and phase \( \phi \) of the squeezing applied to it:

\[
N = (2N_{th} + 1) \sinh^2 r + N_{th}
\]

\[
M = -(2N_{th} + 1) e^{2i\phi} \sinh r \cosh r.
\]

Our expressions for \( N(t) \) and \( M(t) \), together with initial conditions \( N(0) = \sinh^2 r \) and \( M(0) = -e^{2i\phi} \sinh r \cosh r \), determine the quantity \( N_{th}(t) \):

\[
(N_{th}(t) + \frac{1}{2})^2 = (N(t) + \frac{1}{2})^2 - |M(t)|^2
\]

\[
= (e^{-\gamma t} - e^{-2\gamma t}) \sinh^2 r + \frac{1}{4}
\]

This “thermal photon number” is a kind of entanglement entropy, quantifying the amount of entanglement between the cavity field and the field modes into which it has been leaking. Maximizing this quantity therefore ought to upper bound the amount of entanglement between the system and the future field that the equations need to keep track of:

\[
\max_t N_{th}(t) = \frac{1}{2}(\cosh r - 1).
\]

We use this result to estimate how many levels of the hierarchy are needed to attain a given precision with the squeezed hierarchy. The density operator for a squeezed thermal state has the same eigenvalue spectrum as a thermal state \( \rho_{th} \) with mean photon number \( N_{th} \). We proceed under the assumption that including levels \( \rho_{th}^m,n \) in the squeezed hierarchy for \( 0 \leq m,n \leq n_{\text{max}} \) is analogous to including only number states for \( 0 \leq n \leq n_{\text{max}} \) in the eigendecomposition of \( \rho_{th} \). The amount of population neglected by stopping at \( n_{\text{max}} \) is

\[
\eta_{\text{sq}}(n_{\text{max}}, r) = \frac{1}{N_{th}(t_{th}) + 1} \sum_{n=n_{\text{max}}+1}^{\infty} \left( \frac{N_{th}(t_{th})}{N_{th}(t_{th}) + 1} \right)^n = \left( \frac{\cosh r - 1}{\cosh r + 1} \right)^{n_{\text{max}}+1}.
\]

This expression serves as a first guess for the amount of error incurred by capping the squeezed hierarchy at \( n_{\text{max}} \) as opposed to simulating the full hierarchy. To convert
this into a hypothesis for the number of levels of the hierarchy one needs to account for all but $\eta$ of the population, simply invert:

$$n_{\max}(\eta) = \frac{-\ln \eta}{\ln(\cosh r + 1) - \ln(\cosh r - 1)} - 1 \quad \text{(E12)}$$

Appendix F: Details of the SME derivation

A foundational expression in the approach taken in [54] to derive the SME is the relative state decomposition of the wave-packet state with respect to the temporal mode at time $t$. Specifically, we aim to express the state in the form

$$|0_{\gamma,\xi}\rangle = |0_t\rangle \otimes |\tilde{\psi}_0\rangle + |1_t\rangle \otimes |\tilde{\psi}_1\rangle \quad \text{(F1)},$$

where $\tilde{\psi}_0$ and $\tilde{\psi}_1$ are unnormalized states on the temporal-mode tensor-product space excluding the mode at time $t$. We will refer to such a decomposition as a temporal decomposition.

Restriction to the subspace spanned by $\{0_t, 1_t\}$ is justified by the rules of quantum stochastic calculus that discard many-photon-creation terms like $dB_t^1 dB_t^1$ as being of insignificant order in $dt$. These product rules as given in Table I will prove indispensable for arriving at manageable expressions in the following derivation.

| \(dB_t\) | \(dB_t^1\) | \(d\Lambda_t\) | \(dt\) |
|---|---|---|---|
| 0 | 0 | 0 | 0 |

| \(dB_t^1\) | 0 | 0 | 0 |
| --- | --- | --- | --- |
| \(d\Lambda_t\) | 0 | 0 | 0 |
| \(dt\) | 0 | 0 | 0 |

TABLE I. Vacuum Itô table for pairwise products of noise increments. The rows are labeled by the left factor in the product and the columns by the right factor in the product.

It is useful to split the wave-packet operators into terms that act trivially at time $t$ and terms that act non trivially at time $t$:

$$B[\xi] = B^T[\xi] + \xi^* dB_t \quad \text{(F2)}$$

$B^T_t[\xi]$ is an sub normalized creation operator for the $t$-excluded mode $\tilde{\tau}$. This sub normalization follows from the commutation relations of $B[\xi]$ and $dB_t$.

$$[B[\xi], dB_t] = \xi^* [dB_t, dB_t] = \xi^* dt \quad \text{(F3)}$$

$$[B^T[\xi], B^T[\xi]] = [B[\xi], B[\xi]] - \xi_t [B[\xi], dB_t]$$

$$= -\xi_t [dB_t, B[\xi]] + |\xi_t|^2 [dB_t, dB_t]] = 1 - |\xi_t|^2 dt . \quad \text{(F4)}$$

The normalized creation operator for the mode $\tilde{\tau}$ is therefore

$$B^T_\tau[\xi] := B^T_\tau[\xi] \sqrt{1 - |\xi_t|^2 dt} = \sqrt{1 + |\xi_t|^2 dt} B^T_\tau[\xi] \quad \text{(F5)}$$

The final squeezing operator on mode $\tilde{\tau}$ then simply transforms number states in mode $\tilde{\tau}$—such as those showing up in Eq. (4.8)—into squeezed number states in mode $\tilde{\tau}$:

$$|n_{\gamma,\xi}\rangle = S_{\gamma}[\xi]|n_{\xi}\rangle$$

$$= |0_t\rangle \otimes \left( |n_{\gamma,\tau}\rangle + dt |\tilde{\psi}_n^{\tau}\rangle \right) + \sqrt{dt} |1_t\rangle \otimes |\tilde{\psi}_n^{\tau}\rangle \quad \text{(F6)},$$

where we have defined

$$|\tilde{\psi}_n^{\tau}\rangle := -\frac{1}{2} |\xi_t|^2 \left( \left[ n(2s^2 + 1) + s^2 \right]|n_{\gamma,\tau}\rangle 
- e^s \left[ e^{-2i\phi} \sqrt{n(n-1)} |(n-2)_{\gamma,\tau}\rangle 
+ e^{2i\phi} \sqrt{(n+1)(n+2)} |(n+2)_{\gamma,\tau}\rangle \right] \right)$$

$$\left. + e^{2i\phi} \sqrt{n(n+1)} |(n+1)_{\gamma,\tau}\rangle \right) \quad \text{(F7)}$$

$$|\tilde{\psi}_n^{\tau}\rangle := \xi_t \left( e^{\sqrt{\tau}} |(n-1)_{\gamma,\tau}\rangle - e^{2i\phi} \sqrt{n+1} |(n+1)_{\gamma,\tau}\rangle \right) \quad \text{(F8)}$$

This is the promised temporal decomposition of the wave-packet state! We could immediately proceed with master equation derivations, but this would burden us with unnecessary trouble since the state contains some irrelevant details. We discard these details of the state by recognizing that the only way the state finds its way into expressions is by interacting with the system via Eq. (2.11).

$$U_t |n_{\gamma,\xi}\rangle = 1_{\text{sys}} \otimes \left[ |0_t\rangle \otimes \left( |n_{\gamma,\tau}\rangle + dt |\tilde{\psi}_n^{\tau}\rangle \right) + \sqrt{dt} |1_t\rangle \otimes |\tilde{\psi}_n^{\tau}\rangle \right] - dt L^1 S \otimes |0_t\rangle \otimes |\tilde{\psi}_n^{\tau}\rangle + \sqrt{dt} L \otimes |1_t\rangle \otimes |n_{\gamma,\tau}\rangle$$

$$+ \sqrt{dt} \left( S - 1_{\text{sys}} \right) \otimes |1_t\rangle \otimes |\tilde{\psi}_n^{\tau}\rangle - dt (iH_{\text{sys}} + \frac{1}{2} L^1 L) \otimes |0_t\rangle \otimes |n_{\gamma,\tau}\rangle . \quad \text{(F9)}$$

After this interaction they are subsequently projected onto either $|0_t\rangle$ or $|1_t\rangle$. Since it is inconvenient to have the size of the Hilbert space change every time a measurement is made, we reattach a $|0_t\rangle$ for convenience. While this choice makes no difference for the system dynamics—since this part of the field never interacts again and is ultimately traced out—it reveals a convenient way to represent the post interaction/projection state-of-affairs in terms of the original
wave-packet state. First, rewrite Eq. (4.24) to express $|0_t\rangle \otimes |n_{\gamma,\bar{\tau}}\rangle$ as
\[
|0_t\rangle \otimes |n_{\gamma,\bar{\tau}}\rangle = |n_{\gamma,\xi}\rangle - dt |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle - \sqrt{dt} |1_t\rangle \otimes |\tilde{\psi}_0^n\rangle.
\] (F10)

Use this identity to express the post interaction/projection state-of-affairs as
\[
|0_t\rangle |0_t|U_{t} |n_{\gamma,\xi}\rangle = \mathbb{1} \otimes |0_t\rangle \otimes (|n_{\gamma,\bar{\tau}}\rangle + dt |\tilde{\psi}_0^n\rangle) - dt L^t S \otimes |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle - dt (iH_{\text{sys}} + \frac{1}{2}L^t L) \otimes |0_t\rangle \otimes |n_{\gamma,\bar{\tau}}\rangle \\
= \mathbb{1} \otimes (|n_{\gamma,\xi}\rangle - \sqrt{dt} |1_t\rangle \otimes |\tilde{\psi}_0^n\rangle) - dt L^t S \otimes |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle - dt (iH_{\text{sys}} + \frac{1}{2}L^t L) \otimes |n_{\gamma,\xi}\rangle
\] (F11)
\[
|0_t\rangle |1_t|U_{t} |n_{\gamma,\xi}\rangle = \sqrt{dt} \mathbb{1} \otimes |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle + L \otimes |0_t\rangle \otimes |n_{\gamma,\bar{\tau}}\rangle + (S - \mathbb{1}) \otimes |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle \\
= \sqrt{dt} S \otimes |0_t\rangle \otimes |\tilde{\psi}_0^n\rangle + \sqrt{dt} L \otimes |n_{\gamma,\xi}\rangle + dt L \otimes |1_t\rangle \otimes |\tilde{\psi}_0^n\rangle.
\] (F12)

We find that, by utilizing Eq. (F10) and discarding terms of irrelevant order in $dt$, we can always fold the $dt$ correction to the $|0_t\rangle$ coefficient back into $|n_{\gamma,\xi}\rangle$, removing all dependence on $|\tilde{\psi}_0^n\rangle$ and saving us a lot of trouble. Recall though, from the analysis in Appendix B, that these term $|\tilde{\psi}_0^n\rangle$ has physical meaning in terms of squeezing reduction conditioned on not detecting a photon, as seen in Eq. (B17).

1. State update

Armed with the temporal decomposition of the squeezed wave-packet state, we now aim to describe the dynamics of a system illuminated by a field in such a state. Though it is possible to directly derive the unconditional dynamics for the case where the outgoing field is beyond our reach, as was done in Appendix C, here we adopt the approach of solving for the dynamics conditioned upon a particular measurement record. We can then arrive at the master equation via an alternate route, since the unconditional dynamics emerge from averaging over potential measurement records.

Given a measurement record $R$ on the interval $[0, t]$ the conditional reduced state of the system at time $t$ is given by
\[
\rho_{t|R} = \frac{\text{tr}_{[t, \infty]} \left[ C_R \left( \rho_0 \otimes |0_{\gamma,\xi}\rangle \langle 0_{\gamma,\xi}| \right) C_R^\dagger \right]}{\text{Pr}(R)},
\] (F13)
where we have traced out the future field that has yet to interact with the system and made use of the composite Kraus operators $C_R$ to capture the joint evolution of the field and system in the unitary $U(t, 0)$ and the measurement record in the inner product with $\langle R |$—the tensor product of temporal field eigenstates corresponding to the measurement record $R$:
\[
C_R = \langle R | U(t, 0) \otimes \mathbb{1}_{[t, \infty)}. \] (F14)
We will again have need to reference the following more general “bookkeeping” operators:
\[
\rho_{t|m,n} = \frac{\text{tr}_{[t, \infty]} \left[ C_R \left( \rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}| \right) C_R^\dagger \right]}{\text{Pr}(R)} = \rho_{t|m,n}. \] (F15)

To derive the stochastic differential equation governing the evolution of the system we seek to express the update to the state given a measurement result at time $t$ in terms of the measurement result and our current description of the system given by $\rho_{t|m,n}$. Since temporal correlations in the wave-packet result in non-Markovian dynamics, we know that the reduced system state $\rho_{t|m,n}$ alone will generally be insufficient, so we expect the bookkeeping operators $\rho_{t|m,n}$ will play a role in capturing the necessary memory effects, just as they did in the master-equation derivation.

To proceed, we must decide on a particular field measurement to perform. Photon counting presents itself as a reasonable choice, especially considering that the temporal decomposition we have performed privileges the measurement eigenbases, so we turn our attention to this measurement in the following section.

2. Photon counting

We now follow the derivation procedure outline by Baragiola et al. [54]. The potential results for an infinitesimal photon-counting measurement are $\emptyset$ (no detection) and $J$ (detection). The unnormalized updated states corresponding
to these results are

\[
\rho_{t+dt,R,0}^{m,n} = \frac{\text{tr}_{t+dt,\infty} \left[ \langle 0_t | U_t C_R \left( \rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}| \right) C_R^\dagger U_t^\dagger |0_t \rangle \right]}{\text{Pr}(R) \text{Pr}(\emptyset|R)}
\]

\[
= \frac{\text{tr}_{t,\infty} \left[ \langle 0_t | U_t C_R \left( \rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}| \right) C_R^\dagger U_t^\dagger |0_t \rangle \right]}{\text{Pr}(R) \text{Pr}(\emptyset|R)}
\]  

(F16)

\[
\rho_{t+dt,R,J}^{m,n} = \frac{\text{tr}_{t+dt,\infty} \left[ \langle 1_t | U_t C_R \left( \rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}| \right) C_R^\dagger U_t^\dagger |1_t \rangle \right]}{\text{Pr}(R) \text{Pr}(J|R)}
\]

\[
= \frac{\text{tr}_{t,\infty} \left[ \langle 1_t | U_t C_R \left( \rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}| \right) C_R^\dagger U_t^\dagger |1_t \rangle \right]}{\text{Pr}(R) \text{Pr}(J|R)}
\]  

(F17)

We arrive at the above expressions by noting that \( U_t \) acts trivially on all the past field, allowing us to express

\[
C_{R,0} = \langle R, 0| U(t+dt, 0) = \langle 0_t| \otimes (R| U(t, 0)
\]

\[
= \langle 0_t| U(t+dt)| U(t, 0) = \langle 0| U(t) C_R
\]

\[
C_{R,J} = \langle R, J| U(t+dt, 0) = \langle 1_t| \otimes (R| U(t, 0)
\]

\[
= \langle 1_t| U(t+dt)| U(t, 0) = \langle 1_t| U(t) C_R
\]

(F18)

(F19)

where we have left the tensor product with the identity on the future field implicit. \( \langle 0_t|, \langle 1_t|, \) and the field part of \( U_t \) all commute with \( C_R \), meaning we can pull the outer products and unitaries in to join with the squeezed wave-packet states and perform the substitutions in Eqs. (F11) and (F12), keeping in mind that, since the system part of \( U_t \) and the \( \bar{t} \) part of \( |m_{\gamma,\xi}\rangle \) do not commute with \( C_R \), the substitutions we perform straddle \( C_R \) and all system operators will therefore appear outside the composite Kraus operators. First, the no detection update:
Performing these manipulations allows us to show

\[ \dot{\rho}_{t+dt|\mathcal{R},j} = dt S \frac{\text{tr}_{t+\infty} \left[ C_R \left( \rho_0 \otimes [0_l] \otimes |\tilde{\psi}_m^\gamma\rangle \right) \langle \tilde{\psi}_m^\gamma | \otimes (0_l) \right] C_R^\dagger }{\Pr(R) \Pr(J|\mathcal{R})} S^\dagger 
+ dt L \frac{\text{tr}_{t+\infty} \left[ C_R \left( \rho_0 \otimes |m_{\gamma}\rangle \right) \langle n_{\gamma}\rangle \right] C_R^\dagger }{\Pr(R) \Pr(J|\mathcal{R})} L^\dagger, \tag{F21} \]

These expressions aren’t the simplest, but already we identify a plausible way forward, since some of the terms in the updated state are proportional to bookkeeping operators at the current time. The terms that still need some attention are those that contain \( |\tilde{\psi}_m^\gamma\rangle\).

To express the manifest partial traces in terms of the bookkeeping operators Eq. (F15), we use the temporal decomposition to establish identities up to relevant order in \( dt \) and play around with the freedom we have to use the trace to turn over inner products into outer products:

\[
\text{tr}_{t+\infty} \left( (|\phi_t\rangle \otimes |\psi_{t+dt,\infty}\rangle) (|\psi_{t+dt,\infty}\rangle \otimes |\phi_t\rangle) = \langle \phi_t|\phi_t \rangle \text{tr}_{t+dt,\infty} \left( |\psi_{t+dt,\infty}\rangle \langle \psi_{t+dt,\infty}| \right) \\
= \langle \phi_t'|\phi_t \rangle \text{tr}_{t+dt,\infty} \left( |\psi_{t+dt,\infty}\rangle \langle \psi_{t+dt,\infty}| \right) \\
= \text{tr}_{t,\infty} \left( |\phi_t\rangle \otimes |\psi_{t+dt,\infty}\rangle \langle \psi_{t+dt,\infty}| \langle \phi_t'| \right) \right) \tag{F22}
\]

\[
\text{tr}_{t,\infty} \left( |\phi_t\rangle \otimes |\psi_{t+dt,\infty}\rangle \langle \psi_{t+dt,\infty}| \langle \phi_t'| \right) = \text{tr}_{t+dt,\infty} \left( |\psi_{t+dt,\infty}\rangle \langle \psi_{t+dt,\infty}| \langle \phi_t| \right) \tag{F23}
\]

Performing these manipulations allows us to show

\[
\sqrt{dt} \frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes [1_l] \otimes |\tilde{\psi}_m^\gamma\rangle \right) \langle n_{\gamma}\rangle \right] C_R^\dagger }{\Pr(R)} \\
= \sqrt{dt} \frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes [m_{\gamma}\rangle \langle n_{\gamma}\rangle \right] C_R^\dagger \right] }{\Pr(R)} \\
= dt \frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes [1_l] \otimes |\tilde{\psi}_m^\gamma| \otimes (1_l) \right] \right] C_R^\dagger }{\Pr(R)} \\
= dt \frac{\text{tr}_{t+dt,\infty} \left[ C_R \left( \rho_0 \otimes \tilde{\psi}_m^\gamma| \langle \tilde{\psi}_m^\gamma| \right] C_R^\dagger \right] }{\Pr(R)} \\
= dt \frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes [0_l] \otimes \tilde{\psi}_m^\gamma| \langle \tilde{\psi}_m^\gamma| \right] C_R^\dagger \right] }{\Pr(R)} \\
= |\xi|^2 dt \frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes |\sqrt{n+m-1}_{\gamma}\rangle \langle m-1| \right] \right] C_R^\dagger }{\Pr(R)} \\
= |\xi|^2 dt \left( c e^{-2i\phi_s \sqrt{m+n+1}} + c e^{2i\phi_s \sqrt{m+n+1}} \right) \\
= |\xi|^2 dt \left( c e^{-2i\phi_s \sqrt{m+n+1}} + c e^{2i\phi_s \sqrt{m+n+1}} \right) \\
= |\xi|^2 dt \left( c e^{-2i\phi_s \sqrt{m+n+1}} + c e^{2i\phi_s \sqrt{m+n+1}} \right) \\
and

\[
\frac{\text{tr}_{t,\infty} \left[ C_R \left( \rho_0 \otimes [0_l] \otimes |\tilde{\psi}_m^\gamma| \right) \langle n_{\gamma}\rangle \right] C_R^\dagger }{\Pr(R)} = |\xi|^2 dt \left( c e^{-2i\phi_s \sqrt{m+n+1}} + c e^{2i\phi_s \sqrt{m+n+1}} \right). \tag{F25} 
\]
We get the expression for the remaining unaccounted terms by taking the Hermitian conjugate of Eq. (F25) and exchanging $m$ and $n$, giving us

$$\frac{dt}{\Pr(\mathcal{R})} \left[ \mathcal{C}^*_R \left( \rho_0 \otimes \rho_{m,n} \right) \left[ \frac{\hat{\psi}^n_R}{\sqrt{\mathcal{N}}} \otimes \langle 0_t | \right] \right] = \xi_t^* dt \left( \sqrt{n} \rho_t^{m,n-1} - e^{-2i\phi_s} \sqrt{n+1} \rho_t^{m,n+1} \right). \tag{F26}$$

Now we have all the partial trace terms expressed using the bookkeeping operators, so we substitute the fruit of our labors into Eqs. (F20) and (F21), yielding

$$\Pr(\theta|R)\rho^{m,n}_{t+dt|R,\emptyset} = \rho^{m,n}_{t+dt|R,\emptyset} - idt[\mathcal{H}_{\text{sys}}, \rho^{m,n}_{t+dt|R,\emptyset}] - \frac{1}{2} dt[D_{\rho^{m,n}_{t+dt|R,\emptyset}} + \cdots]$$

$$- |\xi_t|^2 dt \left( c^2 \sqrt{m} \rho_t^{m-1,n-1} - c s e^{-2i\phi} \sqrt{m(n+1)} \rho_t^{m,n+1} \right)$$

$$- c s e^{2i\phi} \sqrt{(m+1)n} \rho_t^{m+1,n-1} + s^2 \sqrt{(m+1)(n+1)} \rho_t^{m,n+1} \left( F27 \right)$$

and

$$\Pr(J|R)\rho^{m,n}_{t+dt|R,J} = |\xi_t|^2 dt \left( \frac{c^2 \sqrt{m} \rho_t^{m-1,n-1} - c s e^{-2i\phi} \sqrt{m(n+1)} \rho_t^{m,n+1}}{c s e^{2i\phi}} \sqrt{(m+1)n} \rho_t^{m+1,n-1} + s^2 \sqrt{(m+1)(n+1)} \rho_t^{m,n+1} \right)$$

We easily solve for the jump probability $\Pr(J|R)$ in the case of a wave packet in squeezed vacuum by taking the trace of Eq. (F28) when $m = n = 0$, making use of the cyclic property of the trace and recalling $S^\dagger S = 1_{\text{sys}}$

$$\Pr(J|R) = dt \ tr \left( L \rho_t^{0,0} L^\dagger - e^{-2i\phi} \xi_t^* S L \rho_t^{0,1} S^\dagger - e^{2i\phi} S \xi_t^* S L \rho_t^{1,0} L^\dagger + |\xi_t|^2 s^2 \rho_t^{1,1} \right). \tag{F29}$$

Since there are only two possible detection results for a particular time $t$ the probability of no jump is $\Pr(\theta|R) = 1 - \Pr(J|R)$. We substitute this expression into the no-jump updated state, discarding irrelevant terms by recognizing $\Pr(J|R) \in \mathcal{O}(dt)$, and derive the differential state updates

$$d\rho^{m,n}_{t|R,\emptyset} = \rho^{m,n}_{t+dt|R,\emptyset} - \rho^{m,n}_{t,R,\emptyset}$$

$$= dt \left[ \left( \frac{\Pr(J|R)}{dt} \rho_t^{m,n} - i[H_{\text{sys}}, \rho_t^{m,n}] \right) - \frac{1}{2} [L^\dagger L, \rho_t^{m,n}] + \cdots \right]$$

$$- |\xi_t|^2 \left( c^2 \sqrt{m} \rho_t^{m-1,n-1} - c s e^{-2i\phi} \sqrt{m(n+1)} \rho_t^{m,n+1} \right)$$

$$- c s e^{2i\phi} \sqrt{(m+1)n} \rho_t^{m+1,n-1} + s^2 \sqrt{(m+1)(n+1)} \rho_t^{m,n+1} \left( F30 \right)$$

As explained in the main text we combine these two expressions into a single stochastic differential equation by employing the Poisson process $dN_{t|R,\emptyset} = 0, J \rightarrow 1$ to encode the measurement outcome.

$$d\rho^{m,n}_{t|R,\emptyset} = (1 - dN_{t|R,\emptyset})d\rho^{m,n}_{t|R,\emptyset} + dN_{t|R}d\rho^{m,n}_{t|R,J}$$

$$= d\rho^{m,n}_{t|R,\emptyset} + dN_{t|R}d\rho^{m,n}_{t|R,J}. \tag{F32}$$
The simplification in the last line follows from the observation that $E[dN_t^x] \in O(dt)$ and $d\rho_{m,n}^{m,n} \in O(dt)$, meaning their product is of irrelevant order in $dt$.

3. Homodyne

To handle homodyne detection of the quadrature $dQ_t^\phi := e^{-i\phi}dB_t + e^{i\phi}dB_t^\dagger$ we treat the measurement as a measurement of $\sigma_x$ on the infinitesimal field modes. This means we need to calculate sandwiches like Eqs. (F11) and (F12) where the infinitesimal number states $|0_i\rangle$ and $|1_i\rangle$ (eigenstates of $dA_t$) are replaced by the infinitesimal quadrature eigenstates $|\pm_i\rangle$. The derivation of this eigenvalue equation requires that the action of $dB_t^\dagger$ on $|1_i\rangle$ may be discarded, which is justified since this action yields no terms that survive in the state-update equations.

The new sandwiches are simply (tasty) linear combinations of the old sandwiches.

\[
|0_i\rangle|\pm_i\rangle U_t |n_{\gamma,\xi}\rangle = \frac{1}{\sqrt{2}} \left( |0_i\rangle 0_t U_t |n_{\gamma,\xi}\rangle \pm e^{-i\phi} |0_i\rangle 1_t U_t |n_{\gamma,\xi}\rangle \right)
= \frac{1}{\sqrt{2}} \left[ 1_{\text{sys}} \otimes \langle |n_{\gamma,\xi}\rangle - \sqrt{dt} |1_i\rangle \otimes |\bar{\psi}_n^\gamma| \right) - dt L^\dagger S \otimes |0_i\rangle \otimes |\bar{\psi}_n^\gamma| - dt (iH_{\text{sys}} + \frac{1}{2} L^\dagger L) \otimes |n_{\gamma,\xi}\rangle
\pm e^{-i\phi} \sqrt{dt} S \otimes |0_i\rangle \otimes |\bar{\psi}_n^\gamma| \pm e^{-i\phi} \sqrt{dt} L \otimes |n_{\gamma,\xi}\rangle \pm e^{-i\phi} dt L \otimes |1_i\rangle \otimes |\bar{\psi}_n^\gamma| \right].
\]

(F33)

Now write the state updates:

\[
\rho_{t+dt}^{m,n} = \frac{\text{tr}_{[t,\infty)} \left[ |0_i\rangle|\pm_i\rangle U_t C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger U_t^\dagger |\pm_i\rangle \langle 0_i| \right]}{2 \Pr(R_t=\pm)}
\]

\[
= \frac{\text{tr}_{[t,\infty)} \left[ |0_i\rangle |0_t U_t C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger U_t^\dagger |0_i\rangle \langle 0_i| \right]}{2 \Pr(R_t=\pm)}
\pm e^{-i\phi} \frac{\text{tr}_{[t,\infty)} \left[ |0_i\rangle |1_t U_t C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger U_t^\dagger |0_i\rangle \langle 0_i| \right]}{2 \Pr(R_t=\pm)}
\]

\[
\pm e^{i\phi} \frac{\text{tr}_{[t,\infty)} \left[ |0_i\rangle |0_t U_t C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger U_t^\dagger |1_i\rangle \langle 0_i| \right]}{2 \Pr(R_t=\pm)}
+ \frac{\text{tr}_{[t,\infty)} \left[ |0_i\rangle |1_t U_t C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger U_t^\dagger |1_i\rangle \langle 0_i| \right]}{2 \Pr(R_t=\pm)}
\]

(F34)

Some of these terms are proportional to the jump updates we previously worked out, so we identify those and expand the additional cross terms:

\[
2 \Pr(R_t=\pm) \rho_{t+dt}^{m,n} = \Pr(0|R_t=\pm) \rho_{t+dt}^{m,n} + \Pr(1|R_t=\pm) \rho_{t+dt}^{m,n} + \Pr(J|R_t=\pm) \rho_{t+dt}^{m,n} \\
\pm e^{-i\phi} \left[ \sqrt{dt} S \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |0_i\rangle \langle 0_i|) \left( \langle \bar{\psi}_n^\gamma \right) C_R^\dagger \right] + \sqrt{dt} L \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger \right] \right]
- dt L \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |1_i\rangle \langle 1_i|) C_R^\dagger \right] + dt L \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |0_i\rangle \langle \bar{\psi}_n^\gamma|) C_R^\dagger \right]
\pm e^{i\phi} \left[ \sqrt{dt} \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger \right] \right]
- dt \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |1_i\rangle \langle \bar{\psi}_n^\gamma|) C_R^\dagger \right] + dt \text{tr}_{[t,\infty)} \left[ C_R (\rho_0 \otimes |m_{\gamma,\xi}\rangle \langle n_{\gamma,\xi}|) C_R^\dagger \right]
\]

(F35)

We rework these remaining partial traces in terms of the bookkeeping operators by once again by making the substitutions worked out in Eqs. (F24) to (F26). Even though we have a $\sqrt{dt}$ prefactor in the terms analogous to Eqs. (F25)
and (F26) instead of a $dt$ prefactor, the trace itself consists of an order unity term with corrections of order $dt$, which we may still discard with a $\sqrt{dt}$ prefactor.

$$
2 \text{Pr}(R_t = \pm) \rho^{m,n}_{t+dt|R_t,\pm} = \mathbb{E} \left[ \rho^{m,n}_{t+dt|R_t} \right] \\
\pm \sqrt{dt} \left[ e^{-i\phi} \left( S^\dagger_t \left[ e^{i\sqrt{m+1}\rho^m_{t+1} + 1 L^m_{t+1}} \right] + L^m_{t+1} \right) \\
+ e^{i\phi} \left( \xi_t \left[ e^{i\sqrt{m+1}\rho^m_{t+1} + 1 L^m_{t+1}} \right] S^\dagger + \rho^m_{t+1} L^m \right) \right].
$$

\[ (F36) \]

---
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