Short-term electricity load time series prediction by machine learning model via feature selection and parameter optimization using hybrid cooperation search algorithm
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Abstract
Reliable load time series forecasting plays an important role in guaranteeing the safe and stable operation of modern power system. Due to the volatility and randomness of electricity demand, the conventional forecasting method may fail to effectively capture the dynamic change of load curves. To satisfy this practical necessity, the goal of this paper is set to develop a practical machine learning model based on feature selection and parameter optimization for short-term load prediction. In the proposed model, the ensemble empirical mode decomposition is used to divide the original loads into a sequence of relatively simple subcomponents; for each subcomponent, the support vector machine is chosen as the basic predictor where the real-valued cooperation search algorithm (CSA) is used to seek the best model hyperparameters, while the binary-valued CSA is set as the feature selection tool to determine the candidate input variables; finally, the aggregation of all the submodules’ outputs forms the final forecasting result. The presented method is assessed by short-term load data from four provincial-grid dispatching centers in China. The experiments demonstrate that the proposed model can provide better results than several conventional models in short-term load prediction, while the emerging CSA method is an effective tool to determine the parameter combinations of machine learning method.

1. Introduction

Accurate short-term load forecasting information has a profound impact on not only the social and economic decision-making plan [1–3], but also the safe and stable operation of modern power system, like hydrothermal scheduling, unit commitment, security analysis, risk assessment, and equipment overhaul [4–6]. Generally, load forecasting is an important but challenging production task because the energy curve is usually influenced by a large number of factors at the same time, like economic level, industrial...
structure, weather condition, living style and population [7–9]. Due to the booming economic development and growing extreme climate events, the energy quantity and peak-valley difference of load curves becomes increasingly prominent in recent years [7–9]. Meanwhile, the installed capacity of distributed renewable energy (like wind and solar) with the features of strong volatility and high uncertainty grows rapidly, increasing the change frequency and amplitude of load demand curve [10–12]. Under this engineering background, short-term load forecasting is raising new challenges for the daily operation of power system [13–15].

Over the past few decades, many advanced methods have been developed for short-term load forecasting [16–19]. Based on the employed theory principle, the existing methods can be roughly divided into two different categories: one is the conventional approaches represented by multiple linear regression and autoregressive integrated moving average method [20–22], while another is an intelligent approaches represented by SVM, adaptive network-based fuzzy inference system, ANN and deep machine learning [23–26]. Conventional approaches based on linear analysis have the merits of easy implementation and broad adaptability, but may fail to capture the nonlinearity of load curves in many cases [27–30]. Intelligent methods can obtain satisfying forecasting results without explicitly deducing the underlying mechanism of load series, promoting their widespread applications in practical problems [31–34]. Given the above considerations, the intelligent approach is chosen as the focus of this paper. As one of the most famous intelligent methods, SVM is based on the structural risk minimization theory and Vapnik–Chervonenkis dimension [35–37]. In theory, SVM can guarantee the achievement of global optima for regression and classification problems [38–40]. However, the SVM performance often changes with the combinations of computation parameters [6]. To refill the research gaps, more effective methods should be developed to improve the SVM performance in the short-term load forecasting problem.

In order to overcome the SVM defects, two popular strategies (feature selection and parameter optimization) are employed in this paper. As an effective signal analysis tool, EEMD can divide the original load series into a set of subcomponents with different frequencies and resolutions [41–43]. EEMD has the merits of high flexibility and strong robustness compared with the traditional EMD method [44–46], promoting its wide applications in time series analysis and forecasting. Hence, EEMD is set as the data processing tool to identify the hidden information in the time series. Besides, due to the rapid development of information technology, a variety of swarm intelligence methods are successfully proposed to search for the ideal parameter combination of the SVM method [47–50]. Recently, an emerging method named as CSA is proposed to solve numerical optimization and engineering optimization problems [51–53]. In the CSA method, it is believed that each solution is equal to a staff in the teamwork while a group of staffs can converge to the promising areas around the best solution. After randomly placing the positions of the initial swarm in the state space, the team commutation operation is used to enhance the global exploitation; the reflective learning is used to improve local exploration, while the internal competition is used to guarantee the survival of the fittest. Hence, the RCSA method is employed to search for the optimal parameters of the SVM model for the first time. Moreover, feature selection proves to be an effective way in identifying candidate variables and reducing modeling difficulty [54–56]. In order to achieve this goal, the BCSA method is proposed for the first time. Based on the above analysis, an effective machine learning model using feature selection and parameter optimization is developed to predict electricity load time series. Specifically, the EEMD method is used to divide the load series into several different parts; and then the SVM method using the HCSA method is adopted to model the inputs–outputs relationships; and then the outputs of all the models are combined to produce the final forecasting result. Specially, the HCSA method is mainly composed of two different parts: real-valued zone for parameter optimization and binary-valued zone for feature selection. The feasibility and practicability of the proposed method is fully proved by the experimental results of several power grids in China.

To better understand this paper, the interesting insights of this paper lie in: (a) the RCSA method is used to optimize the hyperparameters of the SVM method; (b) the BCSA method is developed to select candidate input variables; (c) a hybrid method using EEMD, CSA and SVM are developed for short-term load prediction. For all we know, the above three points have not been reported by other research groups by far, providing useful technical reference for relevant engineering problems.

The reminder of this paper is organized as below: the technical details of the presented method is given in section 2. The performance of the presented method is verified in section 3, while the conclusions are given in section 4.

2. Methodologies

2.1. Ensemble empirical mode decomposition
EEMD is an effective signal analysis tool developed to divide the complex data series into a set of small and
simple subseries called IMF [57–60]. In the decomposing process of the EEMD method, the white noise with finite amplitude is added to the original signal to split various scales of sub-signals in the frequency space; and then each IMF subseries is equal to the ensemble mean of several trails [36, 61, 62]. Next, the execution steps of the EEMD method are summarized as below:

Step 1: define the number of ensembles $M$ and the amplitude of the white noise.

Step 2: add the white noise to the original signal $x(t)$ to reconstruct the modified data signal:

$$x_i(t) = x(t) + n_i(t)$$

where $n_i(t)$ and $x_i(t)$ are the $t$th value of the $i$th white noise and the $i$th modified signal.

Step 3: use the standard EMD method to divide the newly-obtained signal $x_i(t)$ into a series of IMFs

$$x_i(t) = \sum_{s=1}^{S} h_{i,s}(t) + r_{i,S}(t),$$

where $S$ is the number of IMFs, $h_{i,s}(t)$ is the $t$th value of the $s$th IMFs associated with $x_i(t)$, $r_{i,S}(t)$ is the residue representing the mean trend of $x_i(t)$.

Step 4: steps 2–3 are repeated $M$ times to produce an ensemble of IMFs. Then, the average of all the obtained IMFs possessing identical frequency is treated as the final result

$$\tilde{h}_s(t) = \frac{1}{M} \sum_{i=1}^{M} h_{i,s}(t)$$

where $\tilde{h}_s(t)$ is the $t$th value of the $s$th IMF subcomponent.

2.2. Hybrid CSA

In practice, many problems often have binary and real variables at the same time. To address this kind of problem, all the decision variables in HCSA method are encoded as real values using the same evolutionary optimizer. To effectively respond the actual problem, all the variables are divided into two groups: real zone and binary zone. As showed in figure 1, the variables in binary zone should be mapped into binary values via a transfer function while the variables in real zone require no processing. By this time, all the variables for the target problem will be known and then the fitness values of all the staffs can be obtained. The technical details of the HCSA algorithm are given in the following sections.

2.2.1. Real-valued CSA

Based on the team cooperation behaviors drawn in figure 2, the CSA method starts from an initial population randomly placed in the feasible decision space, and then iteratively makes use of three evolutionary operators to approach the promising area around the global optimal solution [51–53]: the team communication operator where each staff gain knowledge from leaders to improve the job performance; the reflective learning operator where each staff has the chance to draw lessons from the past and avoid making similar mistakes as far as possible in the future;
and the internal competition operator where elite staffs are conserved and under-performing staffs are dismissed. Generally, the team communication operator helps the population explore in the unknown space with a large search step; the reflective learning operator is used to enhance the local search ability of the swarm with a small search step; the internal competition operator gradually improves the solution’s quality from generation to generation.

Without loss of generality, for the \( J \)-variable minimization optimization problem, the detailed procedures of the CSA method with \( I \) staffs are given as below:

(a) **Team building phase.** The job tasks of all the staffs at hand are randomly assigned in the feasible decision space, which can be expressed as below:

\[
x^k_j = \phi \left( x, \bar{x}_j \right), \quad i \in [1, I], \ j \in [1, J], \ k = 1
\]

where \( x^k_j \) is the \( j \)th value of the \( i \)th staff at the \( k \)th iteration. \( \phi(L, U) \) is the function producing a random number uniformly distributed in the range of \( [L, U] \).

(b) **Team communication operator.** The staffs with superior behaviors are seen as the candidate members in the supervisor and directors board; and then each staff improves the professional skills by gaining favorable information from excellent staffs in both supervisory and directors boards, which can be described as follows:

\[
u^{k+1}_{ij} = \begin{cases} u^{k+1}_{ij} & \text{if } u^{k+1}_{ij} \leq \bar{x}_j \\ \bar{x}_j & \text{if } u^{k+1}_{ij} > \bar{x}_j \end{cases}
\]

where \( \bar{x}_j \) and \( x_j \) are the upper or lower limits of the \( j \)th value of the target problem.

(c) **Reflective learning operator.** In daily work, each staff has the chance to draw lessons from the past to reduce the possible mistakes in the future, which can be described as below:

\[
u^{k+1}_{ij} = \begin{cases} \bar{v}^{k+1}_{ij} & \text{if } v^{k+1}_{ij} \geq \bar{c}_j \\ v^{k+1}_{ij} & \text{if } v^{k+1}_{ij} < \bar{c}_j \end{cases}
\]

\[
u^{k+1}_{ij} = \begin{cases} v^{k+1}_{ij} & \text{if } v^{k+1}_{ij} \leq \bar{c}_j \\ \bar{v}^{k+1}_{ij} & \text{if } v^{k+1}_{ij} > \bar{c}_j \end{cases}
\]
where $v_{i,j}^{k+1}$ is the $j$th value of the $i$th reflective staff at the $k+1$th cycle.

$$c_j = \left( \bar{x}_j + x_{-j} \right) \cdot 0.5$$  \hspace{1cm} (13)

where $F(x)$ is the fitness value of the staff $x$.

The pseudo-code of the CSA method for solving global optimization problem is given as:

1. Set the objective function and physical constraints of the target problem.
2. **Initialization**
   3. Create the initial swarm in the feasible search space by equation (4).
   4. Calculate the fitness values of all initial solutions.
   5. Both group and reflective solutions are set as its initial one.
3. **End Initialization**
4. **Repeat search process**
   8. Update $I$ personal best-known solutions for the current swarm.
   9. Update $M$ global best-known solutions found by far.
   10. Obtain $I$ group solutions by team communication operator equations (5)–(9).
   11. Obtain $I$ feasible reflective solutions by equations (10)–(13).
   12. Compute the fitness values of both group and reflective solutions.
   13. Choose $I$ better solutions by internal competition operator in equation (14).
5. **While** (maximum iterations is not met)
   15. Global best-known individual is seen as the final solution of the target problem.

2.2.2. **Binary-valued CSA**

To effectively solve the discrete optimization problem, this section introduces the BCSA whose search process is similar to the RCSA method. In BCSA, the elements of each staff in the current swarm will be turned into the binary variable (i.e. 0 or 1) via the aid of the classical sigmoid function defined as below:

$$b_{x_{i,j}}^{k+1} = \begin{cases} 0 & \text{if } (S < 0.5) \\ 1 & \text{if } (S \geq 0.5) \end{cases}, \quad i \in [1,I], j \in [1,J], k \in [1,K]$$  \hspace{1cm} (15)

where $w$ and $S$ are the original and modified values, respectively. $b_{x_{i,j}}^{k+1}$ is the binary variable associated with the $j$th value of the $i$th staff at the $k$th cycle.

2.3. **Support vector machine**

SVM is a classical statistical machine learning method for regression and classification problem. In the optimization process, SVM takes advantages of the structural risk minimization principle to produce the global optimal solution [63–65]. Mathematically,
SVM for a regression problem with $N$ training samples can be described as:

$$y_i = w \cdot \phi(x_i) + b, \quad i = 1, 2, \ldots, N$$ \hspace{1cm} (17)$$

where $x_i \in \mathbb{R}^D$ and $y_i \in \mathbb{R}$ are the input and output variables of the $i$th sample. $\phi(x_i)$ is the non-linear transfer function. $w$ and $b$ are the weight vector and bias, which can be obtained by solving the following constrained optimization problems:

$$\begin{align*}
\min & \quad \frac{1}{2} \|w\|^2 + C \cdot \sum_{i=1}^{N} (\xi_i + \xi_i^*) \\
\text{subject to:} & \quad w \cdot \phi(x_i) + b - y_i \leq \varepsilon + \xi_i^* \\
& \quad y_i - w \cdot \phi(x_i) - b \leq \varepsilon + \xi_i
\end{align*}$$ \hspace{1cm} (18)

where $\xi_i$ and $\xi_i^*$ are two slack variables for penalizing the training errors of the loss function over the error tolerance $\varepsilon$. $C$ is the parameter used to determine the empirical risk.

To effectively solve the above problem, the Lagrangian function is reconstructed as below:

$$L = \frac{1}{2} \|w\|^2 + C \cdot \sum_{i=1}^{N} (\xi_i + \xi_i^*) - \sum_{i=1}^{N} a_i \left[ \varepsilon + \xi_i^* + w \cdot \phi(x_i) + b - y_i \right]$$
$$- \sum_{i=1}^{N} \left( \eta_i \xi_i + \eta_i^* \xi_i^* \right) - \sum_{i=1}^{N} a_i^* \left[ \varepsilon + \xi_i^* + y_i - w \cdot \phi(x_i) - b \right]$$ \hspace{1cm} (19)

where $\eta_i, \eta_i^*, a_i, \text{and } a_i^*$ denote the Lagrange multiples.

Based on the famous Karush–Kuhn–Tucker condition, the dual form of the problem in equation (19) can be expressed as below:

$$\begin{align*}
\max & \quad f(a, a^*) = \sum_{i=1}^{N} y_i (a_i - a_i^*) - \varepsilon \sum_{i=1}^{N} (a_i - a_i^*) - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (a_i - a_i^*) (a_j - a_j^*) K(x_i, x_j) \\
\text{subject to:} & \quad \sum_{i=1}^{N} (a_i - a_i^*) = 0 \\
& \quad 0 \leq a_i, a_i^* \leq C
\end{align*}$$ \hspace{1cm} (20)

After solving the above constrained optimization problem, the desired weight vector can be derived, and then the regression function for the SVM model becomes

$$f(x) = \sum_{i=1}^{N} (a_i^* - a_i) K(x_i, x) + b$$ \hspace{1cm} (21)

where $K(x_i, x)$ is the kernel function meeting the Mercer’s condition. Here, the radial basis function $K(x_i, x) = \exp \left(-\|x_i - x\|^2 / 2\sigma^2 \right)$ is chosen as the kernel function, where $\sigma$ is the value of the standard deviation.

### 2.4. The proposed hybrid method for short-term load time series prediction

As mentioned above, the load curve in practice usually presents the characteristics of strong nonlinearity, randomness and instability due to the growing economy, changeable electric demand and other uncertain factors. In order to accurately trace the
Figure 3. Sketch map of the hybrid method for load time series prediction.

dynamic process of load time series, this paper introduces a hybrid load forecasting method linking the advanced signal decomposition tool and population-based metaheuristic algorithm into the classical machine learning model. Figure 3 shows the sketch map of the proposed method. It can be clearly found that the presented method is composed of three different parts: (a) the first is the decomposition phase where the EEMD method is driven to extract different resolution subcomponents hidden in the original load series; (b) the second is the modeling phase where SVM is used to simulate the possible inputs–outputs relationship hidden in each subseries, and the HCSA is used to find the best combinations of input variables and model parameters; (c) the last is the ensemble phase where the outputs of all the optimized SVM models are combined to produce the final forecasting value. By this way, the proposed method is able to effectively identify the inherent property of nonlinear load series and provides strong technical support for smart grid operation.

Then, the execution procedures of the proposed method in load prediction are given as below:

Step 1: the original load series is decomposed into a group of subseries. For each subseries, the dataset is normalized into the range of [0,1] and then divided into training and testing samples.

Step 2: use the SVM method to construct the forecasting model for all the subcomponents, where the HCSA method is driven to search for the satisfying combination of model parameters and candidate inputs. In the search process, the RCSA method is in charge of optimizing model parameters while the BCSA method is used to eliminate the redundant information from multiple possible input variables.

Step 3: the forecasting results of all the optimized forecasting model are combined to produce an aggregated output. In practice, for each forecasting model, the newly-obtained variable should be normalized into the preset range of [0,1] while the simulated outputs should be renormalized to the original range of the studied signal.

3. Case studies

3.1. Study area and dataset

In practice, it is preferred that the developed load forecasting model can work in different cases. Thus, to fully test the robust performance of the proposed method, the load series of four China’s provincial-grid dispatching centers (A–D) in both summer and winter are chosen for comparison. The reasons lie in that the load series of four power grids have different features, like numbers of peak loads, occurrence times of both peak and valley loads, total loads, as well as peak-valley differences. If not robust enough, the developed method may be suitable for one power grid and fail to work for another grid; but not vice versa. As illustrated in figure 4, the loads in summer are considered to reflect the huge energy demand caused by the high temperature weathers; besides, the load in winter are considered in the second case. Table 1 shows the statistical information of four power grids in summer and winter, demonstrating the huge differences of various load curves. For the studied power grids, about 1600 quarter-hour load series in both winter and summer are collected, where the first 75% observation are chosen for model training while the left is used for testing the performance of the forecasting model. The forecasting window as a quarter-hour. The experiments are executed on a personal computer with 3.30 GHz processor and 8 GB RAM.

3.2. Evaluation indicators

To fully check the quality of various forecasting model, the RMSE, MAE, MARE, and NSE are chosen as the performance evaluation indexes for comparison. Generally, the better the forecasting mode, the larger the values of NSE and R, the smaller values of RMSE, MAE and MARE. Then, the definitions of five statistical measures are given as below:
Figure 4. Load curves of four power grids in summer and winter. (a) Summer. (b) Winter.

Table 1. Statistical information of four power grids in summer and winter.

| Index | Summer | Winter |
|-------|--------|--------|
|       | Grid A | Grid B | Grid C | Grid D | Grid A | Grid B | Grid C | Grid D |
| Max   | 25788.0| 63845.0| 50319.0| 25393.0| 21549.0| 62228.0| 44864.0| 22618.0|
| Mean  | 19273.8| 53519.7| 38568.2| 21063.7| 16526.6| 53255.8| 35001.0| 18111.6|
| Min   | 12273.0| 44115.0| 26953.0| 15255.0| 11095.0| 43840.0| 25234.0| 13619.0|
| Std.  | 3438.5 | 4701.4 | 5341.7 | 2274.1 | 2771.6 | 4587.5 | 5078.6 | 2269.6 |

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (22) \]

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i| \times 100\% \quad (23) \]

\[ \text{MARE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \times 100\% \quad (24) \]

\[ R = \frac{\sum_{i=1}^{n} [y_i - y_{avg}](\hat{y}_i - \hat{y}_{avg})}{\sqrt{\sum_{i=1}^{n} (y_i - y_{avg})^2(\hat{y}_i - \hat{y}_{avg})^2}} \quad (25) \]

\[ \text{CE} = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - y_{avg})^2} \quad (26) \]

where \( n \) is the number of samples. \( y_i \) and \( \hat{y}_i \) are the \( i \)th observed and forecasted load values, \( y_{avg} \) and \( \hat{y}_{avg} \) are the mean value of the observed and forecasted load series.

3.3. Simulation results

3.3.1. Case 1: validation of the proposed method in summer

3.3.1.1. Decomposing results

The original load data series is decomposed into several subseries by the EEMD method. Figure 5 illustrates the obtained decomposition results for two
power grids. It can be found that obvious differences exist in the obtained subcomponents: the first subseries has the largest amplitude and frequency while the other subseries gradually changes the frequency and amplitude. Specially, the first two IMFs have no obvious changing rules and fluctuates frequently, reflecting the random high-frequency features of the original loads; the 3rd IMFs basically varies by hours, reflecting the hourly-level feature of original loads; the 4th and 5th IMFs are the high-frequency periodic components varying in days; the following 6–8th IMFs roughly represent low-frequency fluctuations varying in weeks; while the last IMF denote the overall trend of the load signal. Hence, the feasibility of the EEMD method in identifying internal features of the target loads is successfully verified.

### 3.3.1.2. Model development

Given the inputs has a great influence on the model performance, the set of the candidate input variables should be determined before optimizing the forecasting model. For the proposed method, the PACF is used to identify the initial input sets. Generally, the variable at lag $t$ can be chosen as the possible influence factor as the relevant PACF value falls into the confidence interval. Based on the PACF value and other relevant information, the initial set of input variables for various subseries can be roughly determined.

Several artificial intelligence methods are introduced for comparison, including ANN, ELM, SVM, SVM couple with EMD (SVM–EMD), SVM couple with EEMD (SVM–EEMD). For the standard ANN, ELM and SVM methods, the original loads are chosen as the target object. The trial-and-error method is used to select the number of hidden neurons in both ANN and ELM, while the grid search method is used to identify the computational parameters of SVM. For both SVM–EMD and SVM–EEMD method, the decomposed results by EMD or EEMD are selected as the target object, while the relevant parameters are also determined by the grid search method. For the proposed method, the decomposed result produced by the EEMD method are selected as the target object, while the decomposed result produced by the EEMD method are selected as the target object, while the relevant parameters are also determined by the grid search method. For the proposed method, the decomposed result produced by the EEMD method are selected as the target object, while the relevant parameters are also determined by the grid search method. For the proposed method, the decomposed result produced by the EEMD method are selected as the target object, while the relevant parameters are also determined by the grid search method.

### 3.3.1.3. Simulation results

Table 2 shows the statistical results of various methods for four power grids in summer. It can be seen that in the load prediction works, there are obvious differences in the performances of three artificial intelligence methods (like SVM, ELM and ANN), demonstrating the importance of the training technique and model theory; secondary, the modified SVM methods are able to yield better results than the standard SVM method, proving the role of decomposition-ensemble tool in improving the model performances; moreover, the proposed method has the ability of producing the best performances with respect to various indexes in different power grids, demonstrating the feasibility of feature selection and parameter optimization. For instance, as compared with the RMSE values of the ELM and SVM approaches, the proposed forecasting model can make about 52.25% and 35.03% reductions for grid A during the training phase; compared with the MAE values of the grid A.
Table 2. Statistical results of various methods for four power grids in summer.

|         | Training |         |         |         |         |         |
|---------|----------|---------|---------|---------|---------|---------|
|         | RMSE     | MAE     | MAPE    | R       | NSE     |         |
| Grid A  |          |         |         |         |         |         |
| ANN     | 716.7929 | 518.5718| 2.9104  | 0.9874  | 0.9582  | 969.0185|
| ELM     | 677.0698 | 483.4867| 2.7156  | 0.9888  | 0.9627  | 878.2691|
| SVM     | 497.6590 | 370.6275| 2.0408  | 0.9936  | 0.9798  | 679.4857|
| SVM–EMD | 494.4460 | 367.5201| 2.0228  | 0.9936  | 0.9801  | 682.8092|
| SVM–EEMD| 452.7589 | 348.4554| 1.8876  | 0.9945  | 0.9833  | 649.8781|
| Proposed| 323.3099 | 210.9559| 1.1608  | 0.9958  | 0.9915  | 261.5060|
| Grid B  |          |         |         |         |         |         |
| ANN     | 844.0808 | 677.3304| 1.2554  | 0.9878  | 0.9687  | 924.2439|
| ELM     | 829.9612 | 538.9670| 1.0033  | 0.9870  | 0.9697  | 787.9220|
| SVM     | 807.2059 | 506.8761| 0.9382  | 0.9871  | 0.9713  | 740.9188|
| SVM–EMD | 797.1339 | 491.2034| 0.9102  | 0.9873  | 0.9721  | 717.4005|
| SVM–EEMD| 711.0988 | 415.9180| 0.7742  | 0.9898  | 0.9778  | 584.2385|
| Proposed| 504.3095 | 306.3620| 0.5607  | 0.9944  | 0.9888  | 472.4968|
| Grid C  |          |         |         |         |         |         |
| ANN     | 965.0460 | 753.2017| 1.9577  | 0.9871  | 0.9678  | 928.1296|
| ELM     | 825.3206 | 604.0199| 1.5655  | 0.9901  | 0.9765  | 778.6545|
| SVM     | 848.4581 | 549.8705| 1.4258  | 0.9888  | 0.9751  | 686.1739|
| SVM–EMD | 725.8955 | 495.4683| 1.2869  | 0.9919  | 0.9818  | 611.3340|
| SVM–EEMD| 724.0771 | 479.1950| 1.2389  | 0.9918  | 0.9819  | 591.5048|
| Proposed| 648.1260 | 350.9830| 0.9175  | 0.9927  | 0.9855  | 443.2897|
| Grid D  |          |         |         |         |         |         |
| ANN     | 663.1577 | 531.9854| 2.6504  | 0.9799  | 0.9200  | 576.8217|
| ELM     | 542.0487 | 421.5031| 2.0930  | 0.9849  | 0.9466  | 456.9889|
| SVM     | 480.3600 | 333.8053| 1.6551  | 0.9873  | 0.9615  | 348.8931|
| SVM–EMD | 442.7864 | 310.2736| 1.5439  | 0.9876  | 0.9644  | 320.6406|
| SVM–EEMD| 440.6193 | 278.7966| 1.3947  | 0.9860  | 0.9647  | 276.8319|
| Proposed| 342.1828 | 156.6660| 0.7870  | 0.9984  | 0.9797  | 163.5963|

Figure 6. Improvements of the proposed method compared with the proposed methods during the testing phase in summer.
decomposition-coordination technique. The proposed method outperforms the control methods in approximating the dynamic change of the load series because its trend lines in different cases are closer to the ideal value. Thus, the feasibility of the proposed method in forecasting load series is proved again.

3.3.2. Case 2: validation of the proposed method in winter

Table 3 shows the statistical results of various methods for four power grids in winter. It can be found that for four power grids, the forecasting results of the proposed method are better than five control methods during both training and testing phases in terms of various indexes; besides, three standard methods are inferior to the decomposition and ensemble-based forecasting method. For instance, as used to forecast the load of grid D, the proposed method can make about 53.82%, 48.29%, 37.16%, 31.49% and 25.76% reductions as compared with the RMSE values of the ANN, ELM, SVM, SVM–EMD and SVM–EEMD methods during the testing phase. Thus, the superior performance of the proposed method for load forecasting is proved.
Table 3. Statistical results of various methods for four power grids in winter.

| Grid | Method     | RMSE | MAE   | MAPE | R   | NSE | RMSE | MAE   | MAPE | R   | NSE |
|------|------------|------|-------|------|-----|-----|------|-------|------|-----|-----|
| A    | ANN        | 466.3756 | 335.9871 | 2.1694 | 0.9908 | 0.9728 | 342.9006 | 273.8941 | 1.6416 | 0.9948 | 0.9826 |
|      | ELM        | 450.0194 | 322.9625 | 2.0784 | 0.9912 | 0.9746 | 329.8254 | 264.8980 | 1.5825 | 0.9951 | 0.9839 |
|      | SVM        | 387.0731 | 289.0081 | 1.8525 | 0.9935 | 0.9812 | 299.8512 | 240.8496 | 1.4429 | 0.9957 | 0.9867 |
|      | SVM–EMD    | 317.5099 | 219.8450 | 1.4082 | 0.9948 | 0.9874 | 227.3179 | 184.2451 | 1.1118 | 0.9972 | 0.9924 |
|      | SVM–EEMD   | 297.4857 | 199.4481 | 1.2728 | 0.9952 | 0.9889 | 207.7816 | 167.9622 | 1.0147 | 0.9974 | 0.9936 |
|      | Proposed   | 277.8122 | 151.1230 | 0.9617 | 0.9952 | 0.9903 | 170.1500 | 132.5490 | 0.8010 | 0.9979 | 0.9957 |
| B    | ANN        | 1001.5242 | 815.4982 | 1.5733 | 0.9879 | 0.9513 | 997.2770 | 834.2780 | 1.5825 | 0.9873 | 0.9545 |
|      | ELM        | 1035.7502 | 832.0363 | 1.5926 | 0.9873 | 0.9479 | 941.6978 | 817.6565 | 1.5427 | 0.9900 | 0.9594 |
|      | SVM        | 1052.7062 | 862.7715 | 1.6502 | 0.9878 | 0.9462 | 962.5749 | 842.6516 | 1.5910 | 0.9901 | 0.9576 |
|      | SVM–EMD    | 897.6125 | 695.7813 | 1.3259 | 0.9892 | 0.9609 | 799.7289 | 679.0669 | 1.2799 | 0.9924 | 0.9707 |
|      | SVM–EEMD   | 808.8271 | 613.3215 | 1.1674 | 0.9903 | 0.9682 | 714.2517 | 598.7002 | 1.0147 | 0.9934 | 0.9767 |
|      | Proposed   | 485.5940 | 296.8861 | 0.5557 | 0.9943 | 0.9885 | 426.2931 | 285.9316 | 0.5267 | 0.9959 | 0.9917 |
| C    | ANN        | 768.8131 | 535.5623 | 1.5589 | 0.9896 | 0.9777 | 639.1345 | 504.5127 | 1.4404 | 0.9920 | 0.9830 |
|      | ELM        | 752.4032 | 477.2716 | 1.3821 | 0.9899 | 0.9787 | 568.8456 | 440.1853 | 1.2469 | 0.9936 | 0.9865 |
|      | SVM        | 702.3083 | 439.5180 | 1.2670 | 0.9915 | 0.9814 | 529.8426 | 396.5874 | 1.1216 | 0.9947 | 0.9883 |
|      | SVM–EMD    | 696.1356 | 400.6597 | 1.1542 | 0.9912 | 0.9817 | 476.1403 | 356.9416 | 1.0096 | 0.9956 | 0.9906 |
|      | SVM–EEMD   | 692.0658 | 384.4934 | 1.1026 | 0.9912 | 0.9819 | 466.3754 | 347.0769 | 0.9778 | 0.9957 | 0.9910 |
|      | Proposed   | 584.0246 | 277.4214 | 0.7891 | 0.9936 | 0.9871 | 391.8466 | 259.4235 | 0.7170 | 0.9969 | 0.9936 |
| D    | ANN        | 410.1866 | 294.5324 | 1.6477 | 0.9873 | 0.9675 | 376.2928 | 315.6420 | 1.8218 | 0.9927 | 0.9715 |
|      | ELM        | 381.9772 | 263.1803 | 1.4763 | 0.9897 | 0.9718 | 336.0588 | 281.8090 | 1.3631 | 0.9942 | 0.9773 |
|      | SVM        | 338.1524 | 218.4644 | 1.2217 | 0.9907 | 0.9779 | 276.3230 | 230.1308 | 1.3345 | 0.9957 | 0.9846 |
|      | SVM–EMD    | 308.6905 | 201.4284 | 1.1257 | 0.9922 | 0.9816 | 253.6314 | 211.5786 | 1.2196 | 0.9962 | 0.9871 |
|      | SVM–EEMD   | 365.0591 | 193.2180 | 0.8033 | 0.9958 | 0.9743 | 234.0752 | 193.3402 | 1.1106 | 0.9967 | 0.9890 |
|      | Proposed   | 207.9075 | 134.3764 | 0.7376 | 0.9958 | 0.9917 | 173.7683 | 132.7429 | 0.7403 | 0.9970 | 0.9939 |

Figure 8. Improvements of the proposed method compared with the proposed methods during the testing phase in winter.

Figure 8 shows the comparison between the proposed method and other methods in terms of four statistical indicators. It can be clearly observed that a single forecasting method (like SVM and ELM) can make obvious improvements with respect to various performance indexes in the testing phase. Besides, the results of all the methods can be improved to different degree compared with the proposed method. Thus, we can draw the conclusion that the proposed method is a powerful method for short-term load time series forecasting.

Figure 9 shows the results of various forecasting methods for four power grids in the testing phase. It can be seen that the developed methods can obtain satisfying forecasting results for four power grids, while the proposed method has the best performance among in different scenarios since its trend lines are closer to the observed load line than the other methods. Thus, the proposed method can provide superior performances as used to forecast the load data series in different cases.

3.3.3. Case 3: comparison with different swarm intelligence methods

To further test the performance of the proposed method, the classical GA and PSO are chosen to optimize the SVM parameters. Table 4 lists the statistical results of various SVM methods using different strategies for four power grids. In SVM–EEMD–PSO and SVM–EEMD–GA, the original load is divided into several subcomponents while the SVM method based on PSO or GA are driven for modeling. For table 4, it can be found that three SVM variants outperforms the standard SVM method,
demonstrating the effectiveness of decomposing technique and swarm intelligence; besides, the proposed method yields better or same statistical indexes as compared with two other SVM variants during both training and testing, proving the superiority of the CSA approach in parameter optimization. Therefore, it can be concluded that the proposed method is an effective tool to accurately forecast the load series.

3.4. Result discussions
From the above analysis, it can be clearly found that in short-term load time series prediction, the developed model based on the dynamic combinations of three effective methods is capable of producing better performances than several traditional methods with distinct improvements in the statistical indexes. Based on the EEMD method, the complex load time series with the stochastic and time-dependent features can be transformed into a series of relatively stable subseries, making an obvious reduction in the modeling complexity; and then the HCSCA method is driven to optimize the computational parameters of the SVM model for each subcomponent, which can help improve the network compactness and generalization ability of the forecasting model; finally, the result is obtained by summing the outputs of all the SVM models, producing a synergetic effect in the final predicted value. Thus, the hybrid model based on the

Figure 9. Load forecasting results of various methods for four power grids in winter. (a) Grid A, (b) Grid B, (c) Grid C, (d) Grid D.
decomposition-and-ensemble idea can enhance the forecasting performances compared with several conventional methods.

Although the feasibility of the proposed method is proved in the real-world load demand of several power grids in China, its practical application may face some possible defects, one is the credibility of the EEMD method since its decomposing results change with the features (like length or magnitude) of the studied dataset; the second is the local minimum of the SVM model since even with the aid of the HCSA method, it is still difficult to guarantee the best choice of the input variables and network parameters. Thus, future research can be directed to the developments of the data decomposition tool with more stable performance, evolutionary algorithm with strong global search ability [66], input variable determination tool and forecasting model with stronger generalization ability. Besides, there is no uncertainty quantification in the resultant forecasting result because the deterministic load value is preferred in the decision-making process made by operators and managers of power grids [67, 68]. For better and reliable predictions, it is quite necessary to consider the relevant input variables (like weather conditions and date attribute) in the uncertain forecasting model in the future.

4. Conclusion

In order to improve the short-term electricity load prediction accuracy, this research develops a practical machine learning model based on feature selection and parameter optimization. In the proposed method, the EEMD is employed to divide the complex load data into a set of subcomponents that will be modeled by the famous SVM method; and then the HCSA is used to find the best combinations of model hyperparameters and input variables; finally, the outputs of all the submodules are used to form the final forecasting results. The load series of four provincial-grid dispatching centers are used to verify the performances of the proposed method. The simulations demonstrate that the presented method can effectively enhance the forecasting accuracy of several traditional methods in terms of all the employed assessment indexes. Hence, a powerful machine learning model with robust performances is presented to forecast the short-term load demand curve in practice. For the policy and decision makers, the proposed methodology can provide strong technical support information to determine the satisfying operation plan of various power resources (like hydropower, thermal and wind), rationally arrange the maintenance plans of the generating units, maintain the safety and stability of power grid. By this way, the fuel cost and pollutant emission of electric power system can be sharply improved in the long run, which can effectively increase the economy benefits, environmental and social benefits.
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Table 4. Statistical results of various SVM methods using different strategies for four power grids.

| Grid Method | RMSE | MAE | MAPE | R | NSE | RMSE | MAE | MAPE | R | NSE |
|-------------|------|-----|------|---|-----|------|-----|------|---|-----|
| A SVM       | 392.8276 | 247.0508 | 1.4585 | 0.9901 | 0.9798 | 286.6775 | 221.6965 | 1.4256 | 0.9940 | 0.9872 |
| SVM–EEMD–GA | 275.8251 | 158.6130 | 0.9439 | 0.9950 | 0.9900 | 184.3116 | 144.7555 | 0.8792 | 0.9974 | 0.9947 |
| SVM–EEMD–PSO | 268.9747 | 156.7671 | 0.9309 | 0.9953 | 0.9905 | 183.8701 | 144.5092 | 0.8774 | 0.9974 | 0.9947 |
| SVM–EEMD–PSO | 277.8547 | 160.9429 | 0.8907 | 0.9957 | 0.9913 | 176.8341 | 138.2800 | 0.8438 | 0.9976 | 0.9951 |
| SVM         | 703.2616 | 501.4699 | 0.9336 | 0.9891 | 0.9758 | 1131.1170 | 789.8251 | 1.6931 | 0.9825 | 0.9395 |
| SVM–EEMD–GA | 490.7092 | 292.8152 | 0.5433 | 0.9941 | 0.9882 | 464.4228 | 317.9422 | 0.6388 | 0.9951 | 0.9898 |
| SVM–EEMD–PSO | 523.9341 | 299.3658 | 0.5569 | 0.9933 | 0.9865 | 468.4656 | 323.9565 | 0.6522 | 0.9951 | 0.9896 |
| SVM         | 778.5265 | 532.4314 | 0.5251 | 0.9952 | 0.9904 | 456.1988 | 311.5914 | 0.6236 | 0.9952 | 0.9902 |
| SVM–EEMD–GA | 571.3678 | 269.2787 | 0.7604 | 0.9936 | 0.9871 | 354.6176 | 250.7333 | 0.8017 | 0.9967 | 0.9930 |
| SVM–EEMD–PSO | 594.9879 | 272.6848 | 0.7712 | 0.9931 | 0.9860 | 358.6236 | 255.5455 | 0.8153 | 0.9966 | 0.9929 |
| SVM         | 442.0539 | 284.0067 | 0.5251 | 0.9952 | 0.9904 | 456.1988 | 311.5914 | 0.6236 | 0.9952 | 0.9902 |
| SVM–EEMD–GA | 525.9341 | 299.3658 | 0.5569 | 0.9933 | 0.9865 | 468.4656 | 323.9565 | 0.6522 | 0.9951 | 0.9896 |
| SVM–EEMD–PSO | 491.7011 | 266.9856 | 0.7556 | 0.9953 | 0.9905 | 337.8191 | 243.3704 | 0.7927 | 0.9969 | 0.9937 |
| SVM         | 348.6657 | 235.8153 | 1.3078 | 0.8984 | 0.9781 | 368.6000 | 269.1371 | 1.6919 | 0.9872 | 0.9684 |
| SVM–EEMD–GA | 346.5720 | 137.2891 | 1.5270 | 0.9897 | 0.9761 | 1038.6650 | 729.6898 | 2.6952 | 0.9814 | 0.9403 |
| SVM–EEMD–PSO | 323.8329 | 134.3829 | 0.7333 | 0.9959 | 0.9918 | 172.5329 | 130.0298 | 0.7549 | 0.9967 | 0.9931 |
| SVM         | 181.9104 | 131.6025 | 0.7213 | 0.9790 | 0.9940 | 162.4667 | 126.0261 | 0.7352 | 0.9970 | 0.9939 |
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