Prediction of Protein-Protein Interaction Sites Using Only Sequence Information and Using Both Sequence and Structural Information
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Protein-protein interactions play an important role in a number of biological activities. We developed two methods of predicting protein-protein interaction site residues. One method uses only sequence information and the other method uses both sequence and structural information. We used support vector machine (SVM) with a position specific scoring matrix (PSSM) as sequence information and accessible surface area (ASA) of polar and non-polar atoms as structural information. SVM is used in two stages. In the first stage, an interaction residue is predicted by taking PSSMs of sequentially neighboring residues or taking PSSMs and ASAs of spatially neighboring residues as features. The second stage acts as a filter to refine the prediction results. The recall and precision of the predictor using both sequence and structural information are 73.6% and 50.5%, respectively. We found that using PSSM instead of frequency of amino acid appearance was the main factor of improvement of our methods.

1. Introduction

Protein-protein interactions play an important role in a number of biological activities such as DNA replication and repair, molecular recognition, enzyme reaction, and signal transduction cascade. The yeast two-hybrid system was recently developed as high-throughput method of screening protein-protein interactions $^{1,2}$. However, to study protein function in detail and to design drugs, it is important to know how protein-protein interactions occur at the atomic level. Many X-ray diffraction and nuclear magnetic resonance (NMR) experiments have been conducted to obtain detailed structural information of protein complexes. However, these experiments are time consuming and expensive. To resolve these problems, various computational methods have been developed.

Protein-docking methods, which predict structures of a complex based on the structures of their protomers, are common examples of such computational methods $^{3}$. Various docking methods have been evaluated in a community-wide experiment, Critical Assessment of PRediction of Interactions (CAPRI) $^{4,5}$. In these methods, protein-protein interaction sites determined by experiment or predicted by computation reduce required search space and filter out incorrect models $^{4–6}$. Prediction of protein-protein interaction sites is useful for docking methods, mutational experiments, and drug design. Many methods of predicting protein-protein interaction sites are also useful for determining the candidate sites for docking. In addition, their application might be broader than docking in that they require no partner information.

Since knowledge of the characteristics of protein-protein interaction sites is useful for detecting such sites, many studies have analyzed various interface properties such as physicochemical properties $^{7}$, residue propensities $^{8}$, and evolutionary conservation $^{9}$. Various prediction methods using the properties of protein-protein interaction sites described above have been developed. Jones and Thornton used six parameters described above to predict whether a surface patch is an interface or not $^{10}$. ProMate used various physicochemical properties in addition to amino acid pairing preferences and evolutionary conservation $^{11}$. The optimal docking area method utilized only desolvation energy and found that the low energy point was located in the known binding site or in its vicinity $^{12}$. The evolutionary trace method $^{13–15}$ and other methods of calculating the conservation score $^{16,17}$ used multiple sequence alignment to predict functionally impor-
tant residues such as the protein-protein interaction site, the protein-DNA binding site, and the enzymatic active site.

In recent years, machine learning algorithms such as artificial neural network (ANN) and support vector machine (SVM) have been used for prediction. Machine learning methods have few parameters to determine and are suitable for combining various features. There are methods that use only sequence information [18,19] and that use both sequence and structural information [19–23]. Prediction using structural information is subdivided into two categories: interaction residue prediction [19–22] and interaction patch prediction [23]. Interaction residue prediction predicts whether a given residue is in the interaction site or not. Such information is not always necessary because sometimes researchers only need to know whether the residue is in the vicinity of an interaction site. In predicting interaction patches, however, results depend on the definition of patch and the residue-base prediction realizes more fine-grained prediction than does the patch prediction. We developed our interaction residue prediction methods with these considerations in mind.

Here, we present two methods of predicting protein-protein interaction site residues: a method using only sequence information and a method using both sequence and structural information. We used SVM as a classifier to decide each residue as an interaction site residue or a non-interaction site residue. The effectiveness of SVM is well known in various predictions such as secondary structure [24], accessible surface area [25], and fold recognition [26].

The new and original points of our study are the features input to SVM and the application of SVM in two stages. We use the position specific scoring matrix (PSSM) of PSI-BLAST as a sequence feature and accessible surface area (ASA) of polar and non-polar atoms in a residue as a structural feature. These features for sequentially or spatially neighboring residues were combined to constitute a feature vector. We show that ASAs of polar and non-polar atoms in a residue is superior to relative ASA of a residue, which is normalized by its maximum value, in predicting protein-protein interaction residues and that it is important to use PSSM instead of frequency. In addition, we use SVM in two stages to filter out isolated predictions, which are predictions contrary to those of surrounding residues.

2. Materials and Methods

2.1 Datasets

A dataset consisting of 563 nonhomologous protein chains with no more than 25% sequence identity, which is the same set as used by Koike and Takagi [19], was used to evaluate our method’s performance. This dataset consists of protein chains in the Protein Data Bank (PDB) [27] that satisfy the following conditions: 1) those are determined by X-ray with resolution better than 3.5 angstroms, 2) the distance between the nearest heavy atoms in other chains is within 5 angstroms, and 3) the length of their chains is longer than 100 residues. To exclude complexes that may not form complexes in vivo, we omitted hetero complexes with <20 interfacial residues and homo complexes with <30 interfacial residues. Complexes whose BLAST [28] E-value is larger than 0.01 are defined as hetero complexes. All other complexes are defined as homo complexes. A dataset consisting of 271 hetero complex chains and 292 homo complex chains was obtained with these definitions.

2.2 Definition of Protein Interaction Site Residues

The solvent accessible surface area of each residue was computed with the Dictionary of Protein Secondary Structure (DSSP) program [29]. Residues with surface areas more than 10% exposed to solvent were defined as surface residues. Interaction site residues were defined as surface residues where the distance between any heavy atoms in residue and any heavy atoms in the interacting proteins was within 5 angstroms. About 23% of whole residues (155054 residues) and 30% of surface residues (104331 residues) in our dataset were interaction site residues (31816 residues) under this definition. In this study, we predicted interaction site residues from whole residues when sequence information alone was used and from surface residues when structural information was also used.

2.3 Outline of Prediction

Our method uses SVM in two stages to filter out isolated predictions, which are predictions contrary to those of surrounding residues (Fig. 1). In the first stage, only the sequence or both sequence and structural features were extracted. These features of sequentially or spatially neighboring residues were combined
to constitute a feature vector for first stage prediction. The SVM prediction produced a decision value for each residue. In the second stage, the decision values of neighboring residues were combined in the same way to constitute a feature vector for second stage prediction. Five-fold cross-validation was used to estimate the performance.

### 2.4 Feature Extraction

Frequencies\(^{19,20,22}\) and PSSMs\(^{21}\) have been used as sequence information for machine learning approaches. However, which is better in predicting interaction residues has not yet been studied. Thus, we compared the prediction accuracy of frequencies and PSSMs. Frequency is an \(N\)-by-20 matrix for sequences of length \(N\). The \((i,j)\) element of this matrix represents the ratio of amino acid type \(j\) at the \(i\)-th sequence position. Position specific scoring matrix (PSSM) of PSI-BLAST\(^{28}\) is also an \(N\)-by-20 matrix for sequences of length \(N\). The \((i,j)\) element of this matrix represents the degree of conservation of amino acid type \(j\) at \(i\)-th sequence position. To make frequencies and PSSMs for each protein chain, PSI-BLAST with two iterations against NCBI nr database was used. All PSI-BLAST arguments except for iteration were default values. Both frequency and PSSM, which are created from multiple sequence alignment, generate a 20-dimensional vector for each residue of each protein. However, PSSM takes both sequence weighting and pseudocount frequencies into consideration. Frequency is simply the ratio of the amino acid types in each position. This means that PSSM represents the similarity between feature vectors more accurately than frequency.

Relative ASA has been used to represent exposure of residue to solvent and was used to predict interaction residues\(^ {19}\). The hydrophobic residues, which have a large relative ASA, are likely to be interaction sites because such areas are stabilized by interaction with hydrophobic regions of other protein chains. Since we expected that looking at the exposure of a hydrophobic area at the atomic level rather than the residue level improves prediction performance, we subdivided the ASA of a residue into the ASAs of polar and of non-polar atoms in a residue. ASAs of polar and non-polar atoms in a residue represent the region of residue that is exposed to solvent. ASAs of polar and non-polar atoms in a residue were calculated by the NACCESS program\(^ {30}\). Polar atoms are all oxygen and nitrogen atoms, and non-polar atoms are the others.

### 2.5 Support Vector Machine

Support vector machine (SVM) is a supervised learning algorithm for two-group classification problems\(^ {31}\). SVM is known for its high performance in classifying unknown data and has been applied to many problem areas\(^ {24–26}\). SVM maps the feature vector into a high dimen-
sional feature space and classifies the samples by separating the hyperplane in this space. At the training stage, SVM searches for an optimal hyperplane by solving a quadratic programming optimization problem. This hyperplane, determined by the criterion that maximizes the distance of nearest feature vector, has good generalization performance. We used LIBSVM, Library for Support Vector Machines [32], with a radial basis function (RBF) kernel to predict protein-protein interaction site residues. The SVM using the RBF kernel has two parameters, gamma and cost. Gamma determines RBF kernel function. Cost determines softness of the hyperplane. We fixed gamma at a default value of LIBSVM (1/dimension of feature vector) and tried 1, 10, 20, . . . , 90, and 100 as cost values to search for the best parameter set.

2.6 SVM Training and Prediction

In the method using only sequence information, PSSMs of 11 sequential neighboring residues were used as features for the training and the prediction of the first stage SVM. This vector was used to predict whether the central residue is an interaction residue or not. In the method using both sequence and structural information, PSSMs and ASAs of the central residue and 14 spatially neighboring residues were used as features. ASAs of polar and non-polar atoms in a residue were treated separately. Spatially neighboring residues were defined as the nearest residues as measured by distance between the alpha carbon of the central residue and that of another residue. These features were sorted in ascending order of distance when we create a feature vector. The value of each element of a feature vector is scaled to the range [0, 1] because the range of the PSSM value and that of ASA are different. The feature vectors were used in prediction, and the decision values, which are calculated by the decision function, were obtained for each residue. Usually a decision value is digitized by the sign function, and the value indicates each class. However, in this approach, raw decision values of 11 sequentially or 15 spatially neighboring residues were used as features for SVM input in the second stage. The output of the second stage is also raw decision values. We predict protein-protein interaction site residues based on these values and adjust recall-precision performance by adjusting cutoff values (default value is 0) for comparison with other methods. If the decision value is higher than or equal to the cutoff value, the residue is predicted to be an interaction site residue and if the decision value is lower than the cutoff value, the residue is predicted to be a non-interaction site residue. In the method using both sequence and structural information, the feature vector has 330 dimensions (20 of PSSM plus 1 of ASA of polar atoms plus 1 of ASA of non-polar atoms per residue for 15 residues) in the first stage and has 15 dimensions (one of decision value per residue for 15 residues) in the second stage. The performance of each predictor was evaluated by 5-fold cross-validation.

2.7 Measure of Prediction Performance

Because of disproportion between the number of interaction site residues and of non-interaction site residues, evaluation of performance based only on accuracy is inadequate. Thus we considered the following to evaluate predictor performance.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{AP \times AN} \times PP \times PN}
\]

TP, TN, FP, FN, AP, AN, PP, and PN mean the numbers of true positives, true negatives, false positives, false negatives, all positives, all negatives, predicted positives, and predicted negatives, respectively. Accuracy is the percentage of correct predictions in all predictions. Recall is the percentage of correctly predicted interaction site residues in interaction site residues. Precision is the percentage of correctly predicted interaction site residues in predicted interaction site residues. Matthew’s correlation coefficient, MCC, represents how well a predicted class correlates with an actual class and ranges from −1 to 1. MCCs of 1, 0, and −1 mean perfect correlation, decorrelation, and inverse correlation, respectively.

3. Results

3.1 Prediction Performance

For prediction using both sequence and structural information, the recall and precision of the method using two-stage SVM with PSSMs and ASAs of polar and non-polar atoms as fea-
Table 1  Performance of predictor using 15 spatially neighboring residues.

| SVM Predictor                          | Accuracy (%) | Precision (%) | Recall (%) | MCC     |
|----------------------------------------|--------------|---------------|------------|---------|
| 2-stage SVM using PSSMs and aASAs      | 69.4 (51.5)  | 50.0 (30.4)   | 75.5 (46.1)| 0.391   |
| 1-stage SVM using PSSMs and aASAs      | 69.4 (52.0)  | 50.0 (30.4)   | 73.6 (44.9)| 0.382   |
| 2-stage SVM using PSSMs and rASAs      | 69.6 (52.0)  | 50.1 (30.4)   | 73.6 (44.8)| 0.384   |
| 1-stage SVM using PSSMs and rASAs      | 69.6 (52.5)  | 50.1 (30.4)   | 71.4 (43.4)| 0.374   |
| 2-stage SVM using frequencies and aASAs | 69.3 (52.5)  | 49.9 (30.4)   | 71.1 (43.5)| 0.369   |
| 1-stage SVM using frequencies and aASAs | 69.4 (53.1)  | 50.0 (30.4)   | 68.7 (41.9)| 0.359   |
| 2-stage SVM using frequencies and rASAs | 69.5 (53.0)  | 50.0 (30.4)   | 69.2 (42.2)| 0.363   |
| 1-stage SVM using frequencies and rASAs | 69.6 (53.7)  | 50.2 (30.4)   | 66.2 (40.3)| 0.351   |

Randomly predicted values are shown in parentheses. Each random value was calculated as described below.

Random accuracy = (1 − Random precision) × (1 − Random recall) + Random precision × Random recall. Random precision = (TP + FN) ÷ (TP + TN + FP + FN). Random recall = (TP + FP) ÷ (TP + TN + FP + FN)

Fig. 2  Recall-precision curves of eight predictors using both sequence and structural information.
1: 2-stage SVM using PSSMs and aASAs.
2: 1-stage SVM using PSSMs and aASAs.
3: 2-stage SVM using PSSMs and rASAs.
4: 1-stage SVM using PSSMs and rASAs.
5: 2-stage SVM using frequencies and aASAs.
6: 1-stage SVM using frequencies and aASAs.
7: 2-stage SVM using frequencies and rASAs.
8: 1-stage SVM using frequencies and rASAs.

The performance of the method using sequence information alone are shown in Table 2 and Fig. 3. The protein-protein interaction site residues were predicted using PSSMs and frequencies of 11 sequentially neighboring residues. The performances of the methods using only sequence information are generally worse than that of the method using both sequence and structural information. This indicates that structural information is important in predicting protein-protein interaction sites. The method using PSSMs performed better than the one using frequencies. However, using two-stage SVM did not improve performance. There are two possible reasons for this. One is that the tendency of sequentially neighboring residues to form clusters of interaction residue is weaker than for spatially neighboring residues. This weak tendency may not be sufficient to enable reprediction. The other is that, in first stage prediction, the method using sequence information alone does not perform as well as the method using structural information. Reprediction based on such inaccurate prediction is meaningless.

The performance of the method using
Table 2 Performances of predictors using 11 sequentially neighboring residues.

| SVM Predictor                  | Accuracy (%) | Precision (%) | Recall (%) | MCC  |
|-------------------------------|--------------|---------------|------------|------|
| 1-stage SVM using PSSM        | 57.9 (51.2)  | 30.0 (22.9)   | 62.3 (47.6)| 0.160|
| 2-stage SVM using PSSM        | 57.9 (51.1)  | 30.0 (22.9)   | 62.9 (48.0)| 0.162|
| 1-stage SVM using frequencies | 60.8 (55.0)  | 30.0 (22.9)   | 53.2 (40.7)| 0.139|
| 2-stage SVM using frequencies | 60.4 (54.6)  | 30.0 (22.9)   | 54.2 (41.4)| 0.141|

Randomly predicted values are shown in parentheses. Since precision of two methods were 30.0% and 30.8% in default cutoff value, precision was adjusted to 30.0% for comparison by adjustment.

The two-stage SVM with PSSMs and ASAs of polar and non-polar atoms in a residue was compared to Koike and Takagi’s method\(^{(19)}\), which used the same dataset for training and prediction. Their method used single-stage SVM with frequencies and relative ASA of residue. The recall and precision of their method were 44.6% and 56.1%, respectively. We obtained the result that the recall was 73.6% (29% higher than theirs) when the precision was 50.5% (5.6% lower than theirs). To directly compare two methods, we also adjusted the threshold of our method. The recall of our method was 62.2% when the precision was 56.1%. The precision was 63.6% when the recall was 44.6%. Thus, the performance of our method was higher than theirs.

3.2 Prediction Performance for Unbound Structures

In the previous subsection, 5-fold cross validation was performed using bound protein structures. However, prediction for unbound structures would be more useful for real applications. Thus, we examined the difference between the prediction for bound structures and the prediction for unbound structures. We searched PDB for unbound structures corresponding to bound structures of hetero complexes in the dataset described in “Materials and Methods”. As a result, we obtained 21 unbound structures. Interaction sites of both bound and unbound structures were predicted using SVM trained by the bound structures that do not have the corresponding unbound structures. The two-stage SVM using PSSMs and ASAs of polar and non-polar atoms in a residue was used for prediction. MCC values for unbound structures were plotted against those for bound structures (As shown in Fig. 4, there are no serious differences between the bound and unbound predictions. The reason for this seems to be that the structural change between the bound and unbound structures are small: Cα RMSD (root mean square deviation) is less than 2.0 angstrom in almost (19/21) bound-unbound pairs.

3.3 Propensities of Interaction Sites

We calculated the ratio of interaction site residues in particular amino acids in protein surfaces. The results are shown in Fig. 5. In this figure, amino acid types are arranged in ascending order of hydrophatic index\(^{(33)}\). This figure clearly shows that the ratio of interaction sites in hydrophobic amino acids is higher than...
Propensities of each amino acid type to be an interaction site. Propensities were calculated as base two logarithms. Positive value means that a residue appears in interaction site more frequently than on surface, and negative value means that a residue appears in interaction site less frequently than on surface.

This is consistent with the work of Bordner, et al.\textsuperscript{22} who showed that solvation energy calculated using atomic solvation parameters weighted by atomic ASA is high in the interface. Tryptophan and tyrosine are less hydrophobic but have a high propensity to be interaction sites. These residues are known for their aromatic side-chain interactions. Specifically, it is known that tryptophan often becomes an anchor residue, a hot spot that contributes greatly to free energy for binding\textsuperscript{34}, and the structural conservation of tryptophan on the protein surface indicates highly possible binding sites\textsuperscript{35,36}.

To investigate how various properties discriminate between interaction sites and non-interaction sites, we calculated the prediction performance of the hydropathy index (H), the hydropathy index weighted by relative ASA (HW), amino acid propensities (A), and amino acid propensities weighted by relative ASA (AW). These methods are statistical methods; they made predictions using the sum of the value of the central residue and 14 spatially neighboring residues. The threshold value of these statistical methods was adjusted by maximizing MCC. The results of these methods are summarized in Table 3. The table shows that 1) it is important to consider the exposure of residue, 2) amino acid propensities were a better basis on which to discriminate between interaction and non-interaction sites than the hydropathy index. First, the larger the exposure of residue is, the larger the energy stabilization by interaction is. Thus, exposure of residue is important for discrimination. Second, the hydropathy index cannot discriminate well because a low hydropathy index is assigned to weak hydrophilic residues such as tryptophan and tyrosine and strong hydrophilic residues such as arginine, but these residues have a strong propensity to be interaction sites (Fig. 5). As a comparison, we also present the result of two SVM results: One is the two-stage SVM with amino acid frequencies (propensities) and relative residue-base ASAs, and the other is the two-stage SVM with the PSSMs and relative residue-base ASAs. The result that the two SVM methods performed better than the statistical methods show that the machine learning technique (SVM) is effective to learn and predict the complicated pattern of the interaction sites. The reason why the PSSMs contribute to the performance improvement is that it takes into consideration evolutionary conservation and combination of amino acid types in patches rather than simple amino acid propensities.

### 3.4 Example of Prediction

An example of prediction of interaction sites is shown in Fig. 6 and Table 4. The three images are answer and prediction results for the catalytic domain of Ras GTPase-activating protein (PDB ID: 1wq1, chain ID: g). Top is for answer, middle is for two-stage SVM with PSSMs and ASAs of polar and non-polar atoms in a residue, and bottom is for single-stage SVM with PSSMs and ASAs of polar and non-polar atoms in a residue. The number of false positives predicted by the two-stage method was lower than that predicted by the single-stage method. The two-stage method for filtering worked well in this example. The hydrophobic region of the interaction site of this protein,
which is rich in residues with a strong propensity to interact (Arg789, Leu902, Arg903, and Leu910), was correctly predicted to be an interaction site. Meanwhile the hydrophilic region of interaction site of this protein, which is rich in residues with a weak propensity to interact (Lys935, Gln938, Asn942, Lys949 and Glu950), was incorrectly predicted to be a non-interaction site. However, this hydrophilic region plays an important role in the conformational changes required for GTP hydrolysis\textsuperscript{37}.

Since the SVM learns an optimal hyperplane from the training dataset, which has propensities for interaction sites that are rich in hydrophobic and aromatic residues and are not rich in hydrophilic residues, it is difficult to correctly predict hydrophilic interaction sites using this SVM predictor.

### 3.5 Effect of Size of Training Dataset

To estimate how much performance improved as the size of the training dataset increased, we investigated the performances of five predictors trained by a subset of the dataset. Predictors were trained by 1/5, 2/5, 3/5, 4/5, and 5/5 of the dataset described in “Materials and Methods”. These predictors used the two-stage SVM with PSSMs and ASAs of polar and non-polar atoms. The results are shown in Fig. 7. The performances of these five predictors increase as the size of the dataset increases. However, the improvements in performance become progressively smaller. This suggests that SVM learning to predict interaction sites from PSSMs and ASAs is reaching a limit. Since the number of non-homologous complex structures is unlikely to increase rapidly, the improvement of performance based on growth of PDB is expected to be small.

### 4. Conclusion

We investigated the propensities of protein interaction site residues and developed a novel prediction method using results of the investigation. In the dataset we used, hydrophobic and aromatic residues are highly likely interaction site residues. We developed a method using sequence information alone and a method using both sequence and structural information. Thus, we can predict protein-protein interaction sites from sequence alone, and, if the structure of target protein is available, it is possible to predict that more accurately. PSSMs, ASAs, and two-stage SVM all contributed to improvement in performance. The contribution of PSSMs to improvement was the greatest.
Performance comparison with other methods described in this paper is restricted. The existing systems have evaluated performance for different training and prediction sets and it is practically difficult to fairly compare performance among them.

We are planning to further modify our method and to apply it to docking algorithms. The prediction of interaction residues may be useful for restriction of search spaces or for filtering out incorrect predictions. Many methods of predicting interaction sites have been developed. Most of them pay attention only to information about target proteins. When a partner protein is known, using the information about a partner such as amino acid composition, presence or absence of a hydrophobic patch or clusters of charged residues may possibly improve prediction performance. We will also use this method for docking algorithms developed in our laboratory 38).
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