ABSTRACT

Distributed automatic speech recognition (ASR) requires to aggregate outputs of distributed deep neural network (DNN)-based models. This work studies the use of submodular functions to design a rank aggregation on score-based permutations, which can be used for distributed ASR systems in both supervised and unsupervised modes. Specifically, we compose an aggregation rank function based on the Lovasz Bregman divergence for setting up linear structured convex and nested structured concave functions. The algorithm is based on stochastic gradient descent (SGD) and can obtain well-trained aggregation models. Our experiments on the distributed ASR system show that the submodular rank aggregation can obtain higher speech recognition accuracy than traditional aggregation methods like Adaboost. Code is available online.
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1. INTRODUCTION

The recent development of computer architectures allows automatic speech recognition (ASR) to be set up in a distributed way [1, 2], where the outputs of different deep neural network (DNN)-based acoustic models are somehow combined to obtain higher ASR accuracy. Our previous work on distributed ASR [3] focused on how to set up a distributed ASR system based on several non-overlapping data subsets, which are produced by applying the submodular data partitioning approach. However, the traditional Adaboost [4] was used in that work to combine the outputs of different subsystems from distributed acoustic models for a better ASR performance. This work proposes a novel method on submodular rank aggregation on score-based permutations for combining scores of acoustic models into a final consistent list of scores.

Rank aggregation is the task of combining a couple of different permutations on the same set of candidates into one ranking list with a better permutation on candidates. More specifically, there are $K$ permutations $\{x_1, x_2, \ldots, x_K\}$ in total, where the elements $\{X_{1j}, X_{2j}, \ldots, X_{Nj}\}$, which are in the ranking list $x_j$, denote either relative orders or numeric values for the candidates. In the framework of rank aggregation on score-based permutations, the elements in the ranking lists represent numerical values and a combined list $\bar{x}$ with the aggregated scores is used to obtain the relative orders for candidates by sorting the values in $\bar{x}$.

The Lovasz Bregman (LB) divergence for rank aggregation on the score-based permutations is initially introduced in [5]. The LB divergence is derived from the generalized Bregman divergence parameterized by the Lovasz extension of a submodular function, where a submodular function can be defined via the property of diminishing return [6]. The diminishing return suggests that a function $f : 2^V \rightarrow \mathbb{R}_+$ is submodular if $\forall a \in V \setminus B$ and subsets $A \subseteq B \subseteq V$, $f$ satisfies the inequality $f\{a \cup A\} - f\{A\} \geq f\{a\} - f\{B\}$. Although general discrete optimization problems are NP-hard, the submodular function allows the discrete optimization problems to be efficiently approximated by heuristic algorithms, e.g., an exact minimization and an approximated maximization [7], in a polynomial time with a performance guarantee. Moreover, the Lovasz extension of a submodular function ensures a convex function [8].

The LB divergence to rank aggregation on score-based permutations is briefly discussed in [5, 9], where the LB divergence is capable of measuring the divergence between a score-based permutation and an order-based permutation. This work applies the LB divergence to construct the Normalized Discounted Cumulative Gain (NDCG) [10] loss function for the rank aggregation with an application to the distributed ASR system. The NDCG is a measure of ranking quality to evaluate the effectiveness of ranking algorithms, and it can be taken as an objective function for the rank aggregation of the distributed ASR system.

Figure 1 shows a distributed ASR system, where there are 8 well-trained DNN-based acoustic models and the outputs of all models need to be aggregated to enhance the ASR performance. Our previous work [3, 11] focused on how to use submodular data partitioning and selecting algorithms to split the full dataset into 8 different non-overlapping subsets, and made use of the subsets to train 8 different DNN-based acoustic models. Then, the scoring lists of 8 acoustic models are aggregated to generate a consensus scoring list based on submodular rank aggregation in this work.

Our contribution in this work includes: (1) the NDCG loss function is constructed based on the LB divergence; (2) linear and Nested
structured frameworks are formulated for constructing optimization problems of the submodular rank aggregation; (3) efficient learning and inference algorithms are proposed; (4) the algorithms are applied to a distributed ASR system.

The remainder of the paper is organized as follows: Section 2 introduces the submodular function based on the LB divergence and the related NDCG loss function, and then the linear and nested rank aggregation functions are discussed in Section 3. The experimental results of the submodular rank aggregation for the distributed ASR system are shown in Section 4 and the paper is concluded in Section 5.

2. LB DIVERGENCE AND THE NDCG LOSS FUNCTION

The LB divergence as a utility function was firstly proposed in [12], and the related definitions for the LB divergence are briefly summarized in Definitions 1, 2, 3.

**Definition 1.** For a submodular function \( f \) and an order-based permutation \( \sigma \), there is a chain of sets \( \phi = S_0^\sigma \subseteq S_1^\sigma \subseteq \ldots \subseteq S_N^\sigma = V \), with which the vector \( h^\sigma_x \) is defined as

\[
h^\sigma_x(\sigma(i)) = f(S_i^\sigma) - f(S_{i-1}^\sigma), \quad \forall i, 1, 2, \ldots, |V|
\]  

(1)

where \( V \) is the ground set with all elements, and \(|V|\) is the number of candidates.

**Definition 2.** For a submodular function \( f \) and a score-based permutation \( x \), we define a permutation \( x_\sigma \) such that \( x[x_\sigma(1)] \geq x[x_\sigma(2)] \geq \ldots \geq x[x_\sigma(N)] \), and a chain of sets \( \phi = S_0^x \subseteq S_1^x \subseteq \ldots \subseteq S_N^x = V \), with which the vector \( h^x_\sigma \) is defined as

\[
h^x_\sigma(x_\sigma(i)) = f(S_i^x) - f(S_{i-1}^x), \quad \forall i, 1, 2, \ldots, N
\]  

(2)

**Definition 3.** Given a submodular function \( f \) and its associated Lovasz extension \( f^\bullet \), we define the LB divergence \( d^\bullet_f(x||\sigma) \) for measuring the divergence of permutations between a score-based permutation \( x \) and an order-based permutation \( \sigma \). The LB divergence is defined as

\[
d^\bullet_f(x||\sigma) = \langle x, h^\sigma_x - h^x_\sigma \rangle
\]  

(3)

where both \( h^\sigma_x \) and \( h^x_\sigma \) are defined via definitions 1 and 2, respectively.

Next, we study how to apply the LB divergence to obtain the NDCG loss function, which is used in the rank aggregation on score-based permutations.

**Definition 4.** Given an order-based permutation \( \sigma \) with candidates from a ground set \( V = \{1, 2, \ldots, N\} \), and a set of relevance scores \( \{r(1), r(2), \ldots, r(N)\} \) associated with \( \sigma \), the NDCG score for \( \sigma \) is defined as (4), where \( D(\cdot) \) denotes a discounted term and \( \pi \) denotes the ground truth. Accordingly, the NDCG loss function \( L(\sigma) \) is defined as (5).

\[
NDCG(\sigma) = \frac{1}{\sum_{i=1}^{N} r(\pi(i))D(i)} \sum_{i=1}^{N} r(\sigma(i))D(i)
\]  

(4)

\[
L(\sigma) = 1 - NDCG(\sigma) = \frac{\sum_{i=1}^{N} r(\pi(i))D(i) - r(\sigma(i))D(i)}{\sum_{i=1}^{N} r(\pi(i))D(i)}
\]  

(5)

**Corollary 1.** For a submodular function \( f(X) = g(|X|) \), the LB divergence \( d^\bullet_f(x||\sigma) \) associated with \( f \) is derived as (6).

\[
d^\bullet_f(x||\sigma) = \sum_{i=1}^{N} x(\sigma(i))\delta_i - \sum_{i=1}^{N} x(\pi(i))\delta_i
\]  

(6)

where \( \delta_i = g(i) - g(i - 1), g(\cdot) \) is a concave function, \( |X| \) denotes the cardinality of the set \( X \), and \( \sigma_0 \) and \( \sigma \) refer to the score-based and order-based permutations, respectively.

It is found that \( d^\bullet_f(x||\sigma) \propto L(\sigma) \), and the normalized \( d^\bullet_f(x||\sigma) \) can be applied as a utility function for the NDCG loss measurement because the normalization term in (5) is constant. Besides, the LB divergence guarantees an upper bound for the NDCG loss function as shown in Proposition 1.

**Proposition 1.** Given a score-based permutation \( x \) and a concave function \( g \), the LB divergence \( d^\bullet_f(x||\sigma) \) defined as (6) provides a constant upper bound to the NDCG loss function. Specifically,

\[
L(\sigma) \leq \frac{\epsilon \cdot (g(1) - g(|V|))}{\min_i x(\sigma(i))\delta_i}
\]  

(7)

where \( n \) is the number of permutation \( x, \epsilon = \frac{\max |x(i) - x(j)|}{n} \), \( Z = \sum_{i=1}^{n} x(\sigma(i))\delta_i \) is a normalization term, and the upper bound for \( L(\sigma) \) is independent of the permutation variable \( \sigma \).

**Proof.** To obtain (7), we firstly show that, given a monotone submodular function \( f \) and any permutation \( \sigma \), there is an inequality (8) for \( d^\bullet_f(x||\sigma) \):

\[
d^\bullet_f(x||\sigma) \leq (\epsilon - \min_j (f(j|\{j\})) - \min_j (f(j|\{\})))
\]  

(8)

where \( \epsilon = \frac{\max |x(i) - x(j)|}{n} \), and \( f(j|\{j\}) = f(V) - f(\{j\}) \) is a marginal gain. Furthermore, by setting \( f(X) = g(|X|) \), we can obtain \( \max_j f(j) = g(1) \), and by applying the submodular diminishing return property \( \min_j f(j|\{\}) = f(V) - f(\{\}) = g(|V|) - g(|V| - 1) \) for all \( j \). Thus, by setting \( L(\sigma) = \frac{1}{\sum_{i=1}^{N} x(\sigma(i))\delta_i} \) and noting that \( Z \geq n \cdot \max_i x(\sigma(i))\delta_i \), the proof for (7) is completed.  

3. THE LEARNING FRAMEWORKS FOR SUBMODULAR RANK AGGREGATION

Section 3 discusses two learning frameworks based on the NDCG loss function as introduced in Section 2, and the associated algorithms are proposed accordingly.

3.1. The Linear Structured Framework

The first learning framework based on the LB divergence is built upon a linear structure. Suppose that there are \(|Q|\) queries and \(K\) score-based permutations \( \{x_1^q, x_2^q, \ldots, x_K^q\} \) associated with the query \( q \in Q, \forall q \in Q \), and \( \pi^q \in \{1, 2, \ldots, N\} \). The LB divergence \( d_f(x^q||\pi^q) \) computes the divergence between \( x^q \) and \( \pi^q \). The problem focuses on how to assign the weight vector \( w = (w_1, w_2, \ldots, w_K)^T \) to \( d_f(x^q||\pi^q) = (d_f(x_1^q||\pi^q), \ldots, d_f(x_K^q||\pi^q))^T \).

The objective function of the linear structure is formulated in (9), where \( \lambda \) denotes a regularization term.
Algorithm 1 Inference Algorithm 1

1. Input: a test data \{q, N, K, X\}, and the trained weights \(w^* = \{w^*_1, w^*_2, ..., w^*_K\}\).
2. Compute \(R_X = \sum^K_{i=1} w^*_i x_i\).
3. Argsort \(R_X\) in a decreasing order \(\to \hat{\sigma}\).
4. Output: \(\hat{\sigma}\) and the sorted scores \(R_X(\hat{\sigma})\).

\[
\min_w \frac{1}{|Q|} \sum_{q \in Q} \sum^K_{i=1} w_i d_f(x^q_i || \pi^q) + \lambda \frac{1}{2} \sum^K_{i=1} w_i
\]
\[
s.t., \sum^K_{i=1} w_i = 1, \quad w_i \geq 0
\]

The stochastic gradient descent (SGD) algorithm is applied to obtain \(\nabla \log R\) as (10), and update the parameter \(w\) based on (11) to satisfy the constraints in (9).

\[
\nabla_i = \frac{1}{|Q|} \sum_{q \in Q} d_f(x^q_i || \pi^q) + \lambda w_i
\]
\[
w_i(t+1) = \frac{w_i(t) \exp(-\mu \nabla_i \log d_f)}{\sum^K_{j=1} w_j \exp(-\mu \nabla_j \log d_f)}
\]

The update of (11) goes through all \(i = 1, ..., K\) and each query \(q \in Q\). Several iterations are repeated until \(w\) gets convergence.

**Proposition 2.** In the linear structured framework, given the number of candidates \(N\) and the number of permutations \(K\), the computational complexity in the training stage is \(O(NK)\).

The inference process is formulated as follows: given a test data \(\{q, N, K, X\}\), where \(q\) is a query, \(N\) and \(K\) have been defined as above, and \(X = \{x^1_q, ..., x^K_q\}\) represents the score-based permutation associated with the query \(q\), we estimate an optimal order-based permutation \(\hat{\sigma}\) as defined in (12).

\[
\hat{\sigma} = \arg \min_{\pi} \sum^K_{i=1} w_i^* d_f(x^\pi_i || \pi^q)
\]

where \(w^*\) refers to the weight vector trained in the training stage. Generally, the problem in (12) is an NP-hard combinatorial problem, but the LB divergence provides a close-form solution \(\hat{\sigma} = \sigma_\mu\), where \(\mu = \sum^K_{i=1} w_i^* x_i^q\). The complete inference algorithm is shown in Algorithm 1. Note that the order-based permutation \(\hat{\sigma}\) is finally obtained by sorting the numerical values in \(R_X\) and the permutation associated with \(R_X\) is returned in a decreasing order.

### 3.2. The Nested Structured Framework

The linear structured framework involves several potential problems: the first problem is that the score-based permutations \(\{x_i\}_{i=1}^K\) may not interact with each other, since one permutation might be partially redundant with another; the second problem lies in the fact that a permutation \(x_i\) tends to become dominant over the rest. To overcome these problems, an additional hidden layer is utilized to construct a nested structured framework.

The objective function for the nested structured framework is formulated as (13), where \(K_1\) and \(K_2\) separately represent the numbers of units in the input and hidden layers, \(W_1 \in R^{K_2 \times K_1}\) and \(W_2 \in R^{K_2 \times K_2}\) denote weights for the bottom and upper layers, respectively, and \(\lambda_1\) and \(\lambda_2\) refer to regularization terms. By setting both \(\Phi_1\) and \(\Phi_2\) as increasing concave functions, the objective function becomes a concave function and thus it needs to be maximized with respect to \(W_1\) and \(W_2\).

\[
\max_{W_1, W_2} \frac{1}{|Q|} \sum_{q \in Q} \Phi_2 \left( \sum_{i=1}^{K_2} W_2(i) \Phi_1 \left( \sum_{j=1}^{K_1} W_1(i,j) x_i^q \right) \right)
\]
\[
+ \lambda_1 \frac{1}{2} \|W_1\|_F^2 + \lambda_2 \frac{1}{2} \|W_2\|_F^2
\]

\[
\text{s.t.,} \sum_{j=1}^{K_2} W_1(i,j) = 1, \sum_{i=1}^{K_1} W_2(i) = 1,
\]
\[
W_1(i,j) \geq 0, \quad W_2(i) \geq 0, \quad \forall i,j
\]

The update for weights \(W_1\) and \(W_2\) follows a feed-forward manner that is similar to that employed for a standard Multiple Layer Perceptron (MLP) training.

As to the update for the weights of the bottom layer, the temporal variables \(\delta_1(i)\) and \(\nabla_1(i,j)\) need to be firstly computed by (14) and (15), and \(W_1\) is updated by (16), where \(\mu\) refers to the learning rate.

\[
\delta_1(i) = \sum_{j=1}^{K_2} W_1^{(t)}(i,j) d_f(x_i^q || \pi^q)
\]
\[
\nabla_1(i,j) = \left( \Phi_1(\delta_1(i)) \right) \sum_{j=1}^{K_2} d_f(x_i^q || \pi^q) + \lambda_1 W_1^{(t)}(i,j)
\]
\[
W_1^{(t+1)}(i,j) = \frac{W_1^{(t)}(i,j) \exp(-\mu \nabla_1(i,j))}{\sum_{j=1}^{K_2} W_1^{(t)}(i,j) \exp(-\mu \nabla_1(i,j))}
\]

The procedure of updating \(W_2\) starts as soon as the update of \(W_1\) is done. The new \(\delta_2\) and \(\nabla_2(i)\) are separately derived by (17) and (18) based on the message propagation from the bottom layer. Finally, the update for \(W_2\) is conducted by (19).

\[
\delta_2 = \sum_{i=1}^{K_2} W_2^{(t)}(i) \Phi_1(\delta_1(i))
\]
\[
\nabla_2(i) = \left( \Phi_2(\delta_2) \right) ^T \Phi_1(\delta_1(i)) + \lambda_2 W_2^{(t)}(i)
\]
\[
W_2^{(t+1)}(i) = \frac{W_2^{(t)}(i) \exp(-\mu \nabla_2(i))}{\sum_{j=1}^{K_2} W_2^{(t)}(j) \exp(-\mu \nabla_2(j))}, \quad \forall i
\]

**Proposition 3.** In the nested structured framework, given the numbers \(K_1\) and \(K_2\) for the input and hidden layers, respectively, and the number of candidates \(N\), the computational complexity for the entire training process is \(O(NK_1 + K_1 K_2)\).

The inference for the nested structured framework shares the same steps that the linear structured framework except that the step 2 in Algorithm 1 is replaced by (20).

\[
R_X = \Phi_2(\sum_{i=1}^{K_2} W_2(i) \Phi_1(\sum_{j=1}^{K_1} W_1(i,j) x_i^q))
\]
4. EXPERIMENTS

This section presents the experimental setups and empirical results on the distributed ASR system. Our distributed ASR system is shown in Figure 1, where there are 8 DNN-based acoustic models and each DNN shares the same initial setup in terms of the model architectures and ReLU activation functions. A full training dataset is partitioned into 8 non-overlapping subsets by means of the robust submodular data partitioning algorithm [3], and each subset is employed to train a particular DNN-based acoustic model, which results in 8 different DNN-based acoustic models. The 8 lists of acoustic scores from the acoustic models need to be aggregated into a final list with a higher ASR accuracy. Instead of adopting the aggregation method based on Adaboost of our previous work [3], we apply the approach of submodular rank aggregation discussed in this work.

4.1. Experimental setup

Following the steps in [3], the submodular partitioning functions were composed based on the prior phonetic knowledge that a triphone corresponds to 8 different biphone-based on the phonetic knowledge including ‘Place of Articulation’, ‘Production Manner’, ‘Voicedness’ and ‘Miscellaneous’. For training each DNN-based acoustic model, the full dataset is split into 8 disjoint data subsets by formulating the problem as a robust submodular data partitioning algorithm in [3].

Our experiments were conducted on the 1300 hours of conversational English telephone speech data from the Switchboard, Switchboard Cellular, and Fisher databases. The development and testing datasets were the 2001 and 2002 NIST Rich Transcription development sets, with 2.2 hours and 6.3 hours of acoustic data, respectively. Data preprocessing includes extracting 39-dimensional Mel Frequency Cepstrum Coefficient (MFCC) features that correspond to 25.6ms of speech signals. Besides, mean and variance speaker normalization were also applied.

The acoustic models are initialized as clustered tri-phones modeled by 3-state left-to-right hidden Markov models (HMMs) [13]. The state emission probability in the HMMs was modeled from the Gaussian mixture model (GMM). The DNN targets consisted of approximately 7800 clustered tri-phone states [14]. All sequential labels corresponding to the training data were generated by forced-alignment based on HMM-GMM. A 3-gram language model, built from the training materials, was used for the decoding.

The units at the input layer of each of the 8 DNNs correspond to a long-context feature vector that was generated by concatenating 11 consecutive frames of the primary MFCC feature followed by a discrete cosine transformation (DCT) [15, 16]. Thus, the dimension of the initial long-context feature was 429 and the number was reduced to 361 after DCT. There were 4 hidden layers in total with a setup of 1024-1024-1024-1024 for the DNN construction [17]. The parameters of the hidden layers were initialized via Restricted Boltzman Machine pre-training [18], and the fine-tuned by the Multi-layer Perceptron Back-propagation algorithm. Besides, the feature-based maximum likelihood linear regression was applied to the DNN speaker adaption [19].

When the training process of all the DNN-based acoustic models was done, the final posteriors of the clustered tri-phones associated with the training data should be separately obtained from each of the DNN-based acoustic models. Those posteriors were taken as permutation data for training the submodular rank aggregation models. In the testing stage, the posteriors collected from the 8 DNN-based acoustic models are combined to one permutation that is expected to be as close to the ground truth as possible. As for the configuration of the submodular rank aggregation formulations, the number of permutations $K$ is set to 8, and the dimension of a permutation is configured as 7800, which matches the number of clustered triphone states. Besides, the number of units of the hidden layer in the nested structured framework is set to 120, and there is only one output corresponding to the final aggregation permutation.

4.2. Experimental results

Table 1 shows the ASR decoding results from each of the DNN-based acoustic models, and Table 2 represents the combined ones based on the different aggregation methods. The results suggest that the submodular rank aggregation methods based on the linear and nested structured formulation obtain a better result than the baseline system based on the Adaboost approach and a simple averaging method. The marginal gain obtained with the nested structured formulation with regards to the linear structured one arises from the potential bias caused by the forced-alignment of the clustered triphones.

| Model | DNN1 | DNN2 | DNN3 | DNN4 |
|-------|------|------|------|------|
| PER   | 28.3 | 28.7 | 29.3 | 28.6 |

Table 1. Phone Error Rate (PER) (%).

| Method         | PER |
|----------------|-----|
| Averaging      | 28.1|
| Adaboost       | 27.4|
| Linear-LBD     | 26.8|
| Nested-LBD     | 26.4|

Table 2. Phone Error Rate (PER) (%), ‘LBD’ stands for the Lovasz Bregman divergence.

5. CONCLUSIONS

This work proposes a submodular rank aggregation on score-based permutations based on the LB divergence in both linear and nested structured frameworks for a distributed ASR system. Besides, the related learning algorithms based on SGD are used to ensure optimal solutions to the submodular rank aggregation problem. Our experiments on the distributed ASR system show that the nested LB divergence can obtain significantly more gains. However, the gains obtained with respect to the other approaches are lower to varying degrees. In addition, our methods can be scalable to large-scale datasets because of their low computational complexity in the inference procedure.
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