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Abstract The quantum Fourier transform offers an interesting way to perform arithmetic operations on a quantum computer. We review existing quantum Fourier transform adders and multipliers and comment some simple variations that extend their capabilities. These modified circuits can perform modular and non-modular arithmetic operations and work with signed integers. Among the operations, we discuss a quantum method to compute the weighted average of a series of inputs in the transform domain. One of the circuits, the controlled weighted sum, can be interpreted as a circuit to compute the inner product of two data vectors.
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1 Introduction: quantum arithmetic

The discovery of Shor’s algorithm for efficient quantum factoring [1] awakened an interest on the quantum implementation of the modular arithmetic operations that are the building blocks of the quantum factorization circuit. Since then, there have been many proposals on how to build the required quantum modular adders, multipliers and exponentiators using a set of elementary quantum gates.

The first suggested circuits were reversible versions of known classical implementations [2,3]. Many subsequent proposals have been improvements and modifications of reversible generalizations of the adders and multipliers of classical digital logic [4–15].
There are also solutions with more of a “quantum flavour” such as teleportation-based operations [16], measurement-based schemes on cluster states [17], repeat-until-success circuits [18] or implementations that restrict to experimentally achievable quantum operations like the nearest-neighbour interaction [19].

A particularly elegant quantum alternative is the quantum Fourier transform, QFT, adder of Draper [20] and its generalizations in a variety of QFT adders and multipliers [21–24].

In this paper, we study those systems and their applications to modular and non-modular arithmetic and discuss a QFT-based circuit to compute weighted sums. The controlled version of this circuit can be used to implement inner products.

Section 2 describes the phase encoding that permits implementing arithmetic operations in the transform domain. Section 3 introduces the basic QFT adder, including modified circuits that compute non-modular additions and work with signed integers, which provides a circuit for subtraction.

Section 4 analyses the implementation of QFT adders for qubits. It takes the general adder circuit and decomposes it into a group of elementary gates acting on a collection of two-level quantum systems (qubits). The implementation rests on QFT gates and controlled rotation gates.

Section 5 proposes a modified QFT adder to compute the arithmetic mean of a list of integers. Section 6 generalizes that circuit and gives a weighted adder that sums the integers of a list after multiplication with constant weights. We also study multiplication by a constant as a particular case of a weighted sum.

Section 7 describes a QFT multiplier for qubits based on the combination of modified QFT adders. The QFT multiplier is adapted in Sect. 8 to put forward a qubit implementation of a programmable weighted adder which works with arbitrary input integers and weights. The presented quantum circuit can be used to implement different inner products between two vectors.

We conclude the paper with a discussion of the applications of these circuits in Sect. 9.

2 The quantum Fourier transform and distributed phase encoding

The quantum Fourier transform, QFT, provides an alternative way to perform arithmetic operations on a quantum computer. Consider a \(d\)-dimensional system with states \(|x\rangle\) from the computational basis \(\{|0\rangle, |1\rangle, \ldots, |d-1\rangle\}\). In this basis, we define the QFT operation as

\[
\text{QFT} |x\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{\frac{2\pi i xk}{d}} |k\rangle. \tag{1}
\]

The QFT allows us to encode a number \(x\) in the relative phases of the states of a uniform superposition consisting in the sum of all the states \(|k\rangle\) in the computational basis, each with the same \(\frac{1}{\sqrt{d}}\) amplitude.

Imagine we want to work with natural numbers from 0 to \(d-1\). One possible encoding is mapping number \(x\) into state \(|x\rangle\). With the QFT, we can take the information into the phases \(e^{\frac{2\pi i xk}{d}} = \omega^{xk}\) that appear together with each state \(|k\rangle\) of the
superposition. The QFT can be interpreted as a change of basis. We call \( |\phi(x)\rangle \) to the state QFT \(|x\rangle\) that encodes \( x \) in this new transformed basis.

We can equally define an inverse quantum Fourier transform operator IQFT so that

\[
\text{IQFT} |k\rangle = \frac{1}{\sqrt{d}} \sum_{x=0}^{d-1} e^{-i \frac{2\pi x k}{d}} |x\rangle.
\] (2)

With the direct and the inverse Fourier transforms, we can move back and forth between the computational basis and the phase representation. In our notation, this conversion from the phase encoding to the computational basis is written as

\[
\text{IQFT} |\phi(x)\rangle = \text{QFT}^{-1} \text{QFT} |x\rangle = |x\rangle.
\] (3)

This phase encoding is the basic common element of all existing proposals for QFT arithmetic [20–24].

3 QFT adders

QFT addition provides a simple example of how operations with the phase encoding work. Once in the transform domain, we need quantum operators that act on the distributed phases of our quantum states. The basic element in these operators is the controlled phase gate, CZ. We start from the well-known controlled Pauli Z gate which, for two input qubits \(|x\rangle\) and \(|y\rangle\), gives

\[
\text{CZ} |x\rangle|y\rangle = e^{i \pi xy} |x\rangle|y\rangle.
\] (4)

We can generalize the gate for \( d \)-dimensional systems (qudits) so that

\[
\text{CZ} |x\rangle|y\rangle = e^{i \frac{2\pi xy}{d}} |x\rangle|y\rangle.
\] (5)

As it should, when \( d = 2 \) we recover the qubit gate.

We can also define a modified version of the controlled phase shift gate

\[
\text{CZ}^F |x\rangle|y\rangle = e^{i \frac{2\pi xy}{Fd}} |x\rangle|y\rangle
\] (6)

that introduces a factor \( F \) in the divisor which will be useful later. All the CZ and CZ\(^F\) gates we use correspond to controlled rotation gates CR(\( \theta \)) for different rotation angles. These gates are basic building blocks in many quantum arithmetic constructions, and there are multiple proposals for their implementation with different quantum information units [25–28].

These ingredients are enough to give a modulo \( d \) adder. We can add two numbers that are originally encoded in the computational basis by taking one of them into phase encoding and then applying a controlled phase shift. The adder comes from the
sequence of operations

\[ \text{IQFT}_2 \cdot \text{CZ} \cdot \text{QFT}_2 |x\rangle |y\rangle = |x\rangle |x + y \pmod{d}\rangle. \]  

(7)

Here and in the following equations, when we apply a quantum gate on only a subset of all the possible input states, we introduce subindices to show on which states the gates are acting. The first operation

\[ |x\rangle |y\rangle \xrightarrow{\text{QFT}_2} \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i \frac{2\pi yk}{d}} |x\rangle |k\rangle \]  

(8)

encodes number \( y \) into the phase basis. The phase gate introduces a phase shift that is equivalent to a modulo \( d \) addition in that basis, so that

\[ |x\rangle |y\rangle \xrightarrow{\text{CZ}} \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i \frac{2\pi yk}{d}} e^{i \frac{2\pi xk}{d}} |x\rangle |k\rangle. \]  

(9)

Finally, the inverse QFT takes the result back into the computational basis with

\[ |x\rangle |y\rangle \xrightarrow{\text{IQFT}_2} \frac{1}{d} \sum_{k,l=0}^{d-1} e^{i \frac{2\pi (x+y)k}{d}} e^{-i \frac{2\pi kl}{d}} |x\rangle |l\rangle = |x\rangle |x + y \pmod{d}\rangle. \]  

(10)

The adder can be extended to any number of inputs. Imagine we have \( N \) integers \( x_1, x_2, \ldots, x_N \) encoded into the state \( |x_1\rangle |x_2\rangle \ldots |x_N\rangle \). Then we can repeat the sum in Eq. 7 with the operation

\[ \text{IQFT}_N \cdot \text{CZ}_{1,N} \ldots \text{CZ}_{N-2,N} \ldots \text{CZ}_{N-1,N} \cdot \text{QFT}_N |x_1\rangle |x_2\rangle \ldots |x_{N-1}\rangle |x_N\rangle \]  

(11)

that produces an output state

\[ |x_1\rangle |x_2\rangle \ldots |x_{N-1}\rangle |x_1 + x_2 + \ldots + x_N \pmod{d}\rangle. \]  

(12)

Here, the subindices in \( \text{CZ}_{c,t} \) give the indices of the control state, \( c \), and of the target state, \( t \). Each controlled phase shift adds an integer in the phase encoding. This operation uses the minimum possible number of qudits, but it can also be interesting to preserve all the input states and store their sum in an ancillary qudit. In that case, we can apply the procedure to an initial state \( |x_1\rangle |x_2\rangle \ldots |x_N\rangle |0\rangle \). The result is the sum of the \( N \) integers plus 0, which gives the same result as in the compact version.

There are a few additional modifications worth noticing. First, if we want to perform arithmetic, non-modular, additions instead of modulo \( d \) addition, we can always encode the data in a system of a larger dimension \( d' \) where modulo \( d' \) addition and regular arithmetic addition are the same for our range of values. For instance, for two integers \( x \) and \( y \) between 0 and \( d - 1 \), the sum will always stay between 0 and \( 2d - 2 \) and a system
of dimension $d' = 2d - 1$ will suffice. We can take an input state $|x\rangle_d |y\rangle_d |0\rangle_{2d-1}$ with systems of dimensions $d$, $d$ and $2d - 1$, respectively, and use the QFT for $d' = 2d - 1$ and CZ operations that can also be defined for inputs of a different size as

$$
\text{CZ} |x\rangle_d |y\rangle_{2d-1} = e^{i \frac{2\pi xy}{2d-1}} |x\rangle_d |y\rangle_{2d-1}.
$$

Similarly, if we sum $N$ numbers, arithmetic addition requires a system with dimension $d' = Nd - N + 1$ and we need to adapt the QFT and CZ circuits to this new dimension.

These circuits can also perform signed addition for numbers up to $d/2$. We just need to encode positive numbers $x < d/2$ into states $|x\rangle$ and negative numbers $-x$ into states $|d - x\rangle$, in both cases in the computational basis. After the QFT, positive numbers are associated with phases $e^{ix/n}$ below $\pi$, which correspond to a phase $e^{i \pi x/k}$ accompanying each state $|k\rangle$, and negative numbers are associated with negative phases (equivalent to phases above $\pi$ for $k = 1$). The QFT adder will then perform signed addition, which gives an implementation for subtraction.

### 4 QFT adder: qubit implementation

The most common implementations of quantum logic use two-dimensional systems (qubits). In this section, we consider the addition of numbers encoded in $n$ qubits.

We first describe a variant on Draper’s QFT adder [20] to compute full arithmetic additions instead of modular additions and give its implementation with elementary gates. We consider a system composed of a collection of two-level systems (qubits). In this section, we consider the addition of numbers encoded in $n$ qubits.

Let $a$, $b$, which are integers from 0 to $2^n - 1$, be the numbers to add. Let $a_1 a_2 \ldots a_n$ and $b_1 b_2 \ldots b_n$ be the binary representations of $a$ and $b$, where $a = a_1 2^{n-1} + a_2 2^{n-2} + \ldots + a_n 2^0$ and $b = b_1 2^{n-1} + b_2 2^{n-2} + \ldots + b_n 2^0$. Then $|a\rangle = |a_1\rangle \otimes |a_2\rangle \otimes \ldots \otimes |a_n\rangle$ and $|b\rangle = |b_1\rangle \otimes |b_2\rangle \otimes \ldots \otimes |b_n\rangle$.

Draper’s circuit first computes the quantum Fourier transform of $a$, evolving $|a\rangle$ into $|\phi(a)\rangle$:

$$
|\phi(a)\rangle = \text{QFT} |a\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{i \frac{2\pi ak}{N}} |k\rangle,
$$

where $N = 2^n$. Then the circuit computes the sum, using the $n$ qubits that represent the number $b$ to take $|\phi(a)\rangle$ into $|\phi(a+b)\rangle$. To perform the addition, the circuit decomposes the CZ gates presented in Sect. 3 into conditional rotation phase gates of the form:

$$
R_l = \begin{bmatrix} 1 & 0 \\ 0 & e^{ \frac{2\pi il}{2} } \end{bmatrix}.
$$

These gates are controlled by the $n$ qubits that represent the number $b$. The combined effect of all the gates is to introduce a total phase $e^{i \frac{2\pi bk}{N}}$ for each state $|k\rangle$, so that the qubits containing $b$ keep the same value while the qubit register containing the QFT of $a$ now stores $|\phi(a+b)\rangle$.

We can extend the scheme to perform non-modular additions by encoding $a$ into a larger register. We represent the number $a$ using $n + 1$ qubits so that $|a\rangle = \ldots |a_{n} a_{n-1} a_{n} a_{n-1} a_{n} \ldots \rangle$. Then $|a\rangle$ is evolved into $|\phi(a)\rangle = \ldots |a_{n} a_{n-1} a_{n} a_{n} a_{n} a_{n} \ldots \rangle$ and the sum is computed by applying $R_l$ controlled by the $b$ qubits so that $|\phi(a+b)\rangle = \ldots |a_{n} a_{n-1} a_{n} a_{n} a_{n} a_{n} \ldots \rangle$.
Fig. 1 QFT of the state $|0\rangle |a\rangle$

Fig. 2 Arithmetic (non-modular) sum in the transform domain

$|0\rangle |a_1\rangle |a_2\rangle \ldots |a_n\rangle$. The second step is computing the QFT of $|a\rangle$,

$$\text{QFT} |a\rangle = \frac{1}{\sqrt{2^{n+1}}} \sum_{k=0}^{2^{n+1}-1} e^{i \frac{2\pi ak}{2^{n+1}}} |k\rangle,$$

with the QFT circuit shown in Fig. 1, where the states $|\phi_j(a)\rangle$ represent the $j$th qubit of the phase state $|\phi(a)\rangle$ encoding $a$. For simplicity, in this figure we have omitted the sequence of SWAP gates needed to invert the order of the output qubits [29]. Alternatively, since we know the order of the qubits, we can connect them to the next stage in the right order.

Once we have $|\phi(a)\rangle$, we add the number $b$ using controlled phase rotation gates as in Draper’s scheme. We add $a$ and $b$ by applying the conditional phase rotation

$$e^{2\pi i (a_j+b_j) 2^n-j k_s 2^{n+1}-s} = e^{2\pi i (a_j+b_j) k_s 2^{n+1}-s}$$

that depends on the $j$th qubits of the representation of the numbers to be added and is applied on the $s$th qubit in the transformed register containing superpositions of states $|k\rangle = |k_1\rangle \otimes \cdots \otimes |k_{n+1}\rangle$. The gate is controlled by the $j$th qubit of $|b\rangle$ and only produces a change if $b_j = 1$. We choose the conditional phase rotation gates $R_l = R_{j+s-n}$ when $j+s-n > 0$. If $j+s-n \leq 0$, we are applying the phase $e^{2\pi i 2^{n-j-s} i} = 1$ and the state remains unaltered. The resulting circuit is shown in Fig. 2.

As a result, the register containing the QFT of $a$ now stores $|\phi (a+b)\rangle$. We still perform a modular addition, but, by adding an ancillary qubit to encode $a$, we avoid
overflow and leave space to recover the integer addition of $a$ and $b$. When we perform
the inverse QFT and go back to the computational basis, the qubit register with the sum
has the correct result. This QFT adder has the minimum possible size to contain the
result and needs no additional ancillary qubits, unlike some reversible adders based
on classical schemes [4, 5, 7, 9].

5 Computing the mean with the QFT

A simple extension to the quantum adder can compute the arithmetic mean of a
set of integers. We consider again $N$ integers $x_1, x_2, \ldots, x_N$ encoded into a state
$|x_1\rangle |x_2\rangle \ldots |x_N\rangle$ and an ancillary $|0\rangle$ qudit. If we replace the CZ gates in Eq. (11) by
the $CZ^N$ gates defined in Eq. (6), we have the evolution

$$\text{IQFT}_{N+1} \left( \prod_{m=1}^{N} CZ_{m,N+1}^N \right) \text{QFT}_{N+1} |x_1\rangle |x_2\rangle \ldots |x_N\rangle |0\rangle$$

which produces the desired average.

Notice that, in this case, the arithmetic mean is always equivalent to the modular
addition. The mean of numbers from 0 to $d-1$ is always between 0 and $d-1$. However,
there appears a new problem. In general, the result is not an integer and the phase to
computational basis transition of the inverse QFT shown in Eq. (2) does not return an
integer in the computational basis. To solve this, we can expand the state space and
encode the numbers in the computational basis with a fixed point representation. In
Sect. 8, we give the details of the circuit in terms of qubits for a general weighted sum.
For that scenario, with $\log_2 (Nd)$ qubits we recover the correct mean value.

Alternatively, we can use the methods of phase estimation quantum algorithms
which, for $d = 2^m$, give the best possible $m$-bit approximation to any arbitrary phase
$\phi$ between 0 and 1 in a term $e^{i2\pi\phi}$ with a probability of, at least, $4/\pi^2$, which can be
improved at the cost of a larger circuit [30].

6 Weighted sums and multiplication by a constant

The method of the previous section can be modified to compute any weighted sum

$$\sum_{m=1}^{N} a_m x_m.$$  \hspace{1cm} (19)

We start by encoding the numbers into a state

$$|x_1\rangle |x_2\rangle \ldots |x_N\rangle |0\rangle$$  \hspace{1cm} (20)
... \sum_{m=1}^{N} \frac{1}{m} \right) \text{QFT}_{N+1}. \quad (21)

The resulting state

$$|x_1 \rangle |x_2 \rangle \ldots |x_N \rangle |a_1 x_1 + a_2 x_2 + \ldots + a_N x_N \mod d)$$

returns the modulo $d$ weighted sum. If we want to obtain the non-modular weighted sum or add signed numbers, we might need to choose a different dimension for the ancillary qudit. We can recycle the encoding and circuit changes we used to modify adders in Sect. 3.

A particular case happens when all the $a_m$ are positive and $\sum_m a_m = 1$, like in the example of the arithmetic mean where $a_m = \frac{1}{N}$ for all $m$. Then the result is guaranteed to be between 0 and $d - 1$ and the modulo $d$ sum and the total weighted sum are always equal. However, if the $a_m$ are not integers we need either to increase the state space and use a fixed point representation or to include a phase estimation stage to recover our result.

Multiplication by a constant can be seen as a particular case of weighted sum. We can multiply two numbers $x$ and $b$, with $b$ constant and $x$ any integer from 0 to $d - 1$, using the binary decomposition of $b$. If $b$ has $n$ bits, we can write the product $bx$ as the sum

$$(b_1 2^{n-1} \cdot b_2 2^{n-2} \cdot b_{n-1} 2^1 \cdot b_n 2^0) x = \sum_{m=1}^{n} b_m 2^{n-m} x, \quad (23)$$

which is a weighted sum with integer coefficients $a_m = b_m 2^{n-m}$ and where all the $x_m$ are equal. Section 7 describes a variation of this method that gives a QFT multiplier.

### 7 QFT multiplier

We can design a quantum circuit to multiply two $n$-bit numbers by performing $n$ consecutive controlled QFT additions. The result will be a $2n$-qubit register encoding the number $a \cdot b$. The circuit is shown in Fig. 3.
The first adder block, labelled as $2^0 \Sigma$, takes as input the $n$ qubits representing a number $a$ and $2n$ qubits representing the number $0$. Before starting, we prepare an initial ancillary state taking the quantum Fourier transform of number 0, i.e. $|\phi(0)\rangle$, and then, the $2^0 \Sigma$ block applies a series of conditional phase rotation gates to evolve the state into $|\phi(0 + a)\rangle$. The block is controlled by the least significant qubit of $|b\rangle$ so it produces the output state

$$|a\rangle |\phi(0 + b_n 2^0 a)\rangle.$$  
(24)

The next step is a second QFT adder controlled by $b_{n-1}$. Now the phase addition is scaled by a factor $2^1$ so that the output state will be

$$|\phi(0 + b_n 2^0 a + b_{n-1} 2^1 a)\rangle.$$  
(25)

We now proceed in a similar fashion with the remaining blocks. When the last QFT adder is applied, the output state is

$$|\phi(0 + b_n 2^0 a + b_{n-1} 2^1 a + \ldots + b_2 2^{n-2} a + b_1 2^{n-1} a)\rangle = |\phi(0 + ab)\rangle = |\phi(ab)\rangle.$$  
(26)

The key to compute the product $a \cdot b$ is to select the proper conditional phase rotation gates to implement each QFT adder block. After computing the QFT of 0, we obtain the output state

$$\text{QFT} |0\rangle = \frac{1}{\sqrt{2^{2n}}} \sum_{k=0}^{2^{2n}-1} e^{i \frac{2\pi 0 k}{2^{2n}}} |k\rangle = |\phi(0)\rangle,$$  
(27)

where $k = k_1 2^{2n-1} + k_2 2^{2n-2} + \ldots + k_{2n} 2^0 = \sum_{s=1}^{2n} k_s 2^{2n-s}$. In order to take $|\phi(0)\rangle$ to $|\phi(0 + b_j 2^{n-j} a)\rangle$, we need to use phase rotation gates controlled by $b_j$ and by each $a_i$, chosen so that they apply a phase rotation

$$e^{i \frac{2\pi (a_i 2^{n-i} b_j 2^{n-j} k_s 2^{2n-s})}{2^{2n}}} = e^{i \frac{2\pi a_i b_j k_s}{2^{i+j+s-2n}}}. $$  
(28)

Therefore, we select conditional rotation gates of the form $R_l = R_{i+j+s-2n}$, where $i + j + s - 2n > 0$, to implement the QFT adder block controlled by $b_j$.

In this circuit, we have chosen the size of the ancillary register so that we get the exact value of $a \cdot b$ instead of a modular multiplication. We can vary the size of the ancillary register and modify the $R_l$ gates accordingly to obtain any desired modular multiplication in moduli that are powers of two of the size of the ancillary register.
Using the same methods, we can implement a quantum circuit to compute the weighted sum
\[ \sum_{m=1}^{N} a_m x_m \]  
for any combination of input weights \( a_m \) and numbers \( x_m \). The weights and input integers can be in a superposition of different values. To build such a circuit, we can use an architecture similar to the QFT multiplication block introduced in Sect. 7.

Each qubit of \( a_m \) controls how to add the contribution of each qubit of \( x_m \). If we directly use the circuit of Fig. 3, we compute the weighted sum for integer weights. However, the discrete weights \( a_m \) can be adjusted to any range of interest simply by introducing the appropriate factor in the corresponding CZ\(^E\) gates. We define a precision variable \( p \) so that the weights \( a_m \) are the integers represented by each binary string encoded in the weight qubits divided by \( 2^p \). Each input weight in the computational basis can be interpreted as a fixed point binary number \( \lvert a \rangle = \sum_{k=0}^{q-1} b_k 2^{-k} + 1 \ldots b_q \rangle \). These non-integer values are encoded into the phase representation, and when, at the end of the computation, we take the inverse QFT, we recover the correct result in the computational basis in the corresponding fixed point encoding. If we use \( q \) qubits to store each weight \( a_m \), we can obtain weights \( a_m \) in a range \( 0 \leq a_m \leq 2^q - 2^p \) with a precision \( 2^{-p} \). The values of \( p \) and \( q \) can be adjusted to define any desired range of values with the required precision.

The circuit can be implemented using \( N \) modified versions of the QFT multiplication blocks as shown in Fig. 4. We first compute the quantum Fourier transform of \( \lvert 0 \rangle \). Then we apply the first multiplication block, which takes the input state
\[ \lvert a_1 \rangle \lvert x_1 \rangle \otimes \ldots \otimes \lvert a_N \rangle \lvert x_N \rangle \lvert \phi(0) \rangle \]  
and returns the output state
\[ \lvert a_1 \rangle \lvert x_1 \rangle \otimes \ldots \otimes \lvert a_1 \rangle \lvert x_1 \rangle \lvert \phi(0 + a_1 x_1) \rangle . \]  
The second multiplier acts in a similar manner, taking the input state
\[ \lvert a_1 \rangle \lvert x_1 \rangle \lvert a_2 \rangle \lvert x_2 \rangle \otimes \ldots \otimes \lvert a_N \rangle \lvert x_N \rangle \lvert \phi(0 + a_1 x_1) \rangle \]  
and returning the output state
\[ \lvert a_1 \rangle \lvert x_1 \rangle \lvert a_2 \rangle \lvert x_2 \rangle \otimes \ldots \otimes \lvert a_2 \rangle \lvert x_2 \rangle \lvert \phi(0 + a_1 x_1 + a_2 x_2) \rangle . \]
After applying all the multipliers, we get the final output state

\[
|a_1\rangle|x_1\rangle|a_2\rangle|x_2\rangle \otimes \cdots \otimes |a_N\rangle|x_N\rangle|\phi(0 + a_1x_1 + a_2x_2 + \ldots + a_Nx_N)\rangle. \tag{34}
\]

Figure 5 shows an example of the gates inside each of the multiplication blocks. The figure describes the circuit controlled by the \(j\)th qubit of the \(m\)th weight and how it controls the \(R_l\) operations on the qubits of the \(m\)th value. The subindices are written for a system that computes the weighted sum modulo \(2^t\) for weights that have \(q\) bits with a precision \(2^{-p}\) and input integer numbers \(x_m\) with \(n\) bits. If we want to find the non-modular weighted sum and there are \(N\) values to be added, the ancillary register must have \(t = \lceil \log_2(N2^q2^n) \rceil = \lceil (q + n) \log_2(N) \rceil\) qubits so that we can maintain the precision and there is no overflow.

The block on Fig. 5 must be repeated for all the qubits of \(|a_m\rangle\). The gate acting on the \(u\)th qubit of the ancillary register that is controlled by the \(i\)th qubit of \(|x_m\rangle\) and the \(j\)th qubit of \(|a_m\rangle\) must produce a phase shift

\[
e^{i \frac{2\pi x_j 2^{n-i}a_j 2^{q-i-p-i}k_u 2^{l-u}}{2^t}} = e^{i \frac{2\pi x_j a_j k_u}{2^{n+j+u+p+n-q}}}, \tag{35}
\]

which corresponds to the conditional phase rotation gate \(R_l = R_{l+j+u+p-n-q}\).

Notice that many from these gates cancel. Any gate for which \(i + j + u + p \leq n + q\) introduces a phase that is an integer multiple of \(2\pi\) and can be eliminated from the final scheme.

The general weighted sum circuit has applications in both its modular and non-modular forms. The non-modular controlled weighted sum gives the dot product \(\mathbf{a} \cdot \mathbf{x}\) of two vectors \(\mathbf{a} = (a_1, \ldots, a_m)\) and \(\mathbf{x} = (x_1, \ldots, x_m)\). The described modular operation for qubits gives an inner product in a vector space \(V\) over a field consisting in a collection of \(m\)-tuples from \(F_p^m\) where \(p^k = 2^n\). The \(m\) elements \(x_j\) and \(a_i\), which are each \(n\)-bit binary strings, can be seen as vectors \(\mathbf{x}, \mathbf{a} \in V\) and the controlled weighted sum modulo \(2^n\) as their inner product in \(V\).

For instance, when we consider a system where the result is stored in one qubit, the resulting modular weighted sums recover the inner product modulo \(2\), \(\sum_{i=1}^{n} a_i \cdot x_i \mod 2\), which appears in many quantum information protocols [31,32]. The default version of our circuit, which performs modular weighted sums, generalizes this inner product to other moduli.
9 Discussion

The quantum Fourier transform offers a versatile way to perform modular and non-modular arithmetic on a quantum computer. We have discussed how QFT adders and multipliers are compact circuits for quantum arithmetic that need no ancillary qubits and put forward a few modifications to accommodate general non-modular operations, signed numbers and different moduli. We have also discussed the qubit implementation of both QFT adders and multipliers. We can implement a QFT adder using $O(n^2)$ gates, while the multiplier would need $O(n^3)$ gates for integers encoded with $n$ bits.

We have also shown that certain operations, like the arithmetic mean or any weighted average, can be implemented with the same number of gates as a basic QFT addition. If the elementary gates can be classically programmed, this allows for a flexible quantum modular weighted sum calculator that avoids computing each weight-value product. If we sum $N$ integers, the obvious classical implementation would require $N$ multiplications and $N$ sums with a complexity $O(N(M + A))$ where $M$ and $A$ are the complexities of modular multiplication and addition, respectively. For a good choice of multiplication and addition methods, the bottleneck is $M$ and we can obtain a complexity $O(Nn \log^2 n \log \log n)$ for Montgomery multiplication [33] with the Schönhage–Strassen algorithm [34]. For the our modular quantum weighted sum with integers and fixed integer weights, the complexity is comparable to $N$ sums plus the QFT and its inverse at the beginning and the end. The total complexity is $O(Nn + n^2)$. For a few long integers, the dominant factor is the QFT overhead. Each sum takes $O(n)$ gates, and they only become important if $N$ is of the order of the number of bits of each integer or greater. The QFT method is therefore particularly interesting when we compute the weighted sums of a large list of integers.

Additionally, we have presented a quantum circuit that computes the weighted sum for both quantum weights and values. It can be implemented using $O(Ntn^q)$ gates, where $n$ and $q$ are the number of bits used to encode each number $|x_i\rangle$ and each weight $|a_i\rangle$, respectively. Provided $n = q = t$, the implementation of the scheme would require a number of gates $O(Nn^3)$. The circuit for $N$ numbers takes as many gates as $N$ multipliers but needs no additions. In all the cases, there is an overhead in the form of the direct and inverse QFT with $O(t^2)$ gates for modulo $2^t$ operations.

The controlled quantum weighted adder opens many applications. Optimizing weighted sums is a problem that appears in data processing and network planning among others. Many machine learning algorithms need to compute weighted sums [35]. For instance, neural network training requires choosing a set of weights that minimizes a weighted sum of the samples. A quantum weighted adder that has a uniform superposition of all the possible discrete weights for a given register size as its input can be combined with the quantum algorithm for finding the minimum [36] to obtain a quadratic speedup in the optimization problem. For a good enough weight precision, this can be very helpful.

While many quantum machine learning algorithms encode the weights in the probability amplitudes of a superposition [37,38], if we want to avoid the still challenging problem of creating the initial amplitude superposition [39] and enter the weights and the data as states, our weighted adder gives a reversible implementation that can work
with superpositions. As an alternative, we can just take direct translations of classical machine learning circuits and use methods based on Grover’s algorithm [40] to give more modest, but reliable for any general case, quadratic speedups.

The presented weighted sum block can also be used whenever we need an inner product inside a quantum algorithm.

All these circuits expand the available QFT-based arithmetic operations available for quantum computers and show the potential of operations in a phase encoding.
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