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Abstract—We study samples of natural images for which a set of statistical characteristics is computed and scale-invariant properties of samples are demonstrated computationally. Computations of the power spectrum are carried out and a power-law decaying power spectrum is observed on samples taken from van Hateren images of natural scenes. We propose a dynamic model to reproduce the observed slope in the power spectrum qualitatively. For two types of sources for this model the behaviour of power spectrum is investigated and scale-invariance confirmed numerically. We then discuss potential applications of scale-invariant properties of natural images.
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I. INTRODUCTION

In recent years with the advent of AI era our possibilities to work with images increased tremendously. Methods of machine learning find their place in multiple applications related to image and video processing.

Nevertheless when talking about some fundamental properties of images and how the image information is processed in the brain the methods of AI are of much moderate help. The reasons for that are clear: generation of a huge number of features can help us ad hoc but does not allow to expand our understanding of more essential properties of images and their structure.

Putting aside the longlasting controversy of ML advocates and sceptics we just note that the general direction of this work poses us rather closer to the latter than to the former. We are interested in studying basic properties of images and would like to invest our efforts to apply these fundamental properties to practical tasks such as image quality assessment, image and video compression etc. This task sounds as too generic but in this paper we make just several first steps in this direction and are not aiming at contributing much to the novelty of the results; in several parts we found it relevant to reproduce results obtained some twenty years ago but attracting much wider material and trying to further analyze them.

The main motivation to carry out these simulations is realization of the fact that fundamental properties of natural images discovered long ago are still not sufficiently utilized in practical applications; the search of new approaches to this problem by means of modeling is also one of the main goals of this work.

II. PREPROCESSING OF THE DATA SETS

We exploited several image data sets widely spread in the computer science community. Some more details about each data set would be added later but here we stress some generic information. It seems reasonable to mention from the very beginning that what we were trying to avoid was collecting as many images as possible and whatever possible, the approach widely propagated in modern research and, we can admit, quite natural in the sense of AI applications. But from the point of view of pure experiment and an effort to understand the relations between the scales of objects on images and statistical functions it seems more reasonable to study images sets with significant fraction of uniformity, i.e., the scenes should show sufficient amount of similar objects.

Among such data sets we found one which appears to be the most suitable and that was generated some twenty years ago by van Hateren[1]. It represents a series of still images portraying natural scenes. This data set provides a significant degree of uniformity in the data as it does not contain any artificial objects. On the other hand, multiple natural objects captured on these images represent a range of various sizes, e.g., trees, streams, stones, bushes, leaves etc. This dataset is usually provided in two forms: linearized and calibrated; the details of the calibration procedure are presented in [1].

For our computations we used not the calibrated luminance of the images but made a transform to the image contrast, which we define in a particular point $x$ of an image as $2, 3$

$$\phi(x) = \ln \left( \frac{I(x)}{I_0} \right),$$

where $I(x)$ is the intensity in a given point and normalization factor $I_0$ is chosen for each image so as $\sum \phi(x) = 0$ over the image.

III. COMPUTATIONAL RESULTS FOR IMAGE DOMAIN

Following [4] we started by measuring the pixel distributions in a sample of van Hateren images. Specifically we take an image in the data set and sample a set of patches of size $N \times N$ from this image; this procedure was repeated for each image in the data set. For each patch we then computed the average of the contrast $\phi$ and this average represents a pixel value on the length scale $N$. Thus we effectively collected a sample of random pixels for each scale $N$ and were able to compute the distribution of pixels on different length scales; these distributions are shown in fig. [1] As it was noted in [2], [4] and as we were able to confirm on fig. 1 the pixel
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distribution scales wrt. the pixel size. Then, as we plot the distributions in the semi-log scale we notice that the tails of the distribution tend to be straight which indicates the proximity of the distributions to exponential ones while if the pixels had been independent, the central limit theorem would have suggested gaussian distributions for pixels, which would have demonstrated much sharper decline than we observe. This observation is not surprising; it was construed by the authors [4], [3] as an evidence of correlations existing between adjacent pixels (see also [5]). More importantly, of course, is that these correlations are observed on various scales and turn out to be invariant wrt. scales as it is seen from the distributions in fig. 1.

In a similar way we carried out the computation of pixel gradients on various scales. We randomly sampled a patch of the size $N \times N$ in the image and computed the pixel values for its right, left, top, and bottom neighbors as we explained above. Then we computed two derivatives at this point simply as a pixel half central difference in the corresponding directions. After that the absolute value of the gradient is computed using these two derivatives. The results of this computation are shown in fig. 2. The longer tails in the gradient distributions compared to those which one would have expected for gauss distributed pixels indicate higher proportion of big differences between pixels which may be explained by image edges.

Both computations demonstrate scale-invariant behaviour and longer tails compared to expected for gaussian distributed variables.

IV. COMPUTATIONAL RESULTS FOR FOURIER DOMAIN

To look further into the scaling properties of the images we computed Fourier power spectra. The patches were collected from random places of an image sample in the same way as before and the power spectrum was computed for each patch. After that these 2D spectra were averaged over the sample; the results for the averaged 2D spectrum are presented in fig. 3.

Using this computation we then were able to compute 1D power spectrum by azimuthal averaging the 2D spectrum; the results are given in fig. 4 and demonstrate power-law regime in the power spectrum spanning at least an order of magnitude over frequencies. The slope of the power spectrum was close to $-2$ and corresponds to the observations made earlier by multiple authors during several decades. This power-law behaviour is in correspondence with the distributions shown in figs. 1, 2 in the sense that the deviation those from gaussian or Raleigh (for gradients) is a sign of correlations presented in the natural images and reflected by the power-law power spectrum.

V. A MODEL FOR SCALE-IN variant POWER SPECTRUM OF NATURAL IMAGES

Looking at the specific behavior of the statistics for natural images it is reasonable to ask whether we can catch these properties applying a stochastic model. Some models of that kind were previously proposed in [6], [7] and we in this paper try to further analyze those models by varying the type of the source and focusing on spectral properties of synthetic images. One of the key ideas of the approach related to these models is that if we observe a power-law spectrum for

### Fig. 1: Pixel-value distributions for linearized van Hateren data set ($\approx 4000$ images) for various pixel size. From each image 32 patches of size $N \times N$ were sampled. Pixel size $= N$ means that each patch of the size $N \times N$ was replaced by its average and then the distribution of such pixels was computed. Thus the pixels on various length scales were constructed. All distributions were normalized to sum up to the unit. Note the log scale on the y-axis. The results for calibrated van Hateren images do not show any noticeable difference.

### Fig. 2: Gradient distributions for linearized van Hateren data set ($\approx 4000$ images) for various pixel size. The pixels are computed as explained in the legend for fig. 1. The gradient computation is done using central differences as explained in the main text. All distributions were re-scaled to sum up to 1. Note the semi-log scale to demonstrate longer tails for the distributions.
Fig. 3: Log of the 2D power spectrum computed over a sample of randomly chosen $128 \times 128$ pixels patches for van Hateren images. The patches are collected in the same way as explained in the legends for figs. 1 and 2. The spectrum was computed over each patch and then the average was computed in each point. Then the spectrum was shifted so that zero frequency would correspond to the center of the patch. The horizontal and vertical central lines are accounted by the edges of images and should be neglected.

Fig. 4: 1D power spectra for a sample of patches collected from van Hateren image set; note double log scale. 12000 patches were collected and 2D spectrum was computed for each of them (an example of such 2D spectrum is provided in fig. 3). 2D spectra were averaged at each point and then additionally an azimuthal average was computed to obtain 1D power spectrum shown in this figure. The spectrum demonstrates power-law scaling on the more than the order of magnitude over frequency and four orders of magnitudes over the spectrum. The slope in the power-law regime is $\approx -2$.

Fig. 5: Random patches of the size $N \times N$, $p(N) \sim 1/N^\gamma$, $\gamma = 3$ were generated and uniformly distributed in the image of the size $256 \times 256$ pixels. The patch sizes are between 1 and $N/2$. The color of patches is chosen randomly using a uniform distribution in the interval $[0, 255]$. Patches of natural images the power-law behavior should be observed in correlation functions. Such power-law correlations may be a result of a natural structure of images, as it seems plausible to conjecture that power-law spectra observed for natural images occur as a result of intersections of multiple 2D objects resulting in emerging multiple edges of various lengths.

Having this in mind and motivated by consideration of power-law fragmentation sources for 1D sequences (see e.g., [8]), we consider the following, sufficiently elementary model (for more general treatment see [7]). Let us assume for the sake of simplicity we have a square image of some size and choose some contrast range $[0, I_{max}]$; we can think of it as a range of integer numbers. We generate a random patch of the size $N \times N$, where $N$ is taken from a power-law distribution $p(N) \sim 1/N^\gamma$ and insert it into the randomly chosen position of the image applying periodic boundary conditions. The contrast of the patch is also picked up randomly from the uniform distribution on the interval $[0, I_{max}]$. This process continues sufficiently long time to achieve a stationary state. This procedure results in generating synthetic images, one of them is shown in fig. 5.

We then were looking at the power spectrum for a set of synthetic images in fig. 5 in the same way as we did for natural images; the comparison of previously computed power spectrum for van Hateren images with the synthetic one is shown in fig. 6. It is seen that depending on the exponent of the power-law source the slope of the resulting power spectrum varies. Larger exponents (sharper slopes of the source) imply smaller mean values for generated patches. From the point
of view of the spectrum this makes it more decorrelated: it becomes less probable to find pixels of the same color close to each other. This evidently results in a flatter spectrum. If we decrease the exponent \( \gamma \) the spectrum drops sharper and approaches to a singular one, with one frequency.

VI. Analysis of the Model

The model with a power-law source described above has a property of being able to generate a power-law power spectrum and also is able to reproduce qualitatively the power spectra observed in real images by varying the exponent in the source as it is seen in fig. 6. The reason for emerging a scale-invariant power spectrum both in natural and synthetic images was the subject of much research and debate in previous years [9].

Among several explanations one suggested that the observed behavior of the power spectrum may be related to the statistic of edges of various sizes in the synthetic images produced by the model. We investigate this question in more detail.

To begin we first make a note about time scales in the model under consideration. The number of times we repeat the process of choosing a random patch using our source distribution results in different power spectra. If we assume that one step of the process of generating a random size patch with randomly chosen color corresponds to a unit of time, the observed variation of the spectrum implies the system under consideration is non-stationary and the natural question to ask is whether we are able to attain a stationary state in terms of the spectrum stabilization. The result of this computation is shown in fig. 7. It clearly shows the spectra for small times demonstrate different slopes which change after the appropriate number of time steps; after that the amplitude of the spectrum also stabilizes. It seems reasonable to assume a certain dependence of the stabilization time for the spectrum on the size of the image and the power of the source.

Keeping this in mind, we will focus on stationary states of the model in terms of the power spectrum which always can be obtained empirically after the sufficient number of time steps and consider a simplification of the model to investigate our assumption above, that the behavior of the power spectrum is determined by a certain statistic of edges in the image. It is clear that the uniform distribution of colors over a significant range of numbers, e.g., \([0, 255]\) may not be essential for forming edges, the difference of colors being a more significant property. Therefore we can consider the same model as before but instead of using 256 colors for patches we now take only two colors, black and white, i.e., we consider binary images; an example of such synthetic image is given in fig. 8. For binary images we also observe convergence to the stationary state in terms of the power spectrum. Note that while fig. 7 demonstrates the convergence of the spectrum to the slope \( \approx -2 \) for the source exponent \( \gamma = 3 \), now we make computations for a range of \( \gamma \) to investigate the dependence.

We obtain various slopes for the stationary states depending on the exponent of the patch source (fig. 9). It is seen that larger exponents of the source make the spectrum flatter, which is accounted for by generating on average smaller patches with the source in this case; this results in similar magnitudes of spectral components for various frequencies making the spectrum noise-like but keeping the scale invariant structure. On the other hand, smaller exponents in the source imply that
Fig. 8: An example of a synthetic binary image generated using the model proposed in the main text. The exponent of the source is $\gamma = 3.3$, the size of the image $1024 \times 1024$ pixels. The model was simulated until the stationary state for the spectrum was achieved; the image shows the state of the model in this stationary regime.

Fig. 9: Behavior of the power spectrum for binary images depending on the exponent of the source. The figure shows stationary-state power spectra obtained for the model with different exponents of the source. The image size was $1024 \times 1024$ pixels. Note the size of patches generated by the source is restricted by $N/2 \times N/2$, where $N \times N$ is the system size, so $N/2 = 512$ in this case.

Fig. 10: Rescaled power spectra from fig. 9. Each spectrum at this figure was obtained by dividing each spectrum from fig. 9 by $f^{\gamma}$. For comparison a straight line with the slope $-5$ is shown. Other parameters are the same as in the previous figure.

large size patches become more probable. This occurs, as fig. 9 shows, for $\gamma = 1.5$ and 2.0 which accounts for the similar behavior. It seems plausible to assume that the system size may affect the behavior in this case; the more detailed consideration requires to increase the size of the system.

From the characteristic scales point of view the increase of value of the source exponent $\gamma$ decreases the average patch size; for a fixed system size this can be thought of as zooming out the scene in the image. Similarly, the increasing gamma effectively provides zooming in for the image. Overall we can indicate four characteristic length scales in the problem: $L$ - the system size or the size of the image; $l$ - the size for the spectrum computing area or the patch size; average patch size $M$ generated by the source; pixel size $s$. Presumably it is the relationship between these parameters that determines the observed spectra.

Another interesting property to note here is the observed scale invariant behavior of the spectrum and the collapse of different slopes. It can be seen, e.g., from fig. 9 if we rescale all the spectra as $S(f, L, l, M, s)/f^{\gamma}$, where $f$ is 1D frequency on the x-axis of the figure; the result of this procedure is shown in fig. 10. The slopes of the spectra on the fig. 10 look similar at least for sufficiently small ratio of the average patch size to the system size and close to $-5$. This allows to assume the following form of the power spectra on fig. 9:

$$S(f, L, l, M, s) \sim A(L, l, M, s)/f^{5-\gamma}.$$

The similar behavior is observed when $\gamma$ approaches 5 but it is worth noting that there may exist a weak dependence of the term $A$ on $f$ which may become dominant when the denominator above approaches the unit. We should stress that the approximation above should be valid only in some regime defined by ratios of parameters in $A$; there may exist other terms not presented above which become leading when $\gamma \to 5$. 


Fig. 11: An example of a synthetic binary image generated using the monoscale model discussed in the main text. The source generates patches of the fixed size $32 \times 32$ pixels; the size of the image $1024 \times 1024$ pixels. The model was simulated until the stationary state for the spectrum was achieved; the image shows the state of the model in this stationary regime.

In the previous discussion we were focusing on a power-law source. It seems instructive to look to what extent the observations made above remain valid for some other types of the source.

The first candidate for this consideration is a monoscale or $\delta$-source. It implies we generate patches of a fixed size and try to attain a stationary power spectrum, which presumably may be expected after sufficient number of steps. The model of this kind results in synthetic images as one presented in fig. 11. The corresponding 2D power spectrum is shown in fig. 12; it demonstrates a distinct periodic structure. This periodicity is in agreement with the length scales observed in fig. 11.

After averaging the power spectra we obtain 1D spectra as shown in fig. 13.

Interestingly, the resulting slopes for various source patch sizes are close to each other and to the slope $-3$. The part of the spectrum on lower frequencies becomes flatter when decreasing the source patch size: quite natural as this corresponds to the synthetic images approaching pixels scattered randomly over the image.

**VII. DISCUSSION**

We computationally investigated several properties of natural images which distinctly demonstrate scale invariant behaviour as well as some spectrum related aspects of a dynamic model to reproduce qualitatively the observed power spectra. Note that examples for the models of this sort earlier appeared in some papers (e.g. [6], [7]); we extended this analysis by studying delta sources. It was demonstrated that the power
spectra of the model attain a stationary state in which they take on a power-law form and the spectra for natural images can be reproduced at least qualitatively by the stationary state spectra for the synthetic images as the power spectra of those images depend on the $\gamma$ in a sufficiently straightforward way. The question of quantitative agreement of the model with the observed power spectra will be presented elsewhere. In the same time it should be admitted that the formula suggested in the previous section for the synthetic power spectrum can be thought of as a putative one and some related questions which can result to a better approximation still should be investigated.

In a spatial domain our results for natural images reproduce the observations made earlier in a set of deep and thoughtful papers [2, 4, 6]. In terms of the data we considered much more extensive data sets and were able to confirm scale-invariance on larger scales. We believe that the material presented in the paper can be used for building more thorough investigations both in terms of computations and models.

When considering a model for power-law power spectra we were motivated, to some extent, by the fragmentation model proposed in [8] in which also several type of sources were proposed for explaining power-law behavior of length distributions in natural genomic sequences. But unlike that model where duplication or fragmentation dynamics, being applied in the framework of natural DNA sequences, allowed obvious physical interpretation, the current model, though being built as a kind of a fragmentation process, does not provide such an interpretation for natural images. It seems obvious that the images of nature we see hardly could be generated with any duplication process occurring in nature. Thus the model has to be thought of as an artificial one. On the other hand, every natural image can be perceived by a human eye and consequently such a model potentially can tell us (if not already told) something about human visual system responsible for transferring image information to the brain.

We were able to propose some simplifications of the model to stress the role of the edges in forming the power-law spectrum and find numeric parameter of the model which allows to control the output slope of the spectrum. Also the detection of stationary state for the spectrum enabled us to focus on the stationary regime but one imprtant question left without closer look is the behavior of the model in other regimes far from stationary. This analysis will be the subject of future research.

The analysis presented above raises some questions when looking from the practical point of view. The existence of scale-invariance in samples of natural images poses the question whether these properties are stable to distortions very often occurring in natural images. This could be utilized in many ways, in particular, for the image quality assessment purposes. This problem briefly can be formulated as follows. When looking at an image the human eye (and brain) processes information so to estimate some images as of higher quality than the others. So the question arises if the statistical scale invariant properties of images or functions thereof can be markers of degrading quality of image.

the modern terminology of machine learning, features, is mainly carried our using AI methods. The problem of features found in this way is notoriously well-known: they are hard to interpret, they are too many which prevents from developing an intuition about any fundamental property of image quality. Thus the observations presented here as well as in earlier papers indicate potential directions for further research. These directions are under investigation now.
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