Abstract

Weather regime forecasts are a prominent use case of sub-seasonal prediction in the midlatitudes. A systematic evaluation and understanding of year-round sub-seasonal regime forecast performance is still missing, however. Here we evaluate the representation of and forecast skill for seven year-round Atlantic–European weather regimes in sub-seasonal reforecasts from the European Centre for Medium-Range Weather Forecasts. Forecast calibration improves regime frequency biases and forecast skill most strongly in summer, but scarcely in winter, due to considerable large-scale flow biases in summer. The average regime skill horizon in winter is about 5 days longer than in summer and spring, and 3 days longer than in autumn. The Zonal Regime and Greenland Blocking tend to have the longest year-round skill horizon, which is driven by their high persistence in winter. The year-round skill is lowest for the European Blocking, which is common for all seasons but most pronounced in winter and spring. For the related, more northern Scandinavian Blocking, the skill is similarly low in winter and spring but higher in summer and autumn. We further show that the winter average regime skill horizon tends to be enhanced following a strong stratospheric polar vortex (SPV), but reduced following a weak SPV. Likewise, the year-round average regime skill horizon tends to be enhanced following phases 4 and 7 of the Madden–Julian Oscillation (MJO) but reduced following phase 2, driven by winter but also autumn and spring. Our study thus reveals promising potential for year-round sub-seasonal regime predictions. Further model improvements can be achieved by reduction of the considerable large-scale flow biases in summer, better understanding and modeling of blocking in the European region, and better exploitation of the potential predictability provided by weak SPV states and specific MJO phases in winter and the transition seasons.
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1 | INTRODUCTION

Numerical weather prediction has been improving substantially during the last decades (Bauer et al., 2015). This is the result of a continuous increase in computational power, improvements in operational ensemble modeling and data assimilation systems, and a better understanding of atmospheric processes driving predictability (Vitart, 2014; Bauer et al., 2015). Nevertheless, sub-seasonal weather forecasts (>15 days ahead) for the extratropics—particularly the Atlantic–European region—still have only moderate to weak skill on average (e.g., Buizza and Leutbecher, 2015; Son et al., 2020). This is due primarily to the theoretical intrinsic predictability limit on synoptic scales of about two weeks, which results from the chaotic nature of the atmosphere even with near-perfect forecast models and initial and boundary conditions (Lorenz, 1963). The fast upscale error growth in the imperfect state-of-the-art models thus reduces this (practical) predictability limit further (e.g., Zhang et al., 2019). However, the predictability limit does not necessarily apply to various lower frequency planetary-scale phenomena. These can modulate the large-scale circulation in the midlatitudes substantially and thus provide intrinsic predictability well into sub-seasonal lead times (e.g., Palmer, 1993; Hoskins, 2013). Translating this intrinsic sub-seasonal predictability into forecast skill is one of today’s major challenges of numerical weather prediction, because it requires identification and filling of the gaps between intrinsic and practical predictability limits on these different coupled spatiotemporal scales.

The extratropical variability on these larger atmospheric scales can be depicted by weather regimes, which are quasistationary, persistent, and recurrent large-scale flow patterns in the midlatitudes (Vautard, 1990; Michelangeli et al., 1995). Weather regimes modulate surface weather strongly on continental and multidaily to weekly scales and thus have substantial socio-economic impacts. For instance, particularly persistent regimes regularly lead to cold spells in winter and heatwaves in summer (e.g., Yiou and Nogaj, 2004; Ferranti et al., 2018; Schaller et al., 2018; Spensberger et al., 2020), which are often associated with enhanced mortality (e.g., Huang et al., 2020). Their modulation of near-surface wind, temperature, or solar irradiation affects the energy industry further via fluctuations in electricity production, demand, and prices (e.g., Grams et al., 2017; Beerli and Grams, 2019; van der Wiel et al., 2019). On the other hand, the categorization of the large-scale circulation into weather regimes is helpful for better understanding and improving of sub-seasonal predictability—not just from a physical point of view, but also because it condenses the large amount of data generated by sub-seasonal models.

A comprehensive knowledge of the sub-seasonal forecast skill of state-of-the-art models in predicting weather regimes is thus inevitable both for operational forecasters and model developers.

Regarding the Atlantic–European region, previous studies have primarily investigated forecast skill for the well-established, classic set of four weather regimes during winter (e.g., Ferranti et al., 2015; 2018; Matsueda and Palmer, 2018): the positive and negative phases of the North Atlantic Oscillation (NAO+ and NAO−), a blocking anticyclone over Northern Europe (commonly called European, Scandinavian, or Euro-Atlantic Blocking), and a blocking anticyclone over the North Atlantic (called Atlantic Ridge). A common finding of all these studies is the higher skill for the two NAO phases than for the blocking-type regimes, for both medium-range (<15 days ahead) and sub-seasonal lead times. The longest skill horizon has been found for the NAO−, which results from its relatively high persistence and thus high intrinsic predictability (Ferranti et al., 2018; Matsueda and Palmer, 2018; Lin, 2020), but also from the frequent and well-modeled transition from a blocking over Scandinavia into NAO− via cyclonic Rossby wave breaking (Michel and Rivièrè, 2011; Ferranti et al., 2018). On the other hand, the lower forecast skill for the blocking-type regimes (particularly over Europe) is a result of their lower intrinsic predictability (Faranda et al., 2016; Hochman et al., 2021), but might also emerge from some of their underlying physical processes, which models still struggle to capture properly. These processes occur on various spatial scales, ranging from latent heat release in meso- to synoptic-scale systems (Rodwell et al., 2013; 2018; Grams and Archambault, 2016; Grams et al., 2018) to Rossby-wave propagation on larger scales (Quinting and Vitart, 2019). The errors associated with these processes lead to biases in the transitions into blocking-type regimes, and, once they are active, to biases in their persistence (Ferranti et al., 2015; 2018; Matsueda and Palmer, 2018). Further research on blocking dynamics on sub-seasonal timescales is thus inevitable to overcome some of these problems and improve sub-seasonal forecasts for blocking over Europe.

The differences in sub-seasonal forecast skill are caused by not only differences in the internal dynamics of the regimes but also their sensitivity to lower-frequency phenomena governing sub-seasonal predictability to first order. For the Atlantic–European region, two important such phenomena are the winter stratospheric polar vortex (SPV) and the Madden–Julian Oscillation (MJO: Madden and Julian, 1971; 1972). Their strong modulation primarily of the NAO is thus a further reason for the better model performance regarding the NAO regimes: anomalously strong states of the SPV are often followed by relatively persistent large-scale states resembling the NAO+,
while anomalously weak SPV states tend to be followed by persistent large-scale states resembling the NAO—(e.g., Baldwin and Dunkerton, 2001; Ambaum and Hoskins, 2002; Domeisen, 2019). This stratosphere–troposphere coupling generally enhances sub-seasonal forecast skill for the NAO (e.g., Tripathi et al., 2015; Scaife et al., 2016; Charlton-Perez et al., 2018; Feng et al., 2021). Nevertheless, models still struggle to predict the correct surface weather response over Europe, particularly following weak SPV states (e.g., Büeler et al., 2020; Kolstad et al., 2020; Domeisen et al., 2020a). Likewise, enhanced MJO convection in the tropical Western Pacific (phases 6–7 of the real-time multivariate MJO index by Wheeler and Hendon, 2004) is statistically followed by NAO−, and an enhanced MJO convection in the Indian Ocean (phases 3–4) by NAO+ (e.g., Cassou, 2008; Lin et al., 2009). The MJO thus also enhances sub-seasonal forecast skill for the NAO (e.g., Vitart and Molteni, 2010; Ferranti et al., 2018; Feng et al., 2021). Other studies have investigated how further regimes, beside the NAO, are modulated by the SPV and MJO (Cassou, 2008; Charlton-Perez et al., 2018; Lee et al., 2019; 2020a). Some of these studies considered the modulation of a higher number of regimes as investigated in our article (see below; Klaus, 2017; Beerli and Grans, 2019; Domeisen et al., 2020b). Apart from the SPV and MJO, further lower-frequency phenomena such as the El Niño–Southern Oscillation (e.g., Toniazzo and Scaife, 2006; Jiménez-Esteve and Domeisen, 2018; Yamagami and Matsueda, 2020), the Quasi-Biennial Oscillation (e.g., Anstey and Shepherd, 2014), and variations in sea-surface temperature (e.g., Rodwell et al., 1999), soil moisture (e.g., Koster et al., 2010), snow cover (e.g., Orsolini et al., 2016), and sea-ice cover (e.g., Alexander et al., 2004) can also modulate regime evolution. The role of most of these phenomena, however, has mainly been investigated for winter but is not well understood for the other seasons.

Despite their prevalence in atmospheric research, the four Atlantic–European weather regimes by construction only account for a part of atmospheric variability (Grans et al., 2020). Their usability for predicting surface-weather-related parameters on a regional scale for socio-economic sectors such as the energy industry can thus be limited (e.g., Bloomfield et al., 2020). Furthermore, the four regimes change their characteristics considerably when defined for different seasons, which is why they are often investigated for individual seasons in isolation. In this study, we thus investigate the sub-seasonal forecast performance in predicting a novel set of seven year-round Atlantic–European weather regimes by Grams et al. (2017), which have been shown to offer certain benefits compared with the four classic regimes: they can explain sub-seasonal surface weather modulation in Europe better in situations in which the four regimes are too coarse to do so (Beerli and Grans, 2019; Grans et al., 2020; Domeisen et al., 2020b). Quantifying their forecast skill will thus provide us with a refined view of the problems (and strengths) of state-of-the-art sub-seasonal models. The year-round definition of the regimes will allow further for a much more systematic analysis of the large-scale flow throughout the year, which is crucial to fill the surprisingly sparsely investigated but highly important sub-seasonal forecast skill in summer and in the transition seasons (see Cortesi et al., 2021, as one recent study addressing this gap). Despite these advantages, the higher number of regimes comes with the inevitable trade-off of reduced sample sizes per regime (see also, e.g., Neal et al., 2016) and the possibility of a slightly lower intrinsic sub-seasonal predictability compared with a lower number of regimes. A systematic investigation of these trade-offs would be important, but goes beyond the scope of our study.

Our article addresses these objectives as follows: Section 2 briefly describes the sub-seasonal reforecast data from the European Centre for Medium-Range Weather Forecasts (ECMWF) and the verifying reanalysis used in this study (Section 2.1), introduces the set of seven Atlantic–European weather regimes and describes how they are identified in the forecasts (Section 2.2), and describes the forecast verification scores and statistical tests used (Section 2.3). Section 3 contains a multifaceted verification of these regime forecasts, focusing on four different research questions: how do large-scale flow biases and their removal (i.e., forecast calibration) affect regime occurrence in the forecast (Section 3.1); how can the regime frequency biases remaining in the calibrated forecasts be explained by biases in regime life-cycle duration, number, and transitions (Section 3.2); what is the sub-seasonal forecast skill for the different seasons and regimes (Section 3.3); and to what extent do a modification of the verified lead-time window (Section 3.4.1) as well as lower-frequency phenomena such as the SPV and MJO (Section 3.4.2) serve as windows of opportunity for enhanced sub-seasonal regime forecast skill? The article ends with Section 4, in which we summarize and conclude the main findings and provide ideas for further research.

2 | DATA AND METHODS

2.1 | Model and reanalysis

We analyse 21 years (1997–2017) of sub-seasonal reforecasts (i.e., forecasts recomputed from an initial date in the past and initialized with reanalysis data, hereafter just denoted “forecasts”) from the ECMWF provided through the Subseasonal-to-Seasonal (S2S) Prediction Project Database (Vitart et al., 2017; note that we plan to extend our analysis to further S2S models in a future study). The
forecasts have been initialized from ERA-Interim (Dee et al., 2011) twice per week with 11 ensemble members (1 control and 10 perturbed forecasts) and run up to a lead time of 46 days. We increase this initialisation frequency by including different model versions (CY43R1, CY43R3, and CY45R1, implemented on November 22, 2016, July 11, 2017, and June 6, 2018, respectively), which add forecasts starting from additional calendar days and yield a total of 4,080 forecasts (first initialisation on January 2, 1997, last initialisation on December 13, 2017). The horizontal grid spacing of the atmosphere (16 km before and 32 km after a lead time of 15 days), the number of vertical levels (91), and the horizontal grid spacing of the ocean (0.25°) are the same throughout these model versions. The forecast data, more specifically daily instantaneous (0000 UTC) geopotential height at 500 hPa, has been retrieved from the database with a horizontal grid spacing of 1° (the remapping to this grid is done automatically during the retrieval process). As the reforecasts have been initialized from ERA-Interim, we use this dataset with the same horizontal grid spacing (also remapped during the retrieval) as a verification dataset. Using the new successor reanalysis dataset ERA5 (Hersbach et al., 2020) instead would very likely not affect the results of our study, because the two reanalyses should largely be similar with respect to the midtropospheric large-scale patterns investigated in our study.

2.2 Weather regimes

As mentioned in Section 1, our study is based on a novel set of seven Atlantic–European weather regimes (Grams et al., 2017). This section first explains how the climatological mean patterns of these seven regimes are defined based on ERA-Interim and, second, how each time step in the forecast (and the corresponding ERA-Interim time step for verification) is assigned to one of these regimes.

The climatological mean weather regime patterns are defined based on the full ERA-Interim period (1979–2018) as follows (slightly adapted from Grams et al., 2017): we compute six-hourly 500-hPa geopotential height anomalies with respect to the corresponding 91-day running mean calendar date climatologies (i.e., +/−45 days centered around each 6-hr time step). The anomalies are filtered with a five-day low-pass filter and seasonally normalized.1 The seasonal normalization is the key step for the year-round regime definition, because it overcomes the substantially weaker anomalies in summer than in winter. We then apply an empirical orthogonal function (EOF) analysis to the filtered and seasonally normalized anomalies within the North-Atlantic–European domain from 80°W to 40°E and 30° to 90°N (this domain is consistent with other studies: e.g., Michelangeli et al., 1995; Ferranti et al., 2015). Finally, a k-means clustering is applied to the anomalies in the phase space spanned by the first seven EOFs (explaining approximately 70% of the variance), which yields an optimal number of seven cluster means representing the seven weather regimes. Figure 1 shows the mean 500-hPa geopotential height anomalies corresponding to these cluster means: there are three “cyclonic regimes”, the Atlantic Trough (AT), the Zonal Regime (ZO), and the Scandinavian Trough (ScTr), in which a negative geopotential height anomaly associated with enhanced cyclonic activity dominates. They correlate with the positive phase of the NAO to different degrees, with the ZO being most similar (see figure 2a in Beerli and Grams, 2019). The residual four regimes, the Atlantic Ridge (AR), European Blocking (EuBL), Scandinavian Blocking (ScBL), and Greenland Blocking (GL), are referred to as “blocking regimes” with a dominating positive geopotential height anomaly. AR largely corresponds to the equally named regime in the classic regime definition (e.g., Michelangeli et al., 1995; Ferranti et al., 2015), GL strongly resembles the negative phase of the NAO (Beerli and Grams, 2019), and EuBL and ScBL can be seen as two different variations of the classic blocking regime (e.g., Michelangeli et al., 1995; Ferranti et al., 2015).

Following Grams et al. (2017), we then identify the active weather regime life cycle in the forecast objectively: pursuing the same principle as for the regime definition (cf. above), we first compute the instantaneous low-pass-filtered and seasonally normalized 500-hPa geopotential height anomalies for each ensemble member and at each lead time step. We do this for two sets of forecasts—calibrated and noncalibrated.

To obtain the calibrated forecasts, we remove the forecast biases from the geopotential height anomalies by computing the underlying geopotential height calendar day climatology over the set of forecasts (as a 91-day running mean over all ensemble members of all 21 years between 1997 and 2017, i.e., over a reduced period compared with the one the climatological mean regime patterns are based on) for each of the 46 lead time steps separately (to account for any kind of model drift). This yields a 46-day-long climatology “vector” for each calendar day for which a forecast initialization is available.

1The seasonal normalization is achieved by dividing the low-pass-filtered geopotential height anomaly at each grid point by a calendar-day-dependent scalar that quantifies the climatological variability of geopotential height anomalies at the corresponding calendar day. This scalar is computed as the spatial average (over all grid points in the investigated domain; cf. later) of the temporal 31-day running standard deviation over all anomalies between 1979 and 2018.
which in principle is consistent with other studies based on the S2S dataset (e.g., Vitart, 2017; Büeler et al., 2020). Consistent with the removal of the geopotential height bias, we also remove the bias in the scalar for the seasonal normalization (cf. footnote 1) by computing it based on the (low-pass-filtered) geopotential height anomalies of the calibrated forecasts in the reduced forecast period and for each lead time instead of ERA-Interim.

In contrast, the noncalibrated forecasts are obtained by computing the anomalies based on the geopotential height calendar day climatology over the ERA-Interim fields (over the reduced period between 1997 and 2017 as well), and, consistently, by normalizing them seasonally with the scalar based on ERA-Interim in the reduced period. Although the calibrated forecasts are the basis for most of the regime verification in this article (Sections 3.2, 3.3,
and 3.4), we also discuss how the geopotential height biases in the noncalibrated forecasts are characterized, how they are linked to regime frequency biases, and how regime frequency biases are reduced in the calibrated forecasts with the geopotential height biases being removed.

Once the instantaneous filtered and normalized geopotential height anomalies (calibrated and noncalibrated) have been computed for each forecast, we project something onto something the seven cluster mean geopotential height anomalies (Figure 1) following the method of Michel and Rivière (2011):

\[ P_{wr}(t) = \frac{1}{\sum_{i=1}^{N\lambda,\phi} \cos \phi \sum_{i=1}^{N\lambda,\phi} \Phi(\lambda, \phi, t)\Phi_{wr}(\lambda, \phi) \cos \phi} \]  

(1)

\[ P_{wr}(t) \] is a scalar measure for the spatial correlation of the instantaneous anomaly field \( \Phi(\lambda, \phi, t) \) at lead time \( t \) (at each grid point with latitude \( \lambda \) and longitude \( \phi \) within the EOF domain) with the cluster mean anomaly field \( \Phi_{wr}(\lambda, \phi) \) for the regime \( wr \) (i.e., the cluster mean anomalies shown in Figure 1). Following Michel and Rivière (2011), we then compute a nondimensional regime index \( I_{wr}(t) \) for each regime and forecast based on anomalies of the projections \( P_{wr}(t) \) (with respect to the climatological mean projection \( P_{wr} \)) that are normalized with the climatological standard deviation of the projection (over all available forecasts \( i \)):

\[ I_{wr}(t) = \frac{P_{wr}(t) - P_{wr}}{\sqrt{\frac{1}{N} \sum_{i=1}^{N} [P_{wr}(t) - P_{wr}]^2}} \]  

(2)

Note that both the climatological mean projection \( P_{wr} \) and the standard deviation of the projection in the denominator of Equation 2 are computed based on the set of forecasts for the calibrated forecasts and on ERA-Interim for the noncalibrated forecasts (to be consistent with the bias corrections described above). Finally, to determine the active weather regime at each lead time step \( t \), we apply a set of so-called life-cycle criteria to the evolution of \( I_{wr}(t) \) (see Grams et al., 2017 for further details): a regime is active if its \( I_{wr}(t) \) is maximum among all seven \( I_{wr}(t) \) and equal to or above 0.92\(^{-4}\) for five consecutive days or longer. These life-cycle criteria consequently introduce a “no regime” category for those time steps at which none of the seven regimes fulfills the criteria. Compared with previous studies, in which the active regime is determined at each lead time step (based on either minimum distances between principal components within the EOF space or maximum agreement between patterns in physical space: e.g., Ferranti et al., 2015; Neal et al., 2016; Matsueda and Palmer, 2018), our life-cycle definition has the following advantages: the persistence criterion prevents sudden jumps in the regime attribution. Together with the minimum regime index threshold, the method allows us further to define sufficiently strong and physically meaningful life-cycle objects with objectively identified onset, maximum, and decay stages. This enables an in-depth analysis of regime life-cycle characteristics such as duration, number, and transitions.

Figure 2 illustrates the forecast products that can be generated from these different intermediate steps for an example forecast initialized on January 2, 1997: Figure 2a shows the synchronous evolution of \( I_{wr}(t) \) for the seven regimes in the ensemble. It gives an overview of the evolution of the dominating and suppressed regimes with lead time, as well as the associated forecast spread. Building upon Figure 2a, Figure 2b shows the ensemble forecast probability for a certain \( I_{wr}(t) \) to be maximum. As a final forecast product, Figure 2c indicates the ensemble forecast probability for a certain regime to be active after applying the aforementioned life-cycle criteria. This latter forecast product is the basis for most of the forecast verification presented in this study. Note that the verification will only be done up to a lead time of 32 days, due to the loss of data at the end of each forecast, which results from both the low-pass filtering and a convergence to the “no regime” category due to the life-cycle persistence criterion (see light-shaded lead times in Figure 2c). This lead time is still enough, considering the weak skill on these timescales.

Apart from the forecast calibration used in this study and described above, we have tested another more flow-dependent calibration technique, which removes the climatological regime index biases from each of the seven regime indices \( I_{wr}(t) \) (instead of removing only one mean 500-hPa geopotential height bias) before determining the regime life cycles. However, this more sophisticated technique does not change the effect of forecast calibration on the regime forecasts, which is why we stick with the widely used and more easily applicable standard calibration technique in this study.

To verify the forecasts, we additionally identify the weather regime evolution in their corresponding 46-day ERA-Interim periods, following the same principle as above (this means we treat ERA-Interim like an additional ensemble member, i.e., the perfect model forecast, against which we can verify the forecast). This ensures a fair verification of the forecasts because ERA-Interim is truncated by the same amount of data at the end of the 46-day period due to the low-pass filtering. The only difference

---

2This threshold is the only difference compared with the life-cycle criteria in Grams et al. (2017) and has been defined such that the year-round climatological frequency of the “no regime” category equals approximately 30%, which is the residual amount of variance that is not explained by the first seven EOFs.
for the regime identification in ERA-Interim is that the underlying 500-hPa geopotential height climatology, the scalar for normalizing the geopotential height anomalies seasonally, and the climatological mean projection $\overline{P}_{wr}$ to obtain $I_{wr}(t)$ (cf. above) are all based on ERA-Interim data between 1997 and 2017 (i.e., the same as for the non-calibrated forecast) instead of forecast data. The resulting year-round climatological frequency of the seven regimes (including the “no regime” category) in ERA-Interim is shown in Figure 3: the relative frequencies are distributed more homogeneously among the regimes in winter compared with summer. Nevertheless, the cyclonic regimes tend to dominate in winter, whereas the blocked regimes are prevalent in summer. Among the cyclonic regimes, the Zonal Regime is the dominant one in winter, whereas the Atlantic Trough is dominant in summer. Likewise, the European Blocking dominates among the continental blocking regimes in winter, whereas the Scandinavian Blocking is the most frequent continental blocking regime in summer. The “no regime” category is more frequent in summer than in winter.

### 2.3 Skill scores

To verify the categorical ensemble forecast probability of weather regime life-cycle occurrence at each lead time (cf. Figure 2c), we use the fair Brier score (BS: Ferro et al., 2008; equation 3 in Ferro, 2014):

$$ BS = \frac{1}{N} \sum_{k=1}^{N} \sum_{wr \in WR} \left( (y_{wr}^{\text{pr}} - o_{wr}^{\text{pr}})^2 - \frac{m y_{wr}^{\text{pr}} (m - m y_{wr}^{\text{pr}})}{m^2 (m - 1)} \right). $$

The fair BS is the classic BS (Brier, 1950; Wilks, 2011), which is the squared difference between the predicted probability $y_{wr}^{\text{pr}}$ (between 0 and 1) for regime $wr$ of forecast $k$ and the corresponding observed dichotomous value $o_{wr}^{\text{pr}}$. 
(0 or 1), minus a correction term that accounts for the relatively small ensemble member size $m = 11$. This whole term is then averaged over the $N$ forecasts ($N = 4,080$ if all forecasts are verified) to obtain the fair BS. Note that Equation 3 can be used to compute the single-category BS for an individual regime (i.e., with $WR = \{AT$, ZO, ScTr, AR, EuBL, ScBL, GL, no\}) but also the multicategory BS for all regimes together (i.e., with $WR = \{AT$, ZO, ScTr, AR, EuBL, ScBL, GL, no\}). Finally, we compute the fair Brier skill score (hereafter just referred to as BSS; Wilks, 2011) to relate the fair BS of the numerical model forecast to the BS of a climatological reference forecast ($BS_{ref}$, note that $BS_{ref}$ is not corrected):

$$BS = \frac{BS - BS_{ref}}{0 - BS_{ref}}. \quad (4)$$

As a reference forecast, we use the 91-day running mean climatological calendar day regime frequency in ERA-Interim (Figure 3) at each lead time step. Using the fair instead of the classic BSS has a substantial effect on the skill horizon when verifying reforecasts from the S2S database with relatively low numbers of ensemble members (see Figure S1 in the Supporting Information showing the difference in year-round average skill for the regimes investigated here). A disadvantage of the fair BS or BSS, respectively, is that no decomposition into reliability, resolution, and uncertainty has been defined yet (personal communication by Christopher Ferro, University of Exeter), as exists for the classic BS (Wilks, 2011).

We also verify the continuous weather regime index $I_{wr}$ at each lead time of the forecast, for which we use the fair continuous ranked probability score (CRPS: Ferro et al., 2008; equation 4 in Fricker et al., 2013):

$$\text{CRPS} = \frac{1}{N|WR|} \sum_{i=1}^{N} \sum_{wr \in WR} \int_{-\infty}^{+\infty} \left( P_{fc}(x) - P_{obs}(x) \right)^2 \, dx - \frac{1}{2m^2(m - 1)} \sum_{i \neq j} \left| x_{i,wr} - x_{j,wr} \right|, \quad (5)$$

The fair CRPS is the classic CRPS (first term after the integral), which is the squared difference between the predicted and observed (empirical) cumulative distribution functions $P_{fc}(x)$ and $P_{obs}(x)$ of a forecast variable $x$ (of forecast $k$ and regime $wr$), respectively, minus a correction term that accounts for the small ensemble size $m = 11$ (second term after the integral). The cumulative distribution functions can both be expressed as Heaviside functions $H(x)$ (with $H(x) = 0$ for $x < 0$ and $H(x) = 1$ for $x \geq 0$), namely $P_{fc}(x) = \frac{1}{m} \sum_{i=1}^{m} H \left( x - x_{i,wr}^{k,fc} \right)$ and $P_{obs}(x) = H \left( x - x_{i,wr}^{k,obs} \right)$. In our case, $x_{i,wr}^{k,fc}$ is the predicted regime index $I_{wr}$ of member $i$ and forecast $k$, and $x_{i,wr}^{k,obs}$ is the corresponding verifying observation in ERA-Interim. Note that the members $i$ are sorted according to their value $x_{i,wr}^{k,fc}$ prior to computing $P_{fc}(x)$. Similarly to the BS, we can use Equation 5 to compute either the single-category CRPS for one regime or the multicategory CRPS for all regimes together, with the latter simply being the average over the single-category CRPSs of the individual regimes.

Finally, the fair continuous ranked probability skill score (CRPSS) is obtained by relating the CRPS of the forecast to the CRPS$_{ref}$ of the corresponding reference forecast in the same way as for the fair BSS (Equation 4). As a basis to compute the CRPS$_{ref}$, we use a “climatological ensemble” consisting of all $I_{wr}$ values (i.e., “members”) in ERA-Interim within a 91-day running window centered around the calendar day of the verified lead time step (the same window definition as for obtaining the $BS_{ref}$, cf. above).

Evaluating the forecast performance for specific flow situations can lead to relatively small forecast samples. To account for the robustness of the skill scores associated with these small samples, we apply a bootstrapping to all skill-score computations in this study (in addition to computing the actual skill score for each forecast sample). More specifically, we randomly resample (with replacement) $10^4$ times a set of forecasts of the same size as the evaluated set of forecasts and compute the skill score for each of these random samples. We then define the actual skill scores of two forecast groups to be significantly different at the 5% level if their confidence intervals between the 5th and 95th percentiles—derived from these skill score distributions—do not overlap. Following the same principle, we also determine whether biases in climatological regime occurrence frequencies or transition frequencies are significant. The bias itself is computed as the difference between the regime occurrence (or transition) frequency in the forecast and in ERA-Interim. If the confidence interval between the 5th and 95th percentiles of the regime occurrence (or transition) frequency obtained with the bootstrapping in the forecast does not overlap with the confidence interval in ERA-Interim, the bias is defined to be significant at the 5% level.

3 | RESULTS

3.1 | Role of forecast calibration for weather-regime frequency biases and forecast skill

We first demonstrate the link between large-scale circulation biases and the representation of weather regimes
in the forecasts. Figure 4 shows the lead-time-dependent 500-hPa geopotential height biases of the forecast climatology with respect to the ERA-Interim climatology on a calendar day centered in each season (i.e., the biases of the noncalibrated forecast, which are removed later on to obtain the calibrated forecast; cf. Section 2.2 for details). In general, the biases increase in the medium range (left column) and tend to saturate at sub-seasonal lead times (middle and right columns). There are substantial differences between the seasons: in the Atlantic–European region, the biases are smallest in winter, with weak positive values over the North American east coast and parts of Greenland. The positive biases increase slightly in spring and cover most of the polar cap and the Atlantic region around the Azores. The biases maximize in summer with substantial positive values (up to 40 geopotential meters (gpm)) in the central North Atlantic. In autumn, they become similar to those in spring but with smaller magnitudes over the Pacific and Atlantic. The Atlantic–European domain, in which our weather regimes are defined (box in Figure 4a, cf. Section 2.2), is thus affected by the biases primarily in summer and scarcely in winter. Substantial biases can
also be found in the North Pacific and North American regions, with the highest values in winter and summer. Although this upstream region might play a crucial role in the dynamics of Atlantic–European weather regimes (e.g., Rivière and Orlanski, 2007; Michel and Rivière, 2011; Michel et al., 2012; Rivière and Drouard, 2015), the role of the corresponding biases is not discussed here and remains a topic for further research.

The geopotential height biases in the Atlantic–European domain are mutually linked to the weather-regime frequency biases: Figure 5 shows the seasonal life-cycle frequency biases as a function of lead time in the noncalibrated forecasts (i.e., without the geopotential height biases removed) and calibrated forecasts (i.e., with the geopotential height biases removed) with respect to ERA-Interim for each regime. The frequency biases in the noncalibrated forecasts (Figure 5, left column) correspond closely to the behavior of the geopotential height biases (Figure 4): the frequency biases are negligible in winter, with nonsignificant values of...
a few percent (Figure 5a), and largest in summer, with significant absolute values of up to 10% (Figure 5e). In spring and autumn, the biases range in between the values for winter and summer (Figures 5c,g). Furthermore, the biases tend to saturate beyond 15–20 days, which is consistent with the geopotential height biases. To give an example, the largest frequency biases of the anticorrelated ScTr and ScBL in summer (Figure 5e) can be understood from the positive geopotential height bias in the central North Atlantic (Figures 4g,i). The latter is co-located with the positive cluster mean geopotential height anomaly of the ScTr (Figure 1c) and the negative anomaly of the ScBL (Figure 1f). Similarly, the large frequency biases of the anti-correlated ZO and GL (Figures 1b,g) in autumn (Figure 5g) are linked to the positive geopotential height bias over Greenland (Figures 4j,i). As shown in the right column of Figure 5, calibrating the forecasts removes almost all significant frequency biases. The remaining significant biases are thus related to biases in model variability, the potential origin of which is investigated in more detail in Section 3.2: these are the smaller but still significant positive EuBL and AR and negative ScBL biases in summer (Figure 5f) and the still significant positive GL bias in autumn (Figure 5h).

Forecast calibration can also increase frequency biases slightly, such as for the AT and “no regime” in winter and autumn (Figures 5b,h). This indicates that correcting for a mean forecast error does not improve every flow situation, likely because the mean forecast error is dominated by errors in particular flow situations.

Another way of quantifying the effect of forecast calibration on regime occurrence is to count the number of calibrated forecasts in which any of the ensemble members yields a regime (life-cycle) assignment at a specific lead time different from their noncalibrated counterparts. In winter, the percentage of forecasts yielding any changes in regime assignment after calibration increases from 37% after 5 days to 71% after 20 days lead time. In summer, these numbers increase from 53% after 5 days to 94% after 20 days lead time, whereas in spring and autumn they range somewhere in between. This analysis thus clearly reflects the seasonal effects of forecast calibration illustrated by Figure 5 and discussed above, with the strongest effect of forecast calibration in summer and the weakest effect in winter, and a stronger effect at sub-seasonal than medium-range lead times.

The effects of forecast calibration on forecast skill are more subtle and barely significant (see Figures S2 and S3 in the Supporting Information; note that a detailed discussion of forecast skill is provided in Section 3.3): the average weather-regime skill horizon increases by 1–3 days in summer (depending on whether a BSS of 0.1 or 0.0 is defined as “no skill”), but this is not significant. Moreover, the slightly negative BSS in summer at sub-seasonal lead times is partly removed by the calibration. In the other seasons, the effect is negligible (see Figure S2). For some individual regimes such as the EuBL, ScTr, or ScBL, the year-round skill horizon also increases by a few days but not significantly (again depending on the definition of the skill horizon; see Figure S3), which is likely driven by the reduction of large frequency biases in summer (Figure 5). In summary, sub-seasonal forecast calibration is most important in summer, least important in winter, and moderately important in the transition seasons. The improvements achieved with forecast calibration manifest primarily in reduced weather-regime frequency biases, but less so in improved forecast skill. In the following, we will thus use the calibrated forecasts as a basis for further analysis.

### 3.2 Verification of weather regime duration, number, and transitions

To reveal potential sources of the aforementioned lead-time-dependent weather-regime frequency biases in the calibrated forecasts (Figure 5, right column), we now analyse how well the same forecasts reproduce climatologies of regime life-cycle duration, number of regime life-cycle objects, and transitions between regime life cycles. We thereby focus on life-cycle objects as consecutive periods in which a regime is active (i.e., time between onset and decay; cf. Section 2.2). Figure 6 shows the seasonal duration and total number of regime life-cycle objects in the forecasts and in ERA-Interim (throughout all lead times). In addition, Figure 7 illustrates the seasonal frequencies of transitions between these regime life cycles (i.e., from the decay of one regime life cycle to the onset of another within at most 4 days) in ERA-Interim (shading; adding up to 100% along the horizontal) and the associated significant biases in the forecasts (numbers). First, the significant positive and negative lead-time-dependent frequency biases for the EuBL and ScBL in summer (Figure 5f) can partly be explained by too many EuBL and too few ScBL life cycles, respectively (diamonds in Figure 6c), but less so by considerable biases in their duration (box-and-whiskers in Figure 6c). Furthermore, they can be explained by biases in transitions into these two regimes (Figure 7c): in summer, many regimes have frequent transitions into the ScBL. Three of these transitions (from AT, ZO, and AR) are strongly and significantly underestimated, which indicates that the negative lead-time-dependent ScBL frequency bias might partly be caused by too few transitions into ScBL. Likewise, the forecast overestimates the (rarely observed) transitions from AT, ScTr, and AR into EuBL, which might partly explain the positive lead-time-dependent EuBL frequency bias. There is also a high and strongly underestimated
FIGURE 6  Seasonal life-cycle duration (box-and-whiskers with the 5th and 95th percentiles indicated by the whiskers, the interquartile range by the box, the median by the line, and the mean by the filled circle; in days; left y-axis) and total life-cycle number (diamond symbols; right y-axis) for the individual regimes (x-axis) in the forecast (filled) and in ERA-Interim (blank). The seasons and the corresponding available numbers of forecasts are indicated in the boxes. Note that the life cycles cannot be shorter than 5 days by construction and not longer than 46 days as the maximum lead time. The statistics here refer to the number (and duration) of life-cycle objects (i.e., from onset to decay), in contrast to the frequency biases in Figure 5 being simply based on the active life cycle at each day. Also here, the statistics is computed over ERA-Interim being treated like a “perfect ensemble member” (cf. Figure 5) [Colour figure can be viewed at wileyonlinelibrary.com]

transition frequency from ZO into EuBL, which might counteract the positive lead-time-dependent EuBL frequency bias but should be interpreted with caution due to the very rare ZO occurrence in summer (Figure 3). Moreover, the relatively well-captured transitions in summer from EuBL into ScBL and vice versa indicate that the opposite lead-time-dependent ScBL and EuBL frequency biases do not seem to be caused by erroneous transitions between the two regimes. The third significant lead-time-dependent frequency bias in summer—the overestimation of the AR (Figure 5f)—can partly be explained by too many and too persistent AR life cycles (Figure 6c), whereas the transition biases into AR do not appear to be a reason (Figure 7c). Finally, the significant positive lead-time-dependent frequency bias of the GL in autumn (Figure 5h) might be related to too many and too persistent GL life cycles (Figure 6d) and too many transitions from AR and EuBL into the GL in the forecast (Figure 7d). Similarly, the positive lead-time-dependent frequency bias of the AT in autumn (Figure 5h) can be related to the strong overestimation in the number of AT life cycles (which likely overcomes their underestimated duration) and too many transitions from ZO, AR, and ScBL into the AT (Figures 6d and 7d).

Apart from explaining some of the lead-time-dependent regime frequency biases in summer and autumn (shown in Figure 5), Figures 6 and 7 reveal further interesting aspects: the duration of life cycles strongly differs for the different regimes and seasons. In winter, the ZO and GL are the most persistent and the EuBL and “no regime” the least persistent regimes on average (Figure 6a). During summer, however, the AT, EuBL, and “no regime” are the longest and ZO the shortest regimes (Figure 6c). In spring and autumn, life-cycle duration is much more similar among the regimes (Figures 6b,d). The most striking mismatches in regime duration between the forecasts and ERA-Interim appear for the ScBL in winter (underestimation) and the ZO in summer (overestimation). In summary, Figure 6 thus demonstrates substantial differences in regime duration in winter and summer, which are likely related to differences in intrinsic predictability. The fact that the model captures some
FIGURE 7 Seasonal relative life-cycle transition frequencies (%) from a specific weather regime (y-axis) to each weather regime (x-axis) in ERA-Interim (shading) and the corresponding significant-only transition frequency biases (relative frequencies in forecasts (%) minus relative frequencies in ERA-Interim (%); blueish and reddish numbers) in (a) DJF, (b) MAM, (c) JJA, and (d) SON. The transitions are computed based on the same life-cycle objects as in Figure 6, with a transition being counted if the decay of one regime (y-axis) is followed by the onset of another regime (x-axis) within at most 4 days. The numbers in brackets along the y-axis indicate the total number of life cycles of the corresponding regime. The frequencies along the horizontal sum up to 100% [Colour figure can be viewed at wileyonlinelibrary.com]

of these differences better than others will thus be useful to understand some of the differences in forecast skill for the different regimes (cf. Section 3.3).

Considering the life-cycle transitions in more detail reveals a set of climatologically preferred pathways between regimes (Figure 7, with a focus on just those transitions that occur at least 10% more often than all the others for a considered regime): the most striking transition in all seasons is from GL to AT. This indicates that the decay of the blocking over Greenland (GL) typically manifests as an intensification and northward shift of the jet stream over the North Atlantic, likely going along with a shift from the negative to the positive state of the leading EOF (e.g., Ferranti et al., 2018). There are no significant biases associated with this transition, which indicates that the model captures this important pathway remarkably well. Another frequent transition in winter is from EuBL to AR, indicating an upstream propagation of the Central European anticyclone to be most common. This transition is significantly underestimated by the forecasts (Figure 7a). In spring, frequent transitions are from AT to ZO and from AR to GL, reflecting the specific pathways with which extreme positive and negative states of the leading EOF, respectively, typically develop (e.g., Ferranti et al., 2018). The former of these transitions is significantly underestimated by the forecasts (Figure 7b). In summer, an important and well-captured transition is the one from EuBL to ScBL, indicating that the northward progression...
of a Central European high-pressure anomaly toward Scandinavia is a typical fate of EUBL life cycles (Figure 7c). In summary, the transition verification in Figure 7 thus reveals that the model captures some of the climatologically preferred transition paths remarkably well (most prominently the one from GL to AT). This information can be useful from an operational forecasting perspective, because a climatologically frequent transition predicted by a large fraction of ensemble members could be seen as an indicator for a physically meaningful behavior of the forecast. Vice versa, nonexisting transitions also provide useful information: for instance, there are hardly any direct transitions from ZO to GL in any of the seasons (Figure 7), which indicates that the shift from a positive to a negative phase of the NAO (i.e., along the leading EOF) occurs only through intermediate steps that can only be captured with a higher number of regimes considered here. Forecasts that would provide strong evidence for such a transition would thus have to be interpreted with caution.

3.3 Verification of weather regime forecast skill

After evaluating the representation of climatological weather regime characteristics in the forecast, we now investigate forecast skill for the regimes. The year-round multicategory skill (BSS: Equation 4) horizon for predicting the life cycle (i.e., the regime with the maximum regime index \( I_{wr}(t) \) above 0.9 for at least 5 days; cf. Section 2.2 and Figure 2c) of all regimes (excluding the “no regime”) is approximately 20–25 days (black line in Figure 8). However, although a BSS slightly larger than zero implies “skill” by definition (which is the case between 20 and 25 days), this might not be a useful level of skill any more from a forecasting perspective. For this reason, we focus primarily on the arbitrary but reasonable level of \( \text{BSS} = 0.1 \) as a reference level to compare the different flow-dependent skill horizons in the following. Considering this level, the skill horizon for the life cycle is about 14 days, which is in the range of other studies’ results (e.g., Buizza and Leutbecher, 2015; Neal et al., 2016; Ferranti et al., 2018; Son et al., 2020). To see the effect of our life-cycle definition on the overall skill horizon, Figure 8 additionally shows the BSS for the active regime just defined based on the maximum regime index \( I_{wr}(t) \) (i.e., without the life-cycle criteria being applied; cf. Section 2.2 and Figure 2b) and the CRPSS (Equation 5) for the continuous \( I_{wr}(t) \) (cf. Equation 2 and Figure 2a). The BSS horizon for the maximum \( I_{wr}(t) \) is about 1–2 days shorter than the BSS horizon for the life cycle. This demonstrates the added value of including a life cycle (i.e., persistence and projection threshold) criterion for predicting the individual weather regimes. Interestingly, the asymptotic level of the CRPSS is higher at about 0.1, which is likely linked to how the underlying climatological reference forecast is created. Nevertheless, this level is also reached at about 20–25 days, which indicates that the continuous \( I_{wr}(t) \) information does not provide skillful information at longer lead times. In the following, we thus focus on the BSS for the regime life cycle.

Figure 9 stratifies the multicategory skill for all regimes according to the four seasons (note that the multicategory skill for the life cycle of all regimes always includes the
FIGURE 9  Seasonal multicity BSS for all weather regimes (life cycle; including the “no regime” category) as a function of lead time. The numbers in the legend show the number of forecasts in the respective season. The stratification is done according to whether the forecast initial date is in the corresponding season [Colour figure can be viewed at wileyonlinelibrary.com]

The skill horizon for the ZO and GL tends to be longest (15–20 days referring to the 0.1 level), although this is not significant compared with many regimes. Nevertheless, it is striking that the skill for the ZO is significantly larger than zero for up to about 30 days, which demonstrates that remarkable sub-seasonal predictability and windows of opportunity must exist for specific ZO phases (see discussion below for individual seasons). Finally, Figure 10 indicates a relatively low skill for the “no regime” category. This highlights the difficulty in predicting phases that lack persistence and do not fit clearly into one of the distinct large-scale patterns in the low-dimensional phase space. Forecasts thus benefit from introducing a “no regime” category as a “window of low sub-seasonal predictability”. We have also computed regime-specific skill scores for the maximum $I_{WR}(t)$ (BSS: Figure S4a) and the continuous $I_{WR}(t)$ (CRPSS: Figure S4b). Although the skill differences tend to become smaller, the relatively low skill for the EuBL is still apparent. Furthermore, the relative differences in skill change when considering $I_{WR}(t)$ (i.e., CRPSS), with the lowest skill found for the AT (together with the EuBL) and the highest skill for the GL.

FIGURE 10 Year-round single-category BSS for individual weather regimes (life cycle) as a function of lead time [Colour figure can be viewed at wileyonlinelibrary.com]

“no regime” category hereafter, unless something else is stated). The differences in the skill horizon (referring to the level of 0.1) are substantial and significant: the skill in winter is about 5 days longer than in summer and spring, and about 3 days longer than in autumn (cf. also Neal et al., 2016). To what proportion these differences are caused by differences in intrinsic predictability and differences in model errors is an interesting and important question, but goes beyond the scope of this study. For instance, Dalcher and Kalnay (1987) showed theoretically that the intrinsic predictability is higher in winter than in summer because of the combination of a higher error growth rate but smaller saturation error in summer. Nevertheless, it is likely that the larger regime frequency biases in summer—even in the calibrated forecasts (Figure 5f)—indicate a large potential for model improvements.

Figure 10 shows the year-round single-category skill for the individual regimes, revealing some significant differences: most importantly, the skill horizon (referring to the 0.1 level) for the EuBL is about 11 days and thus 3–5 days shorter than for the other regimes, including the ScBL. This is remarkable and indicates that the well-known difficulties in predicting blocking, as found by previous studies using the four classic Atlantic–European regimes (e.g., Ferranti et al., 2015; 2018; Matsueda and Palmer, 2018), is caused primarily by those blocking types located over Central Europe rather than the ones over Scandinavia. A better understanding of the dynamical processes associated with these two blocking types will thus help to improve (sub-seasonal) blocking forecasts.
GL (Figure 10) is driven primarily by the high skill in winter, where these two regimes clearly stand out: they have significantly larger than zero skill for up to 30 days and reach the skill level of 0.1 almost 10 days later than the EuBL with the lowest skill. This indicates important windows of sub-seasonal predictability in winter. In contrast, the skill for the ZO is very low in summer (likely related to the rare ZO occurrence; Figure 3) and for the GL relatively low in autumn. Another interesting aspect is the high skill for the AT in spring (it reaches the skill level of 0.1 almost 15 days later than the EuBL). Figure 11 thus reveals a variety of—in some cases substantial—skill differences in the individual seasons, which are relevant from both an operational forecasting and a model development perspective. Some of the differences might be explained by the differences in intrinsic predictability caused by differences in persistence (Figure 6): for instance, the high skill for the ZO and GL in winter is likely driven by their relatively large and well forecast life-cycle duration. The prolonged duration, in turn, is probably related to phases of anomalous states of the SPV in winter, which are known to be statistically followed by persistent positive and negative NAO phases that correlate strongly with ZO and GL (cf. Section 1; note that a more detailed analysis of the effect of anomalous SPV states on regime skill will follow in Section 3.4.2). Likewise, the low skill for the EuBL in winter or for the ZO in summer might be linked to their short duration (and, in the case of ZO, the rare occurrence; Figure 6). On the other hand, the significant lead-time-dependent regime frequency biases in summer and autumn (Figures 5f,h) appear much more vaguely in the skill differences: for instance, the positive frequency biases for the EuBL in summer and the GL and AT in autumn might indeed co-occur with relatively low forecast skill in these two seasons. In contrast, the forecast skill for the ScBL in summer is remarkably high despite having the largest negative frequency bias. It thus appears promising that a reduction of the ScBL frequency bias in summer might extend the ScBL skill horizon even further, which is crucial for predicting heat waves on sub-seasonal timescales (e.g., Schaller et al., 2018; Spensberger et al., 2020).

We have further computed the year-round (Figure S5) and seasonal (Figure S6) multicategory skill for all regimes depending on the active regime at the forecast initial time. This stratification, however, strongly reduces forecast sample size and hence the robustness of the associated skill scores. We thus find only few robust differences in skill depending on the regime at initial time. Some of these worth mentioning are the tendency towards enhanced skill at medium-range lead times of the winter and spring forecasts starting with GL (consistent with Ferranti et al.,...
This might be influenced by the relatively high persistence of the GL in winter (Figure 6a) and possibly also by its very frequent and well-captured transition into AT (Figure 7a). Furthermore, the skill tends to drop relatively fast in the spring forecasts starting with ScTr, which is interesting considering the fact that the transitions from ScTr in spring are not associated with any significant biases (Figure 7b).

3.4 Windows of opportunity for enhanced sub-seasonal weather regime forecast skill

3.4.1 Role of verification window

Our analysis so far has verified how well the sub-seasonal forecasts can predict the active weather regime each day in different flow situations. Beyond the medium range, however, this is both a physically limited and, beyond certain lead times, intrinsically impossible prediction problem, and from an operational forecasting perspective not even of primary interest. Increasing the lead-time window for which we would like to extract useful forecast information can thus be a meaningful way to improve state-of-the-art sub-seasonal regime forecasts (cf. also Zhu et al., 2014; Buizza and Leutbecher, 2015). We thus investigate the sub-seasonal forecast skill horizon for predicting the regimes within a running window of 7 days (instead of day-by-day; Figure 12). More specifically, we verify the running mean regime frequency in the ensemble against the running attribution of regime occurrence in ERA-Interim. The running attribution means that a regime is defined to occur \((\sigma_k^w = 1)\); cf. Equation 3) if it is active on at least one day within the running window. Regarding the year-round multicategory skill for all seven regimes, this running window approach extends the sub-seasonal skill horizon significantly by about 3 days compared with the classic day-by-day approach (blue compared with black line in Figure 12). The single-category skill horizon for the individual regimes, however, reacts differently (Figure S7): it increases substantially for some regimes such as the EuBL (by up to 5 days) but scarcely changes for other regimes such as the ScBL. The increase of the skill horizon for the EuBL might indicate that the relatively low day-by-day EuBL skill (Figure 10) is partly caused by forecast errors in the timing of the life cycles (i.e., onset or decay). We have also applied this running window approach either in the forecasts only or in ERA-Interim only, but the increase of the skill horizon is largest when the running window is applied to both (i.e., the approach presented here). Furthermore, the results are almost identical when changing the running window to 5 or 9 days. Finally, it is important to note that such an approach substantially reduces skill in the medium range, where day-by-day predictions are still highly skilful (Figure 12). At these lead times, the verification window would thus have to be reduced, for instance by defining the verification window as a function of lead time (Zhu et al., 2014). Moreover, it is likely that the effect of a running mean in the forecast space might be smaller in the operational ECMWF forecasting system, in which the higher number of ensemble members (51) should account for this to some extent by construction. Nevertheless, our analysis demonstrates the potential for extracting more skilful forecast information on sub-seasonal forecast ranges beyond two weeks by means of modifying the temporal aggregation of forecast products.

3.4.2 Role of lower-frequency phenomena

As introduced in Section 1, the midlatitude sub-seasonal forecast skill horizon can also be extended significantly by lower-frequency climate phenomena exerting a dynamical forcing on the extratropical flow via planetary-scale teleconnections. For the Atlantic–European region, two important such forcings come from the winter SPV and the tropical MJO. We thus investigate the influence of the SPV intensity and MJO state at the forecast initial time on the multicategory forecast skill for all regimes together. The SPV intensity at each forecast initial date is defined by the instantaneous geopotential height anomaly at 100 hPa (i.e., in the lower stratosphere) averaged over the polar cap north of 60°N in ERA-Interim (a negative polar cap
anomaly corresponds to a strong SPV and vice versa). Defining the SPV intensity in the lower stratosphere has been shown to be meaningful to investigate the tropospheric impact from the stratosphere (e.g., Baldwin et al., 2003; Karpechko, 2015; Beerli et al., 2017; Charlton-Perez et al., 2018; Büeler et al., 2020). The state of the MJO at each forecast initial date is defined based on the multivariate MJO index RMMI (Wheeler and Hendon, 2004) provided operationally by the Australian Bureau of Meteorology, with an active MJO if the RMMI $\geq 1$.

Figure 13a shows the skill in winter of those forecasts initialized with the 10% strongest and 10% weakest SPV states in comparison with the skill of the residual forecasts (see captions for details on how the skill of the residual forecasts is obtained). The extreme SPV states modify forecast skill compared with normal conditions, but with a distinct effect of strong and weak SPV states: strong SPV states tend to enhance skill for both medium-range and sub-seasonal lead times (significantly at some lead times) and thus extend the skill horizon by up to about 5 days (referring to the 0.1 level). Weak SPV states, in contrast, tend to increase skill only in the medium range but decrease beyond. Interestingly, the pattern changes when comparing the 20% or 33% strongest and weakest SPV states (Figures 13b,c): the increase in skill for medium-range lead times becomes more pronounced and significant after both strong and weak SPV states. On sub-seasonal lead times, the skill still tends to be higher after strong compared with weak SPV states, but the forecasts initialized with normal SPV states tend to perform better in a relative sense and even outperform the ones initialized with anomalous SPV states for the tercile definition (Figure 13c). As the NAO tends to be most sensitive to the SPV (cf. Section 1), we have done the same SPV sensitivity analysis as in Figure 13 but separately for two groups of regimes (Figure S8): those that correlate most strongly with the NAO (ZO, ScTr, and GL) and those that correlate least strongly with the NAO (AT, AR, EuBL, and ScBL). This reveals that the generally higher skill for all regimes following the 10% and 20% strongest compared with the 10% and 20% weakest SPV states (Figure 13a and 13b) is driven largely by those regimes not related to the NAO, particularly at medium-range lead times when the skill following strong SPV states is enhanced remarkably and significantly (Figure S8b,d). On the other hand, the lower skill following weak compared with strong SPV states at sub-seasonal lead times appears for both groups of regimes and thus seems to be independent of particular regime types (Figure S8). In summary, the distinct skill

---

4Retrieved from http://www.bom.gov.au/climate/mjo/graphics/rmm.74toRealtime.txt on February 18, 2021.
modifications by strong and weak SPVs are interesting, considering the fact that previous studies have often pointed out the enhanced sub-seasonal predictability following weak SPV states, particularly so-called sudden stratospheric warmings (SSWs: Scherhag, 1952; Baldwin et al., 2021). At the same time, they are in line with Büeler et al. (2020), who showed that strong SPV states tend to increase and weak SPV states to decrease sub-seasonal forecast skill for near-surface temperature in large parts of Europe. The reduction in skill following weak SPV states likely results from the large case-to-case variability of both the weak SPV states themselves (e.g., Mitchell et al., 2013; Butler et al., 2015) and the associated subsequent tropospheric large-scale response (e.g., Beerli and Grams, 2019; Büeler et al., 2020; Domeisen et al., 2020b). Models thus need to capture this variability better to exploit fully the potentially enhanced sub-seasonal predictability following weak SPV states. Analysing the observed and modeled frequency of the seven regimes following weak SPV states might be a promising way to achieve this, because the refined regime definition likely reveals biases that would not be captured by the classic set of four regimes. We plan to investigate this in the future. Apart from these differences between strong and weak SPV states, our analysis further demonstrates that the enhanced sub-seasonal forecast skill following extreme stratospheric states seems to be given only when the initial SPV intensity is truly extreme (such as in a recent event described by, e.g., Lee et al., 2020b) and not just above or below normal. In other words, the already high regime forecast skill in winter at sub-seasonal lead times (Figure 9) would be even higher if the forecasts initialized with the upper and lower thirds of SPV intensities were neglected. This is an interesting finding, the physical reason for which should be investigated further. Finally, we show that the increase in skill following strong SPV states tends to be much stronger for those regimes that are not related to the NAO than those that are, particularly in the medium range. This is surprising and again highlights the added value of considering our refined set of regimes compared with the NAO only.

Figure 14 shows how an active compared with a non-active MJO at forecast initial time modifies the regime forecast skill during the different seasons. The differences in skill are rather small and hardly significant, even in

![Seasonal multicategory BSS for all weather regimes (life cycle) of the forecasts initialized with an active Madden–Julian Oscillation (MJO; blue) compared with a nonactive MJO (black). The seasons are indicated in the boxes. The BSS for the nonactive MJO is based on a distribution of 1000 random forecast samples (with replacement) of the same size as the corresponding active-MJO forecast bins drawn from all forecasts initialized with a nonactive MJO (allowing for a statistically robust comparison). The black lines thus show the mean over these distributions and the black shading indicates the range between the corresponding 5th and 95th percentiles. The numbers in the legend show the number of forecasts in the respective forecast groups [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 15  Year-round multicategory BSS for all weather regimes (life cycle) of the forecasts initialized with a specific active MJO phase (blue) compared with a nonactive MJO (black). The BSS for the nonactive MJO is based on a distribution of 1000 random forecast samples (with replacement) of the same size as the corresponding active-MJO-phase forecast bins drawn from all forecasts initialized with a nonactive MJO (allowing for a statistically robust comparison). The black lines thus show the mean over these distributions and the black shading indicates the range between the corresponding 5th and 95th percentiles. The numbers in the legend show the number of forecasts in the respective forecast groups [Colour figure can be viewed at wileyonlinelibrary.com]
winter when the dynamical forcing from the MJO tends to be strongest (or at least understood best: e.g., Zhang and Dong, 2004; Stan et al., 2017). Stratifying the active MJO into its specific phases, however, reveals that this, on average small, skill modification results from a balance between enhanced skill after some MJO phases and reduced skill after others (Figure 15): averaged over the year, the strongest (and partly significant) increase in skill occurs after phases 7 and 4 and the strongest decrease after phase 2 (Figure 15b,d,g, respectively). The skill increase for phase 7 appears primarily in winter and spring (see also, e.g., Feng et al., 2021) and that for phase 4 in winter and autumn (see Figures S9–S12). The skill decrease after phase 2 is caused primarily by reduced skill during spring and autumn (see Figures S9–S12). Furthermore, the enhanced skill after phase 4 appears primarily in the medium range, whereas phase 7 instead increases skill in the sub-seasonal range and can thus extend the skill horizon substantially (by up to around 5 days). Certain MJO phases also modify regime forecast skill in summer, although not significantly (see Figure S11). Like the SPV, the MJO has also been shown to modulate primarily the NAO regimes (cf. Section 1). We have thus analysed further how the MJO modifies the multicategory skill for the aforementioned “NAO-related” (ZO, ScTr, and GL) and “NAO-unrelated” regimes (AT, AR, EuBL, and ScBL) separately (Figures S13, S14, and S15): the subtle and nonsignificant modifications in skill for all regimes following an active MJO (Figure 14) are similarly small and mostly nonsignificant for both the NAO-related and NAO-unrelated regimes (Figure S13). The most prominent exception is the significant increase in sub-seasonal skill for the NAO-related regimes following an active MJO in spring (Figure S13c). On the other hand, the modifications of the year-round skill for all regimes following MJO phases 2, 4, and 7 (Figure 15b,d,g) are driven largely by the NAO-related regimes (Figures S14 and S15), which for instance exhibit a striking and significant extension of the year-round skill horizon by more than 5 days following phase 2 (Figure S15e). In contrast, the year-round skill for the NAO-unrelated regimes is less sensitive to specific MJO phases (Figures S14 and S15), with the exception of the significant increase of the medium-range skill following phase 4 (Figure S14h). Furthermore, the year-round skill for the NAO-related regimes is reduced most substantially following phase 1 (Figure S14a). The NAO-unrelated regimes partly balance this reduction, which is why the year-round skill for all regimes is barely reduced following phase 1 (Figure 15a). In summary, knowledge about the MJO being in the specific phases discussed can thus provide important windows of opportunity for enhanced sub-seasonal regime forecast skill. This is the case not just in winter but also in the two transition seasons. Furthermore, it tends to be dominated by the regimes related to the NAO, although the skill of the regimes not related to the NAO is also modified by specific individual MJO phases. This highlights the need to distinguish between individual (categories of) regimes when using the MJO as a source of sub-seasonal predictability. At the same time, our analysis demonstrates that there is likely still room for model improvements with respect to the large-scale atmospheric response over the Atlantic–European region following other specific MJO phases.

4 | SUMMARY AND CONCLUSIONS

We analyse the year-round sub-seasonal ECMWF reforecast skill for a novel set of seven Atlantic–European weather regimes. In the first part of our article, we demonstrate that forecast calibration (i.e., removing the seasonally and lead-time-dependent 500-hPa geopotential height bias) generally improves regime forecasts most strongly in summer, followed by spring and autumn, but hardly at all in winter. This can be explained by the substantially larger geopotential height biases in summer than in winter over the Atlantic–European region, the dynamical sources of which should be investigated further. The calibration-induced improvements manifest in significant reductions of lead-time-dependent regime frequency biases, but only a small improvement of regime skill.

In the second part of the article, we analyse how the remaining significant lead-time-dependent regime frequency biases in the calibrated forecasts might be explained by biases in regime life-cycle duration, number, and transitions: the positive frequency bias of the European Blocking in summer results partly from too many life cycles and too many transitions into the regime. Vice versa, the negative frequency bias of the Scandinavian Blocking in summer is linked partly to too few life cycles and too few transitions into the regime. Similarly, the positive Arctic Ridge frequency bias in summer is linked to too many and too long-lasting life cycles. The positive Greenland Blocking and Atlantic Trough frequency biases in autumn coincide with too many and, for the former, too long-lasting life cycles and too many transitions into the two regimes. Apart from this, we reveal considerable and relatively well-predicted differences in average regime life-cycle duration, which indicate potential differences in intrinsic predictability: in winter, the Zonal Regime and Greenland Blocking are the most persistent and the European Blocking the least persistent regimes. For the Greenland Blocking, this is in line with persistent negative NAO phases (e.g., Matsueda and Palmer, 2018). In summer, the Atlantic Trough and European Blocking are the most
persistent and the Zonal Regime the least persistent. Furthermore, there are a number of climatologically frequent and well-forecast regime transitions, most prominently from the Greenland Blocking into the Atlantic Trough throughout the year, which might be useful for judging the performance of operational forecasts in advance.

The third part of the article demonstrates that sub-seasonal forecast skill varies substantially for different seasons and regimes: the average useful regime skill horizon (defined based on BSS = 0.1) amounts to approximately 14 days over the whole year. In winter, however, it is about 5 days longer than in summer and spring, and about 3 days longer than in autumn. Considering the individual regimes over the whole year, the skill horizon for the European Blocking is 3–5 days shorter than for all the other regimes—including the related Scandinavian Blocking. Stratifying into seasons reveals that the reduced skill for the European Blocking exists in all four seasons, but is most pronounced in winter and spring. However, the remarkable difference in skill between the European and Scandinavian Blocking appears primarily in summer and autumn but not in winter and spring. In contrast, the year-round skill horizon for the Zonal Regime and Greenland Blocking tends to be longest, which is driven primarily by the high skill in winter when these two regimes are most persistent. Finally, the low year-round skill for “no regime” demonstrates the benefit of introducing this category in identifying “windows of low sub-seasonal predictability”.

As a last step, we investigate various windows of opportunity for enhanced sub-seasonal regime forecast skill. First, we demonstrate that the year-round sub-seasonal skill horizon can be increased by several days if we task the model to predict the regime occurrence within multi-day lead-time windows rather than day-by-day (similarly to the approach of Zhu et al., 2014). The fact that this skill modification varies considerably among the regimes points towards potential problems in predicting the timing (i.e., onset and decay) of specific regime life cycles. Second, we investigate how specific states of two important lower-frequency phenomena, namely the winter SPV and the year-round MJO, modify sub-seasonal regime forecast skill: an anomalously strong SPV at the forecast initial time tends to extend the skill horizon in winter by several days, whereas an anomalously weak SPV increases skill only slightly in the medium range but tends to decrease skill beyond. This is in line with similar asymmetries in sub-seasonal skill modifications for European near-surface temperature found by Büeler et al. (2020) and Domeisen et al. (2020a) and highlights the need to improve the tropospheric response in sub-seasonal models following weak SPV states. Biases in this response are likely related to the fact that the model struggles to capture the relatively variable set of regimes that can follow weak SPV states (e.g., Beierli and Grams, 2019; Domeisen et al., 2020b). Furthermore, a rather surprising finding is the nonlinear relationship between the skill modification beyond the medium range following strong SPV states and the way strong SPV states are defined: the increase in skill compared with normal SPV states only holds for the 10% strongest SPV states but vanishes and even turns into a reduction in skill for the 20% and 33% strongest SPV states, respectively. Further research should investigate whether this is a sampling issue or whether it reflects a kind of threshold behavior in the sense that the SPV itself or the closely linked refraction of the vertical wave propagation from the troposphere (e.g., Ambaum and Hoskins, 2002; Polvani and Waugh, 2004) needs to have a certain intensity to enter a persistent (and thus more predictable) phase of a strong stratosphere–troposphere coupling.

Furthermore, forecasts initialized during an active MJO do not exhibit significantly higher skill than forecasts initialized during a nonactive MJO, both throughout the year and in the individual seasons. This is caused by the fact that specific MJO phases have both positive and negative effects on regime skill, balancing each other out: the strongest increase of the skill horizon by up to 5 days appears after phase 7 (primarily in winter and spring), followed by a moderate increase in medium-range skill after phase 4 (primarily in winter and autumn). The strongest decrease in skill follows phase 2 (primarily in spring and autumn). Some of these skill modifications might become more pronounced and significant if the active MJO state is defined based on a larger amplitude than the standard one (RMMI ≥ 1). Nevertheless, the balancing effect on regime skill between individual phases might still remain in this case.

It is important to mention that the modification of forecast skill by the SPV and MJO likely differs between individual regimes. Our preliminary investigations, however, have shown that the robustness of the skill scores becomes small when stratifying into individual seasons, regimes, and SPV and MJO states. Conclusions about robust skill modifications in such flow situations thus need to be made with caution. Nevertheless, we have taken a first step in this direction and investigated how specific SPV and MJO states modify the skill separately for those regimes that are strongly related to the NAO and those that are not. Although various previous studies pointed out that primarily the NAO is sensitive to these lower-frequency phenomena (cf. Section 1), we provide strong evidence that the skill can also be significantly modified by the SPV and MJO for those regimes not related to the NAO. This is particularly the case for the SPV, which for instance substantially increases medium-range skill for the NAO-unrelated regimes when in an anomalously strong state. In the
future, we thus plan to analyse in more detail how the (observed and modeled) occurrence and ultimately skill of the seven individual regimes is modulated by the specific SPV and MJO states. The higher number of regimes will thereby help to detect potential problems and biases in the model associated with the response to lower-frequency phenomena, which might be more difficult to achieve with a coarser regime definition.

Our study is associated with two caveats that are worth mentioning because they might slightly affect some of our findings: first, we use ECMWF reforecasts with a reduced set of 11 instead of the full operational set of 51 ensemble members. It is likely that the spread of the full ensemble might improve the skill in certain flow situations, because even the fair BSS used in this study can correct the skill with an estimator based on the range of physical pathways provided by the reduced ensemble only. Second, the latest cycle of the model versions used (CY45R1; Section 2.1) reproduces the spread of the MJO index, for instance, as well as the MJO amplitude better than previous cycles (partly due to improvements in the stochastic perturbation scheme). The forecast performance might thus improve for certain flow situations if using only this last model version, but, at the same time, the smaller reforecast sample size would make a robust verification more challenging.

By using a novel set of seven year-round Atlantic–European weather regimes, we provide new and important insight complementing the findings of previous studies: first, the notorious problems of sub-seasonal weather models in predicting continental blocking (cf. Section 1) tend to occur year-round. With the higher number of regimes, we can reveal that they are caused primarily by those blockings located over Central Europe (i.e., European Blocking), but, in winter and spring, additionally by those located over Northern Europe (i.e., Scandinavian Blocking). This indicates that these two related blocking types might be driven by different dynamical mechanisms, which are captured differently well by the model depending on the season. Differences in these mechanisms can be related to different contributions from lower-frequency planetary-scale processes compared with synoptic-scale processes. The role of synoptic-scale processes and their intrinsic predictability limit for sub-seasonal forecasts is thus a subject of our current research (Quinting and Grams, 2021; Wandel et al., 2021). Second, the year-round regime definition enables a systematic and comparable skill analysis in all four seasons, which has hardly been done so far (e.g., Cortesi et al., 2021). The revealed lowest regime skill in summer might be improved by reducing the largest large-scale flow biases in summer that remain even in the calibrated forecasts. At the same time, the highest skill in winter might be improved further by exploiting better the potential predictability provided by lower-frequency phenomena such as the SPV and MJO, the dynamical forcing of which is generally strongest in winter. More specifically, such improvements should focus on the model response following weak SPVs and following specific phases of the MJO. Overall, however, sub-seasonal model improvements should go hand in hand with improving our understanding of flow-dependent intrinsic predictability: for instance, there is surprisingly little research on why the intrinsic predictability limit in winter is higher than in summer (cf., e.g., Dalcher and Kalnay, 1987). A better understanding of how different processes contribute to error growth in these two seasons might be an important way forward in this context. Along the same lines, it is important to understand the intrinsic predictability of atmospheric blocking better, particularly of the related European and Scandinavian Blockings investigated in this study. Improving our understanding of intrinsic predictability will ultimately help to reveal the seasons and flow situations with the largest potential for model improvements. Last but not least, it is important to assess critically the benefits of improved sub-seasonal regime predictions from an end-user perspective. Various studies have shown that sub-seasonal predictions of more impact-oriented surface weather parameters, tailored to the specific needs of end users (particularly from the energy industry), can be as useful as (or even more useful than) predictions of regimes (e.g., Bloomfield et al., 2020; 2021; Mariotti et al., 2020; Torralba et al., 2021). Although our higher number of regimes likely outperforms the classic four regimes in terms of regional surface weather imprint, it will thus be important to develop these regimes and their related forecast products further in close collaboration with operational forecasters.

Apart from the potential for model improvement, our study highlights that important windows of enhanced sub-seasonal predictability already exist in state-of-the-art models: in winter, the Zonal Regime and Greenland Blocking, which are closely related to the positive and negative NAO, can be predicted well beyond 20 days with reasonable skill. A similar skill horizon exists for the Atlantic Trough in spring. This remarkable skill is likely influenced by the dynamical forcing from lower-frequency phenomena such as the SPV and MJO investigated here, but also from others such as the El Niño–Southern Oscillation, the Quasi-Biennial Oscillation, or variations in sea-surface temperature, soil moisture, and snow and sea-ice cover. Uniting the knowledge of these different windows of opportunity for enhanced sub-seasonal predictability in sophisticated statistical post-processing tools might thus

---

1https://www.ecmwf.int/en/forecasts/documentation-and-support/evolution-ifs/cycles/summary-cycle-45r1, retrieved on April 21, 2021.
be fruitful to improve operational sub-seasonal forecast skill further.
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