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Abstract—The acquisition of transparent 3D shapes will facilitate many multimedia and computer vision tasks, such as game/movie production and virtual environment applications. In this work, we propose a novel method for detailed reconstruction of transparent objects by exploiting polarimetric cues. Most of existing transparent shapes reconstruction methods usually lack sufficient constraints and suffer from the over-smooth problem. Hence, we introduce polarization information as a complementary cue. Specifically, we employ the implicit representation for object’s geometry with a neural network, while the polarization render is capable of differentiably rendering the object’s polarization images from given illumination configuration. However, direct comparison of rendered polarization images to the real-world captured images will have additional errors due to the transmission in the transparent object. To make the polarimetric cues technically feasible on transparent shapes reconstruction, the concept of reflection percentage which represents proportion of the reflection component is introduced as the weight of the polarization loss. Based on controllable environment setup, we build a polarization dataset containing several solid and smooth transparent objects to verify our method. Experimental results show that our method is capable of recovering detailed shapes and improving reconstruction quality of transparent objects.

I. INTRODUCTION

ACQUIRING objects’ 3D models plays an important role to facilitate many multimedia and computer vision tasks, such as game/movie production [1], [2], [3], AR/VR application [4], [5], [6] and virtual environment interaction [7], [8]. However, the acquisition of transparent 3D shapes has always been a challenge since their visual appearance is determined by the light paths with both reflected and refracted light. The complex optical characteristic of transparent shapes makes the observation of RGB camera or commonly used depth camera contain significant error, leading to the poor performance of traditional 3D reconstruction methods such as active camera scanning and multi-view stereo.

Recently, the neural inverse rendering based on neural implicit representation [9], [10], [11], [12] has achieved remarkable performance in the task of learning 3D shapes from 2D images of opaque objects. However, high complexity of transparent objects’ light paths couples the color of transparent surface with its geometry, environment light, and viewing direction, leading to the difficulty of applying neural inverse rendering methods that exploit photometric consistency constraint, e.g., IDR (implicit differentiable renderer) [11], to transparent shapes. In addition, reconstructed shapes that only use the silhouette constraint suffer from the over-smooth problem. Li et al. [13] proposed a physical-based neural network to handle the complex optical characteristic of transparent shapes under natural lighting conditions, however, it still suffers from the same over-smooth problem. Therefore, additional cues are necessary to be introduced to recover detailed shapes. Researchers introduce ray-ray correspondence between camera rays and the rays from background pattern as the light path’s constraint as a cue for detailed shape reconstruction [14], [15], [16], [17], [18]. However, ray-ray correspondence generally requires strict calibration and precise control.

As a passive imaging principle with weak assumptions of lighting conditions, polarimetric information performs well on many tasks [19], [20], [21] since polarimetric information provides ray’s information from a new dimension in addition to intensity. The polarization state of the reflected light from the object’s surface encodes the azimuth and zenith angle of surface normal. In the context of this paper, the polarimetric cues refer to inferring important information about the object’s surface from the polarization properties of rays. This paper utilizes the polarimetric cues for detailed transparent shapes reconstruction.

However, there is a technical difficulty in applying polarization theory to transparent objects. Due to the complex light interactions of transparent objects, useful polarization information of the directly reflected light, encoding the normal vector of surface, is frequently disturbed by the transmitted light. Using interfered polarimetric cues in optimization will lead to wrong shapes. To make polarimetric cues technically feasible in...
Our method can produce detailed reconstruction results of different transparent objects with complex and irregular shapes and outperform other state-of-the-art methods.

II. RELATED WORK

A. Transparent Shapes Reconstruction

The main challenge of transparent shapes reconstruction is that their surface observation will be interfered by the transmission from background [13]. This feature is exploited by researchers to place known patterns on back of transparent objects to obtain the correspondence between emitted rays from transparent objects and the rays from background patterns. With the rays correspondence, depth or surface normals can be estimated by using the refraction theorem or path triangulation [14], [16], [17], [18]. In contrast to the methods that require strict control of settings to get accurate rays correspondence, our method only needs a dark background and uniform light intensity in directions facing the transparent object.

Recently, data-driven approaches have shown their potential in transparent shapes reconstruction. Several datasets and methods for transparent objects have been proposed [13], [22], [23], [24], [25]. Li et al. [13] propose a neural 3 d reconstruction framework for transparent objects, which simulates light transport within transparent objects through a physically-based rendering layer and uses a pre-trained network for point cloud reconstruction. However, the gap between synthetic and real-world dataset and insufficient constraint of RGB information lead to the over-smooth phenomenon of the reconstructed shapes [25]. Additional information is needed to enhance the constraint.

Polarization information is an important cue for transparent shapes estimating [26], [27] because the polarization state of light reflected from an object’s surface encodes the information of the surface normal [28]. However, the methods purely rely on polarization information usually suffer from large errors. The reflected light, which encodes the surface normal vector, is generally covered by other light components. Hence, different from these methods purely relying on polarization information, our method serves polarization information as cues for multi-view reconstruction to provide auxiliary constraints.

B. Neural Inverse Rendering

Neural inverse rendering learns 3D shapes (usually implicitly represented by neural networks) from 2D images by leveraging differentiable rendering systems [29]. Neural implicit representation adopts neural networks to represent 3D objects or scenes, which is more flexible to represent arbitrary surfaces and theoretically enables infinite resolution rendering. Recently, some works based on neural radiation fields have attempted to use neural representations to reconstruct and render transparent media such as glass and liquids, and they have achieved good rendering results [30], [31], [32], [33]. However, these methods focus on rendering images from novel views rather than detailed reconstruction of objects. While some other works have achieved outperforming results in multi-view reconstruction by leveraging neural implicit representation [10], [11], [12], [34], [35],

1 Our codes are available at https://github.com/Shaomq2187/TransPIR.
Our goal is to recover transparent shapes from multi-view 2D images by exploiting polarimetric cues and the pipeline of our method is shown in Fig. 2. Instead of starting with the space carving method [47], we adopt the neural implicit representation in IDR [11] to produce a smooth initial shape. The polarimetric render will render the polarization maps of different views and then the rendered polarization maps will be compared with the captured polarization maps to get polarization loss. Since only the polarization information of points with a high proportion of reflection component is reliable, the ray tracer will trace reflection percentage of each point to weight the polarization loss. Afterward, the weighted polarization loss guides the optimization to produce final detailed shape. In the following subsections, we will demonstrate our method in detail. In this paper, we use following two assumptions: Transparent objects are solid inside and material is uniform; Diffuse reflection component from transparent surface can be ignored.

### III. Method

Our goal is to recover transparent shapes from multi-view 2D images by exploiting polarimetric cues and the pipeline of our method is shown in Fig. 2. Instead of starting with the space carving method [47], we adopt the neural implicit representation in IDR [11] to produce a smooth initial shape. The polarimetric render will render the polarization maps of different views and then the rendered polarization maps will be compared with the captured polarization maps to get polarization loss. Since only the polarization information of points with a high proportion of reflection component is reliable, the ray tracer will trace reflection percentage of each point to weight the polarization loss. Afterward, the weighted polarization loss guides the optimization to produce final detailed shape. In the following subsections, we will demonstrate our method in detail. In this paper, we use following two assumptions: Transparent objects are solid inside and material is uniform; Diffuse reflection component from transparent surface can be ignored.
The distance \( d \) is negative when \( x \) is inside the boundary, positive outside, and zero when \( x \) is on the boundary. Similar to IDR [11], we represent the transparent objects’ geometry as a multi-layer perceptron network (MLP) [48] \( f_\theta \) with learnable parameters \( \theta \) and optimize \( f_\theta(x) \) to the object’s ground-truth SDF \( f(x) \):

\[
\text{opt} : f_\theta(x) \rightarrow f(x)
\]  

(2)

The normal \( \hat{n}_\theta(x) \) of the surface represented by MLP-based SDF \( f_\theta(x) \) can be expressed as follows:

\[
\hat{n}_\theta(x) = \nabla_x f_\theta(x)/\|\nabla_x f_\theta(x)\|_2
\]  

(3)

The derivative of \( f_\theta(x) \) can be easily acquired from the automatic differentiation mechanism.

Both the polarimetric render and ray tracer in our method require the intersections of rays and geometry, especially the ray-tracer requires all the interactions of rays including the internal refracted rays. The ray marching method, which is often used with the SDF representation, can not meet the requirements since it can only be used on one side of the SDF function. To address this issue, we adopt the secant algorithm to approach the intersections of rays and geometry at inside and outside.

As shown in Fig. 5, we denote the ray as \( x = x_0 + tv, t \geq 0 \), the intersection point of geometry as \( x_+ = x_0 + t_+v \) and the intersection point of the unit sphere as \( x_\ast = x_0 + t_\ast v \), where \( x_0 \) is the start point of the ray and \( v \) is the unit direction vector. Similar to [49], we sample 100 equal steps between 0 and \( t_\ast \), that is, \( 0 < t_1 < \ldots < t_{99} < t_\ast \). Then we find the first \( t_i \) and \( t_{i+1} \) where \( \text{sgn}(f_\theta(x_0 + t_i v)) \neq \text{sgn}(f_\theta(x_0 + t_{i+1} v)) \), the transition of signs of SDF values represents the ray crossing of the surface. The secant algorithm is used for approximation in the interval \( (t_i, t_{i+1}) \) and the nearest values to \( t_\ast \) from both sides are recorded as \( t_+ \) and \( t_\ast \), where \( \text{sgn}(f_\theta(x_0 + t_+ v)) = \text{sgn}(f_\theta(x_0 + t_\ast v)) \) and \( \text{sgn}(f_\theta(x_0 + t_- v)) \neq \text{sgn}(f_\theta(x_0 + t_- v)) \). Both the \( t_+ \) and \( t_\ast \) can be used as an approximation of \( t_\ast \), the specific selection will depend on whether the next ray is refracted or reflected. This algorithm has a slower computation efficiency, but it enables the ray-tracing technique to be applied to SDF representation. The reason for calculating two values of \( t_\ast \) is that the sign of start point will affect the correctness of intersection result. For example, when \( x_+ = x_0 + t_\ast v \) is start point of a refracted ray and its SDF value \( f_\theta(x_+^+) > 0 \), the obtained initial interval must be \( (t_0, t_\ast) \) since the refracted direction is toward inside of the shape, resulting in a wrong intersection. The secant method with two interactions provides basis for future multi-bounce (>2) ray tracing in SDF, although only 2-bounce ray tracing is used in this paper.

C. Polarimetric Rendering

In this paper, we use the Mueller calculus [50] to calculate polarization state of the specular reflection on the transparent surface. In Muller calculus, the full polarization state of light is represented by Stokes vector \( s = [s_0, s_1, s_2, s_3]^T \), where \( s_0 \) represents the light intensity, \( s_1 \) and \( s_2 \) denote the linear polarization components of the \( x \)-axis and \( 45^\circ \) directions, and \( s_3 \) represents the right circular polarization component. The three polarimetric components intensity \( I \), degree of linear polarization DoLP \( \rho \), angle of linear polarization AoLP \( \psi \) can be parameterized.
by the stokes vector:

\[ I = s_0 \]

\[ \rho = \frac{\sqrt{s_1^2 + s_2^2}}{s_0} \]

\[ \psi = \frac{1}{2} \tan^{-1} \left( \frac{s_2}{s_1} \right) \]

We only consider specular reflection on transparent surface, disregarding diffuse reflection component due to the smoothness of transparent surface. Consequently, the polarization state of transmission component, which carries little normal information, has not been rendered. When a ray reflects off object’s surface, its polarization state will change according to Fresnel specular reflection model [50]. As shown in Fig. 6, when the stokes vectors \( s_i, s_r \) of the incident ray and the reflected ray are in the same coordinate system, the transformation between \( s_i, s_r \) can be represented by a mueller matrix \( M_r \), that is,

\[ s_r = M_r s_i \]

\[ M_r = \frac{1}{2} \begin{bmatrix} (r_s^2 + r_p^2) & (r_s^2 - r_p^2) & 0 & 0 \\ (r_s^2 - r_p^2) & (r_s^2 + r_p^2) & 0 & 0 \\ 0 & 0 & 2r_s r_p & 0 \\ 0 & 0 & 0 & 2r_s r_p \end{bmatrix} \]

where \( r_s, r_p \) are the amplitude reflection coefficients perpendicular to the parallel and incident plane, respectively. Their expressions are provided here:

\[ r_s = \frac{\eta_i \cos \chi_i - \eta_\text{c} \cos \chi_\text{c}}{\eta_i \cos \chi_i + \eta_\text{c} \cos \chi_\text{c}} = -\frac{\sin(\chi_i - \chi_\text{c})}{\sin(\chi_i + \chi_\text{c})} \]

\[ r_p = \frac{\eta_\text{c} \cos \chi_\text{c} - \eta_i \cos \chi_i}{\eta_\text{c} \cos \chi_\text{c} + \eta_i \cos \chi_i} = -\frac{\tan(\chi_i - \chi_\text{c})}{\tan(\chi_i + \chi_\text{c})} \]

Eqs. (7), (8), (9) and (10) form the Fresnel specular reflection model. By implementing this model, our polar render is able to simulate the variation of polarization state when the rays reflect on object’s surface.

Since the Stokes vectors are defined in different reference frames, the coordinate frame transformations are required. Fig. 7 shows the schematic of the polarimetric rendering in our method. We adopts the transformations of frames similar to Mitsuba2 [51], and detailed expressions of \( R_i(\mathbf{v}_i; \mathbf{n}_\theta), R_o(\mathbf{v}_o; \mathbf{n}_\theta), R_c(\mathbf{v}_o) \) are presented in supplementary material. With these transformations, the stokes vector \( s_c = [s_{c_0}, s_{c_1}, s_{c_2}, s_{c_3}]^T \) captured by the polarization camera can be written as the linear operations:

\[ s_c = R_c(\mathbf{v}_o) R_o(\mathbf{v}_o; \mathbf{n}_\theta) M_r R_i(\mathbf{v}_i; \mathbf{n}_\theta) s_0 \]

Then, from the (6), the rendered AoLP \( \hat{\psi} \) is,

\[ \hat{\psi} = \frac{1}{2} \tan^{-1} \left( \frac{s_{c_2}}{s_{c_1}} \right) \]

The polarimetric render in Fig. 2 renders the AoLP maps through (11), (12), then they will be compared with the real-world captured AoLP maps to calculate polarization loss, which will be described in detail in later subsection Optimization.

D. Reflection Percentage Estimation

The polar render employs Fresnel specular reflection model to render the AoLP maps from given shape. However, in some areas, the rendered AoLP map has a large error compared with the AoLP map captured in real world as shown in Fig. 9. This error is mainly caused by the high transmission rather than shape.
The observed light from transparent surface consists of two components: the directly reflected light on surface (the specular reflection component) and the transmitted light from inside (the transmission component). The AoLP of the specular component is only related to the normal of intersection point on surface, while the AoLP of transmission component is related to normals of all intersection points in its transmission process. Therefore, the higher proportion of specular reflection, the more reliable of captured AoLP. To quantify and reduce the resulting error, we use ray tracing to calculate reflection percentage of each point on the transparent surface.

Due to high computational cost of ray-tracing based on the SDF representation and the fact that multiple ray tracing does not bring much benefit, we just implement a 2-bounce ray tracer to simplify calculation of reflection proportion. Fig. 8 illustrates the ray-tracing procedure. The rays in Fig. 8 flow from the light source to the camera, which is inverse in our actual implementation. Given the shape, illumination configuration, and the camera viewing direction $-\mathbf{v}_0$, the directions of other rays can be derived from Fresnel’s law of refraction. In each interaction, the energy of incident ray is distributed according to Fresnel term $F$ [52].

$$F_{\eta_i,\eta_t}^{v_i,v_t,n} = \frac{1}{2} \left( \frac{\eta_i v_i \cdot n - \eta_t v_t \cdot n}{\eta_i v_i \cdot n + \eta_t v_t \cdot n} \right)^2$$

$$I_r = F_{\eta_i,\eta_t}^{v_i,v_t,n}I_t$$

$$I_t = (1 - F_{\eta_i,\eta_t}^{v_i,v_t,n})I_t$$

where $I_i, I_r, I_t$ are the intensities of incident, reflected and refracted rays, $v_i, v_r, v_t$ represent their directions, respectively. $n$ is the normal vector.

Using (13), (14), (15), we can calculate the intensities of reflected ray and transmitted ray $I_{t0}, I_{r0}$ observed by the camera in Fig. 8:

$$I_{t1} = (1 - F_{\eta_{air},\eta_{glass}}^{v_t2,v_1,n})I_{t2}$$

$$I_{t0} = (1 - F_{\eta_{air},\eta_{glass}}^{v_t1,v_0,n})I_{t1}$$

$$I_{r0} = F_{\eta_{air},\eta_{glass}}^{v_r1,v_0,n}I_{r1}$$

where the values of $I_{t2}, I_{r1}$ are sampled from the illumination configuration, which is related to our dataset acquisition setup. Due to the total internal reflection, the values of $I_{t1}$ of some rays are unable to calculate from the 2-bounce ray tracer, in this case, we set $I_{t1}$ to a constant to avoid 100% reflection percentage since it is impossible in the real world.

To determine the value of $I_{t2}, I_{r1}$, we model the illumination configuration as shown in Fig. 10 according to our dataset collection setup, where $\mathbf{v}_c$ is the view direction and $\mathbf{v}_s$ is direction of the sampling ray. Our illumination sampling function can be written as follows:

$$\alpha = \arccos \left( \frac{-\mathbf{v}_c \cdot \mathbf{v}_s}{\|\mathbf{v}_c\|\|\mathbf{v}_s\|} \right)$$

$$I_{sample} = \begin{cases} 1.0, & 0 \leq \alpha < \frac{\pi}{2} - \delta \\ 0.1, & \text{otherwise} \end{cases}$$

The relative position between the light source and polarization camera is fixed and hence only the angle $\alpha$ between the direction
of sampled ray $v_s$ and view direction $v_v$ is required to determine whether the sampled ray intersects the light source. We limit the angular range that can directly sample the light source to $[0, \frac{\pi}{2} - \delta]$ since the bottom of the light source cannot fit object surface and some rays within a range $\delta$ cannot sample the light source directly. The default value of $\delta$ is $\frac{\pi}{10}$. We set the intensity of the light source to 1.0, and the intensity of other areas to 0.1 since the environment has weak illumination from diffuse reflection and others.

Finally, the reflection percentage $w$ is defined as the ratio of reflection intensity to total intensity:

$$w = \frac{I_r}{I_r + I_d}$$

(21)

As shown in Fig. 9, the real-world captured AoLP map (Fig. 9(b)) has obvious demarcation in some areas compared to the rendered AoLP map (Fig. 9(a)) since the proportion of reflection component changes. These changes are consistent with the reflection percentage map (Fig. 9(c)) rendered by the ray tracer, which further illustrates the importance of the reflection percentage. Otherwise, the error caused by the smaller reflection proportion will guide the optimization to a wrong shape.

### E. Optimization

We minimize the following loss function to optimize the MLP-based SDF $f_\theta(x)$ to the object’s ground-truth SDF $f(x)$:

$$L_{net} = L_{sil} + \lambda_{sdf} L_{sdf} + \lambda_{pol} L_{pol}$$

(22)

where $L_{sil}$, $L_{sdf}$, $L_{pol}$ represent the silhouette loss, sdf regularization loss term, and weighted polarization loss term. The default values of $\lambda_{sdf}$ and $\lambda_{pol}$ are 0.1 and 0.4, respectively.

1) **Silhouette Loss**: We adopt the same silhouette loss as in IDR [11] for shape optimization supervision, which plays an important role in initial shape reconstruction. Let $O_p \in \{0, 1\}$ be the mask values, the silhouette loss is:

$$L_{sil} = \frac{1}{\alpha \|P\|_1} \sum_{p \in P^o} \text{CE}(O_p, \text{sigmoid}(-\alpha \min_{t > 0} f_\theta(r)))$$

(23)

where $P$ represents the set of intersection points of sampled rays in the mini-batch with the surface. $P_o$ denotes the points in the mini-batch for which no ray-geometry intersection and $r = cr + tv$ represents the ray. $\alpha > 0$ is a parameter and its default value is 50.0.

2) **SDF Regularization Loss**: To encourage the $f_\theta(x)$ approximations a signed distance function, we add the regularization loss, i.e., the Eikonal regularization [53]:

$$L_{sdf} = \frac{1}{\|P\|_1} \sum_{p \in P} (\|\nabla f_\theta(p)\|_2 - 1)^2$$

(24)

3) **Weighted Polarization Loss**: We use polarimetric cues to calculate polarization loss to guide the optimization. The weighted polarization loss for each sampled ray is defined as follows:

$$L_{pol}^p = w_p \|\hat{\psi}_p - \psi_p\|_1, \quad p \in P$$

(25)

where $w_p$ is the reflection percentage of the point $p$. $\hat{\psi}_p$ represents the rendered AoLP, and $\psi_p$ denotes the real-world captured AoLP. As mentioned before, the reflection percentage is related to the reliability of the $\psi_p$, hence we employ it as the weight for the error $\|\hat{\psi}_p - \psi_p\|_1$.

We assume that the difference of the normal between the initial shape and ground-truth shape is smaller than $\varepsilon$ since the supervision of $L_{sil}$ can produce a good initial shape. With this assumption, we can clip the excessive polarization loss to avoid guiding the optimization to wrong shape:

$$L_{pol}' = \begin{cases} L_{pol}^p, & \|\hat{\psi}_p - \psi_p\|_1 \leq \varepsilon \\ 0, & \text{otherwise} \end{cases}$$

(26)

$$L_{pol} = \frac{1}{\|P\|_1} \sum_{p \in P} L_{pol}'$$

(27)

where the default value of $\varepsilon$ in this paper is $\pi/6$.

### IV. EXPERIMENTS

We implement the $f_\theta(x)$ as an MLP with 8 layers and 512 units per layer in PyTorch [54], and a skip connection from the input layer to the middle layer is added as in IDR [11]. The model is trained on an RTX 3090 GPU (24 GB). We use the Adam optimizer [55] with a learning rate of $1e-4$ to optimize the network. 20480 rays per iteration are sampled and the secant algorithm is employed to calculate the intersection points of the sampled rays to the shape. Each object is trained for 1000 epochs, the first 100 epochs are the initial shape reconstruction stage, and $\lambda_{pol}$ is set to zero. After 100 epochs, $\lambda_{pol}$ is set to 0.4(0.2 for object ELEPHANT) to introduce polarimetric cues.

For convenience, we normalize the camera’s poses to ensure that the reconstructed models are all within a unit sphere and all evaluations are performed on this basis.

We adopt the chamfer distance(CD) and chamfer normal angle(CDN) as the metrics and the metrics are calculated by uniformly sampling 10000 points from the ground-truth and reconstructed shape. The chamfer distance and chamfer normal angle are defined as follows:

$$CD = \frac{1}{2} \left( \sum_{p \in P} \min_{p' \in P^*} \|p - p'\|_1 + \sum_{p' \in P^*} \min_{p \in P} \|p - p'\|_1 \right)$$

(28)

$$Acc = \sum_{p \in P^o} \left( 1 - \frac{\hat{\mathbf{n}}_p \cdot \mathbf{n}_p}{\|\hat{\mathbf{n}}_p\|_2 \|\mathbf{n}_p\|_2} \right),$$

$$p^* = \arg \min_{p' \in P^*} \|p - p'\|_1$$

(29)

$$Com = \sum_{p \in P^o} \left( 1 - \frac{\hat{\mathbf{n}}_p \cdot \mathbf{n}_p}{\|\hat{\mathbf{n}}_p\|_2 \|\mathbf{n}_p\|_2} \right),$$

$$p = \arg \min_{p' \in P} \|p - p'\|_1$$

(30)
Fig. 11. Visualization of the reconstruction results compared with baselines. Benefiting from the polarization cues, our method can recover more details of transparent objects than other methods.

\[ CDN = \frac{Acc + Com}{2} \]  

(31)

where \( P \) and \( P^* \) are the sets of points sampled from the reconstructed and the ground-truth shape. \( \hat{n}_p \) and \( n_{p^*} \) represent the normal vector at point \( p \) and \( p^* \), respectively.

A. Comparisons With Baselines

In this paper, we adopt PMVIR [20], IDR [11], visual hull (VH), and TransShape [13] as our baselines. PMVIR is a polarimetric inverse rendering method designed for opaque objects reconstruction. IDR and VH are general 3D reconstruction methods, while TransShape is one of the state-of-the-art methods for transparent object reconstruction.

**PMVIR:** PMVIR (polarimetric multi-view inverse rendering) is a polarimetric inverse rendering method that aims to achieve high-quality reconstruction results using polarimetric cues. PMVIR utilizes structure-from-motion and multi-view stereo to get the initial model for optimization, which these techniques will fail in transparent objects. Therefore, we adopt the initial model obtained from our framework, and we use the PMVIR’s loss function to guide the shape optimization. All the hyper-parameters in PMVIR’s loss function are the same as PMVIR’s reported.

**Visual Hull (VH):** Visual hull or space carving is a traditional algorithm for 3D reconstruction and is usually used as the initial shape reconstruction. We utilize the code from Li et al. [13] to compute the visual hull. Since our camera poses are already normalized, we limit the visual hull to \([-1, 1]^3\) and set the spatial resolution to 256.

**IDR:** IDR is one of the state-of-the-art methods for inverse rendering reconstruction using MLP-based implicit representation. The renderer in IDR will diverge when applied to transparent objects since it is designed for opaque objects. Hence, we remove the RGB loss term in IDR, only silhouette loss and regularization loss are used. All the other super parameters are the same as in the original IDR.

**TransShape:** TransShape is the state-of-the-art method for transparent objects from multi-view RGB images. Different from our approach, TransShape samples rays from a known fixed environment map. Hence, we re-implemented the light sampling module in TransShape to adapt our dataset.

Fig. 11 is the visualization of the comparisons and it shows that due to the limitation of resolution, the visual hull can only reconstruct rough outline of the object, and its reconstructed surfaces are rough and lack details. TransShape further optimizes the model based on the visual hull, TransShape’s results are smooth but due to the insufficient information from RGB images, it fails to recover objects’ details. IDR exhibits the advantage of using MLP-based implicit representation, which can produce water-tight surfaces. However, the reconstruction results of IDR also lack details about objects with only silhouette supervision. PMVIR utilizes the additional information from polarimetric cues, while the loss function which works well on opaque objects can not apply to transparent objects since PMVIR assumes that changes in the polarization state are solely due to surface interactions, which is not applicable to transparent objects. Directly using interfered polarization information is even worse than not using polarization information. Benefiting from polarimetric cues and our adaptation to transparent shapes, our
The best results listed in the table are marked as bold.

### TABLE I

| Method   | CAT  | FROG | ELEPHANT | SQUIRREL |
|----------|------|------|----------|----------|
|          | CD   | CDN  | CD       | CDN      | CD       | CDN      | CD       | CDN      |
| PMVIR    | 13.5625 | 2375.44 | 53.93   | 3035.79  | 20.28    | 3326.02  | 31.9     | 4078.58  |
| VH       | 18.96 | 3143.56 | 34.06   | 2752.86  | 24.26    | 3810.97  | 14.76    | 3081.47  |
| IDR      | 9.82  | 978.79 | 18.99   | 1152.16  | 12.52    | 1579.04  | 13.94    | 1691.07  |
| TransShape | 13.32 | 1014.11 | 33.59   | 882.59   | 18.81    | 1815.98  | 14.63    | 1865.12  |
| Ours     | 8.97  | 744.05 | 13.35   | 1088.37  | 11.31    | 1510.27  | 9.55     | 1476.51  |

### B. Ablation Studies

We conduct ablation experiments on the important parts of our method, including loss terms $L_{pol}$, $L_{sdf}$, and the reflection percentage $w$. In the ablation studies, only the weight of the studied module is set to zero, other parameters are kept the same. The object CAT is selected for ablation studies. The results of other objects in our dataset are provided in the supplementary material. The ablation results of $L_{pol}$ and $L_{sdf}$ have been shown in Fig. 11 and Table I in the previous subsection, i.e., the comparison of ours and IDR, the loss term $L_{pol}$ improves the reconstruction quality by supplementing information of shape’s details. Fig. 12 shows the results of the ablation study on the SDF loss term $L_{sdf}$. After removing $L_{sdf}$, obvious contour lines and hollows appear on the reconstructed surface. $L_{sdf}$ constraints surface normal of the shape that is implicitly represented by an MLP to approach the unit vector, which ensures the reconstructed shape is smooth and realistic. Therefore, when the SDF loss term omits, the MLP will have large gradients at some areas, resulting in holes in the reconstructed shape.

Fig. 13 presents the results with and without reflection percentage $w$ and it shows that polarimetric cues will misguide the shape reconstruction, especially the folded areas. The high transmission component proportion in these areas leads to the coupling of the observed polarization state with all the interaction points in the transmitted light path. Calculating the loss directly with the rendered polarization images will lead to an erroneous shape. The reflection percentage to weight polarization loss can effectively reduce the error. Intuitively, the reflection percentage decreases the utilization of polarimetric cues, but no significant degradation of reconstruction details is observed in the experiment. This can be attributed to the redundancy of polarization information across multi-views, where areas experiencing severe transmission interference in one view exhibit higher reliability in other views.

### TABLE II

| Metric | W/o $L_{pol}$ | W/o $L_{sdf}$ | W/o $w$ | Full |
|--------|---------------|---------------|---------|------|
| CD     | 9.82          | 26.81         | 9.51    | 8.97 |
| CDN    | 978.79        | 1788.01       | 1017.79 | 744.05 |

The best results listed in the table are marked as bold.

### TABLE III

| Method | 10 Views | 20 Views | 34 Views |
|--------|----------|----------|----------|
|        | CD       | CDN      | CD       | CDN      |
| IDR    | 11.75    | 1259.79  | 11.61    | 1371.06  | 9.82    | 978.79  |
| Ours   | 9.89     | 1009.11  | 9.29     | 934.67   | 8.97    | 744.05  |

The best results listed in the table are marked as bold.
Fig. 14. Reconstruction results under the different number of views. The shapes listed in the two rows are the results without/with polarimetric cues, respectively.

10 views. This is because the new images in 20 views contain more head and back areas, resulting in more silhouette loss and over-optimization in these areas.

V. DISCUSSION

As studied by prior works, polarimetric cues indeed can effectively complement the details of reconstruction results. However, due to existence of the severe transmission interference, it is crucial to apply appropriate filtering techniques to ensure correct polarization information is used. In this paper, with the goal of introducing polarimetric cues to transparent shapes reconstruction, we propose a polarimetric inverse rendering framework for detailed transparent shapes reconstruction from multi-view polarization images. Specifically, we employ the implicit neural representation for object’s geometry, then it is rendered by the polarimetric render and compared to the real-world captured polarization images. To make the polarimetric cues technically feasible on transparent shapes reconstruction, we propose the reflection percentage to calculate the weighed polarization loss. In addition, we construct a polarization dataset for multi-view transparent shapes reconstruction and our method is verified on this dataset. Experimental results show that our method is capable of recovering detailed shapes and improving reconstruction quality of transparent objects, and our method provides a technically feasible solution for the application of polarization information in transparent objects.

Limitations and future work: Only the polarimetric cues of the areas with high reflection percentage are effectively utilized. Hence, using the polarization ray tracing technique to render more realistic polarization images of transparent objects will be our future work. In addition, the quality of our method heavily depends on the quality of initial shape, how to reconstruct outperforming shapes based on poor initial shapes is also one of our future directions.
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