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Abstract

We consider a stochastic differential game in the context of forward-backward stochastic differential equations, where one player implements an impulse control while the opponent controls the system continuously. Utilizing the notion of “backward semigroups” we first prove the dynamic programming principle (DPP) for a truncated version of the problem in a straightforward manner. Relying on a uniform convergence argument then enables us to show the DPP for the general setting. In particular, this avoids technical constraints imposed in previous works dealing with the same problem. Moreover, our approach allows us to consider impulse costs that depend on the present value of the state process in addition to unbounded coefficients.

Using the dynamic programming principle we deduce that the upper and lower value functions are both solutions (in viscosity sense) to the same Hamilton-Jacobi-Bellman-Isaacs obstacle problem. By showing uniqueness of solutions to this partial differential inequality we conclude that the game has a value.

1 Introduction

The history of differential games is almost as long as the history of modern optimal control theory and traces back to the seminal work by Isaacs [16]. To counter the unrealistic idea that one of the players have to give up their control to the opponent, Elliot and Kalton introduced the notion of strategies defined as non-anticipating maps from the opponents set of controls to the players own controls [10]. Assuming that one player plays a strategy while the opponent plays a classical control, Evans and Souganidis [11] used the theory of viscosity solutions to find a representation of the upper and lower value functions in deterministic differential games as solutions to Hamilton-Jacobi-Bellman-Isaacs (HJBI) equations. Using a discrete time approximation technique, this was later translated to the stochastic setting by Flemming and Souganidis [12]. The natural terminology for these games being zero-sum stochastic differential games (SDGs). Using the theory of backward stochastic differential equations (BSDEs), in particular the notion of backward semigroups, Buckdahn and Li [4] simplified the arguments and further extended the results in [12] to cost functionals defined in terms of BSDEs.

Just as stochastic control was extended to various types of controls in the latter half of the previous century (notably to controls of impulse type in [3]), so has stochastic differential games. Tang and Hou [21] considered the setting of two-player, zero-sum SDGs where both players play switching controls (a particular type of impulse control). Their result was later extended by Djehiche et. al. [7, 8] to incorporate stochastic switching-costs. In the context of general impulse controls, Cosso [5] considered a zero-sum game where both players play impulse controls. By adapting the theory developed in [4], L. Zhang recently extended these results to cost functionals defined by BSDEs [23].
In the present work we will be dealing with SDGs where one player plays an impulse control while the opponent plays a continuous control. This type of game problems have previously been considered by Azimzadeh \[1\] for linear expectations and when the intervention costs are deterministic and by Bayraktar et. al. \[2\] when the impulse control is of switching type. We follow the path described above where the cost functional is defined in terms of the solution to a BSDE and introduce the lower value function

\[V_-(t, x) := \text{ess inf}_{\alpha^S \in A^S_t} \text{ess sup}_{u \in U_t} J(t, x; u, \alpha^S(u))\]

and the upper value function

\[V_+(t, x) := \text{ess sup}_{u \in U^S_t} \text{ess inf}_{\alpha \in A_t} J(t, x; u^S(\alpha), \alpha)\]

with \(J(t, x; u, \alpha) := Y^{t, x; u, \alpha}_t\), where the pair \((Y^{t, x; u, \alpha}, Z^{t, x; u, \alpha})\) solves the non-standard BSDE

\[Y^{t, x; u, \alpha}_s = \psi(X^{t, x; u, \alpha}_T) + \int_s^T f(r, X^{t, x; u, \alpha}_r, Y^{t, x; u, \alpha}_r, Z^{t, x; u, \alpha}_r, \alpha_r)dr - \int_s^T Z^{t, x; u, \alpha}_r dW_r - \Xi^{t, x; u, \alpha}_{T+} + \Xi^{t, x; u, \alpha}_s,\]  

(1.1)

In the above definitions, \(U\) (resp. \(A\)) and \(U^S\) (resp. \(A^S\)) represent the set of impulse (resp. continuous) controls and their corresponding non-anticipative strategies. The generic member of \(U\) will be denoted by \(u := (\tau_i, \beta_i)_{1 \leq i \leq N}\) where \(\tau_i\) is the time of the \(i\)th intervention and \(\beta_i\) is the corresponding impulse, taking values in the compact set \(\mathcal{U}\). Moreover, the impulse cost process \(\Xi\) is defined as

\[\Xi^{t, x; u, \alpha}_s := \sum_{j=1}^N 1_{[\tau_j < s]} \ell(\tau_j, X^{t, x; u, \alpha}_{\tau_j-1}, \beta_j),\]  

(1.2)

where \([u]_j := (\tau_i, \beta_i)_{1 \leq i \leq N\setminus j}\) and \(X^{t, x; u, \alpha}\) solves the impulsively and continuously controlled SDE

\[X^{t, x; u, \alpha}_s = x + \int_t^s a(r, X^{t, x; u, \alpha}_r, \alpha_r)dr + \int_t^s \sigma(r, X^{t, x; u, \alpha}_r, \alpha_r)dW_r\]  

(1.3)

for \(s \in [t, \tau_1)\) and

\[X^{t, x; u, \alpha}_s = \Gamma(\tau_j \lor t, X^{t, x; u, \alpha}_{\tau_j-1}, \beta_j) + \int_{\tau_j \lor t}^s a(r, X^{t, x; u, \alpha}_r, \alpha_r)dr + \int_{\tau_j \lor t}^s \sigma(r, X^{t, x; u, \alpha}_r, \alpha_r)dW_r,\]  

(1.4)

whenever \(s \in [\tau_j, \tau_{j+1})\) with \(\tau_{N+1} := \infty\).

We show that \(V_+\) and \(V_-\) are both viscosity solutions to the Hamilton-Jacobi-Bellman-Isaacs quasi-variational inequality (HJBI-QVI)

\[
\begin{cases}
\min\{v(t, x) - \mathcal{M}v(t, x), -v_t(t, x) - \inf_{\alpha \in A} H(t, x, v(t, x), Dv(t, x), D^2v(t, x), \alpha)\} = 0, \\
v(t, x) \in [0, T] \times \mathbb{R}^d \\
v(T, x) = \psi(x),
\end{cases}
\]

(1.5)

where \(\mathcal{M}v(t, x) := \sup_{b \in U} \{v(t, \Gamma(t, x, b)) - \ell(t, x, b)\}\) and

\[H(t, x, y, p, X, \alpha) := p \cdot a(t, x, \alpha) + \frac{1}{2} \text{Tr}[\sigma \sigma^\top(t, x, \alpha)X] + f(t, x, y, p^\top \sigma(t, x, \alpha), \alpha).\]

We then move on to prove that (1.5) admits at most one solution, leading to the main contribution of the paper, namely the conclusion that the game has a value, i.e. that \(V_- \equiv V_+\).
2 Preliminaries

We let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space on which lives a \(d\)-dimensional Brownian motion \(W\). We denote by \(\mathbb{F} := (\mathcal{F}_t)_{0 \leq t \leq T}\) the augmented natural filtration of \(W\).

Throughout, we will use the following notation:

- \(\mathcal{P}_\mathbb{F}\) is the \(\sigma\)-algebra of \(\mathbb{F}\)-progressively measurable subsets of \([0, T] \times \Omega\).
- For \(p \geq 1\), we let \(\mathcal{S}^p\) be the set of all \(\mathbb{R}\)-valued, \(\mathcal{P}_\mathbb{F}\)-measurable càdlàg processes \((Z_t : t \in [0, T])\) such that \(\|Z\|_{\mathcal{S}^p} := \mathbb{E}\left[\sup_{t \in [0,T]} |Z_t|^p\right] < \infty\) and we let \(\mathcal{S}_c^p\) be the subset of processes that are continuous.
- We let \(\mathcal{H}^p\) denote the set of all \(\mathbb{R}^d\)-valued \(\mathcal{P}_\mathbb{F}\)-measurable processes \((Z_t : t \in [0, T])\) such that \(\|Z\|_{\mathcal{H}^p} := \mathbb{E}\left[\left(\int_0^T |Z_t|^2 dt\right)^{p/2}\right]^{1/p} < \infty\).
- We let \(\mathcal{T}\) be the set of all \(\mathbb{F}\)-stopping times and for each \(\eta \in \mathcal{T}\) we let \(\mathcal{T}_\eta\) be the corresponding subsets of stopping times \(\tau\) such that \(\tau \geq \eta\), \(\mathbb{P}\)-a.s.
- We let \(\mathcal{A}\) be the set of all \(\mathbb{F}\)-valued processes \(\alpha \in \mathcal{H}^2\) where \(A\) is a compact set.
- We let \(\mathcal{U}\) be the set of all \(u = (\tau_j, \beta_j)_{1 \leq j \leq N}\), where \((\tau_j)_{j=1}^N\) is a non-decreasing sequence of \(\mathbb{F}\)-stopping times and \(\beta_j\) is a \(\mathcal{F}_{\tau_j}\)-measurable r.v. taking values in \(U\), such that \(\zeta_{\tau_j}^{i,x;\alpha} \in L^2(\Omega, \mathcal{F}_T, \mathbb{P})\) for all \(\alpha \in \mathcal{A}\).
- For stopping times \(\eta \leq \bar{\eta}\) we let \(\mathcal{U}_{\eta, \bar{\eta}}\) be the subset of \(\mathcal{U}\) with \(\eta \leq \tau_j \leq \bar{\eta}\), \(\mathbb{P}\)-a.s. for \(j = 1, \ldots, N\). Similarly, we let \(\mathcal{A}_{\eta, \bar{\eta}}\) be the restriction of \(\mathcal{A}\) to all \(\alpha : \Omega \times [\eta, \bar{\eta}] \to A\). When \(\bar{\eta} = T\) we use the shorthands \(\mathcal{U}_{\eta}\) and \(\mathcal{A}_\eta\).
- For any \(u \in \mathcal{U}\), we let \([u]_{j} := (\tau_i, \beta_i)_{1 \leq i \leq N} \cap \eta, \bar{\eta}\). Moreover, we introduce \(N(s) := \max\{j \geq 0 : \tau_j \leq s\}\) and let \(u_s := [u]_{N(s)}\) and \(u^* := (\tau_j, \beta_j)_{N(s)+1 \leq j \leq N}\).
- We let \(\Pi_{pg}\) denote the set of all functions \(\varphi : [0, T] \times \mathbb{R}^n \to \mathbb{R}\) that are of polynomial growth in \(x\), i.e. there are constants \(C, \rho > 0\) such that \(|\varphi(t, x)| \leq C(1 + |x|^\rho)\) for all \((t, x) \in [0, T] \times \mathbb{R}^n\).
We also mention that, unless otherwise specified, all inequalities between random variables are to be interpreted in the $\mathbb{P}$-a.s. sense.

**Definition 2.1.** We introduce that notion of non-anticipative strategies defined as all maps $u^S : A \to U$ for which $(u^S(\alpha))_s = (u^S(\tilde{\alpha}))_s$ whenever $\alpha_r = \tilde{\alpha}_r$, $d\lambda \times d\mathbb{P}$-a.e. on $[0, s] \times \Omega$ (resp. $\alpha^S : U \to A$ for which $(\alpha^S(u))_s = (\alpha^S(\tilde{u}))_s$ whenever $\tilde{u}_s = u_s$, $\mathbb{P}$-a.s.). We denote by $U^S$ (resp. $A^S$) the set of non-anticipative strategies.

Moreover, we define the restrictions to an interval $[\eta, \bar{\eta}]$ denoted $U^S_{\eta, \bar{\eta}}$ (resp. $A^S_{\eta, \bar{\eta}}$) as all non-anticipative maps $u^S : \mathcal{A}_{\eta, \bar{\eta}} \to U_{\eta, \bar{\eta}}$ (resp. $\alpha^S : U_{\eta, \bar{\eta}} \to A_{\eta, \bar{\eta}}$).

**Definition 2.2.** We will rely heavily on approximation schemes where we limit the number of interventions in the impulse control. To this extent we let $U_k := \{u \in U : N \leq k, \mathbb{P} - a.s.\}$ for $k \geq 0$ and let $U^{S,k}$ be the corresponding set of non-anticipative strategies $u^S : A \to U^k$.

**Definition 2.3.** We introduce the concatenation of impulse controls $\oplus$ as

$$(\tau_j, \beta_j)_{1 \leq j \leq N} \oplus (\tilde{\tau}_j, \tilde{\beta}_j)_{1 \leq j \leq \bar{N}} := ((\tau_1, \beta_1), \ldots, (\tau_N, \beta_N), (\tilde{\tau}_1 \vee \tau_N, \tilde{\beta}_1), \ldots, (\tilde{\tau}_{\bar{N}} \vee \tau_N, \beta_N))$$

and note that for each $\eta \in \mathcal{T}$ we have the decomposition $u = u_\eta \oplus u^\eta$.

Similarly, when $0 \leq t \leq s \leq T$ we let the concatenation of $\alpha \in \mathcal{A}_{t,s}$ and $\tilde{\alpha} \in \mathcal{A}_s$ at $s$ be defined as

$$(\alpha \oplus_s \tilde{\alpha})_s := 1_{[t,s]}(r)\alpha_r + 1_{[s,T]}(r)\tilde{\alpha}_r$$

for all $r \in [t,T]$.

Throughout, we make the following assumptions on the parameters in the cost functional where $C > 0$ and $\rho > 0$ are fixed constants:

**Assumption 2.4.**

i) We assume that $f : [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times A$ is Borel measurable, of polynomial growth in $x$, i.e. there is a $C > 0$ and a $\rho \geq 0$ such that

$$|f(t, x, 0, 0, \alpha)| \leq C(1 + |x|\rho)$$

for all $\alpha \in A$, and that there is a constant $k_f > 0$ such that for any $t \in [0, T]$, $x, x' \in \mathbb{R}^n$, $y, y' \in \mathbb{R}$, $z, z' \in \mathbb{R}^d$ and $\alpha \in A$ we have

$$|f(t, x', y', z', \alpha) - f(t, x, y, z, \alpha)| \leq k_f((1 + |x|\rho + |x'|\rho)|x' - x| + |y' - y| + |z' - z|).$$

Moreover, we assume that $f(t, x, y, z, \cdot)$ is continuous for all $(t, x, y, z) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$.

ii) The terminal reward $\psi : \mathbb{R}^n \to \mathbb{R}$ satisfies the growth condition

$$|\psi(x)| \leq C(1 + |x|\rho)$$

for all $x \in \mathbb{R}^n$, and the following local Lipschitz criterion

$$|\psi(x) - \psi(x')| \leq C(1 + |x|\rho + |x'|\rho)|x - x'|.$$

iii) The intervention cost $\ell : [0, T] \times \mathbb{R}^n \times U \to \mathbb{R}_+$ is jointly continuous in $(t, x, b)$, bounded from below, i.e.

$$\ell(t, x, b) \geq \delta > 0,$$

locally Lipschitz in $x$ and locally Hölder continuous in $t$, in particular, we assume that

$$|\ell(t, x, b) - \ell(t', x', b)| \leq C(1 + |x'|\rho + |x|\rho)(|x - x'| + |t' - t|\gamma),$$

for some $\gamma > 0$. 
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iv) For each \((x, b) \in \mathbb{R}^n \times U\) we have
\[
\psi(x) > \psi(\Gamma(T, x, b)) - \ell(t, x, b).
\]

**Remark 2.5.** Note in particular that Assumption 2.4 implies that the lower and upper functions defined in the introduction satisfies \(V_-(T, x) = V_+(T, x) = \psi(T, x)\) for all \(x \in \mathbb{R}^n\).

Moreover, we make the following assumptions on the coefficients of the controlled forward SDE:

**Assumption 2.6.** For any \((t, t') \in [0, T], b \in U, \alpha \in A\) and \(x, x' \in \mathbb{R}^n\) we have:

i) The function \(\Gamma : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^d\) is jointly continuous and satisfies
\[
|\Gamma(t, x, b) - \Gamma(t', x', b)| \leq k_T(|x' - x| + |t' - t|)(1 + |x| + |x'|)
\]
and the growth condition
\[
|\Gamma(t, x, b)| \leq K_T \vee |x|.
\]  

for some constants \(k_T, K_T > 0\) and \(\varsigma > 0\).

ii) The coefficients \(a : [0, T] \times \mathbb{R}^n \times A \rightarrow \mathbb{R}^n\) and \(\sigma : [0, T] \times \mathbb{R}^n \times A \rightarrow \mathbb{R}^{n \times d}\) are jointly continuous and satisfy the growth condition
\[
|a(t, x, \alpha)| + |\sigma(t, x, \alpha)| \leq C(1 + |x|),
\]
and the Lipschitz continuity
\[
|a(t, x, \alpha) - a(t, x', \alpha)| + |\sigma(t, x, \alpha) - \sigma(t, x', \alpha)| \leq C|x' - x|.
\]

**2.1 Viscosity solutions**

We define the upper, \(v^*\), and lower, \(v_*\), semi-continuous envelope of a function \(v\) as
\[
v^*(t, x) := \limsup_{(t', x') \to (t, x), t' < T} v(t', x')\quad \text{and} \quad v_*(t, x) := \liminf_{(t', x') \to (t, x), t' < T} v(t', x')
\]

Next we introduce the notion of a viscosity solution using the limiting parabolic superjet \(\bar{J}^+ v\) and subjet \(\bar{J}^- v\) of a function \(v\) (see pp. 9-10 of [6] for a definition):

**Definition 2.7.** Let \(v\) be a locally bounded l.s.c. (resp. u.s.c.) function from \([0, T] \times \mathbb{R}^n\) to \(\mathbb{R}\). Then,

a) It is referred to as a viscosity supersolution (resp. subsolution) to (1.5) if:

i) \(v(T, x) \geq \psi(x)\) (resp. \(v(T, x) \leq \psi(x)\))

ii) For any \((t, x) \in [0, T] \times \mathbb{R}^d\) and \((p, q, X) \in \bar{J}^- v(t, x)\) (resp. \(\bar{J}^+ v(t, x)\)) we have
\[
\min \left\{ v(t, x) - \mathcal{M}v(t, x), -p - \inf_{\alpha \in A} H(t, x, v(t, x), q, X, a) \right\} \geq 0
\]
(resp.
\[
\min \left\{ v(t, x) - \mathcal{M}v(t, x), -p - \inf_{\alpha \in A} H(t, x, v(t, x), q, X, a) \right\} \leq 0.
\]

b) It is referred to as a viscosity solution if it is both a supersolution and a subsolution.

We will sometimes use the following equivalent definition of viscosity supersolutions (resp. subsolutions):

**Definition 2.8.** A l.s.c. (resp. u.s.c.) function \(v\) is a viscosity supersolution (subsolution) to (1.5) if \(v(T, x) \geq \psi(x)\) (resp. \(\leq \psi(x)\)) and whenever \(\varphi \in C_{l.s.c.}^3[0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}\) is such that \(\varphi(t, x) = v(t, x)\) and \(\varphi - v\) has a local maximum (resp. minimum) at \((t, x)\), then
\[
\min \left\{ v(t, x) - \mathcal{M}v(t, x), -\varphi_t(t, x) - \inf_{\alpha \in A} H(t, x, v(t, x), D\varphi(t, x), D^2\varphi(t, x), a) \right\} \geq 0 \ (\leq 0).
\]

**Remark 2.9.** \(C_{l.s.c.}^3\) denotes the set of real-valued functions that are continuously differentiable up to third order and whose derivatives of order one to three are bounded.
2.2 Backward semigroups

For \((t,x) \in [0,T] \times \mathbb{R}^n\) we let \(h \in [0,T-t]\) and assume that \(\eta \in L^2(\Omega,\mathcal{F}_{t+h},\mathbb{P})\). For all \((u,\alpha) \in \mathcal{U}_{t,t+h} \times \mathcal{A}_{t,t+h}\) we then define (see \([17]\))

\[
G_{t,t+h}^{L,x;u,\alpha}[\eta] := \mathcal{Y}_t,
\]

where \((\mathcal{Y},\mathcal{Z}) \in S^2 \times \mathcal{H}^2\) is the unique solution\(^1\) to

\[
\mathcal{Y}_s = \eta + \int_s^{t+h} f(r, X_r^{t,x;u,\alpha}, \mathcal{Y}_r, \mathcal{Z}_r)dr - \int_s^{t+h} \mathcal{Z}_rdW_r - \Xi_s^{t,x;u,\alpha} + \Xi_s^{t,x;u,\alpha}.
\]

The so defined family of operators \(G_{t,t+h}^{L,x;u,\alpha}\) is referred to as the backward semigroup related to the BSDE.

We note that by the uniqueness of solutions to (1.1) (see the next section) we have that

\[
G_{t,t+h}^{L,x;u,\alpha}[\psi(X_T^{t,x;u,\alpha})] = G_{t,t+h}^{L,x;u,\alpha}[Y_{t+h}^{t,x;u,\alpha};x_{t+h};\alpha].
\]

We refer to (2.3) as the semigroup property of \(G\).

3 Forward-Backward SDEs with impulses

In this section we consider the non-standard BSDE in (1.1). Impulsively controlled BSDEs in the non-Markovian framework were treated in \([19]\), while BSDEs related to switching problems have been treated in \([15,14,13]\).

Considering first the forward SDE, we get by repeated use of standard results for SDEs (see e.g. Chapter 5 in \([20]\)) that (1.3)-(1.4) admits a unique solution \(X\) in \([15,14,13]\). Markovian framework were treated in \([19]\), while BSDEs related to switching problems have been treated in \([15,14,13]\).

Proof. We refer to (2.3) as the semigroup property of \(G\).

3.1 Estimates for the controlled diffusion process

Proposition 3.1. For each \(p \geq 1\), there is a \(C > 0\) such that

\[
\mathbb{E}\left[\sup_{s \in \mathbb{C}} |X_s^{t,x;u,\alpha}|^p \bigg| \mathcal{F}_\zeta\right] \leq C(1 + |X_s^{t,x;u,\alpha}|^p),
\]

\(\mathbb{P}\)-a.s. for all \((t,\zeta,x,u,\alpha) \in [0,T]^2 \times \mathbb{R}^n \times \mathcal{U} \times \mathcal{A}\).

Proof. We use the shorthand \(X^j := X^{t,x;[u],j,\alpha}\). By Assumption 2.6.\(^1\) we get for \(s \in [\tau_j,T]\), using integration by parts, that

\[
|X_s^j|^2 = |X_{t_j}^j|^2 + 2 \int_{t_j}^s X_r^j dX_r^j + \int_{t_j}^s d[X_r^j,X_r^j],
\]

\[
\leq K^2 \vee |X_{t_j}^j|^2 + 2 \int_{t_j}^s X_r^j dX_r^j + \int_{t_j}^s d[X_r^j,X_r^j].
\]

\(^1\)From now on we assume that any referred to uniqueness of solutions to a BSDE is uniqueness in \(S^2 \times \mathcal{H}^2\) and therefore refrain from referring to the space.
We note that if $|X^j_s| > K_T$ and $|X^j_s| \leq K_T$ for some $r \in [\zeta, s]$ then there is a largest time $\theta < s$ such that $|X^j_\theta| \leq K_T$. This means that during the interval $(\theta, s]$ interventions will not increase the magnitude $|X^j|$. By induction we find that

$$|X^j_s|^2 \leq |X^j_\zeta|^2 \vee K^2_T + \sum_{i=0}^j \left\{ 2 \int_{\zeta}^{s} X^i_r dX^i_r + \int_{\zeta}^{s} d[X^i, X^i]_r \right\}$$

for all $s \in [t, T]$, where $\theta := \sup \{ r \geq 0 : |X^u_s| \leq K_T \} \vee \zeta$, $\tilde{\tau}_{i+} = 0$, $\tilde{\tau}_i = \tau_i$ for $i = 1, \ldots, j$ and $\tilde{\tau}_{j+1} = \infty$.

Now, since $X^i$ and $X^j$ coincide on $[0, \tau_{i+1\wedge j+1})$ we have

$$\sum_{i=0}^j \int_{\zeta}^{s} X^i_r dX^i_r = \int_{\zeta}^{s} X^j_r a(r, X^j_r, \alpha_r) dr + \int_{\zeta}^{s} X^j_r \sigma(r, X^j_r, \alpha_r) dW_r,$$

and

$$\sum_{i=0}^j \int_{\zeta}^{s} d[X^i, X^i]_r = \int_{\zeta}^{s} \sigma^2(r, X^j_r, \alpha_r) dr.$$

Inserted in (3.3) this gives

$$|X^j_s|^2 \leq |X^j_\zeta|^2 \vee K^2_T + \int_{\zeta}^{s} (2X^j_r a(r, X^j_r, \alpha_r) + \sigma^2(r, X^j_r, \alpha_r)) dr + 2 \int_{\zeta}^{s} X^j_r \sigma(r, X^j_r, \alpha_r) dW_r$$

$$\leq |X^j_\zeta|^2 + C \left( 1 + \int_{\zeta}^{s} |X^j_r|^2 dr + \sup_{v \in [\zeta, s]} \left| \int_{\zeta}^{v} X^j_r \sigma(r, X^j_r) dW_r \right| \right).$$

The Burkholder-Davis-Gundy inequality now gives that for $p \geq 2$,

$$\mathbb{E} \left[ \sup_{r \in [\zeta, s]} |X^j_r|^p | F_\zeta \right] \leq |X^j_\zeta|^p + C \left( 1 + \mathbb{E} \left[ \int_{\zeta}^{s} |X^j_r|^p dr + ( \int_{\zeta}^{s} |X^j_r|^4 dr )^{p/4} \right] \right)$$

and Grönwall’s lemma gives that for $p \geq 4$,

$$\mathbb{E} \left[ \sup_{s \in [\zeta, T]} |X^j_s|^p | F_\zeta \right] \leq C \left( 1 + |X^j_\zeta|^p \right),$$

$\mathbb{P}$-a.s., where the constant $C = C(T, p)$ does not depend on $u, \alpha$ or $j$ and (3.2) follows by letting $j \to \infty$ on both sides and using Fatou’s lemma. The result for general $p \geq 1$ follows by Jensen’s inequality.

As mentioned above, inequality (3.2) guarantees existence of a unique solution to the BSDE (1.1). We will also need the following stability property.

**Proposition 3.2.** For each $k \geq 0$ and $p \geq 1$, there is a $C \geq 0$ such that

$$\mathbb{E} \left[ \sup_{t \in [0, T]} |X^t_s, x, u, \alpha - X^t_{s'}, x', u, \alpha| \right] \leq C \left( |x - x'|^p + (1 + |x|^p) |t' - t|^{(c^\wedge 1/2)} \right),$$

$\mathbb{P}$-a.s. for all $(t, t', x, x') \in [0, T]^2 \times \mathbb{R}^{2n}$, with $t' \geq t$, and all $(u, \alpha) \in \mathcal{U}^k \times \mathcal{A}$.

**Proof.** To simplify notation we let $X^j := X^{t, x, |u|, \alpha}$ and $X^j := X^{t', x', |u|, \alpha}$ for $j = 0, \ldots, k$. Moreover, we let $\delta X^j := X^j - X^j$ and set $\delta X := \delta X^k$. Define $\kappa := \max \{ j \geq 0 : \tau_j \leq t \} \vee 0$, then if $\kappa = 0$ we have $|\delta X^0| = |\delta X^0|$, where for any value of $\kappa$,

$$|\delta X^0| = |X^t_{s'}, x, u, \alpha - x'|.$$
When \( \kappa > 0 \) we get for \( j = 1, \ldots, \kappa \),

\[
|\delta X^j_t| \leq k_\Gamma (|\delta X^j_{t'}| + |X^j_t - X^j_s| + |t' - t|^\kappa (1 + |X^j_t| + |X^j_{t'}|))
\]

By induction we find that

\[
|\delta X^j_t| \leq \sum_{j=1}^{\kappa} k_\Gamma^{j+1-j} (|X^j_{t'} - X^j_j| + |t' - t|^\kappa (1 + \sup_{s \in [t,t']} |X^j_s| + |X^j_{t'}|)).
\]

Now, since

\[
|X^j_{t'} - X^j_j| \leq \int_{t_j}^{t'} |a(r, X^j_t, \alpha_r)|dr + \int_{t_j}^{t'} \sigma(r, X^j_t, \alpha_r)dW_r,
\]

Proposition 3.4 gives that

\[
E[|X^j_{t'} - X^j_j|^p |\mathcal{F}_t] \leq C (1 + |x|^p)|t' - t|^{p/2}.
\]

Similarly,

\[
E[|X^j_{t'} - X^j_j|^p |\mathcal{F}_t] \leq C (|x - x'|^p + (1 + |x|^p)|t' - t|^{p/2})
\]

and we find that

\[
E[|\delta X^j_t|^p |\mathcal{F}_t] \leq C (|x - x'|^p + (1 + |x|^p)|t' - t|^{p(\kappa + 1)/2}).
\]

Moreover, we note that for \( j \geq \kappa \) and \( s \geq \tau_j \) (with \( \tau_0 := t' \)),

\[
|\delta X^j_t| \leq (1 + k_\Gamma)|\delta X^j_j| + \int_{\tau_j}^{s} |a(r, X^j_r, \alpha_r) - a(r, X^j_j, \alpha_r)|dr
\]

\[
+ \int_{\tau_j}^{s} (\sigma(r, X^j_r, \alpha_r) - \sigma(r, X^j_j, \alpha_r))dW_r
\]

and the Burkholder-Davis-Gundy inequality gives for \( p \geq 2 \) we have

\[
E \left[ \sup_{r \in [\tau_j, s]} |\delta X^j_r|^p \right] \leq C E \left[ |\delta X^j_j|^p + \left( \int_{\tau_j}^{s} |a(r, X^j_r, \alpha_r) - a(r, X^j_j, \alpha_r)|dr \right)^p \right]
\]

\[
+ \left[ \int_{\tau_j}^{s} (\sigma(r, X^j_r, \alpha_r) - \sigma(r, X^j_j, \alpha_r))^2 dr \right]^{p/2}
\]

\[
\leq C E \left[ |\delta X^j_j|^p + \left( \int_{\tau_j}^{s} |\delta X^j_r|^2 dr \right)^{p/2} \right].
\]

The Lipschitz conditions on the coefficients combined with Grönwall’s lemma then implies that

\[
E \left[ \sup_{r \in [\tau_j, T]} |\delta X^j_r|^p \right] \leq C E \left[ |\delta X^j_j|^p \right].
\]

Now, since \( |\delta X^j_t| \leq k_\Gamma |\delta X^j_{t'}| \) for \( l = \kappa + 1, \ldots, N \) the result follows by induction. \qed
3.2 Estimates for the BSDE

For \((t, x) \in [0, T] \times \mathbb{R}^n\) and \((u, \alpha) \in U \times A\) we let \((\hat{Y}^{t,x;u,\alpha}, \hat{Z}^{t,x;u,\alpha})\) be the unique solution to the following standard BSDE

\[
\hat{Y}^{t,x;u,\alpha}_s = \psi(X^{t,x;u,\alpha}_T) + \int_s^T f(r, X^{t,x;u,\alpha}_r, Y^{t,x;u,\alpha}_r, \hat{Z}^{t,x;u,\alpha}_r)dr - \int_s^T \hat{Z}^{t,x;u,\alpha}_r dW_r. \tag{3.5}
\]

Combining classical results (see e.g. [9]) with Proposition 3.1, we have

\[
\mathbb{E} \left[ \sup_{s \in [t,T]} |\hat{Y}^{t,x;u,\alpha}_s|^2 + \int_t^T |\hat{Z}^{t,x;u,\alpha}_s|^2 ds \right] \leq C \mathbb{E} \left[ |\psi(X^{t,x;u,\alpha}_T)|^2 + \int_t^T |f(r, X^{t,x;u,\alpha}_r, 0, 0, \alpha_r)|^2 dr \right] \leq C(1 + |x|^{2\rho}), \tag{3.6}
\]

\(\mathbb{P}\) - a.s. for all \((u, \alpha) \in U \times A\).

We have the following straightforward generalization of the standard comparison principle:

**Lemma 3.3.** *(Comparison principle)* If \(\hat{f}\) satisfies Assumption (2.4) and \(\hat{G}^{t,x;u,\alpha}\) is defined as \(G^{t,x;u,\alpha}\) but with driver \(\hat{f}\) instead of \(f\), then if \(f(t, x, y, z, \alpha) \leq \hat{f}(t, x, y, z, \alpha)\) for all \((t, x, y, z, \alpha) \in [0, T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times U\), we have \(G^{t,x;u,\alpha}_s[\eta] \leq \hat{G}^{t,x;u,\alpha}_s[\hat{\eta}]\), \(\mathbb{P}\) - a.s. for each \(t \leq s \leq r \leq T\) whenever \(\eta, \hat{\eta} \in L^2(\Omega, \mathcal{F}_s, \mathbb{P})\) are such that \(\eta \leq \hat{\eta}\), \(\mathbb{P}\) - a.s.

**Proof.** This follows immediately from the standard comparison principle (see Theorem 2.2 in [9]). \(\square\)

Using the comparison principle we easily deduce the following moment estimates:

**Proposition 3.4.** We have,

\[
\text{ess sup}_{\alpha \in A} \text{ess sup}_{u \in U} |Y^{t,x;u,\alpha}_t| \leq C(1 + |x|^{\rho}), \quad \mathbb{P} - \text{a.s.} \tag{3.7}
\]

and for each \(k \geq 0\), there is a \(C > 0\) such that

\[
\mathbb{E} \left[ \sup_{s \in [t,T]} |Y^{t,x;u,\alpha}_s|^2 + \int_t^T |Z^{t,x;u,\alpha}_s|^2 ds \right] \leq C(1 + |x|^{2\rho}), \tag{3.8}
\]

\(\mathbb{P}\) - a.s. for all \((t, x, u, \alpha) \in [0, T] \times \mathbb{R}^n \times U^k \times A\).

**Proof.** The first statement follows by repeated application of the comparison principle which gives that \(Y^{t,x;u,\alpha} \leq \text{ess sup}_{u \in U} Y^{t,x;u,\alpha} \leq \text{ess sup}_{u \in U} \hat{Y}^{t,x;u,\alpha}\) and using (3.6).

The second statement follows by noting that for fixed \(k \geq 0\), there is a \(C > 0\) such that

\[
\mathbb{E} [|\hat{Y}^{t,x;u,\alpha}_T|^2] \leq C(1 + \mathbb{E} \left[ \sup_{s \in [t,T]} |X^{t,x;u,\alpha}_s|^2 \right]) \leq C(1 + |x|^{2\rho})
\]

for all \((u, \alpha) \in U^k \times A\). \(\square\)

**Proposition 3.5.** For each \(k \geq 0\), there is a \(C > 0\) such that

\[
|\mathbb{E} [Y^{t,x;u,\alpha}_t - Y^{t,x;u,\alpha}_t]| \leq C(1 + |x|^{\rho_1 + 1} + |x'|^{\rho_1 + 1})(|x' - x| + |t' - t|^{\wedge 1/2}), \tag{3.9}
\]

\(\mathbb{P}\) - a.s. for all \((t, x), (t', x') \in [0, T] \times \mathbb{R}^n\) with \(t \leq t'\) and all \(u \in U^k\) and \(\alpha \in A\).
Proof. To simplify notation, we let $X := X^{t,x,u,\alpha}$ and $X' := X'^{t',x',u,\alpha}$ and set $(Y, Z) := (Y^{t,x,u,\alpha}, Z^{t,x,u,\alpha})$ and $(Y', Z') := (Y'^{t',x',u,\alpha}, Z'^{t',x',u,\alpha})$. By defining $\delta Y := Y - Y'_{\vee' t'}$ and $\delta Z := Z - 1_{[t \geq t']} Z'$ we have for $s \in [t, T]$ that

$$\delta Y_s = \psi(X_T) - \psi(X'_T) + \int_s^T f(r, X_r, Y_r, Z_r, \alpha_r) - f(r, X'_r, Y'_r, Z'_r, \alpha_r) dr$$

$$- \int_s^T \delta Z_r dW_r - \sum_{j=1}^N (1_{[\tau_j \geq s]} \ell(\tau_j, X^j_{\tau_j-1}, \beta_j) - 1_{[\tau_j \vee t' \geq s]} \ell(\tau_j \vee t', X'^{j-1}_{\tau_j \vee t'}, \beta_j)),$$

with $X^j := X^{t,x,[u]_j,\alpha}$ and $X'^j := X'^{t',x',[u]_j,\alpha}$. We now introduce the processes $(\zeta_1(s) \in [t, T])$ and $(\zeta_2(s) \in [t, T])$ defined as

$$\zeta_1(s) := \frac{f(s, X_s, Y_s, Z_s, \alpha_s) - f(s, X_s, 1_{[s \geq t']} Y'_s, Z_s, \alpha_s)}{Y_s - 1_{[s \geq t']} Y'_s} 1_{[t \leq \sup \{s \geq t'\} Y_s]}$$

and

$$\zeta_2(s) := \frac{f(s, X_s, 1_{[s \geq t']} Y'_s, Z_s, \alpha_s) - f(s, X_s, 1_{[s \geq t']} Y'_s, 1_{[s \geq t']} Z'_s, \alpha_s)}{|Z_s - 1_{[s \geq t']} Z'_s|^2} (Z_s - 1_{[s \geq t']} Z'_s)^\top.$$

We then have by the Lipschitz continuity of $f$ that $|\zeta_1(s)| \vee |\zeta_2(s)| \leq k_f$. Using Itô’s formula we find that

$$\delta Y_s = R_{s,t}(\psi(X_T) - \psi(X'_T)) + \int_s^T R_{s,r}(f(r, X_r, 1_{[r \geq t']} Y'_r, 1_{[r \geq t']} Z'_r, \alpha_r) - 1_{[r \geq t']} f(r, X_r, Y'_r, Z'_r, \alpha_r)) dr$$

$$- \int_s^T R_{s,r} \delta Z_r dW_r - \sum_{j=1}^N (1_{[\tau_j \geq s]} R_{s,\tau_j} \ell(\tau_j, X^j_{\tau_j-1}, \beta_j) - 1_{[\tau_j \vee t' \geq s]} R_{s,\tau_j \vee t'} \ell(\tau_j \vee t', X'^{j-1}_{\tau_j \vee t'}, \beta_j))$$

with $R_{s,t} := e^{\int_t^s \zeta_1(v) - \frac{1}{2} \zeta_2(v)^2 dv} + \frac{1}{2} \int_t^s \zeta_2(v)^dW_v$. Taking expectations on both sides yields

$$|E[\delta Y_s]| \leq C E\left[R_{t,T}(1 + |X_T|^\rho + |X'_T|^\rho)|X'_T - X_T| + \int_t^T R_{t,r}(1 + |X_r|^\rho) dr \right.$$

$$+ \int_t^{t'} R_{t,r}(1 + |X_r|^\rho + |X'_r|^\rho)|X'_r - X_r| dr$$

$$+ \sum_{j=1}^N R_{t,\tau_j} |\ell(\tau_j, X^j_{\tau_j-1}, \beta_j) - R_{\tau_j \vee t', \tau_j \vee t'} \ell(\tau_j \vee t', X'^{j-1}_{\tau_j \vee t'}, \beta_j)|\right].$$

Now,

$$E\left[R_{t,T}(1 + |X_T|^\rho + |X'_T|^\rho)|X'_T - X_T| + \int_t^{t'} R_{t,r}(1 + |X_r|^\rho) dr + \int_t^T R_{t,r}(1 + |X_r|^\rho + |X'_r|^\rho)|X'_r - X_r| dr \right]$$

$$\leq C E\left[\sup_{s \in [t, T]} |R_{t,s}|^2\right]^{1/2} E\left[(t' - t) \int_t^{t'} (1 + |X_r|^\rho) dr + \sup_{r \in [t', T]} (1 + |X_r|^2) + |X'_r|^2\right]^{1/2}$$

$$\leq C(t' - t) + E\left[\sup_{r \in [t', T]} (1 + |X_r|^4 + |X'_r|^4)^{1/4}\left[\sup_{r \in [t', T]} |X'_r - X_r|^4\right]^{1/4}\right]$$

$$\leq C(1 + |x|^n + |x'|^n)(|x - x'| + (1 + |x|)|t' - t|^{n/4})$$

$^2$Throughout, we use the convention that $\sup_{\emptyset} 0 = 0$
where we have used Proposition 3.2 to reach the last inequality. Moreover,

\[
\mathbb{E}\left[ \sum_{j=1}^{N} R_{t,\tau_j} \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) - R_{\tau_j, \tau_j \lor \tau' \lor \tau} \ell(\tau_j \lor \tau', X_{\tau_j}^{j-1}, \beta_j) \right] \\
\leq \mathbb{E}\left[ \sum_{j=1}^{N} R_{t,\tau_j} ((1 + R_{\tau_j, \tau_j \lor \tau'})\ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) - \ell(\tau_j \lor \tau', X_{\tau_j}^{j-1}, \beta_j)) \right] \\
+ \left| 1 - R_{\tau_j, \tau_j \lor \tau'} \right| (\ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) + \ell(\tau_j \lor \tau', X_{\tau_j}^{j-1}, \beta_j)) \right]
\]
\[
\leq C k \mathbb{E}\left[ \sup_{s \in [t,T]} |R_{t,s}|^2 \right]^{1/2} \left( \mathbb{E}\left[ \sup_{r \in [t,T]} (1 + |X_r|^\rho + |X_r'|^\rho)(|X_r'| - |X_r|^2 + |r - t|^2) \right]^{1/2} \right) \\
+ \mathbb{E}\left[ \sup_{r \in [t,T]} |1 - R_{t,r}|^2 (1 + |X_r|^\rho) \right]^{1/2} \\
\leq C k (1 + |x|^\rho + |x'|^\rho)(|x'| - |x| + (1 + |x|)|t' - t|^{\rho/2}).
\]

Combining the above inequalities, the assertion follows. □

The above proof immediately gives the following stability result:

**Corollary 3.6. (Stability)** If \( \hat{f} \) satisfies Assumption 4.4, and \( \hat{G}^{t,x;u,\alpha} \) is defined as \( G^{t,x;u,\alpha} \) with driver \( \hat{f} \) instead of \( f \), then there is a \( C > 0 \) such that

\[
|\hat{G}^{t,s;u,\alpha}[\hat{\eta}] - G^{t,s;u,\alpha}[\eta]| \leq C \mathbb{E}\left[ |\hat{\eta} - \eta|^2 + \int_t^s |\hat{f}(r, X_r, Y_r, Z_r, \alpha_r) - f(r, X_r, Y_r, Z_r, \alpha_r)|^2 dr \right]^{1/2},
\]

\( \mathbb{P} \)-a.s. for all \( s \in [t,T] \) and \( \eta, \hat{\eta} \in L^2(\Omega, \mathcal{F}_s, \mathbb{P}) \).

### 4 Dynamic programming principles

In this section we show that \( V_- \) and \( V_+ \) are jointly continuous (deterministic) functions that satisfy the dynamic programming relations

\[
V_-(t, x) = \text{ess inf}_{\alpha^S \in A^{t,h}_{t+h}} \text{ess sup}_{u^S \in U^S_{t,t+h}} G^{t,x;u,\alpha^S}(u)[V_- (t + h, X_{t+h}^S(u))]
\]

and

\[
V_+(t, x) = \text{ess sup}_{u^S \in U^S_{t,t+h}} \text{ess inf}_{\alpha^S \in A^{t,h}_{t+h}} G^{t,x;u^S,\alpha}(u)[V_+ (t + h, X_{t+h}^S(u))]
\]

for \( t \in [0,T] \) and \( h \in [0, T-t] \).

**Proposition 4.1.** For every \( (t, x) \in [0,T] \times \mathbb{R}^n \) we have \( V_- (t, x) = \mathbb{E}[V_- (t, x)] \) and \( V_+(t, x) = \mathbb{E}[V_+(t, x)] \), \( \mathbb{P} \)-a.s.

**Proof.** This follows by repeating the steps in the proof of Proposition 4.1 in [4]. □

We can thus pick the deterministic versions to represent \( V_- \) and \( V_+ \). As mentioned in the introduction, the main technical difficult that we encounter appears when trying to show continuity of the upper and lower value functions in the time variable. The reason for this is that the constant \( C \) in Proposition 4.5 depends on \( k \) and tends to infinity as \( k \) tends to infinity. We resolve this issue by first considering the upper and lower value functions under an imposed restriction on the number of interventions in the impulse control. Relying on a uniform convergence result will then give us continuity of \( V_- \) and \( V_+ \).
4.1 A DPP with limited number of impulses

We introduce the truncated value functions

\[ V^{-}_k(t, x) := \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_t} J(t, x; u, \alpha^S(u)) \]

and

\[ V^{+}_k(t, x) := \esssup_{u \in U^k_t} \essinf_{\alpha \in \Delta} J(t, x; u^S(\alpha), \alpha) \]

for \( k \geq 0 \). Similarly to \( V_- \) and \( V_+ \) we have:

**Lemma 4.2.** For every \((t, x) \in [0, T] \times \mathbb{R}^n\) and \( k \geq 0 \) we have \( V^{-}_k(t, x) = \mathbb{E}[V^{-}_k(t, x)] \) and \( V^{+}_k(t, x) = \mathbb{E}[V^{+}_k(t, x)] \), \( \mathbb{P} \)-a.s.

Combined with the estimates of the previous section this gives the following estimates:

**Proposition 4.3.** For each \( k \geq 0 \), there is a \( C > 0 \) such that

\[ |V^{-}_k(t, x) - V^{-}_k(t', x')| + |V^{+}_k(t, x) - V^{+}_k(t', x')| \leq C(1 + |x|^p + |x|^p + (|x' - x| + |t - t'|)^{1/2}), \tag{4.3} \]

for all \((t, x), (t', x') \in [0, T] \times \mathbb{R}^n\). Moreover, there is a \( C > 0 \) such that

\[ |V^{-}_k(t, x)| + |V^{+}_k(t, x)| \leq C(1 + |x|^p) \]

for all \( k \geq 0 \) and \((t, x) \in [0, T] \times \mathbb{R}^n\).

**Proof.** Since

\[ V^{-}_k(t, x) = \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_t} Y^{t, x; u, \alpha^S(u)}, \]

we have

\[ V^{-}_k(t, x) - V^{-}_k(t', x') = \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_t} Y^{t, x; u, \alpha^S(u)} - \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_t} Y^{t', x'; u, \alpha^S(u)} \]

\[ \leq \esssup_{\alpha \in \Delta \supseteq \Delta_0} \{ \esssup_{u \in U^k_t} Y^{t, x; u, \alpha^S(u)} - \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_t} Y^{t', x'; u, \alpha^S(u)} \} \]

\[ \leq \esssup_{\alpha \in \Delta \supseteq \Delta_0} \esssup \{ Y^{t, x; u, \alpha} - Y^{t', x'; u, \alpha} \} \]

\[ \leq Y^{t, x; u, \alpha} - Y^{t', x'; u, \alpha} + \epsilon \]

for each \( \epsilon > 0 \) and some \((u_\epsilon, \alpha_\epsilon) \in U^k \times \Delta\). We also see that the same relation holds for \( V^{+}_k \). Taking expectation on both sides and using that \( V^{-}_k \) and \( V^{+}_k \) are deterministic, the first inequality follows by Proposition 3.5 since \( \epsilon > 0 \) was arbitrary.

The second inequality is an immediate consequence of Proposition 3.3. \( \square \)

Turning now to the dynamic programming principles, that will be obtained by applying arguments similar to those in Section 4 of [4], we have:

**Proposition 4.4.** For each \( k \geq 0 \) and any \( t \in [0, T] \), \( h \in [0, T - t] \) and \( x \in \mathbb{R}^n \) we have

\[ V^{-}_k(t, x) = \essinf_{\alpha \in \Delta \supseteq \Delta_0} \esssup_{u \in U^k_{t+h}} G^{d, x; u, \alpha^S(u)} \langle V^{-}_k(t + h, X_{t+h}^{l, x; u, \alpha^S(u)} \rangle \] \( \tag{4.4} \)

and

\[ V^{+}_k(t, x) = \esssup_{u \in U^k_{t+h}} \essinf_{\alpha \in \Delta} G^{d, x; u^S(\alpha), \alpha} \langle V^{+}_k(t + h, X_{t+h}^{l, x; u^S(\alpha)} \rangle \] \( \tag{4.5} \)
Remark 4.5. At first glance the DPP for \( V_+ \) may seem counter-intuitive as, on the right-hand side, \( \alpha \) could take two different values at time \( t + h \) (one under \( G \) and the other in \( V^{k-N}_+(t+h,\cdot) \)) and thus trigger two different reactions from the impulse controller at time \( t + h \). However, by the definition of a non-anticipative strategy, \( u^S(\alpha) = u^S(\tilde{\alpha}) \) whenever \( \alpha = \tilde{\alpha}, dP \times d\lambda \)-a.s. and an arbitrary choice of \( \alpha_{t+h} \) will not influence the overall value.

Proof. The proof (which is only given for the lower value function \( V^k_- \)) as the arguments for \( V^k_+ \) are identical) will be carried out over a sequence of lemmata where

\[
V^k_-(t, x) := \operatorname{ess inf}_{\alpha^S \in \mathcal{A}^S_{t,t+h}} \operatorname{ess sup}_{u \in U_{t,t+h}} G_{t,t+h}^{d,x;u,\alpha^S}(u) [V^{k-N}_-(t + h, X^t_{t+h} u, \alpha^S(u))].
\]

Lemma 4.6. \( V^k_-(t, x) \) can be chosen to be deterministic.

Proof. Again, this follows by repeating the steps in the proof of Proposition 4.1 in [4]. \( \square \)

Lemma 4.7. \( V^k_-(t, x) \leq V^k_+(t, x) \).

Proof. We begin by picking an arbitrary \( \alpha^S \in \mathcal{A}^S_1 \) and note that we can define the restriction, \( \alpha^S_1 \), of \( \alpha^S \) to \( \mathcal{A}^S_{t,t+h} \) as

\[
\alpha^S_1(u_1) := \alpha^S(u_1)|_{[t,t+h]}, \quad \forall u_1 \in U_{t,t+h}.
\]

We fix \( \epsilon > 0 \) and have by a pasting property\(^3\) that there is a \( u'_1 = (\tau^{1,1,\epsilon}_j, \beta^{1,1,\epsilon}_j)_{1 \leq j \leq N'_1} \in U^k_{t,t+h} \) such that

\[
V^k_-(t, x) \leq \operatorname{ess sup}_{u \in U^k_{t,t+h}} \sup_{\alpha^S_1(u_1)} \left[ V^{k-N'_1}_-(t + h, X^t_{t+h} u'_1, \alpha^S_1(u'_1)) \right] + \epsilon.
\]

Now, given \( u'_1 \) we can define the restriction, \( \alpha^S_2 \), of \( \alpha^S \) to \( A_{t+h} \) as

\[
\alpha^S_2(u_2) := \alpha^S(u'_1 \oplus u_2)|_{[t+h,T]} \quad \forall u_2 \in U_{t+h}.
\]

We let \( (\mathcal{O}_i)_{i \geq 1} \subset \mathcal{B}(\mathbb{R}^n) \) be a partition of \( \mathbb{R}^n \) such that \( 1 + \sup_{x \in \mathcal{O}_i} |x|^p \operatorname{diam}(\mathcal{O}_i) \leq \epsilon \), then by Proposition 4.3, there is a \( C > 0 \) such that \( |V_-(t + h, x) - V_-(t + h, x')| \leq C \epsilon \) for all \( i \geq 1 \) and \( x, x' \in \mathcal{O}_i \). We pick \( x_i \in \mathcal{O}_i \) and have by the same pasting property as above that there is for each \( i \geq 1 \) and \( j \in \{0, \ldots, k\} \), a \( u^j_{2,i,j} \in U^j_{t+h} \) such that

\[
V^j_1(t + h, x_i) \leq J(t + h, x_i, u^j_{2,i,j}, \alpha^S_2(u^j_{2,i,j})) + \epsilon.
\]

Consequently,

\[
V^{k-N'_1}_-(t + h, X^t_{t+h} u'_1, \alpha^S_1(u'_1)) \leq \sum_{i \geq 1} \mathbb{1}_{[X^t_{t+h} u'_1, \alpha^S_1(u'_1)] \in \mathcal{O}_i} V^{k-N'_1}_-(t + h, x_i) + C \epsilon
\]

\[
\leq \sum_{i \geq 1} \sum_{j=0}^k \mathbb{1}_{[k-N'_1 = j]} \mathbb{1}_{[X^t_{t+h} u'_1, \alpha^S_1(u'_1)] \in \mathcal{O}_i} J(t + h, x_i, u^j_{2,i,j}, \alpha^S_2(u^j_{2,i,j})) + C \epsilon
\]

\[
\leq \sum_{i \geq 1} \sum_{j=0}^k \mathbb{1}_{[k-N'_1 = j]} \mathbb{1}_{[X^t_{t+h} u'_1, \alpha^S_1(u'_1)] \in \mathcal{O}_i} J(t + h, X^t_{t+h} u'_1, \alpha^S_1(u'_1), u^j_{2,i,j}, \alpha^S(u^j)) + C \epsilon,
\]

\(^3\)We can paste together two controls \( u_1, u_2 \in U^k \) on sets \( B_1 \in \mathcal{F}_s \) and \( B_2 = B_{\ell} \) by setting \( u = 1_{B_1} u_1 + 1_{B_2} u_2 \in U^k \) and get by uniqueness of solutions to our BSDE that \( G^{d,x;u,\alpha^S}[\eta] = 1_{B_1} G^{d,x;u_1,\alpha^S}[\eta] + 1_{B_2} G^{d,x;u_2,\alpha^S}[\eta] \).
Using first comparison and then the stability property for BSDEs we find that
\[
V^k_{t,h}(t,x) \leq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ \sum_{j=0}^{k} \mathbb{1}_{k-N_1^j=j} V^j_{t+h} \left( t+h, X^t,x;u_1^k,\alpha^S_S(u_1^k) \right) \right] + C \epsilon
\]
\[
= J(t,x;u,\alpha^S_S(u)) + C \epsilon,
\]
where \( C > 0 \) only depends on the coefficients of the BSDE. Now, as this holds for all \( \alpha^S \in A_t^S \) we conclude that \( V^k_{t,h}(t,x) \leq V^k_{-h}(t,x) + C \epsilon \), but \( \epsilon > 0 \) was arbitrary and the result follows.

The opposite inequality and its proof are classical (see e.g. Proposition 1.10 in [12] and Proposition 3.1 in [21]) and we give the proof only for the sake of completeness.

**Lemma 4.8.** \( V^k_{t,h}(t,x) \leq V^k_{-h}(t,x) \).

**Proof.** We again fix an \( \epsilon > 0 \) and let \( (O_i)_{i \geq 1} \) be defined as above. We pick an \( x_i \in O_i \) for each \( i \geq 1 \) and note that there is a \( \alpha^S_S(u) \in A_{t+h}^S \) (see [4]Lemma 4.5) such that
\[
V^j_{t+h}(t,x_i) \geq J(t+h,x_i;u_2,\alpha^S_S(u_2)) - \epsilon,
\]
for all \( u_2 \in U^j_{t+h} \). Moreover, there is an \( \alpha^S_S(u) \in A_{t+h}^S \) such that
\[
V^k_{t,h}(t,x) \geq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ V^k_{-h}(t+h,X^t,x;u_1^k,\alpha^S_S(u_1^k)) \right] - \epsilon,
\]
for all \( u_1 \in U^k_{t+h} \), where \( N_1 \) is the number of interventions in \( u_1 \). Now, each \( u = (\tau_i, \beta_i)_{1 \leq i \leq N} \in U^k_t \) can be uniquely decomposed as \( u = u_1 \oplus u_2 \) with \( u_1 \in U^k_{t+h} \) (with \( N_1 := \max \{ j \geq 0 : \tau_j \leq t+h \} \) interventions) and \( u_2 \in U^k_{t+h} \) (with first intervention at \( \tau_1^2 > t+h \)). Then,
\[
V^k_{t,h}(t,x) \geq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ V^k_{-h}(t+h,X^t,x;u_1^k,\alpha^S_S(u_1^k)) \right] - \epsilon
\]
\[
= G^t,x;u_1^k,\alpha^S_S(u_1^k) \sum_{j=0}^{k} \mathbb{1}_{k-N_1^j=j} V^j_{t+h} \left( t+h, X^t,x;u_1^k,\alpha^S_S(u_1^k) \right) - \epsilon
\]
\[
\geq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ \sum_{j=0}^{k} \mathbb{1}_{k-N_1^j=j} \sum_{i \geq 1} \mathbb{1}_{X^t,x;u_1^k,\alpha^S_S(u_1^k) \in O_i} V^j_{t+h}(t,x_i) \right] - C \epsilon
\]
\[
\geq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ \sum_{j=0}^{k} \mathbb{1}_{k-N_1^j=j} \sum_{i \geq 1} \mathbb{1}_{X^t,x;u_1^k,\alpha^S_S(u_1^k) \in O_i} J(t+h,x_i;u_2,\alpha^S_S(u_2)) \right] - C \epsilon
\]
\[
\geq G^t,x;u_1^k,\alpha^S_S(u_1^k) \left[ \sum_{j=0}^{k} \mathbb{1}_{k-N_1^j=j} \sum_{i \geq 1} \mathbb{1}_{X^t,x;u_1^k,\alpha^S_S(u_1^k) \in O_i} J(t+h,X^t,x;u_2,\alpha^S_S(u_2)) \right] - C \epsilon
\]
\[
= J(t,x;u,\alpha^S_S(u_1^k) \oplus_{t+h} \alpha^S_S(u_2)) - C \epsilon,
\]
with

\[ \alpha^S_2(u) := \sum_{j=0}^{k} \mathbb{1}_{[k-N_1=j]} \sum_{i \geq 1} \mathbb{1}_{[X_{t,x;u_1}^i \in \mathcal{O}]} \alpha^S_{2,i,j}(u_2). \]

Since \( u \mapsto \alpha^S(u) := u \mapsto \alpha^S_1(u_1) \oplus_{t+h} \alpha^S_2(u) \in \mathcal{A}^S_t \), we conclude that \( V_{-h}^k(t, x) \geq V_{-}(t, x) - C \epsilon \), where \( C > 0 \) does not depend on \( \epsilon > 0 \) which in turn was arbitrary and the result follows.

Similarly, letting \( V_{+h}^k \) denote the right-hand-side of (4.5), we find \( V_{+h}^k(t, x) = V_{+}^k(t, x) \) for each \( (t, x) \in [0, T] \times \mathbb{R}^n \) and the statement in Proposition 4.4 follows.

### 4.2 A DPP for the general case

We turn now to the general case where there is no restriction on the number of interventions in the impulse control. Before taking the limit as \( k \to \infty \) in \( V_{+}^k \) and \( V_{+}^k \), we need to delimit the set of impulse controls:

**Definition 4.9.** For \( (t, x) \in [0, T] \times \mathbb{R}^n \) and \( \alpha^S \in \mathcal{A}^S_t \) we let \( \bar{U}_{t,x,\alpha^S} \) be the set of all \( u \in \mathcal{U}_{t} \) such that \( Y_{t,x;u}^S(\alpha^S) \geq Y_{t,x;u}^{S}(\alpha^S(u_{-})) \), \( \mathbb{P}\)-a.s., for all \( s \in [t, T] \).

Moreover, we let \( \bar{U}_{t,x}^{S,k} \) be the subset of all \( u^S \in \bar{U}_{t,x,\alpha^S} \) such that for each \( \alpha \in \mathcal{A}_t \) and \( s \in [t, T] \),

\[
\text{ess inf}_{\alpha \in \mathcal{A}_t} Y_{s}^t,x;u^S(\alpha \oplus \tilde{\alpha}),\alpha \oplus \tilde{\alpha} \geq \text{ess inf}_{\alpha \in \mathcal{A}_t} Y_{s}^t,x;u^S(\alpha)_{-\alpha \oplus \tilde{\alpha}} \quad \mathbb{P}\text{-a.s.}
\]

Given an \( \alpha^S \in \mathcal{A}^S_t \) we note that the set \( \bar{U}_{t,x,\alpha^S} \) consists of all controls \( u \) where it is never (on average) beneficial to abandon \( u \) and stop intervening on the system for the remainder of the period. Similarly, \( \bar{U}_{t,x}^{S,k} \) is the set of strategies where, given that the opponent acts rationally, it will never be beneficial to abandon \( u \) and stop intervening. The usefulness of the above definitions in our case lies in the fact that they allow us to bound the corresponding solution to (1.3) from below by an expression that does not involve intervention costs. In particular, we have whenever \( \alpha^S \in \mathcal{A}_t \) and \( u \in \bar{U}_{t,x,\alpha^S} \), that

\[
Y_{s}^t,x;u^S(\alpha^S(u)) \geq Y_{s}^t,x;u^S(\alpha^S(u_{-})) \geq \text{ess inf}_{\alpha \in \mathcal{A}_t} Y_{s}^t,x;u^S(\alpha)_{-\alpha} \quad \text{(4.6)}
\]

for all \( s \in [t, T] \), and similarly when \( u^S \in \bar{U}_{t,x}^{S,k} \) we have

\[
Y_{s}^t,x;u^S(\alpha^S),\alpha \geq \text{ess inf}_{\alpha \in \mathcal{A}_t} Y_{s}^t,x;u^S(\alpha),\alpha \oplus \tilde{\alpha} \geq \text{ess inf}_{\alpha \in \mathcal{A}_t} Y_{s}^t,x;u^S(\alpha)_{-\alpha \oplus \tilde{\alpha}} \quad \text{(4.7)}
\]

for all \( \alpha \in \mathcal{A}_t \) and \( s \in [t, T] \).

The following lemma shows that these sets contain all relevant impulse controls and strategies, respectively.

**Lemma 4.10.** We have

\[
V_{-}(t, x) = \text{ess inf}_{\alpha^S \in \mathcal{A}_t^S} \text{ ess sup}_{u \in \bar{U}_{t,x,\alpha^S}} J(t, x; u, \alpha^S(u))
\]

and

\[
V_{+}(t, x) = \text{ess sup}_{u^S \in \bar{U}_{t,x}^{S,k}} \text{ ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u^S(\alpha), \alpha).
\]
Proof. For any \( \alpha^S \in A^S_t \) and arbitrary \( u \in U_t \setminus \bar{U}_{t,x,\alpha^S} \) we let

\[
\chi := \inf \{ s \geq t : Y^t,x;u,\alpha^S(u) \leq Y^t,x;u_{s-},\alpha^S(u_{s-}) \} \wedge T.
\]

Assumption 2.4.11 implies that \( Y^t,x;u,\alpha^S(u) \leq Y^t,x;u_T,\alpha^S(u_T) \) and we get that with

\[
B_1 := \{ \omega : Y^t,x;u,\alpha^S(u) \leq Y^t,x;u_{X^+},\alpha^S(u_{X^+}) \} \in \mathcal{F}_\chi
\]

and

\[
B_2 := \{ \omega : Y^t,x;u,\alpha^S(u) \leq Y^t,x;u_{X^+},\alpha^S(u_{X^+}) \} \cap B_1^c \in \mathcal{F}_\chi,
\]

the set \( (B_1 \cup B_2)^c \) is \( \mathbb{P} \)-negligible.

Moreover, since

\[
Y^t,x;u,\alpha^S(u) - Y^t,x;u,\alpha^S(u) = Y^t,x;u,\alpha^S(u) - Y^t,x;u,\alpha^S(u),
\]

it follows that on \( B_2 \) we have \( Y^t,x;u,\alpha^S(u) \leq Y^t,x;u,\alpha^S(u) \) and we conclude that letting \( \tilde{u} := \mathbb{1}_{B_1}u_{X^-} + \mathbb{1}_{B_2}u_X \) we have \( Y^t,x;u,\alpha^S(u) \leq Y^t,x;\tilde{u},\alpha^S(\tilde{u}) \) \( \mathbb{P} \)-a.s. By comparison we thus find that \( Y^t,x;u,\alpha^S(u) \leq Y^t,x;\tilde{u},\alpha^S(\tilde{u}) \) \( \mathbb{P} \)-a.s. for all \( s \in [t,\chi] \). In particular, this gives that \( \tilde{u} \in U_{t,x,\alpha^S} \) and \( Y^t,x;u,\alpha^S(u) \leq Y^t,x;\tilde{u},\alpha^S(\tilde{u}) \) from which we conclude that any \( u \in U_t \setminus \bar{U}_{t,x,\alpha^S} \) is dominated by an element of \( U_{t,x,\alpha^S} \). Since this holds for any \( \alpha^S \in A^S_t \), we have that

\[
\text{ess inf}_{\alpha^S \in A^S_t} \text{ess sup}_{u \in U_t} J(t, x; u, \alpha^S(u)) = \text{ess inf}_{\alpha^S \in A^S_t} \text{ess sup}_{u \in U_{t,x,\alpha^S}} J(t, x; u, \alpha^S(u)),
\]

proving the first statement.

For the second statement we fix \( u^S \in U_{t}^S \setminus \bar{U}_{t,x,\alpha^S} \) and \( \alpha \in A_t \). We then set \( u = (\tau_1, \beta_1)_{1 \leq i \leq N} := u^S(\alpha) \) and let

\[
N(\alpha) := \min \left\{ j \geq 0 : \text{ess inf}_{\tilde{\alpha} \in A_{\tau_j}} \text{ess inf}_{\alpha \in A_{\tau_j}} Y^t,x;u^S(\alpha \oplus \tau_j \tilde{\alpha}),\alpha \oplus \tau_j \tilde{\alpha} \right\}.
\]

Furthermore, we define \( \tilde{u}^S \in U_{t}^S \) as \( \tilde{u}^S(\alpha) := [u^S(\alpha)]_{N(\alpha)-1} \) and let \( \chi(\alpha) := \tau_{N(\alpha)} \wedge T \). By definition we have

\[
\text{ess inf}_{\alpha \in A_{\chi(\alpha)}} Y^t,x;u^S(\alpha \oplus \chi(\alpha) \tilde{\alpha}),\alpha \oplus \chi(\alpha) \tilde{\alpha} \leq \text{ess inf}_{\alpha \in A_{\chi(\alpha)}} Y^t,x;\tilde{u}^S(\alpha),\alpha \oplus \chi(\alpha) \tilde{\alpha}.
\]

(4.8)

For \( \epsilon > 0 \) and \( s \in [t, T] \) we let \( A^s \) be the subset of all \( \tilde{\alpha} \in A_t \) with \( \tilde{\alpha} = \alpha \) on \([t, s]\) such that

\[
\text{ess inf}_{\tilde{\alpha} \in A_{\chi(\alpha) \setminus s}} Y^t,x;u^S(\tilde{\alpha} \oplus \chi(\alpha) \setminus s),\tilde{\alpha} \oplus \chi(\alpha) \setminus s \geq Y^t,x;u^S(\tilde{\alpha}),\tilde{\alpha} - \epsilon
\]

and similarly let \( \tilde{A}^s \) be the subset of all \( \tilde{\alpha} \in A_t \) with \( \tilde{\alpha} = \alpha \) on \([t, s]\) such that

\[
\text{ess inf}_{\tilde{\alpha} \in A_{\chi(\alpha) \setminus s}} Y^t,x;\tilde{u}^S(\tilde{\alpha} \oplus \chi(\alpha) \setminus s),\tilde{\alpha} \oplus \chi(\alpha) \setminus s \geq Y^t,x;\tilde{u}^S(\tilde{\alpha}),\tilde{\alpha} - \epsilon
\]

Then, we can repeat the arguments in Lemma 4.7 to conclude that for all \( s \in [t, T] \), the sets \( A^s \) and \( \tilde{A}^s \) are non-empty and comparison implies that

\[
\text{ess inf}_{\alpha \in A^s} Y^t,x;u^S(\alpha \oplus s \tilde{\alpha}),\alpha \oplus s \tilde{\alpha} = \text{ess inf}_{\tilde{\alpha} \in \tilde{A}^s} Y^t,x;u^S(\tilde{\alpha}),\tilde{\alpha}
\]

(4.9)
and
\[
\operatorname{ess inf}_{\hat{\alpha} \in \tilde{A}_s} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} = \operatorname{ess inf}_{\hat{\alpha} \in \tilde{A}_s} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} + \epsilon. \quad (4.10)
\]
Moreover, for \( \hat{\alpha} \in A_s^{c} \) and \( \hat{\alpha} \in \tilde{A}_s \) with \( \hat{\alpha} = \tilde{\alpha} \) on \( [t, \chi(\hat{\alpha})] \) we have by \((4.8)\), that
\[
Y_{t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} \leq Y_{t,x;\tilde{\alpha}}^{t,x,\tilde{\alpha}} + \epsilon.
\]
and using comparison together with stability implies that
\[
\operatorname{ess inf}_{\hat{\alpha} \in A_s^{c}} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} \leq \operatorname{ess inf}_{\hat{\alpha} \in \tilde{A}_s} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} + C \epsilon
\]
for all \( s \in [t, \chi(\alpha)] \). In particular, since \( \epsilon > 0 \) was arbitrary, letting \( s = t \) and using \((4.9)\) and \((4.10)\) gives that
\[
\operatorname{ess inf}_{\alpha \in A_t} J(t, x; u^S(\alpha), \alpha) \leq \operatorname{ess inf}_{\alpha \in A_t} J(t, x; \hat{u}^S(\alpha), \alpha)
\]
and we conclude that \( \hat{u}^S \) dominates \( u^S \). On the other hand, by a similar argument we find that
\[
\operatorname{ess inf}_{\alpha \in A_s} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} \geq \operatorname{ess inf}_{\alpha \in A_s} Y_{s,t,x;\hat{\alpha}}^{t,x,\hat{\alpha}} + \epsilon
\]
for all \( s \in [t, \chi(\alpha)] \) and since \( (\hat{u}^S(\alpha))_{s-} = \hat{u}^S(\alpha) \) on \( (\chi(\alpha), T] \) we conclude that \( \hat{u}^S \in \hat{U}_{t,x} \) and the assertion follows.

In particular, we may w.l.o.g. restrict our attention to impulse controls (resp. strategies) in Definition \((4.9)\). The following result relates the number of interventions in these impulse controls and strategies to the magnitude of the initial value and is central in deriving continuity of \( V_- \) and \( V_+ \).

**Lemma 4.11.** There is a constant \( C > 0 \) such that
\[
\mathbb{E}[N] \leq C(1 + |x|^\rho) \quad (4.11)
\]
for all \( \alpha^S \in A_t^S \) and \( u \in \hat{U}_{t,x,\alpha^S} \). Moreover, \((4.11)\) also holds for \( u = u^S(\alpha) \) whenever \( u^S \in \hat{U}_{t,x}^S \) and \( \alpha \in A_t \).

**Proof.** Both statements will follow by a similar argument and we set \( \alpha := \alpha^S(u) \) (resp. \( u := u^S(\alpha) \)). To simplify notation we let \((X, Y, Z) := (X^{t,x,u,\alpha}, Y^{t,x,u,\alpha}, Z^{t,x,u,\alpha}) \) and \( X^j = X^{t,x,[u]_j,\alpha} \) and get that
\[
Y_s = \psi(X_T) + \int_s^T f(r, X_r, Y_r, Z_r, \alpha_r)dr - \int_s^T Z_r dW_r - \sum_{\tau_j \geq s} \ell(\tau_j, X_{\tau_j-1}^j, \beta_j).
\]
Letting
\[
\zeta_1^{u,\alpha}(s) := \frac{f(s, X_s^{t,x,u,\alpha}, Y_s^{t,x,u,\alpha}, Z_s^{t,x,u,\alpha}, \alpha_s) - f(s, X_s^{t,x,u,\alpha}, 0, Z_s^{t,x,u,\alpha}, \alpha_s)}{Y_s^{t,x,u,\alpha}} 1_{[Y_s \neq 0]}
\]
and
\[
\zeta_2^{u,\alpha}(s) := \frac{f(s, X_s^{t,x,u,\alpha}, 0, Z_s^{t,x,u,\alpha}, \alpha_s) - f(s, X_s^{t,x,u,\alpha}, 0, 0, \alpha_s)}{|Z_s^{t,x,u,\alpha}|^2} (Z_s^{t,x,u,\alpha})^T
\]
and
we have by the Lipschitz continuity of \( f \) that \( |\zeta_1^{u,\alpha}(s)| \vee |\zeta_2^{u,\alpha}(s)| \leq k_f \). Using Ito’s formula we find that

\[
Y_s = R_{s,T}^{u,\alpha}\psi(X_T) + \int_s^T R_{s,r}^{u,\alpha} f(r, X_r, 0, 0, \alpha_r)dr - \int_s^T R_{s,r}^{u,\alpha} Z_r dW_r - \sum_{j=1}^N R_{s,r}^{u,\alpha} \mathbf{1}_{[\tau_j \geq s]} \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j)
\]

with \( R_{s,r}^{u,\alpha} := e^{\int_s^r (c_1^{u,\alpha}(v) - \frac{1}{2} c_2^{u,\alpha}(v))^2dv + \frac{1}{2} \int_s^r c_2^{u,\alpha}(v)dv} \). Since the intervention costs are positive, taking the conditional expectation on both sides gives

\[
Y_s \leq \mathbb{E}\left[ R_{s,T}^{u,\alpha}\psi(X_T) + \int_s^T R_{s,r}^{u,\alpha} f(r, X_r, 0, 0, \alpha_r)dr \mid \mathcal{F}_s \right] 
\]

\[
\leq C(1 + |X_s|^\rho)
\]

On the other hand, by (4.6) (resp. (4.7)) we have

\[
Y_s \geq \text{ess inf}_{\alpha \in \mathcal{A}_i} \mathbb{E}\left[ R_{s,T}^{u,\alpha}\psi(X_T) + \int_s^T R_{s,r}^{u,\alpha} f(r, X_r, X_{\tau_j}^{j-1}, \alpha_{\tau_j}^{\pm}, 0, 0, \alpha_r)dr \mid \mathcal{F}_s \right] 
\]

\[
\geq -C(1 + |X_s^{t,x,\tau_j^{j-1},\alpha}|^\rho).
\]

Proposition 3.1 then gives

\[
\mathbb{E}\left[ \sup_{s \in [t,T]} |Y_s|^2 \right] \leq C(1 + |x|^{2\rho}).
\]

Next, we derive a bound on the \( H^2 \)-norm of \( Z \). Applying Ito’s formula to \( |Y_s|^2 \) we get

\[
|Y_t|^2 + \int_t^T |Z_s|^2 ds = \psi^2(X_T) + \int_t^T Y_s f(s, X_s, Y_s, Z_s, \alpha_s)ds - 2 \int_t^T Y_s Z_s dW_s 
\]

\[
- \sum_{j=1}^N (2Y_{\tau_j}^{j-1} \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) + \ell^2(\tau_j, X_{\tau_j}^{j-1}, \beta_j)),
\]

where \( Y^{j-1}_j \) is \( Y \) without the \( j-1 \) first intervention costs. Since the intervention costs are nonnegative, we have

\[
- \sum_{j=1}^N (2Y_{\tau_j}^{j-1} \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) + \ell^2(\tau_j, X_{\tau_j}^{j-1}, \beta_j)) \leq 2 \sup_{s \in [t,T]} |Y_s| \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j)
\]

\[
\leq \kappa \sup_{s \in [t,T]} |Y_s|^2 + \frac{1}{\kappa} \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2
\]

for any \( \kappa > 0 \). Inserted in (4.12) and using the Lipschitz property of \( f \) this gives

\[
|Y_t|^2 + \int_t^T |Z_s|^2 ds \leq \psi^2(X_T) + (C + \kappa) \sup_{s \in [t,T]} |Y_s|^2 + \int_t^T (|f(s, X_s, 0, 0, \alpha_s)|^2 + \frac{1}{2} |Z_s|^2)ds 
\]

\[
- 2 \int_t^T Y_s Z_s dW_s + \frac{1}{\kappa} \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2.
\]

Now, as \( u \in \mathcal{U} \), it follows that the stochastic integral is uniformly integrable and thus a martingale. To see this, note that the Burkholder-Davis-Gundy inequality gives

\[
\mathbb{E}\left[ \sup_{s \in [t,T]} \left| \int_t^s Y_r Z_r dW_r \right| \right] \leq C \mathbb{E}\left[ \left( \int_t^T |Y_s Z_s|^2 ds \right)^{1/2} \right] \leq C \mathbb{E}\left[ \sup_{s \in [t,T]} |Y_s|^2 + \int_t^T |Z_s|^2 ds \right].
\]
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Taking expectations on both sides thus gives

\[ E \left[ \int_t^T |Z_s|^2 ds \right] \leq C(1 + \kappa)(1 + |x|^{2\rho}) + \frac{2}{\kappa} \mathbb{E} \left[ \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2 \right]. \]

Finally,

\[ \mathbb{E}[N] \leq \frac{1}{\delta} \mathbb{E} \left[ \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2 \right]^{1/2} \]

and

\[
\mathbb{E} \left[ \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2 \right] \leq C \mathbb{E} \left[ |Y_t|^2 + |\psi(X_T)|^2 + \int_t^T |f(r, X_r, Y_r, Z_r, \alpha_r)|^2 dr + \int_t^T |Z_r|^2 dr \right]
\]

\[
\leq C \mathbb{E} \left[ |\psi(X_T)|^2 + \sup_{s \in [t,T]} |Y_s|^2 + \int_t^T (|f(s, X_s, 0, 0, \alpha_s)|^2 + |Z_s|^2) ds \right]
\]

\[
\leq C(1 + \kappa)(1 + |x|^{2\rho}) + \frac{C}{\kappa} \mathbb{E} \left[ \left( \sum_{j=1}^N \ell(\tau_j, X_{\tau_j}^{j-1}, \beta_j) \right)^2 \right]
\]

from which (4.11) follows by choosing \( \kappa \) sufficiently large. \( \square \)

**Lemma 4.12.** There is a \( C > 0 \) such that for all \( k \geq 1 \) we have

\[
V_-(t, x) - V_k(t, x) \leq \frac{C(1 + |x|^{2\rho})}{\sqrt{k}}
\]

for all \( (t, x) \in [0, T] \times \mathbb{R}^n \). In particular, the sequence \( \{V_k\}_{k \geq 0} \) converges to \( V_- \), uniformly on compact subsets of \([0, T] \times \mathbb{R}^n \).

**Proof.** For each \( \alpha^S \in A^S \) and \( \epsilon > 0 \) there is by Lemma 4.10 a \( u^\epsilon = (\tau^\epsilon_s, \beta^\epsilon_s)_{1 \leq s \leq N^\epsilon} \in \tilde{U}_{t,x,\alpha^S} \) such that

\[
\mathbb{E} \sup_{u \in \tilde{U}_{t,x}} J(t, x; u, \alpha^S(u)) \leq J(t, x; u^\epsilon, \alpha^S(u^\epsilon)) + \epsilon/2,
\]

\( \mathbb{P}\)-a.s. Now, let \( (Y, Z) = (Y^t,x;u^\epsilon,\alpha^S(u^\epsilon), Z^t,x;u^\epsilon,\alpha^S(u^\epsilon)) \) and for \( k \geq 0 \), set

\( (\hat{Y}, \hat{Z}) = (Y^t,x;[u]^k,\alpha^S([u]^k), Y^t,x;[u]^k,\alpha^S([u]^k)) \),

where we recall that \([u]^l\) is the truncation of \( u \) to the first \( l \) interventions. As \( \alpha^S([u]^k) = \alpha^S(u^\epsilon) \) on \([0, \tau^\epsilon_{k+1}) \cap [0, T] \) we have, with \( X := X^t,x;u^\epsilon,\alpha^S(u^\epsilon) \) and \( \hat{X} := X^t,x;[u]^k,\alpha^S([u]^k) \), that \( \hat{X}_s = X_s \) for all \( s \in [0, \tau^\epsilon_{k+1}) \cap [0, T] \). Letting \( \alpha := \alpha^S(u^\epsilon) \) and \( \hat{\alpha} := \alpha^S([u]^k) \), this gives

\[
Y_t - \hat{Y}_t = \psi(X_T) - \psi(\hat{X}_T) + \int_t^T (f(s, X_s, Y_s, Z_s, \alpha_s) - f(s, \hat{X}_s, \hat{Y}_s, \hat{Z}_s, \hat{\alpha}_s)) ds
\]

\[
- \int_t^T (Z_s - \hat{Z}_s)dW_s + \Xi^t,x;[u]^k,\alpha - \Xi^t,x;u^\epsilon,\alpha^S(u^\epsilon)
\]

\[
\leq \mathbb{1}_{[N^\epsilon > k]} \left( R_T(\psi(X_T) - \psi(\hat{X}_T)) + \int_t^T R_s(f(s, X_s, Y_s, Z_s, \alpha_s) - f(s, \hat{X}_s, \hat{Y}_s, \hat{Z}_s, \hat{\alpha}_s)) ds \right)
\]

\[
- \int_t^T R_s(Z_s - \hat{Z}_s)dW_s
\]
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for some $R_s := e^{\int_s^t (\xi_1(r) - \frac{1}{2} |\xi_2(r)|^2) dr + \frac{1}{2} \int_s^t \xi_2(r) dW_r}$, with $|\xi_1(r)| \vee |\xi_2(r)| \leq k_f$. Taking expectation on both sides and using the Cauchy-Schwartz inequality gives

$$
E[Y_t - \hat{Y}_t] \leq E\left[1_{[N_t > k]} \left( R_T(\psi(X_T) - \psi(\hat{X}_T)) + \int_t^T R_s(f(s, X_s, Y_s, Z_s, \alpha_s) - f(s, \hat{X}_s, Y_s, Z_s, \hat{\alpha}_s)) ds \right) \right]
$$

$$
\leq C(1 + |x|^\rho) E\left[1_{[N_t > k]} \right]^{1/2}.
$$

Now, as $u^t \in \hat{U}_{t,x,\alpha^S}$, Lemma 4.11 implies that

$$
E\left[1_{[N_t > k]} \right] \leq \frac{C(1 + |x|^\rho)}{k}.
$$

Since $\alpha^S$ was arbitrary we can pick $\alpha^S \in A_t$ such that

$$
V_k^-(t, x) \geq \text{ess sup}_{u \in \hat{U}_t^k} J(t, x; u, \alpha^S(u)) - \epsilon/2
$$

and we find that

$$
V_-(t, x) - V_k^-(t, x) \leq \text{ess sup}_{u \in U_t} J(t, x; u, \alpha^S(u)) - \text{ess sup}_{u \in \hat{U}_t^k} J(t, x; u, \alpha^S(u)) + \epsilon/2
$$

$$
\leq J(t, x; u^t, \alpha^S(u^t)) - J(t, x; [u^t]_k, \alpha^S([u^t]_k)) + \epsilon
$$

$$
\leq \frac{C(1 + |x|^{2\rho})}{\sqrt{k}} + \epsilon
$$

from which the desired inequality follows since $\epsilon > 0$ was arbitrary. In particular, we find that $V_k^-$ converges uniformly on sets where $x$ is bounded.

**Theorem 4.13.** $V_-$ is continuous and satisfies (4.1)

**Proof.** Since the sequence $\{V_k^\pm\}_{k \geq 0}$ is non-decreasing, Lemma 4.12 implies that $V_k^> \nearrow V_-$ uniformly on compacts as $k \to \infty$. Hence, $V_-$ is continuous.

It remains to show that $V_-$ satisfies (4.1). We have by (4.4) and comparison that

$$
V_k^-(t, x) = \text{ess inf}_{\alpha^S \in A_{t+h}^+} \text{ess sup}_{u \in \hat{U}_{t+h}^k} G^{t,x;u,\alpha^S(u)}(V_k^-(t + h, X_{t+h}, u, \alpha^S(u))]
$$

$$
\leq \text{ess inf}_{\alpha^S \in A_{t+h}^+} \text{ess sup}_{u \in \hat{U}_{t+h}^k} G^{t,x;u,\alpha^S(u)}(V_-(t + h, X_{t+h}^+, u, \alpha^S(u))]
$$

and it follows that $V_- \leq V_-.h$. On the other hand, for each $\epsilon > 0$ and any $\alpha^S \in A^S$ we can repeat the argument in Lemma 4.12 to find that there is a $k \geq 0$ such that

$$
\text{ess sup}_{u \in \hat{U}_{t+h}} G^{t,x;u,\alpha^S(u)}(V_-(t + h, X_{t+h}^+, u, \alpha^S(u))]
\leq \text{ess sup}_{u \in \hat{U}_{t+h}^k} G^{t,x;u,\alpha^S(u)}(V_-(t + h, X_{t+h}^+, u, \alpha^S(u))] + \epsilon/2.
$$

Moreover, for each $(\alpha, u) \in A_t \times U_t$, let $(Y^k, Z^k)$ be the unique solution to

$$
Y^k = V^-(t + h, X^+_{t+h}, \alpha) + \int_s^{t+h} f(r, X^+_{r}, u, \alpha, Y^k_r, Z^k_r, \alpha_r) dr
$$

$$
- \int_s^{t+h} Z^k_r dW_r - \Xi^k_{t+h} + \Xi^k_{t+h}, u, \alpha
$$
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while we assume that \((\mathcal{Y}, \mathcal{Z})\) satisfies
\[
|\mathcal{Y}'_s = V_-(t+h, X_t^{t+h, \alpha}) + \int^t_s f\left(r, X_r^{t;r, \alpha}; \mathcal{Y}_r, \mathcal{Z}_r, \alpha_r\right)dr \\
- \int^t_s \mathcal{Z}_r dW_r - \Xi_{T_t}^t + \Xi_s^{t, \alpha}.
\]

Then \(\mathcal{Y}_t \geq \mathcal{Y}_t^k\) by comparison and
\[
\mathcal{Y}_t - \mathcal{Y}_t^k = \mathbb{E}\left[\mathcal{T}\left(V_-(t+h, X_t^{t+h, \alpha}) - V_k^k(t+h, X_t^{t+h, \alpha})\right)\right] \\
\leq \frac{C}{\sqrt{k}} \mathbb{E}\left[\mathcal{T}(1 + |X_t^{t+h, \alpha}|^{2\rho})|\mathcal{F}_t\right],
\]
(4.14)

with \(R_s := e^{\int^{s}_t \zeta_1(r)dr / 2} f S_k(r) dW_s\), where \(|\zeta_1(r)| \leq k_f\). Since the right-hand side of the above inequality tends to 0 as \(k \to \infty\) we conclude by taking the essential supremum over all \((\alpha^S, u) \in \mathcal{A}_t \times \mathcal{U}_t\) that there is a \(k' \geq k\) such that
\[
\text{ess sup}_{u \in \mathcal{U}_t^{k'}} \mathcal{S}(u) \leq \text{ess sup}_{u \in \mathcal{U}_t^{k'}} \mathcal{S}(u) + \epsilon/2.
\]

for each \(\alpha^S \in \mathcal{A}_t^S\). We conclude that \(V_{-, h}(t, x) \leq V_k^k(t, x) + \epsilon \leq V_-(t, x) + \epsilon\) and since \(\epsilon > 0\) was arbitrary it follows that \(V_-\) satisfies (4.11).

Lemma 4.14. There is a constant \(C > 0\) such that for all \(k \geq 1\) we have
\[
V_+(t, x) - V_+^k(t, x) \leq \frac{C(1 + |x|^{2\rho})}{\sqrt{k}}.
\]

for all \((t, x) \in [0, T] \times \mathbb{R}^n\). In particular, the sequence \(\{V_+^k\}_{k \geq 0}\) converges uniformly on compact subsets of \([0, T] \times \mathbb{R}^n\).

Proof. For each \(\epsilon > 0\) there is a \(u^\epsilon = (\tau^\epsilon_i, \beta^\epsilon_i)_{1 \leq i \leq N^\epsilon} \in \mathcal{U}_t^{S}\) such that
\[
\text{ess sup}_{u^S \in \mathcal{U}_t^{S}} \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u^S(\alpha), \alpha) \leq \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u^\epsilon(\alpha), \alpha) + \epsilon,
\]
\(\mathbb{P}\)-a.s. Then, for \(k \geq 0\),
\[
V_+(t, x) - V_+^k(t, x) = \text{ess sup}_{u \in \mathcal{U}_t^{S}} \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u(\alpha), \alpha) - \text{ess sup}_{u \in \mathcal{U}_t^{S}} \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u(\alpha), \alpha)
\]
\[
\leq \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; u^\epsilon(\alpha), \alpha) - \text{ess inf}_{\alpha \in \mathcal{A}_t} J(t, x; [u^\epsilon(\alpha)]_k, \alpha) + \epsilon
\]
\[
\leq \text{ess sup}_{\alpha \in \mathcal{A}_t} \left\{J(t, x; u^\epsilon(\alpha), \alpha) - J(t, x; [u^\epsilon(\alpha)]_{k'}, \alpha)\right\} + \epsilon.
\]

By arguing as in the proof of Lemma 4.12 the result now follows.

Theorem 4.15. \(V_+\) is continuous and satisfies (4.11).

Proof. As above we find that \(V_+^k \not\supseteq V_+\) uniformly on compacts and conclude that \(V_+\) is continuous.

We have again by comparison that
\[
V_+(t, x) \leq \text{ess sup}_{u^S \in \mathcal{U}_t^{S}} \text{ess inf}_{\alpha \in \mathcal{A}_t, t+h} \mathcal{S}(\alpha) \mathcal{S}(\alpha) [V_+(t+h, X_t^{t+h, \alpha})] = V_{+, h}(t, x).
\]
Moreover, for each $\epsilon > 0$ there is a $k \geq 0$ such that
\[
V_+ (t, x) \leq \text{ess sup}_{u^S \in U_{t,t+h}^S} \text{ess inf}_{\alpha \in \mathcal{A}_{t,h}} G^{t,x,u^S(\alpha),\alpha}_{t,t+h} [V_+ (t + h, X_{t+h}^{t,x,u^S(\alpha),\alpha})] + \epsilon/2.
\]

Finally, by (4.14) there is a $k' \geq k$ such that
\[
\text{ess sup}_{u^S \in U_{t,t+h}^S} \text{ess inf}_{\alpha \in \mathcal{A}_{t,h}} G^{t,x,u^S(\alpha),\alpha}_{t,t+h} [V_+ (t + h, X_{t+h}^{t,x,u^S(\alpha),\alpha})] \\
\leq \text{ess sup}_{u^S \in U_{t,t+h}^{S,k'}} \text{ess inf}_{\alpha \in \mathcal{A}_{t,h}} G^{t,x,u^S(\alpha),\alpha}_{t,t+h} [V_+ (t + h, X_{t+h}^{t,x,u^S(\alpha),\alpha})] + \epsilon/2
\]
and we conclude that $V_+$ satisfies (4.2). \qed

5 The value functions as viscosity solutions to the HJBI-QVI

Our main motivation for deriving the dynamic programming relations in the previous section is that we wish to use them to prove that the upper and lower value functions are solutions, in viscosity sense, to the Hamilton-Jacobi-Bellman-Isaacs quasi-variational inequality (1.3).

Whenever $V_- (t, x) > \mathcal{M} V_- (t, x)$ (resp. $V_+ (t, x) > \mathcal{M} V_+ (t, x)$) a simple application of the dynamic programming principle stipulates that it is suboptimal for the impulse controller to intervene on the system at time $t$. One main ingredient when proving that $V_-$ (resp. $V_+$) is a viscosity solution to (1.3) is showing that if $V_- (t, x) > \mathcal{M} V_- (t, x)$ (resp. $V_+ (t, x) > \mathcal{M} V_+ (t, x)$) then, on sufficiently small time intervals, we may (to a sufficient accuracy) assume that the impulse controller does not intervene on the system. As the probability that the state, when starting in $x$ on a non-empty interval $[t, t+h)$ is positive, this results requires a slightly intricate analysis compared to the deterministic setting (something that was pointed out already in [21]). In the following sequence of lemmas we extend the results from [21] to the case when the cost functional is defined in terms of the solution to a BSDE.

The first lemma is given without proof as it follows immediately from the definitions:

**Lemma 5.1.** Let $u, v : [0, T] \times \mathbb{R}^n \to \mathbb{R}$ be locally bounded functions. $\mathcal{M}$ is monotone (if $u \leq v$ pointwise, then $\mathcal{M} u \leq \mathcal{M} v$). Moreover, $\mathcal{M}(u_*)$ (resp. $\mathcal{M}(u^*)$) is l.s.c. (resp. u.s.c.).

In addition, rather than relying on the standard DPP from the previous section, formulated at deterministic times, we need the following “weak” DPP:

**Lemma 5.2.** Assume that $(t, x) \in [0, T] \times \mathbb{R}^n$ and $h \in [0, T-t]$, then for any $\alpha \in \mathcal{A}_{t,t+h}$ we have
\[
V_- (t, x) \leq \text{ess sup}_{\tau \in T_t} G^{t,x,\alpha}_{t,\tau\wedge t+h} [\mathbb{I}_{[\tau \leq t+h]} \mathcal{M} V_- (\tau, X^{t,x,\alpha}_{\tau}) + \mathbb{I}_{[\tau > t+h]} V_- (t + h, X^{t,x,\alpha}_{t+h})] \tag{5.1}
\]
and
\[
V_+ (t, x) \leq \text{ess sup}_{\tau \in T_t} G^{t,x,\alpha}_{t,\tau\wedge t+h} [\mathbb{I}_{[\tau \leq t+h]} \mathcal{M} V_+ (\tau, X^{t,x,\alpha}_{\tau}) + \mathbb{I}_{[\tau > t+h]} V_+ (t + h, X^{t,x,\alpha}_{t+h})]. \tag{5.2}
\]

**Proof.** For $\epsilon > 0$ we let $\alpha^S (u) := \alpha \oplus_{\tau_1} \alpha^S (u)$ for all $u \in \mathcal{U}_{t,t+h}$, where $\alpha^S, \epsilon \in \mathcal{A}_{t,t+h}$ is such that\footnote{We can repeat the approximation routine from Lemma 1.8 to show that such a strategy exists.}
\[
\mathbb{I}_{[\tau_1 \leq t+h]} V_- (\tau_1, X^{t,x,\alpha^S(\beta_1)}_{\tau_1}) \geq \mathbb{I}_{[\tau_1 \leq t+h]} G^{\tau_1}_{\tau_1, t+h} [V_- (t + h, X^{t,x,\alpha^S(\beta_1)}_{t+h}) - \epsilon] \tag{5.3}
\]
\(\mathbb{P}\)-a.s., for all \(u \in \mathcal{U}_{t,t+h}\), where \([u]_2 := (\tau_i, \beta_i)_{2 \leq i \leq N}\). Then \(\alpha^S \in \mathcal{A}_{t,t+h}\) and there is a \(u^c := (\tau_i^c, \beta_i^c)_{1 \leq i \leq N^c} \in \mathcal{U}_{t,t+h}\) such that

\[
V_-(t, x) \leq G_{t,t+h}^{t,x;u^c,\alpha^S(u^c)}[V_-(t + h, X_{t+h}^{t,x;u^c,\alpha^S(u^c)})] + \epsilon.
\]

On the other hand, the semi-group property of \(G\) along with (5.3) and comparison gives that

\[
G_{t,t+h}^{t,x;u^c,\alpha^S(u^c)}[V_-(t + h, X_{t+h}^{t,x;u^c,\alpha^S(u^c)})]
\]

\[
= G_{t,\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)}[V_-(\tau_1^c \wedge t + h, X_{\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)})]
\]

\[
\leq G_{t,\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)}[V_-(\tau_1^c \wedge t + h, X_{\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)})]
\]

\[
\leq G_{t,\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)}[V_-(\tau_1^c \wedge t + h, X_{\tau_1^c \wedge t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)})] + C\epsilon.
\]

Since \(\epsilon > 0\) was arbitrary the first inequality follows by taking the essential supremum over all \(\tau_1^c \in T\).

Concerning the second inequality we have that for each \(\epsilon > 0\), there is a \(u_\epsilon^S \in \mathcal{U}_{t,t+h}\) such that

\[
V_+(t, x) \leq G_{t,t+h}^{t,x;u_\epsilon^S,\tilde{\alpha}}[V_+(t + h, X_{t+h}^{t,x;u^S,\tilde{\alpha}})] + \epsilon
\]

for all \(\tilde{\alpha} \in \mathcal{A}_{t,t+h}\). With \((\tau_1^c, \beta_1^c) = [u^S, \alpha]_1\) (assuming that \(\tau_1^c = \infty\) when \(u^S, \alpha\) does not contain interventions) we let \(\alpha^c \in \mathcal{A}_{t,t+h}\) be such that

\[
1_{[\tau_1^c \leq t+h]}V_+(\tau_1^c, X_{\tau_1^c}^{t,x;\tau_1^c,\beta_1^c,\alpha^c}, \alpha^c) \geq 1_{[\tau_1^c \leq t+h]}G_{\tau_1^c,t+h}^{t,x;\tau_1^c,\beta_1^c,\alpha^S(u^c)}[V_+(t + h, X_{t+h}^{t,x;u^S,\alpha^c})] - \epsilon.
\]

Applying the continuous control \(\alpha \odot \tau_1^c\) \(\alpha^c\) (see Remark 4.5 concerning the value at the point of concatenation) and using the semi-group property of \(G\) (as above) now leads to the second inequality.

\[\square\]

**Lemma 5.3.** Let \((t, x) \in [t, T) \times \mathbb{R}^n\) be such that \(V_-(t, x) > MV_-(t, x)\) then there is a \(C > 0\) and an \(h' \in (0, T-t)\) such that

\[
V_-(t, x) \leq \text{ess inf}_{\alpha \in \mathcal{A}_{t,t+h}} G_{t,t+h}^{t,x;\emptyset,\alpha}[V_-(t + h, X_{t+h}^{t,x;\emptyset,\alpha})] + Ch'^{3/2}
\]

for all \(h \in [0, h']\).

**Proof.** Since \(V_-\) is continuous, Lemma 5.1 implies that so is \(MV_-\). There is thus a \(h'' > 0\) and an \(\epsilon > 0\) such that

\[
\inf_{(t', x') \in [t, t+h''] \times B_{\epsilon}(x)} V_-(t', x') \geq \sup_{(t', x') \in [t, t+h''] \times B_{\epsilon}(x)} MV_-(t', x') + \epsilon,
\]

with \(B_{\epsilon}(x) := \{x' \in \mathbb{R}^n : |x' - x| \leq \epsilon\}\).

For each \(\alpha \in \mathcal{A}_{t,t+h}\) we have, with \(X := X_{t,x;\emptyset,\alpha}\), for \(p \geq 2\) that

\[
\mathbb{E}\left[\sup_{s \in [t, t+h]} |X_s - x|^p \bigg| F_t\right] \leq C\mathbb{E}\left[\left( \int_t^{t+h} |\alpha(s, X_s)| ds \right)^p + \left( \int_t^{t+h} |\sigma(s, X_s)|^2 ds \right)^{p/2} \bigg| F_t\right]
\]

\[
\leq Ch'^{p/2}(1 + \mathbb{E}\left[\sup_{s \in [t, t+h]} |X_s|^p \bigg| F_t\right])
\]

\[
\leq Ch'^{p/2}(1 + |x|^p),
\]

(5.4)
\( \mathbb{P} \)-a.s. We introduce the stopping time

\[ \eta := \inf \left\{ s \geq t : X_s \notin B_\epsilon(x) \right\} \]

(with inf \( \emptyset = \infty \)) and get that

\[ \mathbb{E} \left[ 1_{[\eta \leq t+h]} |F_t| \right] e^p \leq \mathbb{E} \left[ \sup_{s \in [t,t+h]} |X_s - x|^p \right] \leq Ch^{p/2}(1 + |x|^p), \]

\( \mathbb{P} \)-a.s. Choosing \( p = 6 \) gives

\[ \mathbb{E} \left[ 1_{[\eta \leq t+h]} |F_t| \right] \leq e^{-6}Ch^3(1 + |x|^6), \]

\( \mathbb{P} \)-a.s. Using this inequality we will show that there is a \( C > 0 \) such that for some \( h' \in (0,h'') \) and all \( h \in [0,h'] \) we have

\[ \text{ess sup}_{\tau \in \mathcal{T}} G_{t,\tau \land t+h}^{t,x;0,\alpha} \left[ 1_{[\tau \leq t+h]} MV_\tau(\tau, X_\tau) + 1_{[\tau > t+h]} V_\tau(t + h, X_{t+h}) \right] \leq G_{t,t+h}^{t,x;0,\alpha} \left[ V_\tau(t + h, X_{t+h}) \right] + Ch^{3/2} \]

for all \( \alpha \in \mathcal{A}_{t,t+h} \) from which the result of this lemma follows by Lemma 5.2. For any \( \tau \in \mathcal{T}_t \), let \((Y^1, Z^1)\) be the unique solution to

\[ Y^1_s = 1_{[\tau \leq t+h]} MV_\tau(\tau, X_\tau) + 1_{[\tau > t+h]} V_\tau(t + h, X_{t+h}) \]

\[ + \int_{\tau \land t+h}^\tau f(r, X_r, Y^1_r, Z^1_r, \alpha_r) dr - \int_{\tau \land t+h}^\tau Z^1_r dW_r. \]

with \( X := X^{t,x;0,\alpha} \) and let \((Y^2, Z^2)\) solve

\[ Y^2_s = V_\tau(t + h, X_{t+h}) + \int_s^{t+h} f(r, X_r, Y^2_r, Z^2_r, \alpha_r) dr - \int_s^{t+h} Z^2_r dW_r. \]

Then, with

\[ \zeta_1(s) := \frac{f(s, X_s, Y^2_s, Z^2_s, \alpha_s) - f(s, X_s, 1_{[s \leq \tau]} Y^1_s, Z^1_s, \alpha_s)}{Y^2_s - Y^1_s} \mathbb{1}_{[Y^2_s \neq \mathbb{1}_{[s \leq \tau]} Y^1_s]} \]

and

\[ \zeta_2(s) := \frac{f(s, X_s, 1_{[s \leq \tau]} Y^2_s, Z^2_s, \alpha_s) - f(s, X_s, 1_{[s \leq \tau]} Y^1_s, 1_{[s \leq \tau]} Z^1_s, \alpha_s)}{|Z^2_s - 1_{[s \leq \tau]} Z^1_s|^2} (Z^2_s - 1_{[s \leq \tau]} Z^1_s) \]

we have by the Lipschitz continuity of \( f \) that \( |\zeta_1(s)| \lor |\zeta_2(s)| \leq k_f \). Then, with

\[ M_{r,s} := e^\int_r^s \zeta_1(v) dv + \frac{1}{2} \int_r^s \zeta_2(v) dv \]

we have

\[ Y^1_s - Y^2_s = \mathbb{E} \left[ 1_{[\tau \leq t+h]} \left\{ M_{t,\tau}(MV_{\tau}(\tau, X_\tau) - M_{\tau,t+h}V_{\tau}(t + h, X_{t+h})) - \int_\tau^{t+h} M_{t,s} f(s, X_s, 0, 0) ds \right\} |F_t \right] \]

\[ = \Lambda_1(h) + \Lambda_2(h), \]

where

\[ \Lambda_1(h) := \mathbb{E} \left[ 1_{[\eta < t+h]} 1_{[\tau < t+h]} \left\{ M_{t,\tau}(MV_{\tau}(\tau, X_\tau) - M_{\tau,t+h}V_{\tau}(t + h, X_{t+h})) - \int_\tau^{t+h} M_{t,s} f(s, X_s, 0, 0) ds \right\} |F_t \right] \]

\[ \leq C \mathbb{E} \left[ 1_{[\eta < t+h]} \right]^{1/2} \mathbb{E} \left[ \left| M_{t,\tau} MV_{\tau}(\tau, X_\tau^{t,x;0,\alpha}) \right|^2 + \left| M_{\tau,t+h} V_{\tau}(t + h, X_{t+h}) \right|^2 \right] \]

\[ + \int_\tau^{t+h} \left| M_{t,s} f(s, X_s, 0, 0) \right|^2 ds \left| F_t \right|^{1/2} \]

\[ \leq C(1 + |x|^p) h^{3/2} \]
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We can thus repeat the steps in the previous lemma to conclude that there is a $C > 0$ such that

$$\text{ess sup}_{\tau \in T_t} G_{t,\tau+t+h}^{|\tau|} \left[ 1_{[\tau \leq t+h]} |\tau| + 1_{[\tau > t+h]} V_+(t+h, X_{t+h}) \right] \leq G_{t,\tau+t+h}^{|\tau|} [V_+(t+h, X_{t+h})] + C h^{3/2}$$

for all $\alpha \in A_{t,t+h}$ and $h \in [0,h']$ for some $h' \in (0,h'')$. The lemma then follows by applying the second inequality in Lemma 5.2.

We now fix $(t,x) \in [0,T) \times \mathbb{R}^n$, $h \in (0,T-t)$ and $\varphi \in C^3_{t,b}$. Following the standard procedure to go from a DPP to a quasi-variational inequality when dealing with a controlled FBSDE (see e.g. [18]) we introduce the BSDEs

$$Y_s^{1,\alpha} = \int_s^{t+h} F(r, X_r, Y_r^{1,\alpha}, Z_r^{1,\alpha}) dr - \int_s^{t+h} Z_r^{1,\alpha} dW_r$$
and
\[ Y_{s}^{2,\alpha} = \int_{s}^{t+h} F(r, x, Y_{r}^{2,\alpha}, Z_{r}^{2,\alpha}, \alpha_{r})dr - \int_{s}^{t+h} Z_{r}^{2,\alpha}dW_{r}, \quad (5.7) \]

with
\[ F(s, x, y, z, \alpha) := \frac{\partial}{\partial s} \varphi(s, x) + \frac{1}{2} \text{Tr} \{ \sigma_{\alpha}^{\top} (s, x, \alpha) D_{x}^{2} \varphi(s, x) \} + (D_{x} \varphi(s, x))b(s, x, \alpha) + f(s, x, \varphi(s, x) + y, (D_{x} \varphi(s, x))\sigma(s, x, \alpha) + z, \alpha). \]

**Remark 5.5.** It is easy to check that the driver \( F \) satisfies Assumption 2.4 from which we conclude that the above BSDEs both admit unique solutions.

In particular, we note that \( u \) is a viscosity supersolution (subsolution) of (5.5) if \( u(T, x) \geq (\leq) \psi(T, x) \), \( u(t, x) \geq Mu(t, x) \) and \( \inf_{\alpha \in A} F(t, x, 0, 0, \alpha) \leq 0 \) \((\geq 0)\) on \( D_{C}(u) := \{(t, x) : u(t, x) > Mu(t, x)\} \) whenever \( \varphi \in C_{l,b}^{3} \) is such that \( u(t, x) = \varphi(t, x) \) and \( u(t, x) - \varphi(t, x) \) attains a local minimum (maximum) at \( (t, x) \).

Note that the only reason that (5.7) is stochastic comes from the fact that \( \alpha \) is a stochastic control. In regard to Hamiltonian minimization it seems natural to introduce the following ordinary differential equation (ODE)
\[ Y_{s}^{0} = \int_{s}^{t+h} \inf_{\alpha \in A} F(s, x, Y_{s}^{0}, 0, \alpha)ds. \]

We have the following auxiliary lemma, that summarize the results in Lemma 5.1 and Lemma 5.3 of [4].

**Lemma 5.6.** For every \( \alpha \in A_{t,t+h} \) and \( s \in [t, t+h] \) we have
\[ Y_{s}^{1,\alpha} = G_{s,t+h}[\varphi(t+h, X_{t+h}^{t,x;\alpha})] - \varphi(s, X_{s}^{t,x;\alpha}), \quad \mathbb{P} \text{ - a.s.} \quad (5.8) \]
Also, we have that
\[ Y_{t}^{0} = \text{ess inf}_{\alpha \in A_{t,t+h}} Y_{s}^{2,\alpha}, \quad \mathbb{P} \text{ - a.s.} \quad (5.9) \]

**Proof.** The first property follows from the definition of \( G \) and Ito’s formula applied to \( \varphi(s, X_{s}^{t,x;\alpha}) \). The second result is immediate from the comparison principle of BSDEs. \( \square \)

We now give a sequence of lemmata that will help us show that \( V_{-} \) is a viscosity solution to (1.5).

**Lemma 5.7.** We have
\[ |Y_{t}^{1,\alpha} - Y_{t}^{2,\alpha}| \leq Ch^{3/2}, \quad \mathbb{P} \text{ - a.s.} \]

**Proof.** Note that
\[ |Y_{t}^{1,\alpha} - Y_{t}^{2,\alpha}| \leq \mathbb{E} \left[ \int_{t}^{t+h} |F(s, X_{s}^{t,x;\alpha}, Y_{s}^{1,\alpha}, Z_{s}^{1,\alpha}, \alpha_{s}) - F(s, x, Y_{s}^{2,\alpha}, Z_{s}^{2,\alpha}, \alpha_{s})|ds \bigg| F_{t} \right] \leq C\mathbb{E} \left[ \int_{t}^{t+h} ((1 + |x|^{\rho} + |X_{s}^{t,x;\alpha}|^{\rho})|X_{s}^{t,x;\alpha} - x| + |Y_{s}^{1,\alpha} - Y_{s}^{2,\alpha}| + |Z_{s}^{1,\alpha} - Z_{s}^{2,\alpha}|ds \bigg| F_{t} \right]. \]
Concerning the first term on the right-hand side we have
\[ \mathbb{E} \left[ \int_{t}^{t+h} ((1 + |x|^{\rho} + |X_{s}^{t,x;\alpha}|^{\rho})|X_{s}^{t,x;\alpha} - x|ds \bigg| F_{t} \right] \leq C\mathbb{E} \left[ \sup_{s \in [t,t+h]} |X_{s}^{t,x;\alpha} - x|^{2} \bigg| F_{t} \right]^{1/2} h \leq Ch^{3/2} \]
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For the remaining terms,
\[
\mathbb{E}\left[ \int_t^{t+h} (|Y_s^{1,0} - Y_s^{2,0}| + |Z_s^{1,0} - Z_s^{2,0}|) ds \bigg| \mathcal{F}_t \right]
\leq \sqrt{2} \mathbb{E}\left[ \int_t^{t+h} (|Y_s^{1,0} - Y_s^{2,0}|^2 + |Z_s^{1,0} - Z_s^{2,0}|^2) ds \bigg| \mathcal{F}_t \right]^{1/2} h^{1/2}
\]
and classically we have
\[
\mathbb{E}\left[ \int_t^{t+h} |Y_s^{1,0} - Y_s^{2,0}|^2 + |Z_s^{1,0} - Z_s^{2,0}|^2 ds \bigg| \mathcal{F}_t \right]
\leq C \mathbb{E}\left[ \int_t^{t+h} (1 + |x|^\rho + |X_s^{1,0;\alpha}|^2) |X_s^{1,0;\alpha} - x|^2 ds \bigg| \mathcal{F}_t \right]
\leq C h^2.
\]

Combining the above estimates the desired results follows. \hfill \Box

**Lemma 5.8.** There is a $C > 0$ such that
\[
\int_t^{t+h} |Y_s^0| ds \leq C h^{3/2}
\]
for each $t \in [0, T]$ and $h \in [0, T - t]$.

**Proof.** Grönwall’s inequality gives that
\[
\sup_{s \in [t, t+h]} |Y_s^{0,\alpha}| \leq C h
\]
and we conclude that $\int_t^{t+h} |Y_s^{0,\alpha}| ds \leq h \sup_{s \in [t, t+h]} |Y_s^{0,\alpha}| \leq C h^2$. \hfill \Box

**Lemma 5.9.** Assume that $\varphi \in \Pi_{pg}$ is such that $\varphi - V_-$ has a local maximum at $(t, x)$ where $\varphi(t, x) = V_-(t, x)$. Then, there are constants $C, h' > 0$ such that
\[
G_{t,t+h}^{t,x;0,\alpha}[V_- (t + h, X_{t+h}^{t,x;0,\alpha})] \geq G_{t,t+h}^{t,x;0,\alpha} [\varphi(t + h, X_{t+h}^{t,x;0,\alpha})] - C h^{3/2}
\]
for all $h \in [0, (T - t) \land h']$ and $\alpha \in \mathcal{A}_{t,t+h}$.

**Proof.** Since $\varphi - V_-$ has a local maximum at $(t, x)$ there are constants $\epsilon, h' > 0$ and a $h' > 0$ such that $V_- (t', x') \geq \varphi(t', x')$ for all $(t', x') \in [t, t+h' \land T] \times B_{\epsilon}(x)$. Now, let
\[
\eta := \inf \{ s \geq t : X_s^{t,x;0,\alpha} \notin B_{\epsilon}(x) \}
\]
and note from the proof of Lemma 5.3 that $\mathbb{E}[1_{[\eta \leq t+h]} |\mathcal{F}_t] \leq C h^3$, $\mathbb{P}$-a.s. Assume that $h \in [0, T - t]$ and let $(Y^1, Z^1)$ be the unique solution to
\[
Y^1_s = V_- (t + h, X_{t+h}^{t,x;0,\alpha}) + \int_s^{t+h} f(r, X_r^{t,x;0,\alpha}, Y^1_r, Z^1_r, \alpha_r) dr - \int_s^{t+h} Z^1_r dW_r.
\]
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and assume that \((Y^2, Z^2)\) satisfies
\[
Y^2_s = \varphi(t + h, X^t_{t+h}; \alpha) + \int_s^{t+h} f(r, X^t_r, \alpha, Y^2_r, Z^2_r, \alpha_r) dr - \int_s^{t+h} Z^2_r dW_r.
\]
Then, with
\[
M_s := e^{\int_0^s (\zeta_1(r) - \frac{1}{2}\zeta_2^2(r)) dr + \frac{1}{2}\int_0^s \zeta_2(r) dW_r},
\]
where \(\zeta_1\) and \(\zeta_2\) are given by (5.5)-(5.6). By comparison we have
\[
Y^2_t - Y^1_t \leq \mathbb{E}[1_{|y| \leq t+h} M_{t+h}(\varphi(t + h, X^t_{t+h}; \alpha) - V_-(t + h, X^t_{t+h}; \alpha))] | F_t]
\leq \sqrt{2\mathbb{E}[1_{|y| \leq t+h} |F_t|]}^{1/2} \mathbb{E}[M_{t+h}(|\varphi(t + h, X^t_{t+h}; \alpha)|^2 + |V_-(t + h, X^t_{t+h}; \alpha)|^2) | F_t]}^{1/2}
\leq Ch^{3/2}
\]
and the result follows.

**Theorem 5.10.** \(V_-\) is a viscosity solution to (1.5).

**Proof.** To begin we clearly have that \(V_-(T, x) = \psi(x)\) for all \(x \in \mathbb{R}^n\) (see Remark 2.5). We first show that \(V_-\) is a viscosity supersolution. For this, we fix \((t, x) \in [0, T] \times \mathbb{R}^n\) and assume that \(\varphi\) is such that \(\varphi - V_-\) has a local maximum at \((t, x)\), where \(\varphi(t, x) = V_-(t, x)\).

If \((t, x) \in D_C(V_-)\) we have by the DPP that
\[
\varphi(t, x) = V_-(t, x) = \text{ess inf}_x \text{ess sup}_{\alpha \in A^t_{t+h}; u \in \tilde{U}^t_{t+h}} G_{t, t+h}^{t, x; u; \alpha S}(u) | V_-(t + h, X^t_{t+h}; \alpha)] \geq \text{ess inf}_{\alpha \in A^t_{t+h}} G_{t, t+h}^{t, x; 0; \alpha} | V_-(t + h, X^t_{t+h}; \alpha)]
\]
On the other hand by Lemma 5.9 we have for \(h > 0\) sufficiently small that
\[
G_{t, t+h}^{t, x; 0; \alpha} | \varphi(t + h, X^t_{t+h}; \alpha)] \leq G_{t, t+h}^{t, x; 0; \alpha} [V_-(t + h, X^t_{t+h}; \alpha)] + Ch^{3/2}.
\]
Now, (5.8) gives
\[
Y^{1, \alpha}_t \leq G_{t, t+h}^{t, x; 0; \alpha} [V_-(t + h, X^t_{t+h}; \alpha)] - \varphi(t, x) + Ch^{3/2}.
\]
Combined this gives
\[
\text{ess inf}_{\alpha \in A^t_{t+h}} Y^{1, \alpha}_t \leq Ch^{3/2}.
\]
In particular, by Lemma 5.7 and 5.9 this implies that
\[
Y^{0}_t = \text{ess inf}_{\alpha \in A^t_{t+h}} Y^{2, \alpha}_t \leq Ch^{3/2}.
\]
Hence, \(\lim_{h \to 0} h^{-1} Y^{0}_t \leq 0\) and we conclude by Lemma 5.8 that
\[
0 \geq \lim_{h \to 0} h^{-1} \int_t^{t+h} \min_{u \in A} \min_{s \in [t, t+h]} F(s, x, Y^0_s, 0, \alpha) ds
\geq \lim_{h \to 0} h^{-1} \int_t^{t+h} \min_{u \in A} (F(s, x, 0, 0, \alpha) - C|Y^0_s|) ds
= \lim_{h \to 0} h^{-1} \int_t^{t+h} \min_{u \in A} \min_{s \in [t, t+h]} F(s, x, 0, 0, \alpha) ds
\]
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and by continuity of $\inf_{\alpha \in A} F(\cdot, x, 0, 0, \alpha)$ it follows that

$$\inf_{\alpha \in A} F(t, x, 0, 0, \alpha) \leq 0.$$ 

Assume instead that $(t, x) \in D_S(V_-) := ([0, T] \times \mathbb{R}^n) \setminus D_C(V_-)$, then $V_-(t, x) = MV_-(t, x)$ and we conclude that $V_-$ is a viscosity supersolution.

We turn now to the subsolution property. We fix $(t, x) \in [0, T] \times \mathbb{R}^n$ and assume that $\varphi$ is such that $\varphi - V_-$ has a local minimum at $(t, x)$, where $\varphi(t, x) = V_-(t, x)$. If $(t, x) \in D_C(V_-)$ we have by the DPP and Lemma 5.3 that, whenever $h > 0$ is sufficiently small,

$$\varphi(t, x) = \inf_{\alpha \in A} \sup_{u \in \mathcal{U}_{t+h}} G_{t, t+h}^{t, x; \varphi, \alpha} [V_- (t + h, X_{t+h}^{t, x})]$$

On the other hand repeating the argument in the proof of Lemma 5.9 gives that

$$G_{t, t+h}^{t, x; \varphi, \alpha} [V_- (t + h, X_{t+h}^{t, x})] \leq G_{t, t+h}^{t, x; \varphi, \alpha} [\varphi (t + h, X_{t+h}^{t, x})] + Ch^{3/2}$$

and we get that

$$-Y_t^{1, \alpha} = \varphi(t, x) - G_{t, t+h}^{t, x; \varphi, \alpha} (\varphi (t + h, X_{t+h}^{t, x})) \leq Ch^{3/2},$$

i.e. $Y_t^{1, \alpha} \geq -Ch^{3/2}$. Now, repeating the above argument we find that

$$\inf_{\alpha \in A} F(t, x, 0, 0, \alpha) \geq 0.$$ 

Analogously we get when $(t, x) \in D_S(V_-)$ then $V_-(t, x) = MV(t, x)$ and we conclude that $V_-$ is a viscosity subsolution.

**Remark 5.11.** By the same argument while using Lemma 5.4 instead of Lemma 5.3 we conclude that $V_+$ is a viscosity solution to (1.5).

## 6 Uniqueness of viscosity solutions to the HJBI-QVI

To be able to conclude that the game has a value, i.e. that $V_- \equiv V_+$, we will now show that (1.5) has at most one solution in the viscosity sense in $\Pi_{pg}$. We let

$$\mathcal{L}^\alpha \varphi(t, x) := \sum_{j=1}^d a_j(t, x, \alpha) \frac{\partial}{\partial x_j} \varphi(t, x) + \frac{1}{2} \sum_{i,j=1}^d (\sigma \sigma^\top (t, x, \alpha))_{ij} \frac{\partial^2}{\partial x_i \partial x_j} \varphi(t, x)$$

and have that

$$H(t, x, v(t, x), Dv(t, x), D^2 v(t, x), \alpha) := \mathcal{L}^\alpha v(t, x) + f(t, x, v(t, x), Dv(t, x) \cdot \sigma(t, x, \alpha), \alpha).$$

We will need the following lemma:
Lemma 6.1. Let $v$ be a supersolution to (1.5) satisfying
\[
\forall (t,x) \in [0,T] \times \mathbb{R}^d, \quad |v(t,x)| \leq C(1 + |x|^{2\gamma})
\]
for some $\gamma > 0$. Then there is a $\lambda_0 > 0$ such that for any $\lambda > \lambda_0$ and $\theta > 0$, the function $v + \theta e^{-\lambda t}(1 + ((|x| - K_t)^{+})^{2\gamma+2})$ is also a supersolution to (1.5).

Proof. With $w := v + \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2})$ we note that, since $v$ is a supersolution and $\theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) \geq 0$, we have $w(T, x) \geq v(T, x) \geq \psi(x)$ so that the terminal condition holds. Moreover, we have

\[
w(t, x) - \sup_{b \in U}\{w(t, \Gamma(t, x, b)) - \ell(t, x, b)\} \\
= v(t, x) + \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) - \sup_{b \in U}\{v(t, \Gamma(t, x, b)) + \theta e^{-\lambda t}(1 + ((|\Gamma(t, x, b)| - K_{t})^{+})^{2\gamma+2} - \ell(t, x, b))\} \\
\geq v(t, x) - \sup_{b \in U}\{v(t, \Gamma(t, x, b)) - \ell(t, x, b)\} + \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) - \sup_{b \in U}(1 + ((|\Gamma(t, x, b)| - K_{t})^{+})^{2\gamma+2})
\]

Since $v$ is a supersolution, we have

\[
v(t, x) - \sup_{b \in U}\{v(t, \Gamma(t, x, b)) - \ell(t, x, b)\} \geq 0
\]

Now, either $|x| \leq K_{t}$ in which case it follows by (2.1) that $|\Gamma(t, x, b)| \leq K_{t}$ or $|x| > K_{t}$ and (2.1) gives that $|\Gamma(t, x, b)| \leq |x|$. We conclude that

\[
w(t, x) - \sup_{b \in U}\{w(t, \Gamma(t, x, b)) - \ell(t, x, b)\} \geq 0.
\]

Next, let $\varphi \in C^{1,2}([0,T] \times \mathbb{R}^d \rightarrow \mathbb{R})$ be such that $\varphi - w$ has a local maximum of 0 at $(t_0, x_0)$ with $t_0 < T$. Then $\tilde{\varphi}(t, x) := \varphi(t, x) - \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) \in C^{1,2}([0,T] \times \mathbb{R}^d \rightarrow \mathbb{R})$ and $\tilde{\varphi} - v$ has a local maximum of 0 at $(t_0, x_0)$. Since $v$ is a viscosity supersolution, we have

\[
0 \leq -\partial_t \tilde{\varphi}(t, x) - \inf_{\alpha \in A} H(t, x, \tilde{\varphi}(t, x), D\tilde{\varphi}(t, x), D^2\tilde{\varphi}(t, x), \alpha) \\
= -\partial_t(\varphi(t, x) - \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2})) - \inf_{\alpha \in A} \left\{ \mathcal{L}^\alpha(\varphi(t, x) - \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2})) + f(t, x, \varphi(t, x) - \theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}), \sigma^\top(t, x)\nabla_x \varphi(t, x), \sigma(t, x)\right\} \\
\leq -\partial_t \varphi(t, x) - \inf_{\alpha \in A} \left\{ \mathcal{L}^\alpha(\varphi(t, x) + f(t, x, \varphi(t, x), \sigma^\top(t, x)\nabla_x \varphi(t, x), \alpha)) + k_f\theta e^{-\lambda t}(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) + C(1 + |x|)((|x| - K_{t})^{+})^{2\gamma+1}\right\}
\]

Consequently,

\[
-\partial_t \varphi(t, x) - \inf_{\alpha \in A} \mathcal{L}^\alpha(\varphi(t, x) + f(t, x, \varphi(t, x), \sigma^\top(t, x)\nabla_x \varphi(t, x), \alpha)) \\
\geq \theta e^{-\lambda t}(\lambda(1 + ((|x| - K_{t})^{+})^{2\gamma+2}) - C(1 + |x|)((|x| - K_{t})^{+})^{2\gamma+1} - C(1 + |x|)^2 e^{-\lambda t}((|x| - K_{t})^{+})^{2\gamma} - k_f(1 + ((|x| - K_{t})^{+})^{2\gamma+2} + C(1 + |x|)((|x| - K_{t})^{+})^{2\gamma+1})
\]

where the right hand side is non-negative for all $\theta > 0$ and all $\lambda > \lambda_0$ for some $\lambda_0 > 0$. \Halmos

We have the following results the proof of which we omit since it is classical:
Lemma 6.2. A locally bounded function $v : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a viscosity supersolution (resp. subsolution) to (1.3) if and only if for every $\lambda \in \mathbb{R}$, $\tilde{v}(t, x) := e^{\lambda t}v(t, x)$ is a viscosity supersolution (resp. subsolution) to

$$\begin{cases} 
\min \{ \tilde{v}(t, x) - \sup_{b \in U} \{ \tilde{v}(t, \Gamma(t, x, b)) - e^{\lambda t}f(t, x, b) \}, -\tilde{v}(t, x) + \lambda \tilde{v}(t, x) - \inf_{\alpha \in A} \{ \mathcal{L}^{\alpha} \tilde{v}(t, x) \\ + e^{\lambda t}f(t, x, e^{-\lambda t}\tilde{v}(t, x), e^{-\lambda t}\sigma^\top(t, x)\nabla_x \tilde{v}(t, x), \alpha) \} \} = 0, & \forall (t, x) \in [0, T] \times \mathbb{R}^d \\
\tilde{v}(T, x) = e^{\lambda T} \psi(x). \end{cases} \tag{6.2}$$

Remark 6.3. Here, it is important to note that $\tilde{\ell}(t, x) := e^{\lambda t}\ell(t, x)$, $\tilde{f}(t, x, y, z, \alpha) := -\lambda y + e^{\lambda t}f(t, x, e^{-\lambda t}y, e^{-\lambda t}z, \alpha)$ and $\tilde{\psi}(x) := e^{\lambda T}\psi(x)$ satisfy Assumption 2.4. In particular, this implies that Lemma 6.1 holds for supersolutions to (6.2) as well.

We have the following comparison result for viscosity solutions in $\Pi_{pg}$:

Proposition 6.4. Let $v$ (resp. $u$) be a supersolution (resp. subsolution) to (1.3). If $u, v \in \Pi_{pg}$, then $u \leq v$.

Proof. First, we note that we only need to show that the statement holds for solutions to (6.2). We thus assume that $v$ (resp. $u$) is a viscosity supersolution (resp. subsolution) to (6.2).

It is sufficient to show that

$$w(t, x) = w^{\theta, \lambda}(t, x) := v(t, x) - \theta e^{-\lambda t}(1 + ((|x| - K_1)^+)^{2^\gamma + 2}) \geq u(t, x)$$

for all $(t, x) \in [0, T] \times \mathbb{R}^d$ and any $\theta > 0$. Then the result follows by taking the limit $\theta \to 0$. Moreover, we know from Lemma 6.1 that there is a $\lambda_0 > 0$ such that $w$ is a supersolution to (6.2) for each $\lambda \geq \lambda_0$ and $\theta > 0$.

By assumption, $u, v \in \Pi_{pg}$, which implies that there are $C > 0$ and $\gamma > 0$ such that

$$|v(t, x)| + |u(t, x)| \leq C(1 + |x|^{2\gamma}).$$

Hence, for each $\lambda, \theta > 0$ there is a $R \geq K_1$ such that

$$w(t, x) > u(t, x), \quad \forall (t, x) \in [0, T] \times \mathbb{R}^d, |x| > R.$$ 

We search for a contradiction and assume that there is a $(t_0, x_0) \in [0, T] \times \mathbb{R}^d$ such that $v(t_0, x_0) > w(t_0, x_0)$. Then there is a point $(\tilde{t}, \tilde{x}) \in [0, T) \times B_R$ (the open unit ball of radius $R$ centered at 0) such that

$$\max_{(t, x) \in [0, T] \times \mathbb{R}^d} (u(t, x) - w(t, x)) = \max_{(t, x) \in [0, T] \times B_R} (u(t, x) - w(t, x)) = u(\tilde{t}, \tilde{x}) - w(\tilde{t}, \tilde{x}) = \eta > 0.$$ 

We first show that there is at least one point $(t^*, x^*) \in [0, T) \times B_R$ such that

a) $u(t^*, x^*) - w(t^*, x^*) = \eta$ and

b) $u(t^*, x^*) > \sup_{b \in U} \{ u(t^*, \Gamma(t^*, x^*, b)) - \tilde{\ell}(t^*, b) \}$.

We again argue by contradiction and assume that $u(t, x) = \sup_{b \in U} \{ u(t, \Gamma(t, x, b)) - \tilde{\ell}(t, b) \}$ for all $(t, x) \in A := \{(s, y) \in [0, T) \times \mathbb{R}^d : u(s, y) - w(s, y) = \eta \}$. Indeed, as $u$ is u.s.c. and $\Gamma$ is continuous, there is a $b_1$ such that

$$u(\tilde{t}, \tilde{x}) = \sup_{b \in U} \{ u(\tilde{t}, \Gamma(\tilde{t}, \tilde{x}, b)) - \tilde{\ell}(\tilde{t}, b) \} = u(\tilde{t}, \Gamma(\tilde{t}, \tilde{x}, b_1)) - \tilde{\ell}(\tilde{t}, b_1) \tag{6.3}$$
Now, set \( x_1 = \Gamma(\bar{t}, \bar{x}, b_1) \) and note that since
\[
|\Gamma(t, x, b)| \leq R, \quad \forall (t, x, b) \in [0, T] \times \bar{B}_R \times U,
\]
it follows that \( x_1 \in \bar{B}_R \). Moreover, as \( w \) is a supersolution it satisfies
\[
w(\bar{t}, \bar{x}) - (w(\bar{t}, \Gamma(\bar{t}, \bar{x}, b_1)) - \bar{\ell}(t, \bar{x}, b_1)) \geq 0
\]
or
\[
-w(\bar{t}, x_1)) \geq -w(\bar{t}, \bar{x}) - \bar{\ell}(t, \bar{x}, b_1)
\]
and we conclude from (E.3) that
\[
u(\bar{t}, x_1) - w(\bar{t}, x_1) \geq u(\bar{t}, \bar{x}) + \bar{\ell}(\bar{t}, \bar{x}, b_1) - (w(\bar{t}, \bar{x}) + \bar{\ell}(\bar{t}, \bar{x}, b_1))
= u(\bar{t}, \bar{x}) - w(\bar{t}, \bar{x}) = \eta.
\]
Hence, \((\bar{t}, x_1) \in A \) and by our assumption it follows that there is a \( b_2 \in U \) such that
\[
u(\bar{t}, x_1) = u(\bar{t}, \Gamma(\bar{t}, x_1, b_2)) - \bar{\ell}(\bar{t}, b_2)
\]
and a corresponding \( x_2 := \Gamma(\bar{t}, x_1, b_2) \in \bar{B}_R \). Now, this process can be repeated indefinitely to find a sequence \((x_j, b_j)_{j \geq 1}\) in \( \bar{B}_R \times U \) such that for any \( l \geq 0 \) we have
\[
u(\bar{t}, \bar{x}) = u(\bar{t}, x_l) - \sum_{j=1}^{l} \bar{\ell}(\bar{t}, \bar{x}_{j-1}, b_j),
\]
with \( x_0 := \bar{x} \). Now, as \( \bar{\ell} \geq (1 + e^{\lambda T}) \delta > 0 \) we get a contradiction by letting \( l \to \infty \) while noting that \( |u(t, x)| \) is bounded on \([0, T] \times \bar{B}_R \). We can thus pick a \((t^*, x^*) \in [0, T] \times \bar{B}_R \) such that \( a) \) and \( b) \) above holds.

The remainder of the proof is similar to the proof of Proposition 4.1 in [13]. We assume without loss of generality that \( \gamma \geq 2 \) and define
\[
\Phi_n(t, x, y) := u(t, x) - w(t, x) - \varphi_n(t, x, y),
\]
where
\[
\varphi_n(t, x, y) := \frac{n}{2} |x - y|^{2\gamma} + |x - x^*|^2 + |y - x^*|^2 + (t - t^*)^2.
\]
Since \( u \) is u.s.c. and \( w \) is l.s.c. there is a \((t_n, x_n, y_n) \in [0, T] \times \bar{B}_R \times \bar{B}_R \) (with \( \bar{B}_R \) the closure of \( B_R \)) such that
\[
\Phi_n(t_n, x_n, y_n) = \max_{(t, x, y) \in [0, T] \times \bar{B}_R \times \bar{B}_R} \Phi_n(t, x, y).
\]
Now, the inequality \( 2\Phi_n(t_n, x_n, y_n) \geq \Phi_n(t_n, x_n, x_n) + \Phi_n(t_n, y_n, y_n) \) gives
\[
n|x_n - y_n|^{2\gamma} \leq u(t_n, x_n) - u(t_n, y_n) + w(t_n, x_n) - w(t_n, y_n).
\]
Consequently, \( n|x_n - y_n|^{2\gamma} \) is bounded (since \( u \) and \( w \) are bounded on \([0, T] \times \bar{B}_R \times \bar{B}_R \) and \( |x_n - y_n| \to 0 \) as \( n \to \infty \). We can, thus, extract subsequences \( n_l \) such that \((t_{n_l}, x_{n_l}, y_{n_l}) \to (\bar{t}, \bar{x}, \bar{x}) \) as \( l \to \infty \). Since
\[
u(t^*, x^*) - w(t^*, x^*) \leq \Phi_n(t_n, x_n, y_n) \leq u(t_n, x_n) - w(t_n, y_n),$$
\]
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it follows that

\[ u(t^*, x^*) - w(t^*, x^*) \leq \limsup_{l \to \infty} \{ u(t_{n_l}, x_{n_l}) - w(t_{n_l}, y_{n_l}) \} \]

\[ \leq u(\tilde{t}, \tilde{x}) - w(\tilde{t}, \tilde{x}) \]

and as the righthand side is dominated by \( u(t^*, x^*) - w(t^*, x^*) \) we conclude that

\[ u(\tilde{t}, \tilde{x}) - w(\tilde{t}, \tilde{x}) = u(t^*, x^*) - w(t^*, x^*) \]

In particular, this gives that \( \lim_{l \to \infty} \Phi_n(t_{n_l}, x_{n_l}, y_{n_l}) = u(\tilde{t}, \tilde{x}) - w(\tilde{t}, \tilde{x}) \) which implies that

\[ \limsup_{l \to \infty} n |x_{n_l} - y_{n_l}|^{2\gamma} = 0 \]

and

\[ (t_{n_l}, x_{n_l}, y_{n_l}) \to (t^*, x^*, x^*) \]

We can extract a subsequence \((\tilde{n}_l)_{l \geq 0}\) of \((n_l)_{l \geq 0}\) such that \( t_{\tilde{n}_l} < T, \ |x_{\tilde{n}_l}| < R \) and

\[ u(t_{\tilde{n}_l}, x_{\tilde{n}_l}) - w(t_{\tilde{n}_l}, x_{\tilde{n}_l}) \geq \frac{\eta}{2} \]

Moreover, since \( \sup_{b \in U} \{ u(t, \Gamma(t, x, b)) - \tilde{\ell}(t, b) \} \) is u.s.c. (see Lemma 5.1) and \( u(t_{\tilde{n}_l}, x_{\tilde{n}_l}) \to u(t^*, x^*) \) there is an \( l_0 \geq 0 \) such that

\[ u(t_{\tilde{n}_l}, x_{\tilde{n}_l}) - \sup_{b \in U} \{ u(t_{\tilde{n}_l}, \Gamma(t_{\tilde{n}_l}, x_{\tilde{n}_l}, b)) - \tilde{\ell}(t_{\tilde{n}_l}, b) \} > 0 \]

for all \( l \geq l_0 \). To simplify notation we will, from now on, denote \((\tilde{n}_l)_{l \geq 0}\) simply by \( n \).

By Theorem 8.3 of [6] there are \((p^u_n, q^u_n, M^u_n) \in \tilde{J}^2_u u(t_n, x_n)\) and \((p^w_n, q^w_n, M^w_n) \in \tilde{J}^2_w w(t_n, y_n)\) such that

\[
\begin{aligned}
p^u_n - p^w_n &= \partial_t \varphi_n(t_n, x_n, y_n) = 2(t_n - t^*) \\
q^u_n &= D_x \varphi_n(t_n, x_n, y_n) = n \gamma(x - y) |x - y|^{2\gamma - 2} + 2(x - x^*) \\
q^w_n &= -D_y \varphi_n(t_n, x_n, y_n) = n \gamma(x - y) |x - y|^{2\gamma - 2} - 2(y - y^*)
\end{aligned}
\]

and for every \( \epsilon > 0 \),

\[
\left[ \begin{array}{cc}
M_x & 0 \\
0 & -M_y
\end{array} \right] \leq B_n(t_n, x_n, y_n) + \epsilon B^2_n(t_n, x_n, y_n),
\]

where \( B_n(t_n, x_n, y_n) := D^2_{(x,y)} \varphi_n(t_n, x_n, y_n) \). Now, we have

\[
D^2_{(x,y)} \varphi_n(t, x, y) = \left[ \begin{array}{cc}
D^2_x \varphi_n(t, x, y) & D^2_{xy} \varphi_n(t, x, y) \\
D^2_{xy} \varphi_n(t, x, y) & D^2_y \varphi_n(t, x, y)
\end{array} \right] = \left[ \begin{array}{cc}
n \xi(x, y) + 2I & -n \xi(x, y) \\
-n \xi(x, y) & n \xi(x, y) + 2I
\end{array} \right]
\]

where \( I \) is the identity-matrix of suitable dimension and

\[
\xi(x, y) := \gamma |x - y|^{2\gamma - 4} \{ |x - y|^{2\gamma - 2} I + 2(\gamma - 1)(x - y)(x - y)^\top \}.
\]

In particular, since \( x_n \) and \( y_n \) are bounded, choosing \( \epsilon := \frac{1}{n} \) gives that

\[
\tilde{B}_n := B_n(t_n, x_n, y_n) + \epsilon B^2_n(t_n, x_n, y_n) \leq C n |x_n - y_n|^{2\gamma - 2} \left[ \begin{array}{cc}
I & -I \\
-I & I
\end{array} \right] + CI.
\]

(6.4)
By the definition of viscosity supersolutions and subsolutions we have that
\[-p^u_n + \lambda u(t_n, x_n) - a^\top(t_n, x_n, \alpha)q^u_n - \frac{1}{2}\text{Tr}[\sigma^\top(t_n, x_n, \alpha)M^u_n\sigma(t_n, x_n, \alpha)]\]
\[-e^{\lambda_n} f(t_n, x_n, e^{-\lambda_n}u(t_n, x_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^u_n, \alpha)\leq 0\]
for all \(\alpha \in A\) and
\[-p^w_n + \lambda w(t_n, y_n) - \inf_{\alpha \in A} \left\{ a^\top(t_n, y_n, \alpha)q^w_n + \frac{1}{2}\text{Tr}[\sigma^\top(t_n, y_n, \alpha)M^w_n\sigma(t_n, y_n, \alpha)] + e^{\lambda_n} f(t_n, y_n, e^{-\lambda_n}w(t_n, y_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^w_n, \alpha)\right\} \geq 0.\]

Combined, this gives that
\[
\lambda(u(t_n, x_n) - w(t_n, y_n)) \leq \sup_{\alpha \in A} \left\{ p^u_n + a^\top(t_n, x_n, \alpha)q^u_n + \frac{1}{2}\text{Tr}[\sigma^\top(t_n, x_n, \alpha)M^u_n\sigma(t_n, x_n, \alpha)] + e^{\lambda_n} f(t_n, x_n, e^{-\lambda_n}u(t_n, x_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^u_n, \alpha) - p^w_n - a^\top(t_n, y_n, \alpha)q^w_n - \frac{1}{2}\text{Tr}[\sigma^\top(t_n, y_n, \alpha)M^w_n\sigma(t_n, y_n, \alpha)] - e^{\lambda_n} f(t_n, y_n, e^{-\lambda_n}w(t_n, y_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^w_n, \alpha)\right\}
\]
Collecting terms we have that
\[
p^u_n - p^w_n = 2(t_n - t^*)
\]
and since \(a\) is Lipschitz continuous in \(x\) and bounded on \(\bar{B}_R\), we have
\[
a^\top(t_n, x_n, \alpha)q^u_n - a^\top(t_n, y_n, \alpha)q^w_n \leq (a^\top(t_n, x_n, \alpha) - a^\top(t_n, y_n, \alpha))n\gamma(x_n - y_n)|x_n - y_n|^{2\gamma - 2} + C(|x_n - x^*| + |y_n - x^*|)
\]
\[
\leq C(n|x_n - y_n|^{2\gamma} + |x_n - x^*| + |y_n - x^*|),
\]
where the right-hand side tends to 0 as \(n \to \infty\). Let \(s_x\) denote the \(i\)th column of \(\sigma(t_n, x_n, \alpha)\) and let \(s_y\) denote the \(j\)th column of \(\sigma(t_n, y_n, \alpha)\) then by the Lipschitz continuity of \(\sigma\) and \((6.4)\), we have
\[
s^\top M^u_n s_x - s^\top M^w_n s_y = \begin{bmatrix} s^\top_x & s^\top_y \end{bmatrix} \begin{bmatrix} M^u_n & 0 \\ 0 & -M^w_n \end{bmatrix} \begin{bmatrix} s_x \\ s_y \end{bmatrix}
\]
\[
\leq \begin{bmatrix} s^\top_x & s^\top_y \end{bmatrix} \tilde{B}_n \begin{bmatrix} s_x \\ s_y \end{bmatrix}
\]
\[
\leq C(n|x_n - y_n|^{2\gamma} + |x_n - y_n|)
\]
and we conclude that
\[
\limsup_{n \to \infty} \sup_{\alpha \in A} \frac{1}{2}\text{Tr}[\sigma^\top(t_n, x_n, \alpha)M^u_n\sigma(t_n, x_n, \alpha) - \sigma^\top(t_n, y_n, \alpha)M^w_n\sigma(t_n, y_n, \alpha)] \leq 0.
\]
Finally, we have for some \(C_R > 0\) that
\[
e^{\lambda_n} f(t_n, x_n, e^{-\lambda_n}u(t_n, x_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^u_n, \alpha) - e^{\lambda_n} f(t_n, y_n, e^{-\lambda_n}w(t_n, y_n), e^{-\lambda_n}\sigma^\top(t_n, x_n)q^w_n, \alpha) \leq k_f(u(t_n, x_n) - w(t_n, y_n)) + C_R(|x_n - y_n| + |\sigma^\top(t_n, x_n, \alpha)q^u_n - \sigma^\top(t_n, x_n, \alpha)q^w_n|).
\]
Repeating the above argument we get that the upper limit of the right-hand side when \(n \to \infty\) is bounded by \(k_f(u(t_n, x_n) - w(t_n, y_n))\). Put together, this gives that
\[
(\lambda - k_f) \limsup_{n \to \infty} (u(t_n, x_n) - w(t_n, y_n)) \leq 0
\]
a contradiction since \(\lambda \in \mathbb{R}\) was arbitrary. \(\square\)
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