A Selection Support System for Enterprise Resource Planning Package Components using Ensembles of Multiple Models with Round-trip Translation
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An enterprise resource planning (ERP) package consists of software to support day-to-day business activities and contains multiple components. System engineers combine the most appropriate software components for system integration using ERP packages. Because component selection is a very difficult task, even for experienced system engineers, there is a demand for machine-learning-based systems that support appropriate component selection by reading the text of requirement specifications and predicting suitable components. However, sufficient prediction accuracy has not been achieved thus far as a result of the sparsity and diversity of training data, which consist of specification texts paired with their corresponding components. We implemented round-trip translation at both training and testing times to alleviate the sparsity and diversity problems, adopted pre-trained models to exploit the similarity of text data, and utilized an ensemble of diverse models to take advantage of models for both the original and round-trip translated data. Through experiments with actual project data from ERP system integration, we confirmed that round-trip translation alleviates the problems mentioned above and improves prediction accuracy. As a result, our method achieved sufficient accuracy for practical use.
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1 Introduction

An enterprise resource planning (ERP) package consists of software components for constructing an integrated system for managing day-to-day business activities such as finance, human resources, sales, and logistics. To integrate an ERP system for each customer, system designers
must select and combine appropriate components from tens of thousands of choices. In addition to the problem of selecting components from such a large number of candidates, this selection process requires a deep knowledge of business areas and customer requirements. Therefore, only experienced experts can perform this task. For example, to select components for a “Clearing Accounts Payable” operation, a system designer must know its sub-operations, such as “Cash Payment” and “Change Accounting Document.” Additionally, the system designer must be familiar with each business function that is performed by an ERP package’s standard functions, such as “Vendor Line Items” and “Post with Clearing.”

Previous studies have developed machine learning systems that automatically suggest components for ERP system developers (Nakamura et al. 2014; Maniwa et al. 2017; Sakamoto et al. 2018). These systems take functional requirement sentences (FRSs), which are Japanese natural language descriptions referring to customer requirements, as inputs and select ERP package components that correspond to the functionality described in the FRSs. However, these systems face two major difficulties caused by the specification of components in FRSs. The first problem is data sparsity, meaning that insufficient data exacerbate the zero-frequency problem. The second problem is the expression diversity of FRSs, which means that each customer may use different expressions to refer to identical components.

We cast the task of suggesting ERP components as a classification task in which a set of suitable components is predicted based on given input descriptions. To solve the problems of data sparsity and expression diversity, we propose a method that uses ensembles of multiple models with neural machine translation (NMT) round-trip translation. The proposed method consists of three steps. 1) Create augmented training and testing data through the round-trip translation of training and testing data, respectively, using domain-adapted N-best translation. 2) Create multiple models that are trained using either the original data or augmented data. 3) Use ensembles of prediction results from each model: one from the original testing data predicted by a model trained on the original training data and the other from the augmented testing data predicted by a model trained on the augmented training data.

We performed experiments using practical data constructed from real documents on past projects. The experimental results demonstrate that the proposed techniques improve accuracy and the final system achieved practical performance. Our main findings can be summarized as follows:

• An ensemble method that combines models trained separately on original data and augmented data performs better than a single model trained on a mixture of both types of data.
• The domain adaptation of translation models and N-best translation improve the quality of augmented data.
• Our ensemble method with round-trip translation is applicable to different neural architectures, including models based on both long short-term memory (LSTM) and bidirectional encoder representations from transformers (BERT).

Our error analysis reveals that the domain-adapted NMT generates diverse expressions for a single component, which may increase generalization ability for unseen inputs. Subjective analysis revealed that our method achieves accuracy levels that can satisfy the requirements for practical use.

2 ERP Package Component Selection

2.1 Background

ERP packages are very flexible in their ability to combine various functions and components, and it is simple for a system designer to construct a system at a low cost using such packages. Based on these features, ERP packages have been widely used since the 1990s for the purposes of standardization and system cooperation (Mabert et al. 2000; Olhager and Selldin 2003). The number of components has also increased with the introduction of new technologies such as automation and prediction (Madakam et al. 2020). Therefore, the number of components has become increasingly large, reaching as high as tens of thousands of enterprise system functions provided by a single ERP package. Furthermore, the detailed functionality of each component can be changed by changing parameter settings. Therefore, no individual engineers can understand all components in detail.

When constructing a system, system designers must select components that satisfy customer requirements for every project because requirements differ from customer to customer. Expert system designers can select and set parameters effectively based on their knowledge of the business area and past projects. However, non-experts, even if they are expert software engineers, cannot narrow the scope of investigation to select appropriate components. The incorrect selection of components leads to additional implementation work and inferior system quality, as well as increased cost and delivery time. System designers require many years of training to work as experts in this field based on the need to acquire knowledge and experience from many projects. Therefore, the number of experts cannot increase rapidly.

Selecting components is an important part of a project when designing an ERP system and it tends to be a bottleneck. ERP package component selection support systems are designed
to support designers by automatically suggesting appropriate components for a project. Once a candidate component is selected, it is trivial for standard software engineers, even non-experts, to verify whether the selected component satisfies customer requirements by actually operating the component.

To support software development, various recommendation systems for software libraries or APIs have been developed (Zhou and Resnick 2009; Ouni et al. 2017; Almarimi et al. 2019; Chen and Xing 2016). Zhou and Resnick (2009) found that conversation co-mentions and text matching from Drupal.org online forums are effective for software module recommendation based on collaborative filtering. In particular, co-mentions work well with popular modules and text matching works well with less popular modules. Ouni et al. (2017) and Almarimi et al. (2019) used software descriptions as a data source to calculate the similarity between third party libraries. Chen and Xing (2016) used tags for online articles and constructed a knowledge base to find analogical libraries in other programming languages. The main targets of previous studies on software development support are open-source software, so the usage histories and descriptions of software can be easily obtained. In contrast, the usage histories and descriptions of ERP components are difficult to obtain because many ERP components are used to construct proprietary systems and the information of such systems is kept secret. Therefore, to support software development using ERP components, it is necessary to use limited resources effectively.

In a previous study on ERP software development support, Nakamura et al. (2014) used a business function ontology to suggest related components and graphically display the relationships between components as an explanation for suggestions. They combined business domain knowledge and the text similarity of ERP component descriptions and customer requirements, and achieved a high recall because their business function ontology covered related functions, but the precision was low because all components in the same category were not necessary for every project. Sakamoto et al. (2018) simplified ERP software development support as a classification task that uses ERP component text descriptions and introduced round-trip translation to increase the amount and variation of FRSs. Round-trip translation is a method for augmenting data by translating text from one language to another language, and then translating backward. This is a well-known data augmentation technique in the field of machine translation. Their work demonstrated that data augmentation and ensemble prediction yield improved accuracy, although the final accuracy still did not satisfy the requirements for practical use. In this study, we developed a system that performs a classification task, similar to Sakamoto et al. (2018), to suggest ERP components.
2.2 Approaches to Data Sparsity and Diversity Problems

There are three well-known approaches to improving the accuracy of text classification: data augmentation, using a pre-trained model with fine-tuning, and using ensembles of prediction results. To solve the problem of data sparsity and diversity, data augmentation increases the amount and diversity of data, and the use of a pre-trained model exploits the semantic similarity of text from a large amount of pre-trained data. Finally, using ensembles of prediction results enhances the generalization ability of models.

Data augmentation methods for text data include the use of round-trip translation and word replacement (Liu et al. 2020). Most existing data augmentation methods (Lu et al. 2006; Ragni et al. 2014; Ohga et al. 2018) increase the accuracy of learning models on general public data such as conversation data. However, we focus on how data augmentation contributes to increasing the accuracy of business data.

Round-trip translation increases the amount of data by obtaining paraphrases using machine translation (Yu et al. 2018; Wieting et al. 2017; Wieting and Gimpel 2018; Hu et al. 2019a, 2019b). Recently, it has become easier to perform NMT locally because NMT libraries (Ott et al. 2019) and parallel corpora (Morishita et al. 2020) can be obtained easily. Therefore, applying NMT round-trip translation to business data has also become easier because local NMT maintains data confidentiality. Furthermore, we can expect to obtain high-quality translations of target domain text through the domain adaptation of NMT (Koehn and Knowles 2017; Chu and Wang 2018), which leverages an in-domain corpus in addition to a general domain corpus.

Word replacement generates similar text data by either substituting a word in text (Kobayashi 2018; Wei and Zou 2019), or by swapping or deleting words (Wei and Zou 2019). Wei and Zou (2019) introduced easy data augmentation (EDA), which improves text classification accuracy and consists of four simple operations. Two of the operations use synonyms to replace or insert words in the text data. The other operations are the deletion and swapping of words.

Pre-trained language representation models, which are trained on large amounts of text, have been shown to improve various tasks in natural language processing (NLP). The transformer model (Vaswani et al. 2017) was recently proposed and has become the state-of-the-art method in NMT. Additionally, pre-trained models such as BERT (Devlin et al. 2019), XLNet (Yang et al. 2019), RoBERTa (Liu et al. 2019), ALBERT (Lan et al. 2020), and ELECTRA (Clark et al. 2020) are used in various NLP tasks. For handling Japanese, there are some BERT models available that are pre-trained on Japanese text (Shibata et al. 2019; Suzuki 2019; National Institute of Information and Communications Technology 2020).

Constructing ensembles of multiple models yields greater generalization ability than using...
each model individually (Sagi and Rokach 2018). Different ensemble methods vary in complexity. Simpler methods calculate the linear sum of model results (Breiman 1996; Wolpert 1992). The linear sum is analogous to the “or” operation and works well for integrating different predictions. The product of experts (PoE) (Hinton 2002) multiplies similar probability distributions from multiple models. PoE is analogous to the “and” operation and works well for integrating similar predictions. More complex methods use deep learning in ensemble models (Coscrato et al. 2020).

3 EMMRT: Ensemble of Multiple Models with Round-trip Translation

3.1 Task Definition of ERP Package Component Selection Support

For an ERP package component selection support system, we considered component selection as a classification task. The data used for training were labeled FRSs from past projects and the data for prediction were FRSs without labels from new projects. Each labeled FRS is a sample \((x, y)\), where \(x\) is an FRS that specifies a component with the necessary function, \(y \in L\) is a component ID, which is treated as a class label, and \(L\) is the set of all labels. The task requires the return of \((x, y^*)\) from an input \(x\), where \(x\) is an FRS from a new project and \(y^*\) is the predicted label.

To develop an ERP package component selection support system, we divided the labeled data \(D\) into training data \(D_{\text{train}}\) and testing data \(D_{\text{test}}\). The prediction for \(x\) is defined as

\[
y^* = \text{Predict(Model}(M, D), x),
\]

where Model\((M, D)\) is the model trained for \(D\) using method \(M\). Similarly, the predictions \(Y^*\) for a set of FRSs \(X = \{x_1, ..., x_n\}\) are denoted as

\[
Y^* = \text{Predict(Model}(M, D), X)
= \{\text{Predict(Model}(M, D), x_1), ..., \text{Predict(Model}(M, D), x_n)\}.
\]

The ensemble result of predictions from two models for \(x\) is defined as

\[
y^* = \text{Ensemble}(E, \{\text{Predict(Model}(M_1, D_1), x), \text{Predict(Model}(M_2, D_2), x)\}),
\]

where \(E\) denotes the ensemble method. For data augmentation, we denote the augmented data as \(\text{Aug}(D)\), where \(\text{Aug}\) represents augmentation and is replaced by the name of the augmentation method. For example, if the augmentation method is round-trip translation (RT in the equation)
and the LSTM model is trained using augmented data combined with original data, we define the prediction for $x$ as

$$y^* = \text{Predict(Model(LSTM, \{D_{train} \cup RT(D_{train})\}), x).}$$

3.2 Overview of EMMRT: Ensemble of Multiple Models with Round-trip Translation

We propose a method called EMMRT to improve classification accuracy based on text data. EMMRT uses ensembles of multiple models, where each model is trained either on the original data or on data augmented by round-trip translation. An overview of EMMRT is presented in Fig. 1.

Fig. 1 Overview of EMMRT
EMMRT has the following features.

1. It uses pre-trained BERT for computing contextualized embedding and a fully connected linear network that minimizes cross-entropy loss for multi-class classification.
2. Each of the two classifiers is fine-tuned for FRSs using the augmented training data from round-trip translation based on domain-adapted translation models.
3. It uses ensembles of separately trained models: one trained on the original training data and the other trained on the augmented training data.

First, we prepared an NMT system trained on a large general bilingual corpus and a small ERP-related bilingual corpus, and then obtained the round-trip translation data for the training and testing data. Next, we separately trained models on the original training data and augmented training data. Finally, we applied the ensemble principle to the prediction scores of the models. One score was obtained from the original testing data and predicted by the model that was trained on the original training data. The other score was the average score from the augmented testing datasets that was predicted by the model that was trained on the augmented training data. We defined a hyperparameter to determine the best mixing ratio based on a linear sum of prediction scores.

EMMRT can be defined as follows according to our notation:

\[
\text{Ensemble}(\text{Linear}(a:b), \{\text{Predict(Model}(\text{jBERT}, D_{\text{train}}), D_{\text{test}}),\}
\]

\[
\text{Predict(Model}(\text{jBERT}, \text{adaptRT}_n(D_{\text{train}})), \text{adaptRT}_n(D_{\text{test}}))\}),
\]

where Linear\((a:b)\) denotes a linear sum of the prediction scores with a ratio of \(a:b\), \(\text{jBERT}\) denotes BERT trained on Japanese text, and \(\text{adaptRT}_n(D)\) denotes the round-trip translation result of \(D\) from the domain-adapted NMT using N-best translation. The mixture of the original data and round-trip translated data is denoted as \(\{D \cup \text{adaptRT}_n(D)\}\).

### 3.3 Data Augmentation for Training Data

Improving the accuracy of prediction requires a large amount and diversity of training data. In other words, the prediction of component IDs requires more labeled FRSs as training data. However, it is difficult to prepare a large amount of business data. To increase the number of labeled FRSs, we used ja-en and en-ja round-trip translation to obtain FRSs with similar meanings, but different expressions. By using N-best translation, we controlled the number of FRSs in the augmented training data. The number of FRSs became \(N \times M\) times larger when N-best translation for ja-en and M-best translation for en-ja were performed.

As mentioned previously, \(D_{\text{train}}\) denotes the original training data and \(\text{adaptRT}_n(D_{\text{train}})\)
denotes the training data augmented by the domain-adapted NMT using N-best translation. For comparisons to a baseline method, we also used RT($D_{\text{train}}$) and RT$_n$($D_{\text{train}}$), which are outputs from round-trip translation without domain adaptation. The character $n$ following RT indicates that N×M-best round-trip translation is used for augmentation.

### 3.4 Data Augmentation for Testing Data

In EMMRT, data augmentation is applied to both the training data and testing data, which are round-trip translated and fed into the model trained on round-trip translated data. This means that round-trip translation is also executed in the prediction phase. The final prediction is the ensemble result of two predictions: one from the FRSs in a new project and the other from the round-trip translation results of the FRSs. Because the NMT model is trained on both an ERP-related corpus and general corpus, the round-trip translated FRSs are expected to contain more diverse expressions than the original FRSs. Because we apply round-trip translation to both the training data and testing data, we can narrow the gap between the expressions in the training data and those in the testing data. N×M-best round-trip translation is also useful for testing data augmentation because translation candidates further reduce this gap.

Similar to the training data, we denote the original testing data as $D_{\text{test}}$ and augmented testing data (augmented by domain-adapted NMT using N-best translation) as adaptRT$_n$($D_{\text{test}}$). RT($D_{\text{test}}$) and RT$_n$($D_{\text{test}}$) are the outputs of round-trip translation without domain adaptation.

### 4 Experiments

In this section, we demonstrate that each element of EMMRT contributes to improving the accuracy of the LSTM and BERT methods by comparing it to a baseline method and the results of an ablation study. The experimental settings are explained first, followed by the experimental results.

#### 4.1 Experimental Settings

##### 4.1.1 Data Preparation

We collected data from actual ERP package system integration data and explanatory descriptions of standardized business activities published on a website by SAP\footnote{https://www.sap-tcodes.org/} and METI\footnote{https://www.meti.go.jp/policy/servicepolicy/contents/management_support/files/download.html}. These data consist of FRSs and their corresponding components. Each component has a component ID,
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which is an identifier of that component and is attached to each FRS as a class label. Examples of the training data are presented in Table 1. We gathered FRSs from three types of documents: 765 FRSs from requirement documents for real projects, 3,318 FRSs from explanations of components written in operational workflow and incident logs of specific components, and 1,067 FRSs from public information provided by SAP and METI.

The total number of classes in the training data was 521 and multiple labels were assigned to many instances. However, more than 85% of the instances had only a single label, so we simplified the task to single-label classification by expanding a multi-label instance into multiple single-label instances, where all labels were correct. For example, a training instance \( x \) with two labels \( y_1 \) and \( y_2 \) was treated as two instances \((x, y_1)\) and \((x, y_2)\), and both expanded instances were assessed as correct for loss calculation if either \( y_1 \) or \( y_2 \) was predicted. There were 314 classes with one to five instances, 107 classes with 6 to 10 instances, and 100 classes with 11 or more instances. Therefore, more than half of the classes contained five or fewer instances and there was significant imbalance between classes. To alleviate this imbalanced distribution, we increased the number of instances of minority classes by applying \( N \times M \)-best round-trip translation to the training data according to the number of instances in the original training data to obtain more than 10 instances of each class after round-trip translation. For example, a \( 4 \times 3 \)-best round-trip translation was applied to a class that had only one instance in the training data and a \( 3 \times 2 \)-best round-trip translation was applied to a class that had two instances in the training data. We used GiNZA\(^3\) (Matsuda 2020) as a tokenizer for LSTM-based models.

The testing data consisted of FRSs extracted from the same source documents as the training data under the condition that the components had two or more instances. A total of 506 instances were included. We applied a \( 2 \times 2 \)-best round-trip translation to the testing data and calculated an average score from four testing sets.

| Component ID (label) | FRS (in Japanese) | |
|----------------------|------------------|---|
| F110                 | 買掛債務管理 購買業務 決済 支払実行 - 支払を実行する | |
| AS01                 | 固定資産管理 資産取得 資産取得申請 - - 固定資産取得の申請を行う | |
| FB01                 | 単体決算業務 決算手続 決算手続 各引当金計上 - 各引当金を計上する | |

Table 1 Examples of training data

\(^3\)https://megagonlabs.github.io/ginza/

Our preliminary experiments revealed that GiNZA performed better than Janome. Therefore, we employed Ginza for the entire study using the LSTM-based model reported in this paper.
To prepare NMT systems, we used the JParaCrawl Parallel corpus (v2.0)\(^4\) as a general corpus for training and an approximately 40,000 word in-house ERP parallel corpus (collected from different sources of FRSs) for domain adaptation.

### 4.1.2 NMT Systems for Round-trip Translation

We prepared two NMT systems for our experiments. One was a general NMT system that was trained on a general corpus and the other was a domain-adapted NMT system that was trained on a general corpus and an ERP corpus. We selected fairseq\(^5\) as a modeling toolkit and SentencePiece\(^6\) (Kudo and Richardson 2018) as a sentence tokenizer. We split sentences with a vocabulary size of 32,000 and set the learning parameters based on the WMT19 NMT robustness task (Berard et al. 2019; Ott et al. 2018; Vaswani et al. 2017). We then removed sentences with lengths exceeding 250 sub-words. The validation and testing sets, both of which contained 10,000 sentences, were extracted from the complete data of JParaCrawl. After training the translation model for 50 epochs on approximately 10 million sentences, the BLEU scores (Papineni et al. 2002) on the testing set were 29.4 for ja-en and 30.9 for en-ja.

We also investigated the effects of NMT domain adaptation. First, we split the ERP corpus into a training set (99.0%), validation set (0.5%), and testing set (0.5%). We oversampled (by 250 times) the ERP training set and merged it with the JParaCrawl training set before training the domain-adapted translation model. This is because some previous studies (Morishita et al. 2020; Song et al. 2020) reported that oversampling is better than fine-tuning for domain adaptation. The BLEU scores for the testing set of the ERP corpus increased to 46.8 for ja-en and 34.6 for en-ja. These scores are 15.2 and 8.2 points higher, respectively, than those of the model trained using only JParaCrawl.

### 4.1.3 Classification using BERT Models

We used the simple transformers\(^7\) implementation of a BERT-based classifier. In this model, the BERT output layer is followed by a linear layer that transforms an input vector into another vector whose dimension is equal to the number of classes, as shown in Fig. 1. Japanese text preprocessing for each BERT model was performed based on the experimental procedure used in the NICT BERT.\(^8\)

\(^4\) [http://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/](http://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/)
\(^5\) [https://github.com/pytorch/fairseq](https://github.com/pytorch/fairseq)
\(^6\) [https://github.com/google/sentencepiece](https://github.com/google/sentencepiece)
\(^7\) [https://simpletransformers.ai/](https://simpletransformers.ai/)
\(^8\) [https://alaginrc.nict.go.jp/nict-bert/Experiments_on_RCQA.html](https://alaginrc.nict.go.jp/nict-bert/Experiments_on_RCQA.html)
First, we fine-tuned the BERT models using the original data. All BERT models produce outputs with poor accuracy after one epoch, so we changed the number of fine-tuning epochs to 50. To compare accuracies more precisely, because the fine-tuned BERT base model sometimes produced better results than the fine-tuned BERT large model using all training data, we divided the training data into multiple training and validation sets using a stratified 10-fold split (Kohavi 1995) and calculated the average accuracy of experiments using the BERT models. We then calculated the prediction scores of multiple models that were fine-tuned either on the original data or augmented data for the ensemble based on the testing data. In this paper, we report the results of the Kyoto large BERT model.9

4.1.4 Evaluation Metrics

We adopted an accuracy indicator that can evaluate ranking accuracy because it outputs the ranking of the predicted component IDs ordered by certainty. Specifically, the results are evaluated by the P@k indicator, which is defined as the proportion of results in which the correct component ID is within the top-k-ranked component IDs predicted by the proposed system. We used P@1, P@3, and P@20 for comparisons to the baseline method and from the perspectives of whether the predictions of EMMRT are correct, whether the correct predictions lie near the top, and whether system designers can find correct components by examining prediction results. The target prediction accuracy for EMMRT is P@3=80% (80% within the top three) because poor prediction accuracy would waste subsequent work. We also calculated the mean reciprocal rank (MRR) as a total ranking score.

4.2 Main Results

We selected the method from Sakamoto et al. (2018) as a baseline method and refer to their method as the mixed training method with round-trip translation (MTRT). MTRT uses a unidirectional LSTM followed by a linear layer with softmax activation as a classification model and Janome10 as a tokenizer. Notably, MTRT extracts only nouns from original FRSs and uses noun sequences as inputs for its classification model. It merges round-trip-translated data using general NMT with original data for training and separates the round-trip-translated data from the original data for testing. To calculate results, it combines the scores of each component ID

---

9 https://nlp.ist.i.kyoto-u.ac.jp/index.php?ku_bert_japanese
We examined BERT models that were pretrained on Japanese or multiple languages from Google, Kyoto University, Tohoku University, and NICT in our preliminary experiments. The Kyoto large BERT model performed the best in most experiments.

10 https://mocobeta.github.io/janome/en/
from the original testing data and round-trip-translated testing data with a ratio of 2:1. The formulation for their method is defined as follows:

\[
\text{Ensemble}(\text{Linear}(2:1), \{\text{Predict(Model(LSTM, \{D_{train} \cup RT(D_{train})\}), D_{test}),}
\]

\[
\text{Predict(Model(LSTM, \{D_{train} \cup RT(D_{train})\}), RT(D_{test}))},
\]

where \(D_{train} \cup RT(D_{train})\) represents the mixture of the original training data and round-trip-translated training data. The baseline method constructs one model from the mixed training data and combines the prediction scores from the original testing data and the round-trip-translated testing data.

We also compared our results to those of three other methods. The first was fine-tuned BERT in the form of two fine-tuned pre-trained BERT models using the original training data and an ensemble of two models with a mixing ratio of 0.5 for fair comparison because EMMRT uses two BERT models. The second was EDA as an alternative data augmentation method. And the third was PoE as an alternative ensemble method. For comparisons to the baseline method, we trained each model for 50 epochs on all training data. The results of comparisons in terms of classification accuracy are presented in Table 2. For most experiments, the table contains two rows that represent the linear sum ensemble source scores from the different sets of training data and testing data described in the first and second rows. The third column presents the ratio of Linear(1st:2nd). The results of the EDA experiment are presented in a single row because it is

| Experiment setting | method | 1st:2nd ratio | ID | Training data | Test data | P@1 | P@3 | P@20 | MRR |
|--------------------|--------|---------------|----|--------------|-----------|-----|-----|------|-----|
| MTRT (baseline)    | LSTM   | 2:1           | 1st | \(D_{train} \cup RT(D_{train})\) | \(D_{test}\) | 54.94 | 69.56 | 86.36 | -   |
|                    |        |               | 2nd | \(D_{train} \cup RT(D_{train})\) | RT(\(D_{test}\)) |     |     |      |     |
| EMMRT (ours)       | jBERT  | 8:2           | 1st | \(D_{train}\) | \(D_{test}\) | 68.58 | 83.40 | 90.71 | 0.763 |
|                    |        |               | 2nd | adaptRTn(\(D_{train}\)) | adaptRTn(\(D_{test}\)) |     |     |      |     |
| Fine-tuned BERT    | jBERT  | 5:5           | 1st | \(D_{train}\) | \(D_{test}\) | 67.98 | 82.41 | 91.90 | 0.761 |
|                    |        |               | 2nd | \(D_{train}\) | \(D_{test}\) |     |     |      |     |
| Fine-tuned BERT + EDA | jBERT | -             | - | \(D_{train} \cup EDA(D_{train})\) | \(D_{test}\) | 66.01 | 79.84 | 88.34 | 0.737 |
| EMMRT (ours) + PoE for ensemble | A jBERT | 8:2 | 1st | \(D_{train}\) | \(D_{test}\) | 68.58 | 82.81 | 91.11 | 0.763 |
|                    |        |               | 2nd | adaptRTn(\(D_{train}\)) | adaptRTn(\(D_{test}\)) |     |     |      |     |
|                    | B jBERT | 8:2 | 1st | \(D_{train}\) | \(D_{test}\) | 68.58 | 82.81 | 91.11 | 0.763 |
|                    |        |               | 2nd | RTn(\(D_{train}\)) | RTn(\(D_{test}\)) |     |     |      |     |
|                    | C jBERT | 8:2 | 1st | \(D_{train}\) | \(D_{test}\) | 68.58 | 82.81 | 91.11 | 0.763 |
|                    |        |               | 2nd | adaptTrn(\(D_{train}\)) | adaptTrn(\(D_{test}\)) |     |     |      |     |

**Table 2** Comparison of text classification accuracies using all training data
not an ensemble method and “-” reflects this difference in the mixing ratio and ID cells. We used PoE to integrate the three ensemble results (A to C) of the linear sum and each linear sum setting is presented in two rows. The detailed experimental settings for EDA and PoE are discussed in Sections 4.4 and 4.6, respectively. The final ensemble source of PoE was trained on translated data using RoBERTa, as described in Section 4.5.

EMMRT improves the accuracy by 13.6 points for P@1, 13.8 points for P@3, and 4.4 points for P@20, compared to the baseline method. EMMRT also outperforms the fine-tuned BERT without data augmentation by a significant margin \( (p < 0.001) \) based on the Wilcoxon signed-rank test. EDA cannot improve the accuracy of fine-tuned BERTs without data augmentation.\(^{11}\) PoE works well when it is used to integrate the results of a linear sum. PoE improves the P@20 accuracy, but the calculation cost is three times greater than that of EMMRT.

### 4.3 Ablation Studies

In this subsection, we report the results of ablation studies using LSTM-based and BERT-based models. We prepared a general NMT model trained using only JParaCrawl and used the same neural network architecture as the baseline method for classification. For comparison to the baseline method, we trained an LSTM-based model for 50 epochs using all training data. To confirm the effects of EMMRT, we changed the experimental settings one by one from EMMRT to the baseline method. Oversampling is denoted by oversample\((D)\) in the table, which increases the number of instances by the same amount as N\(\times\)M-best round-trip translation performed on the training data. The results of the ablation study for the LSTM-based model are presented in Table 3, whose format is the same as that of Table 2 (“baseline+DS+DA” corresponds to the same model as EMMRT, except for the use of LSTM instead of BERT). In Table 3, DS indicates data separation, meaning an ensemble of two models separately trained using either the first or second set of training data (designated in the ID column in Table 3), whereas the vanilla baseline is an ensemble of two models, both of which were trained on a mixture of two types of training data. DA indicates domain adaptation and OS indicates oversampling.

In our experiment on the LSTM-based model, the oversampled training data improved classification accuracy. The accuracy was also improved by the domain adaptation of NMT and by handling augmented data separately. The results from models that combined the original data with augmented data were worse than those of models using separate data. Compared to the results in Table 2, the most effective improvement was obtained by using BERT, which improved

---

\(^{11}\) We also confirmed the experiment settings for fine-tuned BERT without an ensemble and fine-tuned BERT + EDA with an ensemble, but their accuracy did not exceed the accuracy of EMMRT.
P@1 by more than 8 points.

Similar to the LSTM-based model, the results of an ablation study on the BERT-based model are presented in Table 4, whose format is the same as that of Table 3. It is worth noting that these scores cannot be directly compared to those in Table 3 because stratified 10-fold training data were used in these experiments.

Similar to the LSTM-based model, accuracy was improved by domain adaptation and by handling augmented data separately. In contrast to the experiment on LSTM, adjusting the

| Experiment setting   | method  | 1st:2nd ratio | ID | Training data | Test data | P@1 | P@3 | P@20 | MRR |
|----------------------|---------|---------------|----|---------------|-----------|-----|-----|------|-----|
| MTRRT (baseline)     | LSTM    | 2:1           | 1st | {D_train ∪ RT(D_train)} | D_test | 54.94 | 69.56 | 86.36 | -   |
| baseline             | LSTM    | 7:3           | 1st | {D_train ∪ RT(D_train)} | D_test | 57.71 | 73.32 | 86.76 | 0.671|
| baseline+DS          | LSTM    | 6:4           | 1st | D_train       | D_test | 60.08 | 73.91 | 85.77 | 0.681|
| baseline+DS+DA       | LSTM    | 6:4           | 2nd | adaptRTn(D_train) | adaptRTn(D_test) | 60.28 | 73.52 | 86.36 | 0.683|
| baseline+DS+OS       | LSTM    | 9:1           | 1st | oversample(D_train) | D_test | 61.86 | 74.90 | 87.94 | 0.696|
| baseline+DS+DA+OS    | LSTM    | 7:3           | 2nd | adaptRTn(D_train) | adaptRTn(D_test) | 63.83 | 74.11 | 86.56 | 0.702|

**Table 3** Ablation study on LSTM-based model using all training data

| Experiment setting   | method  | 1st:2nd ratio | ID | Training data | Test data | P@1 | P@3 | P@20 | MRR |
|----------------------|---------|---------------|----|---------------|-----------|-----|-----|------|-----|
| EMMRT (ours)         | jBERT   | 8:2           | 1st | D_train       | D_test | 62.75 | 78.79 | 89.31 | 0.718|
| EMMRT-DA             | jBERT   | 8:2           | 2nd | adaptRTn(D_train) | adaptRTn(D_test) | 62.61 | 78.85 | 89.43 | 0.717|
| EMMRT-DA-DS          | jBERT   | 9:1           | 1st | {D_train ∪ RT(D_train)} | D_test | 61.86 | 77.33 | 89.15 | 0.708|
| EMMRT-DA+OS          | jBERT   | 7:3           | 2nd | adaptRTn(D_train) | adaptRTn(D_test) | 62.63 | 77.27 | 87.33 | 0.710|
| EMMRT + OS           | jBERT   | 7:3           | 1st | oversample(D_train) | D_test | 63.16 | 77.85 | 87.27 | 0.714|

**Table 4** Ablation study on BERT using stratified 10-fold data
number of instances by oversampling improved the P@1 score, but failed to improve the P@3, P@20, and MRR scores.

4.4 Comparison to Other Augmentation Methods

We compared EMMRT to two other data augmentation methods: fine-tuned BERT and EDA (Wei and Zou 2019). For fine-tuned BERT, we fine-tuned two pre-trained BERT models using the original training data and used an ensemble of the two models with a mixing ratio of 0.5. For EDA, we used the original EDA source code. EDA provides four simple operations for data augmentation in English and all of them have positive effects on prediction. We adopted a random swap from EDA because this operation does not depend on WordNet and is applicable to Japanese text, and half of the EDA operations are based on WordNet (Miller 1995) to obtain synonyms. We then ensembled the augmented data using EDA instead of round-trip translated data. In Table 5, EDA(D_train) denotes the randomly swapped stratified 10-fold training data.

Applying the EDA and EDA + ensemble methods yielded similar accuracy to the fine-tuned BERT without data augmentation, but the scores were inferior to those of EMMRT according to the Wilcoxon signed rank test (p < 0.001). This experiment revealed that the ensemble component of EMMRT can also be effective with other data augmentation methods and that EDA can be used as an alternative ensemble method.

4.5 Combination with Other Data

We examined the extent to which accuracy can be improved by EMMRT if fewer data are available. Table 6 presents the classification accuracy of the fine-tuned BERTs when the amount of training data is reduced.

| Experiment setting | method | 1st/2nd ratio | ID Training data | Test data | P@1 | P@3 | P@20 | MRR |
|--------------------|--------|---------------|-----------------|-----------|-----|-----|------|-----|
| EMMRT (ours)      | jBERT  | 8:2           | 1st D_train     | D_test    | 62.75 | 78.79 | 89.31 | 0.718 |
|                    |        |               | 2nd adaptRTn(D_train) | adaptRTn(D_test) |       |       |       |     |
| Fine-tuned BERT    | jBERT  | 5:5           | 1st D_train     | D_test    | 62.25 | 78.34 | 89.01 | 0.714 |
|                    |        |               | 2nd D_train     | D_test    |       |       |       |     |
| EDA                | jBERT  | -             | -               | {D_train ∪ EDA(D_train)} | D_test | 62.75 | 77.77 | 88.70 | 0.714 |
| EDA+ensemble      | jBERT  | 8:2           | 1st D_train     | D_test    | 62.09 | 78.70 | 89.74 | 0.714 |
|                    |        |               | 2nd EDA(D_train) | D_test    |       |       |       |     |

Table 5 Comparison to EDA using stratified 10-fold data

---

12 https://github.com/jasonwei20/eda_nlp
of training data is reduced. $D_{\text{train}1K}$ indicates that the amount of training data is reduced to approximately 1,000 instances and $D_{\text{train}2K}$ indicates that it is reduced to approximately 2,000 instances. In both cases, EMMRT improves all P@k scores and improves the MRR score by more than 0.004 points.

Additionally, we evaluated methods using English language representation models and English augmented data translated by the ja-en translator instead of Japanese language representation models and Japanese data augmented by round-trip translation. Because various pre-trained language representation models are available for English, we used BERT, XLNet, RoBERTa, ALBERT, and ELECTRA. We used the Simple Transformers implementation in the same manner as the other experiments. The ensemble results are listed in Table 7. $\text{adaptTn}(D)$ denotes the stratified 10-fold translated training data, which are increased by N-best translation with domain-adapted NMT. We omitted the results from ALBERT and ELECTRA because they could not improve accuracy.

| Experiment setting | method | 1st:2nd ratio | ID | Training data | Test data | P@1 | P@3 | P@20 | MRR |
|--------------------|--------|---------------|----|--------------|-----------|-----|-----|------|-----|
| less data (1K)     | jBERT  | 8:2           | 1st | $D_{\text{train}1K}$ | $D_{\text{test}}$ | 20.55 | 32.41 | 44.66 | 0.281 |
|                    |        |               | 2nd | adaptRTn($D_{\text{train}1K}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |
| less data (2K)     | jBERT  | 9:1           | 1st | $D_{\text{train}2K}$ | $D_{\text{test}}$ | 38.34 | 48.42 | 60.67 | 0.447 |
|                    |        |               | 2nd | adaptRTn($D_{\text{train}2K}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |

Table 6 Combination with less data

| Experiment setting | method | 1st:2nd ratio | ID | Training data | Test data | P@1 | P@3 | P@20 | MRR |
|--------------------|--------|---------------|----|--------------|-----------|-----|-----|------|-----|
| EMMRT (ours)       | jBERT  | 8:2           | 1st | $D_{\text{train}}$ | $D_{\text{test}}$ | 62.75 | 78.79 | 89.31 | 0.718 |
|                    |        |               | 2nd | adaptRTn($D_{\text{train}}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |
| Fine-tuned BERT    | jBERT  | 5:5           | 1st | $D_{\text{train}}$ | $D_{\text{test}}$ | 62.25 | 78.34 | 89.01 | 0.714 |
|                    |        |               | 2nd | $D_{\text{train}}$ | $D_{\text{test}}$ |     |     |      |      |
| translated data    | jBERT  | 8:2           | 1st | $D_{\text{train}}$ | $D_{\text{test}}$ | 62.49 | 78.36 | 89.15 | 0.715 |
| (BERT)             |        |               | 2nd | adaptRTn($D_{\text{train}}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |
| translated data    | jBERT  | 8:2           | 1st | $D_{\text{train}}$ | $D_{\text{test}}$ | 62.09 | 78.48 | 89.60 | 0.714 |
| (XLNet)            |        |               | 2nd | adaptRTn($D_{\text{train}}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |
| translated data    | jBERT  | 8:2           | 1st | $D_{\text{train}}$ | $D_{\text{test}}$ | 62.43 | 78.77 | 89.25 | 0.716 |
| (RoBERTa)          |        |               | 2nd | adaptRTn($D_{\text{train}}$) | adaptRTn($D_{\text{test}}$) |     |     |      |      |

Table 7 Comparisons using 10-fold translated data and English language representation models.
Similar to round-trip translation, the classification accuracy of the ensemble results for BERT, XLNet, and RoBERTa, when fine-tuned with translated data, is higher than that of the fine-tuned BERT without data augmentation or ensembling. Although it is not reflected in the table, domain adaptation improves the classification accuracy of the translated data and has a good effect on using ensembles of prediction results. For example, BERT and XLNet are improved by approximately three points in terms of P@1. In particular, RoBERTa significantly improves the accuracy (approximately 9 points at P@1) with domain adaptation. This indicates that the improvement in NMT translation quality facilitates the use of RoBERTa and increases the availability of language representation models.

4.6 Combination with Other Ensemble Methods

We also investigated whether multiple ensembles could improve accuracy. Based on the large number of potential combinations, we used PoE (Hinton 2002) to aggregate multiple results. In our experiments, the linear sum worked better than PoE for integrating predictions from the models trained on the original data and augmented data, but PoE worked well with linear sum ensemble results because PoE is good at integrating similar predictions. This implies that the characteristics of predictions using round-trip translated data differ from those of predictions using the original data. The linearly summed predictions of both types of data with different ratios are similar. Therefore, we used PoE to integrate the ensemble results produced by the linear sum. The sources used for PoE can be summarized as follows.

A. Use a linear sum ensemble to integrate the results of predictions from the original data and N-best round-trip translated data with domain adaptation using the fine-tuned BERT. The formulation is

\[
\text{Ensemble(Linear}(8:2)\text{, Predict(Model(jBERT, D}_{\text{train}}), D_{\text{test}}),
\]

\[
\text{Predict(Model(jBERT, adaptRT}_{n}(D_{\text{train}})), \text{adaptRT}_{n}(D_{\text{test}}))}.
\]

B. Use a linear sum ensemble to integrate the results of predictions from the original data and N-best round-trip translated data without domain adaptation using the fine-tuned BERT. The formulation is

\[
\text{Ensemble(Linear}(8:2)\text{, Predict(Model(jBERT, D}_{\text{train}}), D_{\text{test}}),
\]

\[
\text{Predict(Model(jBERT, RT}_{n}(D_{\text{train}})), \text{RT}_{n}(D_{\text{test}}))}.
\]

C. Use a linear sum ensemble to integrate the results of predictions from the original data
using the fine-tuned BERT and predictions from the N-best translated data with domain adaptation using the fine-tuned RoBERTa. The formulation is

\[
\text{Ensemble(Linear}(8:2)\), \text{Predict(Model}(j\text{BERT}, D_{\text{train}}), D_{\text{test}}),
\]

\[
\text{Predict(Model}(\text{RoBERTa}, \text{adaptTn}(D_{\text{train}})), \text{adaptTn}(D_{\text{test}})).
\]

We selected these settings to confirm whether a synergistic effect could be obtained from the combination of various models that performed well in the previous experiment. The results of PoE with stratified 10-fold training data are presented in Table 8.

According to these results, PoE performs poorly when it is used instead of a linear sum, but works well when it is used to integrate the results from a linear sum. P@3 and P@20 are improved by combining the ensemble results from multiple data and models. Although it is not reflected in the table, we also attempted to use an ensemble for integrating EDA results (from Table 5) and found that this also improved accuracy slightly. However, the accuracy at low epochs was lower than that before the calculation of PoE, so PoE should be used only after learning has converged. Furthermore, the combination of more predictions makes interpretation more difficult and increases the amount of work required to update a model, so the best balance for practical use should be considered. We judged that round-trip translation and ensemble are the best combinations for ERP packages because interpretation can be performed in Japanese and it is possible to increase the amount of training data while continuing to use a model. In future work,

| Experiment setting          | method  | 1st:2nd ratio | ID Training data | Test data | P@1 | P@3 | P@20 | MRR   |
|-----------------------------|---------|---------------|------------------|-----------|-----|-----|------|-------|
| EMMRT (ours)                | jBERT   | 8:2           | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 62.75 | 78.79 | 89.31 | 0.718 |
|                             |         |               | 2nd adaptTn($D_{\text{train}}$) adaptTn($D_{\text{test}}$) |           |      |      |      |       |
| Fine-tuned BERT             | jBERT   | 5:5           | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 62.25 | 78.34 | 89.01 | 0.714 |
|                             |         |               | 2nd $D_{\text{train}}$ $D_{\text{test}}$ |           |      |      |      |       |
| PoE instead of Linear       | jBERT   | -             | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 58.52 | 75.24 | 86.62 | 0.714 |
|                             |         |               | 2nd adaptTn($D_{\text{train}}$) adaptTn($D_{\text{test}}$) |           |      |      |      |       |
| EMMRT (ours) + PoE for ensemble | A jBERT | 8:2           | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 62.67 | 79.11 | 89.47 | 0.718 |
|                             |         |               | 2nd adaptTn($D_{\text{train}}$) adaptTn($D_{\text{test}}$) |           |      |      |      |       |
|                             | B jBERT | 8:2           | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 62.67 | 79.11 | 89.47 | 0.718 |
|                             |         |               | 2nd RTn($D_{\text{train}}$) RTn($D_{\text{test}}$) |           |      |      |      |       |
|                             | C jBERT | 8:2           | 1st $D_{\text{train}}$ $D_{\text{test}}$ |           | 62.67 | 79.11 | 89.47 | 0.718 |
|                             |         |               | 2nd adaptTn($D_{\text{train}}$) adaptTn($D_{\text{test}}$) |           |      |      |      |       |

**Table 8** Comparison and combination of PoE and 10-fold data
additional ensemble methods could be used to combine various models. For example, Scikit-learn's StackingClassifier\textsuperscript{13} would be useful for this purpose.

4.7 Discussion

In this subsection, we evaluate the classification accuracy of the proposed method from the perspective of its practical use for ERP package system integration and describe its prospects for additional benefits. We received a response from experienced system designers that “83% of P@3 is useful for work.” This indicates that EMMRT exceeds the target accuracy of P@3=80% and achieves sufficient accuracy for practical use. As mentioned in Section 1, after referring to the suggestions from EMMRT, system designers conduct subsequent work using the suggested components by selecting and operating them to check whether the components satisfy the requirements of customers. Improving the accuracy of P@1 and P@3 compared to the baseline method leads to a reduction in the time required for subsequent work and improves the quality of work. Additionally, we received positive feedback that the proposed method can speed up the training of system designers by helping them understand and notice related functions.

5 Analysis

First, we confirmed the relationship between accuracy improvement and the number of instances in the training data. We divided all classes into three groups: classes containing five or fewer instances, classes containing 6 to 10 instances, and classes containing 11 or more instances. Compared to fine-tuned BERT without an ensemble and round-trip translation, EMMRT improved the MRR of classes containing five or fewer instances in the training data without reducing the MRR of classes containing 11 or more instances in the training data.

Second, we analyzed the predictions based on round-trip translated data to check the number of classes whose classification accuracies changed. Because linear summation produced a better result than PoE in ensembles of predictions based on round-trip translated data, the characteristics of the round-trip translation data appear to be different from those of the original data. According to the differences between the predictions from the original data and those from the round-trip translated data, we analyzed how round-trip translation affects accuracy. We also analyzed the classes and instances that were significantly different before and after the domain adaptation of NMT. Because the data considered in this study contained a large number of

\textsuperscript{13} https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.StackingClassifier.html
classes, over half of the classes contained five or fewer instances, so we counted the number of times the correct labels (P@1) were predicted during 10-fold iterations. The number of correct labels varied between 0 and 10 because in the worst case, none of the 10-fold models would predict the correct label and in the best case, all of the 10-fold models would predict the correct label. We then calculated the differences between the models. The results are listed in Table 9.

Table 9 presents the model performance before adaptation, model performance after adaptation, and differences between the two results from left to right. The comparison source and comparison destination are described by the training data and testing data that they use. The comparison results are divided into stages from “>+5” to “<-5,” where “>+5” indicates that the comparison destination is dramatically improved and “<-5” indicates that the comparison destination is dramatically deteriorated compared to the source. For example, the case in which the correct label is predicted in 2 of 10 iterations in the source and 8 of 10 iterations in the destination is categorized as “>+5.” The results of this analysis demonstrate that classification based on round-trip translated data is inferior to that based on original data, but new correct answers are acquired in some cases. A comparison between the results before and after domain adaptation reveals both improvement and deterioration, but the improvement is greater than the deterioration. This confirms that the superior prediction results from round-trip translated data also apply to ensemble results.

We also compared the unique word n-grams in the original data and round-trip translated data to examine whether the sparsity and diversity problems were alleviated. For diversity, we examined how many new n-grams that were not in the original data were generated by round-trip translation. For sparsity, we calculated the average number of shared n-grams between the training data and round-trip translated data for each class of ERP components. The results are listed in Table 10.

As a result of round-trip translation, the number of unique n-grams in the training data decreased and those of the testing data increased. In the training data, approximately 31% and 47% of 1-grams and 2-grams were new expressions, respectively, and approximately 45% and 70%

| before adaptation | after adaptation | the difference of the two results |
|-------------------|------------------|----------------------------------|
| Training data     | Test data        | Training data                    | Test data |
| $D_{train}$       | $D_{test}$       | adaptRTn($D_{train}$)            | adaptRTn($D_{test}$) |
|                   |                  | 4                                | 15         |
|                   |                  | -3 to -5                         | 51         |
|                   |                  | 4 to +3                          | 83         |
| $RTn(D_{train})$  | $RTn(D_{test})$  | adaptRTn($D_{train}$)            | adaptRTn($D_{test}$) |
|                   |                  | 64                               | 53         |
|                   |                  | -3 to -5                         | 36         |
|                   |                  | 4 to +3                          | 30         |

Table 9 Differences in number of correct predictions (P@1) between two models using 10-fold iterations
of 1-grams and 2-grams in the testing data were new expressions, respectively. The number of shared n-grams between training data and testing data per class of ERP components increased by approximately 3% for 1-grams and decreased by approximately 22% for 2-grams. In particular, in classes where the accuracy was improved during the 10-fold iterations, the number of shared n-grams per class increased significantly \( p < 0.001 \) according to the Mann-Whitney U test.\(^{14}\) In contrast, in classes where the number of shared n-grams per class increased, the accuracy during the 10-fold iterations did not improve in all cases. These results indicate that round-trip translation produces new and more similar expressions for training data and testing data. Therefore, round-trip translation alleviates the problems of diversity and sparsity in some cases. For example, the original expression “資金繰り表” (shikin guri hyo) ‘a cash flow table’ is changed to “資金スケジュール” (shikin sukejuru) ‘a schedule of funding’ by round-trip translation and another original expression “入出金予定” (nyusyukkin yotei) ‘a plan of receiving and making payment’ is changed to “入出金スケジュール” (nyusyukkin sukejuru) ‘a schedule of receiving and making payment.’ Both of the original expressions are related to cash flow and funding management, and new expressions are relatively similar. Conversely, in other cases, expressions were changed to new expressions that had different meanings by round-trip translation and the classification accuracy deteriorated. For example, “照会” (sho-kai) ‘refer’ was changed to “問い合わせ” (toiawase) ‘inquiry’ because “照会” is also used to express inquiry. Consequently, in some cases, more accurate predictions that could not be derived from the original data were produced from round-trip translated data and the ensemble model took advantage of both types of results.

\(^{14}\) The same trends were observed in shared 3-grams and 4-grams.
6 Conclusion

To support system designers in ERP package integration, we improved the accuracy of the automatic suggestion of software components. To improve accuracy, we applied data augmentation through round-trip translation to both training data and testing data using a domain-adapted NMT and proposed an effective ensemble method for round-trip translated data. As a result, we achieved a sufficient level of accuracy for practical use.

The proposed method can also be applied to text classification tasks other than ERP component suggestion and may improve accuracy in various business areas where accuracy is currently inadequate based on a lack of data for machine learning.

This study demonstrated that machine translation, which has already been used to support human-to-human communication, can also be used to support human-machine interaction. We found that NLP can even benefit areas with limited data by using a large-scale trained model with rich text data, such as BERT, and using NMT round-trip translation for data augmentation.
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