Quantum master equations from classical Lagrangians with two stochastic forces

I. INTRODUCTION

The phenomena of irreversibility and damping in quantum systems have been the subjects of numerous studies from the very first years of Quantum Mechanics (QM) [1, 2, 3, 4]. They are attributed to the action of some environment that drains information from quantum systems, thus increasing the entropy during its evolution. The environment is usually referred as reservoir R whose variables are expressed as q-numbers (operators in the Hilbert space), and it is assumed to have an infinity of degrees of freedom. In the most general case, one has to treat the whole quantum system S + R, taking into account all details of each subsystem and the interaction between them. It is known, however, that under certain conditions the influence of environment can be described approximately by means of a few parameters which enter some dynamical equations containing only the variables related to the system S. In the Schrödinger picture such equations for the statistical operator \( \rho(t) \) or its different representations (density matrix, Wigner function, etc.), known under the name quantum master equations (QME), were studied in numerous papers, e.g., [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. An alternative description in the Heisenberg picture is achieved within the frameworks of quantum Langevin equations or Langevin–Heisenberg equations (LHE’s) [16, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]. These two approaches were discussed in detail in many books and reviews [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52].

The shortest and simplest formal way of introducing relaxation in quantum mechanics is to postulate some general structure of the master or Langevin–Heisenberg equations, which guarantees fulfilment of the fundamental requirements of QM (such as the properties of hermiticity and positivity of the statistical operator, as well as its normalization; or preservation of canonical commutation relations between the time-dependent operators) for any instant of time. For example, a general structure of dynamical mappings of density operators preserving positive semidefiniteness was established in [53, 54], and equivalent differential equations were considered in [55, 56, 57, 58]. For a more restricted problem of quantum Brownian motion this approach was used, e.g., in Refs. [59, 60, 61, 62, 63, 64], where some sets of free parameters were chosen in such a way that mean values of coordinates and momenta obeyed given classical equations of motion.

However, it seems desirable to have some schemes permitting to derive master equations from some general principles. The most natural way to do this is to start from some explicit Hamiltonian for the total system \( S + R \). Then the dynamical equations for the subsystem \( S \) arise as a result of taking the trace over the reservoir variables. In this approach both the subsystem and reservoir are considered as quantum objects from the very beginning. A frequently used simple model of the reservoir consists of an infinite number of harmonic oscillators (HO’s) with a frequency distribution chosen according to certain assumptions. These two approaches were discussed in detail in many books and reviews [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52].
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We show how a large family of master equations, describing quantum Brownian motion of a harmonic oscillator with translationally invariant damping, can be derived within a phenomenological approach, based on the assumption that an environment can be simulated by two classical stochastic forces. This family is determined by three time-dependent correlation functions (besides the frequency and damping coefficients), and it includes as special cases the known master equations, whose dissipative part is bilinear with respect to the operators of coordinate and momentum.
complemented by the assumption that $S$ interacts with time-dependent (TD) classical fluctuating forces $[F_i(t)]$, which simulate the action of the environment without any further preoccupation about the nature of their microscopic origin. We show that combining some phenomenological Lagrangian, which takes into account the effect of dissipation, with a suitably chosen set of classical stochastic forces and following standard rules of the “canonical quantization” procedure, one can obtain in a quite straightforward and simple manner a large class of master equations, which embraces many equations, introduced earlier within the frameworks of different schemes. This approach was used earlier in Refs. [66, 67, 68, 69, 70]. However, in those papers the authors considered only one classical stochastic force. As a result, the equations obtained had some restrictions on their domain of validity. We show that introducing two stochastic forces one can obtain more general equations.

The paper is organized as follows. In Sec. II we give a brief review of known master equations describing quantum damped oscillators. New results are contained in Sec. III where we derive the master equation with the use of two effective classical fluctuating forces. We show that in the classical case, it is always possible to use a single force, without changing the physics. However, in the quantum case two forces are necessary to obtain equations compatible with the principles of QM. Sec. IV contains a summary and conclusions. In appendix A we expose some details of calculations.

II. CONVENTIONAL MASTER EQUATIONS

The Hamiltonian $H_0$ considered in this paper corresponds to a particle of mass $m$ and angular frequency $\omega_0$ subjected to a one-dimensional harmonic force, 

$$\hat{H}_0 = \hbar \omega_0 \left( \hat{a}^{\dagger} \hat{a} + 1/2 \right) = \hat{p}^2/(2m) + m\omega_0^2 \hat{x}^2/2,$$  

(1)

where the non-hermitian lowering operator $\hat{a}$ can be written in terms of hermitian operators, the particle position $\hat{x}$ and its momentum $\hat{p}$, as

$$\hat{a} = (2\hbar\omega_0 m)^{-1/2} \left( m \omega_0 \hat{x} + i \hat{p} \right).$$

The general form of the master equation is

$$d\hat{\rho}/dt + (i/\hbar) [H, \hat{\rho}] = \mathcal{L}\hat{\rho},$$  

(2)

where the dissipative nonunitary superoperator $\mathcal{L}$ accounts for the influence of the environment and the operator $H$ can be different from $H_0$. One of the most frequently used master equations for the damped harmonic oscillator has an origin in the problems of quantum optics. It corresponds to $H = H_0$ and

$$\mathcal{L}\hat{\rho} = \lambda (\hat{n} + 1) \left( 2\hat{a}^{\dagger} \hat{a} \hat{\rho} - \hat{a} \hat{a}^{\dagger} \hat{\rho} - \hat{\rho} \hat{a}^{\dagger} \hat{a} \right)$$

$$+ \lambda \hat{n} \left( 2\hat{a}^{\dagger} \hat{p} \hat{\rho} - \hat{a} \hat{p}^{\dagger} \hat{\rho} - \hat{\rho} \hat{p}^{\dagger} a \right),$$  

(3)

where $\hat{n} \equiv \hat{n}(\omega_0, T) \equiv (e^{\beta - 1})^{-1}$ is the reservoir mean number of quanta at temperature $T$ ($\beta = \hbar \omega_0/k_B T$), $k_B$ is Boltzmann constant and $\lambda$ is the decay rate or damping constant, which contains the strength parameter of the interaction between $R$ and $S$. The operator (3) seems to be derived for the first time under the assumption of weak coupling between a quantum system $S$ and a quantum thermal reservoir and by adopting the Born-Markov approximation in [15-18]. Its representation in the Fock basis was derived in the general form in [8, 9, 11, 19], although the special case of the equation for diagonal matrix elements can be traced to papers by Landau, Bloch and Pauli [1, 2, 3] (see also [6]).

An immediate generalization of operator (3) is

$$\mathcal{L}\hat{\rho} = \sum_j \left( 2\hat{\Phi}_j \hat{\rho} \hat{\Phi}_j^\dagger - \hat{\Phi}_j^\dagger \hat{\Phi}_j \hat{\rho} - \hat{\rho} \hat{\Phi}_j^\dagger \hat{\Phi}_j \right),$$  

(4)

where $\hat{\Phi}_j$ are arbitrary linear operators (their number also may be arbitrary). Sometimes the right-hand side of (4) is called the “Lindblad form”, after the study [58], although this general structure, preserving the hermiticity, normalization and positivity of $\hat{\rho}$, was discovered by several authors earlier [53, 54, 57].

The relaxation operator in terms of operators $\hat{x}$ and $\hat{p}$ is usually associated with the problem of quantum Brownian motion. The most general master equation, preserving the normalization and hermiticity of the statistical operator $\hat{\rho}$ and containing only bilinear forms of operators $\hat{x}$ and $\hat{p}$, corresponds to the choice

$$H = H_0 + \frac{\mu}{2} \{ \hat{x}, \hat{p} \},$$  

(5)

$$\mathcal{L}\hat{\rho} = \frac{i\lambda}{2\hbar} \left[ \hat{p}, \{ \hat{x}, \hat{\rho} \} \right] - \frac{i\lambda}{2\hbar} \left[ \hat{x}, \{ \hat{p}, \hat{\rho} \} \right] - \frac{D_x}{\hbar^2} \left[ \hat{x}, [\hat{x}, \hat{\rho}] \right]$$

$$- \frac{D_p}{\hbar^2} \left[ \hat{p}, [\hat{p}, \hat{\rho}] \right] + \frac{D_z}{\hbar^2} \left[ \hat{x}, [\hat{p}, \hat{\rho}] \right] + \frac{D_z}{\hbar^2} \left[ \hat{p}, [\hat{x}, \hat{\rho}] \right],$$  

(6)

where $\mu$, $\lambda$, $D_x$, $D_p$ and $D_z$ can be, in principle, arbitrary functions of time. This form was considered, e.g., in Refs. [30, 40, 61] (in the case of time-independent coefficients) and [37] (with arbitrary time-dependent coefficients). Some differences in explicit expressions can be removed with the aid of identities $[\hat{x}, \hat{p}] = i\hbar$ and

$[\hat{x}, \{ \hat{p}, \hat{\rho} \}] + [\hat{p}, \{ \hat{x}, \hat{\rho} \}] + [\hat{p}, \{ \hat{p}, \hat{\rho} \}] = 0.$

The meaning of parameters $\lambda$ and $\mu$ becomes clear from the equations for mean values of the coordinate and momentum:

$$d\langle \hat{x} \rangle /dt = \langle \hat{p} \rangle /m + (\mu - \lambda) \langle \hat{x} \rangle,$$  

(7)

$$d\langle \hat{p} \rangle /dt = -m\omega_0^2 \langle \hat{x} \rangle - (\mu + \lambda) \langle \hat{p} \rangle.$$  

(8)

The choice $\lambda = \mu$ eliminates the friction term from the equation for $d\langle \hat{x} \rangle /dt$. This special case was studied by Dekker in [68]. Generalizations of (5) and (6) to multidimensional systems (in particular, to the case of a charged
Introducing the covariances \( \sigma \), one can write Eq. (10) in a compact form

\[
D_p = \frac{\lambda}{2} m \hbar \omega_0 \left( \frac{n + 1}{2} \right) = (m \omega_0)^2 D_x, \quad D_z = \mu = 0.
\]

The operator master equation (6), being written in terms of the Wigner function,

\[
W(x, p, t) = \frac{1}{\pi \hbar} \int dye^{-2i px/\hbar} \langle x - y | \hat{\rho}(t) | x + y \rangle,
\]

assumes a simple form of the Fokker–Planck equation,

\[
\frac{\partial W}{\partial t} = \frac{\partial}{\partial p} \left( (m \omega_0^2 x + (\mu + \lambda)p) W \right) - \frac{\partial}{\partial x} \left( \frac{|p/m + (\mu - \lambda)x|}{W} \right) + D_p \frac{\partial^2 W}{\partial p^2} + D_z \frac{\partial^2 W}{\partial x^2} + 2D_x \frac{\partial^2 W}{\partial p \partial x}.
\]  

Thus we see that the terms proportional to \( D_x, D_p, \) and \( D_z \) in Eq. (10) describe the diffusion in the phase space.

Introducing the phase space vector variable \( \mathbf{q} = (x, p) \), one can write Eq. (10) in a compact form

\[
\frac{dW(\mathbf{q}, t)}{dt} = -\frac{\partial}{\partial q_i} \left[ (\mathbf{A} \mathbf{q})_i W \right] + D_{ij} \frac{\partial^2 W}{\partial q_i \partial q_j},
\]

(sum over repeated indices is understood), where

\[
\mathbf{A} = \begin{pmatrix} \mu - \lambda & m^{-1} \\ -m \omega_0^2 & -(\mu + \lambda) \end{pmatrix}
\]

is a ‘drift’ matrix, which governs the evolution of the first order statistical moments (mean values),

\[
d\langle \mathbf{q} \rangle /dt = \mathbf{A} \langle \mathbf{q} \rangle.
\]

Introducing the covariances \( \sigma_{jk} = \frac{1}{\hbar} \langle \hat{q}_j \hat{q}_k + \hat{q}_k \hat{q}_j \rangle - \langle \hat{q}_j \rangle \langle \hat{q}_k \rangle \), one can verify that both equations, (10) and (11), result in the following equation for the symmetrical covariance matrix \( \mathbf{M} \equiv \|\sigma_{jk}\|:

\[
\frac{d\mathbf{M}}{dt} = \mathbf{A} \mathbf{M} + \mathbf{M} \mathbf{A} + 2\mathbf{D},
\]

where \( \mathbf{A} \) is the transposed matrix of \( \mathbf{A} \) and \( \mathbf{D} \equiv \|D_{ij}\| \) is the symmetrical diffusion matrix.

Taking the operators \( \hat{\Phi}_j \) in Eq. (11) as linear combinations of operators \( \hat{x} \) and \( \hat{p} \),

\[
\hat{\Phi}_j = \alpha_j \hat{x} + \beta_j \hat{p},
\]

one can verify that the operator (15) can be rewritten in the form (11), provided the following conditions can be satisfied (71):

\[
\sum_j |\beta_j|^2 = D_z / \hbar^2, \quad \sum_j |\alpha_j|^2 = D_p / \hbar^2,
\]

\[
\sum_j \alpha_j^* \beta_j = i\lambda / (2\hbar) - D_z / \hbar^2.
\]

In view of the Schwartz inequality,

\[
\sum_j |\beta_j|^2 \sum_j |\alpha_j|^2 \geq \sum_j \alpha_j^* \beta_j|^2,
\]

the condition of compatibility of Eqs. (10) and (17) is the inequality

\[
D_p D_z - D_z^2 \geq (\hbar \lambda / 2)^2 = [\hbar \text{Tr}(\mathbf{A}) / 4]^2.
\]

The condition (18), which was derived and discussed from different points of view in Refs. (52, 53, 60, 61, 62, 63, 71, 72, 73, 74, 75), guarantees that the positivity of statistical operator is preserved for all times and for any physically admissible initial state. This is the necessary and sufficient condition (together with conditions \( D_x \geq 0 \) and \( D_p \geq 0 \)) of reducibility of the operator (6) to the Lindblad form (40, 54, 60). Note that parameter \( \mu \) does not enter the constraint (18), because it is related to the correction to the Hamiltonian (6) and not to the non-unitary part of the total Liouville superoperator. So its presence in the “friction forces” in Eqs. (7) and (8) is not relevant to the existence or non-existence of the Lindblad representation of the master equation.

Some frequently considered master equations with time-independent coefficients, such as, e. g., the Agarwal equation (74) (with \( \lambda = \mu, \quad D_p = 2m \lambda \omega_0 \tilde{n} \) and \( D_z = D_z = 0 \)) or its special case, known as the Caldeira–Leggett equation (75) (with \( \lambda = \mu, \quad D_p = 2m \lambda \hbar B T \) and \( D_z = D_z = 0 \)), do not satisfy the condition (18). Consequently, these equations can result in violations of the positivity of the statistical operator (which is equivalent to the violation of the uncertainty relations [47, 60, 70, 71] at the intermediate stages of evolution, if one tries to use them outside the domain of their validity (which corresponds to the limit of high temperatures, \( k_B T \gg \hbar \omega_0 \)).

On the other hand, it was shown in (72, 73, 74, 79, 80) that the Wigner function of a subsystem \( S \) interacting with a reservoir \( R \) satisfies Eq. (11) at any time, if, (I) the total Hamiltonian of the whole system \( S + R \) is an arbitrary quadratic form with respect to coordinates and momenta (in particular, the interaction Hamiltonian can be an arbitrary bilinear form with respect to coordinates of \( S \) and \( R \)) and if, (II) the initial statistical operator of the total system is factorized, \( \hat{\rho}_{tot} = \hat{\rho}_S \hat{\rho}_R \), where \( \hat{\rho}_S \) is an arbitrary Gaussian state (i.e., not necessarily thermal, it can be squeezed, for example). However, in such a case, (a) the matrices \( \mathbf{A} \) and \( \mathbf{D} \) are explicitly time-dependent (which is interpreted sometimes as a manifestation of non-Markovian evolution [53, 54, 52]), and (b) the constraint (18) (or its multidimensional generalizations [53, 60]) can be violated. This does not mean that the state \( \hat{\rho}_S(t) \) can become unphysical – no, simply in this case the system \( S \) does not pass over all possible mixed states in the process of evolution, but it moves only along
some specific trajectories in the Hilbert space; see in this
connection also [36, 76, 83].

Time-independent diffusion and drift matrices appear only
asymptotically, as \( t \to \infty \) (physically, after some
characteristic time determined by the properties of \( R \)).
Moreover, the sets of diffusion coefficients satisfying (18)
can be obtained only for specific forms of the \( R - S \) in-
teraction Hamiltonian. For example, in the case of a
thermal reservoir, the relaxation superoperator \( \mathbf{e}^{\Gamma_\tau} \)
can be derived if the interaction only has the so called
rotating wave approximation form, which results in the drift
matrix (12) with \( \mu = 0 \) [73]. The superoperator \( \mathbf{e}^{\Gamma_\tau} \), with
arbitrary time independent diffusion coefficients, can be
derived with the use of squeezed (or rigged) reservoirs
[33, 34]. Our main goal in this paper is to find the sets of
drift and diffusion coefficients (possibly, time-dependent)
that can be obtained from the scheme of quantization of
classical equations with two stochastic forces.

III. FROM CLASSICAL STOCHASTIC FORCES
TO QUANTUM MASTER EQUATIONS

A. Classical treatment

A typical equation of motion of a particle of mass \( m \)
subjected to a linear friction force in one dimension is

\[
\ddot{x} + \Gamma_\tau \dot{x} + \frac{1}{m} \frac{\partial V(x, t)}{\partial x} = 0,
\]

where \( V(x, t) \) is a potential and \( \Gamma_\tau \) a TD dissipative
function. Although Eq. (19) describes a nonconservative
system, it is known for a long time (see, e.g., [53, 54] and
references therein) that it can be derived from some La-
grangian. The most simple one is known under the name
Bateman–Caldirola–Kanai Lagrangian [57, 88],

\[
L(x, \dot{x}, t) = \left( \frac{1}{2} m \dot{x}^2 - V(x, t) \right) e^{\Gamma_\tau},
\]

where \( F_t \) and \( G_t \) are arbitrary generalized TD forces
associated to the position \( x \) and to the velocity \( \dot{x} \). The
canonical momentum is

\[
P \equiv \partial L / \partial \dot{x} = e^{\Gamma_\tau} (m \dot{x} + G_t)
\]

and we define the physical momentum as

\[
p \equiv m \dot{x} + G_t = Pe^{-\Gamma_\tau}.
\]

The Hamiltonian associated to the Lagrangian (21) is

\[
H(t) = P \dot{x} - L = \frac{p^2}{2m} e^{-\Gamma_\tau} + [V(x, t) - x F_t] e^{\Gamma_\tau} - PG_t/m + G_t^2 \exp(\Gamma_t)/2m.
\]

The classical equations of motion for canonical coordi-
nates (Hamilton equations) are

\[
\dot{x} = \frac{\partial H(t)}{\partial p} = (Pe^{-\Gamma_\tau} - G_t) / m,
\]

\[
\dot{p} = -\frac{\partial H(t)}{\partial x} = (-\partial V(x, t) / \partial x + F_t) e^{\Gamma_\tau},
\]

whereas for the physical coordinates one obtains

\[
\dot{x} = p / m - G_t / m, \quad \dot{p} = -\partial V(x, t) / \partial x + F_t - p \mathbf{e}^{\Gamma_\tau},
\]

or as a single second order equation (Newton equation)

\[
\ddot{x} + \Gamma_\tau \dot{x} + \frac{1}{m} \frac{\partial V(x, t)}{\partial x} = \frac{1}{m} \left( F_t - \mathbf{e}^{\Gamma_\tau} G_t - \dot{G}_t \right),
\]

where the RHS contains TD terms only.

We see that in classical mechanics, where the coordinate
\( x \) is the only independent variable (since \( p \) or \( P \)
are functions of \( x \)), the presence of two terms, \(-x F_t e^{\Gamma_\tau}\)
and \(-PG_t/m\), in Hamiltonian (24) is redundant, be-
cause the dynamics depends only on the combination
\( F(t) = F_t - \mathbf{e}^{\Gamma_\tau} G_t - \dot{G}_t \). A usual choice is \( G_t \equiv 0 \)
and \( F_t = F(t) \). But one can obtain the same dynam-
ics, choosing \( F_t \equiv 0 \) and finding the function \( G_t \) from
the equation \(-\mathbf{e}^{\Gamma_\tau} (G_t + \dot{G}_t) = F(t) \), whose solution is

\[
G_t \equiv Ke^{-\Gamma_\tau} - e^{-\Gamma_\tau} \int_0^t e^{\Gamma_\tau} F(\tau) d\tau,
\]

where \( K \) is an arbitrary constant.

However, both the forces, \( F_t \) and \( G_t \), are important
in the quantum case, because of the non-commutation
property of position and momentum. These forces give
different contributions to the dynamical evolution of the
system state, as we show in the following subsection.

B. Quantum treatment

Having the Hamiltonian function (24), one can try to
“quantize” the classical dissipative system, transforming
(24) to an operator by means of the usual rules and writ-
ing the time-dependent Schrödinger equation with this
“quantum” Hamilton operator. This idea was formulated
for the first time by Caldirola and Kanai (CK) in 1940s
[88], and since that time it was developed or criticized by
many authors (see, e.g., Refs. 46, 89). It is known by
now that such a simplified approach suffers from many
drawbacks. For instance, the CK Hamiltonian is explicit-
ly time-dependent, so it is closer to the system with
time-dependent mass than to the genuine dissipative sys-
tem. Moreover, the problem of finding the Hamiltonian
for the given equations of motion has no unique solution,
and practically all such Hamiltonians have some pathol-
gy [33, 34]. But the main physical defect of the CK
scheme is that it implies that the quantum state of the
system remains pure during the evolution, because reg-
ular classical fields interacting with a quantum system
\( S \) do not change its informational content as time goes
on, even if energy is not conserved; an initial pure state $\psi_S(0)$ will evolves as a pure state $\psi_S(t)$. On the other hand, it is known that dissipation is connected with a loss of quantum purity. Thus one has to describe the system in terms of the density matrix or its equivalent forms, such as the Wigner function, for example. But how to find equations of motion for the density matrix?

An answer was given in Refs. [66, 67, 68, 69, 70]: one should start not from the Schrödinger equation for a wave function, but from the von Neumann–Liouville equation for the statistical operator, considering $F_t$ and $G_t$ as stochastic forces and performing some averaging over these forces. This averaging results in an information drain from the quantum system $S$. So irreversibility is verified and the entropy of the system changes due to the random character of the classical fields. However, by using a single stochastic force one obtains equations which not always preserve the property of positivity of the statistical operator. Our goal here is to show that correct equations, satisfying all principles of QM, can be derived in a very simple way, if one introduces two classical stochastic forces, instead of a single one, besides one regular dissipative function. Such a derivation was not done earlier, as far as we know.

The equation for the time evolution of the density matrix following from Hamiltonian (24) reads

$$\frac{d\tilde{\rho}_t}{dt} = \frac{1}{i\hbar} \left[ \hat{H}_{ef}(t) + \tilde{W}(\tilde{x}, \hat{P}, t), \tilde{\rho}_t \right],$$

(26)

where

$$\hat{H}_{ef}(t) = e^{-\Gamma_t \hat{P}^2/(2m)} + V(\tilde{x}, t) e^{\Gamma_t},$$

(27)

$$\tilde{W}(\tilde{x}, \hat{P}, t) = -\Gamma_t \hat{P} (\dot{\tilde{x}} - \hat{F}_t) - \hat{P} \Gamma_t / m.$$  

(28)

$\tilde{W}(\tilde{x}, \hat{P}, t)$ is a stochastic operator if $F_t$ and $G_t$ are assumed as stochastic forces. The TD term $G_t^2 \exp(\Gamma_t)/2m$ was thrown out from $\hat{H}_{ef}(t)$ since it does not contribute to the equations of motion.

Using the unitary evolution operator $\hat{U}_t$ corresponding to the effective free Hamiltonian (27),

$$i\hbar \frac{d\hat{U}_t}{dt} = \hat{H}_{eff}(t) \hat{U}_t,$$

we make a unitary transformation

$$\hat{\tilde{\rho}}_t = \hat{U}_t \hat{\rho}_t \hat{U}_t^\dagger,$$

(29)

which removes the term $\hat{H}_{ef}(t)$ from Eq. (26):

$$i\hbar \frac{d\hat{\tilde{\rho}}_t}{dt} = \left[ \tilde{W}(\tilde{x}, \hat{P}, t), \hat{\tilde{\rho}}_t \right] = \tilde{W}(t), \hat{\tilde{\rho}}_t \right],$$

(30)

and where

$$\tilde{x}_t = U_t \tilde{x} U_t^\dagger, \quad \tilde{P}_t = U_t \hat{P} U_t^\dagger.$$  

(31)

A formal solution to Eq. (30) is

$$\hat{\tilde{\rho}}_t = \hat{\tilde{\rho}}_0 + \frac{1}{i\hbar} \int_0^t dt' \left[ \tilde{W}(t'), \hat{\tilde{\rho}}_0 \right].$$

(32)

Iterating Eq. (32) and deriving with respect to time we get the equation

$$\frac{d\tilde{\rho}_t}{dt} = \frac{1}{i\hbar} \left[ \tilde{W}(t), \tilde{\rho}_0 \right] + \frac{1}{(1\hbar)^2} \int_0^t dt' \left[ \tilde{W}(t), \tilde{W}(t'), \tilde{\rho}_0 \right];$$

(33)

which is still exact. Its physical content is the same as Eq. (30). Using the RHS of (32) for $\tilde{\rho}_0$, and inserting it in (33) recursively, we obtain an infinite series

$$\frac{d\tilde{\rho}_t}{dt} = \frac{1}{i\hbar} \tilde{W}(t), \tilde{\rho}_0) + \sum_{k=1}^{\infty} \frac{1}{(1\hbar)^{k+1}} \int_0^t dt_1 \cdots \int_0^{t_{k-1}} dt_k$$

$$\times \left[ \tilde{W}(t), \tilde{W}(t_1), \cdots \tilde{W}(t_k), \tilde{\rho}_0 \right].$$

(34)

The next step is to perform averaging over stochastic forces in Eq. (34). We assume that classical stochastic functions $F_t$ and $G_t$ are Gaussian with zero average values, $\bar{F}_t = \bar{G}_t = 0$, and that they are delta-correlated with a TD function (not a stationary process):

$$\bar{F}_t F_{t_2} = 2A_{t_1} \delta(t_1 - t_2),$$

(35)

$$\bar{G}_t G_{t_2} = 2m^2 B_{t_1} \delta(t_1 - t_2),$$

(36)

$$\bar{F}_t G_{t_2} = 2mc_{t_1} \delta(t_1 - t_2).$$

(37)

Moreover, we take into account the important properties of Gaussian stochastic processes, namely,

$$\bar{J}_{t_1} J_{t_2} \cdots J_{t_{2n+1}} = \sum_{\text{all pairs}} \bar{J}_{t_i} J_{t_j} \cdot \bar{J}_{t_k} J_{t_l},$$

(38)

where the average is over ensembles. Since stochastic operators $\tilde{W}(t_k)$ are linear combinations of $\tilde{x}_t$, $\tilde{P}_t$, only the terms with even numbers of operators $\tilde{W}(t_k)$ survive after the averaging in Eq. (34), so that we arrive at the series containing only even powers of $\hbar$:

$$\frac{d\tilde{\rho}_t}{dt} = \sum_{k=1}^{\infty} \frac{1}{(1\hbar)^{2k}} \tilde{\rho}_{2k}(t).$$

(39)

The first term of this expansion is a sum of four integrals containing double commutators,

$$\tilde{\rho}_{2}(t) = \int_0^t dt' e^{\Gamma_t + \Gamma_{t'} \bar{F}_t F_{t'} \bar{F}_t} \tilde{x}_t, \tilde{P}_t, \tilde{\rho}_0)$$

$$+ m^{-1} e^{\Gamma_t} \int_0^t dt' F_t G_{t'} \tilde{x}_t, \tilde{P}_t, \tilde{\rho}_0)$$

$$+ m^{-1} e^{\Gamma_t} \int_0^t dt' e^{\Gamma_{t'} \bar{G}_t G_{t'} \bar{P}_t, \tilde{\rho}_0)}$$

$$+ m^{-2} e^{\Gamma_t} \int_0^t dt' \bar{G}_t G_{t'} \tilde{P}_t, \tilde{\rho}_0).$$
which can be easily calculated due to the presence of delta-functions in Eqs. (35)–(37), resulting in the following expression:

\[ \dot{x}_2(t) = A_te^{2\Gamma_t} [\hat{x}_t, [\hat{x}_t, \hat{p}_t]] + B_t \left[ \hat{P}_t, \left[ \hat{P}_t, \hat{p}_t \right] \right] 
+ C_t e^{\Gamma_t} \left( [\hat{x}_t, \hat{P}_t, \hat{p}_t] + \left[ \hat{P}_t, [\hat{x}_t, \hat{p}_t] \right] \right) \] (40)

Continuing these steps, we see that the structure of the term \( \dot{x}_2(t) \) is repeated each time, resulting finally in replacing the initial operator \( \hat{p}_0 \) by the time dependent operator \( \hat{p}_t \). Thus we obtain the following closed equation governing the time evolution of the statistical operator averaged over stochastic forces (see Appendix A for details of the derivation):

\[ \frac{d\hat{p}_t}{dt} = \frac{1}{i\hbar} \left[ \hat{H}_f(t), \hat{p}_t \right] - \frac{1}{\hbar^2} \left( A_te^{2\Gamma_t} [\hat{x}_t, [\hat{x}_t, \hat{p}_t]] 
+ B_t [\hat{P}_t, \left[ \hat{P}_t, \hat{p}_t \right]] + 2C_t e^{\Gamma_t} [\hat{x}_t, \left[ \hat{P}_t, \hat{p}_t \right]] \right). \] (41)

We would like to emphasize that no truncations of higher order terms were done in deriving Eq. (41), so this equation holds for any TD force strengths (coefficients \( A_t, B_t, C_t \)). A possible additional term proportional to \( [\hat{P}_t, [\hat{x}_t, \hat{p}_t]] \) in the RHS of Eq. (41) is redundant because of the identity \( [\hat{x}_t, [\hat{P}_t, \hat{p}_t]] = [\hat{P}_t, [\hat{x}_t, \hat{p}_t]] \). Had we assumed one force \( F_1 \) only, the coefficients \( B_t \) and \( C_t \) would be zero. Equation (41) is structurally analogous to that obtained by Hu, Paz and Zhang [8], although their TD coefficients were derived assuming a reservoir made of HO’s, while ours are purely phenomenological. Below we show that the associated Wigner functions coincide, and as such Eq. (41) contains the non-Markovian effects (in the sense of Refs. [70, 72–82], i.e., time-dependent diffusion and drift coefficients). In our derivation, limits as high or low-temperature, strong or weak-coupling have no room for discussion since all the effects of the environment on the system depend on the adopted values for the four TD parameters. In particular, for coefficients \( A, B \) and \( C \) being time-independent one retrieves the Markovian limit.

Eq. (41) cannot be immediately identified with Eq. (9), due to different meanings of the variables \( \hat{p} \) (physical momentum) in (9) and \( \hat{P} \) (canonical momentum) in (41), besides the presence of the factors \( \exp(\Gamma_t) \) and \( \exp(2\Gamma_t) \). However, it is easy to show that these equations are physically equivalent, because they give the same Wigner function for the mapped physical coordinates.

The equations of motion of first and second moments for the canonical variables are (the average values are defined as \( \langle \hat{A} \rangle \equiv \text{Tr} (\hat{A} \hat{p}_0) \))

\[ \frac{d}{dt} \langle \hat{x} \rangle / dt = e^{-\Gamma_t} \langle \hat{P} \rangle / m, \quad \frac{d}{dt} \langle \hat{P} \rangle / dt = -\partial V / \partial x e^{\Gamma_t}, \]
\[ \frac{d}{dt} \langle \hat{x}^2 \rangle / dt = e^{-\Gamma_t} \langle [\hat{x}, \hat{P}] \rangle / m + 2B_t, \]
\[ \frac{d}{dt} \langle \hat{P}^2 \rangle / dt = -\langle [\hat{P}, \partial V / \partial x] \rangle e^{\Gamma_t} + 2A_t e^{2\Gamma_t}, \]

\[ \frac{d}{dt} \langle [\hat{x}, \hat{P}] \rangle / dt = \frac{2}{m} \langle \hat{P}^2 \rangle e^{-\Gamma_t} - 2\langle \hat{x} \partial V / \partial x \rangle e^{\Gamma_t} + 4C_t e^{2\Gamma_t}, \]

and one notices that these equations contain the TD exponential factors \( \exp(\pm \Gamma_t) \). However, passing to the physical momentum (41), we get rid of these factors,

\[ \frac{d}{dt} \langle \hat{x} \rangle / dt = \frac{\langle \hat{p} \rangle}{m}, \quad \frac{d}{dt} \langle \hat{p} \rangle / dt = -\partial \hat{V} / \partial \hat{x} - \Gamma_t \langle \hat{p} \rangle, \]
\[ \frac{d}{dt} \langle \hat{x}^2 \rangle / dt = m^{-1} \langle [\hat{x}, \hat{p}] \rangle + 2B_t, \quad \frac{d}{dt} \langle \hat{p}^2 \rangle / dt = -\langle [\hat{p}, \partial \hat{V} / \partial \hat{x}] \rangle - 2\Gamma_t \langle \hat{p}^2 \rangle + 2A_t. \] (43)

Comparing Eqs. (12) and (13) with (42) and (43), we see that they coincide if \( \hat{V}(x) = m\omega_0^2\hat{p}^2 / 2, \Gamma_t = 2\lambda t, \) and \( \mu = \lambda \). Then comparing equations for the covariances of the physical momentum and coordinate, one can verify that they satisfy the matrix equation (14) if the diffusion coefficients are identified as

\[ A_t = D_x (t), \quad B_t = D_p (t), \quad C_t = D_z (t). \] (47)

In what follows we will show the equivalence between the Wigner function \( W^P(Q,t) \) in the canonical phase space, \( Q = (x,P) \) with the Wigner function in the physical variables phase space \( W(q,t) \). The \( W^P(Q,t) \) is governed by the Fokker–Planck equation (11) with time-dependent drift and diffusion matrices,

\[ A^P = \begin{pmatrix} 0 & -m\omega_0^2 e^{\lambda t} / m \\ -m\omega_0^2 e^{\lambda t} / m & 0 \end{pmatrix}, \quad D^P = \begin{pmatrix} B_t & C_t e^{\lambda t} \\ C_t e^{\lambda t} & A_t e^{2\lambda t} \end{pmatrix}. \]

The solution of Eq. (11) for the function \( W(Q,t) \) can be written as

\[ W^P(Q,t) = \int G^P(Q, Q', t) W^P(Q', 0) dQ', \]

where the propagator is given by the formula (40, 52)

\[ G^P(Q, Q', t) = \left( 2\pi \sqrt{\det \mathbf{N}(t)} \right)^{-1} \exp \left[ \frac{1}{2} \left( \mathbf{Q} - \mathbf{R}^P(t) \mathbf{Q}' \right) \mathbf{N}^{-1}(t) \left( \mathbf{Q} - \mathbf{R}^P(t) \mathbf{Q}' \right) \right]. \] (48)
Differential equations for three different matrix elements of the symmetrical matrix $\mathbf{N}(t)$ have the form
\[
\begin{align*}
\frac{dN_{11}}{dt} &= 2e^{-\lambda t}N_{12}/m + 2B_t, \\
\frac{dN_{12}}{dt} &= e^{-\lambda t}N_{22}/m - m\omega_0^2e^{\lambda t}N_{11} + 2C_t e^{\lambda t}, \\
\frac{dN_{22}}{dt} &= -2m\omega_0^2e^{\lambda t}N_{12} + 2A_t e^{2\lambda t}.
\end{align*}
\]
Doing the substitution \((\ref{eq:substitution})\) and the changes
\[
N_{22} = e^{2\lambda t}M_{22}, \quad N_{12} = e^{\lambda t}M_{12}, \quad N_{11} = M_{11}
\]
we obtain the equations for elements of matrix $\mathbf{M}(t)$ with time-independent drift and diffusion matrices, given by Eqs. \((\ref{eq:drift})\) and \((\ref{eq:diffusion})\) with $\lambda = \mu$. Then one can verify that the propagators in the canonical and physical phase spaces are related by a simple formula
\[
G^P(Q, Q', t) = e^{-\lambda t}G(q, q', t). \quad (\text{49})
\]
Therefore, as the initial Wigner function is the same in both coordinate systems, $W^P(Q, 0) = W(q, 0)$, the Wigner function at any time becomes
\[
W^P(Q, t) = \int G^P(Q, Q', t)W^P(Q', 0) dQ'.
\]
\[
= \int e^{-\lambda t}G(x, p, x', p', t)W(x', p', 0)e^{\lambda t}dx'dp'
\]
\[
= \int G(x, p, x', p', t)W(x', p', 0) dx'dp'
\]
\[
= W(q, t). \quad (\text{50})
\]
Thus the master equation \((\text{41})\) is completely equivalent to the translationally invariant ($\lambda = \mu$) form of the master equation for quantum Brownian motion \((\text{2})\) with operators \((\text{6})\) and \((\text{5})\).

IV. SUMMARY AND CONCLUSIONS

We have analyzed the phenomenological approach to build a master equation for describing the irreversible and dissipative dynamical evolution of the state of a quantum system $\mathcal{S}$, under the influence of an unspecified environment. In contradistinction to the microscopic approach that models the environment as a reservoir $\mathcal{R}$ made of an infinite number of degrees of freedom (for example, harmonic oscillators), the phenomenological approach makes use of dissipative functions and stochastic forces. We showed that the Newton equation of motion for $\mathcal{S}$ does not change by introducing two such forces instead of only one, however when we do the quantization of the system, both forces become quite important, contributing on equal footing. We derived from first principles, with a Lagrangian containing one dissipative function and two stochastic forces, the master equation describing the quantum Brownian motion (of a harmonic oscillator) with translationally invariant damping and the most general bilinear (with respect to the coordinate and momentum operators) relaxation superoperator, which can be reduced to an equivalent differential equation of the Fokker–Planck type. However, the TD phenomenological parameters entering the forces cannot be determined within the framework of the phenomenological approach; they should be fixed either from experimental data that reproduce relevant physical properties of $\mathcal{S}$ or from some other considerations, such as the requirement of satisfying the positivity constraint \((\text{13})\) or by fitting properties at thermal equilibrium. In this direction we verified that the master equations derived in \((\text{76, 77, 78})\), containing non-Markovian effects (present in their TD coefficients) are accounted in our derivation where the environment is simulated by two effective forces and the dissipative function, instead of assuming an interaction with an infinite set of HO’s.

We would like to emphasize that by averaging over the stochastic forces, we did not disregard any term (see Appendix for details). In this sense, the phenomenological derivation of the master equation is as exact as other approaches \((\text{78})\). Of course, this happened due to the choice of correlation functions in the form of delta functions, albeit multiplied by time-dependent strength factors. The pertinent question, what could happen in the most general non-Markovian case, when correlation functions, such as $A(t_1, t_2)$, are arbitrary functions of the time difference $t_1 - t_2$ (colored noise), requires a separate study. Certainly, the phenomenological approach used in this paper has limitations, because it is based on some effective Lagrangian. Therefore, although it works well for one-dimensional systems (or isotropical multidimensional ones), it will fail for generic multidimensional systems with several independent damping coefficients, because no effective Lagrangian can be found for such systems \((\text{83, 80})\). This explains also why only a subfamily of master equations \((\text{6})\), restricted by the condition $\lambda = \mu$ (translationally invariant damping), can be obtained within the framework of the scheme used in this paper: there are no effective Lagrangians for $\lambda \neq \mu$ [i.e., for two “friction forces” in the classical equations of motion \((\text{7})\) and \((\text{5})\)].
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APPENDIX A: DERIVATION OF THE PHENOMENOLOGICAL MASTER EQUATION

Iterating Eq. \((\text{32})\) once more we get the formal solution
\[
\dot{\rho}_t = \dot{\rho}_0 + \frac{1}{i\hbar} \int_0^t dt_1 \left[ \dot{W}(t_1), \dot{\rho}_0 \right] + \left( \frac{1}{i\hbar} \right)^2 \int_0^t dt_1 \int_0^{t_1} dt_2 \left[ W(t_1), \left[ \dot{W}(t_2), \dot{\rho}_{t_2} \right] \right], \quad (\text{A1})
\]
and deriving it with respect to time we get Eq. \ref{eq:A3}. Using the RHS of \ref{eq:A1} for $\hat{\rho}_t$, inserting it in the RHS of Eq. \ref{eq:A3} and keeping even terms in $\hat{W}$ (because only the even terms will survive after averaging over the ensemble), Eq. \ref{eq:A3} may be written as an infinite series

$$\frac{d\hat{W}_t}{dt} = \frac{1}{(i\hbar)^2} \int_0^t dt' \left[ \hat{W}(t), \left[ \hat{W}(t'), \hat{\rho}_0 \right] + \frac{1}{(i\hbar)^2} \right. \\
\times \left. \int_0^{t'} dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \int_0^{t_3} dt_4 \cdots \right]$$

or

$$\frac{d\hat{\rho}_t}{dt} = \frac{1}{(i\hbar)^2} \int_0^t dt' \left[ \hat{W}(t), \left[ \hat{W}(t'), \hat{\rho}_0 \right] \right.$$

$$+ \frac{1}{(i\hbar)^2} \int_0^t dt' \left[ \hat{W}(t), \left[ \hat{W}(t'), \Sigma_{k=1}^{\infty} \frac{1}{(i\hbar)^{2k}} \right. \right.$$

$$\times \left. \int_0^{t'} dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \int_0^{t_3} dt_4 \cdots \right]$$

$$\left. \times \hat{W}(t_1), \hat{W}(t_2), \hat{W}(t_3), \hat{W}(t_4), \hat{\rho}_0 \right\}$$

\begin{equation} \tag{A2} \end{equation}

with $t'_0 \equiv t'$. Averaging the quadratic term in $\hat{W}(\cdot)$ of \ref{eq:A2}, we get the four terms of Eq. \ref{eq:A10}. Averaging the quartic in $\hat{W}(\cdot)$,

$$\frac{1}{(i\hbar)^2} \int_0^t dt' \int_0^{t'} dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \int_0^{t_3} dt_4 \cdots$$

\begin{equation} \tag{A10} \end{equation}

we obtain sixteen terms, which together with the four terms of \ref{eq:A10} give the expression

$$\frac{1}{(i\hbar)^2} \left\{ A_{\epsilon \epsilon} e^{2i\epsilon t} \left[ \hat{x}(t), \left[ \hat{x}(t), \hat{\rho}_t \right] \right.$$

$$+ C_{\epsilon \epsilon} e^{2i\epsilon t} \left[ \hat{P}(t), \left[ \hat{P}(t), \hat{\rho}_t \right] \right.$$

$$+ B_{\epsilon \epsilon} \left[ \hat{P}(t), \left[ \hat{P}(t), \hat{\rho}_t \right] \right. \right.$$

\begin{equation} \tag{A3} \end{equation}

where

$$\hat{\rho}_t = \hat{\rho}_0 + \frac{1}{(i\hbar)^2} \int_0^t dt'' \left\{ A_{\epsilon \epsilon} e^{2i\epsilon t''} \left[ \hat{x}(t''), \left[ \hat{x}(t''), \hat{\rho}_0 \right] \right.$$

$$+ C_{\epsilon \epsilon} e^{2i\epsilon t''} \left[ \hat{P}(t''), \left[ \hat{P}(t''), \hat{\rho}_0 \right] \right.$$

$$+ B_{\epsilon \epsilon} \left[ \hat{P}(t''), \left[ \hat{P}(t''), \hat{\rho}_0 \right] \right. \right.$$

Finally, after averaging and collecting all terms in Eq. \ref{eq:A2}, one obtains the master equation in the interaction picture

$$\frac{d\hat{\rho}_t}{dt} = \frac{1}{(i\hbar)^2} \left\{ A_{\epsilon \epsilon} e^{2i\epsilon t} \left[ \hat{x}_t, \left[ \hat{x}_t, \hat{\rho}_t \right] \right. \right.$$

$$+ C_{\epsilon \epsilon} e^{2i\epsilon t} \left[ \hat{P}_t, \left[ \hat{P}_t, \hat{\rho}_t \right] \right. \right.$$

\begin{equation} \tag{A4} \end{equation}

which is exact. Note that on the RHS of Eq. \ref{eq:A3} the density operator is time-independent whereas it is TD in Eq. \ref{eq:A1}.

To illustrate the calculations, let us consider an example of quartic terms of the form

$$\frac{1}{(i\hbar)^2} \int_0^t dt' \int_0^{t'} dt'' \int_0^{t''} dt''' \exp \left( \Gamma_t + \Gamma_{t'} + \Gamma_{t''} + \Gamma_{t'''} \right)$$

$$\times F_{t} F_{t'} F_{t''} F_{t'''} \left[ \hat{x}_t, \left[ \hat{x}_{t'}, \left[ \hat{x}_{t''}, \left[ \hat{x}_{t'''}, \hat{\rho}_0 \right] \right] \right] \right.$$}

They give the following terms in the master equation:

$$\frac{d\hat{\rho}_t}{dt} = \frac{2}{(i\hbar)^2} \int_0^t dt_2 e^{\Gamma_{t_1} + \Gamma_{t_2}} A_{\epsilon} \delta (t - t_2) \left[ \hat{x}_{t_2}, \hat{\rho}_0 \right]$$

$$+ \frac{2^2}{(i\hbar)^2} \int_0^t dt_2 \int_0^{t_2} dt_3 \int_0^{t_3} dt_4 e^{\Gamma_{t_1} + \Gamma_{t_2} + \Gamma_{t_3} + \Gamma_{t_4}}$$

$$\times \left[ \hat{x}_{t_4}, \left[ \hat{x}_{t_3}, \left[ \hat{x}_{t_2}, \hat{\rho}_0 \right] \right] \right] \right.$$}

$$+ \left\{ A_{\epsilon} \delta (t - t_2) A_{\epsilon} \delta (t_2 - t_3) A_{\epsilon} \delta (t_3 - t_4) \right.$$}

$$+ A_{\epsilon} \delta (t - t_2) A_{\epsilon} \delta (t_2 - t_3) A_{\epsilon} \delta (t_3 - t_4) \right.$$}

$$+ A_{\epsilon} \delta (t - t_3) A_{\epsilon} \delta (t_3 - t_4) \right.$$}

$$+ A_{\epsilon} \delta (t - t_4) A_{\epsilon} \delta (t_4 - t_5) \right.$$}

$$+ \cdots \right.$$}

Due to the time ordering $t \geq t_2 \geq t_3 \geq t_4$, only the products of delta-functions $\delta (t - t_2) \delta (t_3 - t_4)$ contribute to the integral, and in general,

$$\prod_{i=1}^{n} A_{t_{2i-1}} \delta (t_{2i-1} - t_{2i}) \right.$$}

Thus the terms proportional to the coefficient $A_{\epsilon}$ can be combined as follows,

$$\frac{d\hat{\rho}_t}{dt} = \frac{A_{\epsilon}}{(i\hbar)^2} e^{2i\epsilon t} \left[ \hat{x}_t, \left[ \hat{x}_t, \hat{\rho}_t \right] \right.$$}

$$+ C_{\epsilon} e^{2i\epsilon t} \left[ \hat{P}_t, \left[ \hat{P}_t, \hat{\rho}_t \right] \right.$$}

$$+ B_{\epsilon} \left[ \hat{P}_t, \left[ \hat{P}_t, \hat{\rho}_t \right] \right.$$}

Finally, after averaging and collecting all terms in Eq. \ref{eq:A2}, one obtains the master equation in the interaction picture

\begin{equation} \tag{A4} \end{equation}

if one notices that

$$\hat{\rho}_t = \hat{\rho}_0 + \frac{1}{(i\hbar)^2} \int_0^t dt_3 A_{\epsilon} e^{2i\epsilon t_3} \left[ \hat{x}_{t_3}, \left[ \hat{x}_{t_3}, \hat{\rho}_0 \right] \right.$$}

The factor $1/2$ in the first line of \ref{eq:A6} occurs due to the integration of the Dirac delta function over a semi-infinite interval. We emphasize that Eq. \ref{eq:A6} is exact under the assumption \ref{eq:A35}, because no terms were disregarded.

Returning to the original operator $\hat{\rho}_t$, with the aid of the transformation \ref{eq:29}, we arrive at Eq. \ref{eq:A11}. \hfill \square
[1] L. Landau, Z. Phys. 45, 430 (1927) [English translation in Collected papers of L. D. Landau, edited by D. Ter Haar (Gordon & Breach, New York, 1965), p. 8].

[2] F. Bloch, Phys. Zeit. 29, 58 (1928).

[3] W. Pauli, in Probleme der Modernen Physik, Arnold Sommerfeld zum 60. Geburtstag, edited by P. Debye (Hirzel, Leipzig, 1928), p. 30 [English translation in Collected Scientific Papers by Wolfgang Pauli, edited by R. Kronig and V. F. Weisskopf (Interscience Publ., New York, 1964), p. 549].

[4] V. Weisskopf and E. Wigner, Z. Phys. 63, 54 (1930).

[5] L. van Hove, Physica 23, 441 (1957).

[6] E. W. Montroll and K. E. Shuler, J. Chem. Phys. 26, 454 (1957).

[7] R. W. Zwanzig, J. Chem. Phys. 28, 365 (1958).

[8] M. Toda, J. Phys. Soc. Japan 13, 1266 (1958).

[9] C. George, Physica 26, 453 (1960).

[10] V. M. Fain, Zhurn. Eksp. Teor. Fiz. 30, 4419 (1988).
(1994); A. Isar, A. Sandulescu, and W. Scheid, Phys. Rev. E 60, 6371 (1999); A. Isar, Fortschr. Phys. 47, 855 (1999).
[62] G. G. Adamian, N. V. Antonenko, and W. Scheid, Nucl. Phys. A 645, 376 (1999).
[63] B. Vacchini, J. Math. Phys. 43, 5446 (2002).
[64] O. Brodier and A. M. Ozorio de Almeida, Phys. Rev. E 69, 016204 (2004).
[65] G. W. Ford, J. T. Lewis, and R. F. O’Connell, Phys. Rev. Lett. 55, 2273 (1985).
[66] G. J. Papadopoulos, J. Phys. A 6, 1479 (1973).
[67] I. R. Svin’in, Teor. Mat. Fiz. 27, 270 (1976) [Theor. Math. Phys. 27, 478 (1977)].
[68] H. Dekker, Phys. Rev. A 16, 2126 (1977); Physica A 95, 311 (1979); Phys. Lett A 74, 15 (1979).
[69] J. R. Brinati and S. S. Mizrahi, J. Math. Phys. 21, 2154 (1980).
[70] R. Alicki and J. Messer, J. Phys. A 15, 3543 (1982).
[71] V. V. Dodonov and V. I. Man’ko, in Group Theoretical Methods in Physics. Proc. Second Int. Seminar, Zvenigorod, 1982, edited by M. A. Markov, V. I. Man’ko and A. E. Shabad (Harwood Academic, London, 1985), Vol. 1, p. 705.
[72] A. Barchielli, Nuovo Cimento B 74, 113 (1983).
[73] H. Dekker and M. C. Valsakumar, Phys. Lett. A 104, 67 (1984).
[74] G. S. Agarwal, Phys. Rev. A 4, 739 (1971).
[75] A. O. Caldeira and A. J. Leggett, Physica A 121, 587 (1983).
[76] F. Haake and R. Reibold, Phys. Rev. A 32, 2462 (1985).
[77] W. G. Unruh and W. H. Zurek, Phys. Rev. D 40, 1071 (1989).
[78] B. L. Hu, J. P. Paz, and Y. Zhang, Phys. Rev. D 45, 2843 (1992); J. J. Halliwell and T. Yu, Phys. Rev. D 53, 2012 (1996); R. Karllein and H. Grabert, Phys. Rev. E 55, 153 (1997); G. W. Ford and R. F. O’Connell, Phys. Rev. D 64, 105020 (2001).
[79] V. V. Dodonov, O. V. Man’ko, and V. I. Man’ko, J. Russ. Laser Res. 16, 1 (1995); e-print quant-ph/0210030.
[80] C. Zerbe and P. Hänggi, Phys. Rev. E 52, 1533 (1995); A. Pereverzev, Phys. Rev. E 68, 026111 (2003); S. Maniscalco, J. Piilo, F. Intravaia, F. Petruccione, and A. Messina, Phys. Rev. A 70, 032113 (2004).
[81] F. Intravaia, S. Maniscalco, and A. Messina, Eur. Phys. J. B 32, 97 (2003); S. Maniscalco, J. Opt. B: Quantum Semiclassical Opt. 7, S398 (2005).
[82] M. Ban, J. Phys. A 39, 1927 (2006); Phys. Lett. A 359, 402 (2006).
[83] L. Diósi, Physica A 199, 517 (1993); P. Pechukas, Phys. Rev. Lett. 73, 1060 (1994); W. J. Munro and C. W. Gardiner, Phys. Rev. A 53, 2633 (1996); S. Kohler, T. Dittrich, and P. Hänggi, Phys. Rev. E 55, 300 (1997); S. M. Barnett and S. Stenholm, Phys. Rev. A 64, 033808 (2001); R. F. O’Connell, J. Opt. B: Quantum Semiclassical Opt. 5, S349 (2003); A. A. Budini, Phys. Rev. A 69, 042107 (2004); Y. V. Palchikov, Z. Kanokov, G. G. Adamian, N. V. Antonenko, and W. Scheid, Phys. Rev. E 71, 016122 (2005); S. Maniscalco, Phys. Rev. A 72, 024103 (2005).
[84] M. A. Dupertuis and S. Stenholm, J. Opt. Soc. Am. B 4, 1102 (1987); M. A. Dupertuis, S. M. Barnett, and S. Stenholm, J. Opt. Soc. Am. B 4, 1102 (1987); R. W. F. van der Plank and L. G. Suttorp, Eur. Phys. J. D 3, 183 (1998).
[85] P. Havas, Nuovo Cimento Suppl. 5, 363 (1957); G. Morandi, C. Ferrario, G. Lo Vecchio, G. Marmo, and C. Rubano, Phys. Rep. 188, 147 (1990).
[86] V. V. Dodonov, V. I. Man’ko, and V. D. Skarzhinsky, Hadronic Journal 4, 1734 (1981); S. Okubo, Phys. Rev. A 23, 2776 (1981); J. Cislo and J. Lopuszański, J. Math. Phys. 42, 5163 (2001).
[87] H. Bateman, Phys. Rev. 38, 815 (1931).
[88] P. Caldirola, Nuovo Cimento 18, 393 (1941); E. Kanai, Prog. Theor. Phys. 3, 440 (1948).
[89] E. H. Kerner, Can. J. Phys. 36, 371 (1958); R. W. Hasse, J. Math. Phys. 16, 2005 (1975); J. Messer, Acta Phys. Austriaca 50, 75 (1979); V. V. Dodonov and V. I. Man’ko, Phys. Rev. A 20, 550 (1979); C.-I. Um, K.-H. Yeon, and T. F. George, Phys. Rep. 362, 63 (2002).