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ABSTRACT

Training speaker-discriminative and robust speaker verification systems without speaker labels is still challenging and worthwhile to explore. In this study, we propose an effective self-supervised learning framework and a novel regularization strategy to facilitate self-supervised speaker representation learning. Different from contrastive learning-based self-supervised learning methods, the proposed self-supervised regularization (SSReg) focuses exclusively on the similarity between the latent representations of positive data pairs. We also explore the effectiveness of alternative online data augmentation strategies on both the time domain and frequency domain. With our strong online data augmentation strategy, the proposed SSReg shows the potential of self-supervised learning without using negative pairs and it can significantly improve the performance of self-supervised speaker representation learning with a simple Siamese network architecture. Comprehensive experiments on the VoxCeleb datasets demonstrate that our proposed self-supervised approach obtains a 23.4\% relative improvement by using our proposed strong online data augmentation strategy, outperforming other previous works.

Index Terms— Self-supervised learning, self-supervised regularization, speaker verification, speaker embedding, data augmentation

1. INTRODUCTION

Speaker verification (SV) is a task to identify the true characteristics of the speaker from speech samples and to accept or discard the identity claimed by the speaker. Nowadays, automatic speaker verification technologies and systems have been widely used in many e-commerce applications, general business interactions, and even forensics. Additionally, speaker representations can also be crucial to speaker diarization, automatic speech recognition, speech synthesis, and voice conversion tasks. Although great progress has been made on supervised SV systems with various proposed deep neural network architectures \([1, 2, 3]\), novel loss functions \([4, 5, 6, 7]\), different pooling methods \([8, 9]\), and frameworks for domain mismatch \([10, 11, 12]\), they inevitably rely on the availability of large-scale annotated datasets. However, manual annotation of large-scale datasets can be extremely costly and privacy-sensitive when involving biometrics. Thus, it is worthwhile to explore learning meaningful speaker representations by leveraging a large amount of unlabeled data.

Self-supervised learning (SSL) can utilize unlabeled data to learn useful representations, thereby it has received more and more attention in many fields recently. In the computer vision domain, contrastive learning-based methods like SimCLR \([13]\) and MoCo \([14]\) introduce positive and negative data pairs and encourage latent representations of positive pairs to be similar and those of negative pairs to be dissimilar. Although these approaches can explicitly avoid mode collapse in this way, both of them require a large number of negative samples to achieve decent performance. Recently, other approaches \([15, 16]\) using asymmetric architectures can achieve competitive performance without explicit strategies for avoiding collapse (e.g., using negative samples). While some of these methods are not well understood, the core idea behind these self-supervised learning methods is aiming to learn invariant representations from unlabeled data under different data augmentations.

For speaker recognition, researchers have also explored contrastive learning-based self-supervised learning methods \([17, 18, 19, 20, 21]\). In \([18]\), an augmentation adversarial training strategy is introduced to learn channel-invariant speaker representations. In \([21]\), it utilizes a prototypical memory bank to improve the performance of the MoCo speaker embedding system. However, these methods rely on complex training strategies (e.g., adversarial training), architectures (e.g., momentum encoder, large size dynamic queue), or a huge number of negative samples.

In this study, we propose a novel self-supervised speaker representation learning method without involving adversarial training, momentum encoder, clustering for pseudo labels, or a large number of negative samples. Our framework consists of a self-supervised learning module and a novel self-supervised regularization (SSReg) module based on the Siamese network architecture. To the best of our knowledge, this is the first study to explore and propose a self-supervised regularization strategy for improving the performance of self-supervised speaker representation learning. Instead of using both positive and negative pairs as contrastive learning, the proposed SSReg can learn meaningful speaker embeddings using only positive sample pairs with a simple Siamese network. It pays attention to the similarity between latent representations of randomly segmented positive pairs exclusively, without using negative pairs. Based on the proposed strong online data augmentation strategy, experimental results indicate that the proposed SSReg can significantly boost the performance of self-supervised speaker verification. Our method outperforms many previous works with a simpler and more effective architecture.

2. RELATED WORK

As a subset of unsupervised learning, self-supervised learning has been explored in the computer vision domain. Recently, contrastive learning methods gained attention and greatly diminished the gap...
between the performance of supervised learning and self-supervised learning. Most of them are based on the InfoNCE loss with the core idea of attracting the positive sample pairs and spreading the negative samples pairs. However, they usually require plenty of negative pairs to work well. For example, MoCo introduces and maintains a dynamic queue with large size to store more negative samples. SimCLR directly utilizes a large batch size to provide sufficient negative samples from the current batch. Accordingly, these methods result in a large overhead in memory requirements.

For the speaker verification task, it is reasonable to apply contrastive learning since its loss function encourages the learned speaker embeddings to be close for positive pairs and distant for negative pairs. With this optimization goal, learned embeddings tend to be compact for intra-class variations and separable for inter-class variations. In [12, 13], researchers have shown promising results of contrastive learning with their proposed semi-supervised and self-supervised learning frameworks. Moreover, an augmentation adversarial training strategy was proposed in [13] to encourage the learned speaker embeddings to be channel-invariant. However, adversarial training with gradient reversal layer is substantially complex and unstable for training. Recently, MoCo and SimCLR were also explored on speaker verification task [22, 21] as self-supervised, semi-supervised or pre-training frameworks. Moreover, an augmentation strategy, our approach can significantly improve the performance and consistency of the whole self-supervised speaker verification system.

3. METHODOLOGY

In this section, we introduce our proposed approach for self-supervised speaker representation learning. Firstly, to obtain good speaker embeddings, we should ensure that the learned speaker embeddings have the characteristic of intra-class compactness and inter-class separation. Thus, we introduce a self-supervised learning module to encourage latent representations of positive pairs to be close and those of negative pairs to be separate. Meanwhile, to regularize the self-supervised learning module, we propose SSReg to learn robust and speaker-discriminative embeddings by using positive pairs only. Collaborating with the proposed online data augmentation strategy, our approach can significantly improve the performance and consistency of the whole self-supervised speaker verification system.

3.1. Self-supervised learning framework

The overview of our framework is illustrated in Fig. 1. It consists of the self-supervised learning module and the regularization module. The self-supervised learning module is comprised of (i) a representation network and (ii) the self-supervised angular prototype loss (AP); the self-supervised regularization module contains (iii) a projection MLP, (iv) a regularization MLP, and (v) the self-supervised regularization loss. The representation network and projection MLP are shared between the upper and lower branches. The representation network is responsible for extracting speaker embeddings, the projection MLP provides non-linear transformations for embeddings. Assuming for each mini-batch, we randomly select $M$ utterances without label information, denoted as $utt_1, utt_2, \ldots, utt_M$. For each utterance $utt_i$, we randomly segment it as two non-overlapping segments and apply random data augmentation on them, denoted as $utt_{i,1}\text{aug}$ and $utt_{i,2}\text{aug} (1 \leq i \leq M)$. Random data augmentation plays an important role which can provide various channel characteristics to the input and prevent the network from learning the similarity of channel information between segments instead of speaker characteristics. With the data augmentation, extracted speaker embeddings of the first and second segments from utterances of the $i$-th speaker can be represented as $z_{i,j}\text{aug}$ ($j=1 \text{or } 2$). Self-supervised AP loss [5] is applied to maximize the similarity between these embeddings from the same utterance (positive pairs) and minimize the similarity between embeddings from different utterances (negative pairs). The distance metric and loss function are defined as below,

$$S(z_i, z_j) = w \times \cosine(z_i, z_j) + b \quad (1)$$

$$L_{\text{ssl, ap}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp \left(S(z_{i,1}\text{aug}, z_{i,2}\text{aug})\right)}{\sum_{j=1}^{N} \exp \left(S(z_{i,1}\text{aug}, z_{j,2}\text{aug})\right)} \quad (2)$$

where $w$ and $b$ denote learnable weight and bias, respectively. $N$ in Equation 2 represents the number of speakers.

3.2. DNN-based regularization for self-supervised learning

The self-supervised learning module with the AP loss extracts speaker embeddings without extra labeling work. Data augmentation can enhance the robustness of speaker embedding networks, since it enables segments to contain different extrinsic variabilities.
However, channel information and other extrinsic factors are often remained in speaker embeddings and they are hard to be removed completely. Therefore, we explore and propose a novel regularization strategy to alleviate the interference of channel information and improve the robustness of the extracted speaker embeddings for self-supervised speaker representation learning. In particular, the proposed SSReg only focuses on positive pairs without using negative pairs during self-supervised training.

As shown in Fig. 1, speaker embeddings are processed by the following projection MLP $T_b$ and the regularization MLP $H_b$ in the next stage. Two output vectors of upper and lower branches are denoted as $p_{i,1} = H_b(T_b(a_{i,1},aug))$ and $g_{i,2} = T_b(a_{i,2},aug))$ for a positive pair. The shared projection MLP maps embeddings to the latent space by a non-linear transformation, and the regularization MLP in the upper branch will learn to reconstruct the transformed embedding $g_{i,2}$ from $p_{i,1}$. Ideally, speaker embeddings should contain speaker information only without other speaker-unrelated extrinsic factors, such as channel information. Thus, good speaker embeddings extracted from the same speaker should be very similar or even identical, regardless of their speech contents and channel environments. Towards this direction, we propose the DNN-based regularization strategy to regularize the self-supervised model training. To promote the invariance of embeddings from the same speaker, we hope that one speaker embedding can be reconstructed and matched for self-supervised speaker representation learning. In particular, we explore and propose a novel regularization strategy to alleviate the interference of channel information completely. Therefore, we explore the impact of online data augmentation on our regularized self-supervised learning framework. Reverbartion, additive noise, speed perturbation, and SpecAug are considered collectively in our online augmentation strategy. In conventional speaker recognition systems, off-line data augmentation is commonly used to provide only one kind of augmentation to a single input utterance and all augmented data are stored in advance for training. Instead, our online data augmentation allows multiple different augmentations randomly and collectively applied to each input utterance. We use MUSAN corpus with SNR between 3 to 15 for additive noise and RIR (room impulse response) for reverberation.

In the experiments, we explore the effectiveness of following data augmentation strategies, including (1) no data augmentation, (2) reverberation only, (3) additive noise only, (4) reverberation + additive noise, (5) reverberation + additive noise + SpecAug, and (6) reverberation + additive noise + speed perturbation + SpecAug.

The overall objective function is defined as a weighed sum of these two loss functions:

$$L = L_{ssl, sp} + \lambda L_{SSReg}$$

where $\lambda$ is the weight for SSReg.

4. EXPERIMENTAL SETTING

4.1. Datasets and feature extraction

We train our regularized self-supervised speaker verification system on the development set of VoxCeleb2 [23], which consists of around 1 million utterances from 5994 speakers. Performance of all systems are evaluated on the test set of VoxCeleb1 [24]. Additionally, we also study the impacts of different online data augmentation strategies on our self-supervised speaker verification system. To investigate the effectiveness of data augmentation, models are trained with different data augmentation strategies on the development set of VoxCeleb1 which contains 148,642 utterances for 1211 speakers. No speaker labels are used during training in all experiments.

For all the systems, we compute 40-dimensional log Mel-filterbanks with a frame-length of 25 ms and 10 ms shift. We apply mean and variance normalization (MVN) to the input. VAD is not applied since training data in the VoxCeleb mostly consists of continuous speech. For each input utterance, two segments of 1.95 seconds are randomly selected without overlapping.

4.2. Data Augmentation

Data augmentation has been proven to be crucial for both supervised and self-supervised representation learning. The increasing amount and variability of training data can improve the robustness of a speaker embedding system, and the learned speaker embeddings will be more robust to various extrinsic factors. Therefore, we explore the impact of online data augmentation on our regularized self-supervised learning framework. Reverberation, additive noise, speed perturbation, and SpecAug are considered collectively in our online augmentation strategy. In conventional speaker recognition systems, off-line data augmentation is commonly used to provide only one kind of augmentation to a single input utterance and all augmented data are stored in advance for training. Instead, our online data augmentation allows multiple different augmentations randomly and collectively applied to each input utterance. We use MUSAN corpus with SNR between 3 to 15 for additive noise and RIR (room impulse response) for reverberation.

In the experiments, we explore the effectiveness of following data augmentation strategies, including (1) no data augmentation, (2) reverberation only, (3) additive noise only, (4) reverberation + additive noise, (5) reverberation + additive noise + SpecAug, and (6) reverberation + additive noise + speed perturbation + SpecAug.

4.3. Model configurations and implementation details

We exploit the Thin-ResNet34 [5] with self-attentive pooling (SAP) as the representation network, followed by a 512-d fully connected (FC) layer. The projection MLP consists of two FC layers with hidden size of 512. Batch normalization (BN) and ReLU are applied after the first FC layer, and only BN is performed for the second FC layer. The regularization MLP contains two FC layers as well, with BN and ReLU performed on the first FC layer. Inspired by SimSiam [16], we use a bottleneck structure for the regularization MLP. The dimension of its input and output is 512, and its hidden layer’s dimension is set to 128. In this way, it can behave like an auto-encoder and might encourage the regularization MLP to digest the information.

For model training, we use the SGD optimizer with an initial learning rate of 3e-3 and momentum of 0.9. The learning rate is
reduced to 4e-5 with a cosine learning rate decay scheduler. The size of extracted speaker embeddings is 512 and the batch size is 250 for each GPU. We use two evaluation metrics to report the system performance: Equal Error Rate (EER) and minimum Detection Cost Function (minDCF) with \( p_{\text{target}} = 0.05 \). Cosine similarity scoring is used to evaluate the performance in the testing phase.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

5.1. Effectiveness of data augmentation

In the experiments, we investigate the impacts of data augmentation strategies on our self-supervised learning approach. We compare the performance of our framework applied with alternate data augmentations. From table 1, we can observe that adding reverberation and additive noise independently achieve 15.23% and 14.63% EER, respectively. Then, randomly applying reverberation and additive noise simultaneously can considerably boost the performance to 9.22% EER, with a relative 60.3% improvement in EER compared to the no augmentation applied system. With this data augmentation strategy, our system trained on the VoxCeleb1 dev set can achieve competitive performance and even outperform some previous methods which are trained on the VoxCeleb2. It illustrates the effectiveness of our data augmentation strategy and the remarkable performance of our regularized self-supervised learning framework. We also observe that adding SpecAug and speed perturbation cannot consistently gain performance, which is different from our empirical observation for supervised speaker verification. Our results indicate that a suitable and stronger data augmentation strategy is crucial to the self-supervised speaker representation learning framework. It dynamically provides various extrinsic variabilities during training to help reduce the interference of speaker-unrelated factors and improve the robustness of speaker embedding networks.

Table 1: The performance of self-supervised speaker representation learning with different data augmentation strategies. R: Reverberation, N: Additive Noise.

| Augmentation | Corpus | EER(%) | minDCF |
|--------------|--------|--------|--------|
| AP [18]      | Vox2   | 9.56   | 0.511  |
| AP + Ch [28] | Vox2   | 9.23   | 0.646  |
| AP + Ch [28] | Vox1   | 11.07  | 0.700  |
| No Aug       |        | 23.21  | 0.770  |
| R            |        | 15.23  | 0.666  |
| N            |        | 14.63  | 0.648  |
| R + N        |        | 9.22   | 0.483  |
| R + N + SpecAug |      | 9.66   | 0.500  |
| R + N + SpecAug + Speed | | 9.98   | 0.513  |

5.2. Evaluation of speaker embeddings

We investigate the impact of our regularized self-supervised learning framework on the VoxCeleb1 test set. We compare our method to [17, 19, 20, 18, 21, 28] which are some recently proposed unsupervised, self-supervised learning architectures for speaker representation learning. As shown in Table 2, applying the proposed SSReg independently without self-supervised AP loss can achieve 14.50% EER, which outperforms some previous works (e.g., Disent, CDDL, GCL, i-vector, and SimCLR). Different from contrastive learning, SSReg only considers the similarity between positive pairs and it does not rely on negative pairs. The results suggest that without utilizing any negative samples, our approach shows its potential for learning meaningful speaker embeddings in a self-supervised way. By incorporating SSReg with the self-supervised learning module, our method can generate superior performance and outperform previous works by achieving 6.99% EER. Compared to AP+AAAT and AP+Ch, SSReg can notably improve the performance with relative 19.2% and 15.6% reduction in EER, respectively. Without a momentum encoder, a huge number of negative samples (10000 used in [21]), or an intermediate clustering step, our method still outperforms MoCo+WaveAug and MoCo+WaveAug (ProtoNCE) with relative 19.0% and 15.1% reduction in EER, respectively. Therefore, the results demonstrate that our method is more effective and robust for self-supervised speaker verification even with a simpler architecture.

Table 2: The performance of self-supervised speaker representation learning evaluated on the Vox1 test set using our method.

| Systems                       | EER(%) | minDCF |
|-------------------------------|--------|--------|
| Disent [19]                   | 22.09  |        |
| CDDL [20]                     | 17.52  |        |
| GCL [17]                      | 15.26  |        |
| i-vector [15]                 | 15.28  | 0.627  |
| AP [18]                       | 9.56   | 0.511  |
| AP + AAT [18]                 | 8.65   | 0.454  |
| AP + Ch [28]                  | 8.28   | 0.610  |
| SimCLR [21]                   | 18.14  | 0.810  |
| MoCo + WaveAug [21]           | 8.63   | 0.640  |
| MoCo + WaveAug (ProtoNCE) [21]| 8.23   | 0.590  |
| Ours (w/o AP)                 | 14.50  | 0.621  |
| Ours (Full model)             | 6.99   | 0.434  |

Moreover, we also conduct experiments to investigate the impact of SSReg on self-supervised speaker verification performance. From Table 3, we observe that applying SSReg can greatly improve the performance. It achieves the best performance with 6.99% EER at \( \lambda = 0.08 \). There is a relative 23.4% reduction in EER compared to the system without applying regularization. The results confirm the effectiveness of the proposed method in speaker verification task.

Table 3: The effect of the weight \( \lambda \) for regularization on self-supervised speaker verification performance.

| Weight \( \lambda \) | EER (%) | minDCF |
|----------------------|---------|--------|
| 0                    | 9.13    | 0.490  |
| 0.01                 | 7.10    | 0.448  |
| 0.08                 | 6.99    | 0.434  |
| 0.1                  | 7.11    | 0.445  |
| 0.3                  | 7.22    | 0.441  |
| 0.5                  | 7.30    | 0.432  |

6. CONCLUSIONS

In this paper, we propose a self-supervised learning framework that consists of the self-supervised learning module and the self-supervised regularization module. With our well-designed online data augmentation strategy, the proposed self-supervised learning framework can effectively leverage unlabeled data to learn robust and speaker-discriminative embeddings. In particular, the proposed DNN-based self-supervised regularization enables a simple Siamese network to learn robust speaker embeddings by using positive pairs only. Moreover, SSReg can significantly improve the performance of self-supervised learning. Experimental results demonstrate that our method outperforms previous works with a simpler but more effective framework. This work can provide a new direction to study the speaker verification task with self-supervised learning methods.
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