Approaches to determining the kinetics for the formation of a nano-dispersed substance from the experimental distribution functions of its nanoparticle properties
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In the present paper, we discuss the kinetic equations for the evolution of particles of a nanodispersed substance, distinguishing by properties (sizes, velocities, positions, etc.). The aim of the present investigation is to determine the coefficients for the equations by the distribution functions, which are obtained experimentally. The experiment is characterized by the time interval, which is needed for the measurement of the distribution function. However, the nanodispersed substance is obtained from a highly supersaturated solution or vapor and this time interval is large, thus, one is able to measure distribution functions only when the processes of the integration and the fragmentation of the particles become rather slow. So it is advisable to reconstruct the kinetics for the formation of a nanodispersed substance by the experimental distribution functions measured when the processes are rather slow. The first problem that arises is the obtaining of correct equations, and, hence, the derivation of the equations from each other. From the discrete system of equations for the evolution of discrete distribution functions of particles of a nanodispersed substance, we obtain the continuum equation of the Fokker-Planck type, or of the Einstein-Kolmogorov type, or of the diffuse approximation on the distribution function of nanoparticles distinguishing by the numbers of molecules forming them. We consider the distribution functions, which approximate the experimental data. We determine the coefficients for the equation of the Fokker-Planck type by the stationary and non-stationary distribution functions of a nanodispersed substance. Due to unity of the kinetic approach, the present work may be useful for specialists of various areas, who study the evolution of structures (not only with nanosize) with differing properties.
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Statement of the problem

The problem, which is solved, is the mathematical description of the kinetics of the emerging, growth and aggregation of nanoparticles by their experimental distribution functions by properties.

The nanodispersed substance is obtained from a highly supersaturated solution or vapor. Significant supersaturation is required to ensure that during formation the particles do not have time to grow to sizes larger than nanometers, the nanoparticles have emerged in sufficient quantity so that the stage of their aggregation becomes dominant. In this case, we obtain aggregates of nanoparticles, i.e. a nanodispersed substance.

The experiment is characterized by the time interval, which is needed for the measurement of the distribution function. It is possible to obtain it only if the variation of the distribution function during this time interval is negligible. So, we are able to measure distribution functions only when the processes of the integration and the fragmentation of the particles are rather slow. In the beginning of the process of the forming of a nanodispersed substance the supersaturation is large and we are not able to measure the distribution function. So we need to reconstruct the kinetics for the formation of a nanodispersed substance by the experimental distribution functions measured, when the process become rather slow. One measurement is not sufficient, we should make the set of experiments varying the parameters of system’s condition: the concentration of initial particles (molecules) and the temperature, in order to obtain the coefficients for the equations depending on these parameters.

The main idea for mathematical description of the experimental results of, which determines the structure of the article, is as follows: first, the statement of the problem arises: the parameters of the distribution function are determined. At this stage, the experimenters suggest which parameters they can measure, i.e. which parameters to choose for the model. Then, the first step in mathematical modeling is to create an a priori model containing unknown functions as parameters, which should be determined later. The a priori model consists of writing the correct equations containing unknown parameters. The model should answer the following questions: what are the conditions of the experiment, how and in what range they should be varied and what should be determined in the experiment in order to obtain these unknown functions of the a priori model. On the basis of experiments, these unknown functions are determined, and the a posteriori model arises. Thus, the mathematical description of the experiments is obtained. After
that, the investigation is supposed to be repeated, expanding the list and the intervals of variation of the conditions taken into account. The goal is to predict how to synthesize materials.

In the frameworks of a priori models in the papers of J.C. Maxwell [1], L. Boltzmann [2] and etc. the time dependent distribution function by velocities and coordinates appears. Now, there is a multi-parameter description, which is due to the fact that it becomes available for experimental observation. Currently, several methods have been developed for measuring the size distribution of nanoparticles: electron microscopy, the method of dynamic light scattering, e.g. [3, 4]. The problem is to write the equations for the distribution function of particles (bodies) by these many parameters.

In the present paper, we continue the line of works [5–8] and others, devoted to mathematical modeling of emerging and growth of hierarchical structures of a dispersed substance, using the kinetic approach.

In [6], a model was proposed for nanostructure creation of as a result of growth of particles in a supersaturated medium with their multistage modification. The multistage modification was done in order to give particles the desired properties. The aggregation of nanoparticles in agglomerates and the integration of aggregates with each other was considered and the discrete and continuum balance equations for the number of particles and aggregates, taking into account the possibility of their growth and fragmentation, were formulated. The continuum equation has yielded to the evolutionary equation of the Fokker–Planck type, containing frequency functions. They describe the process of aggregate self-organization by the selection of more stable forms. Moreover, each stage of modification is characterized by its own frequency functions. They are subject to independent determination. Frequency functions for all types of impacts used for the creation of nanostructures can form the basis of a methodology for their optimal synthesis.

Typically, a nanostructure is a hierarchical structure. Molecules coalesce and give the original aggregates of molecules (clusters). Coalescences of original agglomerates are secondary aggregates. They also may coalesce with separate molecules. Similarly, the coalescence of secondary aggregates with each other give the tertiary agglomerates, etc. A particle of a given generation (or type, kind) is the body in which the constituent elements of all lower generations can be identified. Types of bodies distinguishing by the levels of hierarchical structure (generation numbers) will be denoted by the parameter \( k \): the particles of each \( k \)-th generation become larger by attaching particles of all kinds with the parameter \( j < k \), and the acts of coalescences randomly alternate with the acts of fragmentations. As a result, the growth process of the particles forms bodies of a dispersed substance, which have a hierarchical structure.

For description of particle formation, it is advisable to distinguish several essential stages of the process: first, original aggregates emerge and grow, and then the stage of aggregation or the formation of agglomerates of the original clusters as a result of their collisions with each other comes, and then the formation of their aggregates occurs. Although all these processes proceed at the same time, but under some conditions, first the process of formation of original particles dominates, then the process of formation of their aggregates (i.e. secondary agglomerates) prevails, then the process of formation of aggregates of secondary agglomerates (i.e. tertiary aggregates) is main, etc.

Under such conditions, the formation of dispersed substance occurs incrementally, and each stage contributes to the nanostructure of the substance. In order to create a nanostructure (and, generally speaking, some kind of structure) with the desired properties, the phenomena of the emerging and the disruption of the original subnanoparticles, the growth and the dissolution, the appearance and the elimination of growth defects, the capture and the release of the captured impurities, the coalescence and the destruction of agglomerates, recrystallization and the topochemical reactions of sintering and the ceramization are used [5–9]. For describing these phenomena we take into account the properties \( \mathbf{X} \equiv \{\mathbf{X}_1, \mathbf{X}_2\} \) of each particle: \( \mathbf{X}_1 \equiv \{x_1, x_2, ..., x_i, ..., x_r\} \) are external properties, and \( \mathbf{X}_2 \equiv \{x_{r+1}, x_{r+2}, ..., x_i, ..., x_s\} \) are internal ones. The external parameters of state of a particle characterize its material and energy interaction with the medium, and the internal ones characterize the redistribution of the matter and the energy inside the particle [9].

The state of each particle of any level of the hierarchical structure of a nanodispersed substance is characterized by many parameters. The state of each molecule is characterized by the following external parameters: mass (the volume), the coordinate and the velocity of its center of mass. In the case of aggregates of the first generation, it is supplemented by the next external parameters: parameters of the shape, the surface topography and the volume, which can be more than the sum of the volumes of molecules constituting the given aggregate (the porosity is possible). In the case of secondary agglomerates, it is complemented by the following internal parameters: the positions of the center of mass (relative to center of mass of the considered secondary aggregate) of each of the original aggregates and of the remaining individual molecules constituting it as well as the parameters which define the orientation of the original clusters composing the given secondary agglomerate.

At all stages of the process, the considered system is heterogeneous, and there are the molecules, aggregates of molecules, growing by joining molecules, aggregates of second generation, etc. at its every area. As a first approximation it is appropriate to accept that the mixer provides homogeneity for the medium and the substance forming the
phase. In the continuum approximation, each part of the system is characterized by its distribution function of particles by properties: \( \Psi (\mathbf{x}, t) = \sum_k \Psi_k (\mathbf{x}, t) \) \( N_k, x = \int \Psi_k (\mathbf{x}', t) d\mathbf{x}' \). Here, \( \Psi_k (\mathbf{x}, t) \) is a distribution function of particles of the generation \( k \), \( N_k, x \) is a number of particles of the type \( k \) in the system, for which the state parameters are smaller than the corresponding component of the vector \( \mathbf{X}, \mathbf{X}_0 \) is the minimum possible value of property \( \mathbf{X} \). \( \mathbf{X} \) does not include the spatial coordinates of the particle, which are identified with the coordinates of the area of the system.

The distribution functions by these properties \( \mathbf{X} \) depends upon the properties of the medium enveloping the particles.

The main parameter of the distribution function of particles of each of \( k \) kinds is defined as the first parameter in the decomposition below, and it is advisable to take the number of molecules \( n \) constituting the particle as the main parameter: \( x_1 = n \), and then:

\[
\Psi_k (\mathbf{x}, t) = \psi_k (n, t) \cdot f_{k, 2} (x_2 | n; t) \cdot \ldots \cdot f_{k, s} (x_s | n, x_2, \ldots, x_{s-1}; t), \tag{1.1}
\]

where \( \psi_k (n, t) \) is the distribution function of particles by the number of molecules which constitute the particle, \( f_{k, i} (x_i | n, x_2, \ldots, x_{i-1}; t) \), where \( i = 2, \ldots, s \), are the densities of distributions of particles by the property \( x_i \), under the condition that the parameters, which are written after \( \cdot \), are fixed: \( \int f_{k, i} (x_i | n, x_2, \ldots, x_{i-1}; t) dx_i = 1 \).

The formula (1.1) is sufficient to prove for the case of two variables. Then it is proved by induction.

**Lemma.** Let a function \( f (x_1, x_2, \ldots, x_s) > 0 \) is such, that \( \int f (x_1, x_2, \ldots, x_s) dx_{s-k} \ldots dx_k (k = 0, \ldots, s - 2) \) is finite. Then the function \( f \) may be represented in the unique way as follows:

\[
f (x_1, x_2, \ldots, x_s) = g_1 (x_1) g_2 (x_1, x_2) \ldots \times g_s (x_1, x_2, \ldots, x_s), \tag{1.2}
\]

where

\[
\int g_i (x_1, x_2, \ldots, x_i) dx_i = 1. \tag{1.3}
\]

**The proof.** According to the method of mathematical induction, this formula is sufficient to prove for the case of two variables. Functions \( g_1 (x_1) \equiv \int f (x_1, x_2) dx_2, g_2 (x_1, x_2) \equiv \frac{f (x_1, x_2)}{g_1 (x_1)} \) satisfy equality (1.2): \( f (x_1, x_2) = g_1 (x_1) g_2 (x_1, x_2) \), with condition (1.3): \( \int g_2 (x_1, x_2) dx_2 = 1 \).

This representation leads to the description of the probability theory for the second variable \( x_2 \) as a random variable: \( g_2 (x_1, x_2) \), which is a distribution function of the \( x_2 \) under the condition \( x_1 \), and is written in probability theory as \( g_2 (x_2 | x_1) \).

The following formula in probability theory called Bayes formula [10], and the kinetic theory makes sense of the reduced description, as noted in [5].

**Example 1** [1, 2]. If a variable \( v \) is considered as a probabilistic one, and the description is reduced as a result of collisions to the locally Maxwell distribution:

\[
f (\mathbf{x}, v, t) = n (\mathbf{x}, t) \left( \frac{M}{2\pi\kappa_B T (\mathbf{x}, t)} \right)^{3/2} \exp \left( -\frac{M (v - \mathbf{V} (\mathbf{x}, t))^2}{2\kappa_B T (\mathbf{x}, t)} \right), \tag{1.4}
\]

where \( f (\mathbf{x}, v, t) \) is a distribution functions of molecules with mass \( M \) by space \( \mathbf{x} \in \mathbb{R}^3 \), velocities \( \mathbf{v} \in \mathbb{R}^3 \) at a time \( t \). Here, \( n (\mathbf{x}, t) \equiv \psi_1 (\mathbf{x}, t) \) is a concentration of such particles with mass \( M \), \( T (\mathbf{x}, t) \) is the temperature, \( \kappa_B \) is the Boltzmann constant, \( \mathbf{V} (\mathbf{x}, t) \) is the value of the average velocity of particles with mass \( M \).

The example 1 we consider as a classical one. Let us consider another example of distribution (1.1) from [11].

**Example 2.** [1, 2, 11]. An example of distribution (1.1) is given by the Maxwell distribution function of particles with mass \( M_n = n M_0 \), where \( M_0 \) is the mass of one molecule of a substance forming the solid phase, \( n \) is a number of molecules constituting the particle [11]:

\[
\Psi_1 (n, \mathbf{x}, \mathbf{p}, t) = \psi_1 (n, \mathbf{x}, t) \times \frac{1}{(2\pi M_n \kappa_B T (\mathbf{x}, t))^{3/2}} \exp \left( -\frac{(|\mathbf{p} - M_n \mathbf{V} (\mathbf{x}, t)|^2)}{2M_n \kappa_B T (\mathbf{x}, t)} \right), \tag{1.5}
\]

where \( \mathbf{p} \) is a momentum of a the particle with the mass \( M_n \).

More strictly, mass \( M_n \) in (1.5) should be presented as

\[
M_n = n M_0 + n_L M_L, \tag{1.6}
\]

where \( M_0 \) and \( M_L \) are the masses of single molecules of the substance forming the solid phase and of the medium of the system, \( n_L \) is a number of medium molecules trapped in the volume and on the surface of the particle.

Then:

\[
n = \frac{v - n_L v_0 L}{v_0}, \tag{1.7}
\]
where \( v \) is a volume of a particle, \( v_0 \) and \( v_{0L} \) are volumes occupied by single molecules of the substance forming the solid phase and of the medium of the system inside the particle. Within the framework of the evaluation model, it is advisable to assume that the volume \( v \) and surface area \( s \) of each particle can be represented as functions of the effective size \( l \): when

\[
v \gg n_L v_{0L},
\]

we have:

\[
l_M = \gamma_1 l, \quad s = \gamma_2 l^2, \quad v = \gamma_3 l^3,
\]

where \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are shape factors, \( l_M \) is maximum distance between points on the particle surface. A number of regularities in the behavior of a particle can be revealed by assuming that its shape is close to a sphere \((\gamma_1 = 1, \gamma_2 = \pi, \gamma_3 = \frac{4}{3})\) or a cube \((\gamma_1 = 1, \gamma_2 = 2, \gamma_3 = 1)\). For more accurate modeling, it is necessary to use experimentally determined shape factors.

If the particle has a plate shape, then it is advisable to assume that its volume is equal to \( v = hs \), where \( h \) is an effective thickness of the particle. If the particle is a chain of molecules, then \( v = h^2 l_M \). Therefore, in the general case, taking into account (1.7), (1.8) and (1.9), we have:

\[
n = \frac{\gamma_0 h^{3-\delta} l_0^{\delta}}{v_0},
\]

where \( v_0 \) is the volume of one molecule, \( \delta = 1 \) for chains of molecules, \( \delta = 2 \) for plates, \( \delta = 3 \) for spheres or cubes. We also assume that the shape parameters \( \gamma_4 \) doesn’t depend on \( l \).

The number of molecules \( n \) constituting the particle is the main parameter, and so, it is of interest in the first turn the distribution functions of a dispersed substance by it. In the experiment, we obtain the integral distribution function depending on the particle’s size \( l \), for which a discrete set of values at points are measured. We denote the integral distribution function of aggregates of generation \( k \) simulating (approximating) the experimental discrete distribution as \( \theta_k (l) \) and the corresponding differential distribution function as \( \phi_k (l) \).

We consider the two-component system which consists of the solvent or the carrier gas and the substance forming the solid phase. The system is restricted by the inert walls, which have the desired properties and transfer impacts from the system’s surroundings. The number of molecules of the reagent and the number of molecules of the system medium are fixed: they are constant or vary in a specific manner. The system is considered as a set of homogeneous areas. The system is characterized by its volume, temperature, concentration of component at each point, pressure of the gas or of the liquid matter on the walls, and energies of various types is supplied in it. The laws of reflection of gas from the walls can be found in [12]. The dynamics of an elastic collision of two bodies has been studied by J.C. Maxwell [13].

The growth process of the aggregates of the type \( k \) is determined by the frequency of collisions with particles of smaller generation than \( k \). The reason for the growth of the particles is a long-ranged attraction between them: because of this, during the acts of the collision, they coalesce. The repulsion is short-ranged. The fragmentation has two causes – due to the excited state of the particle itself and because of external collisions with the carrier gas.

The elementary act of the formation of aggregates can be considered as the collision of two particles of any kind with their subsequent stay in contact for a sufficiently long time. The frequency of such acts can be represented as:

\[
\alpha = \alpha_{12} N_1 N_2 \exp \frac{-\varepsilon_A}{kT},
\]

where \( \alpha_{12} \) is a frequency function associated with the probability of particles approaching until the contact, \( N_1 \) and \( N_2 \) are particle concentrations, \( \varepsilon_A \) is an activation energy required to overcome the attraction of particles to the molecules of their environment. The termination of particle contact can be considered as an act of fragmentation of the aggregate. The fragmentation of aggregates is expediently described by the Arrhenius equation [11, 14, 15], introducing into consideration the activation energy of fragmentation \( \varepsilon_F \).

The frequency functions of particles, which are volumes of molecules, can be proportional to \( n^{1/3} \), \( n^{2/3} \), or be independent on \( n \). The first case means that the active centers are one-dimensional structure, in the second one the number of active centers is proportional to the square of the surface, and in the last case the number of active centers is a fixed number.

The question about the formation and about the size of the particles, starting from which the particle begins to grow rapidly, is a separate problem. The experiments demonstrate the existence of such size, and the problem is to construct a mathematical model which evaluates this size. At a certain particle size, the molecules in it are arranged due to the mutual attraction, and the probability of the fragmentation decreases. This particle has low porosity and obtains the certain shape. In the mathematical modeling, as the maximum of simplification, it is necessary to consider three forms of the particles which are the one-dimensional, two-dimensional and three-dimensional configurations.
Based on the consideration of the three configurations, we can estimate their stability, which depends on the binding energy between molecules in the particle.

We’ll consider only two parameters characterizing the particle of a nanodispersed substance: its mass and its potential energy, which we will account in the equations of the model.

The aim of our investigation is to determine the coefficients of the equations for the distribution function from ones, which are obtained in experiments. Thus, the first problem is to obtain this equations, the second one is to consider the classes of distribution functions of particles of a nanodispersed substance, reasonably approximating the experimental data obtained, and the third is to obtain relationships between the parameters of such functions and the coefficients of the equations.

The first problem that arises is the obtaining of correct equations describing the kinetic of a nanodispersed substance, and, hence, the derivation of the equations from each other: the consideration of the connection between the discrete and continuum equations, the transition from a description with multiple parameters to a reduced one. For instance, the derivation of equations on the particle size distribution function from the generalized Boltzmann-type equations for the distribution function of bodies by sizes and velocities of their centers of mass. The second problem was preliminarily considered in [11]. In the next paragraph, we begin to discuss the first one. A discrete distribution function is considered, and the equations for it is obtained. For particles consisting of less than $10^2$–$10^3$ molecules, the introduction of the continuum description is not advisable.

In Section 2 it is shown how from the discrete description the continuum equations of the Fokker–Planck type are obtained. In probability theory, the Fokker–Planck equation is called the differential Einstein–Kolmogorov equation [16]. Due to the parabolic nature of the obtained equation, it is also called the diffuse approximation.

In Section 3, we determine the coefficients of the considered kinetic equations of a nanodispersed substance by their stationary solution. However, in experiments, we obtain distribution functions which can’t be the stationary solutions of the considered equations. They will continue disperse in the space of particles’ sizes. We discuss such functions in the following paragraphs.

In Sections 4 and 5, we discuss the parameters and the classes of distribution functions of particles of a dispersed substance, approximating well the data obtained in the experiments.

In Section 6, we consider the exact solution of the diffuse approximation, which coincides with the proposed new approximating distribution function of particles of a dispersed substance at each moment of time and obtain the relationships between the parameters of approximating functions and the coefficients of the equations describing the kinetic of a dispersed substance.

## 2. The Becker-Döring case and the continuum description of the kinetics of a dispersed substance

Let us write the simplest kinetic equations for the evolution of the distribution function of particles of a dispersed substance: first, the discrete ones, and then the continuous ones (the equations of the Fokker–Planck type).

The equations for the coalescence of particles were first derived and studied for solutions by Smoluchowski [17] (without the fragmentation – the Smoluchowski case). If only one molecule can attach to or separate from another particle, then we have the Becker–Döring system of equations [18]. It describes the first stage of the aggregation process. During the formation of first generation aggregates, it can be assumed that their number is quite small, and therefore the formation of the secondary aggregates consisting of them can be neglected. Becker and Döring [18] have written an infinite system, but in the real physical problem numbers, $n$ is always bounded above: $n \leq m$, where $m$ is some natural number, whose value is determined by the properties of the system. The most rough estimate of $m$ obviously gives that $m \leq N_0$, where $N_0$ is the number of all molecules of the forming the phase substance in the system. In this case for the homogeneous system, we have the following system of equations for the evolution of the discrete distribution function of aggregates for the case $k = 1$ and for single molecules $N (1, t)$ [18] (we’ll skip the index $k = 1$ in the following equations):

\[
\frac{dN (1, t)}{dt} = -2 \left( \alpha (1) N (1, t)^2 - \beta (1) N (2, t) \right) - \sum_{i=2}^{m-1} (\alpha (i) N (1, t) N (i, t) - \beta (i + 1) N (i + 1, t)),
\]

\[
\frac{dN (n, t)}{dt} = [(\alpha (n - 1) N (1, t) N (n - 1, t) - \beta (n) N (n, t)) +
\]

\[
+ (\beta (n + 1) N (n + 1, t) - \alpha (n) N (1, t) N (n, t))] , \quad n = 2, 3, ..., m - 1,
\]

\[
\frac{dN (m, t)}{dt} = \alpha (m - 1) N (1, t) N (m - 1, t) - \beta (m) N (m, t),
\]

where $N (n, t)$ is a concentration (or a number) of the aggregates of the first generation consisting of $n$ molecules for $n = 2, 3, ..., m$, $N (1, t)$ is a concentration (or a number) of single molecules, $\alpha (n)$ is a frequency function (a cross
section) of the coalescence of an original aggregate consisting of \( n \) molecules with the single molecule, and \( \beta (n) \) is a frequency of disintegration of a cluster consisting of \( n \) molecules into the particle consisting of \( (n - 1) \) molecules and the single molecule.

But experiments and calculations on a computer require the discrete equations with time step, \( \Delta t \), so we must write \( \frac{\Delta N (n, t)}{\Delta t} \) instead of \( \frac{dN (n, t)}{dt} \). \( \Delta N (n, t) \) is a variation of \( N (n, t) \) during time interval \( \Delta t \). We must give definition of it through \( N (n, t) \). If \( \Delta N (n, t) \equiv N (n, t + \Delta t) - N (n, t) \), then we have the explicit time discretization of the system (2.1)–(2.3). For the system of equation (2.1)–(2.3) the H-theorem is fulfilled, but for the system with the explicit time discretization the H-theorem is not valid: it is proved in [19, 20] that the H-theorem is not fulfilled for the case of this system when only single molecules and dimers are considered. Also, it is valid for the implicit time discretization: when \( \Delta N (n, t) \equiv N (n, t) - N (n, t - \Delta t) \) [20, 21], and thus, we can’t use the explicit time discretization for the computer simulations.

Instead the equation (2.1) one can write the conservation law of the number of all molecules of the forming the phase substance in the system \( N_0 \):

\[
\sum_{n=1}^{m} n N (n, t) \equiv N_0, \tag{2.4}
\]

where \( N_0 \) is constant.

Here, we have considered the discrete distribution function, which is the ordered set of numbers \( N (n, t), n = 1, 2, \ldots, m \). The equations (2.1), (2.3) are the boundary conditions for equations (2.2).

In the previous section we discuss a more general situation than one which is described by these systems, but in this case we have equations of the same form:

\[
\Delta N_k (n, t) = \\
= \Delta t \left[ \sum_{p=1}^{k-1} \left( \sum_{c \geq n_{p,0}} \alpha_{k,p} (n - c, c) N_p (c, t) N_k (n - c, t) - \sum_{d \geq n_{p,0}} \beta_{k,p} (n, d) N_k (n, t) \right) + \sum_{p=1}^{k-1} \left( \sum_{c \geq n_{p,0}} \beta_{k,p} (n + d, d) N_k (n + d, t) - \sum_{d \geq n_{p,0}} \alpha_{k,p} (n, c) N_p (c, t) N_k (n, t) \right) + W \right]
\tag{2.5}
\]

for \( n \geq n_{k,0} \), where \( n_{p,0} \) is a minimum number of molecules in a particle of type \( p \). \( \Delta N_k (n, t) \) is as before a variation of the number of particles \( N_k (n, t) \) of the kind \( k \) consisting of \( n \) molecules during time interval \( \Delta t \), \( \alpha_{k,p} (n, c) \) is a frequency function (a section) of the coalescence of the particle of the generation \( k \) consisting of \( n \) molecules with the particle of the type \( p \) consisting of \( c \) molecules, \( \beta_{k,p} (n, d) \) is a frequency of fragmentation of the particle of the kind \( k \) consisting of \( n \) molecules into the particle of the same kind consisting of \( (n - d) \) ones and the particle of the generation \( p \) consisting of \( d \) molecules. Term \( W \) in (2.5) takes into consideration that the number of particles of the kind \( k \) can varies also due to the coalescence of two particles of generation \( k - 1 \), because of a result of the reverse process, due to the coalescence of the particle of the kind \( k \) with particles of generation more or equal to \( k \) and due to the fragmentation the particle of the kind \( k \) from particles of generation more or equal to \( k \).

The histograms, which get the experimenters, as a rule, are replaced by continuous functions. So it is necessary to use a continuum description. You can transit from a discrete distribution function and the system of equation (2.1)–(2.3) to the continuum model by the introduction of the continuum distribution functions of particles of a nanodispersed substance \( \psi_k (n, t) \), for which the accordance to the discrete distribution of particles of a nanodispersed substance is valid:

\[
\sum_{i=n_{k,0}}^{n} N_k (i, t) = \int_{n_{k,0}}^{n} \psi_k (\tilde{n}, t) d\tilde{n}.
\]

Further, we’ll only consider the case \( k = 1 \), so we’ll skip the index \( k = 1 \). The continuum problem is considered on the interval \([n_1, n_2]\). Here, \( n_1 \) and \( n_2 \) are the minimum and maximum number of molecules in the cluster, the growth of which can be considered as a continuous process. The minimum possible value is \( n_1 \approx 10^3 \) [5], and \( n_2 \leq m \). The simple continuum analogy of (2.2) has the form:

\[
\frac{\partial \psi (n, t)}{\partial t} = (\alpha (n - 1) N (1, t) \psi (n - 1, t) - \beta (n) \psi (n, t)) + (\beta (n + 1) \psi (n + 1, t) - \alpha (n) N (1, t) \psi (n, t)) ,
\tag{2.6}
\]

where now \( \alpha (n) \) and \( \beta (n) \) are continuum functions.

The conservation law of the number of all molecules of the forming the phase substance in the system (2.4) is rewritten in the form:

\[
\sum_{n=1}^{n_1-1} n N (n, t) + \int_{n_1}^{n_2} n \psi (n, t) dn + \sum_{n=n_2+1}^{m} n N (n, t) = N_0, \tag{2.7}
\]
The equations (2.6), (2.7) is proved by that the substitution the sum of the δ-functions: \( \psi (n, t) = \sum_{i=1}^{n} N (i, t) \cdot \delta (n-i) \), gives (2.2), (2.3). Indeed, the transition from (2.7) to (2.4) is obvious. Substituting in (2.6) the sum of the δ-functions and integrating for each positive integer \( n \in [n_1, n_2] \) the both parts of the obtained equation on the interval containing only one integer value of \( n \), we obtain (2.2), (2.3) for this \( n \).

Let us decompose the increments of the functions in (2.6) \( \alpha (n) N (1, t) \psi (n, t) \) and \( \beta (n) \psi (n, t) \) in the Taylor series and consider only two terms of the decomposition in the Taylor series. Then we obtain the equation of the Fokker–Planck type for the function \( \psi = \psi (n, t) \), which has the form:

\[
\frac{\partial \psi}{\partial t} = -\frac{\partial}{\partial n} J [N (1, t), \psi] = \frac{\partial^2}{\partial n^2} D (n, t) \psi,
\]

where \( J [N (1, t), \psi] \equiv G (n, t) \psi - \frac{\partial}{\partial n} (D (n, t) \psi) \), \( G (n, t) \equiv \alpha (n, t) N (1, t) - \beta (n, t) \), \( D (n, t) \equiv \frac{\alpha (n, t) N (1, t) + \beta (n, t)}{2} \), so, \( D (n, t) > 0 \).

Thus, \( \alpha \) and \( \beta \) are determined by the functions:

\[
\alpha (n, t) = \frac{G (n, t) + 2D (n, t)}{2N (1, t)}, \quad \beta (n, t) = \frac{2D (n, t) - G (n, t)}{2}.
\]

The problem (2.8) is solved on the interval \([n_1, n_2]\), and it is supplemented by the equations (2.2) for \( 2 \leq n \leq n_1 - 1 \) and for \( n_2 + 1 \leq n \leq m \) (if \( n_2 < m \)), by the conservation law of the number of all molecules of the forming the phase substance in (2.7) and by the boundary conditions.

The boundary conditions will be the relationship of the equality of flows of the continuum distribution function:

\[
J [N (1, t), \psi (n, t)] = \lambda \frac{\partial}{\partial n} J [N (1, t), \psi (n, t)]
\]

of the discrete one on the left and right bounds of the continuum distribution:

\[
J [N (1, t), \psi (n, t)]_{n=n_1} = \alpha (n_1 - 1, t) N (n_1 - 1, t) \equiv \alpha (n, t) N (1, t) - \beta (n, t) N (n_1, t),
\]

\[
J [N (1, t), \psi (n, t)]_{n=n_2} = \alpha (n_2, t) N (n_2, t) \equiv \alpha (n, t) N (1, t) - \beta (n_2 + 1, t) N (n_2 + 1, t),
\]

where \( N (n_1, t) \equiv \psi (n_1, t), \) \( N (n_2, t) \equiv \psi (n_2, t), \) if \( n_2 < m \), and

\[
J [N (1, t), \psi (n, t)]_{n=n_2} = 0,
\]

if \( n_2 = m \).

If \( n \) is not restricted from above \( m \to +\infty \), then we have the boundary condition at the infinity:

\[
\lim_{n \to +\infty} n^\lambda (\alpha (n, t) N (1, t) N (n, t) - \beta (n + 1, t) N (n + 1, t)) = 0,
\]

for some \( \lambda > 1 \). In this case the sum in the right side of (2.1) is finite, when \( m \to +\infty \). If \( n_2 = m \to +\infty \), we have:

\[
\lim_{n \to +\infty} n^\lambda J [N (1, t), \psi (n, t)] = 0.
\]

The following system of equations is also considered (e.g., [8]): \( N (n, t) = 0 \) for \( 2 \leq n \leq n_0 - 1 \) (\( n_0 > 2 \)). It accords to the simple assumption that besides the single molecules the particles, consisting of smaller than \( n_0 \) molecules, don’t exist. The particles consisting from \( n_0 \) molecules give \( n_0 \) molecules, when they fragmentize. Let for simplicity \( n_1 = n_0, n_2 = m \to +\infty, n_0 \) may depend on time \( t \). Then we have the equation (2.8) on the interval \([n_0, +\infty)\) and the conservation law of the number of all molecules of the forming the phase substance in the system, which has the form:

\[
N (1, t) + \int_{n_0(t)}^{+\infty} n \psi (n, t) \, d n = N_0.
\]

In this case, we have the boundary conditions for the equation (2.8) on the right bound (2.14) and one on the left bound, which is obtained from (2.15).

In (2.1)–(2.3) the coalescence of particles due to pair collisions is assumed. This supposition is valid only for rarified gases. The experiments are described by the system of equations, which is more general, than (2.1)–(2.3): instead of terns \( \alpha (n) N (1, t) \) we must write some unknown function \( \tilde{\alpha} (n, N (1, t)) \), which is a linear function: \( \tilde{\alpha} (n, N (1, t)) = \alpha (n) N (1, t) \), only for rarified gases. The equation of the Fokker–Planck type is obtained similarly. It has the form (2.8), where:

\[
G (n, t) \equiv \tilde{\alpha} (n, N (1, t)) - \beta (n), \quad D (n, t) \equiv \frac{\tilde{\alpha} (n, N (1, t)) + \beta (n)}{2}.
\]

So, \( D (n, t) > 0, \tilde{\alpha} \) and \( \beta \) are determined by the functions:

\[
\tilde{\alpha} = G (n, t) + 2D (n, t), \quad \beta = 2D (n, t) - G (n, t).
\]
The boundary conditions (2.14) and the conservation law of all molecules of the forming the phase substance in the system are the same.

Our further aim is to determine the coefficients of the equations by the stationary and non-stationary distribution functions of particles of a dispersed substance.

3. The determination of coefficients of the kinetic equations of a dispersed substance by their stationary solution

Let the frequency functions be nonzero.

It is obvious, that the stationary solution of (2.1)–(2.3): \( N(n, t) = N_{eq}(n) \) (“eq” from “equilibrium”), \( n = 1, 2, ..., m \), satisfies the relationships:

\[
\alpha(n) N_{eq}(1) N_{eq}(n) = \beta(n + 1) N_{eq}(n + 1),
\]

for \( n = 1, 2, 3, ..., m - 1 \), and the conservation law (2.7). In (3.1) for the stationary solution \( N_{eq}(n) \) the rate of the forward process (of the coalescence) equals the rate of reverse one (which is fragmentation) for each of such processes.

For the physico-chemical kinetic equations such relationships are called the condition of detailed balance. From (3.1) we also obtain:

\[
\beta(n + 1) N_{eq}(n + 1) = \Delta N_1(n).
\]

From (3.1) we also obtain:

\[
N_{eq}(n) = \frac{N_{eq}^n(1) \prod_{j=1}^{n-1} \alpha(j)}{\prod_{j=2}^{n} \beta(j)} \quad \text{for } n = 2, 3, ..., m.
\]

This relation indicates that \( \alpha(n) \) and \( \beta(n) \) is sufficient to determine the function \( N_{eq}(n) \). Indeed, substituting (3.3) in the conservation law (2.4) we obtain the equation for calculation of \( N_{eq}(1) \).

Also, we can solve the reverse problem: due to (3.1) we are able to find the ratios of coefficients \( \frac{\beta(n + 1)}{\alpha(n)} \), where \( n = 2, 3, ..., m \), by the stationary solution. Thus, according to (3.1), for the system of equations (2.1)–(2.3), we can find the frequency function \( \alpha(n) \) or \( \beta(n) \) by the stationary solution, if we know another frequency function: \( \beta(n) \) or \( \alpha(n) \).

Let us consider the same issue for hybrid (discrete and continuous) problem: the equation (2.11) on the interval \([n_1, n_2]\), which is supplemented by the system of equations (2.2)–(2.3) for \( n = 2, ..., n_1 - 1 \) and for \( n = n_2 + 1, ..., m \) (if \( n_2 < m \)), by the conservation law of the number of all molecules of the forming the phase substance in the system (2.7) and by the boundary conditions (2.10), (2.11) for \( n_2 < m \) or (2.10), (2.12) for \( n_2 = m \).

Let us denote the stationary solution of this problem as \( N_{eq}(n) \) for \( n = 1, 2, ..., n_1 - 1, n_2 + 1, ..., n_M \) and \( \psi_{eq}(n) \) for \( n \in [n_1, n_2] \).

From equations (2.2), (2.3) for \( n = n_2 + 1, ..., m \) (if \( n_2 < m \)) we obtain that the stationary solution satisfies the relationships of detailed balance (3.1) for \( n = n_2, ..., m - 1 \). According to this and (2.11), for \( n_2 < m \) or due to (2.15) for \( n_2 = m \):

\[
J[N_{eq}(1), \psi_{eq}(n)]|_{n=n_2} = 0.
\]

A stationary solution of (2.8) is determined by the equation \( J[N_{eq}(1), \psi_{eq}(n)] = C(t) \) for \( n \in [n_1, n_2] \). According to (3.4) \( C(t) \equiv 0 \), and we have:

\[
J[N_{eq}(1), \psi_{eq}(n)] = (\alpha(n) N_{eq}(1) - \beta(n)) \psi_{eq}(n) - \frac{d}{dn} ((\alpha(n) N_{eq}(1) + \beta(n)) \psi_{eq}(n)) = 0
\]

for \( n \in [n_1, n_2] \). (2.10) gives that \( \alpha(n_1 - 1) N_{eq}(1) N_{eq}(n_1 - 1) - \beta(n_1) N_{eq}(n_1) = 0 \), and, therefore, from the equations (2.2) for \( n = 2, ..., n_1 - 1 \) (if \( n_1 > 2 \)) we obtain that the stationary solution satisfies the relationships of detailed balance (3.1) for \( n = 1, ..., n_1 - 2 \).

Thus, the stationary solution satisfies the following hybrid system of equations: the relationships of detailed balance (3.1) for \( n = 1, 2, 3, ..., n_1 - 1, n_2, ..., m - 1 \), the equation (3.5) and the conservation law of the number of all molecules of the forming the phase substance in the system (2.7).

As before, we subsequently find the values of \( N_{eq}(n) \) for \( n = 2, ..., n_1 \) through the value of \( N_{eq}(1) \): the formula (3.3). Then we solve the equation (3.5) with initial data \( N_{eq}(n_1) = \frac{N_{eq}^n(1) \prod_{j=1}^{n-1} \alpha(j)}{\prod_{j=2}^{n} \beta(j)} \) and find \( N_{eq}(n) \) for \( n \in [n_1, n_2] \) through the value of \( N_{eq}(1) \). So, in particular, now we know \( N_{eq}(n_2) \equiv \psi_{eq}(n_2) \) through the value of \( N_{eq}(1) \). Then, again use the relationships of detailed balance (3.1) for \( n = n_2, ..., m - 1 \) and calculate the
remaining values of $N_{eq}(n)$. Finally, we substitute all these values in (2.10) and find $N_{eq}(1)$. Thus, we find the stationary solution by the frequency functions.

Also we can solve the reverse problem. So, the following theorem is valid.

**Theorem.** For the system of equations (2.7), (2.8) and (2.2), (2.3) for $n = 2, \ldots, n_1 - 1$ and for $n = n_2 + 1, \ldots, m$ (if $n_2 < m$) with the boundary conditions (2.10), (2.11) for $n_2 < m$ or (2.10), (2.12) for $n_2 = m$ the frequency function $\alpha(n)$ or $\beta(n)$ for $n = 1, 2, \ldots, n_1 - 1, n_2 + 1, \ldots, n_M - 1$ and for $n \in [n_1, n_2]$ can be calculated by the stationary solution, if we know another frequency function.

**The proof.** The frequency function is determined by the relationships of detailed balance (3.1) for $n = 1, 2, 3, \ldots, n_1 - 1, n_2, \ldots, n_M - 1$, and the equation (3.5) for $n \in [n_1, n_2]$. According to the condition of detailed balance we solve (3.5) with initial data $\beta(n_1) = \frac{\alpha(n_1 - 1)N_{eq}(1)N_{eq}(n_1 - 1)}{N_{eq}(n_1)}$, if we calculate $\beta(n)$, and with $\alpha(n_2) = \frac{\beta(n_2 + 1)N_{eq}(n_2 + 1)}{(N_{eq}(1)N_{eq}(n_2))}$, if we calculate $\alpha(n)$.

4. The parameters of modeling distribution functions of particles of a nanodispersed substance

A distribution function by sizes $\phi(l)$ is usually used. It is such function, that $\int_{l_0}^l \phi(l', t) dl'$ gives the number of particles with sizes which are less than $l$ and more than $l_0$, where $l_0$ is the smallest particle’s size. In equations, we consider the distribution function by the number of molecules constituting the particle $\psi(n)$ instead of $\phi(l)$, considering that these functions are related to the fact that $\int_{l_0}^l \phi(l', t) dl' = \int_{n_0}^{n(l)} \psi(n, t) dn$, where $n(l)$ is a number of molecules constituting a particle with size $l$. The total number of particles is $N(t) = \int_{n_0}^{n(l)} \psi(n, t) dn = \int_{n_0}^{n_M} \psi(n, t) dn$, where $n_M$ is the biggest particle’s size, $n_M$ is the largest number of molecules constituting a particle. The integral distribution functions $\theta(l)$ are also considered: $\theta(l) = \frac{1}{N(t)} \int_{l_0}^l \phi(l', t) dl'$. They are normalized to the total number of particles $N(t)$. Thus, they take values from zero to one.

In order to describe the particle size distribution of powders, basically, four formulas are used in practice [22]: the Gorden–Andreev [22, 23], the Rozin–Rammlar–Bennett [24], [22], the normal [25–29] or lognormal [25–28, 30–48] distributions. In other research [27, 36, 37], it is considered the issue that distributions with only two parameters are insufficient. Using of normal and lognormal distribution with $l_0 = 0$ and $l_M \rightarrow +\infty$ is inadvisable.

The Gorden–Andreev formula is the function with only two parameters:

$$\theta(l) = Al^2,$$  \hspace{1cm} (4.1)

which, generally speaking, is not an integral distribution function, as it tends to infinity when $l \rightarrow +\infty$, and integral distribution functions should to take values from zero to one. It is applied for small $l$.

The Rozin–Rammlar–Bennett formula is also the distribution function with only two parameters:

$$\theta(l) = 1 - \exp(-Al^2), \hspace{1cm} (4.2)$$

and is the prototype of the functions with tree and four parameters, which we’ll consider further.

Let us note that the formula (4.1) is obtained as the first two terms of the decomposition in the Maclaurin series of the function (4.2). This indicates its applicability for small $l$.

Let $\theta_e(l)$ (“$e$” from “experiment”) is the integral distribution function measured in the experiment for a discrete set of sizes of particles. $\theta_e(l) = \frac{N_e(l)}{N_e}$, where $N_e(l)$ is a number of measured particles with size less than $l$, $N_e$ is a total number of measured particles. We’ll call such set of parameters for modeling functions, in which the minimum of the deviation of the function $\theta_e(l)$ from $\theta(l)$ is achieved, as the optimal set of parameters.

The parameters of the distribution function are the smallest particle’s size $l_0$ (it corresponds to the minimum number of molecules in the cluster: $n = n_0$); $\theta(l_0) = 0$, the median value $l_R$ (it corresponds to $n = n_R$):

$$\theta(l_R) = \frac{1}{N(t)} \int_{l_0}^{l_R} \phi(l', t) dl' = \frac{1}{N(t)} \int_{n_0}^{n_R} \phi(n', t) dn' = \frac{1}{2},$$

and the maximum particle size $l_M$: $\theta(l_M) = 1$. The value $l_0$ is from the interval $(0, l_1)$. And it is required that $\frac{l_0}{l_1} \approx 1$, because in the experiment particles with size smaller, than $l_1$, aren’t registered.
5. The classes of modeling integral distribution functions of particles of a nanodispersed substance

We considered the following classes of modeling integral distribution functions of particles of a nanodispersed substance:

\[ \theta (l) = 1 - \exp \left( -\omega (l) \right), \]

where we took the following functions \( \omega (l) \), containing the power parameter \( q \):

\[ \omega (l) = \omega_1 (l) = a_0 \left( Z_1 (l) \right)^q, \quad \text{where} \quad a_0 = \ln 2, \quad Z_1 (l) \equiv \frac{l - l_0}{l_R - l_0}, \]

and

\[ \omega (l) = \omega_2 (l) = a \left( Z_2 (l) \right)^q, \quad \text{where} \quad Z_2 (l) \equiv \frac{l - l_0}{l_M - l}. \]

The optimal values of the parameter \( q \) were found mainly in the range from one to three.

It is advisable to use the following class of functions:

\[ \theta (s) = 1 - \exp \left( -a_1 Z_3 (s) \left( 1 + a_2 Z_3 (s) \right) \right), \quad \text{where} \quad Z_3 (s) \equiv \frac{s}{s_0 - 1}. \]

Here, \( a_1, a_2, s_0 \) are parameters of the distribution function, \( s = \gamma d^2 \) is a square of a particle of a nanodispersed substance, \( s_0 = \gamma d_0^2 \). (In the one-dimensional case (in the case of chains of molecules) the square of the image of the particle is proportional to \( l \).) Equation (5.4) reasonably approximates the distribution functions of particles, which are surfaces of initial particles. In this case, \( \delta = 2 \) in (1.10), and we can rewrite (5.4) in the following form:

\[ \theta (n) = 1 - \exp \left( -a_1 \left( \frac{n}{n_0} - 1 \right) \left( 1 + a_2 \left( \frac{n}{n_0} - 1 \right) \right) \right). \]

So, according (1.2) we have the classes of functions:

\[ \theta (l) = 1 - \exp \left( -a_1 \left( \frac{l^\delta}{l_0^\delta} - 1 \right) \left( 1 + a_2 \left( \frac{l^\delta}{l_0^\delta} - 1 \right) \right) \right), \]

where \( \delta = 1, 2, 3 \) respectively for chains, surfaces and volumes of initial particles.

We checked by calculations on the computer that the considered approximating functions describe well the experimental distribution functions of particles of nanodispersed substances [49–52].

6. The relationships between parameters of approximating distribution functions of particles of a dispersed substance and the coefficients of the equation of the Fokker–Planck type describing their kinetics

Now we try to connect the simple phenomenological formulas of Section 5 with the equations of the Fokker–Planck type from Section 2.

The equation of the Fokker–Planck type has the form (2.8). The equation (2.8) is considered in the region \( n \in [n_0, +\infty), t \in [t_0, +\infty) \). When \( n < n_0 \), the distribution function is equal to zero. If the functions \( G \) and \( D \) depend only on time – it is the case of fixed number of active aggregation centers on the surface of the particle, then (2.8) has the form:

\[ \frac{\partial \psi}{\partial t} = - \frac{\partial}{\partial n} \left( n_1, \psi \right) - G \left( t \right) \frac{\partial \psi}{\partial n} + D \left( t \right) \frac{\partial^2 \psi}{\partial n^2}, \]

(6.1)

here, \( J \left( n_1, \psi \right) \equiv -G \left( t \right) \psi + D \left( t \right) \frac{\partial \psi}{\partial n} \). For Equation (6.1) after the substitution [53 (p. 309)]:

\[ \tau = \tau \left( t \right) = \int_0^t D \left( x \right) dx + A, \quad z = z \left( n, t \right) = n - \int_0^t G \left( x \right) dx + B, \]

(6.2)

where \( A \) and \( B \) are constants, gives the equation for the function \( \tilde{\psi} \left( z, \tau \right) \equiv \psi \left( n, t \right) \):

\[ \frac{\partial \tilde{\psi}}{\partial \tau} = \frac{\partial^2 \tilde{\psi}}{\partial z^2}. \]

(6.3)

Let us consider in the following exact solution of (6.3) (see, e.g., [53 (p. 233)]):

\[ \tilde{\psi} \left( z, \tau \right) = C \frac{z}{\tau^{3/2}} \exp \left( -\frac{z^2}{4\tau} \right). \]

(6.4)
In order, \( \tau > 0 \), due to (6.2) the value of \( A \) should be positive (here we use that \( D (t) > 0 \)). The function (6.4) is nonnegative, if and only if \( z \geq 0 \). So, according to (6.2) for any \( t \in \left[ t_0, +\infty \right) \):

\[
B \geq \int_{t_0}^{t} G(x)\, dx - n_0.
\]  

(6.5)

The condition of normalization gives the total number of all particles \( N(t) \) at any fixed moment of time \( t \), and due to (6.4) has the form:

\[
N(t) = \int_{n_0}^{+\infty} \psi(n, t)\, dn = \int_{z(n_0, t)}^{+\infty} \tilde{\psi}(z, t)\, dz = \frac{2C}{\sqrt{\tau}} \exp \left( -\frac{(z(n_0, t))^2}{4\tau} \right).
\]  

(6.6)

From (6.4) and (6.6), we have:

\[
\theta = \frac{1}{N(t)} \int_{n_0}^{n} \psi(n, t)\, dn = \frac{1}{N(t)} \int_{z(n_0, t)}^{z(n, t)} \tilde{\psi}(z', \tau)\, dz' = 1 - \exp \left( -\frac{(z(n_0, t))^2}{4\tau} \right) \exp \left( -\frac{(z(n, t))^2}{4\tau} \right).
\]  

(6.7)

Let us rewrite (5.5) in the form:

\[
\theta (n) = 1 - \exp \left( \frac{(n_0 - b_1)^2}{4b_2} \right) \exp \left( -\frac{(n - b_1)^2}{4b_2} \right),
\]  

(6.8)

where \( b_1 = n_0 \left( 1 - \frac{1}{2a_2} \right) \), \( b_2 = \frac{n_0^2}{4a_1a_2} \).

So, due to (6.2) we have the same function in (6.8) as in (6.7), if

\[
b_1 (t) = n - z(n, t) = \int_{t_0}^{t} G(x)\, dx - B, \quad b_2 (t) = \tau (t) = \int_{t_0}^{t} D(x)\, dx + A,
\]  

(6.9)

We can check by the substitution, that the functions from the class (6.8) are solutions of (6.1), if and only if the relationships (6.9) are valid.

The conditions (6.5) and \( \tau > 0 \) are fulfilled, if for any \( t \in \left[ t_0, +\infty \right) \) \( b_1 (t) \leq n_0 (t) \), \( b_2 (t) > 0 \). So, \( a_1 (t) \) and \( a_2 (t) \) should be positive.

We'll now strive to express the frequency functions \( G \) and \( D \) through the parameters of the simple phenomenological formulas of Section 5. From (6.9), we obtain \( b_1 (t_0) = -B, b_2 (t_0) = A \), and:

\[
\int_{t_0}^{t} G(x)\, dx = b_1 (t) - b_1 (t_0), \quad \int_{t_0}^{t} D(x)\, dx = b_2 (t) - b_2 (t_0),
\]

or:

\[
G (t) = \frac{db_1 (t)}{dt} - B, \quad D (t) = \frac{db_2 (t)}{dt} + A.
\]  

(6.10)

According to the definition (2.16) of \( G(t) \) and \( D(t) \), they depend upon \( t \) only through the temperature \( T(t) \) and the concentration of single molecules \( N(1, t) \): \( G(t) = g(T(t), N(1, t)), D(t) = d(T(t), N(1, t)) \), if \( T(t) \) and \( N(1, t) \) are constant or their variations during time interval \( [t, t + \Delta t] \) are negligible, then according to (6.10) by two measurements in the moments of time \( t \) and \( t + \Delta t \) we can find the values of \( G = g(T, N_1) \) and \( D = d(T, N_1) \) for the given temperature \( T \) and the concentration of single molecules \( N_1(1) \):

\[
G = \frac{b_1 (t + \Delta t) - b_1 (t)}{\Delta t} = \left( n_0 (t + \Delta t) \left( 1 - \frac{1}{2a_2 (t + \Delta t)} \right) - n_0 (t) \left( 1 - \frac{1}{2a_2 (t)} \right) \right) / \Delta t,
\]

(6.11)

\[
D = \frac{b_2 (t + \Delta t) - b_2 (t)}{\Delta t} = \frac{1}{4} \left( a_1 (t + \Delta t) a_2 (t + \Delta t) - a_1 (t) a_2 (t) \right) / \Delta t.
\]

Varying system's condition (considering different values of \( T \) and \( N(1, t) \)) and calculating in each case values of \( G = g(T, N(1)) \) and \( D = d(T, N(1)) \) according to (6.11) we can find functions \( g(T, N(1)) \) and \( d(T, N(1)) \).

These formulas (6.11) connect the phenomenology of Section 5 with the Fokker–Planck type equation of Section 2.
Let us note, that we vary the value of \( N (1) \) in order to find the function \( \tilde{\alpha} (N (1)) \) in (2.17). If we have a rarified gas, then we can assume the pair interaction. In this case, we can calculate \( \alpha \) and \( \beta \) according (2.9), where \( N (1) \) is calculated according (2.15). In this case, we need not vary \( N (1) \), and we can even calculate the frequency function without the condition that \( N (1, t) \) is constant during time interval \([t, t + \Delta t]\).

We can consider other approximating functions instead of (5.5). For example, we can obtain the relationships between the parameters of normal distributions by \( n \) with \( n \in [n_0, +\infty) \) and the coefficients of the equation of the Fokker–Planck type (6.1) (the case, when \( G \) and \( D \) depend only on time). The choice of which approximating class of functions (or which solution of the equation of the Fokker–Planck type) is realized depends upon the law of varying of the number of particles with minimum size \( n_0 \), which determines the initial data and the boundary condition on the left bound of the continuum distribution.

We have two one-dimensional functions in the coefficients of (6.1): \( G (t) \) and \( D (t) \). In order to determine these, we need at least two independent parameters in modeling class of functions depending upon time. The further development of the solving of this problem is to consider the case, when \( G \) and \( D \) depend upon \( n \) with the number of parameters depending upon time more or equal to the number of one-dimensional functions in the coefficients of (2.8).

Thus, by two measurements of the distribution function of particles of a nanodispersed substance, we have learned to find the frequency functions, in the case when the temperature \( T \) and the concentration of single molecules of the forming the phase substance \( N (1) \) are constant or their relative variations is negligible. Varying system’s condition, we can find frequency functions in dependence on \( T \) and \( N (1) \).

7. Discussion of the results

In the present paper, we considered the connection between the discrete equations describing the kinetics of particles of a dispersed substance and the continuum one, in the case when only single molecules integrate with or fragmentize from the particles, i.e. in the Becker–Döring case: equations (2.1)–(2.3). We obtained hybrid systems of equations, which have both discrete and continuum parts.

We considered the basic known simulating (approximating) distribution functions (formulas (4.1)–(4.6)) and new ones and their parameters. The exact solutions of the equation of the Fokker–Planck type, which gives distribution functions of particles of a nanodispersed substance, are found, and we learned to find frequency functions by the parameters of the modeling distribution functions.

Let us note that the consideration of the \( H \)-theorem for nonlinear systems with discrete time, in particular, even for the Becker–Döring system of equations, becomes an extremely important problem as the computer simulation has a significance in the solution of fundamental problem of the creating of new materials. In the linear case, the transition from continuous time to discrete gives the transition from a Markov process to a Markov chain and the \( H \)-theorem is valid and studied (see [54] and references in it, [55]). In the nonlinear case, for explicit time discretization it is fulfilled in rare cases [19, 20] and for the implicit one, it is investigated in [20, 21]. The diffuse approximation is widely used for the modeling of crystallization processes of a dispersed substance [5–8]. Therefore, the consideration of the \( H \)-theorem for it is of interest.

The equation of the Fokker–Planck type allows one to understand, to explain and even, if the initial information is enough, to predict the behaviors of the experimental distribution functions by properties of particles of a dispersed substance.

All approximating distribution functions considered in the present paper were single humped. But, of course, it is required not only such functions for practical problems: for example, with more than one extremum [56, 57].

We have considered the distribution function of particles of a dispersed substance by the number of constituting of them molecules, because it is the basic parameter. Sometimes other parameters may be also very essential in a counterbalance to the distribution by sizes. The simplest distribution function by this parameter is such, when we take into account only monomers and dimers. It may be used for some practical problems. The state of each particle is characterized by many parameters. Even dimers are such, and one can consider the distribution function by these parameters [58]. And, of course, very often, it is needed to investigate the distribution function by sizes and other parameters with its value, which is not only number or concentration of particles [29]. In these cases the distribution functions can have interesting plots [29]. And certainly, distribution functions of single initial particles (molecules, atoms, etc.) or nucleation centers are also considered [59].

It turned out that three-parameter functions of the type (5.6), which are more informative than the commonly used normal and log-normal distributions, and also the distributions (4.1), (4.2), have become available for determining. The availability of three-parameter distribution functions is indicated, in particular, by the data published in [52] about variations in the properties of nano-vesicles – niosomes, when they are heated to different temperatures.
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**Fig. 1.** Integral distribution functions of particle size in niosomal dispersions after heating at 303 K (1), 313 K (2), 323 K (3) and 333 K (4)

**Table 1.** Distribution parameters of distribution functions (7.1) of particle size in niosomal dispersions after heating to temperatures of 303 K (1), 313 K (2), 323 K (3) and 333 K (4)

| Temperature | 303 K (1) | 313 K (2) | 323 K (3) | 333 K (4) |
|-------------|-----------|-----------|-----------|-----------|
| $l_0$, ±0.1 nm | 46.6 | 49.7 | 50 | 25.1 |
| $a_1$, ±0.01 | 0.105 | 0.24 | 0.234 | 0.04 |
| $a_2$, ±0.001 | 0,001 | 0,087 | 0,001 | 0,058 |

Processing of these data showed that the studied niosomes had size distributions (Fig. 1) in accordance with the distribution function of the type (5.6), namely:

$$\theta(l) = 1 - \exp\left(-a_1 Z(l) (1 + a_2 Z(l))\right),$$

where $Z(l) \equiv \frac{l^2}{l_0^2} - 1$, $a_1$, $a_2$, $l_0$ are distribution parameters.

When heated, niosomes were compressed while retaining the three-parameter function $\theta(l)$, and it cannot be ruled out that when heated at $T = 333$ K, they were transformed into a heat-resistant state characterized by a parameter $l_0 = 25$ nm. It is also possible that additional information on the kinetics of such a transition can be extracted from the functions $a_1(T)$ and $a_2(T)$.

The distribution functions retain their informative value when the system transitions to an equilibrium state, as indicated by equations (3.1), containing parameters $\alpha(n)$ and $\beta(n)$. According to these relations, particles of different sizes can be present in the equilibrium system. The theorem of Section 3 indicates that it is possible to use data on the equilibrium distribution function to determine the kinetics for the formation and fragmentation of aggregates.

Relations (3.1) and (7.1) characterize the morphological diversity of dispersed systems, the distribution of particles by properties of which preserves information about the kinetics of the processes occurring in the systems.
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