The Fisher Thermodynamics of Quasi-Probabilities
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Abstract: With reference to Lee’s treatment of quasi-probabilities, it is seen that the three phase
space quasi-probabilities, known as the P-, Husimi and Wigner ones, plus other intermediate ones,
generate a common, single Fisher thermodynamics, along the lines developed by Frieden et al. We
explore some facets of such thermodynamics and encounter complementarity between two different
kinds of Fisher information.
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1. Introduction

This paper revolves around the concept of Fisher’s information measure (FIM), denoted by I,
whose utility is continuously growing in the scientific community because of its multiple applications
to diverse areas of knowledge [1]. Among its many properties, one of the most important ones is that
FIM is a measure of order, as opposed to disorder, best represented by the Gibbs–Boltzmann–Shannon
(GBS) entropy S [2]. Information theory (IT), pioneered by Shannon, is able to tell us in precise
fashion the information-content of a probability distribution function (PDF) P(i) (i = 1, . . . , N). In
this context, the GBS entropy

\[ S = - \sum_{i=1}^{N} P(i) \ln P(i) \]  

plays a leading role. Jaynes [3] proved that, with Boltzmann’s constant serving as an information
unit, one can identify Equation (1) with the thermodynamic entropy, on the the hand, and that
statistical mechanics can be reformulated by extremizing S, subject to adequate constraints (the
MaxEnt principle [3]). The essence of both thermodynamics and statistical physics is to be found
in certain mathematical relations that involve the notions of energy and entropy. These relations
provide what one calls the Legendre structure of these two disciplines. Frieden, Plastino, Plastino,
and Soffer demonstrated [4] that this Legendre structure remains valid if one changes S by FIM [1].

Frieden and Soffer advanced some time ago [1,5] the idea of a “Fisher temperature” T_F that
would play for FIM an identical role as the usual T plays with with regards to the GBS S [3].
This idea was validated later on in a series of papers, by demonstrating that thermodynamics’
Legendre structure is exactly reproduced by using I instead of S [4,6–8]. One thus obtains a “Fisher
thermodynamics” that is equivalent to the orthodox one. One just replaces S by I [4,6–8]. We have
thus two conjugate pairs: (S, T) and (I, T_F). Instead of (1/T) = dS/dU (U ≡ mean energy) [3], one
has (1/T_F) = dI/dU [4,6–8]. A question naturally emerges what kind of thermometer is to be used for
This was answered by Pennini and Plastino in [9], who encountered a simple relation between $T$ and $T_F$.

The above mentioned considerations are mostly concerned with equilibrium statistical mechanics. However, the Fisher information metric has also found applications in Nonequilibrium Statistical Mechanics, see e.g., [10–16], where one is interested in dynamical properties of systems (e.g., optimal paths, decay modes, etc.).

### 1.1. Fisher’s Information Measure

Sir Ronald Fisher proposed FIM in 1926 [1,17]. The idea is to study a system specified by a given parameter $\theta$. Let $x$ be a stochastic variable $(x \in \mathbb{R}^N)$ and $f_\theta(x)$ the probability density (PD) for $x$. This PD depends on $\theta$. One now makes a measurement of $x$ and wishes on such a basis to estimate $\theta$, obtaining the value $\tilde{\theta}=\tilde{\theta}(x)$. How good is this estimation? The theory of estimation [1] tells us that the best possible estimator $\tilde{\theta}(x)$, if one considers a large number of $x$-samples, is characterized by a mean-square error $\epsilon^2$ from $\theta$. $\epsilon^2$ satisfies a relation that involves FIM:

$$I_{\epsilon^2} = 1$$

where $I$ displays the appearance

$$I = \int \text{d}x f_\theta(x) \left( \frac{\partial \ln f_\theta(x)}{\partial \theta} \right)^2$$

This is the optimum estimator, being called the efficient estimator. All possible alternative estimators exhibit a larger mean-square error. The only requisite here is that estimators should always show no bias, that is, they obey $\langle \tilde{\theta}(x) \rangle = \theta$. FIM has a lower bound. No matter which is the parameter, FIM is larger or equal to $1/\epsilon^2$. The relationship $I_{\epsilon^2} \geq 1$, is the so-called Cramér–Rao bound [1].

FIM is additive [1]: Let $x$ and $p$ be independent variables. Then $I_{\epsilon^2}(x+p) = I_{\epsilon^2}(x) + I_{\epsilon^2}(p)$. Accordingly, in estimating the location of a phase space point $(x, p)$, one encounters a shift-invariance scenario.

In this work, we will appeal to two versions of the Fisher information: (1) $I_{\theta}$ and (2) the one in which the parameter $\theta$ equals the inverse temperature $\beta$.

### 1.2. Quasi-Probabilities

It is well known that one writes the density operator in diagonal fashion ($P$–representation) in terms of coherent states $|\alpha\rangle$ as [18,19]

$$\hat{\rho} = \int \frac{d^2\alpha}{\pi} P(\alpha) |\alpha\rangle \langle \alpha|$$

$P(\alpha)$ is referred to as a quasi-probability since it can adopt negative values because of normalization [18].

$$\text{Tr} \hat{\rho} = \int \frac{d^2\alpha}{\pi} P(\alpha) = 1$$

Usually, $|\alpha\rangle$ are harmonic oscillator coherent states obeying $\hat{a}|\alpha\rangle = \alpha|\alpha\rangle$ [18], with complex with complex $\alpha$ and $\langle \alpha|\alpha\rangle = 1$, so that [18].

$$\int \frac{d^2\alpha}{\pi} |\alpha\rangle \langle \alpha| = 1$$
From Equation (4), it is possible to generate a vast list of alternative quantum distributions in phase space, such as, for example, the so-called Q-function [20], and of the celebrated Wigner’s W-function [21,22]. For an arbitrary density operator, the connection between $Q$- and $P$-functions, through the following convolution transformation, is given by [22]

$$Q(z) = \int \frac{d^2\alpha}{\pi} P(\alpha) e^{-|\alpha-z|^2}$$

(7)

1.3. Our Goal

Our purpose in this paper is to investigate the Fisher thermodynamics associated with quasi-probabilities, i.e., to translate Fisher-thermodynamics’s ideas into phase space parlance. It will be seen that interesting insights are provided by such a translation.

The paper is organized as follows. The first three Sections expound preliminary materials. In Section 2, we revisit some key ideas developed in [4,9] but reexpressing them in a phase space language. In Section 3, we recapitulate the quasi-probabilities treatment of Lee [23], and finally, in Section 4, we discuss the effective temperature approach for quasi-probabilities developed in [24]. The subsequent three Sections convey our new materials. Section 5 relates Fisher’s measure to the effective temperature of [24]. Section 6 discusses that special kind of Fisher information indicator (cf. Equation (2)) whose parameter $\theta$ is the inverse effective temperature, and Section 7 introduces the important notion of Fisher complementarity. Conclusions are drawn in Section 8.

2. Fisher Information’s Relations in Phase Space

We review in this Section some key ideas developed in [4,9], but reexpressing them in a phase space language. The MaxEnt classical density that describes a system at equilibrium is [3]

$$\rho(\alpha) = \frac{1}{Z} e^{-\sum_{i=1}^{M} \chi_i A_i(\alpha)}$$

(8)

where the complex quantity $\alpha$ is linear superposition of phase space variables $x-p$. The partition function $Z$ has the form $Z(\chi) = \int (d^2\alpha/\pi) \exp\left(-\sum_{i=1}^{M} \chi_i A_i(\alpha)\right)$, $i = 1, \ldots, M$ [3], with $d^2\alpha = dx dp / 2\pi\hbar$. The $\chi_i$ are MaxEnt Lagrangian multipliers associated to $M-$observables $A_i(\alpha)$, with the

$$\langle A_i \rangle = \int \frac{d^2\alpha}{\pi} \rho(\alpha) A_i(\alpha)$$

(9)

constituting our prior information. Recourse to the MaxEnt prescriptions yields the $\chi_i$ of Equation (8).

Mandelbrot suggests [9,25–27] that we link these $\chi_i$ to parameters to be estimated via Fisher-manipulations (cf. Equation (2)) using an FIM depending on $\rho$ that is cast as a sum of $M$-terms $T_i$ (one for each $\chi_i$ (cf. Equation (7)) (see also [9])

$$I = \sum_{i=1}^{M} \Gamma_i \left( \frac{\partial \ln \rho}{\partial \chi_i} \right)^2 = \sum_{i=1}^{M} \Gamma_i \left( A_i - \langle A_i \rangle \right)^2$$

(10)

We see that $I$ is associated to fluctuations of the observables [25–28]. In addition, $\Gamma_i$ are suitable constants, useful to render a dimensionless Fisher measure $I$ [9]. Our statistical fluctuations obey the relation [25–28]

$$\left( A_i - \langle A_i \rangle \right)^2 = -\frac{\partial \langle A_i \rangle}{\partial \chi_i}$$

(11)

so that FIM turns out to be

$$I = -\sum_{i=1}^{M} \Gamma_i \frac{\partial \langle A_i \rangle}{\partial \chi_i}$$

(12)
As stated above, thermodynamics’ Legendre structure arises from extremizing $I$ with adequate constraints [4,6–8]. We use the same $\langle A_i \rangle$ with different Lagrange multipliers. This procedure is the counterpart of Shannon’s MaxEnt procedure. The new Fisher multipliers are, say, $\gamma_i$. One now appeals to the well known thermodynamic relation associating (i) the information measure; (ii) the Lagrange multipliers (Fisher’s here); and (iii) expectation values [4]

$$\gamma_i = \frac{\partial I}{\partial \langle A_i \rangle}$$ (13)

Inserting this into Equation (12), we can cast Fisher’s $\gamma_i$ in terms of Shannon’s ones ($\chi_j$’s),

$$\gamma_i = -\sum_{j=1}^{M} \Gamma_j \frac{\partial \langle A_j \rangle}{\partial \chi_j}$$ (14)

a relation which could be used to determine them.

Let us assume that the thermal equilibrium Boltzmann-Gibbs probability distribution is ($\beta = 1/kT$), for any system of energy $E$

$$\rho = \exp(-\beta E) / Z$$ (15)

and set $\Gamma = 1/k_BT_0$. We have introduced an arbitrary, fixed reference temperature $T_0$. The (dimensionless) canonical ensemble FIM Equation (12) becomes now

$$I = -\frac{1}{k^2T_0^2} \frac{\partial \langle E \rangle}{\partial \beta}$$ (16)

As stipulated in [9], if we assume that the system obeys the energy’s equipartition theorem in a phase space of two degrees of freedom, i.e., using Equation (9)

$$U = \langle E \rangle = \beta^{-1}; \frac{\partial E}{\partial \beta} = -\beta^{-2} = -\langle E \rangle^2$$ (17)

The Fisher multiplier is, according to Equation (14), and introducing at this point the Fisher temperature $T_F$,

$$\gamma = \frac{1}{kT_F} = -\frac{1}{k^2T_0^2} \frac{\partial \langle E \rangle}{\partial \beta} = \frac{2}{k^2T_0^2} = \frac{2kT_F}{k^2T_0^2}$$ (18)

From this fact, we get the relationship between the Fisher temperature and the ordinary, Shannon’s one $T$

$$T_F = \frac{T_0^2}{2T}$$ (19)

and emphasize that, if $I$ grows, then $S$ diminishes, and vice versa [1]. As a consequence, the very thermometer that indicates $T$ values can also be employed to ascertain $T_F$, relabelling its scale.

3. Lee’s Quasi-Probability Distributions $R$

Consider a continuous parameter $\tau$. With the purpose to connect all phase space distributions (quasi probabilities), Ching Tsung Lee introduces it in the transformation (convolution) $P-Q$, and defines a generalized distribution function as follows [23]

$$R(z, \tau) = \frac{1}{\tau} \int \frac{d^2a}{\pi} P(a) \exp \left(-\frac{1}{\tau}|z - a|^2\right)$$ (20)
For $\tau = 0, 1/2, \text{and} 1$, this $R$ function becomes the $P, W$ and $Q$ ones, respectively. We see that $R$ is a continuous interpolation between $P$ and $Q$ [23]. Thus, the formalism is restricted to $\tau$-values between 0 to 1.

In particular, for a thermal quantum state of the harmonic oscillator at the temperature $T$ ($\beta = 1/kT$), the $P$-function is ($\hat{n}$ is the phonon-number operator)

\[ P(\alpha) = \frac{1}{\langle \hat{n} \rangle} \exp \left( -\frac{|\alpha|^2}{\langle \hat{n} \rangle} \right) \]  

while the mean phonon-number is [18]

\[ \langle \hat{n} \rangle = \frac{e^{-\beta \hbar \omega}}{1 - e^{-\beta \hbar \omega}} \]  

which obviously depends on the temperature $T$.

Introducing Equation (21) into Equation (20) and integrating on the variable $\alpha$ with the help of the integral

\[ \int \frac{d^2 \alpha}{\pi} e^{-\gamma |\alpha|^2} e^{z^* \alpha + z \alpha} = \gamma^{-1} e^{\gamma^{-1} |z|^2} \]  

we can get the analytical thermal $R$-function. With a simple calculation, we discover here that one can cast the quantum HO’s $R$ as

\[ R(z, \tau) = \frac{1}{\tau + \langle \hat{n} \rangle} \exp \left( -\frac{|z|^2}{\tau + \langle \hat{n} \rangle} \right) \]  

which depends on the temperature via the above definition of $\langle \hat{n} \rangle$ given by Equation (22). We emphasize some specific cases such as

\[ R(z, 0) = \gamma_P e^{-\gamma_P |\alpha|^2}, \quad \gamma_P = \frac{1}{\langle \hat{n} \rangle} = e^{\beta \hbar \omega} - 1 \quad (P\text{-function}) \]  

\[ R(z, 1) = \gamma_Q e^{-\gamma_Q |\alpha|^2}, \quad \gamma_Q = \frac{1}{1 + \langle \hat{n} \rangle} = 1 - e^{-\beta \hbar \omega} \quad (Q\text{-function}) \]  

\[ R(z, 1/2) = \gamma_W e^{-\gamma_W |\alpha|^2}, \quad \gamma_W = \frac{1}{1/2 + \langle \hat{n} \rangle} = 2 \tanh(\beta \hbar \omega / 2) \quad (W\text{-function}) \]  

We note that the $P(Q)$ representation corresponds to a normal (antinormal) ordering of the creation and destruction operators. However, in the limit of high temperatures, $T \gg \hbar \omega / k$, we can ignore this ordering of operators, which it will then not be considered in the forthcoming Section. In this limit, all effects are classical.

4. Review of the Effective Temperature Treatment of Quasi-Probabilities

To end our recapitulation process, we review here now ideas of [24] that will be later generalized à la Fisher. Let us define the classical expectation value of the arbitrary function $\mathcal{A}(x, p)$ as

\[ \langle \mathcal{A} \rangle = \int \frac{d^2 \alpha}{\pi} R(\alpha, \tau) \mathcal{A}(\alpha) \]  

where we have considered the thermal $R(\alpha, \tau)$ given by Equation (24) as the statistical weight function. The idea to be advanced at this stage is the following. We are dealing with quasi-probabilities $R$ for canonical thermal states of a quantum harmonic oscillator (HO) distribution (of temperature $T$), but we consider now a special HO, namely, a classical one at the temperature $T^*$. 
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Thus, the associated canonical ensemble assumes interaction with a reservoir of heat at the temperature \( T^* \). The pertinent effective, classical HO-Hamiltonian reads [24]

\[
\mathcal{H}(x, p) = \hbar \omega |\alpha|^2
\]

where \( x \) and \( p \) are phase space variables, \(|\alpha|^2 = x^2/4\sigma_x^2 + p^2/\sigma_p^2\), and \( \sigma_x^2 = \hbar \omega/2m \) and \( \sigma_p^2 = \hbar \omega/2 \) [3].

Let us discuss in some more detail the concept of effective temperature [24] with reference to the mean value \( U^* \) of the effective Hamiltonian for a given free parameter \( \langle n \rangle \) that mimics the mean phonon number \( \langle \hat{n} \rangle \), defined as

\[
\langle n \rangle = e^{-\beta \hbar \omega (\tau + \langle n \rangle)}
\]

so that

\[
U^* = \hbar \omega \int \frac{d^2\alpha}{\pi} R(\alpha, \tau) |\alpha|^2 = \hbar \omega (\tau + \langle n \rangle)
\]

Introducing Boltzmann’s constant \( k \), our effective temperature \( T^* \), via equipartition (two degrees of freedom), becomes

\[
T^* = \frac{U^*}{k}
\]

that is, we reiterate that \( U^* \) is the classical mean energy of a harmonic oscillator at the effective temperature \( T^* \) and mean phonon number \( \langle n \rangle \)

\[
U^* = k T^*
\]

with

\[
T^* = \frac{\hbar \omega}{k} (\tau + \langle n \rangle)
\]

contributing with \( k T^*/2 \) for each of the two pertinent degrees of freedom. The concept of effective temperature \( T^* \) is fundamental for us here because it absorbs \( \tau \). The treatment in terms of \( T^* \) accommodates all possible \( \tau \) values into a single expression. The condition \( \tau + \langle n \rangle > 0 \) ensures positivity of \( T^* \). This entails \( \tau > 0 \). Taking into account the definition Equation (31), we recast Equation (24) in the following manner

\[
R(z, \tau) = \beta^* \hbar \omega \exp \left( -\beta^* \hbar \omega |z|^2 \right)
\]

that is the thermal equilibrium Boltzmann–Gibbs probability distribution at the equilibrium temperature \( T^* \), with \( \beta^* = 1/kT^* \). This is equivalent to the probability distribution of a classical harmonic oscillator in a canonical ensemble contained in a volume \( V \) whose energy is given by Equation (31), with \( \beta^* \) playing the role of a Lagrange multiplier. In view of the definition Equation (24), we immediately obtain the partition function \( Z^* \) whose appearance is

\[
Z^* = \int \frac{d^2\alpha}{\pi} \exp(-\beta^* \hbar \omega |\alpha|^2) = \tau + \langle n \rangle
\]

Additionally, the thermodynamic entropy \( S \) is

\[
S = k(1 - \ln(\tau + \langle n \rangle))
\]

that from Equation (33), it can be rewritten as a function of \( T^* \) as

\[
\frac{S}{k} = 1 + \ln \left( \frac{k T^*}{\hbar \omega} \right)
\]
Combining Equation (33) with the thermodynamic entropy Equation (37), it is easy to verify that

\[ T^* = \left( \frac{\partial U^*}{\partial S} \right)_V \]  

(39)

where we have considered the volume \( V \) to be constant. The effective Helmholtz free energy is given by

\[ A^* = U^* - T^* S = kT^* \ln \left( \frac{\hbar \omega}{k T^*} \right). \]  

(40)

In addition, according to Equations (31), (36) and (37), we find

\[ \frac{S}{k} = \ln Z^* + \beta^* U^* \]  

(41)

Thus, one reobtains, for any Lee quasi-probability distribution, all the thermal results pertaining to a classical HO at the temperature \( T^* \). Let us insist: the above results are valid for any given Lee quasi-probability distribution.

In Figure 1, we show the comportment of \( T^* \) vs. \( T \) for several values of \( \tau \). We remark that, save for a small \( T \)-zone near the origin, the \( \tau \)-curves are of a linear character, so that \( T^* \) depends linearly on \( T \) and can be measured with the same thermometer, with a trivial relabelling. This small \( T \)-zone near the origin is not relevant for our present classical (or semiclassical) regimes, since the concomitant \( T \sim 0 \) scenario can not be properly described by such regimes.

![Figure 1. \( T^* \) versus kT/\( \hbar \omega \) for \( \tau = 0, 0.2, 0.4, 0.6, 0.8, 1 \) (upwards).](image)

5. Fisher’s Measure and Effective Temperature

We begin here developing the contributions of this work. Our shift-invariant Fisher information \( I_{si} \) in phase space, adapted to the preceding considerations, reads

\[ I_{si} = \frac{1}{4} \int \frac{d^2 \alpha}{\pi} R(\alpha, \tau) \left( \frac{\partial \ln R(\alpha, \tau)}{\partial |\alpha|} \right)^2 \]  

(42)

so that, dealing with this integral, we are led to the result

\[ I_{si} = \frac{1}{\tau + \langle n \rangle} \]  

(43)

a dimensionless quantity.
As in the preceding Section, we wish to accommodate all possible \( \tau \) values into a single reference frame. For that, we invoke the effective temperature \( T^* \) of the preceding Section and cast \( I \) in terms of \( T^* \) as

\[
I_{si} = \frac{\hbar \omega}{k T^*} = \beta^* \hbar \omega
\]

and, we are led, from Equations (37) and (44), to the universal relationship

\[
\frac{S}{k} = 1 - \ln I_{si}
\]

or

\[
e^{S/k} = \frac{e}{I_{si}}
\]

entailing that this relation is universally valid for all quasi probability distributions for all \( 0 \leq \tau \leq 1 \). This is a very important result. For quasi probabilities, there exists an analytical relationship between \( S \) and \( I_{si} \), that, as far as we know, is the first to be encountered in the Literature.

6. Another Kind of Fisher Information

Up to now, we have dealt only with the so-called shift invariant FIM \( I_\tau \). In this subsection, we appeal to another FIM (cf. Equation (2)), one for which the pertinent parameter is the effective inverse temperature \( \beta^* \). Note that in Ref. [29], its authors use the same FIM, but that their parameter is, instead, \( \beta \). We consider a system at thermal equilibrium described by the Gaussian distribution \( R(\alpha, \tau) \) given by Equation (35). For this Gaussian distribution, we define the \( \beta^* \)-Fisher measure as [29]

\[
I_{\beta^*} = \int \frac{d^2 \alpha}{\pi} R(\alpha, \tau) \left( \frac{\partial \ln R(\alpha, \tau)}{\partial \beta^*} \right)^2
\]

so that by integrating over phase space, we immediately get

\[
I_{\beta^*} = \frac{1}{\beta^*}.
\]

On the other hand, from Equation (33) and definition of \( \beta^* \) we have

\[
\frac{\partial U^*}{\partial \beta^*} = -\frac{1}{\beta^*}
\]

so that, replacing this into Equation (48), one obtains the important relationship

\[
I_{\beta^*} = -\frac{\partial U^*}{\partial \beta^*}
\]

which casts \( I_{\beta^*} \) as a first derivative of the mean energy. The dimensionless expression for this FIM is, according to the concepts expounded in Section 2 and appealing to the reference \( T_0 \),

\[
I_{\beta^*} = \frac{I_{\beta^*}}{k^2 T_0^2} = -\frac{1}{k^2 T_0^2} \frac{\partial}{\partial \beta^*} \frac{\partial U^*}{\partial \beta^*}
\]

The pertinent FIM multiplier is, looking back at Section 2,

\[
\gamma = \frac{1}{kT_F} = -\frac{1}{k^2 T_0^2} \frac{\partial}{\partial \beta^*} \frac{\partial U^*}{\partial \beta^*} = \frac{2}{k^2 T_0^2 \beta^*}
\]
leading to the relationship

\[ T_F = \frac{T_0^2}{2T^*} = \frac{T_0^2}{2\hbar \omega (\tau + \langle n \rangle)}. \]  

We see that the relationship between \( T_F \) and \( T^* \) is akin to that between \( T_F \) and \( T \).

7. Fisher Complementarity

We appeal now to the quantum, Bohr’s notion of complementarity [30–32]. According to it, some objects display complementary properties that one can not simultaneously measure with accuracy. The more precisely one property is ascertained, the more uncertain the determination of the complementary property becomes. Heisenberg’s uncertainty relation is the paramount instantiation. A long time has elapsed since its original formulation. However, an important debate is still going on regarding both its interpretation and its precise definition in several contexts [33–36]. We encounter below a classical instantiation of the principle, a Fisher one.

From Equations (44) and (48), we immediately find

\[ I_{\beta^*} = \frac{\hbar^2 \omega^2}{h^2 \omega^2 \beta^2} = \frac{\hbar^2 \omega^2}{I_{si}^2}. \]  

since \( I_{si} \) is dimensionless, \( I_{\beta} \) has units of energy squared.

Once again, we find an analytical expression relating our two FIMs.

By taking logarithms and considering the relation Equation (45) between \( S \) and \( I_{si} \), after some algebra we obtain a relation between \( S \) and \( I_{\beta^*} \)

\[ I_{\beta^*} = \hbar^2 \omega^2 e^{2(S/k-1)} \]  

or

\[ \frac{S}{k} = \frac{1}{2} \ln \left( \frac{e I_{\beta^*}}{\hbar \omega} \right) \]  

which links analytically the new FIM to \( S \). In addition, from Equation (54), we encounter complementarity, \( i.e. \), at a sort on uncertainty relation

\[ \sqrt{I_{\beta^*} I_{si}} = \hbar \omega \]  

or in view of Equation (51)

\[ \sqrt{I_{\beta^*} I_{si}} = \frac{\hbar \omega}{kT_0} = \text{constant} \]  

which improves upon a similar relationship encountered in [29], where, however, (i) on the right hand side, there is not a constant, but it depends on the temperature (\( i.e. \), on the reservoir and not on the system), and thus no proper uncertainty arises and (ii) one deals there with \( I_{\beta} \) and not with \( I_{\beta^*} \). Note that for \( \hbar \omega \) we have a well known physical meaning: the energetic distance between HO-levels.

\( I_{\beta^*} \) conveys information regarding the effective temperature, while \( I_{si} \) refers to information about phase space localization. We discover here that these two types of information are complementary. If one becomes larger, the other diminishes.

8. Conclusions

In this paper, for quadratic Hamiltonians, with reference to Lee’s quasi-probability phase space distributions, we have:

- Reexpressed the Lee distribution \( R(z, \tau) \) in terms of the temperature \( T \) expressed via the parameter \( \langle n \rangle \) (cf. Equation (30)).
• Linked the concept of phase space effective temperature, advanced in [24] to Fisher-quantities. We discovered that, for Lee’s quasi-probabilities [23], there exists an analytic expression linking the phase space entropy $S$ to its shift-invariant Fisher counterpart $I_{si}$. The existence of such a link was not known before, as far as we know.

• Encountered, by analysis of the special kind of Fisher-measure $I_{β^∗}$, whose parameter is the inverse effective Fisher temperature, that the Fisher temperature $T_F$ of reference [9] behaves like the inverse of the effective temperature of reference [24].

• Discovered a Bohr’s complementarity between $I_{β^∗}$ and the shift-invariant measure $I_{si}$, showing that the associated celebrated Principle applies to some Information Theory entities.
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