A note on four-particle form factors of operators $T_{2n} T_{-2n}$ in the sinh-Gordon model
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Abstract
The diagonal matrix elements $\langle \theta_1, \theta_2 | T_{2n} T_{-2n} | \theta_1, \theta_2 \rangle$ between two-particle states in the sinh-Gordon model are computed analytically for all integers $n > 0$. This confirms the proposal [1] by Smirnov and Zamolodchikov for these matrix elements and demonstrates the effectiveness of the algebraic approach to form factors.
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1. Introduction
We continue studying the structure of the descendant fields in the integrable two-dimensional quantum field theory in the algebraic approach [2–6]. Our basic example is the sinh-Gordon model defined by the action

$$ A_0 = \int \mathrm{d}^2 \chi \left( \frac{(\partial \varphi)^2}{16\pi} - 2\mu \cosh b \varphi \right). $$

The coupling constant $\mu$ has the scaling dimension $2 + 2b^2$ so that the perturbation is relevant. Integrability of the theory is related to the existence of an infinite set of integrals of motion. The corresponding conservation laws for currents have the form [7]

$$ \partial = \partial / \partial z, \bar{\partial} = \partial / \partial \bar{z}. $$

We assume $x = x^1 - x^0, \bar{x} = x^1 + x^0$ for the light-cone variables and $\mathrm{d} s^2 = (\mathrm{d} x^0)^2 - (\mathrm{d} x^1)^2 = -\mathrm{d} z \mathrm{d} \bar{z}$ for the metrics in the Minkowski space. Correspondingly, $\partial = \partial / \partial z, \bar{\partial} = \partial / \partial \bar{z}$. 
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\[ \begin{align*}
\partial T_{2n} &= \partial \Theta_{2n-2}, \\
\partial T_{-2n} &= \partial \Theta_{-2n+2},
\end{align*} \]

for \( n = 1, 2, \ldots \). As usual, the subscript at a current operator is its spin.

The spectrum of the model consists of a massive scalar boson with the following two-particle \( S \) matrix

\[ S(\theta) = \frac{\text{th}_2^2(\theta - i\pi r)}{\text{th}_2^2(\theta + i\pi r)}, \]

where the parameter \( r \) is related to the parameter \( b \) as \( b^2 = (1 - r) / r \). Correlation functions of local operators can be studied in the framework of the form factor approach. In this approach form factors, which are matrix elements of local operators with respect to eigenvectors of the Hamiltonian, are obtained as solutions to a system of bootstrap equations (see [8] and references therein). Correlation functions are expressed in terms of form factors by inserting a decomposition of unity in the sum over stationary states between local operators. In fact, this provides infrared (long distance) expansions of correlation functions.

In principle, all said is valid for the sine-Gordon model, which corresponds to \(-1 < b^2 < 0\), but the spectrum of the latter is much richer. It consists of solitons and breathers, and the \( S \)-matrix (1.3) only describes scattering of a pair of the lightest breather particles. Nevertheless, our derivation of the main formula (1.6) is only valid if the spectrum consists of one neutral scalar particle. This is the case for the sinh-Gordon theory and for the restricted sine-Gordon theory with \( r = \frac{s + 1}{2s - 1} \), \( s = 2, 3, \ldots \), which corresponds to the \( \Phi_{13} \) perturbations of the minimal conformal models with the central charge \( c = -\frac{2(6s - 13s - 1)}{2s + 1} \) [9].

Recently, Smirnov and Zamolodchikov proposed a class of new infinite-dimensional families of integrable effective (non-renormalizable) field theories [1]. These models can be defined as irrelevant perturbations of any integrable model by spinless products of conserved currents. In the case of the sinh- and sine-Gordon models the action of the perturbed models looks like:

\[ A = A_0 - \sum_{n > 0} \lambda_n \int d^2x \; T_{2n} T_{-2n}(x). \]  

Here the product \( T_{2n} T_{-2n}(x) \) is understood as a limit [13]

\[ T_{2n} T_{-2n}(x) = \lim_{\delta \to 0} \Theta_{2n}(x + \delta) T_{-2n}(x) - \Theta_{2n-2}(x + \delta) \Theta_{-2n+2}(x) - \partial_\delta J_{n, \text{sing}}(x, \delta). \]

The last term cancels the singular part, which is nothing but a total divergence. It means that the whole operator is defined modulo a total divergence, so that the perturbation terms in the action are well defined on the infinite plane.

Smirnov and Zamolodchikov found such models to be integrable and proposed an elegant expression for their exact \( S \) matrices. An important part of their derivation of the exact \( S \) matrix was the conjecture that the matrix element

\[ J_{1/2}^f q_n \]

Examples of such infrared effective theories have already appeared in the literature. Zamolodchikov's renormalization group flow from the tricritical Ising fixed point to the critical one is related with the two-dimensional Majorana massless fermion perturbed by the operator \( T T = \frac{1}{2} \mathcal{T} \mathcal{J} \) [10, 11]. In the case of the massive fermion, these kind of perturbations were studied by Mussardo and Simon [12].

Here, as usual, the state \( |\theta_1, \ldots, \theta_N\rangle \) means the stationary state, which contains \( N \) particles with the rapidities \( \theta_1, \ldots, \theta_N \). The rapidity \( \theta_i \) is related to the corresponding 2-momentum \( p_i \) via \( p_i^\pm = m \text{ch} \theta_i, p_i^\mp = m \sinh \theta_i \).
in the limit
\[ \theta_3 \to \theta_1, \quad \theta_4 \to \theta_2 \] (1.5)
after a proper regularization is given by
\[ \langle \theta_1 | \theta_2 | T_{2a} T_{-2a}(0) | \theta_1 \theta_2 \rangle = 4Z_n^2 \text{sh} \theta_{12} \text{sh}(2n - 1) \theta_{12}, \quad \theta_{12} = \theta_1 - \theta_2. \] (1.6)
The overall constant factor depends on the normalization of currents:
\[ Z_n = e^{-4n \theta} \langle \theta | T_{2a}(0) | \theta \rangle. \] (1.7)
For the simplest case \( TT \equiv T_2 T_2 \) this formula can be checked by means of an explicit expression found by Delfino and Niccoli [14]. An expression for general values of \( n \) was given in our recent paper [6], where we proposed an algebraic construction for form factors of these operators. Though the corresponding explicit formula seems to be rather cumbersome, we show in this note that the algebraic construction provides the most direct way for an analytic proof of (1.6). In the normalization, chosen in [6], the overall coefficient reads
\[ Z_n = -\frac{\pi n^{1/4} \cos \frac{n(2n - 1)}{2}}{2 \cos \frac{\pi}{2}}. \] (1.8)
This normalization conforms with the natural normalization of the energy–momentum tensor component \( T_{zz} \), for \( n = 1 \), but for general values of \( n \) it is chosen arbitrarily. In addition, we show that no regularization is necessary for \( n > 1 \), but the definition of \( TT \) needs to be slightly modified.

2. Calculation of \( 2 \rightarrow 2 \) matrix elements

Our aim is to compute explicitly the four-point form factor \( \langle \theta_1 \theta_2 | T_{2a} T_{-2a}(0) | \theta_1 \theta_2 \rangle \). Form factors of these kinds of operators were found in [6] in the form of special matrix elements in an auxiliary Fock space. Let us recall some facts concerning form factors relevant to our aim. In what follows we use the notation of [6].

Form factors of a local operator \( \mathcal{O}(x) \) are its matrix elements in the basis of eigenvectors of the Hamiltonian. On the infinite plane, form factors can be expressed in terms of a set of analytic functions \( F_\mathcal{O} \) of rapidities:
\[ \langle \theta_1 \ldots \theta_K \mathcal{O}(0) | \theta_1 \ldots \theta_L \rangle = F_\mathcal{O}(\theta_1, \ldots, \theta_K, \theta'_1 - i\pi, \ldots, \theta'_L - i\pi), \] (2.1)
if \( \theta_1 > \theta_2 > \cdots > \theta_K, \theta'_1 > \cdots > \theta'_L \). The functions \( F_\mathcal{O}(\theta_1, \ldots, \theta_N) \) for any \( N \) can be found in the form
\[ F_\mathcal{O}(\theta_1, \ldots, \theta_N) = G_\mathcal{O} \rho^N J_\mathcal{O}(e^{\theta_1}, \ldots, e^{\theta_N}) \prod_{i<j} R(\theta_i - \theta_j). \] (2.2)
The function \( R(\theta) \) and the constant \( \rho \) are operator independent:
\[ R(\theta) = \exp \left\{ -4 \int_0^\infty \frac{dt}{\gamma} \frac{\text{sh}^2 \frac{\pi(1 - r)t}{2} \text{sh}^2 \frac{\pi r}{2} - \text{ch}(\pi + i\theta)t}{\text{sh}^2 \pi t} \right\}, \]
\[ \rho = (R(i\pi) \sin \pi r)^{-1/2}. \] (2.3)
The functions \( J_\mathcal{O}(x_1, \ldots, x_N) \) are symmetric and rational and define the operator \( \mathcal{O}(x) \). The normalization factor \( G_\mathcal{O} \) is separated for the sake of convenience. It accumulates some data
that cannot be found in an algebraic way. As shown in [2] the \( J_0 \) can be expressed as linear combinations of matrix elements of the form
\[
J_a^{(b)}(x_1, \ldots, x_N) = a \langle h| t(x_1) \cdots t(x_N)|h' \rangle_a,
\]  
(2.4)
where the stated \( a \langle h| \) and \( |h' \rangle_b \) belong to auxiliary Fock spaces, while the current \( t(z) \) is acting on these spaces and can be expressed in terms of the corresponding Heisenberg algebra generators. To give a precise meaning to this expression, we define the Heisenberg algebra. Its generators are \( \partial_k^\pm \ (k \in \mathbb{Z}\setminus\{0\}) \), \( \partial \) with the only nonvanishing commutation relations
\[
[\partial_k^+, \partial^-] = 1, \quad [d_k^+, d^-_{-k}] = k A_k, \quad A_k = (q^{1/2} - q^{-1/2})(q^{1/2} - (-1)^k q^{-1/2}),
\]  
(2.5)
where \( q = e^{-i \pi} \). Define the vacuums
\[
a1 \langle 1| d^+_{-k} = 0, \quad d^+_{-k}|1 \rangle = 0 \quad (k > 0), \quad a1|1 \rangle_a = a|1 \rangle_a.
\]  
(2.6)
The corresponding normal ordering operation \( :: \) puts \( d^+_{-k} \) (\( k > 0 \)) to the right of \( d^+_{-k} \). Let
\[
\lambda_{\pm}(z) = \exp \sum_{k \neq 0} \frac{d^\pm_k}{k} z^{-k}.
\]  
(2.7)
The products of these operators are reduced to normal products according to
\[
\langle \lambda_{\pm}^+(z') \lambda_{\pm}(z) \rangle = (\lambda_{\pm}^+(z') \lambda_{\pm}(z)) : \lambda_{\pm}^+(z') \lambda_{\pm}(z) :,
\]  
(2.8)
where
\[
\langle \lambda_{\pm}^+(z') \lambda_{\pm}(z) \rangle = 1 + (q - q^{-1}) \frac{\varepsilon - \varepsilon'}{2} \frac{z'z}{z'^2 - z^2}.
\]  
(2.9)
The current \( t(z) \) is defined as (we assume \( \varepsilon = \pm 1 \) and \( \varepsilon' \) to be the same)
\[
t(z) = \sum_{\varepsilon = \pm 1} e^{-i \pi \varepsilon} \lambda_{\varepsilon}(z).
\]  
(2.10)
Let \( \mathcal{A} \) be the commutative algebra with the generators \( c_{-k}, k = 1, 2, \ldots \). We need two representations of this algebra
\[
\pi(c_{-k}) = \frac{d^+_k - d^-_{-k}}{A_k}, \quad \pi(c_{-k}) = \frac{d^-_{-k} - d^+_k}{A_k}.
\]  
(2.11)
For any element \( h \in \mathcal{A} \) we define the following vectors
\[
a1 \langle 1| \pi(h) = a \pi(h)|1 \rangle a, \quad \pi(h)|1 \rangle_a = \pi(h)|1 \rangle_a.
\]  
(2.12)
This completes the definition of the functions \( J_a^{(b)}(x_1, \ldots, x_N) \).

The functions are easily calculated in the following way. First, decompose the expression (2.4) by means of (2.10):
\[
J_a^{(b)}(x_1, \ldots, x_N) = \sum_{\varepsilon_1, \ldots, \varepsilon_N} e^{-i \pi \varepsilon \sum_{\varepsilon_i} \pi(h)\lambda_{\varepsilon_i}(x_i) \cdots \lambda_{\varepsilon_N}(x_N)|h' \rangle_a}.
\]  
(2.13)
Second, use (2.12) and push \( \pi(h) \) to the right and \( \pi(h') \) to the left by means of the commutation relations
\[
[\pi(c_{-k}), \lambda_{\varepsilon}(z)] = (-\varepsilon) k A_k^{-1} \delta_{k,0}.
\]  
(2.13a)

\[
[\pi(c_{-k}), \lambda_{\varepsilon}(z)] = (-\varepsilon) k A_k^{-1} \delta_{k,0}.
\]  
(2.13b)

\[
[\pi(c_{-k}), \pi(c_{-k})] = (-1) 2 A_k^{-1} \delta_{k,0}.
\]  
(2.13c)

Only the commutators contribute the result, since the remainder vanishes due to the relations
\[ \pi(c_\pm)|1\rangle = 0, \quad a\langle 1|\pi(c_\pm) = 0. \]  
(2.14)
The result reduces to a combination (with \( x_i \)-dependent coefficients) of the matrix elements
\[ a\langle 1|\lambda(x_1) \cdots \lambda(x_N)|1\rangle = \prod_{i<j} \langle \lambda(x_i) \lambda(x_j) \rangle, \]
which are known due to (2.9).

We now return to the physics of the problem. The matrix elements
\[ J_n(x_1, \ldots, x_N) \equiv J_n^1(x_1, \ldots, x_N) \text{ provide } [15-17] \text{ (by means of (2.2)) form factors of the exponential operator } \]
\[ V(x) = e^{(b+b^{-1})(1/2-a)\varphi(x)}, \]
if the corresponding constant \( G_{\varphi} \) is its vacuum expectation value [18]. The functions \( J_n^1(x_1, \ldots, x_N) \) were argued in [2] to describe descendants of the operator \( V(x) \). We are interested in the operators \( G_n = T_{2n}T_{-2n} \), which are special \((2n, 2n)\)-level descendants of the operator \( V_{1/2}(x) \). In [6] we proposed that their form factors have the form (2.2) with the normalization
\[ G_n^{TT} = \frac{\pi^2 m^{4n}}{64 \sin^2 \pi r} \]  
(2.15)
and the J-functions
\[ J_n^{TT}(x_1, \ldots, x_N) = \sum_{r \rightarrow -r} \langle 1|S_2^{\pm} \tilde{t}(x_1) \cdots \tilde{t}(x_N) S_{-2n}^{\pm}|1\rangle_{r-1/2} + \cdots. \]  
(2.16)
The normalization is chosen in consistency with the normalization of the operators \( T_{2n}(x) \) given by (1.8). It is only fixed by a physical condition for \( n = 1 \). The dots in the r.h.s. of (2.16) mean the terms that contain the factors of the form \( \sum_{k=1}^{2k-1} = \sum \epsilon^{(2k-1)i\theta} \) for some values of \( k \), which vanish in the matrix elements
\[ \langle \theta_1 \theta_2 | T_{2n}T_{-2n}(0) | \theta_1 \theta_2 \rangle = F_n(\theta_1, \theta_2, \theta_2 - i\pi, \theta_1 - i\pi). \]
In other words, these irrelevant terms correspond to commutators of integrals of motion with some local operators.

The operators \( S_k^\pm \) are so called inverse screening operators defined by
\[ S_k^+ = \oint \frac{dz}{2\pi i} e^{-iS_k^+(z)}, \quad S_k^+(z) = e^{i(1-1)\hat{k}} : \exp \sum_{k>0} \frac{d_k^+ - d_k^-}{q^{k/2} - q^{-k/2}} e^{-z-k}. \]  
(2.17)
Since these operators are expressed in terms of \( d_k^- - d_k^+ \), they generate vectors of the form (2.12).

The main technical difficulty of calculating the matrix elements \( J_n \) is that the form of the vectors \( \sum_{r \rightarrow -r} \langle 1|S_2^{\pm} \tilde{t}(x_1) \cdots \tilde{t}(x_N) S_{-2n}^{\pm}|1\rangle_{r-1/2} \) is rather cumbersome. They can be expressed in terms of Hall–Littlewood polynomials (similar to null-vectors in [4]), but this does not simplify the calculation of the matrix element. Instead, we push \( S_2^{\pm} \) to the right and \( S_{-2n}^{\pm} \) to the left by commuting them with the currents \( \tilde{t}(x_i) \) and with each other.

To do this we need some properties of the operators \( S_k^+ \). Namely, we use the commutation relations
\[ S_k^+ S_k^- = -S_{k+2}^+ S_{k-2}^- \]  
(2.18)
and

\[
[S_k^+, t(z)] = (-1)^k B_k z^k \\
\times \left( q^{\frac{k-1}{2}} \eta(-q^{-1/2}z) \tilde{\tau}(z) + q^{\frac{k+1}{2}} \eta(-q^{1/2}z) \tilde{\tau}(z) : e^{i\pi z} \right).
\]  
(2.19)

Here \( B_k = q^{1/2} + q^{-1/2} \) and

\[
\tilde{\tau}(z) = e^{(r-1)\lambda_0} \exp \sum_{k=0}^{\infty} \frac{q^{k/2} d_+^k - q^{-k/2} d_-^k}{k(q^{k/2} - q^{-k/2})} z^{-k}.
\]  
(2.20)

\[
\eta(z) = \exp \sum_{k \in \mathbb{Z} + 1} \frac{2(d_+^k - d_-^k)}{k(q^{k/2} - q^{-k/2})} z^{-k}.
\]  
(2.21)

The operator \( \tilde{\tau}(z) \) is quite analogous with the operator \( \tau(z) \) introduced in [6], and can be obtained from the latter by the substitution \( r \to 1 - r \).

Besides, the commutations of \( S_k^+ \) with \( \eta(z) \) and \( \tilde{\tau}(z) \) are trivial

\[
S_k^+ \eta(z) = \eta(z) S_k^+, \quad S_k^+ \tilde{\tau}(z) = z^2 \tilde{\tau}(z) S_{k-2}^+.
\]  
(2.22)

We also need the properties

\[
S_k^+ |1\rangle_a = 0, \quad a \langle 1 | S_k^+ (k > 0),
\]

\[
S_k^+ |1\rangle_a = |1\rangle_a, \quad a \langle 1 | S_0^+ = a \langle 1 |.
\]  
(2.23)

The operator \( \eta(z) \) is such that it only produce a factor in the matrix element. Indeed, its pair correlation functions with \( \lambda_-(z) \), \( \lambda_+(z) \) and \( \tilde{\tau}(z) \) are the same:

\[
\langle \eta(z') \lambda_\pm(z) \rangle = \langle \eta(z') \tilde{\tau}(z) \rangle = f_\eta\left( \frac{z'}{z} \right),
\]  
(2.24)

where

\[
f_\eta(z) = \frac{(1 - q^{1/2}z)(1 - q^{-1/2}z)}{(1 + q^{1/2}z)(1 + q^{-1/2}z)}.
\]  
(2.25)

After substituting the commutation relations (2.18), (2.19), (2.22) and the property (2.23) into (2.16) and applying (2.24) we obtain

\[
J_n^{TT}(x_1, \ldots, x_N) = \sum_{i \neq j} F_n(x_i, x_j) \delta \tilde{\tau}(x_i) \tilde{\tau}(x_j) |1\rangle_h \langle 1| \pm (1 - 2r) \langle 1 | t(X) |1\rangle_h \langle 1| \pm 2r \langle 1 | t(X) |1\rangle_h \langle 1| \right. \\
+ \left. \cdots.
\]  
(2.26)

Here \( \tilde{X}_{i, \ldots} = X \setminus \{ x_i, \ldots \} \) and

\[
F_n(x, y | X) = -B_n^+ x^{\sigma - 1} y^{\sigma - 1} G_n(x | y, X) G_{-\sigma}(y | x, X),
\]  
(2.27)

where

\[
G_n(x | X) = \frac{q^{\sigma/2}}{\pi} \prod_{i=1}^{N} f_i\left( -q^{1/2} \frac{x_i}{x} \right) - q^{-\sigma/2} \prod_{i=1}^{N} f_i\left( -q^{-1/2} \frac{x_i}{x} \right).
\]  
(2.28)
The matrix element in the first line of (2.26) is given by

\[
\begin{align*}
\langle\Gamma(y_1)\Gamma(y_2)\rangle \prod_{\alpha=0}^{L-1} (-1)^{\alpha}(\tilde{\tau}(y_1)\lambda_{\alpha}(y_2)) \times \langle\lambda_{\alpha}(x_1)\tilde{\tau}(y_2)\rangle \prod_{i<j} \langle\lambda_{\alpha}(x_i)\lambda_{\alpha}(x_j)\rangle,
\end{align*}
\]

where

\[
\begin{align*}
\langle\tilde{\tau}(z')\tilde{\tau}(z)\rangle = & \frac{(z' - qz)(z' - z)(z' - q^{-1}z)}{z'^2(z' + z)}, \\
\langle\tilde{\tau}(z')\lambda_{\alpha}(z)\rangle = & \frac{z' - q^{-1}z}{z' + z}. 
\end{align*}
\]

After substituting this into (2.26) for \(N = 4\) and simplifying (with the help of Mathematica®) we make sure that the first line in the expression (2.26) for the function \(J_{\alpha}^{T\bar{T}}(x_1, \ldots, x_4)\) is regular at the point (1.5). The only singularity can come from the last line, which vanishes for \(n \geq 2\).

In the case \(n = 2\), after multiplying the answer by

\[
\rho^4 R(\theta_{12})R(-\theta_{12})R(\theta_{12} + \pi)R(-\theta_{12} + i\pi)R^2(i\pi) = \frac{1}{\sin^2 \pi r} \frac{\sin^2 \dot{\theta}_{12}}{\sin^2 \dot{\theta}_{12} + \sin^2 \pi r}
\]

and by \(G_{\alpha}^{T\bar{T}}\), we obtain (1.6) with the normalization factor (1.8).

The case \(n = 1\) must be considered separately. Denote \((T\bar{T})_{\text{red}}\) the operator defined by the first line of (2.26). This operator is the operator \(T\bar{T} = T_2 T_{-2}\) plus const \(\times (\Theta_0 - \frac{1}{2}(\Theta_0)\dot{\Theta}_0)\), which is proportional to the operator defined by the terms at the Kronecker symbol \(\delta_{11}\). Since, by definition \((T\bar{T})_{\text{red}} = 0\), we easily establish the coefficient:

\[
(T\bar{T})_{\text{red}} = T\bar{T} + 2(\Theta_0)\dot{\Theta}_0 - (\Theta_0)^2.
\]

Hence, the definition (1.4) of the effective field theory should be modified

\[
A = A_0 - \lambda_1 \int d^2x \ (T\bar{T})_{\text{red}} - \sum_{n \geq 2} \lambda_{\alpha} \int d^2x \ T_{2n} T_{-2n}.
\]

3. Conclusion

In previous papers [4–6] we have shown that the algebraic approach to form factors makes it possible to derive some general identities for form factors independently of the number of particles, i.e. identities for the corresponding operators. In this paper we show that it allows one to obtain a general result of another kind: we consider a very special matrix element, but obtain a formula for arbitrary spin \(2n\) of the current. Both kinds of formulas demonstrate the main advantage of this approach: representing an explicit but complicated formula as a matrix element of rather homogeneous objects like currents with simple properties allows one to guess and prove identities in their general form, something which seems absolutely impossible if you look at the corresponding explicit expressions.
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