Momentum Contrastive Voxel-wise Representation Learning for Semi-supervised Volumetric Medical Image Segmentation
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Abstract. Contrastive learning (CL) aims to learn useful representation without relying on expert annotations in the context of medical image segmentation. Existing approaches mainly contrast a single positive vector (i.e., an augmentation of the same image) against a set of negatives within the entire remainder of the batch by simply mapping all input features into the same constant vector. Despite the impressive empirical performance, those methods have the following shortcomings: (1) it remains a formidable challenge to prevent the collapsing problems to trivial solutions; and (2) we argue that not all voxels within the same image are equally positive since there exist the dissimilar anatomical structures with the same image. In this work, we present a novel Contrastive Voxel-wise Representation Learning (CVRL) method to effectively learn low-level and high-level features by capturing 3D spatial context and rich anatomical information along both the feature and the batch dimensions. Specifically, we first introduce a novel CL strategy to ensure feature diversity promotion among the 3D representation dimensions. We train the framework through bi-level contrastive optimization (i.e., low-level and high-level) on 3D images. Experiments on two benchmark datasets and different labeled settings demonstrate the superiority of our proposed framework. More importantly, we also prove that our method inherits the benefit of hardness-aware property from the standard CL approaches. Codes will be available soon.
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1 Introduction

Learning from just a few labeled examples while leveraging a large amount of unlabeled data is a long-standing pursuit in the machine learning community, which is especially crucial for the medical imaging domain. Generating reliable manual annotations of 3D imaging data at scale is expensive, time-consuming, and may require domain-specific expertise. Due to privacy concerns, another challenge in medical imaging is relatively small training datasets.
In the medical imaging domain, substantial efforts [28,13,17,27,2,14,4,1] have been devoted to incorporating unlabeled data to improve network performance due to the limited 3D data and annotations. The most common training techniques are adversarial learning and consistency loss as regularization terms to encourage unsupervised mapping. Recently, contrastive learning (CL) has drawn considerable attention to learning useful representations without expert supervision and shown remarkable performance in the medical image analysis domain [3,8,26]. The central idea [6,25,16,5,22,3] is to learn powerful representations invariant to data augmentations that maximize the agreement between instance embeddings from different augmentations of the same images. The major stream of subsequent work focuses on the choice of dissimilar pairs, which determine the quality of learned representations. The loss function used to contrast is chosen from several options, such as InfoNCE [18], Triplet [24], and so on. However, while remarkable, those methods assume that the repulsive effect of negatives can avoid collapsing along all dimensions to trivial solutions by explicitly using positive and negative pairs in the loss function. However, it has been empirically observed that such design may still collapse along certain dimensions (i.e., dimensional collapse), as noted in [9,23]. Such scenarios can happen in predefined augmentations, which usually lead to better performance due to the inter-instance constraints while usually ignoring anatomically feasibility in the transformation.

In this paper, we present CVRL, a novel end-to-end semi-supervised framework to learn high-level contexts and local-level features in both the batch and the feature directions for 3D medical image segmentation. One blessing comes from the recent finding [10] in the context of image classification. The authors note that applying strong augmentation along the feature dimension may result in the dimensional collapse in CL. In other words, the augmented images are not “standardized” well and may easily admits collapsed solutions (e.g., generating the same vector for all 3D scans), making it challenging or even infeasible in real-world clinical practice. Three key aspects distinguish from the recent success
Fig. 2. Comparison of (a) Voxel-wise Contrastive Objective (i.e., batch dimension), and (b) Dimensional Contrastive Objective (i.e., feature dimension). $b$ denotes batch size and $c$ is the feature dimension.

First, the standard CL encourages instance-level representation diversity within the batch. By contrast, we propose an anatomy-informed regularization among the feature dimension, as an intra-instance constraint to encourage feature diversity for its improved robustness, as illustrated in Figure 2. This design is appealing: (1) our idea is rather plug-and-play and can be easily compatible with existing inter-instance constraints; and (2) it inherits the strength of CL in learning useful representations to improve the feature spaces’ discriminative capability (See Appendix). Second, we propose to perform low-level contrast in a lower-dimensional 3D subspace, which could capture rich anatomic information; and (3) existing methods mainly perform local contrast in the image-level space, which may usually lead to sub-optimal segmentation quality due to the lack of spatial information. In contrast, if the proposed method can learn more generic representation from 3D context, it will unlock the appealing prospect of 3D nature in medical images (i.e., 3D volumetric scans). We propose an additional high-level contrast to exploit distinctive features in the embedding feature space by designing a new 3D projection head to encode 3D features. We also theoretically show our dimensional contrastive learning inherits the hardness-aware property in Appendix. The results demonstrate that our segmentation network outperforms the state-of-the-art methods on two benchmark datasets, and generates object segmentation with high-quality global shapes.

1.1 Overview

An overview of the architecture is illustrated in Figure 1. Our CVRL is based on GCL [3], and follows its most important components such as data augmentations. Our goal is to learn stronger visual representations that avoid collapsing for improving the overall segmentation quality with limited annotation clinical scenarios. In the limited annotation setting, we train semi-supervised CVRL alongside two components - supervised and unsupervised learning objectives. Specifically, we propose a novel voxel-wise representation learning algorithm to learn low-level and high-level representations from 3D unlabeled data by regularizing the embedding space and exploring the geometric and spatial context of training voxels.

In our problem setting, we consider a set of training data (3D images) including $N$ labeled data and $M$ unlabeled data, where $N \ll M$. For simplicity of exposition,
we denote limited label data as $D_l = \{(x_i, y_i)\}_{i=1}^{N}$, and abundant unlabeled data as $D_u = \{(x_i)\}_{i=N+1}^{N+M}$, where $x_i \in \mathbb{R}^{H \times W \times D}$ are volume inputs, and $y_i \in \{0, 1\}^{H \times W \times D}$ are ground-truth labels. Specifically, we adopt V-Net [27] as the network backbone $F(\cdot)$, which consists of an encoder network and a decoder network. To maximize mutual information between latent representations, we design a projection head, that comprises one encoder network which share the similar architecture to the prior encoder network.

1.2 Unsupervised Contrastive Learning

A key component of CVRL is the ability to capture rich voxel-wise representations of high dimensional data by contrastive distillation. CVRL trains on the contrastive objective as an auxiliary loss during the volume batch updates. We utilize two contrastive learning objectives: (i) voxel-wise contrastive objective (ii) dimensional contrastive objective, each applied on a low-level feature and a high-level feature. The resulting combined training objective greatly improves the quality of learned representations.

First we establish some notations which will assist in explaining our approach. We denote a batch of input image $x_1 \cdots x_b$, the teacher encoder network $f$, the student encoder network $g$ and a set of data augmentation transformations $T$ (e.g. random flipping, random rotation, random brightness, random contrast, random zooming, cube rearrangement and cube rotation). Here $f$ and $g$ use the same encoder architecture $e(\cdot)$ as introduced in section 1.1, but with different parameters. $z^f \in \mathbb{R}^{h \times w \times d \times c} = f(t(x)))$ is a feature volume produced by the student encoder, whereas $z^g = g(t'(x))$ is the corresponding feature volume produced by the teacher encoder, under a different random transformation $t' \neq t$.

**Voxel-wise Contrastive Objective** Using standard contrastive learning, we encourage the feature extractor to produce representations that are invariant under data augmentations. On the other hand, features should still preserve locality: different voxels in a feature volume should contain their unique information. Specifically, as the learned feature volumes are divided into slices, we pull the pairs of voxels that come from two augmentations of the same image closer; voxels at different locations or from different images are pushed away. To learn a feature extractor that unlocks the desired properties, we use InfoNCE loss [18]:

$$ L_q = -\log \frac{\exp(q \cdot k_+ / \tau)}{\exp(q \cdot k_+ / \tau) + \sum_{k \in K_-} \exp(q \cdot k / \tau)} \quad (1) $$

The query $q \in \mathbb{R}^c$ is a voxel in a student feature volume $z^f$, and key $k \in \mathbb{R}^c$ comes from the teacher feature volume $z^g$. In particular, $k_+$, the positive key, is the teacher feature voxel corresponding to the same location in the same image as the query $q$. The set $K_-$ contains all other keys in the mini-batch, from different locations and different inputs. $\tau$ is a temperature hyper-parameter.

To obtain the voxel-wise contrastive loss, we take the average over the set of query voxels $Q_v$ consisting of all feature voxels in the mini-batch of student
feature volumes:

$$L_v = \frac{1}{|Q_v|} \sum_{q \in Q_v} L_q$$

### Dimensional Contrastive Objective

Motivated by recent findings on dimensional collapse in contrastive learning [10,9], we propose a dimensional contrastive objective to encourage different dimensions/channels in the feature voxels to contain diverse information. Given a batch of student feature volumes of shape $b \times h \times w \times d \times c$, we group the first 4 dimensions to obtain a set of dimensional queries:

$$q \in Q_d \subset \mathbb{R}^{(b \times h \times w \times d)}$$

where $|Q_d| = c$, the number of channels in the feature volume. We define the $K = \{k_+\} \cup K_-$ in the same way, but using the corresponding batch feature volumes from the teacher encoder. In the dimensional contrastive setting, $k_+$ is defined as the key vector that corresponds to the same feature dimension as the query $q$. The dimensional contrastive loss is the average over all query dimensions:

$$L_d = \frac{1}{c} \sum_{q \in Q_d} L_q$$

We theoretically show our dimensional contrastive learning inherits the hardness-aware property in Appendix.

### Consistency Loss $L_c$

Recent work [11,21] show that using an exponential moving average (EMA) over network parameters is empirically shown to improve training stability and models’ final performance. With this insight, we introduce an EMA teacher model with parameters $\theta$ as the moving-average of the parameters $\theta'$ from the original student network. Specifically, the architecture of EMA model follows the original model. At training step $t$, the update rule follows $\theta_t = m \theta_{t-1} + (1-m) \theta_t'$, where $m \in [0,1)$ is momentum parameter. On the unlabeled set, we perform different perturbation operations on the unlabeled input volume sample $x^u$, e.g. adding noise $\epsilon$. To encourage training stability and performance improvements, we define consistency loss as:

$$L_{con} = L_{mse}(g(x^u; \theta, \epsilon), f(x^u; \theta', \epsilon'))$$

where $L_{mse}$ is the mean squared error loss.

### Overall Training Objective

Our overall learning objective is to minimize a combination of supervised and unsupervised losses. On the labeled data, the supervised training objective is the linear combination of cross-entropy loss and dice loss. On the unlabeled dataset, unsupervised training objective consist of the consistency loss $L_c$, high-level contrastive loss $L^{high}$ (i.e., the linear combination of $L^{high}_v$ and $L^{high}_d$), and low-level contrastive loss $L^{low}$ (i.e., the linear combination of $L^{low}_v$ and $L^{low}_d$). The overall loss function is:

$$L = L^{sup} + \alpha L^{high} + \beta L^{low} + \gamma L_{con}$$

where $\alpha$, $\beta$, $\gamma$ are hyperparameters that balance each term.
Table 1. Quantitative segmentation results on the LA dataset. The backbone network of all evaluated methods are V-Net.

| Method       | # scans used | # Labeled | # Unlabeled | Dice [%] | Jaccard [%] | ASD [voxel] | 95HD [voxel] |
|--------------|--------------|-----------|-------------|----------|-------------|-------------|--------------|
| V-Net [15]   | 80           | 0         | 0           | 91.14    | 83.82       | 1.52        | 5.75         |
| V-Net        | 16           | 0         | 0           | 86.03    | 76.06       | 3.51        | 14.26        |
| DAN [28]     | 16           | 64        | 0           | 87.52    | 78.29       | 2.42        | 9.01         |
| DAP [29]     | 16           | 64        | 0           | 87.89    | 78.72       | 2.74        | 9.29         |
| UA-MT [27]   | 16           | 64        | 0           | 88.88    | 80.21       | 2.26        | 7.32         |
| LG-ER-MT [17]| 16           | 64        | 0           | 89.56    | 81.22       | 2.06        | 7.29         |
| SASSNet [12] | 16           | 64        | 0           | 89.27    | 80.82       | 3.13        | 8.83         |
| CVRL(ours)   | 16           | 64        | 0           | 89.94    | 81.82       | 2.66        | 7.32         |
| Chaitanya et al. [3] | 16           | 64        | 0           | 90.45    | 83.02       | 1.81        | 6.56         |

2 Experiments

Dataset and Pre-processing We conduct our experiments on two benchmark datasets: the Left Atrium (LA) dataset from Atrial Segmentation Challenge [1] and the NIH pancreas CT dataset [19]. The LA dataset includes 100 3D gadolinium-enhanced MR imaging scans with annotations. The isotropic resolution of the scan is of 0.625 × 0.625 × 0.625mm³. We use 80 scans for training, and 20 scans for evaluation. For pre-processing, we crop all the scans at the heart region and normalized them into zero and unit variance with the size of sub-volumes 112 × 112 × 80mm³. The pancreas dataset consists of 82 contrast-enhanced abdominal CT scans. We use the same experimental setting [14] to randomly select 62 scans for training, and 20 scans for evaluation. For pre-processing, we first rescale the intensities of the CT images into the window [−125, 275] HU [30], and then re-sample all the data to a isotropic resolution of 1.0 × 1.0 × 1.0mm³. We crop all the scans at the pancreas region and normalized into zero and unit variance with the size of sub-volumes 96 × 96 × 96mm³. In this study, we conduct all experiments on LA and pancreas dataset under 10% and 20% labeled ratios.

Implementation Details In our framework, we use V-Net as the network backbone for two networks. For data augmentation, we use standard data augmentation techniques [27,20]. We empirically set the hyper-parameters α, β, γ, τ as 0.1, 0.1, 0.1, 1.0, respectively. We use SGD optimizer with a momentum 0.9 and weight decay 0.0005 to optimize the network parameters. The initial learn-
Fig. 3. Visual comparisons with other methods. As observed, our CVRL achieves superior performance with more accurate borders and shapes.

The learning rate is set as 0.01 and divided by 10 every 3000 iterations. For EMA updates, we follow the experimental setting in [27], where the EMA decay rate $\alpha$ is set to 0.999. We use the time-dependent Gaussian warming-up function $\Psi_{con}(t) = \exp\left(-5 \left(1 - t/t_{max}\right)^2\right)$ to ramp up parameters, where $t$ and $t_{max}$ denote the current and the maximum training step, respectively. For fairness, all evaluated methods are implemented in PyTorch, and trained for 10000 iterations on an NVIDIA 3090Ti GPU with batch size 6. In the testing stage, we adopt four metrics to evaluate the segmentation performance, including Dice coefficient (Dice), Jaccard Index (Jaccard), 95% Hausdorff Distance (95HD), and Average Symmetric Surface Distance (ASD).

Comparison with Other Semi-supervised Methods We evaluate our CVRL with several state-of-the-art semi-supervised segmentation methods on different amounts of labeled data, including V-Net [15], DAN [28], DAP [29], UA-MT [27], LG-ER-MT [7], SASSNet [12], and Chaitanya et al. [3]. Table 1 compares our segmentation results with other methods.

We first conduct experiments under 20% annotation ratios (16 labeled and 64 unlabeled). Under this setting, most above approaches achieve superior segmentation performance. CVRL gives better performance thanks to its low-level and high-level voxel-wise feature extraction. In particular, our proposed method outperforms other end-to-end semi-supervised methods in Dice (90.45%), Jaccard (83.02%), ASD (1.81), and 95HD (6.56).

To further evaluate the effectiveness of CVRL, we compare it with other methods in 10% annotation ratio (8 labeled and 72 unlabeled), as reported in Table 1. We observe consistent performance improvements over state-of-the-arts, in terms of Dice (88.56%), and Jaccard (78.89%). This evidence that i) taking voxel samples with contrastive learning yields better voxel embeddings; ii) both high-level and low-level relations are informative cues in both batch and
Table 2. Ablation study for the key component modules of CVRL on the LA dataset with 10% annotation ratio (8 labeled and 72 unlabeled).

| Method                  | # scans used | Metrics          | Labeled | Unlabeled | Dice[%] | Jaccard[%] | ASD[voxel] | 95HD[voxel] |
|-------------------------|-------------|------------------|---------|-----------|---------|------------|------------|-------------|
| Baseline                | 8           | 72               | 83.09   | 71.75     | 5.53    | 19.65      |
| Baseline+L_{high}       | 8           | 72               | 87.46   | 78.12     | 3.03    | 9.99       |
| Baseline+L_{low}        | 8           | 72               | 87.24   | 77.49     | 3.36    | 10.13      |
| Baseline+L_{con}        | 8           | 72               | 85.72   | 75.31     | 4.72    | 13.18      |
| Baseline+L_{high}+L_{low}| 8           | 72               | 88.14   | 78.38     | 3.02    | 9.58       |
| Baseline+L_{high}+L_{low}+L_{con}| 8 | 72 | 88.56 | 78.89 | 2.81 | 8.22 |

We perform ablation experiments to validate the effectiveness of major components in our proposed method, including high-level and low-level contrastive strategy, and consistency loss. The quantitative results is reported in Table 2. We compare CVRL with its five variants under 10% annotation ratio (8 labeled and 72 unlabeled). Specially, the Baseline model refers to MT [21]. We gradually incorporate $L_{high}$, $L_{low}$, $L_{con}$, denoted as Baseline+$L_{low}$, Baseline+$L_{high}$, Baseline+$L_{con}$, Baseline+$L_{low}$+$L_{high}$, Baseline+$L_{low}$+$L_{high}$+$L_{con}$ (CVRL), respectively. As shown in the table, the Baseline network achieve 83.09%, 71.75%, 5.53, 19.65 in terms of Dice, Jaccard, ASD, and 95HD. With the progressive introduction of $L_{high}$, $L_{low}$, $L_{con}$, our proposed algorithm enjoys consistently improvement gains over the Baseline network, boosting Dice and Jaccard by 5.47%, 7.14%, respectively. Also, the metrics ASD and 95HD are reduced by 2.72 and 11.43, respectively. This further validates the effectiveness of each key component. We summarize the effects of hyperparameters in Appendix Figure 3.

3 Conclusion

In this work, we propose CVRL, a semi-supervised contrastive representation distillation framework by leveraging low-level and high-level cues to learn voxel-wise representations for volumetric medical image segmentation. Specifically, we propose to use voxel-wise contrastive and dimensional contrastive learning to
ensure diversity promotion and exploit complex relations among training voxels. We also show the hardness-aware property is a key property for the success of our proposed dimensional contrastive learning. Experimental results demonstrate that our model yields state-of-the-art performance with generating more accurate boundaries with very limited annotations.
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