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Abstract

Continuous-depth neural models, where the derivative of the model’s hidden state is defined by a neural network, have enabled strong sequential data processing capabilities. However, these models rely on advanced numerical differential equation (DE) solvers resulting in a significant overhead both in terms of computational cost and model complexity. In this paper, we present a new family of models, termed Closed-form Continuous-depth (CfC) networks, that are simple to describe and at least one order of magnitude faster while exhibiting equally strong modeling abilities compared to their ODE-based counterparts. The models are hereby derived from the analytical closed-form solution of an expressive subset of time-continuous models, thus alleviating the need for complex DE solvers all together. In our experimental evaluations, we demonstrate that CfC networks outperform advanced, recurrent models over a diverse set of time-series prediction tasks, including those with long-term dependencies and irregularly sampled data. We believe our findings open new opportunities to train and deploy rich, continuous neural models in resource-constrained settings, which demand both performance and efficiency.

1 Introduction

Continuous neural network architectures built by ordinary differential equations (ODEs) (Chen et al., 2018) opened a new paradigm for obtaining expressive and performant neural models. These continuous-depth models have shown promise in density estimation applications (Dupont et al., 2019, Grathwohl et al., 2018, Yang et al., 2019), as well as modeling sequential and irregularly-sampled data (Gholami et al., 2019, Hasani et al., 2021, Lechner and Hasani, 2020, Rubanova et al., 2019).

While ODE-based neural networks with careful memory and gradient propagation design (Lechner and Hasani, 2020) perform competitively well compared to advanced discretized recurrent models on relatively smaller benchmarks, their training and inference are slow due to the use of advanced numerical DE solvers (Prince and Dormand, 1981). This becomes even more troublesome as the complexity of the task increases (i.e., requiring more precision) (Raissi et al., 2019), for instance, in open-world problems such as medical data processing, self-driving cars, financial time-series, and physics simulations.

The community has worked out solutions for resolving this computational overhead and facilitating the training of neural ODEs, for instance, by relaxing the stiffness of a flow by state augmentation techniques (Dupont et al., 2019, Massaroli et al., 2020b), reformulating the forward-pass as a root-finding problem (Bai et al., 2019), using regularization schemes (Finlay et al., 2020, Kidger et al., 2020, Massaroli et al., 2020a), or improving the inference time of the network (Poli et al., 2020).

In this paper, we take a step back and propose a fundamental solution: we derive a closed-form continuous-depth model that is not only endowed with rich modeling capabilities of ODE-based models but simultaneously does not require any solver to model data. The proposed continuous
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neural networks yield significantly faster training and inference speeds while being as expressive as their ODE-based counterparts. Our paper provides a derivation for a closed-form solution to a class of continuous neural networks that implicitly models time to achieve significant speedups. We demonstrate how this solution can be formulated into a neuron model and scaled to create flexible, highly performant architectures on challenging sequential datasets.

**Deriving a Closed-form Solution.** To this end, we take the ODE semantics of liquid time-constant (LTC) networks (Hasani et al., 2021), which are expressive continuous-depth models obtained by a bilinear approximation (Friston et al., 2003) of neural ODE formulation (Chen et al., 2018), and approximate a closed-form solution for the scalar case. Background on the LTC model is provided in Section 2. Given a set of mild assumptions, we theoretically justify how this closed-form solution represents LTCs’ ODE semantics and is as expressive. Figure 1 for instance, shows an LTC-based network trained for autonomous driving (Lechner et al., 2020a). The figure further illustrates how close the proposed solution fits the actual dynamics exhibited from a single neuron ODE given the same parametrization.

**Implicit Time Dependency.** We then dissect the properties of the obtained closed-form solution and accordingly design a new class of neural network models we call Closed-form Continuous-depth (CfC) networks. CfCs have an implicit time dependency in their formulation that does not require an ODE solver to obtain their temporal rollouts. Thus, they maximize the trade-off between accuracy and efficiency of solvers (See Table 1). CfCs perform *local-error-free computations* at least one order of magnitude faster training and inference time compared to their ODE-based counterparts, without loss of accuracy.

**Table 1:** Time Complexity of the process to compute $K$ solver’s steps. *epsilon* is step-size, $\tilde{\epsilon}$ is the max step-size and $\delta << 0$. $\tilde{K}$ is time steps for CfCs which is equivalent to $K$. Table is reproduced and taken from Poli et al. (2020).

| Method                  | Complexity | Local Error  |
|-------------------------|------------|--------------|
| $p$-th order solver     | $O(K \cdot p)$ | $O(\epsilon^{p+1})$ |
| adaptive–step solver    | $-$        | $O(\tilde{\epsilon}^{p+1})$ |
| Euler hypersolver       | $O(K)$     | $O(\delta \epsilon^2)$ |
| $p$-th order hypersolver| $O(K \cdot p)$ | $O(\delta \epsilon^{p+1})$ |
| CfC (Ours)              | $O(\tilde{K})$ | 0 |

Figure 1: We approximate a closed-form solution for LTCs (Hasani et al., 2021) while largely preserving the trajectories of their equivalent ODE systems. We develop our solution into closed-form continuous-depth (CfC) models that are at least 100x faster than neural ODEs at both training and inference on complex time-series prediction tasks.
Sequence and Time-step Prediction Efficiency. CFCS perform per-time-step and per-sequence modeling by establishing a continuous flow similar to ODE-based models. However, as they do not require ODE-solvers, their complexity is at least one order of magnitude less than ODE-based models. Think of having a performant gated recurrent model (Hochreiter and Schmidhuber, 1997) with the abilities to create expressive continuous flows (Chen et al., 2018) and adaptable dynamics (Hasani et al., 2021). Table 2 compares the time complexity of CFCS to that of standard RNNs, ODE-RNNs and Transformers.

CfCs: Flexible Deep Models for Sequential Tasks. CFCS are equipped with novel gating mechanisms that explicitly control their memory. CFCS are at least as expressive as their ODE-based peers and can be supplied with mixed memory architectures (Lechner and Hasani, 2020) to avoid gradient issues in sequential data processing applications. Beyond solely accuracy and performance metrics, our results indicate that when considering accuracy-per-compute time, CFCS exhibit over 150× improvement. We perform a diverse set of advanced time series modeling experiments and present the performance and speed gain achievable by using CFCS in tasks with long-term dependencies, irregular data, and modeling physical dynamics, among others.

2 Deriving a Closed-form Solution

In this section, we derive an approximate closed-form solution for liquid time-constant (LTC) networks, an expressive subclass of time-continuous models. We discuss how the scalar closed-form expression derived from a small LTC system can inspire the design of CFCS models.

The hidden state of an LTC network is determined by the solution of the initial-value problem (IVP) given below (Hasani et al., 2021):

\[
\frac{d x}{dt} = -(w_\tau + f(x, I, \theta)) x(t) + Af(x, I, \theta),
\]

where \( x(t) \) defines the hidden states, \( I(t) \) is the inputs to the system, \( w_\tau \) is a time-constant parameter vector, \( A \) is a bias vector, and \( f \) is a neural network parametrized by \( \theta \).

**Theorem 1.** Given an LTC system determined by the IVP (1), constructed by one cell, receiving a single dimensional time-series input \( I \) with no self connections, the following expression is an approximation of its closed-form solution:

\[
x(t) = (x_0 - A)e^{-[w_\tau + f(I(t), \theta)]t} f(-I(t), \theta) + A
\]

**Proof.** In the single-dimensional case, the IVP (1) becomes linear; and therefore, we can use the theory of linear ODEs to obtain an integral closed-form solution (Perko, 1991, Section 1.10) consisting of two nested integrals. The inner integral can be eliminated by means of integration by substitution (Rudin, 1976). With this, the remaining integral expression can be solved in the case of piecewise constant inputs and approximated in the case of general inputs. The three steps of the proof are outlined below.

**Integral closed-form solution of LTC.** We consider the ODE semantics of a single neuron that receives some continuous input signal \( I \) and relies on a sigmoid function \( f \):

\[
\frac{d x}{dt} = -[w_\tau + f(I(t))] \cdot x(t) + A \cdot [w_\tau + f(I(t))]
\]

By applying linear ODE systems theory (Perko, 1991, Section 1.10), we obtain:

\[
x(t) = e^{-\int_0^t [w_\tau + f(I(s))] ds} \cdot x(0) + \int_0^t e^{-\int_s^t [w_\tau + f(I(v))] dv} \cdot A \cdot (w_\tau + f(I(s))) ds
\]

To resolve the double integral in the equation above, we define

\[
u(s) := \int_s^t [w_\tau + f(I(v))] dv,
\]

| Model          | Sequence prediction | Time-step prediction |
|----------------|---------------------|----------------------|
| RNN            | \( O(nk) \)         | \( O(k) \)           |
| ODE-RNN        | \( O(nkp) \)        | \( O(kp) \)          |
| Transformer    | \( O(n^2k) \)       | \( O(nk) \)          |
| CFCS           | \( O(nk) \)         | \( O(k) \)           |

Table 2: Sequence and time-step prediction complexity. \( n \) is the sequence length, \( k \) the number of hidden units, and \( p \) order of the ODE-solver.
and observe that \( \frac{d}{ds} u(s) = -(w_r + f(I(s))) \). Hence, integration by substitution allows us to rewrite \( (3) \) into:

\[
x(t) = e^{-\int_0^t [w_r + f(I(s))]ds} \cdot x(0) - A \int_{u(0)}^{u(t)} e^{-u} du
\]

\[
= x(0)e^{-\int_0^t [w_r + f(I(s))]ds} + A[e^{-u}|_{u(0)}^{u(t)}]
\]

\[
= x(0)e^{-\int_0^t [w_r + f(I(s))]ds} + A(1 - e^{-\int_0^t [w_r + f(I(s))]ds})
\]

\[
= (x(0) - A)e^{-w_r t} e^{-\int_0^t f(I(s))ds} + A
\]

\[ (4) \]

**Analytical LTC solution for piecewise constant inputs.** The derivation of a *useful* closed-form expression of \( x \) requires us to solve the integral expression \( \int_0^t f(I(s))ds \) for any \( t \geq 0 \). Fortunately, the integral \( \int_0^t f(I(s))ds \) enjoys a simple closed-form expression for piecewise constant inputs \( I \). Specifically, assume that we are given a sequence of time points:

\[
0 = \tau_0 < \tau_1 < \tau_2 < \ldots < \tau_{n-1} < \tau_n = \infty,
\]

such that \( \tau_1, \ldots, \tau_{n-1} \in \mathbb{R} \) and \( I(t) = \gamma_i \) for all \( t \in [\tau_i; \tau_{i+1}) \) with \( 0 \leq i \leq n - 1 \). Then, it holds that

\[
\int_0^t f(I(s))ds = f(\gamma_k)(t - \tau_k) + \sum_{i=0}^{k-1} f(\gamma_i)(\tau_{i+1} - \tau_i),
\]

when \( \tau_k \leq t < \tau_{k+1} \) for some \( 0 \leq k \leq n - 1 \) (as usual, one defines \( \sum_{i=0}^{-1} := 0 \)). With this, we have:

\[
x(t) = (x(0) - A)e^{-w_r t} e^{-\int_\tau_k^{\tau_{k+1}} f(\gamma_i)(t - \tau_k) - \sum_{i=0}^{k-1} f(\gamma_i)(\tau_{i+1} - \tau_i)} + A
\]

\[ (6) \]

when \( \tau_k \leq t < \tau_{k+1} \) for some \( 0 \leq k \leq n - 1 \). While any continuous input can be approximated arbitrarily well by a piecewise constant input \( \text{Rudin} \) (1976), a tight approximation may require a large number of discretization points \( \tau_1, \ldots, \tau_n \). We address this next.

**Analytical LTC approximation for general inputs.** Inspired by Eq. 5, the next result provides an analytical approximation of \( x(t) \).

**Lemma 1.** For any Lipschitz continuous sigmoid \( f \) and continuous input signal \( I \), we approximate \( x(t) \) in \( (4) \) as follows:

\[
\hat{x}(t) = (x(0) - A)e^{-w_r t} e^{-f(I(t))} f(-I(t)) + A
\]

\[ (7) \]

Then, \( |x(t) - \hat{x}(t)| \leq |x(0) - A| e^{-w_r t} \) for all \( t \geq 0 \). Writing \( c = x(0) - A \) for convenience, we can obtain the following sharpness results, additionally:

1. For any \( t \geq 0 \), we have \( \sup \{ \frac{1}{c} |x(t) - \hat{x}(t)| \mid I : [0; t] \rightarrow \mathbb{R} \} = e^{-w_r t} \).

2. For any \( t \geq 0 \), we have \( \inf \{ \frac{1}{c} |x(t) - \hat{x}(t)| \mid I : [0; t] \rightarrow \mathbb{R} \} = e^{-w_r t}(e^{-t} - 1) \).

Above, the supremum and infimum are meant to be taken across all continuous input signals. These statements settle the question about the worst-case errors of the approximation. The first statement implies in particular that our bound is sharp. Note that as \( w_r \) is positively defined, the bound ensures an exponentially decaying error as time goes by.

**Proof.** We start by noting that

\[
x(t) - \hat{x}(t) = c[e^{-w_r t} - \int_0^t f(I(s))ds - e^{-w_r t} f(-I(t))] f(-I(t))
\]

\[
= ce^{-w_r t} [e^{-\int_0^t f(I(s))ds} - e^{-f(I(t))} f(-I(t))]
\]

Since \( 0 \leq f \leq 1 \), we conclude \( e^{-\int_0^t f(I(s))ds} \in [0; 1] \) and \( e^{-f(I(t))} f(-I(t)) \in [0; 1] \). This shows that \( |x(t) - \hat{x}(t)| \leq |c| e^{-w_r t} \). To see the sharpness results, pick some arbitrary small \( \varepsilon > 0 \) and a sufficiently large \( C > 0 \) such that \( f(-C) \leq \varepsilon \) and \( 1 - \varepsilon \leq f(C) \). With this, for any \( 0 < \delta < t \), we
consider the piecewise constant input signal $I$ such that $I(s) = -C$ for $s \in [0; t - \delta]$ and $I(s) = C$ for $s \in (t - \delta; t]$. Then, it can be noted that

$$e^{-\int_0^t f(I(s))ds} - e^{-f(I(t))t} f(-I(t)) \geq e^{-e^{-\delta} t} - e^{-(1-\epsilon) t} \epsilon \to 1, \quad \text{when } \epsilon, \delta \to 0$$

Statement 1) follows by noting that there exists a family of continuous signals $I_n : [0; t) \to \mathbb{R}$ such that $|I_n(t)| \leq C$ for all $n \geq 1$ and $I_n \to I$ pointwise as $n \to \infty$. This is because

$$\lim_{n \to \infty} \left| \int_0^t f(I(s))ds - \int_0^t f(I_n(s))ds \right| = \lim_{n \to \infty} \int_0^t |f(I(s)) - f(I_n(s))|ds \leq \lim_{n \to \infty} L \int_0^t |I(s) - I_n(s)|ds = 0$$

where $L$ is the Lipschitz constant of $f$ and the last identity is due to dominated convergence theorem Rudin (1976). To see 2), we first note that the negation of the signal $-I$ provides us with

$$e^{-\int_0^t f(-I(s))ds} - e^{-f(-I(t))t} f(I(t)) \leq e^{-(1-\epsilon)(t-\delta)} - e^{-\epsilon t}(1-\epsilon) \to e^{-t} - 1,$$

if $\epsilon, \delta \to 0$. The fact that the left-hand side of the last inequality must be at least $e^{-t} - 1$ follows by observing that $e^{-t} \leq e^{-\int_0^t f(I(s))ds}$ and $e^{-f(I''(t))t} f(-I''(t)) \leq 1$ for any $I', I'' : [0; t) \to \mathbb{R}$. □

Therefore, we have the statement of the theorem. □

3 Design a Closed-form Continuous-depth Model Inspired by the Solution

Leveraging the scalar closed-form solution expressed by Eq. (2), we can now distill this model into a neural network that can be trained at scale. Despite the solution providing a grounded theoretical basis for solving scalar continuous-time dynamics, it is critically important to translate this theory into a practical neural network model which can be integrated into larger representation learning systems. Doing so requires careful attention to potential gradient and expressivity issues that can arise during optimization, which we will outline in this section.

Formally, the hidden states, $x(t) (D \times 1)$ with $D$ hidden units at each time step $t$, can be implicitly obtained by:

$$x(t) = B \odot e^{-[w_r + f(x, \theta)]t} \odot (-x, -I; \theta) + A,$$

where $B^{(D)}$, $A^{(D)}$, and $w_r^{(D)}$ are system’s parameter vectors, $I(t) (m \times 1)$ is an $m$-dimensional input at each time step $t$, $f$ is a neural network parametrized by $\theta = \{W^{(m \times D)}, W^{(D \times D)}, b^{(D)}\}$, and $\odot$ is the Hadamard (element-wise) product. While the neural network presented in 8 can be proven to be a universal approximator as it is an approximation of an ODE system Chen et al. (2018), Hasani et al. (2021), in its current form, it has trainability issues which we point out and resolve shortly:

Resolving the gradient issues. The exponential term in Eq. 8 derives the system’s first part exponentially fast to 0 and the entire hidden state to $A$. This issue becomes more apparent when there are recurrent connections and causes vanishing gradient factors when trained by gradient descent.
Hochreiter (1991). To reduce the effect, we replace the exponential decay term with a reversed sigmoidal nonlinearity $\sigma(\cdot)$. This nonlinearity is approximately 1 at $t = 0$ and approaches 0 in the limit $t \to \infty$. However, unlike the exponential decay, its transition happens much smoother, yielding a better condition on the loss surface.

**Replacing biases by learnable instances.** Next, we consider the bias parameter $B$ to be part of the trainable parameters of the neural network $f(-x, -I; \theta)$ and choose to use a new network instance instead of $f$ (presented in the exponential decay factor). We also replace $A$ with another neural network instance, $h(\cdot)$ to enhance the flexibility of the model.

**Gating balance.** The time-decaying sigmoidal term can play a gating role if we additionally multiply $h(\cdot)$, with $(1 - \sigma(\cdot))$. This way, the time-decaying sigmoid function stands for a gating mechanism that interpolates between the two limits of $t \to -\infty$ and $t \to \infty$ of the ODE trajectory.

**Backbone.** Instead of learning all three neural networks $f, g$ and $h$ separately, we make them share the first few layers in the form of a backbone that branches out into these three functions. As a result, the backbone allows our model to learn shared representations, thereby speeding up and stabilizing the learning process.

These modifications result in the closed-form continuous-depth (CfC) neural network model:

$$x(t) = \sigma(-f(x, I; \theta_f) t) \odot g(x, I; \theta_g) + [1 - \sigma(-[f(x, I; \theta_f)] t)] \odot h(x, I; \theta_h).$$  \hspace{1cm} (9)

The CfC architecture is illustrated in Figure 2. The neural network instances could be selected arbitrarily. The time complexity of the algorithm is equivalent to that of discretized recurrent networks (Hasani et al., 2019a), which is at least one order of magnitude faster than ODE-based networks.

**How do you deal with time, $t$?** CfCs are continuous-depth models that can set their temporal behavior based on the task-under-test. For time-variant datasets (e.g., irregularly sampled time series, event-based data, and sparse data), $t$ for each incoming sample is set based on its time-stamp or order. For sequential applications where the time of the occurrence of a sample does not matter, $t$ is sampled batch-length-times with equidistant intervals within two hyperparameters $a$ and $b$.

## 4 Experiments with CfCs

We now extensively assess the performance of CfCs in a series of sequential data processing tasks compared to advanced, recurrent models. In each experiment, we ablate the full CfC architecture into four different variants, compare them to an extensive set of baselines described below and report results.

**CfC Network Variants.** To evaluate how the proposed modifications we applied to the closed-form solution network described by Eq. 8, we test four variants of the CfC architecture: 1) Closed-form solution network (Cf-S) obtained by Eq. 8, 2) CfC without the second gating mechanism (CfC-noGate). This variant does not have the $1 - \sigma$ instance shown in Figure 2. 3) Closed-form Continuous-depth model (CfC) expressed by Eq. 9. 4) CfC wrapped inside a mixed-memory architecture (i.e., CfC defines the memory state of an RNN for instance an LSTM). We call this variant CfC-mmRNN. Each of these four proposed variants leverage our proposed solution, and thus are at least one order of magnitude faster than continuous-time ODE models.

**Baselines.** We compare CfCs to a diverse set of advanced algorithms developed for sequence modeling by both discretized and continuous mechanisms. Examples include some variations of classical autoregressive RNNs, such as an RNN with concatenated $\Delta t$ (RNN-$\Delta t$), a recurrent model with moving average on missing values (RNN-impute), RNN Decay (Rubanova et al., 2019), long short-term memory (LSTMs) Hochreiter and Schmidhuber (1997), and gated recurrent units (GRUs) Chung et al. (2014). We also report results for a variety of encoder-decoder ODE-RNN based models, such as RNN-VAE, Latent variable models with RNNs, and with ODEs, all from Rubanova et al. (2019).

Furthermore, we include models such as interpolation prediction networks (IP-Net) (Shukla and Marlin, 2018), Set functions for time-series (SeFT) (Horn et al., 2020), CT-RNNs Funahashi and
Table 3: Bit-stream XOR sequence classification. The performance values for all baseline models are reproduced from Lechner and Hasani (2020), n=5

| Model                        | Equidistant encoding | Event-based (irregular) encoding |
|------------------------------|----------------------|----------------------------------|
| ODE-RNN (Rubanova et al., 2019) | 50.47% ± 0.06        | 51.21% ± 0.37                    |
| CT-RNN (Funahashi and Nakamura, 1993) | 50.42% ± 0.12        | 50.79% ± 0.34                    |
| Augmented LSTM (Hochreiter and Schmidhuber, 1997) | **100.00% ± 0.00**   | 89.71% ± 3.48                    |
| CT-GRU (Mozer et al., 2017) | **100.00% ± 0.00**   | 61.36% ± 4.87                    |
| RNN Decay (Rubanova et al., 2019) | 60.28% ± 19.87       | 75.53% ± 5.28                    |
| Bi-directional RNN (Schuster and Paliwal, 1997) | **100.00% ± 0.00**   | 90.17% ± 0.69                    |
| GRU-D (Che et al., 2018)    | **100.00% ± 0.00**   | **97.90% ± 1.71**                |
| PhasedLSTM (Neil et al., 2016) | 50.99% ± 0.76        | 80.29% ± 0.99                    |
| GRU-ODE (Rubanova et al., 2019) | 50.41% ± 0.40        | 52.52% ± 0.35                    |
| CT-LSTM Mei and Eisner (2017) | 97.73% ± 0.08        | 95.09% ± 0.30                    |
| ODE-LSTM (Lechner and Hasani, 2020) | **100.00% ± 0.00**   | **98.89% ± 0.26**                |
| coRNN (Rusch and Mishra, 2021) | 100.00% ± 0.00       | 52.89% ± 1.25                    |
| Lipschitz RNN (Erichson et al., 2021) | 100.00% ± 0.00       | 52.84% ± 3.25                    |
| LTC (Hasani et al., 2021)   | **100.00% ± 0.00**   | **49.11% ± 0.00**                |
| Cf-S (ours)                  | **100.00% ± 0.00**   | 85.42% ± 2.84                    |
| CIC-noGate (ours)            | **100.00% ± 0.00**   | 96.29% ± 1.61                    |
| CIC (ours)                   | **100.00% ± 0.00**   | **99.42% ± 0.42**                |
| CIC-mmRNN (ours)             | **100.00% ± 0.00**   | **99.72% ± 0.08**                |

Note: The performance of models marked by † are reported from (Lechner and Hasani, 2020).

Nakamura (1993), CT-GRU (Mozer et al., 2017), CT-LSTM (Mei and Eisner, 2017), GRU-D (Che et al., 2018), Phased-LSTM (Neil et al., 2016), bi-directional RNNs (Schuster and Paliwal, 1997). Finally, we benchmarked CICs against competitive recent RNN architectures with the premise of tackling long-term dependencies, such as Legandre Memory Units (LMU) (Voelker et al., 2019), high-order polynomial projection operators (Hippo) (Gu et al., 2020), orthogonal recurrent models (expRNNs) Lezcano-Casado and Martinez-Rubio (2019), mixed memory RNNs such as (ODE-LSTMs) (Lechner and Hasani, 2020), coupled oscillatory RNNs (coRNN) (Rusch and Mishra, 2021), and Lipschitz RNNs (Erichson et al., 2021).

4.1 Regularly and Irregularly-Sampled Bit-Stream XOR

The bit-stream XOR dataset (Lechner and Hasani, 2020) considers classifying bit-streams implementing an XOR function in time, i.e., each item in the sequence contributes equally to the correct output. The bit-streams are provided in densely sampled and event-based sampled format. The densely sampled version simply represents an incoming bit as an input event. The event sampled version transmits only bit-changes to the network, i.e., multiple equal bit is packed into a single input event. Consequently, the densely sampled variant is a regular sequence classification problem, whereas the event-based encoding variant represents an irregularly sampled sequence classification problem.

Table 3 compares the performance of many RNN baselines. Many architectures such as Augmented LSTM, CT-GRU, GRU-D, ODE-LSTM, coRNN, and Lipschitz RNN, and all variants of CIC can successfully solve the task with 100% accuracy when the bit-stream samples are equidistant from each other. However, when the bit-stream samples arrive at non-uniform distances, only architectures that are immune to the vanishing gradient in irregularly sampled data can solve the task. These include GRU-D, ODE-LSTM and CICs, and CIC-mmRNNs. ODE-based RNNs cannot solve the event-based encoding tasks regardless of their choice of solvers, as they have vanishing/exploding gradient issues (Lechner and Hasani, 2020).

4.2 PhysioNet Challenge

The PhysioNet Challenge 2012 dataset considers the prediction of the mortality of 8000 patients admitted to the intensive care unit (ICU). The features represent time series of medical measurements of the first 48 hours after admission. The data is irregularly sampled in time, and over features, i.e., only a subset of the 37 possible features is given at each time point. We perform the same test-train
Table 4: PhysioNet. **without any pretraining or pretrained word-embeddings:** Thus, we excluded advanced attention-based models (Shukla and Marlin, 2021, Xiong et al., 2021) such as Transformers (Vaswani et al., 2017) and RNN structures that use pretraining. n=5

| Model                              | AUC Score (%) | time per epoch (min) |
|------------------------------------|---------------|----------------------|
| †RNN-Impute (Rubanova et al., 2019) | 0.764 ± 0.016  | 0.5                  |
| †RNN-delta-t (Rubanova et al., 2019) | 0.787 ± 0.014  | 0.5                  |
| †RNN-Decay (Rubanova et al., 2019) | 0.807 ± 0.003  | 0.7                  |
| †GRU-D (Che et al., 2018) | 0.818 ± 0.008  | 0.7                  |
| †Phased-LSTM (Neil et al., 2016) | **0.836 ± 0.003**  | 0.3                  |
| †IP-Nets (Shukla and Marlin, 2018) | 0.819 ± 0.006  | 1.3                  |
| †SeFT (Horn et al., 2020) | 0.795 ± 0.015  | 0.5                  |
| †RNN-VAE (Rubanova et al., 2019) | 0.515 ± 0.040  | 2.0                  |
| †ODE-RNN (Rubanova et al., 2019) | **0.833 ± 0.009**  | 16.5                 |
| †Latent-ODE-RNN (Rubanova et al., 2019) | 0.781 ± 0.018  | 6.7                  |
| †Latent-ODE-ODE (Rubanova et al., 2019) | 0.829 ± 0.004  | 22.0                 |
| LTC (Hasani et al., 2021) | 0.6477 ± 0.010  | 0.5                  |

| CF-S (ours) | 0.643 ± 0.018 | 0.1 |
| CF-C-noGate (ours) | **0.840 ± 0.003**  | 0.1 |
| CF-C (ours) | **0.839 ± 0.002**  | 0.1 |
| CF-C-mmRNN (ours) | 0.834 +/- 0.006  | 0.2 |

Note: The performance of the models marked by † are reported from (Rubanova et al., 2019) and the ones with * from (Shukla and Marlin, 2021).

split and preprocesing as (Rubanova et al., 2019), and report the area under the curve (AUC) on the test set as metric in Table 4. We observe that CfCs perform competitively to other baselines while performing 160 times faster training time compared to ODE-RNNs and 220 times compared to continuous latent models. CfCs are also, on average, three times faster than advanced discretized gated recurrent models.

### 4.3 Sentiment Analysis - IMDB

The IMDB sentiment analysis dataset (Maas et al., 2011) consists of 25,000 training and 25,000 test sentences. Each sentence corresponds to either positive or negative sentiment. We tokenize the sentences in a word-by-word fashion with a vocabulary consisting of 20,000 most frequently occurring words in the dataset. We map each token to a vector using a trainable word embedding. The word embedding is initialized randomly. No pretraining of the network or the word embedding is performed. Table 5 represents how CfCs equipped with mixed memory instances outperform advanced RNN benchmarks.

### 4.4 Physical Dynamics Modeling

The Walker2D dataset consists of kinematic simulations of the MuJoCo physics engine (Todorov et al., 2012) on the Walker2d-v2 OpenAI gym (Brockman et al., 2016) environment using four different stochastic policies. The objective is to predict the physics state of the next time step. The training and testing sequences are provided at irregularly-sampled intervals. We report the squared error on the test set as a metric. As shown in Table 6, CfCs outperform the other baselines by a large margin rooting for their strong capability to model irregularly sampled physical dynamics with missing phases. It is worth mentioning that on this task, CfCs even outperform Transformers by a considerable 18% margin.

### 5 Related Works

**Continuous-Depth Models.** Machine learning, control theory and dynamical systems merge at models with continuous-time dynamics (Lechner et al., 2019, Li et al., 2017, Lu et al., 2017, Weinan, 2017, Zhang et al., 2014). In a seminal work, Chen et al. (2018) revived the class of continuous-time neural networks (Cohen and Grossberg, 1983, Funahashi and Nakamura, 1993), with neural ODEs.
Thus, we excluded advanced attention-based models (Shukla and Marlin, 2021, Xiong et al., 2021) such as Transformers (Vaswani et al., 2017) and RNN structures that use pretraining.

| Model                          | Test accuracy (%)          |
|--------------------------------|---------------------------|
| HiPPO-LagT (Gu et al., 2020)  | 88.0 ± 0.2                |
| HiPPO-LegS (Gu et al., 2020)  | 88.0 ± 0.2                |
| LMU (Voelker et al., 2019)   | 87.7 ± 0.1                |
| LSTM (Hochreiter and Schmidhuber, 1997) | 87.3 ± 0.4            |
| GRU (Chung et al., 2014)     | 86.2 ± n/a                |
| ReLU GRU (Dey and Salem, 2017) | 84.8 ± n/a               |
| Skip LSTM (Campos et al., 2017) | 86.6 ± n/a               |
| expRNN (Lezcano-Casado and Martinez-Rubio, 2019) | 84.3 ± 0.3           |
| Vanilla RNN (Campos et al., 2017) | 67.4 ± 7.7            |
| coRNN (Rusch and Mishra, 2021) | 86.7 ± 0.3              |
| LTC (Hasani et al., 2021)    | 61.8 ± 6.1                |
| Cf-S (ours)                  | 81.7 ± 0.5                |
| CfC-noGate (ours)            | 87.5 ± 0.1                |
| CfC (ours)                   | 85.9 ± 0.9                |
| CfC-mmRNN (ours)             | 88.3 ± 0.1                |

Note: The performance of the models marked by † are reported from (Gu et al., 2020), and * are reported from (Rusch and Mishra, 2021).

Table 6: Per time-step regression. Walker2d kinematic dataset. (mean ± std, N = 5)

| Model                                     | Square-error |
|-------------------------------------------|--------------|
| †ODE-RNN (Rubanova et al., 2019)         | 1.904 ± 0.061|
| †CT-RNN (Funahashi and Nakamura, 1993)   | 1.198 ± 0.004|
| †Augmented LSTM (Hochreiter and Schmidhuber, 1997) | 1.065 ± 0.006|
| †CT-GRU (Mozer et al., 2017)             | 1.172 ± 0.011|
| †RNN-Decay (Rubanova et al., 2019)       | 1.406 ± 0.005|
| †Bi-directional RNN (Schuster and Paliwal, 1997) | 1.071 ± 0.009|
| †GRU-D (Che et al., 2018)                | 1.090 ± 0.034|
| †PhasedLSTM (Neil et al., 2016)          | 1.063 ± 0.010|
| †GRU-ODE (Rubanova et al., 2019)         | 1.051 ± 0.018|
| †CT-LSTM (Mei and Eisner, 2017)          | 1.014 ± 0.014|
| †ODE-LSTM (Lechner and Hasani, 2020)     | 0.883 ± 0.014|
| coRNN (Rusch and Mishra, 2021)           | 3.241 ± 0.215|
| Lipschitz RNN (Erichson et al., 2021)    | 1.781 ± 0.013|
| LTC (Hasani et al., 2021)                | 0.662 ± 0.013|
| Transformer (Vaswani et al., 2017)        | 0.761 ± 0.032|
| Cf-S (ours)                               | 0.948 ± 0.009|
| CfC-noGate (ours)                         | 0.650 ± 0.008|
| CfC (ours)                                | 0.643 ± 0.006|
| CfC-mmRNN (ours)                          | 0.617 ± 0.006|

Note: The performance of the models marked by † are reported from Lechner and Hasani (2020).

These continuous-depth models give rise to vector field representations and a set of functions which were not possible to generate before. These capabilities enabled flexible density estimation (Dupont et al., 2019, Grathwohl et al., 2018, Hodgkinson et al., 2020, Mathieu and Nickel, 2020, Yang et al., 2019), as well as performant modeling of sequential and irregularly-sampled data (Erichson et al., 2021, Gholami et al., 2019, Hasani et al., 2021, Lechner and Hasani, 2020, Rubanova et al., 2019). In this paper, we showed how to relax the need for an ODE-solver to realize an expressive continuous-time neural network model for challenging time-series problems.
**Improving Neural ODEs.** ODE-based neural networks are as good as their ODE-solvers. As the complexity or the dimensionality of the modeling task increases, ODE-based networks demand a more advanced solver that significantly impacts their efficiency (Poli et al., 2020), stability (Bai et al., 2019, Chang et al., 2019, Haber et al., 2019, Lechner et al., 2020b, Massaroli et al., 2020a) and performance (Hasani et al., 2021). A large body of research went into improving the computational overhead of these solvers, for example, by designing hypersolvers (Poli et al., 2020), deploying augmentation methods (Dupont et al., 2019, Massaroli et al., 2020b), pruning (Liebenwein et al., 2021) and by regularizing the continuous flows (Finlay et al., 2020, Kidger et al., 2020, Massaroli et al., 2020a). To enhance the performance of an ODE-based model, especially in time series modeling tasks (Gleeson et al., 2018), solutions provided for stabilizing their gradient propagation (Erichson et al., 2021, Lechner and Hasani, 2020, Li et al., 2020). In this work, we showed that CfCs improve the scalability, efficiency, and performance of continuous-depth neural models.

### 6 Scope, Discussions and Conclusions

We introduced a closed-form continuous-time neural model that possesses the strong modeling capabilities of ODE-based networks while being significantly faster, more accurate, and stable. These closed-form continuous-depth models achieve this by implicit time-dependent gating mechanisms and having a liquid time-constant modulated by neural networks.

**Now that we have a closed-form system, where does it make sense to use Neural ODEs?** ODE-based models can still be significantly beneficial in solving continuously defined physics problems and control tasks. Though, for large-scale time-series prediction tasks, CfCs are the right way to go. Moreover, for generative modeling, continuous normalizing flows built by ODEs are the suitable choice of model as they ensure invertibility unlike CfCs (Chen et al., 2018).

**What are the limitations of CfCs?** CfCs might express vanishing gradient problems. To avoid this, for tasks that require long-term dependencies, it is better to use them together with mixed memory networks (Sec CfC-mmRNN). Moreover, we speculate that inferring causality from ODE-based networks might be more straightforward than a closed-form solution (Vorbach et al., 2021). It would also be beneficial to assess if verifying a continuous neural flow (Grunbacher et al., 2021) is more tractable by an ODE representation of the system or their closed form.

**When shall we use Transformers, when CfCs?** For problems such as language modeling where a significant amount of sequential data and substantial compute resources are available, Transformers are the right choice. In contrast, we use CfCs when: 1) data has limitations and irregularities (e.g., medical data, financial time-series, robotics (Lechner et al., 2021) and automation (Hasani et al., 2019b, 2017), and multi-agent autonomous systems in supervised and reinforcement learning schemes (Brunnbauer et al., 2021)), 2) training and inference efficiency of a model is important (e.g., embedded applications (DelPreto et al., 2020, Hasani et al., 2016, Wang et al., 2019)), and 3) when interpretability matters (Hasani, 2020).
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S1 Experimental details of Figure 1.

We took a trained Neural Circuit Policy (NCP) (Lechner et al., 2020a), which consisted of a perception module and a liquid time-constant (LTC) based network Hasani et al. (2021). The network was trained to autonomously steer an self-driving vehicle. We used a couple of recorded real-world test-runs of the vehicle for a lane-keeping task. The records included the inputs, outputs as well as all LTC neurons’ activities and parameters. To perform a sanity check whether our proposed closed-form solution for LTC neurons is good enough, we plugged in the parameters of neurons and synapses to the closed-form solution and emulated the structure of the ODE-based LTC networks. We then visualized the output neuron’s dynamics taken from the ODE (in blue) and from the closed-form solution (in red). As illustrated in Figure 1, we observed that the behavior of the ODE is captured considerably well by the closed-form solution. We included the data and code for reproducing this experiment as a supplementary material (folder: figure_1_experiments).

S2 Hyperparameters

| Parameter               | IMDB experiments | Physionet experiments |
|-------------------------|------------------|-----------------------|
| **Table S1**: IMDB experiments. Hyperparameters | **Table S2**: Physionet experiments. Hyperparameters |
| Parameter               | Value            | Value                |
| clipnorm                | 1                | 1                    |
| optimizer               | Adam             | AdamW                |
| batch_size              | 128              | 128                  |
| Hidden size             | 320              | 64                   |
| embed_dim               | 64               | 64                   |
| embed_dr                | 0.0              | 0.0                  |
| epochs                  | 27               | 27                   |
| base_lr                 | 0.0005           | 0.003                |
| decay_lr                | 0.8              | 0.7                  |
| backbone_activation     | ReLu             | Tanh                 |
| backbone_dr             | 0.0              | 0.1                  |
| backbone_units          | 64               | 64                   |
| backbone_layers         | 1                | 2                    |
| weight_decay            | 0.00048          | 3.6e-05              |

| Parameter               | Value            | Value                |
|-------------------------|------------------|----------------------|
| epochs                  | 116              | 116                  |
| class_weight            | 18.25            | 11.69                |
| clipnorm                | 0                | 0                    |
| Hidden size             | 64               | 64                   |
| base_lr                 | 0.003            | 0.002                |
| decay_lr                | 0.72             | 0.9                  |
| backbone_activation     | Tanh             | SiLU                 |
| backbone_units          | 64               | 64                   |
| backbone_dr             | 0.1              | 0.2                  |
| backbone_layers         | 3                | 2                    |
| weight_decay            | 5e-05            | 4e-06                |
| optimizer               | AdamW            | AdamW                |
| init                    | 0.53             | 0.50                 |
| batch_size              | 128              | 128                  |
Table S3: **Bit-Stream XOR experiments.** Hyperparameters

| Parameter              | Cf-S | CfC | CfC-noGate | CfC-mmRNN |
|------------------------|------|-----|------------|-----------|
| clipnorm               | 5    | 1   | 10         | 10        |
| optimizer              | Adam | RMSProp | RMSprop | RMSprop |
| batch_size             | 256  | 128 | 128        | 128       |
| Hidden size            | 64   | 192 | 128        | 64        |
| epochs                 | 200  | 200 | 200        | 200       |
| base_lr                | 0.005| 0.05| 0.005      | 0.005     |
| decay_lr               | 0.9  | 0.7 | 0.95       | 0.95      |
| backbone_activation    | SiLU | ReLU | SiLU       | ReLU      |
| backbone_dr            | 0.0  | 0.0 | 0.3        | 0.0       |
| forget_bias            | 1.2  | 1.2 | 4.7        | 0.6       |
| backbone_units         | 64   | 128 | 192        | 128       |
| backbone_layers        | 1    | 1   | 1          | 1         |
| weight_decay           | 3e-05| 3e-06| 5e-06      | 2e-06     |

Table S4: **Walker2D experiments.** Hyperparameters

| Parameter              | Cf-S | CfC | CfC-noGate | CfC-mmRNN |
|------------------------|------|-----|------------|-----------|
| clipnorm               | 10   | 1   | 1          | 10        |
| optimizer              | Adam | Adam| Adam       | Adam      |
| batch_size             | 128  | 256 | 128        | 128       |
| Hidden size            | 256  | 64  | 256        | 128       |
| epochs                 | 50   | 50  | 50         | 50        |
| base_lr                | 0.006| 0.02| 0.008      | 0.005     |
| decay_lr               | 0.95 | 0.95| 0.95       | 0.95      |
| backbone_activation    | SiLU | SiLU| LeCun Tanh| LeCun Tanh|
| backbone_dr            | 0.0  | 0.1 | 0.1        | 0.2       |
| forget_bias            | 5.0  | 1.6 | 2.8        | 2.1       |
| backbone_units         | 192  | 256 | 128        | 128       |
| backbone_layers        | 1    | 1   | 1          | 2         |
| weight_decay           | 1e-06| 1e-06| 3e-05     | 6e-06     |
S3 Reproducibility Matters

All code and data are provided in https://github.com/raminmh/CfC.