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Abstract—Distributed optimization for solving non-convex Optimal Power Flow (OPF) problems in power systems has attracted tremendous attention in the last decade. Most studies are based on the geographical decomposition of IEEE test systems for verifying the feasibility of the proposed approaches. However, it is not clear if one can extrapolate from these studies that those approaches can be applied to very large-scale real-world systems. In this paper, we show, for the first time, that distributed optimization can be effectively applied to a large-scale real transmission network, namely, the Polish 2383-bus system for which no pre-defined partitions exist, by using a recently developed partitioning technique. More specifically, the problem solved is the AC OPF problem with geographical decomposition of the network using the Alternating Direction Method of Multipliers (ADMM) method in conjunction with the partitioning technique. Through extensive experimental results and analytical studies, we show that with the presented partitioning technique the convergence performance of ADMM can be improved substantially, which enables the application of distributed approaches on very large-scale systems.
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I. INTRODUCTION

In recent years, distributed optimization has received great attention for solving problems that arise in power systems operations, as it provides a promising alternative for solving complex optimization problems associated with grids that have a large number of distributed generation units [1]. This technique allows dividing an optimization problem into subproblems associated with different regions of the grid, which are solved separately and simultaneously with periodic information exchanges.

One key application considered for distributed optimization is the Optimal Power Flow (OPF) problem, which is at the heart of power systems operations and planning. OPF problems have been studied for over half a century [2]. The most common objective of OPF is to schedule the generation units optimally subject to the power flow balances and operational constraints such as transmission line capacities. Distributed methods based on various decomposition techniques have been proposed to solve the OPF problem, including Augmented Lagrangian Relaxation [3] [4], or more specifically ADMM [5] and Optimality Condition Decomposition (OCD) [6], which have been shown to have fast convergence rates and achieve a solution that equals or is close to the local optimum. Even though such results seem promising, the experiments in these studies are conducted either on IEEE standard test systems [4] [6] whose size and complexity are not comparable with those of real power systems, using several connected small-scale utility networks [4] where a decomposition of the system can be trivially identified or using a given partition [3] which may lead to a suboptimal performance of the distributed algorithm. Hence, these studies do not address the important question of how to partition a general large-scale network in a way that is suitable for distributed optimization. In fact, due to the non-convexity introduced by the AC power flow equations, OPF is known to be a difficult problem to solve even in a centralized manner for large systems [7]. Further difficulties arise in the search for a distributed solution since optimality or even convergence cannot be guaranteed for most distributed methods on non-convex problems [8] [9].

While the IEEE standard test systems serve as good platforms to showcase the functionality of new algorithms, researchers still face a practical yet challenging question: can one successfully apply distributed algorithms to real-world large-scale power systems problems, in particular to non-convex OPF problems? Ultimately, the value of distributed optimization can only be understood and its full potential can only be realized if it can be applied to large-scale real power systems.

Several practical issues arise when implementing distributed methods on large-scale networks. One critical issue is the system partitioning, which has been shown to have considerable impact on the performance of the distributed algorithm [10]. In [11], we proposed a partitioning method based on spectral clustering that significantly improves the convergence speed of OCD using IEEE benchmark systems. This partitioning method defines an affinity metric that captures the coupling among the regions and maps the power system partitioning problem to a graph partitioning problem. Yet, it remains to be seen whether this partitioning technique can devise good partitions of real-world systems for an efficient implementation of different distributed methods. Hence, in this paper, we attempt to apply this partitioning technique in conjunction with the ADMM method to a non-convex OPF problem in the Polish 2383-bus system. Specifically, we first use the partitioning method to define subregions of the network, and then apply ADMM, which is a state-of-the-art distributed method that has been shown to have fast convergence for solving the OPF problem [5]. The main contributions of this paper are the following:

- To show that a recently developed partitioning technique enables the very efficient solution of non-convex OPF problem in a large-scale real transmission network using a distributed optimization approach as opposed to a centralized approach. This result is a milestone as it shows for the first time that distributed optimization is a practically viable approach to key optimization problems in large-scale real power systems with no pre-defined partitions.
- To show that the promising partitioning technique that was recently developed is applicable to other distributed methods such as ADMM (as opposed to OCD) as well. This provides initial evidence that the developed partitioning technique
is sufficiently general to work with various distributed optimization algorithms.

The rest of the paper is organized as follows. Section II summarizes related work. While Section III formulates the general AC OPF problem, Section IV describes the distributed OPF method based on ADMM. Section V describes the network partitioning technique proposed in a previous work and why it can work effectively with ADMM. Section VI presents extensive simulation results obtained from applying the distributed approach to the Polish system, and Section VII provides physical interpretations of the main results and future directions. Finally, Section VIII concludes the paper.

II. RELATED WORK

To overcome some of the difficulties in solving non-convex OPF in a distributed manner, one approach proposes convexifying the OPF problem before applying a distributed algorithm [7] [12] [14]. A common approach for convexification is based on semidefinite relaxation [15] [16]. However, due to lack of adherence to the original non-convex problem, the optimality achieved by this approach can only be ensured for some simple networks such as the IEEE benchmark systems and acyclic radial networks [15] [16]. Moreover, semidefinite programming solvers generally result in large computational efforts, hence, they do not scale well to problems in large transmission networks, which typically have thousands of buses and meshed topologies [17].

In addition, there are several other studies that demonstrate the scalability of the proposed distributed methods. In [18], two decomposition algorithms for solving the Security-Constrained OPF problem are investigated and applied to the Polish 3012-bus system. However, the OPF problem is decomposed according to contingency scenarios and not geographical regions, which is much harder. For optimizing distribution networks, the authors in [19] propose using second-order cone relaxation for convexifying the OPF problem before applying a distributed algorithm, and test this approach on a real-world 2065-bus distribution system. As transmission networks are meshed networks, it is not clear whether the results obtained in [19] still hold for these networks. In [20], a method based on ADMM and proximal message passing is proposed for solving a dynamic OPF problem, and is tested on networks with thousands of nodes. However, both the nodes and the branches are generated randomly, which could result in a network that is very different from real-world systems. Unlike the aforementioned studies, this paper contributes to the geographical decomposition of a large-scale real transmission network for implementing distributed methods.

In terms of power system partitioning, other methods are proposed in [21] [22] that are based on hierarchical clustering and electrical distances, which, however, are not specifically designed for distributed optimization. Hence, the spectral partitioning approach used in this paper is a better choice for the considered problem [11].

III. AC OPF PROBLEM

The standard AC OPF problem is considered in this paper, where the objective is to minimize the generation cost and the constraints are the power flow balances, the generation capacities and the limits on the voltage magnitudes. Mathematically, the problem is given by:

\[
\begin{align*}
\text{minimize}_{V,P,Q} & \quad f(P) = \sum_{i=1}^{n_b} (a_i P_i^2 + b_i P_i + c_i) \quad (1a) \\
\text{subject to} & \quad P_i + jQ_i - P_i^d - jQ_i^d = V_i \sum_{j \in \Omega_i} Y_{ij} V_j^* \quad (1b) \\
& \quad P_i^{\text{min}} \leq P_i \leq P_i^{\text{max}} \quad (1c) \\
& \quad Q_i^{\text{min}} \leq Q_i \leq Q_i^{\text{max}} \quad (1d) \\
& \quad V_i^{\text{min}} \leq |V_i| \leq V_i^{\text{max}} \quad (1e)
\end{align*}
\]

for \( i = 1, \ldots, n_b \). Here, \( n_b \) is the number of buses, and \((a_i, b_i, c_i)\) are the cost parameters of generator at bus \( i \). \((P_i, Q_i, V_i)\) are the complex voltage, the active power output and the reactive power output of generator at bus \( i \). \((P_i^d, Q_i^d)\) are the active and reactive load at bus \( i \). \( Y_{ij} \) is the \( ij \)-th entry of the nodal admittance matrix, and \( \Omega \) is the set of buses connected to bus \( i \). Apart from constraints (1b), (1c), the angle of the reference bus is set to zero. We note that line thermal limits have been omitted here just to keep the presentation simple, but can be readily added to the problem formulation. In fact, in Section VI-D, line limits are added in the numerical experiments and their impact on the convergence of the distributed method is evaluated.

IV. ADMM-BASED DISTRIBUTED OPF

A. OPF Formulation for Distributed ADMM

To decompose the OPF problem (1), the power system is first partitioned into smaller regions, and a local OPF problem is formulated for each region. Then, to solve the decomposed OPF problem in a distributed way, an ADMM method with refined iterations is used [5]. For the following analysis, we use \( K \) to denote the total number of regions and \( R_k, k = 1, \ldots, K \), to denote the set of buses assigned to region \( k \) with \( R_k \cap R_l = \emptyset, \forall l \neq k \). The set \( V_k \) is also introduced to denote the joint set of buses including the buses in \( R_k \) and the buses in neighboring regions that are directly connected to buses in \( R_k \).

To enable the distributed approach, the power system is decoupled by duplicating the voltages at the boundary buses of each region. Constraints are then added to enforce the duplicate voltages to be equal to one another. Figure 1 illustrates this decoupling of the system where bus \( i \) and bus \( j \) are the buses that are connected by tie line \( ij \). The voltages at bus \( i \) and bus \( j \) are duplicated, and the copies assigned to Region A are denoted by \( V_{i,A}, V_{j,A} \). Similarly, Region B is assigned the copies \( V_{i,B}, V_{j,B} \). To ensure equivalence with the original problem, the constraints \( V_{i,A} = V_{i,B} \) and \( V_{j,A} = V_{j,B} \) are added to the problem. These operations remove the tie line and separate the two regions. As discussed in [5], the added constraints are equivalent to

\[
\begin{align*}
V_{i,A} - V_{j,A} &= V_{i,B} - V_{j,B} \\
V_{i,A} + V_{j,A} &= V_{i,B} + V_{j,B} \quad (2)
\end{align*}
\]

For each tie line \( ij \) with \( i \in R_A, j \in V_A \setminus R_A \) we further introduce two auxiliary variables \( z_{i,j}^- \) and \( z_{i,j}^+ \) to Region A, and two auxiliary constraints

\[
\begin{align*}
z_{i,j}^- = \beta^- (V_{i,A} - V_{j,A}), \quad z_{i,j}^+ = \beta^+ (V_{i,A} + V_{j,A}) \quad (3)
\end{align*}
\]

where \( \beta^- \) and \( \beta^+ \) are scaling factors. Constant \( \beta^- \) is set to be larger than \( \beta^+ \) to give more weight to \( V_{i,A} - V_{j,A} \), which is...
strongly related to the line flow through tie line $ij$. Similarly, two auxiliary variables $z_{i,j}^-$ and $z_{j,i}^+$ are introduced to Region B. Hence, the feasible region of all the $z$’s associated with tie lines is defined as

$$Z = \{(z^-, z^+) \mid z^-_{i,j} = -z^-_{j,i}, z^+_{i,j} = z^+_{j,i}, \forall (i, j) \in B\}, \quad (4)$$

where $B$ is the set of inter-region tie lines. Set $(4)$ is derived from expressing the constraints in $(3)$ using the definitions given in $(3)$. Let $x_k = \{(V_i, P_i, Q_i) \mid i \in V_k\}$ and $z_k = \{(z^-_{i,j}, z^+_{i,j}) \mid i \in R_k, j \in V_k \setminus R_k\}$ denote all the primal variables and auxiliary variables associated with the buses in region $k$, respectively. The OPF problem can then be expressed in terms of variables assigned to different regions as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_k f_k(x_k) \quad (5a) \\
\text{subject to} & \quad A_k x_k = z_k, \quad \forall k \quad (5b) \\
& \quad x_k \in X_k, \quad \forall k \quad (5c) \\
& \quad z \in Z, \quad (5d)
\end{align*}
\]

where $f_k(x_k)$ is the generation cost in region $k$ and constraint $(5b)$ is obtained by expressing $(4)$ using $x_k$ and $z_k$. Constraint $(5c)$ enforces the local feasibility constraints, namely, constraints $(1b) \text{ and } (1d)$ for $\forall i \in R_k$ and constraint $(1e)$ for $\forall i \in V_k$. An important property of problem $(5)$ is that if $z$ is fixed, then problem $(5)$ can be decomposed into subproblems where each subproblem only contains the local variables $x_k$. This property enables distributing the computations of ADMM to solve problem $(5)$, as described next.

### B. Distributed ADMM Algorithm

The ADMM algorithm minimizes the Augmented Lagrangian function of $(5)$, which is given as follows $(5)$:

\[
L(x, z, \lambda) = \sum_k \left\{ f_k(x_k) + \lambda^T_k (A_k x_k - z_k) + \frac{1}{2} \|A_k x_k - z_k\|_{\rho_k}^2 \right\}, \quad (6)
\]

where $\|x\|_{\rho}^2 = x^T \text{diag}(\rho) x$ is the square of a weighted norm of $x$. The vector $\rho$ is a vector of penalty parameters whose entries are increased during the iterative process to ensure convergence of ADMM $(5)$. With $(6)$ formulated, the $\nu + 1$-th iteration of ADMM consists of the following steps:

\[
\begin{align*}
x^{\nu+1} &= \arg\min_{x \in \mathcal{X}} \quad L(x, z^{\nu}, \lambda^{\nu}) \quad (7a) \\
z^{\nu+1} &= \arg\min_{z \in Z} \quad L(x^{\nu+1}, z, \lambda^{\nu}) \quad (7b) \\
\lambda^{\nu+1} &= \lambda^\nu + \text{diag}(\rho^\nu) (A x^{\nu+1} - z^{\nu+1}) \quad (7c)
\end{align*}
\]

The $z$ update involves information exchanges among regions, and can also be computed locally once the updated information from neighboring regions is acquired. Hence, the ADMM iterations can be carried out in a completely distributed fashion with only local information exchanges but no centralized coordination. Updating $x$ requires solving non-convex subproblems, while updating $z$ solves a quadratic programming problem and updating $\lambda$ is trivial.

To enhance the performance of ADMM on non-convex problems, the penalty parameter $\rho$ is usually updated to make the Augmented Lagrangian function convex near the solution. Specifically, for any region $k$, $\rho_k$ is updated as follows $(5)$:

\[
\rho_k^{\nu+1} = \begin{cases} 
\frac{\|\rho_k^\nu\|_\infty}{\gamma} 1 & \text{if } \Gamma_k^{\nu+1} \leq \gamma \Gamma_k^{\nu} \\
\tau \rho_k^\nu & \text{otherwise} \end{cases}
\]

\[
\rho_k^{\nu+1} = \max \left\{ \rho_k^{\nu+1}, \rho_k^{\nu+1} \right\}
\]

with constants $0 < \gamma < 1$ and $\tau > 1$, and with $1$ denoting the all-ones vector. Equation $(8b)$ holds for $\forall \ell \neq k$ and $(i, j) \in B$ such that $i \in R_k$ and $j \in V_k \setminus R_k$. $\Gamma_k^{\nu+1} = \|A_k x_k^{\nu+1} - z_k^{\nu+1}\|_\infty$ is defined as the local primal residue $(2)$, which measures the error in the coupling constraints. Parameter $\rho$ is updated after the $\lambda$-update in $(7)$. First, an individual $\rho_k$ is updated for each region via $(8a)$. Then the $\rho$ associated with each tie line is adjusted via $(8b)$.

A detailed procedure of the distributed ADMM algorithm is illustrated in Algorithm $(1)$, where $\nu$ denotes the iteration counter. A general way to check the convergence of $(7)$ is to check whether the primal residue $(\Gamma_k, \forall k)$ is smaller than some $\epsilon$ $(9)$. However, in the AC OPF problem, power balance feasibility must also be ensured. This feasibility is checked after averaging the duplicate voltages in each iteration. Convergence is declared when both the primal residue and the maximum bus power mismatch after voltage averaging fall below $\epsilon$. The convergence of this ADMM approach is proved in $(5)$ with the assumption that a local minimum can be identified when solving the local OPF problems.

Some guidelines regarding the choice of parameters $\beta^+, \beta^-, \gamma, \tau$, and the initial value of $\rho$ are provided in $(5)$. We should mention that the exact parameters used in ADMM are usually tuned through empirical studies. The reader is referred to $(23)$ $(24)$ for techniques on tuning ADMM parameters for specific problems.

### V. Power System Partitioning

The performance of distributed methods depends highly on how the problem is partitioned $(10)$. Hence, to enable an effective application of ADMM, the partitioning method first proposed in $(11)$ is used, which is denoted as spectral partitioning in the remainder of this paper. Based on the premise that weaker coupling between regions results in improved performance of distributed approaches, the spectral partitioning method first defines an affinity metric that captures the coupling between buses. An affinity matrix is constructed from the pairwise affinities between
Algorithm 1 Distributed OPF in Region $k$

1: **Initialization** Initialize $x_k^0, z_k^0 = 0, \lambda_k^0 = 0, \rho_k^0 = \rho_0 I, \nu = 0$
2: while Not converged do
3: $\nu \leftarrow \nu + 1$
4: Update $x_k$ by solving the local OPF
5: $x_k^\nu = \text{argmin}_{x_k \in X_k} f_k(x_k) + \lambda_k^\nu - 1(A_k x_k - z_k^\nu - 1) + \frac{1}{2} \| A_k x_k - z_k^\nu - 1 \|^2_{\rho_k^\nu - 1}$
6: Prepare messages $m_k^\nu = A_k x_k^\nu$
7: Broadcast $m_k^\nu$ to neighboring regions and receive $m_l^\nu$ from each neighboring region $l \neq k$
8: Update $\lambda_k$ using
9: $\lambda_k^\nu = \lambda_k^{\nu - 1} - \text{diag} (\rho_k^{\nu - 1}) (A_k x_k^\nu - z_k^\nu)$
10: Calculate the primal residue $\Gamma_k^\nu$ for each region $k$
11: Check convergence
12: Compute $\hat{\rho}_k^\nu$ according to (8a)
13: Broadcast $\hat{\rho}_k^\nu$ to neighboring regions and receive $\tilde{\rho}_l^\nu$ from each neighboring region $l \neq k$
14: Update $\rho_k$ using (8b)
end while

buses, and spectral clustering [25] is applied to this matrix for identifying groups of buses that are strongly coupled.

The detailed procedure of spectral partitioning is illustrated in Algorithm 2. Here, $N$ denotes the number of trials of executing the K-means clustering method using different initial centroids of the clusters. As multiple partitions are found due to different initializations of K-means, the most balanced partition, i.e., the one that is constructed by taking all the rows in $H$ that contain any non-zero entry $y_m, n$ where its associated variables $y_m$ and $y_n$ belong to different subproblems. It is expected that if the entries in $H^b$ are generally small in terms of their absolute values, then $y^d$ can better satisfy the centralized optimality conditions, which, on the other hand, shows that ADMM can converge easier to an optimal point with possibly fewer iterations.

Algorithm 2  Identifying groups of buses that are strongly coupled.

buses, and spectral clustering [25] is applied to this matrix for identifying groups of buses that are strongly coupled.

is shown explicitly in Appendix A Therefore, these optimality conditions can be satisfied under the assumption that a local minimum can be found for the local OPF problems. Furthermore, it can be easily checked that the primal feasibilities associated with the boundary buses are satisfied by $y^d$. Denoting this part of optimality conditions by $F^b(y) = 0$ and assuming that $\nu$ is large enough such that $y^d$ is in the vicinity of $y^*$, then $F^b(y^d)$ can be approximated by $F^b(y^d) \approx H^b(y^d - y^*)$. Here, $H^b$ is constructed by taking all the rows in $H$ that contain any non-zero entry $y_m, n$ where its associated variables $y_m$ and $y_n$ belong to different subproblems. It is expected that if the entries in $H^b$ are generally small in terms of their absolute values, then $y^d$ can better satisfy the centralized optimality conditions, which, on the other hand, shows that ADMM can converge easier to an optimal point with possibly fewer iterations.

Hence, we aim to find a partition such that $H^b$ contains mostly small values. Since minimizing the entries in $H^b$ exactly is generally hard, a heuristic way is to consider $|H_{m,n}|$ as an affinity measure between variables $y_m$ and $y_n$ in spectral partitioning. If $|H_{m,n}|$ is large, $y_m$ and $y_n$ are more likely to be grouped into one subproblem, hence $H_{m,n}$ is less likely to appear in $H^b$ based on the construction of $H^b$.

Apart from using the Jacobian matrix $H$ of the optimality conditions, the affinity metric should also capture the electrical characteristics of the system, which can be represented by the admittance matrix $Y$. Hence, the affinity matrix $A$ used in this study is constructed by combining the Jacobian matrix $H$ and the admittance matrix $Y$. As there is usually more than one variable associated with any bus, the affinity between buses $i$ and $j$ is computed by

$$A_{i,j} = \sum_{m \in S_i} \sum_{n \in S_j} |H_{m,n}| + |Y_{i,j}|, \quad (9)$$

where $S_i$ and $S_j$ denote the sets of the indices of the variables associated with buses $i$ and $j$, respectively. Note that although $H$ has to be evaluated at the optimal point for a specific operating point, it has been shown that the partition found by using the $H$ evaluated for one operating point is applicable for solving the OPF problems for many other operating points, with the condition that there are no drastic changes in the line flows [11].

As most distributed methods solve for the optimality conditions in either a direct (such as OCD) or indirect (such as ADMM) way, one can follow similar analysis on the optimality conditions to define an affinity metric that works effectively with a specific distributed algorithm. In fact, we have used the same affinity matrix in [11] in combination with OCD but there specifically derived the matrix based on the convergence criterion of OCD. The derivation above provides a more general justification for the usefulness of this affinity matrix also for other distributed approaches which is important for the generalization of the partitioning technique.

Note that here we only provide one definition of the affinity matrix that works well empirically, which, however, is not the only way to define the affinity matrix. In fact, for the considered OPF problem, constructing the affinity matrix by using only the admittance matrix $Y$ can also yield good partitions due to the fact that the entries in $Y$ are close to many entries in $H$. How
to construct the optimal affinity matrix is an open question in spectral clustering, and is a subject of future studies in the context of power system partitioning.

VI. Simulation Results and Discussion

In this section, three sets of simulation results are presented. First, the partitions computed by the spectral partitioning method are compared with other partitions used in the literature in terms of the resulting performance of ADMM. Then, the impact of the number of regions on ADMM is presented. Finally, the performance of ADMM is evaluated after line flow limits are added to the OPF problem.

A. Simulation Setup

The test case used is the Polish 2383-bus system during the winter period, which contains 327 generators and 2896 transmission lines, and its configuration is taken from MATPOWER [26]. The SNOPT package in TOMLAB [27], which is an efficient solver for large-scale non-convex optimization problems, is used for solving the local OPF subproblems at each ADMM iteration. The simulations are run on a MacBook Air in MATLAB v8.5.

The algorithm is started from two different initial conditions, and we refer to these cases as the warm start case and the flat start case. In the warm start case, the starting point is a feasible power flow solution provided by MATPOWER. The warm start is a common choice in practice to solve large-scale OPF problems. In the flat start case, the voltages at all buses are initially set to 1 p.u., from which convergence is typically hard to achieve. For both cases, the initial Lagrange multiplier estimates are set to zero. The initial penalty parameter $\rho_0$ and its incremental step size $\tau$ are set to $10^7$ and 1.1, respectively, in the warm start case to achieve fast convergence, while in the flat start case, they are set to lower values. More details about this and about the complications associated with starting ADMM from a remote point are provided in Section VI-B2. Parameters $\gamma$, $\beta^+$, and $\beta^-$ are set to 0.9, 0.5, and 2, respectively. Convergence is declared when the largest primal residue $\|A_kx_k - z_k\|_\infty$ falls below $10^{-4}$ and the largest bus power mismatch falls below 0.01 MVA.

B. Evaluation of Partitions

In this section, the impact of different partitions on the performance of ADMM is evaluated. The partition obtained using spectral partitioning is compared with the partition used in [5], which is based on the electrical distance between buses. Specifically, in [5], the partition is chosen in a way such that each load bus is assigned to the same region as its closest generator bus in terms of line impedance. If a total of $K$ regions is desired, $K$ generator buses are selected uniformly as the centers of each region. The distance between any two buses is then defined as the length of the shortest path in terms of line impedances. This partition considers the topology and electrical properties of the system, and hence it is a good benchmark for evaluating the performance of the spectral partitioning technique. This partitioning method based on electrical distance is denoted as EP, while the spectral partitioning method is denoted as SP.

1) The Warm Start Case: Figure 2 shows the performance of ADMM with the partitions obtained by SP and EP, respectively, using a warm starting point. The 'Iterations' on the x-axis denotes the ADMM iteration as defined by (7). The Polish system is divided into 40 and 90 regions using both methods. In Fig. 2a and 2b, the blue curves show the progress of ADMM with the partition obtained by SP, while the red curves show the progress of ADMM using EP partitions. The solid curve shows the largest bus power mismatch which is the maximum power flow balance violation, and the dotted curve shows the largest primal residue. With both 40-region and 90-region partitions, the blue curves are generally lower than the red curves, which shows that ADMM with SP approaches feasibility faster than with EP. Figures 2c and 2d show the relative error (in %) of the objective value achieved by the distributed method with respect to the one obtained by a centralized method, which is denoted as the gap in the objective value. For non-convex problems, ADMM is not guaranteed to converge to a local optimum, which explains the difference in achieved objective values shown in the figures. As shown in Fig. 2c and 2d, ADMM with SP converges faster than with EP and achieves a smaller gap.

It is worth noticing in Fig. 2a and 2b that the primal residue reaches $10^{-4}$ first compared with the power flow mismatch. This is due to the fact that in ADMM, the primal residue represents the difference between the copies of the voltages at the same bus. Since voltage errors propagate to line flow errors through multiplication by line admittances, it is necessary to add power flow feasibility checks in the termination condition of ADMM.

Table I further compares the effects of partitions on the number of iterations, the estimated computation time, and achieved objective value of ADMM. Here, the computation time is estimated by assuming that all subproblems are solved in parallel. Hence, it assumes that the time it takes to solve all subproblems at each ADMM iteration equals the maximum time needed to solve a single one. Note that the time spent on information exchange is not accounted for in this paper, which will be investigated in future works. The number of iterations and computation time measure the efficiency of the distributed method, while the gap measures the quality of the solution achieved by the distributed method.

| Partition | SP, 40 regions | EP, 40 regions | SP, 90 regions | EP, 90 regions |
|-----------|---------------|---------------|---------------|---------------|
| Iterations | 97            | 119           | 110           | 128           |
| Time (s)   | 218           | 2442          | 133           | 1039          |
| Gap        | 0.43%         | 1.10%         | 0.65%         | 0.78%         |

Algorithm 2 Spectral Partitioning

1: Input System configuration and number of regions $K$
2: Output The assignment of each bus to the $K$ regions
3: Derive the affinity matrix for the entire system
4: for $k=1$ to $N$ do
5: Perform spectral clustering based on the affinity matrix to cluster the buses into $K$ regions with the K-means method as the last step of spectral clustering
6: end for
7: Choose the most balanced partition from the $N$ solutions

TABLE I Comparison of Different Partitions with ADMM.
Fig. 2. Convergence of ADMM with different partitions.

Fig. 3. Mismatch in the power flow constraint with different partitions.

Fig. 4. Performance of ADMM with different number of regions.

In this section, we evaluate how the performance of ADMM changes as the number of regions changes. In the following experiment, the SP method is used to find partitions of the Polish system with 10 to 140 regions with an increment of 10 regions between any two partitions. These partitions cover both a mild partitioning of the system where there are hundreds of buses in a region and a severe partitioning of the system where there are only tens of buses in a region. The performance of ADMM with different number of regions is illustrated in Fig. 4 for the warm start case.

Figure 4a shows the decrease of the maximum bus power mismatch, where each curve corresponds to a partition with a different number of regions. Impressively, with all the partitions, a feasible point can be found within 150 iterations regardless of the level of partitioning of the system. Figure 4b shows that the number of iterations does not increase significantly as the number of regions increases. Figure 4c shows the computation time with

method. As shown in Table 1, the computation time of ADMM using SP is significantly smaller than when using EP. The reason is that the regions defined by EP can be highly imbalanced, having several large regions that contain generators electrically close to many loads. As a consequence, solving the subproblems associated with those large regions can be time-consuming. In contrast, spectral partitioning aims to find balanced partitions [25], hence it usually generates more balanced regions. Furthermore, the solution quality achieved by ADMM is satisfactory as the gap stays below 1% if SP is used.

2) Robustness of Partitions: In this subsection, we evaluate the performance of ADMM with different partitions in the flat start case and with different penalty parameters. We expect that with a good partition, ADMM should also converge from a remote starting point and not be affected much by the choice of parameters.

In the flat start case, the initial penalty parameter $\rho_0$ and the incremental rate $\tau$ need to be set to lower values than those used in the warm start case. For the experiments, we use $\rho_0 = 10^4, 10^5$ and $\tau = 1.05, 1.1$, respectively. A smaller value of $\rho_0$ may enable ADMM to converge if the algorithm runs long enough but will lead to significantly larger computation time which is impractical. The system is partitioned into 40 regions using the SP and EP methods. With the partition found by EP, ADMM fails to converge with all combinations of parameters stated above, while with the partition found by SP, ADMM only fails when $\rho_0 = 10^5$ and $\tau = 1.1$. Figure 5a shows the best performance of ADMM out of the four settings of parameters using the two 40-region partitions computed by SP and EP, respectively, with a flat start. With SP, ADMM still converges to a feasible point, while with EP, ADMM fails to converge. For the solved case, ADMM takes 276 iterations, which results in 674 seconds, and the gap is 2.92%. Although the speed and accuracy of ADMM degrades in the flat start case compared with the warm start case, ADMM with the SP partition still converges to a feasible point.

Figure 5b shows the performance of ADMM using different 90-region partitions with a different initial penalty $\rho_0 = 10^6$ in the warm start case. Again, ADMM only converges with the SP partition, while it fails to converge with the EP partition, which shows that ADMM is more robust with respect to the parameter settings using SP.

C. Impact of the Number of Regions

In this section, we evaluate how the performance of ADMM changes as the number of regions changes. In the following experiment, the SP method is used to find partitions of the Polish system with 10 to 140 regions with an increment of 10 regions between any two partitions. These partitions cover both a mild partitioning of the system where there are hundreds of buses in a region and a severe partitioning of the system where there are only tens of buses in a region. The performance of ADMM with different number of regions is illustrated in Fig. 4 for the warm start case.

Figure 4a shows the decrease of the maximum bus power mismatch, where each curve corresponds to a partition with a different number of regions. Impressively, with all the partitions, a feasible point can be found within 150 iterations regardless of the level of partitioning of the system. Figure 4b shows that the number of iterations does not increase significantly as the number of regions increases. Figure 4c shows the computation time with
D. Adding Line Limits

We now evaluate the performance of ADMM with thermal line limits included considering the following two scenarios. In the first scenario the line limits of all the transmission lines are added to the constraint set while in the second scenario only the line limits of several lines prone to congestion are added. With the partitions devised in Section VI-C there are tie lines congested in each of the partitions. To investigate whether the congestion of tie lines has significant impact on the performance of ADMM, another partition is devised by manually increasing the affinity between the buses that the congested lines connect to in the SP method. As a consequence, the obtained partition does not include any congested tie lines as each congested line is included in a single region.

Table II shows the performance of ADMM with all line limits added. In this setting, the centralized approach takes 355 seconds to convergence, which is longer than the case without line limits. As shown in Table II with line limits ADMM requires more iterations and time to terminate and the optimality gap is also larger. This is due to the fact that solving the subproblems takes longer and an agreement on the voltages at the boundaries is harder to achieve with the additional line constraints. However, comparing the two 40-region partitions given in Table II we notice that the performances of ADMM are similar whether the congestion occurs on tie lines or non-tie lines. With the partition with tie lines congested, ADMM even performs better than with the partition where the congested lines are forced to be included in a single region. This observation suggests that the partition obtained by SP does not need to be changed even if congestion occurs on tie lines.

Better performance of ADMM can be achieved when only a few line limits are incorporated, as shown in Table III. The included line limits are the ones associated with the congested lines when all the line constraints are considered. With all the three partitions, a gap of around 1% can be achieved. Hence, with only certain line constraints considered, ADMM can still reach a high quality solution efficiently.

VII. Physical Interpretations of Results

Our results provide additional evidence that the recently developed partitioning technique [11] in conjunction with the ADMM method can be used for distributed optimization in real-world large-scale power systems. While the evidence shown in this study is not sufficient to guarantee that this approach would work effectively for all non-convex problems and for other decomposition techniques, it is a promising step in this direction.

As demonstrated in Section VI the efficiency and robustness of a distributed method is highly dependent on the system partitioning method used. Fortunately, the spectral partitioning technique first proposed in [11] and used in this study is indeed very effective in improving the efficiency and robustness of distributed methods.

It can be observed from the results in Section VI that the performance of the distributed method also depends on the number of regions. For example, in Fig. 4C there is a crossover point (around 40 regions) of the solid and dotted curves beyond which the computation time of the distributed approach is smaller than the centralized approach. This shows that in terms of the estimated computation time, there is a critical number of regions in implementing the distributed method to outperform the centralized approach. However, this does not necessarily imply that one should partition the system into as many regions as possible because more regions imply more communications, which is an important concern in distributed optimization that will be investigated in future works. While the time needed for information exchange is not accounted for in this paper, it is clear that partitioning the system into more regions would require more communications among the regions, which may lead to large delays. In addition, a partition with more regions would require more regional computational entities. Hence, the number of regions is a design parameter that should satisfy specific requirements of the utilities in terms of both the performance of the distributed method and the available computational and communication resources.

While the results of this study look very promising, the limitation of the presented approach is that it can only find solutions close to local optima of non-convex problems, which, however, is also a general limitation of most distributed optimization approaches applied to non-convex problems. Further research is needed to address this limitation of the presented approach.

Possible future work includes evaluation of the distributed optimization approach on large-scale systems with communications between different regions incorporated. In particular, it will be interesting to investigate how different communications configurations will affect the delay performance of the distributed approach.

| Partition | 40 regions, no tie line congested | 40 regions, tie line congested | 80 regions, tie line congested |
|-----------|----------------------------------|--------------------------------|-------------------------------|
| Iterations | 161                              | 124                            | 147                           |
| Time (s)   | 679                              | 511                            | 237                           |
| Gap        | 1.92%                            | 1.56%                          | 2.25%                         |

| Partition | 40 regions, no tie line congested | 40 regions, tie line congested | 80 regions, tie line congested |
|-----------|----------------------------------|--------------------------------|-------------------------------|
| Iterations | 129                              | 125                            | 127                           |
| Time (s)   | 304                              | 346                            | 122                           |
| Gap        | 1.05%                            | 0.96%                          | 1.25%                         |
In this paper, we applied a previously developed spectral partitioning method in conjunction with the distributed optimization method, ADMM, to solve a non-convex OPF problem of the Polish 2383-bus system in a distributed fashion. By using the partitions computed by the partitioning method, ADMM can find a solution very close to the local optimum efficiently, which shows the applicability of distributed optimization in large-scale real power systems. Additionally, the partitions found are robust with respect to the starting point, the parameters used in ADMM, and the inclusion of thermal line constraints. These results show that the partitioning method can be generalized to different distributed methods, e.g., ADMM, which provides a structured approach to decompose a large-scale system such that an efficient implementation of distributed optimization methods is possible. This is of high importance as it is a key enabler to make distributed methods practically viable.

APPENDIX

Optimality Conditions of ADMM Subproblems

For the x-update in ADMM at the ν-th iteration, the k-th region solves the following subproblem

\[
\begin{align*}
\min_{x_k} f_k(x_k) + \lambda_k^{\nu-1} (A_k x_k - z_k^{\nu-1}) \\
+ \frac{1}{2} \|A_k x_k - z_k^{\nu-1}\|_2^2
\end{align*}
\]
subject to \( g(x_k) = 0 \). (10a)

For the simplicity of presentation, only equality constraints are considered in the following analysis which can be readily extended to include inequality constraints. The optimality conditions of subproblem (10) are

\[
\begin{align*}
\nabla f_k(x_k) + \mu_k \nabla g(x_k) + A_k^T \lambda_k^{\nu-1} + A_k^T \text{diag}(\rho_k^{\nu-1})(A_k x_k - z_k^{\nu-1}) = 0 \\
g(x_k) = 0,
\end{align*}
\]
where \( \mu_k \) are the Lagrange multipliers of \( g(x_k) = 0 \) and the terms \( A_k^T \lambda_k^{\nu-1}, A_k^T \text{diag}(\rho_k^{\nu-1})A_k x_k \) and \( A_k^T \text{diag}(\rho_k^{\nu-1})z_k^{\nu-1} \) only contain non-zero entries in the rows that correspond to the variables \( x_k, \mu_k \) associated with the boundary buses. Hence, for the non-boundary buses, (11a) reduces to \( \nabla f_k(x_k) + \mu_k \nabla g(x_k) = 0 \), which combined with (11b) are the centralized optimality conditions to be fulfilled at those non-boundary buses.
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