Abstract

Deep-learning based salient object detection methods achieve great progress. However, the variable scale and unknown category of salient objects are great challenges all the time. These are closely related to the utilization of multi-level and multi-scale features. In this paper, we propose the aggregate interaction modules to integrate the features from adjacent levels, in which less noise is introduced because of only using small up-/down-sampling rates. To obtain more efficient multi-scale features from the integrated features, the self-interaction modules are embedded in each decoder unit. Besides, the class imbalance issue caused by the scale variation weakens the effect of the binary cross entropy loss and results in the spatial inconsistency of the predictions. Therefore, we exploit the consistency-enhanced loss to highlight the fore-/back-ground difference and preserve the intra-class consistency. Experimental results on five benchmark datasets demonstrate that the proposed method without any post-processing performs favorably against 23 state-of-the-art approaches. The source code will be publicly available at https://github.com/lartpang/MINet.

1. Introduction

Salient object detection (SOD) aims at distinguishing the most visually obvious regions. It is growing rapidly with the help of data-driven deep learning methods and has been applied in many computer vision fields, such as visual tracking [24], image retrieval [10], non-photorealistic rendering [28], 4D saliency detection [33], no-reference synthetic image quality assessment [38] and so on. Although great progress has been made at present, two issues still need to be paid attention to how to extract more effective information from the data of scale variation and how to improve the spatial coherence of predictions in this situation. Due to various scales of salient regions, the CNN-based methods, which are limited by the absence of necessary detailed information owing to the repeated sub-sampling, have difficulty in consistently and accurately segmenting salient objects of different scales (Fig. 1). In addition, on account of the inherent localization of convolution operation and the pixel-level characteristics of the cross entropy function, it is difficult to achieve uniform highlighting of objects.

For the first problem, the main solution of the existing methods is to layer-by-layer integrate shallower features. Some methods [23, 53, 4, 9, 40, 41, 27, 37] connect the features at the corresponding level in the encoder to the decoder via the transport layer (Fig. 2(a, c, e)). The single-level features can only characterize the scale-specific information. In the top-down pathway, the representation capability of details in shallow features is weakened due to the continuous accumulation of the deeper features. To utilize the multi-level features, some approaches [51, 13, 34] combine the features from multiple layers in a fully-connected manner or a heuristic style (Fig. 2(b, f, g)). However, integrating excessive features and lacking a balance between different resolutions easily lead to high computational cost, plenty of noise and fusion difficulties, thereby disturbing the subsequent information recovery in the top-down pathway. Moreover, the atrous spatial pyramid pooling module
regions in the datasets, hence we embed a consistency-enhanced loss (CEL) into the training stage, which is not sensitive to the scale of objects. At the same time, the CEL can better handle the spatial coherence issue and uniformly highlight salient regions without additional parameters, because its gradient has the characteristics of keeping intra-class consistency and enlarging inter-class differences.

Our contributions are summarized as three folds:

- We propose the MINet to effectively meet scale challenges in the SOD task. The aggregate interaction module can efficiently utilize the features from adjacent layers by the way of mutual learning and the self-interaction module makes the network adaptively extract multi-scale information from data and better deal with scale variation.
- We utilize the consistency-enhanced loss as an assistant to push our model to uniformly highlight the entire salient region and better handle the pixel imbalance problem between fore- and back-ground regions caused by various scales of objects, without any post-processing or extra parameters.
- We compare the proposed method with 23 state-of-the-art SOD methods on five datasets. It achieves the best performance under different evaluation metrics. Besides, the proposed model has a forward reasoning speed of 35 FPS on GPU.

2. Related Work

2.1. Salient Object Detection

Early methods are mainly based on hand-crafted priors [5, 39, 49, 47]. Their generalization and effectiveness are limited. The early deep salient object detection (SOD) methods [57, 16] use the multi-layer perception to predict the saliency score for each processing unit of an image. These methods have low computational efficiency and damage the potential feature structure. See [2, 35] for more details about traditional and early deep methods.

Recently, some methods [20, 53] introduce the fully convolutional network (FCN) [22] and achieve promising results. Moreover, Liu et al. [20] hierarchically embed global and local context modules into the top-down pathway which constructs informative contextual features for each pixel. Chen et al. [4] propose reverse attention in the top-down pathway to guide residual saliency learning, which drives the network to discover complement object regions and details. Nonetheless, the above-mentioned methods only employ individual resolution features in each decoder unit, which is not an effective enough strategy to cope with complex and various scale problems.

2.2. Scale Variation

Scale variation is one of the major challenges in the SOD task. Limited by the localized convolution operation and
sub-sampling operation, it is difficult for CNN to handle this problem. On one hand, the amount of information about objects, which are embedded in the features of different resolutions, changes with the scale of objects. A straightforward strategy is to roughly integrate all features. On the other hand, each convolutional layer only has the capability of processing a special scale. Therefore, we need to characterize the multi-scale information from a single layer by building a multi-path feature extraction structure.

**Multi-level Information.** Zhang et al. [51] simply combine all level features into the transport layer. This kind of coarse fusion easily produces information redundancy and noise interference. In [48], a gate function is exploited to control the message passing rate to optimize the quality of information exchange between layers. Nevertheless, multiple gating processing leads to severe attenuation of the information from other layers, which limits the learning ability of the network. Different from these methods, we only fuse the features from the adjacent layers by reason of their closer degree of abstraction and concurrently obtain abundant scale information.

**Multi-scale Information.** The atrous spatial pyramid pooling (ASPP) [3] and the pyramid pooling module (PPM) [55] are two common choices for multi-scale information extraction and are often fixed at the deepest level in the network [6, 32]. Since the deeper features contain less information about small-scale objects, which is especially true for the top-layer features, these methods can not effectively deal with large scale variation. Besides, in [37], the pyramid attention module can obtain multi-scale attention maps to enhance features through multiple downsampling and softmax operations on all positions. But such a softmax severely suppresses non-maximum values and is more sensitive to noise. It does not improve the scale issue well. To avoid misjudging small objects, we propose a multi-scale processing module where two branches interactively learn features. Through data-driven training, the two-path structure can learn rich multi-scale representation. In addition, the oversized and undersized objects cause the imbalance between foreground and background samples, which weakens the effect of pixel-level supervision. We introduce the consistency-enhanced loss (CEL) as an aid to the cross entropy loss. The CEL is not sensitive to the size of objects. It can overcome the difficulties of supervision and perform very well in the face of large scale variation.

### 2.3. Spatial Coherence

To improve spatial coherence and quality of saliency maps, some non-deep methods often integrate an over-segmentation process that generates regions [44], super-pixels [45], or object proposals [11]. For deep learning based methods, Wu et al. [41] propose a cascaded partial decoder framework with two branches and directly utilize attention maps generated by the attention branch to refine the features from the saliency detection branch. Qin et al. [27] employ a residual refinement module combined with a hyper loss to further refine the predictions, which significantly reduces the inference speed. In this paper, the CEL pays more attention to the overall effect of the prediction. It helps obtain a more uniform saliency result and is a better trade-off between the effect and the speed.

### 3. Proposed Method

In this paper, we propose an interactive integration network which fuses multi-level and multi-scale feature information to deal with the prevalent scale variation issue in saliency object detection (SOD) task. The overall network structure is shown in Fig. 3. Encoder blocks, ag-
aggregate interaction modules (AIMs), self-interaction modules (SIMs) and fusion units (FUs) are denoted as \( \{E_i\}_{i=0}^4 \), \( \{A_{IM}^i\}_{i=0}^4 \), \( \{SIM^i\}_{i=0}^4 \) and \( \{F^i\}_{i=0}^4 \), respectively.

### 3.1. Network Overview

Our model is built on the FCN architecture with the pre-trained VGG-16 [29] or ResNet-50 [12] as the backbone, both of which only retain the feature extraction network. Specifically, we remove the last max-pooling layer of the VGG-16 to maintain the details of the final convolutional layer. Thus, the input is sub-sampled with a factor of 16 for the VGG-16 and with a factor of 32 for the ResNet-50. We use the backbone to extract multi-level features and abstractions, and then each AIM (Fig. 4) uses the features of adjacent layers as the input to efficiently employ the multi-level information and provide more relevant and effective supplementary for the current resolution. Next, in the decoder, every SIM (Fig. 5) is followed by an FU which is a combination of a convolutional layer, a batch normalization layer and a ReLU layer. The SIM can adaptively extract multi-scale information from the specific levels. The information is further integrated by the FU and fed to the shallower layer. In addition, we introduce the consistency-enhanced loss as an auxiliary loss to supervise the training stage. In this section, we will introduce these modules in detail. To simplify the description, all subsequent model parameters are based on the VGG-16 backbone.

### 3.2. Aggregate Interaction Module

In the feature extraction network, different levels of convolutional layers correspond to a different degree of feature abstraction. The multi-level integration can enhance the representation ability of different resolution features: 1) In the shallow layers, the detailed information can be further strengthened and the noise can be suppressed; 2) In the middle layers, both semantic and detailed information is taken into account at the same time, and the proportion of different abstraction information in the features can be adaptively adjusted according to the needs of the network itself, thereby achieving more flexible feature utilization; 3) In the top layer, richer semantic information can be mined when considering adjacent resolutions. In particular, we propose the aggregate interaction module (AIM) (Fig. 4) to aggregate features by a strategy of interactive learning.

The \( i^{th} \) AIM is denoted as \( A_{IM}^i \), the input of which consists of features \( f_{e}^{i-1}, f_{e}^{i}, f_{e}^{i+1} \) from the encoder, as shown in Fig. 4 (b). After the initial transformation by a combination of a single convolutional layer, a batch normalization layer and a ReLU layer, the channel number of these features is reduced. In the interaction stage, the \( B^0 \) branch and the \( B^2 \) branch are adjusted by the pooling, neighbor interpolation and convolution operations, and then both of them are merged into the \( B^1 \) branch by the element-wise addition. At the same time, the \( B^1 \) branch is also adjusted its resolution and is respectively combined into the \( B^0 \) and \( B^2 \) branches. Finally, the three branches are fused together through the subsequent convolutional layer and the channel number is also reduced. In order to efficiently train the AIMs and increase the weight of \( f_e^i \) to ensure that other branches only act as supplements, a residual learning strategy is introduced. The outputted feature is denoted as \( f_{AIM}^i \in \mathbb{R}^{N_i \times H_i \times W_i \times C_i} \), where \( C_0 = 32 \) and \( C_{i \neq 0} = 64 \). For \( A_{IM}^0 \) and \( A_{IM}^1 \), their inputs only contain \( f_{e}^{0}, f_{e}^{1} \) and \( f_{e}^{2}, f_{e}^{3} \), correspondingly (Fig. 4 (a, c)). The entire process is formulated as follows:

\[
\begin{align*}
 f_{AIM}^i &= I_{AIM}^i(f_{e}^i) + M_{AIM}^i(f_{AB}^i), \\
 f_{AB}^i &= \begin{cases} 
 \sum_{j=1}^{2} B_{AIM}^{i,j} (f_{e}^{i-1}) & \text{if } i = 0, \\
 \sum_{i=0}^{3} \sum_{j=0}^{1} B_{AIM}^{i,j} (f_{e}^{i+j-1}) & \text{if } i = 1, 2, 3, \\
 \sum_{j=0}^{1} B_{AIM}^{i,j} (f_{e}^{i+j-1}) & \text{if } i = 4,
\end{cases}
\end{align*}
\]

where \( I(\cdot) \) and \( M(\cdot) \) represent the identity mapping and the branch merging, respectively. \( B_{AIM}^{i,j} \) is the overall operation of the \( j^{th} \) branch (i.e. \( B^j \)) in the AIM\(^i\). Due to space constraints, please refer to Fig. 4 for the computational details inside each branch.

### 3.3. Self-Interaction Module

The AIMs aim at achieving efficient utilization of the inter-layer convolutional features, while the self-interaction modules (SIMs) are proposed to produce multi-scale representation from the intra-layer features. The details of the SIMs can be seen in Fig. 5. Similarly, we also apply the transformation-interaction-fusion strategy in the SIMs. Concretely speaking, the resolution and dimension of the input feature are reduced by a convolutional layer, at first. In each branch, the SIM performs an initial transformation to adapt to the following interaction operation: We up-sample low-resolution features and sub-sample high-resolution features to the same resolution as the features from the other branch. The interaction between high- and
entropy loss (BCEL) function is written as follows:

$$L_{BCEL} = - \sum_{p \in \mathcal{P}, g \in \mathcal{G}} p \log p + (1 - p) \log(1 - p),$$  \hspace{1cm} (5)$$

where \(\log(\cdot)\) is also an element-wise operation. \(\mathcal{G} \in \{0, 1\}^{N \times H \times W \times 1}\) represents the ground truth. To address the fore-/back-ground imbalance issue caused by various scales, the loss function needs to meet two requirements, at least: 1) It focuses more on the foreground than the background, and the difference at the scale of objects does not induce the wide fluctuation in the computed loss; 2) When the predicted foreground region is completely disjoint from the ground-truth one, there should be the largest penalty. Based on the two points, we consider the topological relationships among regions to define the CEL as follows:

$$L_{CEL} = \frac{|FP + FN|}{|FP + 2TP + FN|} = \frac{\sum (p - pg) + \sum (g - pg)}{\sum p + \sum g},$$  \hspace{1cm} (6)$$

where \(TP\), \(FP\) and \(FN\) represent true-positive, false-positive and false-negative, respectively. \(|\cdot|\) computes the area. \(FP + FN\) denotes the difference set between the union and intersection of the predicted foreground region and the ground-truth one, while \(FP + 2TP + FN\) represents the sum of this union set and this intersection. When \(\{p|p > 0, p \in \mathcal{P}\} \cap \{g|g = 1, g \in \mathcal{G}\} = \emptyset\), the loss reaches its maximum, i.e. \(L_{CEL} = 1\). Since \(p\) is continuous, \(L_{CEL}\) is differentiable with reference to \(p\). Thus, the network can be trained in an end-to-end manner.

To compare \(L_{CEL}\) with \(L_{BCEL}\), we analyze their gradients which directly act on the network predictions. Their derivatives are expressed as follows:

$$\frac{\partial L_{BCEL}}{\partial p} = -\frac{g}{p} + \frac{1 - g}{1 - p},$$  \hspace{1cm} (7)$$

$$\frac{\partial L_{CEL}}{\partial p} = \frac{1 - 2g}{\sum (p + g)} - \frac{\sum (p + g - 2pg)}{[\sum (p + g)]^2}. \hspace{1cm} (8)$$

It can be observed that \(\frac{\partial L_{BCEL}}{\partial p}\) only relies on the prediction of the individual position. While \(\frac{\partial L_{CEL}}{\partial p}\) is related to all pixels in both the prediction \(\mathcal{P}\) and the ground truth \(\mathcal{G}\). Therefore, the CEL is considered to enforce a global constraint on the prediction results, which can produce more effective gradient propagation. In Eqn. (8), except that the numerator term \(1 - 2g\) is position-specific, the other terms are image-specific. And this numerator is closely related to the binary ground truth, which results in that the inter-class derivatives have large differences while the intra-class ones are relatively consistent. This has several merits: 1) It ensures that there is enough large gradient to drive the network in the later stage of training; 2) It helps solve the intra-class inconsistency and inter-class indistinction issues, to some extent, thereby promoting the predicted boundaries of salient objects to become sharper. Finally, the total loss function can be written as:

$$L = L_{BCEL}(\mathcal{P}, \mathcal{G}) + \lambda L_{CEL}(\mathcal{P}, \mathcal{G}),$$  \hspace{1cm} (9)$$

low-resolution features with different channel numbers can obtain plenty of knowledge about various scales and maintain high-resolution information with a low parameter quantity. For ease of optimization, a residual connection is also adopted as shown in Fig. 5. After up-sampling, normalization, and nonlinear processing, an FU is used to fuse the features of double paths from the SIM and the residual branch. Integrating the SIMs into the decoder allows the network to adaptively deal with scale variation of different samples during the training stage. The entire process is written as:

$$f_{SIM}^i = f_{add}^i + M_{SIM}^i \left( B_{i,0}^{SIM}(f_{add}^i) + B_{i,1}^{SIM}(f_{add}^i) \right),$$  \hspace{1cm} (2)$$

where \(f_{SIM}^i\) is the output of the SIM\(^i\). \(M(\cdot)\) represents the branch merging and \(B_{i,j}^{SIM}\) denotes the operation in the \(i\)th branch (i.e. \(B_{j}^i\)) in the SIM\(^i\), and the input feature \(f_{add}^i\) is calculated as follows:

$$f_{add}^i = \begin{cases} f_{AIM}^i + U^{i+1}(F^{i+1}(f_{SIM}^i)) & \text{if } i = 0, 1, 2, 3, \\ f_{AIM}^i & \text{if } i = 4, \end{cases} \hspace{1cm} (3)$$

where \(U^{i+1}(\cdot)\) and \(F^{i+1}(\cdot)\) denote the \((i+1)\)th up-sampling operation and fusion unit in the top-down pathway. For more details about the SIMs, please see Fig. 5.

3.4 Consistency-Enhanced Loss

In the SOD task, the widely used binary cross entropy function accumulates the per-pixel loss in the whole batch and does not consider the inter-pixel relationships, which can not explicitly prompt the model to highlight the foreground region as smoothly as possible and deal well with the sample imbalance issue. To this end, we propose a consistency-enhanced loss (CEL). First of all, the final prediction is calculated as follows:

$$\mathcal{P} = \text{Sigmoid(Conv}(F^3(f_{add}^0))), \hspace{1cm} (4)$$

where \(\mathcal{P} \in \mathbb{R}^{N \times H \times W \times 1}\) denotes \(N\) saliency maps in a batch, and \(N\) is the batchsize. \(0 < p \in \mathcal{P} < 1\) is the probability of belonging to salient regions. Sigmoid(Conv(\cdot)) actually represents the last convolutional layer with a nonlinear activation function in the decoder. The binary cross entropy loss (BCEL) function is written as follows:

$$L_{BCEL} = - \sum_{p \in \mathcal{P}, g \in \mathcal{G}} g \log p + (1 - g) \log(1 - p),$$  \hspace{1cm} (5)$$

Figure 5. Illustration of self-interaction modules (SIMs). B\(^i\): All operations in the \(i\)th branch B\(^i\).
where \( \lambda \) is a hyperparameter that balances the contributions of the two losses. For the sake of simplicity, it is set to 1.

4. Experiments

4.1. Datasets

We evaluate the proposed model on five benchmark datasets: DUTS [31], DUT-OMRON [45], ECSSD [44], HKU-IS [16], and PASCAL-S [18]. The DUTS contains 10,553 training and 5,019 test images, which is currently the largest salient object detection dataset. Both training and test sets contain complicated scenes. The DUT-OMRON contains 5,168 images of complex backgrounds and high content variety. The ECSSD is composed of 1,000 images with structurally complex natural contents. The HKU-IS contains 4,477 complex scenes that contain multiple disconnected objects with relatively diverse spatial distributions, and a similar fore-/back-ground appearance makes it more difficult to distinguish. We follow the data partition of [16, 13, 4] to use 1,447 images for testing. The PASCAL-S consists of 850 challenging images.

4.2. Evaluation Criteria

In this paper, we use six measurements to evaluate every model. Precision-Recall (PR) curve. We binarize the gray-scale prediction by a fixed threshold. The resulted binary map and the ground truth are used to calculate Precision = TP/(TP + FP) and Recall = TP/(TP + FN), where TP, FP, and FN represent true-positive, false-positive and false-negative, respectively. The PR curve can be plotted by a group of pairs of precision and recall generated when the threshold slides from 0 to 255. The larger the area under the PR curve, the better the performance. F-measure \( F_{\beta} \) is formulated as the weighted harmonic mean of Precision and Recall \( F_{\beta} = \frac{(1+\beta^2) \cdot \text{Recall} \cdot \text{Precision}}{\beta^2 \cdot \text{Recall} + \text{Precision}} \), where \( \beta \) is generally set to 0.3 to emphasize more on the precision. We calculate the maximal \( F_{\beta} \) values from the PR curve, denoted as \( F_{\text{max}} \), and use an adaptive threshold that is twice the mean value of the prediction to calculate \( F_{\text{avg}} \). The \( F_{\text{avg}} \) can reflect the spatial consistency of the predictions [41]. MAE [26] directly evaluates the average pixel-level relative error between the normalized prediction and the ground truth by calculating the mean of the absolute value of the difference. S-measure [7], \( S_m \), computes the object-aware and region-aware structure similarities, denoted as \( S_m \), between the prediction and the ground truth. S-measure is written as follows: \( S_m = \alpha \cdot S_o + (1 - \alpha) \cdot S_r \), where \( \alpha \) is set to 0.5 [7]. E-measure [8], \( E_m \), combines local pixel values with the image-level mean value to jointly evaluate the similarity between the prediction and the ground truth. weighted F-measure [25], \( F_{\beta}^w \) defines a weighted precision, which is a measure of exactness, and a weighted recall, which is a measure of completeness is proposed to improve the existing metric to improve the existing metric F-measure.

4.3. Implementation Details

Following most existing state-of-the-art methods [30, 27, 31, 41, 34, 37, 46, 48, 20, 53, 32, 42, 56], we use the DUTS-
We compare the proposed algorithm with 23 state-of-the-art saliency detection methods, including the SRM [32], PiCANet [20], DGRL [34], R3Net [6], CapSal [50], BASNet [27], BANet [30], ICNet [36], CPD [41], Amulet [51], NLDF [23], MSRNet [15], UCF [52], DSS [13], PAGR [53], RAS [4], C2SNet [17], HRS [46], PAGE [37], MLMSNet [40], AFNet [9], SCRN [42], and EGNet [56]. For fair comparisons, all saliency maps of these methods are provided by authors or computed by their released codes.

**Quantitative Comparison.** To fully compare the proposed method with these existing models, the detailed experimental results in terms of six metrics are listed in Tab. 1. As can be seen from the results, our approach has shown very good performance and significantly outperforms other competitors, although some methods [13, 6] use CRF [14] or other post-processing methods. The proposed method consistently performs better than all the competitors across all six metrics on most datasets. In particular, in terms of the MAE, the performance is averagely improved by 8.11%
Table 2. Ablation analysis on the DUTS-TE dataset.

| Model               | $F_{max}$ | $F_{avg}$ | $F_{3}^3$ | $F_{5}^5$ | $S_m$ | MAE    |
|---------------------|-----------|-----------|-----------|-----------|-------|--------|
| Baseline            | 0.829     | 0.778     | 0.725     | 0.859     | 0.842 | 0.057  |
| +AIMs               | 0.855     | 0.775     | 0.768     | 0.884     | 0.860 | 0.047  |
| +Amulet-like        | 0.845     | 0.758     | 0.747     | 0.872     | 0.851 | 0.052  |
| +SIMs               | 0.865     | 0.786     | 0.773     | 0.888     | 0.865 | 0.047  |
| +PPM                | 0.847     | 0.762     | 0.753     | 0.875     | 0.856 | 0.050  |
| +ASPP               | 0.859     | 0.777     | 0.767     | 0.880     | 0.861 | 0.048  |
| +AIMs+SIMs          | 0.874     | 0.792     | 0.789     | 0.893     | 0.874 | 0.044  |
| +AIMs+SIMs+CEL      | 0.877     | 0.823     | 0.813     | 0.912     | 0.875 | 0.039  |

Figure 8. Visual comparisons for showing the benefits of the proposed modules. GT: Ground truth; A: AIMs; S: SIMs; C: CEL.

and 7.30% over the second-best method CPD [41] with the VGG-16 as the backbone and EGGNet [56] with the ResNet-50 as the backbone, respectively. In addition, we demonstrate the standard PR curves and the F-measure curves in Fig. 6. Our approach (red solid line) achieves the best results on the DUTS-TE, ECSSD, PASCAL-S and HKU-IS datasets and is also very competitive on the DUT-OMRON.

**Qualitative Evaluation.** Some representative examples are shown in Fig. 7. These examples reflect various scenarios, including small objects (1st and 2nd rows), low contrast between salient object and image background (3rd and 4th rows), objects with threadlike parts (5th and 6th rows) and complex scene (6th and 7th rows). Moreover, these images contain small-/middle- and large-scale objects. It can be seen that the proposed method can consistently produce more accurate and complete saliency maps with sharp boundaries and coherent details.

### 4.5. Ablation Study

To illustrate the effectiveness of each proposed module, we conduct a detailed analysis next.

**Effectiveness of the AIMs and SIMs.** Our baseline model is an FPN-like network [19], which uses the lateral connections to reduce the channel number to 32 in the shallowest layer and to 64 in the other layers. We separately install the AIMs and SIMs on the baseline network and evaluate their performance. The results are shown in Tab. 2. It can be seen that both modules achieve significant performance improvement over the baseline. And, the proposed SIMs also performs much better than the PPM [55] and the ASPP [3] and it has increased by 6.21% and 1.45% in MAE, especially. In addition, the combination of the AIMs and SIMs can further improve the performance. The visual effects of different modules are illustrated in Fig. 8. We can see that the AIMs and SIMs help effectively suppress the interference of backgrounds and completely segment salient objects because the richer multi-scale contextual information can be captured by the interactive feature learning.

**Comparisons with the Amulet-like [51] strategy.** We compare the AIMs with the Amulet-like strategy in FLOPs, Parameters and GPU memory. “+AIMs”: 137G, 47M and 1061MiB. “+Amulet-like”: 176G, 20M and 1587MiB. AIMs combine fewer levels and have less computational cost. The fusion strategy achieves higher accuracy. And in Tab. 2, it gets additional 2.14%, 2.77% and 8.26% improvement in $F_{avg}$, $F_{5}^5$ and MAE over the model “+Amulet-like”.

**Effectiveness of the CEL.** We also quantitatively evaluate the effect of the consistency-enhanced loss (CEL) in Tab. 2. Compared to “+AIMs+SIMs”, the model with the CEL achieves consistent performance enhancements in terms of all six metrics. In particular, the $F_{avg}$, $F_{5}^5$ and MAE scores are respectively improved by 4.75%, 3.75%, and 13.16%. Since the $F_{avg}$ is closely related to the spatial consistency of the predicted results [41], the salient regions are more uniformly highlighted as shown in Fig. 8.

### 5. Conclusion

In this paper, we investigate the multi-scale issue to propose an effective and efficient network MINet with the transformation-interaction-fusion strategy, for salient object detection. We first use the aggregate interaction modules (AIMs) to integrate the similar resolution features of adjacent levels in the encoder. Then, the self-interaction modules (SIMs) are utilized to extract the multi-scale information from a single level feature for the decoder. Both AIMs and SIMs interactively learn contextual knowledge from the branches of different resolutions to boost the representation capability of size-varying objects. Finally, we employ the consistency-enhanced loss (CEL) to alleviate the fore- and back-ground imbalance issue, which can also help uniformly highlight salient object regions. Each proposed module achieves significant performance improvement. Extensive experiments on five datasets validate that the proposed model outperforms 23 state-of-the-art methods under different evaluation metrics.
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