Regression-based Inverter Control for Decentralized Optimal Power Flow and Voltage Regulation
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Abstract—Electronic power inverters are capable of quickly delivering reactive power to maintain customer voltages within operating tolerances and to reduce system losses in distribution grids. This paper proposes a systematic and data-driven approach to determine reactive power inverter output as a function of local measurements in a manner that obtains near optimal results. First, we use a network model and historic load and generation data and do optimal power flow to compute globally optimal reactive power injections for all controllable inverters in the network. Subsequently, we use regression to find a function for each inverter that maps its local historical data to an approximation of its optimal reactive power injection. The resulting functions then serve as decentralized controllers in the participating inverters to predict the optimal injection based on a new local measurements. The method achieves near-optimal results when performing voltage- and capacity-constrained loss minimization and voltage flattening, and allows for an efficient volt-V AR optimization (VVO) scheme in which legacy control equipment collaborates with existing inverters to facilitate safe operation of distribution networks with higher levels of distributed generation.

I. INTRODUCTION

In US distribution grids, voltages are often regulated with an aging infrastructure of capacitor banks, load tap changing transformers and voltage regulators [1]. The rapid adoption of distributed generation diversifies power flow and increases the time variability of power and voltage, challenging distribution system operators (DSOs) to revisit their conventional paradigm for reliable operation. In areas where photovoltaic (PV) systems are adopted rapidly, such as in Hawaii, the variability leads to increased switching and accelerated wear of legacy equipment and degraded power quality [2].

In transmission networks, the minimization of risk and economic cost are typically handled by optimal power flow (OPF) methods. OPF relies on an extensive and robust communication infrastructure and a very good network model to be executed in real time. As most distribution networks consist of far more nodes with a limited communication infrastructure, it is more challenging to use OPF approaches to control voltage regulating equipment. Nevertheless, several works have explored optimal power flow approaches to VAR compensation and Volt-V AR-Optimization [3], [4].

Due to rapid adoption of residential scale PV systems, many inverters capable of delivering reactive power support are currently installed. An interesting proposition is to use the available inverter capacity, not utilized for real power generation, to control voltage through reactive power injection or absorption. One proposed approach uses an OPF method to infer the optimal reactive power output for all inverters based on a global network objective [5], [6]. This method yields globally optimal power injections and incorporates constraints on voltage and reactive power capacity. A critical assumption is the availability of a communication network to collect measurements from throughout the network and send resulting inverter control signals, which is far from practical for most present day distribution networks. Recent approaches address this issue with distributed [7] and decentralized methods [8]. Though advancing in the right direction, the former method still requires communication between all neighboring buses, and the latter suffers from convergence issues.

The second category of methods uses purely local control approaches [9]–[11]. These typically use heuristics to adjust reactive power output at each inverter based on the local voltage. These methods have shown promise in their ability to reduce voltage variability, but suffer from extensive tuning which is impractical for larger networks with many inverters. In addition, these methods yield suboptimal control signals and cannot guarantee the satisfaction of critical system constraints.

A. Approach and Contributions

This work proposes a fully decentralized control scheme for regulating voltage and power flow in distribution grids. It uses offline simulation and regression to understand how groups of inverters can best minimize a collective objective. The approach consists of four steps. First, for a specific network with inverters, we collect retrieve data points for all loads and generators for N different scenarios, sampled over an extended period of time and collected by advanced metering infrastructure (AMI). Second, for all N scenarios, we simulate the feeder via a convex OPF problem and determine the globally optimal reactive power injection for all inverters. Third, for each individual inverter, we use regression to determine a function that relates its local historical data to its optimal reactive power injection. Last, we test these functions as controllers in a simulation environment to determine the reactive power injection based on a new local measurement.
We show that our method yields close-to-optimal results for all proposed objectives, and is able to incorporate constraints on voltage, equipment specifications and reactive power capacity. The implementation of the regression-based inverter controllers does not need any real-time communication, preventing expensive investments in infrastructure. Our method has the ability to collaborate with the existing control equipment, such as load tap changers and capacitor banks.

II. OPTIMAL POWER FLOW

This section presents the optimal power flow (OPF) problem that inspires the proposed control approach. It follows the approach in [12] in which the overall optimization problem consists of the objective function, physical power flow equations, additional constraints, and a convex relaxation that enables finding the global optimum.

A. Power Flow Model

Solving OPF generally requires a model of line impedances and bus connectivity. Here, a radial network with balanced power flow is assumed, and power flow is described with the well studied DistFlow equations [1], first presented in [4]. Consider a graph $G(N, E)$ with $N$ the set of nodes and $E$ the set of edges representing the radial network. Furthermore, $C \subset N$ is the subset of $|C| = I$ nodes that are equipped with controllable PV inverters. Capitals $P_i$ and $Q_i$ represent power flow on the line from node $i$, whereas lower case $p_i$ and $q_i$ are the real and reactive power demand at node $i$. Demand is defined as consumption minus generation $p_i = p_i^g - p_i^s$, and nodes without a PV system simply have $p_i = q_i = 0$. Complex line impedance $r_i + jx_i$ has the same indexing as the power flows. The DistFlow equations use the squared voltage magnitude $v_i$ defined and indexed at nodes, and the squared current magnitude $\ell_i$ [2]. These equations are included as constraints in the optimization problem to enforce that the solution adheres to laws of physics.

$$P_{i+1} = P_i - r_i \ell_i - p_i^c + p_i^g + p_i^s$$
$$Q_{i+1} = Q_i - x_i \ell_i - q_i^c + q_i^g + q_i^s$$
$$v_{i+1} = v_i - 2 (r_i P_i + x_i Q_i) + (r_i^2 + x_i^2) \ell_i$$
$$\ell_i = \frac{P_i^2 + Q_i^2}{v_i}$$

B. Additional Constraints

The reactive power capacity $q_i^c[n]$ at time $n$ of an inverter is limited by the total apparent power capacity $\bar{s}$ (constant) minus the real power $\bar{p}[n]$ generated by the PV system at time $n$. As such, the demand of reactive power does not interfere with real power generation. Therefore, an additional constraint on the inverter reactive power is given by [3]

$$|q_i^c[n]| \leq \bar{q}_i[n] = \sqrt{\bar{s}_i^2 - (\bar{p}_i[n])^2}$$

The responsibility of American utilities to maintain service voltage within $\pm5\%$ of 120V as specified by ANSI Standard C84.1 is expressed as a constraint in the optimization problem [4].

$$v_i - \bar{v} \leq \ell_i \leq \bar{v}$$

(4)

The Second Order Cone Programming (SOCP) convex relaxation presented in [5] relaxes equality constraint (2) to inequality (5).

$$\ell_i \geq \frac{P_i^2 + Q_i^2}{v_i}$$

(5)

C. Optimization Problem

The goal of this work is to control inverter reactive power such that the global minimum of a system-wide objective function is obtained. In the case study of this paper line losses are minimized and variability in voltage magnitude is reduced. These two goals are formulated with the objective function in [6], with $\gamma$ a trade-off parameter, and $v_{\text{ref}}$ the desired voltage in the network. The optimal power flow problem is given by

$$\min \sum_{i \in E} r_i \ell_i + \gamma \sum_{i \in N} |v_i - v_{\text{ref}}|$$

s.t. (1) (3) (5)

$$z = (v_i, P_i, Q_i, \ell_i, q_i^c) \forall i \in N$$

III. REGRESSION

The goal of regression in this setting is to find a model that approximates the optimal inverter outputs $q_i^c$ based solely on local measurements. The optimal inverter reactive power outputs are computed for $N$ historical load scenarios, chosen to a representative set of power flow scenarios. Regression is performed for each individual inverter indexed with superscript $(i)$ for $i = 1, \ldots, I$. The $N$ optimal results of $I$ inverters representing all scenarios are used to formulate $I$ vectors $y(i) = [y(i)[1], \ldots, y(i)[N]]^T$, where $y(i)[n]$ is optimal reactive power output of inverter $i$ at time $n$. The $N$ observations of $K$ input variables $\phi^{(i)}[n]$ for $n = 1, \ldots, N$ and $k = 1, \ldots, K$ are entries of $\Phi^{(i)} \in R^{N \times K}$. The $K$ input variables of the $n$th sample are denoted as $\phi^{(i)}[n] \in R^K$.

$$\Phi^{(i)} = \begin{bmatrix} \phi^{(i)}[1] \\ \phi^{(i)}[2] \\ \vdots \\ \phi^{(i)}[N] \end{bmatrix} = \begin{bmatrix} \phi_1^{(i)}[1] & \ldots & \phi_K^{(i)}[1] \\ \phi_1^{(i)}[2] & \ldots & \phi_K^{(i)}[2] \\ \vdots & \ddots & \vdots \\ \phi_1^{(i)}[N] & \ldots & \phi_K^{(i)}[N] \end{bmatrix}$$

(7)

We use three base local variables at each controllable node $i$:
- real power demand, $\phi_1^{(i)}[n] = p_i^c[n] - p_i[n]$
- reactive power consumption, $\phi_2^{(i)}[n] = q_i^c[n]$
- reactive power capacity, $\phi_3^{(i)}[n] = q_i[n]$

The other $K - 3$ columns in the input matrix $\Phi^{(i)}$ are interaction or quadratic transformations of the base variables, e.g., $\phi_4^{(i)}[n] = \phi_1^{(i)}[n]\phi_2^{(i)}[n]$ and $\phi_5^{(i)}[n] = \phi_2^{(i)}[n]^2$. We use a multiple linear model [8] to relate output $y^{(i)}$ to input matrix $\Phi^{(i)}$. It is linear in each of the variables, even though these variables themselves can be more nonlinear terms of the base variables. A least squares approach finds the coefficients.
**TABLE I**

| Line Impedance | Peak Load | Power Factor | Inverter Capacity |
|----------------|-----------|--------------|------------------|
| 0.10 + j0.07Ω  | 26 kVA    | 0.92         | 24kVA            |

\[
\beta^{(i)} = [\beta_0^{(i)}, ..., \beta_K^{(i)}] \text{ that minimize the residuals sum of squares (RSS)} \text{ given } N \text{ samples.}
\]

\[
f(\beta^{(i)}, \phi^{(i)}[n]) = \beta_0^{(i)} + \beta_1^{(i)} \phi_1^{(i)}[n] + ... + \beta_K^{(i)} \phi_K^{(i)}[n]. \quad (8)
\]

\[
\text{RSS}(\beta^{(i)}) = \sum_{n=1}^{N} \left( y^{(i)}[n] - f(\beta^{(i)}, \phi^{(i)}[n]) \right)^2 \quad (9)
\]

A hybrid forward- and backward-stepwise selection algorithm selects a subset of input variables [13]. The algorithm is initialized with a multiple linear model of the three basic variables only. At each iteration the variable that improves the Bayesian Information Criterion (BIC) value [14] the most, and sufficiently, is added to the model. Subsequently, the variable with the lowest, and sufficiently little, contribution is removed. These two steps are iterated until no variables meet the entrance or exit threshold of the algorithm. The goal of the stepwise selection algorithm is to select the subset of predictors that most accurately predicts the reactive power output of an inverter for unseen input variables. However, the globally best subset is not guaranteed to be found.

**IV. Simulation**

This section first presents the simulation setting used for the case study. Second, the regression-based controller is analyzed and compared to the optimal control scheme. It concludes with an analysis of two regression models.

**A. Case study**

We evaluate the proposed method on a realistic testbed that is constructed from two independent sources: we construct a 129 node feeder model based on a real distribution feeder from Arizona, Figure 1 and populate this with demand measurements [15]. Pecan Street real power consumption and PV generation data with a resolution of 15 minutes is obtained from individual residences in Austin, Texas. For the case study, 50% of the 53 nodes with loads are randomly selected and equipped with PV installations. Table I includes average values of each line segment’s impedance, the average (non-coinciding) peak value of a load, the average power factor of loads, and the average individual power capacity of the 27 inverters. Optimization problems are solved with sampled load and PV generation data to retrieve the optimal reactive power output of all inverters. The data is separated into training and validation data: July 5th - 31st 2014 is used as training data for the regression; the obtained models are simulated on validation data from July 4th. The real power consumption and PV generation profile at inverter B is shown in Figure 2 to illustrate typical generation and consumption characteristics on July 4th 2014. In general, Pecan Street data is randomly selected and aggregated to match the typical load for each bus as specified in the feeder model, e.g., the load at Inverter B corresponds to six residences.

The proposed control approach is simulated and compared to two other approaches: a situation where inverter reactive power capacities are not utilized, and the approach described in [10] where inverters are operated at a constant, non-unity, power factor. In our context, we chose to tune the inverters to operate at lagging (generating) power factor of 0.9 to reduce losses. In addition to the comparison, we extend our method to show it is capable of collaboration with a load tap changer (LTC). We design a scheme in which the inverters operate with controllers to flatten the voltage throughout the feeder, and then adjust the turn ratio of the LTC at the substation, to safely lower the voltages throughout the feeder. Hence, we consider four approaches:

- a) no reactive power support
- b) constant power factor inverter operation
- c) regression-based inverter control (reactive power)
- d) collaboration between regression-based inverter control and substation LTC
B. Control simulation results

Figure 3 compares the objective function values (6) for approaches a), b), and c). Compared to the situation of approach a), both approach b) and c) have beneficial effect on the objective function. However, approach c) achieves the best performance at all times. Approach b) generates reactive power proportional to the real power output of a PV system. This is reflected in a lack of control during hours when PV power is not available. Between 12.00 and 20.00 the objective function value of approach a) increases rapidly, which is caused by the transition from peak real power generation to peak real consumption, Figure 2 and 4. The objective function value of approach c) also increases, but significantly less.

The lower figure of Figure 3 shows the difference between the global optimal objective function values and the regression-based objective function values. The maximum difference is 1.6% of the optimal function value, whereas the average difference is 0.15% of the objective function value. Hence, approach c) achieves near-optimal performance.

Figure 4 compares substation real and reactive power injection in the system under approaches a) and c). Whereas the substation injects an average of 180 kVAR for approach a), the substation absorbs an average of 12 kVAR with the near-optimal reactive power provision of approach c). This implies that all reactive power consumption is locally sourced from distributed PV systems. It improves the power factor at the substation, reduces reactive power loss, and reduces resistive line losses with 0–3 kW. Furthermore, between 10:00–16:00 real power demand is predominantly supplied by PV systems, which results in low objective function values in Figure 2.

Figure 5 presents voltages at all nodes in the network for all four approaches, indicated with colored surfaces. For approach a), the voltage drop in the system is smallest between 10:00–16:00, when most real power demand is supplied by PV systems, Figure 4. During these hours, the combination of real power injection of PV systems and reactive power generation of approach b) prompts a voltage rise in the distribution feeder. Alternatively, approach c) achieves system voltages that are close to the nominal value of 1 p.u., and simultaneously reduces losses as implied by the lowest objective function value of Figure 3. The transition from peak PV generation to peak consumption between 12.00 and 20.00 causes the system voltage to change dramatically without regression-based control. For approaches a) and b), the lower bound of the ANSI standard is violated in the evening if traditional voltage regulators are not operated. The effect of approach c) is obvious at these times: reactive power generated by inverters reduce voltage drop in the system and reduces losses, as depicted in Figure 5 and 3. Approach d) exploits the reduced voltage variability achieved with approach c), and allows the substation to lower the overall voltage. Finally, the voltages in approach a) and b) show a significant change at 14:00. This is caused by a temporary and sudden reduction of PV generation of approximately 60% at 14:00, that is best seen in the generation of Figure 2 and the substation real power injection in Figure 4. The regression-based controller acts appropriately to this sudden change; no significant change in system voltages is observed in Figure 5 for approach c).

C. Regression accuracy

In our case study, we determined regression models for 27 different inverters. Table I shows regression results for inverters A and B (both indicated in Figure 1). The first two columns present the features selected by the stepwise regression and the values for the \( \beta \)-coefficients in (8). The third column shows the standard error of the estimate, and the fourth lists p-values, which here means the probability that coefficient is zero. A p-value of 0.1 implies a 10% chance that the corresponding coefficient is zero. Note how the stepwise regression approach results in two clearly different models. The results show that reactive power output of inverter A predominantly depends on \( \phi_2^A \) (reactive power consumption), while the output of inverter B is strongly related to \( \phi_3^B \) (reactive power capacity) and \( \phi_2^B \) is irrelevant. This example illustrates that optimal reactive power output of two inverters can have a completely different structure. Therefore, effective design of controllers...
Fig. 5. All network voltages for approaches a), b), c), and d). Colored planes represent the range between the maximum and minimum voltages at any node in the network. Lower voltage bound is indicated with red dashed line, an additional indicator is included as a black dashed line at 0.98 p.u., and substation voltage is assumed to be constant at 1 p.u.

TABLE II
NORMALIZED REGRESSION COEFFICIENTS FOR INVERTER A AND B.
(ExPLANation in SUBSECTION IV-C)

|   | A Est. | SE | p-value |   | B Est. | SE | p-value |
|---|--------|----|---------|---|--------|----|---------|
| offset | 0.02 | 0.01 | 0.01 | offset | 0.02 | 0.01 | 8.2e-4 |
| \(\phi_1\) | 0.37 | 0.01 | 1.8e-164 | \(\phi_1\) | 0.04 | 0.00 | 3.2e-22 |
| \(\phi_2\) | 0.77 | 0.01 | 0 | \(\phi_3\) | 0.96 | 0.01 | 0 |
| \(\phi_3\) | -0.21 | 0.02 | 8.0e-24 | \(\phi_1\phi_3\) | 0.06 | 0.01 | 1.2e-12 |
| \(\phi_1\phi_2\) | 0.17 | 0.01 | 1.8e-67 | \(\phi_1^2\) | -0.03 | 0.00 | 3.9e-14 |
| \(\phi_1^2\) | -0.06 | 0.01 | 1.4e-12 | \(\phi_3^2\) | -0.03 | 0.01 | 6.1e-9 |

based on local measurements is challenging, and can clearly benefit from a data driven approach.

V. Conclusion

Regression-based control presents a data-driven solution for the design of a decentralized Volt-VAR optimization scheme. The method mimics an optimal power flow approach and achieves near-optimal performance with inverters providing reactive power compensation based solely on local measurements. Case study results show reduced losses and reduced voltage fluctuation for a feeder with high penetration of PV systems. This prevents excessive switching and accelerated wear of legacy control and protection equipment, a major concern for DSOs. As such, our control strategy allows DSOs to keep operating their legacy equipment in the specified regime. Furthermore, the method enables collaboration between inverters and substation transformer: inverters maintain a flat voltage profile throughout the feeder, while tap changing transformers lower the voltage without violating constraints.

This case study serves as a proof-of-concept and considered a specific objective function, however the extension to include other and more elaborate convex objectives is straightforward. The regression approach can be applied to OPF with different objective functions to more accurately reflect specific goals for other feeders. An interesting next step is to analyze the inverter capacity needed to balance the negative effects for anticipated higher levels of DG penetration.
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