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Abstract. In the paradigm of mobile Ad hoc networks (MANET), forwarding packets originating from other nodes requires cooperation among nodes. However, as each node may not want to waste its energy, cooperative behavior can not be guaranteed. Therefore, it is necessary to implement some mechanism to avoid selfish behavior and to promote cooperation. In this paper, we propose a simple quid pro quo based reputation system, i.e., nodes that forward gain reputation, but lose more reputation if they do not forward packets from cooperative users (determined based on reputation), and lose less reputation when they chose to not forward packets from non-cooperative users. Under this framework, we model the behavior of users as an evolutionary game and provide conditions that result in cooperative behavior by studying the evolutionary stable states of the proposed game. Numerical analysis is provided to study the resulting equilibria and to illustrate how the proposed model performs compared to traditional models.

Keywords: Mobile ad hoc networks, Packet forwarding, Cooperation, Evolutionary game theory, ESS, Replicator dynamics.

1 Introduction

A mobile ad hoc network (MANET) is a wireless multi-hop network formed by a set of mobile independent nodes. A key feature about MANETs is that they are self organizing and are without any established infrastructure. The absence of infrastructure implies that all networking functions, such as packet forwarding, must be performed by the nodes themselves [1]. Thus, multi-hop communications rely on mutual cooperation among network’s nodes. As the nodes of an ad hoc
network have limited energy, the nodes may not want to waste their energy by
forwarding packets from other nodes. If all the nodes are controlled by a central
entity, this will not be a major issue as cooperation can be a part of the design,
but in applications where each node corresponds to an individual user, it is
crucial to develop mechanisms that promote cooperation among the nodes.

Several works in the literature provide solutions based on incentive mech-
nisms, such as those based on a credit concept [2], [3], [4] etc., whose idea being
that nodes pay for using some service and they are remunerated when they
provide some service (like packet forwarding). Others like [5], [6] use reputation-
based mechanisms to promote cooperation. Game theory has been a vital tool
in literature to study the behavior of self-serving individuals in serval domains
including MANETs. In [7], [8], [9], etc. the interaction among nodes in packet
forwarding is modeled as a one shot game based on prison’s dilemma model,
extended then to repeated game. Furthermore, evolutionary game theory is in-
troduced in [10], [11], [12], to study the dynamic evolution of system composed
of nodes and to analyze how cooperation can be ensured in a natural manner. In
[10] the evolutionary game theory is applied to study cooperation in packet for-
warding in mobile ad hoc networks. Here, the authors used the prison’s dilemma-
based model [7] and the aim was to implement several strategies in the game
and to evaluate performance, by observing their evolution over time.

The aforementioned works rely on incentive mechanisms, which has been
proved to improve nodes cooperation. However, implementing such solutions of-

ten result in a large computational complexity during the game. We would like
to find an answer to the following question, "Is it possible to achieve global co-
operation in packet forwarding by a simple and natural way?". In this paper, we
model the nodes interaction in a MANET as an evolutionary game by proposing
a new formulation of the packet forwarding and reputation model. We introduce
a simple reputation system with a quid pro quo basis, wherein, reputation is
gained by forwarding packets and is lost when refusing to forward. However, a
key feature is that the reputation loss depends on the packet source. If the packet
is from a node with low reputation, less reputation is lost by not forwarding that
packet. This simply means that selfish users will naturally have low reputation,
while users are encouraged to help other cooperative users, resulting in a sig-
ificantly different model from the likes of [10], [12] etc. With this model, we
study two node classes, one which try to maintain a certain high reputation, and
another class which disregard their reputation. We show that nodes are likely
to cooperating by means of evolutionary game theory concepts and provide nu-
merical results showing how the proposed model improves network performance.
The novel reputation model we propose will naturally result in the cooperative
users cooperating among each other and refusing to forward packets from selfish
users, thereby eliminating the need for a third party to punish selfish behavior.

The remainder of the paper is structured as follows. In Sec. 2 we formulate
the reputation and game models. We propose to analyze the evolutionary game
in Sec. 3 by providing the associated equilibrium, and studying strategies evolu-
tion. This allows us to determine condition ensuring global cooperative behavior.
2 Problem formulation and proposed game model

In this section, we provide a game model to study the packet forwarding interaction. We consider a packet forwarding game, where the players are the nodes, each of them can be cooperative, by forwarding other nodes’ packets, or non-cooperative, by dropping other nodes’ packets. Thus, the players have to choose a strategy $s_i$ from the strategy set $S = \{C, NC\}$. The actions C and NC mean cooperative and non-cooperative, respectively. The two player packet forwarding game can be defined in its strategic-form as following.

$$G^{(2)} = \langle \{1, 2\}, \{S_i\}_{i\in\mathcal{I}}, \{u_i\}_{i\in\mathcal{I}} \rangle,$$

where:
- $\mathcal{I} = \{1, 2\}$ is the set of players (two players), that are the network nodes;
- $S_i$ is the set of pure strategies of player $i \in \mathcal{I}$, which is the same for all the players, corresponding to $S = \{C, NC\}$;
- $u_i$ is the utility of player $i \in \mathcal{I}$, that depends on its behavior and that of its opponent. To demonstrate the utility formulation, we consider the case of a pair of nodes from the network, within which a node may act as a sender and a relay (and vice versa). Thus, the players’ utility can be represented by a payoff matrix as given by (2).

$$A = \begin{pmatrix} C & NC \\ \lambda - 1 & -1 \end{pmatrix},$$

where: $\lambda > 0$ is a coefficient representing the benefit associated to successfully sending a packet while spending a unit of energy. The first player actions are along the rows and the second players along the columns. Naturally, when $\lambda < 1$ no nodes are motivated to cooperate as the energy cost relative to the gain from having packets relayed is too high. In the interesting case (the case where a MANET framework is feasible) of $\lambda > 1$, the outcome of the proposed game can be characterized by the well-known Nash Equilibrium (NE), which is the strategy profile from which no player has interest in changing unilaterally its strategy. The resulting strategy profile is beneficial for players when they act individually. However, the NE of the packet forwarding game is inefficient, corresponding to drop all the time, and provides for players 0 as utility. Thus, to overcome this problem we propose to add to the game a reputation model, that defines the reward and the cost in terms of reputation according to the node decision, cooperative or non-cooperative. On the other hand, it would be better to model the interactions among all the $N$ nodes and not just the two-player case. To
deal with this, we propose to introduce evolutionary game theory, where the dynamical evolution of game strategies is studied through pairwise interactions. In the following section, we provide the reputation model we propose, and construct the new packet forwarding game including the reputation mechanism as an integrated system. That means the game is played taking into account the reputation, which we show can be interpreted as a constraint on the strategy space, while the nodes aim to maximize their utility function.

2.1 Reputation model

We assume that there is a reputation system introduced in order to discourage selfish behavior and reward cooperative behavior by separating these two classes of nodes. The reputation system is represented as a function depending on the own action and the opponent’s action. The reputation increases by a certain margin $\delta_r$ whenever a node relays the packet from another node, chooses C as action. Reputation is lost whenever a node refuses to relay a packet, by choosing NC as action. However, the loss of reputation from refusing to relay the packet from a node with low reputation $\delta_b$ is smaller than the loss incurred by refusing to relay the packet from a well reputed node $\delta_g$. For ease of notation the reputation of a user $i \in I$ is given by:

$$R_i(t + 1) = R_i(t) + d_i(t)\delta_r - (1 - d_i(t))(\delta_g 1(R_j > 0) + \delta_b 1(R_j \leq 0)),$$

where: $d_i(t) \in \{0, 1\}$ is the decision to relay or not at time $t$. 0 corresponds to the action NC, and 1 to C. $j$ is a random variable indicating the sender requesting $i$ to relay. $1$ is the indicator function, it is one when the condition inside the brackets is satisfied and 0 otherwise.

We consider two primary classes of nodes based on their reputation value. The set $H$ of “Hawks” who are selfish (non-cooperative) and don’t care about reputation. As a result these nodes never relay packets, i.e., $s_i = NC \forall i \in H$, but use the network and try to make the other nodes relay their packets, and so we have $R_i(t) < 0 \forall i \in H$. These nodes will always have $d_i(t) = 0$ for all $t$ and therefore will also have a low reputation.

The other class of nodes are the set $D$ of “Doves”, who try to maintain a positive reputation. These nodes will have a strategy $s$ such that on average their reputation gain is positive. Let us denote the dove population share (fraction of users who are in the dove class) by $p$. The population share of hawks will simply be given by $1 - p$.

2.2 Utility maximization

In this subsection, we present how reputation system is integrated in the packet forwarding game in order to improve game outcomes and avoiding the non-cooperative situation. As even the doves do not want to waste energy, they will
not attempt to transmit every single packet, but only such that their average reputation gain is at least 0 (reputation must be an increasing function). We assume that even a cooperative node, i.e., the Dove class, does not relay packets all the time. The doves have a mixed strategy to relay messages, and it relays messages from other doves with probability \(s_d\), and from hawks with a probability \(s_h\), i.e., the action \(C\) is chosen with different probabilities depending on the opponent’s class.

As a result, the net utility is given by the number of times their packets get forward subtracted by the energy cost paid is given by them. The expected payoff of doves is given by the formula (4).

\[
U(D, p) = (\lambda - 1)p s_d - s_h (1 - p).
\]

(4)

This must be maximized over \(s_d, s_h\) while maintaining a positive reputation, i.e., \(E[R_i(t + 1) - R_i(t)] \geq 0\) or

\[
p(s_d \delta_r - (1 - s_d) \delta_g) + (1 - p)(s_h \delta_r - (1 - s_h) \delta_b) \geq 0.
\]

(5)

Therefore for a given population share of doves \(p\), we can find the strategy of doves by solving the following optimization problem.

\[
\max_{s_d, s_h} U(D, p)
\]

\[
p(s_d \delta_r - (1 - s_d) \delta_g) + (1 - p)(s_h \delta_r - (1 - s_h) \delta_b) \geq 0
\]

\[
0 \leq s_d \leq 1, \quad 0 \leq s_h \leq 1.
\]

(6)

Hawks have the same utility function, but don’t have a reputation constraint, therefore, the corresponding expected payoff is given by the formula (7).

\[
U(H, p) = \lambda p s_h.
\]

(7)

Thus, the expected payoff of any individual is given by (8):

\[
U(p, p) = pU(D, p) + (1 - p)U(H, p),
\]

(8)

where \(p\) is the population profile.

If \(\lambda > 1\), \(U(D, p)\) is maximized trivially by choosing \(s_d = 1\). Therefore, \(s_h\) will be the smallest such that constraint (5) holds.

\[
p(s_d \delta_r - (1 - s_d) \delta_g) + (1 - p)(s_h \delta_r - (1 - s_h) \delta_b) \geq 0
\]

\[
\Rightarrow p \delta_r + (1 - p)(s_h \delta_r - (1 - s_h) \delta_b) \geq 0
\]

\[
\Rightarrow p \delta_r + (1 - p)(s_h (\delta_r + \delta_b) - \delta_b) \geq 0
\]

\[
\Rightarrow s_h \geq \frac{(1 - p) \delta_b - p \delta_r}{(\delta_b + \delta_r)(1 - p)}.
\]

Thus, we have:

\[
s_h^* = \max \left\{ \left\{ \frac{(1 - p) \delta_b - p \delta_r}{(\delta_b + \delta_r)(1 - p)}, 0 \right\} \right\}.
\]

(9)

Note that the introduction of \(s_h < 1\) is one of the main novelties of this paper, which can be different from \(s_h = 1\) as defined in the traditional forwarding game.
payoff \cite{7,8,9,10,12}, etc. where the cooperative nodes forward packet all the time without making distinction among the opponent nodes that can be cooperative, belonging to \( D \), or non-cooperative, belonging to \( H \). Furthermore, the proposed reputation system is simpler and can be defined as a constraint when nodes take decision purely based on the reputation class of the packet source node.

### 2.3 Evolutionary game formulation

We can formally define the resulting evolutionary game with the strategic form

\[
\mathcal{G} = \langle \{D, H\}, \{(s_d, s_h)\} \times \{0\}, p \in [0, 1], \{u_c\}_{c \in \{D, H\}} \rangle,
\]

where:

- \( \{D, H\} \) are the reputation classes (or population types);
- \( \{(s_d, s_h)\} \) is the set of strategies playable by \( D \), with \( H \) always playing 0 or NC strategy;
- \( p \) is the population share of class \( D \);
- \( u_c \) is the utility of class \( D \) or \( H \) as defined in \cite{1} and \cite{7}.

Our objective in the following section is to study the evolution of strategies in this game, and analyze possible equilibrium points.

### 3 Evolutionary game analysis

Evolutionary game theory study the dynamic evolution of a given population based on two main concepts: evolutionary stable strategy (ESS) and replicator dynamics. Let \( p \) the initial population profile. We assume that a proportion \( \varepsilon \) of this population plays according to another profile \( q \) (population of mutants), while the other individuals keep their initial behavior \( p \). Thus, the new population profile is \((1 - \varepsilon)p + \varepsilon q\). The expected payoff of a player that plays according to \( p \) is \( U(p, (1 - \varepsilon)p + \varepsilon q) \), and it is equal to \( U(q, (1 - \varepsilon)p + \varepsilon q) \) for the one playing according to \( q \).

**Definition 1** \cite{13} A strategy \( p \in \Delta \) is an evolutionary stable strategy (ESS), if:

\[
\forall q \in \Delta, \exists \varepsilon = \varepsilon(q) \in (0, 1), \forall \varepsilon \in (0, \varepsilon)
\]

\[
U(p, (1 - \varepsilon)p + \varepsilon q) > U(q, (1 - \varepsilon)p + \varepsilon q),
\]

\( \varepsilon \) is called invasion barrier of the strategy \( p \), which may depend on \( q \).

The replicator dynamics is the process that specifies how a population is distributed over the pure strategies set in a game evolving in time.

**Definition 2** (Replicator dynamics). The replicator dynamics is given by \cite{14}:

\[
p_i = p_i[U(i, p) - \sum_{j=1}^{[8]} p_jU(j, p)], \quad i \in \{1, \ldots, [8]\}.
\]
The system \([12]\) describes the replication process in continuous time. It gives the percentage of individuals newly playing strategy \(s_i\) in the next period, it depends on the initial value \(p_i(t_0)\). Using the relation \([12]\), the replicator dynamics of the proposed game is:

\[
\dot{p} = p(1 - p)(\lambda - 1)(1 - s_h^*) - s_h^*).
\]

For the evolutionary game \(G\), we have the following results.

**Theorem 1.** When \(\lambda > 1\), the evolutionary game \(G\) admits exactly two ESS at \(p^* = 0\) with an invasion barrier \(\bar{\varepsilon} = \min\left\{\frac{\delta_b}{\delta_q(\lambda - 1)}, 1\right\}\), and \(p^* = 1\) with an invasion barrier \(\bar{\varepsilon} = 1\). When the initial configuration is such that \(p < p_T\), the replicator dynamics takes the system to \(p^* = 0\) and when \(p > p_T\), the replicator dynamics takes the system to \(p^* = 1\) with \(p_T = \frac{\delta_b}{\delta_b + \lambda \delta_r}\) corresponding to the mixed NE.

**Proof.** First, we can easily verify that \(p_T\) corresponds to a mixed NE by noticing that the utilities of \(H\) and \(D\) classes are identical at this point. Next, we use the definition \([1]\) to prove the results stated in Theorem \([1]\) corresponding to the invasion barrier. Let \(x = (1 - \varepsilon)p + \varepsilon q\), and \(\bar{U} = U(p, x) - U(q, x)\). \(U(p, x)\) and \(U(q, x)\) are defined using the relation \([8]\).

\[
\bar{U} = p(x(\lambda - 1) - s_h^*(1 - x)) + (1 - p)(\lambda x s_h^*) - q(x(\lambda - 1) - s_h^*(1 - x)) - (1 - q)(\lambda x s_h^*) = (p - q)(x(\lambda - 1) - s_h^*(1 - x)) - (p - q)(\lambda x s_h^*) = (p - q)(x(\lambda - 1)(1 - s_h^*) - s_h^*).\]

1. In the first case, \(p^* = 0\), this gives \(s_h^* = \frac{\delta_b}{\delta_b + \delta_r}\). We can solve for the condition when

\[
\bar{U} > 0
\]

\[
\Rightarrow -q(\varepsilon q(\lambda - 1)(1 - s_h^*) - s_h^*) > 0
\]

\[
\Rightarrow (-\varepsilon q(\lambda - 1)(1 - s_h^*) + s_h^*) > 0
\]

\[
\Rightarrow (-\varepsilon q(\lambda - 1)\delta_r + \delta_b) > 0
\]

\[
\Rightarrow \varepsilon < \frac{\delta_b}{\delta_r q(\lambda - 1)}.
\]

Thus, from the definition \([1]\) we conclude that \(p^* = 0\) is an ESS with \(\bar{\varepsilon} = \min\left\{\frac{\delta_b}{\delta_q(\lambda - 1)}, 1\right\}\) as an invasion barrier. Note that \(p^* = 0\) is an ESS only if the population share of \(D\) decreases, and that of \(H\) increases, i.e., the
replicator dynamics is negative or $\dot{p} < 0$. If $s_h = s_h^*$, $\dot{p} < 0$ gives the following result:

$$\dot{p} < 0 \Rightarrow p(1 - p)(p(\lambda - 1) - \frac{(1 - p)\delta_b - p\delta_r}{(\delta_b + \delta_r)(1 - p)}(p(\lambda - 1) + 1)) < 0$$

$$\Rightarrow \frac{p((\delta_b + \delta_r, \lambda)p - \delta_b)}{\delta_b + \delta_r} < 0$$

$$\Rightarrow p < p_T$$

(16)

2. Now we prove that $p^* = 1$ is an ESS. In this case $s_h^* = 0$. Thus, the following result:

$$\bar{U} = (1 - \varepsilon(1 - q))(\lambda - 1),$$

we have $\lambda > 1 \Rightarrow \bar{U} > 0$. This implies, according to definition [1] that $p^* = 1$ is an ESS $\bar{U} = 1$ as an invasion barrier. This occurs if $\dot{p} > 0$, i.e., when:

$$\frac{p((\delta_b + \delta_r, \lambda)p - \delta_b)}{\delta_b + \delta_r} > 0 \Rightarrow p > \frac{\delta_b}{\delta_b + \delta_r, \lambda} = p_T$$

(17)

4 Numerical analysis

In this section, we present numerical application of the proposed evolutionary game including a reputation system. All the results are based on the replicator dynamics which describes how the population evolves, and allows one to determine others performance metrics such as expected utility of players and the number of forwarded packets.

We study the effect of the proposed reputation model on the evolutionary stable strategy of the game. Fig. 1 presents the results, we consider two scenarios: 1) The curve in solid line corresponds to results provided by the proposed game model including a reputation system, and assuming that the cooperative nodes forward packets of non-cooperative nodes with some probability $s_h^*$. 2) The curve in dashed line corresponds to results provided by putting $s_h = 1$, meaning that cooperative nodes forward all the time, which corresponds to the previous packet forwarding game introduced in [7], [8], [9], [10], etc. It is seen that using our new formulation, which integrates a reputation mechanism as a constraint, the system could converge towards a cooperative state, by carefully choosing the game settings. Thus, global cooperation could be guaranteed after a given time. Whereas, when the game does not include the reputation constraint, the population converges to the strategy non-cooperation, which is the unique evolutionary stable strategy of the game, regardless of the initial condition and game settings.

The results given by the Figure 1 can be used to characterize the expected utility of players. Fig. 2 presents the results of both cases $s_h = s_h^*$ and $s_h = 1$. 
Proposed scheme: \( s_h = s^*_h \)
Classical scheme: \( s_h = 1 \)

\[ \lambda = 3, \delta_r = 3, \delta_b = 1 \]

Fig. 1. Evolutionary dynamics of the Doves, nodes that play the strategy 'Cooperation' with a probability \( s^*_h \) in the proposed game model, and previous packet forwarding game model where \( s_h = 1 \). We plot for several initial frequency values.

Proposed scheme: \( s_h = s^*_h, p_0 = 0.7 \)
Classical scheme: \( s_h = 1, p_0 = 0.7 \)

Fig. 2. The expected utility of \( D \) in the proposed game model and previous packet forwarding game model, where \( s_h = 1 \). We plot for several initial frequency values 0.7 and 0.3.

From these figures, we observe that the utilities evolve over time in the same way that the proportion of the considered population, corresponding to \( D \) in that case. Thus, the proposed model provides better results, it promotes cooperation among nodes.
Indeed, in order to show the influence level of these results on network performance, we consider a network composed of 50 nodes, randomly placed in a surface of 1000m × 1000m, with a transmission range equals to 150m, and plot normalized number of forwarded packets within a network, using the proposed game model with constraint, and that introduced in previous works [7], [8], [9], [10], etc. defined without any constraint and assuming that the cooperative nodes forward all the time, i.e., $s_h = 1$. We assume that all the nodes need to send 10 packets to a given destination. Fig. 3 represents the results for the following game settings: $\lambda = 3$, $\delta_r = 3$ and $\delta_b = 1$. It clearly shows a direct influence, because the number of forwarded packets is strongly linked to the cooperative nodes proportion in packet forwarding.

Remark: While setting $\delta_b = 0$ can indeed make $p^* = 1$ the only ESS, this may not be a suitable reputation model for the MANET framework due to several reasons. Firstly, setting $\delta_b = 0$ will completely discourage $D$ from forwarding packets from $H$ class, which may also include new users to the MANET, thereby discouraging new users as they might be unable to send their packets without increasing their reputation. Secondly, note that $D$ may not always forward packets from $D$ as in practice the channel conditions between the nodes also play a big role in determining the resource cost and therefore the utility gained by forwarding (which we have not accounted for in this work). Accounting for channel fading due to path loss or small-scale fading will therefore, be a relevant extension of this work. These considerations show that reputation model parameters must be carefully designed in practice.
5 Conclusion

The contribution of this paper is to propose a new formulation of the packet forwarding game \cite{Felegyhazi2006}, introducing a reputation system, which modifies reputation based on the reputation class of the packet source, i.e., cooperative or non-cooperative. The aim is to motivate node cooperation using a simple and efficient mechanism. As a smaller reputation is lost by not forwarding packets from selfish users (classified by the reputation system), cooperative users will effectively forward the packets from other cooperative users and may avoid forwarding packets from selfish users. Effectively, we have demonstrated using evolutionary game theory concepts that, global cooperation in the network can be achieved under some conditions we stated related to the game settings with a low computational complexity. Finally, through simulations, we have shown that in terms of the number of forwarded packets in the MANET, the proposed game model provides significant gains over the game model where the cooperative nodes forward packet regardless of the opponent’s behavior. As an extension of the present work, we propose to study the multi-hop case, where the interaction involves more than two players. Another relevant extension would be to account for channel fluctuations and the resulting utility function which might result in the cooperative class users forwarding packets from selfish users and not another cooperative user despite the reputation losses, due the channel conditions being favorable.

References

1. Basagni, S., Conti, M., Giordano, S., Stojmenovic, I.: Mobile ad hoc networking. John Wiley & Sons (2004).
2. Buttyán, L., Hubaux, J.P.: Enforcing Service Availability in Mobile Ad-Hoc WANs. In: Proceedings of the 1st IEEE/ACM Workshop on Mobile Ad Hoc Networking and Computing (MobiHOC), Boston, (August 2000).
3. Buttyán, L., Hubaux, J.P., Stimulating Cooperation in Self-Organizing Mobile Ad Hoc Networks. Mobile Networks and Applications 8(5), 579-592 (2003).
4. Krzesinski, A.: Promoting Cooperation in Mobile Ad Hoc Networks. International Journal of Information, Communication Technology and Applications, 2(1), 24-46 (2016).
5. Jianl, G., Hongwei, L., Jian, D., Xiaozong, Y.: HEAD: A Hybrid Mechanism to Enforce Node Cooperation in Mobile Ad Hoc Networks. Elsevier Tsinghua Science and Technology 12, 202-207 (2007).
6. Li, Z., Shen, H.: Game-Theoretic Analysis of Cooperation Incentive Strategies in Mobile Ad Hoc Networks. IEEE Transactions on mobile computing 11(8), 1287-1303 (2012).
7. Félegyházi, M., Hubaux, J.P.: Game Theory in Wireless Networks: A Tutorial. In: EPFL technical report, LCA-REPORT-2006-002 (February 2006).
8. Félegyházi, M., Hubaux, J.P., Buttyán, L.: Nash Equilibria of Packet Forwarding Strategies in Wireless Ad Hoc Networks. IEEE Transactions Mobile Computing 5(5), 463-476 (2006).
9. Jaramillo, J.J., Srikant, R.: A Game Theory Based Reputation Mechanism to Incentivize Cooperation in Wireless Ad hoc Networks. Ad Hoc Networks 8, 416-429 (2010).

10. Seredynski, M., Bouvry, P.: Evolutionary Game Theoretical Analysis of Reputation-based Packet Forwarding in Civilian Mobile Ad Hoc Networks. In: Proceedings of Parallel and Distributed Processing, Rome, 1-8 (2009).

11. Seredynski, M., Bouvry, P.: Analysing the Development of Cooperation in MANETs using Evolutionary Game Theory. The Journal of Supercomputing 63(3), 854-870 (March 2013).

12. Tang, C., Li, A., Li, X.: When Reputation Enforces Evolutionary Cooperation in unreliable MANETs. IEEE Transactions on Cybernetics 45(10), 2190-2201 (2015).

13. Smith, J.M., Price, G.R.: The Logic of Animal Conflict. Nature 246 (5427), 15-18 (1973).

14. Jonker L.B., Taylor P.D.: Evolutionary Stable Strategies and Game Dynamics. Mathematical Biosciences, Elsevier 40, 145-156 (1978).