OPTIMAL REARRANGEMENT INVARIANT SOBOLEV EMBEDDINGS IN MIXED NORM SPACES
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Abstract. We improve the Sobolev-type embeddings due to Gagliardo [20] and Nirenberg [29] in the setting of rearrangement invariant (r.i.) spaces. In particular we concentrate on seeking the optimal domains and the optimal ranges for these embeddings between r.i. spaces and mixed norm spaces. As a consequence, we prove that the classical estimate for the standard Sobolev space $W^1L^p$ by Poornima [32] and Peetre [31] (1 ≤ p < n), and by Hansson [21], Brezis and Wainger [12] and Maz’ya [24] (p = n) can be further strengthened by considering mixed norms on the target spaces.

1. Introduction

The Sobolev space $W^1L^p(I^n)$, 1 ≤ p ≤ ∞, consists of all functions in $L^p(I^n)$ whose first-order distributional derivatives also belong to $L^p(I^n)$. The classical Sobolev embedding theorem claims that

$$W^1L^p(I^n) \hookrightarrow L^{pn/(n-p)}(I^n), \quad 1 \leq p < n.$$ (1)

Sobolev [33] proved this embedding for p > 1, but his method, based on integral representations, did not work when p = 1. That case was settled affirmatively by Gagliardo [20] and Nirenberg [29], who first observed that

$$W^1L^1(I^n) \hookrightarrow \mathcal{R}(L^1, L^\infty),$$ (2)

(see Definition [32]) and then, using an iterated form of Hölder’s inequality, completed the proof; i.e.,

$$W^1L^1(I^n) \hookrightarrow \mathcal{R}(L^1, L^\infty) \hookrightarrow L^{n'}(I^n).$$

Later, a new approach based on properties of mixed norm spaces was introduced by Fournier [19] and was subsequently developed, via different methods, by various authors, including Blei and Fournier [8], Milman [28], Algervik and Kolyada [2] and Kolyada [24, 25]. To be more precise, the central part of Fournier’s work was to prove that

$$\mathcal{R}(L^1, L^\infty) \hookrightarrow L^{n',1}(I^n),$$

and then taking into account (2), he obtained the following improvement of (1):

$$W^1L^1(I^n) \hookrightarrow L^{n',1}(I^n).$$ (3)

The embedding (3) is due to Poornima [32], and it can be also traced in the work of Peetre [31].
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A thorough study of mixed norm spaces has been recently considered in [16]. In particular, extending the mixed norm estimates due to Fournier [19] to more general r.i. spaces, we have obtained a description of the largest mixed norm space of the form $\mathcal{R}(X, L^\infty)$ that is continuously embedded into a fixed r.i. space.

In recent years, extensions of (1) for more general rearrangement invariant (r.i.) spaces have been extensively studied by various authors, including Edmunds, Kerman and Pick [18], Kerman and Pick [23], Martín, Milman and Pustylnik [26] and Cianchi [15]. To be more specific, Kerman and Pick [23] were interested on seeking necessary and sufficient conditions for the following embeddings involving r.i. spaces to hold:

$$W^1Z^0(I^n) \hookrightarrow X^{op}(I^n).$$

(4)

This characterization was then exploited to study the optimal domain-range problems for the embedding (4), within the class of r.i. spaces.

All these works provide us a strong motivation to consider (2) for more general r.i. spaces, as well as to describe the optimal domain and the optimal range for this embedding between r.i. spaces and mixed norm spaces.

The paper is organized as follows. In Sections 2 and 3, we present some basic properties of r.i. spaces and mixed norm spaces we shall need for our work.

Section 4 is devoted to study the Sobolev embedding of the form

$$W^1Z^0(I^n) \hookrightarrow \mathcal{R}(X, L^\infty),$$

(5)

extending the classical estimate (2). Following the ideas of [23], we establish the equivalence between (5) and the boundedness of a Hardy type operator (see Theorem 4.2). This relation will be a key tool to determine the optimal domain and the optimal range for (5) between r.i. spaces and mixed norm spaces.

After this discussion, our analysis focuses on giving explicit constructions of such optimal spaces. In particular, Theorem 4.4 provides a characterization of the smallest space of the form $\mathcal{R}(X, L^\infty)$ in (5), once the r.i. space $Z(I^n)$ is given. Finally, for a fixed mixed norm space $\mathcal{R}(X, L^\infty)$, Theorem 4.9 describes the largest r.i. space $Z$ for which (5) holds.

All these results are then employed to establish classical Sobolev embeddings in the context of mixed norm spaces. Thus, for instance, we recover (2) and, as a new contribution, we show that $\mathcal{R}(L^1, L^\infty)$ is the smallest mixed norm space of the form $\mathcal{R}(X, L^\infty)$ satisfying (2).

As we have mentioned before, the optimal range problem for the Sobolev embedding was studied in [23] within the class of r.i. spaces. In particular, for a fixed r.i. domain space $Z(I^n)$ they determined the smallest r.i. range space, namely $X^{op}(I^n)$, satisfying (4). Motivated by this problem, in Section 5 we compare the optimal r.i. range space with the optimal mixed norm space, and we prove in Theorem 5.4 that the following chain of embeddings holds:

$$W^1Z^0(I^n) \hookrightarrow \mathcal{R}(X, L^\infty) \hookrightarrow X^{op}(I^n),$$

with $\mathcal{R}(X, L^\infty)$ the mixed norm space constructed in Theorem 4.4. Consequently, it turns out that it is still possible to further improve the classical Sobolev embeddings by means of mixed norm spaces.

Some remarks about the notation: The measure of the unit ball in $\mathbb{R}^n$ will be represented by $\omega_n$. As usual, we use the symbol $A \lesssim B$ to indicate that there exists a universal positive constant $C$, independent of all important parameters, such that
$A \leq CB$. The equivalence $A \approx B$ means that $A \lesssim B$ and $B \lesssim A$. Finally, the arrow $\leftrightarrow$ stands for a continuous embedding.

2. Preliminaries

We collect in this section some basic notations and results that will be useful in what follows.

Let $n \in \mathbb{N}$, with $n \geq 1$ and let $I \subset \mathbb{R}$ be an interval having Lebesgue measure $|I| = 1$. We write $\mathcal{M}(I^n)$ for the set of all real-valued measurable functions on $I^n$.

Given $f \in \mathcal{M}(I^n)$, its distribution function $\lambda_f$ is defined by
\[
\lambda_f(t) = \{x \in I^n : |f(x)| > t\}, \quad t \geq 0,
\]
and the decreasing rearrangement $f^*$ of $f$ is defined as
\[
f^*(t) = \inf\{s \geq 0 : \lambda_f(s) \leq t\}, \quad t \geq 0.
\]
It is easily seen that if
\[
g(x) = h(\omega_n|x|^n), \quad h \in \mathcal{M}_{\text{dec}}(0,1) \implies g^* = h^*,
\]
where $\mathcal{M}_{\text{dec}}(0,1)$ denotes the set of all measurable, nonnegative and decreasing functions on $(0,1)$.

As usual, we shall use the notation $f^{**}(t) = t^{-1} \int_0^t f^*(s)ds$. A basic property of rearrangements is the Hardy-Littlewood inequality (cf. e.g. [6, Theorem II.2.2]), which says:
\[
\int_{I^n} |f(x)g(x)|dx \leq \int_0^1 f^*(t)g^*(t)dt, \quad f,g \in \mathcal{M}(I^n).
\]

A rearrangement invariant Banach function space $X(I^n)$ (briefly an r.i. space) is the collection of all $f \in \mathcal{M}(I^n)$ for which $\|f\|_{X(I^n)} < \infty$, where $\| \cdot \|_{X(I^n)}$ satisfies the following properties:

(A1) $\| \cdot \|_{X(I^n)}$ is a norm;

(A2) if $0 \leq g \leq f$ a.e., then $\|g\|_{X(I^n)} \leq \|f\|_{X(I^n)}$;

(A3) if $0 \leq f_j \uparrow f$ a.e., then $\|f_j\|_{X(I^n)} \uparrow \|f\|_{X(I^n)}$;

(A4) $\|X(I^n)\|_{X(I^n)} < \infty$;

(A5) $\int_{I^n} |f(x)|dx \lesssim \|f\|_{X(I^n)}$;

(A6) if $f^* = g^*$, then $\|f\|_{X(I^n)} = \|g\|_{X(I^n)}$.

Given an r.i. space $X(I^n)$, the set
\[
X'(I^n) = \left\{ f \in \mathcal{M}(I^n) : \int_{I^n} |f(x)g(x)|dx < \infty, \text{ for any } g \in X(I^n) \right\},
\]
equipped with the norm
\[
\|f\|_{X'(I^n)} = \sup_{\|g\|_{X(I^n)} \leq 1} \int_{I^n} |f(x)g(x)|dx,
\]
is called the associate space of $X(I^n)$. It turns out that $X'(I^n)$ is again an r.i. space [6, Theorem I.2.2]. The fundamental function of an r.i. space $X(I^n)$ is given by
\[
\varphi_X(t) = \|\chi_E\|_{X(I^n)},
\]
where $|E| = t$ and $\chi_E$ denotes the characteristic function of the set $E \subset I^n$. 


A basic tool for working with r.i. spaces is the Hardy-Littlewood-Pólya Principle [6, Theorem II.2.2], which asserts that if \( f \in X(I^n) \) and
\[
\int_0^t g^*(s) ds \leq \int_0^t f^*(s) ds, \quad 0 < t < 1,
\]
then \( g \in X(I^n) \) and \( \|g\|_{X(I^n)} \leq \|f\|_{X(I^n)} \).

For later purposes, let us recall the Luxemburg representation theorem [6, Theorem II.4.10]. It says that given an r.i. space \( X \), there exists another r.i. space \( X(0,1) \) such that
\[
f \in X(I^n) \iff f^* \in X(0,1),
\]
and in this case \( \|f\|_{X(I^n)} = \|f^*\|_{X(0,1)} \).

Next, we recall the definition of the Boyd indices of an r.i. space. First we introduce the dilation operator: if \( f \in \mathcal{M}(0,1) \) and \( t > 0 \),
\[
E_t f(s) = \begin{cases} f(s/t), & 0 \leq s \leq \min(1,t), \\ 0, & \text{otherwise}. \end{cases}
\]

It is well-known that the operator \( E_t \) is bounded on \( X(0,1) \), for every r.i. space \( X(I^n) \) and for every \( t > 0 \) (see e.g. [6, Proposition III.5.11]).

By means of the norm of \( E_t \) on \( X(0,1) \), denoted as \( h_X(t) \), we define the lower and upper Boyd indices of \( X(I^n) \) as
\[
\underline{\alpha}_X = \sup_{0 < t < 1} \frac{\log h_X(t)}{\log(t)} \quad \text{and} \quad \overline{\alpha}_X = \inf_{1 < t < \infty} \frac{\log h_X(t)}{\log(t)}.
\]

It is easy to see that \( 0 \leq \underline{\alpha}_X \leq \overline{\alpha}_X \leq 1 \).

Basic examples of r.i. spaces are the Lebesgue spaces \( L^p(I^n) \), \( 1 \leq p \leq \infty \). We shall also work with the Lorentz spaces, defined either for \( p = q = 1 \) or \( p = q = \infty \), or \( 1 < p < \infty \) and \( 1 < q < \infty \) as
\[
L^{p,q}(I^n) = \{ f \in \mathcal{M}(I^n) : \|f\|_{L^{p,q}(I^n)} < \infty \},
\]
where
\[
\|f\|_{L^{p,q}(I^n)} = \|t^{1/p-1/q} f^*(t)\|_{L^q(I^n)},
\]
and, more generally, with the Lorentz-Zygmund spaces, defined for \( 1 \leq p, q \leq \infty \) and \( \alpha \in \mathbb{R} \) as
\[
L^{p,q,\alpha}(I^n) = \{ f \in \mathcal{M}(I^n) : \|f\|_{L^{p,q,\alpha}(I^n)} < \infty \},
\]
where
\[
\|f\|_{L^{p,q,\alpha}(I^n)} = \|t^{1/p-1/q}[1 + \log(t)]^{\alpha} f^*(t)\|_{L^q(I^n)}.
\]

Observe that \( L^{p,p}(I^n) = L^p(I^n) \) and \( L^{p,p,0}(I^n) = L^{p,q}(I^n) \). For a comprehensive treatment of r.i. spaces we refer the reader to [6].

Let us next recall some special results from Interpolation Theory, which we shall need in what follows (for further information on this topic see [6, 7]):

Given a pair of compatible Banach spaces \( (X_0, X_1) \) (compatible in the sense that they are continuously embedded into a common Hausdorff topological vector space), their \( K \)-functional is defined, for each \( f \in X_0 + X_1 \), by
\[
K(f, t; X_0, X_1) := \inf_{f = f_0 + f_1} (\|f_0\|_{X_0} + t\|f_1\|_{X_1}), \quad t > 0.
\]
The fundamental result concerning the $K$-functional is the following \cite[Theorem V.1.11]{6}:

**Theorem 2.1.** Let $(X_0, X_1)$ and $(Y_0, Y_1)$ be two compatible pairs of Banach spaces and let $T$ be a sublinear operator satisfying

$$T : X_0 \to Y_0, \quad \text{and} \quad T : X_1 \to Y_1.$$ 

Then, there exists a constant $C > 0$ (depending only on the norms of $T$ between $X_0$ and $Y_0$ and between $X_1$ and $Y_1$) such that

$$K(Tf, t; Y_0, Y_1) \leq CK(Cf, t; X_0, X_1), \quad \text{for every } f \in X_0 + X_1 \text{ and } t > 0.$$ 

The $K$-functional for pairs of Lorentz spaces $L^{p,q}(I^n)$ is given, up to equivalence, by the following result.

**Theorem 2.2.** (Holmstedt’s formulas \cite[Theorem 4.2]{22}) Let $p_0 = q_0 = 1$ or $1 < p_0 < \infty$ and $1 \leq q_0 < \infty$. Let $1/\alpha = 1/p_0 - 1/p_1$. Then,

$$K(f, t; L^{p_0,q_0}(I^n), L^\infty(I^n)) \approx \left( \int_0^{t^{p_0}} \left[ s^{1/p_0 - 1/q_0} f^*(s) \right] ds \right)^{1/q_0}, \quad \text{for } t > 0.$$ 

The first-order Sobolev space built upon an r.i. space $Z(I^n)$ is defined as

$$W^1 Z(I^n) = \{ u \in Z(I^n) : |\nabla u| \in Z(I^n) \},$$

endowed with the norm

$$\| u \|_{W^1 Z(I^n)} = \| u \|_{Z(I^n)} + \| |\nabla u| \|_{Z(I^n)}.$$ 

Here, $\nabla u$ stands for the gradient of $u$ and $|\nabla u| = \left( \sum_{i=1}^n u_i^2 \right)^{1/2}$. Observe that if $|D^1 u|$ denotes the Euclidean length of $(u, \nabla u)$ as an element of $\mathbb{R}^{n+1}$, then

$$\| u \|_{W^1 Z(I^n)} \approx \| |D^1 u| \|_{Z(I^n)}.$$ 

Concerning the $K$-functional for a couple of Sobolev spaces, we mention the work of DeVore and Scherer \cite{17}, who proved that, for every $u \in W^1 L^1(I^n)$,

$$K(u, t; W^1 L^1(I^n), W^1 L^\infty(I^n)) \approx \int_0^t |D^1 u|^*(s) ds, \quad t > 0. \tag{8}$$ 

For later purposes, we would like to observe that, using \cite{6}, the reiteration theorem \cite[Theorem V.2.4]{6} and Theorem 2.2, if either $p_0 = q_0 = 1$, or $1 < p_0 < p_1 < \infty$ and $1 \leq q_0, q_1 < \infty$, then, for any $t > 0$,

$$K(u, t; W^1 L^{p_0,q_0}(I^n), W^1 L^{p_1,q_1}(I^n)) \approx \left( \int_0^t \left[ s^{1/p_0 - 1/q_0} |D^1 u|^*(s) \right]^{q_0} ds \right)^{1/q_0} + t \left( \int_0^1 \left[ s^{1/p_1 - 1/q_1} |D^1 u|^*(s) \right]^{q_1} ds \right)^{1/q_1}, \tag{9}$$

where $\alpha$ is defined as in Theorem 2.2. For several properties concerning Sobolev spaces, we refer to \cite{11, 27, 11}. 
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3. Mixed norm spaces

Our goal in this section is to present some basic properties of mixed norm spaces we shall need for our work (in what follows and throughout the paper we shall assume \( n \geq 2 \)).

Let \( k \in \{1, \ldots, n\} \). We write \( \hat{x}_k \) for the point in \( I^{n-1} \) obtained from a given vector \( x \in I^n \) by removing its \( k \)th coordinate. That is,

\[
\hat{x}_k = (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n) \in I^{n-1}.
\]

Moreover, for any \( f \in \mathcal{M}(I^n) \), we use the notation \( f_{\hat{x}_k} \) for the function obtained from \( f \), with \( \hat{x}_k \) fixed. Observe that, since \( f \) is measurable, \( f_{\hat{x}_k} \) is also measurable a.e. \( \hat{x}_k \in I^{n-1} \).

We now recall the Benedek-Panzone spaces, which were introduced in \( [4] \) for the case of \( L^p \). For further information on this topic see \( [13, 9, 10, 3] \).

**Definition 3.1.** Let \( k \in \{1, \ldots, n\} \). Given two r.i. spaces \( X(I^{n-1}) \) and \( Y(I) \), the Benedek-Panzone space \( \mathcal{R}_k(X,Y) \) is defined as the collection of all \( f \in \mathcal{M}(I^n) \) satisfying

\[
\|f\|_{\mathcal{R}_k(X,Y)} = \left\| \psi_k(f,Y) \right\|_{X(I^{n-1})} < \infty,
\]

where \( \psi_k(f,Y)(\hat{x}_k) = \|f(\hat{x}_k, \cdot)\|_{Y(I)} \).

Buhvalov \( [13] \) and Blozinski \( [9] \) proved that \( \mathcal{R}_k(X,Y) \) is a Banach function space. Moreover, Boccuto, Bukhvalov, and Sambucini \( [10] \) proved that \( \mathcal{R}_k(X,Y) \) is an r.i. space, if and only if \( X = Y = L^p \), for some \( 1 \leq p \leq \infty \).

Now, we shall give the definition of the mixed norm spaces, sometimes also called symmetric mixed norm spaces.

**Definition 3.2.** Given two r.i. spaces \( X(I^{n-1}) \) and \( Y(I) \), the mixed norm space \( \mathcal{R}(X,Y) \) is defined as

\[
\mathcal{R}(X,Y) = \bigcap_{k=1}^n \mathcal{R}_k(X,Y).
\]

For each \( f \in \mathcal{R}(X,Y) \), we set

\[
\|f\|_{\mathcal{R}(X,Y)} = \sum_{k=1}^n \|f\|_{\mathcal{R}_k(X,Y)}.
\]

It is not difficult to verify that \( \mathcal{R}(X,Y) \) is a Banach function space. Since the pioneering works of Gagliardo \( [20] \), Nirenberg \( [29] \), and Fournier \( [19] \), many useful properties and generalizations of these spaces have been studied, via different methods, by various authors, including Blei \( [8] \), Milman \( [28] \), Algervik and Kolyada \( [24, 25] \).

A thorough study of mixed norm spaces has been considered in \( [16] \). In particular, extending the mixed norm estimates due to Fournier \( [19] \) to more general r.i. spaces, we were able to obtain a description of the largest mixed norm space of the form \( \mathcal{R}(X, L^\infty) \) that is continuously embedded into a fixed r.i. space (see \( [16] \), Theorem 5.3):

**Theorem 3.3.** Let \( Z(I^n) \) be an r.i. space, with \( \alpha_Z < 1/n' \). Then, the space \( X_{Z, L^\infty}(I^{n-1}) \) of all \( f \in \mathcal{M}(I^{n-1}) \) such that

\[
\|f\|_{X_{Z, L^\infty}(I^{n-1})} = \left\| f^{**}(s^{1/n'}) \right\|_{Z(0,1)} < \infty
\]

is the largest mixed norm space of the form \( \mathcal{R}(X, L^\infty) \) that is continuously embedded into a fixed r.i. space.
is an r.i. space. Moreover, the mixed norm space $\mathcal{R}(X, L^\infty)$ is the largest space of the form $\mathcal{R}(X, L^\infty)$ satisfying

$$\mathcal{R}(X, L^\infty) \hookrightarrow Z(I^n).$$

Furthermore, we can see that (10) is a strict embedding when $Z(I^n) \not\hookrightarrow L^\infty(I^n) = \mathcal{R}(L^\infty, L^\infty)$.

**Theorem 3.4.** Let $X(I^{n-1})$ and $Z(I^n)$ be r.i. spaces. Then,

$$Z(I^n) \hookrightarrow \mathcal{R}(X, L^\infty) \iff Z(I^n) = L^\infty(I^n).$$

To prove this, we first need to recall a result concerning embeddings between mixed norms (see [16, Theorem 4.6]).

**Theorem 3.5.** Let $X_1(I^{n-1})$ and $X_2(I^{n-1})$ be r.i. spaces. Then,

$$\mathcal{R}(X_1, L^\infty) \hookrightarrow \mathcal{R}(X_2, L^\infty) \iff X_1(I^{n-1}) \hookrightarrow X_2(I^{n-1}).$$

**Proof of Theorem 3.4.** In view of Theorem 3.5, it suffices to prove the necessary part of this result. We shall see that if

$$L^\infty(I^n) \not\hookrightarrow Z(I^n),$$

then

$$Z(I^n) \not\hookrightarrow \mathcal{R}(X, L^\infty).$$

We may suppose, without loss of generality, that $I = (-a, b)$, with $a, b \in \mathbb{R}_+$. Let $0 < r < \min(a, b)$. Given any function $g \in Z(I^n)$, but $g \not\in L^\infty(I^n)$, we define

$$f(x) = \begin{cases} g^*(2|x_n|), & \text{if } (\hat{x}_n, x_n) \in I^{n-1} \times (-r, r), \\ 0, & \text{otherwise.} \end{cases}$$

Let us see that $f \in Z(I^n)$ and $f \not\in \mathcal{R}(X, L^\infty)$. In fact, using (10), we get

$$f^*(t) = \begin{cases} g^*(t), & \text{if } 0 \leq t < \min(2r, \lambda g(0)), \\ 0, & \text{otherwise.} \end{cases}$$

Hence, our assumption on $g$ ensures that

$$\|f\|_{Z(I^n)} \leq \|g\|_{Z(I^n)} < \infty.$$ 

On the other hand, for any $\hat{x}_n \in I^{n-1}$, it holds that

$$\psi_n(f, L^\infty)(\hat{x}_n) = \|g\|_{L^\infty(I)} = \infty.$$ 

Hence $f \not\in \mathcal{R}_n(X, L^\infty)$ and the proof is complete. 

Taking into account Theorem 3.4 it is immediate to see that a mixed norm space $\mathcal{R}(X, L^\infty)$ is an r.i. space if and only if $\mathcal{R}(X, L^\infty) = L^\infty(I^n)$, which is equivalent to $X(I^{n-1}) = L^\infty(I^{n-1})$.

We end this section by recalling the expression of the $K$-functional for the couple of mixed norm spaces $(\mathcal{R}(X, L^\infty), L^\infty)$ given in [16].

**Theorem 3.6.** Let $X(I^{n-1})$ be an r.i. space and let $f \in \mathcal{R}(X, L^\infty) + L^\infty(I^n)$. Then,

$$K(f, \varphi_X(t), \mathcal{R}(X, L^\infty), L^\infty) \approx \sum_{k=1}^{n} \|\psi_k^*(f, L^\infty)\chi_{(0,t)}\|_{\mathcal{R}(0)}, \quad t > 0,$$

where $\varphi_X(t)$ is the fundamental function of $X(I^{n-1})$ defined in (7).
4. Sobolev embeddings in mixed norm spaces

Our aim in this section is to study the Sobolev embedding of the form
\[ W^{1}Z(I^{n}) \hookrightarrow \mathcal{R}(X, L^{\infty}), \]
(11)
extending the classical estimate (2) proved by Gagliardo [20] and Nirenberg [29]. In particular, we are interested in the following problems:

(i) We would like to find the smallest space of the form \( \mathcal{R}(X, L^{\infty}) \) in (11), for a given r.i. \( Z(I^{n}) \).

(ii) On the other hand, given a fixed range space \( \mathcal{R}(X, L^{\infty}) \), we would like to provide a characterization of the largest r.i. domain space satisfying (11).

4.1. Necessary and sufficient conditions. Now, our main purpose is to find necessary and sufficient conditions on \( X(I^{n-1}) \) and \( Z(I^{n}) \) under which we have the embedding (11).

For this, we shall establish the equivalence between (11) and the boundedness of a Hardy type operator, via an argument used by Kerman and Pick [23] to characterize Sobolev embeddings in r.i. spaces. Then, this relation will be a key tool in determining the largest r.i. space and the smallest mixed norm space for (11).

Let us start with an auxiliary lemma. The proof, based on a classical interpolation result due to Calderón (see [6, Theorem III.2.12]), follows the scheme of [15, Lemma 4.1], so we do not include it here.

**Lemma 4.1.** Let \( \beta > -1 \) and let \( Y(0, 1) \) be an r.i. space. Then,
\[ \left\| \int_{t}^{1} s^{\beta} f(s) \, ds \right\|_{Y(0, 1)} \lesssim \left\| f \right\|_{Y(0, 1)}, \quad f \in Y(0, 1). \]

**Theorem 4.2.** Let \( X(I^{n-1}) \) and \( Z(I^{n}) \) be r.i. spaces. Then, the following statements are equivalent:

(i) \( W^{1}Z(I^{n}) \hookrightarrow \mathcal{R}(X, L^{\infty}); \)

(ii) \[ \left\| \int_{t}^{1} f^{*}(s)s^{-1/n'} \, ds \right\|_{X(0, 1)} \lesssim \left\| f^{*} \right\|_{Z(0, 1)}, \quad f \in Z(I^{n}). \]

**Proof.** First we prove that (i) \( \Rightarrow \) (ii). As in the proof of Theorem 3.4, we may assume that \( I = (-a, b) \), with \( a, b \in \mathbb{R}_{+} \) and \( 0 < r < \min(a, b) \). Given any function \( f \in Z(I^{n}) \), with \( \lambda_{f}(0) \leq \omega_{n-1}^{\prime} r^{n} \), we define
\[ u(x) = \begin{cases} \int_{-\infty}^{1} s^{-1/n'} f^{*}(s) \, ds, & \text{if } x \in B_{n}(0, r), \\ 0, & \text{otherwise}. \end{cases} \]

Then, by (10) and the boundedness of the dilation operator in r.i. spaces, we get
\[ \| u \|_{Z(I^{n})} \lesssim \left\| \int_{t}^{1} s^{-1/n'} f^{*}(s) \, ds \right\|_{X(0, 1)}, \]
and so, Lemma 4.1 gives
\[ \| u \|_{Z(I^{n})} \lesssim \left\| f^{*} \right\|_{X(0, 1)}. \]

(12)
On the other hand, we have
\[ |\nabla u(x)| \approx f^*(\omega_{n-1}^r |x|^n), \quad \text{a.e. } x \in B_n(0, r), \]
and \(|\nabla u(x)| = 0\) otherwise. So, using again the boundedness of the dilation operator in r.i. spaces, we get
\[ (13) \quad ||\nabla u||_{Z(I^n)} \lesssim ||f^*||_{Z(0,1)}. \]
By hypothesis \(f \in Z(I^n)\), so inequalities \((12)\) and \((13)\) imply that \(u \in W^1Z(I^n)\) and
\[ ||u||_{W^1Z(I^n)} = ||u||_{Z(I^n)} + |||\nabla u|||_{Z(I^n)} \lesssim ||f^*||_{Z(0,1)}. \]
Therefore, using \(W^1Z(I^n) \hookrightarrow \mathcal{R}(X, L^\infty)\), we obtain
\[ (14) \quad ||u||_{\mathcal{R}(X, L^\infty)} \lesssim ||f^*||_{Z(0,1)}. \]
Now, let us compute \(||u||_{\mathcal{R}(X, L^\infty)}\). For this, we fix any \(k \in \{1, \ldots, n\}\). Then, we have
\[ \psi_k(u, L^\infty)(\widehat{x}_k) = \begin{cases} \int_{\omega_{n-1}^r |\widehat{x}_k|^n} s^{-1/n'} f^*(s) ds, & \text{if } \widehat{x}_k \in B_{n-1}(0, r), \\ 0, & \text{otherwise.} \end{cases} \]
As a consequence, using again \((6)\), we get
\[ ||u||_{\mathcal{R}(X, L^\infty)} = \sum_{k=1}^n ||\psi_k(u, L^\infty)||_{X(0,1)} = n \left\| \int_{t^{n'}} \int_{t^{n'}} s^{-1/n'} f^*(s) ds \right\|_{X(0,1)}. \]
Thus, using \((14)\), we obtain
\[ (15) \quad \left\| \int_{t^{n'}} s^{-1/n'} f^*(s) ds \right\|_{X(0,1)} \lesssim ||f||_{Z(0,1)}. \]
This proves \((ii)\), for any \(f \in Z(I^n)\), with \(\lambda_f(0) \leq \omega_{n-1}^r r^n\). Now, let us consider any \(f \in Z(I^n)\). We define
\[ f_1(x) = \max(|f(x)| - f^*(\omega_{n-1}^r r^n), 0) \sgn f(x), \]
and
\[ f_2(x) = \min(|f(x)|, f^*(\omega_{n-1}^r r^n)) \sgn f(x). \]
We observe that \(f = f_1 + f_2\),
\[ (16) \quad f_1^*(t) = \begin{cases} f^*(t) - f^*(\omega_{n-1}^r r^n), & 0 \leq t < \lambda_f(f^*(\omega_{n-1}^r r^n)), \\ 0, & \text{otherwise,} \end{cases} \]
and
\[ (17) \quad f_2^*(t) = \begin{cases} f^*(\omega_{n-1}^r r^n), & 0 \leq t < \lambda_f(f^*(\omega_{n-1}^r r^n)), \\ f^*(t), & \text{otherwise.} \end{cases} \]
So, combining \((16)\) and \((17)\), we have \(f^* = f_1^* + f_2^*\). Using now inequality \((15)\), with \(f\) replaced by \(f_1\), we get
\[ (18) \quad \left\| \int_{t^{n'}} s^{-1/n'} f_1^*(s) ds \right\|_{X(0,1)} \lesssim ||f^*||_{Z(0,1)}. \]
On the other hand, by Hölder’s inequality, we have

(19) \[ \left\| \int_{t_0'}^{1} s^{-1/n'} f_2^*(s) ds \right\|_{X(0,1)} \lesssim f_{**}(\omega_{n-1} r^n) \lesssim \| f \|_{Z(0,1)}. \]

As a consequence, using (18) and (19), we get

\[ \left\| \int_{t_0'}^{1} s^{-1/n'} f_2^*(s) ds \right\|_{X(0,1)} = \left\| \int_{t_0'}^{1} s^{-1/n'} (f_1^*(s) + f_2^*(s)) ds \right\|_{X(0,1)} \]
\[ \leq \left\| \int_{t_0'}^{1} s^{-1/n'} f_1^*(s) ds \right\|_{X(0,1)} + \left\| \int_{t_0'}^{1} s^{-1/n'} f_2^*(s) ds \right\|_{X(0,1)} \lesssim \| f \|_{Z(0,1)}, \]

which is (ii).

Conversely, let us suppose that (ii) holds. We fix any \( f \in W^1 Z(I^n) \). Combining the classical embedding on Lorentz spaces (cf. e.g. \cite{30,34})

\[ W^1 L^{n,1}(I^n) \hookrightarrow \mathcal{R}(L^\infty, L^\infty) = L^\infty(I^n), \]

with Gagliardo-Nirenberg embedding \cite{2}, and then applying Theorem 2.1, we get

(20) \[ K(f, t; \mathcal{R}(L^1, L^\infty), L^\infty) \lesssim K(f, Ct; W^1 L^1, W^1 L^{n,1}), \quad 0 < t < 1. \]

We have, by Theorem 3.6

(21) \[ K(f, t; \mathcal{R}(L^1, L^\infty), L^\infty) \approx \sum_{k=1}^n \int_0^t \psi_k^* (f, L^\infty)(s) ds. \]

Moreover, using now (9), we get

\[ K(f, Ct; W^1 L^1, W^1 L^{n,1}) \approx \int_0^{(Ct)^{n'}} |D^1 f|^*(s) ds + Ct \int_{(Ct)^{n'}}^{1} s^{-1/n'} |D^1 f|^*(s) ds \]
\[ \approx \int_0^{(Ct)^{n'}} s^{-1/n} \left( \int_s^{1} y^{-1/n'} |D^1 f|^*(y) dy \right) ds. \]

So, by a change of variables, we obtain

(22) \[ K(f, Ct; W^1 L^1, W^1 L^{n,1}) \approx \int_0^t \left( \int_{cs^{n'}}^{1} y^{-1/n'} |D^1 f|^*(y) dy \right) ds. \]

Therefore, taking into account (20), (21), and (22), we obtain

\[ \int_0^t \psi_k^*(f, L^\infty)(s) ds \lesssim \int_0^t \left( \int_{cs^{n'}}^{1} y^{-1/n'} |D^1 f|^*(y) dy \right) ds, \quad k \in \{1, \ldots, n\}. \]

So, using Hardy-Littlewood-Pólya Principle, the boundedness of the dilation operator in r.i. spaces and (ii), we get

\[ \| f \|_{\mathcal{R}_k(X, L^\infty)} \lesssim \left\| \int_{s^{n'}}^{1} y^{-1/n'} |D^1 f|^*(y) dy \right\|_{X(0,1)} \lesssim \| |D^1 f|^* \|_{Z(0,1)} \approx \| f \|_{W^1 Z(I^n)}, \]

for any \( k \in \{1, \ldots, n\} \), from which (i) follows. \( \square \)
Remark 4.3. Using a duality argument, we observe that the statements proved in Theorem 4.2 are also equivalent to the following additional condition:

$$\sup_{\|f\|_{Y(I^{n-1})} \leq 1} \|f^{**}(t^{1/n'})\|_{Z(I^n)} = \sup_{\|g\|_{Z(I^n)} \leq 1} \left\| \int_{s^{n'}}^{t} g^*(t) t^{-1/n'} dt \right\|_{X(I^{n-1})} < \infty.$$  

4.2. Characterization of the optimal range. Now, we fix an r.i. space $Z(I^n)$. We shall provide a description of the smallest space of the form $\mathcal{R}(X, L^\infty)$ satisfying

$$W^1Z(I^n) \hookrightarrow \mathcal{R}(X, L^\infty).$$

It is important to note that Theorem 4.2, together with Remark 4.3, relate this problem with that of finding the largest r.i. space $Y(I^{n-1})$ such that

$$H' : Y(I^{n-1}) \to \overline{Z}'(0, 1)$$

is bounded, where $H'$ is the conjugate Hardy type operator:

$$H' f(t) = f^{**}(t^{1/n'}), \quad f \in \mathcal{M}(I^{n-1}).$$

Hence, it is natural to introduce a new space, denoted by $Y(I^{n-1})$, consisting of all $f \in \mathcal{M}(I^{n-1})$ such that

$$\|f\|_{Y(I^{n-1})} = \|f^{**}(L^{-1/n'})\|_{Z(0, 1)} < \infty.$$  

It is not difficult to verify that $Y(I^{n-1})$ is an r.i. space equipped with the norm $\|\cdot\|_{Y(I^{n-1})}$. Hence, using (23), (24), and a duality argument, we have that its associate space $Y'(I^{n-1})$ verifies that

$$H : \overline{Z}(0, 1) \to \overline{Y}'(I^{n-1}),$$

where $H$ is the Hardy type operator:

$$H f(t) = \int_{t^{n'}}^{1} s^{-1/n'} f^*(s) ds, \quad f \in \mathcal{M}(I^n).$$

In order to clarify the notation used later, note that if we denote by

$$X_{W^1Z, L^\infty}(I^{n-1}) := Y'(I^{n-1}),$$

then, [6] Theorem I.2.7 implies that

$$Y(I^{n-1}) = (Y')'(I^{n-1}) = X_{W^1Z, L^\infty}(I^{n-1}).$$

**Theorem 4.4.** Let $Z(I^n)$ be an r.i. space and let $X_{W^1Z, L^\infty}(I^{n-1})$ be the r.i. space defined in (27). Then, the Sobolev embedding

$$W^1Z(I^n) \hookrightarrow \mathcal{R}(X_{W^1Z, L^\infty}, L^\infty),$$

holds. Moreover, $\mathcal{R}(X_{W^1Z, L^\infty}, L^\infty)$ is the smallest space of the form $\mathcal{R}(X, L^\infty)$ that verifies (28).

**Proof.** The embedding (28) follows directly from Theorem 4.2 together with (25). Thus, to complete the proof, it only remains to see that $\mathcal{R}(X_{W^1Z, L^\infty}, L^\infty)$ is the smallest space of the form $\mathcal{R}(X, L^\infty)$ satisfying (28). Hence, we shall see that if a mixed norm space $\mathcal{R}(X, L^\infty)$ verifies

$$W^1Z(I^n) \hookrightarrow \mathcal{R}(X, L^\infty),$$

then

$$\mathcal{R}(X_{W^1Z, L^\infty}, L^\infty) \hookrightarrow \mathcal{R}(X, L^\infty).$$
We fix any $g \in X'(I^{n-1})$. Then, combining (24) with Remark 4.3, we get
\[
\|g^{**}(t^{1/n'})\|_{Z(0,1)} \lesssim \|g\|_{X'(I^{n-1})}.
\]
Therefore, using now (24), we obtain
\[
X'(I^{n-1}) \hookrightarrow X'_{W^1Z,L^\infty}(I^{n-1}).
\]
As a consequence, [6, Proposition I.2.10] and Theorem 3.5 imply that (28) holds, as we wanted to show.

Now, we shall present some applications of Theorem 4.4. In particular, we shall see that (2) cannot be improved within the class of spaces of the form $R(X, L^\infty)$. This should be understood as follows: if we replace the range space in

\[
W^1L^1(I^n) \hookrightarrow R(L^1, L^\infty),
\]
by a smaller mixed norm space, say $R(X, L^\infty)$, then the resulting embedding
\[
W^1L^1(I^n) \hookrightarrow R(X, L^\infty)
\]
cannot longer be true.

**Corollary 4.5.** Let $1 \leq p < n$. Then, the mixed norm space $R(L^{p(n-1)/(n-p),p}, L^\infty)$ is the smallest space of the form $R(X, L^\infty)$ satisfying
\[
W^1L^p(I^n) \hookrightarrow R(L^{p(n-1)/(n-p),p}, L^\infty).
\]

**Proof.** We prove this result only when $1 < p < n$ ($p = 1$ is easier). Theorem 4.4, with $Z(I^n)$ replaced by $L^p(I^n)$, gives
\[
\|f\|_{X'_{W^1L^p,L^\infty}(I^{n-1})} = \|f^{**}(t^{1/n'})\|_{L^p(0,1)}
\approx \left( \int_0^1 t^{-(n-p)/(1-(n-1)(p-1))} \left( \int_0^t f^*(s)ds \right)^{p'} \right)^{1/p'}.
\]
Since $1 < p < n$, we may apply Hardy's inequalities [6, Lemma III.3.9] to get
\[
(30) \quad \|f\|_{X'_{W^1L^p,L^\infty}(I^{n-1})} \lesssim \|f\|_{L^{p(n-1)/n,p'}(I^{n-1})}.
\]
On the other hand, we have
\[
(31) \quad \|f\|_{X'_{W^1L^p,L^\infty}(I^{n-1})} \gtrsim \|f\|_{L^{p(n-1)/n,p'}(I^{n-1})}.
\]
As a consequence, combining (30) and (31), we get
\[
X'_{W^1L^p,L^\infty}(I^{n-1}) = L^{p(n-1)/n,p'}(I^{n-1}),
\]
and so
\[
X_{W^1L^p,L^\infty}(I^{n-1}) = L^{p(n-1)/(n-p),p}(I^{n-1}),
\]
as we wanted to prove. \qed

Now, we shall apply Theorem 4.4 to the so-called limiting or critical case of the classical Sobolev embedding.

**Corollary 4.6.** The mixed norm space $R(L^{\infty,n-1}, L^\infty)$ is the smallest space of the form $R(X, L^\infty)$ satisfying
\[
(32) \quad W^1L^n(I^n) \hookrightarrow R(L^{\infty,n-1}, L^\infty).
\]
The proof will be an immediate consequence of Theorem 4.4 and the following result given in [18].

**Theorem 4.7.** Let \( 1 < p < \infty \) and let \( v \) be a weight on \((0, 1)\) satisfying the following properties:

(i) \( \int_0^1 v(t) dt < \infty \);

(ii) \( \int_0^1 t^{-p} v(t)^p dt = \infty \);

(iii) \( \int_0^r v(t)^p dt \lesssim r^p \left( 1 + \int_1^r t^{-p} v(t)^p dt \right), \quad 0 < r < 1 \).

Then, the r.i. norm defined as

\[
\| f \|_{X(0,1)} = \| v(t)f^{**}(t) \|_{L^p(0,1)}, \quad f \in \mathcal{M}(0,1)
\]

has associate norm

\[
\| g \|_{X'(0,1)} = \| w(t)g^*(t) \|_{L^{p'}(0,1)}, \quad g \in \mathcal{M}(0,1),
\]

where

\[
w(t)^{p'} = \frac{d}{dt} \left[ \left( 1 + \int_t^1 s^{-p} v(s)^p ds \right)^{1-p'} \right], \quad 0 < t < 1.
\]

**Proof of Corollary 4.6.** By Theorem 4.4, with \( Z(I^n) = L^n(I^n) \), we get

\[
\| f \|_{X_{W^1L^n,L\infty}(I^{n-1})} = \| f^{**}(t^{1/n'}) \|_{L^{n'}(I^{n'})}.
\]

Consequently, Theorem 4.7 implies that

\[
\| f \|_{X_{W^1L^n,L\infty}(I^{n-1})} = \| t^{-1} \log (e/t) f^*(s) ds \|_{L^{n}(I^{n-1})},
\]

from which it follows that

\[
\mathcal{R}(X_{W^1L^n,L\infty}L^{\infty}) = \mathcal{R}(L^{\infty,n^{n'-1}},L^{\infty}),
\]

as we wanted to prove. \( \square \)

### 4.3. Characterization of the optimal domain.

We now focus on the problem of determining the largest r.i. domain space satisfying (11) for a fixed range space \( \mathcal{R}(X, L^{\infty}) \). Observe that the equivalences proved in Theorem 4.2 suggest that in order to solve this problem, we should find the largest r.i. space \( Z(I^n) \) such that

\[
H : Z(I^n) \to \overline{X}(0,1)
\]

is bounded, where \( H \) is the Hardy type operator defined in (26). Hence, it is natural to consider a new space, denoted by \( Z_{\mathcal{R}(X,L^{\infty})}(I^n) \), consisting of all \( f \in \mathcal{M}(I^n) \) for which

\[
\| f \|_{Z_{\mathcal{R}(X,L^{\infty})}(I^n)} = \left\| \int_0^1 f^{**}(s) s^{-1/n'} ds \right\|_{\overline{X}(0,1)} < \infty.
\]

It is not difficult to verify that \( Z_{\mathcal{R}(X,L^{\infty})}(I^n) \) is an r.i. space equipped with the norm \( \| \cdot \|_{Z_{\mathcal{R}(X,L^{\infty})}(I^n)} \). The next lemma will be needed later. Its proof follows the same arguments used in [18, Theorem 4.4], with small modifications, and hence we will omit it.
Lemma 4.8. Let $X(I^{n-1})$ be an r.i space, with $\overline{\alpha}_X < 1$. Then,
\[ \|f\|_{Z_{R(X,L^{\infty})}(I^n)} \approx \left\| \int_{t^n}^{1} f^*(s)s^{-1/n'} ds \right\|_{X(0,1)}, \quad f \in \mathcal{M}(I^n). \]

Theorem 4.9. Let $X(I^{n-1})$ be an r.i space, $\overline{\alpha}_X < 1$, and let $Z_{R(X,L^{\infty})}(I^n)$ be the r.i. space defined in \((33)\). Then, the Sobolev embedding
\[ W^1 Z_{R(X,L^{\infty})}(I^n) \hookrightarrow R(X,L^{\infty}) \]
holds. Moreover, $Z_{R(X,L^{\infty})}(I^n)$ is the largest domain space for which \((34)\) holds.

Proof. Theorem 4.2 ensures us that \((34)\) holds. Hence, to complete the proof, it only remains to show that $Z_{R(X,L^{\infty})}(I^n)$ is the largest r.i. space satisfying \((34)\). We shall see that if another space, namely $Z(I^n)$, verifies
\[ W^1 Z(I^n) \hookrightarrow R(X,L^{\infty}), \]
then
\[ Z(I^n) \hookrightarrow Z_{R(X,L^{\infty})}(I^n). \]

We fix any $f \in Z(I^n)$. Then, using again Theorem 4.2, we get
\[ \left\| \int_{t^n}^{1} f^*(s)s^{-1/n'} ds \right\|_{X(0,1)} \lesssim \|f^*\|_{Z_{0,1}}. \]

But, by Lemma 4.8 we have
\[ \|f\|_{Z_{R(X,L^{\infty})}(I^n)} \approx \left\| \int_{t^n}^{1} s^{-1/n'} f^*(s)ds \right\|_{X(0,1)}, \]
and hence, using \((35)\), the result follows. \hfill \Box \hfill 

Now, we shall present some applications of Theorem 4.9.

Corollary 4.10. Let $1 < p < n$. Then, the Lebesgue space $L^p(I^n)$ is the largest r.i. space satisfying
\[ W^1 L^p(I^n) \hookrightarrow \mathcal{R}(L^{p(n-1)/(n-p), p}, L^{\infty}). \]

Proof. In view of Theorem 4.9 we have
\[ \|f\|_{Z_{R(L^{p(n-1)/(n-p), p}, L^{\infty})}(I^n)} \approx \left\| \int_{t^n}^{1} f^*(s)s^{-1/n'} ds \right\|_{L^{p(n-1)/(n-p), p}(0,1)} \approx \left( \int_0^1 t^{(n-p)/n-1} \left( \int_t^1 f^*(s)s^{-1/n'} ds \right) dt \right)^{1/p}. \]

Using now Hardy’s inequalities we obtain
\[ \|f\|_{Z_{R(L^{p(n-1)/(n-p), p}, L^{\infty})}(I^n)} \lesssim \|f\|_{L^p(I^n)}. \]

On the other hand, again Hardy’s inequalities give us that
\[ \|f\|_{Z_{R(L^{p(n-1)/(n-p), p}, L^{\infty})}(I^n)} \gtrsim \left( \int_0^1 t^{-(n(p-1)+p)/n-1} \left( \int_0^t \int_0^1 f^*(s)s^{-1/n'} ds dv \right) dt \right)^{1/p} = \left( \int_0^1 t^{-(n-p)/n} \left( \int_0^t \int_0^1 f^*(s)s^{-1/n'} ds dv \right) dt \right)^{1/p}. \]
But, if $0 < t < 1$, then
\[
\int_0^t \int_v^1 f^*(s) s^{-1/n'} \, ds \, dv = t \int_t^1 f^*(s) s^{-1/n'} \, ds + \int_0^t f^*(v) v^{1/n} \, dv \gtrsim f^*(t) t^{1/n+1}.
\]
So,
\begin{equation}
\|f\|_{Z_{R(L^p(n-1)/(n-mp),p,L^\infty)}(I^n)} \gtrsim \|f\|_{L^p(I^n)}.
\end{equation}
Thus, combining (36) and (37), we obtain
\[
L^p(I^n) = Z_{R(L^p(n-1)/(n-mp),p,L^\infty)}(I^n),
\]
as we wanted to show.

Finally, we shall see that a nontrivial improvement of the domain in (32) is possible among r.i. spaces. For this, we will use the following result:

\textbf{Lemma 4.11.} \textit{Let $n \in \mathbb{N}$, with $n \geq 1$, and let $1 < p < \infty$. Then $\mathfrak{R}_{L^\infty;n-1} = 0$.}

\textbf{Corollary 4.12.} \textit{The r.i. space $Z_{R(L^\infty;n-1,L^\infty)}(I^n)$, with norm given by}
\[
\|f\|_{Z_{R(L^\infty;n-1,L^\infty)}(I^n)} \approx \left\| \int_t^1 s^{-1/n'} f^*(s) \, ds \right\|_{L^\infty;n-1(I^n)},
\]
is the largest r.i. domain space that verifies
\[
W^1 Z_{R(L^\infty;n-1,L^\infty)}(I^n) \hookrightarrow \mathfrak{R}(L^\infty;n-1,L^\infty).
\]

\textit{Proof.} According to Lemma 4.11 we may apply Theorem 4.9 to obtain
\[
\|f\|_{Z_{R(L^\infty;n-1,L^\infty)}(I^n)} \approx \left\| \int_t^1 s^{-1/n'} f^*(s) \, ds \right\|_{L^\infty;n-1(I^n)}.
\]
Then, the result follows using a change of variables and \cite{14} Theorem 3.1.

\section{Comparison with the Optimal R.I. Space}

As we have mentioned before, Kerman and Pick \cite{23} studied the optimal range problem for Sobolev embedding within the class of r.i. spaces. Namely, for a fixed r.i. domain space $Z(I^n)$, they determined the smallest r.i. space $X^{\text{op}}(I^n)$, satisfying
\begin{equation}
W^1 Z(I^n) \hookrightarrow X^{\text{op}}(I^n).
\end{equation}

In our setting, we recall that in Theorem 4.14 we have studied an analogous problem in the context of mixed norm spaces. More precisely, we have found the smallest space of the form $\mathcal{R}(X, L^{\infty})$, namely $\mathcal{R}(X_{W^1 Z,L^{\infty}}, L^{\infty})$, that verifies
\begin{equation}
W^1 Z(I^n) \hookrightarrow \mathcal{R}(X_{W^1 Z,L^{\infty}}, L^{\infty}).
\end{equation}

Now, our goal is to compare the optimal r.i. range space with the optimal mixed norm space. We will show in Theorem 5.4 that the following chain of embeddings holds:
\[
W^1 Z(I^n) \hookrightarrow \mathcal{R}(X_{W^1 Z,L^{\infty}}, L^{\infty}) \hookrightarrow X^{\text{op}}(I^n).
\]
To this end, we first need to recall the following results \cite{23}.
Theorem 5.1. Let $Y(I^n)$ and $Z(I^n)$ be r.i. spaces. Then, the Sobolev embedding

$$W^1 Z(I^n) \hookrightarrow Y(I^n)$$

holds if and only if

$$\left\| \int_1^t t^{-1/n'} f^s(t) dt \right\|_{\mathcal{Y}_n(0,1)} \lesssim \| f^s \|_{\mathcal{Z}(0,1)}, \quad f \in \mathcal{Z}(0,1).$$

Remark 5.2. We would like also to emphasize that Theorem 5.1 was used in [23] to prove Sobolev estimates as well as to provide a general characterization of the optimal range space when the domain space is given. Thus, for instance, they recovered the classical estimates by Poornima [32] and Peetre [31] and the so-called limiting or critical case of Sobolev embedding due to Hansson [21], Brezis and Wainger [12] and Maz’ya [27].

Furthermore, as a new contribution, the authors showed that the range spaces

$$L^{op/(n-p),p}(I^n),$$

and

$$W^1 L^n(I^n) \hookrightarrow L^{\infty, m-1}(I^n),$$

(40)

(41)

holds if and only if

$$f \in \mathcal{X}^{op}(I^n),$$

and let

$$\mathcal{R}(X, L^\infty) = \mathcal{R}(X, L^\infty) \hookrightarrow \mathcal{X}^{op}(I^n).$$

Moreover, $X^{op}(I^n)$ is the smallest r.i. space that verifies

$$\mathcal{R}(X, L^\infty) \hookrightarrow \mathcal{X}^{op}(I^n).$$

Proof. We fix $X^{op}(I^n)$. Then, using Lemma 5.3 and Theorem 3.3, we construct the largest space of the form $\mathcal{R}(X, L^\infty)$, namely $\mathcal{R}(X^{op}, L^\infty)$, that verifies

$$\mathcal{R}(X^{op}, L^\infty) \hookrightarrow \mathcal{X}^{op}(I^n).$$

On the other hand, using now (38) and Theorem 5.1, we get

$$\left\| \int_1^t t^{-1/n'} f^s(t) dt \right\|_{\mathcal{X}^{op}(0,1)} \lesssim \| f^s \|_{\mathcal{Z}(0,1)}, \quad f \in \mathcal{Z}(I^n).$$

But, Theorem 3.3 claims that

$$\left\| \int_1^t t^{-1/n'} f^s(t) dt \right\|_{\mathcal{X}^{op}(0,1)} = \left\| \int_1^t t^{-1/n'} f^s(t) dt \right\|_{\mathcal{X}^{op}(0,1)},$$

and hence, inequality (43) reads as follows

$$\left\| \int_1^t t^{-1/n'} f^s(t) dt \right\|_{\mathcal{X}^{op}(0,1)} \lesssim \| f^s \|_{\mathcal{Z}(0,1)}, \quad f \in \mathcal{Z}(I^n).$$

As a consequence, using Theorem 3.3 and (12), we get

$$W^1 Z(I^n) \hookrightarrow \mathcal{R}(X^{op}, L^\infty) \hookrightarrow \mathcal{R}(X^{op}, L^\infty) \hookrightarrow \mathcal{X}^{op}(I^n),$$

for all $Z$.
as we wanted to show.

As a consequence of Theorem 5.3, we shall see that the classical estimates for the standard Sobolev space $W^1 L^p(I^n)$ by Poornima [32] and Peetre [31] ($1 \leq p < n$), and by Hansson [21] and Brezis and Wainger [12] and Maz’ya [27] ($p = n$) can be improved considering mixed norms on the target spaces.

**Corollary 5.5.** Let $1 \leq p < n$. Then,

$$W^1 L^p(I^n) \hookrightarrow R(L^{p/(n-1)/(n-p)} L^\infty) \not\hookrightarrow L^{p/(n-1)/(n-p)} L^\infty(I^n).$$

**Proof.** If $Z(I^n) = L^p(I^n)$, with $1 \leq p < n$, then, by Remark 5.2 and Corollary 4.5, we have

$$X^{op}(I^n) = L^{p/(n-p)} L^\infty(I^n) \text{ and } R(X_{W^1 Z, L^\infty}, L^\infty) = R(L^{p/(n-1)/(n-p)} L^\infty).$$

Therefore, using Theorem 5.4 and Theorem 3.4, the result follows immediately. □

**Corollary 5.6.** $W^1 L^n(I^n) \hookrightarrow R(L^{\infty, n/(n-1)}, L^\infty) \not\hookrightarrow L^{\infty, n/(n-1)}(I^n)$

**Proof.** Use Corollary 4.6 instead of Corollary 4.5 and argue as in the proof of Corollary 5.5. □
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