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Abstract. — A class of pseudodifferential operators on the Heisenberg group is defined. As it should be, this class is an algebra containing the class of differential operators. Furthermore, those pseudodifferential operators act continuously on Sobolev spaces and the loss of derivatives may be controled by the order of the operator. Although a large number of works have been devoted in the past to the construction and the study of algebras of variable-coefficient operators, including some very interesting works on the Heisenberg group, our approach is different, and in particular puts into light microlocal directions and completes, with the Littlewood-Paley theory developed in [7] and [5], a microlocal analysis of the Heisenberg group.

RÉSUMÉ. Nous définissons une classe d’opérateurs pseudo-différentiels sur le groupe de Heisenberg. Comme il se doit, cette classe constitue une algèbre contenant les opérateurs différentiels. De plus, ces opérateurs pseudo-différentiels sont continus sur les espaces de Sobolev et l’on peut contrôler la perte de dérivée par leur ordre. Si un grand nombre de travaux ont été déjà consacrés à la construction et à l’étude d’algèbres d’opérateurs à coefficients variables, y compris des travaux très intéressants sur le groupe de Heisenberg, notre approche est différente et en particulier elle conduit à la notion de direction microlocale, et complète l’élaboration d’une analyse microlocale sur le groupe de Heisenberg commencée dans [7] et [5] par le développement d’une théorie de Littlewood-Paley.
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CHAPTER 1

INTRODUCTION AND MAIN RESULTS

1.1. Introduction

1.1.1. The Heisenberg group. — The Heisenberg group is obtained by constructing the group of unitary operators on $L^2(\mathbb{R}^n)$ generated by the $n$-dimensional group of translations and the $n$-dimensional group of multiplications (see for instance the book by M. Taylor [63]). It is an unimodular, nilpotent Lie group whose Haar measure coincides with the Lebesgue measure, and its remarkable feature is that its representation theory is rich as well as simple in structure. It is actually the first locally compact group whose infinite-dimensional, irreducible representations were classified (see [24]). It can be identified with a subgroup of the group of $(n+2) \times (n+2)$ real matrices with 1’s on the diagonal and 0’s below the diagonal.

It has a dual nature, in the sense that it may be realized as the boundary of the unit ball in several complex variables (thus extending to several complex variables the role played by the upper half plane and the Hilbert transform on its boundary) as well as being closely tied to quantum theory (via the Heisenberg commutators). We refer to the book by E. Stein [62], Chapter XII, for a comprehensive presentation of that duality.

Harmonic analysis on the Heisenberg group is a subject of constant interest, due on the one hand to its rich structure (though simple compared to other noncommutative Lie groups), and on the other hand to its importance in various areas of mathematics, from Partial Differential Equations (see among others [7], [13], [17], [36], [37], [53], [54], [69], [70]) to Geometry (see [2], [20], [38], [56]) or Number Theory (see for instance [51], [65]). Many research articles and monographs have been devoted to harmonic analysis on the Heisenberg group, and we shall give plenty of references as we go along.

1.1.2. Microlocal analysis on $\mathbb{R}^n$. — Microlocal analysis in the euclidian space appeared in the early seventies ([60]-[61]), and has at its foundation the theory of pseudodifferential operators. The main idea of microlocal analysis is to study a function simultaneously in the space variables of the physical space and in the Fourier variables. Indeed, some phenomenon need both analysis to be correctly understood. As an example, let us consider the obstructions to the convergence to zero in $L^2(\mathbb{R}^d)$ of two sequences, one of the form $u_n = h_n^{-d/2} \phi \left( \frac{x - x_0}{h_n} \right)$
and the other of the form \( v_n = \exp \left( \frac{i x \cdot \xi_0}{h_n} \right) \phi(x) \) where \( h_n \to 0 \) and \( \phi \) is in the Schwartz class for example. Of course, the point \( x_0 \) is a point of concentration in the space variables for the sequence \( u_n \) and as such, a point of obstruction to strong convergence to zero of the sequence. Similarly the oscillations in the direction \( \xi_0 \) correspond to concentration in Fourier variables for the sequence \( v_n \), and they are also an obstruction to the strong convergence of the sequence.

With this point of view, it appears crucial to be able to use localization operators in space variables and in frequencies: the latter are Fourier multipliers. The theory of pseudodifferential operators provides a framework in which both points of view are unified: multiplication operators and Fourier multipliers are indeed pseudodifferential operators. More precisely, a pseudodifferential operator is defined by its symbol which is a function on the phase space: the symbol of the operator of multiplication by \( \phi(x) \) is the function \( (x,\xi) \mapsto \phi(x) \) and the symbol of the Fourier multiplier \( \chi(D) \) is the function \( (x,\xi) \mapsto \chi(\xi) \).

With pseudodifferential operators comes the concept of properties which hold microlocally. A function \( f \) satisfies a property \( (P) \) locally if for any cut-off function \( \chi \), the function \( \chi f \) satisfies \( (P) \); similarly, replacing the function \( \chi \) by a pseudodifferential operator with symbol supported in a given subset \( \Omega \) of the phase-space, one gets a property satisfied microlocally in \( \Omega \). This notion allows a closer perception of the singularities of a function: in the 70’s was developed the notion of wave front (analytic, \( C^\infty \) etc.). The idea is to associate with a given function \( f \) a region of the phase space where, microlocally, \( f \) is analytic or \( C^\infty \), etc. This region is by definition the complement of the wave front set.

One should notice that the phase space corresponds to the space of positions-impulsions of Quantum Mechanics, and thus enjoys nice geometric properties. It can be understood as the cotangent space to \( \mathbb{R}^d \) (or to a submanifold if one works on a manifold) and is a symplectic space once endowed with the appropriate symplectic form. This geometric aspect has been used successfully in numerous works and is one of the satisfying aspects of microlocal analysis (see for example the development of microlocal defect measures, semi-classical measures and Wigner measures as in [41] and [42] for example).

Microlocal analysis allowed for a very general study and classification of linear Partial Differential Equations with variable coefficients, using for example Littlewood-Paley operators which select a range of frequencies; such operators are pseudodifferential operators. In the case of nonlinear Partial Differential Equations, the situation is of course much more complicated, but paradifferential calculus ([14]) turned out to be a very powerful tool, for instance to analyze the propagation of singularities of solutions to such equations, or to study the associate Cauchy problem (see for instance [3], in the case of quasilinear wave equations).

1.1.3. Microlocal analysis on the Heisenberg group. — The development of microlocal tools adapted to the geometric situation at hand is an important issue: we refer for instance to the work of S. Klainerman and I. Rodnianski [48] in the case of the Einstein equation, where the construction of an adapted Littlewood-Paley theory is a crucial tool to reach optimal regularity indexes for the initial data. Microlocal theory on \( \mathbb{R}^n \) easily passes to submanifolds.
1.1. INTRODUCTION

Other constructions have been performed on the torus, or more general compact Lie groups (see for instance [59]).

A number of articles can be found in the literature, which develop a pseudodifferential calculus on the Heisenberg group. For example, in [62], [63], this question is investigated through the angle of the Weyl correspondence (see also the previous work [44]): as recalled above, that correspondence is one of the rich features of the Heisenberg group, and is thoroughly developed in those references. The important work [40] consists in constructing an analytic calculus enabling one to obtain parametrices for a class of operators which are analytic hypoelliptic; we also refer to [52] and [9] as well as [19] where a parametrix is constructed for sum-of-squares type operators. One also must mention the series of papers by P. Greiner and his coauthors (see for instance [10], [39] and [43] and and the references therein) in which in particular symbols of left-invariant vector fields are constructed, from the point of view of Laguerre calculus as well as using the Hermite basis and the recent works [26]-[28], where a symbolic calculus on the Heisenberg group is developed, related to contact manifolds. Finally, we refer to the work [23] where is constructed a pseudodifferential calculus based on Hörmander calculus, using exclusively the convolution rather than the Fourier transform.

Our approach here is not quite of the same nature as in the works refered to above, as we aim at defining an algebra of operators on functions defined on the Heisenberg group, which contains differential operators and Fourier multipliers, and which has a structure close to that of pseudodifferential operators in the Euclidian space. The difficulty in this approach is that there is no simple notion of symbols as functions on the Heisenberg group $\mathbb{H}^d$, since the Fourier transform is a family of operators on Hilbert spaces depending on a real-valued parameter $\lambda$. Those operators are built using the so-called Bargmann representation, or the Schrödinger representation (obtained from the previous one by intertwining operators). One can easily check that what may appear as the symbol associated with a left-invariant vector field is itself a family of operators. This family reads in the Schrödinger representation of $\mathbb{H}^d$ as a family of differential operators belonging to a class of operators of order 1 for the Weyl-Hörmander calculus (see [46]) of the harmonic oscillator. That basic observation is the heart of the matter achieved in this paper. Let us point out that in fact symbols on the Heisenberg group cannot depend only on the harmonic oscillator, and this has to do with the dependence on the parameter $\lambda$. This induces a number of technical problems that are dealt with by introducing also a specific calculus in the $\lambda$ direction.

A symbol on the Heisenberg group is thus a function on $\mathbb{H}^d$ valued in the space of families of symbols of the Weyl-Hörmander class associated to the harmonic oscillator, indexed by the parameter $\lambda$. Then, to this symbol, one associates a pseudodifferential operator as is usually done by use of the inverse Fourier transform as well as the family of Weyl-quantized operators associated with the symbol.

Once those pseudodifferential operators have been defined, we first prove that they are operators on the Schwartz class, which results from classical Fourier analysis on the Heisenberg group. We then prove that the adjoint of a pseudodifferential operator and the composition of two pseudodifferential operators are also pseudodifferential operators. Our arguments here are deeply inspired by the analysis of the classical case as developed for instance in the book of S. Alinhac and P. Gérard [1]. We analyze first the link between the kernel of a pseudodifferential operator and its symbol, using the Fourier transform and its inverse. Then, it is
possible to compute the function which could be the symbol of the adjoint of a pseudodifferential operator or of the composition of two pseudodifferential operators and to prove that it actually is a symbol. This comes from the careful analysis of oscillatory integrals. We also give asymptotic formula for the symbol of the adjoint or of the composition. These formulas result from a Taylor formula in the spirit of what is done in the Euclidian space but adapted to the case of the Heisenberg group; in particular, we crucially use functional calculus. The specific feature of these asymptotic formula is that there is no gain on the Heisenberg group: the commutator of two horizontal vector fields is a derivation.

We also study the action of pseudodifferential operators on Sobolev spaces. We prove in particular that zero order operators are bounded on $L^2(\mathbb{H}^d)$ and more generally a pseudodifferential operator is continuous from one Sobolev space to another, the link between the regularity exponents of the Sobolev spaces being controled by the order of the symbol. The arguments of this proof are inspired by the Euclidian proof of R. Coifman and Y. Meyer [22] whose approach consists mainly in decomposing the symbol of the pseudodifferential operator on $\mathbb{R}^n$ (which is a function on the phase space $T^* \mathbb{R}^n$) into a convergent series of reduced symbols for which the continuity is a consequence of paradifferential calculus of J.-M. Bony [14]. The main interest of this approach is that it requires little regularity on the symbol and that it can be carried out when the pseudodifferential calculus has no gain, which is the case in our situation. Roughly speaking, the proof of R. Coifman and Y. Meyer is done in three steps. In the first step, a symbol is decomposed using a dyadic partition of unity. This reduces the problem to the study of symbols compactly supported in the frequency variable. Next, using a Fourier series expansion, the symbol is expressed as a sum of reduced symbols which are much easier to deal with. Finally, taking advantage of the Littlewood-Paley decomposition on $\mathbb{R}^n$, the continuity on Sobolev spaces of the associate operator is established. To adapt that method to the setting of the Heisenberg group $\mathbb{H}^d$, we begin by decomposing the symbol associated with a given operator (defined as explained above via the Weyl-Hörmander calculus of the harmonic oscillator), using a suitable dyadic partition of unity. Then, we use Fourier series to write the symbol as a convergent series of reduced symbols. But, in contrast to the $\mathbb{R}^n$ setting, the reduced symbols in that case cannot be treated as a sum of Littlewood-Paley operators on the Heisenberg group. To overcome this difficulty, we use Mehler’s formula to prove that these operators can be related in some sense to the reduced symbols obtained in the $\mathbb{R}^n$ case. This allows us to finish the proof in more or less the same way as in the $\mathbb{R}^n$ case, up to the fact that an additional microlocalization is needed because the spectral parameter is made of two different variables – as pointed out above, this is due to the special structure of the Heisenberg group.

This paper completes, with the Littlewood-Paley theory developed in [7] and [5], a microlocal analysis of the Heisenberg group. It calls for developments: a significant application would be the generalization of the concept of wave front set to the setting of the Heisenberg group, in order to obtain results related to the propagation of singularities as in [67] for instance. One can also expect a construction of parametrices, as well as the development of a notion of microlocal defect measure (or $H$-measure). Such studies are postponed to a future work.

Generalizations to other locally compact Lie groups should also be considered. The generalization of the Littlewood-Paley decomposition is in itself a challenge: although it is known (see [47]) that a frequency localization process can be defined in general as a convolution
1.2. BASIC FACTS ON THE HEISENBERG GROUP $\mathbb{H}^d$

1.2.1. The Heisenberg group. — Before stating the principal results of this paper, let us collect a few well-known definitions and results on the Heisenberg group $\mathbb{H}^d$. We recall

...
that it is defined as the space $\mathbb{R}^{2d+1}$ whose elements $w \in \mathbb{R}^{2d+1}$ can be written $w = (x, y, s)$ with $(x, y) \in \mathbb{R}^d \times \mathbb{R}^d$, endowed with the following product law:

$$w \cdot w' = (x, y, s) \cdot (x', y', s') = (x + x', y + y', s + s' - 2x \cdot y' + 2y \cdot x'),$$

where for $x, x' \in \mathbb{R}^d$, $x \cdot x'$ denotes the Euclidean scalar product of the vectors $x$ and $x'$. Equipped with the standard differential structure of the manifold $\mathbb{R}^{2d+1}$, the set $\mathbb{H}^d$ is a non commutative Lie group with identity $(0, 0)$. Note also that

$$\forall \ w = (x, y, s) \in \mathbb{H}^d, \ w^{-1} = (-x, -y, -s).$$

The Lie algebra of left invariant vector fields (see Section A.1 of the Appendix) is spanned by the vector fields

$$X_j \overset{\text{def}}{=} \partial_{x^j} + 2y_j \partial_s, \quad Y_j \overset{\text{def}}{=} \partial_{y^j} - 2x_j \partial_s \quad \text{with} \quad j \in \{1, \ldots, d\}, \quad \text{and} \quad S \overset{\text{def}}{=} \partial_s = \frac{1}{4}[Y_j, X_j]$$

for $j \in \{1, \ldots, d\}$. In the following, we will denote by $\mathcal{X}$ the family of vector fields generated by $X_j$ and by $X_{j+d} = Y_j$ for $j \in \{1, \ldots, d\}$. Then for any multi-index $\alpha \in \{1, \ldots, 2d\}^k$, we write

$$\mathcal{X}^\alpha \overset{\text{def}}{=} X_{\alpha_1} \cdots X_{\alpha_k},$$

Using the complex coordinate system $(z, s)$ obtained by setting $z_j = x_j + iy_j$, we note that

$$\forall ((z, s), (z', s')) \in \mathbb{H}^d \times \mathbb{H}^d, \quad (z, s) \cdot (z', s') = (z + z', s + s' + 2\text{Im}(z \cdot z')),$$

where $z \cdot z' = \sum_{j=1}^d z_jz'_j$. Furthermore, the Lie algebra of left invariant vector fields on the Heisenberg group $\mathbb{H}^d$ is generated by the vector fields:

$$Z_j = \partial_{z_j} + iz_j \partial_s, \quad \overline{Z}_j = \partial_{\overline{z}_j} - iz_j \partial_s, \quad \text{with} \quad j \in \{1, \ldots, d\} \quad \text{and} \quad S = \partial_s = \frac{1}{2i}[Z_j, \overline{Z}_j].$$

Denoting by $\mathcal{Z}$ the family of vector fields generated by $Z_j$ and by $Z_{j+d} = \overline{Z}_j$ for $j \in \{1, \ldots, d\}$, we write for any multi-index $\alpha \in \{1, \ldots, 2d\}^k$

$$\mathcal{Z}^\alpha \overset{\text{def}}{=} Z_{\alpha_1} \cdots Z_{\alpha_k},$$

One can easily check that for all $j \in \{1, \ldots, d\}$,

$$(1.2.4) \quad X_j = Z_j + \overline{Z}_j \quad \text{and} \quad Y_j = i(Z_j - \overline{Z}_j).$$

The space $\mathbb{H}^d$ is endowed with a smooth left invariant measure, the Haar measure, which in the coordinate system $(x, y, s)$ is simply the Lebesgue measure $dw \overset{\text{def}}{=} dx \, dy \, ds$. It satisfies the fundamental property:

$$(1.2.5) \quad \forall f \in L^1(\mathbb{H}^d), \ \forall w' \in \mathbb{H}^d, \quad \int_{\mathbb{H}^d} f(w) \, dw = \int_{\mathbb{H}^d} f(w') \, dw.$$

The convolution product of two functions $f$ and $g$ on $\mathbb{H}^d$ is defined by

$$f * g(w) \overset{\text{def}}{=} \int_{\mathbb{H}^d} f(w \cdot v^{-1})g(v)dv = \int_{\mathbb{H}^d} f(v)g(v^{-1} \cdot w)dv.$$

It should be emphasized that the convolution on the Heisenberg group is not commutative. Moreover if $P$ is a left invariant vector field on $\mathbb{H}^d$, then one has

$$(1.2.6) \quad P(f * g) = f * (P(g)).$$
Indeed, thanks to the classical differentiation theorem, we have
\[ P(f \ast g)(w) = \int_{\mathbb{H}^d} f(v)P(g(v^{-1} \cdot w))dv. \]
Due to (A.1.2), one can write
\[ P(g(v^{-1} \cdot w)) = (Pg)(v^{-1} \cdot w), \]
which yields (1.2.6). However in general \( f \ast (P(g)) \neq (P(f)) \ast g. \)
Note that the usual Young inequalities are nevertheless valid on the Heisenberg group, namely
\[ \forall (p,q,r) \in [1, \infty]^3, \quad \|f \ast g\|_{L^r(\mathbb{H}^d)} \leq \|f\|_{L^p(\mathbb{H}^d)} \|g\|_{L^q(\mathbb{H}^d)}, \quad 1 + \frac{1}{r} = \frac{1}{p} + \frac{1}{q}. \]
In fact, Young inequalities are more generally available on any locally compact topological group endowed with a left invariant Haar measure \( \mu \) which satisfies in addition
\[ \mu(A^{-1}) = \mu(A) \text{ for all borelian sets } A. \]
Let us also point out that on the Heisenberg group \( \mathbb{H}^d \), there is a notion of dilation defined for \( a > 0 \) by
\[ \delta_a(z,s) \overset{\text{def}}{=} (az,a^2s). \]
Observe that for any real number \( a > 0 \), the dilation \( \delta_a \) satisfies
\[ \delta_a(z,s) \cdot \delta_a(z',s') = \delta_a((z,s) \cdot (z',s')) \]
and that the vector fields \( Z_j \) change the homogeneity in the following way:
\[ Z_j(f \circ \delta_a) = a(Z_jf) \circ \delta_a. \]
This fact is crucial in order to obtain Bernstein or Hardy inequalities \([4]\) (see Chapter 4).
Let us also remark that the Jacobian of the dilation \( \delta_a \) is \( a^N \) where \( N \overset{\text{def}}{=} 2d + 2 \) is called the homogeneous dimension of \( \mathbb{H}^d \).
Let us now recall how Sobolev spaces on the Heisenberg group are associated with the system of vector fields \( X \) for nonnegative integer indexes.

**Definition 1.1.** — Let \( k \) be a nonnegative integer. We denote by \( H^k(\mathbb{H}^d) \) the inhomogeneous Sobolev space on the Heisenberg group of order \( k \) which is the space of functions \( u \) in \( L^2(\mathbb{H}^d) \) (for the Haar measure) such that
\[ X^\alpha u \in L^2 \text{ for any multi-index } \alpha \in \{1, \ldots, 2d\}^N \text{ with } |\alpha| \leq k. \]
Moreover, we state
\[ \|u\|_{H^k(\mathbb{H}^d)} \overset{\text{def}}{=} \left( \sum_{|\alpha| \leq k} \|X^\alpha u\|_{L^2(\mathbb{H}^d)}^2 \right)^{\frac{1}{2}}. \]

**Remark 1.2.** — Equivalently, powers of the Laplacian-Kohn operator defined by
\[ \Delta_{\mathbb{H}^d} \overset{\text{def}}{=} \sum_{j=1}^d (X_j^2 + Y_j^2) = 2 \sum_{j=1}^d (Z_j \bar{Z}_j + Z_j Z_j) = 4 \sum_{j=1}^d (Z_j \bar{Z}_j + i \partial_s), \]
can be used to define those Sobolev spaces, which take into account the different role played by the $s$-direction. Thus
\[ \|u\|_{H^k(\mathbb{H}^d)} \sim \|(\text{Id} - \Delta_{\mathbb{H}^d})^k u\|_{L^2(\mathbb{H}^d)} \]
where $\sim$ stands for equivalent norms.

Note that homogeneous norms may also be defined, where the summation in (1.2.9) is replaced by a summation over $|\alpha| = k$, and above $(\text{Id} - \Delta_{\mathbb{H}^d})^k$ is replaced by $(-\Delta_{\mathbb{H}^d})^k$.

When $\sigma$ is any nonnegative real number one can, as in the case of classical Sobolev spaces on $\mathbb{R}^n$, define the space $H^\sigma(\mathbb{H}^d)$ by complex interpolation (see for instance [12]). As in the euclidian case, other equivalent definitions of Sobolev spaces $H^\sigma(\mathbb{H}^d)$ can be used: the definition using integrals and kernels (see [58] and [62]), or the definition using Weyl-Hörmander calculus (see [19]). Finally, a definition using the Littlewood-Paley theory on the Heisenberg group, in the same spirit as in the Euclidian case and due to [7], will be given in Section 4.4.2.

There is a natural Heisenberg distance to the origin defined by
\[ \rho(z,s) \overset{\text{def}}{=} (|z|^4 + s^2)^{\frac{1}{4}}, \]
where $|z|^2 = \sum_{j=1}^d z_j \overline{z}_j$. Similarly, we define the Heisenberg distance by
(1.2.11) \[ d(w, w') = \rho(w^{-1} \cdot w'). \]
The distance $d$ incorporates left translation invariant properties
(1.2.12) \[ \forall \tilde{w} \in \mathbb{H}^d, \quad d(\tilde{w} \cdot w, \tilde{w} \cdot w') = d(w, w'). \]

To define Hölder spaces on the Heisenberg group, we shall introduce another distance on $\mathbb{H}^d$. Denote by $P = P(X_1, \ldots, X_{2d})$ the set of continuous curves which are piecewise integral curves of one of the vectors fields $\pm X_1, \ldots, \pm X_{2d}$. To any such curve $\gamma : [0, T] \rightarrow \mathbb{H}^d$, we associate its length $l(\gamma) \overset{\text{def}}{=} T$. It is known (see for instance [34, 35]) that, for any couple of points $w$ and $w'$ of $\mathbb{H}^d$, there exists a curve of $P$ joining $w$ to $w'$ and that the function
(1.2.13) \[ \tilde{d}(w, w') = \min \{ l(\gamma), \gamma \in P, \gamma \text{ joining } w \text{ to } w' \} \]
is a distance on the Heisenberg group, which turns out to be equivalent to the one introduced in (1.2.11).

Now, up to the change of the Euclidean distance into $\tilde{d}$, the definition of Hölder spaces on the Heisenberg group is similar to the definition of Hölder spaces on $\mathbb{R}^d$.

**Definition 1.3.** — Let $r = k + \sigma$, where $k$ is an integer and $\sigma \in [0, 1]$. The Hölder space $C^r(\mathbb{H}^d)$ on the Heisenberg group is the space of functions $u$ on $\mathbb{H}^d$ such that
\[ \|u\|_{C^r(\mathbb{H}^d)} = \sup_{|\alpha| \leq k} \left( \|X^\alpha u\|_{L^\infty} + \sup_{w \neq w'} \frac{|X^\alpha u(w) - X^\alpha u(w')|}{\tilde{d}(w, w')^\sigma} \right) < \infty, \]
where $\tilde{d}$ denotes the distance on the Heisenberg group defined by (1.2.13).
Remark 1.4. — Thanks to (1.2.12) and the fact that the distances \(d\) and \(\tilde{d}\) are equivalent, the spaces \(C^r(\mathbb{H}^d)\) are invariant under left translations. It will be useful to point out that Hölder spaces on the Heisenberg group can be also defined using the Littlewood-Paley theory on the Heisenberg group, in the same way as in the Euclidian case (see Section 4.4.2).

Finally let us define the Schwartz space.

**Definition 1.5.** — The Schwartz space \(S(\mathbb{H}^d)\) is the set of smooth functions \(u\) on \(\mathbb{H}^d\) such that, for any \(k \in \mathbb{N}\), we have
\[
\|u\|_{k,S} \overset{\text{def}}{=} \sup_{|\alpha| \leq k, \eta \leq k} \left| Z^\alpha \left( (|z|^2 - is)^{2n} u(z, s) \right) \right| < \infty.
\]

The Schwartz space on the Heisenberg group \(S(\mathbb{H}^d)\) coincides with the classical Schwartz space \(S(\mathbb{R}^{2d+1})\). This allows to define the space of tempered distributions \(S'(\mathbb{H}^d)\). The weight in \((z, s)\) appearing in the definition above is linked to the Heisenberg distance to the origin \(\rho\) defined above.

1.2.2. Irreducible representations and the Fourier transform. — Let us now recall the definition of the Fourier transform. We refer for instance to [29], [54], [62], [63] or [64] for more details. The Heisenberg group being non commutative, the Fourier transform on \(\mathbb{H}^d\) is defined using irreducible unitary representations of \(\mathbb{H}^d\). As explained for instance in [63] Chapter 2, all irreducible representations of \(\mathbb{H}^d\) are unitarily equivalent to one of two representations: the Bargmann representation or the \(L^2\) representation. The representations on \(L^2(\mathbb{R}^d)\) can be deduced from Bargmann representations thanks to intertwining operators. The reader can consult J. Faraut and K. Harzallah [29] for more details. Both representations will be used here.

1.2.2.1. The Bargmann representations. — They are described by \((u^\lambda, \mathcal{H}_\lambda)\), with \(\lambda \in \mathbb{R} \setminus \{0\}\), where \(\mathcal{H}_\lambda\) is the space defined by
\[
\mathcal{H}_\lambda = \{ F \text{ holomorphic on } \mathbb{C}^d, \|F\|_{\mathcal{H}_\lambda} < \infty \},
\]
with
\[
\|F\|^2_{\mathcal{H}_\lambda} \overset{\text{def}}{=} \left( \frac{2|\lambda|}{\pi} \right)^d \int_{\mathbb{C}^d} e^{-2|\lambda|^2 |\xi|^2} |F(\xi)|^2 d\xi,
\]
while \(u^\lambda\) is the map from \(\mathbb{H}^d\) into the group of unitary operators of \(\mathcal{H}_\lambda\) defined by
\[
\begin{align*}
\left\{ \begin{array}{ll}
u_{\lambda,s}^z F(\xi) \overset{\text{def}}{=} F(\xi - z) e^{\lambda s + 2\lambda (\xi \cdot z - |z|^2/2)} & \text{for } \lambda > 0, \\
u_{\lambda,s}^z F(\xi) \overset{\text{def}}{=} F(\xi - z) e^{\lambda s - 2\lambda (\xi \cdot z - |z|^2/2)} & \text{for } \lambda < 0. \end{array} \right.
\end{align*}
\]
Let us notice that \(\mathcal{H}_\lambda\) equipped with the norm \(\| \cdot \|_{\mathcal{H}_\lambda}\) defined in (1.2.14) is a Hilbert space. The monomials
\[
F_{\alpha,\lambda}(\xi) \overset{\text{def}}{=} \left( \sqrt{\frac{2|\lambda|}{\pi}} \frac{\xi^\alpha}{\sqrt{\alpha!}} \right), \quad \alpha \in \mathbb{N}^d,
\]
constitute an orthonormal basis of \(\mathcal{H}_\lambda\).

The Fourier transform of an integrable function of \(\mathbb{H}^d\) is given by the following definition.
Definition 1.6. — For $f \in L^1(\mathbb{H}^d)$, we define
\[ F(f)(\lambda) \overset{\text{def}}{=} \int_{\mathbb{H}^d} f(w) u^\lambda w dw. \]
The function $F(f)$, which takes values in the space of bounded operators on $\mathcal{H}_\lambda$, is by definition the Fourier transform of $f$.

Note that one has
\[ F(f \ast g)(\lambda) = F(f)(\lambda) \circ F(g)(\lambda). \]
We recall that $A(\lambda)$ of $\mathcal{H}_\lambda$ such that
\[ \sum_{\alpha \in \mathbb{N}^d} \|(A(\lambda)F_{\alpha,\lambda}, F_{\alpha,\lambda})_{\mathcal{H}_\lambda}\| < +\infty \]
is said to be of trace-class. One then sets
\[ (1.2.16) \quad \text{tr} (A(\lambda)) \overset{\text{def}}{=} \sum_{\alpha \in \mathbb{N}^d} (A(\lambda)F_{\alpha,\lambda}, F_{\alpha,\lambda})_{\mathcal{H}_\lambda}. \]
We recall that if besides the operator $A(\lambda)$ has a kernel, namely that if there exists a function $k(\xi, \xi')$ such that
\[ (1.2.17) \quad \forall F \in \mathcal{H}_\lambda, \quad A(\lambda)F(\xi) = \int_{\mathbb{C}^d} k(\xi, \xi') F(\xi') d\xi', \]
then its trace is given by
\[ (1.2.18) \quad \text{tr} (A(\lambda)) = \int_{\mathbb{C}^d} k(\xi, \xi) d\xi. \]
Now if $A(\lambda)^* A(\lambda)$ is trace class, then $A(\lambda)$ is said to be a Hilbert-Schmidt operator. The quantity
\[ \|A(\lambda)\|_{HS(\mathcal{H}_\lambda)} \overset{\text{def}}{=} \left( \sum_{\alpha \in \mathbb{N}^d} \|A(\lambda)F_{\alpha,\lambda}\|^2 \right)^{\frac{1}{2}} \]
is then a norm on the vector space of Hilbert-Schmidt operators. The following property on Hilbert-Schmidt norms, which can be found in [55] (Volume 1 Chapter VI.6) will be of frequent use in what follows. Let $A$ and $B$ be two bounded operators on $\mathcal{H}_\lambda$, with $A$ Hilbert-Schmidt. Then
\[ (1.2.19) \quad \|BA\|_{HS(\mathcal{H}_\lambda)} + \|AB\|_{HS(\mathcal{H}_\lambda)} \leq \|B\|_{\mathcal{L}(\mathcal{H}_\lambda)} \|A\|_{HS(\mathcal{H}_\lambda)}. \]
Similarly if $A$ and $B$ are two Hilbert-Schmidt operators, then $AB$ is trace-class and
\[ (1.2.20) \quad |\text{tr}(AB)| \leq \|A(\lambda)\|_{HS(\mathcal{H}_\lambda)} \|B(\lambda)\|_{HS(\mathcal{H}_\lambda)}. \]
These notions are important for stating the Plancherel theorem for the Heisenberg group. The proofs of the two following results can be found for instance in [29].

Theorem 1. — Let $A$ denote the Hilbert space of one-parameter families $A = \{A(\lambda)\}_{\lambda \in \mathbb{R} \setminus \{0\}}$ of operators on $\mathcal{H}_\lambda$ which are Hilbert-Schmidt for almost every $\lambda \in \mathbb{R}$, with $\|A(\lambda)\|_{HS(\mathcal{H}_\lambda)}$ measurable and with norm
\[ \|A\| \overset{\text{def}}{=} \left( \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \|A(\lambda)\|^2_{HS(\mathcal{H}_\lambda)} |\lambda|^d d\lambda \right)^{\frac{1}{2}} < \infty. \]
The Fourier transform can be extended to an isometry from $L^2(\mathbb{H}^d)$ onto $A$ and we have the Plancherel formulas:

\begin{align}
\|f\|_{L^2(\mathbb{H}^d)}^2 &= \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \|\mathcal{F}(f)(\lambda)\|_{L^2(\mathbb{H})}^2 |\lambda|^d d\lambda \quad \text{and} \\
(f | g)_{L^2(\mathbb{H}^d)} &= \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr}((\mathcal{F}(g)(\lambda))^* \mathcal{F}(f)(\lambda)) |\lambda|^d d\lambda.
\end{align}

**Remark 1.7.** — If $A = \{A(\lambda)\}_{\lambda \in \mathbb{R} \setminus \{0\}}$ and $B = \{B(\lambda)\}_{\lambda \in \mathbb{R} \setminus \{0\}}$ are two families in $A$, then

$$
\int |\text{tr}(A(\lambda)B(\lambda))| |\lambda|^d d\lambda \leq ||A|| \cdot ||B||.
$$

Moreover, the following inversion theorem holds.

**Theorem 2.** — If a function $f$ satisfies

$$
\sum_{\alpha \in \mathbb{N}^d} \int_{-\infty}^{\infty} \|\mathcal{F}(f)(\lambda) F_{\alpha,\lambda} \|_{\mathcal{H}_\lambda} |\lambda|^d d\lambda < \infty
$$

then we have for almost every $w$,

$$
f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_w^\lambda \mathcal{F}(f)(\lambda) \right) |\lambda|^d d\lambda.
$$

**Remark 1.8.** — The above hypothesis (1.2.23) is satisfied in $\mathcal{S}(\mathbb{H}^d)$ (see for example [6]). Therefore, if we consider for $w_0 \in \mathbb{H}^d$, the Dirac distribution in $w_0$, $\delta_{w_0}(w)$, defined by

$$
\forall f \in \mathcal{S}(\mathbb{H}^d), \quad <\delta_{w_0}, f> = f(w_0),
$$

we have an expression of $\delta_{w_0}$ as a singular integral

$$
\delta_{w_0}(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_{w_0}^\lambda \right) |\lambda|^d d\lambda.
$$

Now let us study the action of the Fourier transform on derivatives. Straightforward computations (performed in Lemma A.3 page 101 for the convenience of the reader), show that

$$
\mathcal{F}(Z_j f)(\lambda) = \mathcal{F}(f)(\lambda) Q^\lambda_j,
$$

where $Q^\lambda_j$ is the operator on $\mathcal{H}_\lambda$ defined by

\begin{align}
Q^\lambda_j F_{\alpha,\lambda} &\overset{\text{def}}{=} -\sqrt{2|\lambda|} \sqrt{\alpha_j + 1} F_{\alpha + 1,\lambda} \quad \text{if } \lambda > 0 \\
&\overset{\text{def}}{=} \sqrt{2|\lambda|} \sqrt{\alpha_j} F_{\alpha - 1,\lambda} \quad \text{if } \lambda < 0.
\end{align}

and in the same way,

$$
\mathcal{F}(\overline{Z}_j f)(\lambda) = \mathcal{F}(f)(\lambda) \overline{Q}^\lambda_j,
$$

where $\overline{Q}^\lambda_j$ is the operator on $\mathcal{H}_\lambda$ defined by

\begin{align}
\overline{Q}^\lambda_j F_{\alpha,\lambda} &\overset{\text{def}}{=} \sqrt{2|\lambda|} \sqrt{\alpha_j} F_{\alpha - 1,\lambda} \quad \text{if } \lambda > 0 \\
&\overset{\text{def}}{=} -\sqrt{2|\lambda|} \sqrt{\alpha_j + 1} F_{\alpha + 1,\lambda} \quad \text{if } \lambda < 0,
\end{align}

while we have written $\alpha \pm 1_j = \beta$ where $\beta_k = \alpha_k$ if $k \neq j$ and $\beta_j = \alpha_j \pm 1$. 

Observe that \( \left( \frac{1}{i}Q_j^\lambda \right)^* = \frac{1}{i}Q_j^\lambda \) and that

\[
Q_j^\lambda = \begin{cases} 
-2|\lambda|\xi_j & \text{if } \lambda > 0, \\
\partial_{\xi_j} & \text{if } \lambda < 0,
\end{cases} \quad \text{and} \quad \overline{Q}_j^\lambda = \begin{cases} 
\partial_{\xi_j} & \text{if } \lambda > 0, \\
-2|\lambda|\xi_j & \text{if } \lambda < 0.
\end{cases}
\]

We therefore can write

\[
\mathcal{F}(\Delta_{\mathbb{H}^d}f)(\lambda) = \mathcal{F}(f)(\lambda) \circ D_\lambda \quad \text{where} \quad D_\lambda \overset{\text{def}}{=} 2 \sum_j (Q_j \overline{Q}_j + \overline{Q}_j Q_j)
\]

Using (1.2.25) and (1.2.26) we notice that

\[
\mathcal{F}(\partial_\alpha f)(\lambda) = \mathcal{F}(f)(\lambda) \circ D^\alpha_\lambda \quad \text{where} \quad D^\alpha_\lambda \overset{\text{def}}{=} 4\lambda|2|\alpha| + d| F_{\alpha,\lambda}.
\]

Powers of \( -\Delta_{\mathbb{H}^d} \) can therefore be defined in the following way: for any real number \( \rho \),

\[
\mathcal{F}((-\Delta_{\mathbb{H}^d})^\rho f)(\lambda) = \mathcal{F}(f)(\lambda) \circ D^\rho_\lambda \quad \text{and} \quad \mathcal{F}((\text{Id} - \Delta_{\mathbb{H}^d})^\rho f)(\lambda) = \mathcal{F}(f)(\lambda) \circ (\text{Id} + D_\lambda)^\rho.
\]

Notice that (1.2.28) shows that the quantity \(|\lambda|(|2|\alpha| + d)| may be considered as a "frequency" on the Heisenberg group. Finally one sees easily that

\[
\mathcal{F}(\partial_\alpha f)(\lambda) = i\lambda \mathcal{F}(f)(\lambda).
\]

This explains why the partial derivative \( \partial_\alpha \) is usually considered as a second-order operator, though one notices here that its "strength" is somewhat weaker than that of the Laplacian since its action, in Fourier space, corresponds to a multiplication by \( \lambda \) while the Laplacian produces \( 4|\lambda|(|2|\alpha| + d) \).

Finally it will be useful later on to notice that due to formulas (1.2.25), (1.2.26) and (1.2.28), the operators \( D^m_\lambda \circ (Q_j^\lambda)^m \) and \( D^m_\lambda \circ (\overline{Q}_j^\lambda)^m \) are uniformly bounded on \( \mathcal{H}_\lambda \) for any integer \( m \).

Note that one can also prove, in the same fashion as in the Euclidean case, relations between \( \mathcal{F}((is - |z|^2)f)(\lambda) \) and \( \mathcal{F}(f)(\lambda) \); we refer to Proposition 1.11 below for formulas.

**Remark 1.9.** — The above computations show that for any function \( f \in \mathcal{S}(\mathbb{H}^d) \),

\[
Z_j f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u^\lambda_{w^{-1}} \mathcal{F}(f)(\lambda) Q_j^\lambda \right) |\lambda|^d d\lambda,
\]

\[
\overline{Z}_j f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u^\lambda_{w^{-1}} \mathcal{F}(f)(\lambda) \overline{Q}_j^\lambda \right) |\lambda|^d d\lambda, \quad \text{and}
\]

\[
-\Delta_{\mathbb{H}^d} f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u^\lambda_{w^{-1}} \mathcal{F}(f)(\lambda) D_\lambda \right) |\lambda|^d d\lambda.
\]

In particular, if we consider the derivatives of the Dirac distribution \( \delta_{w_0}(w) \) defined as usual by duality through

\[
< Z_j \delta_{w_0}, f > = -< \delta_{w_0}, Z_j f > = -Z_j f(w_0) \quad \text{and}
\]

\[
< \overline{Z}_j \delta_{w_0}, f > = -< \delta_{w_0}, \overline{Z}_j f > = -\overline{Z}_j f(w_0)
\]
for all \( f \in \mathcal{S}(\mathbb{H}^d) \) and for some fixed \( w_0 \in \mathbb{H}^d \), we obtain an expression of the derivatives of the Dirac distribution as singular integrals

\[
Z_j \delta_{w_0}(w) = -\frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_{w_0}^\lambda w \right) |\lambda|^d d\lambda,
\]

\[
\overline{Z}_j \delta_{w_0}(w) = -\frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_{w_0}^\lambda \overline{w} \right) |\lambda|^d d\lambda,
\]

and

\[
-\Delta_{\mathbb{H}^d} \delta_{w_0}(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_{w_0}^\lambda D_\lambda \right) |\lambda|^d d\lambda.
\]

It turns out that for radial functions on the Heisenberg group, the Fourier transform becomes simplified. Let us first recall the concept of radial functions on the Heisenberg group.

**Definition 1.10.** — A function \( f \) defined on the Heisenberg group \( \mathbb{H}^d \) is said to be radial if it is invariant under the action of the unitary group \( U(d) \) of \( \mathbb{C}^d \), meaning that for any \( u \in U(d) \), we have

\[
f(z, s) = f(u(z), s), \quad \forall (z, s) \in \mathbb{H}^d.
\]

A radial function on the Heisenberg group can then be written under the form

\[
f(z, s) = g(|z|, s).
\]

Then it can be shown (see for instance [54]) that the Fourier transform of radial functions of \( L^2(\mathbb{H}^d) \), satisfies the following formula:

\[
\mathcal{F}(f)(\lambda) R_{\alpha, \lambda} = R_{|\alpha|}(\lambda) F_{\alpha, \lambda}
\]

where

\[
R_m(\lambda) \overset{\text{def}}{=} \left( \frac{m + d - 1}{m} \right)^{-1} \int e^{i\lambda s} f(z, s) L_m^{(d-1)}(2|\lambda||z|^2) e^{-|\lambda||z|^2} dz ds,
\]

and where \( L_m^{(p)} \) are Laguerre polynomials defined by

\[
L_m^{(p)}(t) = \sum_{k=0}^{m} (-1)^k \left( \frac{m + p}{m - k} \right) \frac{t^k}{k!}, \quad t \geq 0, \quad (m, p) \in \mathbb{N}^2.
\]

Note that in that context, Plancherel and inversion formulas can be stated as follows:

\[
\|f\|_{L^2(\mathbb{H}^d)} = \left( \frac{2^{d-1}}{\pi^{d+1}} \sum_m \left( \frac{m + d - 1}{m} \right) \int_{-\infty}^{\infty} |R_m(\lambda)|^2 |\lambda|^d d\lambda \right)^{\frac{1}{2}}
\]

and

\[
f(z, s) = \frac{2^{d-1}}{\pi^{d+1}} \sum_m e^{-i\lambda s} R_m(\lambda) L_m^{(d-1)}(2|\lambda||z|^2) e^{-|\lambda||z|^2} |\lambda|^d d\lambda.
\]

The context of radial functions allows to compute the Fourier transform of \((is - |z|^2)f\), as stated below (see [7] for a proof).
**Proposition 1.11.** — For any radial function \( f \in \mathcal{S} (\mathbb{H}^d) \), we have for any \( m \geq 1 \),

\[
\mathcal{F}((is - |z|^2)f)(m, \lambda) = \frac{d}{d \lambda} \mathcal{F}f(m, \lambda) - \frac {m}{\lambda} ( \mathcal{F}f(m, \lambda) - \mathcal{F}f(m-1, \lambda)) \quad \text{if } \lambda > 0,
\]

\[
\mathcal{F}((is - |z|^2)f)(m, \lambda) = \frac{d}{d \lambda} \mathcal{F}f(m, \lambda) + \frac {m + d}{|\lambda|} ( \mathcal{F}f(m, \lambda) - \mathcal{F}f(m+1, \lambda)) \quad \text{if } \lambda < 0.
\]

1.2.2. The \( L^2 \) representation. — In order to define pseudodifferential operators, it will be useful to use rather the \( L^2 \) (or Schrödinger) representations, denoted in the following by \((v_{z,s}^\lambda f)(\xi)\), where \( \xi \) belongs to \( \mathbb{R}^d \) and \( f \) to \( L^2(\mathbb{R}^d) \). As recalled above, the representations \( v_{z,s}^\lambda \) and \( u_{z,s}^\lambda \) are equivalent. The intertwining operator is the Hermite-Weber transform \( K_\lambda : \mathcal{H}_\lambda \to L^2(\mathbb{R}^d) \) given by

\[
(K_\lambda \phi)(\xi) \overset{\text{def}}{=} \frac{|\lambda|^{d/4}}{\pi^{d/2}} e^{i\lambda|\xi|^2} \phi \left( -\frac{1}{2|\lambda|} \frac{\partial}{\partial \xi} \right) e^{-|\lambda||\xi|^2},
\]

which is unitary and intertwines both representations: we have indeed \( K_\lambda v_{z,s}^\lambda = v_{z,s}^\lambda K_\lambda \) and

\[
v_{z,s}^\lambda f(\xi) = e^{i\lambda(s-2x-y+2y\cdot \xi)} f(\xi - 2x), \quad \forall \lambda \in \mathbb{R}^*.
\]

A short proof of this fact is given in Appendix A.2 for the convenience of the reader (see Proposition A.1 page 98). We also recall that the inverse of \( K_\lambda \) is known as the Segal-Bargmann transform (see for instance \cite{[30]}). Let us denote by \( h_\alpha \) the multidimensional Hermite function defined by

\[
\forall \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d, \quad \forall t = (t_1, \ldots, t_d) \in \mathbb{R}^d, \quad h_\alpha(t) \overset{\text{def}}{=} h_{\alpha_1}(t_1) \cdots h_{\alpha_d}(t_d),
\]

with

\[
h_n(t) \overset{\text{def}}{=} (2^n n! \sqrt{\pi})^{-1/2} e^{-t^2/2} H_n(t) \quad \text{and} \quad H_n(t) \overset{\text{def}}{=} e^t \left( -\frac{\partial}{\partial t} \right)^n \left( e^{-t^2} \right).
\]

Introducing the scaling operator

\[
\forall f \in L^2(\mathbb{R}^d), \quad T_\lambda f(\xi) \overset{\text{def}}{=} |\lambda|^{-d/4} f(|\lambda|^{-1/2} \xi),
\]

and setting \( h_{\alpha,\lambda} = T_\lambda^* h_\alpha \) we observe that

\[
\forall \alpha \in \mathbb{N}^d, \quad K_\lambda F_{\alpha,\lambda} = h_{\alpha,\lambda}
\]

where \( h_{\alpha,\lambda} \) is an eigenfunction of the rescaled harmonic oscillator \(-\Delta_\xi + |\lambda||\xi|^2\). This implies by straightforward computations that

\[
K_\lambda Q_j^\lambda K_\lambda^* = \partial_\xi_j - |\lambda| \xi_j \quad \text{and} \quad K_\lambda Q_j^\lambda K_\lambda^* = \partial_\xi_j + |\lambda| \xi_j \quad \text{if } \lambda > 0,
\]

\[
K_\lambda Q_j^\lambda K_\lambda^* = \partial_\xi_j + |\lambda| \xi_j \quad \text{and} \quad K_\lambda Q_j^\lambda K_\lambda^* = \partial_\xi_j - |\lambda| \xi_j \quad \text{if } \lambda < 0.
\]

Defining the operator

\[
J_\lambda \overset{\text{def}}{=} T_\lambda K_\lambda,
\]

and observing that

\[
T_\lambda(-\Delta_\xi + |\xi|^2|\lambda|^2) T_\lambda^* = |\lambda|(-\Delta_\xi + |\xi|^2),
\]

we infer that

\[
J_\lambda Q_j^\lambda J_\lambda^* = \sqrt{|\lambda|} (\partial_\xi_j - \xi_j) \quad \text{and} \quad J_\lambda Q_j^\lambda J_\lambda^* = \sqrt{|\lambda|} (\partial_\xi_j + \xi_j) \quad \text{if } \lambda > 0
\]

\[
J_\lambda Q_j^\lambda J_\lambda^* = \sqrt{|\lambda|} (\partial_\xi_j + \xi_j) \quad \text{and} \quad J_\lambda Q_j^\lambda J_\lambda^* = \sqrt{|\lambda|} (\partial_\xi_j - \xi_j) \quad \text{if } \lambda < 0,
\]
which finally implies that

\[(1.2.38) \quad J_\lambda D_\lambda J_\lambda^* = 4|\lambda|(-\Delta_\xi + |\xi|^2).\]

In view of Remark 1.9, the Laplacian \(-\Delta_{\mathbb{R}^d}\) is associated with the operator \(D_\lambda\) of \(\mathcal{H}_\lambda\) in the Bargmann representation; by Equation (1.2.38), it is associated with the harmonic oscillator in the \(L^2(\mathbb{R}^d)\) framework.

These computations indicate that symbolic calculus on \(\mathcal{H}_\lambda\) is, via the unitary operator \(J_\lambda\), equivalent to symbolic calculus on the harmonic oscillator. That theory is well understood: it consists in Weyl-Hörmander calculus associated with a harmonic oscillator metric. This is made precise in the next section.

Before proceeding further, it is instructive to compute the Fourier transform for instance of the function \(Z_j \overline{Z}_j f\) for \(f \in S(\mathbb{H}^d)\). Indeed, we notice that with the previous notations, for \(\lambda > 0\),

\[\mathcal{F}((-iZ_j)(-i\overline{Z}_j)f)(\lambda) = \mathcal{F}((-i\overline{Z}_j)f)(\lambda)J_\lambda^* \sqrt{|\lambda|(-i\partial_{\xi_j} + i\xi_j)} J_\lambda\]

\[= \mathcal{F}(f)(\lambda)J_\lambda^* |\lambda|(-i\partial_{\xi_j} - i\xi_j)(-i\partial_{\xi_j} + i\xi_j) J_\lambda\]

\[= \mathcal{F}(f)(\lambda)J_\lambda^* (|\xi_j|^2 - \partial_{\xi_j}^2 + 1) J_\lambda.\]

This implies that symbols on the Heisenberg group must not only include harmonic oscillator type symbols, but also functions such as powers of \(\lambda\).

### 1.3. Weyl-Hörmander calculus

Let us recall in this section some results on the Weyl-Hörmander calculus of the harmonic oscillator which we shall be using. We shall only state the definitions that will be needed in the following, and for further details, we refer for instance to [15], [16], [19], [21], [46] and [50].

#### 1.3.1. Admissible weights and metrics. —

Let us denote by \(\omega[\Theta, \Theta']\) the standard symplectic form on \(T^* \mathbb{R}^d\) (which we shall identify in the following to \(\mathbb{R}^{2d}\)) : if \(\Theta = (\xi, \eta)\) and \(\Theta' = (\xi', \eta')\), then \(\omega[\Theta, \Theta'] \overset{\text{def}}{=} \eta \cdot \xi' - \eta' \cdot \xi\).

For any point \(\Theta = (\xi, \eta)\) in \(\mathbb{R}^{2d}\), we consider a Riemannian metric \(g_\Theta\) (which depends measurably on \(\Theta\)) to which we associate the conjugate metric \(g_\Theta^d\) by

\[\forall T \in \mathbb{R}^{2d}, \quad (g_\Theta^d(T))^{1/2} = \sup_{T' \in \mathbb{R}^{2d}} \frac{\omega[T, T']}{g_\Theta(T')^{1/2}}.\]

We also define the gain factor

\[(1.3.1) \quad \Lambda_\Theta \overset{\text{def}}{=} \inf_T \frac{g_\Theta^d(T)}{g_\Theta(T)}.\]

**Definition 1.12.** — We shall say that the metric \(g\) is of Hörmander type if it is:

1. **Uncertain:** For all \(\Theta \in \mathbb{R}^{2d}\), \(\Lambda_\Theta \geq 1\).
2. Slowly varying: There is a constant $C > 0$ such that
\[ g_\Theta(\Theta - \Theta') \leq C^{-1} \Rightarrow \sup_{T \in \mathbb{R}^{2d}} \left( \frac{g_\Theta(T)}{g_\Theta'(T)} \right)^{\pm 1} \leq C. \]

3. Temperate: There are constants $C > 0$ and $N \in \mathbb{N}$ such that for all $(\Theta, \Theta') \in \mathbb{R}^{4d},$
\[ \sup_{T \in \mathbb{R}^{2d}} \left( \frac{g_\Theta(T)}{g_\Theta'(T)} \right)^{\pm 1} \leq C(1 + g^\omega_\Theta(\Theta - \Theta'))^N. \]

In the following any constant depending only on $C$ and $N$ will be called a structural constant.

In the definition above we have used the notation
\[ \left( \frac{g_\Theta(T)}{g_\Theta'(T)} \right)^{\pm 1} \overset{\text{def}}{=} \frac{g_\Theta(T)}{g_\Theta'(T)} + \frac{g_\Theta'(T)}{g_\Theta(T)}. \]

We also define a weight as a positive function on $\mathbb{R}^{2d}$ satisfying the same type of conditions as a Hörmander metric.

**Definition 1.13.** — Let $g$ be a metric in the sense of Definition 1.12. A positive function $m$ on $\mathbb{R}^{2d}$ is a $g$-weight if there are structural constants $C' > 0$ and $N' \in \mathbb{N}$ such that

1. $g_\Theta(\Theta - \Theta') \leq C'^{-1} \Rightarrow \left( \frac{m(\Theta)}{m(\Theta')} \right)^{\pm 1} \leq C'$.
2. $\left( \frac{m(\Theta)}{m(\Theta')} \right)^{\pm 1} \leq C'(1 + g^\omega_\Theta(\Theta - \Theta'))^{N'}.$

It is easy to see that the set of $g$-weights has a group structure (for the usual product of functions).

For such metrics and weights, one can then define the class $S(m, g)$ of smooth functions $a$ on $\mathbb{R}^{2d}$ such that, for any integer $n$,
\[ \|a\|_{n, S(m, g)} \overset{\text{def}}{=} \sup_{j \leq n, \Theta' \in \mathbb{R}^{2d}} \left| \frac{\partial \tau \cdots \partial \tau a(\Theta)}{m(\Theta)} \right| < \infty, \]

where $\partial \tau a$ denotes the map $\langle da, T \rangle$. Now, if $a$ is a symbol in $S(m, g)$, then its Weyl quantization is the operator which associates to $u \in S(\mathbb{R}^d)$ the function $\operatorname{op}^w(a)u$ defined by
\[ \forall \xi \in \mathbb{R}^d, \quad (\operatorname{op}^w(a)u)(\xi) \overset{\text{def}}{=} (2\pi)^{-d} \int_{\mathbb{R}^{2d}} e^{i(\xi - \xi') \cdot \eta} a \left( \frac{\xi + \xi'}{2}, \eta \right) u(\xi') d\xi' d\eta. \]

The main interest of this quantization is that $\operatorname{op}^w(a)^* = \operatorname{op}^w(\overline{a})$.

Observe also that if $a(\xi, \eta) = \overline{a}(\xi)$, the operator $\operatorname{op}^w(a)$ is the operator of multiplication by the function $\overline{a}$ and if $a(\xi, \eta) = \overline{a}(\eta)$, the operator $\operatorname{op}^w(a)$ is the Fourier multiplier $\overline{a}(D)$. In particular one has $\operatorname{op}^w(\eta^j_k) = \left( \frac{1}{i} \partial \eta_k \right)^j$ for any $k \in \mathbb{N}$. 


Besides, for all symbols $a \in S(m_1, g)$ and $b \in S(m_2, g)$ where $m_1$ and $m_2$ are $g$-weights, we have the following composition formulas:

$$op^w(a) \circ op^w(b) = op^w(a \# b) \quad \text{with} \quad a \# b \in S(m_1m_2, g)$$

and

$$(a \# b)(\Theta) = \pi^{-2d} \int_{\mathbb{R}^{2d} \times \mathbb{R}^{2d}} e^{-2i\omega[\Theta - \Theta_1, \Theta - \Theta_2]} a(\Theta_1) b(\Theta_2) d\Theta_1 d\Theta_2.\quad (1.3.4)$$

The (non commutative) bilinear operator $\#$ is often referred to as the Moyal product.

This leads to an asymptotic formula

$$a \# b = ab + \frac{1}{2i} \{a, b\} + \cdots + r_N, \quad (1.3.5)$$

where $ab$ belongs to $S(m_1m_2, g)$ and $\frac{1}{2i} \{a, b\}$ belongs to $S(\Lambda^{-1}m_1m_2, g)$, recalling that $\{a, b\}$ is the usual Poisson bracket

$$\{a, b\} = \sum_{j=1}^d \left( \partial_{\eta_j} a \partial_{\xi_j} b - \partial_{\xi_j} a \partial_{\eta_j} b \right).$$

Finally for any integer $N$, the remainder $r_N$ belongs to $S(\Lambda^{-N}m_1m_2, g)$.

Let us mention that the operator $op^w(a)$ has a kernel $k(\xi, \xi')$ defined by

$$k(\xi, \xi') = (2\pi)^{-d} \int_{\mathbb{R}^d} e^{i(\xi - \xi') \cdot \eta} a \left( \frac{\xi + \xi'}{2}, \eta \right) d\eta \quad (1.3.6)$$

which is linked to its symbol through

$$a(\xi, \eta) = \int_{\mathbb{R}^d} e^{-i\xi' \cdot \eta} k \left( \xi + \frac{\xi'}{2}, \xi - \frac{\xi'}{2} \right) d\xi'. \quad (1.3.7)$$

**Remark 1.14.** — As pointed out in [62] (Chapter VI.7.A), the mapping $a \mapsto op^w(a)$ extends to an isomorphism from $S'(\mathbb{R}^{2d})$ to $L(S(\mathbb{R}^d); S'(\mathbb{R}^d))$. Such symbols may be called “generalized symbols”.

Let us also point out that a concept of Sobolev space $H(m, g)$ was introduced by R. Beals in [8]. We will use the following characterization of those spaces.

**Definition 1.15.** — Let $g$ and $m$ be respectively a Hörmander metric and a $g$-weight, in the sense of Definitions 1.12 and 1.13. We denote by $H(m, g)$ the set of all tempered distributions $u$ on $\mathbb{R}^d$ such that, for any $a \in S(m, g)$, we have $op^w(a)u \in L^2(\mathbb{R}^d)$. In particular $H(1, g) \equiv L^2(\mathbb{R}^d)$.

Note that the study of Sobolev spaces associated with a Hörmander metric $g$ and a $g$-weight has been developed in [8], [15], [16], [19] and [63] and in particular in [15], it was shown that these spaces are “almost independent” of the metric $g$. The Weyl quantization defined by (1.3.3) can be extended to an operator on $S'(\mathbb{R}^d)$ which acts on the Sobolev spaces $H(m, g)$ in the following way.
Proposition 1.16. — Let $g$ be a Hörmander metric, and let $m$ and $m_1$ be $g$-weights. There exists a constant $C$, depending only on the structural constants of Definitions 1.12 and 1.13, such that the following holds. Let $a$ be in $S(m_1, g)$. Then, there exist an integer $n$ and a constant $C$ such that for any $u$ in $H(m,g)$, we have

$$\|op^w(a)u\|_{H(m_1^{-1},g)} \leq C\|a\|_{n;S(m_1,g)}\|u\|_{H(m,g)}.$$ 

In particular, there exist an integer $n$ and a constant $C$ such that if $a \in S(1, g)$, then for any $u \in L^2(\mathbb{R}^d)$ one has

$$\|op^w(a)u\|_{L^2(\mathbb{R}^d)} \leq C\|a\|_{n;S(1,g)}\|u\|_{L^2(\mathbb{R}^d)}.$$ 

1.3.2. The case of the harmonic oscillator. — As pointed out in Section 1.1.2.2, it is natural to base the quantization of symbols on the Heisenberg group on the calculus related to the harmonic oscillator. In that case one is considering the metric defined by

$$(1.3.9) \quad \forall \Theta = (\xi, \eta) \in \mathbb{R}^{2d}, \quad g_\Theta(d\xi, d\eta) = \frac{d\xi^2 + d\eta^2}{1 + \xi^2 + \eta^2}$$

while the $g$-weight is

$$(1.3.10) \quad \forall \Theta = (\xi, \eta) \in \mathbb{R}^{2d}, \quad m(\Theta) \overset{\text{def}}{=} (1 + \xi^2 + \eta^2)^{1/2}.$$ 

It is an exercise to check that $g$ is a Hörmander metric in the sense of Definition 1.12, and that $m$ is a $g$-weight in the sense of Definition 1.13. This will in fact be performed in the proof of Proposition 1.21 below in a more general setting.

We will be interested in the class of symbols belonging to $S(m^\mu, g)$ for some real number $\mu$, where we notice that (1.3.2) can simply be written equivalently in the following way:

$$(1.3.11) \quad \|a\|_{n;S(m^\mu,g)} \overset{\text{def}}{=} \sup_{|\beta| \leq n, (\xi, \eta) \in \mathbb{R}^{2d}} (1 + \xi^2 + \eta^2)^{\frac{|\beta| - \mu}{2}} |\partial^{\beta}_{(\xi, \eta)} a(\xi, \eta)| < \infty.$$ 

Remark 1.17. — Let us note that the operator $\text{Id} - \Delta_\xi + \xi^2$ has for symbol $m^2$. As proved in [45], Chapter 4, for any $\mu \in \mathbb{R}$ there exists a function $m_{\mu} \in S(m^\mu, g)$ such that

$$2^\mu(\text{Id} - \Delta_\xi + \xi^2)^{\mu/2} = op^w(m_{\mu}).$$

We also refer to [11] in a more general context than the harmonic oscillator.

It can be useful to write the Weyl symbol of functions of the harmonic oscillator on $L^2(\mathbb{R}^d)$. The formula for such symbols is derived using Mehler’s formula (see [31] for instance)

$$(1.3.12) \quad e^{-t(\xi^2 - \Delta_\xi)} = (\text{ch } t)^{-d} op^w \left( e^{-((\xi^2 + \eta^2)th)} \right).$$

Unfortunately the symbol obtained is not a classical symbol, but a generalized one in the sense of Remark 1.14. More precisely, we have the following result, whose proof is postponed to Appendix B (see page 108).
Proposition 1.18. — Consider $R$ a smooth function satisfying a symbol estimate:

\begin{equation}
\exists \mu \in \mathbb{R}, \quad \forall n \in \mathbb{N}, \quad \exists C > 0, \quad \|(1 + |\cdot|)^{n-\mu} \partial^\alpha R\|_{L^\infty(\mathbb{R})} \leq C.
\end{equation}

Then one has formally

\[ R(\xi^2 - \Delta) = op^w(r(\xi^2 + \eta^2)) \]

where $r$ is smooth outside $x = 0$ and is given by the formula

\begin{equation}
\frac{1}{2\pi} \int_{\mathbb{R} \times \mathbb{R}} (\cos \tau)^{-d} e^{i(x \tau - \xi \tau)} R(\xi)d\tau dy.
\end{equation}

Besides $r$ satisfies the symbol estimates of the class $S(m^\mu, g)$, in the sense of (1.3.13).

Note that $r$ is not well defined at $x = 0$ in general. Actually we shall obtain in Appendix B a description of $r$ near zero.

One also has the inverse formula

\begin{equation}
\text{op}^w(r(y^2 + \eta^2)) = \frac{1}{2\pi} \int \tilde{r}(\tau) e^{i(y^2 - \Delta) \text{Arctg} \tau} (1 + \tau^2)^{-d/2} d\tau.
\end{equation}

This yields that the operator $J_\lambda^* \text{op}^w(r(y^2 + \eta^2)) J_\lambda$ is diagonal in the basis $(F_{\alpha,\lambda})_{\alpha \in \mathbb{N}^d}$ and thus commutes with operators of the form $\chi(D_\lambda)$ for all continuous bounded functions $\chi$, where $\chi(D_\lambda)$ is the operator

\begin{equation}
\chi(D_\lambda) F_{\alpha,\lambda} = \chi(4|\lambda|(2|\alpha| + d)) F_{\alpha,\lambda}.
\end{equation}

1.4. Main results: pseudodifferential operators on the Heisenberg group

In this section, motivated by the examples studied in the previous sections of this chapter, we shall give a definition of symbols, and pseudodifferential operators, on the Heisenberg group. Then we will state the main results proved in this paper concerning those operators.

1.4.1. Symbols. — Our approach inspired by the Euclidian strategy of R. Coifman and Y. Meyer [22] allows to consider symbols with limited regularity with respect the Heisenberg variable. Therefore, in what follows, we shall define a positive, noninteger real number $\rho$, which will measure the regularity assumed on the symbols (in the Heisenberg variable). This number $\rho$ is fixed from now on and we emphasize that the definitions below depend on $\rho$. We have chosen not to keep memory of this number on the notations for the sake of simplicity.

Definition 1.19. — A smooth function $a$ defined on $\mathbb{H}^d \times \mathbb{R}^* \times \mathbb{R}^{2d}$ is a symbol if there is a real number $\mu$ such that for all $n \in \mathbb{N}$, the following semi norm is finite:

\[ \|a\|_{n:S_{\mathbb{H}^d}(\mu)} \stackrel{\text{def}}{=} \sup_{|\beta| = 0} \sup_{\Theta \in \mathbb{R}^{2d}} |\lambda|^{-\mu} (1 + |\lambda| (1 + \Theta^2))^{\frac{|\beta| - \mu}{2}} \|a(\lambda)^k \partial^\beta \sigma(\lambda, \Theta)\|_{C^R(\mathbb{H}^d)}. \]

Besides, one additionally requires that the function

\begin{equation}
(w, \lambda, \xi, \eta) \mapsto \sigma(a)(w, \lambda, \xi, \eta) \stackrel{\text{def}}{=} a \left( w, \lambda, \text{sgn}(\lambda) \frac{\xi}{\sqrt{|\lambda|}}, \frac{\eta}{\sqrt{|\lambda|}} \right)
\end{equation}

is smooth close to $\lambda = 0$ for any $(w, \xi, \eta) \in \mathbb{H}^d \times \mathbb{R}^{2d}$. In that case we shall write $a \in S_{\mathbb{H}^d}(\mu)$. 

Remark 1.20. — The additional assumption (1.4.1) is necessary in order to guarantee that pseudodifferential operators associated with those symbols are continuous on $S(\mathbb{H}^d)$ (see Proposition 2.6). It is also required to obtain that the space of pseudodifferential operators is an algebra.

In the remainder of this section, we shall discuss two points of view. The first consists in considering the symbol $a \in S_{\mathbb{H}^d}(\mu)$ as a symbol on $\mathbb{R}^{2d}$ depending on the parameters $(w, \lambda)$ in $\mathbb{H}^d \times \mathbb{R}$ and belonging to a $\lambda$-dependent Hörmander class (see Proposition 1.21). The second point of view consists in emphasizing the function $\sigma(a)$ (see Proposition 1.23). Both points of view are in fact interesting, and both will be used in the following.

Let us first analyze the properties of $a \in S_{\mathbb{H}^d}(\mu)$ for a fixed $\lambda$. The following proposition is proved in Appendix B (see page 105).

**Proposition 1.21.** — The ($\lambda$-dependent) metric $g^{(\lambda)}$ defined by

$$
\forall \lambda \neq 0, \forall \Theta \in \mathbb{R}^{2d}, \quad g^{(\lambda)}(d\xi, d\eta) \overset{\text{def}}{=} \frac{|\lambda|(d\xi^2 + d\eta^2)}{1 + |\lambda|(1 + \Theta^2)}
$$

is a Hörmander metric in the sense of Definition 1.12, and the function

$$
m^{(\lambda)}(\Theta) \overset{\text{def}}{=} (1 + |\lambda|(1 + \Theta^2))^{1/2}
$$

is a $g^{(\lambda)}$-weight. Moreover the constants $C$ and $\mathcal{N}$ of Definitions 1.12 and 1.13 are independent of $\lambda$.

Finally if $a$ is a smooth function defined on $\mathbb{H}^d \times \mathbb{R}^s \times \mathbb{R}^{2d}$, then $a$ belongs to $S_{\mathbb{H}^d}(\mu)$ if and only if (1.4.1) defines a smooth function and for any $k \in \mathbb{N}$, the function $(\lambda \partial_\lambda)^k a$ is a symbol of order $\mu$ in the Weyl-Hörmander class defined by the metric $g^{(\lambda)}$ and the $g^{(\lambda)}$-weight $m^{(\lambda)}$, uniformly with respect to $\lambda$.

Proposition 1.21 has important consequences which are stated below. The first one will be used often in the sequel and states that the continuity constants of Weyl quantizations of symbols are independent of $\lambda$ and $w$.

**Corollary 1.22.** — Let $a$ be a symbol in $S_{\mathbb{H}^d}(\mu)$. Then for any $w \in \mathbb{H}^d$ and $\lambda \in \mathbb{R}^s$, the operator $\text{op}^w(a(w, \lambda))$ is continuous from $H(m, g^{(\lambda)})$ into $H(m(m^{(\lambda)})^{-\mu}, g^{(\lambda)})$ for any $g^{(\lambda)}$-weight $m$, and the constant of continuity is uniform with respect to $\lambda$ and $w$. In particular for $\mu = 0$, the operator $\text{op}^w(a(w, \lambda))$ maps $L^2(\mathbb{H}^d)$ into itself uniformly with respect to $w$ and $\lambda$.

The second consequence concerns the stability of our class of symbols with respect to the Moyal product (see (1.3.4)): if $a \in S_{\mathbb{H}^d}(\mu_1)$ and $b \in S_{\mathbb{H}^d}(\mu_2)$, then the functions $ab$ and $a \# b$ are symbols in the class $S_{\mathbb{H}^d}(\mu_1 + \mu_2)$. Besides, the asymptotic formula can be written

$$
a \# b = ab + \frac{|\lambda|}{2t} \sum_{j=1}^d \left( \frac{1}{\sqrt{|\lambda|}} \partial_{\eta_j} a \frac{1}{\sqrt{|\lambda|}} \partial_{\eta_j} b - \frac{1}{\sqrt{|\lambda|}} \partial_{\xi_j} a \frac{1}{\sqrt{|\lambda|}} \partial_{\xi_j} b \right) + \cdots
$$
Let us also point out that if \( a \) belongs to \( S_{\mathbb{R}^d}(\mu) \), then for any \( j \in \{1, \ldots, d\} \) the functions \( \frac{1}{\sqrt{|\lambda|}} \partial_{\xi_j} a \) and \( \frac{1}{\sqrt{|\lambda|}} \partial_{\eta_j} a \) belong to \( S_{2\mathbb{R}^d}(\mu - 1) \).

Let us now mention a property of the function \( \sigma(a) \) defined in (1.4.1). The following proposition, which is proved in Appendix B (see page 107), will be useful in the proofs of Chapter 3.

**Proposition 1.23.** — A function \( a \) belongs to \( S_{\mathbb{R}^d}(\mu) \) if and only if \( \sigma(a) \in C^\infty(\mathbb{H}^d \times \mathbb{R}^{2d+1}) \) satisfies: for all \( k, n \in \mathbb{N} \), there exists a constant \( C_{n,k} > 0 \) such that for any \( \beta \in \mathbb{N}^d \) satisfying \( |\beta| \leq n \), and for all \( (w, \lambda, y, \eta) \in \mathbb{H}^d \times \mathbb{R}^{2d+1} \),

\[
\left\| \partial^k_\lambda \partial^\beta_{(\xi,\eta)} (\sigma(a)) \right\|_{C^0(\mathbb{H}^d)} \leq C_{n,k} \left( 1 + |\lambda| + \xi^2 + \eta^2 \right)^{\frac{n-|\beta|}{2}} (1 + |\lambda|)^{-k}.
\]

1.4.2. Operators. — We define pseudodifferential operators as follows.

**Definition 1.24.** — To a symbol \( a \) of order \( \mu \) in the sense of Definition 1.19, we associate the pseudodifferential operator on \( \mathbb{H}^d \) defined in the following way: for any \( f \in S(\mathbb{H}^d) \),

\[
\forall w \in \mathbb{H}^d, \quad \text{Op}(a)f(w) \overset{\text{def}}{=} \frac{2^{d-1}}{\pi^{d+1}} \int_{\mathbb{R}} \text{tr} \left( u_{w-1}^{\lambda} \mathcal{F}(f)(\lambda) A_\lambda(w) \right) |\lambda|^d d\lambda,
\]

where

\[
A_\lambda(w) \overset{\text{def}}{=} J_\lambda^* \text{op}^{w}(a(w, \lambda, \xi, \eta)) J_\lambda \quad \text{if} \quad \lambda \neq 0.
\]

while \( J_\lambda \) is defined in (1.2.36), page 22.

Examples of pseudodifferential operators are provided in Section 2.1 of Chapter 2.

Observe that the operator \( \text{Op}(a) \) has a kernel

\[
k_a(w, w') = \frac{2^{d-1}}{\pi^{d+1}} \int_{-\infty}^{\infty} \text{tr} \left( u_{w-1}^{\lambda} A_\lambda(w) \right) |\lambda|^d d\lambda
\]

since by definition of the Fourier transform, one can write

\[
\text{Op}(a)f(w) = \int_{\mathbb{H}^d} k_a(w, w') f(w') dw'.
\]

We shall prove in Chapter 2 an integral formula giving an expression of the kernel in terms of the function \( \sigma(a) \) defined in (1.4.1): see Proposition 2.4 page 36.

Let us denote by \( m_\mu^{(\lambda)} \) the function

\[
m_\mu^{(\lambda)}(\xi, \eta) \overset{\text{def}}{=} m_\mu(\sqrt{|\lambda|} \xi, \sqrt{|\lambda|} \eta),
\]

where \( m_\mu \) is defined in Remark 1.17, page 26.

Then we note that if \( a \) is a symbol of order \( \mu \), then the operators

\[
A_\lambda(\text{Id} + D_\lambda)^{-\mu/2} = J_\lambda^* \text{op}^{w}(a(w, \lambda) \# m_\mu^{(\lambda)}) J_\lambda \quad \text{and}
\]

\[
(\text{Id} + D_\lambda)^{-\mu/2} A_\lambda = J_\lambda^* \text{op}^{w}(m_\mu^{(\lambda)} \# a(w, \lambda)) J_\lambda
\]
are uniformly bounded on $\mathcal{H}_\lambda$ (see Corollary 1.22, page 28). More precisely we have, for some integer $n$,

$$(1.4.8) \quad \|A_\lambda (\text{Id} + D_\lambda)^{-\mu/2}\|_{L(\mathcal{H}_\lambda)} + \|((\text{Id} + D_\lambda)^{-\mu/2} A_\lambda\|_{L(\mathcal{H}_\lambda)} \leq C_n \|a\|_{n;\mathcal{S}_{\mathbb{H}^d}(\mu)}.$$  

1.4.3. Statement of the results. — Let us first state a result concerning the action of pseudodifferential operators on the Schwartz class. This theorem is proved in Chapter 2.

**Theorem 3.** — If $a$ is a symbol in $\mathcal{S}_{\mathbb{H}^d}(\mu)$ with $\rho = +\infty$, then Op$(a)$ maps continuously $\mathcal{S}(\mathbb{H}^d)$ into itself.

Notice that Theorem 3 allows to consider the composition of pseudodifferential operators, as well as their adjoint operators. The following result therefore considers the adjoint and the composition of such operators. It is proved in Chapter 3.

**Theorem 4.** — Consider Op$(a)$ and Op$(b)$ two pseudodifferential operators on the Heisenberg group of order $\mu$ and $\nu$ respectively.

- If $\rho > 2(2d+1)+|\mu|$, then the operator Op$(a)^*$ is a pseudodifferential operator of order $\mu$ on the Heisenberg group. We denote by $a^*$ its symbol, which is given by (3.1.2).
- If $\rho > 2(2d+1)+|\mu|+|\nu|$, then the operator Op$(a) \circ\text{Op}(b)$ is a pseudodifferential operator of order less or equal to $\mu + \nu$. We denote by $a\#_b$ its symbol.

We have the following asymptotic formulas for $\lambda \in \mathbb{R}^*$,

$$a^* = \overline{a} + \frac{1}{2\sqrt{|\lambda|}} \sum_{1 \leq j \leq d} (\{Z_j \overline{a}, \eta_j + i\xi_j\} + \{\overline{Z}_j \overline{a}, \eta_j - i\xi_j\}) + r_1$$

$$(1.4.10) \quad a\#_b = b\# a + \frac{1}{2\sqrt{|\lambda|}} \sum_{1 \leq j \leq d} (Z_j b \# (\{a, \eta_j + i\xi_j\}) + \overline{Z}_j b \# (\{a, \eta_j - i\xi_j\})) + r_2$$

where $r_1$ (resp. $r_2$) depends only on $Z^\alpha a$ (resp. $Z^\alpha b$) for $|\alpha| \geq 2$.

The interested reader can find precise formulas for $a^*$ and $a\#_b$ respectively in (3.1.3) and (3.3.3).

The first term appearing in the asymptotic formula for $a\#_b$ is not $a\# b$ as could be expected: this is due to the fact that in Definition (1.4.3) the Fourier transform is composed on the right.

Note that the asymptotic formulas only make sense when the semi norms $\|\cdot\|_{n;\mathcal{S}_{\mathbb{H}^d}(\mu)}$ are finite for $\rho > 0$ large enough. Let us also emphasize that due to (1.4.10), the pseudodifferential operator $[\text{Op}(a), \text{Op}(b)]$ is of order $\mu + \nu$. Actually the same phenomenon occurs when Op$(a)$ and Op$(b)$ are differential operators: there is no gain in the order of the commutators.

It is also important to point out that the asymptotics of (1.4.9) (respectively of (1.4.10)) can be pushed to higher order, as shown in Section 3.4 of Chapter 3. We will discuss in that section in which sense the formula are asymptotic. In fact, in the case where Op$(a)$ is a differential operator, one obtains a complete description in (1.4.9) and in (1.4.10) since the asymptotic series are in fact finite.
Finally, we point out that even if \( a \) is real valued, \( a^* \) is generally different from \( a \).

The final result of this paper concerns the action of pseudodifferential operators on Sobolev spaces.

**Theorem 5.** Let \( \mu \) be a real number, and \( \rho > 2(2d + 1) \) be a noninteger real number. Consider a symbol \( a \) in \( S_{2\mathbb{H}^d}(\mu) \) in the sense of Definition 1.19. Then the operator \( \text{Op}(a) \) is bounded from \( H^s(\mathbb{H}^d) \) into \( H^{s-\mu}(\mathbb{H}^d) \), for any real number \( s \) such that \( |s - \mu| < \rho \). More precisely there exists \( n \in \mathbb{N} \) such that

\[
\| \text{Op}(a) \|_{L(H^s(\mathbb{H}^d), H^{s-\mu}(\mathbb{H}^d))} \leq C_n \| a \|_{n; S_{2\mathbb{H}^d}(\mu)}.
\]

If \( \rho > 0 \), then the result holds for \( 0 < s - \mu < \rho \).

**Remark 1.25.** The weaker result for small values of \( \rho \) is due to the fact that the adjoint of a pseudodifferential operator is also a pseudodifferential operator is only known to be true under the assumption that \( \rho \) is large enough. A way of overcoming this difficulty would be to have a quantification, stable by adjonction (of the type of the Weyl quantization in the Euclidean space). Unfortunately, the non commutativity of the Heisenberg group seems to make such a quantization difficult to define.

Theorem 5 is proved in Chapter 5. The idea of the proof consists, as in the classical case, in decomposing the symbol into a series of reduced symbols. The new difficulty here compared to the classical case is that an additionnal microlocalization, in the \( \lambda \) direction, is necessary in order to conclude. This requires significantly more work, as paradifferential-type techniques have to be introduced in order to ensure the convergence of the truncated series (see for instance Proposition 4.15, page 77).
CHAPTER 2

FUNDAMENTAL PROPERTIES OF PSEUDODIFFERENTIAL OPERATORS

The main part of this chapter is devoted to the proof a number of important properties concerning pseudodifferential operators on $\mathbb{H}^d$ defined in Definition 1.24 page 29, which will be crucial in the proof of the main results of this paper. Before stating those properties, we first present several elementary examples of pseudodifferential operators, and analyze their action on Sobolev spaces. Then, we study the action of pseudodifferential operators on the Schwartz space, and prove Theorem 3 stated in the introduction.

2.1. Examples of pseudodifferential operators

Let us give some examples of pseudodifferential operators and their associate symbols. In this section and more generally in this article we will make constant use of functional calculus.

2.1.1. Multiplication operators. — It is easy to see that if $b$ is a smooth function on $\mathbb{H}^d$, then $\text{Op}(b)$ is the multiplication operator by $b(w)$ and clearly maps $H^s(\mathbb{H}^d)$ into itself provided that there exists $\rho > |s|$ and a constant $C$ such that $\|b\|_C \rho \leq C$.

2.1.2. Generalized multiplication operators. — Consider $b(w, \lambda)$ a $C^\rho(\mathbb{H}^d)$ real-valued function depending smoothly on $\lambda$ so that for some $C \geq 0$,

$$\sup_{\lambda} \|b(\cdot, \lambda)\|_{C^\rho(\mathbb{H}^d)} \leq C.$$  

If $b$ is rapidly decreasing in $\lambda$ in the sense that

$$\forall k \in \mathbb{N}, \sup_{\lambda \in \mathbb{R}} \|(1 + |\lambda|)^k \partial_\lambda^k b(\cdot, \lambda)\|_{C^\rho(\mathbb{H}^d)} < \infty,$$

then $b$ is a symbol of order 0 and the operator $\text{op}^w(b(w, \lambda))$ is the operator of multiplication by the constant $b(w, \lambda)$, which does not depend on $(y, \eta)$. Therefore, $A_\lambda(w) = b(w, \lambda)$ is a uniformly bounded operator of $\mathcal{H}_\lambda$. Moreover, if $f \in L^2(\mathbb{H}^d)$ then $\{\mathcal{F}(f)(\lambda) \circ A_\lambda(w)\}_{\lambda} \in \mathcal{A}$ (as defined in Theorem 1, page 18), then

$$\|\mathcal{F}(f)(\lambda) \circ A_\lambda(w)\|_{HS(\mathcal{H}_\lambda)} = |b(w, \lambda)| \|\mathcal{F}(f)(\lambda)\|_{HS(\mathcal{H}_\lambda)} \leq C \|\mathcal{F}(f)(\lambda)\|_{HS(\mathcal{H}_\lambda)},$$

which implies that

$$\|\text{Op}(b)f\|_{L^2(\mathbb{H}^d)} \leq C \|f\|_{L^2(\mathbb{H}^d)}.$$
Observe that if $1 \leq j \leq d$ and all $j \in \{1, \ldots, d\}$, we have by Lemma A.3,
\[
\mathcal{F}\left(Z_j^m (\text{Op}(b)f)\right)(\lambda) = \mathcal{F}(\text{Op}(b)f)(\lambda) \circ (Q_j^\lambda)^m
\]
\[
= b(w, \lambda) \mathcal{F}\left((-\Delta_{\mathbb{H}^d})^{m/2}f\right)(\lambda) \circ D_{\lambda}^{-m/2} \circ (Q_j^\lambda)^m
\]
with $D_{\lambda}^{-m/2} \circ (Q_j^\lambda)^m$ uniformly bounded on $\mathcal{H}_\lambda$. A similar fact occurs for $\overline{Z}_j$. This computation shows that Theorem 5 is easily proved for all $s$, by interpolation and duality. More precisely, there exists a constant $C$ such that
\[
\|\text{Op}(b)f\|_{H^s(\mathbb{H}^d)} \leq C \|f\|_{H^s(\mathbb{H}^d)}.
\]

### 2.1.3. Differentiation operators.

Let us prove the following result, which provides the symbols of the family of left-invariant vector fields.

**Proposition 2.1.** — We have for $1 \leq j \leq d$ and $\mu \in \mathbb{R}$,
\[
\frac{1}{i} Z_j = \text{Op}\left(\sqrt{|\lambda|}(\eta_j + i \text{sgn}(\lambda) \xi_j)\right), \quad \frac{1}{i} \overline{Z}_j = \text{Op}\left(\sqrt{|\lambda|}(\eta_j - i \text{sgn}(\lambda) \xi_j)\right),
\]
\[
X_j = \text{Op}(2i \text{sgn}(\lambda) \sqrt{|\lambda|} \eta_j), \quad Y_j = -\text{Op}(2i \sqrt{|\lambda|} \xi_j),
\]
\[
S = \text{Op}(i\lambda), \quad -\Delta_{\mathbb{H}^d} = 4 \text{Op}\left(|\lambda|^2 + \xi^2\right),
\]
\[
(\text{Id} - \Delta_{\mathbb{H}^d})^{\mu/2} = \text{Op}(m_\mu^{(\lambda)}(\xi, \eta)).
\]

In particular $Z_j$, $\overline{Z}_j$, $X_j$ and $Y_j$ are pseudodifferential operators of order 1, while $S$ and $\Delta_{\mathbb{H}^d}$ are of order 2 and $(\text{Id} - \Delta_{\mathbb{H}^d})^\mu$ is of order $2\mu$.

Observe that if $\frac{1}{i} Z_j = \text{Op}(d_j)$, $\frac{1}{i} \overline{Z}_j = \text{Op}(\overline{d}_j)$, we have using the map $\sigma$ defined in (1.4.1) page 27,
\[
\sigma(d_j)(\xi, \eta) = \eta_j + i \xi_j \quad \text{and} \quad \sigma(\overline{d}_j)(\xi, \eta) = \overline{\sigma(d_j)}(\xi, \eta) = \eta_j - i \xi_j.
\]

**Proof.** — We perform the proof for $Z_j$. For $\lambda > 0$, we have from (1.2.37) along with Lemma A.3 stated page 101,
\[
\mathcal{F}\left(\frac{1}{i} Z_j f\right)(\lambda) = \frac{1}{i} \mathcal{F}(f)(\lambda) \circ Q_j^\lambda
\]
\[
= \mathcal{F}(f)(\lambda) \circ J_{\lambda}^* \sqrt{|\lambda|}\left(\frac{1}{i} \partial_{\xi_j} - \frac{1}{i} \xi_j\right) J_{\lambda}
\]
\[
= \mathcal{F}(f)(\lambda) \circ J_{\lambda}^* \text{Op}^w(\sqrt{|\lambda|}(\eta_j + i \xi_j)) J_{\lambda}.
\]

On the other hand, for $\lambda < 0$,
\[
\mathcal{F}\left(\frac{1}{i} Z_j f\right)(\lambda) = \mathcal{F}(f)(\lambda) \circ J_{\lambda}^* \sqrt{|\lambda|}\left(\frac{1}{i} \partial_{\xi_j} + \frac{1}{i} \xi_j\right) J_{\lambda}
\]
\[
= \mathcal{F}(f)(\lambda) \circ J_{\lambda}^* \text{Op}^w(\sqrt{|\lambda|}(\eta_j - i \xi_j)) J_{\lambda}.
\]

The other cases are treated similarly, except for the operators $(\text{Id} - \Delta_{\mathbb{H}^d})^\mu$, for which we refer to Remark 1.17, page 26. This concludes the proof of Proposition 2.1. \(\square\)
2.1.4. Fourier multipliers. — A Fourier multiplier is an operator $K$ acting on $S(\mathbb{H}^d)$ such that

$$\mathcal{F}(Kf)(\lambda) = \mathcal{F}(f)(\lambda) \circ U_K(\lambda)$$

for some operator $U_K(\lambda)$ on $\mathcal{H}_\lambda$.

For instance, the differentiation operators $Z_j$ and $\overline{Z}_j$ are Fourier multipliers, and $U_K(\lambda)$ is respectively equal to $Q_j^\lambda$ and $\overline{Q}_j^\lambda$ as given in formulas (1.2.25) and (1.2.26) page 19. Similarly, the Laplacian $-\Delta_{\mathbb{H}^d}$ is a Fourier multiplier, with $U_K(\lambda) = D_\lambda$ according to (1.2.29).

Another class of Fourier multipliers which are also pseudodifferential operators, is built with functions $b$ in $S(m^\mu, g)$ with $\mu \geq 0$ in the following way.

**Proposition 2.2.** — If $a(w, \lambda, \xi, \eta) = b\left(\text{sgn}(\lambda)\sqrt{\lvert \lambda \rvert \xi, \sqrt{\lvert \lambda \rvert} \eta}\right)$ with $b \in S(m^\mu, g)$ and $\mu \geq 0$, then $a$ belongs to $S_{\mathbb{H}^d}(\mu)$, and the operator $\text{Op}(a)$ is a Fourier multiplier. Moreover,

$$(2.1.1) \quad \forall u \in H^s(\mathbb{H}^d), \quad \|\text{Op}(a)u\|_{H^{s-\mu}(\mathbb{H}^d)} \leq C \|b\|_{S(m^\mu, g)} \|u\|_{H^s(\mathbb{H}^d)}.$$  

Finally $\sigma(a) = b$ as given in Definition 1.19.

**Proof.** — The fact that $a$ belongs to $S_{\mathbb{H}^d}(\mu)$ and that the operator $\text{Op}(a)$ is a Fourier multiplier are straightforward. Now let us prove (2.1.1). We have

$$\text{Op}(a)u(w) = \frac{2^d-1}{\pi^{d+1}} \int_{\mathbb{R}} \text{tr}(u_w^\lambda \mathcal{F}(u)(\lambda) A_\lambda) \; |\lambda|^d \, d\lambda,$$

with $A_\lambda = J_\lambda^* \text{op}^w(a) J_\lambda$.

In view of the Plancherel formula (1.2.21) recalled page 19, to estimate the $H^{s-\mu}$-norm of $\text{Op}(a)u$, we evaluate the Hilbert-Schmidt norm of $\mathcal{F} \left( (\text{Id} - \Delta_{\mathbb{H}^d})^{\frac{s-\mu}{2}} \text{Op}(a)u \right)(\lambda)$. We have

$$\mathcal{F} \left( (\text{Id} - \Delta_{\mathbb{H}^d})^{\frac{s-\mu}{2}} \text{Op}(a)u \right)(\lambda) = \mathcal{F}(u)(\lambda) A_\lambda (\text{Id} + D_\lambda)^{\frac{s-\mu}{2}}$$

$$= \mathcal{F} \left( (\text{Id} - \Delta_{\mathbb{H}^d})^{\frac{s}{2}} u \right)(\lambda) (\text{Id} + D_\lambda)^{-\frac{s}{2}} A_\lambda (\text{Id} + D_\lambda)^{-\frac{s-\mu}{2}}.$$

In light of (1.4.8) page 30, the operators $(\text{Id} + D_\lambda)^{-\frac{s}{2}} A_\lambda (\text{Id} + D_\lambda)^{\frac{s-\mu}{2}}$ are uniformly bounded on $L(\mathcal{H}_\lambda)$ by $C \|b\|_{S(m^\mu, g)}$ which ends the proof of the estimate thanks to property (1.2.19), recalled page 18. This ends the proof of Proposition 2.2.

More generally, a pseudodifferential operator which is a Fourier multiplier has a symbol which does not depend on $w$. For this reason, Theorem 4 is easy to prove in that case.

**Proposition 2.3.** — Consider $a$ and $b$ two symbols of $S_{\mathbb{H}^d}(\mu)$ which do not depend on the variable $w$. Then $\text{Op}(a)^* = \text{Op}(\overline{a})$ and $\text{Op}(a) \circ \text{Op}(b) = \text{Op}(b \# a)$.

**Proof.** — By the Plancherel formula,

$$(\text{Op}(a)f, g) = \frac{2^d-1}{\pi^{d+1}} \int_{\mathbb{R}} \text{tr} \left( (\mathcal{F}(g)(\lambda))^* \mathcal{F}(f)(\lambda) A_\lambda \right) |\lambda|^d \, d\lambda$$

with $A_\lambda = J_\lambda^* \text{op}^w(a(\lambda)) J_\lambda$. Therefore,

$$\mathcal{F}(\text{Op}(a)^* g)(\lambda) = \mathcal{F}(g)(\lambda) A_\lambda^*.$$
The fact that $A^*_\lambda = J^*_\lambda \text{op}^w(\overline{\sigma(\lambda)}, J_\lambda$ gives the first part of the proposition.

Let us now consider $\text{Op}(a) \circ \text{Op}(b)$. We have

$$\mathcal{F}(\text{Op}(a) \circ \text{Op}(b)f)(\lambda) = \mathcal{F}(f)(\lambda) \circ B_\lambda \circ A_\lambda$$

with $B_\lambda = J^*_\lambda \text{op}^w(b(\lambda))J_\lambda$. The fact that $\text{op}^w(b) \circ \text{op}^w(a) = \text{op}^w(b \# a)$ finishes the proof. \hfill \Box

2.2. The link between the kernel and the symbol of a pseudodifferential operator

The kernel of a pseudodifferential operator on the Heisenberg group is given by (1.4.5) page 29. The following proposition provides an integral formula for the kernel of a pseudodifferential operator, as well as a formula enabling one to recover the symbol of an operator, from its kernel.

Proposition 2.4. — The kernel of the pseudodifferential operator $\text{Op}(a)$ is given by

$$k(w, w') = \frac{1}{2\pi^{2d+1}} \int e^{2i\lambda(x-y-x')} \sigma(a)(w, \lambda, \xi, \zeta)\lambda(x-y-x') d\lambda d\xi d\zeta,$$

where $\sigma(a)$ is defined in (1.4.1), page 27.

Conversely, one recovers the symbol $a$ through the formula

$$(2.2.1) \quad \sigma(a)(w, \lambda, \xi, \eta) = \int_{\mathbb{R}^d} e^{2i(y\cdot\xi-x\cdot\eta)} k(w, w(\lambda^{-1})) d\xi' d\eta'.$$

Before proving the proposition, we notice that it allows to obtain directly the symbol of a pseudodifferential operator if one knows its kernel: the following corollary is obtained simply by using Proposition 2.4 and Relation (1.4.1) between $a$ and $\sigma(a)$.

Corollary 2.5. — Let $Q$ be an operator on $\mathbb{H}_d$ of kernel $k(w, w')$ such that for some $\mu \in \mathbb{R}$, the function defined for $(w, \lambda, \xi, \eta) \in \mathbb{H}_d \times \mathbb{R}^d$ by

$$(2.2.2) \quad a(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \int_{\mathbb{R}^d} e^{2i|\lambda| (\text{sgn}(\lambda)y\cdot\xi-x\cdot\eta)} k(w, w(\lambda^{-1})) d\xi' d\eta'$$

belongs to $S_{\mathbb{R}^d}(\mu)$. Then $Q = \text{Op}(a)$.

Proof of Proposition 2.4. — Let us start by recalling (1.4.5), which states that

$$k(w, w') = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u^{\lambda}_{w^{-1}w} J^*_\lambda \text{op}^w(a(w, \lambda)) J_\lambda \right) |\lambda|^d d\lambda.$$

Note that everywhere in the proof, integrals are to be understood as oscillatory integrals.

The Bargmann representation $u^\lambda_w$, and the Schrödinger representation $v^\lambda_w$ are linked by the intertwining formula $u^\lambda_w = K^*_\lambda v^\lambda_w K_\lambda$, so using the operator $T_\lambda = J_\lambda K^*_\lambda$ we have

$$k(w, w') = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( v^{\lambda}_{w^{-1}w} T^*_\lambda \text{op}^w(a(w, \lambda)) T_\lambda \right) |\lambda|^d d\lambda.$$

By rescaling it is easy to see that

$$(2.2.3) \quad T^*_\lambda \text{op}^w(a(w, \lambda)) T_\lambda = \text{op}^w \left( a \left( w, \lambda, \sqrt{\lambda} \cdot \begin{pmatrix} \cdot \\ \sqrt{\lambda} \end{pmatrix} \right) \right),$$
so we get

\begin{equation}
(2.2.4)
  k(w, w') = \frac{2d-1}{\pi^{d+1}} \int \text{tr} \left( v_{w^{-1}w'}^\lambda \text{op}^w \left( a \left( w, \lambda, \sqrt{|\lambda|}, \frac{\xi}{\sqrt{|\lambda|}} \right) \right) \right) |\lambda|^d d\lambda.
\end{equation}

In order to compute the trace of the operator \( v_{w^{-1}w'}^\lambda \text{op}^w \left( a \left( w, \lambda, \sqrt{|\lambda|}, \frac{\xi}{\sqrt{|\lambda|}} \right) \right) \), we shall start by finding its kernel \( \theta(\xi, \xi') \), and then use the formula (1.2.18) page 18, giving the trace of an operator in terms of its kernel.

So let us first compute \( \theta(\xi, \xi') \), which we recall is defined by

\[ \theta(\xi, \xi') = \frac{2}{\pi^d} \int \text{op}^w \left( a \left( w, \lambda, \sqrt{|\lambda|}, \frac{\xi}{\sqrt{|\lambda|}} \right) \right) f(\xi') d\xi'. \]

We also recall that \( \text{op}^w \left( a \left( w, \lambda, \sqrt{|\lambda|}, \frac{\xi}{\sqrt{|\lambda|}} \right) \right) f(\xi) = \int A(\xi, \xi') f(\xi') d\xi', \)

where as stated in (1.3.6) page 25,

\[ A(\xi, \xi') = (2\pi)^{-d} \int e^{i(\xi - \xi') \cdot \Xi} a \left( w, \lambda, \sqrt{|\lambda|} \left( \frac{\xi + \xi'}{2}, \frac{\Xi}{\sqrt{|\lambda|}} \right) \right) d\Xi. \]

Finally using Formula (1.2.33) page 22 defining \( v_{w^{-1}w'}^\lambda \), we get

\[ \theta(\xi, \xi') = (2\pi)^{-d} e^{i(\xi - \xi') \cdot \Xi} a \left( w, \lambda, \sqrt{|\lambda|} \left( \frac{\xi - \xi'}{2}, \frac{\Xi}{\sqrt{|\lambda|}} \right) \right) e^{i(\xi - \xi') \cdot \Xi} d\Xi, \]

where \( w \overset{\text{def}}{=} w^{-1} w' \). Using the relation (1.2.17) given page 18 between the trace and the kernel of an operator and (2.2.4) above, we infer that

\[ k(w, w') = \frac{1}{2\pi^{2d+1}} \int e^{i\lambda(\xi - \xi') \cdot \Xi} a \left( w, \lambda, \sqrt{|\lambda|} \left( \xi - \xi', \frac{\Xi}{\sqrt{|\lambda|}} \right) \right) d\lambda d\Xi d\xi. \]

where we have performed the change of variables \( \xi - \xi' = \frac{z}{|\lambda|} \text{sgn}(\lambda), \) and \( \Xi = \zeta \).

To end the proof of the proposition, one just needs to notice that

\[ k(w, w(w')^{-1}) = \frac{1}{2\pi^{2d+1}} \int e^{-i\lambda s' - 2i\gamma' \cdot z + 2ix' \cdot \zeta} a(w, \lambda, z, \zeta) dz d\zeta d\lambda \]

and to apply an inverse Fourier transform (in the Euclidean space). \(\square\)
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2.3. Action on the Schwartz class

The aim of this section is to prove Theorem 3, stating that if \( a \) belongs to \( S(\mathbb{H}^d(\mu)) \) and \( \rho = +\infty \), then \( \text{Op}(a) \) maps continuously \( S(\mathbb{H}^d) \) into \( S(\mathbb{H}^d) \).

Before entering the proof of that result, let us point out that the smoothness condition (1.4.1) (see page 27) is necessary in order for \( \text{Op}(a) \) to act on \( S(\mathbb{H}^d) \). A counterexample is provided in the proof of the next statement. Actually one can define \( \text{Op}(a) \) without that condition, and typically the counterexample provided below provides an operator which is continuous on all Sobolev spaces.

**Proposition 2.6.** — Let \( \mu \) be an odd integer. There is a function \( a \) such that \( \|a\|_{n;S(\mathbb{H}^d(\mu))} \) is finite for all integers \( n \), and such that the operator \( \text{Op}(a) \) is not continuous over \( S(\mathbb{H}^d) \).

**Proof.** — Let us define \( \mu = 2k+1 \) and the function \( a(w,\lambda,\xi,\eta) = A(\lambda) \), where \( A(\lambda) = |\lambda|^{k+\frac{1}{2}} \).

Let \( f \) be defined by

\[
F(f)(\lambda)F_{0,\lambda} = \phi(\lambda)F_{0,\lambda}, \quad F(f)(\lambda)F_{\alpha,\lambda} = 0 \quad \forall \alpha \neq 0,
\]

where \( \phi \) is a nonnegative, smooth, compactly supported function such that \( \phi(0) = 1 \). An easy computation shows that \( f \in S(\mathbb{H}^d) \). Indeed writing

\[
f(w) = \frac{q^d-1}{\pi^d+1} \int \text{tr} \left( u_{w^{-1}}^\lambda F(f)(\lambda) \right) |\lambda|^d \, d\lambda
\]

and using the definition of the Fourier transform of \( f \) given above, a simple computation shows that for some constant \( C \),

\[
f(w) = C \int e^{-i\lambda \phi(\lambda)e^{-|\lambda||z|^2}} \left( \int e^{-2|\lambda||\xi|^2} \, d\xi \right) |\lambda|^{2d} \, d\lambda
\]

which gives the result since \( \phi \) is smooth and compactly supported. Now let us consider \( \text{Op}(a)f \). A similar computation shows that if \( N \) is any integer, then for some fixed constants \( C' \) and \( C'' \) one has

\[
s^N \text{Op}(a)f(w) = C' \int s^N e^{-i\lambda \phi(\lambda)e^{-|\lambda||z|^2}} |\lambda|^d \, d\lambda
\]

\[
= C'' \int e^{-i\lambda \phi(\lambda)|\lambda|^d A(\lambda)e^{-|\lambda||z|^2}} \, d\lambda.
\]

For any fixed \( z \), this is the (real) Fourier transform at the point \( s \) of the function

\[
\lambda \mapsto \partial_N^\lambda (\phi(\lambda)|\lambda|^d A(\lambda)e^{-|\lambda||z|^2}).
\]

Let us evaluate this integral at the point \( z = 0 \). Taking \( N \) large enough, the result is clearly not bounded in \( s \). \( \square \)

**Proof of Theorem 3.** — Consider \( f \in S(\mathbb{H}^d) \), and let us start by proving that \( \text{Op}(a)f \) belongs to \( L^\infty(\mathbb{H}^d) \). By definition of \( \text{Op}(a) \), we need to find a constant \( C_0 \) such that for all \( w \in \mathbb{H}^d \),

\[
\left( \int \text{tr} \left( u_{w^{-1}}^\lambda F(f)(\lambda)A(\lambda) \right) |\lambda|^d \, d\lambda \right) < C_0.
\]
Consider $\chi$ a frequency cut-off function defined by $\chi(r) = 1$ for $|r| \leq 1$ and $\chi(r) = 0$ for $|r| > 2$. We write
\[
\int \text{tr} \left( u_{w^{-1}}^{\lambda} \mathcal{F}(f)(\lambda)A_{\lambda}(w) \right) |\lambda|^d d\lambda = I_1 + I_2
\]
where
\[
I_1 \overset{\text{def}}{=} \int \text{tr} \left( u_{w^{-1}}^{\lambda} \mathcal{F}(f)(\lambda)\chi(D_{\lambda})A_{\lambda}(w) \right) |\lambda|^d d\lambda
\]
and we deal separately with each part.

Let us first observe that for any $k \in \mathbb{N}$ and by Remark 1.7 stated page 19, we have
\[
|I_1| \leq \left( \int \|u_{w^{-1}}^{\lambda} \mathcal{F}(f)(\lambda)(\text{Id} + D_{\lambda})^k\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda \right)^{\frac{1}{2}}
\]
(2.3.2)
\[
\times \left( \int \|(\text{Id} + D_{\lambda})^{-k}\chi(D_{\lambda})A_{\lambda}(w)\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda \right)^{\frac{1}{2}}.
\]

Besides, using (1.2.19) page 18, there exists a constant $C$ such that
\[
\|u_{w^{-1}}^{\lambda} \mathcal{F}(f)(\lambda)(\text{Id} + D_{\lambda})^k\|_{HS(H_{\lambda})} \leq C \|\mathcal{F}(f)(\lambda)(\text{Id} + D_{\lambda})^k\|_{HS(H_{\lambda})},
\]
and
\[
\|(\text{Id} + D_{\lambda})^{-k}\chi(D_{\lambda})A_{\lambda}(w)\|_{HS(H_{\lambda})} \leq \|(\text{Id} + D_{\lambda})^{-\frac{d-1}{2}}A_{\lambda}(w)\|_{L^2(H_{\lambda})} \|(\text{Id} + D_{\lambda})^{-\frac{d-k}{2}}\chi(D_{\lambda})\|_{HS(H_{\lambda})}
\]
\[
\leq C \|(\text{Id} + D_{\lambda})^{-\frac{d-k}{2}}\chi(D_{\lambda})\|_{HS(H_{\lambda})}
\]
We then observe that on the one hand
\[
\mathcal{F}(f)(\lambda)(\text{Id} + D_{\lambda})^k = \mathcal{F}((\text{Id} - \Delta_{2^d})^k f)(\lambda)
\]
so that by the Plancherel formula
\[
\frac{2^{d-1}}{\pi^{d+1}} \int \|\mathcal{F}(f)(\lambda)(\text{Id} + D_{\lambda})^k\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda = \|(\text{Id} - \Delta_{2^d})^k f\|_{L^2(\mathbb{R}^d)}^2.
\]
On the other hand
\[
\int \|(\text{Id} + D_{\lambda})^{\frac{d}{2}-k}\chi(D_{\lambda})\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda = \sum_{\alpha \in \mathbb{N}^d} \int \|(\text{Id} + D_{\lambda})^{\frac{d}{2}-k}\chi(D_{\lambda})F_{\alpha,\lambda}\|_{H_{\lambda}}^2 |\lambda|^d d\lambda
\]
\[
= \sum_{\alpha \in \mathbb{N}^d} \int (1 + |\lambda|(2|\alpha| + d))^{\frac{d}{2}-k} \chi(|\lambda|(2|\alpha| + d)) |\lambda|^d d\lambda,
\]
hence
\[
\int \|(\text{Id} + D_{\lambda})^{\frac{d}{2}-k}\chi(D_{\lambda})\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda
\]
\[
\leq C \sum_{m \in \mathbb{N}} (2m + d)^{d-1} \int (1 + |\lambda|(2m + d))^{\frac{d}{2}-k} \chi(|\lambda|(2m + d)) |\lambda|^d d\lambda
\]
where we have used that the number of $\alpha \in \mathbb{N}^d$ such that $|\alpha| = m$ is controlled by $m^{d-1}$.

Then, the change of variables $\beta = (2m + d)\lambda$ gives
\[
\int \|(\text{Id} + D_{\lambda})^{\mu-k}\chi(D_{\lambda})\|_{HS(H_{\lambda})}^2 |\lambda|^d d\lambda \leq C \left( \sum_{m \in \mathbb{N}} \frac{1}{1 + m^2} \right) \int \chi(|\beta|)(1 + |\beta|)^{\frac{d}{2}-k + d} d\beta.
\]
Therefore, (2.3.2) becomes

$$|I_1| \leq C \left\| (\text{Id} - \Delta_{\mathbb{H}^d})^k f \right\|_{L^2(\mathbb{H}^d)} \left( \sum_{m \in \mathbb{N}} \frac{1}{1 + m^2} \right) \int \chi(|\beta|)(1 + |\beta|)^{-k + d} d\beta \leq C_0$$

for any $k$.

A similar argument applies to $I_2$ and allows to get

$$|I_2| \leq C \left\| (\text{Id} - \Delta_{\mathbb{H}^d})^k f \right\|_{L^2(\mathbb{H}^d)} \left( \sum_{m \in \mathbb{N}} \frac{1}{1 + m^2} \right) \int \tilde{\chi}(r)|1 + |r| \leq C_0$$

where $\tilde{\chi}$ is a frequency cut-off function defined by $\tilde{\chi}(r) = 1$ for $|r| \geq \frac{3}{4}$ and $\tilde{\chi}(r) = 0$ for $|r| < \frac{1}{2}$. The choice $k > 1 + d + \frac{d}{2}$ achieves the estimate of the term $I_2$.

The end of the proof of Theorem 3 is a direct consequence of the following lemma. We will emphasize later other formulas of that type which will be useful in the following sections. $\square$

Lemma 2.7. — For any symbol $a \in S_{\mathbb{H}^d}(\mu)$ and $j \in \{1, \ldots, d\}$, there are symbols $b_j^{(1)}$, $b_j^{(2)}$, belonging to $S_{\mathbb{H}^d}(\mu + 1)$ and $c_j^{(1)}$, $c_j^{(2)} \in S_{\mathbb{H}^d}(\mu - 1)$ and $p \in S_{\mathbb{H}^d}(\mu)$ such that

$$[Z_j, \text{Op}(a)] = \text{Op}(b_j^{(1)}), \quad [\overline{Z}_j, \text{Op}(a)] = \text{Op}(b_j^{(2)}),$$

$$[z_j, \text{Op}(a)] = \text{Op}(c_j^{(1)}), \quad [\overline{z}_j, \text{Op}(a)] = \text{Op}(c_j^{(2)}),$$

$$[is, \text{Op}(a)] = \text{Op}(p).$$

In particular, one has

$$b_j^{(1)} = Z_j a + \sqrt{|\lambda|} \{a, \eta_j + i \text{sgn}(\lambda) \xi_j\} \quad \text{and} \quad b_j^{(2)} = \overline{Z}_j a + \sqrt{|\lambda|} \{a, \eta_j - i \text{sgn}(\lambda) \xi_j\},$$

$$c_j^{(1)} = \frac{1}{2\sqrt{|\lambda|}} \{a, i\xi_j - \text{sgn}(\lambda) \eta_j\} \quad \text{and} \quad c_j^{(2)} = \frac{1}{2\sqrt{|\lambda|}} \{a, i\xi_j + \text{sgn}(\lambda) \eta_j\}.$$ 

Remark 2.8. — Notice that contrary to the classical case (see [1] for instance), $[Z_j, \text{Op}(a)]$ is an operator of order $\mu + 1$ instead of $\mu$, due to the additionnal Poisson bracket appearing in the definition of $b_j^{(1)}$ (and the same goes for $[\overline{Z}_j, \text{Op}(a)]$).

On the other hand, $[z_j, \text{Op}(a)]$ and $[\overline{z}_j, \text{Op}(a)]$ are of order $\mu - 1$ as in the classical setting, but $[s, \text{Op}(a)]$ is only of order $\mu$.

Let us now prove Lemma 2.7.

Proof. — Let us consider a function $f$ in $\mathcal{S}(\mathbb{H}^d)$, and a symbol $a$ belonging to $S_{\mathbb{H}^d}(\mu)$. We have for $1 \leq j \leq d$,

$$Z_j \text{Op}(a)f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( Z_j (u_{\lambda^{j-1}}^{\lambda}) \mathcal{F}(f)(\lambda)A_\lambda(w) + u_{\lambda^{j-1}}^{\lambda} \mathcal{F}(f)(\lambda)Z_j A_\lambda(w) \right) |\lambda|^d d\lambda$$

with $Z_j A_\lambda(w) = J^*_\lambda \text{op}^w(Z_j a(w, \lambda)).$
Thanks to Lemma A.3 page 101, we have $Z_j u^\lambda_{w^{-1}} = Q^\lambda_j u^\lambda_{w^{-1}}$, recalling that $Q^\lambda_j$ is defined in (1.2.25) page 19. Therefore, since $\mathcal{F}(Z_j f)(\lambda) = \mathcal{F}(f)(\lambda)Q^\lambda_j$, and using the fact that $\text{tr}(AB) = \text{tr}(BA)$, we obtain

$$[Z_j, \text{Op}(a)]f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int (u^\lambda_{w^{-1}} \mathcal{F}(f)(\lambda) \left( [A_\lambda(w), Q^\lambda_j] + Z_\lambda A_\lambda(w) \right)) |\lambda|^d d\lambda.$$  

We then use (1.2.37) page 22 to find, for $\lambda > 0$,

$$[A_\lambda(w), Q^\lambda_j] = J^\lambda_\alpha \left[ \text{op}^w(a(w, \lambda)), \sqrt{|\lambda|}(\partial_{\xi_j} - \xi_j) \right] J^\lambda_\alpha$$

and for $\lambda < 0$,

$$[A_\lambda(w), Q^\lambda_j] = J^\lambda_\alpha \left[ \text{op}^w(a(w, \lambda)), \sqrt{|\lambda|}(\partial_{\xi_j} + \xi_j) \right] J^\lambda_\alpha.$$ 

Therefore, by standard symbolic calculus, using in particular the fact that if $b$ is a polynomial of degree one in $(\xi, \eta)$, then

$$(2.3.3) \quad [\text{op}^w(a), \text{op}^w(b)] = \frac{1}{i} \text{op}^w(\{a, b\}),$$

we get

$$\left( [A_\lambda(w), Q^\lambda_j] + Z_\lambda A_\lambda(w) \right) = J^\lambda_\alpha \text{op}^w \left( \sqrt{|\lambda|}\{a(w, \lambda), \eta_j + i\xi_j\} + Z_\lambda a(w, \lambda) \right) \quad \text{for } \lambda > 0,$$

$$\left( [A_\lambda(w), Q^\lambda_j] + Z_\lambda A_\lambda(w) \right) = J^\lambda_\alpha \text{op}^w \left( \sqrt{-|\lambda|}\{a(w, \lambda), \eta_j - i\xi_j\} + Z_\lambda a(w, \lambda) \right) \quad \text{for } \lambda < 0,$$

which are the expected formula. We moreover observe that if $a \in S(H^d)(\mu)$ and $1 \leq j \leq d$, then $\sqrt{|\lambda|}\partial_{\xi_j} a$ and $\sqrt{|\lambda|}\partial_{\eta_j} a$ are symbols of order $\mu + 1$. Indeed since $a$ is of order $\mu$, there exists a constant $C$ such that, for $k \in \mathbb{N}$ and $\beta \in \mathbb{N}^{2d}$,

$$\left| (\lambda\partial_\xi)^k \partial_\eta (\sqrt{|\lambda|}\partial_{\xi_j} a) \right| \leq C \sqrt{|\lambda|}^{2+|\beta|} \left( 1 + |\lambda|(1 + |\xi|^2 + |\eta|^2) \right)^{\mu+1-|\beta|-1} \sqrt{|\lambda|}^{|\beta|} \left( 1 + |\lambda|(1 + |\xi|^2 + |\eta|^2) \right)^{\mu+1-|\beta|-1}.$$ 

A similar computation gives the result for $[Z_j, \text{Op}(a)]$.

Let us now consider the other types of commutators. For $f \in S(H^d)$ and $1 \leq j \leq d$, we have

$$[z_j, \text{Op}(a)]f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int (z_j - z_j') \text{tr} \left( u^\lambda_{w^{-1}w'} A_\lambda(w) \right) f(w') |\lambda|^d d\lambda dw'.$$

By Lemma A.2 page 100, we have $z_j u^\lambda_w = \frac{1}{2\lambda} [Q^\lambda_j, u^\lambda_w]$. Therefore, setting $\bar{w} = w^{-1}w' = (\bar{z}, \bar{s})$, we get, using (1.2.37) page 22 along with the fact that $A_\lambda(w) = J^\lambda_\alpha \text{op}^w(a(w, \lambda))J^\lambda_\alpha$,

$$\text{tr} \left( \bar{z}_j u^\lambda_{\bar{w}} A_\lambda(w) \right) = \frac{\sqrt{|\lambda|}}{2\lambda} \text{tr} \left( |J^\lambda_\alpha| (\partial_{\xi_j} + \text{sgn}(\lambda)\xi_j) J^\lambda_\alpha, u^\lambda_{\bar{w}} A_\lambda(w) \right)$$

$$= \frac{\text{sgn}(\lambda)}{2\sqrt{|\lambda|}} \text{tr} \left( J^\lambda_\alpha |(\partial_{\xi_j} + \text{sgn}(\lambda)\xi_j, J^\lambda_\alpha u^\lambda_{\bar{w}} J^\lambda_\alpha)|\text{op}^w(a(w, \lambda))J^\lambda_\alpha \right)$$

$$= \frac{1}{2\sqrt{|\lambda|}} \text{tr} \left( |\text{op}^w(a(w, \lambda)), \text{sgn}(\lambda)\partial_{\xi_j} + \xi_j|J^\lambda_\alpha u^\lambda_{\bar{w}} J^\lambda_\alpha \right).$$
By standard symbolic calculus, this implies that
\[
\text{(2.3.4)} \quad \text{tr} \left( \zeta_j u^\lambda A_\lambda (w) \right) = \frac{1}{2\sqrt{\lambda}} \text{tr} \left( u^\lambda J^* \text{Op}^w \left( \{ a, \text{sgn}(\lambda)\eta_j - i\xi_j \} J_\lambda \right) \right)
\]
which gives the announced formula. Besides, the same argument as before gives that if \( a \) is a symbol in \( S^d_H(\mu) \) and if \( 1 \leq j \leq d \), then \( \frac{1}{\sqrt{\lambda}} \partial_{\xi_j} a \) and \( \frac{1}{\sqrt{\lambda}} \partial_{\eta_j} a \) are symbols of \( S^d_H(\mu - 1) \).

Indeed, for \( k \in \mathbb{N} \) and \( \beta \in \mathbb{N}^{2d} \)
\[
\left| (\lambda \partial_\lambda)^k \partial_\beta (\frac{1}{\sqrt{\lambda}} \partial_{\xi_j} a) \right| \leq C |\lambda|^{|\beta|} (1 + |\lambda|^2 + |\eta|^2)^{\frac{\mu-|\beta|-1}{2}}
\]
A similar argument gives the result for the multiplication by \( \overline{\zeta_j} \). In particular, one finds for all \( \lambda \in \mathbb{R}^* \),
\[
\text{(2.3.5)} \quad \text{tr} \left( \overline{\zeta_j} u^\lambda A_\lambda (w) \right) = -\frac{1}{2\sqrt{\lambda}} \text{tr} \left( u^\lambda J^* \text{Op}^w \left( \{ a, \text{sgn}(\lambda)\eta_j + i\xi_j \} J_\lambda \right) \right).
\]

Finally, let us consider the last commutator. We have
\[
[i s, \text{Op}(a)] f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int i(s - s') \text{tr} (u^\lambda_{w^{-1}w'} A_\lambda (w')) f(w') |\lambda|^d d\lambda dw'
\]
Since with \( \tilde{w} = w^{-1}w' \), we have \( \tilde{s} = s' - s - 2 \text{Im}(zz^*) \) and in view of the preceding results, it is enough to observe
\[
\frac{2^{d-1}}{\pi^{d+1}} \int i\text{str} (u^\lambda_{w^{-1}w'} A_\lambda (w')) f(w') |\lambda|^d d\lambda dw' = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} (u^\lambda_{w^{-1}w'} J^* \text{Op}^w (g) J_\lambda (w)) f(w') |\lambda|^d d\lambda dw'
\]
where we have used Lemma A.4 stated page 102 and where \( g \) is defined by (A.2.4), whence the fact that \( [i s, \text{Op}(a)] \) is a pseudodifferential operator of order \( \mu \).

We then observe that the arguments of the proof above give the following proposition.

**Proposition 2.9.** — For \( j \in \{ 1, \ldots, d \} \) and \( a \in S^d_H(\mu) \) in \( C^\rho(\mathbb{H}^d) \) with \( \rho > 1 \), we have
\[
Z_j \text{Op}(a) = \text{Op} \left( Z_j a + a\# \sqrt{|\lambda|} (\text{sgn}(\lambda)\xi_j + i\eta_j) \right),
\]
\[
\text{Op}(a) Z_j = \text{Op} \left( \sqrt{|\lambda|} (\text{sgn}(\lambda)\xi_j + i\eta_j) \# a \right),
\]
\[
\overline{Z}_j \text{Op}(a) = \text{Op} \left( \overline{Z}_j a + a\# \sqrt{|\lambda|} (\text{sgn}(\lambda)\xi_j - i\eta_j) \right),
\]
\[
\text{Op}(a) \overline{Z}_j = \text{Op} \left( \sqrt{|\lambda|} (\text{sgn}(\lambda)\xi_j + i\eta_j) \# a \right).
\]

Besides, for \( N \in \mathbb{N} \) and \( \rho > 2N \), then \( (-\Delta^H)^N \text{Op}(a) \) and \( \text{Op}(a)(-\Delta^H)^N \) are pseudodifferential operators of order \( \mu + 2N \). If \( k \in \mathbb{R} \) and \( \rho > 2k \) then \( \text{Op}(a)(\text{Id} - \Delta^H)^k \) and \( \text{Op}(a)(\text{Id} - \Delta^H)^k \) are pseudodifferential operators of order \( \mu + 2k \).
Proof. — The four first relations are by-product of the preceding proof and they directly imply that \((-\Delta_{H^d})^N \text{Op}(a)\) and \(\text{Op}(a)\ (-\Delta_{H^d})^N\) are pseudodifferential operators. Then for \(k \in \mathbb{R}\), we write

\[
\text{Op}(a)(\text{Id} - \Delta_{H^d})^k f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int_{\mathbb{R}} \text{tr} \left( u_\lambda^\lambda F(f)(\lambda)(\text{Id} + D_\lambda)^k A_\lambda(w) \right) |\lambda|^d d\lambda.
\]

Observing that

\[
(\text{Id} + D_\lambda)^k A_\lambda(w) = J_\lambda^\lambda \text{op}^w \left( m^{(\lambda)}_{2k} \# a(w, \lambda) \right) J_\lambda,
\]

where \(m^{(\lambda)}_{2k}\) is the symbol defined by (1.4.7) page 29, we obtain that \(\text{Op}(a)(\text{Id} - \Delta_{H^d})^k\) is a pseudodifferential operator of order \(\mu + 2k\). We argue similarly for \(\text{Op}(a)(\text{Id} - \Delta_{H^d})^k\). \(\square\)
CHAPTER 3

THE ALGEBRA OF PSEUDODIFFERENTIAL OPERATORS

This chapter is devoted to the analysis of the algebra properties of the set of pseudodifferential operators. The two first sections are devoted to the study of the adjoint of a pseudodifferential operator: we first compute what could be its symbol, and then prove that it actually is a symbol. In order to prove that fact, the method consists in writing the formula giving the symbol as an oscillatory integral, and in writing a dyadic partition of unity centered on the stationary point of the phase appearing in that integral. This creates a series of oscillatory integrals which are all individually well defined (since each integral is on a compact set). The convergence of the series is then obtained by multiple integrations by parts using a vector field adapted to the phase, as in a stationary phase method.

The approach is similar for the analysis of the composition of two pseudodifferential operators and this is achieved in the third section. Finally, asymptotic formulas for both the adjoint and the composition are discussed in the last section. These formulas result from a Taylor expansion in the spirit of what is done in the Euclidian space but adapted to the case of the Heisenberg group.

3.1. The adjoint of a pseudodifferential operator

In this section, we prove that the adjoint of a pseudodifferential operator is a pseudodifferential operator. We first observe that if \( a \in S_{\mathbb{H}^d}(\mu) \), then \( A \overset{\text{def}}{=} \text{Op}(a) \) has a kernel \( k_A(w, w') \) as given in (1.4.5) page 29, and the kernel of \( A^* = \text{Op}(a)^* \) is \( k(w, w') = k_A(w', w) \), whence

\[
k(w, w') = \frac{2^{d-1}}{\pi^{d+1}} \int_{\mathbb{R}} \text{tr} \left( (u_{(w')}^{-1}w)^* J_{\lambda}^{* \text{op}^w} (a(w', \lambda))^{* \text{op}^w} J_{\lambda} \right) |\lambda|^{d-1} d\lambda
\]

(3.1.1)

where we have used the fact that \( \text{tr}(AB) = \text{tr}(BA) \), the formula for the adjoint of a Weyl symbol, and \( \text{tr}(B) = \text{tr}(B^*) \). Therefore, in view of Corollary 2.5 stated page 36, if \( \text{Op}(a)^* \) is a
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A pseudodifferential operator, its symbol \( a^* \) will be given for all \((w, \lambda, \xi, \eta) \in \mathbb{H}^d \times \mathbb{R}^d \times \mathbb{R}^d\) by

\[
a^*(w, \lambda, \xi, \eta) = \frac{2^{d-1}}{\pi^{d+1}} \int_{\mathbb{R}^{2d}} e^{2i\sqrt{\lambda}(\text{sgn}(\lambda)\eta' \cdot \xi - \eta' \cdot \eta)} + i\lambda s' \times \text{tr} \left( u^N_{(w')^{-1}} J_\lambda^* \text{op}^w (\sigma(w')^{-1}, \lambda') J_\lambda \right) |\lambda'|^d d\lambda' dw'.
\]

(3.1.2)

It remains to prove that the map \( a \to a^* \) which is well defined on \( S(\mathbb{H}^d \times \mathbb{R}^d) \) can be extended to symbols \( a \in S_{\text{loc}}(\mu) \) and that for such \( a \), their image \( a^* \) is also in \( S_{\text{loc}}(\mu) \).

Therefore, it is enough to prove the following proposition.

**Proposition 3.1.** — The map \( a \to a^* \) extends by continuity to \( S_{\text{loc}}(\mu) \) since for all \( k \in \mathbb{N} \) there exists \( n \in \mathbb{N} \) and \( C > 0 \) such that

\[
\forall a \in S_{\text{loc}}(\mu), \quad \|a^*\|_{k; S_{\text{loc}}(\mu)} \leq C \|a\|_{n; S_{\text{loc}}(\mu)}.
\]

It is not at all obvious that the formula (3.1.2) for \( a^* \) gives the expected result for the examples studied in Section 2.1 of Chapter 2. To see that more clearly, it is convenient to transform the expression of \( a^* \) into an integral formula.

**Lemma 3.2.** — Let \( a \in S(\mathbb{H}^d \times \mathbb{R}^d) \), then the symbol \( a^* \) of \( \text{Op}(a)^* \) given in (3.1.2) can also be written

\[
a^*(w, \lambda, \xi, \eta) = \frac{1}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{R}^d} e^{2i\sqrt{\lambda}(\text{sgn}(\lambda)\eta' \cdot \xi - \eta' \cdot \eta)} + i\lambda s' \times \sigma(w) (w(w')^{-1}, \lambda, z, \zeta) |\lambda'|^d dz d\lambda' dw'.
\]

The formula given in Lemma 3.2 allows to revisit the examples of Section 2.1, Chapter 2. Indeed if \( a = a(\lambda, \xi, \eta) \), then integration in \( s' \) gives \( \lambda = \lambda' \), then integration in \( x' \) (resp. \( y' \)) gives \( \zeta = \eta \) (resp. \( z = y' \)); whence \( a^*(w, \lambda, \xi, \eta) = \sigma(\lambda, \xi, \eta) \).

If \( a = a(w) \), then integration in \( \zeta \) (resp. \( \xi \)) gives \( x' = 0 \) (resp. \( y' = 0 \)); then integration in \( s' \) gives \( \lambda = \lambda' \), whence \( a^*(w) = \sigma(a)(w) \) as expected.

**Remark 3.3.** — Let \( \sigma(a) \) be defined by (1.4.1) page 27, then \( \sigma(a^*) \) and \( \sigma(a) \) are related by

\[
\sigma(a^*)(w, \lambda, \xi, \eta) = \frac{1}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{R}^d} e^{2iy' \cdot (\xi - \eta') - 2ix'(\eta - \xi)} + i\lambda s' (\lambda - \lambda') \times \sigma(a) (w(w')^{-1}, \lambda, z, \zeta) dz d\lambda' dw'.
\]

(3.1.3)

**Proof of Lemma 3.2.** — The first step consists in computing the trace term using the link between the trace and the kernel stated in (1.2.18) page 18. So let us start by studying the kernel of our operator. Using \( J_\lambda = T_{\lambda} K_\lambda \), we write

\[
\text{tr} \left( u^N_{(w')^{-1}} J_\lambda^* \text{op}^w (\sigma(w), \lambda') J_\lambda \right) = \text{tr} \left( K_{\lambda} u^N_{(w')^{-1}} K_{\lambda}^* T_{\lambda} \text{op}^w (\sigma(w), \lambda') T_{\lambda} \right)
\]

(3.1.4)

where \( \tilde{w} = w(w')^{-1} \) and we observe that \( K_{\lambda} u^N_{(w')^{-1}} K_{\lambda}^* = v^N_{(w')^{-1}} \) where \( v^N_{(w')^{-1}} \) is the Schrödinger representation given by (1.2.33) page 22. We shall use the same type of method as for the proof of Proposition 2.4. We recall that if \( U \) is an operator on \( L^2(\mathbb{R}^d) \) of kernel \( k_U(\xi, \xi') \), then the kernel of the operator

\[\tilde{U} \overset{\text{def}}{=} v_{(w')^{-1}} \circ U\]
is the function $k_\tilde{U}$ given by
\[ k_\tilde{U}(\xi, \xi') = e^{-i\lambda'(s' + 2x' - y' + 2y') \xi} k_U(\xi + 2x', \xi'). \]

This comes from the definition of the kernel in (1.2.17), page 18, and the definition of $v_{(w')^{-1}}$ in (1.2.33), page 22. We take now
\[ U = T'_w \text{op} w \left( \pi(w(w')^{-1}, \lambda', \xi, \eta) \right) T'_w. \]

As in (2.2.3) page 36, we have
\[ T'_w \text{op} w \left( \pi(w(w')^{-1}, \lambda', \xi, \eta) \right) T'_w = \text{op} w \left( \pi(w(w')^{-1}, \lambda', \sqrt{|\lambda'|} \xi, \sqrt{|\lambda'|} \eta \right) \]
and using (1.3.6) page 25 this gives
\[ k_U(\xi, \xi') = (2\pi)^{-d} \int_{\mathbb{R}^d} \pi \left( w(w')^{-1}, \lambda', \sqrt{|\lambda'|} \left( \frac{\xi + \xi'}{2} \right), \frac{\Xi}{\sqrt{|\lambda'|}} \right) e^{i\Xi \cdot (\xi - \xi')} d\Xi. \]

This implies
\[
\text{tr}(\tilde{U}) = \int_{\mathbb{R}^d} k_\tilde{U}(\xi, \xi) d\xi \\
= \int_{\mathbb{R}^d} e^{-i\lambda'(s' + 2x' - y' + 2y') \xi} k_U(\xi + 2x', \xi) d\xi \\
= (2\pi)^{-d} \int_{\mathbb{R}^d} e^{-i\lambda'(s' + 2x' - y' + 2y') \xi + 2i\Xi \cdot x'} \pi \left( w(w')^{-1}, \lambda', \sqrt{|\lambda'|} (\xi + x'), \frac{\Xi}{\sqrt{|\lambda'|}} \right) d\Xi d\xi.
\]

We finally obtain via (3.1.2) and (3.1.4)
\[
a^*(w, \lambda, \xi, \eta) = \frac{1}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{H}^d} e^{2i\sqrt{|\lambda|}(\text{sgn}(\lambda)(y' \cdot \xi - x' \cdot \eta) + is' \lambda - \lambda') - 2i\lambda'(x' \cdot y' + y' \cdot \xi) + 2ix' \cdot \Xi} \\
\times \pi \left( w(w')^{-1}, \lambda', \sqrt{|\lambda'|} (\xi + x'), \frac{\Xi}{\sqrt{|\lambda'|}} \right) |\lambda'|^d d\Xi d\xi d\lambda' d\omega.
\]

The change of variable $\sqrt{|\lambda'|}(\xi + x') = \text{sgn}(\lambda')z$ and $\Xi = \sqrt{|\lambda'|} \zeta$ gives the formula of the lemma. \qed

### 3.2. Proof of Proposition 3.1

To prove Proposition 3.1, we shall use Remark 3.3 and Proposition 1.23. Our aim is to analyze the symbol properties of the oscillatory integral of (3.1.3) in order to prove that what should be the symbol of the adjoint actually is a symbol. More precisely, we want to prove that for all $k \in \mathbb{N}$, there exists a constant $C > 0$ and an integer $n$ such that for any multi-index $\beta \in \mathbb{N}^{2d}$ and for all $m \in \mathbb{N}$, if $m + |\beta| \leq k$, then
\[
\forall Y \in \mathbb{R}^{2d}, \forall \lambda \neq 0, \left(1 + |\lambda|(1 + Y^2)\right)^{-\frac{|\beta|}{2}} \| (\lambda \partial_\lambda)^m \partial_{(y,\omega)}^\beta (a^*)(\cdot, \lambda, Y) \|_{C^0(\mathbb{H}^d)} \leq C \|a\|_{n; W^d(\mu)}.
\]

The first step consists in proving this inequality when $k = 0$, then, in a second step, we will suppose $k \geq 1$ and consider derivatives of the symbol $\sigma(a^*)$. 
We follow the classical method of stationary phase, as developed for instance in [1]. Noticing that the phase in (3.1.3) is stationary at the point \((0, 0, 0, \xi, \eta, \lambda)\) in \(\mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}\), we introduce a partition of unity centered at zero:

\[
1 = \tilde{\psi}(u) + \sum_{p \in \mathbb{N}} \psi(2^{-p}u), \quad \forall u \in \mathbb{R}^{4d+2}
\]

where \(\psi\) is compactly supported in a ring and \(\tilde{\psi}\) in a ball. Then decomposing the integral (3.1.3) using that partition of unity, we notice that each integral

\[
b_p(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \frac{1}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{H}^d} \psi(2^{-p}x', 2^{-p}y', 2^{-p}s', 2^{-p}(z - \xi), 2^{-p}(\zeta - \eta), 2^{-p}(\lambda' - \lambda))
\]

\[
\times e^{2iy'(\xi - z) - 2ix' - \imath \xi (-\zeta + \lambda') \sigma(a) (w(w')^{-1}, \lambda', \zeta, \eta, \xi)} \, d\xi dz d\lambda' dw'
\]

is well defined since it is on a compact set. Notice that this is not the usual Heisenberg change of variables as could be expected, but for technical reasons this change of variables seems more appropriate. The convergence of the series \(\sum_{p \in \mathbb{N}} b_p\) will come from integrations by parts which will produce powers of \(2^{-p}\). Indeed, the change of variables

\[
x' = 2^p X, \quad y' = 2^p Y, \quad s' = 2^p S, \quad z = \xi + 2^p u, \quad \zeta = \eta + 2^p v, \quad \lambda' = \lambda + 2^p \Lambda
\]

gives with \(w(p) \overset{\text{def}}{=} w \cdot (2^p X, 2^p Y, 2^p S)^{-1}\)

\[
b_p(w, \lambda, \xi, \eta) = \frac{2(2d+1)^p}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{H}^d} \psi(X, Y, S, u, v, \Lambda) e^{-i2\pi (2^p Y - 2 X \cdot v + \Lambda S)}
\]

\[
\times \frac{1}{\sigma(a)} (w(p), \lambda + 2^p \Lambda, \xi + 2^p u, \eta + 2^p v) \, du dv dX dY d\Lambda dS.
\]

Let us define the differential operator

\[
L \overset{\text{def}}{=} \frac{1}{i} (X^2 + Y^2 + S^2 + u^2 + v^2 + \Lambda^2)^{-1} \left(\frac{1}{2} X \partial_u + \frac{1}{2} Y \partial_X - \frac{1}{2} Y \partial_u - \frac{1}{2} u \partial_Y - S \partial_\Lambda - \Lambda \partial_S\right),
\]

which satisfies

\[
L e^{-i2\pi (2^p Y - 2 X \cdot v + \Lambda S)} = 2^p e^{-i2\pi (2^p Y - 2 X \cdot v + \Lambda S)}.
\]

We remark that the coefficients of \((L^*)^N\) are uniformly bounded on the support of \(\psi\). Performing \(N\) integration by parts (here we assume that \(\rho > N\)) we obtain

\[
b_p(w, \lambda, \xi, \eta) = \frac{2^{-p(2N - 4d - 2)}}{2\pi^{2d+1}} \int_{\mathbb{R}^{2d+1} \times \mathbb{H}^d} e^{-i2\pi (2^p Y - 2 X \cdot v + \Lambda S)}
\]

\[
\times (L^*)^N \left(\psi(X, Y, S, u, v, \Lambda) \frac{1}{\sigma(a)} (w(p), \lambda + 2^p \Lambda, \xi + 2^p u, \eta + 2^p v)\right) \, du dv dX dY d\Lambda dS.
\]

We then use that \(\sigma(a)\) satisfies symbol estimates, so

\[
\left|(L^*)^N \frac{1}{\sigma(a)} (w(p), \lambda + 2^p \Lambda, \xi + 2^p u, \eta + 2^p v)\right| 
\]

\[
\leq C 2^p N \left\| a \right\|_{N, S_{\rho(d)}(\mu)} \left(1 + |\lambda + 2^p \Lambda| + |\xi + 2^p u|^2 + |\eta + 2^p v|^2\right)^{\rho/2}.
\]

Peetre’s inequality

\[
(1 + |\lambda + 2^p \Lambda| + |\xi + 2^p u|^2 + |\eta + 2^p v|^2)^{\rho/2} 
\]

\[
\leq (1 + |\lambda|^2 + |\xi|^2 + |\eta|^2)^{\rho/2} (1 + |2^p \Lambda| + |2^p u|^2 + |2^p v|^2)^{|\rho|/2}
\]
Let us now consider derivatives of \( k \).\footnote{The arguments developed just above allow to deal with the derivatives in \( \lambda \). Similarly, integrating by parts.} We recall that if \( A \in \mathfrak{A} \), \( B \in \mathfrak{B} \), then \( R := A \ast B \) is such that \( \overline{\sigma(R)} = \overline{\sigma(A)} \ast \overline{\sigma(B)} \), where \( \overline{\sigma(A)} \) satisfies the same symbol estimates as \( \sigma(A) \). This concludes the proof of Proposition 3.1.

3.3. Study of the composition of two pseudodifferential operators

We consider now two pseudodifferential operators \( \operatorname{Op}(a) \) and \( \operatorname{Op}(b) \) and study their composition. We shall follow the classical method (see for instance [1]) consisting in studying rather \( \operatorname{Op}(a) \circ \operatorname{Op}(c)^* \), where \( c \) is such that \( \operatorname{Op}(c)^* = \operatorname{Op}(b) \).

We recall that if \( A \) (resp. \( B \)) is an operator of kernel \( k_A(w, w') \) (resp. \( k_B(w, w') \)), then the kernel of \( A \circ B \) is

\[
k_{A \circ B}(w, w') = \int k_A(w, W)k_B(W, w')dW.
\]

If moreover \( B = C^* \) with \( C \) of kernel \( k_C(w, w') \), then

\[
k_B(w, w') = k_C(w', w).
\]
Those (well-known) results applied to $A = \text{Op}(a)$ and $C = \text{Op}(c)$, imply that the operator $\text{Op}(a) \circ \text{Op}(c)^*$ has a kernel $k(w, w')$ given by

$$k(w, w') = \int_{\mathbb{H}^d} k_A(w, W) e^{-i\lambda s'} k(w, w' \cdot 1) dW.$$  \hspace{1cm} (3.3.1)

If $\text{Op}(a) \circ \text{Op}(c)^*$ is a pseudodifferential operator of symbol $d$, then, by Proposition 2.4 page 36, the symbol $d$ is given by its associated function $\sigma(d)$ which satisfies,

$$\sigma(d)(w, \lambda, \xi, \eta) = \int_{\mathbb{H}^d} e^{2i\langle y' - x' \cdot \eta \rangle + i\lambda s'} k(w, w' \cdot 1) dW.$$  \hspace{1cm} (3.3.2)

We shall now study the map $(a, c) \mapsto d$ which is well defined for $a, c \in S(\mathbb{H}^d)$.

**Proposition 3.4.** — The map $(a, c) \mapsto d$ extends by continuity to $S_{\mathbb{H}^d}(\mu) \times S_{\mathbb{H}^d}(\mu')$ since for all $k \in \mathbb{N}$ there exist $n \in \mathbb{N}$ and $C > 0$ such that

$$\|d\|_{k; S_{\mathbb{H}^d}(\mu + \mu')} \leq C \|a\|_{n; S_{\mathbb{H}^d}(\mu)} \|c\|_{n; S_{\mathbb{H}^d}(\mu')}.$$  

Note that the Proposition implies that the symbol $d$ of $A \circ B$ satisfies

$$\|d\|_{k; S_{\mathbb{H}^d}(\mu + \mu')} \leq C \|a\|_{n; S_{\mathbb{H}^d}(\mu)} \|b\|_{n; S_{\mathbb{H}^d}(\mu')}$$

since $c$ is the symbol of $B^*$ and $\|c\|_{n; S_{\mathbb{H}^d}(\mu')} \leq C \|b\|_{n; S_{\mathbb{H}^d}(\mu')}$ for all $n \in \mathbb{N}$ by Proposition 3.1.

**Proof.** — The proof is very similar to the one for the adjoint written in the previous section: one writes the function $\sigma(d)$ as an oscillatory integral that we study with standard techniques. We first obtain, thanks to Proposition 2.4 page 36, (3.3.1) and (1.2.1), that the kernel of $\text{Op}(a) \circ \text{Op}(c)^*$ is

$$k(w, \tilde{w}) = \frac{1}{(2\pi)^{2d+1}} \int_{\mathbb{H}^d} \sigma(a)(w, \lambda_1, z_1, \zeta_1) \overline{\sigma(c)}(\tilde{w}, \lambda_2, z_2, \zeta_2)$$

$$\times e^{i\lambda_1 s_1 + 2iy_1 \cdot z_1 - 2i\zeta_1 - i\lambda_2 s_2 - 2iy_2 \cdot z_2 + 2i\zeta_2 \cdot \zeta} k(w, w' \cdot 1) dW.$$ 

where $w^{-1} W = (x_1, y_1, s_1)$ and $\tilde{w}^{-1} W = (x_2, y_2, s_2)$. Therefore, recalling that

$$\sigma(d)(w, \lambda, \xi, \eta) = \int_{\mathbb{H}^d} e^{2i\langle y' - x' \cdot \eta \rangle + i\lambda s'} k(w, w' \cdot 1) dW'$$

where $k$ is the kernel given above, we get

$$\sigma(d)(w, \lambda, \xi, \eta) = \frac{1}{(2\pi)^{2d+1}} \int_{\mathbb{H}^d} \sigma(a)(w, \lambda_1, z_1, \zeta_1) \overline{\sigma(c)}(w' \cdot 1, \lambda_2, z_2, \zeta_2)$$

$$\times e^{i\Phi(W, w', \lambda_1, \lambda_2, z_1, z_2, \zeta_1, \zeta_2)} d\lambda_1 d\lambda_2 dz_1 dz_2 d\zeta_1 d\zeta_2 dW'$$

where the phase function $\Phi$ (depending on $w$, $\lambda$, $\xi$ and $\eta$) is given by

$$\Phi = \lambda s' + \lambda_1 s_1 - \lambda_2 s_2 + 2(y' \cdot \xi + y_1 \cdot z_1 - y_2 \cdot z_2) - 2(x' \cdot \eta + x_1 \cdot \zeta_1 - x_2 \cdot \zeta_2)$$

with $w_1 = (x_1, y_1, s_1) = w^{-1} W$ and $w_2 = (x_2, y_2, s_2) = w' w^{-1} W$; in particular $w_2 = w' w_1$ so writing $W = (X, Y, S)$ and using the group law on $\mathbb{H}^d$, we have

$$x_1 = X - x, \quad x_2 = X - x' + x', \quad y_1 = Y - y, \quad y_2 = Y - y + y', \quad s_1 = S - s - 2Xy + 2xy,$$

$$s_2 = S - s + s' - 2(x' - x) \cdot Y + 2(y' - y) \cdot X + 2x' \cdot y - 2y' \cdot x.$$ 

(3.3.5)
The function $\Phi$ is polynomial of degree 3 in its variables and straightforward computations give
\[
\partial_{\lambda_1} \Phi = s_1, \quad \partial_{\lambda_2} \Phi = -s_2, \quad \partial_{z_1} \Phi = 2y_1, \quad \partial_{z_2} \Phi = -2y_2
\]
\[
\partial_{\zeta_1} \Phi = -2x_1, \quad \partial_{\zeta_2} \Phi = 2x_2, \quad \partial_{\xi} \Phi = \lambda - \lambda_2, \quad \partial_{\xi} \Phi = \lambda_1 - \lambda_2
\]
\[
\partial_{\eta} \Phi = -2(\eta - \zeta_2) + 2\lambda_2(Y - y), \quad \partial_{\eta} \Phi = 2(\xi - \zeta_2) - 2\lambda_2(X - x)
\]
\[
\partial_{\chi} \Phi = -2(\zeta_1 - \zeta_2) - 2\lambda_2y' + 2y(\lambda_2 - \lambda_1), \quad \partial_{\chi} \Phi = 2\lambda_2x' - 2x(\lambda_2 - \lambda_1) + 2(z_1 - z_2).
\]
Therefore, one can check easily that the phase $\Phi$ satisfies $d\Phi = 0$ if and only if
\[
w = W, \quad w' = 0, \quad \lambda = \lambda_1 = \lambda_2, \quad z_1 = z_2 = \xi, \quad \zeta_1 = \zeta_2 = \eta.
\]
In the following we shall denote by $U_0 \in \mathbb{R}^D$ that critical point, with $D = 4(2d + 1)$:
\[
U_0 \overset{\text{def}}{=} (x, y, s, 0, \lambda, \lambda, \xi, \xi, \eta, \eta).
\]
By a tedious but straightforward computation, we check that $\Phi(U_0) = 0$, $d\Phi(U_0) = 0$ and that $d^2\Phi(U_0)$ is invertible for all $(w, \lambda, \xi, \eta)$: computing the Hessian matrix $d^2\Phi(U_0)$ one notices easily that each lign of the matrix has at least one constant term (and the others are either zero or linear in $\lambda, x, y$).

We then argue as in the proof for the adjoint by use of a partition of unity centered in the point $U_0$ where $\Phi$ degenerates. For simplicity we denote the new set of variables by
\[
V = (X, Y, X', Y', s', \lambda_1, \lambda_2, z_1, z_2, \zeta_1, \zeta_2) \in \mathbb{R}^D.
\]
In the phase $\Phi$ there are terms of order 3 and we observe that the only derivatives of order 3 which are non zero are
\[
\partial_{X, \lambda_2, y'} \Phi = -2 \quad \text{and} \quad \partial_{Y, \lambda_2, x'} \Phi = 2.
\]
We write, for any point $U \in \mathbb{R}^D$, $\Phi(U) = \Phi_0(U - U_0) + G(U - U_0)$ where by a direct application of Taylor’s formula, one has
\[
\forall V \in \mathbb{R}^D, \quad \Phi_0(V) \overset{\text{def}}{=} \frac{1}{2} D^2\Phi(U_0)V \cdot V \quad \text{and} \quad G(V) \overset{\text{def}}{=} (\lambda_2 - \lambda)(Y - y) \cdot x' - (X - x) \cdot y'.
\]
We are therefore reduced to the study of an integral under the form
\[
I = \int_{\mathbb{R}^D} f(U) e^{i\Phi(U)} dU,
\]
where we have defined
\[
(3.3.6) \quad \forall U \in \mathbb{R}^D, \quad f(U) = \sigma(a)(w, \lambda, z_1, \zeta_1)\sigma(c)(w(w')^{-1}X, \lambda_2, z_2, \zeta_2).
\]
We shall decompose this integral into a series of integrals by a partition of unity:
\[
I = \int_{\mathbb{R}^D} f(U) e^{i\Phi(U)} \tilde{\zeta}(U - U_0) dU + \sum_{q \in \mathbb{N}} \int_{\mathbb{R}^D} f(U) e^{i\Phi(U)} \zeta(2^{-q}(U - U_0)) dU
\]
\[
= \int_{\mathbb{R}^D} f(U) e^{i\Phi(U)} \tilde{\zeta}(U - U_0) dU + \sum_{q \in \mathbb{N}} 2^{qD} \int_{\mathbb{R}^D} f(U + 2^qV) \zeta(V) e^{i2^q\Phi_0(V) + i2^qG(V)} dV,
\]
where $\tilde{\zeta}$ and $\zeta$ are functions defining a partition of unity, in the sense that they are nonnegative, smooth compactly supported functions ($\tilde{\zeta}$ in a ball and $\zeta$ in a ring) such that
\[
\forall U \in \mathbb{R}^D, \quad \tilde{\zeta}(U - U_0) + \sum_{q \in \mathbb{N}} \zeta(2^{-q}(U - U_0)) = 1.
\]
Each integral is now well defined, and the main problem consists in proving the convergence of the series in $q \in \mathbb{N}$, as well as in proving symbol estimates. We shall concentrate on the second integral and leave the (easier) computation in the case of $\tilde{\zeta}$ to the reader.

Consider

$$I_q \equiv 2^{qD} \int f(U_0 + 2^q V) \zeta(V)e^{i2^q \Phi_0(V) + i2^q G(V)}dV.$$  

We shall use a stationary phase method, which will be implemented differently according to whether in the phase $2^{2q} \Phi_0(V) + 2^q G(V)$, the dominant term is the first or the second of the two terms. More precisely, let $\delta \in ]0, \frac{1}{2}[$ be any real number and let us cut the integral $I_q$ into two parts depending on whether $|\nabla G(V)| < 2^{-q(1+\delta)}$ or not. For this, we introduce a smooth cut-off function $\chi \in C_0^\infty(\mathbb{R})$ compactly supported on $[-1, 1]$ and write $I_q = I_q^1 + I_q^2$, where

$$I_q^1 \equiv 2^{qD} \int \chi \left(2^{q(1+\delta)}|\nabla G(V)|^2\right) f(U_0 + 2^q V) \zeta(V)e^{i2^q \Phi_0(V) + i2^q G(V)}dV \quad \text{and}$$

$$I_q^2 \equiv 2^{qD} \int (1 - \chi) \left(2^{q(1+\delta)}|\nabla G(V)|^2\right) f(U_0 + 2^q V) \zeta(V)e^{i2^q \Phi_0(V) + i2^q G(V)}dV.$$

Let us first analyze $I_q^1$. We introduce the differential operator

$$L \equiv \frac{1}{i} \frac{\nabla \Phi_0(V)}{|\nabla \Phi_0(V)|^2} \cdot \nabla$$

which satisfies

$$L^N \left[ e^{i2^q \Phi_0(V)} \right] = 2^{2Nq} e^{i2^q \Phi_0(V)}.$$  

Note that the computation of the Hessian mentioned above allows easily to obtain a bound of the following type for $\nabla \Phi_0$:

$$\forall V \in \text{Supp} \, \zeta, \quad \|\nabla \Phi_0(V)\|^{-1} \leq \frac{C}{1 + |\lambda| + |x| + |y|}$$

where $C$ is a constant. It follows that $L$ is well defined, and its coefficients are at most linear in $\lambda$, $x$ and $y$. One therefore checks easily that on the support of $\zeta$ the operator $(L^*)^N$ has uniformly bounded coefficients (the bound is uniform in $V$ as well as in $w$, $\lambda, \xi$ and $\eta$). Therefore one can write

$$I_q^1 = 2^{qD} 2^{-2Nq} \int e^{i2^q \Phi_0(V)} (L^*)^N \left[ \zeta(V) \chi \left(2^{2q(1+\delta)}|\nabla G(V)|^2\right) e^{i2^q G(V)} f(U_0 + 2^q V) \right] dV.$$  

Using the Leibniz formula, we have

$$(L^*)^N \left[ \zeta(V) \chi \left(2^{2q(1+\delta)}|\nabla G(V)|^2\right) e^{i2^q G(V)} f(U_0 + 2^q V) \right] \leq C \left| \sum_{|\ell| + |m| + |n| \leq N} \left| \partial^\ell f(U_0 + 2^q V) \right| \left| \partial^n (e^{i2^q G(V)}) \right| \left| \partial^m \left( \chi \left(2^{2q(1+\delta)}|\nabla G(V)|^2\right) \right) \right| \right| \zeta(V) |$$

where $\ell, m, n$ are multi-indexes in $\mathbb{N}^D$ and where $\zeta$ is a function, compactly supported on a ring, defined by

$$\zeta(V) = \sup_{|j| \leq N} |\partial^j \zeta(V)|.$$
Now the difficulty consists in estimating each of the three terms containing derivatives on the right-hand side of the above inequality. Recalling that \( f \) is defined by (3.3.6), \( f \) satisfies the following symbol-type estimate:

\[
|\partial^q(f(U_0 + 2^q V))| \leq C \sup_{(j_1, \ldots, j_6) \in \{1, \ldots, D\}^d} (1 + |\lambda + 2^q V_{j_1}| + |\xi + 2^q V_{j_2}|^2 + |\eta + 2^q V_{j_3}|^2)^{\frac{q}{2}}
\]

(3.3.9)

\[
\times (1 + |\lambda + 2^q V_{j_4}| + |\xi + 2^q V_{j_5}|^2 + |\eta + 2^q V_{j_6}|^2)^{\frac{q}{2}}.
\]

Now let us prove an estimate for the second term. We use Faa-di-Bruno’s formula, which in general can be stated as follows:

\[
D^N(e^{F(V)})[h_1, \ldots, h_N] = \sum_{\sigma \in S_N} \sum_{p=1}^N \sum_{r_1+\cdots+r_p=N} \frac{1}{r_1! \cdots r_p! p!}
\]

\[
\times e^{F(V)}[D^{r_1}F(V)(h_{\sigma(1)}), \ldots, h_{\sigma(r_1)}], \ldots, D^{r_p}F(V)(h_{\sigma(N-r_p+1)}, \ldots, h_{\sigma(N)})].
\]

But on the support of \( \zeta \), the function \( G \) is bounded as well as its derivatives, so this implies that on the support \( \chi \)

\[
|\partial^n(e^{2q_2G(V)})| \leq C \sum_{p=1}^{|n|} \sum_{r_1+\cdots+r_p=|n|} \frac{1}{r_1! \cdots r_p! p!} 2^{3qp} \left(2^{-q(1+\delta)}\right)^{K}
\]

where \( K \overset{\text{def}}{=} \text{card}\{j, r_j = 1\} \) is the number of integers \( j \) in \( \{1, \ldots, p\} \) such that \( r_j = 1 \). We notice that the worst situation corresponds to the case when \( \{j, r_j = 1\} = \emptyset \), which means in particular that \( r_j \geq 2 \) for all \( j \) (in the above summation it is implicitly assumed that the \( r_j \) are not zero). The largest possible \( p \) for which such a situation may occur is \( p = |n|/2 \) (or \( |n| - 1)/2 \) if \( |n| \) is odd). But one notices that since \( \delta < 1/2 \),

\[
2^{3pq} \leq 2^{2|q|p - \delta|q|p}
\]

so using the fact that for any \( p \leq |n| \) one has clearly \( 2^{pq} - pq\delta \leq 2^{2|q|p - \delta|q|p} \) we infer that

(3.3.10)

\[
|\partial^n(e^{2q_2G(V)})| \leq C 2^{2|q|p - \delta|q|p}.
\]

Finally let us consider the last term, namely \( \partial^n \left( \chi \left( 2^{q(1+\delta)} |\nabla G(V)|^2 \right) \right) \). Taking \( |m| = 1 \) and writing \( \partial_j \) for any derivative in \( \mathbb{R}^D \) we have

\[
\frac{1}{2} \partial_j \left( \chi \left( 2^{q(1+\delta)} |\nabla G(V)|^2 \right) \right) = 2^{q(1+\delta)} \chi \left( 2^{q(1+\delta)} |\nabla G(V)|^2 \right) \sum_{i=1}^D \partial_i G(V) \partial_i G(V)
\]

which can be written

\[
\frac{1}{2} \partial_j \left( \chi \left( 2^{q(1+\delta)} |\nabla G(V)|^2 \right) \right) = 2^{q(1+\delta)} \sum_{i=1}^D h_i \left( 2^{q(1+\delta)} \nabla G(V) \right) \partial_i^2 G(V),
\]

where \( h_i \) is the smooth, compactly supported function defined by

\[
\forall U \in \mathbb{R}^D, \quad h_i(U) \overset{\text{def}}{=} U_i \chi(|U|^2).
\]

So, using that the derivatives of \( G \) are bounded and by Leibniz formula, one gets

\[
\left| \partial_j \left( \chi \left( 2^{q(1+\delta)} |\nabla G(V)|^2 \right) \right) \right| \leq C 2^{q(1+\delta)},
\]
and arguing in the same way for higher order derivatives one finds finally

(3.3.11) \[ |\partial^m \left( \chi \left( 2^{2q(1+\delta)} |\nabla G(V)|^2 \right) \right) | \leq C 2^{[n]q(1+\delta)}. \]

Plugging (3.3.9), (3.3.10) and (3.3.11) into (3.3.8), we get

\[ 2^{-2qN+qD} \sup_{\{j_1, \ldots, j_k\} \in \{1, \ldots, D\}^k} \sum_{|\ell|+|m|+|n| \leq N} 2^{(|\ell|+2q)j_1 + (|m|+|n|)| \partial^D |G(\eta, V)|^2 |f(U_0 + 2^q V)|} \]

\[ \leq C \sup_{\{j_1, \ldots, j_k\} \in \{1, \ldots, D\}^k} \sum_{|\ell|+|m|+|n| \leq N} 2^{(|\ell|+2q)j_1 + (|m|+|n|)| \partial^D |G(\eta, V)|^2 |f(U_0 + 2^q V)|} \]

\[ \times \left( 1 + |\lambda + 2^q V_{j_1}| + |\xi + 2^q V_{j_2}|^2 + |\eta + 2^q V_{j_3}|^2 \right)^{\frac{1}{2}} \]

\[ \times \left( 1 + |\lambda + 2^q V_{j_4}| + |\xi + 2^q V_{j_5}|^2 + |\eta + 2^q V_{j_6}|^2 \right)^{\frac{1}{2}}. \]

Noticing that

\[ 2^{-2qN+qD} \sum_{|\ell|+|m|+|n| \leq N} 2^{(|\ell|+2q)| \partial^D |G(\eta, V)|^2 |f(U_0 + 2^q V)|} \]

\[ \leq C 2^{qD} (2^{-Nq\delta} + 2^{Nq(\delta-1)}) \]

it suffices to choose \( N \) large enough and to use Peetre’s inequality as in the case of the adjoint to conclude on the summability of the series, and on the symbol estimate on \( \sum_q I_q^1 \).

Let us now focus on \( I_q^2 \). In that case \( \Phi_0 \) is no longer predominant, so we shall use the full operator

\[ L_q(V) \equiv \frac{1}{i} \frac{\nabla \Phi_0(V) + 2^q \nabla G(V)}{|\nabla \Phi_0(V) + 2^q \nabla G(V)|^2} \cdot \nabla \]

which is well defined on the support of \( \zeta \) and satisfies

\[ L_q(V) \left[ e^{2^q \Phi_0(V) + 2^q G(V)} \right] = 2^q e^{2^q \Phi_0(V) + 2^q G(V)}. \]

This implies that \( I_q^2 \) is equal to

\[ 2^{qD-2Nq} \int (L_q(V)^*)^N \left[ (1 - \chi) \left( 2^{2q(1+\delta)} |\nabla G(V)|^2 \right) f(U_0 + 2^q V) \zeta(V) \right] e^{2^q \Phi_0(V) + 2^q G(V)} dV, \]

and it is not difficult to prove by induction that for \( N \in \mathbb{N} \), the operator \( (L_q^*)^N \) is of the form

\[ (L_q^*)^N F(V) = \sum_{k=0}^{N} \sum_{|\alpha| \leq N-k} \frac{f_0(V) + 2^q f_1(V) + \cdots + 2^{kq} f_k(V)}{|\Phi_0(V) + 2^q G(V)|^{2k}} \partial^\alpha F, \]

where the \( f_i \) are uniformly bounded functions on the support of \( \zeta \). As in the case of \( I_q^1 \), we apply the Leibniz formula to write

\[ |\partial^\alpha \left[ (1 - \chi) \left( 2^{2q(1+\delta)} |\nabla G(V)|^2 \right) f(U_0 + 2^q V) \zeta(V) \right]| \]

\[ \leq C \sum_{|\ell|+|m| \leq |\alpha|} |\partial^\ell (f(U_0 + 2^q V))| |\partial^m \left( (1 - \chi) \left( 2^{2q(1+\delta)} |\nabla G(V)|^2 \right) \right)| |\zeta(V)|, \]

where \( \ell \) and \( m \) are multi-indexes in \( \mathbb{N}^D \) and where \( \zeta \) is a function, compactly supported on a ring. The first term of the right-hand side was estimated in (3.3.9), and the second one may
be estimated similarly to (3.3.11) since as soon as \(|m| \geq 1\), the support of \(\partial^m(1 - \chi)(V)\) is in a ring far from zero. It follows that
\[
\left| \partial^\alpha \left[(1 - \chi) \left(2^{2(1+\delta)q} |\nabla G(V)|^2\right) f(U_0 + 2^q V)\zeta(V) \right] \right| \leq C \sum_{|\ell|+|m| \leq |\alpha|} 2^{\ell(q^2|q(1+\delta)|}
\]
\[\times \sup_{\{j_1,\ldots,j_6\} \in \{1,\ldots,D\}^d} \left(1 + |\lambda + 2^q V_{j_1}| + |\xi + 2^q V_{j_2}|^2 + |\eta + 2^q V_{j_3}|^2 \right)^{\frac{q}{2}}
\]
\[\times \left(1 + |\lambda + 2^q V_{j_4}| + |\xi + 2^q V_{j_5}|^2 + |\eta + 2^q V_{j_6}|^2 \right)^{\frac{q'}{2}}.
\]
Since on the other hand, on the support of \((1 - \chi) \left(2^{2(1+\delta)q} |\nabla G(V)|^2\right)\) and on the support of \(\zeta\),
\[
\left| f_0(V) + 2^q f_1(V) + \cdots + 2^q f_k(V) \right|
\]
\[\left| \Phi_0(V) + 2^q \nabla G(V)|^2k \right| \leq C 2^{-kq^2k(1+\delta)} ,
\]
this implies that
\[
X_q^N \overset{\text{def}}{=} (L_q(V))^N \left[ (1 - \chi) \left(2^{2(1+\delta)q} |\nabla G(V)|^2\right) f(U_0 + 2^q V)\zeta(V) \right]
\]
bay bounded by
\[
|X_q^N| \leq C \sum_{k=0}^N \sum_{|\alpha| \leq N-k} \sum_{|\ell|+|m| \leq |\alpha|} 2^{-kq^2k(1+\delta)q} 2^{\ell(q^2|q(1+\delta)|}
\]
\[\times \sup_{\{j_1,\ldots,j_6\} \in \{1,\ldots,D\}^d} \left(1 + |\lambda + 2^q V_{j_1}| + |\xi + 2^q V_{j_2}|^2 + |\eta + 2^q V_{j_3}|^2 \right)^{\frac{q}{2}}
\]
\[\times \left(1 + |\lambda + 2^q V_{j_4}| + |\xi + 2^q V_{j_5}|^2 + |\eta + 2^q V_{j_6}|^2 \right)^{\frac{q'}{2}}.
\]
Since
\[
\sum_{k=0}^N \sum_{|\alpha| \leq N-k} \sum_{|\ell|+|m| \leq |\alpha|} 2^{-kq^2k(1+\delta)q} 2^{\ell(q^2|q(1+\delta)|}
\]
we conclude that
\[
X_q^N \leq C 2^{-N\delta + 2N\delta + ND} \sup_{\{j_1,\ldots,j_6\} \in \{1,\ldots,D\}^d} \left(1 + |\lambda + 2^q V_{j_1}| + |\xi + 2^q V_{j_2}|^2 + |\eta + 2^q V_{j_3}|^2 \right)^{\frac{q}{2}}
\]
\[\times \left(1 + |\lambda + 2^q V_{j_4}| + |\xi + 2^q V_{j_5}|^2 + |\eta + 2^q V_{j_6}|^2 \right)^{\frac{q'}{2}}.
\]
The choice of \(\delta \in ]0, 1/2[\) allows to conclude as in the previous proof via Peetre’s inequality.

The analysis of derivatives of \(\sigma(d)\) is very similar. Let us for the sake of simplicity only deal with the \(\lambda\)-derivative, and leave the study of the other derivatives to the reader. Taking a partial derivative of \(\sigma(d)\), defined in (3.3.3), in the \(\lambda\) direction produces a factor \(is'\) in the integral, namely
\[
\partial_\lambda \sigma(d)(w, \lambda, \xi, \eta) = \frac{1}{(2\pi^{2d+1})^2} \int is' \sigma(a)(w, \lambda_1, z_1, \zeta_1) \sigma(c)(w(w')^{(1-1)}(w', \lambda_2, z_2, \zeta_2)
\]
\[\times e^{i\Phi(W, w', \lambda_1, \lambda_2, z_1, z_2, \zeta_1, \zeta_2)} d\lambda_1 d\lambda_2 dz_1 dz_2 dc_1 dc_2 dW dw'.
\]
But one notices that
\[ \partial_{\lambda_2}(e^{i\Phi(W,w',\lambda_1,\lambda_2,z_1,z_2,\xi_1,\eta_1)}) = -i \left( S - s + s' + 2xY - 2yX - 2x'(Y - y) + 2y'(X - x) \right) \times e^{i\Phi(W,w',\lambda_1,\lambda_2,z_1,z_2,\xi_1,\eta_1)} \]
which can also be written, using (3.3.5)
\[ is' e^{i\Phi} = (-\partial_{\lambda_2} - is_1)e^{i\Phi} - i(-2x'y_1 + 2y'x_1)e^{i\Phi}. \]
On the other hand an easy computation, using the formula defining \( \Phi \) in (3.3.4) above, allows to write that
\[ is_1 e^{i\Phi} = \partial_{\lambda_1} e^{i\Phi}, \quad 2iy_1 e^{i\Phi} = \partial_{\xi_1} e^{i\Phi}, \quad \text{and} \quad -2ix_1 e^{i\Phi} = \partial_{\xi_1} e^{i\Phi} \]
so we find the following identity:
\[ is' e^{i\Phi} = (-\partial_{\lambda_2} - \partial_{\lambda_1} + x'\partial_{\xi_1} + y'\partial_{\xi_1})e^{i\Phi}. \]
Finally \((2\pi^{2d+1})^2 \partial_{\lambda_2} \sigma(d)(w,\lambda,\xi,\eta)\) is equal to
\[
\int e^{i\Phi} \partial_{\lambda_2} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' \\
+ \int e^{i\Phi} \partial_{\lambda_1} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' \\
+ \int e^{i\Phi} \partial_{\xi_1} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' \\
- \int e^{i\Phi} x\partial_{z_1} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' \\
- \int e^{i\Phi} y\partial_{\xi_1} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' \\
- \int e^{i\Phi} y\partial_{\xi_1} \overline{\sigma(c)}(w(w')^{-1},\lambda_2,z_2,\xi_2)\sigma(a)(w,\lambda_1,z_1,\xi_1) d\lambda_1 d\lambda_2 dz_1 dz_2 d\xi_1 d\xi_2 dW dw' .
\]
Since \( \sigma(a) \) and \( \sigma(c) \) satisfy symbol estimates, the expressions above can be dealt with exactly by the same arguments as those developed above. One proceeds similarly for all the other derivatives. Details are left to the reader. \( \square \)

### 3.4. The asymptotic formulas

In this section, we give the asymptotics for the symbol of the adjoint and of the composition, up to one order more than in Theorem 4. The proof that we propose does not use the integral formula obtained for \( a^* \) and \( a\#_{\mathbb{R}^d} b \) but relies more precisely on functional calculus, which suits more to the Heisenberg properties to our opinion.
Proposition 3.5. — Let \( a \in S_{\mathbb{H}^d}(\mu_1) \) and \( b \in S_{\mathbb{H}^d}(\mu_2) \). Then the symbol of the adjoint of \( \text{Op}(a) \) is given by

\[
a^* = \pi + \frac{1}{2\sqrt{\lambda}} \sum_{1 \leq j \leq d} (Z_j T_j + \overline{Z}_j T_j^*) \pi + \frac{1}{8|\lambda|} \sum_{1 \leq j, k \leq d} (Z_j T_j + \overline{Z}_j T_j^*)(Z_k T_k + \overline{Z}_k T_k^*) \pi
\]

\[+ \frac{1}{i\lambda} \left( -\lambda \partial_\lambda + \frac{1}{2} \sum_{1 \leq j \leq d} (\eta_j \partial_{\eta_j} + \xi_j \partial_{\xi_j}) \right) S \pi + \tilde{r}_1\]

whereas the symbol of the composition \( \text{Op}(a) \circ \text{Op}(b) \) is given by

\[
a \#_{\mathbb{H}^d} b = b \# a + \frac{1}{2\sqrt{\lambda}} \sum_{1 \leq j \leq d} (Z_j b \# T_j a + \overline{Z}_j b \# T_j^* a) + \frac{1}{8|\lambda|} \sum_{1 \leq j, k \leq d} (Z_j Z_k b \# T_j T_k a + \overline{Z}_j \overline{Z}_k b \# T_j T_k^* a + Z_j \overline{Z}_k b \# T_j^* T_k a)
\]

\[+ \frac{1}{i\lambda} S b \# \left( -\lambda \partial_\lambda + \frac{1}{2} \sum_{1 \leq j \leq d} (\eta_j \partial_{\eta_j} + \xi_j \partial_{\xi_j}) \right) a + \tilde{r}_2\]

where \( S \) denotes \( \partial_s \), \( \tilde{r}_1 \) (resp. \( \tilde{r}_2 \)) depends only on \( \mathcal{Z}^\alpha a \) (resp. \( \mathcal{Z}^\alpha b \)) for \( |\alpha| \geq 3 \) and finally where

\[
T_j a \overset{\text{def}}{=} \frac{1}{i} \partial_{\eta_j} a - \text{sgn}(\lambda) \partial_{\xi_j} a.
\]

Recall that formulas for \( a^* \) and \( a \#_{\mathbb{H}^d} b \) are provided respectively in (3.1.3) and (3.3.3).

In view of the second term of the asymptotic expansion, one understands better in what sense these formula are asymptotics. Let us comment the development of \( a^* \). The first term is a symbol of order \( \mu - 1 \), it is of order strictly smaller than \( a \).

The first part of the second term is of order \( \mu - 2 \); however, the second part of this term is the product of \( \lambda^{-1} \) by a symbol of the same order \( \mu \). This is a smaller term only for large values of \( \lambda \). In view of the proof below, it is easy to see that one could obtain an expansion to any order and that the term of order \( k \) will be the sum of terms of the form: \( \lambda^{-j} \) times a symbol of order \( \mu - k + 2j \) for \( 0 \leq 2j \leq k \). It is in this sense that this asymptotic has to be considered.

We shall not discuss here the precise feature of the remainder and will discuss this point in further works for applications where these asymptotic expansions could be useful.

We point out that the asymptotic formula for \( a^* \) and \( a \#_{\mathbb{H}^d} b \) have their counterpart for \( \sigma(a^*) \) and \( \sigma(a \#_{\mathbb{H}^d} b) \). By the definition of the function \( \sigma(a) \) associated with a symbol \( a \) (see (1.4.1)), the following corollary comes from Proposition 3.5. While the asymptotics of Proposition 3.5 appear as especially useful for large \( \lambda \), the asymptotics on \( \sigma(a) \) seems more appropriate for \( \lambda \) close to 0.
Corollary 3.6. — Let $a \in S_{\mathbb{R}^d}(\mu_1)$ and $b \in S_{\mathbb{R}^d}(\mu_1)$ then
\[
\sigma(a^*) = \overline{\sigma(a)} + \frac{1}{2} \sum_{1 \leq j \leq d} (Z_j T_j + \overline{Z_j T_j^*}) \overline{\sigma(a)} + \frac{1}{8} \sum_{1 \leq j, k \leq d} (Z_j T_j + \overline{Z_j T_j^*})(Z_k T_k + \overline{Z_k T_k^*}) \overline{\sigma(a)} - \frac{1}{i} S \overline{\partial _\lambda \sigma(a)} + \sigma(\tilde{r}_1)
\]
and similarly
\[
\sigma(a \#_{\mathbb{R}^d} b) = \sigma(b) \#_\lambda \sigma(a) + \frac{1}{2} \sum_{1 \leq j \leq d} (Z_j \sigma(b) \#_\lambda T_j \sigma(a) + \overline{Z_j \sigma(b) \#_\lambda T_j^*} \sigma(a)) + \frac{1}{8} \sum_{1 \leq j, k \leq d} (Z_j Z_k \sigma(b) \#_\lambda T_j T_k \sigma(a) + \overline{Z_j Z_k \sigma(b) \#_\lambda T_j^* T_k^*} \sigma(a)) + \frac{1}{2} Z_j Z_k \sigma(b) \#_\lambda T_j T_k \sigma(a) + \overline{Z_j Z_k \sigma(b) \#_\lambda T_j^* T_k^*} \sigma(a) - \frac{1}{i} S \sigma(b) \#_\lambda \partial _\lambda \sigma(a) + \sigma(\tilde{r}_2)
\]
where $\tilde{r}_1$ (resp. $\tilde{r}_2$) depends only on $\mathbb{Z}^\alpha a$ (resp. $\mathbb{Z}^\alpha b$) for $|\alpha| \geq 3$ and where for all functions $f = f(\xi, \eta)$ and $g = g(\xi, \eta)$
\[
\forall \Theta \in \mathbb{R}^{2d}, \quad f \#_\lambda g(\Theta) \overset{\text{def}}{=} (\pi \lambda)^{-2d} \int_{\mathbb{R}^{2d}} e^{-\frac{2i}{\lambda} [\Theta - \Theta_1, \Theta - \Theta_2]} f(\Theta_1) g(\Theta_2) d\Theta_1 d\Theta_2,
\]
\[
T_j f \overset{\text{def}}{=} \frac{1}{i} \partial _{\eta_j} f - \partial _{k_j} f.
\]
The proof of the corollary is straightforward by (1.4.1) and (1.3.4).

Let us now prove Proposition 3.5.

Proof. — It turns out that the proof of the asymptotic formula for the composition and the adjoint are identical, so let us concentrate on the product from now on.

In view of (1.4.5) and (1.4.6) page 29, we can write
\[
(\operatorname{Op}(a) \circ \operatorname{Op}(b)) f(w) = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int_{\mathbb{R}^{2d}} \text{tr} \left( u^\lambda_{-1} w' \circ A_\lambda(w) \right) \text{tr} \left( u^\lambda_{-1} w'' \circ B_\lambda(w') \right) \times f(w'' | \lambda| d |\lambda| d \lambda d \lambda' d w' d w''
\]
with
\[
A_\lambda(w) = J_\lambda \varphi _b(a(w, \lambda)) J_\lambda^* \quad \text{and} \quad B_\lambda(w) = J_\lambda \varphi _b(b(w, \lambda)) J_\lambda^*.
\]
Now, we shall take into account the framework of the Heisenberg group and use the dilation $\delta_t(w^{-1}w')$, $t \in [0, 1]$ (see (1.2.7) page 15) to transform $b(w', \cdot)$ by a Taylor expansion:
\[
b(w', \lambda, y, \eta) = b(w \delta_1(w^{-1}w'), \lambda, y, \eta) = b(w, \lambda, y, \eta) + \left( \frac{d}{dt} b\left(w \delta_t(w^{-1}w'), \lambda, y, \eta\right) \right)_{|t=0}
\]
\[
+ \frac{1}{2} \left( \frac{d^2}{dt^2} b\left(w \delta_t(w^{-1}w'), \lambda, y, \eta\right) \right)_{|t=0} + \frac{1}{2} \int_0^1 (1 - t)^2 \frac{d^3}{dt^3} b\left(w \delta_t(w^{-1}w'), \lambda, y, \eta\right) dt.
\]
3.4. THE ASYMPTOTIC FORMULAS

Setting \( \bar{w} = (\bar{z}, \bar{s}) = w^{-1}w' \), we get by the group rule (1.2.1),
\[
\frac{d}{dt} b(w_{\delta t} (\bar{w})) = 2t \bar{s} S b(w_{\delta t} (\bar{w})) + \sum_{1 \leq j \leq d} \left[ \bar{x}_j (\partial_{x_j} b(w_{\delta t} (\bar{w}))) + 2y_j \partial_{x_j} b(w_{\delta t} (\bar{w}))) \right].
\]

This leads by straightforward computations to
\[
\begin{align*}
\left( \frac{d}{dt} b(w_{\delta t} (w^{-1}w'), \lambda, y, \eta) \right) & |_{t=0} = \sum_{1 \leq j \leq d} (\bar{z}_j Z_j + \bar{z}_j \overline{Z}_j) b(w, \lambda, y, \eta) \\
\left( \frac{d^2}{dt^2} b(w_{\delta t} (w^{-1}w'), \lambda, y, \eta) \right) & |_{t=0} = \sum_{1 \leq j, k \leq d} \left[ (\bar{z}_j Z_j + \bar{z}_j \overline{Z}_j) \circ (\bar{z}_k Z_k + \bar{z}_k \overline{Z}_k) \right] b(w, \lambda, y, \eta) \\
& \quad + 2\bar{s} S b(w, \lambda, y, \eta).
\end{align*}
\]

Therefore, we deduce that
\[
B_{\lambda'}(w') = C_{\lambda}(w, w') + R_{\lambda}(w, w')
\]
where \( R_{\lambda} \) depends only on derivatives of order 3 of \( b \) and \( C_{\lambda}(w, w') \) depends polynomially on \( w' \):
\[
(3.4.1) \quad C_{\lambda}(w, w') \overset{\text{def}}{=} B_{\lambda}(w) + C_{\lambda}^{(1)}(w) \cdot (\bar{z}, \overline{z}) + C_{\lambda}^{(2)}(w)(\bar{z}, \overline{z}) \cdot (\bar{z}, \overline{z}) + \bar{s} C_{\lambda}^{(3)}(w),
\]
where \( C_{\lambda}^{(1)}(w) \) is the 2d dimensional vector-valued operator
\[
C_{\lambda}^{(1)} \overset{\text{def}}{=} (ZB_{\lambda}(w), \overline{Z}B_{\lambda}(w)),
\]
while \( C_{\lambda}^{(2)}(w) \) is the 2d \( \times \) 2d matrix-valued operator
\[
C_{\lambda}^{(2)} \overset{\text{def}}{=} \frac{1}{2} \left[ (Z, \overline{Z}) \otimes (Z, \overline{Z}) \right] B_{\lambda}(w)
\]
and \( C_{\lambda}^{(3)}(w) \overset{\text{def}}{=} SB_{\lambda}(w) \).

To summarize \((\text{Op}(a) \circ \text{Op}(b)) f(w)\) is the sum of two terms:
\[
(\text{Op}(a) \circ \text{Op}(b)) f(w) = (I) + (J)
\]
with
\[
(I) = \left( \frac{2d-1}{\pi d+1} \right)^2 \int \text{tr} \left( u_{w^{-1}w'}^{\lambda'} A_{\lambda}(w) \right) \text{tr} \left( u_{w'w}^{\lambda'} C_{\lambda'}(w, w') \right) f(w'') |\lambda|^{d} |\lambda'|^{d} d\lambda d\lambda' dw' dw''.
\]

Let us now focus on the term \((I)\) which will give the terms of the asymptotics in which we are interested.
Let us begin by the study of the contribution \((I)_0\) of the term of degree 0 of the polynomial function \(C_\lambda(w, w')\). By (3.4.1), we get

\[
(I)_0 \overset{\text{def}}{=} \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int \text{tr} \left( u_{w-1,w}^\lambda A_\lambda(w) \right) \text{tr} \left( u_{w,w'}^{\lambda'} B_{\lambda'}(w) \right) f(w'') |\lambda|^d |\lambda'|^d d\lambda' d\lambda' d\lambda'' dw''
\]

\[
= \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int \text{tr} \left( u_{w-1,w}^\lambda u_{w',w''}^\lambda \text{tr} \left( u_{w,w'}^{\lambda'} B_{\lambda'}(w) \right) A_\lambda(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda' d\lambda'' dw''.
\]

The change of variables \(w' \mapsto w''w''\) turns the integral \((I)_0\) into

\[
\left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int_{w'',\lambda} \text{tr} \left( u_{w-1,w}^\lambda \left[ \int u_{w'}^\lambda \text{tr} \left( u_{w,w'}^{\lambda'} B_{\lambda'}(w) \right) |\lambda'|^d d\lambda' d\lambda'' \right] A_\lambda(w) \right) f(w'') |\lambda|^d d\lambda dw''.
\]

By the inverse Fourier formula, we obtain that the term between brackets is

\[
\int u_{w'}^\lambda \text{tr} \left( u_{w,w'}^{\lambda'} B_{\lambda'}(w) \right) |\lambda'|^d d\lambda' d\lambda'' = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^{-1} B_{\lambda}(w),
\]

which gives

\[
(I)_0 = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u_{w-1,w}^\lambda B_\lambda(w) A_\lambda(w) \right) f(w'') |\lambda|^d d\lambda dw''.
\]

We then use classical Weyl symbolic calculus to write

\[
op^w(b(w, \lambda)) \circ \nop^w(a(w, \lambda)) = \nop^w((b\#a)(w, \lambda)).
\]

Thus we have

\[
B_{\lambda}(w) \circ A_{\lambda}(w) = J_{\lambda}^* \nop^w((b\#a)(w, \lambda)) J_{\lambda},
\]

whence

\[
(I)_0 = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u_{w-1,w}^\lambda J_{\lambda}^* \nop^w((b\#a)(w, \lambda)) J_{\lambda} \right) f(w'') |\lambda|^d d\lambda dw''.
\]

which gives thanks to (1.4.5) and (1.4.6) the first term in the asymptotic formula for the composition.

Let us now consider the second term of the asymptotic expansion which comes from the term of order 1 of the polynomial function \(C_\lambda(w, w')\). To treat this term, we shall use the following relations for \(1 \leq j \leq d\),

\[
\tilde{\zeta}_j \text{tr} \left( u_{w}^\lambda J_{\lambda}^* \nop^w(a(w, \lambda)) J_{\lambda} \right) = \frac{1}{2\sqrt{|\lambda|}} \text{tr} \left( u_{w}^\lambda J_{\lambda}^* \nop^w(\{a, -i\xi_j + \text{sgn}(\lambda)\eta_j\}) J_{\lambda} \right)
\]

\[
(3.4.2)
\]

\[
\overline{\zeta}_j \text{tr} \left( u_{w}^\lambda J_{\lambda}^* \nop^w(a(w, \lambda)) J_{\lambda} \right) = -\frac{1}{2\sqrt{|\lambda|}} \text{tr} \left( u_{w}^\lambda J_{\lambda}^* \nop^w(\{a, i\xi_j + \text{sgn}(\lambda)\eta_j\}) J_{\lambda} \right)
\]

\[
(3.4.3)
\]

that come respectively from (2.3.4) and (2.3.5) page 42.
This allows to write the second term under the following form

\[
(I_1) = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int \left( u_{w-1,w'}^{\lambda} A_{\lambda}(w) \right) \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}, \overline{z} \right) \cdot C_{\lambda'}^{(1)}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw''
\]

\[
= \frac{1}{2} \sqrt{|\lambda|} \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \sum_{1 \leq j \leq d} \int \left( u_{w-1,w'}^{\lambda} J_x^{\lambda} \Pi(T_j a(w, \lambda)) J_x \right) \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}, \overline{z} \right) \cdot C_{\lambda'}^{(1)}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw''
\]

\[
+ \frac{1}{2} \sqrt{|\lambda|} \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \sum_{1 \leq j \leq d} \int \left( u_{w-1,w'}^{\lambda} J_x^{\lambda} \Pi(T_j a(w, \lambda)) J_x \right) \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}, \overline{z} \right) \cdot C_{\lambda'}^{(1)}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw''.
\]

Therefore, arguing as for the first term, we get

\[
(I_1) = \frac{1}{2} \sqrt{|\lambda|} \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \sum_{1 \leq j \leq d} \int \left( u_{w-1,w'}^{\lambda} J_x^{\lambda} \Pi(T_j a(w, \lambda)) J_x \right) \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}, \overline{z} \right) \cdot C_{\lambda'}^{(1)}(w) \right) \times f(w'') |\lambda|^d d\lambda dw'',
\]

which leads by (1.4.5) and (1.4.6) to the second term in the asymptotic formula for the composition.

In order to compute the third term of the expansion, we shall consider the terms of order 2 of the polynomial \( C_{\lambda}(w, w') \) and use Lemma A.4 stated page 102. First, let us recall that due to (3.4.1), we have

\[
(I_2) = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int \left( u_{w-1,w'}^{\lambda} A_{\lambda}(w) \right) \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}, \overline{z} \right) \cdot C_{\lambda'}^{(2)}(w) + C_{\lambda'}^{(3)}(w) + C_{\lambda'}^{(1)}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw''
\]

where \( C_{\lambda'}^{(3)}(w) = SB_{\lambda}(w) \) and \( C_{\lambda'}^{(2)} = \frac{1}{2} \left[(Z, \overline{Z}) \otimes (Z, \overline{Z})\right] B_{\lambda}(w) \).

We first focus on the term in \( C_{\lambda'}^{(2)} \). Let us call \((I)_2,1\) its contribution, we have

\[
(I)_{2,1} = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \sum_{1 \leq j, k \leq d} \int \left( u_{w-1,w'}^{\lambda} A_{\lambda}(w) \right) \times \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}_j Z_j + \tilde{z}_k Z_k + \tilde{z}_j Z_k + \overline{\tilde{z}_j} \overline{Z}_j \right) B_{\lambda'}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw'.
\]

We treat those terms as those of \((I)_1\). We shall explain the argument for one of those terms and leave the analysis of the other terms to the reader. Set

\[
(I)_{2,j,k} = \left(\frac{2^{d-1}}{\pi^{d+1}}\right)^2 \int \left( u_{w-1,w'}^{\lambda} A_{\lambda}(w) \right) \times \left( u_{(w')-1,w''}^{\lambda'} \left( \tilde{z}_j \overline{Z}_j \overline{Z}_k \right) B_{\lambda'}(w) \right) \times f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw' dw'.
\]
Using (3.4.2) and (3.4.3), we obtain
\[ \overline{z}_j \overline{z}_k \text{tr} \left( u_{\omega}^{\lambda} J_{\lambda}^{\omega} \text{op} (a(w, \lambda)) J_{\lambda} \right) = \text{tr} \left( u_{\omega}^{\lambda} J_{\lambda}^{\omega} \text{op} (T_j T_k^* a(w, \lambda)) J_{\lambda} \right) \]
whence, arguing as for (I)_1
\[ (I)_{2,j,k} = \frac{1}{2 \sqrt{|\lambda|}} \left( \frac{2^{d-1}}{\pi^{d+1}} \right)^2 \int \text{tr} \left( u_{\omega-1}^{\lambda} J_{\lambda}^{\omega} \text{op} (T_j T_k^* a(w, \lambda)) J_{\lambda} \right) \]
\[ \text{tr} \left( u_{(w')_{-1}}^{\lambda'} (Z_j Z_k B(w, \lambda')) f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw'' \right) \]
\[ = \frac{1}{2 \sqrt{|\lambda|}} \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u_{\omega-1}^{\lambda} J_{\lambda}^{\omega} \text{op} (Z_j Z_k b(w, \lambda) T_j T_k^* a(w, \lambda)) J_{\lambda} \right) f(w'') |\lambda|^d d\lambda dw''. \]

To deal with the last term
\[ \left( \frac{2^{d-1}}{\pi^{d+1}} \right)^2 \int \text{tr} \left( u_{\omega-1}^{\lambda} A_{\lambda}(w) \right) \text{tr} \left( u_{(w')_{-1}}^{\lambda'} \tilde{\sigma}_{C^{(3)}_{\lambda'}} (w) \right) f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw'' \]
let us apply Lemma A.4 (see page 102) writing
\[ \left( \frac{2^{d-1}}{\pi^{d+1}} \right)^2 \int \text{tr} \left( u_{\omega-1}^{\lambda} A_{\lambda}(w) \right) \text{tr} \left( u_{(w')_{-1}}^{\lambda'} \tilde{\sigma}_{C^{(3)}_{\lambda'}} (w) \right) f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw'' \]
\[ = \frac{1}{i} \left( \frac{2^{d-1}}{\pi^{d+1}} \right)^2 \int \text{tr} \left( u_{\omega-1}^{\lambda} J_{\lambda}^{\omega} \text{op} (g(w, \lambda)) J_{\lambda} \right) \text{tr} \left( u_{(w')_{-1}}^{\lambda'} C^{(3)}_{\lambda'} (w) \right) f(w'') |\lambda|^d d\lambda dw''. \]
where \( g \) is the symbol of \( S_{\xi_{\mu}} (\mu_1) \) given by (A.2.5) (in particular we have \( \sigma(g) = -\partial_{\lambda} (\sigma(a)) \)).

Finally, arguing as before we get
\[ \left( \frac{2^{d-1}}{\pi^{d+1}} \right)^2 \int \text{tr} \left( u_{\omega-1}^{\lambda} A_{\lambda}(w) \right) \text{tr} \left( u_{(w')_{-1}}^{\lambda'} \tilde{\sigma}_{C^{(3)}_{\lambda'}} (w) \right) f(w'') |\lambda|^d |\lambda'|^d d\lambda d\lambda' dw'' \]
\[ = \frac{1}{i} \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u_{\omega-1}^{\lambda} J_{\lambda}^{\omega} \text{op} (S b(w, \lambda) \# g(w, \lambda)) J_{\lambda} \right) f(w'') |\lambda|^d d\lambda dw''. \]

This ends the proof of the asymptotic formula for the composition. \( \square \)
CHAPTER 4

LITTLEWOOD-PALEY THEORY

In this chapter, we shall study various properties related to Littlewood-Paley operators, and their link with various types of pseudodifferential operators.

In the first section, we focus on the Littlewood-Paley theory available on the Heisenberg group. Similarly to the $\mathbb{R}^d$ case, this theory enable us to split tempered distributions into a countable sum of smooth functions frequency localized in a ball or a ring (see Definition 4.1 for more details). In the second section, we recall some basic facts about Besov spaces and introduce paradifferential calculus. Like in the $\mathbb{R}^d$ case, it turns out that Sobolev and Hölder spaces come up as special cases of Besov spaces. The paraproduct algorithm on the Heisenberg group is similar to the paraproduct algorithm on $\mathbb{R}^d$ built by J.-M. Bony [14] and allows to transpose to the Heisenberg group a number of classical results (see for instance [4], [5] [6] and [7]). As already mentioned in Section 2.1 of Chapter 2, the Littlewood-Paley truncation operators are Fourier multipliers defined using operators which are functions of the harmonic oscillator. Therefore, it is interesting to analyze the Weyl symbol of such operators; this is achieved thanks to Mehler’s formula in the third section where we compare Littlewood-Paley operators with pseudodifferential operators. This will be of crucial use for the next chapter. Finally in the last paragraph we introduce another dyadic decomposition, in the variable $\lambda$ only, which will also turn out to be a necessary ingredient in the proof of Theorem 5.

4.1. Littlewood-Paley operators

In [7] and [5] a dyadic partition of unity is built on the Heisenberg group $\mathbb{H}^d$, similar to the one defined in the classical $\mathbb{R}^d$ case. A significant application of this decomposition is the definition of Sobolev spaces (and more generally Besov spaces) on the Heisenberg group in the same way as in the classical case.

Let us first define the concept of localization procedure in frequency space, in the framework of the Heisenberg group. We start by giving the definition in the case of smooth functions. The general case follows classically (see [7] or [5]) by regularizing by convolution, as shown in the remark following the definition. We have defined, for any set $B$, the operator $1_{D^{-1}_\lambda B}$ on $\mathcal{H}_\lambda$ by

$$\forall f \in \mathcal{S}(\mathbb{H}^d), \forall \alpha \in \mathbb{N}^d, \quad \mathcal{F}(f)(\lambda) 1_{D^{-1}_\lambda B} F_{\alpha, \lambda} \overset{\text{def}}{=} 1_{(2|\alpha|+d)^{-1}B}(\lambda) \mathcal{F}(f)(\lambda) F_{\alpha, \lambda}.$$
Proposition 4.2. — Let $C(r_1, r_2) = C(0, r_1, r_2)$ be a ring and $B_r = B(0, r)$ a ball of $\mathbb{R}$ centered at the origin. A function $f$ in $S(\mathbb{H}^d)$ is said to be

\begin{itemize}
  \item frequency localized in the ball $2^p B_{\sqrt{\tau}}$, if
    \[ \mathcal{F}(f)(\lambda) = \mathcal{F}(f)(\lambda)1_{D_1^{\lambda-1}2^p B_{\sqrt{\tau}}}(\lambda); \]
  \item frequency localized in the ring $2^p C(\sqrt{\tau_1}, \sqrt{\tau_2})$, if
    \[ \mathcal{F}(f)(\lambda) = \mathcal{F}(f)(\lambda)1_{D_1^{\lambda-1}2^p C(\tau_1, \tau_2)}(\lambda). \]
\end{itemize}

In the case of a tempered distribution $u$, we shall say that $u$ is frequency localized in the ball $2^p B_{\sqrt{\tau}}$ (respectively in the ring $2^p C(\sqrt{\tau_1}, \sqrt{\tau_2})$), if

\[ u * f = 0 \]

for any radial function $f \in S(\mathbb{H}^d)$ satisfying $\mathcal{F}(f)(\lambda)1_{D_1^{\lambda-1}2^p B_{\sqrt{\tau}}} = 0$ (respectively for any $f$ in $S(\mathbb{H}^d)$ satisfying $\mathcal{F}(f)(\lambda)1_{D_1^{\lambda-1}2^p C(\sqrt{\tau_1}, \sqrt{\tau_2})} = 0$). In other words $u$ is frequency localized in the ball $2^p B_{\sqrt{\tau}}$ (respectively in the ring $2^p C(\sqrt{\tau_1}, \sqrt{\tau_2})$), if and only if,

\[ u = u * \phi_p, \]

where $\phi_p = 2^{Np}\phi(2^{2p} \cdot)$, and $\phi$ is a radial function in $S(\mathbb{H}^d)$ such that

\[ \mathcal{F}(\phi)(\lambda) = \mathcal{F}(\phi)(\lambda)R(D_1^{\lambda}), \]

with $R$ compactly supported in a ball (respectively an ring) of $\mathbb{R}$ centered at zero.

Let us now recall the dyadic decomposition and paradifferential techniques introduced in [7] and [5], which we refer to for all details and proofs.

Proposition 4.2. — Let us denote by $B_0$ and by $C_0$ respectively the ball $\{ \tau \in \mathbb{R}, |\tau| \leq \frac{4}{3} \}$ and the ring $\{ \tau \in \mathbb{R}, \frac{3}{4} \leq |\tau| \leq \frac{8}{3} \}$. Then there exist two radial functions $R^*$ and $R^*$ the values of which are in the interval $[0,1]$, belonging respectively to $\mathcal{D}(B_0)$ and to $\mathcal{D}(C_0)$ such that

\[ \forall \tau \in \mathbb{R}, \quad \tilde{R}^*(\tau) + \sum_{p \geq 0} R^*(2^{-2p}\tau) = 1 \]  

(4.1.1)

and satisfying the support properties

\[ |p - p'| \geq 1 \Rightarrow \text{supp } R^*(2^{-2p} \cdot) \cap \text{supp } R^*(2^{-2p'} \cdot) = \emptyset \]

\[ p \geq 1 \Rightarrow \text{supp } \tilde{R}^* \cap \text{supp } R^*(2^{-2p}) = \emptyset. \]

Besides, we have

\[ \forall \tau \in \mathbb{R}, \quad \frac{1}{2} \leq \tilde{R}^*(\tau)^2 + \sum_{p \geq 0} R^*(2^{-2p}\tau)^2 \leq 1. \]  

(4.1.2)

The dyadic blocks $\Delta_p$ and the low frequency cut-off operators $S_p$ are defined as follows similarly to the $\mathbb{R}^d$ case.
Definition 4.3. — We define the Littlewood-Paley operators associated with the functions $\tilde{R}^*$ and $R^*$, for $p \in \mathbb{Z}$, by the following definitions in Fourier variables:

\[
\forall p \in \mathbb{N}, \quad \mathcal{F}(S_p f)(\lambda) = \mathcal{F}(f)(\lambda) \tilde{R}^* (2^{-2p} D \lambda),
\]

\[
\forall p \in \mathbb{N}, \quad \mathcal{F}(\Delta_p f)(\lambda) = \mathcal{F}(f)(\lambda) R^* (2^{-2p} D \lambda),
\]

\[
\mathcal{F}(\Delta_{-1} f)(\lambda) = \mathcal{F}(S_0 f)(\lambda),
\]

\[
\forall p \leq -2, \quad \mathcal{F}(\Delta_p f)(\lambda) = 0.
\]

The operator $S_p f$ may be alternately defined by

\[
S_p f = \sum_{q \leq p-1} \Delta_q f.
\]

Since $\mathcal{F}(\Delta_p f)(\lambda) = \mathcal{F}(f)(\lambda) R^*(2^{-2p} D \lambda)$, it is clear that the function $\Delta_p f$ is frequency localized in a ring of size $2^p$. Along the same lines, one can notice that the function $S_p f$ is frequency localized in a ball of size $2^p$.

Moreover, according to the fact that the Fourier transform exchanges convolution and composition, the operators $\Delta_p$ and $S_p$ commute with one another and with the Laplacian-Kohn operator $\Delta_{H^d}$.

Remark 4.4. — For simplicity of notation, we do not indicate that $S_p$ depends on $\tilde{R}^*$ and that $\Delta_p$ depends on $R^*$. That is due to the fact that according to Lemma 4.8 below, one can change the basis functions (hence the Littlewood-Paley operators), keeping only the fact that one is supported near zero and the other is supported away from zero and satisfying (4.1.1), while conserving equivalent norms for the function spaces based on those operators.

It was proved in [47], in the more general context of nilpotent Lie groups, that there are radial functions of $\mathcal{S}(H^d)$, denoted $\psi$ and $\varphi$ such that

\[
\mathcal{F}(\psi)(\lambda) = \tilde{R}^*(D \lambda) \quad \text{and} \quad \mathcal{F}(\varphi)(\lambda) = R^*(D \lambda).
\]

We also refer to [7] and [5] for a different proof in the case of the Heisenberg group, the ideas of which will be used below to prove Lemma 4.17. Using the scaling of the Heisenberg group, it is easy to see that

\[
\Delta_p u = u \ast 2^{Np} \varphi(\delta_{2^{p-\cdot}}) \quad \text{and} \quad S_p u = u \ast 2^{Np} \psi(\delta_{2^{p-\cdot}})
\]

which implies by Young’s inequalities that those operators map $L^q$ into $L^q$ for all $q \in [1, \infty]$ with norms which do not depend on $p$.

Let us also notice that due to (1.2.8) (see page 15), if $P$ is a left invariant vector fields then

\[
P(\Delta_p u) = 2^p (u \ast 2^{Np} P(\varphi)(\delta_{2^{p-\cdot}})).
\]

This property is the heart of the matter in the estimate of the action of left invariant vector fields on frequency localized functions (see Lemma 4.7 below).
4.2. Besov spaces

Along the same lines as in the $\mathbb{R}^d$ case, we can define Besov spaces on the Heisenberg group (see [7]).

**Definition 4.5.** — Let $s \in \mathbb{R}$ and $(q, r) \in [1, \infty]^2$. The Besov space $B^s_{q,r}(\mathbb{H}^d)$ is the space of tempered distributions $u$ such that

$$
\|u\|_{B^s_{q,r}(\mathbb{H}^d)} \overset{\text{def}}{=} \left\| 2^{ps} \| \Delta^p u \|_{L^q(\mathbb{H}^d)} \right\| r < \infty.
$$

**Remark 4.6.** — It is also possible to characterize these spaces using only the operator $S_p$ : for $s > 0$, we have

(4.2.1) \[ \|f\|_{B^s_{q,r}(\mathbb{H}^d)} \sim \left\| 2^{sp} \| (\text{Id} - S_p) f \|_{L^q(\mathbb{H}^d)} \right\| r, \]

and for $s < 0$, \[ \|f\|_{B^s_{q,r}(\mathbb{H}^d)} \sim \left\| 2^{sp} \| S_pf \|_{L^q(\mathbb{H}^d)} \right\| r, \]

where $\sim$ stands for equivalent norms.

It is easy to see that for any real number $\rho$, the operators $(-\Delta_{\mathbb{H}^d})^\rho$ and $(\text{Id} - \Delta_{\mathbb{H}^d})^\rho$ are continuous from $B^s_{q,r}(\mathbb{H}^d)$ to $B^{s-2\rho}_{q,r}(\mathbb{H}^d)$. Note that Besov spaces on the Heisenberg group contain Sobolev and Hölder spaces. Indeed, by (4.1.2) and the Fourier-Plancherel equality (1.2.21), the Besov space $B^s_{2,2}(\mathbb{H}^d)$ coincides with the Sobolev space $H^s(\mathbb{H}^d)$. When $s \in \mathbb{R}^+ \setminus \mathbb{N}$, one can show that $B^s_{\infty,\infty}(\mathbb{H}^d)$ coincides with the Hölder space $C^s(\mathbb{H}^d)$ introduced in Definition 1.3.

Let us point out that a distribution $f$ belongs to $B^s_{q,r}(\mathbb{H}^d)$ if and only if there exists some constant $C$ and some nonnegative sequence $(c_p)_{p \in \mathbb{N}}$ of the unit sphere of $\ell^r(\mathbb{N})$ such that

(4.2.3) \[ \forall p \in \mathbb{N}, \quad 2^{ps} \| \Delta^p f \|_{L^q(\mathbb{H}^d)} \leq C c_p. \]

This fact will be useful in what follows.

Arguing as in the classical case, one can prove using this theory many results, such as Sobolev embeddings, refined Sobolev and Hardy inequalities (see [5],[4]). This is due to the fact that the dyadic unity decomposition on the Heisenberg group behaves as the classical Littlewood-Paley decomposition. The key argument lies on the following estimates called Bernstein inequalities, proved in [5].

**Lemma 4.7.** — Let $r$ be a positive real number. For any nonnegative integer $k$, there exists a positive constant $C_k$ so that, for any couple of real numbers $(a, b)$ such that $1 \leq a \leq b \leq \infty$ and any function $u$ of $L^a(\mathbb{H}^d)$ frequency localized in the ball $2^p B_{2r}$, one has

(4.2.4) \[ \sup_{|\beta|=k} \| \mathcal{X}^\beta u \|_{L^r(\mathbb{H}^d)} \leq C_k 2^{pN(\frac{1}{r} - \frac{1}{b}) + pk} \| u \|_{L^a(\mathbb{H}^d)}, \]

where $\mathcal{X}^\beta$ denotes a product of $|\beta|$ vectors fields of type (1.2.2), page 14.

Let us also point out that the definition of $B^s_{p,r}(\mathbb{H}^d)$ is independent of the dyadic partition of unity chosen to define this space. This is due to the following lemma proved in [7].
Lemma 4.8. — Let \( s \in \mathbb{R} \) and \((p,r) \in [1, \infty]^2\). Let \((u_p)_{p \in \mathbb{N}}\) be a sequence of \( L^q(\mathbb{H}^d) \) frequency localized in a ring of size \( 2^p \) satisfying
\[
\| 2^{ps} \|_{L^q(\mathbb{H}^d)} \|_{C^r(\mathbb{N})} < \infty,
\]
then \( u \overset{def}{=} \sum_{p \in \mathbb{N}} u_p \) belongs to \( B^s_{q,r}(\mathbb{H}^d) \) and we have
\[
\| u \|_{B^s_{q,r}(\mathbb{H}^d)} \leq C_s \| 2^{ps} \|_{L^q(\mathbb{H}^d)} \|_{C^r(\mathbb{N})}.
\]

Contrary to the \( \mathbb{R}^d \) case, there is no simple formula for the Fourier transform of the product of two functions. The following proposition (proved in [5]) ensures that spectral localization properties of the classical case are nevertheless preserved on the Heisenberg group after the product has been taken.

Proposition 4.9. — Let \( r_2 > r_1 > 0 \) be two real numbers, let \( p \) and \( p' \) be two integers, and let \( f \) and \( g \) be two functions of \( S'(\mathbb{H}^d) \) respectively frequency localized in the ring \( 2^p \mathcal{C}(\sqrt{r_1}, \sqrt{r_2}) \) and \( 2^{p'} \mathcal{C}(\sqrt{r_1}, \sqrt{r_2}) \). Then

- there exists a ring \( \mathcal{C}' \) such that if \( p' - p > 1 \) then \( fg \) is frequency localized in the ring \( 2^{p'} \mathcal{C}' \).
- there exists a ball \( \mathcal{B}' \) such that if \( |p' - p| \leq 1 \), then \( fg \) is frequency localized in the ball \( 2^{p'} \mathcal{B}' \).

Remark 4.10. — The proof of this proposition is based on a careful use of the link between the Fourier transform on the Heisenberg group and the standard Fourier transform on \( \mathbb{R}^{2d+1} \). For a detailed proof, see [5].

Proposition 4.9 implies that if two functions are spectrally localized on two rings sufficiently far away one from the other, then their product stays spectrally localized on a ring.

Taking advantage of this result, one can transpose to the Heisenberg group the paraproduct theory constructed by J.-M. Bony [14] in the classical case. Let us consider two tempered distributions \( u \) and \( v \) on \( \mathbb{H}^d \). We write
\[
u = \sum_p \Delta_p u \quad \text{and} \quad v = \sum_q \Delta_q v.
\]

Formally, the product can be written as
\[
uv = \sum_{p,q} \Delta_p u \Delta_q v
\]

Paradifferential calculus is a mathematical tool for splitting the above sum into three parts: the first part concerns the indices \((p,q)\) for which the size of the spectrum of \( \Delta_p u \) is small compared to the size of the one of \( \Delta_q v \). The second part is the symmetric of the first part and in the last part, we keep the indices \((p,q)\) for which the spectrum of \( \Delta_p u \) and \( \Delta_q v \) have comparable sizes. This leads to the following definition.
**Definition 4.11.** — We shall call paraproduct of $v$ by $u$ and shall denote by $T_u v$ the following bilinear operator:

$$T_u v \overset{\text{def}}{=} \sum_q S_{q-1} u \Delta_q v$$

We shall call remainder of $u$ and $v$ and shall denote by $R(u, v)$ the following bilinear operator:

$$R(u, v) \overset{\text{def}}{=} \sum_{|p-q| \leq 1} \Delta_p u \Delta_q v$$

**Remark 4.12.** — Just by looking at the definition, it is clear that

$$uv = T_u v + T_v u + R(u, v).$$

According to Proposition 4.9, $S_{q-1} u \Delta_q v$ is frequency localized in a ring of size $2^q$. But, for terms of the kind $\Delta_p u \Delta_q v$ with $|p-q| \leq 1$, we have an accumulation of frequencies at the origin. Such terms are frequency localized in a ball of size $2^q$.

The way how the paraproduct and remainder act on Besov spaces is similar to the classical case. We refer to [5] for more details.

Taking advantage of this theory, one can prove the following useful estimates.

**Lemma 4.13.** — Let $\sigma$ be a positive, noninteger real number and consider a real number $s$ such that $|s| < \sigma$. Then, there exists a positive constant $C$ such that for all functions $f$ and $g$,

$$\|fg\|_{H^s(\mathbb{H}^d)} \leq C\|f\|_{C^\sigma(\mathbb{H}^d)}\|g\|_{H^s(\mathbb{H}^d)}.$$

Moreover, for any integer $M$ there exists a positive constant $C$ such that for any function $f$,

$$\|S_M f\|_{C^\rho(\mathbb{H}^d)} \leq C\|f\|_{C^\rho(\mathbb{H}^d)},$$

and more generally, for $0 < \sigma < \rho$,

$$\|(\text{Id} - S_M) f\|_{C^\sigma(\mathbb{H}^d)} \leq C 2^{-M(\rho-\sigma)}\|f\|_{C^\sigma(\mathbb{H}^d)}.$$  

Note that Inequality (4.2.8) is not sharp, but is sufficient for our purposes. The sharper result (proved by the same type of method) would be

$$\|fg\|_{H^s(\mathbb{H}^d)} \leq C(\|f\|_{L^\infty(\mathbb{H}^d)}\|g\|_{H^s(\mathbb{H}^d)} + \|f\|_{C^\sigma(\mathbb{H}^d)}\|g\|_{L^2(\mathbb{H}^d)}).$$

The proof of this lemma is classical: it is the same proof as in $\mathbb{R}^d$ for the classical Littlewood-Paley theory and has no specific feature to the Heisenberg group. We provide it here for the sake of completeness, as it will be used often in the rest of this paper.

**Proof.** — The first ingredient of the proof of Estimate (4.2.8) is Decomposition (4.2.7) which consists in writing

$$fg = T_f g + T_g f + R(f, g).$$
Let us begin with the study of $T_fg$. By definition of the paraproduct and thanks to Proposition 4.9, one has

$$\Delta_q(T_fg) = \sum_{|p-q| \leq N_0} \Delta_q(S_{p-1}f \Delta_p g),$$

where $N_0$ is a fixed integer, chosen large enough. We deduce thanks to the continuity of Littlewood-Paley operators on Lebesgue spaces, that

$$2^{qs} \|\Delta_q(T_fg)\|_{L^2(\mathbb{H}^d)} \leq \sum_{|p-q| \leq N_0} 2^{qs} \|\Delta_q(S_{p-1}f \Delta_p g)\|_{L^2(\mathbb{H}^d)} \leq C \sum_{|p-q| \leq N_0} 2^{qs} \|S_{p-1}f\|_{L^\infty(\mathbb{H}^d)} \|\Delta_p g\|_{L^2(\mathbb{H}^d)} \leq C \|f\|_{L^\infty(\mathbb{H}^d)} \sum_{|p-q| \leq N_0} 2^{qs} \|\Delta_p g\|_{L^2(\mathbb{H}^d)}.$$  

Using Littlewood-Paley characterization of Sobolev spaces, we infer that

$$2^{qs} \|\Delta_q(T_fg)\|_{L^2(\mathbb{H}^d)} \leq C \|f\|_{L^\infty(\mathbb{H}^d)} \sum_{|p-q| \leq N_0} 2^{(q-p)s} 2^{ps} \|\Delta_p g\|_{L^2(\mathbb{H}^d)} \leq C \|f\|_{L^\infty(\mathbb{H}^d)} \|g\|_{H^s(\mathbb{H}^d)} \sum_{|p-q| \leq N_0} 2^{(q-p)s} c_p,$$

where, as in all what follows, $(c_p)$ denotes a generic element of the unit sphere of $\ell^2(\mathbb{N})$. Taking advantage of Young inequalities on series, we obtain

$$2^{qs} \|\Delta_q(T_fg)\|_{L^2(\mathbb{H}^d)} \leq C \|f\|_{L^\infty(\mathbb{H}^d)} \|g\|_{H^s(\mathbb{H}^d)} C_q$$

which ensures the desired estimate for $T_fg$ namely

$$\|T_fg\|_{H^s(\mathbb{H}^d)} \leq C \|f\|_{C^\sigma(\mathbb{H}^d)} \|g\|_{H^s(\mathbb{H}^d)}.$$

Let us now consider the second term of the above decomposition of the product $fg$. Again using spectral localization properties, one can write that

$$\Delta_q(T_gf) = \sum_{|p-q| \leq N_0} \Delta_q(S_{p-1}g \Delta_p f).$$

Therefore

$$2^{qs} \|\Delta_q(T_gf)\|_{L^2(\mathbb{H}^d)} \leq 2^{qs} \sum_{|p-q| \leq N_0} \|\Delta_q(S_{p-1}g \Delta_p f)\|_{L^2(\mathbb{H}^d)} \leq C 2^{qs} \sum_{|p-q| \leq N_0} \|S_{p-1}g\|_{L^2(\mathbb{H}^d)} \|\Delta_p f\|_{L^\infty(\mathbb{H}^d)} \leq C \|f\|_{C^\sigma(\mathbb{H}^d)} 2^{qs} \sum_{|p-q| \leq N_0} \|S_{p-1}g\|_{L^2(\mathbb{H}^d)} 2^{-ps}.$$  

(4.2.12) 

By (4.2.2), we have in the case where $s < 0$,

$$\|S_{p-1}g\|_{L^2(\mathbb{H}^d)} \leq C \|g\|_{H^s(\mathbb{H}^d)} 2^{-ps} c_p,$$
where \((c_p)\) still denotes an element of the unit sphere of \(\ell^2(\mathbb{N})\). We deduce in that case that

\[
2^{qs} \| \Delta_q(T_\sigma f) \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^s(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} 2^{qs} \sum_{|p-q| \leq N_0} 2^{-p\sigma} c_p 2^{-p\sigma} c_q.
\]

This leads in that case to

\[
\| T_\sigma f \|_{H^s(\mathbb{H}^d)} \leq C \| f \|_{C^s(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)}.
\]

Let us now estimate \(T_\sigma f\) in the case where \(s \geq 0\). We have

\[
\| S_{p-1} g \|_{L^2(\mathbb{H}^d)} \leq C \sum_{p' \leq p-2} \| \Delta_{p'} g \|_{L^2(\mathbb{H}^d)} \leq C \| g \|_{H^s(\mathbb{H}^d)} \sum_{p' \leq p-2} 2^{-p'\sigma} c_{p'}.
\]

Thus (4.2.12) becomes

\[
2^{qs} \| \Delta_q(T_\sigma f) \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^s(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} 2^{qs} \sum_{|p-q| \leq N_0} \sum_{p' \leq p-2} 2^{-p\sigma} 2^{-p'\sigma} c_p c_q.
\]

This obviously ends the estimate of \(\| T_\sigma f \|_{H^s(\mathbb{H}^d)}\) for any \(s\) satisfying \(|s| < \sigma\).

Finally, let us consider the remainder term \(R(f, g)\). Taking into account the accumulation of frequencies at the origin, we can write

\[
\Delta_q(R(f, g)) = \sum_{q \leq p+N_0} \sum_{|p-p'| \leq 1} \Delta_q(\Delta_{p} f, \Delta_{p'} g).
\]

Thus

\[
2^{qs} \| \Delta_q(R(f, g)) \|_{L^2(\mathbb{H}^d)} \leq C 2^{qs} \sum_{q \leq p+N_0} \sum_{|p-p'| \leq 1} \| \Delta_{p} f \|_{L^\infty(\mathbb{H}^d)} \| \Delta_{p'} g \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^s(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} 2^{qs} \sum_{q \leq p+N_0} \sum_{|p-p'| \leq 1} 2^{-p\sigma} 2^{-p'\sigma} c_p c_q.
\]

In the case where \(s \geq 0\), we infer that

\[
2^{qs} \| \Delta_q(R(f, g)) \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^s(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} 2^{qs} \sum_{q \leq p+N_0} 2^{-p\sigma} 2^{-p\sigma} c_p.
\]
Then, thanks to Young inequalities, we get
\[ 2^{qs} \| \Delta_q(R(f,g)) \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^\sigma(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} \] which implies that
\[ \| R(f,g) \|_{H^s(\mathbb{H}^d)} \leq C \| f \|_{C^\sigma(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)}. \]

Now, in the case where \( s < 0 \), we have
\[ 2^{qs} \| \Delta_q(R(f,g)) \|_{L^2(\mathbb{H}^d)} \leq C \| f \|_{C^\sigma(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)} 2^{-q\sigma} \sum_{q \leq p+N_0} 2^{-(p-q)(\sigma-|s|)} c_p. \]

Again, Young inequalities allow to conclude. This achieves the proof of the estimate
\[ \| R(f,g) \|_{H^s(\mathbb{H}^d)} \leq C \| f \|_{C^\sigma(\mathbb{H}^d)} \| g \|_{H^s(\mathbb{H}^d)}, \]
for any \( |s| < \sigma \).

Let us now turn to the proof of Inequality (4.2.9). By definition of the \( C^\rho \)-norm, we recall that
\[ \| S_M f \|_{C^\rho(\mathbb{H}^d)} = \sup_q 2^{q\rho} \| \Delta_q S_M f \|_{L^\infty(\mathbb{H}^d)}. \]

Using commutation properties of \( \Delta_q \) and \( S_M \), we obtain
\[ \| S_M f \|_{C^\rho(\mathbb{H}^d)} = \sup_q 2^{q\rho} \| S_M \Delta_q f \|_{L^\infty(\mathbb{H}^d)} \leq C \sup_q 2^{q\rho} \| \Delta_q f \|_{L^\infty(\mathbb{H}^d)} \]
thanks to the continuity of Littlewood-Paley operators on Lebesgue spaces, which ends the proof of Estimate (4.2.9). Moreover, it is obvious that
\[ \| (\text{Id} - S_M) f \|_{L^\infty(\mathbb{H}^d)} \leq \sum_{q \geq M - N_1} \| \Delta_q f \|_{L^\infty(\mathbb{H}^d)}, \]
where \( N_1 \) is a fixed integer, chosen large enough. Therefore, according to definition of the \( C^\rho \)-norm, we get
\[ \| (\text{Id} - S_M) f \|_{L^\infty(\mathbb{H}^d)} \leq C \sum_{q \geq M - N_1} 2^{-q\rho} \| f \|_{C^\rho(\mathbb{H}^d)} \]
\[ \leq C \| f \|_{C^\rho(\mathbb{H}^d)} \sum_{q \geq M - N_1} 2^{-q\rho} \]
\[ \leq C \| f \|_{C^\rho(\mathbb{H}^d)} 2^{-M\rho}. \]

This achieves the proof of Inequality (4.2.10). Along the same lines, for \( 0 < \sigma < \rho \), one has
\[ \| (\text{Id} - S_M) f \|_{C^\sigma(\mathbb{H}^d)} \leq \sum_{q \geq M - N_1} 2^{q\sigma} \| \Delta_q (\text{Id} - S_M) f \|_{L^\infty(\mathbb{H}^d)}. \]
Using again the continuity of Littlewood-Paley operators on Lebesgue spaces, it comes
\[ \| (\text{Id} - S_M) f \|_{C^\sigma(\mathbb{R}^d)} \leq C \sum_{q \geq M-N_1} 2^{qs} \| \Delta_q f \|_{L^\infty(\mathbb{R}^d)} \]
\[ \leq C \| f \|_{C^\sigma(\mathbb{R}^d)} \sum_{q \geq M-N_1} 2^{q(\sigma - p)} \]
\[ \leq C \| f \|_{C^\sigma(\mathbb{R}^d)} 2^{-M(\rho - \sigma)}, \]
thus the desired estimate. This ends the proof of Lemma 4.13.

\[ \square \]

4.3. Truncation pseudo differential operators

In this section we shall compare Littlewood-Paley operators with the pseudo differential operators $\text{Op}(\Phi(2^{-2p}|\lambda|(\xi^2 + \eta^2)))$, for $\Phi$ compactly supported in a unit ring.

We shall see that $\text{Op}(\Phi(2^{-2p}|\lambda|(\xi^2 + \eta^2)))$ is “close” to $\Delta_p$ in the sense that the operator $\Delta_q \text{Op}(\Phi(2^{-2p}|\lambda|(\xi^2 + \eta^2)))$ is small in $L(H^s(\mathbb{H}^d))$ norm if $|p - q|$ is large. This is made precise in the next proposition.

Proposition 4.14. — Let $\delta_0 \in (0,1)$ and $\Phi$ be a smooth function, compactly supported in $]0, \infty[$. There is a constant $C$ such that the following result holds. For any $p \geq 0$, define the symbol
\[ a_p(w, \lambda, \xi, \eta) = \Phi_p(|\lambda|(\xi^2 + \eta^2)), \quad \text{where} \quad \Phi_p(r) = \Phi(2^{-2p}r), \forall r > 0. \]

Then for any integer $q \geq -1$ and any real number $s$,
\[ \| \Delta_q \text{Op}(a_p) \|_{L^s(H^s(\mathbb{H}^d))} \leq C 2^{-\delta_0|p-q|}, \]
where $\Delta_q$ is a Littlewood-Paley truncation, as defined in Definition 4.3.

Proof. — We shall start by reducing the problem to the case $s = 0$. Let $u$ belong to $\mathcal{S}(\mathbb{H}^d)$ and let $q \geq 0$ be given (the case $q = -1$ is obvious). The norm $\| \Delta_q \text{Op}(a_p) u \|_{H^s}$ is controlled by the quantity
\[ 2^{qs} \| \Delta_q \text{Op}(a_p) u \|_{L^2} = 2^{qs} \left( \int \| \mathcal{F}(u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \|_{HS(H_\lambda)}^2 \, d\lambda \right)^{1/2} \]
where $A_\lambda = J^*_\lambda \text{Op}^w(a_p) J_\lambda$. Defining a smooth, compactly supported (away from zero) function $\mathcal{R}$ such that $\mathcal{R} R^* = R^*$, one has
\[ \| \mathcal{F}(u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \|_{HS(H_\lambda)} = \| \mathcal{F}(u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \mathcal{R}(2^{-2q}D_\lambda) \|_{HS(H_\lambda)}. \]

But $A_\lambda$ is a diagonal operator in the diagonalisation basis of $D_\lambda$, thus it commutes with the operator $R^*(2^{-2q}D_\lambda)$. So
\[ \| \mathcal{F}(u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \mathcal{R}(2^{-2q}D_\lambda) \|_{HS(H_\lambda)} = \| \mathcal{F}(\tilde{\Delta}_q u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \|_{HS(H_\lambda)}, \]
where $\tilde{\Delta}_q$ is the Littlewood-Paley operator associated with $\mathcal{R}(2^{-2q})$. Using (1.2.19) stated page 18, we get
\[ \| \mathcal{F}(u)(\lambda) A_\lambda R^*(2^{-2q}D_\lambda) \mathcal{R}(2^{-2q}D_\lambda) \|_{HS(H_\lambda)} \leq \| \mathcal{F}(\tilde{\Delta}_q u)(\lambda) \|_{HS(H_\lambda)} \| A_\lambda R^*(2^{-2q}D_\lambda) \|_{HS(H_\lambda)}, \]
and Remark 4.4 gives the expected result: we have reduced the problem to the $L^2(\mathbb{R}^d)$ case, and by the Plancherel formula (1.2.21) and Inequality (1.2.19), it is enough to study the norm as a bounded operator of $L^2(\mathbb{R}^d)$ of the operators

$$R^*(2^{-2q}|\lambda|(|\xi^2 - \Delta|) \circ p^{w}(a_p) \quad \text{and} \quad R^*(2^{-2q}|\lambda|(|\xi^2 - \Delta|)) \circ p^{w}(a_p).$$

For this, we use Mehler’s formula to turn $p^{w}(a_p)$ into an operator given by a function of the harmonic oscillator in order to be able to use functional calculus. From now on we suppose to simplify that $\lambda > 0$.

We will denote, as in Definition 4.3, by $R^*$ and $R^*$ the basis functions of the truncation $\Delta_q$ (with $R^*$ supported in a unit ball of $\mathbb{R}$ and $R^*$ supported in a unit ring of $\mathbb{R}$).

In view of (1.3.15) (see page 27), one has

$$p^{w}(\Phi_p(\lambda(\xi^2 + \eta^2)))) = \frac{1}{2\pi} \int_{\mathbb{R}} \Phi(\tau) \frac{e^{i(\xi^2 - \Delta)\Arctg(2^{2p}r^\lambda)}}{(1 + (2^{-2p}r^\lambda)^2)^{\frac{d}{2}}} \, d\tau.$$

But

$$\|R^* (2^{-2q}|\lambda|(|\xi^2 - \Delta|)) \circ p^{w}(a_p)\|_{L^2(\mathbb{R}^d)} = \sup_{\alpha,\lambda} |I_p(\alpha, \lambda)| \|R^*(2^{-2q}|\lambda|(2|\alpha| + d))$$

and a similar relation holds for $R^*$, so we are reduced to estimating, for $\alpha \in \mathbb{N}^d$ and $\lambda 2^{-2q}(2|\alpha| + d)$ in a unit ring (or ball if $q = -1$)

$$I_p(\alpha, \lambda) = \frac{1}{2\pi} \int_{\mathbb{R}} \Phi(\tau) \frac{e^{i(2|\alpha|+d)\Arctg(2^{-2p}r^\lambda)}}{(1 + (2^{-2p}r^\lambda)^2)^{\frac{d}{2}}} \, d\tau,$$

and we shall argue differently whether $q < p$ or $q > p$.

• The case when $q > p$. We argue differently depending on whether $2^{2p}|\lambda| \leq 2^{q-p}$ or $2^{-2p}|\lambda| \geq 2^{q-p}$. Let us first suppose that $2^{2p}|\lambda| \leq 2^{q-p}$. Noticing that

$$\frac{d}{d\tau} e^{i(2|\alpha|+d)\Arctg(2^{-2p}r^\lambda)} = \frac{i 2^{-2p}r^\lambda(2|\alpha| + d)}{1 + (2^{-2p}r^\lambda)^2} e^{i(2|\alpha|+d)\Arctg(2^{-2p}r^\lambda)}$$

we have

$$I_p(\alpha, \lambda) = \frac{i}{(2|\alpha| + d)2^{-2p}r^\lambda} \int e^{i(2|\alpha|+d)\Arctg(2^{-2p}r^\lambda)} \frac{d}{d\tau} \left( \frac{\Phi(\tau)}{(1 + (2^{-2p}r^\lambda)^2)^{\frac{d}{2}-1}} \right) \, d\tau$$

so using the fact that $2|\alpha| + d \geq 1,

$$R^* (2|2| + d) \lambda 2^{-2q}) |I_p(\alpha, \lambda)| \leq C 2^{2(p-q)} \left( \int |\Phi'(\tau)|(1 + (2^{-2p}r^\lambda)^2)^{\frac{d}{2}-1} \, d\tau \right.$$  

$$+ \int |\Phi'(\tau)| \frac{2^{-4p}r^{2\tau}}{(1 + (2^{-2p}r^\lambda)^2)^{\frac{d}{2}}} \, d\tau \right).$$

Let us consider the first integral. If $d \geq 2$, it is bounded by $\|\Phi'\|_{L^1}$. On the other hand, if $d = 1$, we observe that

$$|\Phi'(\tau)|(1 + (2^{-2p}r^\lambda)^2)^{1-\frac{d}{2}} \leq C |\Phi'(\tau)|(1 + 2^{-2p}r^\lambda |\tau|).$$
Therefore, since \(1 + |\tau|\) \(|\hat{\Phi}'(\tau)| \in L^1\), there exists a constant \(C\) such that
\[
2^{2(p-q)} \int |\hat{\Phi}'(\tau)|(1 + (2^{-2p}\lambda \tau)^2)^{-1/2} \, d\tau \leq C \, 2^{2(p-q)} \, (1 + 2^{q-p}) \leq C \, 2^{-(q-p)}.
\]
Let us now concentrate on the last integral. We have clearly
\[
2^{2(p-q)} \int |\hat{\Phi}(\tau)| \frac{2^{-4p}\lambda^2|\tau|}{(1 + (2^{-2p}\lambda \tau)^2)^{3/4}} \, d\tau \leq 2^{2(p-q)} \, 2^{-2p}|\lambda| \int |\hat{\Phi}(\tau)| \, d\tau,
\]
whence a constant \(C\) such that
\[
2^{2(p-q)} \int |\hat{\Phi}(\tau)| \frac{2^{-4p}\lambda^2|\tau|}{(1 + (2^{-2p}\lambda \tau)^2)^{3/4}} \, d\tau \leq C \, 2^{-(q-p)}.
\]
We now suppose that \(|\lambda|2^{-2p} \geq 2^{q-p}\) and we perform the change of variables \(u = \lambda 2^{-2p} \tau\) in the integral expression of \(I_p(\alpha, \lambda)\). We obtain
\[
I_p(\alpha, \lambda) = \frac{2^{2p}\lambda^{-1}}{2\pi} \int \hat{\Phi}(2^{2p}\lambda^{-1}u) \left(1 + u^2\right)^{-d/2}e^{i(2|\alpha|+d)\arctg u} \, du.
\]
Using that \(|\hat{\Phi}(\tau)| \leq C |\tau|^{-1+\delta_0}\), we get
\[
\left|\hat{\Phi}(2^{2p}\lambda^{-1}u)\right| \leq C(2^{-2p}|\lambda|)^{1-\delta_0} |u|^{-1+\delta_0}.
\]
This yields that there exists a constant \(C\) such that
\[
|I_p(\alpha, \lambda)| \leq C (2^{2p}|\lambda|^{-1})^{\delta_0} \int |u|^{-1+\delta_0}(1 + u^2)^{-d/2} \, du \leq C' 2^{-\delta_0(q-p)}.
\]
As a conclusion, we have proved that in that case, for all \(\alpha \in \mathbb{Z}^d\),
\[
R^\ast (2|\alpha| + d)\lambda 2^{-2q} \, |I_p(\alpha, \lambda)| \leq C'2^{-\delta_0(p-q)}.
\]

**The case when** \(q \leq p\). The idea is to compare \(I_p(\alpha, \lambda)\) to \(\Phi(\lambda 2^{-2p}(2|\alpha| + d))\). Taking the inverse (classical) Fourier transform we can write
\[
I_p(\alpha, \lambda) - \Phi(\lambda 2^{-2p}(2|\alpha| + d)) = \frac{1}{2\pi} \int \hat{\Phi}(\tau) \left( \frac{e^{i(2|\alpha|+d)\arctg(2^{-2p}\lambda \tau)}}{(1 + (2^{-2p}\lambda \tau)^2)^{3/4}} - e^{i2^{-2p}\lambda \tau(2|\alpha|+d)} \right) \, d\tau
\]
or again
\[
I_p(\alpha, \lambda) - \Phi(\lambda 2^{-2p}(2|\alpha| + d)) = J_p(\alpha, \lambda) + R_p(\alpha, \lambda),
\]
with
\[
J_p(\alpha, \lambda) \overset{\text{def}}{=} \frac{1}{2\pi} \int \hat{\Phi}(\tau) \left( e^{i(2|\alpha|+d)\arctg(2^{-2p}\lambda \tau)} - e^{i2^{-2p}\lambda \tau(2|\alpha|+d)} \right) \, d\tau.
\]
It is easy to see that
\[
|R_p(\alpha, \lambda)| \leq C 2^{-2p}\lambda \int |\hat{\Phi}(\tau)| \, d\tau
\]
so since \(\hat{\Phi}\) belongs to \(\mathcal{S}(\mathbb{R})\), we have
\[
R^\ast (2|\alpha| + d)\lambda 2^{-2q} \, |R_p(\alpha, \lambda)| \leq C R^\ast ((2|\alpha| + d)\lambda 2^{-2q}) \, 2^{-2p}\lambda 
\leq C 2^{-(p-q)}.
\]
using the fact that $2|\alpha| + d \geq 1$. Similarly
\[
\bar{R}^* ((2|\alpha| + d)\lambda) |R_p(\alpha, \lambda)| \leq C 2^{-2p}.
\]
So now we are left with the estimate of $J_p$, which we shall decompose into two parts:
\[
J_p = J^1_p + J^2_p, \quad \text{with}
\]
\[
J^1_p(\alpha, \lambda) \overset{\text{def}}{=} \frac{1}{2\pi} \int_{|\tau| \leq 1/2} \widehat{\Phi}(\tau) \left( e^{i(2|\alpha|+d)Arctg(2^{-2p}\lambda\tau)} - e^{2^{-2p}\lambda\tau(2|\alpha|+d)} \right) d\tau.
\]
The estimate of $J^2_p$ is very easy, since clearly as above
\[
|J^2_p(\alpha, \lambda)| \leq C 2^{-2p} \lambda \int_{\mathbb{R}} |	au \widehat{\Phi}(\tau)| d\tau
\]
\[
\leq C 2^{-2p} \lambda,
\]
so
\[
R^* ((2|\alpha| + d)\lambda 2^{-2q}) |J^2_p(\alpha, \lambda)| \leq C 2^{-(p-q)} \quad \text{and} \quad \bar{R}^* ((2|\alpha| + d)\lambda) |J^2_p(\alpha, \lambda)| \leq C 2^{-2p}.
\]
Now let us concentrate on $J^1_p$. We can write
\[
J^1_p(\alpha, \lambda) = \frac{1}{2\pi} \int_{|\tau| \leq 1/2} \widehat{\Phi}(\tau) e^{i(2^2p\lambda\tau(2|\alpha|+d))} \left( e^{i(2|\alpha|+d)2^{-2p}\lambda h(\tau)} - 1 \right) d\tau,
\]
with
\[
h(\tau) = \tau \sum_{n \geq 1} \frac{(-1)^n (2^{-2p}\lambda\tau)^2n}{2n+1},
\]
which is well defined, and analytic, for $|\tau| \leq 1/2$. Observe that the function $h$ depends on the integer $p$ and on $\lambda$, and that one has to control this dependence. In particular, we notice that $h'(\tau)$ can easily be bounded, by $1/3$, on the domain $|\tau| \leq 1/2$. But
\[
e^{i(2|\alpha|+d)2^{-2p}\lambda h(\tau)} - 1 = i(2|\alpha| + d)2^{-2p}\lambda h(\tau) \int_0^1 e^{it(2|\alpha|+d)2^{-2p}\lambda h(\tau)} dt
\]
so
\[
J^1_p(\alpha, \lambda) = \frac{i}{2\pi} \int_0^1 \int_{|\tau| \leq 1/2} \widehat{\Phi}(\tau) e^{i(2^{-2p}\lambda(2|\alpha|+d)(\tau + th(\tau)))} (2|\alpha| + d)2^{-2p}\lambda h(\tau) dt d\tau.
\]
Integrating by parts, we get
\[
J_p^1(\alpha, \lambda) = -\frac{1}{2\pi} \int_0^1 \int_{|\tau| \leq 1/2} e^{i(2^{-2p}\lambda(2|\alpha|+d)(\tau + th(\tau)))} \partial_\tau \left( \frac{\widehat{\Phi}(\tau)}{1 + th'(\tau)} h(\tau) \right) dt d\tau
\]
\[
+ \frac{1}{2\pi} \int_0^1 \left[ e^{i(2^{-2p}\lambda(2|\alpha|+d)(\tau + th(\tau)))} \frac{\widehat{\Phi}(\tau)}{1 + th'(\tau)} h(\tau) \right]_{|\tau| \leq 1/2} dt.
\]
Writing the above formula as $J^1_p = K^1_p + K^2_p$, with
\[
K^2_p(\alpha, \lambda) = \frac{1}{2\pi} \int_0^1 \left[ e^{i(2^{-2p}\lambda(2|\alpha|+d)(\tau + th(\tau)))} \frac{\widehat{\Phi}(\tau)}{1 + th'(\tau)} h(\tau) \right]_{|\tau| \leq 1/2} dt,
\]
it is obvious that
\[
|K^2_p(\alpha, \lambda)| \leq C \left| \Phi \left( \frac{1}{2} 2^{-2p} \lambda^{-1} \right) h \left( \frac{1}{2} 2^{-2p} \lambda^{-1} \right) \right|.
\]
Writing
\[ h(\tau) = \tau \sum_{n \geq 1} \frac{(-1)^n (2^{-2p} \lambda \tau)^{2n}}{2n + 1} = 2^{-2p} \lambda \tau^2 \sum_{n \geq 1} \frac{(-1)^n (2^{-2p} \lambda \tau)^{2n-1}}{2n + 1}, \]
we deduce that
\[ |K^2_p(\alpha, \lambda)| \leq C 2^{-2p} \lambda |\hat{\Phi}(\frac{1}{2} 2^{2p} \lambda^{-1}) 2^{4p} \lambda^{-2}| \]
\[ \leq C 2^{-2p} \lambda, \]
where the second estimate comes from the fact that \( \hat{\Phi} \) is a rapidly decreasing function. To bound \( K^1_p \) we just need to notice that
\[ \frac{\hat{\Phi}(\tau)}{1 + th'(\tau)} h(\tau) = \frac{\hat{\Phi}(\tau) \tau^2}{1 + th'(\tau)} 2^{-2p} \lambda g(\tau), \quad \text{with} \quad g(\tau) = \sum_{n \geq 1} \frac{(-1)^n (2^{-2p} \lambda \tau)^{2n-1}}{2n + 1}, \]
so
\[ |K^1_p(\alpha, \lambda)| \leq C 2^{-2p} \lambda \int_0^1 \int_{|\tau 2^{-2p} \lambda| \leq 1/2} \left| \partial_\tau \left( \frac{\hat{\Phi}(\tau) \tau^2}{1 + th'(\tau)} g(\tau) \right) \right| d\tau dt \leq C 2^{-2p} \lambda. \]
We conclude as previously that
\[ R^* \left( (2|\alpha| + d) \lambda 2^{-2q} \right) |J^1_p(\alpha, \lambda)| \leq C 2^{-2(p-q)} \quad \text{and} \quad \check{R}^* \left( (2|\alpha| + d) \lambda \right) |J^1_p(\alpha, \lambda)| \leq C 2^{-2p}. \]
Combining those results, we conclude that if \( p > q \), then
\[ R^* \left( (2|\alpha| + d) \lambda 2^{-2q} \right) \Phi \left( (2|\alpha| + d) \lambda 2^{-2p} \right) - I_p(\alpha, \lambda) \leq C 2^{-2(p-q)}. \]
But clearly \( R^* \left( (2|\alpha| + d) \lambda 2^{-2q} \right) \Phi \left( (2|\alpha| + d) \lambda 2^{-2p} \right) \) is equal to zero if \( |p-q| \) is large enough, so we have proved the expected result if \( p > q \).

That concludes the proof of the proposition.

4.4. \( \lambda \)-truncation operators

We shall use, in the proof of Theorem 5, truncation operators in the variable \( \lambda \).

Let us consider \( \psi \) and \( \phi \), two smooth radial functions, the values of which are in the interval \([0, 1]\), belonging respectively to \( D(B) \) and \( D(C) \), where \( B \) is the unit ball of \( \mathbb{R} \) and \( C \) a unit ring of \( \mathbb{R} \), and such that for \( D = 1 \)
\[ \forall \zeta \in \mathbb{R}^D, \ 1 = \psi(\zeta) + \sum_{p \geq 0} \phi(2^{-2p} \zeta). \]
(4.4.1)

We set
\[ \Lambda_p = \text{Op}(\phi(2^{-2p} \lambda)) \quad \text{and} \quad \Lambda_{-1} = \text{Op}(\psi(\lambda)). \]
We notice that \( \Lambda_p \) commutes with all operators of the form \( \text{Op}(a(\lambda, y, \eta)) \), and in particular with powers of \( -\Delta_{\mathbb{R}^d} \).

Then the operators \( \Lambda_p \) map continuously \( H^s(\mathbb{R}^d) \) into \( H^s(\mathbb{R}^d) \) independently of \( p \) and we have the following quasi-orthogonality relation: there exists \( N_0 \) such that
\[ (4.4.2) \quad \Lambda_p \Lambda_q = 0 \quad \text{for} \quad |p - q| \geq N_0, \]
which implies that

\[(4.4.3) \quad \|A_{\rho} u\|_{L^2(\mathbb{R}^d)} \leq c_\rho \|u\|_{L^2(\mathbb{R}^d)},\]

where \(c_\rho\) is an element of the unit sphere of \(\ell^2(\mathbb{Z})\). More precisely, there exist constants \(C_1\) and \(C_2\) such that if \(f\) belongs to \(H^s(\mathbb{R}^d)\), then the following inequality hold:

\[(4.4.4) \quad C_1 \sum_r \|\Lambda_r f\|_{H^s(\mathbb{R}^d)}^2 \leq \|f\|_{H^s(\mathbb{R}^d)}^2 \leq C_2 \sum_r \|\Lambda_r f\|_{H^s(\mathbb{R}^d)}^2.

Besides, we are able to say something about the \(\Lambda_m\)-localization of a product by an easy adaptation of Lemma 4.1 and of Proposition 4.2 of [5]. More precisely, we have the following result which ensures that some \(\Lambda_m\)-spectral localization properties are preserved after the product has been taken.

**Proposition 4.15.** — There is a constant \(M_1 \in \mathbb{N}\) such that the following holds. Consider \(f\) and \(g\) two functions of \(S(\mathbb{R}^d)\) such that

\[
F(f)(\lambda) = 1_{2^{m}C}(\lambda)F(f)(\lambda) \quad \text{and} \quad F(g)(\lambda) = 1_{2^{m'}C}(\lambda)F(g)(\lambda)
\]

for some integers \(m\) and \(m'\). If \(m' - m > M_1\), then there exists a ring \(\tilde{C}\) such that

\[
F(f g)(\lambda) = 1_{2^{m'}C}(\lambda)F(f g)(\lambda).
\]

On the other hand, if \(|m' - m| \leq M_1\), then there exists a ball \(\tilde{B}\) such that

\[
F(f g)(\lambda) = 1_{2^{m'}\tilde{B}(\lambda)}F(f g)(\lambda).
\]

**Proof.** — The proof of that result follows the lines of the proof of Proposition 4.2 of [5], and is in fact simpler. We write it here for the sake of completeness. By density, it suffices to prove Lemma 4.15 for \(f, g\) in \(\mathcal{D}(\mathbb{R}^{2d+1})\).

For simplicity, we will only deal with the case where \(\lambda > 0\).

By definition of \(F(f)(\lambda)\), we have

\[
F(f)(\lambda)F_{\alpha, \lambda}(\xi) = \int_{\mathbb{R}^d} f(z, s)u_{z, s}^\lambda F_{\alpha, \lambda}(\xi) \, dz \, ds
\]

\[
= \int_{\mathbb{R}^d} f(z, s)F_{\alpha, \lambda}(\xi - \xi) e^{i\lambda z + 2\lambda(\xi - \xi)z - |z|^2/2} \, dz \, ds.
\]

Let us write \(\xi = \xi_a + i\xi_b\) and \(z = z_a + iz_b\), where \(\xi_a, z_a, \xi_b\) and \(z_b\) are real numbers.

Straightforward computations show that

\[
e^{i\lambda z + 2\lambda(\xi - \xi)z - |z|^2/2} = e^{j(2\lambda \xi_b z_a - 2\lambda \xi_a z_b - \lambda)} e^{-\lambda(|\xi - \xi|^2 - |\xi|^2)}.
\]

Then we can observe that

\[(4.4.5) \quad F(f)(\lambda)F_{\alpha, \lambda}(\xi) = (A_{\lambda, \xi}^\alpha f)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda),\]

where \(\hat{h}\) denotes the usual Fourier transform of \(h\) on \(\mathbb{R}^{2d+1}\) and where

\[(4.4.6) \quad A_{\lambda, \xi}^\alpha f(z, s) = F_{\alpha, \lambda}(\xi - \xi) e^{\lambda(|\xi - \xi|^2 - |\xi|^2)} f(z, s).\]
Therefore, one can write
\[ \mathcal{F}(fg)(\lambda)F_{\alpha,\lambda}(\xi) = (A_{\lambda,\xi}^\alpha fg) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda). \]
Noticing that for any multi-index \( \beta \) of \( \mathbb{N}^d \) satisfying \( \beta \leq \alpha \), we have
\[ F_{\alpha,\lambda}(\xi) = C_{\alpha,\beta} F_{\alpha-\beta,\lambda}(\xi) \cdot F_{\beta,\lambda}(\xi), \]
with \( C_{\alpha,\beta} = \left( \frac{\alpha}{\beta} \right)^{\frac{1}{2}} \), we deduce that \( A_{\lambda,\xi}^\alpha fg = B_{\lambda,\xi}^\beta f \cdot A_{\lambda,\xi}^{\alpha-\beta} g \), where
\[ B_{\lambda,\xi}^\beta f(z,s) = F_{\beta,\lambda}(\xi - \bar{z})f(z,s) \]
and \( \beta \leq \alpha \). Using the fact that the standard Fourier transform on \( \mathbb{R}^{2d+1} \) exchanges product and convolution, we get
\[ (A_{\lambda,\xi}^\alpha fg) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = C_{\alpha,\beta} \left( B_{\lambda,\xi}^\beta f \right) \hat{} \ast \left( A_{\lambda,\xi}^{\alpha-\beta} g \right) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda), \]
where \( \ast \) denotes the convolution product in \( \mathbb{R}^{2d+1} \) and still for any multi-index \( \beta \) of \( \mathbb{N}^d \) satisfying \( \beta \leq \alpha \). The question is then reduced to the study of the supports of the functions \( (B_{\lambda,\xi}^\beta f) \hat{} \) and \( (A_{\lambda,\xi}^{\alpha-\beta} g) \hat{} \).

According to (4.4.5), the support in \( \lambda \) of the function \( (A_{\lambda,\xi}^{\alpha-\beta} g) (z,s) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) \) is included in the ring \( 2^{m'} \mathcal{C} \). Now, Lemma 4.15 readily follows from the properties of the standard convolution product in \( \mathbb{R}^{2d+1} \) for the supports, and from the following lemma, whose proof is given below.

This ends the proof of Lemma 4.15.

**Lemma 4.16.** — Under the hypothesis of Lemma 4.15, we have
\[ (B_{\lambda,\xi}^\beta f) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = 1_{2^{2m'} \mathcal{C}}(\lambda) \left( B_{\lambda,\xi}^\beta f \right) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda). \]

**Proof.** — By definition of the standard Fourier transform on \( \mathbb{R}^{2d+1} \), we have
\[ (B_{\lambda,\xi}^\beta f) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = \int e^{-i(-2\lambda \xi_b \cdot z_a - 2\lambda \xi_a \cdot z_b - \lambda s)} B_{\lambda,\xi}^\beta f(z,s) \, dz \, ds \]
\[ = \int e^{i(2\lambda \xi_b \cdot z_a + 2\lambda \xi_a \cdot z_b + \lambda s)} F_{\beta,\lambda}(\xi - \bar{z})f(z,s) \, dz \, ds \]
Denoting \( 2\lambda(\xi_b \cdot z_a + \xi_a \cdot z_b) + \lambda s \) by \( J_\lambda(s,z,\xi) \), it follows that
\[ (B_{\lambda,\xi}^\beta f) \hat{} (-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = \int e^{iJ_\lambda(s,z,\xi)} e^{-\lambda \vert |\xi - \bar{z}|^2 - |\bar{z}|^2 \vert} F_{\beta,\lambda}(\xi - \bar{z})e^{\lambda \vert |\xi - \bar{z}|^2 - |\bar{z}|^2 \vert} f(z,s) \, dz \, ds. \]
Using that
\[ e^{\lambda \vert |\xi - \bar{z}|^2} = \sum_{\alpha \in \mathbb{N}^d} (\xi - \bar{z})^\alpha e^{\lambda \vert |\xi - \bar{z}|^2 \vert} = \sum_{\alpha \in \mathbb{N}^d} \lambda^{|\alpha|} (\xi - \bar{z})^\alpha, \]
and observing that the above series is normally convergent on any compact, we deduce that
\[ e^{\lambda \vert |\xi - \bar{z}|^2} F_{\beta,\lambda}(\xi - \bar{z}) = \sum_{\alpha \in \mathbb{N}^d} (\xi - \bar{z})^\alpha \frac{\lambda^{|\alpha|} (\xi - \bar{z})^\alpha}{\alpha!} \frac{1}{\beta!} \frac{(\beta + \alpha)!}{\beta!} F_{\alpha + \beta,\lambda}(\xi - \bar{z}). \]
This leads, since \( f \in D(\mathbb{R}^{2d+1}) \), to
\[
\left( B_{\lambda,\xi}^\beta f \right)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = \sum_{\alpha \in \mathbb{N}^d} e^{-\lambda|\xi|^2} \left( \frac{\lambda}{2} \right)^\frac{\left| \alpha \right|}{2} \frac{1}{\alpha!} \sqrt{\frac{(\beta + \alpha)!}{\beta!}} \times \int e^{iJ_{\lambda}(s, z, \xi)} e^{-\lambda|z - \xi|^2 - |s|^2} F_{\alpha + \beta, \lambda}(\xi - z)^\alpha f(z, s) \, dz \, ds.
\]

Recalling that
\[
A_{\lambda,\xi}^\alpha f(z, s) = F_{\alpha, \lambda}(\xi - z)e^{-\lambda|\xi|^2} F(z, s),
\]
we get
\[
\left( B_{\lambda,\xi}^\beta f \right)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda) = \sum_{\alpha \in \mathbb{N}^d} e^{-\lambda|\xi|^2} \left( \frac{\lambda}{2} \right)^\frac{\left| \alpha \right|}{2} \frac{1}{\alpha!} \sqrt{\frac{(\beta + \alpha)!}{\beta!}} \times \left( A_{\lambda,\xi}^{\beta + \alpha}(\xi - z)^\alpha f \right)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda).
\]

Let us study separately each term of the above series. By Lemma A.2 and using the fact for \( \lambda > 0, D_j = \partial_{x_j} \), we obtain
\[
\mathcal{F}(z_j f)(\lambda) F = \frac{1}{2\lambda} [\partial_{x_j}, \mathcal{F}(f)(\lambda)] F.
\]
In particular, for any \( \gamma \in \mathbb{N}^d \),
\[
\mathcal{F}(z_j f)(\lambda) F_{\gamma, \lambda}(\xi) = \frac{1}{2\lambda} \left( \partial_{x_j} \mathcal{F}(f)(\lambda) F_{\gamma, \lambda}(\xi) - \mathcal{F}(f)(\lambda) \partial_{x_j} F_{\gamma, \lambda}(\xi) \right).
\]
The frequency localization of the function \( f \) in the ring \( 2^{2n} C(\lambda) \) implies then that the support in \( \lambda \) of \( \mathcal{F}(\xi - z_i f)(\lambda) F_{\gamma, \lambda}(\xi) \) is included in the same ring \( 2^{2n} C(\lambda) \). An immediate induction implies that for any multi-index \( \alpha \) the support in \( \lambda \) of \( \mathcal{F}((\xi - z)^\alpha f)(\lambda) F_{\gamma, \lambda}(\xi) \) is still included in the same ring \( 2^{2n} C(\lambda) \). Therefore, the support in \( \lambda \) of
\[
\left( A_{\lambda,\xi}^{\beta + \alpha}(\xi - z)^\alpha f \right)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda)
\]
is included in the ring \( 2^{2m} C(\lambda) \).

As each term of the series is supported in a fixed ring, the same holds for the function
\[
\left( B_{\lambda,\xi}^\beta f \right)(-2\lambda \xi_b, -2\lambda \xi_a, -\lambda),
\]
which ends the proof of the lemma. \( \square \)

The following results will also be useful in Chapter 5.

**Lemma 4.17.** — There exists a constant \( C \) such that for any function \( f \),
\[
\| \Lambda_m \Delta_q f \|_{L^\infty(\mathbb{H}^d)} \leq C \| \Delta_q f \|_{L^\infty(\mathbb{H}^d)}
\]
for any integers \( m \) and \( q \).

Moreover if \( \rho \) is a nonnegative real number, then there exists a constant \( C \) such that for any function \( f \)
\[
\| \Lambda_m f \|_{L^\infty(\mathbb{H}^d)} \leq C 2^{-m\rho} \| f \|_{C^\rho(\mathbb{H}^d)}.
\]
Proof. — Let us first prove (4.4.7). We shall only give the general idea of the proof, as the method follows closely a strategy initiated in [7] for the study of Littlewood-Paley operators, and followed also in [6] in the analysis of the heat operator.

Recall that

\[
\mathcal{F}(\Lambda_m \Delta_q f)(\lambda) = \phi(2^{-2m} \lambda) \mathcal{F}(f)(\lambda)(f) R^*(2^{-2q} D_\lambda).
\]

where \( \phi \) and \( R^* \) are smooth radial functions with values in the interval \([0, 1]\) supported in a unit ring of \( \mathbb{R} \). This can be also written

\[
\mathcal{F}(\Lambda_m \Delta_q f)(\lambda) = \phi(2^{-2m} \lambda) \mathcal{F}(f)(\lambda) \tilde{R}^*(2^{-2q} D_\lambda) R^*(2^{-2q} D_\lambda)
\]

where \( \tilde{R}^* \) is a smooth radial function compactly supported in a unit ring so that \( \tilde{R}^* R^* = R^* \).

According to the fact that the Fourier transform exchanges convolution and composition, we have

\[
\Lambda_m \Delta_q f = \Delta_q f \ast h_{m,q},
\]

where the function \( h_{m,q} \) is defined by

\[
\mathcal{F}(h_{m,q})(\lambda) = \phi(2^{-2m} \lambda) \tilde{R}^*(2^{-2q} D_\lambda).
\]

Taking advantage of Young’s inequalities, it therefore suffices to prove that the function \( h_{m,q} \) belongs to \( L^1(\mathbb{R}^d) \) uniformly in \( m \) and \( q \).

By rescaling, we are reduced to investigating the function \( h_j \) defined by

\[
\mathcal{F}(h_j)(\lambda) \overset{\text{def}}{=} \phi(2^{-2j} \lambda) \tilde{R}^*(D_\lambda).
\]

By the inversion formula (1.2.31), we get

\[
(4.4.9) \quad h_j(z, s) = \frac{2^{d-1}}{\pi^{d+1}} \sum_m \int e^{-i\lambda s} \phi(2^{-2j} \lambda) \tilde{R}^* (2m + d) \lambda L_m^{(d-1)}(2|\lambda||z|^2) e^{-\lambda |z|^2} |\lambda|^d d\lambda.
\]

In order to prove that \( h_j \) belongs to \( L^1(\mathbb{R}^d) \) (uniformly in \( j \)), the idea (as in [7] and [6]) consists in proving that the function \((z, s) \mapsto (is - |z|^2)^k h_j(z, s) \) belongs to \( L^\infty(\mathbb{R}^d) \) with uniform bounds in \( j \).

Let us start by considering the case \( k = 0 \). It is easy to see that the Laguerre polynomials defined in (1.2.30) page 21 satisfy for all \( y \geq 0 \)

\[
|L_m^{(d-1)}(y)e^{-\frac{y}{2}}| \leq C_d(m + 1)^{d-1}
\]

Since \( \phi \) is bounded, this gives easily after the change of variables \( \beta = (2m + d)\lambda \)

\[
(4.4.10) \quad |h_j(z, s)| \leq C \sum_m \frac{1}{m^2} \int |\tilde{R}^*(\beta)| d\beta.
\]

To deal with the case \( k \neq 0 \), we use the result proved in [7] (see also Proposition 1.11 recalled in the introduction) stating that for any radial function \( g \), one has

\[
\mathcal{F} ((is - |z|^2) g(z, s))(\lambda) F_{\alpha, \lambda} = Q_{\alpha}^*(\lambda) F_{\alpha, \lambda}.
\]
where for all \( m \geq 1 \),
\[
Q_m^*(\lambda) = \frac{d}{d\lambda} Q_m(\lambda) - \frac{m}{\lambda} (Q_m(\lambda) - Q_{m-1}(\lambda)) \quad \text{if } \lambda > 0,
\]
\[
Q_m^*(\lambda) = \frac{d}{d\lambda} Q_m(\lambda) + \frac{m + d}{|\lambda|} (Q_m(\lambda) - Q_{m+1}(\lambda)) \quad \text{if } \lambda < 0
\]
while \( Q_m \) is given by
\[
\mathcal{F}(g(z, s))(\lambda) F_{a, \lambda} = Q_{|a|}(\lambda) F_{a, \lambda}.
\]

The proof then consists in applying Taylor formulas in the above expressions in order to reduce the problem to an estimate of the same type as (4.4.10). The only difference with the case treated in [7] and [6] lies in the dependence on \( j \). However it can be noticed that due to the support assumptions on \( \phi \) and \( \tilde{R}^* \), there are two positive constants \( c_1 \) and \( c_2 \) such that
\[
h_j(z, s) = \frac{2^{d-1}}{\pi} \sum_{m \in C_j} \int e^{-i\lambda s} \phi(2^{-2j}\lambda) \tilde{R}^* ((2m + d)\lambda) L_m^{(d-1)} (2|\lambda| |z|^2)e^{-|\lambda||z|^2} |\lambda|^d d\lambda
\]
with \( C_j \) defined by \( \{ m \in \mathbb{N}, c_1 2^{-2j} \leq 2m + d \leq c_2 2^{-2j} \} \). Now let us decompose \( h_j \) into two parts:
\[
h_j(z, s) = h^1_j(z, s) + h^2_j(z, s), \quad \text{where}
\]
\[
h^1_j(z, s) = \frac{2^{d-1}}{\pi} \sum_{m \in C_j} \int e^{-i\lambda s} \phi((2m + d)\lambda) \tilde{R}^* ((2m + d)\lambda) L_m^{(d-1)} (2|\lambda| |z|^2)e^{-|\lambda||z|^2} |\lambda|^d d\lambda.
\]
The term \( h^1_j \) is dealt with exactly in the same way as in [7] and [6].

For \( h^2_j \) we shall use the Taylor formula
\[
\phi(2^{-2j}\lambda) - \phi((2m + d)\lambda) = (2^{-2j} - (2m + d)) \lambda \int_0^1 \phi'(t2^{-2j}\lambda + (1 - t)(2m + d)\lambda)\ dt.
\]
But for any \( m \in C_j \), one can find \( \alpha_m \in [c_2^{-1}, c_1] \) such that
\[
2^{-2j} = \alpha_m (2m + d).
\]

It follows that one can write
\[
\phi(2^{-2j}\lambda) - \phi((2m + d)\lambda) = (\alpha_m - 1)(2m + d)\lambda \int_0^1 \phi' ([t\alpha_m + (1 - t)](2m + d)\lambda)\ dt
\]
and the change of variables \( u = t\alpha_m + (1 - t) \) gives
\[
\tilde{R}^* ((2m + d)\lambda) (\phi(2^{-2j}\lambda) - \phi((2m + d)\lambda)) = (2m + d)\lambda \tilde{R}^* ((2m + d)\lambda)
\]
\[
\times \int_\mathbb{R} \phi' (u(2m + d)\lambda) 1_{[1, \alpha_m]} du.
\]

This form is of the same kind that considered in [7], and allows to end the proof of (4.4.7) exactly in the same way.

Let us prove now (4.4.8). On the support of the Fourier transform of \( \Delta_p \Lambda_m \), we have \( D_\lambda \sim 2^p \) and \( |\lambda| \sim 2^m \). Therefore, \( 2^{2(p-m)} \) has to be greater than or equal to 1. This implies that the only indexes \((p, m)\) that we have to consider are those such that \( 0 < m \leq p \). So
\[
\Lambda_m f = \Lambda_m (\text{Id} - S_{m-1}) f.
\]
Therefore using (4.4.7), we have
\[
\| \Lambda_m f \|_{L^\infty(\mathbb{H}^d)} \leq C \sum_{q \geq m-1} \| \Lambda_m \Delta_q f \|_{L^\infty(\mathbb{H}^d)} \\
\leq C \sum_{q \geq m-1} \| \Delta_q f \|_{L^\infty(\mathbb{H}^d)} \\
\leq C \sum_{q \geq m-1} 2^{-q \rho} \| f \|_{C^\rho(\mathbb{H}^d)},
\]
so finally
\[
\| \Lambda_m f \|_{L^\infty(\mathbb{H}^d)} \leq C 2^{-m \rho} \| f \|_{C^\rho(\mathbb{H}^d)}.
\]
That proves the lemma. \qed
In this chapter we shall be giving the proof of Theorem 5. In the first paragraph we reduce the study to the case of operators of order zero, and in the second paragraph we show that it is possible to restrict our attention to a fixed regularity index in a certain range. We then follow the strategy of the proof of continuity of pseudodifferential operators in the $\mathbb{R}^d$ case due to R. Coifman and Y. Meyer [22]. The proof is based on the two following ideas: we introduce the notion of reduced symbols (see Section 5.3) of which we prove the continuity. Then, we obtain in Section 5.4 that any symbol $a$ of order 0 on the Heisenberg group is a sum of a convergent series of reduced symbols, and finally deduce the continuity for the operator $\text{Op}(a)$.

Let us mention that the proof below would be much easier if the symbols were only functions of $(w, y, \eta)$, and not also of $\lambda$ : in that case, one would not need to use an additional cutoff in $\lambda$ via the operators $\Lambda^p$ (see Section 5.5), which will induce some technicalities.

5.1. Reduction to the case of operators of order zero

In this paragraph we shall reduce the study to the case of zero-order operators. Suppose therefore that the result has been proved for any zero-order operator, meaning that for any operator $b \in S_{\mathbb{H}^d}(0)$ of regularity $C^\rho(\mathbb{H}^d)$ and for any $|s| \leq \rho$ if $\rho > 2(2d+1)$ (resp. $0 < s < \rho$ if $\rho > 0$), the operator $\text{Op}(b)$ maps continuously $H^s(\mathbb{H}^d)$ into itself.

Let $a$ be a symbol of order $\mu \in \mathbb{R}$. Then for any $f \in H^s(\mathbb{H}^d)$,

$$\text{Op}(a)f(w) = \frac{2^{d-1}}{\pi^{d+1}} \int \text{tr} \left( u_{w-1}^\lambda (\mathcal{F}(f)(\lambda)A\lambda(w)) \right) |\lambda|^d d\lambda$$

with

$$\mathcal{F}(f)(\lambda)A\lambda(w) = \mathcal{F}(f)(\lambda)J^\lambda op^w(a(w, \lambda))J\lambda$$

$$= \mathcal{F}((\text{Id} - \Delta_{\mathbb{H}^d})^{n/2} f)(\lambda)J^\lambda op^w(m_{-\mu}^{(\lambda)} # a)J\lambda.$$ 

This can be written

$$\text{Op}(a)f(w) = \text{Op}(b)(\text{Id} - \Delta_{\mathbb{H}^d})^{n/2} f(w),$$

where $b \overset{\text{def}}{=} m_{-\mu}^{(\lambda)} # a$ is a symbol of order 0. The boundedness of $\text{Op}(b)$ from $H^{s-\mu}$ to $H^{s-\mu}$ for $|s - \mu| < \rho$ (resp. $0 < s < \rho$ if $\rho > 0$) then yields the existence of constants $C$ and $C'$ such...
that
\[ \| \text{Op}(a)f \|_{H^{s-\mu}} \leq C \| (\text{Id} - \Delta_H^{\delta}) f \|_{H^{s-\mu}} \leq C' \| f \|_{H^s}. \]

Therefore it suffices to prove the theorem for symbols of order 0, which we will assume from now on.

5.2. Reduction to the case of a fixed regularity index

In this paragraph, we shall reduce the study of the continuity of pseudodifferential operators of order 0 on Sobolev spaces from arbitrary Sobolev spaces \( H^t(\mathbb{H}^d) \), to one Sobolev space \( H^s(\mathbb{H}^d) \) with a regularity index \( s \) such that \( 0 < s < \delta_0 \), where \( \delta_0 \) (chosen equal to \( \rho - [\rho] \)) will be the index entering the assumptions of Proposition 4.14, page 72.

In order to do so, let us suppose that the continuity in \( H^s(\mathbb{H}^d) \) is proved for any symbol of order 0 with \( 0 < s < \delta_0 \) (note that \( \delta_0 \leq \rho \)). Consider a symbol \( a(w, \lambda, \xi, \eta) \) of order 0. Let \( \alpha \) be a multi-index in \( \mathbb{N}^d \) with \( |\alpha| \leq [\rho] \) and, using Proposition 2.9, define the \( C^\delta_0 \) symbol \( b_\alpha \) by
\[ \text{Op}(b_\alpha) = Z^\alpha \text{Op}(a)(\text{Id} - \Delta_H^{\delta})^{-|\alpha|}. \]

Then \( \text{Op}(b_\alpha) \) maps \( H^t(\mathbb{H}^d) \) into itself for \( 0 < t < \delta_0 \). Therefore, there exists a constant \( C \) such that for any \( f \in H^{t+[\rho]}(\mathbb{H}^d) \),
\[ \| \text{Op}(a)f \|_{H^{t+[\rho]}(\mathbb{H}^d)}^2 = \sum_{|\alpha| \leq [\rho]} \| \text{Op}(b_\alpha)(\text{Id} - \Delta_H^{\delta})^{-|\alpha|}f \|_{H^t(\mathbb{H}^d)}^2 \leq C \sum_{|\alpha| \leq [\rho]} \| (\text{Id} - \Delta_H^{\delta})^{-|\alpha|}f \|_{H^t(\mathbb{H}^d)}^2 = C' \| f \|_{H^{t+[\rho]}(\mathbb{H}^d)}^2. \]

Therefore, \( \text{Op}(a) \) maps \( H^s(\mathbb{H}^d) \) into itself for \( s = t + [\rho], t < \delta_0 \), whence for \( 0 < s < \rho \).

Assuming \( \rho > 2(2d+1) \) and using the fact that the adjoint of a pseudodifferential operator is a pseudodifferential operator of the same order, we get the continuity on \( H^s(\mathbb{H}^d) \) for \( 0 < |s| < \rho \).

Then \( s = 0 \) is obtained by interpolation.

5.3. Reduced and reduceable symbols

Let us start by defining the notion of reduced and reduceable symbols.

**Definition 5.1.** — *Let \( t \) be a symbol. Then \( t \) is reduceable if it can be decomposed in the following way: for all \((w, \lambda, \xi, \eta) \in \mathbb{H}^d \times \mathbb{R}^* \times \mathbb{R}^{2d}\)*

\[ t(w, \lambda, \xi, \eta) = \sum_{k \in \mathbb{Z}^{2d}} t^k(w, \lambda, \xi, \eta), \quad \text{where} \]

\[ t^k(w, \lambda, \xi, \eta) = b^k_{-1}(w, \lambda) \Psi^k(\lambda, \xi, \eta) + \sum_{p=0}^{\infty} b^k_p(w, \lambda) \Phi^k_p(\lambda, \xi, \eta). \]
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with

\[ \Phi^k_p(\lambda, \xi, \eta) \overset{\text{def}}{=} \Phi^k_p(\sqrt{\lambda|\xi|}, \sqrt{\lambda|\eta|}) \text{ while } \Phi^k_p(\xi, \eta) \overset{\text{def}}{=} e^{ik \cdot (2-\rho, 2-\rho, \eta)} \Phi(2^{-2\rho}(\xi^2 + \eta^2)) \]

and \( \Phi \) is a smooth function with values in \([0, 1]\), compactly supported in \([0, \infty[\).

Similarly

\[ \Psi^k(\lambda, \xi, \eta) \overset{\text{def}}{=} \Psi^k(\sqrt{\lambda|\xi|}, \sqrt{\lambda|\eta|}) \text{ where } \Psi^k(\xi, \eta) \overset{\text{def}}{=} e^{ik \cdot (\xi, \eta)} \Psi(\xi^2 + \eta^2) \]

and \( \Psi \) a smooth function with values in \([0, 1]\), compactly supported in \([-1, 1[\).

Finally the functions \( b^k_p(\cdot, \lambda) \) belong to the Hölder space \( C^p(\mathbb{H}^d) \) with

\[ (5.3.1) \sup_{p, \lambda} \|b^k_p(\cdot, \lambda)\|_{C^p(\mathbb{H}^d)} = A_k < \infty. \]

The symbols \( t^k \) are called reduced symbols.

It follows from the analysis of the examples of Chapter 2, Section 2.1 that for any \( k \in \mathbb{Z}^{2d} \) and \( p \in \mathbb{N} \), the operator \( \text{Op}(b^k_p(w, \lambda)\Phi^k_p(\lambda, \xi, \eta)) \) is bounded in \( H^s(\mathbb{H}^d) \) since one can write by easy functional calculus

\[ \text{Op}(b^k_p(w, \lambda)\Phi^k_p(\lambda, \xi, \eta)) = \text{Op}(b^k_p(w, \lambda)) \circ \text{Op}(\Phi^k_p(\lambda, \xi, \eta)) \]

where the two operators of the right-hand side are bounded operators on \( H^s(\mathbb{H}^d) \) (see Chapter 1, Sections 2.1.2 and 2.1.4 respectively).

The same fact is true for \( \text{Op}(b^k_{-1}(w, \lambda)\Psi^k(\lambda, \xi, \eta)) \). Besides, by Proposition 2.2 stated page 35, there is a constant \( C \) (independent of \( k \)) such that

\[ (5.3.2) \|\text{Op}(b^k_{-1}(w, \lambda)\Psi^k(\lambda, \xi, \eta))\|_{L(H^s(\mathbb{H}^d))} \leq C A_k \|\Psi^k\|_{S(1, g)} \] and

\[ \|\text{Op}(b^k_p(w, \lambda)\Phi^k_p(\lambda, \xi, \eta))\|_{L(H^s(\mathbb{H}^d))} \leq C A_k \|\Phi^k_p\|_{S(1, g)} \]

where we recall that \( g \) is the harmonic oscillator metric of Section 1.3.2 in Chapter 1.

The main ingredient in the proof of Theorem 5 is the following result.

**Proposition 5.2.** — Let \( k \) be fixed in \( \mathbb{Z}^{2d} \) and \( t^k \) be a reduced symbol as defined in Definition 5.1. The operator \( \text{Op}(t^k) \) maps continuously \( H^s(\mathbb{H}^d) \) into itself for \( 0 \leq s < \rho \). Its operator norm is bounded by \( CA_k(1 + |k|)^n \) for some integer \( n \), where \( C \) is a constant (independent of \( k \)).

The proof of this proposition is postponed to Section 5.5.

**Remark 5.3.** — Due to Proposition 5.2, a reducable symbol \( t \) is the symbol of a bounded operator on \( H^s(\mathbb{H}^d) \) as soon as \((A_k(1 + |k|)^n)_{k \in \mathbb{Z}^{2d}} \) belongs to \( \ell^1(\mathbb{Z}^{2d}) \).
5.4. Decomposition into reduced symbols and proof of the theorem

The aim of this section is to prove the following lemma.

Lemma 5.4. — Let \( a \) be a symbol of order 0. Then \( a \) is reducible and, with the notation of Definition 5.1, for any integer \( N \), there is a constant \( C_N \) such that for any \( k \in \mathbb{Z}^{2d} \),

\[
A_k \leq \frac{C_N}{(1 + |k|)^N}.
\]

(5.4.1)

In view of Remark 5.3, Lemma 5.4 gives directly Theorem 5 (up to the proof of Proposition 5.2).

Proof. — Let us consider \( \psi \) and \( \phi \) defining a partition of unity as in (4.4.1) page 76: one can write

\[
\forall (\lambda, \xi, \eta) \in \mathbb{R}^s \times \mathbb{R}^{2d}, \quad \psi (|\lambda| (\xi^2 + \eta^2)) + \sum_{p \geq 0} \phi (2^{-2p} |\lambda| (\xi^2 + \eta^2)) = 1.
\]

(5.4.2)

Then

\[
a(w, \lambda, \xi, \eta) = a(w, \lambda, \xi, \eta) \psi (|\lambda| (\xi^2 + \eta^2)) + \sum_{p \geq 0} a(w, \lambda, \xi, \eta) \phi (2^{-2p} |\lambda| (\xi^2 + \eta^2))
\]

\[
= b_1 (w, \lambda, \sqrt{|\lambda|} \xi, \sqrt{|\lambda|} \eta) + \sum_{p \geq 0} b_p (w, \lambda, 2^{-p} \sqrt{|\lambda|} \xi, 2^{-p} \sqrt{|\lambda|} \eta)
\]

with

\[
b_1 (w, \lambda, \xi, \eta) \overset{\text{def}}{=} \bar{a} (w, \lambda, \xi, \eta) \psi (\xi^2 + \eta^2)
\]

and

\[
b_p (w, \lambda, \xi, \eta) \overset{\text{def}}{=} \bar{a} (w, \lambda, \frac{\xi}{\sqrt{|\lambda|}}, \frac{\eta}{\sqrt{|\lambda|}}) \phi (\xi^2 + \eta^2)
\]

for \( p \geq 0 \),

where \( \bar{a} (w, \lambda, \xi, \eta) \overset{\text{def}}{=} a(w, \lambda, \frac{\xi}{\sqrt{|\lambda|}}, \frac{\eta}{\sqrt{|\lambda|}}) \). The functions \( b_p \) are compactly supported in \( (\xi, \eta) \), in the ring \( C \) for \( p \geq 0 \) and in the ball \( B \) for \( p = -1 \). Moreover, denoting by \( \partial \) a differentiation in \( \xi \) or \( \eta \), we have, for all \( p \geq -1 \),

\[
\partial b_p (w, \lambda, \xi, \eta) = 2^p (\partial \bar{a}) (w, \lambda, 2^p \xi, 2^p \eta) \phi (\xi^2 + \eta^2) + 2 \xi \phi' (\xi^2 + \eta^2) \bar{a} (w, \lambda, 2^p \xi, 2^p \eta).
\]

We deduce that

\[
|\partial b_p (w, \lambda, \xi, \eta)| \leq C \frac{2^p}{\sqrt{1 + |\lambda| + (2^p \xi^2 + (2^p \eta)^2)}} |\phi (\xi^2 + \eta^2)| + C |\xi| |\phi' (\xi^2 + \eta^2)|, \quad \text{and}
\]

\[
|\lambda \partial_\lambda b_p (w, \lambda, \xi, \eta)| \leq C |\lambda \partial_\lambda \bar{a} (w, \lambda, 2^p \xi, 2^p \eta)|
\]

so using the boundedness of the symbol norm of \( a \) and the fact that \( \phi \) is compactly supported, and arguing similarly for higher order derivatives, one gets the following uniform norm bound on \( b_p \):

\[
(5.4.3) \quad \sup_{p, \lambda, \xi, \eta} \| (\lambda \partial_\lambda)^m \partial^2_{(\xi, \eta)} b_p (\cdot, \lambda, \xi, \eta) \|_{C^r (\mathbb{R}^d)} \leq C_{\beta, m}.
\]
Now, since for $p \geq 0$ the functions $b_p$ are compactly supported in $(\xi, \eta)$, in a ring $C$ independent of $p$, we can write a decomposition in Fourier series:

$$b_p(w, \lambda) \phi(\xi^2 + \eta^2),$$

where $\phi$ is a smooth, radial function, compactly supported in a unit ring, so that $\phi \phi = \phi$. We have of course

$$b_k(w, \lambda) = \frac{1}{(2\pi)^d} \int_C e^{-ik \cdot (\xi, \eta)} b_p(w, \lambda, \xi, \eta) d\xi d\eta.$$ 

Along the same lines, we get

$$b_{-1}(w, \lambda) \psi(\xi^2 + \eta^2),$$

where $\psi$ is a smooth, radial function, compactly supported in a unit ball, so that $\psi \psi = \psi$. 

Defining

$$\Phi_k(\xi, \eta) \equiv e^{ik \cdot (\xi, \eta)} \phi(\xi^2 + \eta^2),$$

it turns out that

$$a(w, \lambda) = b_{-1}(w, \lambda, \sqrt{\lambda} \xi, \sqrt{\lambda} \eta) + \sum_{p,k} b_k(w, \lambda) \Phi_k(2^{-p} \sqrt{\lambda} \xi, 2^{-p} \sqrt{\lambda} \eta)$$

That concludes the fact that $a$ is reducible. It remains to prove (5.4.1). From the integral formula (5.4.4), we infer that for any multi-index $\beta$ and, to simplify, for $p \geq 0$

$$\left| k^\beta b_p(w, \lambda) \right| = \left| \frac{1}{(2\pi)^d} \int_C k^\beta e^{-ik \cdot (\xi, \eta)} b_p(w, \lambda, \xi, \eta) d\xi d\eta \right|$$

Using (5.4.3), we deduce that

$$\sup_{p, \lambda} \left\| k^\beta b_p(\cdot, \lambda) \right\|_{C^p(\mathbb{R}^d)} \leq C_\beta$$

and Lemma 5.4 is proved.

5.5. Proof of Proposition 5.2

Now it remains to prove Proposition 5.2. We will first give the main steps of the proof and perform some reductions, and then prove the result.
5.5.1. Reductions. — Let us give the main steps of the proof. An easy computation gives that there is a constant $C$ such that for any integer $p$ and any $k \in \mathbb{Z}^{2d}$,

$$\|\tilde{\Psi}^k\|_{n;S(1,g)} + \|\tilde{\Phi}_p^k\|_{n, S(1,g)} \leq C (1 + |k|)^n. \quad (5.5.1)$$

Therefore, in view of (5.3.2), one has

$$\left\| \text{Op} \left( b_{p,1}^k(w, \lambda)\Psi^k(\lambda, \xi, \eta) \right) \right\|_{\mathcal{L}(H^s(\mathbb{R}^d))} \leq CA_k (1 + |k|)^n.$$  

It remains to consider $p \in \mathbb{N}$, and in particular to control the sum over $p$. The fact that $b_p^k(w, \lambda)$ depends on $\lambda$ induces a serious difficulty, which we shall deal with by considering a partition of unity in $\lambda$. Thus by the same trick as before, we use functions $\phi$ and $\psi$ such that (4.4.1) holds and we write

$$b_p^k(w, \lambda) = b_p^k(w, \lambda)\psi(\lambda) + \sum_{r \in \mathbb{N}} b_p^k(w, \lambda)\phi(2^{-2r}\lambda).$$

Using the fact that $\phi$ is compactly supported, we decompose the function $b_p^k(w, 2^{2r}\lambda)\phi(\lambda)$ in Fourier series and write

$$b_p^k(w, \lambda) = \sum_{j \in \mathbb{Z}} b_{p-1,j}^k(w)\tilde{\psi}(\lambda) + \sum_{r \in \mathbb{N}, j \in \mathbb{Z}} b_{p,r,j}^k(w)e^{ij\lambda_2}2^{2r}\lambda\phi(2^{-2r}\lambda),$$

where

$$b_{p-1,j}^k(w) = \int_{\mathcal{B}} e^{-ij\lambda_2}b_p^k(w, \lambda)\psi(\lambda) d\lambda, \quad b_{p,r,j}^k(w) = \int_{\mathcal{C}} e^{-ij\lambda_2}b_p^k(w, 2^{2r}\lambda)\phi(\lambda) d\lambda$$

and $\tilde{\phi}, \tilde{\psi}$ are smooth and compactly supported respectively in $\mathcal{C}$ and $\mathcal{B}$, such that $\tilde{\phi}\phi = \phi$, and $\tilde{\psi}\psi = \psi$. We observe that Estimate (5.4.3) satisfied by $b_p$ ensures that for all indexes $N$, there is a constant $C_N$ such that for all indexes $p, r, j, k$, we have

$$\sup_{p, r, j} (1 + |j|)^N \|b_{p,r,j}^k\|_{C^0(\mathbb{R}^d)} \leq \frac{C_N}{(1 + |k|)^N}. \quad (5.5.2)$$

Indeed, by the Leibniz formula

$$\left| j^n k^j b_{p,r}^k (w) \right| \leq C \sum_{m \leq n} \left| \int_{\mathcal{C}} e^{-ij\lambda_2} (\lambda^{2r})^m b_p^k(w, 2^{2r}\lambda)\lambda^{-m}(\lambda^{m}) \phi(\lambda) d\lambda \right|$$

$$\leq C \sup_{m \leq n} \left| (\lambda^{m}) \phi(\lambda) \right|,$$

Owing to (5.4.3), we deduce that (5.5.2) holds. That estimate will ensure the convergence in $j$ of the series. In the following, we therefore consider, for each $j$ and $k$, the quantities

$$\tilde{t}^j(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \sum_p b_{p-1,j}^k(w)\psi^j(\lambda)\Phi_p^k(\lambda, \xi, \eta) \quad \text{and} \quad t^j(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \sum_{p, r} b_{p,r,j}^k(w)\phi^j(2^{2r}\lambda)\Phi_p^k(\lambda, \xi, \eta)$$

where $\phi^j(\lambda) = e^{ij\lambda}\phi(\lambda)$, and $\psi^j(\lambda) = e^{ij\lambda}\psi(\lambda)$. Then we will consider the summation in $k$ and $j$ of $t^j$ and $\tilde{t}^j$. 

Let us therefore now study \( t^{kj} \) of Chapter 4 (see page 72) to use spectral localisation. We first observe that

\[ 5.5.2. \text{Spectral localization.} \]

Let us therefore now study \( t^{kj} \). We truncate \( b^{kj}_{p,r} \) into high and low frequencies, by defining (for some integer \( M \) to be chosen large enough later, independently of all the other summation indices),

\[ (5.5.3) \quad \ell_{pr} \overset{\text{def}}{=} S_{p-M} b^{kj}_{p,r} \quad \text{and} \quad h_{pr} \overset{\text{def}}{=} (\text{Id} - S_{p-M}) b^{kj}_{p,r}, \]

where \( S_p \) is a Littlewood-Paley truncation operator on the Heisenberg group, as defined in Chapter 4, Section 4.1. Let us notice that by Lemma 4.13, one has the following norm estimates on \( \ell_{pr} \) and \( h_{pr} \):

\[
\sup_{p,r} \| \ell_{pr} \|_{C^p(\mathbb{H}^d)} \leq \sup_{p,r} \| b^{kj}_{p,r} \|_{C^p(\mathbb{H}^d)}
\]

\[
\sup_{r} \| h_{pr} \|_{L^\infty(\mathbb{H}^d)} \leq 2^{\rho p} \sup_{p,r} \| b^{kj}_{p,r} \|_{C^p(\mathbb{H}^d)}
\]

\[
\sup_{r} \| h_{pr} \|_{C^\sigma(\mathbb{H}^d)} \leq 2^{-\rho(p-\sigma)} \sup_{p,r} \| b^{kj}_{p,r} \|_{C^\sigma(\mathbb{H}^d)},
\]

for \( 0 < \sigma \leq \rho \).

This allows us to write \( t^{kj} = \tilde{t}^k + \tilde{t}^l \), with

\[
\tilde{t}^k(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \sum_{p,r} h_{pr}(w) \phi^j(2^{-2r} \lambda) \Phi^k(2^{-p} \sqrt{\lambda} |\xi, 2^{-p} \sqrt{\lambda} | \eta)
\]

and

\[
\tilde{t}^l(w, \lambda, \xi, \eta) \overset{\text{def}}{=} \sum_{p,r} \ell_{pr}(w) \phi^j(2^{-2r} \lambda) \Phi^k(2^{-p} \sqrt{\lambda} |\xi, 2^{-p} \sqrt{\lambda} | \eta).
\]

We have dropped the indexes \( k \) and \( j \) to avoid too heavy notations. Before performing the study of each of those operators, we begin by a remark which will happen to be crucial for our purpose.

5.5.2. Spectral localization. — In this subsection, we take advantage of Proposition 4.14 of Chapter 4 (see page 72) to use spectral localisation. We first observe that

\[
\Phi^k_p(\lambda, \xi, \eta) = e^{i \sqrt{|\lambda|} (2^{-p} \xi, 2^{-p} \eta)} \Phi(2^{-2p} |\lambda| (\xi^2 + \eta^2))
\]

\[
= e^{i \sqrt{|\lambda|} (2^{-p} \xi, 2^{-p} \eta)} \Phi(2^{-2p} |\lambda| (\xi^2 + \eta^2)) \tilde{\Phi}(2^{-2p} |\lambda| (\xi^2 + \eta^2)),
\]

where \( \tilde{\Phi} \) is a smooth radial function compactly supported in a unit ring so that \( \Phi \tilde{\Phi} = \Phi \).

Symbolic calculus gives that for any \( N \in \mathbb{N} \), there exists a symbol \( r^{(N)}_{k,p} \) such that

\[
op^w(\Phi^k_p) = \nop^w(\Phi^k_p \cdot a_p) = \nop^w(\Phi^k_p) \circ \nop^w(a_p) + \nop^w(r^{(N)}_{k,p}),
\]

where \( a_p(y, \eta) = \tilde{\Phi}(2^{-2p} |\lambda| (y^2 + \eta^2)) \) and for any integer \( n \) one has

\[
\| r^{(N)}_{k,p} \|_{n, \mathcal{S}(1, g)} \leq C (1 + |k|)^N 2^{-Np}.
\]
One obtains that for some integer $n$,
\[ \|op^w(r_{k,p}^{(N)})\|_{L^2(\mathbb{R}^d)} \leq C \,(1 + |k|)^{N+n} \,2^{-Np}, \]
and since $Op(r_{k,p}^{(N)})$ is a Fourier multiplier we get
\[ (5.5.4) \quad \|Op(r_{k,p}^{(N)})u\|_{H^s(\mathbb{R}^d)} \leq C2^{-Np}(1 + |k|)^{N+n}\|u\|_{H^s(\mathbb{R}^d)}. \]

Since we deal with Fourier multipliers, we have
\[ Op(\Phi^k_p)u = Op(a_p)Op(\Phi^k_p)u + Op(r_{k,p}^{(N)})u. \]
Finally, by Proposition 4.14 of Chapter 4, we get
\[ Op(\Phi^k_p)u = \Delta_p Op(a_p)Op(\Phi^k_p)u + \sum_{q \neq p} \Delta_q Op(a_p)Op(\Phi^k_p)u + Op(r_{k,p}^{(N)})u \]
\[ (5.5.5) \quad = \Delta_p Op(a_p)Op(\Phi^k_p)u + \sum_{q \neq p} \Delta_q R_{p,q} Op(\Phi^k_p)u + Op(r_{k,p}^{(N)})u, \]
where
\[ (5.5.6) \quad \|R_{p,q}\|_{L^2(\mathbb{R}^d)} \leq C2^{-\delta_0|p-q|}. \]
Therefore we can write
\[ Op(t) = Op(t^\delta) + Op(t^b) + Op(t^\gamma) \]
with, writing $\phi^j(\lambda) = \phi^j(2^{-2r}\lambda)$
\[ (5.5.7) \quad Op(t^\delta) = \sum_{p,r} h_{pr}(w)\Lambda_r \Delta_p Op(a_p)Op(\phi^j_p \Phi^k_p) \]
\[ + \sum_{p,r \neq p} h_{pr}(w)\Lambda_r \Delta_q R_{p,q} Op(\phi^j_p \Phi^k_p) \]
\[ (5.5.8) \quad Op(t^b) = \sum_{p,r} \ell_{pr}(w)\Lambda_r \Delta_p Op(a_p)Op(\phi^j_p \Phi^k_p) \quad \text{and} \]
\[ + \sum_{p,r \neq p} \ell_{pr}(w)\Lambda_r \Delta_q R_{p,q} Op(\phi^j_p \Phi^k_p) \]
\[ (5.5.9) \quad Op(t^\gamma) = \sum_{p,r} b_{pr}^{kj}(w)\Lambda_r Op(r_{k,p}^{(N)}) \]
with $\Lambda_r = Op(\bar{\phi}(2^{-2r}\lambda))$ and $\bar{\phi}$ is a compactly supported function in $C$ such that $\bar{\phi}\phi^j = \phi^j$.

In the following, we are going to study each of these three terms, beginning by $Op(t^\delta)$ which is a remainder term. Besides, in order to simplify the notation we shall write
\[ u_{pr}^{kj} \overset{\text{def}}{=} Op(\phi^j_p \Phi^k_p)u, \]
and we recall that due to (5.5.1) and to the fact that $Op(\phi^j_p \Phi^k_p) = Op(\phi^j_p)Op(\Phi^k_p)$ with $Op(\phi^j_p)$ of norm 1, there is a constant $C$ such that for all indexes $p, r, k, j$,
\[ (5.5.10) \quad \|u_{pr}^{kj}\|_{H^s} \leq C(1 + |k|)^n\|u\|_{H^s}. \]
Moreover, by quasi-orthogonality (see Chapter 4, Subsection 4.4), we have
\begin{equation}
\|\Delta_p A_r r_{p,r}^{kj}\|_{L^2} \leq C (1 + |k|)^n c_p c_r 2^{-p} \|u\|_{H^s}
\end{equation}
where $C$ is a constant and $c_p$, $c_r$ denote from now on generic elements of the unit sphere of $\ell^2(\Bbb{Z})$.

5.5.3. The remainder term. — We drop the $kj$-exponent in $b_{p,r}^{kj}$ for simplicity and decompose $b_{p,r}$ in $\lambda$-frequencies: $b_{p,r} = \sum_m \Lambda_m b_{p,r}$ so that $\text{Op}(i^2)$ is now a sum on three indices. We decompose this sum into two parts, depending on whether $r \leq m + M_1$ or $r \geq m + M_1$ where $M_1$ is the threshold of Proposition 4.15 stated page 77.

Let us consider the first case, when $r \leq m + M_1$. We choose $\sigma$ such that $s < \sigma < \rho$ and by Lemma 4.17 page 79, we find constants $C$ such that
\[
\|\Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u\|_{H^s(\Bbb{H}^d)} \leq C \|\Lambda_m(b_{p,r})\|_{C^\alpha(\Bbb{H}^d)} \|\text{Op}(r_{k,p}^{(N)}) u\|_{H^s(\Bbb{H}^d)}
\leq C 2^{-m(\rho-\sigma)} A_k \|\text{Op}(r_{k,p}^{(N)}) u\|_{H^s(\Bbb{H}^d)}
\leq C 2^{-m(\rho-\sigma)} A_k 2^{-Np}(1 + |k|)^{N+n} \|u\|_{H^s(\Bbb{H}^d)}
\]
where we have used estimates (4.4.8) and (5.5.4). We then obtain
\[
\left\| \sum_{m,p,r \leq m + M_1} \Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u \right\|_{H^s(\Bbb{H}^d)} \leq C \left( \sum_{m,p} (m + M_1) 2^{-m(\rho-\sigma)} 2^{-Np} \right) (1 + |k|)^{N+n} A_k \|u\|_{H^s(\Bbb{H}^d)}
\]
which ends the first step.

We now focus on the sum for $r \geq m + M_1$ and we use that by Proposition 4.15, the function $\Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u$ is $\lambda$-localized in a ring of size $2^r$. Therefore, in view of (4.4.4), it is enough to control the $H^s(\Bbb{H}^d)$-norm of $\sum_m \Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u$ by $c_r$ with $(c_r) \in \ell^2$. We observe that by Lemma 4.17 and (4.4.4), there exists a constant $C$ such that
\[
\|\Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u\|_{H^s(\Bbb{H}^d)} \leq C \|\Lambda_m(b_{p,r})\|_{C^\alpha(\Bbb{H}^d)} c_r \|\text{Op}(r_{k,p}^{(N)}) u\|_{H^s(\Bbb{H}^d)}
\leq C 2^{-m(\rho-\sigma)} A_k c_r 2^{-pN}(1 + |k|)^{N+n} \|u\|_{H^s(\Bbb{H}^d)}
\]
where $s < \sigma < \rho$ and where we have used again (4.4.8) and (5.5.4). Therefore, we obtain
\[
\left\| \sum_{m,p} \Lambda_m(b_{p,r}) A_r \text{Op}(r_{k,p}^{(N)}) u \right\|_{H^s(\Bbb{H}^d)} \leq c_r \left( \sum_{m,p} 2^{-m(\rho-\sigma)} 2^{-Np} \right) (1 + |k|)^{N+n} A_k \|u\|_{H^s(\Bbb{H}^d)}
\]
which achieves the control of the remainder term.
5.5.4. The high frequencies. — Let us estimate \( \text{Op}(t^2)u \) in \( H^s \) for any \( |s| < \rho \). For any function \( u \) belonging to \( H^s(\mathbb{H}^d) \), we have
\[
\text{Op}(t^2)u = \sum_{p,r} (u_{pr}^+ + u_{pr}^-) \quad \text{with} \\
u_{pr}^+ = h_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{kj}^{pr} \quad \text{and} \quad u_{pr}^- = \sum_{q \neq p} h_{pr} \Delta_q \Lambda_r R_{p,q} u_{kj}^{pr}.
\]
Let us deal with \( u_{pr}^+ \). As noticed in Chapter 4 Section 4.4, on the support of the Fourier transform of \( \Delta_p \text{Op}(\phi(2^{-2r} \lambda)) \) we have \( D_\lambda \sim 2^{2p} \) and \( |\lambda| \sim 2^{2r} \). Therefore, \( 2^{2(p-r)} \) has to be greater than or equal to 1. This implies that the only indexes \( (p, r) \) that we have to consider are those such that \( 0 < r \leq p \). We will then simply bound the sum of norms of the terms \( u_{pr}^+ \).

To do so, let us choose \( \sigma \) such that \( |s| < \sigma < \rho \). This leads, by Lemma 4.13, to the following estimate
\[
\|u_{pr}^+\|_{H^s} \leq C 2^{-p(\rho-\sigma)} \|h_{pr}\|_{C^\sigma} \|u_{kj}^{pr}\|_{H^s}.
\]
Finally, thanks to (5.5.10) and to the definition of \( h_{pr} \) recalled in (5.5.3), we obtain for some integer \( n \) (recalling that \( 0 < r \leq p \))
\[
\sum_{p,r} \|u_{pr}^+\|_{H^s} \leq C (1 + |k|)^n \|u\|_{H^s} \sum_p p 2^{-p(\rho-\sigma)} \sup_r \|h_{pr}\|_{C^\sigma} \leq C (1 + |k|)^n \|u\|_{H^s} \sum_p p 2^{-p(\rho-\sigma)} A_k.
\]
Since \( \sigma < \rho \) and \( p \geq -1 \), we infer that \( u \mapsto \sum_{p,r} u_{pr}^+ \) is bounded in the space \( \mathcal{L}(H^s(\mathbb{H}^d)) \), by the constant \( C (1 + |k|)^n A_k \).

Let us now study \( u_{pr}^- \). Arguing as before, we restrict the sum on the integers \( r \) such that \( r \leq q \) and we get
\[
\sum_{p,r} \|u_{pr}^-\|_{H^s} \leq C \sum_{p,q \neq p} 2^{-p(\rho-\sigma)} q \sup_r \|h_{pr}\|_{C^\sigma} 2^{-d_0 |p-q|} (1 + |k|)^n \|u\|_{H^s}.
\]
As before, we get a control by \( C (1 + |k|)^n A_k \).

So the high frequency part of \( t^{k,j} \) satisfies the required estimate.

5.5.5. The low frequencies. — We recall that by (5.5.8), we have for any function \( u \) belonging to \( H^s(\mathbb{H}^d) \)
\[
\text{Op}(t^b)u = \sum_{p,r} (u_{pr}^b + u_{pr}^\flat) \quad \text{with} \\
u_{pr}^b = \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{kj}^{pr} \quad \text{and} \quad u_{pr}^\flat = \sum_{q \neq p} \ell_{pr} \Delta_q \Lambda_r R_{p,q} u_{kj}^{pr}.
\]
In the following, we are going to use the frequency localization induced by \( \Delta_p \) in the sense of Definition 4.1. In particular, using Proposition 4.1 of [5] (the statement is recalled in Proposition 4.9 page 67), we will be able to say something of the localization of a product of localised terms. We want to use also the localization in \( \lambda \) induced by \( \Lambda_r \). For that purpose, we
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truncate \( \ell_{pr} \) and in doing so, we add a new index of summation. We set \( \ell_{pr} = \sum \Lambda_m \ell_{pr} \) and we immediately remark that since \( \ell_{pr} \) is a low frequency term, then for \( m \geq p \) we have \( \Lambda_m \ell_{pr} = 0 \). Therefore, the index \( m \) is controlled by \( p \).

According to (4.4.8), one deduce that

\[
\| \Lambda_m \ell_{pr} \|_{L^\infty(H^d)} \leq C 2^{-m^2} \sup_{p,r} \| \delta^j \|_{C^r(H^d)},
\]

where \( C \) is a universal constant.

We can now go into the proof of the proposition for \( u^b_{pr} \). Let us start by studying

\[
u_{pr}^{kj} \overset{\text{def}}{=} \Lambda_m \ell_{pr} \Delta_p \Lambda_r \operatorname{Op}(a_p) u_{pr}^j.
\]

As soon as the threshold \( M \) is large enough, \( u_{pr}^{kj} \) is frequency localized, in the sense of Definition 4.1, in a ring of size \( 2^p \) due to Proposition 4.9 page 67. So we can use Lemma 4.8 to compute the \( H^s \) norm of \( \sum_p u_{pr}^{kj} \).

Consider the threshold \( M_1 \) given by Proposition 4.15. We shall argue differently depending on whether \( r \leq m - M_1 \), \( r \geq m + M_1 \), or \( |r - m| < M_1 \).

For \( r \leq m - M_1 \), it is enough (due to Lemmas 4.8 and 4.15) to prove that for any \( p, m \in \mathbb{N} \),

\[
\sum_{r \leq m - M_1} \| u_{pr}^{kj} \|_{L^2} \leq C A_k (1 + |k|)^n c_p c_m \| u \|_{H^s} 2^{-ps}.
\]

We observe that

\[
\| u_{pr}^{kj} \|_{L^2} \leq \| \Lambda_m \ell_{pr} \|_{L^\infty} \| \Delta_p \Lambda_r \operatorname{Op}(a_p) u_{pr}^j \|_{L^2} \leq C \| \Lambda_m \ell_{pr} \|_{L^\infty} c_p c_r (1 + |k|)^n 2^{-ps} \| u \|_{H^s}
\]

by (5.5.10) and (5.5.11). Therefore, for all integers \( m \) we have

\[
\sum_{r \leq m - M_1} \| u_{pr}^{kj} \|_{L^2} \leq C (1 + |k|)^n c_p 2^{-ps} \| u \|_{H^s} \sum_{r \leq m - M_1} c_r \| \Lambda_m \ell_{pr} \|_{L^\infty} \leq C (1 + |k|)^n c_p 2^{-ps} \| u \|_{H^s} \sqrt{m} \sup_{p,r} \| \Lambda_m \ell_{pr} \|_{L^\infty}
\]

by the Cauchy-Schwartz inequality. So it is enough to have

\[
(5.5.14) \quad \left\| \sqrt{m} \sup_{p,r} \| \Lambda_m \ell_{pr} \|_{L^\infty} \right\|_{L^2(\mathbb{N})} \leq C A_k
\]

to ensure that (5.5.13) is satisfied, which is implied by (5.5.12).

Let us now consider the indexes \( r \geq m + M_1 \). This time, it is enough to prove

\[
(5.5.15) \quad \sum_{m \leq r - M_1} \| u_{pr}^{kj} \|_{L^2} \leq C A_k (1 + |k|)^n c_p c_r 2^{-ps} \| u \|_{H^s}.
\]
We observe indeed that by Proposition 4.15, there exists a constant which by quasi-orthogonality will prove the result.

\[ \sum_{m \leq r - M_1} ||u_{prm}^{k_j}||_{L^2} \leq C \sum_{m \leq r - M_1} ||\Lambda_m \ell_{pr}||_{L^\infty} c_p c_r (1 + |k|)^n ||u||_{H^s} 2^{-ps}. \]

Therefore, if

\[ (5.5.16) \quad \sum_m \sup_p \sup_r \|\Lambda_m \ell_{pr}\|_{L^\infty} \leq CA_k, \]

we obtain the expected result, namely (5.5.15). Condition (5.5.16) is obviously ensured by (5.5.12) which achieves the estimate of (5.5.15).

Finally, let us consider the case \(|r - m| < M_1\). We shall analyze for \(j' \in \mathbb{N} \cup \{-1\}\) the quantity \(\Lambda_{j'} \left( \Lambda_m \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{pr}^{k_j} \right)\). We claim that

\[ (5.5.17) \quad \left\| \sum_{r,m} \Lambda_{j'} \left( \Lambda_m \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{pr}^{k_j} \right) \right\|_{L^2} \leq C A_k (1 + |k|)^n c_{j'} c_p ||u||_{H^s} 2^{-ps}, \]

which by quasi-orthogonality will prove the result.

We observe indeed that by Proposition 4.15, there exists a constant \(M_2\) such that

\[ \sum_{r,m} \Lambda_{j'} \left( \Lambda_m \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{pr}^{k_j} \right) = \sum_{|r-m| \leq M_1} \sum_{r \geq j' - M_2} \Lambda_{j'} \left( \Lambda_m \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{pr}^{k_j} \right). \]

Therefore arguing as before,

\[ \left\| \sum_{r,m} \Lambda_{j'} \left( \Lambda_m \ell_{pr} \Delta_p \Lambda_r \text{Op}(a_p) u_{pr}^{k_j} \right) \right\|_{L^2} \leq C (1 + |k|)^n c_p 2^{-ps} ||u||_{H^s} \sum_{j' \leq r - M_2} c_r \sup_{p,r} \|\Lambda_m \ell_{pr}\|_{L^\infty}. \]

The property

\[ (5.5.18) \quad \exists \varepsilon_0 > 0, \sup_m \sup_{r,p} \|\Lambda_m \ell_{pr}\|_{L^\infty} 2^{m \varepsilon_0} \leq CA_k \]

induces that the sequence \(\sum_{m \geq j'} 2^{-m \varepsilon_0} c_m\) belongs to \(\ell^2_{j'}\), which is enough to prove the claim (5.5.17). Estimate (5.5.12) implies (5.5.18) which concludes the proof of (5.5.17).

Now let us turn to \(w_{pr}^b\). We shall separate \(w_{pr}^b\) into three parts, depending on whether \(q \gg p\) or \(q \ll p\), or \(q \sim p\). More precisely, let \(N_0 \in \mathbb{N}\) be a fixed integer, to be chosen large enough.
at the end, and let us define
\[ v = v^s + v^b + v^* = \sum_{p,r} (v^s_{pr} + v^b_{pr} + v^*_{pr}) = \sum_{p,r} w^b_{pr} \] with \( w^b_{pr} = v^b_{pr} + v^*_{pr} + v^s_{pr} \) while
\[ v^s_{pr} = \sum_{q \geq p+N_0} \ell_{pr} \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \quad \text{and} \quad v^b_{pr} = \sum_{q+N_0 \leq p} \ell_{pr} \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr}. \]

Recall that to compute the \( H^s \) norm of \( v \), one needs to compute the \( \ell^2 \) norm in \( j \) of \( 2^j s \| \Delta_j v \|_{L^2} \). We are going to decompose as before \( \ell_{pr} = \sum_m \Lambda_m \ell_{pr} \) and consider the cases \( m \leq r - M_1 \), \( m \geq r + M_1 \) and \( |r - m| < M_2 \). For each term, we use the same strategy as the one developed before, in the case of \( u^b_{pr} \). We shall only write the proof for the indexes \( m \leq r - M_1 \) and leave the other cases to the reader.

By quasi-orthogonality, it is enough to prove
\[ \| \Delta_j v^s \|_{L^2} \leq C A_k (1 + |k|)^n c_j c_r 2^{-js} \| u \|_{H^s}, \]
where \( v^s = \sum_p w^s_{pr} \) and * stands for \( s, b \) or \( s \).

**The term** \( v^s \): Let \( j \geq -1 \) be fixed. We recall that \( \ell_{pr} \) is frequency localized in a ball of size \( 2^{p-M} \) and \( \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \) in a ring of size \( 2^j \), so by the frequency localization of the product (see Proposition 4.9 page 67), there is a constant \( N_1 \) such that
\[ \Delta_j v^s = \sum_{m \leq r - M_1} \sum_{|j-q| \leq N_1} \sum_{q \geq p+N_0} \Delta_j \left( \Lambda_m \ell_{pr} \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \right). \]

Therefore, we have
\[ 2^{js} \| \Delta_j v^s \|_{L^2} \leq 2^{js} \sum_{m \leq r - M_1} \sum_{|j-q| \leq N_1} \sum_{q \geq p+N_0} \| \Delta_j (\Lambda_m \ell_{pr} \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr}) \|_{L^2} \]
\[ \leq C 2^{js} \sum_{m \leq r - M_1} \sum_{|j-q| \leq N_1} \sum_{q \geq p+N_0} \| \Lambda_m \ell_{pr} \|_{L^\infty} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{L^2} \]
\[ \leq C \sum_{m \leq r - M_1} \sum_{|j-q| \leq N_1} \sum_{q \geq p+N_0} 2^{(j-q)s} \| \Lambda_m \ell_{pr} \|_{L^\infty} c_r c_q 2^{\delta_0 (p-q)} (1 + |k|)^n \| u \|_{H^s}, \]
where we have used the fact that
\[ 2^{js} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{L^2} \leq C c_q c_r \| R_{p,q} u^{kj}_{pr} \|_{H^s} \]
\[ \leq C c_q c_r 2^{\delta_0 (p-q)} \| u^{kj}_{pr} \|_{H^s} \]
by (5.5.6), and then (5.5.10). Assuming (5.5.16), the result follows from Young’s inequality which ends the proof of (5.5.19) for \( v^s \) thanks to (5.5.12).

**The term** \( v^b \): Using again the frequency localization of the product, one can write that for some constant \( N_3 \),
\[ 2^j \| \Delta_j v^\flat \|_{L^2} \leq C \sum_{m \leq r - M_1} \sum_{j-p < N_3} \sum_{q+N_0 \leq p} \| \Lambda_m \ell pr \|_{L^\infty} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{L^2} \]

\[ \leq C \sum_{m \leq r - M_1} \sum_{j-p < N_3} \sum_{q+N_0 \leq p} \| \Lambda_m \ell pr \|_{L^\infty} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{H^s} \]

\[ \leq C \sum_{m \leq r - M_1} \sum_{j-p < N_3} \sum_{q+N_0 \leq p} \| \Lambda_m \ell pr \|_{L^\infty} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{H^s} \]

\[ \leq C (1 + |k|)^n c_r \| u \|_{H^s} \sum_{m \leq r - M_1} \| \Lambda_m \ell pr \|_{L^\infty} \sum_{j-p < N_3} 2^{j-p} c_p. \]

This ends the proof of the result by Estimate (5.5.12).

- **The term** \( v^\natural \): We recall that

\[ v^\natural = \sum_{m \leq r - M_1} \sum_{|p-q| < N_0} \Lambda_m \ell pr \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr}. \]

It follows that

\[ 2^j \| \Delta_j v^\natural \|_{L^2} \leq C \sum_{m \leq r - M_1} \sum_{1 \leq j \leq q+N_3} \| \Lambda_m \ell pr \|_{L^\infty} \| \Delta_q \Lambda_r R_{p,q} u^{kj}_{pr} \|_{L^2} \]

\[ \leq C (1 + |k|)^n c_r \| u \|_{H^s} \sum_{m \leq r - M_1} \| \Lambda_m \ell pr \|_{L^\infty} \sum_{j \leq q+N_3} 2^{j-q} c_q 2^\delta_0 (q-p), \]

and we conclude as in the case of \( v^\flat \). We point out that it is at this very place that we crucially use that \( s > 0 \).

The proposition is proved. \( \square \)
A.1. Left invariant vector fields

Let us recall that on a Lie group $G$, a vector field

$$X : G \rightarrow TG$$

is said to be left invariant whenever the following diagram commutes for all $h \in G$:

$$
\begin{array}{ccc}
G & \xrightarrow{\tau_h} & G \\
X & \downarrow & \downarrow X \\
TG & \xrightarrow{d\tau_h} & TG
\end{array}
$$

where $\tau_h$ is the left translate on $G$ defined by $\tau_h(g) = h \cdot g$. It turns out that for any $h \in G$,

$$X \circ \tau_h = d\tau_h \circ X. \tag{A.1.1}$$

In particular,

$$X(h) = d\tau_h(e)X(e),$$

where $e$ denotes the identity of $G$. Therefore, as soon as the vector field $X$ is known on $e$, so is its value everywhere.

Let us mention that this infinitesimal characterization is equivalent to saying that, for all smooth functions $f$,

$$ (Xf_h) = (Xf)_h, \tag{A.1.2} $$

where $f_h$ is the left translate of $f$ on $\mathbb{R}^d$, given by $f_h = f \circ \tau_h$.

To start with the proof of the equivalence of the two characterizations, let us perform differential calculus in (A.1.1). We infer that (A.1.1) is equivalent to

$$ (X \circ \tau_h)f = (d\tau_h \circ X)f, $$

for any function $f \in C^\infty(G)$. This can be written for any $h, g$ belonging to $G$

$$ (Xf)(\tau_h(g)) = df(\tau_h(g))(d\tau_h(g)X(g)) = d(f \circ \tau_h)(g)X(g) = X(f \circ \tau_h)(g).$$

In other words

$$ (Xf) \circ \tau_h = X(f \circ \tau_h), $$

for any $h \in G$, which leads to the result.
A.2. Bargmann and Schrödinger representations

In this paragraph we discuss some useful results concerning Bargmann and Schrödinger representations, starting with the formula giving the Schrödinger representation, if the Bargmann representation and the intertwining operator are known.

In a next subsection we prove some useful commutation results.

A.2.1. Connexion between the representations. — In section we shall give a formula for the Schrödinger representation, which is linked to the Bargmann representation by an intertwining operator. This formula is of course classical, but we present it here for the sake of completeness.

We recall that the Bargmann representation is defined by

\[ u^\lambda_{z,s}F(\xi) = F(\xi - \frac{\xi}{2})e^{i\lambda}e^{\lambda z + \lambda^2|z|^2/2} \quad \text{for} \quad \lambda > 0, \]

\[ u^\lambda_{z,s}F(\xi) = F(\xi - \frac{\xi}{2})e^{i\lambda}e^{\lambda z - \lambda^2|z|^2/2} \quad \text{for} \quad \lambda < 0, \]

and we also recall the definition of the intertwining operator, as given in (1.2.32) page 22:

\[ (K_\lambda \phi)(\xi) = \frac{|\lambda|^{d/4}}{\pi^{d/4}} e^{i|\lambda|\frac{\xi}{2}} \left( -\frac{1}{2|\lambda|} \frac{\partial}{\partial \xi} \right) e^{-|\lambda|\xi^2/2}. \]

**Proposition A.1.** — Let \( v^\lambda_w \) be the Schrödinger representation, defined by

\[ \forall F \in \mathcal{H}_\lambda, \quad K_\lambda u^\lambda_wF = v^\lambda_wK_\lambda F. \]

Then \( v^\lambda_{z,s} \) is given by the following formula:

\[ v^\lambda_{z,s}f(\xi) = e^{i\lambda(s - 2y + 2y_0)}f(\xi - 2x), \quad \forall \lambda \in \mathbb{R}^+. \]

**Proof.** — It turns out to be easier to split the representation \( u^\lambda_w \) into three parts, using the simple fact that

\[ w = (x + iy, s) = (0, s + 2y \cdot x) \cdot (x, 0) \cdot (iy, 0). \]

Let us prove the following relations: for \( \lambda \in \mathbb{R}, x, y \in \mathbb{R}^d \) and \( s \in \mathbb{R}, \forall F \in \mathcal{H}_\lambda \) and \( \eta \in \mathbb{R}^d \):

(A.2.1) \[ \left( K_\lambda u^\lambda_{[0,s]}F \right)(\eta) = e^{i\lambda s} \left( K_\lambda F \right)(\eta), \]

(A.2.2) \[ \left( K_\lambda u^\lambda_{(x,0)}F \right)(\eta) = (K_\lambda F)(\eta - 2x), \]

(A.2.3) \[ \left( K_\lambda u^\lambda_{(iy,0)}F \right)(\eta) = e^{2i\lambda y \cdot \eta} \left( K_\lambda F \right)(\eta). \]

Notice that those relations give

\[ \left( K_\lambda u^\lambda_{w}F \right)(\eta) = \left( K_\lambda u^\lambda_{(0,s+2y,y)}u^\lambda_{(x,0)}u^\lambda_{(iy,0)}F \right)(\eta) \]

\[ = e^{i\lambda(s+2y_0)} \left( K_\lambda u^\lambda_{(x,0)}u^\lambda_{(iy,0)}F \right)(\eta) \]

\[ = e^{i\lambda(s+2y_0)} \left( K_\lambda u^\lambda_{(iy,0)}F \right)(\eta - 2x) \]

\[ = e^{i\lambda(s+2y \cdot \eta - 2i\lambda y_0)} \left( K_\lambda F \right)(\eta - 2x). \]
which is precisely the expected result.

So it remains to prove the basic relations (A.2.1)–(A.2.3). The first one comes trivially from the fact that \( u_{(0,0)}^{(0)} \) is the multiplication by the phase \( e^{i\lambda s} \).

For the two other ones, we write, for any function \( F \) in \( \mathcal{H}_\lambda \) and using Proposition IV.2 of [29],

\[
(K_\lambda F)(\eta) = \left(\frac{|\lambda|}{\pi}\right)^{5d/4} e^{\frac{|\lambda|\eta'^2}{2}} \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - |\lambda|\eta'^2} F(iu) \, dv \, d\eta'.
\]

Therefore, for \( \lambda > 0 \), we have on the one hand

\[
(K_\lambda \lambda^\lambda_{(iy,0)} F)(\eta) = \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\frac{\lambda \eta'^2}{2}} \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - |\lambda|\eta'^2 - 2i\lambda y \cdot (iv)} F(iu + y) \, dv \, d\eta'
\]

\[
= \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\frac{\lambda \eta'^2}{2} + 2i\lambda y \cdot \eta} \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - 2i\lambda y \cdot \eta'} - |\lambda|\eta'^{2} F(iu) dud\eta'
\]

\[
= \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\lambda \eta'^2} 2i\lambda y \cdot \eta \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - 2i\lambda y \cdot \eta'} - |\lambda|\eta'^{2} F(iu) dud\eta'
\]

\[
= e^{2i\lambda y \cdot \eta} (K_\lambda F)(\eta).
\]

On the other hand, one has

\[
(K_\lambda \lambda^\lambda_{(x,0)} F)(\eta) = \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\frac{\lambda \eta'^2}{2}} \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - |\lambda|\eta'^{2} + 2i\lambda x \cdot \eta - |\lambda| |\eta||v|^{2} F(iu - x) \, dv \, d\eta'
\]

\[
= \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\lambda \eta'^{2}} 2i\lambda x \cdot \eta \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - 2i\lambda x \cdot \eta'} - |\lambda|\eta'^{2} F(iu) dud\eta'
\]

\[
= \left(\frac{\lambda}{\pi}\right)^{5d/4} e^{\lambda \eta'^{2}} 2i\lambda x \cdot \eta \int_{\mathbb{R}^{2d}} e^{-2i\lambda u \cdot (\eta - \eta') - |\lambda|\eta'^{2}} F(iu) dud\eta'
\]

\[
= (K_\lambda F)(\eta - 2x).
\]

Similarly, for \( \lambda < 0 \),

\[
(K_\lambda \lambda^\lambda_{(iy,0)} F)(\eta) = \left(\frac{-\lambda}{\pi}\right)^{5d/4} e^{-\frac{\lambda \eta'^{2}}{2}} \int_{\mathbb{R}^{2d}} e^{2i\lambda u \cdot (\eta - \eta') + |\lambda|\eta'^{2} + |\lambda| |\eta||v|^{2} + 2i\lambda y \cdot (iv)} F(iu + y) \, dv \, d\eta'
\]

\[
= \left(\frac{-\lambda}{\pi}\right)^{5d/4} e^{-\frac{\lambda \eta'^{2}}{2} + 2i\lambda y \cdot \eta} \int_{\mathbb{R}^{2d}} e^{2i\lambda u \cdot (\eta - \eta') + 2i\lambda y \cdot \eta - |\lambda|\eta'^{2} F(iu) dud\eta'
\]

\[
= \left(\frac{-\lambda}{\pi}\right)^{5d/4} e^{-\lambda \eta'^{2}} 2i\lambda y \cdot \eta \int_{\mathbb{R}^{2d}} e^{2i\lambda u \cdot (\eta - \eta') + |\lambda|\eta'^{2}} F(iu) dud\eta'
\]

\[
= e^{2i\lambda y \cdot \eta} (K_\lambda F)(\eta).
\]
and
\[
(K_\lambda u^\lambda_{(x,0)} F)(\eta) = \left(-\frac{\lambda}{\pi}\right)^{5d/4} e^{-\frac{\lambda|\eta|^2}{2}} \int_{\mathbb{R}^d} e^{2i\lambda u(x-\eta')^2 - 2\lambda \eta' \cdot x + \lambda |x|^2} F(iu) \, du \, d\eta'
\]
\[
= \left(-\frac{\lambda}{\pi}\right)^{5d/4} e^{-\frac{\lambda|\eta|^2}{2} - 2\lambda \eta \cdot x} \int_{\mathbb{R}^d} e^{2i\lambda u(\eta-\eta')^2 - \lambda |\eta'|^2} F(iu) \, du \, d\eta'
\]
\[
= \left(-\frac{\lambda}{\pi}\right)^{5d/4} e^{-\frac{\lambda|\eta|^2}{2}} \int_{\mathbb{R}^d} e^{2i\lambda u(\eta-2\eta' + |\eta'|^2) + \lambda |\eta'|^2} F(iu) \, du \, d\eta'
\]
\[
= (K_\lambda F)(\eta - 2x).
\]
This proves the estimates, hence the proposition is proved. □

A.2.2. Some useful formulas. — This section is devoted to various properties for Bargmann representation that we collect in the following lemma.

Lemma A.2. — The following commutation formulas hold true:
\[
\frac{1}{2\lambda}[Q^\lambda_j, u^\lambda_w] = -\bar{z}_j u^\lambda_w \quad \text{and} \quad \frac{1}{2\lambda}[\bar{Q}^\lambda_j, u^\lambda_w] = z_j u^\lambda_w.
\]
for any \(\lambda \in \mathbb{R}^*\) and any \(w = (z, s) \in \mathbb{H}^d\).

Proof. — In order to prove Lemma A.2, let us first recall formulas (1.2.27) giving the expression of \(Q^\lambda_j\) and \(\bar{Q}^\lambda_j\):
\[
Q^\lambda_j = \begin{cases} -2|\lambda|\xi_j & \text{if } \lambda > 0, \\ \partial_\xi_j & \text{if } \lambda < 0, \end{cases} \quad \text{and} \quad \bar{Q}^\lambda_j = \begin{cases} \partial_\xi_j & \text{if } \lambda > 0, \\ -2|\lambda|\xi_j & \text{if } \lambda < 0. \end{cases}
\]
Let us now prove the first formula, in the case when \(\lambda > 0\). On the one hand, it is obvious that
\[
Q^\lambda_j u^\lambda_w F(\xi) = -2\lambda \xi_j u^\lambda_w F(\xi).
\]
On the other hand, an easy computation implies that
\[
u^\lambda_w Q^\lambda_j F(\xi) = -2\lambda (\xi_j - \bar{z}_j) e^{i\lambda s + 2\lambda(\xi \cdot z - |z|^2/2)} F(\xi - \bar{z}).
\]
which implies that \(-\bar{z}_j u^\lambda_w = \frac{1}{2\lambda}[Q^\lambda_j, u^\lambda_w]\), for \(\lambda > 0\). In the case when \(\lambda < 0\) one has
\[
Q^\lambda_j u^\lambda_w F(\xi) = \partial_\xi_j (u^\lambda_w F(\xi)) = u^\lambda_w \partial_\xi_j F(\xi) - 2\lambda \bar{z}_j e^{i\lambda s - 2\lambda(\xi \cdot z - |z|^2/2)} F(\xi - z)
\]
\[
= u^\lambda_w \partial_\xi_j F(\xi) - 2\lambda \bar{z}_j u^\lambda_w F(\xi)
\]
which ends the proof of the commutation properties \(-\bar{z}_j u^\lambda_w = \frac{1}{2\lambda}[Q^\lambda_j, u^\lambda_w]\).

It remains to check the formula for \([\bar{Q}^\lambda_j, u^\lambda_w]\). Arguing as before, one gets for \(\lambda > 0\)
\[
\bar{Q}^\lambda_j u^\lambda_w F(\xi) = \partial_\xi_j (u^\lambda_w F(\xi)) = u^\lambda_w \partial_\xi_j F(\xi) + 2\lambda \bar{z}_j e^{i\lambda s + 2\lambda(\xi \cdot z - |z|^2/2)} F(\xi - \bar{z})
\]
\[
= u^\lambda_w \partial_\xi_j F(\xi) + 2\lambda \bar{z}_j u^\lambda_w F(\xi),
\]
Lemma A.2 allows to infer the following result, which is useful in particular to prove Lemma 2.7.

Lemma A.3. — One has the following properties:
\[ Z_j u_{w-1}^\lambda = Q_j u_{w-1}^\lambda \quad \text{and} \quad \overline{Z}_j u_{w-1}^\lambda = \overline{Q}_j u_{w-1}^\lambda. \]

for any \( \lambda \in \mathbb{R}^* \) and any \( w = (z, s) \in \mathbb{H}^d \).

Proof. — First, let us compute \( Z_j u_{w-1}^\lambda \) in the case when \( \lambda \) is positive. By definition, one has
\[
Z_j u_{w-1}^\lambda F(\xi) = (\partial_{z_j} + i\xi_j \partial_s) u_{w-1}^\lambda F(\xi)
= (\partial_{z_j} + i\xi_j \partial_s) F(\xi + z)e^{-i\lambda s-2\lambda(-\xi z + |z|^2/2)}
= (-2\lambda \xi_j - \lambda z_j + i\xi_j (-i\lambda)) u_{w-1}^\lambda F(\xi)
= -2\lambda \xi_j u_{w-1}^\lambda F(\xi).
\]

Whence the first formula thanks to (1.2.27).

Along the same lines, when \( \lambda \) is negative one can write
\[
Z_j u_{w-1}^\lambda F(\xi) = (\partial_{z_j} - i\xi_j \partial_s) u_{w-1}^\lambda F(\xi)
= (\partial_{z_j} - i\xi_j \partial_s) F(\xi + z)e^{-i\lambda s-2\lambda(-\xi z + |z|^2/2)}
= (\lambda z_j - i\xi_j (-i\lambda)) u_{w-1}^\lambda F(\xi) + u_{w-1}^\lambda \partial_{\xi_j} F(\xi)
= 2\lambda \xi_j u_{w-1}^\lambda F(\xi) + u_{w-1}^\lambda \partial_{\xi_j} F(\xi).
\]

We deduce thanks to (1.2.27) that \( Z_j u_{w-1}^\lambda = 2\lambda \xi_j u_{w-1}^\lambda + u_{w-1}^\lambda Q_j^\lambda \). Let us remind that by Lemma A.2, \( Q_j^\lambda u_{w}^\lambda - u_{w}^\lambda Q_j^\lambda = -2\lambda \overline{\xi}_j u_{w}^\lambda \) which can be also written
\[
Q_j^\lambda u_{w-1}^\lambda - u_{w-1}^\lambda Q_j^\lambda = 2\lambda \overline{\xi}_j u_{w-1}^\lambda.
\]

This implies that \( Z_j u_{w-1}^\lambda = Q_j^\lambda u_{w-1}^\lambda \), which ends the proof of the first assertion.

Now, let us compute \( \overline{Z}_j u_{w-1}^\lambda \). Again, one can write for \( \lambda > 0 \)
\[
\overline{Z}_j u_{w-1}^\lambda F(\xi) = (\partial_{\overline{\xi}_j} - i\overline{\xi}_j \partial_s) u_{w-1}^\lambda F(\xi)
= (\partial_{\overline{\xi}_j} - i\overline{\xi}_j \partial_s) F(\xi + \overline{\xi})e^{-i\lambda s+2\lambda(-\xi z + |z|^2/2)}
= u_{w-1}^\lambda \partial_{\xi_j} F(\xi) - (\lambda z_j + i\overline{\xi}_j (-i\lambda)) u_{w-1}^\lambda F(\xi)
= -2\lambda z_j u_{w-1}^\lambda F(\xi).
\]

We point out that, again by (1.2.27), this can be expressed as follows
\[
\overline{Z}_j u_{w-1}^\lambda = u_{w-1}^\lambda \overline{Q}_j^\lambda - 2\lambda z_j u_{w-1}^\lambda.
\]
But Lemma A.2 states that $\overline{Q}_j u^\lambda_w - u^\lambda_w \overline{Q}_j = 2\lambda z_j u^\lambda_w$ which can be also written
$$
\overline{Q}_j u^\lambda_{w-1} - u^\lambda_{w-1} \overline{Q}_j = -2\lambda z_j u^\lambda_{w-1}.
$$
This ensures that $\overline{Z}_j u^\lambda_{w-1} = \overline{Q}_j u^\lambda_{w-1}$ in the case when $\lambda > 0$.

Finally, in the case when $\lambda < 0$, one gets
$$
\overline{Z}_j u^\lambda_{w-1} F(\xi) = (\partial_{\overline{z}_j} - i\overline{z}_j \partial_\lambda) u^\lambda_{w-1} F(\xi)
$$
$$
= (\partial_{\overline{z}_j} - i\overline{z}_j \partial_\lambda) F(\xi + z) e^{-i\lambda z - 2\lambda(\xi - |z|^2/2)}
$$
$$
= (2\lambda \xi_j + \lambda z_j - i\lambda) u^\lambda_{w-1} F(\xi)
$$
$$
= 2\lambda \xi_j u^\lambda_{w-1} F(\xi)
$$
$$
= \overline{Q}_j u^\lambda_{w-1} F(\xi)
$$
where we have used one more time (1.2.27) for the last equality. This ends the proof of the lemma.

Finally let us state one last result, which provides the symbol of the multiplication operator by $s$.

**Lemma A.4.** — Let $a \in S_{\mathbb{R}^d}(\mu)$, $\tilde{w} = (\tilde{z}, \tilde{s}) \in \mathbb{H}^d$ and $w \in \mathbb{H}^d$, then
$$
\int \text{tr} \left( i\tilde{s} u^\lambda_w J^*_w \text{op}^w (a(w, \lambda)) J_w \right) |\lambda|^d d\lambda = \int \text{tr} \left( u^\lambda_w J^*_w \text{op}^w (g(w, \lambda)) J_w \right) |\lambda|^d d\lambda
$$
with $g \in S_{\mathbb{R}^d}(\mu)$ and

(A.2.4) $\quad \sigma(g) = -\partial_\lambda (\sigma(a))$

or equivalently

(A.2.5) $\quad g = -\partial_\lambda a + \frac{1}{2\lambda} \sum_{1 \leq j \leq d} (\eta_j \partial_{\eta_j} + \xi_j \partial_{\xi_j}) a$

**Proof.** — Let us first observe that by Proposition 1.23 page 29, the function $g$ defined by (A.2.4) is a symbol of order $\mu$ since
$$
(1 + |\lambda| + y^2 + \eta^2)^{\frac{\mu-|\lambda|}{2}} (1 + |\lambda|)^{-k-1} \leq (1 + |\lambda| + y^2 + \eta^2)^{\frac{\mu-|\lambda|}{2}} (1 + |\lambda|)^{-k}.
$$
Besides, by the definition of $u^\lambda_w$ (see (1.2.15)) we have
$$
\partial_\lambda u^\lambda_w = (is + 2\xi \cdot z - |z|^2) u^\lambda_w \quad \text{for} \quad \lambda > 0,
$$
$$
\partial_\lambda u^\lambda_w = (is - 2\xi \cdot z + |z|^2) u^\lambda_w \quad \text{for} \quad \lambda < 0.
$$
Therefore, using Lemma A.2 and using formulas (1.2.27), we have for $\lambda > 0$
$$
is u^\lambda_w = \partial_\lambda u^\lambda_w - \sum_{1 \leq j \leq d} \left( -\frac{1}{2\lambda^2} Q^\lambda_j \overline{Q}_j u^\lambda_{w} + \frac{1}{4\lambda^2} \left[ Q^\lambda_j, \overline{Q}_j u^\lambda_{w} \right] \right)
$$
$$
= \partial_\lambda u^\lambda_w - \frac{1}{4\lambda^2} \sum_{1 \leq j \leq d} \left( [u^\lambda_{w}, \overline{Q}_j] Q^\lambda_j + Q^\lambda_j [u^\lambda_{w}, \overline{Q}_j] \right).$$
Similarly, for $\lambda < 0$, we have
\[
    isu^\lambda_w = \partial_\lambda u^\lambda_w + \sum_{1 \leq j \leq d} \left( -\frac{1}{2\lambda^2} Q^\lambda_j [Q^\lambda_j, u^\lambda_w] + \frac{1}{4\lambda^2} [Q^\lambda_j, \overline{Q}^\lambda_j, u^\lambda_w] \right)
\]
\[
    = \partial_\lambda u^\lambda_w + \frac{1}{4\lambda^2} \sum_{1 \leq j \leq d} \left( [u^\lambda_w, Q^\lambda_j \overline{Q}^\lambda_j + \overline{Q}^\lambda_j [u^\lambda_w, Q^\lambda_j]] \right).
\]
Setting $A_\lambda(w) = J_\lambda^* op^w(a(w, \lambda))J_\lambda$ and using $\text{tr}(AB) = \text{tr}(BA)$ we get
\[
    \text{tr} \left( isu^\lambda_w A_\lambda(w) \right) = \text{tr} \left( \partial_\lambda u^\lambda_w A_\lambda(w) \right) - \frac{1}{4\lambda^2} \sum_{1 \leq j \leq d} \text{tr} \left( u^\lambda_w [Q^\lambda_j, A_\lambda(w)Q^\lambda_j + Q^\lambda_j A_\lambda(w)] \right) \quad \text{if } \lambda > 0,
\]
\[
    \text{tr} \left( isu^\lambda_w A_\lambda(w) \right) = \text{tr} \left( \partial_\lambda u^\lambda_w A_\lambda(w) \right) + \frac{1}{4\lambda^2} \sum_{1 \leq j \leq d} \text{tr} \left( u^\lambda_w [Q^\lambda_j, A_\lambda(w)\overline{Q}^\lambda_j + \overline{Q}^\lambda_j A_\lambda(w)] \right) \quad \text{if } \lambda < 0.
\]
By (1.2.37), using the fact that $op^w(\eta_j) = -i\partial_\xi_j$ and $op^w(\xi_j) = \xi_j$, along with formula (2.3.3) recalled on page 41, we get for $\lambda > 0$,
\[
    [Q^\lambda_j, A_\lambda(w)Q^\lambda_j + Q^\lambda_j A_\lambda(w)] = \lambda J_\lambda^* \left[ \partial_\xi_j + \xi_j, op^w(a(w, \lambda))(\partial_\xi_j - \xi_j) + (\partial_\xi_j - \xi_j)op^w(a) \right] J_\lambda
\]
\[
    = 2\lambda J_\lambda^* op^w \left( -2da + \sum_{1 \leq j \leq d} (\eta_j + i\xi_j)(i\partial_\xi_j a - \partial_\eta_j a) \right) J_\lambda.
\]
Similarly, for $\lambda < 0$,
\[
    [Q^\lambda_j, A_\lambda(w)\overline{Q}^\lambda_j + \overline{Q}^\lambda_j A_\lambda(w)] = -2\lambda J_\lambda^* op^w \left( -2da + \sum_{1 \leq j \leq d} (\eta_j + i\xi_j)(i\partial_\xi_j a - \partial_\eta_j a) \right) J_\lambda.
\]
Set
\[
    b(w, \lambda, y, \eta) = -2da + \sum_{1 \leq j \leq d} (\eta_j + i\xi_j)(i\partial_\xi_j a - \partial_\eta_j a),
\]
we have obtained
\[
    \forall \lambda \neq 0, \quad \text{tr} \left( isu^\lambda_w A_\lambda(w) \right) = \text{tr} \left( \partial_\lambda u^\lambda_w A_\lambda(w) \right) - \frac{1}{2\lambda} \text{tr} \left( u^\lambda_w J_\lambda^* op^w(b)J_\lambda \right).
\]
We focus now on the term $\partial_\lambda u^\lambda_w A_\lambda(w)$. We have
\[
    \text{tr} \left( \partial_\lambda u^\lambda_w A_\lambda(w) \right) = \partial_\lambda \left( \text{tr} \left( u^\lambda_w A_\lambda(w) \right) \right) - \text{tr} \left( u^\lambda_w \partial_\lambda A_\lambda(w) \right).
\]
This implies, by integration by parts, that
\[
    \int \text{tr} \left( \partial_\lambda u^\lambda_w A_\lambda(w) \right) |\lambda|^d d\lambda = - \int \frac{d}{\lambda} \text{tr} \left( u^\lambda_w A_\lambda(w) \right) |\lambda|^d d\lambda - \int \text{tr} \left( u^\lambda_w \partial_\lambda A_\lambda(w) \right) |\lambda|^d d\lambda.
\]
We claim that
\[
    \partial_\lambda A_\lambda(w) = J_\lambda^* op^w \left( \partial_\lambda a(\lambda, w) + \frac{i}{2\lambda} \sum_{1 \leq j \leq d} (\xi_j \partial_\eta_j a - \eta_j \partial_\xi_j a) \right) J_\lambda.
\]
This yields, with (A.2.6) and (A.2.7),
\[
\int \text{tr} \left( i\tilde{s}_w A_\lambda(w) \right) |\lambda|^d d\lambda = \int \text{tr} \left( u_\lambda J_\lambda^* op^w \left( -\frac{d}{\lambda^2} a - \partial_\lambda a - \frac{i}{2\lambda} \sum_{1 \leq j \leq d} (\xi_j \partial_{\eta_j} a - \eta_j \partial_{\xi_j} a) + \frac{d}{\lambda} a - \frac{1}{2\lambda} \sum_{1 \leq j \leq d} (\eta_j + i\xi_j)(i\partial_{\xi_j} a - \partial_{\eta_j} a) \right) \right) |\lambda|^d d\lambda \\
= \int \text{tr} \left( u_\lambda J_\lambda^* op^w \left( -\partial_\lambda a + \frac{1}{2\lambda} \sum_{1 \leq j \leq d} (\eta_j \partial_{\eta_j} a + \xi_j \partial_{\xi_j} a) \right) \right) |\lambda|^d d\lambda.
\]
We then set
\[
g = -\partial_\lambda a + \frac{1}{2\lambda} \sum_{1 \leq j \leq d} (\eta_j \partial_{\eta_j} a + \xi_j \partial_{\xi_j} a)
\]
and observe that a simple computation implies (A.2.4). Therefore, in order to finish the proof of the lemma, it only remains to prove (A.2.8).

Let us now prove (A.2.8). We have, recalling that \( A_\lambda(w) = J_\lambda^* op^w(a(w, \lambda))J_\lambda \) and using the fact that \( \partial_\lambda(J_\lambda J_\lambda^*) = 0 \),
\[
\partial_\lambda A_\lambda(w) = J_\lambda^* op^w(\partial_\lambda(a(w, \lambda))) J_\lambda + J_\lambda^* \left[ op^w(a(w, \lambda)), (\partial_\lambda J_\lambda) J_\lambda^* \right] J_\lambda.
\]
Besides, for \( \alpha \in \mathbb{N}^d \), we have \( J_\lambda F_{\alpha,\lambda} = h_\alpha \) whence
\[
(\partial_\lambda J_\lambda) F_{\alpha,\lambda} = -J_\lambda(\partial_\lambda F_{\alpha,\lambda}).
\]
Let us recall that for \( \xi \in \mathbb{C}^d \), \( F_{\alpha,\lambda}(\xi) = (\sqrt{|\lambda|})^{|\alpha|} \frac{\xi^\alpha}{\sqrt{\alpha!}} \) so that \( \partial_\lambda F_{\alpha,\lambda} = \frac{|\alpha|}{2\lambda} F_{\alpha,\lambda} \). We get
\[
\forall \alpha \in \mathbb{N}^d, \quad (\partial_\lambda J_\lambda) J_\lambda^* h_\alpha = (\partial_\lambda J_\lambda) F_{\alpha,\lambda} = -\frac{|\alpha|}{2\lambda} h_\alpha = -\frac{1}{4\lambda}(\xi^2 - \Delta \xi - d) h_\alpha.
\]
Therefore,
\[
(\partial_\lambda J_\lambda) J_\lambda^* = -\frac{1}{4\lambda}(\xi^2 - \Delta \xi) + \frac{d}{4\lambda} \text{Id}.
\]
We then obtain
\[
[op^w(a), (\partial_\lambda J_\lambda) J_\lambda^*] = -\frac{1}{4\lambda} \left[ op^w(a), \xi^2 - \Delta \xi \right] = \frac{i}{2\lambda} \sum_{1 \leq j \leq d} op^w(\xi_j \partial_{\eta_j} a - \eta_j \partial_{\xi_j} a),
\]
which proves the lemma. \( \square \)
APPENDIX B: WEYL-HÖRMANDER SYMBOLIC CALCULUS ON THE HEISENBERG GROUP

In this appendix, we discuss results of Weyl-Hörmander calculus associated to the Harmonic Oscillator, and in particular we prove Propositions 1.21, 1.23 and 1.18 stated in the Introduction.

B.1. λ-dependent metrics

This section is devoted to the proof of Proposition 1.21 stated page 28. We therefore consider the λ-dependent metric and weight

\[ g_\lambda^{(\lambda)}(d\xi, d\eta) \stackrel{\text{def}}{=} \frac{|\lambda|(d\xi^2 + d\eta^2)}{1 + |\lambda|(1 + \Theta^2)} \quad \text{and} \quad m^{(\lambda)}(\Theta) \stackrel{\text{def}}{=} \left(1 + |\lambda|(1 + \Theta^2)\right)^{1/2}, \]

and we aim at proving that the structural constants, in the sense of Definition 1.12 page 23, may be chosen uniformly of λ; the second point stated in Proposition 1.21 is obvious to check.

It turns out that the proofs for the metric and for the weight are identical, so let us concentrate on the metric from now on, for which we need to prove the uncertainty principle, as well as the fact that the metric is slow and temperate.

The uncertainty principle is very easy to prove, since of course

\[ g_\lambda^{(\lambda)}(d\xi, d\eta) = \frac{1 + |\lambda|(1 + \Theta^2)}{|\lambda|}(d\xi^2 + d\eta^2) \]

and

\[ |\lambda| \leq 1 + |\lambda|(1 + \Theta^2). \]

The slowness property is also not so difficult to obtain. We notice indeed that, with obvious notation,

\[ g_\lambda^{(\lambda)}(\Theta - \Theta') = \frac{|\lambda||\Theta - \Theta'|^2}{1 + |\lambda|(1 + \Theta^2)} \]

and we want to prove that there is a constant \( C \), independent of \( \lambda \), such that if

\[ |\lambda||\Theta - \Theta'|^2 \leq C^{-1}(1 + |\lambda|(1 + \Theta^2)), \]
then
\[
\frac{1 + |\lambda|(1 + \Theta^2)}{1 + |\lambda|(1 + \Theta'^2)} + \frac{1 + |\lambda|(1 + \Theta'^2)}{1 + |\lambda|(1 + \Theta^2)} \leq C.
\]
To do so, we shall decompose the phase space $\mathbb{R}^{2d}$ into regions in terms of the respective sizes of $\Theta^2$ and $\Theta'^2$. In the following we shall write $\Theta^2 \ll \Theta'^2$ if, say $\Theta^2 \leq 10 \Theta'^2$, and $|\Theta| \sim |\Theta'|$ will mean that, say $\frac{1}{10} \Theta^2 \leq \Theta'^2 \leq 10 \Theta^2$.

Suppose first that $\Theta^2 \ll \Theta'^2$. Then of course
\[
1 + |\lambda|(1 + \Theta^2) \leq 1 + |\lambda|(1 + \Theta'^2),
\]
so we assume that $C \geq 1$. Moreover, using the obvious algebraic inequality
\[
\Theta^2 \leq 2|\Theta - \Theta'|^2 + 2\Theta^2,
\]
we deduce that
\[
|\lambda|\Theta^2 \leq 2|\lambda||\Theta - \Theta'|^2 + 2|\lambda|\Theta^2 \leq (2C^{-1} + 2)(1 + |\lambda|(1 + \Theta^2))
\]
which leads immediately to the result as soon as
\[
2C^{-1} + 2 \leq C.
\]
Conversely if $\Theta^2 \gg \Theta'^2$, then it is clear that
\[
1 + |\lambda|(1 + \Theta^2) \leq 1 + |\lambda|(1 + \Theta^2).
\]
Along the same lines as above we get
\[
|\lambda|\Theta^2 \leq 2|\lambda|\Theta^2 + 2C^{-1}(1 + |\lambda|(1 + \Theta^2)) \leq (2C^{-1} + 2)(1 + |\lambda|(1 + \Theta^2)),
\]
which choosing $C$ large enough (independently of $\lambda$) gives the result. Since the estimate is obvious when $|\Theta| \sim |\Theta'|$, the slowness property is proved, with a structural constant independent of $\lambda$.

Finally let us prove that the metric is tempered, with uniform structural constants. This is again slightly more technical. We need to find a uniform constant $C$ such that
\[
\left( \frac{1 + |\lambda|(1 + \Theta^2)}{1 + |\lambda|(1 + \Theta'^2)} \right)^{\pm 1} \leq C \left( 1 + \frac{1 + |\lambda|(1 + \Theta'^2)}{|\lambda|} |\Theta - \Theta'|^2 \right).
\]
Notice that in the case when $|\Theta| \sim |\Theta'|$, then the estimate is obvious because the left-hand side is bounded by a uniform constant. Let us now deal with the two other types of cases, namely $|\Theta|^2 \ll |\Theta'|^2$, and $|\Theta|^2 \ll |\Theta'|^2$.

Let us start with the case when the left-hand side has power +1. If $|\Theta|^2 \ll |\Theta'|^2$, then the left-hand side is uniformly bounded so the result follows with $C \geq 1$. Conversely if $|\Theta|^2 \ll |\Theta|^2$, then we notice that if $0 < |\lambda| \leq 1$, then the left-hand side is bounded by $2 + \Theta^2$ while the right-hand side is larger than $C(1 + c\Theta^2(1 + \Theta^2))$ so the estimate is true. On the other hand when $|\lambda| \geq 1$ then factorizing the left-hand side by $\lambda$ and using the fact that $|\lambda|^{-1} \leq 1$ and $(|\lambda|^{-1} + 1 + \Theta^2)^{-1} \leq (1 + \Theta^2)^{-1}$ we get
\[
\frac{1 + |\lambda|(1 + \Theta^2)}{1 + |\lambda|(1 + \Theta'^2)} \leq 2 \frac{1 + \Theta^2}{1 + \Theta'^2} \leq 2(1 + \Theta^2).
\]
Again, since in that case $|\Theta - \Theta'|^2 \geq c\Theta^2$, it comes
\[
\left(1 + \frac{1 + |\lambda|(1 + \Theta^2)}{|\lambda|}|\Theta - \Theta'|^2\right) \geq (1 + c\Theta^2(1 + \Theta^2))
\]
which implies easily the result.

Now let us deal with the case when the left-hand side has power -1. The arguments are similar. Indeed if $|\Theta|^2 \ll |\Theta'|^2$ then the left-hand side is uniformly bounded so the result follows. Conversely if $|\Theta|^2 \ll |\Theta'|^2$ then when $0 < |\lambda| \leq 1$ we use the fact that the left-hand side is bounded by $2 + \Theta'^2$ whereas the right-hand side is larger than $c(1 + \Theta^2)$. When $|\lambda| \geq 1$ then as above we write
\[
\frac{1 + |\lambda|(1 + \Theta^2)}{1 + |\lambda|(1 + \Theta^2)} \leq \frac{2 + \Theta'^2}{1 + \Theta^2} \leq 2(1 + \Theta^2),
\]
and the result follows again from the fact that since in that case $|\Theta - \Theta'|^2 \geq c\Theta^2$, one has
\[
\left(1 + \frac{1 + |\lambda|(1 + \Theta^2)}{|\lambda|}|\Theta - \Theta'|^2\right) \geq (1 + c\Theta^2(1 + \Theta^2)) \geq (1 + c\Theta^2).
\]
The proposition is proved.

\section*{B.2. $\lambda$-dependent symbols}

In this subsection we shall prove Proposition 1.23 stated page 29, giving an equivalent definition of symbols in terms of the scaling function $\sigma$.

For any multi-index $\beta$ satisfying $|\beta| \leq n$, we have
\[
\left|\partial_{(y,\eta)}^\beta (\sigma(a)(w,\lambda,\xi,\eta))\right| = \left|\lambda^{-\frac{|\beta|}{2}} \left(\partial_{(\xi,\eta)}^\beta a\right) \left(w,\lambda,\text{sgn}(\lambda)\frac{\xi}{\sqrt{|\lambda|}},\frac{\eta}{\sqrt{|\lambda|}}\right)\right|
\]
\begin{equation}
\leq \|a\|_{n;S_{\text{rad}}(\mu)} (1 + |\lambda| + \xi^2 + \eta^2)^{-\frac{|\mu|}{2} - \frac{|\beta|}{2}}.
\end{equation}

Besides, there exists a constant $C > 0$ such that for $\lambda \in \mathbb{R}$,
\[
\left|\left(\lambda \partial_\lambda\right)^k (\sigma(a)(w,\lambda,\xi,\eta))\right| \leq C \left|\left(\lambda \partial_\lambda\right)^k a\right| \left(w,\lambda,\text{sgn}(\lambda)\frac{\xi}{\sqrt{|\lambda|}},\frac{\eta}{\sqrt{|\lambda|}}\right)
\]
\[
+ C \sum_{|\beta|=k} |\lambda|^{-\frac{k}{2}} (\xi^2 + \eta^2)^{\frac{k}{2}} \left|\left(\partial_{(\xi,\eta)}^\beta a\right) \left(w,\lambda,\text{sgn}(\lambda)\frac{\xi}{\sqrt{|\lambda|}},\frac{\eta}{\sqrt{|\lambda|}}\right)\right|
\]
\[
\leq C \|a\|_{k;S_{\text{rad}}(\mu)} (1 + |\lambda| + \xi^2 + \eta^2)^{\frac{k}{2}}.
\]

The converse inequalities come easily: one has $a \in S_{\text{rad}}(\mu)$ if and only if for all $k,n \in \mathbb{N}$, there exists a constant $C_{n,k}$ such that for any $\beta \in \mathbb{N}^d$ satisfying $|\beta| \leq n$ and for all $(w,\lambda,y,\eta)$ belonging to $\mathbb{H}^d \times \mathbb{R}^{2d+1}$,
\begin{equation}
\left\|(\lambda \partial_\lambda)^k \partial_{(\xi,\eta)}^\beta (\sigma(a))\right\|_{C^0(\mathbb{H}^d)} \leq C_{n,k} (1 + |\lambda| + \xi^2 + \eta^2)^{-\frac{|\mu|}{2} - \frac{|\beta|}{2}}.
\end{equation}
We then remark that if $|\lambda| \leq 1$, the smoothness of $\sigma(a)$ yields that (B.2.1) implies on the compact $\{ |\lambda| \leq 1 \}$,

$$
(1 + |\lambda|)^k \left\| \partial^{k}_{\lambda} \partial^{\beta}_{(\xi, \eta)}(\sigma(a)) \right\|_{C^\mu(\mathbb{H}^d)} \leq C_{n,k} (1 + |\lambda| + |\xi|^2 + |\eta|^2)^{\frac{\mu - |\beta|}{2}}.
$$

Besides, for $|\lambda| \geq 1$, (B.2.2) gives

$$
\left\| \partial^{k}_{\lambda} \partial^{\beta}_{(\xi, \eta)}(\sigma(a)) \right\|_{C^\mu(\mathbb{H}^d)} \leq C_{n,k} (1 + |\lambda| + |\xi|^2 + |\eta|^2)^{\frac{\mu - |\beta|}{2}} (1 + |\lambda|)^{-k}.
$$

Conversely, if (1.4.2) holds, then one gets (B.2.2) since the function $|\lambda|^p (1 + |\lambda|)^k$ is bounded for any integer $p \in \{0, \ldots, k\}$. This ends the proof of the proposition.

\[\square\]

B.3. Symbols of functions of the harmonic oscillator

In this section we aim at proving that an operator $R(\xi^2 - \Delta_\xi)$ given as a function of the harmonic oscillator by functional calculus is a pseudodifferential operator, and at computing its (formal) symbol. We refer to Proposition 1.18 stated page 27 for a precise statement. Taking the inverse Fourier transform, we have by functional calculus

$$
R(\xi^2 - \Delta_\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\tau (\xi^2 - \Delta_\xi)} \hat{R}(\tau) d\tau.
$$

We then use Mehler’s formula as in [32], which gives (1.3.14) after an obvious change of variables.

We therefore have formally

(B.3.1)

$$
r(x) = \frac{1}{2\pi} \int_{\mathbb{R} \times \mathbb{R}} (\cos \tau)^{-d} e^{i(\tau x - y \tau)} R(y) dx dy,
$$

and let us now prove that the function $r$ is well defined outside $x = 0$, and that it satisfies the symbol estimates of the class $S(m^\mu, g)$. After that proof we shall actually give a more precise description of $r$ near $x = 0$ (see Lemma B.2 page 117).

If $x \in \mathbb{R}^*$ is fixed, then (B.3.1) defines $r(x)$ as an oscillatory integral. Indeed the change of variables $u = \tau g \tau$ performed on each interval of the form $[-\frac{\pi}{2} + k\pi, k\pi + \frac{\pi}{2} \text{ for } k \in \mathbb{Z}]$ turns the integral into a series of oscillatory integrals: we have $r(x) = \sum_{k \in \mathbb{Z}} r_k(x)$ with

$$
r_k(x) \overset{def}{=} \frac{1}{2\pi} (-1)^{kd} \int_{\mathbb{R}} e^{ixu} \hat{R}(k\pi + \text{Arctg} u)(1 + u^2)^{\frac{d}{2} - 1} du
$$

$$
= \frac{1}{2\pi} (-1)^{kd} \int_{\mathbb{R} \times \mathbb{R}} e^{i(\tau x - y \tau) + i\text{Arctg} u - i\text{Arctg} u\pi} R(y) (1 + u^2)^{\frac{d}{2} - 1} du dy.
$$
We remark that these integrals have a non stationary phase for $|k| \geq 1$. This fact will be used below. We also observe that for $N_0 \in \mathbb{N}$, by integrations by parts,

\[
k^{N_0}r_k(x) = \frac{1}{2\pi} e^{i\pi N_0} (-1)^{kd} \int_{\mathbb{R} \times \mathbb{R}} e^{ixu - iyg\tau - i\tau^g \pi} R(y) (1 + u^2)^{d-1} du dy
\]

\[
= \frac{1}{2\pi} (-i)^N N_0 (-1)^{kd} \int_{\mathbb{R} \times \mathbb{R}} e^{ixu - i\tau^g \pi} (1 + u^2)^{d-1} \partial_y N_0 (R(y)e^{-i\pi Arctg\tau}) du dy
\]

\[
= \frac{1}{2\pi} (-i)^N N_0 (-1)^{kd} \int_{\mathbb{R} \times \mathbb{R}} e^{ixu - i\tau^g \pi - iy\pi Arctg\tau} (1 + u^2)^{d-1} f_{N_0}(y, u) du dy
\]

where $f_{N_0}(y, u) = e^{iy\pi Arctg\tau} \partial_y N_0 (R(y)e^{-iy\pi Arctg\tau})$. The fact that the integrals $r_k(x)$ are well defined away from zero and that the series in $k$ converges then comes from the following lemma.

**Lemma B.1.** — Let $f$ and $g$ be two smooth functions on $\mathbb{R}$ such that

\[
\forall n \in \mathbb{N}, \exists C > 0, \forall u \in \mathbb{R}, |\partial^n g(u)| \leq C(1 + u^2)^{-\mu - \nu}
\]

\[
\forall n \in \mathbb{N}, \exists C > 0, \forall y \in \mathbb{R}, |\partial^n f(y)| \leq C(1 + y^2)^{-\mu - \nu},
\]

for some $\mu, \nu \in \mathbb{R}$. Then for any $\rho_0 > 0$, there exists a constant $C_0 > 0$ such that the function

\[
I(f, g)(x) = \int_{\mathbb{R} \times \mathbb{R}} e^{ixu - i\pi Arctg\tau - iy\pi} f(y) g(u) du
\]

satisfies

\[
\forall |x| \geq \rho_0, |I(f, g)(x)| \leq C_0(1 + x^2)^{\frac{\mu}{2}}.
\]

Before proving this lemma, let us show how to use it. The function $f_{N_0}(y, u)$ above writes as a sum of terms satisfying the assumptions of the Lemma. Therefore, $(1 + |x|)^{-\mu} k^{N_0} r_k(x)$ is uniformly bounded in $k$ and $|x| > \rho_0$ whence the convergence of the series. To prove the symbol estimate, we notice that two integrations by parts give

\[
xr'(x) = i x \int_{\mathbb{R} \times \mathbb{R}} (\cos\tau)^{-d} \tau^g e^{ix\tau - i\tau^g} R(y) dy d\tau
\]

\[
= x \int_{\mathbb{R} \times \mathbb{R}} \tau^g (\cos\tau)^{-d} e^{ix\tau - i\tau^g} R'(y) dy d\tau
\]

\[
= -i \int_{\mathbb{R} \times \mathbb{R}} \tau^g (\cos\tau)^{-d} (1 + (tg\tau)^2)^{-1} \partial_{\tau} (e^{ix\tau} e^{-i\tau^g} e^\tau \tau R'(y)) dy d\tau
\]

\[
= i \int_{\mathbb{R} \times \mathbb{R}} e^{-iy\tau + ix\tau} - iy \left( (\cos\tau)^{-d} \tau^g (1 + (tg\tau)^2)^{-1} \right)
+ \partial_{\tau} \left( (\cos\tau)^{-d} \tau^g (1 + (tg\tau)^2)^{-1} \right) R'(y) dy d\tau.
\]

This last integral is an oscillatory integral of the same kind as the one defining $r(x)$, and can also be studied using Lemma B.1. This allows to obtain the symbol bounds, by iteration of the argument to any order of derivatives.

Now let us prove Lemma B.1. The idea, as is often the case in this paper, is to use a stationary phase method. The variable $x$ may be seen as a parameter in the problem, and one notices
easily that \( x \) may be factorized out of the phase after having the change of variable \( y = x(1+t) \). Moreover one notices that the phase is stationary at the point \( t = u = 0 \), when \( k = 0 \). This implies that one should use a dyadic partition of unity centered at that stationary point. One furthermore notices that if \( |u|^2 \ll |t| \), then the \( u \)-derivative of the phase is bounded from below, so it is enough to use a \( \partial_u \) vector field in the integrations by parts. As it produces naturally negative powers of \( t \), one can deduce the convergence of the dyadic series. In the case \( |t| \leq |u|^2 \) however that vector field cannot work since the \( u \)-derivative of the phase may vanish. One must then use the whole vector field (in both \( u \) and \( t \) directions), and gaining negative powers of \( u \) turns out to be more difficult.

So let us start by performing the change of variables \( y = x(1+t) \) so that \( I(f,g) \) writes

\[
I(f,g) = x e^{-ixk\pi} \int_{\mathbb{R} \times \mathbb{R}} e^{ix\Phi_k(u,t)} f(x(1+t))g(u)dtdu,
\]

where

\[
\Phi_k(u,t) \overset{\text{def}}{=} (u - \arctan u) - t (\arctan u + k\pi).
\]

The phase \( \Phi_k \) satisfies

\[
\partial_t \Phi_k = -\arctan u - k\pi \quad \text{and} \quad \partial_u \Phi_k = \frac{u^2 - t}{1 + u^2}.
\]

When \( k \neq 0 \), \( \Phi_k \) is therefore non stationary, whereas when \( k = 0 \), \( \Phi_0 \) has a non-degenerate stationary point in \( (0,0) \). Therefore, we introduce a partition of unity on the real line:

\[
\forall z \in \mathbb{R}, \quad 1 = \sum_{p \in \mathbb{N} \cup \{-1\}} \zeta_p(z)
\]

with \( \zeta_{-1} \) compactly supported in a ball and for \( p \in \mathbb{N} \), \( \zeta_p(z) = \zeta(2^{-p}z) \) where \( \zeta \) is compactly supported in a ring. We get

\[
I(f,g) = e^{-ixk\pi} \sum_{p,q \in \mathbb{N} \cup \{-1\}} I_{p,q}(f,g)
\]

with

\[
I_{p,q}(f,g)(x) \overset{\text{def}}{=} x \int_{\mathbb{R} \times \mathbb{R}} e^{ix\Phi_k(u,t)} \zeta_p(t) \zeta_q(u) f(x(1+t))g(u)dtdu.
\]

These integrals are now well-defined because they are integrals of smooth compactly supported functions. We have to prove the convergence of the series in \( p \) and \( q \). As explained above, we shall argue differently whether \( |u|^2 \ll |t| \) or not. So let us fix a parameter \( \varepsilon < 1/3 \), to be chosen appropriately below, and let us separate the study into two subcases, depending whether \( 2^p > 2^{2q(1+\varepsilon)} \) (which corresponds to the case \( |u|^2 \ll |t| \)) or \( 2^p \leq 2^{2q(1+\varepsilon)} \).

Let us suppose \( p > 2q(1+\varepsilon) \). We observe that in that case one has \( u^2 - t \neq 0 \) on the support of \( \zeta_p(t) \zeta_q(u) \), so as explained above one can use integrations by parts with the vector field

\[
\ell \overset{\text{def}}{=} (i\partial_u \Phi_k)^{-1} \partial_u.
\]

Of course one has

\[
\ell (\exp (ix\Phi_k)) = x \exp (ix\Phi_k).
\]
Performing $N$ integrations by parts for $N \in \mathbb{N}$, we find
\[ I_{p,q}(f,g)(x) = x^{1-N} \int_{\mathbb{R} \times \mathbb{R}} e^{ix\Phi_k}(\ell^*)^N \left( f(x(1+t))g(u)\zeta_p(t)\zeta_q(u) \right) dtdu. \]
We then write
\[ \ell^* = -\ell + ic \]
where
\[ c \overset{\text{def}}{=} -\frac{\partial_u^2 \Phi_k}{(\partial_u^2 \Phi_k)^2} = -2 \frac{u(1+t)}{(1+u^2)^2} \frac{(1+u^2)^2}{(u^2-t)^2} = -2 \frac{u(1+t)}{(u^2-t)^2}. \]
Let us analyze the properties of $\ell^*$. If $(u,t)$ belongs to the support of $\zeta_q(u)\zeta_p(t)$, we have for $p > 2q(1+\varepsilon)$
\[ c_2 2^p \leq c_1 2^p - C_1 2^{2q} \leq |t-u^2| \leq C_2 2^p(1+2^{2q-p}) \leq C_2 2^p. \]
We infer that
\[ |\partial_u \Phi_k|^{-1} \leq C 2^{-p+2q} \quad \text{and} \quad |c| \leq C 2^{-p+q}. \]
Using $q < \frac{p}{2(1+\varepsilon)}$, we have
\[ -p + 2q < \left(-1 + \frac{1}{1+\varepsilon}\right) p = -\frac{\varepsilon}{1+\varepsilon} p < -\frac{\varepsilon}{1+\varepsilon} \frac{p}{2} - \varepsilon q \]
so that there exists some $\delta > 0$ such that on the integration domain
\[ (B.3.3) \quad |\partial_u \Phi_k|^{-1} + |c| \leq C 2^{-\delta(p+q)}. \]
By induction one actually also can prove that
\[ (B.3.4) \quad \forall m \in \mathbb{N}, \quad |\partial_u^m c| \leq C 2^{-m\delta(p+q)}. \]
Now we shall use the Leibniz formula in order to evaluate $(\ell^*)^N \left( f(x(1+t))g(u)\zeta_p(t)\zeta_q(u) \right)$. This generates three typical terms:
\[ (1) \quad \overset{\text{def}}{=} (\partial_u \Phi_k)^{-N} \partial_u^N (\zeta_q(u)g(u)) f(x(1+t))\zeta_p(t), \]
\[ (2) \quad \overset{\text{def}}{=} c^N \zeta_q(u)g(u)f(x(1+t))\zeta_p(t) \quad \text{and} \]
\[ (3) \quad \overset{\text{def}}{=} \sum_{n+m+p=N \atop n,m,p< N} c^n \partial_u^m c (\partial_u \Phi_k)^{-p-m} \partial_u^p (\zeta_q(u)g(u)) f(x(1+t))\zeta_p(t). \]
Due to the estimates (B.3.3) and (B.3.4), it turns out that the term (3) is an intermediate case between (1) and (2) so we shall only study the two first types of terms here.

We observe that defining $\tilde{\zeta}(u) = \sup_{n \leq N} |\zeta(n)(u)|$ and using the symbol estimate on $g$, we have
\[ |\partial_u^N (\zeta_q(u)g(u))| \leq C (1+|u|)^\nu 2^{-qN}\tilde{\zeta}(u) \]
so by (B.3.3) and using the symbol estimate on $f$ we obtain that
\[ |(1)| \leq C 2^{-qN} 2^{-\delta N(p+q)} (1+|u|)^\nu (1+|x(1+t)|)^\mu \zeta_p(t)\tilde{\zeta}(u). \]
Using Peetre’s inequality
\[ (1+|x(1+t)|)^\mu \leq C (1+|x|)^\mu (1+|xt|)^|\mu|, \]
we therefore conclude that (recalling that \( x \) is away from zero)

(B.3.5) \[ x^{1-N} \int_{\mathbb{R} \times \mathbb{R}} |(1)| dt du \leq C |x|^\mu |x|^{1-N+|\mu|} 2^{-\delta N(p+q)+\nu+\nu+p|\mu|+p+q-qN}. \]

A similar argument allows to deal with the second term. Indeed we have

(B.3.6) \[ |(2)| \leq C 2^{-\delta N(p+q)} (1+|u|)^{\mu} (1+|x(1+t)|)^{\mu} \zeta_p(z) \zeta_q(u). \]

By integration we obtain

\[ x^{1-N} \int_{\mathbb{R} \times \mathbb{R}} |(2)| dudz \leq C |x|^\mu |x|^{1-N+|\mu|} 2^{-\delta N(p+q)+\nu+\nu+p|\mu|+p+q}. \]

Therefore, choosing \( N > \delta^{-1} \text{Max}(|\nu+1|,|\mu|+1) \), we obtain the convergence in \( p \) and \( q \) of the series, uniformly with respect to \( k \) and \( x \) in the set \( \{ |x| \geq a \} \), with the expected bound \( |x|^\mu \).

Let us now suppose \( p \leq 2q(1+\varepsilon) \). The objective is now to gain negative powers of \( 2^q \). The difficulty then comes from the fact that \( \partial_u \Phi_k \) may vanish. We observe that for this range of indexes \( p \) and \( q \), we have \( q \geq 0 \) so that the integral is supported far from \( u = 0 \). For this reason, if \( \chi \) is a smooth radial cut-off function, compactly supported in the unit ball and identically equal to one near zero, then the function

\[ (t,u) \mapsto \chi \left( \frac{t-u^2}{u^\kappa} \right) \]

is a smooth function for any \( \kappa \in \mathbb{R} \). The value of \( \kappa \) will be chosen later.

We now cut \( I_{p,q} \) into two parts, writing \( I_{p,q} = I^1_{p,q} + I^2_{p,q} \) with

\[ I^1_{p,q}(x) \overset{\text{def}}{=} x \int_{\mathbb{R} \times \mathbb{R}} e^{ix\Phi_k} \left( 1 - \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) f(x(1+t))g(u)\zeta_p(t)\zeta_q(u) dt du. \]

Let us study first \( I^1_{p,q} \). We notice that on the domain of integration, one has \( |t-u^2| \geq C|u|^\kappa \), so on the support of \( \zeta_q \) we have \( |t-u^2| \geq C 2^{2q} \). It follows that

\[ \left| \frac{t-u^2}{1+u^2} \right| \geq C 2^{(\kappa-2)q}, \]

which leads to

(B.3.7) \[ |\partial_u \Phi_k|^{-1} \leq C 2^{-(\kappa-2)q}. \]

Therefore the \( u \)-derivative of the phase does not vanish in this case, so we may use again the vector field \( \ell \) defined in (B.3.2). The coefficients of that vector field are now of order \( 2^{-\kappa(\kappa-2)q} \) and one has

(B.3.8) \[ |c| = \left| -2 \frac{u(1+t)}{(u^2-t^2)} \right| \leq C 2^q \left( 1+2^p \right) \leq C 2^{2q(1+\varepsilon)}. \]

We therefore choose \( \kappa \) such that \( 2\kappa > 3(1+\varepsilon) \). By induction, one sees that

(B.3.9) \[ \forall m \in \mathbb{N}, \quad |\partial_u^m c| \leq C 2^{-mq+3q(1+\varepsilon)}. \]

We can write

\[ I^1_{p,q}(x) = x^{1-N} \int_{\mathbb{R} \times \mathbb{R}} e^{ix\Phi_k} (\ell^*)^N \left[ 1 - \chi \left( \frac{t-u^2}{u^\kappa} \right) \right] g(u)\zeta_p(t) f(x(1+t))\zeta_q(u) dt du. \]
B.3. SYMBOLS OF FUNCTIONS OF THE HARMONIC OSCILLATOR

Compared to the case studied above, the terms generated by \((\ell^*)^N\) are of the form

\[
(1') \quad \text{def} = \left(1 - \chi \left(\frac{t - u^2}{u^\kappa}\right)\right) \zeta_q(u)g(u) f(x(1 + t))\zeta_p(t),
\]

\[
(2') \quad \text{def} = c^N \left(1 - \chi \left(\frac{t - u^2}{u^\kappa}\right)\right) \zeta_q(u)g(u) f(x(1 + t))\zeta_p(t) \quad \text{and}
\]

\[
(3') \quad \text{def} = \sum_{n+m+p=N \atop n,m,p<N} c^n \partial_u^m c(\partial_u \Phi_k)^{-p-m} \partial_u^p \left(1 - \chi \left(\frac{t - u^2}{u^\kappa}\right)\right) \zeta_q(u)g(u) f(x(1 + t))\zeta_p(t).
\]

As in the previous case and due to (B.3.8) and (B.3.9), it is enough to control the two first terms.

Thanks to (B.3.8), the term \((2')\) is bounded exactly as before, assuming that \(2\kappa > 3(1 + \varepsilon)\).

Now let us study \((1')\). As above we apply the Leibniz formula, which compared to the previous case generates derivatives of \(\chi\). However they produce negative powers of \(2^q\), as one differentiation gives the term

\[
\chi' \left(\frac{t - u^2}{u^\kappa}\right) \left[-\frac{2}{u^{\kappa-1}} - \frac{\kappa}{u} \left(\frac{t - u^2}{u^\kappa}\right)\right]
\]

which may easily be bounded by

\[
\left|\chi' \left(\frac{t - u^2}{u^\kappa}\right) \left[-\frac{2}{u^{\kappa-1}} - \frac{\kappa}{u} \left(\frac{t - u^2}{u^\kappa}\right)\right]\right| \leq C(2^{-q}(\kappa-1) + 2^{-q}) \leq C2^{-q(\kappa-1)}
\]

assuming moreover that \(\kappa \leq 2\), which is possible since \(\varepsilon < 1/3\). Similarly \(m\) derivatives produce \(2^{-q(\kappa-1)m}\), and it is easy to conclude that \((1')\) may be dealt with as above, hence can also be summed over \(q\) and \(p\) (recalling that \(p \leq 2q(1 + \varepsilon)\), so that decay in \(2^q\) is enough to conclude to both summations).

Now let us study \(I^2_{p,q}\), which is more challenging as the \(u\)-derivative of the phase can now vanish. We therefore need to use the full vector field

\[
L_k \overset{\text{def}}{=} \frac{1}{i} |\nabla \Phi_k|^{-2} \nabla \Phi_k \cdot \nabla
\]

which satisfies

\[
L_k (\exp i x \Phi_k)) = x \exp i x \Phi_k.
\]

Let us check that this vector field is well defined: on the one hand if \(k = 0\), then the assumption \(q \geq \frac{p}{2(1 + \varepsilon)}\) implies \(q \geq 0\), thus \(u\) is supported on a ring and \(|\arctan u| \geq c_0\) on the support of \(\zeta_q(u)\). On the other hand one notices that \(|\nabla \Phi_k|^2 \geq (\arctan u + k\pi)^2 \geq c_0^2\) for \(k \geq 1\). It follows that there is a universal constant such that for any \(k \geq 0\) and on the domain of integration, the following bound holds:

\[
|\nabla \Phi_k|^{-1} \leq C.
\]

Moreover we have

\[
L^*_k = -L_k + c_k
\]
with
\[ c_k \overset{\text{def}}{=} -\frac{1}{i} \nabla \cdot (|\nabla \Phi_k|^2 \nabla \Phi_k) \]
\[ = -\frac{1}{i} \left[ \frac{\partial^2_u \Phi_k}{|\nabla \Phi_k|^2} - 2 \frac{\partial_u \Phi_k}{|\nabla \Phi_k|^2} (\partial^2_u \Phi_k \partial_u \Phi_k + \partial^2_{uu} \Phi_k \partial_t \Phi_k) - 2 \frac{\partial_t \Phi_k}{|\nabla \Phi_k|^4} \partial^2_{tu} \Phi_k \partial_u \Phi_k \right] \]
\[ = -\frac{1}{i} \left[ \frac{\partial^2_u \Phi_k}{|\nabla \Phi_k|^2} - \frac{2}{|\nabla \Phi_k|^4} \left((\partial_u \Phi_k)^2 \partial^2_u \Phi_k + 2\partial^2_{uu} \Phi_k \partial_t \Phi_k \partial_u \Phi_k \right) \right]. \]

In view of
\[ \partial^2_u \Phi_k = 2 \frac{u(1 + t)}{(1 + u^2)^2} \quad \text{and} \quad \partial^2_{tu} \Phi_k = -\frac{1}{1 + u^2}, \]
we have
\[ |c_k| \leq C |\nabla \Phi_k|^{-2} (2^{p-3q} + 2^{-2q}) \leq C 2^{-(1-2\varepsilon)q}. \]

An easy induction left to the reader actually shows that
\[ \forall \alpha \in \mathbb{N}^2, \ |\partial^\alpha_{(u,t)} f| \leq C 2^{-(|\alpha|+1)(1-2\varepsilon)q}. \]

We then write for \( N \in \mathbb{N} \)
\[ I_{p,q}^2 = x^{1-N} \int e^{ix \Phi_k}(L_k^x)^N \left[ \chi \left( \frac{t - u^2}{u^\kappa} \right) f(x(1 + t))g(u)\zeta_p(t)\zeta_q(u) \right] dt \, du. \]

Now we need to understand the action of the operator \((L_k^x)^N\). The main difficulty will come from the \( t \)-derivative, which does not produce directly negative powers of \( u \). However we notice that on the domain of integration, one has
\[ t = u^2 + Z u^\kappa \quad \text{with} |Z| \leq 1, \]
so since \( \kappa \) has been chosen smaller than 2, there is a constant \( c > 0 \) such that
\[ |t| \geq |u|^2 - |Z u^\kappa| \geq c|u|^2. \]

This means that the domain of summation is actually essentially restricted to
\[ (L_k^x)^N |F| \leq C \sup_{|\alpha| = N} |\partial^\alpha_{(u,t)} F| + |c_k^N F| \]
\[ + C \sum_{|\alpha+\beta|+m=N} |\partial^\alpha_{(u,t)} c_k| |c_k|^m |\partial^\beta_{(u,t)} F|. \]

The first step of the analysis therefore consists in estimating, for any \( |\beta| \leq N \), the quantity
\[ \sum_{m+m' = |\beta|} \partial^m_u \partial^{m'} f \left( x \left( \frac{t - u^2}{u^\kappa} \right) \zeta_p(u)g(u)\zeta_p(t) f(x(1 + t)) \right). \]
Let us start by studying the action of the \( u \)-differentiations on \( \chi \left( \frac{t - u^2}{u^\kappa} \right) g(u) \zeta_q(u) \). On the one hand one has, using the symbol estimate on \( g \),

\[
|\partial_u^m (\zeta_q(u) g(u))| \leq C 2^{q(v-m)} \tilde{\zeta}_q(u)
\]

where \( \tilde{\zeta}_q(u) \equiv \sup_{m \leq N} |\partial_u^m \zeta_q(u)| \). This can in turn be written

\[(B.3.14) \quad |\partial_u^m (\zeta_q(u) g(u))| \leq C 2^{q(v-m)} \zeta(2^{-q} u)\]

where \( \zeta \) is a nonnegative, smooth compactly supported function such that \( \zeta = 1 \) on the support of \( \zeta \).

On the other hand, as we have seen above one has the following identity:

\[
\partial_u \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) = \chi' \left( \frac{t - u^2}{u^\kappa} \right) \left[ -\frac{2}{u^{\kappa-1}} - \frac{\kappa}{u} \left( \frac{t - u^2}{u^\kappa} \right) \right]
\]

so we get on the support of \( \zeta_q \) the following estimate:

\[
\left| \partial_u \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) \right| \leq C(2^{-q(\kappa-1)} + 2^{-q}) \leq C 2^{-q(\kappa-1)}
\]

as soon as \( \kappa \leq 2 \). Actually by induction one also has

\[(B.3.15) \quad \forall m \in \mathbb{N}, \quad \left| \partial_u^m \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) \right| \leq C 2^{-q(\kappa-1)m}.
\]

The Leibniz formula yields for any \( m \leq N \)

\[
\left| \partial_u^m \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \zeta_q(u) g(u) \right) \right| \leq C \sum_{m' \leq m} \binom{m}{m'} \left| \partial_u^{m'} \left( \zeta_q(u) g(u) \right) \right| \left| \partial_u^{m-m'} \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) \right|
\]

whence by (B.3.14) and (B.3.15) the estimate

\[(B.3.16) \quad \left| \partial_u^m \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \zeta_q(u) g(u) \right) \right| \leq C 2^{q(v-(\kappa-1)m)} \zeta(2^{-q} u).
\]

Now let us consider \( t \)-derivatives. The Leibniz formula again implies that for any \( m' \leq N \)

\[
\partial_t^{m'} \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \zeta_q(t) f(x(1 + t)) \right) = \chi \left( \frac{t - u^2}{u^\kappa} \right) \partial_t^{m'} \left( \zeta_q(t) f(x(1 + t)) \right)
\]

\[(B.3.17) \quad + \sum_{0 < n' \leq m'} \binom{m'}{n'} \partial_t^{n'} \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) \partial_t^{m' - n'} \left( \zeta_q(t) f(x(1 + t)) \right).
\]

For the second term in the right-hand side of (B.3.17), one uses the fact that on the support of \( \zeta_q \), one has the estimate

\[(B.3.18) \quad \left| \partial_t^{n'} \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \right) \right| \leq \frac{1}{|u|^{n'\kappa}} \chi^{(n')} \left( \frac{t - u^2}{u^\kappa} \right) \leq C 2^{-qn'\kappa}.
\]
In order to also control the action of multiple differentiations in the $t$ and $u$ directions of $\partial_u \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right)$, it is useful to notice that
\[
\partial_u \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) = -\frac{2}{u^{\kappa-1}} \chi' \left( \frac{t-u^2}{u^\kappa} \right) + \frac{\kappa}{u} \chi \left( \frac{t-u^2}{u^\kappa} \right)
\]
where $\tilde{\chi}$ is a smooth compactly supported function. So $t$-derivatives of $\partial_u \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right)$ are controled exactly like $\partial_t \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right)$.

Estimate (B.3.18) gives, along with the symbol estimate satisfied by $f$, for any $n' \leq m'$,
\[
\left| \partial_t^{n'} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) \partial_t^{m'-n'} \left( \zeta_p(t) f(x(1+t)) \right) \right| \leq C 2^{-q n'} 2^{p(m'-n')} (1 + |x(1+t)|)^{\mu} \overline{\zeta}(2^{-p} t),
\]
where again $\overline{\zeta}$ is a nonnegative, smooth compactly supported function such that $\overline{\zeta} = 1$ on the support of $\zeta$.

Peetre’s inequality allows finally to write that for any $m' \leq N$ and any $0 < n' \leq m'$,
\[
\left| \partial_t^{n'} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) \partial_t^{m'-n'} \left( \zeta_p(t) f(x(1+t)) \right) \right| \leq C 2^{-q n'} 2^{p(m'-n')} (1 + |x|^\mu (1 + |xt|)^{\mu} \overline{\zeta}(2^{-p} t),
\]
hence for any $m' \leq N$, we get
\[
\left| \sum_{0 < n' \leq m'} \left( \begin{array}{c} m' \\ n' \end{array} \right) \partial_t^{n'} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) \partial_t^{m'-n'} \left( \zeta_p(t) f(x(1+t)) \right) \right| \leq C(1 + |x|^\mu (1 + |xt|)^{\mu} \overline{\zeta}(2^{-p} t) \sum_{0 < n' \leq m'} 2^{-q n'} 2^{p(m'-n')}
\]
\[
\leq C(1 + |x|^\mu + |x|^\mu \overline{\zeta}(2^{-p} t) 2^{p} |\mu| \sum_{0 < n' \leq m'} 2^{-q n'} 2^{-2q(m'-n')}
\]
(B.3.19)
\[
\leq C(1 + |x|^\mu + |x|^\mu \overline{\zeta}(2^{-p} t) 2^{p} |\mu| 2^{-q m' \kappa}
\]
thanks to (B.3.12). Finally let us deal with the first term on the right-hand side of (B.3.17).

We write, using Peetre’s inequality again, that
\[
\left| \partial_t^{m} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) \zeta_p(t) f(x(1+t)) \right| \leq C(1 + |x|^\mu + |x|^\mu \overline{\zeta}(2^{-p} t) 2^{-p(m'-|\mu|)},
\]
and plugging (B.3.19) and (B.3.20) into (B.3.17) therefore gives
\[
\left| \partial_t^{m'} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \right) \zeta_p(t) f(x(1+t)) \right| \leq C(1 + |x|^\mu + |x|^\mu \overline{\zeta}(2^{-p} t) 2^{p} |\mu| (2^{-q m' \kappa} + 2^{-p m'}).
\]

Putting the above estimate together with (B.3.16) allows to obtain that
\[
\sum_{m+m' = |\beta|} \partial_t^{m} \partial_t^{m'} \left( \chi \left( \frac{t-u^2}{u^\kappa} \right) \zeta_q(u) g(u) \zeta_p(t) f(x(1+t)) \right) \leq C(1 + |x|^\mu + |x|^\mu \overline{\zeta}(2^{-p} t) 2^{p} |\mu| \sum_{m+m' = |\beta|} 2 q (\nu - (\kappa-1)m) (2^{-q m' \kappa} + 2^{-p m'}),
\]
hence, bounding $p$ by $2q(1+\varepsilon)$, we get
\[ (1 + |x|)^{\mu - |\mu|} \sum_{m+m' = |\beta|} \partial_u^m \partial_{t}^{m'} \left( \chi \left( \frac{t - u^2}{u^\kappa} \right) \zeta_q(u) g(u) \zeta_q(t) f(x(1 + t)) \right) \]
(B.3.21) \[ \leq C 2^{q(\nu + 2|\mu|(1+\varepsilon))} \zeta(2^{-p} t) \zeta(2^{-q} u) \sum_{m+m' = |\beta|} 2^{-q(k-1)m} (2^{-q(m')\kappa} + 2^{-2q m'}) \]
in light of (B.3.12). Finally let us go back to (B.3.13). Denoting $\tilde{\mu} \overset{\text{def}}{=} 2|\mu|(1+\varepsilon)$ and choosing $F \overset{\text{def}}{=} \chi \left( \frac{t - u^2}{u^\kappa} \right) f(x(1 + t)) g(u) \zeta_q(t) \zeta_q(u)$, one has the following estimate:
\[
(1 + |x|)^{\mu - |\mu|} (L^*_k)^N |F| \leq C 2^{q(\nu + 2|\mu|(1+\varepsilon))} \zeta(2^{-p} t) \zeta(2^{-q} u) 2^{q(\nu + \tilde{\mu})} \left( \sum_{|\alpha| + |\beta| + n = N} \sum_{m \leq |\beta|} 2^{-((|\alpha| + 1)(1-2\varepsilon)q - n(1-2\varepsilon)q - q(k-1)m) (2^{-q(|\beta| - m)\kappa} + 2^{-2q(|\beta| - m)} \right) + 2^{-N(1-2\varepsilon)q} \sum_{m+m' = N} 2^{-q(k-1)m} (2^{-q(m')\kappa} + 2^{-2q m'}) \right) \]
using the above estimate along with (B.3.11) and (B.3.21).

This ends the proof of the lemma.

Now for the sake of completeness, let us study the singularity at 0 of the function $r$. The result we shall prove is the following.

**Lemma B.2.** — Let $R$ be a function in $\mathcal{S}(\mathbb{R})$. Then $x \mapsto r(x)$ is not smooth in 0 and for $d > 1$
\[
x^{d-1} r(x) \sim \frac{2(-i)^d}{\pi} \left[ \sum_{n \in \mathbb{Z}} (-1)^n R(2n + d) \right] \int_0^{+\infty} v^{d-2} \cos v \, dv.
\]

Note that the integral in $v$ should be understood in the distributional sense (as an oscillatory integral).

**Proof.** — The proof of that lemma relies on another expression for $r$ which comes from Poisson formula: we recall that
\[
\forall \psi \in \mathcal{S}(\mathbb{R}), \quad \pi \sum_{k \in \mathbb{Z}} \hat{\psi}(k\pi) = \sum_{n \in \mathbb{Z}} \psi(2n).
\]
We use this latter equation for the function $\psi_s : x \mapsto e^{-isx} R(x + d)$ where $s$ is a real-valued parameter. Then we have
\[
\hat{\psi_s}(\xi) = e^{id(\xi + s)} \hat{R}(\xi + s)
\]
and we obtain
\[
\sum_{k \in \mathbb{Z}} (-1)^{kd} R(k\pi + s) = e^{-id} \sum_{k \in \mathbb{Z}} \psi_s(k\pi) = \frac{e^{-id}}{\pi} \sum_{n \in \mathbb{Z}} \psi_s(2n) = \frac{e^{-id}}{\pi} \sum_{n \in \mathbb{Z}} e^{-2ins} R(2n + d)
\]
which yields
\[
(B.3.22) \quad r(x) = \frac{1}{\pi} \int e^{ixu} e^{-id\text{Arctg}u} (1 + u^2)^{d/2 - 1} \left( \sum_{n \in \mathbb{Z}} e^{-2in\text{Arctg}u} R(2n + d) \right) du.
\]

Equation (B.3.22) allows to consider \(r\) as the inverse Fourier transform of the function \(\tilde{a}\) with
\[
\forall t \in \mathbb{R}, \quad a(t) = \sum_{n \in \mathbb{Z}} e^{-int} R(2n + d).
\]
The function \(t \mapsto a(t)\) is 2\(\pi\)-periodic, and smooth. Therefore, the function \(u \mapsto a(2\text{Arctg}u)\) is smooth near zero if and only if \(a \in \mathcal{S}(\mathbb{R})\). In view of this result, let us study the behavior at infinity of the function \(\tilde{a}\) (which is obviously a symbol in the classical sense). We remark that
\[
|\tilde{a}(u)| \sim |u|^{d-2} \left( \sum_{n \in \mathbb{Z}} (-1)^n R(2n + d) \right)
\]
as \(|u| \to +\infty\), so \(\tilde{a}(u)\) is not in \(\mathcal{S}(\mathbb{R})\), therefore \(r\) is not smooth in 0.

In order to analyze more precisely the singularity at 0, we perform the change of variable \(v = ux\) in (B.3.22) and let \(x\) go to 0. We obtain
\[
r(x) = \frac{1}{\pi x} \int e^{iv} \left( 1 + \frac{v^2}{x^2} \right)^{d/2 - 1} e^{-id\text{Arctg}v/\pi} a \left( 2\text{Arctg} \frac{v}{x} \right) dv
\]
When \(x\) goes to 0+, we need to distinguish whether \(v > 0\) or \(v < 0\). We get
\[
r(x) \sim \frac{a(\pi)e^{-id\pi/2}}{\pi x^{d-1}} \int_0^{+\infty} v^{d-2} e^{iv} dv + \frac{a(-\pi)e^{id\pi/2}}{\pi x^{d-1}} \int_{-\infty}^0 v^{d-2} e^{-iv} dv
\]
\[
\sim \frac{(-i)^d}{\pi x^{d-1}} \left[ a(\pi) \int_0^{+\infty} v^{d-2} e^{iv} dv + a(-\pi) \int_0^{+\infty} v^{d-2} e^{-iv} dv \right].
\]
The fact that
\[
a(\pi) = \sum_{n \in \mathbb{Z}} e^{-in\pi} R(2n + d) \quad \text{and} \quad a(-\pi) = \sum_{n \in \mathbb{Z}} e^{in\pi} R(2n + d)
\]
concludes the proof. \(\Box\)
B.4. The symbol of Littlewood-Paley operators on the Heisenberg group

Applying Proposition 1.18 to \( \lambda \)-dependent functions of the harmonic oscillator, we obtain the (generalized) symbol of our Littlewood-Paley operators, as stated in the next proposition.

**Proposition B.3.** — The operators \( \Delta_p \) (resp. \( S_p \)) are generalized pseudodifferential operators in the sense of Remark 1.14. If we denote by \( \Phi_p(\lambda, \xi, \eta) \) (resp. \( \Psi_p(\lambda, \xi, \eta) \)) their generalized symbols, there exist two functions \( \phi(\lambda, \cdot) \) and \( \psi(\lambda, \cdot) \) in \( \mathcal{S}'(\mathbb{R}) \), smooth outside \( \{0\} \) and rapidly decreasing at infinity such that for \( \lambda \neq 0 \),

\[
\Phi_p(\lambda, \xi, \eta) = \phi(2^{-2p}|\lambda|, 2^{-2p}|\lambda|\left(\xi^2 + \eta^2\right)) \quad \text{and} \quad \Psi_p(\lambda, \xi, \eta) = \psi(2^{-2p}|\lambda|, 2^{-2p}|\lambda|\left(\xi^2 + \eta^2\right)).
\]

More precisely one has

\[
\Phi_p(\lambda, \xi, \eta) = \phi(2^{-2p}|\lambda|, 2^{-2p}|\lambda|\left(\xi^2 + \eta^2\right)) \quad \text{and} \quad \psi(2^{-2p}|\lambda|, 2^{-2p}|\lambda|\left(\xi^2 + \eta^2\right)).
\]

(B.4.1) \( \forall \lambda \neq 0, \forall \rho \neq 0 \), \( \phi(\lambda, \rho) = \frac{sgn \lambda}{\lambda} \int (\cos \tau)^{-d} e^{\frac{i}{\lambda}(\xi \tau + \rho \eta \tau)} R^*(4\tau) d\tau d\rho \),

and a similar formula for \( \psi \).

**Remark B.4.** — The stationary phase theorem implies that the function \( \phi(\lambda, \rho) \) of (B.4.1) has an asymptotic expansion in powers of \( \lambda \) as \( \lambda \) goes to 0, the first term of which is \( R^*(\rho) \). Besides, the change of variables \( \tau \mapsto -\tau \) gives that \( \phi(-\lambda, \rho) = \phi(\lambda, \rho) \). Therefore, the function

\[
(y, \eta) \mapsto \Phi_p \left( \lambda, \frac{sgn(\lambda)}{\sqrt{|\lambda|}} \frac{\xi}{\sqrt{|\lambda|}}, \frac{\eta}{\sqrt{|\lambda|}} \right)
\]

is equal to \( \phi(2^{-2p}|\lambda|, 2^{-2p}(\xi^2 + \eta^2)) \) and is smooth close to \( \lambda = 0 \).

**Proof.** — Recall that as defined in Definition 4.3,

\[
\mathcal{F}(\Delta_p f)(\lambda) = \mathcal{F}(f)(\lambda) R^*(2^{-2p}D_{\lambda}) = \mathcal{F}(f)(\lambda) J^*_\lambda R^*(2^{-2p}4|\lambda|(-\Delta_{\xi} + \xi^2)) J_\lambda.
\]

If \( \chi \) is a smooth cut-off function compactly supported on \( \mathbb{R} \) and such that \( \chi(\lambda) = 1 \) for \( |\lambda| \leq 4 \) and \( \chi(\lambda) = 0 \) for \( |\lambda| > 5 \), then

\[
\mathcal{F}(\Delta_p f)(\lambda) = \mathcal{F}(f)(\lambda) J^*_\lambda R^*(2^{-2p}4|\lambda|(-\Delta_{\xi} + \xi^2)) \chi(2^{-2p}\lambda) J_\lambda.
\]

It will be important in the following to notice that for fixed \( p \), we are only concerned with bounded frequencies \( \lambda \).

We now apply Proposition 1.18 and write

\[
R^*(2^{-2p}4|\lambda|(-\Delta_{\xi} + \xi^2)) = op^\mu(\Phi_p(\lambda, \xi, \eta))
\]

with

\[
\Phi_p(\lambda, \xi, \eta) = \frac{1}{2\pi} \int_{\mathbb{R} \times \mathbb{R}} (\cos \tau)^{-d} e^{i((\xi \tau + \rho \eta \tau) - r \tau)} R^*(2^{-2p}4|\lambda| r) dr d\tau.
\]

(B.4.2) For \( \lambda \neq 0 \), a change of variable shows that \( \Phi_p(\lambda, \xi, \eta) = \phi(2^{-2p}|\lambda|, 2^{-2p}|\lambda|\left(\xi^2 + \eta^2\right)) \) as stated in Proposition B.3.

Let us prove now that \( \Phi_p \) satisfies symbol estimates of order \( \mu \) for any \( \mu \in \mathbb{R} \). Actually due to the comment above, it is enough to prove that result for the function \( (\lambda, \xi, \eta) \mapsto \Phi_p(\lambda, \xi, \eta) \chi(2^{-2p}\lambda) \). It is moreover enough to prove it for \( p = 0 \).
We first observe that by Proposition 1.18, $\Phi_0 \left( \lambda, \text{sgn}(\lambda) \frac{\xi}{\sqrt{|\lambda|}}, \frac{\eta}{\sqrt{|\lambda|}} \right) = \phi(|\lambda|, \xi^2 + \eta^2)$ is well defined for $\lambda \neq 0$ and is a generalized symbol in $S(1, g)$ for any $\lambda$. Besides, Remark B.4 gives that $\Phi_0$ has the required regularity close to $\lambda = 0$, and as noted above one can also restrict our attention to a compact set in $\lambda$. All those observations imply that to prove the result, it is enough due to Proposition 1.21 to prove the following estimate: for any compact set $K$ of $\mathbb{R}^*$,

\[
\forall k, n \in \mathbb{N}, \ \exists C_{k, n} > 0, \ \forall \rho \in \mathbb{R} \setminus \{0\}, \ \forall \lambda \in K, \ \left| (1 + \rho^2)^{-\frac{n}{2}} (\lambda \partial_\lambda)^k \partial_\rho^n \phi(\lambda, \rho) \right| \leq C_{k, n}.
\]

We point out that by Proposition 1.18, we already know now that this estimate is true for $\lambda$ fixed in $\mathbb{R}^*$. Moreover since $\lambda$ belongs to a compact set, it is enough to consider the $\lambda \partial_\lambda$ derivatives and to prove that $(\lambda \partial_\lambda) \phi(\lambda, \rho)$ may be bounded independently of $\lambda$.

In fact we shall prove that $\lambda \partial_\lambda \phi(\lambda, \rho)$ has the same integral form as $\phi$, which by a direct induction will allow to conclude the proof of the proposition. So let us compute $\lambda \partial_\lambda \phi(\lambda, \rho)$.

We have

\[
\lambda \partial_\lambda \phi(\lambda, \rho) = \frac{1}{2\lambda} \int (\cos \tau)^{-d} e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \left( -i \rho \tau (\rho \tau - r \tau) - 1 \right) R^*(4r) dr d\tau,
\]

so integrating by parts we get

\[
\lambda \partial_\lambda \phi(\lambda, \rho) = -\frac{1}{2\lambda} \int (\cos \tau)^{-d} e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \partial_r \left( \rho \frac{\tau}{\tau} (\rho \tau - r) R^*(4r) + R^*(4r) \right) dr d\tau,
\]

which gives finally

\[
\lambda \partial_\lambda \phi(\lambda, \rho) = -\frac{1}{2\lambda} \int (\cos \tau)^{-d} e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \left( \frac{4\rho \tau}{\tau} (\rho \tau - r) R^*(4r) \right) dr d\tau.
\]

One then notices that

\[
\rho e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} = \frac{\lambda}{i} (1 + (\rho \tau)^2)^{-1} \partial_r \left( e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \right),
\]

which allows to transform the integral into

\[
\lambda \partial_\lambda \phi(\lambda, \rho) = \frac{2}{\lambda} \frac{\tau}{\tau(1 + (\rho \tau)^2)} \int (\cos \tau)^{-d} e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} R^*(4r) dr d\tau
\]

\[
- \frac{2}{i\pi} \int (\cos \tau)^{-d} e^{\frac{\tau (\rho \tau - r \tau)}{(1 + (\rho \tau)^2)^2}} e^{-ir \tau} \partial_r \left( e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \right) R^*(4r) dr d\tau.
\]

The first integral on the right-hand side is exactly of the same form as $\phi$, so to conclude we need to prove that the second integral can also be written in a similar way. Let us perform an integration by parts in the $\tau$ variable. This produces the following identity:

\[
\int (\cos \tau)^{-d} e^{\frac{\tau (\rho \tau - r \tau)}{(1 + (\rho \tau)^2)^2}} e^{-ir \tau} \partial_r \left( e^{\frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \right) dr d\tau
\]

\[
= \int e^{-ir \tau + \frac{i}{\lambda} \rho \tau (\rho \tau - r \tau)} \left( (\cos \tau)^{-d} \frac{\tau (\rho \tau - r \tau)}{(1 + (\rho \tau)^2)^2} \right) R^*(4r) dr d\tau
\]

which again is of a similar form that can be dealt with as in the proof of Proposition 1.18 (using Lemma B.1). The proof of Proposition B.3 is complete. \qed
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