A Study on the Causal Relationship between “the Flow of a Game” and Its Outcome in Basketball: Focusing on the Interdependence Relations of Four Periods*
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The purpose of this study was to clarify the causal relationship between the “flow of a game” that can be defined “the situation on which 4 periods which consist of division time as 10 minutes are advancing gradually while having an influence each other” and its outcome, focusing on the interdependence relations of four periods in basketball. In order to accomplish this purpose in this study, a hypothesis was set in that, the “flow of a game,” in which “factors causing changes in conditions” cannot be overlooked in basketball, consists of four periods, with each first generating functions as opportunity, in the end affecting the outcome. In order to test this hypothesis, an analysis was performed over 1044 periods in 261 games in Japan’s strongest university league, Kanto Men’s First Division League, based on the following three analysis perspectives: (1) the importance of each period; (2) the mutual dependency between periods; and (3) the relationship between the difference in cumulative scoring and outcome. Results observed using logistic regression analysis and structural equation modeling of the obtained data clarified the following three points: (1) periods that exerted influence on the outcome were the first, third and fourth, with their importance ranked as “third > first > fourth > second”; (2) as for mutual dependency for each period, the point difference in the preceding period in the sequence, “first → second (cumulative),” “second (cumulative) → third (cumulative),” “third (cumulative) → fourth” creates an opportunity for the following period; and (3) if there is the cumulative score difference within eight points by the end of the third period, there is a high possibility (potential) for coming back to win. These findings will be able to apply to coaching in various games under the official rules of FIBA as new practical guidelines for closely analyzing the causal relationships between the unique “flow of a game” and outcomes in basketball that take place over four periods.
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1. Introduction

1.1. Locating the problem

The general essence of competitive sports, irrespective of place and time, lies in “determining the result through a comparison of strengths” (Uchiyama, 2009b, p.173). “It is only when there is a constitutive rule clarifying the competitive purpose, tasks, and format of the (said) competition, that it is possible to determine the result, and emphasize the unique physicality” (Uchiyama, 2012, p. 29; parentheses in original). Based on this premise, through a “mechanism of athletic development” in which the athlete repeatedly “adapts to the specificities of their body” and “breaks free from the status quo to achieve a higher level of sophistication” by mediating their various inherent physical abilities (Uchiyama, 2009, p.175), the athlete trains every day to achieve “excellence of strength” (Uchiyama, 2009b, p.172) which is expressed in measurement, scoring, or points, and aims for victory by maximizing that excellence in the game.

The work invested in order to acquire and demonstrate this “excellence of strength” that is one of the most important characteristics for many disciplines, is considerably difficult, even for team sports—especially with a sport like basketball, where “individuals, groups, and teams compete for points on the same court attempting to shoot at a horizontal plane above their heads” (Uchiyama, 2009a, p.38). This is because it is visible in the form of constantly changing developments of an “acyclic motion” (Meinel, 1960) brought about primarily by “open skill” (Poulton, 1952), and invisible “complex characteristics are more intensely imprinted than in most sporting events or various other ball games” (Neumann, 1990).

However, although it is difficult to achieve and demonstrate “excellence of strength” in basketball, coaching, defined as “leading athletes to victory” (Uchiyama, 2013, p.683), indisputably plays an important role as well. However, the “compelling power” necessary for a coach to lead an athlete or a team must not be based on experiences that stay in their personal frame of reference. If we cannot overcome the bottleneck of the spontaneous order of the temporal particularity of the “results of analysis based on a coach’s subjective criteria” (Miyazoe et al., 2007, p.33), the non-evidentiary nature of explaining team performance from images relying on “sense data”— “what is known directly by the senses” (Russel, 2005, p.15)—and the theory of “autopoiesis,” characterized by “the freedom to transform while continuing to operate for its own sake” (Kawamoto, 1995, p.337), not only does the coach’s “compelling power” become meaningless, the daily training also becomes a waste of effort. Therefore, in order to achieve “excellence of strength” and win, there must be guidelines with a certain objective validity in the coach’s “compelling power.” In other words, “we need practical guidelines based on scientific and applied understanding of team processes to ensure optimum team functioning” (West, 2012). In basketball, with constantly changing developments, if the “compelling power” a coach employs on an athlete or a team does not include “practical guidelines” that examine the “effects of situational variables” (Gómez et al., 2013, p.1579) appropriate for achieving and demonstrating “excellence of strength,” it is impossible to “use objectively tested theories to provide a rational explanation of events, or to use ‘theoretical knowledge’ with the predictability of the future” (Sato, 2011), and consequently, it is not possible to guarantee an understanding of the team’s playstyle among the team members, which is the basis of the team’s process. As a result, the team cannot function at its best.

If the practical guidelines inherent to the game of basketball, essential for achieving and demonstrating “excellence of strength,” are not based on the coach’s subjective judgment and instincts, then the guidelines to lead a team to victory must naturally be based on “a legal understanding of developments, based on quantification on a common scale that is not influenced by subjectivity” (Sato, 1993). “As in many other sports, basic statistics in basketball can never completely explain the outcome of any one game” (Britton and Yerger, 2015, p.683). This is because “a recognition of what are considered norms constitutes the basis upon which the coach can accurately judge individual and team performance from a statistical viewpoint” (Knight and Newell, 1986, p.21). Therefore, if the “practical guidelines” that verify the “influence of factors that change the situation” can be clarified through a “legal understanding of events based on a common scale,” then the coach’s “compelling power” will be far more effective, the quality of daily training will improve and bring the team closer to achieving their goal of victory.
1.2. Review of previous research and issues in this study

Given this situation, how can we find “practical guidelines” for basketball, a game in which “the factors that influence the result are intricately intertwined?” (Miyazoe et al., 2007, p.33) “Regardless of how systematic the analysis of a basketball game is, the interactions among players are unique and cannot be replicated, and cannot be reproduced either, because environmental conditions and players’ actions change from moment to moment” (Remmert, 2003, p.5). Accordingly, is it possible to construct a practical guide?

To this end, since “Coaches and analysts in today’s basketball tournaments use winning and losing statistics to analyze the performance of athletes and teams in complex and diverse games,” (Hughes and Franks, 2004) a “practical guide” that takes into account the “influence of factors that change the circumstances” is closely linked to the factors affecting the outcome of a game, which identifies the causal relationship between developments that are considered causes or effects of the result. (Britton and Yerger, 2015, p.683; Oliver, 2004, p.63; Sampaio, 2010a, p.391). Based on (statistical) data obtained, if we infer the causal relationship between the causes and effects of developments, and if such a relationship exists at all, it will enable “a lawful understanding of the developments based on quantification by a common scale uninfluenced by the subjectivity” of questions such as the extent to which the causal relationship influences the result, whether it can be ignored or must be accounted for, how useful it is, etc.

From this perspective, the number of studies that have been conducted on the factors affecting the outcome of a game, including those that do not include it in the title, is enormous. However, the main issue, as is typical of the assertion “a coach can afford him the opportunity of winning the majority of his games if he achieves predetermined shooting average.” (Newell and Benington, 1962, p.27), is that we can get “a shift of focus on... how to effectively and probabilistically take a shot, which is the game’s iconic form of movement, and from a defensive standpoint, how to prevent shots” (Uchiyama, 2012, p.30). This is evidenced by the fact that the mechanism of shooting itself is still being studied for over 100 years after its creation, albeit under controlled conditions. (Knudson, 1993; Lam et al., 2009; Lindeman et al., 2004; Okazaki and Rodacki, 2012). Further, with the emphasis on the fact that “an important topic studied in basketball is the players’ performance analysis during games and competitions” (Gómez et al., 2009, p.278), the methods of “game analysis” or “notational game performance analysis” have been used to intensively analyze the types of shots, number of attempts, and the success rate of shots that actually occurred during the games (Gómez et al., 2009). The factors determining the result are not limited to just the quality of shooting, but also include the complex mixture of circumstances that led up to it (Yoshii, 1969), such as the number of missed plays, blocks, and turnovers, as well as the prowess in acquiring the rebound ball, which is related to the increase or decrease in the number of attacks that lead to taking shots, and performance analysis of individual players such as their offensive and defensive patterns and dribbling and passing paths (Cleabaut, 1998; Krause, 1994; Ibañez et al., 2008; Oliver, 2004).

However, if persuasive individual “performance indicators” (Gómez et al., 2013, p.1579) are provided as information, independent of the analyst’s or observer’s ability, team performance will not necessarily improve and win games, but the existence of such a wide variety of factors affecting the outcome of a game will confuse the field. As the statement “interactions between offensive and defensive players are poorly regarded by basketball game analyses” (Remmert, 2003, P.5) suggests, each part of the cause of the result can be understood and described independently at the level of explanation, and although such descriptions have some effect in explaining the whole, it is not possible to explain or understand the whole by describing individual facts of the parts. This is because, “Although there is interest in identifying and describing these performance indicators and their effects... research is still very scarce when all these dimensions are addressed simultaneously” (Gómez et al., 2013, p.1579).

Under these circumstances, although team victory is achieved through coordination and continuity of the performances of individual players, as “it is impossible to overcome the complexities and diverse game situations through individual player performances alone” (Uchiyama, 2004), and the “individual ability to perform in a group, that is, a team, can only be demonstrated with teams” (Stiehler et al., 1988), studies have reported on the factors affecting the outcome of a game as well as the thresholds that differentiate between results in terms of team performance. (Knight
and Newell, 1986; Miyazoe et al., 2007; Newell and Benington, 1962; Oga, 2014). On the other hand, as noted in the beginning of this article, the competitive issues that directly determine the result of a basketball game change each time the constitutive rules are changed, so studies have also analyzed the new “influence of factors that change the situation” through the performance of the entire team. Especially after the 1980s, when the world governing body for basketball FIBA (International Basketball Federation) promoted “rules that compelled offensive play” (Morino, 1984) like the 24-second rule and the 8-second rule, as well as the 1999 change in playing time to “four 10-minute quarters,” the examination of the “effect of factors that influence the circumstances” emerged. Even before that, when the 40-minute playtime was divided into two halves, studies attempted to explain the final result based on the results at halftime (Cooper et al., 1992) or to analyze the relationship between team performance in the first and second halves from a bird’s-eye view (Moreno et al., 2013). However, the change to “four quarters of 10 minutes each” emphasized the fact that the “temporal dependence of the result of a basketball game is high” (Martinez, 2014, p.763), which has made the importance of play during every quarter all the more important.

For example, Oga (2014) analyzed the standard deviation of shots scored in 20 2-minute intervals and found that the reason for the Japan Women’s National Team’s defeat in the 2012 London Olympics Preliminary round was the way they played early on in the game, in the first two minutes of the first and second quarters. Sampaio et al. (2010a) studied 126 games of the Spanish Men’s Professional Basketball Teams, and Moreno et al. (2013) studied 364 games in the same Spanish Women’s Professional League. Both focused on the point differentials in the 5 minutes in the beginning and end of each quarter, measured their impact on the results of the game, and derived valuable findings—that for men, the difference in scoring in the first quarter can have an impact on the final result of the game, and for women, the difference in scores in the first quarter affected only the score in the second quarter. Gómez et al. (2013) analyzed the importance of the rate of ball control in each quarter from 40 Professional League games for both men and women in Spain and reported that for men, the first five minutes of the first quarter and the five minutes before the end of the fourth quarter, and for women, the last five minutes of the game affected the winner of the game. On the other hand, Ikeda et al. (2015) used logistic regression analysis of 122 International Women’s Wheelchair Games to examine the relationship between the point difference and game result, using the point difference in the first five minutes of each quarter and at the end of the game as independent variables and the result of the game as a dependent variable and reported that the first, third, and fourth quarters affect the result, and order of importance was “third > first > fourth.”

On the other hand, these findings demonstrate that “the game period (quarter) is also a situational variable of interest in basketball” (Gómez et al., 2013, p.1579) that influences the game result. The results are broadly divided into two types—first, that the final part of the game is most important (the last five minutes of the fourth quarter) (Bar-Eli and Tractinsky, 2000; Kozar et al., 1993; Mechikoff et al., 1990) and second, that the beginning of each quarter (the first five minutes) is the most important (Sampaio et al., 2010a; Sampaio et al., 2010b). As regards the former, it is unclear whether the relationship between each quarter is related to the final result of the game. Although the latter demonstrates the interesting finding that “the point difference between whether recovery is possible or not is 8-point cut-off” (Sampaio et al., 2010a, p.394), considering that it is possible to win by “just” 1 point over the opponent (at the end of the fourth quarter), and the method of multiple regression analysis is used with the dependent variable as a quantitative measure rather than a nominal scale (win/lose), the credibility of the results is also questionable. The importance of quarters on winning or losing the final game has been established in Ikeda et al. (2015). The targets were wheelchair-bound. Although it was at a high level and was limited to girls, it did not mention the relationship among the four quarters.

It is clear from the previous studies that the quarter-by-quarter playstyle is important, and particular quarters or specific times have a great effect on the result of the game. On the other hand, as the game is often interrupted by 10 to 15 minutes break between the first and second and halves and two-minute breaks between the first and second, and the third and fourth quarters, the 40 minutes of the game duration is often considered a simple mechanical combination of 10-minute quarters chained together, or as a simple ordering of specific quarters or times. These findings lack the perspective of individual quarters and their relationship with each other as part of the game time.
as a whole, and as a result, even if a particular quarter or time affects the result of the game, it can lead to a simplistic understanding that problems in the game as a whole are solved when the problems of the individual parts have been solved, or it can lead to a reductionist view as the whole is formed of constituent parts, of taking individual quarters as they were themselves whole, or even fall into the trap of infinite retrogression, where the order can be subdivided to any extent, causing further confusion in the field.

To overcome this confusion, it is obvious that a new analytical framework must be established to investigate the relationship between the parts and the whole, and the relationship among the parts. To this end, the following two statements provide useful perspectives for a solution to this issue. First, on the relationship between the whole and the parts, Cassirer (1982) said that parts are in a collection and generate interactions with each other; if we take the aggregate of the interrelationships of such parts to be the whole, then the parts act only as a “function” for the whole in its role of controlling diverse objects under a certain logical mechanism for the whole, and it is an assertion that each part does not mean something independent of itself, but that the “parts have meaning only in the whole.” The other is Husserl’s (1979) development of an analytical method that rationally considers the problem of relationships among the parts in various contexts, dividing them into two concepts based on whether they are relatively independent parts “fragments ‘Stücke’” or relatively dependent parts “moments ‘Moment’” of the whole. However, if we consider the establishment of a suitable analytical framework for investigating the part, the whole, or the relationship between them based on these assertions, it is sensible and appropriate to adopt Husserl’s position of “seeing the parts as a moment of the whole,” which is an extension of Cassirer. This is because the characteristic of “fragments” is that when the whole is divided, the parts remain independent and discrete, even though there is nothing common between the parts, and the synthesis of the whole is a mere collection, whereas a “moment” is defined as “an impetus that causes a certain event” (Kojien dictionary) and just like the relationship between the individual sound, sound quality, and melody, they cannot exist independently of each other. Unlike volleyball competitions in which the game wins or losses are determined by the sum of the number of sets acquired, basketball games are closer to the latter, where victory or defeat is determined by the accumulation of points per quarter. The validity of this position is supported by the study (Sampaio et al., 2010b) which found that the cumulative score of each quarter affects the subsequent psychological aspect of the competitors. By adopting this position, we can see that the uniform segments of 10 minutes starting in the first quarter and ending in the fourth are “chronologically transitive” (Oga and Sasaki, 2005, p.263; Oga, 2014, p.1). In other words, these 4 quarters have a progressive nature. The 40 minutes of game time comprising four 10-minute quarters do not exist as mere parts, but rather as interdependencies between quarters, which means that each quarter is understood to be interacting with others.

Based on these considerations, we can use the term “flow of a game” to describe the interaction and progression in the four quarters of 10 minutes each (Cooper et al., 1992; Oliver, 2004, p.2; Uchiyama et al., 2001)*7, and the “flow of the game” can be taken as the analytical framework for investigating the parts of the game, the whole, and the relationship between them. Based on this framework, we can clarify the causal relationship between the four quarters, factors affecting the situation, and the game result. The abovementioned statement, that is, that the four quarters of 10 minutes each is one of the factors that change the situation, is subsumed into an analytical device of the abovementioned “game flow” and the relationship among the four quarters becomes even more important as a factor affecting the outcome of a game.

This study aims to test this hypothesis, that is, to overcome the problem of how the “flow of the game” generated by each of the four quarters as the “situation-changing factors” of a basketball game, derived through the function of moments affect game results, to understand the relationship between the “flow of the game” as a factor affecting the outcome of a game, and to find practical guidelines to acquire and demonstrate “excellence of strength” based on a scientific and practical understanding of the factors that change the situation.

1.3. Purpose of this study

This study aims to investigate whether the causal relationship between the “flow of the game,” namely the four quarters of 10-minute segments progressively interacting with each other affects game results. Once
accomplished, the result will contribute toward team victories as a new guideline by introducing a higher degree of objective validity and effectiveness through the “compelling power” of the coach and overwriting previous factors affecting game results, which overemphasized the parts rather than the whole.

2. Methodology

2.1. Analytical perspectives

To test the hypothesis of the “flow of the game,” we establish three analytical perspectives: (1) the importance of each quarter, (2) the interdependence between quarters, and (3) the relationship between cumulative points and the game result. In analyzing these three perspectives, this study adopts the position that the “flow of the game” expressed by point difference and the result can be understood through three causal models (Figure 1).

The first model assumes that in a basketball game with rest between quarters, each quarter exists independently of the other, and is a 10-minute mini-game within a 40-minute game, and their “parts” are “aggregated.” Research (Gómez et al., 2013; Ikeda et al., 2015; Moreno et al., 2013; Sampaio et al., 2010a) investigated not just the point difference for each quarter, but also subdivided the quarters further (into 5-minute segments) for study. To ensure a certain degree of comparison with the results of these studies, plus the fact that although basketball games comprise four 10-minute quarters, there is a relatively longer rest time (roughly 10-15 minutes, though it is left to the organizers’ discretion) between two halves (between the second and third quarter) rather than the 2-minute durations between the quarters (first and second, third and fourth). After the second quarter half-time breaks up the continuity of the game—which may change the mental attitudes of the players and coaches—I added the variables “point difference five minutes into the first quarter” and “point difference five minutes into the third quarter.” Here, we assume a causal relationship in which each point difference (six variables) independently affects the final result of the game.

The second model adds unidirectional arrows (causal paths) to the first one, which assumes a causal relationship between the quarters, and removes the point difference at five minutes after the first and third quarters. In the above two models, the point difference is not cumulative, but in each case, the point difference of the chronologically preceding variable (five variables: five minutes after the start of the first and third quarters, and first, second, and third quarters) based on the start of the quarter was not added with the start of the quarter as the base (0).

The final model (Model 3) considers the chronologically preceding quarter to be the “situation-changing factor” of the subsequent quarter, and was developed with reference to the suggestions in previous studies regarding the importance of the first and fourth quarters, and the point difference up to the third quarter as given by Miyazoe et al. (2007) and Sampaio et al. (2010a). This model assumes that the subsequent quarter depends on the point difference of the preceding quarter. Given that the result (final point difference) is a cumulative product from the first quarter, it is reasonable that the first quarter holds a strong significance in explaining it, and similarly, in explaining the point difference at the end of the second and third quarters. However, assuming that each quarter is independent if the cumulative point difference is used as a variable, the point difference can be treated as a variable only up to the end of the third quarter; it fails to take into account the position in research findings (Bar-Eli and Tractinsky, 2000; Kozar et al., 1993; Mechikoff et al., 1990) that the final phase of the game is important. Therefore, Model 3 takes as variables the cumulative point difference up to the third quarter and the non-cumulative goal difference of the fourth quarter, the final phase of the game, which is particularly important in close games. Cumulative point differences are used for the second and third quarters. The point difference with the start of the quarter as the base (0) is used for the first and fourth quarters.

2.2. Target

To investigate the causal relationship among the four quarters based on the three analytical perspectives mentioned above, this study examined 261 games of the 87th, 88th, and 89th league games in the Kanto College Basketball League-I, one of the top-level league games in Japan from 2011 to 2013. As many as 8 games that went into overtime and 1 that was a forfeit were excluded from a total of 270. This was because it was thought that (1) the data obtained about league matches was between teams of competitive strengths and the sample had high reliability and validity, and
the results of the analysis had high versatility and potential for application as the matches were conducted under FIBA rules, which are used not only in high-level international competitions like the Olympics and World Championships, but also in high school-level and higher competitions in Japan.

In this league, each team played one match against all the others (first round), which was repeated, with all 10 teams playing 2 matches each with every other team (two round-robbins). Therefore, after selecting data on point differences in the first five minutes of the first quarter, at the end of the first quarter, the end of the second quarter, the first five minutes of the third quarter, the end of the third quarter, the end of the fourth quarter, and team results, adjustments were made to the point difference between the first and second rounds of games, and to the criteria for selecting winners and losers to avoid bias toward any one team (for example, in a match between Teams A and B, point differences and results were selected based on Team A in the first round, and on Team B in the second round). The point difference at the end of each

Figure 1  Conceptual models for the three analytical perspectives (from the top, Models 1, 2, and 3)
quarter was calculated from the records published by the Kanto College Basketball Federation (http://www.kbbbf.jp). The point differences at five minutes into the first and third quarters were recorded and calculated by the authors based on video footage of the games.

2.3. Statistical analysis

2.3.1. Verification of the importance of each quarter using logistic regression analysis

To clarify the quarters that are important for the final victory or defeat in the games, Model 1 was used to calculate the odds ratio of the variables affecting game results using a logistic regression analysis with point differences in the first five minutes of the first quarter, at the end of the first quarter, the end of the second quarter, the first five minutes of the third quarter, the end of the third quarter, and the end of the fourth quarter as independent variables, and team results as the dependent variable. The point difference here was not cumulative—the point difference in goals scored in the chronologically preceding quarter was not added, taking the start of the quarter as the base (0). Probability for stepwise method (forward selection method) was set at 5% for adding and 10% for removal. Following previous studies (Gómez et al., 2008; Gómez et al., 2014; Ikeda at al., 2015; Moreno et al., 2013; Sampaio et al., 2010a), the 261 matches were classified into several clusters using the \( k \)-means method for the final point difference. The final point difference is the absolute value of the accumulated point difference (final score) of the sampling teams for logistic regression analysis.

2.3.2. Verification of interdependencies between quarters using structural equation modeling

To clarify the relationship between each quarter (how the preceding one relates to the next chronologically, i.e., first to second, first and second to third, and so on) the causal relationship model was examined through a structural equation modeling using the first, second, third, and fourth quarter point differences and the result. Maximum-likelihood estimation was used for estimating the parameters of a probability distribution, and each path from the error variable to the observed variable was constrained to 1 in order to ensure the identifiability of the model. For the overall evaluation of the model, the Comparative Fit Index (CFI), Non-Normal Fit Index (NNFI), Goodness of Fit Index (GFI), Adjusted Goodness of Fit Index (AGFI), Standardized Root Mean Residual (SRMR), Roots Mean Square Error of Application (RMSEA) were used as indicators. The standards of adopting the fit indices were \( \geq 0.9 \) for CFI and NNFI (Browne and Cudeck, 1993; Joarreskog and Soabom, 1996; Short et al., 2005), \( \geq 0.95 \) for GFI and AGFI (Bentler and Bonnet, 1980; Hu and Bentler, 1999; Toyoda, 2007), and \( \leq 0.08 \) and \( \leq 0.06 \) for RMSEA and SRMR, respectively (Hu and Bentler, 1999). The model displayed goodness of fit while meeting the above criteria. Akaike’s Information Facility (AIC) was used to compare the models.

Based on these two models, we examined the above analytical perspectives for (1) the importance of each quarter and (2) the interdependence between the quarters. First, using the data prepared for logistic regression analysis, the causal model of point differences was calculated under the assumption that each quarter is independent (Models 1, 2, and 3). Second, assuming that the quarters have an interdependency among them, to verify that the first can be a moment leading up to the second, the second to the third, and the third to the fourth, as well as to provide “practical guidelines,” we classified the game based on the cumulative point difference specifically at the end of the third quarter, and tested whether the causal model varied based on the situational factors for the point difference at the start of the fourth quarter (Model 3). In the multiple-group analysis of structural equation modeling based on Model 3, the games were classified into two: “point difference \( \geq 9 \)” and “point difference \( \leq 8 \),” based on Miyazoe et al. (2007), who found that the point difference up to the third quarter was important, and that “the final point difference between whether a game is recoverable or not is 8 points” (Sampaio et al., 2010a, p.394). The cumulative point difference up to the third quarter was used as a basis as we believe that there is a strong relationship between chronologically adjacent variables and variables like game score changes. All statistical analyses were performed using SPSS Statistics version 21.0 (IBM), Amos version 19.0 (IBM), with a statistical significance level at 5%.

3. Results and considerations

3.1. Importance per quarter

Cluster analysis using the \( k \)-means method revealed that the matches under study can be classified into two groups. Group 1 (69.0%) comprised games with a
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The flow of a game and its outcome in basketball were analyzed. Logistic regression analysis was performed on 261 matches. The point differences at the end of the first quarter (OR = 1.352, 95% CI = 1.233 – 1.483, p = .000), at the end of the third quarter (OR = 1.473, 95% CI = 1.309 – 1.658, p = .000), and at the end of the fourth quarter (OR = 1.349, 95% CI = 1.224 – 1.486, p = .000) were significant factors affecting the game result. The model χ² value in the omnibus tests of model coefficients was p = .000, guaranteeing the significance of the model (p < .05). The Hosmer-Lemeshow test also guaranteed the predictive accuracy of the model (p = .906, p > .05) and the predictive value of discrimination was 90.4%.

Logistic regression analysis for groups classified using cluster analysis revealed that in “balanced games,” the point differences at the end of the first quarter (OR = 1.329, 95% CI = 1.211 – 1.459, p = .000), at the end of the third quarter (OR = 1.440, 95% CI = 1.278 – 1.623, p = .000), and at the end of the fourth quarter (OR = 1.317, 95% CI = 1.192 – 1.454, p = .000) were significant factors affecting the game result. The model χ² value in the omnibus tests of model coefficients was p = .000, guaranteeing the significance of the model (p < .05). The Hosmer-Lemeshow test also guaranteed the predictive accuracy of the model (p = .825, p > .05), and the predictive value of discrimination was 86.1%. In “unbalanced games,” only the point difference at the end of the first quarter (OR = 1.382, 95% CI = 1.204 – 1.586, p = .000) was a significant factor affecting the results of the game. The model χ² value in the omnibus tests of model coefficients was p = .000, which guaranteed the significance of the model (p < .05). The Hosmer-Lemeshow test also guaranteed the predictive accuracy of the model (p = .414, p > .05), and the predictive value of discrimination was 87.7%.

In the analysis of all 261 games, the first, third, and fourth quarters were found to affect the result, and their relative importance was found to be “third > first > second.” This was also true for “Balanced Games.” In both cases, the second quarter was not a significant predictor of the result. However, if we add the second quarter in the relationship between the importance of the quarters above, it is reasonable to express the results as “third > first > fourth > second.” This result is thought to be related to the player’s “playing time.” According to Sampaio et al. (2010b), important and less important players in terms of their roles in the team have a difference in their influence of turnover—an important statistic for game results—and the number of successful 2-point shots. Naturally, the former has been identified to have a positive impact. As is well known, the game of basketball has sped up since the rules were revised, abolished, and supplemented, and the up-tempo nature of the game and the athletic intensity required is so high that makes it difficult for 5 players alone to fight through 40 minutes in a single game. Inevitably there are times in the game when important players need to be rested. They are often the ones playing at the highly important points in the beginning of the first quarter of the game. They usually rest in the second quarter. It is reasonable to assume that this affects the fact that the second quarter is not a significant predictor of the result. The performance of the important players determines the outcome of the match, and the duration when they have reduced playing time is not important to the result of the game. In unbalanced games, only the goal difference in the first quarter affected the result, and the results of the analysis for each cluster showed that it was the first quarter that had the greatest influence on the result. This suggests the possibility that different quarters affect the results of the games depending on whether they have a relatively small or large point difference. The finding that the situational factors differed based on the difference in the game conditions (final point difference) supports past research (Ikeda et al., 2015; Moreno et al., 2013; Sampaio et al., 2010a).

3.2. Interdependencies between quarters

The aforementioned causal model of logistic regression analysis (Model 1) was tested through a structural equation modeling to shed light on the interdependence between each quarter. The fit indices were χ²(6) = 25.18, p < .001, CFI = .94, NNFI = .90, GFI = .96, AGFI = .90, SRMR = .06, RMSEA = .11 (90% CI = .068 – 1.57), AIC = 43.185, and though the criteria were met for all but one of the indices, the values of RMSEA were poor (Figure 2).

Focusing on the value of the path coefficients in Figure 2, the results confirm the importance of the
path coefficients for the results as suggested by the odds ratio of “third > first > fourth” in the logistic regression analysis. It was found to be poorly-validated. This result demonstrated that the “flow of the game” in basketball cannot be understood using a simple addition schema where each game is considered to comprise four independent quarters, and each player plays four 10-minute mini-games.

Next, the causal model of Model 2, in which the one-way arrows “first → second,” “first → third,” “first → fourth,” “second → third,” “second → fourth,” and “third → fourth” were added to Model 1, was validated by a structural equation modeling. The findings were that the paths (causality) at “first → second, fourth” and “second, third → fourth” were not significant, and the final model derived from removing those paths is shown in Figure 2. The fit indices in Figure 2 were $\chi^2(4) = 7.50$, $p = .112$, CFI = .99, NNFI = .99, GFI = .99, AGFI = .96, SRMR = .06, RMSEA = .06 (90% CI = .000 – .122), AIC = 29.50. The fit indices fulfilled criteria and usefulness of the model was observed. Comparing Models 1 and 2, we can see that paths were added between “first → third” and “second → third.” This means that the point difference in the first and second quarters significantly predict the point difference in the third.
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quarter, suggesting, for example, that teams that outscored their opponents in the first and second quarters are more likely to play the game dominantly in the third quarter as well. The results of all standardized direct and indirect effects up to the third quarter (direct: first → result "41," second → result "32," third → result "41"; indirect: first → third → result "07," second → third → result "07") indicate that the result of most games can be taken to be explainable by the point difference up to the third quarter, suggesting that how the game unfolds until the third quarter is important to the “flow of the game.”

The analysis was repeated for Model 3 as well, removing non-significant paths, and the final model was derived. The results showed that the fit indices were $\chi^2(5) = 4.85, \ p = .435$, CFI = 1.00, NNFI = 1.00, GFI = .99, AGFI = .98, SRMR = .01, RMSEA = .00 (90% CI = .000 – .085), AIC = 24.85. The value of all indices were very good (Figure 4). Compared to the result of the fit indices in Model 2 (Figure 3), although there was not much difference in the absolute criteria (CFI, GFI, etc.), Model 3 is a slightly better fit looking at the relative criteria of $\chi^2$ and AIC. Thus, “flow of the game,” an understanding of the result, is represented somewhat more clearly by a model using the cumulative point difference at the end of each quarter until the third quarter and the point difference at the beginning of the fourth quarter as variables rather than a model that uses point differences between the start and end of each quarter. Both values of the path coefficient in Figure 4 are significant, suggesting that the point difference in the quarters leading chronologically from the “first → second (cumulative),” “second (cumulative) → third (cumulative),” and “third (cumulative) → fourth” are “moments” for the next quarter. Further, “third (cumulative) → result” and “fourth → result” were also observed as significant paths.

3.3. Relationship between the cumulative point difference and the result

To test whether we could observe a variance in the causal model based on the point difference at the start of the fourth quarter, we performed a multiple-group analysis using the structural equation modeling based on Model 3. The cumulative point difference in the third quarter was classified into two groups (cumulative point difference up to the third quarter ≤ 8 points: $n = 91$, cumulative point difference up to the third quarter ≥ 9 points: $n = 170$) for comparison and verification with reference to previous studies.

The model’s fit indices were $\chi^2(10) = 5.27, \ p = .872$, CFI = 1.00, NNFI = 1.00, GFI = .99, AGFI = .98, SRMR = .03, RMSEA = .00 (90% CI = .000 – .034), AIC = 45.27, all of which met the criteria and the construct validity was recognized (Figure 5). The results showed that the “first → second (cumulative)” and “second (cumulative) → third (cumulative)” paths were significant. For the “third (cumulative) → fourth” path, although there was a significant path (causality) in games with a cumulative point difference of 9 or more points up to the third quarter, the path coefficient was not significant for games with a

---

**Figure 4** Results of the examination of Model 3 using structural equation modeling (standardized estimates)
cumulative point difference of 8 points or less. Although significant paths (causal relationships) were observed in both the groups for “third (cumulative) → result,” they were not for the “fourth → result” in games with point differences of 9 or more points in the third quarter. While testing with pairwise comparison the critical ratios for differences between parameters, we observed that all path coefficients except for the “third (cumulative) → result” were significantly different ($p < .05$).

We observed that the path coefficients between the quarters (first (cumulative) → second (cumulative), second (cumulative) → third (cumulative), third (cumulative) → fourth (cumulative)) were all higher in games with a cumulative point difference of 9 or more until the third quarter than in games with a point differential of 8 or lower. This suggests that the games with a point differential of 9 or more are more dependent on the point differential from the chronologically preceding quarter. In other words, the point difference that manifested in the first quarter either remains unchanged or increases. Conversely, such a game shows that there was already a difference in ability before the game began and it was not influenced by the “flow of the game,” which would be intentionally generated by tactics like member substitutions and timeouts that the coach could take in the game. In contrast, if you look at the path coefficients in “third (cumulative) → fourth” and “fourth → result” in a game within a cumulative point difference of 8 or less, it cannot explain the development of the fourth quarter through the cumulative gain and loss difference up to the third quarter. The possibility remains that the game could be won or lost based on how the last 10 minutes are played. In other words, this suggests that if the cumulative point difference until the end of the third quarter is 8 or less, there is still a high probability that it can be reversed even if the team is losing by 8 points.

4. Conclusion

This study aimed to investigate the causal relationship between the flow of the game—which focuses on the interdependence of the four quarters of a basketball game and their progressive interaction—and the result.

We studied 1044 quarters of 261 games in the Kanto College Basketball League-I, one of the strongest collegiate leagues in Japan, based on the following three analytical perspectives: (1) the importance of each quarter, (2) the interdependence among the quarters, and (3) the relationship between cumulative point differences and the results. We also clarified which quarter is most important for the final result of a game. We analyzed using a logistic regression analysis with stepwise method, with the point differences in the first five minutes of the first quarter, at the end of the first quarter, the end of the second quarter, the first five minutes of the third quarter, the end of the third quarter, and the end of the fourth quarter as independent variables, and team wins and losses as the dependent variable. The causal relationship between the models used for logistic regression analysis (Model 1) and the cumulative point variation mixing models.
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(Models 2 and 3) based on the findings of previous studies was verified by a structural equation modeling.

The results of the analysis and discussion in this study are summarized as follows:

1. The first, third, and fourth quarters affect the results of games, whether the final point difference is \( \leq 19 \) points or \( \geq 20 \) points, and the importance in order of each quarter, including the second, is “third > first > fourth > second.” In the case of unbalanced games where the score difference is \( \geq 20 \) points, the point difference in the first quarter is a factor that affects the result. These results show that the quarters that affect the final result are different based on whether the game is one where the final point difference is close, or the difference is quite high.

2. The interdependence of each quarter is “first \( \rightarrow \) second (cumulative),” “second (cumulative) \( \rightarrow \) third (cumulative),” and “third (cumulative) \( \rightarrow \) fourth,” and the point difference with the chronologically preceding quarter acts as a “moment” for the next. The “third (cumulative) \( \rightarrow \) result” and “fourth \( \rightarrow \) result” paths have a strong causal link and a significant impact on the result of the game.

3. Based on the interdependence of the “third (cumulative) \( \rightarrow \) result” and “fourth \( \rightarrow \) result,” if the cumulative point difference at the end of the third quarter is 8 points or less, the game will be decided on how the fourth quarter is played. This suggests that if the cumulative score difference until the end of the third quarter is within 8 points, there is a greater chance of upset than if the cumulative point difference is 9 or more.

These findings verify the hypothesis that in a basketball match, the “flow of the game,” that is, the four 10-minute quarters of a basketball game progressively interacting with each other, affect the game result, and for teams that play on FIBA rules, it is a scientific and practical guideline that is suitable to acquire and demonstrate “excellence of strength.” However, these findings have been derived only for universities, although they are at a superior level. Thus, it is necessary to verify the findings by examining games in various categories of matches above high school in the future.

Notes

*1 “Compelling power” refers to the ability inherent in a coach to extrinsically compel athletes to “physically change their body” toward the goal of victory using an intellectual ability comprising “reasoning” and “production” processes based on theoretical knowledge. It is the ability to constantly free the athletes from the constraints of a “dead weight.” However, it is essentially the exact opposite of the Machiavellian “management education” that is associated with similar terms. It does not “seek to control in order to conform to some specific condition or prevent deviation from a predetermined arrangement,” but can rather be understood as being “exercised in an attempt to break away from the constraints of a specific condition” (Uchiyama, 2013, p. 631).

*2 “Sense data” is “private to each individual” (Russell, 2005, p. 26), and “pictures” also “cannot render unique rules” (Wittgenstein, 1958).

*3 According to Kawamoto, “If one player makes a move, whether intentional or by chance, other players will initiate moves to continue it. When the team continues to operate in such a way that moves continue, it has reached the stage of auto-poiesis.” However, this “freedom to transform while continuing to operate” is actually an ideal. Generally, no matter what the level of the team is, such freedom does not generate team performance. This is because, as Kawamoto (1995, p.335) said, it takes a large amount of time for “repetitive practice” to allow for “full mastering of the rules of formation, to internalize them so that the rules themselves disappear” and “from the spectators’ perspective, it seems that the players are creating new formations one after another, or performing versions of known formations at will” (Kawamoto, 1995, p.336; emphasis in original) because they are only momentary events (developments) in various game situations.

*4 The “knowledge” and “experience” that comes from “stories of personal experience that are merely episodes sport specific to that person and event” (Lyle, 2002) and “the ‘internal interpretations’ of the subjective phenomena of experience” (Nishi, 2002) are unique to the individual, and “experience” is nothing more than the “disparate sensory knowledge of individual events” (Ide, 1968). Experiences are more than words and can only take shape when given form, and if there is no attempt to express them, they will never become clear. However, it is naturally a “challenge to the unknown” to transform athletic culture into a new form by repeatedly “adjusting to the particulars” and “breaking free from the status quo to achieve a higher level of sophistication” with the aim of victory. Therefore, it is impossible in principle to lead an athlete to a never-before-attained level only by relying on known experiences and familiarity. The knowledge and information floating around in today’s globalized world can never guarantee a definitive answer to a coach’s choice of action. In contrast, it is also a source of confusion. This is why we must not impose arbitrary and dogmatic ideas on people, but rather be acquainted with the intrinsic logic that drives the surface phenomena at the deeper levels. This logic comprises a cycle of reflection on a single experience, the accumulation of lawful knowledge and conceptual/academic knowledge characterized by generality and necessity, the sublimation of this knowledge into critical evidence, and the verification of this knowledge in practice. The role of theoretical knowledge is to predict the hidden connections between seemingly unrelated events and to verify these predictions.

*5 This “notational game performance analysis” is a key factor in quantifying game outcomes, and a valid and coherent objective method for recording and providing feedback on performance (Nevill et al., 2008).
*6 Some studies have mentioned gender differences. For example, defensive rebounding and field-goal success rates are strongly related to game outcomes for men (Ibañez et al., 2003; Sampaio and Janeira, 2003) and three-point shot success rate and the number of assists mark the difference for women (Gómez et al., 2006; Gómez et al., 2009). Oliver (2004) also identified four factors that are most important in evaluating offensive performance: field success rate, the number of offensive rebounds, the number of errors on ball possession, and the relationship between free throws and the number of attempted field throws. Some studies have suggested a strong correlation between rebounding and height, although not a baseline, and that one rebound is equivalent to 0.6 to 0.7 points in terms of points scored (Oga, 2014, p. 4).

*7 The reason for defining the “flow of a game” this way is that none of the previous studies that discussed it have provided a clear and establishing explanation of the phenomenon or the situation that was defined as the “flow of a game.” Some studies have referred to terms or definitions similar to the “flow of a game” based on a succession of points scored: “pace of a game” (Mexas et al., 2005; Mikes, 1987; Moreno et al., 2013), or “momentum” (Britton and Yerger, 2015), or “the chronological development of play expressed through tempo or pace” (Oga and Sasaki, 2005, p.263; Oga, 2014, p.1). However, although we see commonalities such as “they have a constantly varying ratio relative to the opponent’s power” (Oga and Sasaki, 2005, p.270), as described above, we do not find a convincing explanation for the source of the term or a definition of its semantic content. As the relative change because of consecutive goals scored is not inevitable in any quarter of any game, an element of coincidence enters, and in the case of Oga et al., we are only discussing “play.” In contrast, the four quarters are permanent by constitutive rules and cannot be affected by chance. Thus, the concept of “flow of a game” is a suitable target for extracting and identifying the semantic content of the concept.

*8 The one-way arrow “→” connecting the variables in the structural equation modeling (path diagram) is called a “path.” The variable to the left of the arrow represents the cause and the one to the right represents the effect. Thus, a causal relationship is established. The “path coefficient” is a numerical value of the strength of the relationship.
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