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Abstract
We prove in this paper the quasitriviality of a class of deformations of the one component bihamiltonian structures of hydrodynamic type.

1 Introduction

The notion of quasitrivial deformations of a bihamiltonian structure of hydrodynamic type is introduced in [5, 7, 15] there exist quasi-Miura transformations which transform the deformed bihamiltonian structures to the undeformed ones. The proof of quasitriviality that is given in [8] uses the requirement that the deformed bihamiltonian structures satisfy the so call tau symmetry condition, roughly speaking, it requires that the hierarchy of integrable systems that are related to the deformed bihamiltonian structures possess tau functions. The purpose of this paper is to show, without the assumption of tau symmetry, that the deformations of the following bihamiltonian structure of hydrodynamic type

\[
\{u(x), u(y)\}_1 = \varphi(u(x)) \delta'(x-y) + \frac{1}{2} \partial_x(\varphi(u(x))) \delta(x-y),
\]

\[
\{u(x), u(y)\}_2 = u(x) \varphi(u(x)) \delta'(x-y) + \frac{1}{2} \partial_x(u(x)\varphi(u(x))) \delta(x-y)
\]  

are quasitrivial. Here \(\varphi(u)\) is an arbitrary smooth function, and it is easy to see that this is the general form of a one component bihamiltonian structure of hydrodynamic type. The deformations that we are to study are assumed to take the form

\[
\{u(x), u(y)\}_a = \{u(x), u(y)\}^{[0]}_a + \sum_{m \geq 1} \sum_{l=0}^{m+1} \epsilon^m A_{m,l,a}(u; u_x, \ldots, u^{(m+1-l)}) \delta^{(l)}(x-y), \quad a = 1, 2.
\]  

Here \(\{,\}^{[0]}_a\) denote the undeformed Poisson brackets, the functions \(A_{m,l,a}\) are polynomials in \(u_x, u_{xx}, \ldots, u^{(m+1-l)} = \partial_x^{m+1-l} u(x)\), and the coefficients of these
polynomials are smooth functions of $u(x)$. The functions $A_{m,l,a}$ are also required to be homogeneous of degree $m + 1 - l$, here we assign a degree $k$ to $u^{(k)} = \partial^k_x u(x)$. When the function $\varphi(u)$ is taken to be a constant, the above deformed bihamiltonian structures include the well known examples that correspond to the KdV hierarchy and the Camassa-Holm hierarchy [1, 2, 9, 10, 16, 17], and they also contain some more general examples of deformations that are considered in [14]. For example, let us take $\varphi(u) = 1$, then we have the following bihamiltonian structure of the KdV hierarchy

$$\begin{align*}
\{ u(x), u(y) \}_1 &= \delta'(x - y), \\
\{ u(x), u(y) \}_2 &= u(x) \delta'(x - y) + \frac{1}{2} u(x) \delta(x - y) + \frac{\epsilon^2}{8} \delta'''(x - y),
\end{align*}$$

The quasitriviality of this bihamiltonian structure means that under the quasi-Miura transformation

$$u \mapsto u + \frac{\epsilon^2}{24} \partial_x^2 \left( \log u_x \right) + \epsilon^4 \partial_x^2 \left( \frac{u^{(4)}}{1152 u^2} - \frac{7 u'' u^m}{1920 u^3} + \frac{u^m}{360 u^4} \right) + O(\epsilon^6)$$

it is transformed to the bihamiltonian structure \(3\) with $\epsilon = 0$ [8].

The main result of the paper is the following

**Main Theorem.** Any deformation \(2\) of the bihamiltonian structure \(1\) can be obtained from the undeformed one by a quasi-Miura transformation of the form

$$u \mapsto u + \sum_{k \geq 1} \epsilon^k G_k(u; u_x, \ldots, u^{(m_k)}).$$

Here $G_k$ are smooth functions of their arguments.

If a deformation of the bihamiltonian structure \(1\) is obtained from a quasi-Miura transformation \(5\) with coefficients $G_k, k \geq 1$ that are polynomials in $u_x, \ldots, u^{(m_k)}$, then such a deformation is called trivial [5], and the related quasi-Miura transformation is called a Miura transformation.

We will prove the Main Theorem in section 2, and in section 3 we will discuss generalizations of the above result to the case of multi-component bihamiltonian structures.

### 2 Proof of the Main Theorem

Let us first recall the definition of the space of local multi-vectors and the operation of Schouten-Nijenhuis bracket that is defined on it (see for details in [5] and references therein ). A local $k$ vector is defined to be a formal infinite sum of the following form

$$\alpha = \sum_{k!} \frac{1}{k!} \partial_{x_1}^{s_1} \cdots \partial_{x_k}^{s_k} A \frac{\partial}{\partial u^{(s_1)}(x_1)} \wedge \cdots \wedge \frac{\partial}{\partial u^{(s_k)}(x_k)}$$

with the coefficient $A$ having the expression

$$A = \sum_{p_2, \ldots, p_k \geq 0} B_{p_2 \ldots p_k} (u(x_1); u_x(x_1), \ldots) \delta(p_2)(x_1 - x_2) \cdots \delta(p_k)(x_1 - x_k).$$
Here $B_{p_2 \ldots p_k}$ are smooth functions of $u, u_x, \ldots, u^{(m)}$ for certain integers $m$ which may depend on the indices $p_2, \ldots, p_k$, and

$$A = A(x_1, \ldots, x_k; u(x_1), \ldots, u(x_k))$$

is antisymmetric with respect to the permutations $x_p \leftrightarrow x_q$. The distribution $A$ is called the component of the local $k$-vector $\alpha$. We denote by $\Lambda^k_{\text{loc}}$ the space of all such local $k$-vectors. Note that in the definition of a local $k$-vector that is given in [8] the functions $B_{p_2 \ldots p_k}$ are required to be differential polynomials. We drop here the polynomiality condition for the convenience of later use, nevertheless, we still keep to use the notations of [8] such as $\Lambda^k_{\text{loc}}$. In particular, a local vector field has the expression

$$\xi = \sum_{s \geq 0} \partial_x^s X(u(x); u_x(x), \ldots, u^{(m)}(x)) \frac{\partial}{\partial u^{(s)}(x)}$$

and a local bivector takes the form

$$\omega = \frac{1}{2} \sum \partial_x^s \partial_y^t A \frac{\partial}{\partial u^{(s)}(x)} \wedge \frac{\partial}{\partial u^{(t)}(y)}$$

with

$$A = \sum_{k \geq 0} A_k(u(x); u_x(x), \ldots, u^{(m_k)}) \delta^{(k)}(x - y).$$

We also denote by $\Lambda^0_{\text{loc}}$ the space that consists of local functionals of the form

$$\bar{f} = \int f(u(x); u_x(x), \ldots, u^{(m)}) dx.$$  

The operation of Schouten-Nijenhuis bracket

$$[\ , \ ] : \Lambda^k_{\text{loc}} \times \Lambda^l_{\text{loc}} \to \Lambda^{k+l-1}_{\text{loc}}, \quad k, l \geq 0$$

generalizes that of the commutators between vector fields. For example, the components of the Schouten-Nijenhuis bracket of a bivector $\omega$ of the form (10) with a local functional $\bar{f}$ and with a local vector field $\xi$ of the form (9) are given respectively by

$$\sum_k A_k \partial_x^k \frac{\delta \bar{f}}{\delta u(x)}$$

and

$$\sum_t \left( \partial_x^t X(u(x); \ldots) \frac{\partial A}{\partial u^{(t)}(x)} - \partial X(u(x); u_x(x), \ldots) \frac{\partial_t A}{\partial u^{(t)}(x)} \right.\left. - \partial X(u(y); u_y(y), \ldots) \frac{\partial_y^t A}{\partial u^{(t)}(y)} \right).$$

A bivector $\omega$ of the form (10) defines a Poisson bracket

$$\{u(x), u(y)\} = \sum_{k \geq 0} A_k(u(x); u_x(x), \ldots) \delta^{(k)}(x - y)$$

if and only if it satisfies the condition $[\omega, \omega] = 0$. 
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Now let us denote by $\omega_1, \omega_2$ the bivectors corresponding to the two Poisson brackets given in (1), and define the differentials $d_1, d_2 : \Lambda^k_{\text{loc}} \to \Lambda^{k+1}_{\text{loc}}$ by

$$d_i \alpha = [\omega_i, \alpha], \quad \alpha \in \Lambda^k_{\text{loc}}, \quad i = 1, 2; \quad k \geq 0.$$  \hfill (17)

The cohomologies of the complexes $(\Lambda^k_{\text{loc}}, d_i), i = 1, 2$ are called the Poisson cohomologies \cite{12} of the hamiltonian structures $\omega_1, \omega_2$, and are denoted by $H^*(\omega_i)$, $H^*(\omega_2)$. Here $\Lambda^{\infty}_{\text{loc}} = \Lambda^0_{\text{loc}} \oplus \Lambda^1_{\text{loc}} \oplus \ldots$. The triviality of these Poisson cohomologies is proved in \cite{3, 11} (see also \cite{8} for an alternative proof of the triviality of the first two Poisson cohomologies).

**Proposition 1**  If the vector fields $\xi, \eta \in \Lambda^1_{\text{loc}}$ satisfy the relation

$$d_1 \xi = d_2 \eta$$  \hfill (18)

then there exist functionals $I, J$ of the form

$$I = \int f(u, u_x, \ldots, u^{(m_1)}) dx, \quad J = \int g(u, u_x, \ldots, u^{(m_2)}) dx$$  \hfill (19)

such that

$$\xi = d_1 I - d_2 J,$$  \hfill (20)

Here the densities are smooth functions of their arguments.

Before we give the proof of the above proposition, let us first employ it to prove the Main Theorem.

**Proof of the Main Theorem**  Due to the triviality of the Poisson cohomologies $H^*(\omega_i), i = 1, 2$, the bihamiltonian structure \cite{2} can be transformed to the following form by a Miura transformation:

$$\{u(x), u(y)\}_1 = \varphi(u(x)) \delta'(x - y) + \frac{1}{2} \partial_x \varphi(u(x)) \delta(x - y),$$

$$\{u(x), u(y)\}_2 = u(x) \varphi(u(x)) \delta'(x - y) + \frac{1}{2} \partial_x (u(x) \varphi(u(x))) \delta(x - y) + \sum_{k \geq 1} \epsilon^k Q_k.$$

Here $Q_k$ have the expression

$$Q_k = \sum_{l=0}^{k+1} \sum_{i=1}^{k+1} Q_{k,l}(u; u_x, \ldots, u^{(k+1-l)}) \delta^l(x - y).$$

The compatibility of the above two Poisson brackets implies that

$$d_1 Q_1 = 0, \quad d_2 Q_1 = 0$$

By using again the triviality of the Poisson cohomologies $H^*(\omega_i), i = 1, 2$, we can find two local vector fields $\xi$ and $\eta$ such that

$$Q_1 = d_1 \xi, \quad Q_1 = d_2 \eta.$$

It then follows from Proposition \cite{11} the existence of two local functionals $I, J$ satisfying $\xi = d_1 I - d_2 J$, this leads to the expression $Q_1 = d_2 d_1 I$. So the
term \( \epsilon Q_1 \) that appears in the second Poisson bracket can be absorbed by the quasi-Miura transformation
\[ u \mapsto u - \epsilon d_1 I. \]
After this quasi-Miura transformation, the first Poisson bracket is converted to the form
\[ \{u(x), u(y)\}_1 = \phi(u(x)) \frac{\partial}{\partial x} (x - y) + \frac{1}{2} \partial_x (\phi(u(x))) \delta(x - y) + \sum_{k \geq 2} \epsilon^k P_k. \]
Here \( P_k \) have similar expressions as that of \( Q_k \). Note that the correction caused by the above quasi-Miura transformation starts from the \( \epsilon^2 \) term.

By repeating the above procedure, we see that the deformation part of (2) can be absorbed by a series of quasi-Miura transformations, so it is quasitrivial, and the Main Theorem is proved. □

Now let us proceed to prove the Proposition 1. To this end we first need to prove some lemmas. We will use below the notation
\[ u_k := u^{(k)} = \partial_x^k u(x), \quad k \geq 0. \]

**Lemma 2** If a local vector field \( \xi \) has component of the form
\[ X = F(u, u_x, \ldots, u_{[N]}) u_N + Q(u, u_x, \ldots, u_{N-1}), \quad N \in \mathbb{N} \]
then there exist two local functionals \( I, J \) such that the component of the vector field \( \xi - (d_1 I - d_2 J) \) depend at most on \( u, u_x, \ldots, u_{N-1} \).

**Proof** For any two local functionals \( I, J \) of the form
\[ I = \int G(u, \ldots, u_M) dx, \quad J = \int H(u, \ldots, u_M) dx \]
we denote by \( \tilde{\xi} \) the local vector field \( d_1 I - d_2 J \) and by \( \tilde{X} \) its component. By a straightforward computation we have
\[
(-1)^M \frac{\partial \tilde{X}}{\partial u_{2M+1}} = \phi(u) \left( \frac{\partial^2 G}{\partial u_M \partial u_M} - u \frac{\partial^2 H}{\partial u_M \partial u_M} \right)
\]
\[
(-1)^M \frac{\partial \tilde{X}}{\partial u_{2M}} = \left( M + \frac{1}{2} \right) \phi(u) u_x \frac{\partial^2 H}{\partial u_M \partial u_M} + \left( (M + 1) \phi(u) \partial_x + \frac{1}{2} \phi'(u) u_x \right) \left( \frac{\partial^2 G}{\partial u_M \partial u_M} - u \frac{\partial^2 H}{\partial u_M \partial u_M} \right)
\]
So when \( N = 2M + 1 \), the choice of \( G, H \) that is given by
\[ G = \partial_{u_M}^{-2} \left( (-1)^M \frac{F(u, \ldots, u_M)}{\phi(u)} \right), \quad H = 0 \]
yields the two local functionals \( I, J \) that meet the requirement of the lemma. Similarly, when \( N = 2M \), we can choose
\[ G = uH, \quad H = \partial_{u_M}^{-2} \left( (-1)^M \frac{F(u, \ldots, u_M)}{(M + 1/2) \phi(u) u_x} \right). \]
The lemma is proved. □

Let $\xi, \eta$ be two local vector fields with components $X, Y$ respectively of the form
\[
X = X(u, \ldots, u_N), \ Y = Y(u, \ldots, u_N).
\] (23)

Consider the bivector $d_1 \xi - d_2 \eta$, its component $Z$ can be written in the form
\[
Z = \sum_{p \geq 0} Z_p \delta^p(x - y).
\]

We denote by $Z_{p,s}$ the derivatives of $Z_p$ w.r.t $u_s$. The main idea of our proof of Proposition 1 is to reduce $X, Y$ to the form of (22) by using the vanishing of $Z_{p,s}$ when $d_1 \xi = d_2 \eta$ holds true.

Lemma 3 If $Z_{0,2N+1} = 0, Z_{0,2N} = 0$, then the components of $\xi, \eta$ must take the following form:
\[
X = (uG(u, \ldots, u_{N-1}) + F(u, \ldots, u_{N-1}))u_N + Q(u, \ldots, u_{N-1}),
\]
\[
Y = G(u, \ldots, u_{N-1})u_N + R(u, \ldots, u_{N-1}).
\] (24)

Proof By a straightforward computation we have
\[
0 = Z_{0,2N+1} = (-1)^{N+1} \varphi(u) \left( \frac{\partial^2 X}{\partial u_N \partial u_N} - u \frac{\partial^2 Y}{\partial u_N \partial u_N} \right).
\]

So $X$ must take the form
\[
X = uY + F(u, \ldots, u_{N-1})u_N + \hat{Q}(u, \ldots, u_{N-1}).
\]

After substituting this expression of $X$ into the expression of $Z$ we obtain
\[
0 = Z_{0,2N} = (-1)^{N+1} \left( N + \frac{1}{2} \right) \varphi(u)u_x \frac{\partial^2 Y}{\partial u_N \partial u_N}.
\]

It follows that $Y$ must have the expression
\[
Y = G(u, \ldots, u_{N-1})u_N + R(u, \ldots, u_{N-1}).
\]

The lemma is proved. □

Lemma 4 Assume that the components $X, Y$ of the local vector fields $\xi, \eta$ have the form (24) and $N = 2M + 1$. Then for any $m = 1, 2, \ldots, M$ the following identity holds true:
\[
\sum_{p=0}^{m} (-1)^{m-p} \binom{N-p}{m-p} Z_{p,2N+1-m-p} = \varphi(u) \frac{\partial F}{\partial u_{N-m}}.
\] (25)

Proof By our definition $Z$ is the component of the bivector $d_1 \xi - d_2 \eta$, it has the explicit form
\[
Z = \sum_{s \geq 0} (-1)^s \left( u \varphi(u) \partial_x^{s+1}(Y_s \delta) + \frac{1}{2} \partial_x (u \varphi(u)) \partial_x^s(Y_s \delta) \right)
\]
\[
- \sum_{s \geq 0} (-1)^s \left( \varphi(u) \partial_x^{s+1}(X_s \delta) + \frac{1}{2} \partial_x (\varphi(u)) \partial_x^s(X_s \delta) \right) + \cdots
\]
Here $\delta = \delta(x - y), Y_s = \frac{\partial Y}{\partial u}, X_s = \frac{\partial X}{\partial u}$. There are some terms that are omitted in the above expression, these terms do not affect the identity [25], so we can also omit them in our calculations below. Then $Z_p$ reads

$$Z_p = \sum_{s \geq 0} (-1)^s \left( w \varphi(u) \left( s + 1 \atop p \right) \partial_x^{s+1-p} Y_s + \frac{1}{2} \partial_x (w \varphi(u)) \left( s \atop p \right) \partial_x^{s-p} Y_s \right)$$

$$- \sum_{s \geq 0} (-1)^s \left( \varphi(u) \left( s + 1 \atop p \right) \partial_x^{s+1-p} X_s + \frac{1}{2} \partial_x (\varphi(u)) \left( s \atop p \right) \partial_x^{s-p} X_s \right).$$

Denote by $l.h.s.$ the left hand side of the identity [25], then we obtain

$$l.h.s. = \sum_{p \geq 0, s \geq 0} (-1)^{m-p+s} \left( N - p \atop m - p \right)$$

$$\left( w \varphi(u) \left( s + 1 \atop p \right) \sum_{t \geq 0} \left( s + 1 - p \atop t \right) \partial_x^t Y_{s,2N-m-s+t} \right.$$

$$+ \frac{1}{2} \partial_x (w \varphi(u)) \left( s \atop p \right) \sum_{t \geq 0} \left( s - p \atop t \right) \partial_x^t Y_{s,2N+1-m-s+t}$$

$$- \varphi(u) \left( s + 1 \atop p \right) \sum_{t \geq 0} \left( s + 1 - p \atop t \right) \partial_x^t X_{s,2N-m-s+t}$$

$$- \frac{1}{2} \partial_x (\varphi(u)) \left( s \atop p \right) \sum_{t \geq 0} \left( s - p \atop t \right) \partial_x^t X_{s,2N+1-m-s+t} \right).$$

Here we used the commutation relations

$$\frac{\partial}{\partial u_l} \partial_x^m = \sum_{t \geq 0} \left( m \atop t \right) \frac{\partial}{\partial u_{l-m+t}}.$$

By using the identity

$$\sum_{p \geq 0} (-1)^p \left( N - p \atop m - p \right) \left( s \atop p \right) \left( s - p \atop t \right) = \left( s \atop t \right) \left( N - s + t \atop m \right)$$

and by changing the order of summation, we can rewrite $l.h.s.$ as follows

$$(-1)^{m}l.h.s. = \sum_{t \geq 0} \left( w \varphi(u) \partial_x^t \left( \sum_{s \geq 0} (-1)^s \left( s + 1 \atop t \right) \left( N - s + t - 1 \atop m \right) Y_{s,2N-m-s+t} \right. \right.$$

$$+ \frac{1}{2} \partial_x (w \varphi(u)) \partial_x^t \left( \sum_{s \geq 0} (-1)^s \left( s \atop t \right) \left( N - s + t \atop m \right) Y_{s,2N+1-m-s+t} \right.$$\n
$$- \varphi(u) \partial_x^t \left( \sum_{s \geq 0} (-1)^s \left( s + 1 \atop t \right) \left( N - s + t - 1 \atop m \right) X_{s,2N-m-s+t} \right.$$\n
$$- \frac{1}{2} \partial_x (\varphi(u)) \partial_x^t \left( \sum_{s \geq 0} (-1)^s \left( s \atop t \right) \left( N - s + t \atop m \right) X_{s,2N+1-m-s+t} \right) \right.$$
Now we substitute the expression (24) of $X,Y$ into the right hand side of the above formula. It’s easy to see that all terms in the above summation vanish except the terms with $s = N, t = 0$, so the above formula can be simplified to

$$l.h.s = (-1)^m (-1)^{N+m} u \varphi(u) Y_{N,N-m} - (-1)^m \varphi(u) X_{N,N-m}$$

$$= \varphi(u) \frac{\partial F}{\partial u_{N-m}}.$$

The lemma is proved. \qed

For two local vector fields $\xi, \eta$ whose components have the form (23) with $N = 2M + 1$, the above lemmas show that $X, Y$ must have the form (24) and $F$ is independent of $u_{M+1}, \ldots, u_N$. From the proof of Lemma 2 we know that we can find a local functional $I$ such that the component of $\xi - d_1 I$ has the expression of (24) with vanishing $F$. On the other hand, when $N$ is even, because $Z_{N+1} = -2 \varphi(u) F$, we immediately have $F = 0$. So for both cases with even $N$ and odd $N$, we can always modify, if necessary, the vector field $\xi$ by subtracting a vector field of the form $d_1 I$ such that the components $X, Y$ of the local vector fields $\xi, \eta$ can be expressed as

$$X = uG(u, \ldots, u_{N-1})u_N + Q(u, \ldots, u_{N-1}),$$

$$Y = G(u, \ldots, u_{N-1})u_N + R(u, \ldots, u_{N-1}).$$

(26)

**Lemma 5** Suppose the function $G$ that appears in (26) depends only on $u, u_x, \ldots, u_{N-m}$ with $1 \leq m \leq \left[\frac{N-1}{2}\right]$, then we have the following identity:

$$\sum_{p=0}^{m} (-1)^{m-p} \binom{N-p}{m-p} Z_{p,2N-m-p} = (-1)^{N+1} \left( N - m + \frac{1}{2} \right) \varphi(u) u_x \frac{\partial G}{\partial u_{N-m}}.$$

(27)

**Proof** The proof of the above identity is similar to that of (23). We only need to note that in the last step of the proof the terms with $(t, s) = (N-m), (0, N), (0, N-m-1), (0, N-m)$ do not vanish. We omit the details of the calculations here. The lemma is proved. \qed

From the last lemma we see that the function $G$ depends at most on $u, u_x, \ldots, u_{1/2}$. So it follows from Lemma 2 that when $N = 2M + 1$ the components of the local vector fields $\hat{\xi} = \xi + d_2 I_1, \hat{\eta} = \eta - d_1 I_1$ with

$$I_1 = (-1)^M \int \frac{\partial_{u_{2M}} G(u, u_x, \ldots, u_M)}{\varphi(u)} dx$$

depend at most on $u, u_x, \ldots, u_{N-1}$, while the relation $d_1 \hat{\xi} = d_2 \hat{\eta}$ still holds true. When $N = 2M$, we can consider the following modified local vector fields

$$\hat{\xi} = \xi - (d_1 I_1 - d_2 J_1), \quad \hat{\eta} = \eta - (d_1 J_1 - d_2 J_2).$$

Here

$$I_1 = \int u(x)^2 P dx, \quad J_1 = \int u(x) P dx, \quad J_2 = \int P dx$$

with

$$P = (-1)^M \frac{\partial_{u_{2M}} G(u, u_x, \ldots, u_M)}{(M+1/2)\varphi(u) u_x}.$$
The components of these modified local vector fields depend also at most on \( u, u_x, \ldots, u_{N-1} \), and the relation \( d_1 \xi = d_2 \eta \) is unchanged. Now the proof of Proposition 1 is easily obtained by induction on the integer \( N \) that appears in the expression of the components of the vector fields \( \xi, \eta \).

\section{Conclusion}

In the proof of the quasitriviality of the deformed bihamiltonian structure we do not use the fact that \( A_{m,l;a} \) are differential polynomials, so the above result of quasitriviality can be extended to the class of deformed bihamiltonian structures of the form \( \xi, \eta \) without the assumption of polynomiality.

The above method can be employed to study the quasitriviality of deformations of the general multi-component bihamiltonian structures of the form

\[ \{ u^i(x), u^j(y) \}_a = g^{ij}(u(x)) \delta'(x-y) + \Gamma^{ij}_{k;1}(u(x))u^k_x \delta'(x-y), \]

\( i, j = 1, \ldots, n, a = 1, 2 \).

Here \((g_1^{ij}), (g_2^{ij})\) form a flat pencil of metrics on a manifold \( M \), and \( \Gamma^{ij}_{k;1}, \Gamma^{ij}_{k;2} \) are the corresponding contravariant coefficients of the Levi-Civita connections of these flat metrics. It is conjectured in \[ \text{[13]} \] that for such a bihamiltonian structure all its deformations of the form that is similar to \[ \text{[2]} \] are quasitrivial. Under the assumption of validity of this conjecture, it is proved in \[ \text{[13]} \] that any equivalence class of such deformations is uniquely determined by \( n \) functions of one variable. We will return to the proof of this conjecture in a subsequent publication.
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