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Abstract

The cost of the exact solution of the many-electron problem is believed to be exponential in the number of degrees of freedom, necessitating approximations that are controlled and accurate but numerically tractable. In this paper, we show that one of these approximations, the self-energy embedding theory (SEET), is derivable from a universal functional and therefore implicitly satisfies conservation laws and thermodynamic consistency. We also show how other approximations, such as the dynamical mean field theory and its combinations with many-body perturbation theory, can be understood as a special case of SEET and discuss how the additional freedom present in SEET can be used to obtain systematic convergence of results.

1. Introduction

The computational cost of the exact solution of the realistic extended many-electron problem is believed to be exponential in the number of degrees of freedom, necessitating the development of accurate approximate methods able to capture interacting electron physics [1].

While mature tools for obtaining ground state energetics for both molecular and solid state problems exist, [2, 3] solid state experiments are often performed at finite temperature and yield as the measured result not energy differences but single- and two-particle response functions, requiring a description of finite temperature excitations.

Many-body perturbation theory [3] accurately describes these phenomena where interactions are weak. However, many systems of interest are believed to be outside the regime of validity of perturbative approximations. In these systems, a non-perturbative solution is desired for a subset of the correlated degrees of freedom embedded into a background of more weakly correlated, perturbatively treated states. Ideally such an embedding construct should be numerically tractable and defined in terms of one or more small parameters that allow its tuning from a crude but computationally cheap, approximate solution to the exact but exponentially expensive one.

Several such theories have been developed. They include the dynamical mean field theory (DMFT), [4, 5] its combination with electronic structure methods, such as LDA+DMFT [6–8] and GW+DMFT [9, 10], the self-energy functional theory, [11] and most recently the self-energy embedding theory (SEET) [12–14]. All of them require a compromise between accuracy and numerical tractability or time to solution.

In this paper, we show that SEET can be understood as a conserving functional approximation to an exact Luttinger–Ward functional [15]. This functional framework of SEET allows us to compare this theory to other functional approximations, and show in particular that DMFT, HF+DMFT, and GW+DMFT can be understood as a special case of SEET and to illustrate how the additional freedom given by SEET can be employed to systematically improve results. In particular, we focus on various aspects of electron ‘screening’ and downfolding and how they are treated in various approximations.

This paper proceeds as follows. In section 2, we introduce the system under study, the SEET definition, DMFT, and several combinations of DMFT with many-body perturbation theory. In section 3, we compare the
different approaches based on their functionals. In section 4, we focus in detail on various aspects of electron screening. We form conclusions in section 5.

2. System and formalism

We consider a system described by a Hamiltonian with full two-body interaction \( v_{ijkl} \) and one-body terms \( t_j \) in a finite orbital basis:

\[
H = \sum_{ij} t_{ij} a_i^+ a_j + \sum_{ijkl} v_{ijkl} a_i^+ a_j^+ a_l a_k,
\]

where the indices \( i, j, k, \) and \( l \) enumerate all \( N \) basis orbitals present in the system. In case of a periodic system, equation (1) may in particular contain one-body terms connecting any orbital in any unit cell to any other orbital in any other unit cell, and general two-body integrals \( v \) describing interactions between any of the orbitals in any of the unit cells in the system.

Physical properties including thermodynamic quantities (energies and entropies), frequency dependent single-particle (Green’s functions and self-energies) and two-particle quantities (susceptibilities) can be described in a functional approach [15–18]. In this approach, a \( \Phi \)- functional \( \Phi[G] \) of the Green’s function \( G \), which contains all linked closed skeleton diagrams, [15] is used to express the grand potential as

\[
\Omega = \Phi - \text{Tr} \log G^{-1} - \text{Tr} \Sigma G,
\]

and it satisfies

\[
\frac{\delta \Phi}{\delta G} = \Sigma[G],
\]

where the self-energy \( \Sigma \) is defined with respect to a non-interacting Green’s function \( G_0 \) via the Dyson equation

\[
G = G_0 + G_0 \Sigma G.
\]

The functional formalism is useful because approximations to \( \Phi \) that can be formulated as a subset of the terms of the exact \( \Phi \) functional can be shown to respect the conservation laws of electron number, energy, momentum, and angular momentum by construction [16, 19]. In addition, \( \Phi \)-derivability ensures that quantities obtained by thermodynamic or coupling constant integration from non-interacting limits are consistent [16]. Functional theory therefore provides a convenient framework for constructing perturbative [16, 20–22] and non-perturbative [4, 11–14] diagrammatic approximations.

On the other hand, approximations based on a \( \Phi \) functional do not guarantee self-consistency on the two-particle level, so that vertex functions which appear in the calculation of the one-particle self-energy may not the same as those generated by functional differentiation in two-particle correlation functions, and crossing symmetries may be violated [23–25]. The construction of methods for model systems that respect these symmetries by construction is an active topic of research [26, 27].

The approximations we discuss in the following sections are all expressed in the functional form, thus making them straightforward to discuss and compare their respective assumptions, limits, and strengths.

2.1. The SEET

2.1.1. Self-energy embedding equations

The SEET [12–14] starts from the assumption that all orbitals present in the system can be separated into \( M \) distinct orbital subsets \( A_i \), each containing \( N_i^A \) orbitals, and a remainder \( R \) with \( N_i^R \) orbitals, such that \( N_i^A \ll N_i \), for each \( i \), and \( N = \sum_{i=1}^M N_i^A + N_i^R \).

We assume that the orbitals within each subset \( A_i \) are more strongly correlated among each other than with other orbitals present in the system, so that their intra-subset correlations need to be obtained in a non-perturbative way. Conversely, inter-set correlations between orbitals belonging to two different sets \( A_i \) and \( A_j \), \( i \neq j \), and correlations belonging to the remainder \( R \) are assumed to be weaker, such that they can be simulated perturbatively. The choice of orbital subsets and subset size \( N_i^A \) is general and will be commented on in section 2.1.2.

SEET first approximates the solution of the entire system using an affordable but potentially inaccurate \( \Phi \)-derivable method (weak coupling methods are a natural choice), and then corrects this approximation in the strongly correlated subspaces by a non-perturbative result. This is achieved by approximating the exact \( \Phi \)-functional as
\[
\Phi^{\text{SEET}} = \Phi_{\text{weak}}^\text{tot} + \sum_{i=1}^{M} (\Phi_{\text{strong}}^A - \Phi_{\text{weak}}^A).
\]

Here, \(\Phi_{\text{weak}}^\text{tot}\) denotes a solution of the entire system using a conserving low-order approximation, for instance self-consistent second order perturbation theory (GF2) [28–33] or the GW method [20]. \(\Phi^A\) denotes all those terms in \(\Phi\) where all four indices \(i, j, k, l\) of \(\nu_{ijkl}\) are contained inside orbital subspace \(A\). \(\Phi_{\text{weak}}^\text{tot}\) is the approximation to \(\Phi^A\) within the weak coupling method used for solving the entire system, and \(\Phi_{\text{strong}}^A\) the approximation or exact solution of \(\Phi^A\) obtained using the higher order method capable of describing ‘strong correlation’.

Since the self-energy is a functional derivative of the \(\Phi^{\text{SEET}}\)-functional, the total self-energy \(\Sigma\) contains diagrams from both the ‘strong’ and ‘weak’ coupling methods and can be written in a matrix form reflecting the system separation onto different correlated blocks

\[
\Sigma^{\text{SEET}} = \begin{bmatrix} \Sigma^A_{\text{int}} & \cdots & \cdots & \cdots \\ \Sigma^A_{\text{int}} & \Sigma^A_{\text{int}} & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots \\ \cdots & \cdots & \cdots & \Sigma^R \end{bmatrix}.
\]

(6)

These blocks are obtained upon differentiation of the \(\Phi^{\text{SEET}}\) functional according to equation (3) and have the following form

\[
[\Sigma^A_{\text{int}}] = \Sigma^\text{tot}_{\text{int}} + ([\Sigma^A_{\text{strong}}] - [\Sigma^A_{\text{weak}}]),
\]

(7)

\[
\Sigma^R = \Sigma^R_{\text{weak}},
\]

(8)

\[
\Sigma^\text{int} = \Sigma^\text{int}_{\text{weak}}.
\]

(9)

Equation (6) describes a subspace self-energy consisting of a contribution from the strongly correlated subspace embedded into a weakly correlated self-energy generated by all orbitals outside the subspace. This embedding of the self-energy leads to the name ‘SEET’.

SEET satisfies the following limits:

- If the interaction \(\nu_{ijkl}\) is zero or the temperature is infinity, \(\beta = 0\), the self-energy is zero and therefore the method becomes exact.
- If \(M = 1\) and the only subspace \(A\) includes all orbitals present in the system, \(N^A = N\), so that no orbitals are left in the perturbatively treated subspace, \(N^R = 0\), then the entire system is solved using the strong correlation method and \(\Phi^{\text{SEET}} = \Phi_{\text{strong}}^A\). Consequently, if the strong correlation method provides the exact solution, the exact solution of equation (1) is recovered.
- In the limit of non-interacting subsystems, when the interactions between strongly correlated subspaces are zero, together with a condition \(N^R = 0\) and \(\sum N^A = N\), SEET recovers the solution of the system with the strong correlation method since \(\Phi^{\text{SEET}} = \sum_i \Phi_{\text{strong}}^A\).
- If the correlated subspaces are not treated exactly but using the same ‘weak correlation’ method as the rest of the system, the weak correlation solution for the full system is recovered since \(\Phi_{\text{weak}}^\text{tot} = \Phi_{\text{weak}}^\text{tot} + \sum_{i=1}^{M} (\Phi_{\text{weak}}^A - \Phi_{\text{weak}}^A)\).

While consideration of the exact limits is essential, the important practical question is whether (and where) one can expect SEET to be accurate away from these exact limits. As is evident in equation (3), SEET becomes accurate where the diagrams considered at the lower level method require no higher order corrections. This is the case in the high temperature, high energy, and high doping regimes where the self-energy is perturbative. Additionally, SEET is accurate if all non-perturbative correlations are restricted to the correlated subspaces, and its accuracy will therefore strongly depend on the choice of the correlated subspaces. Consequently, choosing the correlated subspaces is an important step in any SEET calculation.

2.1.2. The choice of SEET subspaces

In many techniques, the ‘strongly correlated’ and ‘weakly correlated’ orbital subsets are chosen \textit{a priori}. An example is DMFT, where \(\Phi\) is truncated to local degrees of freedom, \([3]\) or LDA+DMFT methods \([5, 6, 34]\) where certain ‘local’ orbitals (usually orbitals with \(d\) or \(f\)-like character) are considered to be ‘correlated’, while ‘wider’ \(p\) and \(s\) orbitals are considered to be non-interacting.
While the same ad hoc orbital choice can be used for self-energy embedding theory, SEET also offers a different approach to the selection of correlated orbitals and in particular makes an adaptive choice of correlated orbitals ‘a posteriori’ possible, without the need to localize or ‘downfold’ orbitals.

A simple criterion for identifying the degree of orbital correlation is given by the frequency-dependence of the self-energy: the larger the frequency dependent part, the more ‘non-Hartree–Fock’ like an orbital is, and therefore the more it needs to be treated at the ‘strongly correlated’ level. Since Hartree–Fock (HF) only yields orbital occupancies of 0 and 2 (at zero T), then any partial occupancy of an orbital obtained from diagonalizing a one-body density matrix obtained using a perturbative approach (used in the first step of SEET) indicates some degree of correlation. The larger the deviation from 0 or 2 the more ‘strongly correlated’ an orbital is and the more likely it requires a non-perturbative treatment.

Consequently, the SEET calculations in [12–14] added orbitals to the strongly correlated subspace \( A \) using a criterion based on diagonalization of the one-body density matrix: chosen were those \( N_A \) orbitals with the largest deviation of the occupancy from 0 and 2. This requires a basis transform of the hybridization function, non-interacting Hamiltonian, and two-body integrals into the basis that diagonalizes the one-body density matrix. While basis transforms for the two-body integrals are generally expensive, the transformed integrals are only necessary inside the correlated subspace, making the transform affordable in practice, such that the orbital transformation step is not a computational bottleneck.

Two possible subset selection schemes are illustrated graphically in figure 1. The upper panel shows a separation of orbitals based on energy or occupation scheme, where mostly unoccupied and mostly filled orbitals are treated as weakly correlated subspaces that can be treated by a weak correlation method. Partially filled orbitals are chosen as strongly correlated that will be treated by a non-perturbative method. The lower panel shows an alternative separation based on distance, where orbitals localized around a center position are treated as strongly correlated, whereas orbitals at farther distance are treated as uncorrelated or weakly correlated.

2.1.3. Self-consistent solution of the SEET equations

The \( \Phi^{\text{SEET}} \) functional of equation (5) defines the SEET approximation. It requires the specification of the \( M \) correlated orbital subspaces \( A_i \) and the subspace \( R \), in addition to the ‘strong coupling’ and the perturbative weak coupling diagrams. We now describe an algorithm that generates a self-consistent solution of the SEET equations.

First, the weak coupling method is used to self-consistently obtain the self-energy \( \Sigma_{\text{weak}}^{\text{tot}} \) and functional \( \Phi_{\text{weak}} \) of the entire system from a given initial Green’s function, e.g. the HF or density functional theory (DFT).

3 Potentially multiple self-consistent solutions exist, in analogy to [30, 80, 81].

Figure 1. Illustration of two choices of SEET subspaces. Top panel: selection of orbital subspaces based on the energy/occupation scheme: partially occupied orbitals near the Fermi level (\( \mu, \nu \)) are included in the correlated subspace, any other contribution is excluded. Bottom panel: selection of orbitals based on a localization criterion: sets of neighboring orbitals are chosen as the correlated subspace.
approximation. The self-consistency of the weakly correlated method eliminates all memory of the initial starting point in its convergence to a fixed point. Upon convergence of the weakly correlated method, we choose the correlated subspaces according to section 2.1.2. We then compute $[\Sigma_{\text{weak}}]_i$ and $[\Phi_{\text{weak}}]_i$ in every orbital subspace $i$, i.e. the weak correlation approximation obtained with vertex indices exclusively contained in the correlated orbital subsets $A_i$. In a next step, $[\Sigma_{\text{strong}}]_i$, needs to be obtained in each subspace $i$. To simplify notation, we select one particular subspace $A_i = A$ and absorb all other subspaces $A_j, j \neq i$, and the remaining weakly correlated orbitals in space $R$. Using the non-interacting Green’s function in a block form

$$G_0 = \left( \omega - t_A - t_{\text{int}} - \frac{1}{\omega - t_R} \right)^{-1}$$

(10)

and the Dyson equation $G = G_0 + G_0 \Sigma G$, we express the interacting Green’s function as

$$G^{\text{int}} = \begin{pmatrix} (G_0^{-1})^A & \Sigma^A \\ \Sigma^\text{int} & (G_0^{-1})^R - \Sigma^R \end{pmatrix}^{-1},$$

(11)

where $(G_0^{-1})^A$ denotes the inverse of the non-interacting Green’s function restricted to the orbital subset $A$. Evaluation of $G^{\text{int}}$ in the subset $A$ yields

$$G^{\text{int}}_A = (G_0^{-1})^A - \Delta)^{-1},$$

(12)

where $\Delta$ is defined as

$$\Delta = \left[ [(G_0^{-1})^\text{int} - \Sigma^\text{int}]^\dagger \right. \times \left. [(G_0^{-1})^R - \Sigma^R]^{-1} [(G_0^{-1})^\text{int} - \Sigma^\text{int}] \right].$$

Equations (5), (12) and (13) show that the ‘strongly correlated’ $A$-subspace problem can be entirely formulated in the strongly correlated subspace as a problem in which the original interactions $v_{ijkl}$ have been restricted to the subspace $A$, but for which the bare Green’s functions have been modified from $G_0$ to new propagators $G_i$ which contain a contribution from a frequency-dependent ‘hybridization function’ $\Delta$. These propagators are defined as

$$G_i^{-1} = (G_0^{-1})^A - \Delta.$$  

(14)

Problems of this type are known as quantum impurity problems. A quantum impurity solver will obtain an expression for a correlated $(G^{\text{imp}})^A$ given $\Delta$ (equation (13)) and $G_0$ (equation (10)) as well as a subset of interactions $v_{ijkl} \in A_i$ in either spatial or energy basis. Using the impurity problem Dyson equation, the self-energy for a strongly correlated orbital subset is obtained as

$$[\Sigma_{\text{strong}}]_i = G_0^{-1} - (G^{\text{imp}})^A i^{-1}. $$

(15)

Once this strongly correlated $\Sigma^A_{\text{strong}}$ is known, the total self-energy, $\Sigma^A_i$, in subspace $i$ is evaluated as

$$[\Sigma^A]_i = [\Sigma^A_{\text{weak}}]_i + ([\Sigma^A_{\text{strong}}]_i - [\Sigma^A_{\text{weak}}]_i).$$

(16)

We note in particular that there are contributions to the $A$-subspace self-energy from vertices and propagators with some indices outside of subspace $A$. These contributions are contained within $[\Sigma^A_{\text{weak}} - [\Sigma^A_{\text{weak}}]_i]$ and only treated at the perturbative level. We would like to stress that these contributions provide an effective adjustment caused by non-local interactions to the $[\Sigma^A_{\text{strong}}]_i$ that was evaluated using a subset of local interactions $v_{ijkl} \in A_i$. 

While quantum impurity models were originally formulated in the context of dilute impurities in a metal, 35 they form the basis of many non-perturbative embedding schemes including DMFT 4, 5. Impurity problems are numerically tractable, with accurate or numerically exact methods ranging from continuous-time quantum Monte Carlo 36-40 to exact diagonalization 41, 42, configuration-interaction 43, and numerical renormalization group theory 44 methods. The requirements for SEET impurity problems, i.e. general ‘non-diagonal’ hybridization functions $\Delta$, multiple impurity and bath orbitals, and general interactions $v_{ijkl}$ currently make methods based on the continuous interaction hierarchy [43, 45] most suitable for this task, despite the necessity to approximate the continuous hybridization function $\Delta$ by a set of discrete bath levels and bath couplings.

If multiple correlated spaces are present, separate impurity problems need to be solved in each subspace $A_i$, and correlated self-energies $[\Sigma_i]$ obtained. These self-energies are then used to update each $[\Sigma_{i}]_i$ block of the self-energy $\Sigma^{\text{SEET}}$ obtained with the weak coupling method according to equation (6), and the Green’s function for the entire system is evaluated using the Dyson equation. Iteration of this procedure, alternating weak
The starting point of the GW + DMFT procedure is the GW approximation \[ \Phi[G] = -\frac{1}{2}GWG \]

Note that it is also possible to consider DMFT as an approximation to the momentum conservation at the vertices, where all terms of $\Phi$ are considered but the propagators are replaced with local propagators \[ \Phi = \Phi_{SEET} \]. This violates momentum conservation at each vertex.

5 Note that it is also possible to consider DMFT as an approximation to the momentum conservation at the vertices, where all terms of $\Phi$ are considered but the propagators are replaced with local propagators \[ \Phi = \Phi_{SEET} \]. This violates momentum conservation at each vertex.
As Almbladh et al. [17] showed, it is convenient to define a functional $\Psi$, which is a functional both of the Green’s function $G$ and of the screened interaction $W$, [17] as

$$\Psi[G, W] = \Phi - \frac{1}{2} \left( PW - \log(1 + PW) \right)$$

which satisfies

$$\left( \frac{\delta \Psi}{\delta W} \right)_G = -\frac{1}{2} P,$$

$$\left( \frac{\delta \Psi}{\delta G} \right)_W = \Sigma.$$  

Together with the Dyson equation that relates $G$ to $\Sigma$, these expressions form a closed set of equations that allow the self-consistent computation of $\Sigma$ and $W$. We note that while these equations are $\Phi$- and $\Psi$-derivable, and should be solved in a self-consistent manner, the size and complexity of $W$ as well as the difficulty in carrying out the self-consistency necessitates additional approximations [50–53] in the case of large realistic systems, which may not respect the conserving properties of Hedin’s ‘fully self-consistent’ GW approximation. Notable cases where these equations have been solved self-consistently without any approximations are the electron gas, [54] atoms and small molecules, [17, 55–57] and lattice model systems [58].

GW+DMFT then makes use of the fact that, given $W$ in all orbitals, there is a natural way of defining an ‘effective’ $W$ in a subset $d$ of correlated orbitals [59]: splitting the polarization into a contribution $P_d$ from the ‘correlated’ orbitals and a contribution from all other orbitals, $P = P_d + P_c$, one can define a screened interaction $W_d$ which does not contain any $d$-to-$r$ processes and reformulate $W$ as

$$W = [1 - W_d]^{-1} W_d,$$

$$W_d = [1 - \nu P]^{-1} \nu.$$  

This identity is general and independent of the GW approximation. It allows to formulate non-perturbative corrections containing contributions by orbitals exclusively in the correlated subspace $d$ without double counting. Choosing as a subset of orbitals the ones that are local to the unit cell (or, equivalently, a subset of those local to the unit cell), it follows that [10]

$$\Psi_{GW+DMFT} = \Psi_{GW}^{tot} + \sum_{j=1}^{M} \left( \langle \Psi_j^l (G_{ij}, W_j) \rangle - \langle \Psi_j^l_{GW} (G_{ij}, W_j) \rangle \right).$$

This defines the GW+DMFT approximation to the exact functional.

The approximation is noteworthy because it is, as it is written, a diagrammatically sound method for solving realistic correlated many-body problems that includes renormalized interactions and non-perturbative local correlations. In practice, numerous technical and theoretical limitations exist. A fully self-consistent solution of the GW problem is technically very challenging. The various approximations employed (quasiparticles, no full self-consistency, etc) at the level of GW along with the difficulty of numerically solving multi-orbital impurity problems with general non-local time-dependent interactions means that the rigorous diagrammatic footing described above is severely approximated in practical implementations of the GW+DMFT method [60].

### 3.4. Comparison of SEET, DMFT, and GW+DMFT

The methods outlined above have several important commonalities. First, they require the self-consistent solution of a $\Phi$ (or $\Psi$)-derivable diagrammatic system. This implies that (provided the equations are actually solved to self-consistency) the important conservation laws are automatically fulfilled. They also consist of two-step procedures: an ‘outer loop’ that entails the solution of a system using a ‘cheap’ method (e.g. GW, GF2, or HF), and an ‘inner’ loop that requires the solution of a quantum impurity problem using non-perturbative techniques. All methods become exact at infinite temperature, at zero interaction, and when the system decouples into separate impurity problems without any inter-impurity interactions.

However, there are several important distinctions between these methods. The first is the choice of correlated orbital space. In DMFT and its variants, correlated subspace orbitals are chosen a priori to be the local orbitals or a subset of the local orbitals. This was historically motivated by an exact limit of infinite coordination number, [46, 61] where the self-energy can be shown to reduce to the local form. The locality approximation can be controlled by systematically extending the size of the unit cell in the real [62, 63] or reciprocal space, [64, 65] or by introducing diagrammatic expansions in the non-local contributions [66–70]. In contrast, SEET uses insight from a low-order solution of the system to adaptively define the correlated subspace, e.g. via consideration of the elements of the diagonalized one-body density matrix that are different from 0 or 2. The
control parameter used to converge SEET to the exact limit is the size of the correlated subspaces $N_i$, which can be systematically increased.

A second major difference between HF + DMFT, GW + DMFT, and SEET(ED-in-GW2 or ED-in-GW) is the way in which non-local interactions are treated. DMFT neglects any contribution from non-local interactions to the self-energy, here particularly any contributions from non-local interactions to the local self-energy are neglected. HF + DMFT evaluates the frequency-independent part of the non-local self-energy at the HF level, but any non-local frequency-dependent contribution to the self-energy is neglected, as both interactions and propagators in $\Phi_{\text{DMFT}}$ are chosen to be local.

Both GW + DMFT and SEET(ED-in-GW2 or ED-in-GW) include frequency-dependent non-local correlations to some extent. Assuming that a local (rather than an energy) basis is chosen for SEET, the lowest order diagram contained in SEET(ED-in-GF2) but not in GW + DMFT is illustrated in the left panel of figure 2. Here, different indices are assumed to be in different unit cells. Conversely, SEET(ED-in-GF2) in a local basis would not include the diagram illustrated in the middle panel of figure 2. DMFT could in principle be extended to include the second order exchange diagram, such that the diagram in the left panel is contained, while a formulation of SEET around GW, i.e. $\text{SEET(ED-in-GW)}$, would include the middle panel of figure 2. None of these methods includes the diagram illustrated in the right panel of figure 2. As a commonly used basis for SEET is an energy basis, rather than a local basis, a detailed comparison in the practically relevant case is not straightforward.

A third major difference consists of the selection of a basis. As DMFT-type methods perform a local approximation, the choice of basis functions strongly influences the types of correlations that can be contained in DMFT. In contrast, the adaptive choice of SEET basis does not require a localization procedure.

Finally, the nature of the correlated impurity problem is rather different in SEET and GW + DMFT. GW + DMFT, due to its construction of a screened interaction, requires impurity solvers able to evaluate problems with fully general frequency-dependent interactions. While efficient Monte Carlo methods exist that solve impurity problems with frequency-dependent density–density interactions, [71, 72] efficient impurity solvers able to treat general frequency-dependent four-fermion interactions do not yet exist. SEET, on the other hand, due to the use of the $\Phi$ functional, requires no frequency-dependence in the interactions. However, the rotation to the natural orbital basis in which the density matrix is diagonal usually mixes all orbitals and interactions, necessitating a treatment of the full four-fermion interaction terms (rather than just density–density interactions) with ‘off-diagonal’ hybridization functions.

### 4. Non-local interactions, correlations, and screening

Non-local interactions and non-local dynamical correlations (caused both by local and non-local interactions) alter the local low-energy physics. A combination of these effects is colloquially summed up under the term ‘screening’, despite very different physical and diagrammatic origins. As the methods discussed above treat ‘screening’ to a different extent, we briefly discuss various aspects of it.

First, the ‘screened interaction’ $W$ describes a way of re-summing certain classes of diagrams. $W$ then takes the role of the bare interaction $v$ in $\Phi$ and removes diagrams with repeated insertion of polarization parts, at the cost of introducing a frequency dependence [20]. The need for formulating perturbation theories in powers of $W$ is motivated by a divergence of the perturbation theory in $v$, when truncated at any order, in the infinite system size (momentum $q \to 0$) limit of the electron gas [73]. In contrast, a perturbation theory in $W$ removes this
divergence and stays finite [20]. Within GW and GW+DMFT, as well as within SEET(ED-in-GW), terms are included at least to lowest order in $W$, and $W$ is approximated by the lowest order $P$.

SEET(ED-in-GF2) is based on a GF2 starting point that is divergent for metallic systems in the thermodynamic limit, as it is formulated in terms of the bare $v$. However, any finite system will yield a convergent answer. Thus, for a finite system, in an energy basis, the identification of the correlated orbitals will add near-Fermi–surface states to the correlated subspace and converge as the subspace is enlarged.

A second, entirely different effect also commonly referred to as ‘screening’ that leads to lowering of local bare Coulomb interactions is generated by the effect of non-local interactions on the local self-energy [74]. If the total orbital space is divided into a correlated subspace and the remainder, the correlated subspace self-energy acquires contributions due to non-local interactions with vertices and propagators in the remainder. This effect is general and present both for the frequency independent and dependent contribution to the self-energy. It is best illustrated for the frequency independent HF contribution $\Sigma_{\infty}$ that can be separated into the following contributions:

$$\Sigma_{\infty} = \sum_{ij} A_{ij} (v_{ij} - 0.5 v_{ii})$$

$$\Sigma_{\infty}^{\text{embedding}} = \sum_{ij} A_{ij} (v_{ij} - 0.5 v_{ii})$$

$$\Sigma_{\infty}^{\text{total}} = \sum_{ij} A_{ij} (v_{ij} - 0.5 v_{ii}) + \sum_{k \in A \setminus R} \sum_{l \in A \setminus R} A_{kl} (v_{kl} - 0.5 v_{ll})$$

Here the matrix elements $[\Sigma_{\infty}]_{ij}$ have an ‘embedded’ contribution coming only from orbitals belonging to the subset $A$ and an ‘embedding’ contribution where the summation runs over other orbitals $R$ that are not contained in the subset $A$.

A model with non-local interactions often appears to have a smaller local self-energy than the same model with only on-site interactions [75, 76]. Similarly, a multi-orbital model where inter-orbital interactions are truncated to density–density interactions encounters its metal-to-insulator transition at a weaker interaction than one with the full interaction structure [77–79]. As the DMFT approximation neglects all inter–unit–cell interactions inside the correlated subspace, and as technical limitations of the impurity solvers require restriction to density–density terms, the effective DMFT interactions are additionally lowered to account for these corrections.

In SEET, this method-dependent ‘screening’ contribution that results in the lowering of the correlated orbital subspace self-energy is not caused by introducing effective interactions. Rather, the ‘embedded’ subspace self-energy $\Sigma_{\infty}^{\text{embedding}} = \Sigma_{\infty}^{\text{strong}}$ is evaluated using the bare Coulomb interactions (transformed to the appropriate basis) and is ‘screened’ due to the presence of the ‘embedding’ self-energy, $\Sigma_{\infty}^{\text{embedding}} = \Sigma_{\infty}^{\text{total}} - \Sigma_{\infty}^{\text{weak}}$. Note that the internal summations in $\Sigma_{\infty}^{\text{total}}$ extend over the orbitals that are not present in the correlated subspace, thus accounting for all the effects of the non-local interactions on the total frequency dependent subspace self-energy, $\Sigma_{\infty}^{\text{total}} = \Sigma_{\infty}^{\text{embedding}} + \Sigma_{\infty}^{\text{embedding}}$.

5. Conclusions

We have discussed several diagrammatic approximations capable of describing a full Coulomb Hamiltonian. These approximate methods can then be used in ab initio calculations of realistic materials or molecular problems. We have paid particular attention to the functional interpretation and have shown that the DMFT—type approximations, where the correlated subspace orbitals are chosen to be local to the unit cell, are a subclass of a wider class of self-energy embedding theories, which can deal with both local and non-local orbitals present in the correlated subspace.

We have also shown that relaxing the locality approximation of the self-energy leads to additional freedom in choosing ‘correlated’ orbitals, and introduces a systematic small parameter that can be controlled in practice. Choosing the correlated orbital subspace as a set of one-body density matrix eigenvectors corresponding to eigenvalues with partial occupancy (most different than 0 or 2) provides an adaptive selection procedure.

While all the methods outlined here have a rigorous theoretical foundation, practical implementations of real-materials embedding calculations remain extremely difficult and the approximations needed to lower the computational cost typically break $\Phi$-derivability. While some of these approximations have the potential to be removed with future increases of computational power, calculating frequency dependent renormalized interactions in GW+DMFT for impurity models remains challenging. We therefore believe that embedding methods that do not rely on explicitly renormalized interactions in the correlated subspace, such as
SEET(ED-in-GW) and SEET(ED-in-GF2), offer a promising route to the simulation of realistic materials with systematically improvable accuracy.
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Appendix. Iterative updates in SEET

The SEET equations are formulated as a set of self-consistent equations that need to be solved iteratively. The iteration procedure consists of several parts: (i) the problem setup with construction of two-body interactions and one-body integrals (hoppings), (ii) the solution of the entire system using a low-level, usually weak-coupling method (GF2, GW), (iii) the construction of the correlated subspace(s) and impurity problem(s), (iv) the solution of the impurity problems using a high-level, usually non-perturbative, impurity solver method, and (v) the adjustment of the chemical potential to match the target particle number of the system.

The detailed SEET algorithm can be summarized as follows.

The low level method loop and orbital basis choice.

IN1: Choose a basis set.
IN2: In the chosen basis evaluate $t$ and $\nu$ to represent the Hamiltonian of interest.
IN3: Solve the HF or DFT equations to obtain an initial bare Green’s function $G_0$.
LL0: Starting from a given $G_0$, perform self-energy evaluation for the total system with a low level method and obtain $\Sigma_{\text{weak}}^{\text{tot}}, [\Sigma_A^{\text{weak}}], [\Sigma_R^{\text{weak}}], \Sigma_{\text{weak}}^{\text{int}}$, and $G_{\text{weak}}^{\text{tot}}$.
LL3: Choose the most suitable basis for the subsystem $A_i$ that is physically motivated. It can be an energy, occupation, or a local orbital basis.
LL4: Transform $t$, $\Sigma_{\text{weak}}^{\text{tot}}, [\Sigma_A^{\text{weak}}], [\Sigma_R^{\text{weak}}], \Sigma_{\text{weak}}^{\text{int}}$, and $G_{\text{weak}}^{\text{tot}}$ to the new basis. Only a subset of $\nu$ where all orbital indices are belonging to subset $A_i (\nu_{ijkl} \in A_i)$ needs to be transformed to the new basis.

The embedding loop.

EL1: Construct $G^{\text{tot}}$ from equation (11) with the self-energy given by equation (6). Note, that in the first iteration $[\Sigma_A^{\text{strong}}] = [\Sigma_A^{\text{weak}}]$.
EL2: If the particle number is different from the desired particle number, adjust the chemical potential until the desired particle number is reached.
EL3: Find hybridization $\Delta$ according to equation (13).

The high level solver part.

HL1: Define a non-interacting impurity Green’s function from equation (14). Take care of possible double counting corrections.
HL2: Evaluate $[\Sigma_A^{\text{strong}}]$ from equation (15) using a high level solver.

EL4: Come back to EL1 and use $[\Sigma_A^{\text{strong}}]$ from the high level solver. Iterate until $\Delta$ or the electronic energy that can be evaluated at this point will stop to change.
LL5: Go back to LL0 and use the resulting $G^{\text{tot}}$ as that starting Green’s function to perform a single update of all the low level self-energies and return to EL1.

Note, that in a ‘single shot SEET procedure’ the LL5 point is not executed and the iterative loop is terminated once $\Delta$ or electronic energy evaluated at the EL4 point stops to change.
References

[1] Dirac P A M 1929 Proc. R. Soc. A 123 714
[2] Kohn W and Sham L J 1965 Phys. Rev. 140 A1133
[3] Martin R M, Reining L and Ceperley D M 2016 Interacting Electrons: Theory and Computational Approaches 1st edn (Cambridge: Cambridge University Press)
[4] Georges A, Kotliar G, Krauth W and Rozenberg M J 1996 Rev. Mod. Phys. 68 13
[5] Kotliar G, Savrasov S Y, Haule K, Oudovenko V S, Parcollet O and Marianetti C A 2006 Rev. Mod. Phys. 78 865
[6] Anisimov V I, Poteryaev A I, Korotin M A, Anokhin A O and Kotliar G 1997 J. Phys.: Condens. Matter 9 7359
[7] Lichtenstein A I and Katsnelson M I 1998 Phys. Rev. B 57 6884
[8] Sun P and Kotliar G 2002 Phys. Rev. B 66 085120
[9] Biermann S, Aryasetiawan F and Georges A 2003 Phys. Rev. Lett. 90 086402
[10] Biermann S, Aryasetiawan F and Georges A 2005 Electronic structure of strongly correlated materials: towards a first principles scheme Physics of Spin in Solids: Materials Methods and Applications ed S Hallow (Dordrecht: Springer) pp 43–65
[11] Potthoff M 2003 Eur. Phys. J. B 32 429
[12] Kananenka A A, Gull E and Zgid D 2015 Phys. Rev. B 91 121111
[13] Lan T N, Kananenka A A and Zgid D 2015 J. Chem. Phys. 143 241102
[14] Nguyen Lan T, Kananenka A A and Zgid D 2016 J. Chem. Theory Comput. 12 4856
[15] Luttinger J M and Ward J C 1960 Phys. Rev. 118 1417
[16] Baym G 1962 Phys. Rev. 127 1391
[17] Almlöblad C-O, Barth U and Van Leeuwen R 1999 Int. J. Mod. Phys. B 13 535
[18] Potthoff M 2006 Condens. Matter Phys. 9 557
[19] Baym G and Kadanoff L P 1961 Phys. Rev. 124 287
[20] Hedin L 1965 Phys. Rev. 139 1396
[21] Bickers N and Scalapino D 1989 Ann. Phys., NY 193 206
[22] Bickers N E and White S R 1991 Phys. Rev. B 43 8004
[23] Bickers N E 2004 Self-consistent many-body theory for condensed matter systems Theoretical Methods for Strongly Correlated Electrons ed D Sénéchal et al (New York: Springer) pp 237–96
[24] De Dominicis C and Martin P C 1964 J. Math. Phys. 5 114
[25] De Dominicis C and Martin P C 1964 J. Math. Phys. 5 31
[26] Rohringer G and Toschi A 2016 Phys. Rev. B 94 125144
[27] van Loo N G C P, Krien F, Hafermann H, Stepanov E A, Lichtenstein A I and Katsnelson M I 2016 Phys. Rev. B 93 155162
[28] Dahlen N E and van Leeuwen R 2005 J. Chem. Phys. 122 164102
[29] Phillips J J and Zgid D 2014 J. Chem. Phys. 140 241101
[30] Rusakov A A and Zgid D 2016 J. Chem. Phys. 144 054106
[31] Phillips J J, Kananenka A A and Zgid D 2015 J. Chem. Phys. 142 194108
[32] Kananenka A A, Phillips J J and Zgid D 2016 J. Chem. Theory Comput. 12 5264
[33] Kananenka A A, Welden A R, Lan T N, Gull E and Zgid D 2016 J. Chem. Theory Comput. 12 22250
[34] Georges A 2004 AIP Conf. Proc. 715 3
[35] Anderson P W 1961 Phys. Rev. 124 41
[36] Rubtsov A N, Savkin V V and Lichtenstein A I 2005 Phys. Rev. B 72 035122
[37] Werner P, Comanac A, de Medici L, Troyer M and Millis A J 2006 Phys. Rev. Lett. 97 076405
[38] Werner P and Millis A J 2006 Phys. Rev. B 74 155107
[39] Gull E, Werner P, Parcollet O and Troyer M 2008 Europhys. Lett. 82 57003
[40] Gull E, Millis A J, Lichtenstein A I, Rubtsov A N, Troyer M and Werner P 2011 Rev. Mod. Phys. 83 349
[41] Caffarel M and Krauth W 1994 Phys. Rev. Lett. 72 1545
[42] Laebisch A and Ishida H 2012 J. Phys.: Condens. Matter 24 035301
[43] Zgid D, Gull E and Chan G K-L 2012 Phys. Rev. B 86 195128
[44] Bulla R, Costi T A and Pruschke T 2008 Rev. Mod. Phys. 80 395
[45] Zgid D and Chan G K-L 2011 J. Chem. Phys. 134 094115
[46] Metzner W and Vollhardt D 1989 Phys. Rev. Lett. 62 324
[47] Georges A and Kotliar G 1992 Phys. Rev. B 45 6479
[48] Lin N, Marianetti C A, Millis A J and Reichman D R 2011 Phys. Rev. Lett. 106 096402
[49] Werner P and Casula M 2016 J. Phys.: Condens. Matter 28 385301
[50] Onida G, Reining L and Rubio A 2002 Rev. Mod. Phys. 74 601
[51] van Schilfgaarde M, Kotani T and Faleev S 2006 Phys. Rev. Lett. 96 226402
[52] Luo W, Ismail-Beigi S, Cohen M L and Louie S G 2002 Phys. Rev. B 66 195125
[53] Caruso F, Dauth M, van Setten M J and Rinke P 2016 J. Chem. Theory Comput. 12 5076
[54] Holm B and von Barth U 1998 Phys. Rev. B 57 2108
[55] Dahlen N E and Barth U V 2004 Phys. Rev. B 69 195102
[56] Stan A, Dahlen N E and van Leeuwen R 2006 Europhys. Lett. 76 298
[57] Koval P, Foerster D and Sánchez–Portal D 2014 Phys. Rev. B 89 155147
[58] Guinkelberger J, Huang L and Werner P 2015 Phys. Rev. B 91 235114
[59] Kotliar G, Sarsa S, Gull E, Georges A, Kotliar G, Biermann S and Lichtenstein A I 2004 Phys. Rev. B 70 195104
[60] Aryasetiawan F and Gunnarsson O 1998 Rep. Prog. Phys. 61 237
[61] Müller-Hartmann E 1989 Z. Phys. B 76 211
[62] Lichtenstein A I and Katsnelson M I 2000 Phys. Rev. B 62 R2983
[63] Kotliar G, Savrasov S Y, Pállsson G and Birolí G 2001 Phys. Rev. Lett. 87 186401
[64] Hettler M H, Tahir-Kheli–Zadeh A N, Jarrell M, Pruschke T and Krishnamurthy H R 1998 Phys. Rev. B 58 R7475
[65] Maier T, Jarrell M, Pruschke T and Hettler M H 2005 Rev. Mod. Phys. 77 1027
[66] Kusunose H 2006 J. Phys. Soc. Japan 75 054713
[67] Toschi A, Katanin A A and Held K 2007 Phys. Rev. B 75 045118
[68] Rubtsov A N, Katsnelson M I and Lichtenstein A I 2008 Phys. Rev. B 77 033101
[69] Rubtsov A, Katsnelson M and Lichtenstein A 2012 Ann. Phys., NY 327 1320
[70] Iskakov S, Antipov A E and Gull E 2016 Phys. Rev. B 94 035102
[71] Werner P and Millis A J 2007 Phys. Rev. Lett. 99 146404
[72] Werner P and Millis A J 2010 Phys. Rev. Lett. 104 146401
[73] Mahan G 2000 Many-Particle Physics (Physics of Solids and Liquids) (Berlin: Springer)
[74] Rusakov A A, Phillips J J and Zgid D 2014 J. Chem. Phys. 141 194105
[75] Ayral T, Biermann S and Werner P 2013 Phys. Rev. B 87 125149
[76] van Loon E G C P, Lichtenstein A I, Katsnelson M I, Parcollet O and Hafermann H 2014 Phys. Rev. B 90 235135
[77] Werner P, Gull E and Millis A J 2009 Phys. Rev. B 79 115119
[78] de’Medici L, Mravlje J and Georges A 2011 Phys. Rev. Lett. 107 256401
[79] Antipov A E, Krivenko I S, Anisimov V I, Lichtenstein A I and Rubtsov A N 2012 Phys. Rev. B 86 155107
[80] Kozik E, Ferrero M and Georges A 2015 Phys. Rev. Lett. 114 156402
[81] Welden A R, Rusakov A A and Zgid D 2016 J. Chem. Phys. 145 204106
[82] Hettler M H, Mukherjee M, Jarrell M and Krishnamurthy H R 2000 Phys. Rev. B 61 12739