An Imperfect Production–Inventory Model with Mixed Materials Containing Scrap Returns Based on a Circular Economy
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Abstract: The implementation of scrap recovery activities has been shown to improve the financial performance of many firms, and this kind of circular economy (CE) is particularly evident in industries with green manufacturing (GM). In this paper, we consider an imperfect multiple-stage production system that manufactures paired products made from mixed materials containing scrap returns, in which the scrap returns are converted from defective products. The feed rates of scrap returns for two products are different, and the product with the higher feed rate is placed in the second order of the process to avoid unlimited accumulation of scrap returns. The proposed problem is formulated as a joint economic order quantity (EOQ) and economic production quantity (EPQ) model aimed at cost minimization. The decision variables of the proposed model include the production run time of two products, order quantity of new material, and the extent of investment in converted equipment. We also prove that the optimal solution exists uniquely and provide an algorithm for the computation of the optimal solution. Finally, a numerical example involving the pulp and paper manufacturing industry is provided to illustrate the solution process, and the results of its sensitivity analysis are also presented to show some managerial implications.
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1. Introduction

The economic production quantity (EPQ) model proposed by Taft [1] focuses on a single product within a single-stage production system with a perfect process. The aim of EPQ is to determine the optimal production quantity (or production run time) that minimizes the total cost under constant demand in which the setup and holding costs are accounted for in the total cost. However, the practical manufacturing scenarios are more than that. Based on the structure of EPQ, some researchers have incorporated various manufacturing scenarios into their models so that they can be more practical in the real world. To the best of our knowledge, the manufacturing scenarios involving multiple-stage production systems, imperfect manufacturing processes, disposal processes for defective items, scheduling, and resource restriction have been common issues in previous relevant research during the last several decades.

Among them, multiple-stage production is a common system that is frequently encountered in real-world industrial settings. For example, most products need to go through tedious processing procedures such as molding, cutting, grinding, painting, assembling, etc. Since the production speed of each processing station is different, a va-
riety of work-in-process (WIP) goods temporarily stored between each station are necessary. Usually, the inventory cost of WIP is also accounted for in the company’s operating cost and hence its inventory management becomes a key concern. Most of the real-life production systems have the configuration of multi-stage, and the research in this area is very challenging from an application point of view. For example, Darwish and Ben-Daya [2] considered a two-stage production inventory system and took the effect of imperfect production processes, preventive maintenance, and inspection into account in their mathematical model. Lee [3] and Pearn et al. [4] investigated the multi-stage production system with investment in quality improvement. They also measured the impact of quality programs and predicted the return of an investment, so that the decision makers could decide whether and how much to invest in quality improvement projects. Sarkar et al. [5] and Cárdenas-Barrón [6] dealt with a multi-stage production system with rework consideration of defective items. Chang et al. [7] further considered that the assembly rate in a manual process is variable and can be controlled by modulating manpower. Sarkar and Shewchuk [8] studied a three-stage production–inventory system serving two customer classes, where only one class provides advance demand information and early orders. Paul et al. [9] proposed a recovery plan for managing disruptions in a three-stage production–inventory system under a mixed production environment. Wang et al. [10] investigated the robust production control problem for a multiple-stage production system with imperfect processes. Recently, Su et al. [12] investigated the effects of corporate social responsibility (CSR) activities in a two-stage assembly production system with multiple components and imperfect processes. They also provided a comparison method to determine an opportune moment and extent for the execution of CSR in various marketing scenarios.

In addition, most of the research on imperfect production processes describe the unreliable production due to constant/random defective rates [13–17], random machine breakdowns [18–23], or random state shifts [24–30]. As far as we know, the random state shift proposed by Rosenblatt and Lee [31] is the closest to the appearance of an actual production system where the whole production cycle is divided into two states: in-control and out-of-control states. At the beginning of each production cycle, the process is in control with a relatively low defective rate. After a certain time period, the process switches from an in-control to an out-of-control state due to machine degradation or employee fatigue, while the defect rate may increase to another serious degree. However, an unreliable production system not only causes more defective products but also increases cost and effort. Some researchers have shown an increased interest in various ways of disposing of defective products. Some common assumptions involving disposal of defective products are as follows: (1) rework process: rework is defined as redoing of an activity or process that is incorrectly implemented in the first instance [32]. Sometimes, the rework cost is accounted into the operating cost; (2) scrap process: this activity is used to deal with defective (or deteriorating) products that cannot be used, reworked, or directly discarded; (3) price discount: the defective product that does not render it dangerous might still be sold at a discounted price reflecting the defect. For convenience, Table 1 presents a brief comparison of the various assumptions of imperfect production systems and disposal for defective products of the studies mentioned above. Although the literature with disposal for defective products has been relatively abundant, it appears to us that there is another disposal method capable of maintaining the value of defective products in the real world.
Table 1. A brief comparison of imperfect production systems by year.

| Literatures                  | Stage | Imperfect Process | Disposal Ways |
|------------------------------|-------|-------------------|---------------|
| Darwish and Ben-Daya [2]     | MS    | V                 | V             |
| Lee [3]                      | MS    | V                 | V             |
| Sarker et al. [5]            | MS    | V                 | V             |
| Cárdenas-Barrón [6]          | MS    | V                 | V             |
| Pearn et al. [4]             | MS    | V                 | V             |
| Chung et al. [18]            | SS    | V                 | V             |
| Widyananda and Wee [19]      | SS    | V                 | V             |
| Chung et al. [7]             | MS    | V                 | V             |
| Sarkar [24]                  | SS    | V                 | V             |
| Sarkar and Shewchuk [8]      | MS    |                   |               |
| Chiu et al. [13]             | SS    | V                 | V             |
| Sarkar et al. [14]           | SS    | V                 | V             |
| Paul et al. [9]              | MS    |                   |               |
| Tayyab and Sarkar [15]       | MS    | V                 | V             |
| Kang et al. [16]             | SS    | V                 | V             |
| Li et al. [25]               | SS    | V                 | V             |
| Mahata [26]                  | SS    | V                 | V             |
| Wang et al. [10]             | MS    | V                 | V             |
| Huang et al. [27]            | SS    | V                 | V             |
| Öztürk [20]                  | SS    | V                 | V             |
| Dey et al. [28]              | SS    | V                 | V             |
| Su et al. [11]               | MS    | V                 | V             |
| Sarkar et al. [17]           | SS    | V                 | V             |
| Manna et al. [29]            | SS    | V                 | V             |
| Su et al. [12]               | MS    | V                 | V             |
| Öztürk [21]                  | SS    | V                 | V             |
| Pal and Adhikari [22]         | SS    | V                 | V             |
| Chiu et al. [23]             | SS    | V                 | V             |
| Dey et al. [30]              | SS    | V                 | V             |

Note: single stage (SS), multiple stage (MS), constant defective rate (CD), random defective rate (RD), random machine breakdowns (RB), random state shift (RS), rework process (RW), repair process (RP), scrap process (SP), price discount (PD).

To achieve the level of green manufacturing (GM), many factories try to reduce the use of natural resources as much as possible so that materials can be efficiently used for production. Through the research and development of raw materials and equipment, it is feasible to allow defective products or residues generated in the production process to be converted into secondary raw materials by scrap recovery activities.

This can not only control costs to improve financial performance of enterprises by reducing waste, but also is one of implements of the circular economy (CE), which is particularly evident in industries with GM. CE is an economic system aimed at eliminating waste and the continual use of resources. Circular systems employ reuse, sharing, repair, refurbishment, remanufacturing, and recycling to create a closed-loop system, minimizing the use of resource inputs and the creation of waste, pollution, and carbon emissions [33]. Waste materials and energy should become inputs for other processes: either a component or recovered resource for another industrial process or as regenerative resources for nature. This regenerative approach is in contrast to the traditional linear economy (LE), which has a “take, make, dispose” model of production [34]. According to Geissdoerfer et al. [35], the latest schematic diagram for comparison of LE and CE.
is constructed in Figure 1. From Figure 1, it is shown that the recovery process converting the defective products (or waste) to scrap returns is an inner CE in a manufacturing factory. It is also a kind of GM. It is noted that the aim of GM is to reduce natural resource use, pollution, and waste, recycle and reuse materials, and moderate emissions in processes. Nowadays, many GM industries that have implemented CE actions have obtained great results. For example, sulfuric acid is an important raw material in the semiconductor etching process. In recent years, semiconductor manufacturers have devoted themselves to invest in the purification technology of waste sulfuric acid in order to reduce the natural mining of sulfur. In metal and plastic products manufacturing industries, the defective products can be converted into secondary raw materials by the melting process. This gap in the research motivated us to study an inner CE model capable of accounting for another method of disposal for defective products when discussing the issue of the imperfect production–inventory problem.

Figure 1. A brief introduction to CE and LE.

To summarize the above motivations, this paper analyzes an imperfect production–inventory model with inner CE activity. The detailed descriptions of the proposed system are as follows: (1) a production–inventory model involving manufacturer, raw material supplier, and customer is established based on economic order quantity (EOQ) and EPQ models; (2) the imperfect process with the random state shift is considered; (3) the defective product cannot be reworked or sold with discounted price, but can be converted into scrap returns through specific equipment for self or other production line use; (4) the efficiency of converted equipment is also considered in this paper; and (5) the production system produces paired products made from mixed materials containing scrap returns. A mathematical analysis method is used to prove the existence and uniqueness of optimal solutions and an algorithm for finding the optimal solution is also developed. Further, a practical case of pulp and paper industry is presented and a numerical example with values that represent real-world situations is then adopted to verify the proposed model. Finally, we further implement the sensitivity analysis to explore trends in the optimal policies and obtain some interesting observations and managerial implications for the manufacturer or manager. The rest of this paper is organized as follows. Section 2 establishes the notation and assumptions used through the whole paper. Section 3 presents the mathematical formulations, theoretical results, and solution procedure for this inventory model. Section 4 introduces a real CE scenario in the pulp and paper industry to enhance the relevance of our model in the real world; the numerical examples from this CE case are presented to illustrate a solution procedure, and a sensitivity analysis based on this example is performed to provide some managerial insights and decision-making advice. Finally, Section 5 concludes this paper and gives some future research directions.
2. Notation and Assumptions

This paper formulates a production–inventory model for paired products in an imperfect production system with inner CE activity. For convenience, the notation including system parameters and decision variables are listed as follows:

**System parameters:**
- \( k \) set-up and ordering costs per cycle.
- \( f_n \) feed rate of new material in production in units.
- \( f_{r,i} \) feed rate of scrap returns for product \( i \) in units, where \( i = 1, 2 \).
- \( p_f \) production rate of finished product in units.
- \( d_i \) demand rate for product \( i \) in units, where \( i = 1, 2 \).
- \( \theta_j \) defective rate of finished product at \( j \) stage, where
  \[ \begin{cases} 1, & \text{in-control state;} \\ 2, & \text{out-of-control state.} \end{cases} \]
- \( M_{ro} \) maximum inventory level of scrap returns.
- \( M_{f,i} \) maximum inventory level for product \( i \), where \( i = 1, 2 \).
- \( I_{rt} \) inventory level of scrap returns when the stage of in-control transfers to out-of-control.
- \( I_{f,i} \) inventory level of finished product when the stage of in-control transfers to out-of-control.
- \( h_r \) holding cost of scrap returns per unit per unit time.
- \( h_s \) holding cost of new material per unit per unit time.
- \( h_{f,i} \) holding cost for a product \( i \) per unit time, where \( i = 1, 2 \).
- \( c \) production, labor and inspection costs for a finished product.
- \( c_r \) production cost for returning a defective product to scrap returns.
- \( c_{i,i} \) opportunity cost for a unreturnable defective product \( i \), where \( i = 1, 2 \).
- \( c_p \) purchasing cost of material per unit.
- \( t_{d,i} \) time period prior to depletion of inventory for product \( i \), \( t_{d,i} \geq 0 \), where \( i = 1, 2 \).
- \( t_c \) time period during in-control state, \( t_c \geq 0 \).

**Decision variables:**
- \( t_i \) production run time of product \( i \), \( t_i \geq 0 \), where \( i = 1, 2 \).
- \( Q_n \) order quantity of new material per cycle.
- \( r \) recovery rate of scrap returns.

The model is developed based on the following assumptions:

1. The paired products with mixed materials containing scrap returns are considered in an imperfect production system. Figure 2 presents a schematic illustration of the proposed production system. From Figure 2, it can be seen that the processes and composition of mixed materials for two products are the same. Therefore, the production, labor, inspection, and material costs are also the same. The main material is ordered from a raw material supplier (upstream), and the order quantity is \( Q_n \). The manufacturing process and return processes are both imperfect. Based on Rosenblatt and Lee [31], we assume that the manufacturing process may randomly shift from an in-control state to an out-of-control state, and the defective rate of finished product in the out-of-control state is higher than the in-control state, i.e., \( \theta_1 < \theta_2 \). The defective products from the manufacturing process forward to the return process, and the feed rate of defective product is \( p_j \theta_j \), where \( j = 1, 2 \). Only part of the
defective products can be turned into scrap returns, and the production rate of scrap returns is $p_j r_j$, where $j = 1, 2$. Note that the inspection time is so short that it can be disregarded.

2. There are two products in the production system and the production sequence is product 1 to product 2. For product 1, the feed rate of scrap returns is less than or equal to the production rate of scrap returns to avoid the stage starves due to a lack of input from the previous stage, i.e., $f_{r,1} \leq p_1 r_1$. For product 2, in order to avoid the unlimited accumulation of scrap returns, the feed rate of scrap returns must be higher than the production rate of scrap returns, i.e., $f_{r,2} > p_2 r_2$. Based on the assumption $\theta_1 < \theta_2$, the following condition must be satisfied: $f_{r,1} \leq p_1 r_1 < p_2 r_2 < f_{r,2}$. After rearranging the above inequality, it can be obtained that the reasonable range of recovery rate of scrap returns is $r \in [f_{r,1}/p_1 \theta_1, f_{r,2}/p_2 \theta_2)$. Note that the upper bound of $r$ must be less than or equal to 1, so $f_{r,2}/p_1 \theta_1 \leq 1$ which implies $f_{r,2} - p_1 \theta_1 \leq 0$.

3. The time period, $t_c$, is a random variable that obeys a normal distribution with unknown mean $\mu$ and standard deviation $\sigma$. This paper adopts the lower confidence bound of mean to estimate the conservative value of $t_c$ by collecting the historical data.

4. As far as we know, the production time of product 2 begins in the out-of-control period. The main reason is that the defective rate increases, and the feed rate of scrap returns must be faster to avoid the unlimited accumulation of scrap returns. Therefore, the production run time of product 1 must be higher than or equal to the length of time during the out-of-control period, i.e., $t_1 \geq t_c$.

5. The recovery rate of scrap returns can be promoted through capital investment in return process improvement. Therefore, the capital investment can be treated as an increasing function of the recovery rate.

6. Shortages are not allowed, and the following condition must be held: $p_j (1 - \theta_j) > d_i$, where $i = 1, 2$ and $j = 1, 2$.

3. Model Formulation

In this section, the mathematical model is developed based on the above assumptions. First, for the given time period $t_c$, the inventory levels of scrap returns, new material, and finished products for an imperfect production system are depicted in Figure 3. Based on Figure 3, some relationships can be obtained as follows:

R 1. The maximum inventory level of scrap returns can be written as

$$M_{ro} = (p_1 \theta_1 r_1 - f_{r,1}) t_c + (p_2 \theta_2 r_2 - f_{r,2}) (t_1 - t_c) = -(p_1 \theta_1 r_1 - f_{r,1}) t_1.$$
After rearranging the above equation, we obtain the following:

\[
I_2 = \frac{(p_f \theta_2 r - f_{s,2})t_s - p_f r(\theta_2 - \theta)t_r}{f_{r,2} - p_f \theta_2 r} > 0.
\] (1)

R 2. The maximum inventory level of the finished product 1 can be described as follows:

\[
M_{f,1} = \left[ p_f (1-\theta_1) - d_1 \right] t_s + \left[ p_f (1-\theta_1) - d_1 \right] (t_1 - t_s) = d_1 t_{d,1}.
\]

After rearranging the above equation, we obtain the following:

\[
I_{d,1} = \frac{\left[ p_f (1-\theta_1) - d_1 \right] t_s + p_f (\theta_2 - \theta)t_r}{d_1} > 0.
\] (2)

R 3. The maximum inventory level of the finished product 2 can be described as follows:

\[
M_{f,2} = \left[ p_f (1-\theta_2) - d_2 \right] t_2 = d_2 t_{d,2}.
\]

After rearranging the above equation, we obtain the following:

\[
I_{d,2} = \frac{\left[ p_f (1-\theta_2) - d_2 \right] t_2}{d_2} > 0.
\] (3)

R 4. The ordering quantity of the material per cycle can also be described as the product of feed rate and total production time, i.e.,

\[
Q_n = f_s (t_1 + t_2).
\] (4)

Figure 3. Graph of inventory levels for scrap returns, material, and finished product.
In addition to considering some basic production and operation costs, we also further take into account all possible inventory costs, as well as the disposal, investment, and opportunity costs caused by imperfect production. Based on the above results, the elements of the total cost per cycle are established as follows:

(a) Set-up and ordering costs (denoted by $SOC$): The set-up cost includes the costs associated with checking the initial output, adjusting the equipment, laying out the workplace, preparing the materials, preheating the boiler, etc. As to the ordering cost, it always includes delivery charges or the cost of labor required to place, receive, and stock an order. To facilitate the development of the model, set-up and ordering cost per cycle is treated as a fixed constant which implies $SOC = k$.

(b) Holding cost: From Figure 3, it is shown that this production system considers the stocks of scrap returns, new material, and two finished products. Each element of the holding cost per cycle is established as follows:

(b-1) Holding cost of scrap returns (denoted by $HC_{s_r}$):

$$
HC_{s_r} = \frac{1}{2}h_{s_r}t_1 + \frac{1}{2}h_{s_r}(I_{r,1} + M_{s,1})(t_1 - t_c) + \frac{1}{2}h_{s_r}M_{s,2}t_2
= \frac{1}{2}h_{s_r}\left[(p_f\theta_f r - f_{s_r})\bar{u}_1 + (f_{s_r,2} - p_f\theta_f r)\bar{u}_2(t_1 - t_c + t_2)\right].
$$

(b-2) Holding cost of new material (denoted by $HC_{n}$):

$$
HC_n = \frac{1}{2}h_nQ_n(t_1 + t_2)
= \frac{1}{2}h_n\bar{u}_n(t_1 + t_2)^2.
$$

(b-3) Holding cost of finished product 1 (denoted by $HC_{f_1}$):

$$
HC_{f_1} = \frac{1}{2}h_{f_1}I_{f_1}t_1 + \frac{1}{2}h_{f_1}(I_{f_1} + M_{f_1})(t_1 - t_c) + \frac{1}{2}h_{f_1}M_{f_1}t_2
= \frac{1}{2}h_{f_1}\left[p_f(1 - \theta_f) - d_{f_1}\bar{u}_1 + d_{f_2}t_2(t_1 - t_c + t_2)\right].
$$

(b-4) Holding cost of finished product 2 (denoted by $HC_{f_2}$):

$$
HC_{f_2} = \frac{1}{2}h_{f_2}M_{f_2}(t_1 + t_2)
= \frac{1}{2}h_{f_2}d_{f_2}t_2(t_1 + t_2).
$$

(c) Production cost (denoted by $PC_f$): The production cost is the unit production cost for the finished product multiplied by the yield of the finished product, $p_f(t_1 + t_2)$, which is:

$$
PC_f = cp_f(t_1 + t_2).
$$

(d) Return cost for defective products (denoted by $RC_d$): Due to the imperfect production system, defective products with $p_f\theta_f t_c + p_f\theta_f(t_1 - t_c) + p_f\theta_f t_2$ units will be returned. As the unit cost per returned defective product is $c_r$, the return cost for defective products per cycle is:

$$
RC_d = c_r[p_f\theta_f t_c + p_f\theta_f(t_1 - t_c) + p_f\theta_f t_2]
= c_r[p_f\theta_f t_c + p_f\theta_f(t_1 + t_2 - t_c)].
$$

(e) Opportunity cost due to lost return (denoted by $OC_f$): This cost is the unit lost cost for the unreturnable defective product multiplied by the yield of the unreturnable defective product. The unreturnable volumes of products 1 and 2 per cycle are
p_1(I-r)t_1 + p_2(1-r)(t_1 - t_2) and p_3(I-r)t_2, respectively. After multiplying the respective costs, the opportunity cost per cycle is:

\[ OC_j = c_1 \left[ p_1(I-r)t_1 + p_2(1-r)(t_1 - t_2) \right] + c_3 p_3(I-r)t_2. \]

(f) Investment in converted equipment (denoted by IC \(_r\)): The investment cost is an increasing function of recovery rate. In this paper, we consider an exponential form of investment function, which is:

\[ IC_r = \lambda \left[ e^{r-n/v_0} - 1 \right], \]

where \( \lambda \) denotes the percentage increase in \( r \) per dollar increase in IC \(_r\) and \( r_0 \in \left( \frac{f_{p,1}}{p_1}, \frac{f_{p,2}}{p_2} \right) \) is the original recovery rate of scrap returns.

(g) Purchasing cost of material (denoted by PC): This cost is the unit purchasing cost multiplied by the ordering quantity of material, which is:

\[ PC = c_p Q \]
\[ = c_p f_s(t_1 + t_2). \]

To summarize the above results, the total cost per unit time (denoted by \( AC(t_1,t_2,r) \)) can be obtained as follows:

\[ AC(t_1,t_2,r) = \frac{1}{t_1 + t_2 + t_{d,2}} \times \left\{ \frac{1}{2} h \left[ V_1(t_1 + V_2(t_1 - t_2 + t_2) \right] 
\right. \\
\left. + \frac{1}{2} h_{f,1} \left[ V_1(t_1 + d_{d,1}(t_1 - t_2 + t_{d,1}) \right] 
\right. \\
\left. + \frac{1}{2} h_{f,2} d_{d,2}(t_2 + t_{d,2}) + \frac{1}{2} h_n f_s(t_1 + t_2) \right\} + c_3 \left[ p_1(I-r)t_1 + p_2(I-r)(t_1 - t_2) \right] \\
\left. + \left( 1-r \right) \left[ c_{f,1} p_1(I-r)t_1 + c_{f,2} p_2(I-r)(t_1 - t_2) + c_{d,2} p_3(I-r)t_2 \right] \right\} + \lambda \left[ e^{r-n/v_0} - 1 \right] + k, \]

where \( V_1 = p_1(I-r)f_{r,1} > 0 \), \( V_2 = f_{r,2} - p_2(I-r)f_{r,2} > 0 \), \( V_3 = p_3(I-r)d_i > 0 \), and \( V_4 = c_p f_s > 0 \).

The purpose of this paper is to determine the optimal lengths of production and recovery rate such that the total cost per unit time is minimal. From Equation (1), it is known that \( AC(t_1,t_2,r) \), shown in Equation (5), can be reduced to \( AC(t_1,r) \). Hence, the objective of this paper is only to find the optimal values of \( t_1 \) and \( r \) with the aim of minimizing total cost per unit time. In order to verify the convexity of \( AC(t_1,r) \) with respect to \( t_1 \) and \( r \), we need the following lemmas.

**Lemma 1.** \( t_2, \quad t_{d,1}, \quad \) and \( t_{d,2} \) increase linearly when \( t_1 > 0 \).

**Proof of Lemma 1.** Based on Equations (1)–(3), taking the first and second derivatives of \( t_2, \quad t_{d,1}, \) and \( t_{d,2} \) with respect to \( t_1 \), we get:

\[ \frac{dt_2}{dt_1} = \frac{p_1(I-r)f_{r,1}}{f_{r,2} - p_2(I-r)f_{r,2}} > 0, \quad \frac{d^2 t_2}{dt_1^2} = 0, \]

\[ \frac{dt_{d,1}}{dt_1} = \frac{p_3(I-r)d_i}{d_i} > 0, \quad \frac{d^2 t_{d,1}}{dt_1^2} = 0, \]
\[
\frac{dt_{d,2}}{dt_1} = \frac{p_f(1-\theta_s)}{d_2} - d_2 \left( \frac{dt_2}{dt_1} \right) > 0 \quad \text{and} \quad \frac{d^2t_{d,2}}{dt_1^2} = \frac{p_f(1-\theta_s)}{d_2} \left( \frac{d^2t_2}{dt_1^2} \right) = 0.
\]

Therefore, it is obvious that \( t_{2,1} \), \( t_{d,1} \), and \( t_{d,2} \) increase linearly when \( t > 0 \). This completes the proof.

**Lemma 2.** \( t_2 \) and \( t_{d,2} \) are increasing and convex in \( r \in [r_{f_1}/p_{\theta_1}, f_{r,2}/p_{\theta_2}) \).

**Proof of Lemma 2:** Based on Equations (1) and (3), taking the first and second derivatives of \( t_2 \) and \( t_{d,2} \) with respect to \( r \), we get:

\[
\frac{dt_2}{dr} = \frac{p_f(\theta_s - \theta_r) + p_f \theta_r + p_f \theta_r}{f_{r,2} - p_f \theta_r} > 0, \quad \frac{d^2t_2}{dr^2} = \frac{2p_f \theta_r}{f_{r,2} - p_f \theta_r} \left( \frac{dt_2}{dr} \right) > 0,
\]

\[
\frac{dt_{d,2}}{dr} = \frac{p_f(1-\theta_s) - d_2 \left( \frac{dt_2}{dr} \right)}{d_2} > 0, \quad \frac{d^2t_{d,2}}{dr^2} = \frac{p_f(1-\theta_s)}{d_2} \left( \frac{d^2t_2}{dr^2} \right) > 0,
\]

\( r \in [r_{f_1}/p_{\theta_1}, f_{r,2}/p_{\theta_2}) \). Therefore, it is obvious that \( t_2 \) and \( t_{d,2} \) are increasing and convex in \( r \). This completes the proof.

We then apply the theoretical results in the pseudo-convex fractional function to prove that the optimal value not only exist but is also unique. The real-value function \( qx_f(x)/gx \) is pseudo-convex, if \( f(x) \) is non-negative, differentiable, and strictly convex, and \( g(x) \) is positive and affine (please refer to Cambini and Martein [36]). Based on the abovementioned theoretical results, we have the following theorems:

**Theorem 1.** For given \( r \in [r_{f_1}/p_{\theta_1}, f_{r,2}/p_{\theta_2}) \), the total cost per unit time \( AC(t_r) \) is pseudo-convex function in \( t_r \) and there exists a unique minimum solution.

**Proof of Theorem 1.** From Equation (5), for any given \( r \in [r_{f_1}/p_{\theta_1}, f_{r,2}/p_{\theta_2}) \), let

\[
\begin{align*}
&f(t_r) = \frac{1}{2} h_f \left[ V_1 t_r + V_2 (t_r - t_v + t_{s,1}) \right] + \frac{1}{2} h_f \left[ V_1 t_r + d_1 (t_r - t_v + t_{s,1}) \right] \\
&+ \frac{1}{2} h_{f,2} d_2 (t_2 + t_{d,2}) \left( t_2 + t_{d,2} \right) + \frac{1}{2} h_{f,3} (t_2 + t_{d,2})^2 + V_4 (t_2 + t_{d,2}) \\
&+ c_r \left[ p_f \theta_r t_r + p_f \theta_r (t_r - t_v) + p_f \theta_r t_v \right] \\
&+ (1-r) \left[ c_{i,1} p_f \theta_r t_v + c_{i,1} p_f \theta_r (t_r - t_v) + c_{i,2} p_f \theta_r t_v \right] \\
&+ \lambda \left[ e^{(p_{\theta_1}/p_{\theta_2})} - 1 \right] + k
\end{align*}
\]

and

\[
g(t_r) = t_v + t_2 + t_{d,2} > 0.
\]

Based on Lemma 1, taking the first-order and second-order derivatives of \( f(t_r) \) with respect to \( t_r \), we get:

\[
\begin{align*}
f'(t_r) = & \frac{h_f}{2} \left[ V_1 \left( t_2 + (t_r - t_v + 2t_2) \frac{dt_2}{dt_1} \right) \right] + \frac{h_f}{2} \left[ V_1 \left( t_2 + (t_r - t_v + 2t_2) \frac{dt_2}{dt_1} \right) \right] \\
&+ \frac{h_{f,2} d_2}{2} \left( t_2 + 2t_{d,2} \frac{dt_{d,2}}{dt_1} + t_{d,2} \frac{dt_{d,2}}{dt_1} \right) + h_{f,3} (t_2 + t_{d,2}) \left( 1 + \frac{dt_2}{dt_1} \right) + V_4 \left( 1 + \frac{dt_2}{dt_1} \right) \\
&+ c_r p_f \theta_r \left( 1 + \frac{dt_2}{dt_1} \right) + (1-r) p_f \theta_r \left( c_{i,1} + c_{i,2} \frac{dt_2}{dt_1} \right)
\end{align*}
\]
\[ f_i^*(t_i) = h_i V_i \left( 1 + \frac{d t_i}{d t} \right) \frac{d t_i^2}{d t} + h_i f_i \left( 1 + \frac{d t_i}{d t} \right) \frac{d t_i^2}{d t} + h_i f_i^2 \left( 1 + \frac{d t_i}{d t} \right)^2 > 0. \]

From the above results, \( f_i(t_i) \) is non-negative, differentiable, and strictly convex. Therefore, for given \( r \in [f_{i,1} / p_i \theta, f_{i,2} / p_i \theta] \), the total cost per unit time \( AC(t_i,r) \) is pseudo-convex function in \( t_i \geq t_i \) and there exists a unique minimum solution. This completes the proof. \( \square \)

**Theorem 2.** For given \( t_i \in [t_i, \infty) \), the total cost per unit time \( AC(t_i,r) \) is pseudo-convex function in \( r \) and there exists a unique minimum solution.

**Proof of Theorem 2:** From Equation (5), for any given \( t_i \in [t_i, \infty) \), define \( f_s(r) \) and \( q_s(r) \) as the functions of \( r \) and equal to the right-hand side of Equations (6) and (7), respectively. Based on Lemma 2, taking the first-order and second-order derivatives of \( f_s(r) \) with respect to \( r \), we get:

\[
\frac{df_s}{dr} = \frac{1}{2} h_i \left\{ p_i \theta t_i + p_i (\theta t_i - \theta t_i) f_i \right\} + V_i \frac{dt_i}{dr} + h_i f_i \left( 1 + \frac{dt_i}{dr} \right) \frac{d^2 t_i}{dr^2} + h_i f_i^2 \left( 1 + \frac{dt_i}{dr} \right)^2 > 0.
\]

and

\[
\frac{d^2 f_s}{dr^2} = \frac{1}{2} h_i \left\{ \frac{d^2 t_i}{dr^2} + 2 \frac{dt_i}{dr} \frac{d^2 t_i}{dr^2} + \frac{d^2 t_i}{dr^2} + \frac{d^2 t_i}{dr^2} \right\} + h_i f_i \left( 1 + \frac{dt_i}{dr} \right) \frac{d^2 t_i}{dr^2} + h_i f_i^2 \left( 1 + \frac{dt_i}{dr} \right)^2 > 0.
\]

From the above results, \( f_s(r) \) is non-negative, differentiable, and strictly convex. Therefore, for given \( t_i \in [t_i, \infty) \), the total cost per unit time \( AC(t_i,r) \) is a pseudo-convex function of \( r \in [f_{i,1} / p_i \theta, f_{i,2} / p_i \theta] \) and there exists a unique minimum solution. This completes the proof.

Following this, to obtain the optimal solution \( t_i^*, r^* \), our method is to compare the minimum total cost per unit time under various values of \( r \in [f_{i,1} / p_i \theta, f_{i,2} / p_i \theta] \), i.e., \( AC(t_i^* | r) \), and then find the optimal solution \( t_i^*, r^* \) such that \( AC(t_i^* | r^*) \) is minimum. The proposed method can ensure that the optimal solution meets assumptions (2) and (4). First, we calculate the first-order derivative of the total cost per unit time for a given value of \( r \) with respect to \( t_i \) i.e., \( \frac{d AC(t_i | r)}{dt_i} \). It is well known that the necessary
condition for the optimal value of \( t_1 \) must satisfy the equation \( dAC(t_1 | r) / dt_1 = 0 \), then we get:

\[
f_t'(t_1) = AC(t_1 | r) \left[ 1 + \frac{p_t (1-\theta_t)}{d_t} \times \frac{dt_t}{dt_1} \right].
\] (8)

For convenience, we summarize the above results to build the following simple Algorithm 1 for finding the optimal solution \( (t_1^*, r^*) \):

### Algorithm 1.

Step 1. Start with \( r = r_{\tau} \) and \( r = f_{r_{\tau}}(p, \theta)^{\tau} \geq r_0 \).

Step 2. Put \( r = r_{\tau} \) into Equation (8) and find the value of \( t_1 \) (say \( t_{1,\tau} \)) such that Equation (8) holds.

Step 3. Substitute \( r = r_{\tau} \) and \( t_1 = t_{1,\tau} \) into Equation (5) to calculate the value of \( AC(t_{1,\tau} | r_{\tau}) \).

Step 4. Set \( r_{\tau+1} = r_{\tau} + \epsilon \), where \( \epsilon \) is any small positive number.

Step 5. Put \( r = r_{\tau+1} \) into Equation (8) and find the value of \( t_1 \) (say \( t_{1,\tau+1} \)) such that Equation (8) holds.

Step 6. Substitute \( r = r_{\tau+1} \) and \( t_1 = t_{1,\tau+1} \) into Equation (5) to calculate the value of \( AC(t_{1,\tau+1} | r_{\tau+1}) \).

Step 7. Compare \( AC(t_{1,\tau+1} | r_{\tau+1}) \) with \( AC(t_{1,\tau} | r_{\tau}) \). If \( AC(t_{1,\tau+1} | r_{\tau+1}) \geq AC(t_{1,\tau} | r_{\tau}) \), then let \( (r', t_1') = (r_{\tau+1}, t_{1,\tau+1}) \) and stop. Otherwise, set \( \tau = \tau + 1 \), then go back to Step 4.

Step 8. Once the values of \( r' \) and \( t_1' \) are determined, the optimal values of \( t_2^*, Q^*, and AC(t_1', r') \) can be obtained from Equations (1), (4), and (5).

### 4. Application Example

In this section, we provide a case study involving a pulp and paper industry in Taiwan to present the practicability of our model. The procedure of the production system for this case is briefly introduced first. Then, a numerical example of this case is used to verify our analytical results. Based on the provided numerical example, we further implement the sensitivity analysis to explore trends in the optimal policies in order to obtain some interesting observations for the manufacturer or manager.

#### 4.1. Pulp and Paper Industry

In the following, a well-established paper manufacturing firm in Taiwan is considered. The firm owns advanced machinery for papermaking, including a magazine grinder, a density controller, a pulp filtration machine, a headbox, press rolls, drying cylinders, gluing machines, calendaring machines, rewinding machines, coating machines, chopping machines, and packaging machines. The company’s major business scope includes the medical, industrial, food, living, building materials, and garment industries. Based on [37], Figure 4 shows the process of manufacturing specific papers with inner CE activity. It is easy to see that the process includes three major stages, preparation of papermaking material (S1), paper production (S2), and paper processing (S3). At stage S1, the primary material of paper is pulp made from hardwood trees and softwood trees (called virgin wood fibers) and recycled paper (called recycled wood fibers). Since the pulp manufacturing in this firm is not the main business, the manufacturer usually orders it from a pulp manufacturing factory (upstream). However, the ordered pulp cannot be used directly; it must pass five processing stations (P1–P5) to become the raw material for paper production. After passing P6–P11 at stage S2, the raw material becomes pure paper in roll form. At this stage, the production system is imperfect, and it makes some defective paper or waste due to the deterioration of appliances. Some particular papers can implement inner CE activity, that is, the defective papers and waste can be converted into the scrap returns (secondary raw material) through specific processing in converted
equipment. Finally, according to the specifications and requirements of the order, the customized papers are manufactured at stage S3. In an effort to optimize the overall inputs/outputs, the firm usually decides the optimal production run time, the investment in converted equipment, and ordering quantity of pulp before starting production.

Figure 4. Production system for the manufacturing process of paper with inner CE.

4.2. Numerical Example

By conducting surveys and interviews with relevant staff at this company, we decided on some base settings for the system parameters for our model. Note that the values of parameters have been altered to preserve the confidentiality of this commercial information. The values of system parameters are listed as follows:

i. Demand of two products: \( d_1 = 400 \text{ kg/day} \) and \( d_2 = 300 \text{ kg/day} \).

ii. Operation for production and purchasing: \( k = $10,000/\text{cycle} \), \( c = $10/\text{kg} \), \( p_f = 600 \text{ kg/day} \), \( c_f = $5/\text{kg} \), \( f_1 = 100 \text{ kg/day} \), \( f_r_1 = 2 \text{ kg/day} \) and \( f_r_2 = 40 \text{ kg/day} \).

iii. Operation for stock: \( h_{f,1} = $0.6/\text{kg/day} \), \( h_{f,2} = $0.4/\text{kg/day} \), \( h_{s,1} = $0.3/\text{kg/day} \) and \( h_s = $0.2/\text{kg/day} \).

iv. Defective rate of finished product: \( \theta_1 = 0.05 \) and \( \theta_2 = 0.1 \).

v. Operation for recovery activity: \( c_r = $2/\text{kg} \), \( c_{l,1} = $0.15/\text{kg} \), \( c_{l,2} = $0.1/\text{kg} \), \( r_0 = 0.1 \) and \( \lambda = 500 \).

vi. Algorithm parameter: \( \varepsilon = 0.00001 \).

vii. Time length of in-control period \( (t_c) \): This paper considers a conservative estimate to express the value of \( t_c \) due to the uncertainty of the time length of the in-control period. Assuming that the time length obeys a normal distribution, we use the lower confidence bound of time length (denoted by \( C_c \)) to express the conservative estimate under the \((1 - \alpha)\times 100\% \) confidence level, i.e.,

\[
C_c = \bar{X} - t_{1-\alpha, n-1}S/\sqrt{n},
\]

where \( \bar{X} = \sum_{i=1}^{n} x_i / n \) and \( S = \left( \sum_{i=1}^{n} (x_i - \bar{X})^2 / (n-1) \right)^{1/2} \) for the given sample \( \{x_1, x_2, ..., x_n\} \); \( t_{1-\alpha, n-1} \) is \( 1-\alpha \) quantile of Student’s T distribution with \( n-1 \) degrees of freedom. Table 2 presents historical data (28 cycles) of time length of in-control period (measured in days). First, we perform Anderson–Darling and Shapiro–Wilk normality tests with R software. The \( p \)-values in the two tests both exceed 0.1, i.e., there is no significant violation of the normal distribution. From
Table 2, we calculate the sample mean $\bar{X} = 3.4979$ days, sample standard deviation $S = 0.0556$ days and $C_e = 3.4799$ days with 95% confidence level, then let $t_c = C_e = 3.4799$ days.

| Table 2. 28 sample data of time length of in-control period. |
|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| 3.57         | 3.60         | 3.58         | 3.48         | 3.49         | 3.49         | 3.54         |
| 3.55         | 3.54         | 3.48         | 3.50         | 3.51         | 3.52         | 3.41         |
| 3.43         | 3.49         | 3.41         | 3.43         | 3.54         | 3.48         | 3.50         |
| 3.56         | 3.54         | 3.41         | 3.52         | 3.41         | 3.52         | 3.50         |

By applying the proposed algorithm, we can obtain the optimal solutions, $t_1^* = 9.6587$ days, $t_2^* = 12.4212$ days, $r' = 0.42295$, $Q^*_e = 2207.99$ kg, and $AC(t_1^*, r') = $6096.79. The three-dimensional total cost per unit time is shown in Figure 5. From Figure 5, the convexity of the total cost per unit time can be verified, and the obtained solutions are optimal for minimizing the total cost per unit time. Regarding the results of the CE activity, we can multiply the production rate of scrap returns by the production time to get the total production volume of secondary materials, i.e., $p_1 \theta_1 r t_1 + p_2 \theta_2 r (t_1 - t_2 + t_3) = 484.7007$ kg. Note that the production volume of secondary materials can also express the recycling capacity of resources in this case.

![Figure 5. Graphical illustration of the total cost per unit time $AC(t_1, r)$ with $t_1$ and $r$.](image)

4.3. Sensitivity Analysis

Based on the presented numerical example in Section 4.2, we further study the sensitivity analysis that discusses the effects of changes to system parameters ($k$, $c_{1,1}$, $c_{2,2}$, $c$, $c_p$, $c_r$, $h_{1,1}$, $h_{1,2}$, $h_{2,1}$, $h_{2,2}$, $\lambda$, $\theta_1$ and $\theta_2$) on the values of $t_1^*$, $t_2^*$, $r'$, $Q_e^*$, and $AC(t_1^*, r')$. Each parameter is adjusted separately (i.e., the others parameters are kept unchanged) by $+50\%$, $+25\%$, $-25\%$, or $-50\%$. The results of the sensitivity analysis are presented in Table 3. According to the data trend in Table 3, we find some interesting observations, which could be referred to as guide for decision-making:
Table 3. Effect of changes in various parameters based on numerical example.

| Parameters | % Change | % Change in | $t_1^*$ | $t_2^*$ | $r^*$ | $Q_n^*$ | $AC(t_1^*, r^*)$ |
|------------|----------|-------------|---------|---------|-------|--------|-----------------|
| $k$        |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $c_{t, 1}$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $c_{t, 2}$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $c_r$      |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $h_{f, 1}$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $h_{f, 2}$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $h_n$      |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $h_r$      |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $\lambda$  |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $\theta_1$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
| $\theta_2$ |          |             |         |         |       |        |                 |
| -50        | -25      | 25          | 50      | -50     | -25   | 25     | 50              |
M 1. Increasing the cost parameters \((k, c_{1,1}, c_{1,2}, c_{p}, c_{r}, h_{f,1}, h_{f,2}, h_{c}, h_{d})\) or decreasing the defective rate of finished product \((\theta_1, \theta_2)\) would lead to an increase in the total cost per unit time. Moreover, the total cost per unit time is relatively sensitive to the product cost, the defective rate of finished product at out-of-control stage, and the holding cost of product 2. From the perspective of business operations, if companies want to effectively reduce total cost per unit time, they can start from these relatively high-sensitivity parameters.

M 2. In terms of holding cost parameters \(h_{f,1}, h_{f,2}, h_{c},\) and \(h_{d},\) increasing the values of the parameters led to corresponding decreases in \(t_{1}', t_{2}'\) and \(Q_n'^{*}\) except that an increase in \(h_{f,1}\) causes increases in \(t_{2}'\). It implies that the managers should shorten the length of the production cycle as holding costs increase. As to the exception of the impact of \(h_{f,1}\) change on \(t_{2}'\), the reason is the production sequence is product 1 to product 2 in the proposed model. When the value of \(h_{f,1}\) increases, the manufacturer will shorten the length of the production cycle for product 1 and start producing product 2 ahead of schedule, resulting in an increase in the length of production cycle for product 2.

M 3. As the set-up and ordering cost increases, the values of \(t_{1}', t_{2}', r',\) and \(Q_n'^{*}\) increase. It's intuitive that the quantity of materials ordered and the recovery rate of scrap returns each time will increase and that the length of the production cycle will be extended when the fixed cost increases.

M 4. With the increase in the value of cost parameter \(c_{1,2}, c,\) or \(c_{p},\) the optimal value of \(t_{1}'\) decreases while the optimal values of \(t_{2}', r',\) and \(Q_n'^{*}\) increase.

M 5. All the optimal values of \(t_{1}', t_{2}', r',\) and \(Q_n'^{*}\) decrease as the value of \(c_{1,2}\) or \(\theta_1\) increases. This implies that the higher the opportunity cost for unreturnable defective product 2 or the defective rate of finished product at in-control stage, the longer the length of production cycle and the lower recovery rate of scrap returns and the order quantity of material will be.

M 6. When the defective rate of finished product at out-of-control stage \(\theta_1\) increases, the value of \(t_{1}'\) will decrease at an increasing rate but the value of \(t_{2}'\) will increase at a decreasing rate such that the value of \(Q_n'^{*}\) increases first and then decreases. Moreover, the recovery rate of scrap returns will be reduced when the defective rate of finished product at the out-of-control stage increases.

M 7. As the value of reproduction cost increases \(c_{r},\) the optimal values of \(t_{1}'\) and \(Q_n'^{*}\) decrease but the optimal values of \(t_{2}'\) and \(r'\) increase. This implies that the defective products should be converted to scrap returns as much as possible for recycling due to high return costs. Note that the effect of this parameter change on the optimal solutions is the same as that of the holding cost \(h_{f,1}^{*}\).

M 8. For the investment in converted equipment, \(t_{1}'\) and \(r'\) decrease but \(t_{1}', Q_n'^{*},\) and \(AC(t_{1}',r')\) increase when the value of \(\lambda\) increases. It implies that the cost-effectiveness of the investment is worse with higher values of percentage increase in investment capital to improve the recovery rate of scrap returns.

5. Conclusions

The proposed model explored the practicality of a production–inventory model with paired products mixed materials containing scrap returns in an imperfect production system. It aimed to clearly determine the production run time of both finished products, order quantity of material, and the investment capital in converted equipment to minimize the total cost per unit time. Several theoretical results were developed to verify the convexity of the optimal solutions of the model and an algorithm to find the optimal solution was also provided. Further, we took a pulp and paper manufacturing firm in Taiwan as an example to perform a numerical analysis to verify the model and conducted a sensitivity analysis to obtain managerial insights. For instance, the amount of scrap can be reduced more for the CE investment in converted equipment in order to
avoid serious waste of natural resources. In this case, 484,7007 kg material per cycle can be saved. However, the cost-effectiveness of the investment is worse with a higher percentage increase in investment capital to improve the recovery rate of scrap returns. In addition, improving production cost can effectively reduce the total cost per unit time, for example, a 34.6177% reduction in the total cost can be achieved if the unit production cost of the finished product is reduced by half. Regarding the improvement in the stock environment, one can focus on the preservation of product 2 because the change in its holding cost has the highest sensitivity to the total cost per unit time. Additionally, as to the impact of the defective rate on the recovery rate of scrap returns, the results show that the recovery rate of scrap returns should be reduced as the defective rate of finished product at the in-control stage increases while the defective rate of finished product at the out-of-control stage also increases. Based on the above, it is our belief that the results of this study should serve as a useful reference for decision makers in practical applications.

Regarding future research, there are some critical issues worthy of study. For example, it may focus on evaluating the deterioration of items, including raw materials and finished products. Additionally, the proposed model can also be extended by incorporating a pricing strategy, a variable demand rate, or allowing for shortages, trade credit, etc.
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