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ABSTRACT. We show that for many pairs of infinite cardinals $\kappa > \mu > \nu$, $(\kappa^+, \kappa) \rightarrow (\mu^+, \mu)$ is consistent relative to the consistency of a supercompact cardinal. We also show that it is consistent, relative to a huge cardinal that $(\kappa^+, \kappa) \rightarrow (\mu^+, \mu)$ for every successor cardinal $\kappa$ and every $\mu < \kappa$, answering a question of Foreman.

1. INTRODUCTION

The Downwards Löwenheim-Skolem-Tarski Theorem states that every model $M$ for a language $\mathcal{L}$, $|M| = \kappa \geq \aleph_0$, and cardinal $|\mathcal{L}| + \aleph_0 \leq \mu \leq \kappa$ there is an elementary submodel $M' \subset M$, of cardinality $\mu$. Informally speaking, this means that first order logic (with countable language) cannot distinguish between infinite cardinals.

Second order logic, in which we are allowed to quantify over subsets of the structure, is strong enough to distinguish between different infinite cardinals. For example, it is easy to express the statement “There are exactly $\aleph_\gamma$ elements in the structure” in second order logic. By a theorem of Magidor [17], a variant of the Downwards Löwenheim-Skolem Theorem for full second order logic can hold only above a supercompact cardinal. In fact, there is a specific $\Pi^1_1$-formula $\Phi$ such that if $\kappa$ is a cardinal, and for every model $M$ of cardinality at least $\kappa$ that models $\Phi$, there is an elementary submodel $M'$, $|M'| < \kappa$, $M' \models \Phi$, then there is a supercompact cardinal $\kappa_0 \leq \kappa$.

Thus, it is natural to ask how strong can be a fraction of the second order logic such that it still does not distinguish between “most” pairs of infinite cardinals. One candidate is first order logic enriched with the Chang’s Quantifier:

**Definition 1.** Let $M$ be a model. We write

$$Qx, \varphi(x, \bar{p})$$

if

$$|\{x \in M : M \models \varphi(x, \bar{p})\}| = |M|$$

We let $L(Q)$ be first order logic enriched with the quantifier $Q$. We write $M' \prec_{L(Q)} M$ if $M'$ is an elementary submodel of $M$ relative to all formulas in $L(Q)$.

**Lemma 2.** The following are equivalent for infinite cardinals $\mu < \kappa$:

1. For every model $M$ of cardinality $\kappa^+$ there is an $L(Q)$-elementary submodel of cardinality $\mu^+$.
2. For every model $M$ for a language $\mathcal{L}$ that contains a predicate $A$, if $|M| = \kappa^+$ and $|A| = \kappa$, then there is $M' \subset M$ with $|M'| = \mu^+$, $|M' \cap A| = \mu$.
3. For every function $f : (\kappa^+)^{<\omega} \rightarrow \kappa$ there is a set $X \subseteq \kappa^+$, $|X| = \mu^+$, such that $|f^*X| \leq \mu$.

The second assertion is called Chang’s Conjecture, and it is denoted by:

$$(\kappa^+, \kappa) \rightarrow (\mu^+, \mu).$$
For basic facts about Chang’s Conjecture see, for example, [14, section 7.3].

Note that if $M$ is a model of cardinality $\kappa$ of enough set theory, $M' \prec Q M$, and $|M'| = \mu$, then $\kappa$ is a successor cardinal iff $\mu$ is a successor cardinal. Thus the restriction in the above lemma to successor cardinals is unavoidable.

This is not the only instance of Chang’s Conjecture which provably fails. For example, assuming GCH, for every singular cardinal $\kappa$, and every $\mu$ such that $\mu > \text{cf} \kappa$ and $\text{cf} \mu \neq \text{cf} \kappa$, $(\kappa^+, \kappa) \not\rightarrow (\mu^+, \mu)$, [15, Lemma 1]. Without assuming GCH one can prove weaker results using Shelah’s PCF mechanism: for example $(\aleph_{\omega+1}, \aleph_\omega) \not\rightarrow (\aleph_{\alpha+1}, \aleph_{\alpha})$, implies that for every scale on $\aleph_\omega$ there are stationarily many bad points of cofinality $\omega_1$ (see [10]). It is provable that for every scale on $\aleph_\omega$ there is a club in which every ordinal of cofinality $\geq \omega_4$ is good (see, for example, [11]), and therefore $(\aleph_{\omega+1}, \aleph_\omega) \not\rightarrow (\aleph_{\alpha+1}, \aleph_{\alpha})$ for every $\alpha \geq 3$. The consistency of the cases $(\aleph_{\omega+1}, \aleph_\omega) \rightarrow (\aleph_2, \aleph_1)$ and $(\aleph_{\omega+1}, \aleph_\omega) \rightarrow (\aleph_3, \aleph_2)$ is completely open.

There are many open questions about Chang’s Conjecture at successors of singular cardinals. In this paper we will concentrate on the questions about Chang’s Conjecture at successors of regular cardinals. In Section 3 we will show how to force instances of Chang’s Conjecture of the form $(\kappa^+, \kappa) \rightarrow (\mu^+, \mu)$, where $\kappa > \mu^+$ for various values of $\kappa$ and $\mu$ from large cardinals weaker than a supercompact cardinal. This improves the known upper bounds for the consistency strength of those instances.

In Section 4 we will show that it is consistent relative to a huge cardinal that for every successor $\kappa$ and every $\mu < \kappa$, $(\kappa^+, \kappa) \rightarrow (\mu^+, \mu)$. This answers a question of Foreman from [9, Section 12, Question 7].

In Section 5 we will construct a model in which for all $m < n < \omega$, $(\aleph_{n+1}, \aleph_n) \rightarrow (\aleph_{m+1}, \aleph_m)$ and $(\aleph_{n+1}, \aleph_n) \rightarrow (\aleph_1, \aleph_0)$.

Our notations are mostly standard. We work in ZFC, and specify any usage of large cardinals. For basic facts about forcing see [13]. For standard facts and definitions about large cardinals, see [14].

2. Preliminaries and Preservation Lemmas

We begin with some standard notations and definitions.

**Definition 3** (Levy collapse). Let $\kappa < \lambda$ be cardinals. $\text{Col}(\kappa, \lambda)$ is the set of all partial functions, $f : \kappa \rightarrow \lambda$, $|\text{dom} \ f| < \kappa$, ordered by reverse inclusion.

$\text{Col}(\kappa, \lambda)$ adds a surjection from $\kappa$ onto $\lambda$. If $\kappa$ is regular cardinal, this forcing is $\kappa$-closed. The forcing $\text{Col}(\kappa^+, \kappa)$ is the product with support $< \kappa$ of $\text{Col}(\kappa, \alpha)$, $\alpha < \lambda$. If $\lambda$ is inaccessible then this forcing is $\lambda$-c.c.

**Definition 4** (Easton Collapse, Shioya). [21] Let $\kappa < \lambda$ be cardinals. $\text{E}(\kappa, \lambda)$ is the Easton-support product of $\text{Col}(\kappa, \alpha)$, over inaccessible $\alpha \in (\kappa, \lambda)$.

**Definition 5.** A partial order $P$ has precaliber $\kappa$ if for every $A \subseteq P$ of size $\kappa$, there is $B \subseteq A$ of size $\kappa$ that generates a filter.

**Lemma 6.** Assume that $\kappa$ is regular and $\lambda$ is Mahlo. Then $\text{E}(\kappa, \lambda)$ has precaliber $\lambda$ and is $\kappa$-closed.

The following absorption lemmas will be important in our use of huge cardinal embeddings.

**Lemma 7** (Folklore). If $P$ is $\kappa$-closed and forces $|P| = \kappa$, then $P$ is forcing-equivalent to $\text{Col}(\kappa, |P|)$.

The following notion and lemma are due to Laver, which we will show in somewhat more generality in Lemma 25.
Lemma 9. If $\hat{Q}$ is a $\mathbb{P}$-name for a partial order, then the identity map from $\mathbb{P} \times T(\mathbb{P}, \hat{Q})$ to $\mathbb{P} \ast \hat{Q}$ is a projection.

In this paper, we will use Erdős-Rado theorem repeatedly. Since, at some points, we will need to refer to its proof we provide here a proof as well for the case that interests us.

Theorem 10 (Erdős-Rado). Let $\kappa$ be a regular cardinal and let $\rho < \kappa$.

$$(2^{<\kappa})^+ \rightarrow (\kappa + 1)^2$$

Namely, for every function $f$ from the unordered pairs of $(2^{<\kappa})^+$ to $\rho$ there is a set $H$ of order type $\kappa + 1$ and an ordinal $\alpha$ such that for all $x, y \in H$, $f(x, y) = \alpha$.

Proof. Let $\lambda = (2^{<\kappa})^+$. Let $M$ be an elementary submodel of $H(\chi)$ (for large enough $\chi$), with $f \in M$, $\kappa^M \subseteq M$, $M \cap \lambda$ is an ordinal and $|M| = 2^{<\kappa}$.

Let $\delta = M \cap \lambda$. By the closure assumptions on $M$, $\delta \geq \kappa$. Let us construct, by induction, an increasing sequence of ordinals $\alpha_i \in M$ such that:

$$\forall i < j \leq \kappa, f(\alpha_i, \alpha_j) = f(\alpha_i, \delta)$$

Assume $\eta < \kappa$ and we have constructed the first $\eta$ members of the sequence $\langle \alpha_i : i < \eta \rangle$. The element $r = \langle f(\alpha_i, \delta) : i < \eta \rangle \in \eta^\rho$ belongs to $M$, as $M$ is closed under $<\kappa$-sequences and thus contains $H(\kappa)$. Similarly, the function $g : \eta \rightarrow M \cap \lambda$, $g(i) = \alpha_i$, belongs to $M$.

$$H(\chi) \models \exists \zeta, \forall i < \eta, f(g(i), \zeta) = r(i), \zeta > \sup g'' \eta$$

as witnessed by $\zeta = \delta$. By elementarity, the same holds in $M$, so there is $\zeta \in M$ such that $f(\alpha_i, \zeta) = r(i) = f(\alpha_i, \delta)$ for all $i < \eta$. Take $\alpha_\eta = \zeta$.

Next, let us narrow down the sequence $\langle \alpha_i : i < \kappa \rangle$ to a homogeneous set. Let $\rho_i = f(\alpha_i, \delta) < \rho$. Since $\kappa$ is regular and $\rho < \kappa$, there is some $\rho_\kappa < \kappa$ and an unbounded set $I \subseteq \kappa$ such that for all $i \in I$, $\rho_i = \rho_\kappa$. Let $H = \{\alpha_i : i \in I\} \cup \{\delta\}$. For every $\alpha < \beta$ in $H$, $f(\alpha, \beta) = f(\alpha, \delta) = \rho_\kappa$, as wanted. \hfill $\square$

Remark 11. The same proof shows that whenever $\kappa$ is regular, $\lambda^{<\kappa} = \lambda$, and

$$f : [\lambda^+]^2 \rightarrow \lambda,$$

there is an increasing sequence of ordinals $\langle \alpha_i : i < \kappa + 1 \rangle$, $\delta = \alpha_\kappa$ such that $f(\alpha_i, \alpha_j) = f(\alpha_i, \delta)$ for all $i < j < \kappa$. This observation will come in handy later.

In this paper, we are interested in transfer properties between pairs of cardinals. However, consideration of transfer between larger collections of cardinals will aid in the investigation of pairs. Suppose $\langle \lambda_i \rangle_{i \in I}, \langle \kappa_i \rangle_{i \in I}$ are sequences of cardinals. The notation

$$\langle \lambda_i \rangle_{i \in I} \leftrightarrow \langle \kappa_i \rangle_{i \in I}$$

signifies the assertion that for every $f : [\lambda]^{<\omega} \rightarrow \lambda$, where $\lambda = \sup \lambda_i$, there is $X \subseteq \lambda$ closed under $f$ such that $|X \cap \lambda_i| = \kappa_i$ for each $i \in I$.

Let us note a few easy facts about these principles:

- If $J \subseteq I$ and $\langle \lambda_i \rangle_{i \in I} \rightarrow \langle \kappa_i \rangle_{i \in I}$, then $\langle \lambda_i \rangle_{i \in J} \rightarrow \langle \kappa_i \rangle_{i \in J}$.
- If $\langle \lambda_i \rangle_{i \in I} \rightarrow \langle \kappa_i \rangle_{i \in I}$ and $\langle \mu_i \rangle_{i \in I}$, then $\langle \lambda_i \rangle_{i \in I} \rightarrow \langle \mu_i \rangle_{i \in I}$.
- If $\lambda_j, \kappa_j$ are the maximum elements of $\langle \lambda_i \rangle_{i \in I}, \langle \kappa_i \rangle_{i \in I}$ respectively, $\lambda' \geq \lambda_j$, and $\kappa_j > \kappa' \geq \sup_{i \in J} \kappa_i$, then $\langle \{(j, X') \cup \langle \lambda_i \rangle_{i \in I} \cup \langle \kappa_i \rangle_{i \in J} \} \cup \langle \kappa_i \rangle_{i \in J} \rangle_{i \in I}$
During the construction of our models, we would like to use the fact that Chang’s Conjecture is indestructible under a wide variety of forcing notions.

**Definition 12.** If \( \lambda_1 \geq \lambda_0 \) and \( \kappa_1 \geq \kappa_0 \) are cardinals and \( \xi \) is an ordinal, let
\[
(\lambda_1, \lambda_0) \rightarrow_\xi (\kappa_1, \kappa_0)
\]
stand for the statement that for all \( f : \lambda_1^{< \omega} \rightarrow \lambda_1 \), there is \( X \subseteq \lambda_1 \) of size \( \kappa_1 \) such that \( f''(X^{< \omega}) \subseteq X \), \( |X \cap \lambda_1| = \kappa_0 \), and \( \xi \subseteq X \).

**Lemma 13 (Folklore).** The statement \( (\lambda_1, \lambda_0) \rightarrow_\kappa (\kappa_1, \kappa_0) \) is preserved by \( \kappa_0^+ \)-c.c. forcing.

**Proof.** Suppose \( \mathbb{P} \) is a \( \kappa_0^+ \)-c.c. forcing and \( \dot{f} \) is a \( \mathbb{P} \)-name for a function from \( \lambda_1^{< \omega} \) to \( \lambda_1 \). For every \( x \in \lambda_1^{< \omega} \), let us look at the \( \mathbb{P} \)-name \( \dot{f}(x) \). By the chain condition of \( \mathbb{P} \), the set of possible values for \( \dot{f}(x) \) has size \( \leq \kappa_0 \). If \( g(\alpha, x) \) returns the \( \alpha \)-th possible value for \( \dot{f}(x) \), then a set closed under \( g \) of the appropriate type will be closed under \( \dot{f} \) in the extension by \( \mathbb{P} \).

**Lemma 14.** Suppose either \( \lambda_0 = \kappa_0^+ \), or there is \( \lambda \leq \lambda_0 \) such that \( \lambda_0 = \lambda^+ \) and \( \lambda^{\kappa_0} \leq \lambda \). If \( (\lambda_1, \lambda_0) \rightarrow_\xi (\kappa_1, \kappa_0) \), then \( (\lambda_1, \lambda_0) \rightarrow_\kappa (\kappa_1, \kappa_0) \).

**Proof.** See [8 Section 2.2.1].

Under GCH, in many cases \( (\lambda_1, \lambda_0) \rightarrow (\kappa_1, \kappa_0) \) implies \( (\lambda_1, \lambda_0) \rightarrow_{\kappa_1} (\kappa_1, \kappa_0) \) (see [8 Proposition 19]). For example, this is true for regular cardinals \( \kappa_0, \kappa_1, \lambda_0, \lambda_1 \). Foreman [7] proved the next result for the case where \( \mathbb{P} \) is trivial.

**Lemma 15.** Let \( \kappa_1 \) be regular. Suppose \( \mathbb{P} \) is \( \kappa_1 \)-c.c., \( \mathbb{Q} \) is \( \kappa_1 \)-closed, and \( \Vdash_{\mathbb{P}} \dot{R} \triangleleft \dot{Q} \). If \( \Vdash_{\mathbb{P}} (\kappa_1, \kappa_0) \rightarrow (\mu_1, \mu_0) \), then \( \Vdash_{\mathbb{P} + \mathbb{Q}} (\kappa_1, \kappa_0) \rightarrow (\mu_1, \mu_0) \).

**Proof.** First, let us claim that if \( \mathbb{P} \times \mathbb{Q} \) forces that \( (\kappa_1, \kappa_0) \rightarrow (\mu_1, \mu_0) \) holds then also \( \Vdash_{\mathbb{P} + \mathbb{Q}} (\kappa_1, \kappa_0) \rightarrow (\mu_1, \mu_0) \).

By Easton’s lemma, \( \Vdash_{\mathbb{P}} \text{“} \mathbb{Q} \text{ is } \kappa_1 \text{-distributive,”} \) thus \( \Vdash_{\mathbb{P} + \mathbb{Q}} \text{“} \mathbb{Q}/\mathbb{R} \text{ is } \kappa_1 \text{-distributive.”} \)

Let \( G \ast \dot{H} \) be \( \mathbb{P} \ast \dot{R} \)-generic, and let \( f : \kappa_1^{< \omega} \rightarrow \kappa_1 \) be in \( V[G][\dot{H}] \). If \( \dot{H}' \) is \( \mathbb{Q}/\mathbb{R} \)-generic, then in \( V[G][\dot{H}][\dot{H}'] \), there is an \( X \subseteq \kappa_1 \) closed under \( f \) such that \( |X| = \mu_1 \) and \( |X \cap \kappa_0| = \mu_0 \). By the distributivity of \( \mathbb{Q}/\mathbb{R} \), \( X \in V[G][\dot{H}][\dot{H}'] \).

Now suppose \( \Vdash_{\mathbb{P} \times \mathbb{Q}} \text{“} f : \kappa_1^{< \omega} \rightarrow \kappa_1 \text{”} \). Let \( \langle \kappa_0 \rangle : \alpha < \kappa_1 \rangle \) enumerate \( \kappa_1^{< \omega} \), and let \( (p, q) \in \mathbb{P} \times \mathbb{Q} \) be arbitrary. Let \( (p_0^\alpha, q_0^\alpha) \) decidise \( \dot{f}(s_\alpha) \), with \( (p^\alpha_0, q^\alpha_0) \subseteq (p, q) \). If possible, choose \( p^\gamma_0 \perp p_0^\alpha \) also below \( p_0 \), and let \( q_0^\gamma \leq q_0^\alpha \) be such that \( (p_0^\gamma, q_0^\gamma) \) decides \( f(s_\gamma) \). For as long as possible, keep choosing a sequence of pairs \( (p_0^\alpha, q_0^\alpha) \), such that the \( p_0^\alpha \)'s form an antichain below \( p \) and the \( q_0^\alpha \)'s form a descending sequence. If we have chosen less than \( \kappa_1 q_0^\alpha \)'s, we can choose a condition below all of them by \( \kappa_1 \)-closure. By the \( \kappa_1 \)-c.c., this must terminate at some \( \eta_0 < \kappa_1 \), at which point \( \langle p_0^\alpha : \alpha < \eta_0 \rangle \) is a maximal antichain below \( p \). Let \( q_0^\eta \leq q_0^\alpha \) for all \( \alpha < \eta_0 \). Next, do the same with respect to \( f(\kappa_1) \), but starting with \( q_1^0 \leq q_0^\eta \). Continuing in this way, we get maximal antichains \( \langle p_0^\alpha : \beta < \eta_3 \rangle \rightarrow_{\mathbb{P} \times \mathbb{Q}} \) for each \( \alpha < \kappa_1 \), and a descending sequence \( \langle q_0^\alpha : \alpha < \kappa_1 \rangle \), with the property that whenever \( \alpha < \kappa_1, \beta < \eta_0 \) and \( \alpha < \gamma < \kappa_1, \beta < \eta_0 \), we have chosen less than \( \kappa^\alpha_q \) below \( \gamma \).

Let \( G \subseteq \mathbb{P} \) be generic over \( V \) with \( p \in G \). For each \( \alpha < \kappa_1 \), there is a unique \( \beta < \eta_0 \) such that \( p_0^\alpha = \dot{p}^\alpha_0 \in G \). In \( V[G] \), define a function \( f' : \kappa_1^{< \omega} \rightarrow \kappa_1 \) by \( f'(s_\alpha) = \beta \) iff \( (p_0^\alpha, q_0^\alpha) \Vdash_{\mathbb{P} \times \mathbb{Q}} \dot{f}(s_\alpha) = \beta \). By the hypothesis about \( \mathbb{P} \), let \( X \subseteq \kappa_1 \) be such that \( X \) is closed under \( f' \), \( |X| = \mu_1 \) and \( |X \cap \kappa_0| = \mu_0 \). Let \( \gamma < \kappa_1 \) be such that \( X^{< \omega} \subseteq \{ s_\alpha : \alpha < \gamma \} \). Next, take \( H \subseteq \mathbb{Q} \) generic over \( V[G] \) with \( q_0^\eta \in H \).

Then for all \( \alpha < \gamma \), \( \dot{f}^{G \ast \dot{X}}(s_\alpha) = f'(s_\alpha) \) since \( (p_\alpha^\eta, q_\alpha^\eta) \leq \gamma \), \( \subseteq G \times H \). As \( (p, q) \) was arbitrary, \( \mathbb{P} \times \mathbb{Q} \) forces that there is \( X \subseteq \kappa_1 \) closed under \( f \) such that \( |X \cap \kappa_0| = \mu_0 \).
3. Local Chang’s Conjecture from Subcompact Cardinals

In this section we will prove the consistency of certain instances of Chang’s Conjecture relative to the existence of large cardinals at the level of supercompact cardinals.

We start with the concept of subcompactness. This large cardinal notion was isolated by Jensen. We will use a generalization due to Brooke-Taylor and Friedman.

**Definition 16.** Let $\kappa \leq \lambda$ be cardinals. $\kappa$ is $\lambda$-subcompact if for every $A \subseteq H(\lambda)$ there are $\bar{\kappa}, \lambda < \kappa$, $A \subseteq H(\bar{\lambda})$ and an elementary embedding $j : \langle H(\lambda), \bar{A}, \bar{e} \rangle \rightarrow \langle H(\bar{\lambda}), A, \bar{e} \rangle$ with critical point $\bar{\kappa}$ and $j(\bar{\kappa}) = \kappa$.

Following Neeman and Steel, we say that $\kappa$ is $(+\alpha)$-subcompact if it is $\kappa^{+\alpha}$-subcompact.

It follows immediately from a theorem of Magidor [17, Lemma 1], that $\kappa$ is $\lambda$-subcompact for all $\lambda$ iff $\kappa$ is supercompact. Nevertheless, subcompactness is level-by-level weaker than supercompactness.

Assuming GCH, if $\kappa$ is $\kappa^{+\alpha+1}$-supercompact cardinal and $\alpha < \kappa$, then $\kappa$ is $(+\alpha + 1)$-subcompact and the normal measure derived from the supercompact embedding concentrates on $(+\alpha + 1)$-subcompact cardinals.

On the other hand, if $\kappa$ is $(+\alpha + 2)$-subcompact then there are unboundedly many cardinals $\rho < \kappa$ such that $\rho$ is $\rho^{+\alpha+1}$-supercompact.

**Theorem 17.** Assume GCH. Let $\kappa$ be $(+2)$-subcompact. Then for every regular $\mu < \kappa$ there is $\rho < \kappa$ such that forcing with $Col(\mu, \rho^+) \times Col(\rho^+, \kappa)$ forces $(\mu^+, \mu^+) \rightarrow (\mu^+, \mu)$.

**Proof.** As a warm-up, let us show first an easier fact:

**Claim 18.** There is $\rho < \kappa$ such that $(\kappa^{++}, \kappa^+) \rightarrow (\rho^+, \rho^+)$

**Proof.** Let $\kappa$ be a $(+2)$-subcompact cardinal. Assume, toward a contradiction, that for every $\rho < \kappa$, $(\kappa^{++}, \kappa^+) \nrightarrow (\rho^+, \rho^+)$. In particular, for every $\rho < \kappa$ we can pick a function $f_\rho : (\kappa^{++})^\omega \rightarrow \kappa^+$ such that for every $A \subseteq \kappa^{++}$, $|A| = \rho^+$, $|f_\rho(A)^\omega| = \rho^+$.

Let us code the sequence $\langle f_\eta : \eta < \kappa \rangle$ as a subset of $H(\kappa^{++})$. By the $(+2)$-subcompactness of $\kappa$, there $\rho < \kappa$ and elementary embedding:

$$j : \langle H(\rho^+), \bar{e}, \langle g_\eta : \eta < \rho \rangle \rangle \rightarrow \langle H(\kappa^{++}), \bar{e}, \langle f_\eta : \eta < \kappa \rangle \rangle$$

Let us look at $A = j'' \rho^+$. By the definition of $f_\rho$, $f_\rho(A)^\omega$ has cardinality $\rho^{++}$. In particular, there is a sequence of finite subsets of $A$, $\langle a_\xi : \xi < \rho^+ \rangle$, such that $f_\rho(a_\xi) < f_\rho(a_\zeta) < \kappa^+$ for all $\xi < \zeta < \rho^+$. Since $a_\xi$ is a finite subset of $j'' \rho^+$, $a_\xi = j(b_\xi)$, where $b_\xi$ is a finite subset of $\rho^+$. For every pair $\xi < \zeta$, by elementarity, there is some $\eta < \rho$ such that $g_\eta(b_\xi) < g_\eta(b_\zeta) < \rho^+$.

Let us define for $\xi < \zeta < \rho^+$, $c(\xi, \zeta) = \min \{ \eta < \rho : g_\eta(b_\xi) < g_\eta(b_\zeta) \}$. $c$ is a coloring of the pairs of ordinals below $\rho^+$. By GCH, $2^\rho = \rho^+$. By the Erdős-Rado Theorem, there is a homogeneous subset of $\rho^{++}$ with order type $\rho^+ + 1$, $H$. Let $\eta$ be its color.

Let us look at the sequence $\langle g_\eta(b_\xi) : \xi \in H \rangle$. This is an increasing sequence of length $\rho^+ + 1$ of ordinals below $\rho^+$ - a contradiction.

Let us now return to the proof of the theorem, which is very similar to the proof of the claim.

Let $\mathbb{L}_\rho = Col(\mu, \rho^+) \times Col(\rho^{++}, \kappa)$. 


For every $\rho$ is elementary. As before, let us look at $\lambda$, $\eta$ to be decreasing. Let $\delta$ be the sequence $\lambda, \eta$ that for all successor $\beta$, $\lambda(\beta)$ is $\eta$. Let us define a coloring, $\rho: \alpha < \rho^+$ be a sequence such that $\rho(\alpha) = \rho^+$ for some $\beta$ and some condition $\gamma$. We conclude that in the generic extension relative to the forcing $\Col(\mu, \rho^+)$, there is a subset of $\rho^+$ of order type $\rho^+ + 1$, which is impossible.

A similar method can be used in order to get instances of Chang’s Conjecture with larger gaps between the cardinals, starting from stronger large cardinal assumptions:

**Theorem 19.** Assume GCH, and let $\alpha \geq 2$ be an ordinal. If there is $\kappa > \alpha$ such that $\kappa$ is $(+\alpha)$-subcompact cardinal then there is $\rho < \kappa$ such that $\langle \kappa^+ \rangle_{1 \leq i \leq \alpha} \rightarrow \langle \rho^+ \rangle_{1 \leq i \leq \alpha}$. Moreover, if $\alpha$ is a successor ordinal, we may find $\rho < \kappa$ such that

$$\Vdash_{\Col(\rho^+ \alpha^+, \kappa)} \langle \rho^+ \alpha^+ + i \rangle_{1 \leq i \leq \alpha} \rightarrow \langle \rho^+ \rangle_{1 \leq i \leq \alpha}.$$  

**Proof.** We will only sketch the case when we collapse cardinals. Towards a contradiction, suppose $\kappa$ is $(+\alpha)$-subcompact cardinal and there is no such $\rho < \kappa$. Let $\langle \delta \rangle: \eta < \kappa$ be a sequence such that $\delta$ is a $\Col(\rho^+ \alpha^+, \kappa)$-name for a counterexample. Let $\rho < \kappa$ be such that there is an elementary embedding $\lambda: \langle \delta \rangle: \eta < \kappa \rightarrow \langle \kappa^+ \rangle_{1 \leq i \leq \alpha}$. Let $A = f^\rho_{\eta}$, and consider a $\Col(\rho^+ \alpha^+, \kappa)$-name for $f^\rho_{\eta} \Vdash A$. We may assume that $\Vdash A \subseteq f^\rho_{\eta} A$, and so that $\Vdash f^\rho_{\eta} A \cap \rho^+ \alpha^+ i \geq \rho^+ 1$ for $1 \leq i \leq \alpha$. It suffices to prove that for all successor $\beta < \alpha$, $\Vdash f^\rho_{\eta} A \cap \rho^+ \alpha^+ \beta = \rho^+ \beta$, since the limit cases follow by continuity. For such $\beta$, the argument proceeds exactly as before.
Remark 20. Suppose that in the above, \( \alpha \) is the successor of a limit ordinal \( \lambda \). Using the lemmas of the previous section, we can then force with \( \text{Col}(\mu, \rho^{+\lambda}) \), where \( \mu \leq \text{cf}(\lambda) \), to obtain \( (\mu^{+\lambda+1}, \mu^{+\lambda}) \Rightarrow (\mu^{+\lambda}, \mu) \). This gives an alternate proof of consistency results from [12].

In the next theorem, we will get the consistency of instances of Chang’s Conjecture where the source is double successor of singular cardinal, e.g. \((\mathcal{R}_{\omega+2}, \mathcal{R}_{\omega+1}) \Rightarrow (\mathcal{R}_{n+1}, \mathcal{R}_n)\). In order to achieve this, we need to start with slightly stronger assumption.

Lemma 21. Assume GCH. Let \( \kappa \) be \( \kappa^{++} \)-supercompact cardinal and let \( \mathcal{U} \) be a normal measure on \( \kappa \), derived from a supercompact embedding.

1. There is a set of measure one \( A \) such that for all \( \rho \in A \), \((\kappa^{++}, \kappa^+) \Rightarrow (\rho^{+\omega}, \rho^{+\omega})\). Moreover, there is a set of measure one \( A' \) such that for every \( \rho \in A' \) and every forcing notion of cardinality \( \leq \rho^{+\omega} \), \( Q \prec \mathcal{U} \times \text{Col}(\rho^{+\omega}, \kappa) \) forces \((\kappa^{++}, \kappa^+) \Rightarrow (\rho^{+\omega}, [\rho^{+\omega}])\).

2. For every \( \rho \in A \), there is a set \( B_\rho \in \mathcal{U} \) such that for every \( \eta \in B_\rho \), \((\eta^{+\omega}, \eta^{+\omega}) \Rightarrow (\rho^{+\omega}, \rho^{+\omega})\). Moreover, for every \( \rho \in A' \), there \( B'_\rho \in \mathcal{U} \) such that for every \( \eta \in B'_\rho \) and every forcing notion \( Q \), \( |Q| \leq \rho^{+\omega} \), \( Q \prec \text{Col}(\rho^{+\omega}, \eta) \) forces \((\eta^{+\omega}, \eta^{+\omega}) \Rightarrow (\rho^{+\omega}, [\rho^{+\omega}])\).

3. There is \( C \in \mathcal{U} \) such that for every \( \zeta < \xi \in C \), \((\xi^{++}, \xi^+) \Rightarrow (\zeta^{++}, \zeta^+)\) and moreover for every forcing notion \( Q \) or cardinality \( \leq \zeta^+ \), \( Q \prec \text{Col}(\zeta^{++}, \xi) \) forces \((\zeta^{++}, \zeta^+) \Rightarrow (\zeta^{++}, [\zeta^+])\).

Proof. Let us show the first assertion. Assume otherwise, and let us pick \( \check{f}_\rho, Q_\rho \) witnessing it. Namely:

1. \( Q_\rho \) is a forcing notion of cardinality \( \leq \rho^{+\omega} \).

2. \( \check{f}_\rho \) is a name for a function from \((\kappa^{++})^{<\omega}\) into \( \kappa^+ \) in the forcing \( Q_\rho \times \text{Col}(\rho^{+\omega}, \kappa) \).

3. For every set of cardinality \( \rho^{+\omega} \), \( X \subseteq \kappa^{++} \)

\[ \Vdash_{Q_\rho \times \text{Col}(\rho^{+\omega}, \kappa)} \check{f}_\rho^\mu \forall X^{<\omega} = \rho^{+\omega} \]

Let us assume, without loss of generality, that \( Q_\rho \) is a partial order on \( \rho^{+\omega} \).

Let \( j : V \rightarrow M \) be a \( \kappa^{++} \)-supercompact embedding such that

\[ \mathcal{U} = \{ Y \subseteq \kappa : \kappa \in j(Y) \} \]

Let us work in \( M \). There, by elementarity, the forcing \( j(Q)_\kappa \times \text{Col}(\kappa^{++}, j(\kappa)) \) adds a function \( j(\check{f})_\kappa : j(\kappa^{++})^{<\omega} \rightarrow j(\kappa^+) \) such that for every \( X \subseteq j(\kappa^{++}) \) of cardinality \( (\kappa^{++})^M = \kappa^{++} \)

\[ \Vdash_{j(Q)_\kappa \times \text{Col}(\kappa^{++}, j(\kappa))} j(\check{f})_\kappa \forall X^{<\omega} = j^{++} \]

Take \( X = j^{\kappa^{++}} \). Let us denote \( L = j(Q)_\kappa \times \text{Col}(\kappa^{++}, j(\kappa)) \). By the same arguments of Theorem [17], we can find a sequence of conditions \( p_\beta \in L \) and \( a_\alpha \subseteq \kappa^{++} \), finite, such that for every \( \alpha < \beta, p_\beta \Vdash j(\check{f})_\kappa(j(a_\alpha)) < j(\check{f})_\kappa(j(a_\beta)) \). Reflecting this fact back to \( V \), we obtain that for every \( \alpha < \beta < \kappa^{++} \) there is an ordinal \( \rho < \kappa \) and a condition \( r \in Q_\rho \times \text{Col}(\rho^{+\omega}, \kappa) \) such that

\[ r \Vdash Q_\rho \times \text{Col}(\rho^{+\omega}, \kappa) \check{f}_\rho(a_\alpha) < f_\rho(a_\beta) < \check{f}_\rho(a_\alpha) \]

This defines a coloring of pairs of elements in \( \kappa^{++} \) with \( \kappa \) many colors. By Erdős-Rado, there is a homogeneous set of order type \( \kappa^{++} + 1 \), which is impossible.

The second statement follows from the reflection properties of the supercompact cardinal. For the third statement take \( C = A \cap \triangle_{\rho \in A} B_\rho \). \qed
**Theorem 22.** Assume GCH. Let \( \kappa \) be \( \kappa^{++} \)-supercompact and let \( \mu < \kappa \) be regular. There is a generic extension in which \( \kappa = \mu^{+\omega} \) and 
\[
(\kappa^{++}, \kappa^+) \rightarrow (\mu^+, \mu).
\]

**Proof.** Let us consider the Prikry type forcing with collapses relative to a normal measure \( \mathcal{U} \) on \( \kappa \) which is a projection of \( \kappa^{++} \)-supercompact measure. Let us describe explicitly the conditions in the forcing notion.

Let \( \mu : V \rightarrow M \) be the ultrapower embedding. Let us consider the forcing notion \( \text{Col}^M((\kappa^{++})^M, j(\kappa)) \). This forcing is \( \kappa^+ \)-closed (in \( V \)) and by standard counting arguments, it has only \( |\mathcal{P}^M(j(\kappa))|^V = \kappa^+ \) dense subsets in \( M \). Therefore, there is an \( M \)-generic filter for \( \text{Col}^M((\kappa^{++})^M, j(\kappa)) \) in \( V, K \).

Let us define the conditions for the forcing, \( \mathbb{P} \).

\[
p = \langle \alpha_0, f_0, \ldots, \alpha_{n-1}, f_{n-1}, A, F \rangle
\]
is a condition in \( \mathbb{P} \) iff:

1. \( \mu < \alpha_0 < \cdots < \alpha_{n-1} < \kappa \).
2. \( f_i \in \text{Col}(\alpha_i^{++}, \alpha_{i+1}) \) for \( i < n - 1 \), and \( f_{n-1} \in \text{Col}(\alpha_{n-1}^{++}, \kappa) \).
3. \( A \in \mathcal{U} \) and \( \inf A > \alpha_{n-1}^{++} + \text{rank } f_{n-1} \).
4. \( F : A \rightarrow V \), for every \( \alpha \in A, F(\alpha) \in \text{Col}(\alpha^{++}, \kappa) \) and \( [F]_{\mathcal{U}} \in \mathcal{K} \).

Let \( p, q \in \mathbb{P} \).

\[
p = \langle \alpha_0, f_0, \ldots, \alpha_{n-1}, f_{n-1}, A, F \rangle 
q = \langle \beta_0, g_0, \ldots, \beta_{m-1}, g_{m-1}, B, G \rangle
\]

\( p \leq q \) iff:

1. \( n \geq m \).
2. For every \( i < m \), \( \alpha_i = \beta_i \).
3. For every \( i < m \), \( f_i \supseteq g_i \).
4. If \( m \leq i < n \), then \( \alpha_i \in B \) and \( f_i \supseteq G(\alpha_i) \).
5. \( A \subseteq B \) and for all \( \alpha \in A, F(\alpha) \supseteq G(\alpha) \).

We say that \( p \equiv q \) if \( p \leq q \) and they have the same length.

**Claim 23.** \( \mathbb{P} \) satisfies the Prikry property. Namely, for every statement \( \Phi \) in the forcing language and condition \( p \in \mathbb{P} \), there is \( q \leq^* p \) that decides the truth value of \( \Phi \).

This is folklore, and a complete proof can be found in [6]. We remark that there are some minor differences between the presentation here and our presentation. As is standard, if \( p = \langle \alpha_0, f_0, \ldots, \alpha_n, f_n, A, F \rangle \), then \( \mathbb{P} \upharpoonright p \cong \text{Col}(\alpha_0^{++}, \alpha_1) \times \cdots \times \text{Col}(\alpha_{n-1}^{++}, \alpha_n) \times \mathcal{Q} \), where \( \mathcal{Q} \) adds no subsets of \( \alpha_n^{+\omega} \).

Since conditions with the same stem are compatible, \( \mathbb{P} \) is \( \kappa^{++} \)-c.c. Moreover, every \( \kappa^{+\omega} \)-sized set of conditions sharing a common stem has a lower bound with the same stem. From the Prikry property and the chain condition, we conclude that every cardinal greater than or equal to \( \kappa \) is preserved and that \( \kappa \) becomes \( \alpha_0^{+\omega} \).

Let \( X_0 = \{ \alpha < \kappa : \forall g \exists Y \exists F(\alpha, g, Y, F) \models (\kappa^{++}, \kappa^+) \rightarrow (\alpha^{++}, \alpha^+) \} \), \( X_1 = \{ \alpha < \kappa : \exists g \exists Y \exists F(\alpha, g, Y, F) \models (\kappa^{++}, \kappa^+) \rightarrow (\alpha^{++}, \alpha^+) \} \).

By the Prikry property, either \( X_0 \) or \( X_1 \) is in \( \mathcal{U} \). Towards a contradiction, suppose \( X_1 \in \mathcal{U} \). Let \( f : (\kappa^{++})^{+\omega} \rightarrow \kappa^+ \) be a name for a function such that if \( p_\alpha \) witnesses \( \alpha \in X_1 \), then \( p_\alpha \) forces that for all \( A \subseteq \kappa^{++} \) of size \( \alpha^{++} \), \( |f^A^{+\omega}| = \alpha^+ \).

Let \( \mathbb{P} : V \rightarrow M \) be a \( \kappa^{++} \)-supercompact embedding such that the normal measure on \( \kappa \) that it defines is the one that we use in the Prikry forcing. Let \( A = j^+ \kappa^{++} \). By hypothesis, there is a condition \( p = j(p)_\kappa = \langle \kappa, g, Y, F \rangle \in j(\mathbb{P}) \) such that \( p \equiv_M j(\mathbb{P}) \)

\[
|j(f)^A^{+\omega}| = \kappa^{++}. \text{ There is a sequence of names } \langle b_\alpha : \alpha < \kappa^{++} \rangle \subseteq A^{+\omega} \text{ such that }
\]
$p$ forces $\langle \hat{f}(b_\alpha) : \alpha < \kappa^+ \rangle$ is an increasing sequence of ordinals below $j(\kappa^+)$. The sequence of $b_\alpha$’s is forced to be $j''\tilde{a}$, where $\tilde{a}$ is a sequence contained in $\langle \kappa^+ \rangle^{< \omega}$. Let $q = \langle \kappa, \gamma, \eta, Y', F' \rangle \leq p$. By the Prikry property, $\tilde{a}$ is added by the factor $\Col(\kappa^+, \gamma)$, and there is an extension $q'$ of $q$ of the same length that decides on a $\Col(\kappa^+, \gamma)$-name $\hat{\tau}$ for $\tilde{a}$.

Let $\langle r_\alpha : \alpha < \kappa^+ \rangle$ be a descending sequence of conditions in $\Col(\kappa^+, \gamma)$ such that $r_0 \leq g_0$, and $r_\alpha$ decides a value $a_\alpha$ the $\alpha$-th value in the vector $\hat{\tau}, \hat{\tau}(\alpha)$. Thus we have that for each $\alpha < \beta < \kappa^+$,

$$\langle \kappa, r_\beta, \gamma, q, F' \rangle \Vdash j(\hat{\tau})(j(a_\alpha)) < j(\hat{\tau})(j(a_\beta)) < j(\kappa^+).$$

Reflecting this downwards to $V$, we have the following coloring problem: For every pair of ordinals, $\alpha < \beta < \kappa^+$, there is a condition $p_{\alpha, \beta}$ that forces $\hat{f}(a_\alpha) < \hat{f}(a_\beta) < \kappa^+$. We want to show that this situation is impossible.

There are $2^\kappa$ many conditions in $\mathbb{P}$ and therefore we can think of the above coloring as a coloring from $[\kappa^+]^2$ to $2^\kappa$. By Remark 11 we obtain an ordinal $\delta < \kappa^+$ and a sequence of ordinals $\{\alpha_i : i < \kappa^+\}$, cofinal in $\delta$ such that $p_{\alpha_i, \alpha_i} = p_{\alpha_i, \delta}$ for all $\xi < \kappa^+$. Let us denote by $q_i = p_{\alpha_i, \delta}$. Let us claim that there is a condition $r$ that forces that the set $\{i < \kappa^+ : q_i \in G\}$ (where $G$ is the generic filter) is unbounded. Otherwise, using the chain condition of the forcing, we can find an ordinal $\beta < \kappa^+$ such that $\Vdash_{\beta} \{i < \kappa^+ : q_i \in G\} \subseteq \beta$. This is absurd, since $q_\beta$ forces the opposite statement.

Let $G$ be a generic filter containing $r$. Let $I = \{i < \kappa^+ : q_i \in G\}$. Since $\kappa^+$ is regular in $V[G]$, $\ot r I = \kappa^+$. For every $\xi, \zeta \in I$, $\xi < \zeta$, $p_{\alpha_\xi, \alpha_\zeta} = p_{\alpha_\xi, \delta} = q_\xi \in G$. Therefore, $V[G] \models f(\alpha_\xi) < f(\alpha_\zeta) < f(\alpha_\delta) < \kappa^+$. So, in $V[G]$, there is a sequence of ordertype $\kappa^+ + 1$ of ordinals below $\kappa^+ - \alpha$ contradiction.

Therefore, $X_0 \in \mathcal{U}$, and any condition of the form $\langle X_0, F \rangle$ forces $(\kappa^+, \kappa^+) \Vdash (\alpha_0^+, \alpha_0^+)$. If $\omega_0$ is the first member of the Prikry sequence. If we then force with $\Col(\omega, \alpha_0^+)$, we get the desired conclusion.

\begin{corollary}
It is consistent relative to $\kappa + \omega$ that for all even ordinals $\beta < \alpha \leq \omega$, $(\aleph_{n+2}, \aleph_{n+1}) \Vdash (\aleph_{\beta+2}, \aleph_{\beta+1}).$
\end{corollary}

\begin{proof}
If $p = \langle \alpha_0, \alpha_0, \ldots, \alpha_n, n, A, F \rangle \in \mathbb{P}$ as above, then 

$$\mathbb{P} \models p \Vdash \Col(\alpha_0^+, \alpha_1) \times \cdots \times \Col(\alpha_n^+, \alpha_n) \times \mathbb{P} \models \langle \alpha_0, n, A, F \rangle.$$ 

If $G \subseteq \mathbb{P}$ is generic, then for some $n_0 < \omega$, we have $(\kappa^+, \kappa^+) \Vdash (\alpha_m^+, \alpha_m^+)$ for all $m \geq n_0$. By Lemma 21 there is some $n_1 \geq n_0$ such that $(\alpha_{m+1}^+, \alpha_{m+1}^+) \Vdash (\alpha_{m+1}^+, \alpha_{m+1}^+)$ for all $m \geq n_1$. These relations continue to hold after forcing with $\Col(\omega, \alpha_{n_1})$. By the facts mentioned after Remark 11 the desired statement holds in this extension.

The learned reader may perceive how to use Radin forcing to extend the above result to obtain a model of ZFC in which for all even ordinals $\beta < \alpha$, $(\aleph_{n+2}, \aleph_{n+1}) \Vdash (\aleph_{\beta+2}, \aleph_{\beta+1})$. Instead of pursuing this line, we will now work towards showing the consistency of a “denser” global Chang's Conjecture using much stronger large cardinal assumptions, answering a question of Foreman.

\section{Global Chang's Conjecture}

In this section we obtain a model in which $(\kappa^+, \kappa) \Vdash (\mu^+, \mu)$ holds for every cardinal $\lambda$ and every successor cardinal $\kappa$, starting from a huge cardinal.
Lemma 25. Suppose \( \mu < \kappa \leq \lambda < \delta \) are regular, and \( \kappa \) and \( \delta \) are Mahlo, and

\begin{enumerate}
\item \( \models \mathbb{E}(\mu, \kappa) \), \\
\item \( \models \mathbb{E}(\mu, \kappa) \).
\end{enumerate}

Then there is a projection \( \pi : \mathbb{E}(\mu, \delta) \rightarrow (\mathbb{E}(\mu, \kappa) \circ \hat{\mathbb{Q}}) \circ (\mathbb{R} \times \hat{\mathbb{E}}(\lambda, \delta)) \) such that for all \( p \), the first coordinate of \( \pi(p) \) is \( p \upharpoonright \kappa \).

Proof. For brevity, let \( \mathbb{P} = \mathbb{E}(\mu, \kappa) \). For every inaccessible cardinal \( \alpha \in (\lambda, \delta) \), \( T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)) \) is \( \lambda \)-closed and has size \( \alpha \). By Lemma 7, \( \mathbb{P} \circ \mathrm{Col}(\lambda, \alpha) \) collapses \( \alpha \) to have size \( \lambda \), and since \( |\mathbb{P}| < \alpha \), \( T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)) \) collapses \( \alpha \) to \( \lambda \) as well and therefore \( T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)) \) is forcing-equivalent to \( \mathrm{Col}(\lambda, \alpha) \). Thus,

\[
\mathbb{P} \times \mathbb{E}(\lambda, \delta) \cong \mathbb{P} \times \prod_{\alpha \in (\lambda, \delta) \cap I} T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)),
\]

where \( I \) is the class of inaccessible cardinals, and the superscript \( E \) indicates that Easton supports are used. We define a projection

\[
\pi_0 : \mathbb{P} \times \prod_{\alpha \in (\lambda, \delta) \cap I} T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)) \rightarrow \mathbb{P} \circ \hat{\mathbb{E}}(\lambda, \delta)
\]

as follows. \( \pi_0(p, q) = \langle p, \tau_q \rangle \), where \( \tau_q \) is the canonical \( \mathbb{P} \)-name for a function with domain \( \text{dom} q \), and \( \models \forall \alpha, \tau_q(\alpha) = \hat{q}(\alpha) \). To show \( \pi_0 \) is a projection, suppose \( \langle p_1, q_1 \rangle \leq \langle p_0, q_0 \rangle \). Since \( |\mathbb{P}| \leq \lambda \), there is an Easton set \( X \) such that \( \models \text{dom}(q_1) \subseteq X \). For each \( \alpha \in X \), let \( \sigma_\alpha \) be a \( \mathbb{P} \)-name such that \( p_1 \models \sigma_\alpha = q_1(\alpha) \) and if \( p \downarrow \mathbb{P} \), \( p \models \sigma_\alpha = q_0(\alpha) \). If \( q_2 = \{ \alpha, \sigma_\alpha : \alpha \in X \} \), then \( \langle p_1, q_2 \rangle \leq \langle p_0, q_0 \rangle \), and \( \langle p_1, q_2 \rangle \leq \langle p_1, q_1 \rangle \) because \( p_1 \upharpoonright \tau_{q_2} = \tau_{q_1} \).

Let \( p < \delta \) be regular and such that \( p \upharpoonright |\hat{\mathbb{R}}| \leq \rho \). Applying Lemma 7 coordinate-wise, we have the following sequence of projections:

\[
\begin{align*}
\mathbb{E}(\mu, \delta) &\cong \mathbb{E}(\mu, \kappa) \times \mathbb{E}(\mu, \delta) |[\kappa, \delta]) \\
&\cong \mathbb{E}(\mu, \kappa) \times \mathrm{Col}(\mu, \lambda) \times \mathbb{E}(\mu, \rho) \times \mathbb{E}(\mu, \delta) |(\lambda, \delta) \\
&\rightarrow (\mathbb{E}(\mu, \kappa) \circ \hat{\mathbb{Q}} \circ \mathbb{R}) \times \mathbb{E}(\delta, \lambda) \\
&\cong (\mathbb{P} \circ \mathbb{R}) \times \prod_{\alpha \in (\lambda, \delta) \cap I} T(\mathbb{P}, \mathrm{Col}(\lambda, \alpha)) \\
&\rightarrow \mathbb{P} \circ (\mathbb{R} \times \hat{\mathbb{E}}(\lambda, \delta)),
\end{align*}
\]

as desired.

The next lemma answers a question of Shiaya [21], who asked if \( \kappa \) is a huge cardinal with target \( \delta \), and \( \mu < \kappa \) is regular, does \( \mathbb{E}(\mu, \kappa) \circ \hat{\mathbb{E}}(\kappa, \delta) \) force \( (\mu^{+ \mu}, \mu^{+ \mu}) \rightarrow (\mu^{+ \mu}, \mu) \)? He noted in the same paper that if we allow more distance between the cardinals, then the answer is yes: for example \( \mathbb{E}(\mu, \kappa) \circ \hat{\mathbb{E}}(\kappa, \delta) \) forces \( (\mu^{\mu^\kappa}, \mu^{\mu^\kappa}) \rightarrow (\mu^{\mu^\kappa}, \mu) \). The next lemma covers these cases and many others. The main issue is to understand the behavior of a potential master condition. The argument shows that
the use of posets like the Silver collapse, which is designed to get master conditions under control (see [2]), is not actually needed in this context.

**Lemma 26.** Suppose $\kappa$ is a huge cardinal, $j : V \rightarrow M$ is a huge embedding with critical point $\kappa$, $j(\kappa) = \delta$, and $\mu, \lambda$ are regular cardinals with $\mu < \kappa \leq \lambda < \delta$. Suppose also:

1. $\Vdash_{E(\mu, \kappa)} \text{"} \hat{Q} \text{ is } \hat{\kappa} \text{-directed-closed, of size } \leq \hat{\lambda}, \text{ and preserves the regularity of } \hat{\lambda}. \text{"}$
2. $\Vdash_{E(\mu, \kappa) \ast \hat{\mu}} \text{"} \hat{\kappa} \text{ is } \hat{\kappa} \text{-directed-closed, of size } < \hat{\delta}. \text{"}$

Then it is forced by $(E(\mu, \kappa) \ast \hat{Q}) \ast (\hat{\Bbb{R}} \times \hat{\Bbb{E}}(\lambda, \delta))$ that $(\lambda^+, |\lambda|) \rightarrow (\mu^+, \mu)$.

**Proof.** Let $G \ast g \ast (h \times H)$ be $(E(\mu, \kappa) \ast \hat{Q}) \ast (\hat{\Bbb{R}} \times \hat{\Bbb{E}}(\lambda, \delta))$-generic. By Lemma 25 there is a further forcing yielding an $E(\mu, \delta)$-generic $G$ with $G \ast g \ast (h \times H) \in V[G]$. The embedding can be extended to $j : V[G] \rightarrow M[G]$.

Since $M[G] \models |g \ast h| < \delta$, and $j(\hat{Q} \ast \hat{R})$ is $\delta$-directed-closed, there is a master condition $(q, r) \in j(\hat{Q} \ast \hat{R})$ below $j''(g \ast h)$. Forcing below this, we get an extended embedding $j : V[G \ast g \ast h] \rightarrow M[G \ast g \ast h]$.

In $M[G \ast g]$, for any $\alpha < \delta$, $j''(H \upharpoonright \alpha)$ is a directed subset of $E(j(\lambda), j(\alpha))^{M[G \ast g]}$ of size $< \delta$. Hence we define $m_\alpha = \inf j''(H \upharpoonright \alpha)$.

Note that the restriction maps are continuous in the sense that for any ordinals $\alpha < \beta < \gamma$ and any $X \subseteq E(\alpha, \gamma)$ with a lower bound, $(\inf X) \upharpoonright \beta = \inf \{p \upharpoonright \beta : p \in X\}$. Since $H \upharpoonright \alpha = \{p \upharpoonright \alpha : p \in H \upharpoonright \beta\}$ for any $\alpha < \beta < \delta$, we have:

$$m_\beta \upharpoonright j(\alpha) = \left( \inf \{j''(p) : p \in H \upharpoonright \beta\} \right) \upharpoonright j(\alpha) = \inf \{j''(p) : p \in H \upharpoonright \beta\} = \inf \{j''(p) : p \in H \upharpoonright \alpha\} = m_\alpha.$$  

In $M[G \ast \hat{g}]$, let $m = \bigcup_{\alpha < \beta} m_\alpha$. To show that $m \in E(j(\lambda), j(\delta))^{M[G \ast \hat{g}]}$, let $\gamma = \sup j'' \delta < j(\delta)$. First note $M[G \ast \hat{g}]$ thinks that dom $m$ is an Easton subset of $\gamma$. This is because dom $m = \bigcup_{\alpha \in H} \text{dom } j''(p)$, $M[G] \models |H| = \delta$, and for all $p \in H$, $M[G] \models \text{"} \text{dom } j''(p) \text{ is an Easton subset of } \gamma \setminus \delta. \text{"}$ Second, for every $\beta < \gamma$, dom $m(\beta)$ is a bounded subset of $j(\lambda)$. For $\beta < \gamma$, if $\alpha < \delta$ is such that $j(\alpha) > \beta$, then $m(\beta)$ is “frozen” by $m_\alpha$, as $m_\beta = m_\alpha$ for all $\xi \geq \alpha$.

Therefore if we take a generic $H \subseteq E(j(\lambda), j(\delta))^{M[G \ast \hat{g}]}$ over $V[G \ast \hat{g} \ast \hat{h}]$ with $m \in H$, then we get an extended elementary embedding $j : V[G \ast g \ast (h \times H)] \rightarrow M[G \ast \hat{g} \ast (\hat{h} \times \hat{H})]$. If $j : \delta^{\leq \omega} \rightarrow \delta$ is in $V[G \ast g \ast (h \times H)]$, then $j'' \delta = j'' \hat{\delta}$ is closed under $j(f)$. In $M[G \ast \hat{g} \ast (\hat{h} \times \hat{H})]$, $j'' \delta \cap j(\lambda) = |\lambda| = \mu$, and $j'' \delta$ has size $\delta = j(\kappa)$. Thus by elementarity, there is some $X \subseteq \delta$ of size $\kappa$ closed under $f$ and such that $|X \cap \lambda| = \mu$ in $V[G \ast g \ast (h \times H)]$.

**Lemma 27.** Let $\kappa$ be huge with witnessing embedding $j : V \rightarrow M$, and let $\mathcal{U}$ be the normal measure on $\kappa$ derived from $j$. There is $\Lambda \in \mathcal{U}$ such that for all regular cardinals $\alpha < \beta \leq \gamma < \delta$ with $\beta, \delta \in \Lambda$, and for every notion of forcing of the form $(E(\alpha, \beta) \ast \hat{Q}) \ast (\hat{\Bbb{R}} \times \hat{\Bbb{E}}(\gamma, \delta))$, where

1. $\Vdash_{E(\alpha, \beta)} \text{"} \hat{Q} \text{ is } \beta \text{-directed-closed, of size } \leq \gamma, \text{ and preserves the regularity of } \gamma. \text{"}$
2. $\Vdash_{E(\alpha, \beta) \ast \hat{Q}} \text{"} \hat{\kappa} \text{ is } \beta \text{-directed-closed and of size } < \hat{\delta}. \text{"}$

forces $(\gamma^+, |\gamma|) \rightarrow (\alpha^+, \alpha)$.

**Proof.** Let $\varphi(\beta, \delta)$ stand for the assertion that whenever $\alpha < \beta \leq \gamma < \delta$ are regular and (1) and (2) hold of $\hat{Q}$ and $\hat{\kappa}$ as above, then $(E(\alpha, \beta) \ast \hat{Q}) \ast (\hat{\Bbb{R}} \times \hat{\Bbb{E}}(\gamma, \delta))$ forces $(\gamma^+, |\gamma|) \rightarrow (\alpha^+, \alpha)$. 


By Lemma 26, $V \models \varphi(\kappa, j(\kappa))$. Since $M^{\kappa} \subseteq M$, this holds in $M$ as well. Reflecting this statement once, we find $A_0 \in \mathcal{U}$ such that $\varphi(\beta, \kappa)$ holds for all $\beta \in A_0$. Next, for all $\beta \in A_0$, we can reflect again to find a set $A_\beta \in \mathcal{U}$ such that $\varphi(\beta, \delta)$ holds for all $\delta \in A_\beta$. Take $A = A_0 \triangle \bigcup \delta \epsilon \mathcal{A}_0, A_\beta$.

Let $\kappa$ be a huge cardinal, with $A \subseteq \kappa$ as above, and without loss of generality assume $A$ contains only $<\kappa$-supercompact cardinals. Let $\langle \alpha_i : i < \kappa, j < \kappa \rangle$ be the increasing enumeration of the closure of $A \cup \{\omega\}$. We define an Easton-support iteration $\langle \mathbb{P}_i : i < \kappa, j < \kappa \rangle$ as follows:

If $\alpha_i$ is regular, $\mathbb{P}_i = E(\alpha_i, \alpha_{i+1})$. If $\alpha_i$ is singular, $\mathbb{P}_i = E(\alpha_i^+, \alpha_{i+1})$.

Note that since each cardinal in $A$ is sufficiently supercompact, the cardinality assumptions of Lemma 27 are satisfied at singular limits. If $i < j$, then $\mathbb{P}_{j+1}$ forces $(\alpha_{j+1}, \beta) \rightarrow (\alpha_j^+, \alpha_j)$, where $\beta$ is the cardinal predecessor of $\alpha_{j+1}$ in $\mathbb{P}_{j+1}$. By Lemma 15, this is preserved by the tail $\mathbb{P}_n/\mathbb{P}_{j+1}$, which is $\alpha_{j+1}$-closed.

After forcing with $\mathbb{P}_\kappa$, we have:

**Claim 28.** $V^{|\mathbb{P}|}_\kappa \models (\alpha, \kappa) \rightarrow (\beta^+, \beta)$ for all pairs of regular cardinals $\beta < \kappa$. Furthermore, this is preserved by $\text{Col}(\gamma_0, \gamma_1)$, whenever $\beta \leq \gamma_0 \leq \gamma_1 \leq \alpha$ are regular (where $\beta < \alpha$).

We do not exclude the cases in which $\beta = \gamma_0$ or $\alpha = \gamma_1$. Note that if both equations hold then in the generic extension $\beta^+ = \alpha^+$ and $|\alpha| = \beta$. In this case the assertion holds trivially.

The stronger claim holds because if $\beta$ is the next regular cardinal $\geq |\mathbb{P}|$ and $\alpha$ is such for $\mathbb{P}_j$, then it is forced by $\mathbb{P}_i$ that $\langle \mathbb{P}_{j+1}/\mathbb{P}_i, \text{Col}(\gamma_0, \gamma_1) \rangle$ has a form satisfying the hypotheses of Lemma 27. As $\text{Col}(\gamma_0, \gamma_1)$ is $\alpha^+$-c.c. and $\mathbb{P}_\kappa/\mathbb{P}_{j+1}$ is $\alpha^+$-closed, Lemma 15 implies this instance of Chang’s Conjecture continues to hold in $V^{|\mathbb{P}|}_\kappa, \text{Col}(\gamma_0, \gamma_1)$.

**Claim 29.** Assume that $\kappa$ is almost huge cardinal with a witnessing elementary embedding $j$ such that $\delta = j(\kappa)$ is Mahlo and $\kappa \in j(A)$. Assume also that $\sup j^n \delta = j(\delta)$. Then in the generic extension by $\mathbb{P}_\kappa$, $j$ extends to an elementary embedding witnessing that $\kappa$ is almost huge.

**Proof.** Let $\hat{\mathbb{P}} = j(\mathbb{P}_\kappa)$. Let us analyse the forcing notion $j(\hat{\mathbb{P}})$.

$\hat{\mathbb{P}}$ is defined as an Easton support iteration of Easton collapses, between the elements in the closure of the set $j(A)$. Note that since $M \cap V_\delta = V_\delta$, $V$ and $M$ compute this iteration in the same way. $j(\hat{\mathbb{P}})$ is an Easton support iteration in the model $M$, of length $j(\delta)$, between the points in the closure of $j^2(\delta)$. Note that

$$j^2(\kappa) \land \delta = j(j(A) \land \kappa) = j(A).$$

Therefore, $j(\hat{\mathbb{P}}) = \hat{\mathbb{P}} * \hat{Q}$ where $\hat{Q}$ is forced to be a $\delta$-closed forcing notion.

Let $G \subseteq \hat{\mathbb{P}}$ be a $V$-generic filter. In $V[G]$, we will define a filter $H \subseteq j(\hat{\mathbb{P}})$ generic over $M[G]$ such that for every $p \in G$, $j(p) \in G * H$.

We imitate the proof of Lemma 26. For every $\alpha < \delta$ inaccessible, let $m_\alpha = \bigcup_{p \in G \cap V_\alpha} j(p)$. Since we apply $j$ on $\alpha$ many elements and $\alpha < \delta$, $m_\alpha \in M[G]$. Also, for every $\alpha < \beta$, $m_\beta | j(\alpha) = m_\alpha$.

$\hat{\mathbb{P}}$ is $\delta$-c.c. and therefore $M$ models that $j(\hat{\mathbb{P}})$ is $j(\delta)$-c.c. As $\delta$ is inaccessible, $M[G]$ can compute an enumeration of the set of all maximal antichains of $j(\hat{\mathbb{P}})[|\delta, j(\delta)|]$ in a sequence of length $j(\delta)$. $j(\delta)^V = \delta$, so $V[G]$ can enumerate those maximal antichains in a sequence of length $\delta$. Since all those antichains are bounded below $j(\delta)$, we may pick an enumeration $\langle A_i : i < \delta \rangle \subseteq V[G]$ in which $A_\alpha$ is a maximal antichain in $j(\mathbb{P}[\alpha])$ (here we use the fact that $\sup j^n \delta = j(\delta)$).

Let us define a decreasing sequence of conditions $\langle q_i : i < \delta \rangle \subseteq Q$. We require that $q_\delta \leq m_\alpha$, $q_\alpha \in A_\alpha$ and that the support of $q_\alpha$ is a subset of $j(\alpha)$. For every
\( \alpha < \delta \), the sequence \( \langle q_\beta : \beta < \alpha \rangle \) is a member of \( M \). By the \( \delta \)-closure of \( Q \), one can always pick a condition \( q_\beta \) stronger than all previous conditions. By the properties of \( Q \), it is clear that one can choose \( q_\alpha \) to have support which is contained in the union of the supports of \( q_\beta \), \( \beta < \alpha \).

Let \( H \) be the filter generated by \( \{ q_i : i < \delta \} \). By the construction of this sequence, \( H \) meets every maximal antichain in \( M \) of the forcing notion \( j(\mathbb{P}) \). Therefore, it is \( M[G] \)-generic.

By Silver’s criteria, \( j : V \rightarrow M \) extends to an elementary embedding \( \tilde{j} : V[G] \rightarrow M[G][H] \). Let us claim that \( M[G][H]^{<\delta} \subseteq M[G][H] \). Indeed, let \( \langle \dot{x}_i : i < \alpha \rangle \) be a sequence of names of elements of \( M \) and assume that \( \alpha < \delta \). Without loss of generality, we may assume that \( \dot{x}_i \) is a name of an ordinal for every \( i < \alpha \). By the chain condition of \( \mathbb{P} \), this sequence can be encoded as a set of ordinals of cardinality \( < \delta \), and therefore belongs to \( M \). Since \( G \in M[G][H] \), we conclude that also its realization is in \( M \), as needed. \( \square \)

In fact, for our goals it is sufficient to note only that some of the supercompactness of \( \kappa \) is preserved.

For the next section we need a stronger version of Lemma 26 and Claim 28. We will need to know that a stronger type of reflection holds between pair of elements from \( A \).

**Definition 30** (Magidor-Malitz Quantifiers). Let \( M \) be a model over the language \( \mathcal{L} \). We enrich \( \mathcal{L} \) with the quantifiers \( Q^n \) with the following interpretation:

\[
M \models Q^n x_0, \ldots, x_{n-1} \varphi(x_0, \ldots, x_{n-1}, p)
\]

iff

\[
\exists I \subseteq M, |I| = |M|, \forall a_0, \ldots, a_{n-1} \in I, M \models \varphi(a_0, \ldots, a_{n-1}, p)
\]

A set \( I \subseteq M \) satisfying

\[
\forall a_0, \ldots, a_{n-1} \in I, M \models \varphi(a_0, \ldots, a_{n-1}, p)
\]

is called a \( \varphi \)-block.

The Magidor-Malitz quantifiers were defined by Menachem Magidor and Jerome Malitz in [18]. In this paper, they showed that under \( \diamondsuit(\aleph_1) \) a certain compactness theorem holds for the language \( \mathcal{L}(Q^{<\omega}) \) - the first order logic extended by adding the Magidor-Malitz quantifiers.

We say that \( A <_{Q^n} B \) if \( A \) is \( \mathcal{L}(Q^n) \)-elementary substructure of \( B \). We write \( \mu \rightarrow_{Q^n} \nu \) if for every model \( B \) of cardinality \( \mu \), there is a \( Q^n \)-elementary submodel \( A \) of cardinality \( \nu \).

**Lemma 31.** Suppose \( \kappa \) is a huge cardinal, \( j : V \rightarrow M \) is a huge embedding with critical point \( \kappa \), \( j(\kappa) = \delta \), and \( \mu, \lambda \) are regular cardinals with \( \mu < \kappa \leq \lambda < \delta \). Suppose also:

1. \( \models_{\mathcal{E}(\mu, \kappa)} {}^\dot{Q} \text{ is } \kappa\text{-directed-closed, of size } \leq \lambda \text{, and preserves the regularity of } \lambda. \)
2. \( \models_{\mathcal{E}(\mu, \kappa)} {}^\dot{Q} \text{ is } \kappa\text{-directed-closed, of size } < \delta. \)

Then it is forced by \( (\mathcal{E}(\mu, \kappa) \ast \dot{Q}) \ast (\dot{R} \times \dot{E}(\lambda, \delta)) \) that \( \lambda^+ \rightarrow_{Q^{<\omega}} \mu^+ \).

**Proof.** First, let us note that it is enough to deal with models \( A \) which are transitive elementary submodels of \( H(\delta^+) \). Indeed let \( A' \) be an algebra on \( \delta \). Clearly, \( A' \in H(\delta^+) \). Let \( A \) be a transitive elementary submodel of \( H(\delta^+) \) of cardinality \( \delta \) that contains \( A' \) as an element. Assume that \( B <_{Q^n} A \). Let us claim that \( B' = B \cap A' <_{Q^n} A' \). This is true, as any \( Q^n \) statement in \( A' \) is equivalent to a \( Q^n \) statement in \( A \).
Let $A$ be a transitive elementary structure of $H(\delta^+)$ of size $\delta$. We may assume that for every formula $\phi$ of the form $Q^n x_0, \ldots, x_{n-1} \varphi(x_0, \ldots, x_{n-1}, p)$ there is function in the language of $A$, $f_{\phi}$ such that $f_{\phi} : A \to A$ is either constant (if $\neg \phi$) or one-to-one (if $\phi$ holds), and if it is one-to-one, then $A \models \forall y_0, \ldots, y_{n-1} \varphi(f_\phi(y_0), \ldots, f_\phi(y_{n-1}), p)$.

Let $j : V[G \ast g \ast (h \times H)] \to M[\hat{G} \ast \hat{g} \ast (\hat{h} \times \hat{H})]$ be as in Lemma 2.5 and for brevity denote the domain and codomain by $V'$ and $M'$ respectively. We want to show that $j'' A$ is a $Q^-\omega$-elementary substructure of $j(A)$.

Let $\Phi$ be a formula of the form:

$$Q^n x_0, \ldots, x_{n-1} \varphi(x_0, \ldots, x_{n-1}, j(p)).$$

Let us assume, by induction, that every proper subformula of $\Phi$ is satisfied by $j(A)$ in $M'$ if and only if it is satisfied by $j'' A$ in $M'$.

First, let us assume $M' \models j(A) \models \Phi$. By elementarity,

$$V' \models A \models Q^n x_0, \ldots, x_{n-1} \varphi(x_0, \ldots, x_{n-1}, p).$$

By the observation above, there is a function $f_\phi$ witnessing this fact in $V'$ and clearly, $f_{\phi}$ is a one-to-one function on $j'' A$ witnessing $j'' A \models \Phi$.

On the other hand, assume that $M' \models j'' A \models Q^n x_0, \ldots, x_{n-1} \varphi(x_0, \ldots, x_{n-1}, j(p))$.

Let $I \subseteq j'' A$ be a $\varphi$-block. We want to show that there is a corresponding $\varphi$-block (for the parameter $p$) also in $V'$. Note that the forcing to obtain $\hat{G} \ast \hat{g} \ast (\hat{h} \times \hat{H})$ from $G \ast g \ast (h \times H)$ is of the form $Q_0 \ast Q_1$ where $Q_0$ is a precaliber-$\delta$ forcing, and $Q_1$ is a $\delta$-closed forcing. Let us denote the generic filter for $Q_0$ by $K_0$ and the generic filter for $Q_1$ by $K_1$.

In order to find the $\varphi$-block in $V'$, we will show that the existence of such $\varphi$-block in $V'[K_0][K_1]$ implies the existence of a corresponding $\varphi$-block in $V[K_0]$, and that the existence of the latter $\varphi$-block in $V'[K_0] \models j'' A$ implies the existence of a similar $\varphi$-block in $V'$.

In $M'$, there is a $\varphi$-block $I \subseteq j'' A$ of size $\delta$. Note that all its elements are of the form $j(a)$ for some $a \in V'$. Since $M' \subseteq V'[K_0][K_1]$, there is a $\varphi$-block in $V'[K_0][K_1]$. In $V'[K_0]$, let $\langle \dot{x}_i : i < \delta \rangle$ be a sequence of $Q_1$-names such that $V'[K_0][K_1] \models j'' A \models \varphi(\langle \dot{x}_i : i < \delta \rangle)$ is a $\varphi$-block. In $V'[K_0]$ let us construct a decreasing sequence of conditions $\langle q_i : i < \delta \rangle \subseteq Q_1$ such that $q_0 \models j'' A \models \varphi(\langle \dot{x}_i : i < \delta \rangle)$ and $q_i \models j'' A \models \varphi(\langle \dot{x}_i : i < \delta \rangle)$ for some $a_i \in V'$. We claim that $\{a_i : i < \delta\}$ is a $\varphi$-block for $A$ in $V'$ (with parameter $p$). For every $a_0 < a_1 < \cdots < a_{\alpha-1} < \delta$, the condition $q = q_{\alpha-1+1}$ forces $j(a_{\alpha_0}), j(a_{\alpha_1}), \ldots, j(a_{\alpha_{\alpha-1}}) \in I$. Thus, $q \models j'' A \models \varphi(\langle j(a_{\alpha_0}), \ldots, j(a_{\alpha_{\alpha-1})} \rangle, p)$. This is a proper subformula of $\Phi$ and thus, by the induction hypothesis,

$$q \models M' \models j(A) \models \varphi(\langle j(a_{\alpha_0}), \ldots, j(a_{\alpha_{\alpha-1}}) \rangle, p).$$

By elementarity,

$$q \models V' \models A \models \varphi(a_{\alpha_0}, \ldots, a_{\alpha_{\alpha-1}}, p).$$

This statement is about the ground model $V'$, so it does not depend on the condition $q$. We conclude that in $V[K_0]$ there is a $\varphi$-block, $I' \subseteq A$ of cardinality $\delta$.

Work in $V'$. Let $\langle \dot{y}_i : i < \delta \rangle$ be a $Q_0$-name such that $\langle \dot{a}_i : i < \delta \rangle$ is its $K_0$ realization. In $V'$, let us pick conditions $\langle r_i : i < \delta \rangle \subseteq Q_0$ such that $r_i \models \dot{y}_i = b_i$ for some $b_i \in V'$, and each $r_i$ forces that $\langle y_i : i < \delta \rangle$ is a $\varphi$-block.

By the $\delta$-precaliber of $Q_0$, there is $X \in [\delta]^\delta$ such that $\{r_\alpha : \alpha \in X\}$ generates a filter. The set $I'' = \{b_\alpha : \alpha \in X\}$ is a $\varphi$-block for $A$ in $V'$: indeed, if $a_0 < a_1 < \cdots < a_{\alpha-1} \in X$, then there is a condition $r \in Q_0$ stronger than all the conditions
every pair of distinct elements $a, b$. But this is a statement about the ground model, so it does not depend on the condition $r$. We conclude that:

$$V' \models \text{“} A \models Q^\alpha \varphi(x_0, \ldots, x_{n-1}, p)\text{“}$$

so by elementarity, $M' \models \text{“} j(A) \models \Phi \text{“}$. 

Applying the reflection argument of Lemma [27], we conclude that the measure $\mathcal{U}$ generated from the huge embedding contains a set $A$ such that every pair of elements $\alpha < \beta$ in $A$ satisfies the conclusion of Lemma [27] when replacing the Chang’s relation $\rightarrow$ with the stronger relation $\rightarrow_{Q^\omega}$.

Let us look at the model after the iteration of the Easton collapses. We can’t conclude that the stronger version of Claim [28] holds, since we do not have a preservation lemma similar to Lemma [15] for Magidor-Malitz reflection. Thus we can only conclude the following version:

Claim 32. Let $\mathbb{P}_\kappa$ be the iteration defined in [28]. If $\alpha > \beta$ are regular in the generic extension by $\mathbb{P}_\kappa$, then there is an $\alpha^+$-c.c. complete subforcing $\mathbb{P}_\kappa$, such that $\forces_{\mathbb{P}_\kappa} \alpha^+ \rightarrow_{Q^\omega} \beta^+$ and $\mathbb{P}_\kappa/\mathbb{P}$ is $\alpha^+$-closed. The same holds when replacing $\mathbb{P}_\kappa$ by $j(\mathbb{P}_\kappa)$.

4.2. Radin forcing. Work in the model of Claim [29]. In this model, GCH holds high above $\kappa$, and $\kappa$ is almost-huge. In particular, $\kappa$ is measurable and $o(\kappa) = \kappa^{++}$ so we can force with the Radin forcing, while collapsing the cardinals between points in the Radin club. We will show that in the generic extension, for every $\mu < \nu < \kappa$, where $\nu$ is a successor, $(\nu^+, \nu) \rightarrow (\mu^+, \mu)$ holds.

We start with a pair of preservation lemmas:

Lemma 33. Let $\alpha < \beta$ be regular cardinals such that $\beta^{<\omega} = \beta$, and assume that $\beta^+ \rightarrow_{Q^\omega} \alpha^+$. Assume that $Q$ is a $\beta$-c.c. forcing notion of size $\leq \beta$, and $Q$ preserves $\alpha^+$. Then $Q$ forces $(\beta^+, \beta) \rightarrow (\alpha^+, |\alpha|)$.

Proof. Let $\dot{f}$ be a name of a function from $(\beta^+)^{<\omega}$ to $\beta$, such that it is forced that there is no set $A$ of cardinality $\alpha^+$ such that $|\dot{f}'' A^{<\omega}| \leq \alpha$.

Let $A$ be an elementary substructure of $H(\chi)$ of cardinality $\beta^+$, $\chi$ large enough, $\dot{f}, \dot{Q} \in A$ and let $B = Q^\alpha A$, $|B| = \alpha^+$, and $\dot{f}, \dot{Q} \in B$. Let us look at the elements $\dot{f}(a), a \in (B \cap (\beta^+))^{<\omega} = B \cap (\beta^+)^{<\omega}$. It is forced that there are $\alpha^+$ many elements $a \in B$ with different realizations for $\dot{f}(a)$.

Thus, in the generic extension, there is a set $I \subseteq B$ such that every pair of elements of it obtain different values under $\dot{f}$. We claim that in the ground model, one can find a set of full cardinality $I \subseteq B$ such that for every $a, b \in I$ there is a condition $q \in Q$ that forces $\dot{f}(a) \neq \dot{f}(b)$.

Let us look at the collection of all subsets of $I' \subseteq B \cap (\beta^+)^{<\omega}$ such that for every pair of distinct elements $a, b \in I'$ there is a condition $q \in Q$, such that $q \forces \dot{f}(a) \neq \dot{f}(b)$. Let $I_m$ be maximal with respect to this condition. If $|I_m| \leq \alpha$, then in the generic extension for every $a \in B \cap (\beta^+)^{<\omega}$, $\dot{f}(a) \in \dot{f}'' I_m$. If $a \in I_m$, this is clear, and otherwise, there is no condition $q$ that forces it to be different from every element in this set, so every condition forces it to be equal to one of them. In particular, in the generic extension $\alpha^+ = |\dot{f}'' (B \cap (\beta^+)^{<\omega})| \leq |I_m| \leq |\alpha|$, a contradiction to the assumption that $\alpha^+$ is not collapsed in the generic extension.

Let $I \subseteq B \cap (\beta^+)^{<\omega}$ be a set of cardinality $\alpha^+$ such that for every $a, b \in I$, there is $q \in Q$ that forces $\dot{f}(a) \neq \dot{f}(b)$. By elementarity, for every $a, b \in I$, there is $q \in Q \cap B$ forcing the same statement. Therefore $B$ satisfies the following $Q^2$-sentence:

$$Q^2 a, b \in B \exists q \in Q, q \forces \dot{f}(a) \neq \dot{f}(b)$$
Thus, \( A \) satisfies the same formula: There is a set \( I \subseteq A, |I| = \beta^+ \), and for every \( a, b \in I \), there is \( q \in Q \) such that \( q \Vdash \dot{f}(a) < \dot{f}(b) \) or \( q \Vdash \dot{f}(a) > \dot{f}(b) \). This defines a coloring \( h: [\beta^+]^2 \to 2 \times Q \).

By Remark \( \ref{rem:coloring} \) there are sequences \( \langle a_i : i < \beta+1 \rangle \subseteq (\beta^+)^{<\omega} \) and \( \langle q_i : i < \beta \rangle \subseteq Q \) such that for all \( i < \beta \):

\[
(\forall j > i) q_i \Vdash \dot{f}(a_i) < \dot{f}(a_j), \text{ or } (\forall j > i) q_i \Vdash \dot{f}(a_i) > \dot{f}(a_j).
\]

For each \( i \), the second option is impossible by well-foundedness. By the \( \beta \)-c.c., there is some \( q \) forcing \( \beta \)-many of \( q_i \) to be in the generic filter. Then \( q \) forces that there is an increasing sequence of order type \( \beta + 1 \) below \( \beta \), which is impossible.

\[\square\]

**Corollary 34.** Work in the generic extension by \( P_{\kappa} \). Let \( \alpha < \gamma_0 \leq \gamma_1 \leq \beta < \kappa \) be regular cardinals. Assume that \( Q \) is a \( \beta \)-c.c. forcing notion of size \( \leq \beta \), and \( Q \times \text{Col}(\gamma_0, \gamma_1) \) preserves \( \alpha^+ \). Then \( Q \times \text{Col}(\gamma_0, \gamma_1) \) forces \( (\beta^+, \beta) \to (\alpha^+, |\alpha|) \).

**Proof.** Let \( P_{\kappa} \) be a \( \beta^+ \)-c.c. regular subforcing of \( P_{\kappa} \) such that \( \Vdash_{P_{\kappa}} \beta^+ \rightarrow_{Q^{<\omega}} \alpha^+ \) and \( P_{\kappa}/P_{\kappa} \) is \( \beta^+ \)-closed. By Claim \( \ref{claim:beta-closed} \), \( \beta^+ \rightarrow_{Q^{<\omega}} \alpha^+ \) holds in \( V^{P_{\kappa} \ast \text{Col}(\gamma_0, \gamma_1)} \). Lemma \( \ref{lemma:beta-closed} \) implies that \( Q \) forces \((\beta^+, \beta) \to (\alpha^+, |\alpha|) \) over this model. In \( V^{P_{\kappa}} \), \( P_{\kappa}/P_{\kappa} \) is \( \beta^+ \)-closed, and \( [Q \times \text{Col}(\gamma_0, \gamma_1)] \triangleleft \beta \). Therefore, Lemma \( \ref{lemma:beta-closed} \) implies that in the generic extension Chang’s Conjecture, \((\beta^+, \beta) \to (\alpha^+, |\alpha|) \), holds. 

\[\square\]

We are now ready for the main theorem. We start by defining a notion of Radin forcing with interleaved collapses. For simplicity, we assume GCH.

Recall the following definition of a measure sequence, due to Radin.

**Definition 35.** \( \ref{def:measure_sequence} \) Let \( j: V \rightarrow M \) be an elementary embedding, crit \( j = \alpha \). Let us define, by induction, a sequence of normal measures on \( V_{\alpha} \), \( u \). Let \( u(0) = \alpha \).

For every \( i < j(\alpha) \), if \( u| i \in M \), let \( u(i) = \{ X \subseteq V_{\alpha} : u| i \in j(X) \} \). Otherwise, we halt.

\( u \) is called the **measure sequence** derived from \( j \).

Let \( j: V \rightarrow M \) be an elementary embedding with critical point \( \kappa \). Let \( U \) be the measure sequence derived from \( j \). Let \( MS \) be the class of all measure sequences.

We say that a measure \( u \) on \( V_{\alpha} \) is normal if it is closed under diagonal intersections in the following sense: if \( \langle A_v : v \in MS \cap V_{\alpha} \rangle \) is a list of sets from \( u \) then also:

\[ \Delta_v A_v = \{ x \in V_{\alpha} \cap MS : \forall v \in V_{x(0)} \cap MS, x \in A_v \} \]

Let us start with the following fact:

**Lemma 36.** There is a sequence \( \langle \mathcal{G}_\alpha : \alpha \leq \kappa \rangle \) such that:

1. For every measurable \( \alpha \), and every \( f \in \mathcal{G}_\alpha, f \) is a function with domain \( V_{\alpha} \) and for every measure sequence \( u \in \text{dom} f, f(u) \in \text{Col}(u(0)^+, \alpha) \).
2. Let \( u \) be a normal measure on \( V_{\alpha}, \alpha \leq \kappa \), and let \( j_u: V \rightarrow M_u \) be the ultrapower embedding. Then the set \( \{|f| u : f \in \mathcal{G}_\alpha \} \) is an \( M_u \)-generic filter for \( \text{Col}(\alpha^+, j_u(\alpha)) \). Moreover, for every function \( D: V_{\alpha} \rightarrow V, \) such that for every measure sequence \( v \in V_{\alpha}, D(v) \) is a dense open subset of \( \text{Col}(v(0)^+, \alpha) \), there is \( f \in \mathcal{G}_\alpha \) such that \( \{ v \in MS \cap V_{\alpha} : f(v) \in D(v) \} \) belongs to every normal ultrafilter on \( V_{\alpha} \).

**Proof.** Let \( \delta < \kappa \). Using GCH, enumerate all the functions \( D: V_\delta \rightarrow V_{\delta+1} \), such that \( D(u) \) is a dense open subset of \( \text{Col}(u(0)^+, \delta) \) for every measure sequence \( u \in V_{\delta} \), as \( \langle D_\alpha : \alpha < \delta^+ \rangle \). Let \( p_0 : V_\delta \rightarrow V_\delta \) be such that \( p_0(u) \in D_0(u) \) for every measure sequence \( u \in V_{\delta} \). Given \( p: i \leq \alpha, \alpha < \delta^+ \), let \( p_{\alpha+1} \) be such that \( p_{\alpha+1}(u) \leq p_\alpha(u) \) and \( p_{\alpha+1}(u) \in D_{\alpha+1}(u) \) for all measure sequences \( u \). At limit stages \( \lambda \) in the construction, we use the following inductive assumption: For every \( \alpha < \beta < \lambda \), there is a club \( C_{\alpha, \beta} \subseteq \delta \) such that whenever \( u(0) \in C_{\alpha, \beta} \) for a measure sequence \( u \),
Let $p_\alpha(u) \geq p_\beta(u)$. Let $\langle \lambda_\alpha : \alpha < cf(\lambda) \rangle$ be increasing and cofinal in $\lambda$. The diagonal intersection, $C = \{ \alpha < \delta : \text{for all } \beta < \gamma < \alpha, \alpha \in C_{\lambda_\alpha, \lambda_\beta} \}$, is club. For all $u$ such that $u(0) \in C$, $\langle p_\alpha(u) : \alpha < u(0) \rangle$ is a decreasing sequence in $Col(u(0)^+, \delta)$. Let $p_\alpha(u) \in D_\lambda(u)$ be such that $p_\alpha(u) \in D_\lambda(u)$ is a lower bound to this sequence for all such $u$. To conclude the induction, we define $C_{\lambda_\alpha, \lambda} = C \cap \{ \beta < \alpha \beta \}$ for $\alpha < cf(\lambda)$. Let $\beta < \lambda$ not among the $\alpha_\lambda$, let $C_{\beta, \lambda} = C_{\lambda_\alpha, \lambda} \cap C_{\beta, \lambda_\alpha}$, where $\alpha_\lambda$ is the least ordinal such that $\lambda_\alpha > \beta$.

For every normal measure $\mu$ on $V_\delta$, $\{ p_\alpha : \alpha < \delta \}$ is a descending sequence in $\text{Col}(\delta^+, \delta_\mu)$, and $\{ p_\alpha \} \in [D_\lambda]_\mu$ for every $\alpha < \delta^+$. We let $G_{\delta} = \{ p_\alpha : \alpha < \delta \}$. Finally, we let $G_\kappa = j(G_{\alpha} : \alpha < \kappa)(\kappa)$.

Lemma 37. Under the same assumptions:

1. Assume that $\langle f_\alpha : \alpha < \kappa \rangle$ is a sequence of functions, $f_\alpha \in G_\kappa$. Then there is a function $f \in G_\kappa$ such that the collection: $\{ v \in V_\kappa : f|V_\nu(0) = f_\nu(0) \}$ is in $\bigcap_{0 < \beta < \text{len}(\mu)} U(\beta)$.

2. Let $B$ be the set of all measure sequences $u \in V_\kappa$ such that for every $\langle f_\gamma : \gamma < u(0) \rangle$, with $f_\gamma \in G_\gamma$, there is $f$ such that $\{ v \in V_\nu(0) : f|V_\nu(0) = f_\nu(0) \}$ is in $\bigcap_{0 < \beta < \text{len}(\mu)} U(\beta)$. Then $B \in \bigcap_{0 < \beta < \text{len}(\mu)} U(\beta)$.

Proof. For (1), let $f = j(\langle f_\alpha : \alpha < \kappa \rangle) \in G_\kappa$. Note that $j(f)|V_\kappa = f$. Let $A = \{ \alpha : f|V_\nu = f_\nu \}$. The set $A'$ of measure sequences $u \in V_\kappa$ such that $u(0) \in A$ is in $\mathcal{U}(\beta)$ for every $\beta < \text{len}(\mu)$, since $\kappa \in j(A)$.

Now let $B$ be as in (2). For all $\beta < \text{len}(\mu)$, $M$ can see that for all sequences $\langle f_\alpha : \alpha < \kappa \rangle$ as in (1), there is $f \in G_\kappa$ such that $\{ v \in V_\nu : f|V_\nu(0) = f_\nu(0) \} \in \bigcap_{0 < \beta < \text{len}(\mu)} U(\alpha)$. Thus $\mathcal{U}(\beta) \in j(B)$, and $B \in \mathcal{U}(\beta)$. □

Let us define the forcing notion $\mathbb{P}$, $p \in \mathbb{P}$ iff

$$p = \langle f_1, q_0, f_0, \ldots, q_n \rangle$$

Where

$$q_i = \langle u_i, A_i, F_i \rangle$$

and:

1. $u_i$ is a measure sequence. We denote $u_i(0)$ by $\alpha_i$.
2. If $\text{len}(u) > 0$, $A_i \in \bigcap_{0 < \beta < \text{len}(u)} u_i(\beta)$. Otherwise $A_i = \emptyset$.
3. $F_i : A_i \rightarrow V$, and for all $\beta \in A_i$, $F_i(\beta) \in \text{Col}(\beta^+, \alpha_i)$ and $F_i \in G_{u_i}(0)$.
4. $u_\mu = \mathcal{U}$.
5. For every $i \geq 0$, $f_i \in \text{Col}(\alpha_i^+, \alpha_{i+1})$.
6. $f_{-1} \in \text{Col}(\omega, \alpha_0)$.
7. If $v \in A_i$ then $v(0) > \sup \text{range } f_{i-1}$.

Let

$$p = \langle f_1, u_0, A_0, F_0, f_0, \ldots, u_m, A_m, F_m \rangle \in \mathbb{P}$$

$$p' = \langle f'_1, u'_0, A'_0, F'_0, f'_0, \ldots, u'_m, A'_m, F'_m \rangle \in \mathbb{P}$$

$p \leq p'$ iff:

1. $m \leq n$ and there is a strictly increasing sequence of indices $i_0, \ldots, i_m$ such that $u_{i_j} = u_{i_j}'$. Let us set $i_{-1} = 0$.
2. For all $-1 < j < m$, $f_{i_j} \supseteq f_{i_j}'$.
3. $A_{i_j} \subseteq A_{i_j}'$.
4. For every $-1 < j < m$ and every $i_j < k < i_{j+1}$, $u_k \in A_{i_{j+1}}$, $f_k \supseteq F'_{i_{j+1}}(u_k)$ and $A_k \subseteq A_{i_{j+1}}$.
5. For all $j$ and $i_j < k \leq i_{j+1}$, for all $\beta \in A_k$, $F_k(\beta) \supseteq F'_{i_{j+1}}(\beta)$. 


We say that \( p \preceq^* q \) if \( p \preceq q \) and \( \text{len}(p) = \text{len}(q) \).

For a condition \( p = (f_{-1}, u_0, A_0, F_0, f_0, \ldots, u_n, A_n, F_n) \in \mathbb{P} \), let us denote:

\[
\text{stem}(p) = (f_{-1}, u_0, A_0, F_0, f_0, \ldots, u_n)
\]

**Lemma 38.** \( \mathbb{P} \) is \( \kappa \)-centered.

For any measure sequence \( u \) which is derived from some elementary embedding, let us denote by \( \mathbb{P}^u \) the forcing notion which is defined as \( \mathbb{P} \) when replacing \( \mathcal{U} \) by \( u \). Lemma [33] holds for \( \mathbb{P}^u \). We have the standard decomposition:

**Claim 39.** For every condition \( p \in \mathbb{P} \) of length \( n \), and every measure sequence \( u \) in the stem of \( p \), the forcing \( \mathbb{P} \upharpoonright p \) of all conditions below \( p \) splits into the product:

\[
\mathbb{P} \upharpoonright p = [\mathbb{P} \upharpoonright p]_1 \times [\mathbb{P} \upharpoonright p]_2 \quad \text{where} \quad [\mathbb{P} \upharpoonright p]_1 \text{ is the forcing when we modify the definition of } \alpha_{-1} \text{ to be } u(0)^+. \quad \text{Let } p_1, p_2 \text{ is the decomposition of the condition } p \text{ to the parts above and below } u, \text{ respectively.}
\]

**Lemma 40.** \( \mathbb{P} \) satisfies the Prikry property. Moreover, this is true for \( \mathbb{P}^u \) for every measure sequence \( u \).

**Proof.** We sketch a proof for the lemma. The proof is similar to the one in [11, Section 3, Section 4], with minor changes. We will prove it only for the case of \( \mathbb{P} \). The other cases are similar. Let \( \Phi \) be a statement in the forcing language. Let \( p \in \mathbb{P} \) be a condition.

In order to show that \( \mathbb{P} \) satisfies the Prikry property, we will show that this is true for \( \mathbb{P}^u \), for every measure sequence \( u \).

Let us assume, by induction, that this is true for every measure sequence \( u \) such that \( u(0) < \kappa \).

Let us start with the case \( \text{len}(p) = 0 \):

**Claim 41.** Assume that \( p = (f_{-1}, \mathcal{U}, A, F) \). There is a direct extension of \( p \) that decides the truth value of \( \Phi \).

**Proof.** First, let us consider, for every stem \( s \), the following sets:

\[
D^0_{s,v} = \{ g \in F(v) : \exists A_v, F_v, A', F', s \prec (A_v, F_v, g, A', F') \parallel \Phi \}
\]

\[
D^1_{s,v} = \{ g \in F(v) : \forall A_v, F_v, A', F', \forall g' \leq g, s \prec (A_v, F_v, g', A', F') \parallel \Phi \}
\]

Clearly, \( D^0_{s,v} \cup D^1_{s,v} \) is a dense subset of \( \text{Col}(v(0)^+, \kappa) \). By the distributivity of \( \text{Col}(v(0)^+, \kappa) \), the intersection \( D_v = \bigcap_{s \in V_v} (D^0_{s,v} \cup D^1_{s,v}) \) is a dense subset of \( \text{Col}(v(0)^+, \kappa) \).

By Lemma 36, there is \( F' \in G_v \) such that the set of all \( v \in V_v \) with \( F'(v) \in D_v \) belongs to \( \bigcap_{0 < \alpha < \text{len}(\mathcal{U})} \mathcal{U}(\alpha) \). Let \( A' \) be the intersection of the above set with \( A \). Let \( F^* \), be a condition in \( G_v \) stronger than \( F, F' \).

Let us define for every possible stem of a condition stronger than \( (f_{-1}, \mathcal{U}, A', F^*) \),

\[
s = (f_{-1}^s, u_0^s, A_0^s, F_0^s, f_0^s, \ldots, u_n^s, A_n^s, F_n^s, f_n^s)
\]

and for every \( \alpha < \text{len}(\mathcal{U}) \), a set \( A(s, \alpha) \in \mathcal{U}(\alpha) \). This is a measure one set, relative to \( \mathcal{U}(\alpha) \), such that one of the three possibilities holds for it:

1. For every \( v \in A(s, \alpha) \) there is a choice of \( B_v^s, F_v^s, f_v^s \) such that an extension of \( p \) with the stem \( s \prec (v, B_v^s, F_v^s, f_v^s) \) forces \( \Phi \).
2. For every \( v \in A(s, \alpha) \) there is a choice of \( B_v^s, F_v^s, f_v^s \) such that an extension of \( p \) with the stem \( s \prec (v, B_v^s, F_v^s, f_v^s) \) forces \( \neg \Phi \).
3. For every \( v \in A(s, \alpha) \), there is no extension of \( p \) with stem \( s \prec (v, B_v, F_v, f_v) \), that forces either \( \Phi \) or \( \neg \Phi \).

Using the closure of the generic filter \( G_{v(0)} \), we may assume that \( F_v^s, f_v^s \) depend only on \( v \) (by taking the lower bound of all the \( F_v^s, f_v^s \) with \( s \in V_v \) - there are only \( v(0) \) many such stems). Let \( A(\alpha) \) be the diagonal intersection of all the \( A(s, \alpha) \), and let \( A^* = A' \cap \bigcup_{\alpha < \text{len}(\mathcal{U})} A(\alpha) \). Let \( p^* = (f_{-1}, \mathcal{U}, A^*, F^*) \).
Let us observe first that for every \( v \in A(s, \alpha) \cap A' \), if one of the first two options holds, then we may take \( f_v = F^*(v) \). Recall that \( F^*(v) \in D_{s,v}^0 \cup D_{s,v}^1 \). \( f_v \equiv F^*(v) \), and it decides the truth value of \( \Phi \). Thus, \( F^*(v) \in D_{s,v}^0 \). In particular, there are \( B_{s,v}, F'_v \) that together with \( F^*(v) \) decide the truth value of \( \Phi \). By compatibility, a condition with stem \( s^-\langle v, B_v \cap B'_v, F_v \cap F'_v, F^*(v) \rangle \) must force the same truth value for \( \Phi \) as a condition with stem \( s^-\langle v, B_v, F_v, f_v \rangle \).

Let us take an extension of \( p^* \) which decides \( \Phi \) and has a minimal length. If it is a direct extension, we are done. Let us assume, towards a contradiction, that this extension has length \( n + 1 \):

\[
r = \langle f_{n-1}^s, v_0^s, A_0^s, F_0^s, f_0^s, \ldots, U, A_{n+1}^r, F_{n+1}^r \rangle
\]

Let \( s \) be the lower stem (up to length \( n \)). By our assumption, there is \( \alpha \) such that \( A(s, \alpha) \in U(\alpha) \) contains only measure sequences \( v \), which when appended to \( s \) together with \( A_s, F_s \), form a condition that decides the statement in the same direction as \( r \). Without loss of generality, they all force \( \Phi \).

For every \( v \in A(s, \alpha) \), \( F_v \) is stronger than the restriction of \( F^* \) to \( A_s \) (pointwise) and belongs to \( G_v(0) \). Let us consider the function \( g: A(s, \alpha) \to V_{\alpha}, g(v) = \langle A_v, F_v \rangle \).

By the definition of \( U(\alpha) \), \( U(\alpha) \in \text{dom } j(\alpha) \). Let \( \langle A^-\alpha, F^-\alpha \rangle = j(g)(U(\alpha)) \).

By elementarity, \( A^-\alpha \in \bigcap \beta < \omega, U(\beta) \) and for \( U(\alpha) \)-almost all \( v \in V_\alpha, A^-\alpha \cap V_\alpha = A_v \) and \( F^-\alpha \mid V_\alpha = F_v \). Let \( A^* \) be the collection of all \( v \in A(s, \alpha) \) that satisfy the above assertion. By Lemma \[37 \] \( F^-\alpha \in G_\alpha \), so let \( F^* = F^-\alpha \land F^* \).

Let \( A^* \) be all the sets that reflect \( A^* \), namely \( A^* = \{ u \in A^* : \exists \beta, A^\alpha \cap V_\alpha \in u(\beta) \} \). Now let \( A^* = A^\alpha \cup A^0 \cup A^\beta, \alpha \), and let us restrict the domain of \( F^* \) to \( A^* \).

Let us show that any extension of the condition \( q_s = s^-\langle U, A^*, F^* \rangle \) is compatible with a choice of an element from \( A(s, \alpha) \). Therefore, any extension of the current condition is compatible with an extension that forces \( \Phi \).

This is true by our choice of \( A^* \). If we extend \( q_s \) by only adding elements below \( v_n \) and strengthening the collapses, then this condition is compatible with any condition in which we extend \( q_s \) by adding a single element from \( A(s, \alpha) \) above \( v_{n-1} \). Otherwise, let \( q \leq q_s \) be any extension of \( q_s \) and assume that the Radin club of \( q \) contains elements above \( v_{n-1} \). Let \( m = \text{len } q \),

\[
q = \langle f_{n-1}^s, v_0^s, A_0^s, F_0^q, f_0^s, \ldots, u_m^q, A_m^q, F_m^q \rangle
\]

and assume that \( k < m \) is the first index of an element in the Radin sequence which is a measure sequence of length \( \geq 0 \) such that \( A^\alpha \cap A^\beta \cap V_\alpha = \bigcup \beta < \text{len } u_k^q, u_k^q(\beta) \).

If there is no such element, let us pick any nontrivial measure sequence \( v \in A^\alpha \cap A^\beta \). Then \( A^-\alpha \cap A^\beta = A^\alpha \cap A^\beta \) for all \( i < m \), and \( A_s = A^\alpha \cap V_\alpha \). Thus adding \( \langle v, A_v, F^* \rangle \) to \( q_s \) results in a condition that forces \( \Phi \) and is compatible with \( q \).

So, let us assume that there is such element \( u_k^q \). If \( A^\alpha \in u_k^q(\beta) \) for some \( \beta < \text{len } u_k^q \), then there is \( v \in A^\beta \) such that \( A_v \cap A^\beta \in \bigcap \beta < \text{len } v(\beta) \). By induction, that Prikry property holds for every shorter condition. By the claim above, we may assume that \( \text{len } p > 0 \). We want to find a direct extension of \( p \) that decides the truth value of statement \( \Phi \).
We can decompose the forcing notion $\mathbb{P}\upharpoonright p$ into a product $\mathbb{P}^{\geq u} \upharpoonright p_1 \times \mathbb{P}^{u} \upharpoonright p_1$ for some measure sequence $u$ that appears in $p$.

Recall that $\mathbb{P}^{\geq u}$ is $\alpha$-centered, where $\alpha = u(0)$. Let $\langle r_i : i < \alpha \rangle$ enumerate all possible stems of conditions in $\mathbb{P}^{\geq u}$.

Let us define, by induction, a sequence of conditions in $\mathbb{P}^{\geq u}$, $\langle p_i : i \leq \alpha \rangle$ in the following way. Let $p_0 = p_1$. Given $p_i$, let $p_{i+1} \leq^* p_i$ decide whether there is a condition in $\mathbb{P}^{\geq u}$ with stem $r_i$, deciding $\Phi$, and if so, whether it forces $\Phi$ or $\neg \Phi$. At limit ordinals $i \leq \alpha$, we use the closure of the order $\leq^*$ and take $p_i$ to be a lower bound of $p_\alpha$ for every $i' < i$.

If $G \times H \subseteq \mathbb{P}^{\geq u} \times \mathbb{P}^{> u}$ is generic with $\langle p_1, p_\alpha \rangle$, then there is a condition $\langle r, q \rangle \in G \times H$ deciding $\Phi$. The stem of $r$ is $r_i$ for some $i < \alpha$, and $p_\alpha$ must already decide which way $r$ decides $\Phi$. Thus it is forced by $\mathbb{P}^{\geq u}$ that $p_\alpha$ decides $\Phi$. By induction, we may take a direct extension $r' \leq^* p_1$ which decides which way $p_\alpha$ decides $\Phi$. $r' \upharpoonright p_\alpha$ is the desired direct extension of $p$.

Recall that $U$ was derived from an elementary embedding $j : V \rightarrow M$.

**Lemma 42.** Assume that $V_{\kappa+2} \subseteq M$. Then $\mathbb{P}$ preserves the inaccessibility of $\kappa$.

**Proof.** By GCH and the strength of the elementary embedding, $j$, we have $\text{len } U \geq \kappa^{++}$, while $|V_{\kappa+1}| = \kappa^+$. Therefore, there is a repeat point, namely an ordinal $\alpha < \kappa^{++}$ such that

$$\bigcap_{0 < \beta < \kappa^{++}} U(\beta) = \bigcap_{0 < \beta < \alpha} U(\beta).$$

Let $\alpha$ be the first repeat point in the measure sequence derived from $j$.

Clearly, replacing $U$ with $U \upharpoonright \alpha$ does not change the forcing. Let $k : V \rightarrow M$ be an elementary embedding generated by $U(\alpha)$. Let us look at $k(\mathbb{P})$. Let:

$$p = \langle f_{-1}, u_0, A_0, f_0, f_1, \ldots, u_n, A_n, F_0 \rangle \in \mathbb{P}.$$ 

Let us extend the condition $k(p)$ by adding $\langle U \upharpoonright \alpha, A_0, F_0 \rangle$ at the $n$-th coordinate, and let $q$ be the obtained condition. It is clear that forcing below $q$ introduces a generic filter for $\mathbb{P}$, $K$. The Radin forcing below the condition $q$ is equivalent to a product $\mathbb{P} \times Q$ (where $Q$ consists of all the upper parts of the conditions in $\mathbb{P}$). Recall that $Q$ is $\kappa^+$-weakly closed. Applying $k$ to the upper part of the conditions in $\mathbb{P}$ generates an $M$-generic filter for $Q'$, since any dense open set in $M$ is represented by a function from $\kappa$ to dense open sets of the closed part of $\mathbb{P}$. Therefore, there is a condition in the intersection of all of them. Let $H$ be a $Q$-generic filter, extending the $Q'$-generic filter which is generated by the $k$ images of the elements of $\mathbb{P}$.

Let $K \times H$ be the $M$-generic filter for $k(\mathbb{P})$. Silver’s criteria holds, and therefore one can extend $k$ to an elementary embedding $k' : V[K] \rightarrow M[K][H]$. In particular, since $\kappa$ is the critical point of $k'$, it is regular in $V[K]$.

In fact, the forcing $\mathbb{P}$ preserves also the measurability of $\kappa$, but for our purposes it is enough to know that $V_{\kappa}$ is a model of ZFC.

There is a natural projection from a measure on measure sequences in $V_{\kappa}$ to a measure on $\kappa$ by taking each measure sequence $u$ to its first element $u(0)$. When saying that a subset of $\kappa$ is large relative to a measure on the measure sequences of $V_{\kappa}$ we mean that it is large relative to the corresponding projection.

Let us return now to the model that was obtained in the previous section.

**Theorem 43.** Let $\mathbb{P}$ be the Radin forcing for adding a club through $\kappa$, with interleaved collapses, collapsing $\rho_{i+1}$ to be of cardinality $\rho_i^+$ for any two successive Radin points.

Let $A$ be the set obtained in Lemma 27. Assume that $A$ is $U$-large relative to all relevant measures.

Then $\mathbb{P}$ forces $\langle \beta^{++}, \beta^+ \rangle \rightarrow (\alpha^+, \alpha)$ for all $\alpha \leq \beta < \kappa$. 

We pick a universal Laver function \( \ell \) on some fixed well order \( j \) that is compatible with GCH, in a small segment of cardinals is already a Laver diamond and therefore there is no counter example to pick.

For every cardinal \( \mu \) and \( \nu < \mu \) where \( \mu \) is singular, \( \nu \) implies the failure of the weak square at all singular cardinals. Since \( Q_0 \) is \( \xi^+\)-closed, Lemma 15 implies that the instance of Chang’s Conjecture holds after forcing with \( Q_0 \times \text{Col}(\xi^+, \rho) \). It continues to hold after forcing with \( Q_1 \), since no new algebras on \( \xi^+ \) are added.

In the above model, the instances of Chang’s Conjecture of the form \( (\mu^+, \mu) \rightarrow (\nu^+, \nu) \) where \( \mu \) is singular, always fail. Since every singular cardinal in the generic extension is inaccessible in the ground model, \( \Box^*_\mu \) holds there. Since we preserve its successor, it still holds in the generic extension. Any instance of Chang’s Conjecture of the form \( (\mu^+, \mu) \rightarrow (\nu^+, \nu) \), where \( \mu \) is singular, implies the failure of the weak square, \( \Box^*_\mu \). [10].

5. Segments of Chang’s Conjecture

In the previous section we dealt with obtaining Chang’s Conjecture between all pairs of the form \( (\mu^+, \mu) \) and \( (\nu^+, \nu) \) where \( \mu \) is a successor cardinal. The cases of \( \mu \) singular cardinal, which were not covered in the previous section, are much harder.

Recall that any instance of Chang’s Conjecture of the form \( (\mu^+, \mu) \rightarrow (\nu^+, \nu) \) where \( \mu \) is singular, \( \nu < \mu \) (in which we assume that the elementary submodel of cardinality \( \nu^+ \) contains \( \nu \)) implies the failure of the weak square \( \Box^*_\nu \). Indeed, it implies that there are no good scales. Thus, the problem of getting, for example \( (\mu^+, \mu) \rightarrow (\text{cf } \mu^+, \text{cf } \mu) \) globally requires us to get a failure of weak square at all singular cardinals. See [21] for the best known consistency result towards this goal.

We want to attack a more modest problem. We will get all the instances of Chang’s Conjecture which are compatible with GCH, in a small segment of cardinals not covered by the previous section.

Let \( \kappa \) be a huge cardinal, and let \( j : V \rightarrow M \) be an elementary embedding witnessing it. Let \( \delta = j(\kappa) \).

Lemma 44. There is a function \( \ell : \delta \rightarrow V_\delta \) with the following properties:

1. \( j(\ell \upharpoonright \kappa) = \ell \).
2. For every cardinal \( \mu \), and \( \gamma < \delta \), if \( x \in V_\gamma \), and \( \mu \) is \( 2^\gamma \)-supercompact then there is an elementary embedding \( k : V \rightarrow N_\gamma, \text{crit } k = \mu, k^\gamma \gamma \in N_\gamma, k(\ell)(\mu) = x \).
3. For every \( \mu < \kappa \) non-measurable, \( \ell(\mu) = \emptyset \).
4. For every \( \mu < \kappa \), if \( \mu \) is \( <\delta \)-supercompact, \( \ell(\mu) = \emptyset \).

Proof. We pick a universal Laver function \( \ell \) on \( V_\kappa \), using minimal counter examples (if there are counter examples). I.e. we pick \( \ell(\mu) = x \) if \( x \in H(\theta) \) and \( \theta < \delta \) is the minimal cardinal for which there is no supercompact measure on \( P_\mu \theta, U \) such that \( j_\ell(\ell(\mu)) = x \). We pick \( x \) to be the minimal such witness of failure, relative to some fixed well order.

Apply \( j \) on this function to obtain \( \ell \). Since \( V_\delta \subseteq M \), the first item holds. The second item holds below \( \kappa \) by the usual proof for the Laver diamond: the minimal \( x \) for which property (2) fails would be exactly the value of \( j(\ell) \) at the point \( \mu \) in any closed enough ultrapower. The third item holds by definition. The fourth item holds as for any fully supercompact cardinal (from the point of view of \( V_\delta \), \( \mu \), \( \ell \upharpoonright \mu \) is already a Laver diamond and therefore there is no counter example to pick. \( \square \)
Let $\ell$ be a Laver function for $V$, as in the conclusion of Lemma 44. We wish to make every $\alpha < \kappa$ which is $\kappa$-supercompact indestructible under any $\alpha$-directed-closed forcing. We do the usual Laver iteration $\mathbb{P}$ with respect to $\ell$. We claim that if $G \subseteq j(\mathbb{P})$ is generic, then $\kappa$ is still huge in $V[G]$. Since $\kappa$ is $\langle \delta \rangle$-supercompact in $M$, $j(\mathbb{P})/(G \cap \mathbb{P})$ is $(2^n)^+$-directed-closed in $V[G \cap \mathbb{P}]$. Thus we may take a master condition and build an $M[G]$-generic filter for $j^2(\mathbb{P})/G$.

Now let $A$ be the set obtained from Lemma 27. By reflection arguments, we may assume every cardinal in $A$ is $\kappa$-supercompact. Let us pick such cardinals $\langle \mu_n \mid n < \omega \rangle$.

**Theorem 45.** There is $\rho < \mu_0$ such that:

$$\Col(\omega, \rho^{+\omega}) \ast \E(\rho^{+\omega}, \mu_0) \ast \E(\mu_0, \mu_1) \ast \cdots \ast \E(\mu_n, \mu_{n+1}) \ast \cdots \ forces:$$

(1) For every $m < n < \omega$, $(\mathcal{N}_{n+1}, \mathcal{N}_n) \rightarrow (\mathcal{N}_{m+1}, \mathcal{N}_m)$.

(2) $(\mathcal{N}_{\omega+1}, \mathcal{N}_\omega) \rightarrow (\mathcal{N}_1, \mathcal{N}_0)$.

In the generic extension $\mathcal{N}_1 = \rho^{+\omega}$ and $\mathcal{N}_{n+2} = \mu_n$ for all $n < \omega$.

We split the proof of this theorem into three parts:

**Lemma 46.** For every choice of $\rho$, $(\mathcal{N}_2, \mathcal{N}_1) \rightarrow (\mathcal{N}_1, \mathcal{N}_0)$.

**Proof.** After forcing with $\Col(\omega, \rho^{+\omega})$, $\mu_0$ is still measurable. Since the forcing $\E(\omega, \mu_0)$ is $\mu_0$-c.c. and $\sigma$-closed, after forcing with it there is an $\omega_2$-complete ideal on $\omega_2$, in which the positive sets have a dense subset which is $\sigma$-closed. In particular, the Strong Chang conjecture holds (see, for example, [20] [Theorem 1.1]).

**Lemma 47.** For every choice of $\rho$, for every $0 < m < n < \omega$, $(\mathcal{N}_{n+1}, \mathcal{N}_n) \rightarrow (\mathcal{N}_{m+1}, \mathcal{N}_m)$.

**Proof.** This is a special case of Lemma 27.

**Lemma 48.** There is a choice of $\rho$ for which $(\mathcal{N}_{\omega+1}, \mathcal{N}_\omega) \rightarrow (\mathcal{N}_1, \mathcal{N}_0)$.

**Proof.** Let us show first that there is $\rho$ such that after forcing with:

$$(\Col(\omega, \rho^{+\omega}) \ast \E(\rho^{+\omega}, \mu_0)) \times (\E(\mu_0, \mu_1) \times \cdots \times \E(\mu_n, \mu_{n+1}) \times \cdots)$$

Chang’s conjecture $(\mathcal{N}_{\omega+1}, \mathcal{N}_\omega) \rightarrow (\mathcal{N}_1, \mathcal{N}_0)$ holds.

Replace the order of the product and force with the second component first. By the indestructibility of $\mu_0$, $\mu_0$ remains $\kappa$-supercompact after this forcing. Assume that for every $\rho < \mu_0$ there is a name for a function $f_\rho : (\mu_0^{+\omega})^{+\omega} \rightarrow \mu_0^{+\omega}$ witnessing the failure of Chang’s conjecture in the generic extension.

Let $k : V \rightarrow M$ be an elementary embedding with critical point $\mu_0$ and $A = k \circ \mu_0^{+\omega+1} \in M$. Let $f = k(f_\rho : \rho < \mu_0)(\mu_0)$. By our assumption, $\Vdash \| f^n A^{<\omega} | k(\mu_0) \| = \aleph_1$.

Since the image of $f$ is contained in $k(\mu_0^{+\omega})$, there is an integer $n > 0$ and a condition $p \in \Col(\omega, \mu_0^{+\omega}) \ast \E(\mu_0^{+\omega}, \mu_0)$ such that $p \Vdash \| f^n A^{<\omega} \cap k(\mu_0^{+n}) | = \aleph_1$.

Let us find a sequence of decreasing conditions $p_\alpha$ below $p$ and a sequence of sets $a_\alpha \in (\mu_0^{+\omega+1})^{<\omega}$ such that $p_\beta \Vdash \| f(k(a_\alpha)) < \| f(k(a_\beta)) \| < k(\mu_0^{+n})$ for every $\alpha < \beta < \mu_0^{+\omega+1}$. We find this sequence in the same way as we did in Theorem 17. Namely, let $\langle \tilde{a}_i \mid i < \mu_0^{+\omega+1} \rangle$ be a sequence of names for elements in $A^{<\omega}$ such that $p \Vdash \| \tilde{f}(\tilde{a}_\alpha) < \| \tilde{f}(\tilde{a}_\beta) \| < k(\mu_0^{+n})$ for every $\alpha < \beta$. Let us pick for every $\alpha < \mu_0^{+\omega+1}$ a condition $p_\alpha = \langle r_\alpha, q_\alpha \rangle$ below $p$ such that:

(1) For some $a_\alpha \in (\mu_0^{+\omega+1})^{<\omega}$, $p_\alpha \Vdash \tilde{f}(\tilde{a}_\alpha) = k(\tilde{a}_\alpha)$.

(2) For every $\beta < \alpha$, $r_\alpha \Vdash q_\alpha \leq q_\beta$. 


Given the partial sequence $\langle r_\alpha, q_\alpha, a_\alpha : \alpha < \beta \rangle$ satisfying the above conditions, we let $q$ be a name for a lower bound to $\langle q_\alpha : \alpha < \beta \rangle$. Then we pick $\langle r_\beta, q_\beta \rangle \leq \langle r_0, q_0 \rangle$ and $a_3$ such that $(r_3, q_3) \models x_3 = k(a_3)$. Then let $q_3$ be such that $r_3 \models q_3 = q'$ and $r' \models q_3 = q$ for all $r' \not\models r_3$. By the regularity of $\mu_0^{\omega+1}$, there is a fixed condition $r_*$ and a cofinal set of ordinals $x_n < \mu_0^{\omega+1}$ such that $r_\alpha = r_*$. Without loss of generality, for every $\alpha, r_\alpha = r_*$. By elementarity, for every $\alpha < \beta < \mu_0^{\omega+1}$ there is $p < \mu_0$ and a condition $q \in \text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0)$ that forces $f_p(a_\alpha) < f_p(a_\beta) < \mu_0^{\omega+n}$. Applying the Erdős-Rado theorem on the first $\mu_0^{\omega+n+1}$ elements in this sequence, we obtain a sequence of ordinals $I$ of order type $\mu_0^{\omega+n+1}$ and a single $p_* < \mu_0, q_* \in \text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0)$ such that for every $\alpha < \beta$ in $I$, $q_* \models f_{p_*}(a_\alpha) < f_{p_*}(a_\beta) < \mu_0^{\omega+n}$. This is a contradiction, since it is impossible to get an increasing sequence of ordinals of length $\mu_0^{\omega+n} + 1$ below $\mu_0^{\omega+n}$.

Thus, there is $p < \mu_0$ such that the product forces $(\mathcal{R}_{\omega+1}, \mathcal{R}_\omega) \rightarrow (N_1, N_0)$. Let us show that in this case the iteration does the same.

**Claim 49.** There is a projection

$$\pi : (\text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0)) \times \text{E}(\mu_0, \mu_1) \times \cdots \times \text{E}(\mu_{n-1}, \mu_n) \rightarrow$$

$$\rightarrow \text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0) \ast \text{E}(\mu_0, \mu_1) \ast \cdots \ast \text{E}(\mu_{n-1}, \mu_n) \ast \cdots$$

**Proof.** Let $P = \text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0)$. The argument for Lemma 25 shows the following: For each $n < \omega$, there is a map

$$\sigma_n : \text{E}(\mu_n, \mu_{n+1}) \rightarrow T(P \ast \text{E}(\mu_0, \mu_1) \ast \cdots \ast \text{E}(\mu_{n-1}, \mu_n) \ast \text{E}(\mu_n, \mu_{n+1}))$$

such that $\langle p, q \rangle \mapsto \langle p, \sigma_n(p) \rangle$ is a projection from $(P \ast \text{E}(\mu_0, \mu_1) \ast \cdots \ast \text{E}(\mu_{n-1}, \mu_n) \ast \text{E}(\mu_n, \mu_{n+1})) \times \text{E}(\mu_n, \mu_{n+1})$ to $(P \ast \text{E}(\mu_0, \mu_1) \ast \cdots \ast \text{E}(\mu_{n-1}, \mu_n) \ast \text{E}(\mu_n, \mu_{n+1}))$. Furthermore, if $p \models \sigma_n(q_0)$, then there is $q_2 \leq q_0$ such that $p \models \sigma_n(q_2) = q_1$.

For a condition $r = \langle p, q_0, q_1, \ldots \rangle$ in the infinite product we define $\pi(r) = \langle p, \sigma_n(q_0), \sigma_1(q_1), \ldots \rangle$. To verify that $\pi$ is a projection, suppose $\langle p', q'_0, q'_1, \ldots \rangle \leq \langle p, q_0, q_1, \ldots \rangle$. For each $n$, there is $q'_n \leq q_n$ such that $\langle p', q'_0, \ldots, q'_{n-1}, q'_n \rangle \models \sigma_n(q''_n) = q'_n$. An easy induction argument shows that $\langle p', \sigma_n(q'_0), \sigma_1(q'_1), \ldots \rangle \leq \langle p', q'_0, q'_1, \ldots \rangle$. \qed

As the product is $\mu_0$-closed in the ground model, it is $\mu_0$-distributive in the generic extension by the $\mu_0$-c.c. forcing $\text{Coll}(\omega, \rho^{\omega}) \ast \text{E}(\rho^{\omega+1}, \mu_0)$. Therefore, if $f : \mathcal{R}_{\omega+1} \rightarrow \mathcal{R}_\omega$ is in the extension by the iteration, the $N_1$-sized witness for Chang's conjecture with respect to $f$ already exists in the extension by the iteration. \qed

6. Open Questions

We conclude this paper with a list of open questions:

**Question.** Is it consistent, relative to large cardinals, that for every pair of cardinals $\kappa < \lambda$ such that $\kappa < \text{cf} \lambda$ or $\text{cf} \kappa = \text{cf} \lambda$,

$$\langle \lambda^+, \lambda \rangle \rightarrow (\kappa^+, \kappa)$$

In the model of Section 4 we gave a positive answer to this question when restricting $\lambda$ to be a successor cardinal.

**Question.** What is the consistency strength of $(N_4, N_3) \rightarrow (N_2, N_1)$?

In Section 3 we gave an upper bound of $(+2)$-subcompact cardinal. The known lower bound, due to Levinski is $0''$, [15].
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