A Novel Method for Knot-Tying in Autonomous Robotic assisted Surgery Using Deep Learning
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Abstract. With the advent of robot-assisted surgery, surgical task automation, which means that robotic assistants could autonomously execute certain commonly occurring tasks, is more and more appealing and has been studied over the last several years because of the booming of deep learning. Mainly, such partial automation can help reduce the surgeon's workload and allow surgeons to focus more on critical elements of the surgical workflow. In this paper, we propose a novel method using deep learning based on Variational Autoencoders for robotic assistants to learn knot-tying with the Data Set of manual operation, instead of learning from video demonstrations. Taking the circle action of knot-tying as an example, we make use of the VAE network to conduct feature learning and autonomous generation of knot-tying trajectories. During this time, the appropriate VAE network is built and implemented training, and after 100 rounds of training, experimental results show that we successfully acquire trajectories as expected using smaller Data Set with VAE network.

1. Introduction

The rapidly increased use of surgery-assisted robots provides more and more methods for surgeons to cooperate, access and accomplish surgeries. Apparently, in the future of surgery, robotic assistants will be supposed to have the capacity to autonomously perform certain commonly occurring tasks because such partial automation can reduce the surgeon's workload and allow surgeons to focus more on critical elements of the surgical workflow. In addition, after collecting Data Set of target performance [1], intelligent robotic surgical assistants, as van den Berg states, which could “improve patient health by enhancing surgeon performance, reduce medical errors, and reduce costs by reducing operation time” [2]. As a consequence, enabling robotic assistants to learn from a large body of human demonstration and perform certain common tasks, such as knot-tying, is of great value.

Actually, from the last century, modeling human movement and learning human skills have been studied in a large amount of literature using hidden Markov models [3], fuzzy sets [4], as well as neural networks [5]. In recent years, there is more expectation on the automation of specific surgical subtasks performed by robots, and in the meantime, some research results have demonstrated the potential of autonomous robots to improve the efficacy, consistency and accessibility of surgical techniques [6-8]. Mayer et al. implemented automation of manual tasks for minimally invasive surgery in terms of robot learning to tie knots [9]. An automatic vision guided knot-tying method for robotic-assisted surgery is proposed in this paper [10], whose experimental results show that autonomous knotting is likely to perform faster than humans. Hermann Mayer et al. exploited more recurrent and powerful neural networks (RNNs) with adaptive internal states [11]. Ziheng Wang et al. provided an analytical deep
learning framework in surgical for training skill assessment [12], which means a lot. Except for automation of tasks, researches on surgical gesture recognition, action segmentation and imitation are also appealing and at the same time, have acquired some remarkable results [13-15].

Here, in order to make the operation easier and improve the efficiency of surgeons, we propose a novel method, which can help robotic assistants to learn tying knots with trajectory Data Set using deep learning based on Variational Autoencoders. Moreover, we take the circle knot as an example, as shown in Fig 1, demonstrate the feasibility and validity of this method with training results.

Fig. 1 The knot-tying operation

2. Methods
In order to obtain the Cartesian trajectory of surgical instrument, the knot-tying operation can be carried out by manual teleoperation, and the track coordinates of instrument’s end can be recorded at the same time. However, there is a problem with this method that the trajectory of each manual telecontrol is different, as illustrated in Fig. 2. Three knot-tying trajectories generated by manual teleoperation are different, but all of them can complete the corresponding tasks, which means that it is impossible to establish an index to measure which trajectory is the best. Therefore, it is inappropriate to choose any trajectory executed manually as the trajectory of robot motion planning. However, by observing the trajectories in Fig. 2, it could be easily found that manually operated trajectories of the winding action in the knot-tying task are different each time, but there are common characteristics behind them.

Fig. 2 The trajectory of teleoperation

2.1. Selection of Generative Networks
In this paper, we adopt a method based on deep learning to learn the manually executed trajectory and obtain the low-dimensional features. On this basis, the automatic generation of trajectory is achieved through the generation network. Among those deep generative models, two major families stand out and deserve a special attention: Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs). However, compared to GAN, the amount of data required by VAE is smaller, the training takes less time, and the networks is more stable. In conclusion, we adopt VAE to automatically generate trajectories.

2.2. Principles of VAE network
The principle block diagram of the Variational Autoencoders is shown in Fig. 3. The input of VAE is the original real sample $X$, which is encoded by the encoder, to achieve low-dimensional feature extraction. In order to make the variational autoencoder to be essentially a generative model rather than a discriminant model, the extracted low-dimensional feature implicit vector $z$ must conform to some prior distribution $P(z)$, which can be artificially specified, such as the simplest uniform distribution or
normal distribution. In order to obtain the final generated samples, the implicit vector $z$ conforming to the prior distribution is input into the decoder network, which represents the conditional probability distribution $P(x|z)$. The final sample $\tilde{x}$ is generated by sampling the joint probability distribution $P(x, z) = P(z)P(x|z)$ and the purpose of the variational autoencoder is to make the samples generated by the decoder as realistic as possible. Although the encoder and decoder are involved in the training process, only the decoder is finally applied after the network training is completed.

![Fig. 3 Schematic diagram of VAE](image)

From the view of probability, we can consider that the distribution of the Data Set is sampled from $P(x|z)$, where $z$ is a hidden low-dimensional feature variable, represents the data internally and is in accord with the known prior distribution $P(z)$. When the hidden variable $z$ is known in problem, and the network has learned the law of Data Set that means $P(x|z)$, we can generate qualified samples, which have common features of $z$.

2.3. The structure of VAE network
In this study, the prior distribution $P(z)$ is set as the normal distribution $\mathcal{N}(0,1)$. Under this circumstance, $P(z)$ is known, and the problem is transformed into a probabilistic model $P(z)$ that is expected to be generated by network learning. In the meantime, we use maximum likelihood estimation method here: the more excellent network, the probability of real samples generated should be greater. So if we parameterize the decoder model $P(x|z)$ with parameter $\Theta$, the optimization target of the network will be:

$$\max_{\Theta} p(x) = \int P(z)P(x|z)dz$$

The idea of variation is used here that we can approximate distribution $q_\Phi(z|x)$ with distribution $P(z|x)$ to minimize the distance between $q_\Phi(z|x)$ and $P(z|x)$

$$\min_{\Phi} D_{KL}(q_\Phi(z|x)||P(z|x))$$

where $D_{KL}$ represents KL divergence, is used to calculate the distance between two probability distributions, can be defined as

$$D_{KL}(q_\Phi(z|x)||P(z|x)) = \int q_\Phi(z|x) \log \frac{q_\Phi(z|x)}{P(z|x)} dz$$

and if we define that

$$-\int q_\Phi(z|x) \log \frac{q_\Phi(z|x)}{P(x,z)} dz = L(\Phi, \Theta)$$

the above equation will become
\[ D_{KL}(q(z|x)||P(x|z)) = -L(\Phi, \theta) + \log P(x) \]

This is a fact that KL divergence is equal or greater than zero, and the maximum likelihood probability of network target \( P(x) \) could be converted to maximize the \( L(\Phi, \theta) \)

\[
L(\Phi, \theta) = \int q_\phi(z|x) \log \frac{P_\theta(x, z)}{q_\phi(z|x)} \\
= \int q_\phi(z|x) \log \frac{P(z)}{q_\phi(z|x)} + \int q_\phi(z|x) \log P_\theta(x|z) \\
= D_{KL}(q_\phi(z|x)||P(z)) + \mathbb{E}_{z \sim q_\phi(z|x)} [\log P_\theta(x|z)]
\]

As a result, the encoder and decoder network can be parameterized as \( q_\phi(z|x) \) and \( \log P_\theta(x|z) \), respectively. Calculate the KL divergence, then the loss function constructed by likelihood probability \( \log P_\theta(x|z) \) of decoder and the network will be optimized. However, the input of decoder is sampled from \( \mathbb{N}(\mu, \sigma) \) and the gradient propagation is discontinuous, so this gradient descent algorithm cannot be used to optimize the network. For this problem, we adopt Reparameterization Trick method that we implement sampling of implicit variables by \( z = \mu + \sigma \) to achieve the target of network optimization.

According to the principle of VAE, we build our own VAE network as shown in the Fig. 4, where the input of network is the manual trajectory collected in advance. The trajectory data from different dimensions are trained after segmented, and finally the data generated by each dimension channel is merged and restored into a complete trajectory. The input data is extracted with low-dimensional features through two-layer RNN network. Afterwards, these extracted low-dimensional features pass through two separate fully connected networks FC1 and FC2 to obtain the hidden variable \( z \), then the hidden variable \( z \) is generated through the two-layer RNN network and fully connected layer to generate the required samples.

**3. Results & Discussion**

In order to verify the effect of the Variational Autoencoders proposed in this paper for trajectory generation, we build the network for training based on TensorFlow2.0.

The Data Set still adopts the winding action in the knot-tying track mentioned in the last section, as shown in Fig. 5, which shows the process of network training. It can be seen that the generated trajectories are chaotic at the beginning of the training, then the outline can be basically found after 20-30 rounds of training. However, after 100 rounds of training, the generated trajectories have a high similarity with the manual trajectory, which can completely replace the latter, as shown in Fig. 6.
Meanwhile, the change trend of loss during training is demonstrated in Fig. 7. It may be easily found that the convergence rate of VAE training is awfully such fast and task demand is basically satisfied after 100 rounds of training. The advantages of VAE network over GAN network are highlighted that smaller Data Set is required and training process is more stable.

4. Conclusions
Surgical task automation is more and more appealing with the booming of deep learning. Unlike other research on the surgical automation learning from video demonstrations, we propose a novel method which can learn to tie knots with trajectory Data Set using deep learning based on Variational Autoencoders, in order to make the operation easier and improve the efficiency of surgeons.

In this paper, we take the circle action as an example, and the VAE network is firstly used to conduct feature learning and autonomous generation of circle trajectories. We build appropriate VAE network and implement training, after 100 rounds of training, the experimental results show that we successfully obtain trajectories as expected with VAE network. In addition, advantages of VAE are fully demonstrated because of smaller Data Set required in training process and more stable performance.
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