ULTRAMETRIC SUBSETS WITH LARGE HAUSDORFF DIMENSION
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Abstract. It is shown that for every \( \varepsilon \in (0, 1) \), every compact metric space \((X, d)\) has a compact subset \( S \subseteq X \) that embeds into an ultrametric space with distortion \( O(1/\varepsilon) \), and
\[
\dim_H(S) \geq (1 - \varepsilon) \dim_H(X),
\]
where \( \dim_H(\cdot) \) denotes Hausdorff dimension. The above \( O(1/\varepsilon) \) distortion estimate is shown to be sharp via a construction based on sequences of expander graphs.
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1. Introduction

Given $D \geq 1$, a metric space $(X, d_X)$ is said to embed with distortion $D$ into a metric space $(Y, d_Y)$ if there exists $f : X \to Y$ and $\lambda > 0$ such that for all $x, y \in X$ we have
\[
\lambda d_X(x, y) \leq d_Y(f(x), f(y)) \leq D \lambda d_X(x, y).
\]

Note that when $Y$ is a Banach space the scaling factor $\lambda$ can be dropped in the definition (1).

Answering positively a conjecture of Grothendieck [15], Dvoretzky proved [13] that for every $k \in \mathbb{N}$ and $D > 1$ there exists $n = n(k, D) \in \mathbb{N}$ such that every $n$-dimensional normed space has a $k$-dimensional linear subspace that embeds into Hilbert space with distortion $D$; see [26, 25, 30] for the best known bounds on $n(k, D)$.

Bourgain, Figiel and Milman [9] studied the following problem as a natural nonlinear variant of Dvoretzky’s theorem: given $n \in \mathbb{N}$ and $D > 1$, what is the largest $m \in \mathbb{N}$ such that any finite metric space $(X, d)$ of cardinality $n$ has a subset $S \subseteq X$ with $|S| \geq m$ such that the metric space $(S, d)$ embeds with distortion $D$ into Hilbert space? Denote this value of $m$ by $R(n, D)$. Bourgain-Figiel-Milman proved [9] that for all $D > 1$ there exists $c(D) \in (0, \infty)$ such that $R(n, D) \geq c(D) \log n$, and that $R(n, 1.023) = O(\log n)$. Following several investigations [18, 8, 3] that were motivated by algorithmic applications, a more complete description of the Bourgain-Figiel-Milman phenomenon was obtained in [5].

**Theorem 1.1** ([5]). For $D \in (1, \infty)$ there exist $c(D), c'(D) \in (0, \infty)$ and $\delta(D), \delta'(D) \in (0, 1)$ such that for every $n \in \mathbb{N}$,

- if $D \in (1, 2)$ then $c(D) \log n \leq R(n, D) \leq c'(D) \log n$,
- if $D \in (2, \infty)$ then $n^{1-\delta(D)} \leq R(n, D) \leq n^{1-\delta'(D)}$.

Highlighting the case of large $D$, which is most relevant for applications, we have the following theorem.

**Theorem 1.2** ([5, 23, 28]). For every $\varepsilon \in (0, 1)$ and $n \in \mathbb{N}$, any $n$-point metric space $(X, d)$ has a subset $S \subseteq X$ with $|S| \geq n^{1-\varepsilon}$ that embeds into an ultrametric space with distortion $2\varepsilon$. On the other hand, there exists a universal constant $c > 0$ with the following property. For every $n \in \mathbb{N}$ there is an $n$-point metric space $X_n$ such that for every $\varepsilon \in (0, 1)$ all subsets $Y \subseteq X$ with $|Y| \geq n^{1-\varepsilon}$ incur distortion at least $c/\varepsilon$ in any embedding into Hilbert space.

Recall that a metric space $(U, \rho)$ is called an ultrametric space if for every $x, y, z \in U$ we have $\rho(x, y) \leq \max \{\rho(x, z), \rho(z, y)\}$. Any separable ultrametric space admits an isometric embedding into Hilbert space [37]. Hence the subset $S$ from Theorem 1.2 also embeds with the stated distortion into Hilbert space, and therefore Theorem 1.2 fits into the Bourgain-Figiel-Milman framework. Note, however, that the stronger statement that $S$ embeds into an ultrametric space is needed for the applications in [5, 23], and that the matching lower bound in Theorem 1.2 is for the weaker requirement of embeddability into Hilbert space. Thus, a byproduct of Theorem 1.2 is the assertion that, in general, the best way (up to constant factors) to find a large approximately Euclidean subset is to actually find a subset satisfying the more stringent requirement of being almost ultrametric. The existence of the metric spaces $\{X_n\}_{n=1}^\infty$ from Theorem 1.2 was established in [5]. The estimate $2\varepsilon/c$ on the ultrametric distortion of the subset $S$ from Theorem 1.2 is due to [28], improving by a constant factor over the bound from [23], which itself improves (in an asymptotically optimal way) on the distortion bound of $O((\varepsilon^{-1}\log(2/\varepsilon)))$ from [5].
In what follows, \( \dim_H(X) \) denotes the Hausdorff dimension of a metric space \( X \). Inspired by the above theorems, Terence Tao proposed (unpublished, 2006) another natural variant of the nonlinear Dvoretzky problem: one can keep the statement of Dvoretzky’s theorem unchanged in the context of general metric spaces, while interpreting the notion of dimension in the appropriate category. Thus one arrives at the following question.

**Question 1.3** (The nonlinear Dvoretzky problem for Hausdorff dimension). Given \( \alpha > 0 \) and \( D > 1 \), what is the supremum over those \( \beta \geq 0 \) with the following property. Every compact metric space \( X \) with \( \dim_H(X) \geq \alpha \) has a subset \( S \subseteq X \) with \( \dim_H(S) \geq \beta \) that embeds into Hilbert space with distortion \( D \)?

The restriction of Question 1.3 to compact metric spaces is not severe. For example, if \( X \) is complete and separable then one can first pass to a compact subset of \( X \) with the same Hausdorff dimension, and even the completeness of \( X \) can be replaced by weaker assumptions; see [11, 16]. We will not address this issue here and restrict our discussion to compact metric spaces, where the crucial subtleties of the problem are already present.

Our purpose here is to provide answers to Question 1.3 in various distortion regimes, the main result being the following theorem.

**Theorem 1.4.** There exists a universal constant \( C \in (0, \infty) \) such that for every \( \varepsilon \in (0,1) \) and \( \alpha \in (0, \infty) \), every compact metric space \( X \) with \( \dim_H(X) \geq \alpha \) has a closed subset \( S \subseteq X \) with \( \dim_H(S) \geq (1-\varepsilon)\alpha \) that embeds with distortion \( C/\varepsilon \) into an ultrametric space. In the reverse direction, there is a universal constant \( c > 0 \) such that for every \( \alpha > 0 \) there exists a compact metric space \( X_\alpha \) with \( \dim_H(X_\alpha) = \alpha \) such that if \( S \subseteq X \) satisfies \( \dim_H(S) \geq (1-\varepsilon)\alpha \) then \( S \) incurs distortion at least \( c/\varepsilon \) in any embedding into Hilbert space.

The construction of the spaces \( X_\alpha \) from Theorem 1.4 builds on the examples of [5], which are based on expander graphs. The limiting spaces \( X_\alpha \) obtained this way can therefore be called “expander fractals”; their construction is discussed in Section 10.

Our main new contribution leading to Theorem 1.4 is the following structural result for general metric measure spaces. In what follows, by a metric measure space \((X, d, \mu)\) we mean a compact metric space \((X, d)\), equipped with a Borel measure \( \mu \) such that \( \mu(X) < \infty \). For \( r > 0 \) and \( x \in X \), the corresponding closed ball is denoted \( B(x, r) = \{ y \in X : d(x, y) \leq r \} \).

**Theorem 1.5.** For every \( \varepsilon \in (0,1) \) there exists \( c_\varepsilon \in (0, \infty) \) with the following property. Every metric measure space \((X, d, \mu)\) has a closed subset \( S \subseteq X \) such that \((S, d)\) embeds into an ultrametric space with distortion \( 9/\varepsilon \), and for every \( \{x_i\}_{i \in I} \subseteq X \) and \( \{r_i\}_{i \in I} \subseteq [0, \infty) \) such that the balls \( \{B(x_i, r_i)\}_{i \in I} \) cover \( S \), i.e.,

\[
\bigcup_{i \in I} B(x_i, r_i) \supseteq S, \tag{2}
\]

we have

\[
\sum_{i \in I} \mu(B(x_i, c_\varepsilon r_i))^{1-\varepsilon} \geq \mu(X)^{1-\varepsilon}. \tag{3}
\]

Theorem 1.5 contains Theorem 1.2 as a simple special case. Indeed, consider the case when \( X \) is finite, say \( |X| = n \), the measure \( \mu \) is the counting measure, i.e., \( \mu(A) = |A| \) for all \( A \subseteq X \), and all the radii \( \{r_i\}_{i \in I} \) vanish. In this case \( B(x_i, r_i) = B(x_i, c_\varepsilon r_i) = \{x_i\} \), and therefore the-covering condition (2) implies that \( \{x_i\}_{i \in I} \supseteq S \). Inequality (3) therefore
implies that $|S| \geq n^{1-\varepsilon}$, which is the (asymptotically sharp) conclusion of Theorem 1.2 up to a constant multiplicative factor in the distortion.

Theorem 1.5 also implies Theorem 1.4. To see this assume that $(X, d)$ is a compact metric space and $\dim_H(X) > \alpha$. The Frostman lemma (see [10] and [22, Ch. 8]) implies that there exists a constant $K \in (0, \infty)$ and a Borel measure $\mu$ such that $\mu(X) > 0$ and $\mu(B(x, r)) \leq K r^\alpha$ for all $r > 0$ and $x \in X$. An application of Theorem 1.5 to the metric measure space $(X, d, \mu)$ yields a closed subset $S \subseteq X$ that embeds into an ultrametric space with distortion $O(1/\varepsilon)$ and satisfies the covering condition ([3]). Thus, all the covers of $S$ by balls $\{B(x_i, r_i)\}_{i \in I}$ satisfy

$$\mu(X)^{1-\varepsilon} \leq \sum_{i \in I} \mu(B(x_i, c_\varepsilon r_i))^{1-\varepsilon} \leq \sum_{i \in I} (K c_\varepsilon^\alpha r_i^\alpha)^{1-\varepsilon}.$$ 

Hence,

$$\sum_{i \in I} r_i^{(1-\varepsilon)\alpha} \geq \frac{\mu(X)^{1-\varepsilon}}{K^{1-\varepsilon} c_\varepsilon^{(1-\varepsilon)\alpha}}.$$ 

This means that the $(1-\varepsilon)\alpha$-Hausdorff content of $S$ satisfies

$$\mathcal{H}^{(1-\varepsilon)\alpha}_\infty(S) \geq \frac{\mu(X)^{1-\varepsilon}}{K^{1-\varepsilon} c_\varepsilon^{(1-\varepsilon)\alpha}} > 0,$$

and therefore $\dim_H(S) = \inf \{ \beta \geq 0 : \mathcal{H}^\beta_\infty(S) = 0 \} \geq (1-\varepsilon)\alpha$, as asserted in Theorem 1.4.

To summarize the above discussion, the general structural result for metric measure spaces that is contained in Theorem 1.5 implies the sharp Bourgain-Figiel-Milman style nonlinear Dvoretzky theorem when applied to trivial covers of $S$ by singletons. The nonlinear Dvoretzky problem for Hausdorff dimension is more subtle since one has to argue about all possible covers of $S$, and this is achieved by applying Theorem 1.5 to the metric measure space induced by a Frostman measure. In both of these applications the value of the constant $c_\varepsilon$ in Theorem 1.5 is irrelevant, but we anticipate that it will play a role in future applications of Theorem 1.5. Our argument yields the bound $c_\varepsilon = e^{O(1/\varepsilon^2)}$, but we have no reason to believe that this dependence on $\varepsilon$ is optimal. We therefore pose the following natural problem.

**Question 1.6.** What is the asymptotic behavior as $\varepsilon \to 0$ of the best possible constant $c_\varepsilon$ in Theorem 1.5?

1.1. **An overview of the proof of Theorem 1.5.** Theorem 1.1 was proved in [5] via a deterministic iterative construction of a sufficiently large almost ultrametric subset $S$ of a given finite metric space $(X, d)$. In contrast, Theorem 1.2 was proved in [23] via a significantly shorter probabilistic argument. It is shown in [23] how to specify a distribution (depending on the geometry of $X$) over random subsets $S \subseteq X$ that embed into an ultrametric space with small distortion, yet their expected cardinality is large. The lower bound on the expected cardinality of $S$ is obtained via a lower bound on the probability $\Pr [x \in S]$ for each $x \in X$. Such a probabilistic estimate seems to be quite special, and we do not see how to argue probabilistically about all possible covers of a random subset $S$, as required in Theorem 1.5. In other words, a reason why Question 1.3 is more subtle than the Bourgain-Figiel-Milman problem is that ensuring that $S$ is large is in essence a local requirement, while ensuring that

---

1. Recall that for $\beta \geq 0$ the $\beta$-Hausdorff content of a metric space $(Z, d)$ is defined to be the infimum of $\sum_{j \in J} r_j^\beta$ over all possible covers of $Z$ by balls $\{B(z_j, r_j)\}_{j \in J}$; see [22].
S is high-dimensional is a global requirement: once S has been determined one has to argue about all possible covers of S rather than estimating \( \Pr [x \in S] \) for each \( x \in X \) separately.

For the above reason our proof of Theorem 1.5 is a deterministic construction which uses in some of its steps adaptations of the methods of [5], in addition to a variety of new ingredients that are needed in order to handle a covering condition such as (3). Actually, in order to obtain the sharp \( O(1/\varepsilon) \) distortion bound of Theorem 1.5 we also use results of [23, 28] (see Theorem 9.1 below), so in fact Theorem 1.5 is based on a combination of deterministic and probabilistic methods, the deterministic steps being the most substantial new contribution.

The proof of Theorem 1.5 starts with a reduction of the problem to the case of finite metric spaces; see Section 2. Once this is achieved, the argument is a mixture of combinatorial, analytic and geometric arguments, the key objects of interest being fragmentation maps. These are maps that are defined on rooted combinatorial trees and assign to each vertex of the tree a subset of the metric space \((X,d)\) in a way that respects the tree structure, i.e., the set corresponding to an offspring of a vertex is a subset of the set corresponding to the vertex itself, and vertices lying on distinct root-leaf paths are assigned to disjoint subsets of \(X\). We also require that leaves are mapped to singletons.

Each fragmentation map corresponds to a subset of \(X\) (the images of the leaves), and our goal is to produce a fragmentation map that corresponds to a subset of \(X\) which satisfies the conclusion of Theorem 1.5. To this end, we initiate the iteration via a bottom-up construction of a special fragmentation map; see Section 7. We then proceed to iteratively “prune” (or “sparsify”) this initial tree so as to produce a smaller tree whose leaves satisfy the conclusion of Theorem 1.5. At each step we argue that there must exist sufficiently many good pruning locations so that by a pigeonhole argument we can make the successive pruning locations align appropriately; see Section 8.

At this point, the subset corresponding to fragmentation map that we constructed is sufficient to prove Theorem 1.5 with a weaker bound of \( e^{O(1/\varepsilon^2)} \) on its ultrametric distortion; see Remark 5.6. To get the optimal distortion we add another pruning step guided by a weighted version (proved in Section 9) of the nonlinear Dvoretzky theorem for finite metric spaces. The mechanism of this second type of pruning is described in Section 5.

It is impossible to describe the exact details of the above steps without introducing a significant amount of notation and terminology, and specifying rather complicated inductive hypotheses. We therefore refer to the relevant sections for a detailed description. To help motivate the lengthy arguments, in the body of this paper we present the proof in a top-down fashion which is opposite to the order in which it was described above.

1.2. The low distortion regime. We have thus far focused on Question 1.3 in the case of high distortion embeddings into ultrametric spaces. There is also a Hausdorff dimensional variant of the phase transition at distortion 2 that was described in Theorem 1.1.

**Theorem 1.7 (Distortion 2 + \( \delta \)).** There exists a universal constant \( c \in (0, \infty) \) such that for every \( \delta \in (0, 1/2) \), any compact metric space \((X,d)\) of finite Hausdorff dimension has a closed subset \( S \subseteq X \) that embeds with distortion \( 2 + \delta \) in an ultrametric space, and

\[
\dim_H(S) \geq \frac{c \delta}{\log(1/\delta)} \dim_H(X).
\]  

(4)

For distortion strictly less than 2 the following theorem shows that there is no nonlinear Dvoretzky phenomenon in terms of Hausdorff dimension.
Theorem 1.8. For every \( \alpha \in (0, \infty) \) there exists a compact metric space \((X, d)\) of Hausdorff dimension \( \alpha \), such that if \( S \subseteq X \) embeds into Hilbert space with distortion strictly smaller than 2 then \( \dim H(S) = 0 \).

It was recently observed in [14] that Theorem 1.8 easily implies the following seemingly stronger assertion: there exists a compact metric space \( X_\infty \) such that \( \dim H(X_\infty) = \infty \), yet every subset \( S \subseteq X_\infty \) that embeds into Hilbert space with distortion strictly smaller than 2 must have \( \dim H(S) = 0 \).

As in the case of the finite nonlinear Dvoretzky theorem, Question 1.3 at distortion 2 remains open. In the same vein, the correct asymptotic dependence on \( \delta \) in (4) is unknown. Theorem 1.4 follows from the following result in the spirit of Theorem 1.5 via the same Frostman measure argument.

Theorem 1.9. There exists a universal constant \( c \in (0, \infty) \) such that for every \( \delta \in (0, 1/2) \) there exists \( c_\delta \in (0, \infty) \) with the following property. Every metric measure space \((X, d, \mu)\) has a closed subset \( S \subseteq X \) such that \((S, d)\) embeds into an ultrametric space with distortion \( 2 + \delta \), and for every \( \{x_i\}_{i \in I} \subseteq X \) and \( \{r_i\}_{i \in I} \subseteq [0, \infty) \) such that the balls \( \{B(x_i, r_i)\}_{i \in I} \) cover \( S \), we have

\[
\sum_{i \in I} \mu(B(x_i, c_\delta r_i))^{c_\delta \frac{\log (1/\delta)}{\log (1/\delta)}} \geq \mu(X)^{c_\delta \frac{\log (1/\delta)}{\log (1/\delta)}}. 
\]

1.3. Further applications. Several applications of our results have been recently discovered. We discuss some of them here as an indication of how Theorem 1.5 could be used. Before doing so, we note the obvious observation that since Theorem 1.5 implies Theorem 1.2 it automatically inherits its applications in theoretical computer science. Algorithmic applications of nonlinear Dvoretzky theory include the best known lower bound for the randomized \( k \)-server problem [4, 5], and the design of a variety of proximity data structures [23], e.g., the only known approximate distance oracles with constant query time, improving over the important work of Thorup and Zwick [35] (this improvement is sharp [31, 39]. Nonlinear Dvoretzky theory is the only known method to produce such sharp constructions).

A version of Theorem 1.4 in the case of infinite Hausdorff dimension, in which the conclusion is that \( S \) is also infinite dimensional, was recently obtained in [13]. In the ensuing subsections we discuss two additional research directions: surjective cube images of spaces with large Hausdorff dimension, and the majorizing measures theorem.

1.3.1. Urbański’s problem. This application of Theorem 1.4 is due to Keleti, Máthé and Zindulka [20]. We thank them for allowing us to sketch their proof here. Urbański asked [36] whether given \( n \in \mathbb{N} \) every metric space \((X, d)\) with \( \dim H(X) > n \) admits a surjective Lipschitz map \( f : X \to [0,1]^n \) (Urbański actually needed a weaker conclusion). Keleti, Máthé and Zindulka proved that without further assumptions on \( X \) the Urbański problem has a negative answer, yet if \( X \) is an analytic subset of a Polish space then one can use Theorem 1.4 to solve Urbański’s problem positively. To see how this can be proved using Theorem 1.4 note that by [16] it suffices to prove this statement when \( X \) is compact. Choose \( \varepsilon \in (0,1) \) such that \( \dim H(X) > n/(1 - \varepsilon) \). By Theorem 1.4 there exists a compact \( S \subseteq X \) with \( \dim H(S) > n \), an ultrametric space \((U, \rho)\), and a bijection \( f : S \to U \) satisfying \( d(x, y) \leq \rho(f(x), f(y)) \leq \frac{3}{2}d(x, y) \) for all \( x, y \in S \).

Since \((U, \rho)\) is a compact ultrametric space, there exists a linear ordering \( \leq \) of \( U \) such that for every \( a, b \in U \) with \( a \leq b \), the order interval \([a, b] = \{ c \in U : a \leq c \leq b \} \) is a Borel set.
satisfying \( \text{diam}([a, b]) = \rho(a, b) \). This general property of ultrametric spaces follows directly from the well-known representation of such spaces as ends of trees (see [17]); the desired ordering is then a lexicographical order associated to the tree structure. Since \( \dim_H(U) > n \), we can consider a Frostman probability measure on \( U \), i.e., a Borel measure \( \mu \) on \( U \) satisfying \( \mu(U) = 1 \) such that there exists \( K \in (0, \infty) \) for which \( \mu(A) \leq K(\text{diam}(A))^n \) for all \( A \subseteq U \). Define \( g : U \rightarrow [0, 1] \) by \( g(a) = \mu(\{x \in U : x < a\}) \). If \( a, b \in U \) satisfy \( a < b \) then \( |g(b) - g(a)| = \mu([a, b]) \leq K(\text{diam}([a, b]))^n = K \rho(a, b)^n \). Thus \( g \) is continuous, implying that \( g(U) = [0, 1] \) (\( U \) is compact and \( g \) cannot have any “jumps” because \( \mu \) is atom-free).

Let \( P : [0, 1]^n \rightarrow [0, 1]^n \) be a Peano curve (see e.g. [29]), i.e., \( P([0, 1]) = [0, 1]^n \) and we have the \( 1/n \)-Hölder estimate \( \|P(s) - P(t)\|_2 \leq L|s - t|^{1/n} \) for all \( s, t \in [0, 1] \). Then the mapping \( \psi = P \circ g \circ f : S \rightarrow [0, 1]^n \) is surjective and \( 9K^{1/n}L/\varepsilon - \text{Lipschitz} \). There exists \( \tilde{\psi} : X \rightarrow [0, 1]^n \) that extends \( \psi \) and is \( CK^{1/n}L/\varepsilon^2 - \text{Lipschitz} \), where \( C \) is a universal constant. This follows from the absolute extendability property of ultrametric spaces, or more generally metric trees; see [21]. Alternatively, one can use the nonlinear Hahn-Banach theorem [7, Lem. 1.1], in which case \( C \) will depend on \( n \). Since \( \tilde{\psi}(X) \supseteq \psi(S) = [0, 1]^n \), this concludes the proof of the Keleti-Máthé-Zindulka positive solution of Urbański’s problem.

The conclusion of Urbański’s problem is known to fail if we only assume that \( X \) has positive \( n \)-dimensional Hausdorff measure; see [38], [19] and [2, Thm. 7.4]. However, in the special case when \( X \) is a subset of \( \mathbb{R}^n \) of positive Lebesgue measure, a well-known conjecture of Laczkovich asks for the same conclusion, i.e., that there is a surjective Lipschitz mapping from \( X \) onto \([0, 1]^n\). The Laczkovich conjecture has a positive answer [1] when \( n = 2 \), and there is recent exciting (still unpublished) progress on the Laczkovich question for \( n \geq 3 \) due to Marianna Csörnyei and Peter Jones. Note that the above argument implies that if \( (X, d) \) is compact and \( \dim_H(X) = n \) then for every \( \delta \in (0, 1) \) there exists a \( (1 - \delta) \)-Hölder mapping from \( X \) onto \([0, 1]^n\).

### 1.3.2. Talagrand’s majorizing measures theorem.

Given a metric space \((X, d)\) let \( \mathcal{P}_X \) be the Borel probability measures on \( X \). The Fernique-Talagrand \( \gamma_2 \) functional is defined as follows.

\[
\gamma_2(X, d) = \inf_{\mu \in \mathcal{P}_X} \sup_{x \in X} \int_0^\infty \sqrt{\log \left( \frac{1}{\mu(B(x, r))} \right)} \, dr.
\]

In 1987 Talagrand proved [32] the following important nonlinear Dvoretzky-like theorem, where the notion of “dimension” of \((X, d)\) is interpreted to be \( \gamma_2(X, d) \). Theorem 1.10 below is stated slightly differently in [32], but it easily follows from a combination of [32] Lem. 6], [32] Thm. 11], and [32] Prop. 13].

**Theorem 1.10** ([32]). There are universal constants \( c, D \in (0, \infty) \) such that every finite metric space \((X, d)\) has a subset \( S \subseteq X \) that embeds into an ultrametric space with distortion \( D \) and \( \gamma_2(S, d) \geq c \gamma_2(X, d) \).

Theorem 1.10 is of major importance since it easily implies Talagrand’s majorizing measures theorem. Specifically, suppose that \( \{G_x\}_{x \in X} \) is a centered Gaussian process and for \( x, y \in X \) we have \( d(x, y) = \sqrt{\mathbb{E}[(G_x - G_y)^2]} \). Talagrand’s majorizing measures theorem asserts that \( \mathbb{E}[\sup_{x \in X} G_x] \geq K \gamma_2(X, d) \), where \( K \in (0, \infty) \) is a universal constant. Let \( S \subseteq X \) be the subset obtained from an application of Theorem 1.10 to \((X, d)\). Since ultrametric spaces are isometric to subsets of Hilbert space, there is a Gaussian process \( \{H_x\}_{x \in S} \) such that \( \rho(x, y) = \sqrt{\mathbb{E}[(H_x - H_y)^2]} \) is an ultrametric on \( S \) and \( d(x, y) \leq \rho(x, y) \leq Dd(x, y) \) for
all $x, y \in S$. Hence $\gamma_2(S, \rho) \geq \gamma_2(S, d) \geq c\gamma_2(X, d)$, and a standard application of Slepian’s lemma (see [32 Prop. 5]) yields $E[\sup_{x \in X} G_x] \geq E[\sup_{x \in S} G_x] \geq D^{-1} E[\sup_{x \in S} H_x]$. This shows that due to Theorem 1.10 it suffices to prove the majorizing measures theorem when $(X, d)$ is an ultrametric space itself. Ultrametric spaces have a natural tree structure (based on nested partitions into balls; see e.g. [31 Sec. 3.1]), and they can be embedded into Hilbert space so that disjoint subtrees are orthogonal. For Gaussian processes orthogonality means independence, which indicates how the ultrametric structure can be harnessed to yield a direct and short proof of the majorizing measures theorem for ultrametrics. This striking application of a metric Dvoretzky-type theorem is of great importance to several areas; we refer to [33, 34] for an exposition of some of its many applications.

In a forthcoming paper [24] we show how Theorem 1.5 implies Talagrand’s nonlinear Dvoretzky theorem. The deduction of Theorem 1.10 in [24] is based on the ideas presented here, but it will be published elsewhere due to its length. Our proof of Theorem 1.5 does not borrow from Talagrand’s proof of Theorem 1.10 and we do not see how to use Talagrand’s approach in order to deduce the general covering statement of Theorem 1.5. It is an interesting open question to determine whether Talagrand’s method is relevant to the setting of Theorem 1.5. Beyond being simpler, Talagrand’s original argument has additional advantages over our approach; specifically, it yields the important generic chaining method [33, 34].

The nonlinear Dvoretzky theorems that are currently known, including variants of Theorem 1.10 for other functionals that are defined similarly to $\gamma_2$, differ from each other in the notion of “dimension”, or “largeness”, of a metric space that they use. While we now have a general nonlinear Dvoretzky theorem that contains the Bourgain-Figiel-Milman, Talagrand and Tao phenomena as special cases, one might conceivably obtain a characterization of notions of “dimension” of metric spaces for which a nonlinear Dvoretzky theorem can be proved. We therefore end this introduction with an open-ended and purposefully somewhat vague direction for future research.

**Question 1.11.** What are the notions of “dimension” of metric spaces that yield a nonlinear Dvoretzky theorem in the sense that every (compact) metric space can be shown to contain a subset of proportional dimension that well-embeds into an ultrametric space? At present we know this for the following notions of dimension: $\log |X|$, $\text{dim}_H(X)$, $\gamma_2(X)$ (and some natural variants of these notions). Is there an overarching principle here?

### 2. Reduction to finite metric spaces

In this section we use a simple compactness argument to show that it suffices to prove Theorem 1.5 and Theorem 1.9 when $(X, d)$ is a finite metric space. Before doing so we fix some standard terminology.

As we have already noted earlier, given a metric space $(X, d)$ and $r > 0$, the closed ball centered at $x \in X$ of radius $r$ is denoted $B(x, r) = \{y \in X : d(x, y) \leq r\}$. Open balls are denoted by $B^o(x, r) = \{y \in X : d(x, y) < r\}$. We shall use this notation whenever the metric space in question will be clear from the context of the discussion, but when we will need to argue about several metrics at once we will add a subscript indicating the metric with respect to which balls are taken. Thus, we will sometimes use the notation $B_d(x, r), B^o_d(x, r)$.

---

2 According to Talagrand [33 Sec. 2.8], Fernique was the first to observe that the majorizing measures theorem holds for ultrametrics. See [32 Prop. 13] for a short proof of this fact.
Similar conventions hold for diameters of subsets of $X$: given a nonempty $A \subseteq X$ we denote $\text{diam}(A) = \sup_{x,y \in A} d(x,y)$ whenever the underlying metric is clear from the context, and otherwise we denote this quantity by $\text{diam}_d(A)$.

Given two nonempty subsets $A, B \subseteq X$ we denote as usual
\[ d(A, B) = \inf_{x \in A} \{ d(x, y) : y \in B \}, \tag{6} \]
and we will also use the standard notation $d(x, A) = d(\{x\}, A)$. The Hausdorff distance between $A$ and $B$ is denoted
\[ d_H(A, B) = \max \left\{ \sup_{x \in A} d(x, B), \sup_{y \in B} d(y, A) \right\}. \tag{7} \]

**Lemma 2.1.** Fix $D, c \geq 1$ and $\theta \in (0, 1]$. Suppose that any finite metric measure space $(X, d, \mu)$ has a subset $S \subseteq X$ that embeds with distortion $D$ into an ultrametric space, such that every family of balls $\{B(x_i, r_i)\}_{i \in I}$ that covers $S$ satisfies
\[ \sum_{i \in I} \mu(B(x_i, cr_i)) \geq \mu(X)^\theta. \tag{8} \]

Then any metric measure space $(X, d, \mu)$ has a closed subset $S \subseteq X$ that embeds with distortion $D$ into an ultrametric space, such that every family of balls $\{B(x_i, r_i)\}_{i \in I}$ that covers $S$ satisfies (8).

**Proof.** Let $(X, d, \mu)$ be a metric measure space and let $X_n$ be a $\frac{1}{n}$-net in $X$, i.e., $d(x, y) > \frac{1}{n}$ for all distinct $x, y \in X_n$, and $d(x, X_n) \leq \frac{1}{n}$ for all $x \in X$. Since $X$ is compact, $X_n$ is finite. Write $X_n = \{x_1^n, x_2^n, \ldots, x_{k_n}^n\}$ and for $j \in \{1, \ldots, k_n\}$ define
\[ j_n(x) \overset{\text{def}}{=} \min \{i \in \{1, \ldots, k_n\} : d(x, x_i^n) = d(x, X_n) \}. \]

Consider the Voronoi tessellation $\{V_1^n, \ldots, V_{k_n}^n\} \subseteq 2^X$ given by
\[ V_j^n \overset{\text{def}}{=} \{x \in X : j_n(x) = j\}. \]

Thus $\{V_1^n, \ldots, V_{k_n}^n\}$ is a Borel partition of $X$, and we can define a measure $\mu_n$ on $X_n$ by $\mu_n(x_i^n) = \mu(V_j^n)$. Note that by definition $\mu_n(X_n) = \mu(X)$.

The assumption of Lemma 2.1 applied to the finite metric measure space $(X_n, d, \mu_n)$ yields a subset $S_n \subseteq X_n$, an ultrametric space $(U_n, \rho_n)$ and a mapping $f_n : S_n \to U_n$ such that $d(x, y) \leq \rho_n(f_n(x), f_n(y)) \leq Dd(x, y)$ for all $x, y \in S_n$. Moreover, if $\{z_j\}_{j \in J} \subseteq X_n$ and $\{r_j\}_{j \in J} \subseteq [0, \infty)$ satisfy $\bigcup_{j \in J} B(z_j, r_j) \supseteq S_n$ then
\[ \sum_{j \in J} \mu_n(X_n \cap B(z_j, cr_j)) \geq \mu_n(X_n)^\theta = \mu(X)^\theta. \tag{9} \]

Let $\mathcal{U}$ be a free ultrafilter over $\mathbb{N}$. Since the Hausdorff metric $d_H$ (recall (7)) on the space of closed subsets of $X$ is compact (e.g. [10] Thm. 7.3.8]), there exists a closed subset $S \subseteq X$ such that $\lim_{n \to \mathcal{U}} d_H(S, S_n) = 0$.

Define $\rho : S \times S \to [0, \infty)$ as follows. For $x, y \in S$ there are $(x_n)_{n=1}^\infty, (y_n)_{n=1}^\infty \in \prod_{n=1}^\infty S_n$ such that $\lim_{n \to \mathcal{U}} d(x, x_n) = \lim_{n \to \mathcal{U}} d(y, y_n) = 0$. Set $\rho(x, y) = \lim_{n \to \mathcal{U}} \rho_n(f_n(x_n), f_n(y_n))$. 


This is well defined, i.e., \( \rho(x, y) \) does not depend on the choice of \( (x_n)_{n=1}^\infty, (y_n)_{n=1}^\infty \). Indeed, if \( (x'_n)_{n=1}^\infty, (y'_n)_{n=1}^\infty \in \prod_{n=1}^\infty S_n \) also satisfy \( \lim_{n \to \infty} d(x, x'_n) = \lim_{n \to \infty} d(y, y'_n) = 0 \) then

\[
\lim_{n \to \infty} \rho_n(f_n(x_n), f_n(y_n)) = \lim_{n \to \infty} \rho_n(f_n(x'_n), f_n(y'_n)) = \lim_{n \to \infty} \rho_n(f_n(x_n), f_n(x'_n)) + \lim_{n \to \infty} \rho_n(f_n(y_n), f_n(y'_n))
\]

so that by symmetry \( \lim_{n \to \infty} \rho_n(f_n(x_n), f_n(y_n)) = \lim_{n \to \infty} \rho_n(f_n(x'_n), f_n(y'_n)) \). It is immediate to check that \( d(x, y) \leq \rho(x, y) \leq Dd(x, y) \) for all \( x, y \in S \) and that \( \rho \) is an ultrametric on \( S \).

Now, let \( \{x_i\}_{i=1}^\infty \subseteq X \) and \( \{r_i\}_{i=1}^\infty \subseteq [0, \infty) \) satisfy \( \bigcup_{i=1}^\infty B(x_i, r_i) \supseteq S \). Fix \( \eta > 0 \). For every \( i \in \mathbb{N} \) there is \( \varepsilon_i \in (0, 1) \) such that

\[
\mu(B(x_i, cr_i + c\varepsilon_i)) \leq \mu(B(x_i, cr_i)) + \left( \frac{\eta}{2^i} \right)^{1/\theta}. \tag{10}
\]

Since \( S \) is compact, there exists a finite subset \( I_\eta \subseteq \mathbb{N} \) such that \( \bigcup_{i \in I_\eta} B(x_i, r_i + \varepsilon_i/2) \supseteq S \). Denote \( \varepsilon = \min_{i \in I_\eta} \varepsilon_i \). By definition of \( S \) there exists \( n \in \mathbb{N} \) such that \( n > \varepsilon/\varepsilon \) and \( d_H(S_n, S) < \varepsilon/8 \). For every \( i \in I_\eta \) let \( z_i^n \in X_n \) satisfy \( d(z_i^n, x_i) = d(x_i, X_n) \leq 1/n < \varepsilon/8 \). Now, \( \bigcup_{i \in I_\eta} B(z_i^n, r_i + 3\varepsilon_i/4) \supseteq S_n \) because \( d_H(S_n, S) < \varepsilon/8 \) and \( \bigcup_{i \in I_\eta} B(x_i, r_i + \varepsilon_i/2) \supseteq S \).

An application of [9] now yields the bound

\[
\sum_{i \in I_\eta} \mu_n \left( X_n \cap B \left( z_i^n, cr_i + \frac{3c\varepsilon_i}{4} \right) \right)^\theta \geq \mu(X)^\theta. \tag{11}
\]

By the definition of \( \mu_n \),

\[
\mu_n \left( X_n \cap B \left( z_i^n, cr_i + \frac{3c\varepsilon_i}{4} \right) \right)
= \mu \left( \bigcup \left\{ V_{j}^n : j \in \{1, \ldots, k_n\} \wedge x_j^n \in B \left( z_i^n, cr_i + \frac{3c\varepsilon_i}{4} \right) \right\} \right)
\leq \mu \left( B \left( z_i^n, cr_i + \frac{3c\varepsilon_i}{4} + \frac{1}{n} \right) \right)
\leq \mu \left( B \left( x_i, cr_i + \frac{3c\varepsilon_i}{4} + \frac{2}{n} \right) \right)
\leq \mu \left( B(x_i, cr_i + c\varepsilon_i) \right)
\leq \mu(B(x_i, cr_i)) + \left( \frac{\eta}{2^i} \right)^{1/\theta}. \tag{12}
\]

Hence,

\[
\mu(X)^\theta \leq \sum_{i \in I_\eta} \left( \mu(B(x_i, cr_i)) + \left( \frac{\eta}{2^i} \right)^{1/\theta} \right)^\theta \leq \sum_{i \in I_\eta} \left( \mu(B(x_i, cr_i))^\theta + \frac{\eta}{2^i} \right) \leq \eta + \sum_{i=1}^\infty \mu(B(x_i, cr_i))^\theta. \tag{13}
\]
Since (13) holds for all \( \eta > 0 \), the proof of Lemma 2.1 is complete.

\[ \square \]

**Assumptions.** Due to Lemma 2.1 we assume from here through the end of Section 9 that \((X,d,\mu)\) is a finite metric measure space. By restricting to the support of \(\mu\), we assume throughout that \(\mu(\{x\}) > 0\) for all \(x \in X\). By rescaling the metric, assume also that \(\text{diam}(X) = 1\).

3. **Combinatorial trees and fragmentation maps**

The ensuing arguments rely on a variety of constructions involving combinatorial trees. We will work only with finite rooted trees, i.e., finite graph-theoretical trees \(T\) with a distinguished vertex \(r(T)\) called the root of \(T\). We will slightly abuse notation by identifying \(T\) with its vertex set, i.e., when we write \(v \in T\) we mean that \(v\) is a vertex of \(T\). We shall say that \(u \in T\) is an ancestor of \(v \in T \setminus \{u\}\) if \(u\) lies on the path joining \(v\) and \(r(T)\). In this case we also say that \(v\) is a descendant of \(u\). We say that \(v\) is a weak descendant (respectively weak ancestor) of \(u\) if it is either a descendant (respectively ancestor) of \(u\) or \(v = u\). If \(u\) is either a weak ancestor of \(v\) or a weak descendant of \(v\) we say that \(u\) and \(v\) are comparable, and otherwise we say that they are incomparable. The leaves of \(T\), denoted \(\mathcal{L}(T) \subseteq T\), is the set of vertices of \(T\) that do not have descendants.

**Definition 3.1** (Cut set). Let \(T\) be a rooted tree. A subset \(S \subseteq T\) is called a cut set of \(T\) if any root-leaf path in \(T\) intersects \(S\). Equivalently, \(S\) is a cut set of \(T\) if every \(u \in T\) is comparable to a vertex in \(S\). See [27, Ch. 4 & Sec. 12.4].

If \(v \in T \setminus \{r(T)\}\) then we denote by \(p(v) = p_T(v)\) its parent in \(T\), i.e., the vertex adjacent to \(v\) on the path joining \(v\) and \(r(T)\). We say that \(v \in T \setminus \{r(t)\}\) is a child of \(u \in T\) if \(p(v) = u\), and the set \(p^{-1}(u) = \{v \in T : p(v) = u\}\) is the set of children of \(u\). Thus \(\mathcal{L}(T) = \{u \in T : p^{-1}(u) = \emptyset\}\). If \(u, v \in T \setminus \{r(T)\}\) are distinct and satisfy \(p(u) = p(v)\) then we say that \(u\) and \(v\) are siblings in \(T\).

The depth of \(u \in T\), denoted \(\text{depth}_T(u)\), is the number of edges on the path joining \(u\) and \(r(T)\). Thus \(\text{depth}_T(r(T)) = 0\). The least common ancestor of \(u, v \in T\), denoted \(\text{lca}(u,v) = \text{lca}_T(u,v)\), is the vertex of maximal depth that is an ancestor of both \(u\) and \(v\).

**Definition 3.2** (Subtree). Let \(T\) be a finite rooted tree. A subtree \(T'\) of \(T\) is a connected rooted subgraph of \(T\) whose set of leaves is a subset of the leaves of \(T\), i.e., \(\mathcal{L}(T') \subseteq \mathcal{L}(T)\).

Given \(u \in T\), we denote by \(T_u \subseteq T\) the subtree rooted at \(u\), i.e., the tree consisting of all the weak descendants of \(u\) in \(T\), with the edges inherited from \(T\). Thus \(r(T_u) = u\).

**Definition 3.3.** Let \(T\) be a rooted tree and \(A \subseteq T\). For \(u \in T\) define \(D_T(u,A) \subseteq T\) to be the set of all \(v \in A\) such that \(v\) is a descendant of \(u\) and no ancestor of \(v\) is also in \(A\) and is a descendant of \(u\). Note that \(D_T(u,A) = \emptyset\) if \(u\) has no descendants in \(A\), and \(D_T(u,A)\) is a cut set of the subtree \(T_u\) if \(A \cap T_u\) is a cut-set in \(T_u\) (this happens in particular if \(A\) contains the leaves of \(T_u\)). We also define

\[
D^*_T(u,A) = \begin{cases} 
D_T(u,A) & \text{if } u \in T \setminus A, \\
\{u\} & \text{if } u \in A.
\end{cases}
\]  

(14)

Trees interact with metric spaces via the notion of fragmentation maps.
Definition 3.4 (Fragmentation map). Let \((X, d)\) be a finite metric space. A fragmentation map of \(X\) is a function \(F : T \to 2^X\), where \(T\) is a finite rooted tree that satisfies the following conditions.

- \(F(r(T)) = X\).
- If \(v \in \mathcal{L}(T)\) is a leaf of \(T\) then \(F(v)\) is a singleton, i.e., \(F(v) = \{x\}\) for some \(x \in X\).
- If \(v \in T \setminus \{r(T)\}\) the \(F(v) \subseteq F(p(v))\).
- If \(u, v \in T\) are incomparable then \(F(u) \cap F(v) = \emptyset\).

In what follows, given a fragmentation map \(F : T \to 2^X\), we will use the notation \(F_u = F(u)\).

Definition 3.5 (Boundary of a fragmentation map). The boundary of a fragmentation map \(F : T \to 2^X\) is a new map \(\partial F : T \to 2^X\) defined as follows. For \(u \in T\) the set \(\partial F(u) = \partial F_u\) is the subset of \(X\) corresponding to the image under \(F\) of the leaves of the subtree \(T_u\), i.e.,

\[
\partial F_u = \bigcup_{v \in \mathcal{L}(T_u)} F_v.
\]

Note that we always have \(\partial F_u \subseteq F_u\).

Definition 3.6 (Partition map). A partition map is a fragmentation map \(F : T \to 2^X\) such that \(\partial F_r(T) = X\). Note that in this case \(\partial F = F\).

Up to this point the metric on \(X\) did not play any role. The following definition is one out of two definitions that tie the structure of a fragmentation map \(F : T \to 2^X\) to the geometry of \(X\) (the second definition, called the separation property, will be introduced in Section 5).

Definition 3.7 (Lacunary fragmentation map). Given \(K, \gamma \in (0, \infty)\), a fragmentation map \(F : T \to 2^X\) is \((K, \gamma)\)-lacunary if for every \(q \in T\) and every \(u \in T\) such that \(u\) is a weak descendant of \(q\) and \(u\) has at least two children, i.e., \(|p^{-1}(u)| > 1\), we have

\[
\text{diam}(F_q) \leq K \gamma^{|\text{depth}_F(u) - \text{depth}_F(q)|} \cdot \min_{v, w \in p^{-1}(u)} \text{d}(\partial F_v, \partial F_w).
\]

Lemma 3.8. Let \(F : T \to X\) be a \((K, \gamma)\)-lacunary fragmentation map of a metric space \((X, d)\). Then \((\partial F_r(T), d)\) embeds with distortion \(K\) into an ultrametric space.

Proof. For \(x, y \in \partial F_r(T)\) there are \(a, b \in \mathcal{L}(T)\) such that \(F_a = \{x\}\) and \(F_b = \{y\}\). Define

\[
\rho(x, y) = \text{diam}(F_{\text{lca}(a, b)}).
\]

Since \(x, y \in F_{\text{lca}(a, b)}\) we have \(d(x, y) \leq \rho(x, y)\). Assume that \(x \neq y\). Then \(\text{lca}(a, b)\) has distinct children \(v, w \in p^{-1}(\text{lca}(a, b))\) such that \(x \in \partial F_v\) and \(y \in \partial F_w\). An application of (15) to \(q = u = \text{lca}(a, b)\) shows that \(\rho(x, y) \leq K d(x, y)\). It remains to note that \(\rho\) is an ultrametric. Indeed, take \(a, b, c \in \mathcal{L}(T)\) and write \(F_a = \{x\}, F_b = \{y\}, F_c = \{w\}\). If \(\text{lca}(a, b)\) is weak descendant of \(\text{lca}(b, c)\) then \(F_{\text{lca}(a, b)} \subseteq F_{\text{lca}(b, c)}\), implying that \(\rho(x, y) \leq \rho(y, z)\). Otherwise \(\text{lca}(a, b) \in \{\text{lca}(a, c), \text{lca}(b, c)\}\), implying that \(\rho(x, y) = \max\{\rho(x, z), \rho(y, z)\}\).

The proof of Lemma 3.8 did not use the full strength of Definition 3.7. Specifically, the parameter \(\gamma\) did not appear, and we could have used a weaker variant of (15) in which the left hand side is \(\text{diam}(\partial F_q)\) instead of \(\text{diam}(F_q)\). The full strength of the \((K, \gamma)\)-lacunary condition will be used in the ensuing arguments since they allow us to have better control on restrictions of fragmentation maps to subtrees of \(T\).
4. From fragmentation maps to covering theorems

Here we show how a lacunary fragmentation map which satisfies a certain cut-set inequality can be used to prove a covering theorem in the spirit of the conclusion of Theorem 1.5. This is the content of the following lemma.

Lemma 4.1. Fix $K, \gamma \in (0, \infty)$ and $\theta \in (0, 1)$. Let $(X, d, \mu)$ be a finite metric measure space. Assume that there exists a $(K, \gamma)$-lacunary fragmentation map $\mathcal{G} : T \to 2^X$ such that every leaf $l \in \mathcal{L}(T)$ has no siblings, and furthermore $\mathcal{G}_{p(l)} = \mathcal{G}_l$. Suppose also that for any cut-set $G$ of $T$ we have

$$\sum_{i \in G} \mu(\mathcal{G}_{p(v)})^\theta \geq \mu(X)^\theta,$$

where if $v \in T$ is the root then we set $p(v) = v$.

Then for any $\{x_i\}_{i \in I} \subseteq X$ and $\{r_i\}_{i \in I} \subseteq [0, \infty)$ such that the $d$-balls $\{B_d(x_i, r_i)\}_{i \in I}$ cover $\partial \mathcal{G}_r(T)$, we have

$$\sum_{i \in I} \mu \left( B_d \left( x_i, (1 + 2K^2\gamma) r_i \right) \right)^\theta \geq \mu(X)^\theta. \tag{16}$$

Proof. Without loss of generality assume that $\partial \mathcal{G}_r(T) \cap B_d(x_i, r_i) \neq \emptyset$ for all $i \in I$. Let $\rho$ be the ultrametric induced by $\mathcal{G}$ on $\partial \mathcal{G}_r(T)$, as constructed in the proof of Lemma 3.8. Thus for $x, y \in \partial \mathcal{G}_r(T)$ we have $\rho(x, y) = \text{diam}_d(\mathcal{G}_{\text{loc}(a, b)})$, where $a, b \in \mathcal{L}(T)$ satisfy $\mathcal{G}_a = \{x\}$ and $\mathcal{G}_b = \{y\}$. Note that this definition implies that

$$\forall v \in T, \quad \text{diam}_\rho(\partial \mathcal{G}_v) = \text{diam}_d(\mathcal{G}_v). \tag{17}$$

By Lemma 3.8 we know that

$$\forall x, y \in \partial \mathcal{G}_r(T), \quad d(x, y) \leq \rho(x, y) \leq K d(x, y). \tag{18}$$

For every $i \in I$ choose $y_i \in \partial \mathcal{G}_r(T)$ satisfying

$$d(x_i, y_i) = \min_{y \in \partial \mathcal{G}_r(T)} d(x_i, y) \leq r_i. \tag{19}$$

Then $B_d(y_i, 2r_i) \supseteq B_d(x_i, r_i)$. Hence the balls $\{B_d(y_i, 2r_i)\}_{i \in I}$ also cover $\partial \mathcal{G}_r(T)$. By (18) we have $B_d(y_i, 2K r_i) \supseteq B_d(y_i, 2r_i) \cap \partial \mathcal{G}_r(T)$, so we also know that the $\rho$-balls $\{B_\rho(y_i, 2K r_i)\}_{i \in I}$ cover $\partial \mathcal{G}_r(T)$.

For $i \in I$ choose $v_i \in T$ as follows. If $B_\rho(y_i, 2K r_i)$ is a singleton then $v_i$ is defined to be the leaf of $T$ such that $\mathcal{G}_{v_i} = \{y_i\}$. Otherwise pick $v_i$ to be the highest ancestor of $y_i$ in $T$ such that

$$\text{diam}_\rho(\partial \mathcal{G}_{v_i}) \leq 2K r_i \tag{20}$$

and $v_i$ has at least two children. Then $B_\rho(y_i, 2K r_i) = \partial \mathcal{G}_{v_i}$. Hence, since $\{B_\rho(y_i, 2K r_i)\}_{i \in I}$ cover $\partial \mathcal{G}_r(T)$, we have $\bigcup_{i \in I} \mathcal{L}(T_{v_i}) = \mathcal{L}(T)$. If we set $G = \{v_i\}_{i \in I}$ then we conclude that $G$ is a cut-set of $T$. Our assumption therefore implies that

$$\sum_{i \in I} \mu \left( \mathcal{G}_{p(v_i)} \right)^\theta \geq \mu(X)^\theta. \tag{21}$$

When $v_i$ has at least two children we deduce from the fact that $\mathcal{G}$ is $(K, \gamma)$-lacunary that

$$\text{diam}_d(\mathcal{G}_{p(v_i)}) \leq K \gamma \text{diam}_d(\partial \mathcal{G}_{v_i}). \tag{22}$$
Lemma 4.3. Fix with the following properties.

where \( c \) and \( 1 \) metric measure space of diameter \( q \) (Recall Definition 3.7 with \( q \)). It is elementary to check that \((\star)\) where \((G, d)\) follows from the fact that \( y_i \in \partial G_i \subseteq G \subseteq G_p(v_i) \). The validity of \((\star)\) for all \( z \in G_p(v_i) \) is the same as the inclusion \( G_p(u_i) \subseteq B_d((x_i, (1 + 2K^2)\gamma) r_i) \). Now \((16)\) follows from \((21)\).

In light of Lemma 4.1, our goal is to construct a fragmentation map \( F : T \to 2^X \) satisfying the assumptions of Lemma 4.1 with \( \theta = 1 - \varepsilon \), such that \((\partial F_{1/\varepsilon}, d)\) embeds into an ultrametric space with distortion \( O(1/\varepsilon) \). Note that the \((K, \gamma)\)-lacunary assumption in Lemma 4.1 implies by Lemma 3.8 that \((\partial F_{1/\varepsilon}, d)\) embeds into an ultrametric space with distortion \( K \). However, more work will be needed in order to obtain the desired \( O(1/\varepsilon) \) distortion.

In what follows we use the following notation.

**Definition 4.2.** Given \( D \in (2, \infty) \) let \( \theta(D) \in (0, 1) \) denote the unique solution of the equation

\[
\frac{2}{D} = (1 - \theta)\theta \frac{2}{1 - \theta}.
\]

It is elementary to check that

\[
\forall D \in (2, \infty), \quad \theta(D) \geq 1 - \frac{2e}{D},
\]

and

\[
\forall \delta \in (0, 1/2), \quad \theta(2 + \delta) = \frac{c\delta}{\log(1/\delta)},
\]

where \( c \in (0, \infty) \) is a universal constant.

The following key lemma describes the fragmentation map that we will construct.

**Lemma 4.3.** Fix \( D \in (2, \infty) \), an integer \( k \geq 2 \), and \( \tau \in (0, \frac{D^2 - 2}{4D^2 + 2}) \). Let \((X, d, \mu)\) be a finite metric measure space of diameter 1. Then there exists a fragmentation map \( G : T \to 2^X \) with the following properties.

- Every leaf \( \ell \in \mathcal{L}(T) \) has no siblings, and furthermore \( G_{p_T(\ell)} = G_\ell \).
- \( G \) is \( \left(\frac{2}{1 - 3\gamma}, \tau^{-4k^2}, \tau^{-4k^2}\right)\)-lacunary.
- \((\partial G_{1/\varepsilon}, d)\) embeds into an ultrametric space with distortion \( D \).
- Every cut-set \( G \subseteq T \) (recall Definition 3.7) satisfies

\[
\sum_{v \in G} \mu(p_T(v)) \left(1 - \frac{1}{D}\right)^2 \theta \left(\frac{1 - 3\gamma}{1 + \gamma} D\right) \geq \mu(X) \left(1 - \frac{1}{D}\right)^2 \theta \left(\frac{1 - 3\gamma}{1 + \gamma} D\right),
\]

where \( p_T(v) \) is the parent of \( v \) in \( T \) if \( v \) is not the root, and the root if \( v \) is the root.

Lemma 4.3 will be proved in Section 5. Assuming its validity for the moment, we now proceed to use it in combination with Lemma 4.1 to prove Theorem 1.5 and Theorem 1.9.
Proof of Theorem 1.5. By Lemma 2.1 we may assume that \((X, d, \mu)\) is a finite metric measure space. Fix an integer \(\frac{10}{\varepsilon} \leq k \leq \frac{11}{\varepsilon}\) and set \(\tau = \frac{1}{20}\). Then \((1 - \varepsilon)(1 - \frac{1}{k})^{-2} \in (0, 1)\), so we can define
\[
D = \frac{1 + \tau}{1 - 3\tau} \cdot \frac{1}{\theta^{-1}} \left( \frac{1 - \varepsilon}{(1 - \frac{1}{k})^2} \right) = \frac{11}{7} \theta^{-1} \left( \frac{1 - \varepsilon}{(1 - \frac{1}{k})^2} \right)
\tag{28}
\]
Equivalently,
\[
\left(1 - \frac{1}{k}\right)^2 \frac{\theta}{\frac{1 - 3\tau}{1 + \tau} D} = 1 - \varepsilon.
\]
Due to (24), for every \(s \in (0, 1)\) we have \(\theta^{-1}(s) = 2(1 - s)^{-1} s^{-s/(1-s)} > 2\). Hence it follows from (28) that \(D > 2(1 + \tau)/(1 - 3\tau)\), or equivalently \(\tau < (D - 2)/(3D + 2)\). By (25) we have \(\theta^{-1}(s) \leq 2e/(1 - s)\). Therefore,
\[
D \leq \frac{11}{7} \cdot \frac{2e}{1 - \frac{1}{(1 - \varepsilon/10)^2}} = \frac{42e(10 - \varepsilon)^2}{17 \varepsilon(8 + \varepsilon)} \leq \frac{9}{\varepsilon}\tag{29}
\]
where the last inequality in (29) is elementary. The required conclusion now follows from Lemma 4.3 and Lemma 4.1. Note that we get the bound \(c_{\varepsilon} = \tau^{-O(k^2)} = e^{O(1/\varepsilon^2)}\). \(\square\)

Proof of Theorem 1.9. Again, using Lemma 2.1 we may assume that \((X, d, \mu)\) is a finite metric measure space. Apply Lemma 4.3 with \(D = 2 + \delta\), \(k = 2\) and \(\tau = \delta/9\). Denote the exponent in (27) by \(s = \frac{1}{2} \theta((9 - 3\delta)(2 + \delta)/(9 + \delta))\). By (26) there is a universal constant \(c \in (0, \infty)\) such that \(s \geq t\), where \(t = c\delta/\log(1/\delta)\). Let \(G : T \rightarrow 2^X\) be the fragmentation obtained obtained from Lemma 4.3 and let \(G\) be a cut-set in \(T\). Then by (27) we have,
\[
\left(\sum_{x \in G} \mu(p_T(v))^t\right)^{1/t} \geq \left(\sum_{x \in G} \mu(p_T(v))^s\right)^{1/s} \geq \mu(X).
\]
We can therefore apply Lemma 4.1 with \(\theta = t\), \(K = 2\tau^{-16}/(1 - 3\tau)\) and \(\gamma = \tau^{-16}\), obtaining Theorem 1.9. Note that this shows that \(c_{\delta}\) can be taken to be a constant multiple of \(\delta^{-16}\). \(\square\)

5. ASYMPTOTICALLY OPTIMAL FRAGMENTATION MAPS: PROOF OF LEMMA 4.3

It remains to prove Lemma 4.3 in order to establish Theorem 1.5 and Theorem 1.9. The proof of Lemma 4.3 decomposes naturally into two parts. The first part yields a fragmentation map \(\mathcal{F} : T \rightarrow 2^X\) that satisfies the desired cut-set inequality (27), but the distortion of (\(\partial \mathcal{F}_{\tau(T)}, d\)) in an ultrametric space is not good enough. The second part improves the embeddability of (\(\partial \mathcal{F}_{\tau(T)}, d\)) into an ultrametric space by performing further pruning.

We begin with the second part since it is shorter and simpler to describe. In order to be able to improve the embeddability of (\(\partial \mathcal{F}_{\tau(T)}, d\)) into an ultrametric space, we will use the following property.

Definition 5.1 (Separated fragmentation map). Given \(\beta > 0\) and a fragmentation map \(\mathcal{F} : T \rightarrow 2^X\), a vertex \(u \in T\) is called \(\beta\)-separated if for every \(x \in (\partial \mathcal{F}_{\tau(T)}) \setminus (\partial \mathcal{F}_u)\) we have
\[
\operatorname{diam}(\mathcal{F}_u) \geq \beta \cdot \operatorname{diam}(\mathcal{F}_u).
\tag{30}
\]
The map \(\mathcal{F} : T \rightarrow 2^X\) is called \(\beta\)-separated if all the vertices \(u \in T\) are \(\beta\)-separated.
The following very simple lemma exploits the fact that the class of ultrametrics is closed under truncation. This fact will serve as a useful normalization in the ensuing arguments.

**Lemma 5.2.** Let \((X, d)\) be a bounded metric space that embeds with distortion \(D\) into an ultrametric space. Then there exists an ultrametric \(\rho\) on \(X\) satisfying

- \(d(x, y) \leq \rho(x, y) \leq Dd(x, y)\) for all \(x, y \in X\),
- \(\text{diam}_d(X) = \text{diam}_\rho(X)\).

**Proof.** We are assuming that there exist \(A, B > 0\) and an ultrametric \(\rho_0\) on \(X\) that satisfies \(Ad(x, y) \leq \rho_0(x, y) \leq Bd(x, y)\) for all \(x, y \in X\), where \(B/A \leq D\). We can therefore define \(\rho = \min\{\rho_0/A, \text{diam}_d(X)\}\). 

The last ingredient that we need before we can state and prove the lemma that describes how to improve the embeddability of \((\partial F_r(T), d)\) into an ultrametric space is a weighted version of nonlinear Dvoretzky theorem for finite metric spaces. As discussed in the introduction, it was proved in [28] that for every \(D > 1\), every \(n\)-point metric space \((X, d)\) contains a subset of size \(n^{\theta(D)}\) that embed in ultrametric with distortion at most \(D\), where \(\theta(D)\) is defined in (24). We will need the following generalization of this result.

**Theorem 5.3.** For every \(D > 2\), every finite metric space \((X, d)\) and every \(w : X \to (0, \infty)\), there exists \(S \subseteq X\) that embeds with distortion \(D\) into an ultrametric space and satisfies,

\[
\sum_{x \in S} w(x)^{\theta(D)} \geq \left( \sum_{x \in X} w(x) \right)^{\theta(D)}. \tag{31}
\]

With some minor changes, the proof in [28] also applies to the more general weighted setting of Theorem 5.3. We prove Theorem 5.3 in Section 9 by sketching the necessary changes to the argument in [28].

Assuming the validity of Theorem 5.3, we are now ready to improve the ultrametric distortion of a fragmentation map by performing additional pruning. We use the “metric composition technique” of [5], which takes a vertex and its children in the tree associated to the fragmentation map, deletes some of these children, and arranges the remaining children into a new tree structure. The deletion is done by solving a nonlinear Dvoretzky problem for weighted finite metric spaces, i.e., by applying Theorem 5.3.

**Lemma 5.4.** Fix \(D \in (2, \infty)\) and \(\beta \in (0, \infty)\). Let \((X, d)\) be a finite metric space. Suppose that \(F : T \to 2^X\) is a fragmentation map which is \(\beta\)-separated. Suppose also that there is a weight function \(w : T \to (0, \infty)\) which is subadditive, i.e., that for every non-leaf vertex \(u \in T \setminus \mathcal{L}(T)\),

\[
\sum_{v \in p^{-1}_{T'}(u)} w(v) \geq w(u), \tag{32}
\]

Then there exists a subtree \(T'\) of \(T\) with the same root such that the restricted fragmentation map \(G = F|_{T'}\) satisfies the following properties.

- \((\partial F_{r(T')}, d)\) embeds into an ultrametric space with distortion \(D \left(1 + \frac{2}{\beta}\right)\).
- Every non-leaf vertex \(u \in T' \setminus \mathcal{L}(T')\) satisfies \(\sum_{v \in p^{-1}_{T'}(u)} w(v)^{\theta(D)} \geq w(u)^{\theta(D)}\). \(\tag{33}\)
Proof. Before delving into the details of proof, the reader may want to consult Figure 1 in which the strategy of the proof is illustrated.

Figure 1. A schematic illustration of the proof of Lemma 5.4. The first figure from the left depicts three levels of the fragmentation map, the middle level being separated. In the second figure from the left we consider a certain induced metric (see (34)) on the clusters in the middle level. Due to the separation property, this metric approximates the actual distances between points in different clusters. In the third figure from the left we have applied the weighted finite Dvoretzky theorem, i.e., Theorem 5.3, to the middle level clusters, thus obtaining an appropriately large subset of clusters on which the induced metric is approximately an ultrametric. The rightmost figure describes the tree representation of this new ultrametric.

For every vertex $u \in T \setminus \mathcal{L}(T)$ let $C_u = \mathbf{p}_T^{-1}(u)$ be the set of children of $u$ in $T$. Let $\overline{d}_u$ be a metric defined on $C_u$ as follows

$$\overline{d}_u(x, y) = \begin{cases} \text{diam}_d((\partial F_x) \cup (\partial F_y)) & \text{if } x \neq y, \\ 0 & \text{if } x = y. \end{cases} \tag{34}$$

The validity of the triangle inequality for $\overline{d}_u$ is immediate to verify. By the definition of $\theta(D)$ there exists a subset $S_u \subseteq C_u$ such that

$$\sum_{x \in S_u} w(x)^{\theta(D)} \overset{(31)}{\geq} \left( \sum_{x \in C_u} w(x) \right)^{\theta(D)} \overset{(32)}{\geq} w(u)^{\theta(D)}. \tag{35}$$

and $(S_u, \overline{d}_u)$ embeds with distortion $D$ into an ultrametric space. By Lemma 5.2 there exists an ultrametric $\rho_u$ on $S_u$ such that every $x, y \in S_u$ satisfy

$$\overline{d}_u(x, y) \leq \rho_u(x, y) \leq \min \left\{ \text{diam}_d(S_u), D\overline{d}_u(x, y) \right\} \overset{(33)}{\leq} \min \left\{ \text{diam}_d \left( \bigcup_{x \in S_u} \partial F_x \right), D\overline{d}_u(x, y) \right\}. \tag{36}$$

The subtree $T' \subseteq T$ is now defined inductively in a top-down fashion as follows: declare $r(T) \in T'$ and if $u \in T$ is a non-leaf vertex that was already declared to be in $T'$, add the vertices in $S_u$ to $T'$ as well. Inequality (33) follows from (35). It remains to prove that $(\partial G_{r(T')}, d)$ embeds into an ultrametric space with distortion $D \left(1 + 2/\beta\right)$. To this end fix $p, q \in \partial G_{r(T')}$ and choose the corresponding $a, b \in \mathcal{L}(T')$ such that $\mathcal{G}_a = \{p\}$ and $\mathcal{G}_b = \{q\}$. Let $u = \text{lca}_{T'}(a, b) = \text{lca}_T(a, b)$ and choose $x, y \in S_u$ that are weak ancestors of $a$ and $b,$
respectively. Define \( \rho(p, q) = \rho_u(x, y) \). Now,

\[
  d(p, q) = d(\mathcal{G}_a, \mathcal{G}_b) \leq \text{diam}_d((\partial \mathcal{F}_x) \cup (\partial \mathcal{F}_y)) \leq \overline{d}_u(x, y) \leq \rho_u(x, y) = \rho(p, q).
\]

The corresponding lower bound on \( d(p, q) \) is proved as follows, using the assumption that the fragmentation map \( \mathcal{F} \) is \( \beta \)-separated.

\[
  \frac{\rho(p, q)}{D} \leq \overline{d}_u(x, y) \leq \text{diam}_d(\partial \mathcal{F}_x) + \text{diam}_d(\partial \mathcal{F}_y) + d(\partial \mathcal{F}_x, \partial \mathcal{F}_y) \leq \left( 1 + \frac{2}{\beta} \right) d(p, q).
\]

We now argue that \( \rho \) is an ultrametric on \( \partial \mathcal{G}_T(T') \). This is where we will use the truncation in \( (36) \), i.e., that for all \( u \in T \setminus \mathcal{L}(T) \) we have \( \text{diam}_{\rho_u}(S_u) \leq \text{diam}_d(\bigcup_{x \in S_u} \partial \mathcal{F}_x) \). Take \( p_1, p_2, p_3 \in \partial \mathcal{G}_T(T') \) and choose the corresponding \( a_1, a_2, a_3 \in \mathcal{L}(T') \) such that \( \mathcal{G}_{a_i} = \{ p_i \} \) for \( i \in \{1, 2, 3\} \). By relabeling the points if necessary, we may assume that \( u = \text{lca}_T(a_1, a_2) \) is a weak descendant of \( v = \text{lca}_T(a_2, a_3) \). If \( u = v \) take \( x_1, x_2, x_3 \in S_u \) that are weak ancestors of \( a_1, a_2, a_3 \), respectively. Since \( \rho_u \) is an ultrametric, it follows that

\[
  \rho(p_1, p_2) = \rho_u(x_1, x_2) \leq \max \{ \rho_u(x_1, x_3), \rho_u(x_3, x_2) \} = \max \{ \rho_u(p_1, p_3), \rho_u(p_3, p_2) \}.
\]

If, on the other hand, \( u \) is a proper descendant of \( v \) then choose \( x_1, x_2 \in S_u \) that are weak ancestors of \( a_1, a_2 \) (respectively), and choose \( s, t \in S_v \) that are weak ancestors of \( u, a_3 \) (respectively). Then,

\[
  \rho(p_1, p_2) = \rho_u(x, y) \leq \text{diam}_d \left( \bigcup_{w \in S_u} \partial \mathcal{F}_w \right) \leq \text{diam}_d(\partial \mathcal{F}_s)
\]

\[
  \leq \text{diam}_d((\partial \mathcal{F}_s) \cup (\partial \mathcal{F}_t)) \leq \overline{d}_v(s, t) \leq \rho_v(s, t) = \rho(p_1, p_3) = \rho(p_2, p_3).
\]

This establishes the ultratriangle inequality for \( \rho \), completing the proof of Lemma 5.4. \( \square \)

The next lemma establishes the existence of an intermediate fragmentation map with useful geometric properties; its proof is deferred to Section 6.

**Lemma 5.5.** Fix \( \tau \in (0, 1/3) \) and integers \( m, h, k \geq 2 \) with \( h \geq 2k^2 \). Let \((X, d, \mu)\) be a finite metric measure space of diameter 1. Then there exists a fragmentation map \( \mathcal{F} : T \to 2^X \) with the following properties.

1. All the leaves of the tree \( T \) are at depth \( mh \).
2. For every \( u \in T \) we have
   \[
   \text{diam}(\mathcal{F}_u) \leq \tau^{\text{depth}_T(u)}. \tag{37}
   \]
3. Denote by \( R \subseteq T \) the set of vertices at depths which are integer multiples of \( h \). Then for every non-leaf \( u \in R \),
   \[
   \sum_{v \in D_T(u, R)} \mu(\mathcal{F}_v)^{(1-\frac{1}{k})^2} \geq \mu(\mathcal{F}_u)^{(1-\frac{1}{k})^2}. \tag{38}
   \]
   Recall that \( D_T(\cdot, \cdot) \) is given in Definition 3.3.
4. There is a subset \( S \subseteq T \) containing the root of \( T \) such that \( R \) and \( S \) are “alternating” in the following sense. For every \( u, v \in R \) such that \( \text{depth}_T(v) = \text{depth}_T(u) + h \) and \( v \) is a descendant of \( u \), there is one and only one \( w \in S \) such that \( w \) lies on the path joining \( u \) and \( v \) and \( \text{depth}_T(u) < \text{depth}_T(w) \leq \text{depth}_T(v) \).
The vertices of $S$ are $\frac{1-3\tau}{2\tau}$-separated (recall Definition 5.1).

$\mathcal{F}$ is $(\frac{2}{1-3\tau}\tau^{-2h}, \tau^{-1})$-lacunary (recall Definition 3.7).

The vertices of the subset $R \subseteq T$ of Lemma 5.5 satisfy an inductive inequality (38) on the measures of their images that will allow us to (eventually) deduce the covering property (27) of Lemma 4.3. Figure 2 contains a schematic depiction of the fact that the levels of $R$ and $S$ alternate.

![Figure 2. A schematic depiction of the tree $T$ corresponding to the fragmentation map $\mathcal{F}$ of Lemma 5.5. The vertices of $R$ are on the dotted lines. The vertices of $S$ are on the curved solid lines. On every root-leaf path in $T$ the vertices in $R$ and $S$ alternate.](image)

We are now in position to prove Lemma 4.3 using Lemma 5.4 and assuming the validity of Lemma 5.5 (recall that Lemma 5.5 will be proved in Section 6).

**Proof of Lemma 4.3.** Let $k, \tau$ be as in Lemma 4.3. Denote $h = 2k^2$ and fix $m \in \mathbb{N}$ satisfying

$$\min_{x,y \in X \atop x \neq y} d(x,y) > \tau^{(m-2)h+1}. \tag{39}$$

Apply Lemma 5.5 with the parameters $\tau, m, h, k$ as above, obtaining a fragmentation map $\mathcal{F} : T^1 \to 2^X$ with corresponding subsets $S, R \subseteq T^1$. Let $T^2$ be the tree induced by $T^1$ on $S$, i.e., join $u, v \in S$ by an edge of $T^2$ if $u$ is an ancestor of $v$ in $T^1$ and any $w \in S$ that is an ancestor of $v$ in $T^1$ is a weak ancestor of $u$. This is the same as the requirement $v \in D_{T^1}(u, S)$. Let $\mathcal{S} : T^2 \to 2^X$ be the fragmentation map obtained by restricting $\mathcal{F}$ to $S$.

To check that $\mathcal{S}$ is indeed a fragmentation map we need to verify that if $u \in \mathcal{L}(T^2)$ then $\mathcal{F}_u$ is a singleton. To see this let $v = p_{T^2}(u)$ be the parent in $T^2$ of $u$. Since all the leaves of $T$ are at depth $mh$, we have depth$_{T^1}(v) \geq (m-2)h+1$. Using (37) we deduce that diam$(\mathcal{F}_u) \leq$ diam$(\mathcal{F}_v) \leq \tau^{(m-2)h+1}$, implying that $\mathcal{S}_u$ and $\mathcal{S}_v$ are both singletons due to (39).

Since by Lemma 5.5 we know that the vertices in $S$ are $\frac{1-3\tau}{2\tau}$-separated in the fragmentation map $\mathcal{F}$, it follows that the fragmentation map $\mathcal{S}$ is $\frac{1-3\tau}{2\tau}$-separated. Lemma 5.5 also ensures that $\mathcal{F}$ is $(\frac{2}{1-3\tau}\tau^{-2h}, \tau^{-1})$-lacunary. This implies that $\mathcal{S}$ is $(\frac{2}{1-3\tau}\tau^{-2h}, \tau^{-2h})$-lacunary. Indeed, due to Lemma 5.5 we know that if $u \in S$ and $v \in D_{T^1}(u, S)$ is a child of $u$ in $T^2$ then depth$_{T^2}(v) \leq$ depth$_{T^1}(u) + 2h - 1$. This implies that if $q, u \in S$ are such that $u$ is a
weak descendant of \( q \) in \( T^2 \) then \( \text{depth}_{T_1}(u) - \text{depth}_{T_1}(q) \leq 2h(\text{depth}_{T_2}(u) - \text{depth}_{T_2}(q)) \).

Hence, if \( v, w \in D_{T_1}(u, S) \) are distinct children of \( u \) in \( T^2 \), choose distinct \( x, y \in T^1 \) that are children of \( u \) in \( T^1 \) and weak ancestors of \( v, w \) (respectively), and use the fact that \( F \) is \((\frac{2}{3} \tau, \tau^{-2h}, \tau^{-1})\)-lacunary to deduce that

\[
\text{diam}_d(S_q) = \text{diam}_d(F_q) \leq \frac{2\tau^{-2h}}{1 - 3\tau} \cdot \tau^{-\left(\text{depth}_{T_1}(u) - \text{depth}_{T_1}(q)\right)} d(\partial F_x, \partial F_y) \\
\leq \frac{2\tau^{-2h}}{1 - 3\tau} \cdot \tau^{-2h(\text{depth}_{T_2}(u) - \text{depth}_{T_2}(q))} d(\partial S_x, \partial S_y).
\]

Define \( w_R : R \to (0, \infty) \) by top-down induction as follows. Set

\[
w_R(r) = \mu(X) \left(1 - \frac{1}{\tau}\right)^2,
\]

(40)

where \( r \) is the root of \( T^1 \). If \( u \in R \) is not a leaf and \( v \in D_{T_1}(u, R) \) then define

\[
w_R(v) = \frac{w_R(u)}{\sum_{z \in D_{T_1}(u, R)} \mu(F_z) \left(1 - \frac{1}{\tau}\right)^2} \cdot \mu(F_v) \left(1 - \frac{1}{\tau}\right)^2.
\]

(41)

Thus for every non-leaf \( u \in R \) we have

\[
w_R(u) = \sum_{v \in D_{T_1}(u, R)} w_R(v).
\]

(42)

Moreover, it follows from the recursive definition (41) combined with (38) that

\[
\forall \ u \in R, \quad w_R(u) \leq \mu(F_u) \left(1 - \frac{1}{\tau}\right)^2.
\]

(43)

Recalling the notation \( D^*_T(x, A) \) as given in (14), by summing (42) we see that for all \( u \in S \setminus \mathcal{L}(T^2) \) we have

\[
\sum_{x \in D^*_T(u, R)} \sum_{y \in D_{T_1}(x, R)} w_R(y) = \sum_{x \in D^*_T(u, R)} w_R(x).
\]

(44)

Notice that

\[
\bigcup_{x \in D^*_T(u, R)} D_{T_1}(x, R) = \bigcup_{v \in D_{T_1}(u, S)} D^*_T(v, R),
\]

(45)

where the unions on both sides of (45) are disjoint. Hence,

\[
\sum_{x \in D^*_T(u, R)} w_R(x) \overset{(41),(43)}{=} \sum_{v \in D_{T_1}(u, S)} \sum_{z \in D^*_T(v, R)} w_R(z).
\]

(46)

Define \( w_S : S \to (0, \infty) \) by

\[
w_S(u) = \sum_{z \in D^*_T(u, R)} w_R(z).
\]

(47)

Then for all \( u \in S \setminus \mathcal{L}(T^2) \) we have

\[
\sum_{v \in P_{T_2}^{-1}(u)} w_S(v) = \sum_{v \in D_{T_1}(u, S)} w_S(v) \overset{(46),(47)}{=} \sum_{x \in D^*_T(u, R)} w_R(x) \overset{(47)}{=} w_S(u).
\]
This establishes condition (32) of Lemma 5.4 for the weighting \(w_S\) of \(T^2\). Before applying Lemma 5.4 we record one more useful fact about \(w_S\). Recall that for \(u \in S\) the vertex \(p_{T^2}(u)\) is \(r\) if \(u = r\), and otherwise it is the first proper ancestor of \(u\) in \(T^1\) which is in \(S\). Take \(u' \in D_{T^2}^1(p_{T^2}(u), R)\) which is a weak ancestor of \(u\) in \(T^1\). Then \(F_{p_{T^2}(u)} \supseteq F_{u'}\), and therefore

\[
\mu(F_{p_{T^2}(u)})^{1 - \frac{1}{k}} \geq \mu(F_{u'})^{1 - \frac{1}{k}} \geq w_R(u')
\]

\[\sum_{x \in D_{T^1}^1(u', R)} w_R(x) = \sum_{x \in D_{T^1}^1(u, R)} w_R(x) \geq w_S(u).
\]

Apply Lemma 5.4 to \(S : T^2 \to 2^X\) and \(w_S : T^2 \to (0, \infty)\), with \(\beta = (1 - 3\tau)/(2\tau)\) and the parameter \(D\) of Lemma 5.4 replaced by \(D/(1 + 2/\beta) = D(1 - 3\tau)/(1 + \tau)\). Note that our assumption \(\tau < (D - 2)/(3D + 2)\) guarantees that this new value of \(D\) is bigger than 2, so we are indeed allowed to use Lemma 5.4. We therefore obtain a subtree \(T \subseteq T^2\) with the same root, such that the restricted fragmentation map \(G = S|_T\) satisfies the following properties.

- \((\partial G_T), d)\) embeds into an ultrametric space with distortion \(D\).
- Every non-leaf vertex \(u \in T \setminus L(T)\) satisfies

\[
\sum_{v \in p_{T}^{-1}(u)} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} \geq w_S(u)^{\theta(\frac{1-3\tau}{1+\tau}D)}. \tag{49}
\]

Let \(G \subseteq T\) be a cut-set of \(T\). Define \(G_0\) to be a subset of \(G\) which is still a cut-set and is minimal with respect to inclusion. Assume inductively that we defined a cut-set \(G_i\) of \(T\) which is minimal with respect to inclusion. Let \(v \in G_i\) be such that \(\text{depth}_T(v)\) is maximal. Let \(u = p_T(v)\). By the maximality of \(\text{depth}_T(v)\), since \(G_i\) is a minimal cut-set of \(T\) we necessarily have \(p_T^{-1}(u) \subseteq G_i\), i.e., all the siblings of \(v\) in \(T\) are also in \(G_i\). Note that \(G'_i = (G_i \cup \{u\}) \setminus p_T^{-1}(u)\) is also a cut-set of \(T\), so let \(G_{i+1}\) be a subset of \(G_i'\) which is still a cut-set of \(T\) and is minimal with respect to inclusion. Then,

\[
\sum_{v \in G_i} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} = \sum_{v \in G_i \setminus p_T^{-1}(u)} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} + \sum_{v \in p_T^{-1}(u)} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} \geq \sum_{v \in G_i'} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} \geq \sum_{v \in G_{i+1}} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)}. \tag{50}
\]

After finitely many iterations of the above process we will arrive at \(G_j = \{r\}\). By concatenating the inequalities (50) we see that

\[
\sum_{v \in G} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} \geq \sum_{v \in G_0} w_S(v)^{\theta(\frac{1-3\tau}{1+\tau}D)} \geq w_S(r)^{\theta(\frac{1-3\tau}{1+\tau}D)} \mu(X)^{1 - \frac{1}{k}} \theta(\frac{1-3\tau}{1+\tau}D). \tag{51}
\]

The desired inequality (27) follows from (51) and (48). Since \(S\) is \(1-3\tau\)-separated and \((\frac{2}{1-3\tau} - 4k^2, \tau - 4k^2)\)-lacunary (recall that \(h = 2k^2\)), the same holds true for \(G\) since it is the restriction of \(S\) to the subtree of \(T^2\).

\[\square\]

**Remark 5.6.** In Theorem 1.5, if one is willing to settle for ultrametric distortion \(e^{O(1/\varepsilon^2)}\), instead of the asymptotically optimal \(O(1/\varepsilon)\) distortion, then it is possible to simplify
Lemma 4.3 and its proof. In particular, there is no need to apply Lemma 5.4, and consequently also Theorem 5.3. Thus one can use the fragmentation map $S$ introduced in the proof of Lemma 4.3 as the fragmentation map produced by Lemma 4.3. Since $S$ is $\left(\frac{2}{1-3\tau} \tau^{-4k^2}, \tau^{-4k^2}\right)$-lacunary, Lemma 3.8 implies that $(\partial S_{r(S)}, d)$ embeds in an ultrametric space with distortion $\frac{2}{1-3\tau} \tau^{-4k^2} = e^{O(1/\epsilon^2)}$. It is possible to further simplify the proof of the cut-set inequality (27) in the proof of Lemma 4.3 by considering a different fragmentation map $R$ instead of $S$, defined as follows. Consider the tree $T^3$ induced by $T^1$ on $R$, and the fragmentation map $R : T^3 \to 2^X$ obtained by restricting $F$ to $T^3$. Like $S$, the fragmentation map $R$ is $\left(\frac{2}{1-3\tau} \tau^{-4k^2}, \tau^{-4k^2}\right)$-lacunary, and the proof of (27) for $R$ can now be performed by only using the weight function $w_R$, without the need to consider $w_S$. Unlike $S$, the fragmentation map $R$ is not separated, and therefore cannot be used with Lemma 5.4. However, for the above simplified argument, Lemma 5.4 and the separation property are not needed.

6. An intermediate fragmentation map: proof of Lemma 5.5

Here we prove Lemma 5.5. The proof uses two building blocks: Lemma 6.2, which constructs an initial partition map, and Lemma 6.5, which prunes a given weighted rooted tree. The basic idea of the proof Lemma 5.5 can be described as follows. Lemma 6.2 constructs an initial partition map together with a “designated child” for every non leaf vertex. The designated children have, roughly speaking, the largest weight among their siblings, and they are also pairwise separated. The pruning step of Lemma 6.5 can now focus on the combinatorial structure of the partition map, pruning the associated tree so as to keep at some levels only the designated children of the level above. This guarantees the separation property as well as the desired estimate (38).

The exact notion of “size” used to choose designated children is tailored to be compatible with the ensuing pruning step, and is the content of the following definition. Observe that any fragmentation map $F : T \to 2^X$ induces a weighting $w : T \to (0, \infty)$ of the vertices of $T$ given by $w(u) = \mu(F_u)$. For our purpose, we will need a modified version of it, described in the following definition.

**Definition 6.1** (Modified weight function). Fix integers $h, k \geq 2$ and let $T$ be a finite graph-theoretical rooted tree, all of whose leaves are at the same depth, which is divisible by $h$. Assume that we are given $w : T \to (0, \infty)$. Define a new function $w^k_h : T \to (0, \infty)$ as follows. If $u \in \mathcal{L}(T)$ then

$$w^k_h(u) = w(u) \frac{k-1}{k}.$$  

Continue defining $w^k_h(u)$ by reverse induction on $\text{depth}_T(u)$ as follows.

$$w^k_h(u) = \begin{cases} w(u) \frac{k-1}{k} & \text{if } h \mid \text{depth}_T(u), \\ \sum_{v \in p_{-1}(u)} w^k_h(v) & \text{if } h \not\mid \text{depth}_T(u). \end{cases} \quad (52)$$

Equivalently, if $u \in T$ and $(j-1)h < \text{depth}_T(u) \leq jh$ for some integer $j$ then

$$w^k_h(u) = \sum_{v \in T_u, \text{depth}_T(v) = jh} w(v) \frac{k-1}{k}. \quad (53)$$

22
Lemma 6.2. Let \((X, d, \mu)\) be a finite metric measure space of diameter 1 and \(\tau \in (0, 1/3)\). For every triple of integers \(m, h, k \geq 2\) there exists a fragmentation map \(\mathcal{F} : T \to 2^X\) with the following properties.

- All the leaves of the tree \(T\) are at depth \(mh\).
- \(\mathcal{F}\) is a partition map, i.e., \(\partial \mathcal{F}(T) = X\).
- For every \(u \in T\) we have
  \[
  \text{diam}(\mathcal{F}_u) \leq \tau^{\text{depth}_T(u)}. \tag{54}
  \]
- Every non-leaf vertex \(u \in T \setminus \mathcal{L}(T)\) has a “designated child” \(c(u) \in p^{-1}(u)\) such that
  \[
  w_h^k(c(u)) = \max_{v \in p^{-1}(u)} w_h^k(v), \tag{55}
  \]
  where \(w : T \to (0, \infty)\) is given by \(w(u) = \mu(F_u)\) and \(w_h^k : T \to (0, \infty)\) is the modified weight function from Definition 6.1.
- Suppose that \(u, v \in T \setminus \mathcal{L}(T)\) satisfy \(\text{depth}_T(u) = \text{depth}_T(v)\) and \(u \neq v\). Then
  \[
  d(\mathcal{F}_{c(u)}, \mathcal{F}_{c(v)}) > \frac{1 - 3\tau}{2} \cdot \tau^{\text{depth}_T(u)}. \tag{56}
  \]

A schematic description of the partition map that is constructed in Lemma 6.2 is depicted in Figure 3. Lemma 6.2 will be proved in Section 7.
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**Figure 3.** A schematic depiction of two levels in the initial partition map that is constructed in Lemma 6.2. In the lower level the darkness of the cluster represent their weight \(w_h^k\); darker means larger weight. A thick line represents the designated child of the higher level cluster. Notice that the designated child is the child of its parent of largest weight, and that the designated children are far from each other.

Lemma 6.5 below is the pruning step. The appropriate setting for the pruning is a certain class of weighted trees, which we now introduce; the definition below contains the tree of Lemma 6.2 as a special case.

**Definition 6.3 (Subadditive weighted tree with designated children).** Fix integers \(h, k \geq 2\). A subadditive weighted tree with designated children is a triple \((T, w, c)\) consisting of a finite rooted graph-theoretical tree \(T\), a mapping \(w : T \to (0, \infty)\) and for every non-leaf vertex \(u \in T \setminus \mathcal{L}(T)\) a “designated child” \(c(u) \in p^{-1}(u)\), such that the following conditions hold true.

- All the leaves of \(T\) are at the same depth, which is divisible by \(h\).
• For every non-leaf vertex \( u \in T \setminus \mathcal{L}(T) \),
\[
 w(u) \leq \sum_{v \in \mathcal{P}^{-1}(u)} w(v).
\] (57)

• For every non-leaf vertex \( u \in T \setminus \mathcal{L}(T) \),
\[
 w^k_h(c(u)) = \max_{v \in \mathcal{P}^{-1}(u)} w^k_h(v),
\] (58)

where \( w^k_h : T \to (0, \infty) \) is the modified weight function of Definition 6.1.

**Definition 6.4** (Subtree sparsified at a subset). Fix two integers \( h, k \geq 2 \) and let \((T, w, c)\) be a subadditive weighted tree with designated children (recall Definition 6.3). Let \( T' \) be a subtree of \( T \) (see Definition 6.2) and \( S \subseteq T' \). We say that the subtree \( T' \) is sparsified at \( S \) if every \( v \in S \) is a designated child and has no siblings in \( T' \). For the purpose of this definition we declare the root \( r(T) \) to be a designated child, i.e., we allow \( r(T) \in S \). Thus \( v \in T \) is a designated child if it is either the root of \( T \) or \( c(p(v)) = v \).

**Lemma 6.5.** Fix two integers \( h, k \geq 2 \) with \( h \geq 2k^2 \). Let \((T, w, c)\) be a subadditive weighted tree with designated children as in Definition 6.3 (thus all the leaves of \( T \) are at the same depth, which is divisible by \( h \)), and the designated child map \( c \) satisfies (58). Then there exists a subtree \( T' \) of \( T \) with the same root as \( T \), and two subsets \( R, S \subseteq T' \), both containing the root of \( T' \), with the following properties:

- For any non-leaf \( u \in T' \) we have \( \mathcal{C}(u) \in T' \).
- \( R = \{ v \in T' : h \mid \text{depth}_T(v) \} \).
- For any non-leaf vertex \( u \in R \),
\[
 \sum_{v \in \mathcal{D}_T(u, R)} w(v) \left(1 - \frac{1}{k} \right)^2 \geq w(u) \left(1 - \frac{1}{k} \right)^2.
\] (59)

Recall that \( D_T(\cdot, \cdot) \) is given in Definition 3.3.

- For every \( u, v \in R \) such that \( \text{depth}_T(v) = \text{depth}_T(u) + h \) and \( v \) is a descendant of \( u \), there is one and only one \( w \in S \) such that \( w \) lies on the path joining \( u \) and \( v \) and \( \text{depth}_T(u) < \text{depth}_T(w) \leq \text{depth}_T(v) \).

- For any \( u \in T' \) such that \( D_T(u, S) \neq \emptyset \), all the vertices of \( D_T(u, S) \) are at the same depth in \( T'_u \), which is an integer between 1 and 2h.

- \( T' \) is sparsified at the subset \( S \).

**Lemma 6.5** will be proved in Section 8. Assuming the validity of Lemma 6.5, as well as the validity of Lemma 6.2 (which will be proved is Section 7), we are now in position to deduce Lemma 5.5

**Proof of Lemma 6.5.** Let \( \mathcal{F}^0 : T^0 \to 2^X \) be the partition map of Lemma 6.2, constructed with parameters \( m, h, k \), and having the associated designated child map \( c \) from Lemma 6.2. Let \( T \) be the tree obtained by applying Lemma 6.5 to \((T^0, w, c)\), where \( w : T^0 \to (0, \infty) \) is given by \( w(v) = \mu(\mathcal{F}^0_v) \). Define a fragmentation map \( \mathcal{F} : T \to 2^X \) by \( \mathcal{F} = \mathcal{F}^0|_T \), i.e., by restricting \( \mathcal{F}^0 \) to the subtree \( T \). Properties \{1\}, \{2\} are satisfied by \( \mathcal{F}^0 \) due to Lemma 6.2 and therefore they are also satisfied by \( \mathcal{F} \) since \( T \) has the same root as \( T^0 \). Properties \{3\}, \{4\}, \{5\}, \{6\}, are part of the conclusion of Lemma 6.5. It remains to prove properties \{3\} and \{6\}.
Assume that \( u \in S \). Take \( y \in (\partial F_{v(T)}) \setminus (\partial F_u) \). In order to prove property \([5]\) it suffices to show that \( d(y, F_u) \geq \frac{1-3\tau}{2} \cdot \text{diam}(F_u) \). By property \([4]\) it follows that \( u = c(p(u)) \). Let \( w = \text{lca}_T(u, y) \) and take \( u', y' \in D_T(w, S) \) such that \( u' \) is a weak ancestor of \( u \) and \( y' \) is a weak ancestor of \( y \). By Lemma \( 6.5 \) we know that \( \text{depth}_T(u') = \text{depth}_T(y') \), and therefore by conclusion \([56]\) of Lemma \( 6.2 \) and using the fact that \( c(p(u')) = u' \) and \( c(p(y')) = y' \) (because \( u', y' \in S \)),

\[
d(y, F_u) \geq d(F_{y'}, F_u) \geq \frac{1-3\tau}{2} \cdot \text{depth}_T(u') - 1 \geq \frac{1-3\tau}{2\tau} \cdot \text{depth}_T(u) + \frac{1-3\tau}{2\tau} \cdot \text{diam}(F_u).
\]

It remains to prove property \([6]\). Take \( q \in T \) and let \( u \in T \) be a weak descendant of \( q \) that has at least two children in \( T \), i.e., \( v, w \in p^{-1}(u) \cap T \), \( v \neq w \). Our goal is to show that

\[
\text{diam}(F_q) \leq \frac{2\tau-2h}{1-3\tau} \cdot \text{depth}_T(q) - \text{depth}_T(u) \cdot d(\partial F_v, \partial F_w). \tag{60}
\]

Since \( v \) and \( w \) are siblings in \( T \) we know by \([4]\) that \( \{v, w\} \cap S = \emptyset \). Note that

\[
\partial F_v = \bigcup_{y \in D(v, S)} \partial F_y \quad \text{and} \quad \partial F_w = \bigcup_{x \in D(w, S)} \partial F_x,
\]

and therefore

\[
d(\partial F_v, \partial F_w) = \min_{y \in D(v, S)} d(\partial F_y, \partial F_w). \tag{61}
\]

Note that since \( \{v, w\} \cap S = \emptyset \) we have \( D(v, S) \cup D(w, S) \subset D(u, S) \). By Lemma \( 6.3 \) it follows that all the vertices in \( D(v, S) \cup D(w, S) \) are at the same depth in \( T \). Denote this depth by \( \ell \). Due to Lemma \( 6.5 \) we know that \( \ell \leq \text{depth}_T(u) + 2h \). By conclusion \([56]\) of Lemma \( 6.2 \) we deduce that for all \( y \in D(v, S) \) and \( x \in D(w, S) \) we have

\[
d(\partial F_y, \partial F_x) \geq d(F_{y'}, F_x) = d(F_{c(p(y'))}, F_{c(p(x))}) \geq \frac{1-3\tau}{2} \cdot \ell \geq \frac{1-3\tau}{2} \cdot \text{depth}_T(u) + 2h. \tag{62}
\]

Now, the desired inequality \([60]\) is proved as follows.

\[
d(\partial F_v, \partial F_w) \geq \frac{1-3\tau}{2} \cdot \text{depth}_T(u) + 2h \geq \frac{1-3\tau}{2} \cdot \text{depth}_T(u) - \text{depth}_T(q) + 2h \cdot \text{diam}(F_q). \tag{62} \]

\[
\square
\]

7. THE INITIAL FRAGMENTATION MAP: PROOF OF LEMMA \([6.2]\)

Proof of Lemma \([6.2]\). The construction of the initial fragmentation map will be in a bottom-up fashion: the tree \( T \) will be decomposed as a disjoint union on “levels” \( V_0, V_1, \ldots, V_{mh} \), where \( V_i \) are the vertices at depth \( i \). We will construct these levels \( V_i \) and the mappings \( F : V_i \to 2^X \) and \( w_k : V_i \to (0, \infty) \) by reverse induction on \( i \), and describe inductively for each \( v \in V_{i+1} \) its parent \( u \in V_i \), as well as the designated child \( c(u) \). At the end of this construction \( V_0 \) will consist of a single vertex, the root of \( T \).

Define \( \ell_{mh} = |X| \) and write \( X = \{x_1, \ldots, x_{\ell_{mh}}\} \). The initial level \( V_{mh} \) consists of the leaves of \( T \), and it is defined to be \( V_{mh} = \{v_{j}^{mh}\}_{j=1}^{\ell_{mh}} \). For all \( j \in \{1, \ldots, \ell_{mh}\} \) we also set

\[
F_{i,j}^{mh} = \{x_j\} \quad \text{and} \quad w_k^{mh}(v_{j}^{mh}) = w(x_j)^{\frac{k-1}{k}} = \mu(\{x_j\})^{\frac{k-1}{k}}.
\]

Assume inductively that for \( i \in \{1, \ldots, mh - 1\} \) we have already defined

\[
V_{i+1} = \{v_{i+1}^{1}, v_{i+1}^{2}, \ldots, v_{i+1}^{\ell_{i+1}}\},
\]

\[
\square
\]
and the mappings $\mathcal{F} : V_{i+1} \to 2^X$ and $w_h^k : V_{i+1} \to (0, \infty)$.

Choose $j_1 \in \{1, \ldots, \ell_{i+1}\}$ such that

$$w_h^k (v_{j_1}^{i+1}) = \max_{j \in \{1, \ldots, \ell_{i+1}\}} w_h^k (v_j^{i+1}).$$

Define

$$A_i^1 = \left\{ s \in \{1, \ldots, \ell_{i+1}\} : d \left( \mathcal{F}_{v_{j_1}^{i+1}}, \mathcal{F}_{v_s^{i+1}} \right) \leq \frac{1 - 3\tau}{2} r^i \right\}.$$

Create a new vertex $v_i^1 \in V_i$ and define

$$\mathcal{F}_{v_i^1} = \bigcup_{s \in A_i^1} \mathcal{F}_{v_s^{i+1}}.$$

Also, declare the vertices $\{v_s^{i+1}\}_{s \in A_i^1} \subseteq V_{i+1}$ to be the children of $v_i^1$, and in accordance with (52) define

$$w_h^k (v_i^1) = \begin{cases} 
  w(v_i^1)^{\frac{k}{k+1}} & \text{if } h \mid i, \\
  \sum_{s \in A_i^1} w_h^k (v_s^{i+1}) & \text{if } h \nmid i.
\end{cases}$$

Finally, set

$$c(v_i^1) = v_{j_1}^{i+1}.$$

Continuing inductively, assume that we have defined $v_1^i, v_2^i, \ldots, v_{z}^i \in V_i$, together with nonempty disjoint sets

$$A_1^i, \ldots, A_z^i \subseteq \{1, \ldots, \ell_{i+1}\}.$$

If $\bigcup_{t=1}^z A_t^i = \{1, \ldots, \ell_{i+1}\}$ then define $\ell_i = z$ and $V_i = \{v_1^i, v_2^i, \ldots, v_z^i\}$. Otherwise, choose $j_{z+1} \in \{1, \ldots, \ell_{i+1}\} \setminus \bigcup_{t=1}^z A_t^i$ such that

$$w_h^k (v_{j_{z+1}}^{i+1}) = \max_{j \in \{1, \ldots, \ell_{i+1}\} \setminus \bigcup_{t=1}^z A_t^i} w_h^k (v_j^{i+1}),$$

and define

$$A_{z+1}^i = \left\{ s \in \{1, \ldots, \ell_{i+1}\} \setminus \bigcup_{t=1}^z A_t^i : d \left( \mathcal{F}_{v_{j_{z+1}}^{i+1}}, \mathcal{F}_{v_s^{i+1}} \right) \leq \frac{1 - 3\tau}{2} r^i \right\}.$$

Create a new vertex $v_{z+1}^i \in V_i$ and define

$$\mathcal{F}_{v_{z+1}^i} = \bigcup_{s \in A_{z+1}^i} \mathcal{F}_{v_s^{i+1}}.$$

Also, declare the vertices $\{v_s^{i+1}\}_{s \in A_{z+1}^i} \subseteq V_{i+1}$ to be the children of $v_{z+1}^i$ and define

$$w_h^k (v_{z+1}^i) = \begin{cases} 
  w(v_{z+1}^i)^{\frac{k}{k-1}} & \text{if } k \mid i, \\
  \sum_{s \in A_{z+1}^i} w_h^k (v_s^{i+1}) & \text{if } k \nmid i.
\end{cases}$$

Finally, set

$$c(v_{z+1}^i) = v_{j_{z+1}}^{i+1}.$$

The above recursive procedure must terminate, yielding the level $i$ set $V_i$. We then proceed inductively until the set $V_1$ has been defined. We conclude by defining $V_0$ to be a single new vertex $r(T)$ (the root) with all the vertices in $V_1$ its children. The designated child of the
root, \( c(r(T)) \), is chosen to be a vertex \( u \in V_1 \) such that \( w^k_h(u) = \max_{v \in V_1} w^k_h(v) \). We also set \( F_r(T) = X \) and \( w^k_h(r(T)) = \mu(X)^{\frac{1}{k+1}} \).

The resulting fragmentation map \( F : T \to 2^X \) is by definition a partition map, since \( F(V_{mh}) = F(L(T)) = X \). Also, the construction above guarantees the validity of (55) due to (63) and (66).

We shall now prove (54) by reverse induction on depth \( T(u) \). If \( \text{depth}_T(u) = mh \) then \( \text{diam}(F_u) = 0 \) and there is nothing to prove. Assuming the validity of (54) whenever \( \text{depth}_T(u) = i + 1 \), suppose that \( \text{depth}_T(u) = i \) and moreover that \( u = v^i_{z+1} \) in the above construction. By virtue of (64) and (65) we know that
\[
\text{diam} \left( F_{v^i_{z+1}} \right) = \text{diam} \left( F_{v^i_{z+1}} \right) \leq 3 \max_{s \in A_i^l} \text{diam} \left( F_{v^i_s} \right) + 2 \frac{1 - 3\tau}{2} \tau^i \leq 3\tau^{i+1} + (1 - 3\tau)\tau^i = \tau^i.
\]
Since (54) is also valid for \( i = 0 \) (because \( \text{diam}(X) = 1 \)), this concludes the proof of (54).

It remains to prove (56). Since we are assuming that \( u \neq v \) are non-leaf vertices and \( \text{depth}_T(u) = \text{depth}_T(v) \), we may write \( u = v^i_s \) and \( v = v^i_t \) for some \( i \in \{1, \ldots, mh - 1\} \) and \( s < t \). Then by the above construction \( c(v^i_s) = v^{i+1}_{j_s}, \ c(v^i_t) = v^{i+1}_{j_t} \) and
\[
j_t \in \{1, \ldots, \ell_{i+1}\} \setminus \bigcup_{l=1}^{t-1} A_j^l \subseteq \{1, \ldots, \ell_{i+1}\} \setminus \bigcup_{l=1}^{s-1} A_j^l,
\]
yet \( j_t \notin A_j^s \). The validity of (56) now follows from the definition of \( A_j^s \); see (64).

8. An iterated Hölder argument for trees: proof of Lemma 6.5

Our goal here is to prove Lemma 6.5. The heart of this lemma is the extraction of a “large” and “sparsified” subtree from any “subadditive weighted tree with designated children” (Definition 6.3). The resulting tree is depicted in Figure 4.
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**Figure 4.** A schematic depiction of the subtree \( T' \) constructed in Lemma 6.5. The vertices of \( R \) are on the dotted lines and the vertices of \( S \) are on the curved solid lines. The vertices of \( S \) are \( \beta \)-separated. This is achieved by pruning all their siblings, leaving each of them as the single offspring of its parent.
Definition 8.1 (Sparsified tree). Fix integers $h, k \geq 2$ and let $(T, w, c)$ be a subadditive weighted tree with designated children. For $i \in \mathbb{Z}$ define a subtree $T^{(i)}$ of $T$ as follows.

$$T^{(i)} = T \setminus \left( \bigcup_{u \in T} \bigcup_{v \in p^{-1}(u) \setminus \{c(u)\}} T_v \right).$$

(67)

Thus $T^{(i)}$ is obtained from $T$ by removing all the subtrees rooted at vertices of depth $i$ that are not designated children. Note that by definition $T^{(i)} = T$ if either $i \leq 0$ or $T$ has no vertices at depth $i$.

Lemma 8.2 below is inspired by an argument in [5, Lem. 3.25], though our assumptions, proof, and conclusion are different.

Lemma 8.2. Fix $h, k \in \mathbb{N}$ satisfying $h \geq k \geq 2$ and let $(T, w, c)$ be a subadditive weighted tree with designated children. Assume that all the leaves of $T$ are at depth $h$. Then there exists $L \subseteq \{1, \ldots, h\}$ with $|L| \geq h - k + 1$ such that for every $i \in L$ we have

$$\sum_{\ell \in L(T^{(i)})} w(\ell)^{\frac{k-1}{k}} \geq w(r)^{\frac{k-1}{k}},$$

(68)

where $r = r(T)$ is the root of $T$ and $T^{(i)}$ is as in Definition 8.1.

Proof. For $i \in \{1, \ldots, h\}$ and $u \in T$ define $f_i(u) \in (0, \infty)$ by reverse induction on depth$_T(u)$ as follows. If depth$_T(u) = h$, i.e., $u$ is a leaf of $T$, set

$$f_i(u) = w(u)^{\frac{k-1}{k}}.$$  

(69)

If depth$_T(u) < h$ define recursively

$$f_i(u) = \begin{cases} \max_{v \in p^{-1}(u)} f_i(v) & \text{if } i = \text{depth}_T(u) + 1, \\ \sum_{v \in p^{-1}(u)} f_i(v) & \text{if } i \neq \text{depth}_T(u) + 1. \end{cases}$$

We observe that for all $i \in \{1, \ldots, h\}$ and $u \in T$ we have

$$i \leq \text{depth}_T(u) \implies f_i(u) = \sum_{\ell \in L(T_u)} w(\ell)^{\frac{k-1}{k}},$$

(70)

and

$$i > \text{depth}_T(u) \implies f_i(u) = \sum_{\ell \in L((T_u)^{(i)})} w(\ell)^{\frac{k-1}{k}},$$

(71)

where analogously to (67) we define

$$(T_u)^{(i)} = T_u \setminus \left( \bigcup_{a \in T} \bigcup_{b \in p^{-1}(a) \setminus \{c(a)\}} T_b \right).$$

(72)

In other words, recalling that $T_u$ is the subtree of $T$ rooted at $u$, the subtree $(T_u)^{(i)}$ is obtained from $T_u$ by deleting all the subtrees rooted at vertices of depth $i$ that are not designated children (here depth is measured in $T$, i.e., the distance from the original root $r(T)$).
Identities (70) and (71) follow by reverse induction on depth$_T(u)$ from the recursive definition of $f_i(u)$. Indeed, if depth$_T(u) = h$ then (71) is vacuous and (70) follows from (68). Assume that $u \in T$ is not a leaf of $T$ and that (70) and (71) hold true for the children of $u$. If $i \leq$ depth$_T(u)$ then by (69) and the inductive hypothesis we have

$$f_i(u) = \sum_{v \in p^{-1}(u)} f_i(v) = \sum_{v \in p^{-1}(u)} \sum_{\ell \in L(T_v)} w(\ell) \frac{k^i}{k} = \sum_{\ell \in L(T_u)} w(\ell) \frac{k^i}{k}. $$

If $i = $ depth$_T(u) + 1$ then since we are assuming that (70) holds for each $v \in p^{-1}(u)$,

$$f_i(u) \overset{69}{=} \max_{v \in p^{-1}(u)} f_i(v) = \max_{v \in p^{-1}(u)} \sum_{\ell \in L(T_v)} w(\ell) \frac{k^i}{k} \overset{69}{=} \max_{v \in p^{-1}(u)} w_h^k(v) \overset{68}{=} \sum_{\ell \in L(T_{\ell}(u))} w(\ell) \frac{k^i}{k} \overset{72}{=} \sum_{\ell \in L((T_u)^{(i)})} w(\ell) \frac{k^i}{k}. $$

Finally, if $i > $ depth$_T(u) + 1$ then we are assuming that (71) holds for each $v \in p^{-1}(u)$, and therefore

$$f_i(u) \overset{69}{=} \sum_{v \in p^{-1}(u)} f_i(v) \overset{71}{=} \sum_{v \in p^{-1}(u)} \sum_{\ell \in L((T_u)^{(i)})} w(\ell) \frac{k^i}{k} \overset{72}{=} \sum_{\ell \in L((T_u)^{(i)})} w(\ell) \frac{k^i}{k}. $$

This completes the inductive verification of the identities (70) and (71).

Our next goal is to prove by reverse induction on depth$_T(u)$ that for every $H \subseteq \{1, \ldots, h\}$ with $|H| = k$ we have,

$$\prod_{i \in H} f_i(u) \geq w(u)^{k-1}. \quad (73)$$

Indeed, if depth$_T(u) = h$ then (73) holds as equality due to (68). Assume inductively that depth$_T(u) < h$ and that (73) holds for all the children of $u$. We claim that there exists $j \in H$ such that

$$\prod_{i \in H} f_i(u) \geq \left( \max_{v \in p^{-1}(u)} f_j(v) \right) \prod_{i \in H \setminus \{j\}} \left( \sum_{v \in p^{-1}(u)} f_i(v) \right). \quad (74)$$

Indeed, if depth$_T(u) + 1 \in H$ then take $j = $ depth$_T(u) + 1$ and note that (74) holds as equality due to (69). On the other hand, if depth$_T(u) + 1 \notin H$ then let $j$ be an arbitrary element of $H$, and note that due to (69) we have

$$\prod_{i \in H} f_i(u) = \left( \sum_{v \in p^{-1}(u)} f_j(v) \right) \prod_{i \in H \setminus \{j\}} \left( \sum_{v \in p^{-1}(u)} f_i(v) \right) \geq \left( \max_{v \in p^{-1}(u)} f_j(v) \right) \prod_{i \in H \setminus \{j\}} \left( \sum_{v \in p^{-1}(u)} f_i(v) \right),$$
as required. Now,
\[
\prod_{i \in H} f_i(u) \overset{(*)}{=} \left( \max_{v \in p^*(u)} f_j(v) \right) \left( \sum_{v \in p^{-1}(u) \setminus \{j\}} \prod_{i \in H} f_i(v)^{\frac{1}{k-1}} \right)^{k-1} 
\]
\[
\geq \left( \sum_{v \in p^{-1}(u) \setminus \{j\}} \prod_{i \in H} f_i(v)^{\frac{1}{k-1}} \right)^{k-1} \overset{(**)}{\geq} \left( \sum_{v \in p^{-1}(u)} w(v) \right)^{k-1} \overset{(73)}{\geq} w(u)^{k-1},
\]
where in (*) we used (74) and Hölder’s inequality, and in (**) we used the inductive hypothesis. This concludes the proof of (73).

We are now in position to complete the proof of Lemma 8.2. Set \( H_1 = \{1, \ldots, k\} \). Then
\[
\max_{i \in H_1} \sum_{\ell \in L(T_i)} w(\ell)^{\frac{k-1}{k}} \geq \left( \prod_{i \in H_1} \sum_{\ell \in L(T_i)} w(\ell)^{\frac{k-1}{k}} \right)^{\frac{1}{k}} \overset{(71)}{=} \left( \prod_{i \in H_1} f_i(r) \right)^{\frac{1}{k}} \overset{(73)}{=} w(r)^{\frac{k-1}{k}}.
\]
Hence there is \( i_1 \in H_1 \) satisfying
\[
\sum_{\ell \in L(T_i)} w(\ell)^{\frac{k-1}{k}} \geq w(r)^{\frac{k-1}{k}}.
\]
Now define \( H_2 = (H_1 \setminus \{i_1\}) \cup \{k + 1\} \) and repeat the above argument with \( H_2 \) replacing \( H_1 \). We deduce that there exists \( i_2 \in H_2 \) satisfying
\[
\sum_{\ell \in L(T_{i_2})} w(\ell)^{\frac{k-1}{k}} \geq w(r)^{\frac{k-1}{k}}.
\]
We may repeat this process inductively \( h - k + 1 \) times, and let \( L = \{i_1, i_2, \ldots, i_{h-k+1}\} \).

**Proof of Lemma 6.5.** The proof is by induction on the height of the tree, but we need the following strengthening of the inductive hypothesis so as to deal with multiple trees. Suppose that we are given a collection of (disjoint) subadditive weighted trees with designated children \((T_1, w, c) \ldots, (T_\ell, w, c)\), each \( T_i \) is rooted at \( r_i \) and all of them having the same height, which is divisible by \( h \) (formally we should denote the weighting of \( T_i \) by \( w_i \), but since the trees are disjoint, denoting all the weightings by \( w \) will not create any confusion). We will prove that there exists a subset \( C \subseteq \{1, \ldots, \ell\} \) with the following properties.

- For every \( i \in C \) there is a subtree \( T_i' \) of \( T_i \) rooted at \( r_i \), and subsets \( S_i, R_i \subseteq T_i' \), both containing the root of \( T_i' \), such that for any non-leaf \( u \in T_i' \) we have \( c(u) \in T_i' \).
- \( R_i = \{v \in T_i' : \text{depth}_{T_i'}(v)\} \).
- For any non-leaf vertex \( u \in R_i \),
  \[
  \sum_{v \in D_{T_i'}(u, R_i)} w(v)^{1 - \frac{1}{k}} \geq w(u)^{1 - \frac{1}{k}}. \quad (75)
  \]
- For every \( u, v \in R_i \) such that \( \text{depth}_{T_i'}(v) = \text{depth}_{T_i'}(u) + h \) and \( v \) is a descendant of \( u \), there is one and only one \( w \in S_i \) such that \( w \) lies on the path joining \( u \) and \( v \) and \( \text{depth}_{T_i'}(u) < \text{depth}_{T_i'}(w) \leq \text{depth}_{T_i'}(v) \).
• For any \( u \in T'_i \) such that \( D_{T'_i}(u, S_i) \neq \emptyset \), all the vertices of \( D_{T'_i}(u, S_i) \) are at the same depth in \( (T'_i)_u \), which is an integer between 1 and \( 2h \).

• \( T'_i \) is sparsified at the subset \( S_i \).

• The vertices in \( \bigcup_{i \in C} D_{T'_i}(r_i, S_i) \) have the same depth (in their respective tree), regardless of \( i \), and

\[
\sum_{i \in C} w(r_i)(1 - \frac{1}{k}) \geq \left( \sum_{i=1}^{\ell} w(r_i) \right)^{1 - \frac{1}{k}}. \tag{76}
\]

Note that Lemma 6.5 is the case \( \ell = 1 \) of this statement, but it will be beneficial to prove the more general statement as formulated above.

When the height of all the \( T_i \) is 0 we simply set \( C = \{1, \ldots, \ell\} \) and \( T'_i = S_i = R_i = T_i \). Most of the above conditions hold vacuously in this case (there are no non-leaf vertices and \( D_{T'_i}(u, S_i) = \emptyset \)). Condition (76) follows from subadditivity of the function \((0, \infty) \ni t \mapsto t^{1 - \frac{1}{k}}\).

Assume next that the leaves of \( \{T'_i\}_{i=1}^{\ell} \) are all at depth \( mh \) for some \( m \in \mathbb{N} \). Let \( \hat{T}_j \) be the subgraph of \( T_j \) induced on all the vertices of depth at most \( h \) in \( T_j \). Note that by (53) the restriction of the induced weight function \( w^k_i \) to \( \hat{T}_j \) coincides with the corresponding weight function induced by the weighted tree \((\hat{T}_j, w)\), and consequently the same can be said about the designated child map \( c|_{\hat{T}_j} \). Therefore, an application of Lemma 8.2 to \((\hat{T}_j, w, c)\) yields a subset \( L_j \subseteq \{1, \ldots, h\} \) with \(|L_j| = h - k + 1\) such that for all \( i \in L_j \) we have

\[
\sum_{u \in \hat{T}_j^{(i)}} w(u)^{1 - \frac{1}{k}} \geq w(r_j)^{1 - \frac{1}{k}}, \tag{77}
\]

where \( \hat{T}_j^{(i)} \) is the subtree of \( \hat{T}_j \) that is obtained by sparsifying the \( i \)th level as in Definition 8.1.

Let \( j_0 \in \{1, \ldots, \ell\} \) satisfy

\[
w(r_{j_0}) = \max_{j \in \{1, \ldots, \ell\}} w(r_j). \tag{78}
\]

For \( j \in \{1, \ldots, \ell\} \) denote \( L'_j = L_j \cap L_{j_0} \). Then

\[
|L'_j| = |L_j| + |L_{j_0}| - |L_j \cup L_{j_0}| \geq (h - k + 1) + (h - k + 1) - h = h - 2(k - 1). \tag{79}
\]

If \( \ell = 1 \) let \( s_0 \in L_{j_0} \) be an arbitrary integer in \( L_{j_0} \). If \( \ell \geq 2 \) let \( s_0 \in L_{j_0} \) satisfy

\[
\sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} w(r_j)^{1 - \frac{1}{k}} = \max_{s \in L_{j_0}} \sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} w(r_j)^{1 - \frac{1}{k}}. \tag{80}
\]

By averaging we see that

\[
\sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} w(r_j)^{1 - \frac{1}{k}} \geq \frac{1}{h - k + 1} \sum_{s \in L_{j_0}} \sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} w(r_j)^{1 - \frac{1}{k}}
\]

\[
= \frac{1}{h - k + 1} \sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} |L'_j| w(r_j)^{1 - \frac{1}{k}} \geq \frac{h - 2(k - 1)}{h - (k - 1)} \sum_{j \in \{1, \ldots, \ell\} \setminus \{j_0\}} w(r_j)^{1 - \frac{1}{k}}. \tag{81}
\]
Now define
\[ C = \{ j \in \{1, \ldots, \ell \} : s_0 \in L_j \}. \] (82)

We know that \( j_0 \in C \), since by construction \( s_0 \in L_{j_0} \). By (79) we have \( L'_j \neq \emptyset \) for every \( j \in \{1, \ldots, \ell \} \). Therefore (80) implies that if \( \ell \geq 2 \) then \(|C| \geq 2 \). Since (76) is trivial when \( \ell = 1 \), we will now prove (76) assuming \( \ell \geq 2 \). By the choice of \( j_0 \) in (78) we know that for all \( j \in \{1, \ldots, \ell \} \setminus \{j_0\} \) we have

\[ w(r_j)^{1-\frac{1}{k}} \leq \frac{1}{2} \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}}. \] (83)

This implies that for all \( j \in \{1, \ldots, \ell \} \setminus \{j_0\} \),

\[ w(r_j)^{(1-\frac{1}{k})^2} \geq \frac{h - (k - 1)}{h - 2(k - 1)} \cdot \frac{w(r_j)^{1-\frac{1}{k}}}{\left( \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}} \right)^{\frac{1}{k}}}. \] (84)

To check (84) note that it is equivalent to the inequality

\[ \frac{h - (k - 1)}{h - 2(k - 1)} \left( \frac{w(r_j)^{1-\frac{1}{k}}}{\sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}}} \right)^{\frac{1}{k}} \leq 1. \]

By (83) and the fact that \( h \geq 2k^2 \), it suffices to show that \((2k^2 - k + 1)/(2k^2 - 2k + 2) \leq 2^{1/k}\). Since \(2^{1/k} \geq 1 + 1/(2k)\) it suffices to check that \(2k(2k^2 - k + 1) \leq (2k + 1)(2k^2 - 2k + 2)\), which is immediate to verify.

Having established (84), we proceed as follows.

\[ \sum_{j \in C} w(r_j)^{(1-\frac{1}{k})^2} = \frac{w(r_{j_0})^{1-\frac{1}{k}}}{w(r_{j_0})^{(1-\frac{1}{k})^\frac{1}{k}}} + \sum_{j \in C \setminus \{j_0\}} w(r_j)^{(1-\frac{1}{k})^2} \]

\[ \overset{(84)}{\geq} \frac{w(r_{j_0})^{1-\frac{1}{k}}}{\left( \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}} \right)^{\frac{1}{k}}} + \frac{h - (k - 1)}{h - 2(k - 1)} \cdot \sum_{j \in C \setminus \{j_0\}} w(r_j)^{1-\frac{1}{k}} \]

\[ \overset{(81) \land (82)}{\geq} \frac{w(r_{j_0})^{1-\frac{1}{k}}}{\left( \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}} \right)^{\frac{1}{k}}} + \frac{h - (k - 1)}{h - 2(k - 1)} \cdot \frac{w(r_j)^{1-\frac{1}{k}}}{\left( \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}} \right)^{\frac{1}{k}}} \]

\[ = \left( \sum_{i=1}^{\ell} w(r_i)^{1-\frac{1}{k}} \right)^{1-\frac{1}{k}}, \]

completing the proof of (76).

We can now complete the proof of Lemma 6.5 by applying the inductive hypothesis. For every \( j \in C \) let \( u_1^j, u_2^j, \ldots, u_{\ell_j}^j \) be the leaves of the tree \( \hat{T}^{(s_0)}_j \), i.e., the subtree of \( \hat{T}_j \) that was sparsified at level \( s_0 \). Consider the subtrees of \( T_j \) that are rooted at \( u_1^j, u_2^j, \ldots, u_{\ell_j}^j \), i.e., \((T_j)_{u_1^j}, (T_j)_{u_2^j}, \ldots, (T_j)_{u_{\ell_j}^j}\). By the inductive hypothesis applied to these trees there exists a subset \( C_j \subseteq \{1, \ldots, \ell_j\} \) such that for each \( i \in C_j \) there is a subtree \((T_j)'_{u_i^j}\) of \((T_j)_{u_i^j}\) and subsets \( S_{ji}, R_{ji} \subseteq (T_j)'_{u_i^j} \) that satisfy the inductive hypotheses.
Denote for \( j \in C \),
\[
T_j' = \left( \bigcup_{i \in C_j} (T_j)'_{u_i} \right) \cup \left( \bigcup_{i \in C_j} \left\{ u \in \tilde{T}_j^{(s_0)} : u \text{ ancestor of } u_i \right\} \right).
\]

Thus \( T_j' \) is obtained by taking the subtree of \( \tilde{T}_j^{(s_0)} \) whose leaves are \( \{u_i\}_{i \in C_j} \), and replacing every leaf \( u_i \) by the tree \( (T_j)'_{u_i} \). We also define \( R_j = \left( \bigcup_{i=1}^{\ell_j} R_{ji} \right) \cup \{r_j\} \), and
\[
S_j = \left( \bigcup_{i=1}^{\ell_j} \left( S_{ji} \setminus \{u_i^2\} \right) \right) \cup \left\{ u \in \tilde{T}_j^{(s_0)} : \text{depth}_{\tilde{T}_j}(u) = s_0 \right\} \cup \{r_j\}.
\]

Note by the definition of \( \tilde{T}_j^{(s_0)} \) every \( u \in \tilde{T}_j^{(s_0)} \) with depth \( \text{depth}_{\tilde{T}_j}(u) = s_0 \) has no siblings in \( \tilde{T}_j^{(s_0)} \).

All the desired properties of \( T_j', R_j, S_j \) follow immediately for the construction; only (75) when \( u = r_j \) requires justification as follows.
\[
\sum_{v \in D_{T_j'}(r_j, R_j)} w(v) \left( \frac{1}{2} \right)^2 = \sum_{i \in C_j} w(u_i^2) \left( \frac{1}{2} \right)^2 \quad \sum_{i=1}^{\ell_j} w(u_i^2) \left( \frac{1}{2} \right) \geq \sum_{i=1}^{\ell_j} w(u_i^2)^{1-\frac{1}{k}} \geq w(r_j)^{1-\frac{1}{k}}. \quad \square
\]

9. Proof of Theorem 5.3

Here we prove Theorem 5.3, which is the last missing ingredient of the proof of Theorem 1.3. Theorem 5.3 is a weighted version of the results of [23, 28]. Theorem 9.1. below follows from a slight modification of the argument in [28], though it is not stated there explicitly. We will therefore explain how [28] can be modified to deduce this statement. Alternatively, a similar statement (with worse distortion bound) can be obtained by natural modifications of the argument in [23].

**Theorem 9.1.** Let \( (X, d) \) be a finite metric space and \( w_1, w_2 : X \to [0, \infty) \) two nonnegative weight functions. Then for every \( \varepsilon \in (0, 1) \) there exists a subset \( S \subseteq X \) that embeds into an ultrametric space with distortion
\[
D = \frac{2}{\varepsilon(1-\varepsilon)^{1/\varepsilon}}, \quad (85)
\]
and satisfying
\[
\left( \sum_{x \in S} w_1(x) \right) \left( \sum_{x \in X} w_2(x) \right)^{\varepsilon} \geq \sum_{x \in X} w_1(x)w_2(x)^{\varepsilon}. \quad (86)
\]

Theorem 9.1 implies the finite nonlinear Dvoretzky theorem (Theorem 1.2) in the special case \( w_1 = w_2 = 1 \). Theorem 5.3 follows by taking \( w_1 = w^{1-\varepsilon} \) and \( w_2 = w \). In this case conclusion (86) becomes
\[
\sum_{x \in S} w(x)^{1-\varepsilon} \geq \left( \sum_{x \in X} w(x) \right)^{1-\varepsilon}. \quad (87)
\]
This type of requirement was studied in [5] under the name of “the weighted metric Ramsey problem”, where it was shown that there always exists \( S \subseteq X \) satisfying (87) that embeds into an ultrametric space with distortion \( O(\varepsilon^{-1} \log(2/\varepsilon)) \).
**Proof of Theorem 9.7.** The beginning of the argument is most natural to state in the context of general metric measure spaces \((X, d, \mu)\). So, assume that \((X, d, \mu)\) is a metric measure space; we will later specialize the discussion to the case of finite spaces.

Let \(f : X \to [0, \infty)\) be a nonnegative Borel measurable function. Lemma 2.1 of [28] states that for every compact \(S \subseteq X\) and every \(R > r > 0\) there exists a compact subset \(T \subseteq S\) satisfying

\[
\int_T \frac{\mu(B(x, R))}{\mu(B(x, r))} f(x) d\mu(x) \geq \int_S f d\mu, \tag{88}
\]

such that \(T\) can be partitioned as \(T = \bigcup_{n=1}^{\infty} T_n\), where each (possibly empty) \(T_n\) is compact and contained in a ball of radius \(r\), and any two non-empty \(T_n, T_m\) are separated by a distance of at least \(R - r\).

Fix a nonnegative Borel measurable \(w \in L_1(\mu)\). Iterate the above statement as follows; the same iteration is carried out for the special case \(w = 1\) in Lemma 2.2 of [28]. Assume that we are given a non-increasing sequence of positive numbers \(R = r_0 \geq r_1 \geq r_2 \geq \cdots > 0\) converging to zero. Assume also that \(\text{diam}(X) \leq 2R\). For \(n \in \mathbb{N}\) define \(f_n : X \to [0, \infty)\) by

\[
f_n(x) = \left( \prod_{m=n}^{\infty} \frac{\mu(B(x, r_m))}{\mu(B(x, r_m + \frac{2r_{m-1}}{D}))} \right) w(x), \tag{89}
\]

where \(D\) be given by (85). Note that \(0 \leq f_n \leq w\) for all \(n \in \mathbb{N}\). Assume that we already defined a compact subset \(S_{n-1} \subseteq X\). An application of Lemma 2.1 of [28], with radii \(r_n + \frac{2r_{n-1}}{D} > r_n\) and weight function \(f_n\), yields a compact subset \(S_n \subseteq S_{n-1}\) satisfying

\[
\int_{S_n} f_{n+1} d\mu = \int_{S_n} \frac{\mu(B(x, r_n + \frac{2r_{n-1}}{D}))}{\mu(B(x, r_n))} f_n(x) d\mu(x) \geq \int_{S_{n-1}} f_n d\mu. \tag{88}
\]

Hence for all \(n \in \mathbb{N}\) we have,

\[
\int_{S_n} w d\mu \geq \int_X f_1 d\mu.
\]

Consider the compact subset \(S = \bigcap_{n=1}^{\infty} S_n\). By the dominated convergence theorem,

\[
\int_S w d\mu \geq \int_X f_1 d\mu. \tag{90}
\]

In [28 Lem. 2.2] it is shown that \(S\) embeds with distortion \(D\) into an ultrametric space.

Assume now that the radii \(1 = r_0 \geq r_1 \geq r_2 \geq \cdots > 0\) are random variables satisfying \(\lim_{n \to \infty} r_n = 0\) and for every real number \(r > 0\)

\[
\Pr \left[ r_n < r \leq r_n + \frac{2r_{n-1}}{D} \right] \leq \varepsilon. \tag{91}
\]

For the existence of such random variables, as well as the optimality for this purpose of the choice of \(D\) in (85), see [28 Thm. 1.5]. Specializing to the case of a finite metric measure space \((X, d, \mu)\) of diameter at most 2, apply (90) when \(w(x) = w_1(x) / \mu(\{x\})\) and \(w_2(x) = \mu(\{x\})\), and the radii are the random radii chosen above. By taking expectation of the resulting (random) inequality and using Jensen’s inequality we arrive at the following estimate.

\[
\mathbb{E} \left[ \sum_{x \in S} w_1(x) \right] \geq \sum_{x \in X} w_1(x) \exp \left( \mathbb{E} \left[ \sum_{n=1}^{\infty} \log \left( \frac{\mu(B(x, r_m))}{\mu(B(x, r_m + \frac{2r_{m-1}}{D}))} \right) \right] \right). \tag{92}
\]
For every $x \in X$ let $0 = t_1(x) < t_2(x) \ldots < t_{k(x)}(x)$ be the radii at which $\mu(B(x,t))$ jumps, i.e., $\mu(\{x\}) = \mu(B(x,t_1(x))) < \mu(B(x,t_2(x))) < \ldots < \mu(B(x,t_{k(x)}(x))) = \mu(X)$, and $B(x,t) = B(x,t_j(x))$ if $t_j(x) \leq t < t_{j+1}(x)$ (where we use the convention $t_{k(x)+1}(x) = \infty$). Then we have the following straightforward identity (see equation (15) in [28]), which holds for every $x \in X$.

$$
\mathbb{E} \left[ \sum_{n=1}^{\infty} \log \left( \frac{\mu(B(x,r_n))}{\mu(B(x,r_n + 2^{m-1}D))} \right) \right] = - \sum_{j=2}^{k(x)} \sum_{n=1}^{\infty} \Pr \left[ r_n < t_j(x) \leq r_n + \frac{2^{m-1}D}{D} \right] \log \left( \frac{\mu(B(x,t_j(x)))}{\mu(B(x,t_{j-1}(x)))} \right). \quad (93)
$$

Hence,

$$
\mathbb{E} \left[ \sum_{x \in S} w_1(x) \right] \geq \sum_{x \in X} w_1(x) \exp \left( - \varepsilon \sum_{j=2}^{k(x)} \log \left( \frac{\mu(B(x,t_j(x)))}{\mu(B(x,t_{j-1}(x)))} \right) \right) = \sum_{x \in X} w_1(x) \left( \frac{\mu(\{x\})}{\mu(X)} \right)^\varepsilon = \sum_{x \in X} w_1(x) w_2(x)^\varepsilon.
$$

We have shown that the required estimate [86] holds in expectation for our random subset $S \subseteq X$, completing the proof of Theorem 9.1. \qed

10. IMPOSSIBILITY RESULTS

The purpose of this section is to prove the second part of Theorem 1.4 and Theorem 1.8. In both cases the goal is to construct a metric space having the property that all its “almost Euclidean” subsets have small Hausdorff dimension. We will do so by gluing together the finite examples from [5]: in the high distortion regime corresponding to Theorem 1.4 these building blocks are expander graphs, and in the low distortion regime corresponding to Theorem 1.8 these building blocks arise from dense random graphs. The gluing procedure, which is an infinitary variant of the “metric composition” method from [5], starts with a sequence of finite metric spaces and joins them in a tree-like fashion. The details of the construction are contained in Section 10.1 below, and the specializations to prove Theorem 1.4 and Theorem 1.8 are described in Section 10.2 and Section 10.3, respectively.

10.1. TREES OF METRIC SPACES. Fix $\{n_k\}_{k=0}^{\infty} \subseteq \mathbb{N}$ with $n_0 = 1$ and $n_k > 1$ for $k > 1$. Fix also $\{\delta_k\}_{k=1}^{\infty} \subseteq (0, \infty)$. Assume that for each $k \in \mathbb{N}$ we are given a metric $d_k$ on $\{1, \ldots, n_k\}$ with

$$
diam_{d_k}(\{1, \ldots, n_k\}) = 1 \quad \text{and} \quad \min_{i,j \in \{1, \ldots, n_k\}} d_k(i,j) = \delta_k. \quad (94)
$$

For distinct $x = (x_k)_{k=1}^{\infty}, y = (y_k)_{k=1}^{\infty} \in \prod_{k=1}^{\infty} \{1, \ldots, n_k\}$ let $k(x,y)$ be the smallest $k \in \mathbb{N}$ such that $x_k \neq y_k$. For $\alpha \in (0, \infty)$ define

$$
\rho_\alpha(x, y) = \frac{d_k(x,y)}{\prod_{i=0}^{k(x,y)-1} n_i^{1/\alpha}}. \quad (95)
$$

Also, set $\rho_\alpha(x, x) = \rho_\alpha(y, y) = 0$. 
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**Remark 10.1.** One can visualize the above construction as follows. Let $T$ be the infinite rooted tree such for $i \geq 0$ each vertex at depth $i$ in $T$ has exactly $n_{i+1}$ children. Then $\prod_{k=1}^{\infty} \{1, \ldots, n_k\}$ can be identified with the set of all infinite branches of $T$. With this identification, the distance $\rho_{\alpha}$ has the following meaning: given two infinite branches in $T$, find the vertex $v \in T$ at which they split (i.e., their deepest common vertex). Say that the depth of $v$ is $i - 1$. The metric $d_i$ induces a metric space structure on the $n_i$ children of $v$, and the distance between the two given branches is a multiple of the distance between the two children of $v$ that belong to these branches.

**Lemma 10.2.** $(\prod_{k=1}^{\infty} \{1, \ldots, n_k\}, \rho_{\alpha})$ is a compact metric space provided that
\[ \forall k \in \mathbb{N}, \quad \delta_k > \frac{1}{n_k^{1/\alpha}}. \] (96)

**Proof.** Take $x, y, z \in \prod_{k=1}^{\infty} \{1, \ldots, n_k\}$. If $k(x, y) = k(y, z) = k(x, z) = k$ then because $d_k$ satisfies the triangle inequality, $\rho_{\alpha}(x, z) \leq \rho_{\alpha}(x, y) + \rho_{\alpha}(y, z)$. If $k(x, y) > k(x, z)$ then necessarily $k(x, z) = k(y, z) = k$ and $x_k = y_k$. Hence $\rho_{\alpha}(x, z) = \rho_{\alpha}(x, y) \leq \rho_{\alpha}(x, y) + \rho_{\alpha}(y, z)$. The remaining case $k(x, z) > k(x, y)$ is dealt with as follows.

\[ \rho_{\alpha}(x, z) = \frac{d_k(x, z)}{\prod_{i=0}^{k(x, z)-1} n_i^{1/\alpha}} \leq \frac{1}{\prod_{i=0}^{k(x, z)-1} n_i^{1/\alpha}} \leq \frac{\delta_k(x, y)}{\prod_{i=0}^{k(x, y)-1} n_i^{1/\alpha}} \leq \rho_{\alpha}(x, y). \] (94)

This proves the triangle inequality. Compactness follows from Tychonoff’s theorem since $\rho_{\alpha}$ induces the product topology on $\prod_{k=1}^{\infty} \{1, \ldots, n_k\}$. \qed

**Lemma 10.3.** Assume that in addition to (94) we have
\[ \lim_{k \to \infty} \frac{\log(1/\delta_k)}{\sum_{i=1}^{k-1} \log n_i} = 0. \] (97)

Then
\[ \dim_H \left( \prod_{k=1}^{\infty} \{1, \ldots, n_k\}, \rho_{\alpha} \right) = \alpha. \]

**Proof.** Define $\Delta = \dim_H \left( \prod_{k=1}^{\infty} \{1, \ldots, n_k\}, \rho_{\alpha} \right)$. The fact that $\Delta \leq \alpha$ is simple. Indeed, for $k \in \mathbb{N}$ consider the sets $\{B_x^k\}_{x \in \prod_{i=1}^{k} \{1, \ldots, n_i\}}$ given by
\[ B_x^k = \left( \prod_{i=1}^{k} \{x_i\} \right) \times \left( \prod_{i=k+1}^{\infty} \{1, \ldots, n_i\} \right). \] (98)

Then $\text{diam}_{\rho_{\alpha}}(B_x^k) = \prod_{i=k}^{k+1} n_i^{-1/\alpha}$ and $\{B_x^k\}_{x \in \prod_{i=1}^{k} \{1, \ldots, n_i\}}$ cover $\prod_{i=1}^{\infty} \{1, \ldots, n_i\}$. Hence for $\beta > \alpha$ the $\beta$-Hausdorff content of $(\prod_{i=1}^{\infty} \{1, \ldots, n_i\}, \rho_{\alpha})$ can be estimated as follows.
\[ \mathcal{H}_{\infty}^{\beta} \left( \prod_{i=1}^{\infty} \{1, \ldots, n_i\}, \rho_{\alpha} \right) \leq \inf_{x \in \prod_{i=1}^{k} \{1, \ldots, n_i\}} \frac{1}{\prod_{i=0}^{k} n_i^{\beta/\alpha}} = \inf_{k \in \mathbb{N}} \frac{1}{\prod_{i=0}^{k} n_i^{(\beta-\alpha)/\alpha}} = 0. \]

Thus $\Delta \leq \alpha$.

We now pass to the proof of $\Delta \geq \alpha$. We first prove the following preliminary statement. Assume that $x^1, \ldots, x^m \in \prod_{i=1}^{\infty} \{1, \ldots, n_i\}$ and $k_1, \ldots, k_m \in \mathbb{N} \cup \{0\}$ are such
that \( \{B^k_j\}_{j=1}^m \) cover \( \prod_{i=1}^\infty \{1, \ldots, n_i\} \), where \( B^k_0 \) is given in (98) and we use the convention \( B^0_x = \prod_{i=1}^\infty \{1, \ldots, n_i\} \). We claim that this implies that
\[
\sum_{j=1}^m \frac{1}{\prod_{i=0}^{k_j} n_i} \geq 1. \tag{99}
\]
The proof is by induction on \( m \). If \( m = 1 \) then \( k_1 = 0 \) and (99) follows. Assume that \( m \geq 2 \), no subset of \( \{B^k_j\}_{j=1}^m \) covers \( \prod_{i=1}^\infty \{1, \ldots, n_i\} \), and that \( k_1 \leq k_2 \leq \cdots \leq k_m \). For every \( y \in \{1, \ldots, n_{k_m}\} \) let \( x^{k_m}(y) \in \prod_{i=1}^\infty \{1, \ldots, n_i\} \) have \( y \) in the \( k_m \)th coordinate, and coincide with \( x^{k_m} \) in all other coordinates. The sets \( \{B^k_m(y)\}_{y \in \{1, \ldots, n_{k_m}\}} \) are pairwise disjoint, and are either contained in or disjoint from \( B^k_j \) for each \( j \in \{1, \ldots, m\} \).

Hence, by the minimality of the cover \( \{B^k_j\}_{j=1}^m \) we have \( k_m = k_{m-1} = \cdots = k_{m-n_{k_m}+1} \) and
\[
\{B^k_j\}_{j=m-n_{k_m}+1} \cup \{B^k_m(y)\}_{y \in \{1, \ldots, n_{k_m}\}} \text{ covers } \prod_{i=1}^\infty \{1, \ldots, n_i\}.
\]
This implies that
\[
\sum_{j=1}^m \frac{1}{\prod_{i=0}^{k_j} n_i} = \sum_{j=1}^{m-n_{k_m}} \frac{1}{\prod_{i=0}^{k_j} n_i} + \sum_{y \in \{1, \ldots, n_{k_m}\}} \frac{1}{\prod_{i=0}^{k_m} n_i} = \sum_{j=1}^{m-n_{k_m}} \frac{1}{\prod_{i=0}^{k_j} n_i} + \frac{1}{\prod_{i=0}^{k_m-1} n_i}.
\]

The induction hypothesis applied to \( \{B^k_j\}_{j=1}^{m-n_{k_m}} \cup \{B^k_m\} \) concludes the proof of (99).

Fix \( \beta \in (0, \alpha) \). Due to (97) there exists \( C \in (0, \infty) \) such that for all \( k \in \mathbb{N} \),
\[
\frac{1}{\delta_k} \leq C \prod_{i=1}^{k-1} \frac{n_i^{(\alpha-\beta)/\alpha^2}}{n_i^{1/\alpha}}. \tag{100}
\]

Let \( \{B_{\rho_{\alpha}}(x^i, r_j)\}_{j \in J} \) be a family of balls that covers \( \prod_{i=1}^\infty \{1, \ldots, n_i\} \). We will show that
\[
\sum_{j \in J} r_j^\beta \geq \frac{1}{C^{\alpha}}. \tag{101}
\]
This would mean that \( \mathcal{H}_{\infty}^\beta \left( \prod_{i=1}^\infty \{1, \ldots, n_i\}, \rho_{\alpha} \right) > 0 \) for all \( \beta \in (0, \alpha) \), proving that \( \Delta \geq \alpha \).

By compactness of \( \left( \prod_{i=1}^\infty \{1, \ldots, n_i\}, \rho_{\alpha} \right) \) it suffices to prove (101) when \( J \) is finite. For every \( j \in J \) choose \( k_j \in \mathbb{N} \) such that \( n_j^{-1/\alpha} < r_j \leq \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \). Define
\[
r_j^* = \begin{cases} 
\prod_{i=0}^{k_j-1} n_i^{-1/\alpha} & \text{if } \delta_{k_j} \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \leq r_j \leq \prod_{i=0}^{k_j-1} n_i^{-1/\alpha}, \\
\prod_{i=0}^{k_j-1} n_i^{-1/\alpha} & \text{if } \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} < r_j < \delta_{k_j} \prod_{i=0}^{k_j-1} n_i^{-1/\alpha}. 
\end{cases} \tag{102}
\]

If \( \delta_{k_j} \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \leq r_j \leq \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \) then \( r_j^* \geq r_j \), hence \( B_{\rho_{\alpha}}(x^j, r_j) \subseteq B_{\rho_{\alpha}}(x^j, r_j^*) = B^k_j \). Also, observe that \( \rho_{\alpha} \) does not take values in the interval \( \left( \prod_{i=0}^{k_j-1} n_i^{-1/\alpha}, \delta_{k_j} \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \right) \).

This implies that \( B_{\rho_{\alpha}}(x^j, r_j) = B_{\rho_{\alpha}}(x^j, r_j^*) = B^k_j \), when \( \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} < r_j < \delta_{k_j} \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \). We deduce that the balls \( B_{\rho_{\alpha}}(x^j, r_j^*) \) cover \( \prod_{i=1}^\infty \{1, \ldots, n_i\} \), and they are all sets of the form \( B^k_x \). It therefore follows from (99) that
\[
1 \leq \sum_{j \in J} (r_j^*)^\alpha \leq \sum_{j \in J} \left( \frac{r_j}{\delta_{k_j}} \right)^\alpha \leq C^\alpha \sum_{j \in J} r_j^\alpha \prod_{i=0}^{k_j-1} n_i^{(\alpha-\beta)/\alpha} \leq C^\alpha \sum_{j \in J} r_j^\beta, \tag{103}
\]
where in the last inequality of (103) we used the fact that \( r_j \leq \prod_{i=0}^{k_j-1} n_i^{-1/\alpha} \).
Remark 10.4. A less direct way to prove the bound $\Delta \geq \alpha$ in Lemma 10.3 is to define $\mu(B^k_x) = \prod_{i=0}^{k} n_i^{-\alpha}$ and to argue that the Carathéodory extension theorem applies here and yields an extension of $\mu$ to a Borel measure on $\prod_{i=1}^{\infty} \{1, \ldots, n_i\}$. One can then show analogously to (103) that this measure is a $\beta$-Frostman measure for $(\prod_{i=1}^{\infty} \{1, \ldots, n_i\}, \rho_\alpha)$.

In what follows we say that a property $\mathcal{P}$ of metric spaces is a metric property if whenever $(X, d_X) \in \mathcal{P}$ and $(Y, d_Y)$ is isometric to $(X, d_X)$ then also $(Y, d_Y) \in \mathcal{P}$. We say that $\mathcal{P}$ is hereditary if whenever $(X, d) \in \mathcal{P}$ and $Y \subseteq X$ then also $(Y, d) \in \mathcal{P}$. Finally, we say that $\mathcal{P}$ is dilation-invariant if whenever $(X, d) \in \mathcal{P}$ and $\lambda \in (0, \infty)$ also $(X, \lambda d) \in \mathcal{P}$.

Theorem 10.5. Fix $\alpha > 0$. Fix also $\{n_k\}_{k=0}^{\infty} \subseteq \mathbb{N}$ with $n_0 = 1$ and $n_k > 1$ for $k \geq 1$, a sequence $\{d_k\}_{k=1}^{\infty} \subseteq (0, \infty)$, and for each $k \in \mathbb{N}$ a metric $d_k$ on $\{1, \ldots, n_k\}$. Assume that (96), (97) hold true. Then there exists a metric space $(Y, \rho)$ with $\dim_H(Y, \rho) = \alpha$ that satisfies the following property. Let $(\mathcal{P}_k)_{k=1}^{\infty}$ be a non-decreasing (with respect to inclusion) sequence of hereditary dilation-invariant metric properties and for every $k \in \mathbb{N}$ let $m_k$ be the cardinality of the largest subset $S$ of $\{1, \ldots, n_k\}$ such that $(S, d_k)$ has the property $\mathcal{P}_k$. Then every $Z \subseteq Y$ that has the property $\bigcup_{k=1}^{\infty} \mathcal{P}_k$ satisfies

$$\dim_H(Z, \rho) \leq \limsup_{k \to \infty} \frac{\alpha \log m_k}{\log n_k}.$$ 

Proof. Take $(Y, \rho) = (\prod_{k=1}^{\infty} \{1, \ldots, n_k\}, \rho_\alpha)$, where $\rho_\alpha$ is given in (95). By Lemma 10.3 and Lemma 10.2 we know that $(Y, \rho)$ is a compact metric space of Hausdorff dimension $\alpha$.

Assume that $Z \subseteq Y$ and $(Z, \rho) \in \mathcal{P}_k$ for some $K \in \mathbb{N}$. Since $(\mathcal{P}_k)_{k=1}^{\infty}$ are non-decreasing properties, we know that $(Z, \rho) \in \mathcal{P}_k$ for all $k \geq K$. For every $x \in Y$ and $k \in \mathbb{N}$ denote

$$S^k_x = \left\{ j \in \{1, \ldots, n_k\} : Z \cap \left( \prod_{i=0}^{k-1} \{x_i\} \times \{j\} \times \prod_{i=k+1}^{\infty} \{1, \ldots, n_i\} \right) \neq \emptyset \right\}.$$ 

If $j \in S^k_x$ choose $x^k(j) \in Z$ whose first $k-1$ coordinates coincide with the corresponding coordinates of $x$, and whose $k$'th coordinate equals $j$. Then $\{x^k(j)\}_{j \in S^k_x}$ is a subset of $Z$ whose metric is isometric to a dilation of the metric $d_k$ on $S^k_x$. Since $\mathcal{P}_k$ is a hereditary dilation-invariant metric property, it follows that $S^k_x \in \mathcal{P}_k$ for all $k \geq K$. Hence $|S^k_x| \leq m_k$. Let $Z_k$ be the projection of the set $Z$ onto the first $k$ coordinates, i.e., the set of all $x \in \prod_{i=0}^{k} \{1, \ldots, n_i\}$ such that $B^k_x \cap Z \neq \emptyset$, where $B^k_x$ is given in (98). Then it follows by induction that for every $k \geq K$ we have $|Z_k| \leq \prod_{i=0}^{K-1} n_i \cdot \prod_{i=K}^{k} m_i$. Denote $\gamma = \limsup_{k \to \infty} \frac{\alpha \log m_k}{\log n_k}$. If $\beta > \gamma$ then there exists $K' > K$ such that for every $k \geq K'$ we have $m_k \leq n_k^{(\beta+\gamma)/(2\alpha)}$. Since the sets $\{B^k_x\}_{x \in Z_k}$ cover $Z$ and have $\rho$-diameter $\prod_{i=0}^{k} n_i^{-1/\alpha}$,

$$\mathcal{H}^{\beta}_{\infty}(Z, \rho) \leq \inf_{k \geq K'} \sum_{x \in Z_k} \frac{1}{\prod_{i=0}^{k} n_i^{\beta/\alpha}} \leq \inf_{k \geq K'} \frac{\prod_{i=0}^{K-1} n_i \cdot \prod_{i=K}^{k} m_i}{\prod_{i=0}^{k} n_i^{\beta/\alpha}} \leq \inf_{k \geq K'} \frac{\prod_{i=0}^{K-1} n_i \cdot \prod_{i=K}^{k} n_i^{(\beta+\gamma)/(2\alpha)}}{\prod_{i=0}^{k} n_i^{\beta/\alpha}} = 0.$$ 

Hence $\dim_H(Z, \rho) \leq \gamma$. \hfill $\Box$
Corollary 10.6. Fix an integer \( n \geq 2 \). Let \( (X, d) \) be an \( n \)-point metric space, and assume that \( \Psi \in (0, \infty) \) satisfies

\[
\Psi \cdot \min_{x,y \in X} d(x, y) > \text{diam}(X).
\]

Then there exists a compact metric space \( (Y, \rho) \) with \( \dim_H(Y, \rho) = \log_\Psi n \) that has the following property. Fix \( m \in \{1, \ldots, n-1\} \) and assume that \( \mathcal{P} \) is a hereditary dilation-invariant metric property such that the largest subset of \( X \) having the property \( \mathcal{P} \) is of size \( m \). Then \( \dim_H(Z, \rho) \leq \log_\Psi m \) for every \( Z \subseteq Y \) with property \( \mathcal{P} \).

Proof. By rescaling assume that \( \text{diam}(X) = 1 \). Now apply Theorem 10.5 with \( X_i = X \), \( n_i = n \), \( \mathcal{P}_i = \mathcal{P} \) and \( \alpha = \log_\Psi n \). \( \square \)

10.2. Expander fractals. It is shown in [5] that there is \( c \in (0, \infty) \) such that for any \( n \in \mathbb{N} \) there exists an \( n \)-point metric space \( X_n \) such that for every \( \varepsilon \in (0, 1) \) all the subsets of \( X_n \) of cardinality greater than \( n^{1-\varepsilon} \) incur distortion greater than \( c/\varepsilon \) in any embedding into Hilbert space. In fact, the spaces \( X_n \) are the shortest-path metrics on expander graphs, implying that \( \text{diam} \ X_n \leq C \log n \) for some \( C \in (0, \infty) \) and all \( n \in \mathbb{N} \) (see [12]). We will apply Corollary 10.6 to these spaces, thus obtaining compact metric spaces that can be called “expander fractals”. The property \( \mathcal{P} \) that will be used is “\( X \) embeds with distortion \( c/\varepsilon \) into Hilbert space”, which is clearly a hereditary dilation-invariant metric property.

Proof of the second part of Theorem 1.4. Let \( c, C, X_n \) be as above. Fix \( \alpha > 0 \) and choose an integer \( n \geq 2 \) such that \( n^{1/\alpha} > C \log n \). We may therefore use Corollary 10.6 with \( X = X_n \) and \( \Psi = n^{1/\alpha} \). The resulting compact metric space \( (Y, \rho) \) will then have Hausdorff dimension equal to \( \alpha \). For every \( \varepsilon \in (0, 1) \) let \( \mathcal{P}_\varepsilon \) be the property “\( X \) embeds with distortion \( c/\varepsilon \) into Hilbert space”. Then all the subsets \( Z \) of \( Y \) that embed into Hilbert space with distortion \( c/\varepsilon \) satisfy \( \dim_H(Z, \rho) \leq \log_\Psi (n^{1-\varepsilon}) = (1-\varepsilon)\alpha = (1-\varepsilon) \dim_H(Y, \rho) \). \( \square \)

10.3. \( G(n, 1/2) \) fractals. It is shown in [5] that there exists \( K \in (1, \infty) \) such that for any \( n \in \mathbb{N} \) there exists an \( n \)-point metric space \( W_n \) such that for every \( \delta \in (0, 1) \) any subset of \( W_n \) of size larger than \( 2 \log_2 n + K \left( \delta^{-2} \log(2/\delta) \right)^2 \) must incur distortion at least \( 2 - \delta \) when embedded into Hilbert space. The space \( W_n \) comes from a random construction: consider a random graph \( G \) on \( n \) vertices, drawn from the Erdős-Reyni model \( G(n, 1/2) \) (thus every edge is present independently with probability \( 1/2 \)). The space \( W_n \) is obtained from \( G \) by declaring two vertices that are joined by an edge to be at distance 1, and two distinct vertices that are not joined by an edge are declared to be at distance 2. Therefore the positive distances in \( W_n \) are either 1 or 2. This description of \( W_n \) is implicit in [5] but follows immediately from the proof of [5]; see [6] for an alternative proof of this fact (yielding a worse asymptotic dependence on \( \delta \) that is immaterial for our purposes). We will apply Theorem 10.5 to \( \{W_n\}_{n=2}^\infty \), thus obtaining compact metric spaces that can be called “\( G(n, 1/2) \) fractals”.

Proof of Theorem 1.8. Let \( K \) and \( \{W_n\}_{n=2}^\infty \) be as in the above discussion. Set \( X_n = W_{n+[3^\alpha]} \). Hence \( |X_n|^{1/\alpha} > 2 \). Let \( \mathcal{P}_n \) be the property “\( X \) embeds with distortion \( 2 - 1/\log \log n \) into Hilbert space”. Then \( \{P_n\}_{n \geq 20} \) is a non-decreasing sequence of hereditary dilation-invariant metric properties. Moreover, \( \bigcup_{n \geq 20} \mathcal{P}_n \) is the property “\( X \) embeds into Hilbert space with distortion smaller than \( 2 \)”. By the above discussion, letting \( m_n \) be the size of the largest subset of \( X_n \) that has the property \( \mathcal{P}_n \), we have \( m_n \leq 2 \log_2 n + O((\log \log)^2(\log \log \log n)^2) \).
Hence \( \limsup_{n \to \infty} \alpha \frac{\log m_n}{\log |X_n|} = 0 \). By Theorem 10.5 it follows there exists a compact metric space \((Y, \rho)\) with Hausdorff dimension \(\alpha\) such that all of its subsets with positive Hausdorff dimension do not have property \(\bigcup_{n \geq 20} \mathcal{P}_n\), namely any embedding of such a subset into Hilbert space must incur distortion at least 2. \(\square\)
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