Parameter-dependent $H_\infty$ control for MEMS gyroscopes: synthesis and analysis
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Abstract: The accuracy of micro-electro-mechanical systems (MEMS) gyroscopes is sensitive to variations of the drive mode resonance frequency $\omega_0$. To tackle this problem, we propose an $H_\infty$ control, which explicitly depends on $\omega_0$ and guarantees, with reduced conservatism, a specified level of performance of the drive mode. We consider the design of continuous- and discrete-time controllers. We then propose a method based on the $\mu$-analysis to validate the performance of drive mode control even if the frequency $\omega_0$ is not perfectly measured. Numerical examples confirm the effectiveness of our approach.
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1. INTRODUCTION

Micro-electro-mechanical systems (MEMS) gyroscopes are microscopic structures composed of a proof mass attached to a substrate by springs, creating two orthogonal resonant modes: the drive and sense ones. The oscillating signal $y(t)$ is created on the drive mode, such that, in the presence of an angular rate $\Omega$ (perpendicular to the resonant modes), a Coriolis force appears and produces oscillations on the sense mode $y_s(t)$. This force is proportional to the product $\Omega \cdot \dot{y}(t)$ and can be estimated by measuring the oscillations of the sense mode. Thus, if $y(t)$ is equal to a given reference $y_r(t)$, $\Omega$ is computed from $y_s(t)$ and $y_r(t)$. It is important to highlight that the gyroscope accuracy depends on how close the actual $y(t)$ is to $y_r(t)$. For further details, see e.g., Saukossi (2008) and references therein. Therefore, in this paper, we restrict our attention to the drive mode oscillations control, which aims to keep $y(t)$ as close as possible to $y_r(t)$.

In general, the drive mode has high quality-factor, allowing to obtain a high signal-to-noise ratio when the drive mode operates close to its resonance frequency $\omega_0$ (Sun et al., 2002). However, small drifts of $\omega_0$ cause a significant loss of gain. So, in addition to a precise amplitude control, to reach high performance, the drive mode has to be operated with a frequency as close as possible to $\omega_0$ (Egretzberger et al., 2010). The drifts of $\omega_0$ are mainly due to changes in the sensor temperature (Xia et al., 2009), which are slow to $\omega_0$.

In the literature, several control strategies are proposed to fulfill the above requirements. We mention the widespread architectures: automatic gain control (AGC) combined with phase-locked loop (PLL) (Sun et al., 2002; Egretzberger et al., 2010); and self-oscillating AGC (M’Closkey et al., 2001; Oboe et al., 2005). These solutions produce oscillations with controlled amplitude at the resonance frequency. However, the drawback of these nonlinear strategies is the lack of formal performance guarantees.

An alternative approach is to consider a classical feedback architecture, where a linear controller makes the output of the drive mode track a sinusoidal reference signal with frequency $\omega_0$ and the desired amplitude. In this context, for a constant $\omega_0$, celebrated design methods, as $H_2$ or $H_\infty$, can be considered, giving performance guarantees (Skogestad and Postlethwaite, 2001). Nonetheless, when $\omega_0$ changes, the reference signal and the controller have to be adapted for the new $\omega_0$. To this end, similarly to the plant, the controller must be parameterized by $\omega_0$. To the best of our knowledge, this approach is not considered for MEMS gyroscopes. Note that $\omega_0$ can be measured, e.g., through closed-loop identification techniques (Ljung, 1999).

The design of a parameter-dependent controller for a parameter-dependent plant is addressed by the so-called Linear Parameter-Varying (LPV) approaches. In our case, these approaches lead to conservative solutions or to a parameterization which can be too complex to be implemented in real-time. The conservatism comes from the fact that the parameter of interest is assumed to vary arbitrarily (Packard, 1994; Scorletti and El Ghaoui, 1998), whereas $\omega_0$ varies slowly. On the other hand, Dinh et al. (2005) propose a nonconservative design method for constant parameter-dependent controller. However, the proposed controller parameterization is too complicated to be implemented in a limited-cost embedded processor.

In this work, we present, for the particular problem of MEMS gyroscopes (and similar ones), a parameter-dependent $H_\infty$ controller design method. Our approach provides performance guarantees, reduced conservatism, and simple parameterization in the case where $\omega_0$ is measured and constant. We propose two design methods: (i) for a continuous-time (CT) controller; and (ii) for a discrete-time (DT) controller. The former one is suitable for analog implementations or for digital implementations.
where the sampling period $T_s$ is so small that the discretization effects (sampling and holding) may be neglected. Furthermore, this approach also gives the insight on the controller parameterization. The second method is suitable for digital implementations where the discretization effects have to be taken into consideration, which is often the case for MEMS gyroscopes.

The design of a CT parameter-dependent controller is based on the frequency/time normalization of the system, yielding to a straightforward parameterization for constant $\omega_0$. The same strategy can be applied for the design of a DT parameter-dependent controller. However, approximations of the model have to be made. Then, it is crucial to investigate a posteriori the stability and the performance achieved by the DT parameter-dependent controller on the actual system for all possible values of $\omega_0$. We propose to address this problem by using the robustness analysis framework ($\mu$-analysis), where the approximation error and the frequency $\omega_0$ are expressed as uncertainties. This problem is not standard since the uncertain model dependency on the uncertainties is nonrational. We then reveal how to recast this problem as a standard problem by using Taylor approximations. Furthermore, the proposed $\mu$-analysis is based on the computation of the so-called $\mu$ upper-bound. The strong benefit is that stability and performance are also ensured for slow-time variations of $\omega_0$ (Chou and Titts, 1995).

This paper is organized as follows. In Section 2, we state the problem under investigation. In Section 3, we present a solution in CT. In Section 4, we propose a method for designing a DT controller. In Section 5, we present a method for validating the closed-loop performance. In Section 6, numerical examples illustrate our approach. Conclusions and perspectives are drawn in Section 7.

**Notation:** $T_a \rightarrow b$ denotes the transfer from signal $a$ to signal $b$. The $\ast$ denotes the Redheffer (star) product (Skogestad and Postlethwaite, 2001). For a given linear time-invariant (LTI) system $F$, $\|F\|_\infty$ denotes its $H_\infty$ norm. $I_n$ is the identity matrix of $\mathbb{R}^{n \times n}$ and $\theta_{n \times m}$ is the zero matrix of $\mathbb{R}^{n \times m}$ (subscripts are omitted if obvious from context). For two matrices $A$, $B$, $\text{diag}(A,B)$ is their diagonal concatenation. For two vectors $a$, $b$, $\text{col}(a,b)$ is their column concatenation.

### 2. PROBLEM STATEMENT

Let the drive mode of a MEMS gyroscope be modeled as a second-order resonator (Sun et al., 2002):

$$G_{\omega_0}(s) = \frac{g(s)}{u(s)} = \frac{k}{(s/\omega_0)^2 + (s/\omega_0) / Q + 1},$$  \hspace{1cm} (1)

where $y$ is the displacement of the drive mode, $u$ is the input force, $k$ is the static gain, $Q$ is the quality factor, and $\omega_0$ is the resonance frequency \(^1\) (in rad/s), which may vary slowly in the range $[\omega_{0\text{min}}, \omega_{0\text{max}}]$ during the operation of the device. This variation is mainly caused by temperature changes, which are indeed slow. For the control design, we thus assume that $\omega_0$ is time invariant. Furthermore, we assume that $\omega_0$ is measured in real time. For the sake of

\(^1\) The natural frequency and the resonance one are assumed to be equal, since $Q \gg 1$ in MEMS gyroscopes.
3. PARAMETER-DEPENDENT CONTROLLER IN CONTINUOUS-TIME

In this section, we present a solution in continuous-time (CT) for Problem 1.

Note that in (1), $\omega_0$ appears as a quotient of $s$. Therefore, $G_{\omega_0}$ admits a state-space representation in the form:

$$\begin{align*}
G_{\omega_0} : \begin{cases}
\dot{x}(t) = \omega_0 A x(t) + \omega_0 B u(t) + \omega_0 B_w w(t) \\
y(t) = C x(t) + D u(t)
\end{cases},
\end{align*}$$

where the matrices do not depend on $\omega_0$. In this case, if we consider a representation similar to the controllable canonical form, we obtain

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -1/Q \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = [k \ 0] \quad \text{and} \quad D = 0.$$

The same holds for the weighting functions, see (2) and (3). Thus, the augmented plant $P_{\omega_0}$ admits the state-space representation:

$$P_{\omega_0} : \begin{cases}
x_P(t) = \omega_0 A_P x_P(t) + \omega_0 B_P u(t) + \omega_0 B_w w(t) \\
y_P(t) = C_P x_P(t) + D_P u(t) + D_P w(t) \\
\dot{z}(t) = \frac{\omega_0}{2} \sin c \left( \frac{\omega_0 T_s}{2} \right)
\end{cases},$$

with $x_P(t) \in \mathbb{R}^{n_p}$, $y_P(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$, $z(t) \in \mathbb{R}^n$ and whose matrices do not depend on $\omega_0$.

At this point, we can then define a normalized Laplace variable $s_n = s/\omega_0$ and a normalized time $t_n = \omega_0 t$, such that the normalized version of $P_{\omega_0}$, denoted $P_n$, is cast as

$$P_n : \begin{cases}
x_{P_n}(t_n) = A_P x_{P_n}(t_n) + B_P u_{P_n}(t_n) + B_w w_{P_n}(t_n) \\
y_{P_n}(t_n) = C_P x_{P_n}(t_n) + D_P u_{P_n}(t_n) + D_P w_{P_n}(t_n) \\
z_n(t_n) = \frac{\omega_0}{2} \sin c \left( \frac{\omega_0 T_s}{2} \right)
\end{cases},$$

with $x_{P_n}(t_n) = x_P(t_n/\omega_0)$ and similarly for the other signals. Note that the state-space matrices of $P_n$ do not depend on $\omega_0$. Moreover, since $P_{\omega_0}(s) = P_n(s_n)$, $\|P_{\omega_0}\|_\infty = \|P_n\|_\infty$. Thus, the solution of Problem 1 is the solution of the standard $H_\infty$ problem: given a normalized augmented plant $P_n$ of (5) (see e.g., Skogestad and Postlethwaite (2001)) and a performance level $\gamma > 0$, compute a normalized controller $K_n$, if there exists any, in the form of

$$K_n : \begin{cases}
\dot{x}_K(t_n) = A_K x_K(t_n) + B_K y_{P_n}(t_n) + B_w w_{P_n}(t_n) \\
y_{P_n}(t_n) = C_K x_K(t_n) + D_K y_{P_n}(t_n)
\end{cases},$$

where $x_K(t_n) \in \mathbb{R}^{n_K}$, such that $\|P_n \ast K_n\|_\infty < \gamma$. Hence, the CT $\omega_0$-dependent controller $K_{\omega_0}$ is given by

$$K_{\omega_0} : \begin{cases}
\dot{x}_K(t) = \omega_0 A_K x_K(t) + \omega_0 B_K y_P(t) + \omega_0 B_w w(t) \\
y_P(t) = C_K x_K(t) + D_K y_P(t)
\end{cases}.$$

Please note that the new (denormalized) controller $K_{\omega_0}$ ensures the stability and $\|P_{\omega_0} \ast K_{\omega_0}\|_\infty < \gamma$ for all $\omega_0 \in [\omega_{0\min}, \omega_{0\max}]$, i.e., solves Problem 1.

4. PARAMETER-DEPENDENT CONTROLLER IN DISCRETE-TIME

We now discuss the design of a discrete-time (DT) controller whose gains depend on $\omega_0$ and for which the discretization effects (sampling and holding) cannot be neglected.

The common procedure to design a DT controller through frequency-domain methods (as the $H_\infty$ synthesis) is illustrated in the upper part of Fig. 2 (with no background), and described in the sequel (Åström and Wittenmark, 1997).

(1) Given a CT system $G_{\omega_0}$ with a zero-order holder (ZOH) and sampling period $T_s$, we compute a DT equivalent system $G_{\omega_0}^d$.

(2) A pseudo-continuous-time (PCT) system $G_{\omega_0}^p$ is obtained through the bilinear transform. In PCT, $s_p$ is a complex variable, which is equal to $j\omega$ when $s = j\omega$. We denote by $\omega$ the pseudo-continuous frequency, given by

$$\omega = g(\omega) \triangleq \frac{2}{T_s} \tan \left( \frac{\omega_0 T_s}{2} \right).$$

(3) A PCT controller $K_{\omega_0}^p$ is computed through a continuous-time design method.

(4) Then, the bilinear transform is applied in the other direction (from PCT to DT), and the DT controller $K_{\omega_0}^d$ is obtained.

![Common approach for a DT controller design](image-url)

**Fig. 2.** Procedure for the design of a DT controller.

The main interest of this procedure is that the controller is designed in the PCT space, which has the same properties as the CT space. Thus, the choice of frequency-weighting functions and the interpretation of frequency-responses is more natural than in the DT space. However, note that the controller is based on the model $G_{\omega_0}^p$, which is different from $G_{\omega_0}$. Then, before applying the approach of Section 3, we need to check if $G_{\omega_0}^p$ can be normalized such that its normalized version does not depend on $\omega_0$.

For the system given by (1), its model in PCT, with $Q \gg 1$, can be given by (further details are available in Saggin et al. (2020)):

$$G_{\omega_0}^p(s_p) = \frac{k \left( 1 - (s_p/\omega_0) \omega_0 T_s/2 \right) + (s_p/\omega_0) \left/ (Q \sin c (\omega_0 T_s) + 1 \right)}{s_p/\omega_0}.$$

with $\omega_0 = (2/T_s) \tan (\omega_0 T_s/2).$
Note that the structure of $G^p_{\varpi_0}$ is slightly different from that of $G_{\omega_0}$. Such differences prohibit $G^p_{\varpi_0}$ to be normalized such that it does not depend on $\varpi_0$ and the previous approach is not directly applicable. Hence, we propose to create a fictitious system $H^p_{\varpi_0}$ that represents a “worst-case” model of $G^p_{\varpi_0}$ for all $\varpi_0 \in [\varpi_{\text{min}}, \varpi_{\text{max}}]$ and which can be normalized. To this end, let us evaluate these modifications.

1. The resonance frequency $\varpi_0$ is different from $\omega_0$ due to the distortion caused by the bilinear transform, see (7). So, instead of normalizing $G_{\omega_0}$ with respect to $\omega_0$, it may be normalized with respect to $\varpi_0$.
2. The quality factor is reduced by a factor $\text{sinc}(\omega_0 T_s)$ due to the filtering effect of the ZOH. Then, from the performance point of view, we consider as worst case when the reduction is maximum, i.e., for $\omega_0 = \varpi_{\text{max}}$.
3. The unstable zero that appears at $s_p = 2/T_s$ has the inconvenient properties to: (i) reduce the phase of the system; and (ii) impose limitations on the closed-loop bandwidth (Freundenberg and Looze, 1985). Then, we take as worst case when this zero is closer to the resonance frequency, i.e., for $\omega_0 = \varpi_{\text{max}}$.
4. The stable zero is neglected, since it is far from $\varpi_0$.

Based on the above discussion, we define

$$H^p_{\varpi_0}(s_p) = \frac{k(1 - (s_p/\varpi_0)/z_o)}{(s_p/\varpi_0)^2 + (s_p/\varpi_0)/(Q \text{sinc}(\varpi_{\text{max}} T_s)) + 1}$$

with $z_o = (2/T_s)^2 \tan(\varpi_{\text{max}} T_s/2)$. Now, we can design a controller for $H^p_{\varpi_0}$ with the approach of Section 3. The DT controller is then obtained with the bilinear transform.

To summarize this method, we complete the scheme of Fig. 2 with the steps on a gray background, as follows.

1. Instead of designing the controller in PCT, we define a fictitious model, $H^p_{\varpi_0}$ of (9), from the set of $G^p_{\omega_0}$ for $\omega_0 \in [\omega_{\text{min}}, \omega_{\text{max}}]$.
2. $H^p_{\varpi_0}$ is normalized by $\varpi_0$, giving origin to a normalized pseudo-continuous time (nPCT) model $H^p_{\varpi_0}$.
3. Then, a normalized controller $K^p_{\varpi_0}$ is designed by solving a standard $H_{\infty}$ problem, where $P_{\varpi}$ is defined by normalized weighting functions and $H^p_{\varpi_0}$.
4. This controller is thus denormalized by $\varpi_0$, generating $K^d_{\varpi_0}$.
5. Finally, the DT controller $K^d_{\omega_0}$ is obtained by the bilinear transform of $K^d_{\varpi_0}$.

For an nPCT controller $K^d_{\varpi_0}$ given by the state-space matrices ($A_K$, $B_K$, $C_K$, $D_K$), the PCT controller $K^p_{\varpi_0}$ has the state-space matrices ($\varpi_0 A_K$, $\varpi_0 B_K$, $C_K$, $D_K$). Then, recalling that $\varpi_0 = \varpi(\omega_0)$, the DT controller $K^d_{\omega_0}$ has the state-space matrices ($A_d(\varpi_0)$, $B_d(\varpi_0)$, $C_d(\varpi_0)$, $D_d(\varpi_0)$) with

$$A_d(\varpi_0) = (2I/T_s + \varpi_0 A_K)(2I/T_s - \varpi_0 A_K)^{-1}$$

$$B_d(\varpi_0) = 4/T_s (2I/T_s - \varpi_0 A_K)^{-1} \varpi_0 B_K$$

$$C_d(\varpi_0) = C_K (2I/T_s - \varpi_0 A_K)^{-1}$$

$$D_d(\varpi_0) = D_K + C_K (2I/T_s - \varpi_0 A_K)^{-1} \varpi_0 B_K.$$ 

Given that some approximations are made to obtain (8), the fictitious system $H^p_{\varpi_0}$ of (9) and, therefore, the DT controller, the following section presents a method to evaluate the performance obtained in the real system.

5. DISCRETE-TIME PARAMETER-DEPENDENT CONTROLLER VALIDATION

The previous section presents a method to design the discrete-time parameter-dependent controller. This design method relies on a fictitious model that approximates the actual plant. The first objective of this section is to evaluate if the obtained controller $K^p_{\omega_0}$ guarantees the stability and the performance specifications when it is implemented on the plant $G_{\varpi_0}$ for the whole operating frequency range $[\omega_{\text{min}}, \omega_{\text{max}}]$. For the sake of briefness, we focus on the first specification: reference tracking. We consider the problem in PCT space since stability and performance are equivalent when we apply the bilinear transformation to DT space system.

Moreover, the proposed design methods are based on the assumption that $\omega_0$ is perfectly known. In practice, $\omega_0$ is measured with an error that can be modeled by the measurement frequency $\varpi_0 = \omega_0 + \omega_m$, where $\omega_m$ is the mismatch between the actual frequency and the measured one. This has two consequences: (i) the controller is now parameterized by $\omega_0$; (ii) the reference signal oscillates at $\varpi_0$. The analysis problem taking into account the approximations and the measurement error can therefore be stated as follows:

**Problem 2.** Given the closed-loop system composed of $K^p_{\varpi_0}$ and $G^p_{\varpi_0}$, with $\varpi_0 = \varpi(\omega_0)$ and $\varpi_0 = \varpi(\hat{\omega}_0)$, test if $\forall \omega_0 \in [\omega_{\text{min}}, \omega_{\text{max}}]$ and $\forall \omega_m \in [-\omega_{\text{max}}, \omega_{\text{max}}]$, the system is stable and ensures the performance specification:

$$|T^p_{y_0}(j \varpi_0)| \leq \eta.$$  

Note that (11) can be dramatically simplified:

$$|T^p_{y_0}(j \cdot 1)| \leq \eta.$$ 

where $T^p_{y_0}(j \cdot \varepsilon)$ denotes the system $T^p_{y_0}(j \cdot \varepsilon)$ with the frequency $\varepsilon$ normalized by $\varpi_0$. In the sequel, the system is then analysed using this normalization.

Assume that $\omega_0$ and $\varpi_0$ are time-invariant. Since a parameter belonging to an interval can be interpreted as an uncertainty, we investigate the application of a robust analysis approach (mu-analysis framework (Skogestad and Postlethwaite, 2001)) to solve Problem 2. This approach is based on a particular model representation, referred to as Linear Fractional Representation (LFR) involving the Redheffer product (Zhou and Doyle, 1999), which allows isolating the uncertain part of the system from the nominal one. The first step is then to represent the system $T^p_{y_0}(j \cdot \varepsilon)$, where $\omega_0$ and $\omega_m$ are considered as uncertain parameters. Note that $T^p_{y_0}(j \cdot \varepsilon)$ is the feedback interconnection of the normalized PCT system $G^p_{\varpi_0}$ with the controller $K^p_{\varpi_0}$. Based on the CT system $G_{\omega_0}$ defined by (4), the normalized PCT system $G^p_{\varpi_0}$ can be described as the following feedback interconnection:

$$p(s_p/\varpi_0) = \begin{bmatrix} 1 & 0 \\ \frac{1}{g\varpi_0 + \omega_m} & e^{\omega_m A_T} \end{bmatrix} q(s_p/\varpi_0)$$

$$q(s_p/\varpi_0) = M^p_{G_{\omega_0}}(s_p/\varpi_0)\begin{bmatrix} p(s_p/\varpi_0) \\ y(s_p/\varpi_0) \end{bmatrix},$$

that is, the following Linear Fractional Representation:
Lemma 3. Let be a nonrational matrix function $F(\theta) \in \mathbb{R}^{n_y \times n_y}$ depending on a parameter $\theta$, with $\theta$ taking values in a finite interval $[\theta_{\min}, \theta_{\max}]$ and with nominal value $\theta_0 = (\theta_{\max} + \theta_{\min})/2$. If $F(\theta)$ is derivable $(d + 1)$ times, then, for $\theta \in [\theta_{\min}, \theta_{\max}]$, $\frac{\Delta^2}{\theta} \in \mathbb{R}^{n_y \times n_y}$, $\frac{\Delta^3}{\theta} \in \mathbb{R}^{n_y \times n_y}$, $\frac{\Delta^4}{\theta} \in \mathbb{R}^{n_y \times n_y}$, and $F(\theta) = \text{diag}(\delta_0 I, \Delta_{Ry}) \ast N_F$ with $\delta_0 = \theta - \theta_0$.

$$\frac{N_F}{N_F} = \begin{bmatrix} 0 & \cdots & 0 & I_{n_y} \\ I_{(d \times n_u - 1)} & 0 & 0 & 0 \\ 0 & \cdots & 0 & I_{n_u} \\ F_0 & F_1 & \cdots & F_d \end{bmatrix},$$

$$F_0 = F(\theta_0), F_k = F^{(k)}(\theta_0)/k! \forall k \in \{1, \ldots, d\},$$

and

$$R_{\max F} = \frac{D}{(d + 1)!} (\frac{\Delta_{\max}}{\theta})^{d+1}$$

with $D \geq \frac{\|F^{(d+1)}(\theta_0)\|}{\theta} \forall \theta \in [\theta_{\min}, \theta_{\max}]$, and $\delta_{\max} = (\theta_{\max} - \theta_{\min})/2$.

Proof. From the Taylor series approximation, we have that $F(\theta)$ is developed as:

$$F(\theta) = F_0 + \sum_{k=1}^d \delta_0^k F_k + R_F(\theta), \tag{14}$$

where $R_F(\theta)$ is the residual or error of the approximation which, since it is bounded by $R_{\max F}$, can be modeled as a block uncertainty. The rest of proof is obtained using the fact that $\delta_0^k = \prod_{k=1}^k \delta_\theta$, and rearranging the terms of (14) into an LFR form.

Based on Lemma 3, we introduce the following Theorem allowing to test the stability and performance of $T^p_{y_\rightarrow e}$. $\square$

**Theorem 4.** Let $\Delta$ be the set defined by:

$$\Delta = \{ \delta_\omega \in \mathbb{R}, \delta_{w_0} \in \mathbb{R}, \Delta_{Rg} \in \mathbb{R}, \Delta_{Re} \in \mathbb{R}, \delta_{\omega} \in [\omega_{min}, \omega_{max}], |\delta_{\omega}| \leq \omega_{max}, |\Delta_{Re}| \leq R_{max}, ||\Delta_{Re}||_\infty \leq R_{max} \}$$

If for all $\Delta \in \Delta$, the system $\Delta \ast (N \ast M_\mu)$ is stable and

$$|\Delta \ast (N \ast M_\mu)(j \times 1)| \leq \eta \tag{15}$$

where $\mu$ is defined by (13) and $N = \text{diag}(N_g, N_e)$ with

$$N_g = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & I_{n_y} \\ I_{(d \times n_u - 1)} - 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{n_y} \\ g_1 I_{n_u} & \cdots & g_d I_{n_u} & \cdots & g_{d-1} I_{n_u} & g_0 I_{n_y} \\ 0 & 0 & 0 & 0 & 0 & I_{n_y} \end{bmatrix},$$

$N_e = \begin{bmatrix} 0 & 0 & 0 & I_{n_y} \\ 0 & 0 & 0 & 0 & I_{n_y} \\ E_1 & \cdots & E_d I_{n_u} & E_0 \end{bmatrix}$.

Then $\forall \omega_0 \in [\omega_{min}, \omega_{max}]$ and $\forall \omega_m \in [-\omega_{max}, \omega_{max}]$, $T^p_{y_\rightarrow e}$ is stable and is such that (11) and (12) are satisfied.

Proof. When we apply Lemma 3 to $e^{w_0 A_T}$, we obtain a rational function represented by the LFR $\text{diag}(\delta_\omega I, \Delta_{Rg}) \ast N_e$. Similarly for $g(\omega_0)$ but, since $\omega_0 = \omega_0 + \omega_m$, then $\delta_{\omega}$ is split into $\delta_{\omega_0}$ and $\delta_{\omega_m}$. Thus, applying Lemma 3 to $\text{diag}(g(\omega_0)I, e^{w_0 A_T})$, we obtain the LFR $\text{diag}(\delta_\omega I, \Delta_{Rg} I, \delta_{\omega_m} I, \Delta_{Re}) \ast \text{diag}(N_g, N_e)$. $\square$

Remark 5. The conditions of Theorem 4 can be efficiently tested by computing the so-called $\mu$ upper bound based on the $D - G$ scalings using convex optimization involving Linear Matrix Inequalities (LMI) constraints (Scorletti et al., 2007; Ferber et al., 2015).

Remark 6. It is important to emphasize that the use of the so-called $\mu$ upper-bounds ensures stability and performance even if the uncertain parameters are slowly time-varying (Chou and Tits, 1995). The conditions of Theorem 4 then ensure stability and performance of the closed-loop system when the parameters $\omega_0$ and $\omega_m$ are slowly time-varying, which is the case in our application.

### 6. Numerical Example

In this section, we illustrate the synthesis and analysis of a discrete-time parameter-dependent $H_\infty$ controller for the drive mode of a MEMS gyroscope, as presented in
Fig. 4. Bode diagram of the feedback part of $K_d\hat{\omega}_0$ for $\hat{\omega}_0 \in [\hat{\omega}_{0\text{min}}, \hat{\omega}_{0\text{max}}]$, matches $\omega_{m\text{max}}$ on the tracking performance specification defined in (12), for all $\omega_m \in [-\omega_{m\text{max}}, \omega_{m\text{max}}]$ and for

Fig. 5. Bode diagram of $G_{d\omega_0}$ for $\omega_0 \in [\omega_{0\text{min}}, \omega_{0\text{max}}]$.

Sections 4 and 5. Its continuous-time model is given by (1) with $k = 0.05$, $Q = 2000$ and $\omega_0 \in [2\pi \cdot 11 \cdot 10^3, 2\pi \cdot 12 \cdot 10^3]$ rad s$^{-1}$. We consider the sampling period $T_s = 16 \cdot 10^{-8}$ s and the following control specifications:

1. track a reference signal $y_r(t) = Y_r \sin (\hat{\omega}_0 t)$ with an error $\varepsilon(t) = y_r(t) - y_m(t)$ such that $|\varepsilon(t)| < 10^{-4} \cdot Y_r$ in steady-state;
2. the control signal amplitude is less than $0.02 \cdot Y_r$ in steady-state;
3. the closed-loop system is stable and present a modulus margin $M > 1/2$.

6.1 Synthesis of a Discrete-Time Controller

Based on the control specifications above, we consider the $H_{\infty}$ criterion presented in Section 2 with $M_e = 2$, $\alpha = 0.2$, $A_t = 5 \cdot 10^{-5}$, $M_u = 400$, $\alpha_u = 1632$, $A_u = 0.004$, $k_1 = 1$, $k_2 = 0.05$ and $k_s = 1$ (see Saggini et al. (2020) for details on this choice).

Thus, following the method proposed in Section 4, we obtain, with $\gamma = 1.01$, a normalized controller $K_{\gamma}^{s}$ (see (6)). From its state-space matrices, the $\omega_0$-dependent DT controller $K_{d\omega_0}^{s}$ is computed, see (10) and (7).

We recall that the controller is composed of feedforward and feedback parts, i.e., $K_{d\omega_0}^{s} = [K_{d\omega_0}\chi, K_{d\omega_0}^{y}]$. However, for the sake of simplicity, we focus our discussion on its feedback part, $K_{d\omega_0}^{y}$.

The Bode diagram of $K_{d\omega_0}^{y}$ is presented in Fig. 4. Similarly, the Bode diagram of $G_{d\omega_0}^{y}$ is given in Fig. 5. Observe that $K_{d\omega_0}^{y}$ presents a resonance peak at $\hat{\omega}_0$, ensuring a precise reference tracking at this (varying) frequency, which coincides with the resonance peak of $G_{d\omega_0}^{y}$ if $\hat{\omega}_0 = \omega_0$.

We simulate $G_{d\omega_0}^{y}$ controlled by $K_{d\omega_0}^{y}$ with $Y_r = 1$ and the frequencies $\omega_0$ and $\hat{\omega}_0$ given in Fig. 6.

Fig. 6. Evolution of $\omega_0$ and $\hat{\omega}_0$ over time.

Fig. 7. Simulation results.

Table 1. Steady-state amplitude values

| Time $t$ (s) | 0 - 0.25 | 0.25 - 0.5 | 0.5 - 0.75 | 0.75 - 1 |
|--------------|----------|-----------|-----------|--------|
| Error        | 6.5 \cdot 10^{-3} | 6.5 \cdot 10^{-3} | 4.6 \cdot 10^{-4} | 6.5 \cdot 10^{-5} |
| Control signal | 0.01 | 0.01 | 0.35 | 0.01 |

The simulation results are presented in Fig. 7 and in Table 1. For $t < 0.5$ s, we keep $\hat{\omega}_0(t) = \omega_0(t)$. In this interval, the specifications are verified, even when the frequencies change at $t = 0.25$ s. For the interval $0.5 < t < 0.75$ s, $\omega_0$ changes, but $\hat{\omega}_0$ is kept constant. In this case, the mismatch between $\omega_0$ and $\hat{\omega}_0$ causes a performance degradation and the initial specifications are not verified (steady-state amplitude error bigger than $10^{-4}$ and control signal amplitude bigger than 0.02). Finally, when $\hat{\omega}_0$ catches back $\omega_0$ ($t > 0.75$ s), the desired control specifications are verified again.

6.2 Performance Analysis

The first step for performance analysis is to obtain the adequate representation. To do so, we apply Lemma 3 to $e^{sT}AT_s$ and $1/g(\omega_0)$. We choose a Taylor truncation order $d = 2$ for both functions, in this case the maximal errors are obtained when the uncertainty is maximal, that is $R_{\max}(\omega_{\max}) = 2.226 \cdot 10^{-5}$ and $R_{\max g}(\omega_{\max}) = 2.640 \cdot 10^{-5}$. By applying Theorem 4 and putting together the repeated uncertainties, we introduce a set $\Delta = \{\Delta | \Delta = \delta_{\omega_0} I_5, \Delta_{Rg} I_2, \delta_{\omega_0} I_1, \Delta_{RF} \}$, $\Delta_{RF} \in \mathbb{R}^{2 \times 2}$. There is clearly a trade-off between the number of introduced uncertainties by the truncation order $d$ of the Taylor series, and the size of the maximal approximation error, which can be translated as a trade-off between the computation time and the conservatism of the result.

We first compute the upper bound of $\mu$ to evaluate the stability of the system (16) for all $\Delta \in \Delta$, considering a very large $\omega_{\max} = 2\pi \cdot 500$ rad s$^{-1}$. We obtain a $\mu_{\max}$ of 0.1923, guaranteeing then robust stability of the system (16) even in the presence of a considerable mismatch. Then, we investigate the impact of different maximal measure mismatches $\omega_{\max}$ on the tracking performance specification defined in (12), for all $\omega_m \in [-\omega_{\max}, \omega_{\max}]$ and for
7. CONCLUSIONS AND PERSPECTIVES

In this work, we present an $H_\infty$-based control design method allowing to obtain a controller whose gains depend on the MEMS gyroscope resonance frequencies. The strength of our approach relies on the fact that the resonance frequency can be measured or identified. Hence, we may obtain a controller with a simple parameterization with low conservatism.

When considering a CT controller, the parameterization is straightforward. However, for the design of a DT controller, this parameterization becomes complicated (non-rational functions of $\omega_0$ appear). Then, approximations are performed and a simple parameterization for the DT controller is revealed. The effects of these approximations are evaluated through a method based on Taylor development and $\mu$-analysis, ensuring the performance of the system. Furthermore, examples illustrate the use and confirm the effectiveness of our proposed methods. Even if in the real application the resonance frequency varies, the computation of the $\mu$ upper-bound allows to apply our methods in the case of slow variations of $\omega_0$.

Some perspectives may be considered: (i) implementation of the parameter-dependent controllers and integration with identification techniques; (ii) extension of the controller design for drive and sense modes in a multivariable framework; (iii) performance analysis taking into account other uncertainties, e.g., the quality factor.
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