Anisotropic transport in quantum wires embedded in (110) plane
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We investigate theoretically the effects of the Coulomb interaction and spin-orbit interactions (SOIs) on the anisotropic transport property of semiconductor quantum wires embedded in (110) plane. The anisotropy of the dc conductivity can be enhanced significantly by the Coulomb interaction for infinite-long quantum wires. But it is smeared out in quantum wires with finite length, while the ac conductivity still shows anisotropic behavior, from which one can detect and distinguish the strengths of the Rashba SOI and Dresselhaus SOI.

PACS numbers: 73.23.-b, 71.10.Pm, 71.70.Ej, 73.63.Nm

All-electrical manipulation of spin degree of freedom is one of the central issues and the ultimate goal of spintronics field. The spin-orbit interaction (SOI) provides us an efficient way to control electron spin electrically and therefore has attracted tremendous interest from the view of point both the potential application in all-electrical controlled spintronic devices and fundamental physics. The SOI is manifest of the relativistic effect and caused by the broken of spatial inversion symmetry. The spatial inversion symmetry can be broken by the structure inversion symmetry (SIA) and bulk crystal inversion symmetry, named Rashba SOI (RSOI) and Dresselhaus SOI (DSOI), respectively. In thin quantum wells, the strength of the DSOI is comparable to that of the RSOI since the strength of the DSOI depends significantly on the thickness of quantum wells. The interplay between the RSOI and DSOI leads to interesting phenomena, e.g., the anisotropic photogalvanic effect, the persistent spin helix, and anisotropic transport property of quantum wire.

Changing the crystallographic planes can have a significant effect on the interplay between RSOI and DSOI, which is a consequence of the fact that the DSOI depends sensitively on the crystallographic direction, e.g., the anisotropic photogalvanic effect, the persistent spin helix, and anisotropic transport property of quantum wire.

FIG. 1: (color online) Schematic diagram of semiconductor quantum wire which can be fabricated along the crystallographic direction $\theta$ with respect to [100] axis in the crystallographic planes (110).

The Hamiltonian of the noninteracting electrons reads

$$H_0 = \frac{\hbar^2 k_x^2}{2m^*} + V(r) - \alpha \sigma_y k_x - \frac{1}{2} \beta \sin \theta \sigma_z k_x,$$

where $\theta$ is the angle between the orientation of the quantum wire and the [100] axis, $m^*$ is the electron effective mass, $\sigma_i$ ($i=x,y,z$) are the Pauli matrices, $\alpha$ and $\beta$ are the strengths of the RSOI and DSOI, respectively. Assuming $\delta v \ll v_F$ ($v_F$ is the bare Fermi velocity of the spin and charge excitations). The LL behavior was demonstrated experimentally in many Q1D system, e.g., narrow quantum wire formed in semiconductor heterostructures, carbon nanotube, graphene nanoribbon, as well as the edge states of the fractional Quantum Hall liquid.
right and left moving noninteracting electrons), the linearized noninteracting electron Hamiltonian of the quantum wire with both RSOI and DSOI is given by\(^{10,13}\) \(H_0 = -i\hbar \int \sum_{\gamma,s} \gamma(x) \psi_{\gamma,s}^0 \partial_x \psi_{\gamma,s} dx\), where the operators \(\psi_{\gamma,s}\) (\(\gamma = -1(L), 1(R)\); \(s = 1(\uparrow), 1(\downarrow)\)) annihilate spin-down (\(\downarrow\)) or spin-up (\(\uparrow\)) electrons near the left (\(L\)) and right (\(R\)) Fermi points, respectively. \(\psi_{\gamma,s}^0 = \gamma v_F e^{-i \delta v x}\) are the four different Fermi velocities, where \(\delta v = \sqrt{\alpha^2 + \beta^2 \sin^2 \theta} / 4\hbar\).

Note that the RSOI and DSOI split the spin subbands and make the electron Fermi velocities become different for different directions of motion. The total Hamiltonian of the system is \(H = H_0 + H_{\text{int}},\) where \(H_{\text{int}} = \frac{1}{2} \int dx dy \psi_{\gamma,s}^0(x) \psi_{\gamma',s'}^0(y) V_{\gamma',\gamma}(x-y) \psi_{\gamma',s'}(y) \psi_{\gamma,s}(x)\). The Umklapp scattering process is neglected because the Fermi energy in quantum wires formed in semiconductor heterostructure is far from the half-filled case. And the electron-electron backscattering can be negligible for a sufficiently long interacting region.\(^{10}\) Using the bosonization technique,\(^{18}\) the Hamiltonian becomes

\[
H = \frac{\hbar}{2} \int dx \left[ \frac{v_p}{K_p} (\partial_x \vartheta_p)^2 + \frac{v_p K_p}{h} \left( \frac{\Pi_\vartheta}{h} \right)^2 \right] + \frac{\hbar}{2} \int dx \left[ \frac{v_s}{K_s} (\partial_x \vartheta_s)^2 + \frac{v_s K_s}{h} \left( \frac{\Pi_\vartheta}{h} \right)^2 \right] + \hbar \delta v \int dx \left[ \frac{\Pi_\vartheta}{h} (\partial_x \vartheta_p) + \frac{\Pi_\vartheta}{h} (\partial_x \vartheta_s) \right],
\]

where \(\vartheta_p\) and \(\vartheta_s\) are the phase fields for the charge and spin degrees of freedom, respectively, and \(\Pi_\vartheta\) are the corresponding conjugate momenta. \(v_{p,s}\) are the propagation velocities of the charge and spin collective modes of the decoupled model (in the absence of \(\delta v\)). In the following, we consider only pointlike density-density interactions \(v_{p,s} = v_F / K_{p,s}\), and the parameter \(K_{p,s}\) is defined as \(1/K_{p,s}^2 = 1 \pm g\), where \(g = 2V(q=0)/\hbar \pi v_F\) with \(V(q=0)\) is the electron-electron interaction potential.

We consider an interacting Q1D quantum wire under a time-dependent electric field \(E(x,t)\) along the wire, e.g., a microwave radiation. \(H_{\text{ac}} = -\sqrt{2e} \int dx E(x,t) \vartheta_p(x,t)\) describes the interaction between electron and radiation field in the quantum wire.\(^{19}\) The total Hamiltonian becomes \(H = H_0 + H_{\text{int}} + H_{\text{ac}}\). Using the equation of motion and the linear response theory, we obtain the nonlocal charge conductivity

\[
\sigma_{\rho}(x,\omega) = \frac{2e^2}{\hbar} \left[ \left( u_1^2 - u_2^2 + \frac{\delta v^2}{2} \right) v_F e^{i \vartheta_{\rho} x} \right] + \frac{\left( u_1^2 - u_2^2 + \frac{\delta v^2}{2} \right)}{u_2} v_F e^{i \vartheta_s x} \right],
\]

where

\[
u_{1,2}^2 = \frac{\nu_{\uparrow}^2 + \nu_{\downarrow}^2}{2} + \delta v^2 \pm \sqrt{\left( \frac{\nu_{\uparrow}^2 - \nu_{\downarrow}^2}{2} \right)^2 + 2 \delta v^2 (\nu_{\uparrow}^2 + \nu_{\downarrow}^2)},
\]

where \(u_{1,2}\) are the propagation velocities of coupled collective modes that depend on the crystallographic orientation \(\theta\). Notice that the SOIs couple the spin and charge excitations in the absence of the SOIs.

In dc case, Eq. (3) shows that the charge conductivity of a perfect quantum wire with the RSOI and DSOI depend on the parameters \(g\) and \(\delta v\). In the absence of the SOIs, i.e., \(\alpha = \beta = 0\), the dc charge conductivity \(\sigma_{\rho} = 2K_e e^2 / \hbar\) which is in agreement with the previous studies.\(^{20}\) The dc conductivity depends sensitively on the crystallographic direction \(\theta\) of the waveguide structure, i.e., the anisotropic transport behavior [see the solid red line, dashed green line, and black dot-dashed in Fig. 2(a)]. The anisotropy is caused by the interplay between RSOI and DSOI that leads to the anisotropic spin-splitting subbands. The different Fermi wavevectors for the spin-up and spin-down subbands results in the quantum interference and the oscillations of the conductivity. With increasing the strengths of the DSOI, the oscillations of the conductivity becomes stronger. Notice that the conductivity does not depend on the orientation of the wire for the RSOI alone [see the dotted blue line in Fig. 2(a)], this feature can be understood from Eq. (1) that does not contain the angle \(\theta\). Surprisingly, when the Coulomb interaction is stronger, the anisotropy of the conductivity becomes more obvious, which means that the Coulomb interaction enhance the oscillation of the conductivity [see Fig. 2(b)].

The realistic quantum wire sample have finite lengths and are connected adiabatically to the source and drain where electron-electron interaction and SOI are negligible. Consider a quantum wire of length \(L\), and attached to two identical reservoirs at its end points \(x = 0, L\). The charge conductivity is

\[
\sigma_{\rho}(x,\omega') = \frac{2e^2}{\hbar} \left( A_1 e^{i \vartheta_{\uparrow} x} + A_2 e^{-i \vartheta_{\downarrow} x} + A_3 e^{i \vartheta_{\downarrow} x} + A_4 e^{-i \vartheta_{\uparrow} x} \right),
\]

where \(A_i\) (\(i = 1, 2, 3, 4\)) is function of \(x'\) and \(\omega\) and can be deduced from the boundary conditions. From the above equation, one can obtain the dc conductivity \(\sigma_{\rho}(0, L, 0) = 2e^2 / h\). It means that the SOIs would not
FIG. 3: The ac conductivity (in units of $e^2/h$) as a function of $\omega L/(2\pi v_F)$ for fixed $\alpha=0.02$, $\beta=0.1$, $g=0.1$ and different angles $\theta$, Left: $\theta=0$, Right: $\theta=\pi/2$, respectively.

The ac conductivity can still exhibit the anisotropy, which can be clearly seen from Fig. 3. From the beating pattern of the ac conductivity, one can detect and distinguish the strengths of the RSOI and DSOI. Instead, the ac conductivity exhibits anisotropic behavior and interesting beating patterns with increasing the radiation frequency. From the node positions of the beating pattern of the ac conductivity, one can detect and distinguish the strengths of the RSOI and DSOI.
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