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Abstract—The coded caching problem with secrecy constraint i.e., the users should not be able to gain any information about the content of the files that they did not request, is known as the secret coded caching problem. This was proposed by Ravindrakumar et al. in the paper titled “Private Coded Caching” that appeared in IEEE Transactions on Information Forensics and Security, 2018 and is characterised by subpacketization levels growing exponentially with the number of users. In the context of coded caching without secrecy, coded caching schemes at subexponential subpacketization levels are feasible by representing the caching system in the form of a Placement Delivery Array (PDA) and designing placement and delivery policies from it. Motivated by this, we propose a secretive coded caching scheme with low subpacketization using PDA, for users with dedicated caches in the centralized setting. When our scheme is applied to a special class of PDA known as MN PDA, the scheme proposed by Ravindrakumar et al. is recovered.

Index Terms—Secretive Coded Caching, Placement Delivery Arrays, Secret sharing schemes, Subpacketization level

I. INTRODUCTION

Caching is an effective strategy to balance the disparity between peak and off-peak traffic load in content delivery networks by making parts of content available to the users in their local caches. The seminal work [1] established that, during peak hours, congestion of the shared link between the server and users can be further reduced by transmitting coded messages, that are useful to more than one user simultaneously. This approach is known as coded caching. The authors consider a network with $K$ users, each equipped with a local cache large enough to store $M$ files. The users are connected to a server through a shared, error-free link. The server hosts a library of $N$ files of equal size. The system operates in two phases—placement phase and delivery phase. The placement phase concerns with the server filling the users’ caches with some fraction of all the files, without knowing the future demands of the users. In the delivery phase, users reveal their file requests in response of which, the server sends coded multicast transmissions over the broadcast link such that, the users can, from the transmissions and cache contents, recover their requested file. The goal is to minimise the rate i.e., the number of bits transmitted over the shared link, normalised by file size. The caching policy in [1] gives a user illegitimate access to parts of files it has not requested. This motivates the formulation of the secretive coded caching problem, introduced in [2]. In this setting, the users should not gain, either from the cache contents or server transmissions, any information about the content of the files that they did not request. The delivery rate achieved by a secretive coded caching scheme with memory $M$ is known as the secretively achievable rate and we denote it by $R^*(M)$. The optimum secretively achievable rate $R^*(M)$ is given by

$$R^*(M) = \inf \{ R^*: R^*(M) \text{ is secretively achievable} \}.$$

Secretive coded caching problem was first studied in [2], where the authors proposed an achievable coded caching scheme imposing the constraint of perfect secrecy, under both centralized and decentralized settings. Their general achievable scheme also guaranteed secure delivery against eavesdroppers as in [4], in addition to satisfying the secrecy constraint. They also gave a lower bound on the optimum secretively achievable rate $R^*$ based on the cut-set bound, and showed that the achievable rate was at a constant multiplicative gap of 16 from the lower bound, for certain memory regimes. This problem was extended to Device-to-Device caching networks in [5] and to Combination networks in [6]. The authors in [7] considered secretive coded caching in a setting where at most $l$ out of the $K$ users are untrustworthy and might collude among themselves. They provided an upper and a lower bound on the optimal secretively achievable rate. On setting the value of $l$ to unity, their scheme reduces to the original secretive coded caching scheme [2]. In [8], the authors proposed a new average secretively achievable scheme for uniformly distributed demands, where, unlike the scheme in [2], the server transmitted some messages without encrypting them with keys. By exploiting the redundancy of demands, they leveraged the ideas presented in [9] to reduce the number of transmissions since some messages could be obtained simply from a linear combination of others. They identified the messages which should be sent without encryption so that the non-transmitted messages can be recovered from their linear combinations while maintaining the secrecy. We now briefly review the scheme in [8].

A. The Ravindrakumar et al. Secretive Coded Caching Scheme

The general scheme for centralized setting, in [3] involves encoding each file in the library using a $\binom{K-1}{t-1}, \binom{K}{t}$-non-perfect secret-sharing scheme where $t = \frac{K(M-1)}{N+M-1} \in \{0, 1, \ldots, K-2\}$ and with a $(K-1, K)$ secret-sharing scheme when $M = N(K-1)$. The placement phase operates over private links between server and users, by placing these shares along with randomly chosen unique keys, each of length equal...
to that of a share. When demands are revealed in the delivery phase, the server sends $\binom{K}{t}$ multicast messages over the shared link. Each message is an XOR’ed combination of shares, further XOR’ed with a unique key. The secretively achievable rate $R^s(M)$ is given by:

$$R^s(M) = \begin{cases} \frac{K(N+M-1)}{N+(K+1)(M-1)} & \text{for } M = \frac{Nt}{K-t} + 1 \\ 1 & \text{for } M = N(K-1), \end{cases}$$

where $t \in \{0, 1, \ldots, K - 2\}$. Further, the lower convex envelope of these points gives an achievable rate, for all $M \in [1, N(K-1)]$ by memory sharing.

Subpacketization problem: The number of sub-files into which a file is split into is known as subpacketization level. To achieve the rate in (1), the required subpacketization level is $\binom{K}{t} - \binom{K-t}{t} = \binom{K-1}{t}$. Essentially, this secretive coded caching scheme is based on the scheme in [11], and hence is characterized by subpacketization levels growing exponentially with $K - 1$. For large networks with many users, high subpacketization level implies that, the size of the header and trailer bits which are added during server transmission dominates over the size of a message. This increases the delivery rate and defeats the purpose of coded caching. Moreover, to avoid this, the file sizes need to be in terabytes, which limits the practical applicability of the scheme. It was shown in [10] that with mathematical structures, known as Placement Delivery Arrays (PDAs), the placement and delivery phases for coded caching schemes can be derived at low subpacketization levels that grow sub-exponentially with the number of users, and hence, are more practical.

In this work, we study how given any Placement Delivery Array (PDA), a secretive coded caching scheme can be obtained. The proposed scheme also guarantees secure delivery against an eavesdropper who might wiretap on the shared link. We show that, when our scheme is applied to the Maddah-Ali Niesen (MN) PDA [10], it coincides with the general secretly achievable scheme in [3]. To implement secretive coded caching in a centralized setting, larger cache memory (M ≥ 1) and higher achievable rate ($R^s(M) ≥ 1$) are paid as a penalty for secrecy. However, the required number of sub-files into which each file is partitioned into, is less by an additive gap. In this light, we point out that any secretive coded caching scheme is characterized by lower subpacketization level compared to that without secrecy.

B. Contributions

The contributions of this paper can be summarized as:

- Given a $(K,F,Z,S)$ Placement Delivery Array (PDA) (see Sec. IIA) and a $(K,M,N)$ caching system with dedicated caches satisfying $\frac{M-1}{N+M-1} = Z$, we show that a secretive coded caching scheme is obtained with achievable rate $\frac{Z}{F}$.
- The subpacketization level required for our scheme is $F - Z$, while it is $F$ for the non-secretive scheme as in [10].
- Our scheme can be applied to any PDA to produce a secretly achievable scheme, and when implemented on a special class of PDA known as Maddah-Ali Niesen (MN) PDA, it coincides with the scheme in [3].

The rest of the paper is organized as follows. Section II presents some preliminaries for our study. In Section III we describe the system model. In Section IV we discuss the main result of the paper and in Section V we describe the proposed coded caching scheme. We provide a comparison in performance of our scheme with respect to that in [3] and [10] in Section VI. Finally, Section VII concludes the paper.

II. BACKGROUND AND PRELIMINARIES

In this section, we briefly review the ideas of PDA, secret-sharing schemes and Cauchy matrix to demonstrate this work.

A. Placement Delivery Array (PDA)

Definition 1 (PDA [10]): For positive integers $K$, $F$, $Z$ and $S$, an $F \times K$ array $P = (p_{jk}, j \in [F], k \in [K])$, composed of a specific symbol “∗” and $S$ positive integers from [S], is called a $(K,F,Z,S)$ PDA if it satisfies the following three conditions:

C1. The symbol “∗” appears $Z$ times in each column.
C2. Each integer occurs at least once in the array.
C3. For any two distinct entries $p_{j_1,k_1}$ and $p_{j_2,k_2}$, $p_{j_1,k_1} = p_{j_2,k_2}$ is an integer only if:

a. $j_1 \neq j_2$, $k_1 \neq k_2$ i.e., they lie in distinct rows and columns, and
b. $p_{j_1,k_2} = p_{j_2,k_1} = ∗$, i.e., the corresponding $2 \times 2$ subarray formed by the rows $j_1$, $j_2$ and columns $k_1$, $k_2$ must be of the form

$$\begin{bmatrix} s & ∗ \\ ∗ & s \end{bmatrix} \text{ or } \begin{bmatrix} ∗ & s \\ s & ∗ \end{bmatrix}.$$ 

Example 1: The array $P$ is a $(6,4,2,4)$ PDA.

$$P = \begin{bmatrix} \ast & 2 & \ast & 3 & \ast & 1 \\ 1 & \ast & 4 & 2 & \ast \\ \ast & 4 & 1 & \ast & 3 & \ast \\ 3 & \ast & 2 & \ast & 4 \end{bmatrix}$$ (2)

By Theorem 1 of [10], based on a $(K,F,Z,S)$-PDA $P = (p_{jk}, j \in [F], k \in [K])$, a non-secretive coded caching scheme with subpacketization level $F$ for a $(K,M,N)$ cache network satisfying $\frac{Z}{F} = \frac{1}{F}$ can be obtained. Every PDA represents a coded caching scheme. For non-secretive coded caching, there are as many rows in a PDA as the subpacketization level, and each row, indexed by $[F]$ represents a sub-file, while each column, indexed by $[K]$ represents the corresponding user. The placement and delivery policies are as follows:

Placement phase: The same placement policy is followed for every file $W_n$, $n \in [N]$. First, each file of $B$ bits is partitioned into $F$ disjoint sub-files each of size $B/F$ bits such that $W_n = \{W_{n1}, W_{n2}, \ldots, W_{nF}\}$. The content placed in the cache of the $k^{th}$ user is given by:

$$Z_k = \{W_{nj} : p_{j,k} = ∗, \forall j \in [F], \forall n \in [N]\}.$$ (3)

By C1. of Definition 1 each user stores $N.Z$ sub-files each of $B/F$ bits. The normalized size of the cache $M = \frac{B}{F}(N.Z.B/F) = \frac{N}{F}$ is satisfied.
where \( t \in [S] \), it transmits:
\[
\bigoplus_{p_j, k=1}^{\sum_{j \in [F], k \in [K]}} W_{p_j, k}^d
\]
where \( \bigoplus \) denotes bit-wise XOR operation. On receiving the \( S \) messages, the requested files can be retrieved by the users. This is because, from condition C3 of Definition 1 in each message, except the sub-file of the file demanded by a user, the remaining sub-files are available in the user’s cache and can be eliminated (XOR’ed out) \([10]\). Thus, the rate achieved is \( R(M) = R(F_{\frac{M}{F}}) = \frac{S}{F} \) at a subpacketization of \( F \).

Definition 2 (g-regular PDA \([12]\)): An array \( P \) is said to be a \( g \)-regular (\( K, F, Z, S \)) PDA if it satisfies C1, C3 of Definition 1 and the following condition:
\( C_2' \). Each integer appears \( g \) times in \( P \). Where \( g \) is a constant.

The PDA in Example 1 is a \( 3 \) – \((6, 4, 2, 4)\) PDA since every integer occurs exactly 3 times in the array. The significance of \( g \) is that, every multicast message in 3 is an XOR’ed combination of exactly \( g \) sub-files.

Maddah-Ali Niesen PDA (MN PDA) \([10]\): The equivalent PDA representation of the Maddah-Ali Niesen centralized coded caching scheme \([1]\) is known in the literature as the MN PDA. Here, for each integer \( t = \frac{N}{F} \in \{0, 1, \ldots, K \} \), we have a corresponding MN PDA, where \( t \) indicates the number of “s" present in each row of the PDA. \( K \) is the number of columns and \( F = \binom{K}{t} \), is the number of rows of the PDA. Consider the set, \( S \subseteq [K], |S| = t + 1 \). We now arrange the \( t + 1 \) sized subsets \( S \in \binom{[K]}{t+1} \) of \( [K] \) in lexicographic order to obtain an ordered list of \( \binom{K}{t+1} \) elements. Let \( \phi(S) \) reflect the order of \( S \) in this list. Then, we get a one-one correspondence \( \phi \) as:
\[
\phi: \binom{[K]}{t} \rightarrow \binom{K}{t+1} \]
(5)

For example, if \( K = 4 \) and \( t = 2 \), then \( \phi(\{1, 2, 3\}) = 1, \phi(\{1, 2, 4\}) = 2, \phi(\{1, 3, 4\}) = 3 \) and \( \phi(\{2, 3, 4\}) = 4 \). Each row of the PDA is indexed by \( T \), where \( T \subseteq [K], |T| = t \) and columns are indexed from 1, 2, \ldots, K. Then, the MN PDA is defined as a \( \binom{K}{t} \times K \) array \( P' = \{p'_{\phi, k}, T \in \binom{[K]}{t}, k \in [K] \} \) as:
\[
p'_{\phi, k} = \begin{cases} \phi(\phi^{-1}(\{k\}) \cup \{k\}) & , \text{if } k \notin T \\ \phi(\phi^{-1}(\{k\})) & , \text{otherwise} \end{cases}
\]

The MN PDA \( P \) is a regular PDA with \( g = t + 1 \) and \( (K, F, Z, S) \) given by \( (K, \binom{K}{t}, \binom{K}{t+1}, \binom{K}{t+1}) \) respectively, where \( \frac{t}{K} = \frac{Z}{F} = \frac{M}{N} \).

B. Secret-Sharing schemes

The secret coded caching algorithms in \([2, 3, 5-8]\) rely on \((m, n)\)-non-perfect secret sharing schemes, where \( m, n > 0, m < n \). The values of \( m \) and \( n \) are determined by the caching system requirements.

Definition 3 ((m,n)-non-perfect secret sharing scheme \([15]\)): Let \( \mathbb{F}_q \) be a finite field where \( q \) is a prime or prime power. On a set of participants, \( P = \{P_0, P_1, P_2, \ldots, P_n\} \), a distinguished participant \( P_0 \), known as the dealer selects a secret \( s_0 \) randomly from \( \mathbb{F}_q \). Let \( S_0 \) be the random variable induced by \( s_0 \) and \( H(S_0) > 0 \). The participants from \( P_1, \ldots, P_n \), known as players, are ignorant of this secret. The dealer distributes shares of \( s_0 \) among the players. Let player \( P_i \) be given the share \( s_i \), which is distributed over \( \mathbb{F}_q \) and let \( s_i \) be the random variable induced by it. The random vector of shares having realization \( s \) is given by \( S = (S_i)_{i=0}^{n} \in \mathbb{F}_q^n \). Given a distribution of secrets represented by \( S_0 \) and a distribution of random bit-strings over \( \mathbb{F}_q^n \) represented by the random variable \( R \) having realization \( r \), suppose that there is a mapping,
\[
\Pi: \mathbb{F}_q^{n-m} \times \mathbb{F}_q^m \rightarrow \mathbb{F}_q^n
\]
with \( (s_1, s_2, \ldots, s_n) = \Pi(s_0, r) \) such that \( H(S_0|S_{i_1}, S_{i_2}, \ldots, S_{i_m}) = H(S_0) \) where \( i_1, i_2, \ldots, i_m \subseteq [n] \) and \( H(S_0|S) = 0 \), i.e., if \( m \) or less players pool their shares, it reveals no information about the secret and only if all the \( n \) players pool their shares \( s_0 \), it is sufficient to exactly reconstruct the secret. Also, pooling any number of shares between \( m+1 \) to \( n-1 \) reveals partial information about \( s_0 \). Then, \( (\Pi, S_0, S) \) is said to be an \((m, n)\)-non-perfect secret sharing scheme.

Essentially, a non-perfect secret sharing scheme is one that allows certain collections of shares to gain some information about the secret. On the contrary, an \((m, n)\)-perfect secret sharing scheme, such as Shamir’s threshold scheme \([12]\), \([13]\) allows a collection of shares to either obtain all or no information about the secret. Here, access to any \( m+1 \) out of \( n \) shares completely reveals the secret, whereas access to any \( m \) or less shares, reveals no information about the secret. For the non-perfect schemes, the size of each share is \( \frac{1}{n-m} \) times the size of the secret \([14, 15]\), whereas in the perfect schemes, it equals the size of the secret. Hence, non-perfect secret sharing schemes are advantageous in terms of saving resources (memory, transmission load). The ramp threshold secret sharing schemes as in \([16, 17]\) are examples of non-perfect secret sharing schemes.

C. Cauchy matrix

Definition 4 (Cauchy matrix \([18]\)): Let \( \mathbb{F}_q \) be a finite field, with \( q \geq u + v \). Let \( X = \{x_1, x_2, \ldots, x_u\} \) and \( Y = \{y_1, y_2, \ldots, y_v\} \) be two distinct sets of elements in \( \mathbb{F}_q \) with \( X \cap Y = \phi \) such that:

i. \( \forall i \in [u], \forall j \in [v]: x_i - y_j \neq 0 \).
ii. \( \forall i, j \in [u]: i \neq j, x_i \neq x_j \) and \( \forall i, j \in [v], i \neq j, y_i \neq y_j \).

where all operations are performed over \( \mathbb{F}_q \). Then, the matrix,
\[
\begin{bmatrix}
\frac{1}{x_1 - y_1} & \frac{1}{x_1 - y_2} & \cdots & \frac{1}{x_1 - y_v} \\
\frac{1}{x_2 - y_1} & \frac{1}{x_2 - y_2} & \cdots & \frac{1}{x_2 - y_v} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{x_u - y_1} & \frac{1}{x_u - y_2} & \cdots & \frac{1}{x_u - y_v}
\end{bmatrix}
\]
is a Cauchy matrix of dimension \( u \times v \). A Cauchy matrix has full rank, and each of its sub-matrices is also a Cauchy matrix.

### III. System Model

We consider the dedicated caching system with centralized placement \([1]\). There are \( N \) files in the library, labelled as the set \( W^N := \{W^1, W^2, \ldots, W^N\} \). Each file is of \( B \) bits and can be viewed as a random variable generated independently from the set \( \{0,1\}^B \). There are \( K \) users, each equipped with a cache that can store up to \( MB \) bits, i.e., \( M \) files, where \( M \in [1, N(K-1)] \). It is assumed that the placement phase takes place over private links between the server and users.

During the delivery phase, every user \( k \) requests a file \( W_{dk} \), where \( d_k \in [N] \) independent of other users. The demand vector given by \( d = (d_1, d_2, \ldots, d_K) \) is conveyed to the server, the server broadcasts the message vector \( X_d \) of \( R^*(M)B \) bits such that each user \( k \in [K] \), utilising \( Z_k \) and \( X_d \), is able to exactly recover the file it wants. That is,

\[
H(W_{dk}|Z_k, X_d) = 0 \quad \forall d \in [N]^K, \forall k \in [K].
\] (7)

The quantity \( R^*(M) \) is the secretly achievable rate for cache memory \( M \) and \((M, R^*)\) is a secretly achievable memory-rate pair. To quantify the notion of secrecy, the authors in \([3]\) defined information leakage \( L \) as:

\[
L = \max_{k \in [K]} \max_{d \in [N]^K} I(W^N \setminus d_k; Z_k, X_d).
\] (8)

where \( I(\cdot) \) is the mutual information and \( W^N \setminus d_k \) is the set of all files except the one requested by user \( k \). Secrecy coded caching problem requires fulfilling perfect secrecy, that is \( L = 0 \).

\[
I(W^N \setminus d_k; Z_k, X_d) = 0 \quad \forall d \in [N]^K, \forall k \in [K].
\] (9)

A secretive coded caching scheme has to satisfy (9), in addition to (7).

### IV. Main Result

In this section, we state the main result of the paper.

**Theorem 1:** For any given \((K, F, Z, S)\)-PDA, the secretly achievable rate corresponding to the caching scheme with \( M = \frac{NZ}{Z} + 1 \), is given by:

\[
R^*(M) = \frac{S}{F - Z}.
\] (10)

**Proof:** The proof of this result is based on the proposed scheme in Section V-A and the rate calculation in Section V-B.

**Corollary 1:** If the PDA is \( g \)-regular, then the secretly achievable rate in (10) can be expressed as:

\[
R^*(M) = \frac{K}{g}.
\] (11)

**Proof:** To prove this, we count the number of integers in the PDA in two different ways. On one hand, since each column has \( F - Z \) integers, there are a total of \( K(F - Z) \) integers in the array. On the other hand, each integer occurs exactly \( g \) times, hence, the total number of integers in the array is \( Sg \). Therefore, using this fact and Theorem 1, we have:

\[
Sg = K(F - Z) \implies \frac{S}{F - Z} = \frac{K}{g}.
\] ■

**Corollary 2:** Given an MN PDA, we can achieve the secretive rate-memory pair that matches the general achievable scheme proposed in \([3]\) that is:

\[
(M, R^*) = \left( \frac{Nt}{K - t} + 1, \frac{K}{t + 1} \right)
\] (12)

where, \( t = \frac{K(M-1)}{K+1} \in \{0, 1, \ldots, K-2\} \).

**Proof:** Since for the MN PDA, we have \( F = \binom{K}{t+1}, Z = \binom{K-t}{t-1} \), from Corollary 1, we get

\[
M = \frac{N\binom{K-1}{t}}{\binom{K}{t} - \binom{K-t}{t-1}} + 1 = \frac{Nt}{K-t} + 1.
\] (13)

Substituting \( g = t + 1 \) in (11), we have \( R^*(M) = \frac{K}{t+1} \). ■

### V. Proposed Scheme

In this section, we describe our proposed scheme based on a \((K, F, Z, S)\) PDA.

#### A. Coded Caching Procedure

The main idea of the scheme is to encode each file in the library using an \((Z, F)\) non-perfect secret sharing scheme, and populate the caches with \( Z \) shares of all files, and \( F - Z \) randomly selected keys. After the file requests are conveyed by the users, the server broadcasts \( S \) multicast messages, each of which is encrypted (XOR’ed) with a key. While the secret-sharing encoding prevents information leakage from the cache placement phase, XOR’ing the transmitted messages with keys in the delivery phase ensures that, no share of a file that a user did not request gets leaked to the user. Hence, these keys too need to be privately placed at the caches. The steps involved in the file encoding, placement phase and delivery phase are:

1) **File Encoding:** For each file \( W^n, n \in [N] \), the server first splits \( W^n \) into \( F - Z \) non-overlapping sub-files of equal length, \( F_s := \frac{F}{F-Z} \), bits. This forms the secret vector, which is a \((F-Z) \times 1\) column vector, \( W^n := [W^n_1, W^n_2, \ldots, W^n_{F-Z}]^T \), each element of which belongs to \( \mathbb{F}_{2^s} \). The server also selects \( Z \) random variables uniformly and independently from the finite field \( \mathbb{F}_{2^s} \) to form the encryption key vector \( V^n := [V^n_1, V^n_2, \ldots, V^n_Z]^T \) of dimension \( Z \times 1 \).

Let the share vector, corresponding to \( W^n \) be \( S^n = [S^n_1, S^n_2, \ldots, S^n_Z]^T \), where \( S^n_j \in \mathbb{F}_{2^s}, \forall j \in [F] \). Note that \( S^n \) is a \( F \times 1 \) column vector \( \forall n \in [N] \). Define the linear mapping \( \Pi \) as

\[
\Pi : \mathbb{F}_{2^s}^{F-Z} \times \mathbb{F}_{2^s}^{Z} \rightarrow \mathbb{F}_{2^s}^{F}
\] (14)

such that \( S^n = \Pi(W^n, V^n) \) satisfies the following conditions:

(i) \( H(W^n|S^n) = 0 \) [Correctness],
(ii) \( H(W^n|S^n_{\mathcal{Z}}) = H(W^n), \mathcal{Z} \subset [F]; |\mathcal{Z}| = Z \) [Secrecy].
Condition (i) implies that all the $F$ shares of a file are sufficient to recover the file, i.e., the secret vector. Condition (ii) means that any subset of $Z$ or less shares do not reveal any information about the file. Thus, the tuple $(II, W^n, S^n)$ is an $(m = Z, n = F)$ non-perfect secret sharing scheme. Each share has size $F_s = \frac{B}{F^2}$ bits. Corresponding to each file in the library, there are $F$ shares, hence a total of $NF$ shares are generated from the library. To implement the linear mapping as in [14], we use an $F \times F$ Cauchy matrix $G$, in finite field $\mathbb{F}_2$, where $r \geq 1 + \log_2 F$, similar to the scheme in [7]. The formal definition of a Cauchy matrix is given in Definition 4.

For each $n \in [N]$, we concatenate the encryption key vector $V^n$ below $W^n$ to get the vector $Y^n = [W^n; V^n]$ of dimension $F \times 1$. Then, the Cauchy matrix $G$ is multiplied with $Y^n$ (over $\mathbb{F}_2$) to get the share vector $S^n$, that is:

$$S^n_{F \times 1} = G_{F \times F} Y^n_{F \times 1}$$

Therefore, for each $i \in [F], \forall n \in [N]$, a share $S^n_i$,

$$S^n_i = \sum_{j=1}^{F} g_{i,j} Y^n_j = \sum_{j=1}^{F-Z} g_{i,j} W^n_j + \sum_{j=F-Z+1}^{F} g_{i,j} V^n_{j-(F-Z)}.$$

Each share is a linear combination of the secret vector and encryption key vector with coefficients from Cauchy matrix.

Remark 1 (Note on subpacketization): The number of subfiles which a file splits into decreases from $F$ to $Z$ in our secretive scheme. We see that the subpacketization level drops by an additive gap in secretive coded caching scheme, compared to the non-secretive counterpart. This is because, to implement the $(Z, F)$ secret-sharing scheme, a file is partitioned into $F - Z$ equal-sized sub-files producing the $F - Z$-length secret vector.

2) Placement Phase: In this phase, the server places shares of all files, according to (3). Apart from shares, the server also generates $S$ random variables of size $F_s$ bits each, called unique keys uniformly and independently from $\mathbb{F}_2$, independent of the file distribution. They are denoted by $T_1, T_2, \ldots, T_S$. The caches are filled with the shares and unique keys as follows:

- User $k$ caches the $j^{th}$ share of all the files if in the PDA $p_{j,k}$ is the symbol “*.”
- Unique key, $T_s$ is placed in user $k$’s cache, if $s$ appears in column $k$ of $P$, i.e., $p_{j,k} = s, \forall j \in [F]$. Since $F - Z$ entries of each column are integers, $F - Z$ unique keys are placed in each cache. The subscript $s$ indicates the time slot in which the respective key is used to encrypt the message during the delivery phase. The cache content, $Z_k$ of user $k$ is precisely:

$$Z_k = \{ \cup_{j \in [F]: p_{j,k} = s} S^n_j, \forall n \in [N] \} \cup \{ \cup_{j \in [F]: p_{j,k} = s} T_s \}.$$

The portion of cache memory occupied by the shares is $NZs = \frac{NB}{F^2}$ bits while that occupied by unique keys is $(F - Z)F_s = B$ bits. Normalizing by file size, the cache memory at every user denoted by $M$ is $\frac{NZs}{F - Z} + 1$, which always exceeds 1.

3) Delivery Phase: In the content delivery phase, the indices of files demanded by the users, represented by the demand vector $d = (d_1, d_2, \ldots, d_K)$ are revealed. We focus on the case when $N \geq K$. The server sends XOR’ed combinations of shares and unique keys over the shared link. Delivery takes place in $S$ time slots, where each transmission corresponds to an integer $s \in [S]$. We denote the transmission occurring in time slot $s$ as $X_{d,s}$. The overall transmitted messages is given by the union of them, i.e., $X_d = \bigcup_{s \in [S]} X_{d,s}$, where

$$X_{d,s} = \bigoplus_{p_{j,k} = s, j \in [F], k \in [K]} S^n_{j,k} \oplus T_s. \tag{17}$$

Remark 2: Since each message is XOR’ed with a unique key $T_s$, the delivery is also secure against external eavesdroppers who might wiretap on the shared link. This means, the eavesdroppers do not obtain any information about the shares, (hence the files), because they do not have access to the uniformly distributed keys $T_s, s \in [S]$.

B. Rate calculation:

Corresponding to each integer $s$ in the PDA, the message $X_{d,s}$ as in (17) is transmitted. In total, there are $S$ transmissions, each of size $F_s = \frac{B}{F^2}$ bits leading to a transmission of $\frac{SB}{F^2}$ bits over the shared link. The delivery rate normalized by file size is therefore $\frac{S}{P}$ as stated in Theorem 1.

C. Proof of correctness

We show that, each user can obtain the file it wants, by utilizing the transmissions and its cache contents. From the placement phase, $Z$ out of $F$ shares of all the files are available to every user. Hence, $Z$ shares of the requested file are already present in the cache of a given user. To completely recover the file, the remaining $F - Z$ shares of the requested file need to be transmitted in the delivery phase. For user $k$ requesting $W^{d_k}$, out of the $S$ transmissions made by the server in (17), only those made in time-slots corresponding to the distinct integers present in the $k^{th}$ column of PDA contain the missing shares of $W^{d_k}$. Using the $F - Z$ unique keys present in its cache, it recovers the XOR’ed combination of shares. In each such combination, except for the missing share of the requested file, the remaining shares are already cached by the user (by C3. of Definition 1). Therefore, from each such message, the user obtains a distinct share of $W^{d_k}$. Hence, the $F - Z$ shares of $W^{d_k}$ not cached by the user are obtained. This way, the share vector $S^{d_k}$ is retrieved $\forall k \in [K]$.

Once the share vector is available, user $k$ needs to evaluate $G^{-1}S^{d_k}$. Note that $G$ is known to the users. Since a Cauchy matrix is full rank, $G^{-1}$ always exists. Thus, user $k$ can evaluate $Y^{d_k}$, the first $F - Z$ elements of which yields $W^{d_k}$. Hence, (7) is satisfied.

D. Proof of secrecy

The proof is similar to that in [7]. Since every file in the library follows the same caching algorithm, the users must not gain any information about the content of any file in their
caches. First, we show that, user $k$ can obtain no information about $W^{dk}, \forall k \in [K]$ from its cache contents. Let an arbitrary $Z$-sized subset of $S^{dk}$ be denoted by $S_{i_1}^{dk}, S_{i_2}^{dk}, \ldots, S_{i_Z}^{dk}$. Therefore, with the file encoding in (15),

$$\begin{bmatrix} S_{i_1}^{dk} \\ S_{i_2}^{dk} \\ \vdots \\ S_{i_Z}^{dk} \end{bmatrix} = \begin{bmatrix} g_{i_1,1} & g_{i_1,2} & \cdots & g_{i_1,F} \\ g_{i_2,1} & g_{i_2,2} & \cdots & g_{i_2,F} \\ \vdots & \vdots & \ddots & \vdots \\ g_{i_Z,1} & g_{i_Z,2} & \cdots & g_{i_Z,F} \end{bmatrix} \begin{bmatrix} W_{F-Z}^{dk} \\ V_1^{dk} \\ \vdots \\ V_Z^{dk} \end{bmatrix}$$

(18)

where $G_1$ and $G_2$ are submatrices of $G$ of dimensions $Z \times (F - Z)$ and $Z \times Z$ respectively.

For the subset of shares to leak information, the encryption key vector $V^{dk}$ must be decoupled from the corresponding secret vector $W^{dk}$, i.e., $G_1W^{dk} \neq 0$ and $G_2V^{dk} = 0$. By Definition 3 since all submatrices of a Cauchy matrix are full rank, the columns of $G_2$ are linearly independent. Hence, such $V^{dk}$ does not exist. This implies, that a linear combination involving only the sub-files $W^{dk}$ can not be obtained. Hence information leakage from caching is 0.

Now, to show that an arbitrary user $k$ cannot obtain any information about $W^{(N)\setminus dk}$ from the transmitted messages, observe that each message is encrypted with a key which is available only to those users for whom the message is useful. A message is useful to a user if the user can retrieve a missing share from it. For a transmission, $X_{ds}$ where $s$ does not appear in the $k^{th}$ column of the PDA, user $k$ has no knowledge of $T_s$. Hence, user $k$ can obtain no information about the linear combination of shares by this key. Therefore, (9) is satisfied.

**Example 2:** Consider the 3 - (6, 4, 2, 4) PDA $P$ as given in Example 1. With secrecy, this corresponds to a $(K, M, N)$ caching scheme with $N = K = 6$ and $M = \frac{NZ}{F-Z} + 1 = 7$ units. The files, $W^1, W^2, \ldots, W^6$ of $B = 6$ bits each are split into $F - Z = 2$ sub-files of length $B/2 = 3$ bits. Each sub-file is an element of $F_2^3$. For every $n \in [6]$, the sub-files of $W^n$ are $W^n_1$ and $W^n_2$. They form the secret vector $W^n = [W^n_1, W^n_2]^T$. Further, $\forall n \in [6]$ the server chooses $V^n_1$ and $V^n_2$ independently from $F_2^3$ and let $V^n = [V^n_1, V^n_2]^T$. We premultiply each $V^n = [W^n; V^n]$ with a $4 \times 4$-Cauchy matrix over $F_2$. Let $\alpha$ be the primitive element of $F_{2^3}$ satisfying $\alpha^3 + \alpha + 1 = 0$. Let $X = \{0, 2, 4, 6\}, Y = \{1, 3, 5, 7\}$. Then, we obtain the following Cauchy matrix:

$$G = \begin{bmatrix} 1 & \alpha^2 + \alpha & \alpha & \alpha^2 \\ \alpha^2 + \alpha & 1 & \alpha^2 & \alpha \\ \alpha & \alpha^2 & 1 & \alpha^2 + \alpha \\ \alpha^2 & \alpha & \alpha^2 + \alpha & 1 \end{bmatrix} = \begin{bmatrix} 1 \ 6 \ 2 \ 4 \\ 6 \ 1 \ 4 \ 2 \\ 2 \ 4 \ 1 \ 6 \\ 4 \ 2 \ 6 \ 1 \end{bmatrix}$$

The four shares corresponding to $W^n, \forall n \in [6]$ are given by:

$$\begin{bmatrix} S_1^n \\ S_2^n \\ S_3^n \\ S_4^n \\ S_5^n \\ S_6^n \end{bmatrix} = \begin{bmatrix} 1 \ 6 \ 2 \ 4 \\ 6 \ 1 \ 4 \ 2 \\ 2 \ 4 \ 1 \ 6 \\ 4 \ 2 \ 6 \ 1 \end{bmatrix} W^n \begin{bmatrix} V_1^n \\ V_2^n \end{bmatrix}$$

(20)

Apart from shares, the server generates the unique keys $T_1, T_2, T_3, T_4 \in \mathbb{F}_2^3$. The cache content $\forall n \in [6]$ is:

- $Z_1 = S_1^n, S_3^n, T_1, T_3$: $Z_2 = S_2^n, S_4^n, T_2, T_4$;
- $Z_3 = S_1^n, S_2^n, T_1, T_2$: $Z_4 = S_3^n, S_4^n, T_3, T_4$;
- $Z_5 = S_1^n, S_4^n, T_2, T_3$: $Z_6 = S_2^n, S_3^n, T_1, T_4$.

Without loss of generality, consider $d = (1, 2, 3, 4, 5, 6)$. The server sends the following messages in the delivery phase:

- Time slot 1 : $S_2^d + S_3^d + S_5^d + T_1$
- Time slot 2 : $S_2^d + S_4^d + S_2^d + T_2$
- Time slot 3 : $S_1^d + S_3^d + S_2^d + T_3$
- Time slot 4 : $S_3^d + S_2^d + S_4^d + T_4$

Using these transmissions and the cache contents, every user can retrieve all the 4 shares of the file it wants. For example, user 1 wants all the shares of $W^1$. It gets $S_2^1$ and $S_3^1$ from its cache, and needs $S_2^1$ and $S_4^1$ from the server transmissions. Since it has $T_1$ and $T_3$, it obtains the linear combinations $S_2^1 + S_3^1 + S_5^1$ and $S_1^1 + S_2^1 + S_3^1$ by XOR’ing out $T_1$ and $T_3$ respectively. Now, user 1 has the 1st and 3rd shares of all files in its cache, and can eliminate the interfering shares $S_2^1 + S_5^1$ and $S_1^1 + S_3^1$ to obtain $S_2^1$ and $S_1^1$ respectively. From $S_1^1, S_2^1, S_3^1$, and $S_1^1$ it can calculate $W_1^1$ and $W_2^1$ by evaluating $W_1^1 = S_1^1 + S_2^1 + S_3^1$ and $W_2^1 = S_1^1 + S_3^1 + S_4^1 + S_5^1 + S_6^1$. Also, it does not obtain any additional share of $W_2, W_3$ or $W_4$. Given the access structure of the $(2, 4)$ non-perfect secret-sharing scheme, having 2 shares of these files maintains [9]. The secretively achievable rate of this scheme is $R^s(7) = 2$ at a subpacketization of 2 while the scheme in [3] for the above caching parameters $(K, M, N)$ and $t = \frac{MN}{2K} = 3$ achieves a rate of $\frac{4}{5} = 1.5$ at a subpacketization of $(\frac{6}{3}) = 10$.

**VI. PERFORMANCE COMPARISON**

Table I shows the performance of our scheme applied on several PDAs [10], [11] and that of the scheme in [3] in terms of secretively achievable rate and subpacketization level. We refer to the rate and subpacketization levels corresponding to the scheme in [3] as $R_{MN}$ and $F_{MN}$ respectively, where $R_{MN}$ is the rate in [3] and $F_{MN} = (K-1), t = \frac{K(M-1)}{MN}$ and the rate and subpacketization levels corresponding to the PDA based scheme as $R_{PDA}$ and $F_{PDA}$ respectively. Every PDA in Table II yields a $(K, M, N)$ secretive coded caching scheme, and for each of them, $F_{PDA} < F_{MN}$ at the expense of slight increase in secretively achievable rate $R_{PDA}$ compared to $R_{MN}$. In Table II our scheme is compared against the non-secretive scheme in [10] based on the $(m + 1)$ regular $(q(m+1), q^{m-1}, q^{m-1}), q^{m+1} - q^m$ PDA constructed in [10]. On imposing the secrecy constraint, the delivery rate is higher by
K(1 + \frac{N}{q-1}) + \frac{q}{2} \leq 2q - 1
\end{align*}

Table I

| TABLE I | PERFORMANCE OF SECURE Coded Caching Scheme FROM PDAs WITH RESPECT TO THE GENERAL ACHIEVABILITY SCHEME IN [3] |
|------------------|------------------|------------------|------------------|------------------|------------------|
| m=1 | K | M | Rate $R_{MN}^{2}$ | Rate $R_{PDA}^{*}$ | Subpacketization level |
| Theorem 4 | 2q | $1 + \frac{N}{q-1}$ | $\frac{q}{2}$ | $q$ | $q - 1$ |
| Theorem 5 | 2q | $1 + N(q-1)$ | $\frac{q}{(q-1)+\frac{1}{2}}$ | $\frac{q}{q-1}$ | $2q - 1$ |
| Theorem 14 | $\frac{n(n-1)}{2} + 1$ | $1 + N$ | $\frac{q}{q}$ | $q$ | $(q-1)(2q-1)$ |
| Theorem 18 | $2q$ | $1 + \frac{N}{q}$ | $\frac{q}{q}$ | $q$ | $(q-1)(2q-1)$ |

Table II

| TABLE II | COMPARISON OF Coded Caching SCHEME WITH AND WITHOUT SECURITY FOR $(m+1)\cdot(q(m+1), q^m, q^{m-1}, q^{m+1} - q^m)$ PDA [10] |
|------------------|------------------|------------------|------------------|------------------|------------------|
| Number of users | Without secrecy [10] | With secrecy |
| Memory | $q^m(m+1)$ | $q^m$ |
| Subpacketization level | $q^m$ | $q^m - q^{m-1}$ |
| Rate | $q$ | $q$ |

$*h(t)$ is the binary entropy function.

VII. CONCLUSION

We presented a feasible secretive coded caching scheme based on PDAs which, due to the structure of PDA and thereby gets subsumed by the proposed scheme. As a consequence of the non-perfect secret sharing scheme used to encode each file, the subpacketization level for any secretive coded caching scheme is reduced by an additive gap.
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