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Abstract

Even though the second law of thermodynamics holds the supreme position among the laws of nature, as stated by many distinguished scientists, notably Eddington and Einstein, its position appears to be also quite peculiar. Given the atomic nature of matter, whose behaviour is well described by statistical physics, the second law could not hold unconditionally, but only statistically. It is not an absolute law. As a result of this, in the present paper we try to argue that we have not yet any truly cogent argument (known fundamental physical laws) to exclude its possible macroscopic violation. Even Landauer’s information-theoretic principle seems to fall short of the initial expectations of being the fundamental ‘physical’ reason of all Maxwell’s demons failure. Here we propose a modified Szilard engine which operates without any steps in the process resembling the creation or destruction of information. We argue that the information-based exorcisms must be wrong, or at the very least superfluous, and that the real physical reason why such engines cannot work lies in the ubiquity of thermal fluctuations (and friction).

We see in the above peculiar features the main motivation and rationale for pursuing exploratory research to challenge the second law, which is still ongoing and probably richer than ever. A quite thorough (and critical) description of some of these challenges is also given.
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1 Introduction

In its classical and phenomenological formulation, the second law of thermodynamics states that “it is impossible to construct a device that, operating in a cycle, will produce no effect other than the extraction of the heat from a cooler to a warmer body” (Clausius formulation) or, equivalently, that “it is impossible to construct a device that, operating in a cycle, will produce no effect other than the
Figure 1: Transformation of a thermodynamic system from state $A$ to state $B$ through a reversible path in the Volume–Pressure ($V, P$) diagram. The third thermodynamic variable, temperature $T$, depends on $V$ and $P$ through the equation of state of the system.

extraction of heat from a reservoir and the performance of an equivalent amount of work” (Kelvin–Planck formulation).

Then, the thermodynamic state-function entropy $S$ was discovered. It is defined up to an additive constant as the following integral through a quasi-static reversible path (Fig. 1),

$$\Delta S = S_B - S_A = \int_A^B \frac{\delta Q}{T},$$

where $A$ and $B$ are two points in space-state of a thermodynamic system, $T$ is the absolute temperature of the system, $\delta Q$ is the inexact differential of the heat $Q$ (the heat gained by the system).

The second law can be stated in the well-known increasing entropy formulation: whenever an adiabatically isolated system evolves from equilibrium state $A$ to equilibrium state $B$, the variation of entropy $\Delta S$ cannot be negative, $\Delta S \geq 0$ [1].

2 The status of the second law

Even though the second law “holds the supreme position among the laws of Nature” (in Eddington’s own words [2]), its position appears to be also quite peculiar. When the theory of statistical physics was developed by Maxwell, Boltzmann and others, it became clear very quickly that the second law of thermodynamics could not hold unconditionally, but only statistically. The Brownian motion is a well-known macroscopic example of that, as early noted by Poincarè. In other words, entropy of isolated systems is not forbidden to decrease, but in all processes the probability of continuous and macroscopically significant (and also able to provide usable work) entropy decrease is extremely small.
Consider, for instance, a container separated into two sections, \(A\) and \(B\), by a diaphragm. Both chambers contain the same amount of ideal gas, e.g. \(10^{23}\) particles each, and are at the same temperature \(T\) (Fig. 2). If the partition which separates chamber \(A\) from chamber \(B\) is removed, then nothing prevents particles in chamber \(A\) from freely moving to chamber \(B\), and vice-versa. Assuming the interaction between particles negligible (we are dealing with an ideal gas), the behavior of each particle should be uncorrelated with respect to every other particle and there is a non-zero chance that, at some moment, all the particles of both chambers are confined in chamber \(A\). If one observes the system, the probability of finding a specific particle in chamber \(A\) is obviously equal to \(\frac{1}{2}\), thus the probability that, at some moment, all the particles are in chamber \(A\) is,

\[
P_{A \& B \rightarrow A} = \left(\frac{1}{2}\right)^{2 \times 10^{23}} \simeq 10^{-6} \times 10^{22}. \tag{2}
\]

The above probability is an incredibly tiny one, but it is not zero. If the total length \(l\) of the two-chamber container is 1 meter and the mean velocity \(\langle v \rangle\) of the particles is \(\sqrt{\frac{8kT}{\pi m}}\), where \(k\) is the Boltzmann’s constant, \(T\) the absolute temperature of the gas and \(m\) is the mass of one particle (\(\langle v \rangle\) can be derived from the Maxwell–Boltzmann velocity distribution), then the order of magnitude of the average time \(\tau\) one particle takes to go from chamber \(A\) to chamber \(B\), or vice-versa, is given by

\[
\tau = \frac{l}{\langle v \rangle} = \frac{\sqrt{\frac{\pi l^2 m}{8kT}}}{} \simeq 5.6 \times 10^{-4} \text{ seconds,} \tag{3}
\]

where for \(m\) we chose the mass of the lightest gas molecule (hydrogen molecule) and for \(T\) the room temperature 298 K.

One can see \(\tau\) as the clock-time at which the system of particles changes its configuration. Hence, the mean time \(\langle T \rangle\) one has to wait to observe an exceptional occurrence like that described above (all particles in chamber \(A\)) is nearly,

\[
\langle T \rangle = \frac{\tau}{P_{A \& B \rightarrow A}} \simeq 10^{6} \times 10^{22} \text{ seconds.} \tag{4}
\]

Note that this time is nearly \(10^{6} \times 10^{22}\) times the estimated age of the Universe (\(\sim 10^{17}\) seconds) since \(\frac{10^{6} \times 10^{22} \text{ seconds}}{\text{10^{17} seconds}} \approx 10^{6} \times 10^{5}\).

Thus, no one will ever have the chance to observe such an occurrence, but this does not mean that it is forbidden by the fundamental laws of physics.

For the sake of completeness, let us show why the above situation is a violation of the second law of thermodynamics. Let us calculate the entropy variation \(\Delta S_{A \& B \rightarrow A}\) of the two-chamber system soon after all particles are in chamber \(A\). As is usually done in classical thermodynamics, we calculate integral (1) along an isothermal compression from state [gas in volume \(A\&B\)] to state [gas in volume \(A\)] of an ideal gas with equation of state \(PV = kNT\) (\(k\) is the Boltzmann’s constant and \(N\) the total number of molecules). The compression

\[\text{1It is well known that 22.414 liters of gas at standard conditions (\(T = 263.15\) K, \(P = 1.0235 \times 10^{5}\) Pa) contain 6.023 \times 10^{23} molecules (Avogadro’s Number). Hence, any macroscopic volume of gas we deal with in real life contains no less than } 10^{20} \div 10^{23} \text{ molecules.}\]
Figure 2: The gas-in-two-chambers thought experiment described in the text. is isothermal and the internal energy \( U \) of the gas is constant. From the first law of thermodynamics \( \delta Q = dU + \delta W \), we have \( \delta Q = \delta W = pdV = \frac{kN}{V}dV \), and thus

\[
\Delta S_{A\&B\rightarrow A} = \int_{V_{A\&B}}^{V_A} \frac{\delta Q}{T} = \int_{V_{A\&B}}^{V_A} \frac{kN}{V}dV = kN \ln \left( \frac{V_A}{V_{A\&B}} \right) = -kN \ln 2 < 0,
\]

being \( V_{A\&B} = 2V_A \).

Actually, consider the above experiment with only 18 molecules in each chamber. In such a case eq. (4) gives \( \langle T \rangle \approx 1 \text{ year} \). This means that every year, on average, this reduced system violates the second laws by an amount of \( |\Delta S| = k \cdot 36 \cdot \ln 2 \approx 3.44 \times 10^{-22} \text{ J} \). Unfortunately, such a violation could hardly be exploited (to produce usable work), not because of its minuteness but because we don’t know exactly when this violation happens.

Every other known fundamental laws of physics, like those of Newton’s mechanics, Einstein’s relativity, Maxwell’s theory of electromagnetism and even the fundamental laws of quantum mechanics (although quantum mechanics is intimately linked to an intrinsic probabilistic approach to reality, its fundamental laws are not probabilistic) provide an absolute and unconditional prescription on how processes should behave in nature. For instance, Newton’s laws tell us that a body on which no forces work undergoes no acceleration; it does not tell us that the body has ‘a very big chance’ of undergoing no acceleration. Maxwell’s theory tells us that two positive charges far removed from any other charge distributions will repel each other and how; not that they will repel each other ‘with high probability’. The second law, instead, forbids some processes not absolutely, but only with very high probability.

2.1 Maxwell’s Demon: a digression

A two-chamber thought experiment, very similar in the spirit to that shown above, dates back to 1867, when J. C. Maxwell introduced it for the first time to show that the second law of thermodynamics has only a statistical validity. Actually, he made the point more cogent by introducing what it is now known as “Maxwell’s Demon” (Fig. 3). In his own words:

\[2^2\text{But, somehow, this is like saying that the laws of physics forbid mankind to reach Jupiter’s satellite Europa simply because we do not have the required technology yet.}\]
if we conceive of a being whose faculties are so sharpened that he can follow every molecule in its course, such a being, whose attributes are as essentially finite as our own, would be able to do what is impossible to us. For we have seen that molecules in a vessel full of air at uniform temperature are moving with velocities by no means uniform, though the mean velocity of any great number of them, arbitrarily selected, is almost exactly uniform. Now let us suppose that such a vessel is divided into two portions, A and B, by a division in which there is a small hole, and that a being, who can see the individual molecules, opens and closes this hole, so as to allow only the swifter molecules to pass from A to B, and only the slower molecules to pass from B to A. He will thus, without expenditure of work, raise the temperature of B and lower that of A, in contradiction to the second law of thermodynamics [3].

The number of molecules in A and B are the same as at first, but the energy in A is increased and that in B diminished, [...] and yet no work has been done, only the intelligence of a very observant and neat-fingered being has been employed. Or in short if the heat is the motion of finite portions of matter and if we can apply tools to such portions of matter so as to deal with them separately, then we can take advantage of the different motion of different proportions to restore a uniform hot system to unequal temperatures or to motions of large masses. Only we can’t, not being clever enough [...] [4]

 [...] I do not see why even intelligence might not be dispensed with and the thing be made self-acting. Moral: The 2nd law of Thermodynamics has the same degree of truth as the statement that if you throw a tumblerful of water into the sea you cannot get the same tumblerful of water out again. [5]

What is interesting with respect to our previous thought experiment (Fig.2) is that Maxwell’s thought experiment accomplishes a violation of the second law that is also an exploitable violation, namely one that is able to produce usable work. We have seen with our reduced gas-in-two-chambers system above that violation of the second law and exploitable violation of the second law are not the very same thing.

Maxwell’s “neat-fingered being” has given rise to an incredibly rich literature over the subsequent decades, which is still ongoing and stronger than ever. Born as a simple and very effective Gedankenexperiment to elucidate the limits of the second law, almost all the subsequent scholars forgot the Maxwell’s pristine intention and focused their attention entirely on the evil being, trying to exorcise it, namely trying to show (prove) the impossibility of the Demon to operate in order to save the second law and to preclude the possibility of macroscopic exploitation of such a violation (the generation of usable work).

Smoluchowski, with his one-way valve [7], and Feynman, with the ratchet and pawl analogue [8], introduced a non-sentient version of Maxwell’s Demon, using pure physico-mechanical devices without the need of an ‘intelligent being’ able to ‘perceive’ velocities, ‘see’ paths and ‘handle’ molecules (see the last quotation by Maxwell). They have shown that the thermal fluctuations suffered by these mechanical devices prevent any anti-entropic action, such the sorting of molecules from one vessel to the other.
As a matter of fact, every mechanical device supposed to sort molecules must work at the same absolute temperature of the gas; otherwise, its action may be ascribed to a possible extraction of work from heat reservoirs at different absolute temperatures, like a standard Carnot engine, and this does not count as a ‘regular’ second law violation. Hence, the mechanical device itself must follow the same canonical distribution function associated with the temperature of its immediate surrounding.

For instance, in the Smoluchowski one-way valve molecules have an average kinetic energy of $\sim kT$ in a given direction, so the valve-trapdoor must be sensitive to energies that high, and preferably lower energies as well. But the trapdoor has the same temperature as the molecules; it is, after all, in contact with them. That means it has fluctuations of kinetic energy of the same size as the molecules; that is, on the size of $\sim kT$. The trapdoor must be sensitive to energies of order $kT$, and it itself is plagued by fluctuations of order $kT$. So it is sensitive to random fluctuations, and there will be no correlation between the openings of the trapdoor and the arrival of molecules.

Other researches attempted to investigate the sentient version of Maxwell’s Demon (probably, the original one), that of intelligently operated devices. Szilard and Brillouin argued that in order to achieve the entropy reduction, the intelligent being must acquire knowledge on molecule’s dynamical state (position, velocity) and so must perform a measurement. Thus, they argued that the second law would be saved if the acquisition of knowledge by the Demon came with a compensating entropy cost \[9, 10\].

In more recent years, some researchers (Bennett, Landauer and followers) have claimed that measurements can be performed without entropy costs at all. Instead, they focused their attention exclusively on the process of information erasure, needed by sentient Demon to operate cyclically. All the information gathered and stored by the Demon on the dynamical status of the molecules must be first acquired and then necessarily erased in order to operate cyclically \[11, 12, 13\]. According to the information erasure school, any kind of sentient Demon is strictly and absolutely forbidden to violate the second law by the unavoidable entropy cost of the information erasure step, which must be
always present in order to make the Demon’s operation cyclical. This step provides the Universe with an entropy increase greater than or equal to the alleged entropy reduction operated by the Demon.

Although the connection between physical entropy and information theory is now widely recognized, its arguments appear to be either circular (themselves typically rely on some version of the second law) or appeal to the existence of new profound laws, which have nothing to do with the fundamental physical principles (classical and quantum mechanical) that govern the behavior of matter [14,15,16,17], and are, in the end, a mere recasting of the second law in the lofty formalism of information theory: not an explanation of it by the known fundamental laws of physics nor a proof of its necessity [18].

A robust argument against the necessity of information acquisition (measurement) and/or memory erasure entropy costs to defeat Maxwell’s Demon goes as follows. Historically, Szilard [9], Bennett [12,13] and followers have all used the Szilard one-molecule heat engine to illustrate their respective point. The Szilard heat engine works as follows. Initially the entire volume \( V \) of a cylinder is available to a single molecule. The first step consists of placing a partition into the cylinder, dividing it into two equal chambers. In step 2 a Maxwell’s Demon determines which side of a partition the molecule is on, and records this result. In step 3 the partition is replaced by a piston, and the recorded result is used to couple the piston to a load upon which work \( W \) is done. The gas pressure move the piston to one end of the container, returning the gas volume to its initial value, \( V \). In the process the one-molecule gas has energy \( Q = W \) delivered to it via heat from a constant temperature heat reservoir. After step 3 the gas has the same volume and temperature it had initially. The heat bath, which has transferred energy to the gas, has lower entropy than it had initially. Without some other mechanism, the second law has been violated during the cyclic process.

Szilard and followers (Brillouin\(^3\) and Gabor being the most representative ones) suggested that one may reasonably assume that an amount of entropy is generated during the measurement process by the Demon (in order to know which side of the partition the molecule is on) that restores concordance with the second law. Bennett and followers, instead, argued that the Demon must erase its record on the position of the molecule in order to make the whole process cyclic. Thus, they associated with the erasure step an entropy increase no less than the entropy reduction operated by the Demon.

As a matter of fact, it is not difficult to devise a modified Szilard’s heat engine which cyclically works without the need of information acquisition and/or memory erasure. Such an engine is shown in Fig. 4. It is made of a movable cylinder and two pistons (the left one movable and the right one fixed). There is also a partition that can be lowered in the middle of the cylinder and that can slide horizontally on a lowering rod without friction as the cylinder moves. The insertion of the partition involves no work or heat. All the mechanical parts are thought without friction, as has been done extensively in the literature on the subject (more on this later). Initially the entire volume \( V \) of a cylinder is

\(^3\)In particular, Brillouin [10] mathematically addressed in explicit way the original form of Maxwell’s Demon, namely that of a “neat-fingered being” able to actually see individual molecules. He showed that in order to see the single molecule the Demon should use a (black-body) radiation more energetic (higher temperature) than the black-body radiation of the gas and environment, thus generating a compensating entropy increase.
available to a single molecule (step A). The behavior of the molecule is described by the equation of state $PV = kT$. Then, the partition is lowered into the cylinder, dividing it into two equal chambers (step $A_1$). The molecule is trapped in one of these two chambers.

Then, the movable piston is pushed infinitesimally slowly (reversibly) to position B and the one-molecule gas undergoes an isothermal compression from $V/2$ to $V/4$. The work $W_{A_1 \rightarrow B}$ externally done to the gas is equal to $kT \ln 2$, which is also equal to the heat transferred by the gas to the heat reservoir at temperature $T$. Note that this part of the cycle is independent of which side of the partition the molecule is on at step $A_1$, hence we do not need any information acquisition (with subsequent memory erasure). The final position of the movable piston is always at point B, no matter if the molecule is in the right or in the left chamber after step $A_1$. Besides, the movement of the partition can
be mechanically coupled to the cyclic movement of the movable piston, and thus without any need of information acquisition and/or memory erasure to operate the partition itself.

One may complain that the compression procedure depends on whether the molecule is trapped on the left or right. Namely, if the molecule is on the left, the piston moves the whole cylinder first, with its action on the cylinder mediated by the gas pressure. If the molecule is on the right, the piston moves in unimpeded to contact the partition and then compresses the gas. Since the two processes appear to be slightly different, one may wonder that in order to operate the device you have to know which conditions is at hand. This would mean measurement and/or memory erasure. Under a more careful analysis one can easily see that the two processes are not different at all. In both cases there is a first phase where the device moves unimpeded until the right piston, if the molecule is on the left, or the left piston, if the molecule is on the right, touches the partition (from step A₁ to the midpoint between A₁ and B), and then a second phase in which there is the true gas compression (from the midpoint between A₁ and B to step B). These two phases are physically perceived always in the same way by who/what operates the device: the first half of the compression is always equally ‘loose’, no matter where the molecule is at the beginning of the process, while the second half is the true gas compression.

At step B₁, the partition is raised and the cycle is completed with an isothermal expansion from V/4 to V (with movable piston again in position A). Now, the work $W_{B₁→A}$ made by the gas to the environment is equal to $kT \ln 4$, which is also equal to the heat transferred by the heat reservoir at temperature $T$ to the gas. The net work output $W_n$ over any cycle is then equal to $W_{B₁→A} - W_{A₁→B} = kT(\ln 4 - \ln 2) = kT \ln 2$. Moreover, the entropy variation $\Delta S$ of the entire system (engine + reservoir) is equal to $-k \ln 2$.

If we want to save the second law in the above scheme, then some other mechanisms must come into play to prevent the modified Szilard engine from operating. For instance, thermal fluctuations surely afflict the mechanical parts of the engine (pistons, partition and so on) \[15\]. The pistons must be sensitive to energy of the order of $kT$, the mean energy of the molecule, and they themselves are plagued by fluctuations of order $kT$, like the Smoluchowski one-way valve. Actually, if there were no friction, then the device could operate even with arbitrarily massive pistons, partition and cylinder (massive means not instantaneously sensitive to energy of the order of $kT$). As a matter of fact, without friction even the tiny kick of a single molecule can move a massive piston/cylinder (conservation of linear momentum). But friction cannot be eliminated, even ideally, since thermal fluctuations of the matter along the contact points between the pistons’ edge and the cylinder’s walls originate an unavoidable friction force that is surely greater than the force imparted by the molecule to the pistons.

But, if such effects afflict our modified Szilard’s engine, then the same effects must afflict the original Szilard’s engine, being both engines mechanically similar. Hence, the appeal to information acquisition and/or memory erasure entropy costs to defeat the Maxwell’s Demon in the instantiation of the original Szilard’s engine is superfluous. On the other hand, if information acquisition and/or memory erasure entropy costs are strictly necessary to defeat original Szilard’s engine, then this means that no other mechanisms are able to prevent its operation. But this last thing would necessarily apply also to our modified
Szilard’s engine. Thus, our engine would surely violate the second law, since measurement and memory erasure, with their associated entropy costs, do not apply to it, as we saw above. As a logical consequence, measurement and memory erasure entropy costs are again unnecessary to defeat Maxwell’s Demon, this time in the instantiation of our modified Szilard’s engine.

As a conclusion, the appeal to measurement and memory erasure entropy costs made by Szilard and Bennett within the original Szilard’s engine appears to be an arbitrary choice rather than a necessity in defeating the Szilard’s Demon.

Probably the true reason why non-sentient Demon cannot operate, namely cannot macroscopically violate the second law and create usable work, is the ubiquity of thermal fluctuations and friction in the physical matter, the matter which inevitably constitutes both gas and every passive device conceived to sort molecules in the gas-in-two-chambers scheme.

Fluctuations make the non-sentient Demon ineffective and ultimately Maxwell’s thought experiment of the two-chamber vessel with a non-sentient Demon becomes equivalent to our thought experiment (Fig. 2) of the two chambers connected by a wide open hole: macroscopic violation of the second law can be possible only by macroscopic statistical fluctuations of molecules between chambers, with or without a sorting Demon.

In addition, every sentient Demon (for instance, like that of Brillouin) which in order to operate needs to acquire information on the molecule (or even to erase memory) necessarily must release (exchange) energy to the gas and the environment: this is equivalent to a Demon which performs work to the system. It is not a canonical Maxwell’s Demon, which operates “without expenditure of work”, in Maxwell’s own words. Thus, there is the strong feeling that every sentient Demon is doubly ineffective in violating the second law in the gas-in-two-chambers scheme: firstly, because every mechanical part of it, which has to be ‘picometric’ in order to deal with single molecules, is unavoidably plagued by thermal fluctuations and friction; second, because every energy exchange with the gas required by the measurement process (or even by the memory erasure) may imply a further entropy increase.

2.2 Back to the second law

The critical evaluation of the literature on Maxwell’s Demon and, to some extent, of Maxwell’s Demon itself are not the main goal of this paper; the interested reader is referred to [3], [14], [15], [20], [21] and the references therein.

Rather, our interest is mainly in the epistemological significance of the gas-in-two-chambers scheme (with or without Maxwell’s Demon) for the status of the second law.

Given the above, the only logically tenable, legitimate and more basic inference that can be drawn from the gas-in-two-chambers thought experiment (that of Maxwell but, above all, that depicted in Fig. 2 and described before), is not
that the probability of a macroscopic and exploitable violation of the second law is always extremely small (practically zero) and thus the second law is safe, but that:

i) the second law is not a necessary law. There aren’t known fundamental laws of physics which absolutely forbid its violation and thus it can be macroscopically violated in principle. None of Maxwell’s Demon exorcisms provides basic principles and fundamental laws of physics able to absolutely forbid the violation of the second law. There is no exorcism that is not attributable in the end to thermal fluctuations and friction convincingly and beyond a reasonable doubt;

ii) the probability of a macroscopic and exploitable violation of the second law is extremely small if one uses the gas-in-two-chambers scheme or analogues, with or without a sorting Demon. As a matter of fact, thermal fluctuations make every gas-in-two-chambers scheme with a sorting (sentient or non-sentient) Demon equivalent to a gas-in-two-chambers scheme with a wide open hole between the two chambers. Thus, macroscopic violations of the second law are possible only by macroscopic statistical fluctuations of molecules between chambers. And we know that this is statistically highly improbable.

From Maxwell’s and our thought experiment one cannot definitively infer that the second law cannot be macroscopically violated by schemes different from the gas-in-two-chambers ones, those for instance not involving gas, liquid or solid atoms and molecules in thermal equilibrium (whose behaviour is described by the canonical distribution).

For what concerns the gas-in-two-chambers scheme described before (Fig. 2), the following summary inference chart holds:

1) Gas spontaneous macroscopic compression in the gas-in-two-chambers scheme $\Rightarrow$ Macroscopic violation of the second law

But

2) Practical impossibility of gas spontaneous macroscopic compression in the gas-in-two-chambers scheme $\Rightarrow$ Absolute macroscopic non-violability of the second law

3) Macroscopic violation of the second law $\Rightarrow$ Real possibility of gas spontaneous macroscopic compression in the gas-in-two-chambers scheme, which is actually anything but probable

Namely, the inability of the gas-in-two-chambers scheme (with or without Maxwell’s Demon) to macroscopically violate the second law is logically uncorrelated with the actual possibility of second law macroscopic violation.

The inference 3) has been explicitly added since sometime people are overwhelmed by the logical fallacy that if the second law can be somehow macroscopically violated, then this would automatically imply that gas spontaneous
compressions in the gas-in-two-chambers scheme would be actually possible. Then, with a sort of ‘inverted logic’, they argue that being such compressions statistically highly improbable then the second law cannot be macroscopically violated. These two facts, as showed in point 3) of the inference chart, are uncorrelated in such an inference direction.

What we are suggesting is that Boltzman’s principle of statistical entropy increase (well represented by the high improbability of spontaneous gas compression) and the macroscopic violation of the second law of thermodynamics can be both true or, better, are not mutually exclusive (see also [22]). By the way, Versteegh and Dieks, in a very interesting paper on the Gibbs paradox and the distinguishability of identical particles [23], point out that the entropy concept in thermodynamics is not completely identical to that in statistical mechanics.

While necessity by fundamental physics principles would mean strict inviolability, as far as the known fundamental laws of physics are valid, a possible non-necessary (contingent) nature of the second law, as is clear from the above considerations, leaves the door open for its violability. Obviously, contingency is a necessary but not sufficient condition for violability. Given the actual status of the second law, research aiming at the study of its violability appears to be worthwhile.

3 The quest for violation

Over the past 30 years, an unparalleled number of challenges has been proposed against the status of the second law. During this period, more than 50 papers have appeared in the refereed scientific literature [24]. Moreover, during the same period three international conferences on the limit of the second law were also held [25, 26, 27].

Obviously, not all the scholars are willing to acknowledge a respectable status to this line of research. For instance, Gyftopoulos & Beretta wrote:

If no challenges have been proven valid [so far], what is the motivation for pursuing exploratory research to prove that the second law is invalid? To put our question differently, why people interested in exploratory research do not try to prove that the solar system is neither geocentric nor heliocentric? Similarly why researchers do not try to prove that, in the realm of its validity, Newton’s equation of motion is not correct? [28]

The straight answer to this question is that, as argued before, both Newton’s laws of mechanics and the heliocentric theory hold a different (epistemological) status with respect to the second law of thermodynamics.

The general class of recent challenges spans classical/standard [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42], plasma [43, 44, 45], chemical [46, 47, 48, 49], gravitational [50, 51, 52, 53], solid state [54, 55, 56] and quantum physics [57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84]. Some of these approaches appear immune to standard

---

5 A system approaches equilibrium because it evolves from states of lower toward states of higher probability, and the equilibrium state is the state of highest probability.
second law defenses and several of them account laboratory corroboration of their underlying physical processes. Others, mainly some classical/standard and gravitational challenges, have been criticized and/or proved faulty beyond any reasonable doubt (see, for example [85, 86, 87]).

A thorough description of all these challenges is a quite hard task to accomplish and it is beyond the scope of this paper. The interested reader may find a very detailed review in Čapek & Sheehan (2005) [24] and Sheehan (2008) [88].

From the point of view of direct laboratory testability, the more promising challenges appear to be the solid state ones [54, 55, 56], together with the challenge posed by thermo-charged capacitors [41, 42].

### 3.1 Solid state challenges

Since 2002, two types of solid state devices have been proposed [54, 55, 56, 24] that basically utilize the electric field energy of an open-gap n-p junction. They are based on the cyclic electro-mechanical discharging and thermal recharging of the electrostatic potential energy intrinsic to the depletion region of a standard solid state n-p junction. The core of their functioning is the shaped junction depicted in Fig. 5.

![Figure 5: The core of the solid state challenge. Adapted from [54].](image)

It consists of two symmetric horseshoe-shaped pieces of n- and p-semiconductor facing one another. At Junction I (J-I), the n- and p-regions are physically connected, while at Junction II (J-II) there is a vacuum gap whose width $x_g$ is small compared to the scale lengths of either the depletion region $x_{dr}$ or the overall device $x_{dev}$; namely, $x_g \ll x_{dr} \sim x_{dev}$. All the scale lengths are in the micro-, nano- metric realm.

As is well known from solid state physics, a built-in potential $V_{bi}$ forms across the junction J-I, whose numerical value depends on the doping characteristics of the two regions (concentrations of donors and acceptors, intrinsic carrier concentration) and on the environmental temperature (in the present case, room temperature). Its value can be estimated analytically.

This potential is the result of charge diffusion across J-I as soon as the the two
materials are physically joined. The depletion region is thus the region where, at equilibrium, a balance between bulk electrostatic and diffusive (thermally driven) forces is attained.

It is then claimed that an electric field must exist also in J-II. According to [54, 55, 56, 24], the existence of an electric field in the J-II gap at equilibrium can be established either via Kirchhoff’s loop rule (conservation of energy) or via path-independence \( \oint E \cdot dl = 0 \). It is argued as follows. Consider a vectorial loop threading the J-I depletion region, the bulk of the device in Fig. 5, and the J-II gap. Since the built-in electric field in the J-I depletion region is unidirectional, there must be a second electric field somewhere else along the loop to satisfy \( \oint E \cdot dl = 0 \). An electric field elsewhere in the semiconductor bulk (other than in the depletion region), however, would generate a current, which contradicts the assumption of equilibrium. Therefore, by exclusion, the other electric field must exist in the J-II gap. Kirchhoff’s loop rule establishes the same result. Conservation of energy demands that a test charge conveyed around this closed path must undergo zero net potential drop; therefore, to balance \( V_{bi} \) in the depletion region, there must be a counter-potential somewhere else in the loop. Since, at equilibrium, away from the depletion region in the bulk semiconductor there cannot be a potential drop (electric field)- otherwise there would be a non-equilibrium current flow, contradicting the assumption of equilibrium - the potential drop must occur outside the semiconductor; thus, it must be expressed across the vacuum gap J-II.

Because the J-II gap is narrow \( (x_g \ll x_{dr}) \) and the built-in potential is discontinuous (due to the vacuum gap), there can be large electric fields there, which can be much greater than in the J-I depletion region. As a matter of fact, one can estimate the relative magnitude as follows: the J-II electric field is \( |E_{J-II}| \approx \frac{V_{bi}}{x_g} \), while the average magnitude of the field in J-I is \( |E_{J-I}| \approx \frac{V_{bi}}{x_{dr}} \), thus their ratio scales as \( \frac{|E_{J-II}|}{|E_{J-I}|} \approx \frac{x_{dr}}{x_g} \gg 1 \).

Through a mathematical treatment of the device, it has been shown [54, 24] that if some provisos on \( x_g \) and \( x_{dr} \) are met, then the electrostatic potential energy in J-II (electrostatic energy density times gap volume) is much greater than that in the entire depletion region J-I. Moreover, if the open gap J-II is switched closed (thus becoming a second J-I junction), then such an excess energy is positively released. Most of the free electronic charges on each gap face disperse through and recombine in the J-II bulk.

It is clear that if such a release can be made cyclical through an electro-mechanical nano-apparatus, then this kind of device can exploit the thermally driven diffusion across J-I to produce usable work. Namely, it appears to violate the second law of thermodynamics in the Kelvin–Planck formulation.

Two kinds of such an electro-mechanical apparatus have been proposed and modeled so far (both analytically and numerically), one which uses a Linear Electrostatic Motor (LEM) [54, 24], and the other using a Hammer and Anvil analogue [55, 56, 88, 24].

Although the existence of an intense electric field in J-II has been recently put into question on the basis of some heuristic and theoretical arguments (which do not appeal circularly to the validity of the second law [89]), micro-metric partial hammer and anvil prototypes have been fabricated and are currently undergoing laboratory tests. The authors report that preliminary results appear to be positive [90].
3.2 Thermo-charged capacitors

Thermo-charged capacitors are vacuum capacitors spontaneously charged harnessing the heat absorbed from a single thermal reservoir at room temperature [41, 42].

In Fig. 6 a sketched section of a vacuum spherical thermo-charged capacitor is shown. The outer sphere has radius $b$ and it is made of metallic material with relatively high work function ($\phi_{\text{ext}} > 1$ eV). The inner sphere has radius $a$ and it is made of the same conductive material as the outer one, but it is coated with a layer of semiconductor Ag–O–Cs, which has a relatively low work function ($\phi_{\text{in}} \lesssim 0.7$ eV). In such a case the two thermionic fluxes, from each plate toward the other one, are different, the latter being greater than the former, at least at the beginning of the charging process. The capacitor is shielded by a case and put at room temperature. The case is opaque to every environmental electromagnetic disturbance (natural and man-made e.m. waves, cosmic rays and so on) in order to avoid spurious photoelectric emission. Moreover, the outer plate is externally insulated, in order to prevent its outward thermionic emission and the inter-plate space is under extreme vacuum (UHV).

All the electrons emitted by the inner sphere, due to thermionic emission at room temperature, are collected by the outer (very low emitting) sphere, creating a macroscopic difference of potential $V$. At first, such a process is unbalanced, the flux from the inner sphere being greater than that from the outer sphere, but later, with the increase of potential $V$, the inward and the outward effective flux tend to balance each other exactly.

It has been shown [42] that, under conservative conditions, the differential equation which governs the process of thermo-charging is,

$$\frac{dV(t)}{dt} = \frac{\pi eb}{2\epsilon_0 c^2} \left(\frac{kT}{h}\right)^3 \left(\frac{\pi_{\text{in}}}{\pi_{\text{ex}}} \int_{-\infty}^{\infty} \frac{x^2 dx}{e^x - 1} - 4\pi_{\text{ext}} \int_{-\infty}^{\infty} \frac{x^2 dx}{e^x - 1}\right), \quad (6)$$

where $\epsilon_0$ is the vacuum permittivity, $c$ is the speed of light, $e$ is the electronic
Figure 7: Thermo-charging profiles \( V(t) \) for a spherical capacitor with \( \phi_{in} = 0.7 \text{ eV}, \phi_{ext} = 4.0 \text{ eV}, b = 0.2 \text{ m}, T = 298 \text{ K} \), and conservative values of the mean quantum efficiencies \( \eta_{in} = 10^{-5} \) and \( \eta_{ext} = 1 \). Charging profiles for \( T = 300 \text{ K} \) and for \( T = 296 \text{ K} \) are also shown. Adapted from [42].

The charging process is a quite straightforward physical mechanism and it appears almost unproblematic. However, during the charging of the device the inner thermionic sphere substantially absorbs heat from the environment and releases this energy to the thermionic electrons. Such electrons fly to the outer sphere and impinge on it with non-zero velocity (since a non-zero fraction of them gathers their kinetic energy from the high energetic tail of the Planck distribution of black-body radiation). When they impinge on the outer sphere, they release their kinetic energy substantially heating the outer sphere. Thus, we are facing a spontaneous process involving an isolated system at uniform temperature (capacitor + environment), in which a part of the system (the inner sphere of the capacitor) absorbs heat at temperature \( T \) and transfers a fraction of this heat to the other part of the system (the outer sphere) at the same temperature. This seems to macroscopically violate the second law of thermodynamics in the Clausius formulation. In Maxwell’s own words:

One of the best established facts in thermodynamics is that it is impossible in a system enclosed in an envelope which permits neither change of volume nor passage of heat, and in which both the temperature and the pressure are everywhere the same, to produce any inequality of temperature or of pressure without the expenditure of work. [91]

As a matter of fact, if \( Q_i \) is the energy absorbed by the inner sphere from the environment, \( U \) is the energy stored in the electric field between the spheres \( (U = \frac{1}{2}CV^2, \text{ where } C = \frac{4\pi\epsilon_0ab}{b-a} \text{ is the capacitance of the spherical capacitor}) \), and \( Q_f \) is the energy transferred through the flying electrons to the outer sphere.
as heat (according to the first law of thermodynamics \( Q_f + U = Q_i \), thus \( Q_i > Q_f \)), then the Clausius entropy variation of the whole system, as rough estimate, amounts to

\[
\Delta S_{\text{tot}} \simeq -\frac{Q_i}{T} + \frac{Q_f}{T} < 0.
\]  

(7)

In order to make the above result more striking, let us consider the following analogue in classical thermodynamics/mechanics: a boulder of mass \( m \) rests at the bottom of a valley, below a hill of height \( h \), all the system at constant temperature \( T \). Suddenly, the boulder spontaneously absorbs an amount \( Q_1 \) of heat (energy) from the environment and spontaneously starts to climb the hill at decreasing velocity (since the initial kinetic energy is gradually transformed into gravitational potential energy). Near the top of the hill the boulder hits a sort of wall and then stops. The friction experienced during the hit against the wall lets the boulder release to the environment an amount \( Q_2 \) of heat, obviously smaller than \( Q_1 \). According to the first law of thermodynamics we have: \( Q_1 - Q_2 = mgh \), where \( mgh \) is the gravitational potential energy variation of the boulder from the valley to the top of the hill.

Now, the total Clausius entropy variation is:

\[
\Delta S_{\text{tot}} = -\frac{Q_1}{T} + \frac{Q_2}{T} = -\frac{mgh}{T} < 0.
\]  

(8)

The behavior of the boulder-environment system is practically the same as that of our electrons-environment system, and it is undoubtedly puzzling from the point of view of the second law of thermodynamics.

Furthermore, the behavior of the electrons just after the emission from the Ag–O–Cs coating is governed by the mechanical/ballistic laws of motion and not by the canonical distribution which describes systems in thermal equilibrium,

\[
p(x,p) = \frac{e^{-E(x,p)/kT}}{Z},
\]

where \( E(x,p) \) is the energy of the system, \( Z \) is the normalizing partition function, and the multi-component \( x \) and \( p \) are generalized configuration and momentum coordinates. Hence, the randomizing (disruptive) effect of thermal fluctuations for cases described in [19] does not appear to apply here.

Concerning the exploitability of such an alleged violation, it has been shown in [42] that the potential drop \( V \) reached during the thermo-charging process is rapidly transferred to the terminal leads of the capacitor (Fig. 6). The junction between Ag–O–Cs coating material and the inner metallic sphere is a Schottky junction and behaves like a rectifying diode. In principle, such a rectifying behavior could prevent the potential drop \( V \) attained within the two concentric spheres from reaching the terminal leads, and thus could forbid any exploitation.

As a matter of fact, any real rectifying junction is not an ideal one, and a tiny reverse leakage current flows through the junction. This reverse leakage current is typically several order of magnitude greater than the thermionic flux within the spheres and allows the transfer of charges and potential drop to the terminal leads [42].

If we short the terminal leads through a resistor \( R \), then it should be possible to exploit the potential drop \( V \), for example generating heat through \( R \) (Joule effect). It is possible to show that the power output per unit area of the inner sphere \( P_s \) is given by
Figure 8: Power output per unit surface area of the inner sphere, $P_s$, against voltage drop $V_s$ across resistor $R$. Power outputs for $T = 300$ K and for $T = 296$ K are also shown. Adapted from [42].

$$
P_s = \frac{2\pi e V_s}{c^2} \left( \frac{kT}{h} \right)^3 \left( \bar{\eta}_{in} \int_{x_{V_s+\phi_{in}}}^{\infty} \frac{x^2 dx}{e^x-1} - 4\bar{\eta}_{ext} \int_{x_{\phi_{ext}}}^{\infty} \frac{x^2 dx}{e^x-1} \right). \tag{9}
$$

$V_s$ is the steady-state potential drop across $R$ and across the capacitor after the current stabilizes. Fig. 8 shows a plot of the above function, in terms of the potential drop $V_s$.

For the capacitor described in Fig. 6 with $a = 10$ cm ($b = 20$ cm), we have $P_{max} \approx 10^{-14}$ Watts. This is a quite microscopic output but for laboratory devices, suitably designed for such tests, it should not be a concern, provided that an extremely sensitive, high input impedance electrometer (e.g. Keithley 616, 617, 6514) is used as measurement equipment.

Moreover, some possible confounding factors, like thermocouple and Thomson effects, can be reduced or canceled out through a proper design of the laboratory devices [42].

One may wonder why such an effect has not been observed before within vacuum tubes. After all, centimeter vacuum tubes have been widely used in electronic devices (phototubes, photomultipliers, radios, TVs, etc.) over a long time before the discovery of silicon (photo)diodes. A possible answer is that the thermo-charged capacitor is an ultra-high output impedance source (Tera-ohms or tens of Tera-ohms) and the effect described here is a really tiny one (power output $\approx 10^{-14}$ Watts), to the point that it may be easily masked by a voltage offset due to electrometer input bias current during direct measurements or, if detected, may be confused with other known thermionic effects (thermocouple/Thomson effects). Moreover, the commercial vacuum (photo) tubes are not properly designed to measure it. Laboratory tests of thermo-charged capacitors are currently under study.
4 Concluding Remarks

In this paper we have argued that we still do not have any fully cogent argument (known fundamental physical laws) to exclude macroscopic violation of the second law of thermodynamics in its classical formulation (Kelvin–Planck and Clausius postulates). Even Landauer’s information-theoretic principle seems to fall short of the initial expectations of being the fundamental ‘physical’ reason of all Maxwell’s demons failure. We also described two experimental challenges which have been proposed in recent years and the physics behind them.

However, without unambiguous experimental results (which are currently lacking) it is difficult to say whether these experiments actually challenge or violate the thermodynamic second law, though the theory behind them appears to be sound and as yet unchallenged. Concerning the thermo-charged capacitor challenge, for ‘successful violation’ we mean production of voltage/current ascribable only to the thermo-charging process beyond any reasonable doubt (and not to other spurious effects like Thomson/Seebeck effects or to measurement interferences).

The impact of any proven success would be understandably enormous from the point of view of basic principles. However, the present author does not believe that, at this stage, such successes would also have profound practical consequences. The power output is so minuscule that it is unthinkable to extract usable work from environmental heat.

Surely, they would shed new light on the possible distinction between thermodynamic entropy (classical thermodynamics) and statistical entropy. As hinted to in Section 2.2, statistical entropy remains unaffected by possible proven successes of these challenges. Even if it turns out that thermodynamic second law is violable, the breakage of a glass, the mixing of milk and coffee and the mixing of two distinct gases, for instance, will always be “irreversible” processes when taken as such (namely, not aided in some way by any of the thermodynamic second law violating devices described above). The direction of such processes always is in the sense of increasing Boltzmann’s entropy. In case of future positive results, we are sure that this last embryonic thought about such a distinction will deserve further investigation.

Acknowledgements

This work has been partially supported by the Italian Space Agency under ASI Contract N° 1/015/07/0. The author gratefully acknowledges Dr.ssa Assunta Tataranni for her advice and Prof. John D. Norton (University of Pittsburgh) for his insightful suggestions. The precious comments and suggestions of two anonymous reviewers are also kindly acknowledged.

References

[1] Fermi, E. (1956). Thermodynamics, Dover Publications, Inc., New York.

[2] Eddington, A.S., The Nature of the Physical World, Cambridge University Press, Cambridge, 1929, p. 74.
[3] Leff, H.S., Rex, A.F (2003). Maxwell’s Demon 2: Entropy, Information Computing. Institute of Physics, Bristol.

[4] Garber, E., Brush, S.G., Everitt, C.W.F. (1995). Maxwell on Heat and Statistical Mechanics. On “Avoiding All Personal Enquiries”. Associated University Presses.

[5] Maxwell, J.C. (6 Dec 1870). Letter to John William Strutt. In: The Scientific Letters and Papers of James Clerk Maxwell (1995), P. M. Hannan, (Ed.), Vol. 2, 582-3, Cambridge University Press, Cambridge, UK.

[6] Lerner, A.Y., Fundamentals of Cybernetics, Plenum Pub. Corp., New York, 1975, p. 257.

[7] Smoluchowski, M. von, (1914). Gültigkeitsgrenzen des zweiyen Haupt-satzes der Wärmetheorie. Vorträge über die Kinetische Theorie der Materie und der Elektrizität, 89-121, Teubner, Leipzig.

[8] Feynman, R.P., Leighton, R.B., Sands, M. (1963). The Feynman Lectures on Physics, Vol. I, Addison-Wesley Publishing Company.

[9] Szilard, L. (1929). On the Decrease of Entropy in a Thermodynamic System by the Intervention of Intelligent Beings. Zeitschrift fur Physik, Vol. 53, 840-856.

[10] Brillouin, L. (1951). Maxwell’s Demon cannot operate: Information and entropy I. Journal of Applied Physics, Vol. 22, 334-337.

[11] Landauer, R. (1961). Irreversibility and heat generation in the computing process. IBM Journal of Research and Development, Vol. 5, 183-191.

[12] Bennett, C.H. (1982). The thermodynamics of computation—a review. International Journal of Theoretical Physics, Vol. 5, No. 12, 905-940.

[13] Bennett, C.H. (1987). Demons, Engines and the Second Law. Scientific American, Vol. 257, No. 5, 108-116.

[14] Earman, J., Norton, J.D. (1998). Exorcist XIV: The Wrath of Maxwell’s Demon. Part I. From Maxwell to Szilard. Studies in the History and Philosophy of Modern Physics, Vol. 29, No. 4, 435-471.

[15] Earman, J., Norton, J.D. (1999). Exorcist XIV: The Wrath of Maxwell’s Demon. Part II. From Szilard to Landauer and Beyond. Studies in the History and Philosophy of Modern Physics, Vol. 30, No. 1, 1-40.

[16] Norton, J.D. (2005). Eaters of the Lotus: Landauer’s Principle and the Return of Maxwell’s Demon. Studies in the History and Philosophy of Modern Physics, Vol. 36, 375-411.

[17] Callender, C. (2004). A collision between Dynamics and Thermodynamics. Entropy, Vol. 6, 11-20.

[18] Bennett, C.H. (2003). Notes on Landauer’s principle, reversible computation, and Maxwell’s Demon. Studies in the History and Philosophy of Modern Physics, Vol. 34, 501-510.
[19] Norton, J.D. (2011). Waiting for Landauer. *Studies in the History and Philosophy of Modern Physics*, Vol. 42(3), 184-198.

[20] Maroney, O.J.E. (2009). Information Processing and Thermodynamic Entropy. *Stanford Encyclopedia of Philosophy*. URL: plato.stanford.edu/entries/information-entropy/

[21] Gijsbers, V. (2004). The contingent law: A tale of Maxwell’s Demon. URL: philsci-archive.pitt.edu/2201/

[22] Duncan, T.L., in *Quantum Limits to the Second Law: First International Conference*, D.P. Sheehan, Editor, AIP Conference Proceedings, Vol. 643, AIP Press, Melville, NY, 2002.

[23] Versteegh, M. A. M., Dieks, D. (2011). The Gibbs paradox and the distinguishability of identical particles. *American Journal of Physics*, Vol. 79/7, 741-746.

[24] Čapek, V., Sheehan, D. P. (2005). *Challenges to the Second Law of Thermodynamics—Theory and Experiments*, Fundamental Theories of Physics, Vol. 146, Springer, Dordrecht, Netherlands.

[25] D. P. Sheehan (Ed.), (2002). First International Conference on Quantum Limits to the Second Law. *AIP Conference Proceedings*, Vol. 643, AIP Press, Melville, NY.

[26] D. P. Sheehan (Ed.), (2006). The Second Law of Thermodynamics: Foundation and Status. *Proceedings of Symposium at 87th Annual Meeting of the Pacific Division of AAAS*, University of San Diego.

[27] D. P. Sheehan (Ed.), (2011). Second Law of Thermodynamics: Status and Challenges. *AIP Conf. Proc.* 1411, 1. DOI:10.1063/1.3665227

[28] Gyftopoulos, E.P., Beretta, G.P. (2005). What is the second law of thermodynamics and are there any limits to its validity? URL: arxiv.org/abs/quant-ph/0507187

[29] Gordon, L.G.M. (1981). Brownian movement and microscopic irreversibility. *Foundations of Physics*, Vol. 11, 103-113.

[30] Gordon, L.G.M. (1983). Maxwell’s demon and detailed balancing. *Foundations of Physics*, Vol. 13, 989-997.

[31] Gordon, L.G.M. (1994). The molecular-kinetic theory and the second law. *Journal of Colloid and Interface Science*, Vol. 162, 512-513.

[32] Gordon, L.G.M. (2004). The decrease of entropy via fluctuations. *Entropy*, Vol. 6, 38-49; Gordon, L.G.M. (2004). A Maxwellian valve based on centrifugal forces. *Entropy*, Vol. 6, 87-95; Gordon, L.G.M. (2004). Smoluchowski’s trapdoor. *Entropy*, Vol. 6, 96-101.

[33] Denur, J. (1981). The Doppler demon. *American Journal of Physics*, Vol. 49, 352-355.
[34] Denur, J. (1989). Velocity-dependent fluctuations: Breaking the randomness of Brownian motion. *Physical Review A*, Vol. 40, 5390-5399.

[35] Denur, J. (2004). Modified Feynman ratchet with velocity-dependent fluctuations. *Entropy*, Vol. 6, 76-86.

[36] Denur, J. (2007). Speed-dependent weighting of the Maxwellian distribution in rarefied gasses: A second law paradox? *Foundations of Physics*, Vol. 37, 1685-1706.

[37] Crosignani, B, Di Porto, P.. (1996). Approach to thermal equilibrium in a system with adiabatic constraints *American Journal of Physics*, Vol. 64, 610-613.

[38] Crosignani, B, Di Porto, P. (2001). On the validity of the second law of thermodynamics in the mesoscopic realm. *Europhysics Letters*, Vol. 53, 290-296.

[39] Crosignani, B, Di Porto, P., Conti, C. (2004). The adiabatic piston: A perpetuum mobile in the mesoscopic realm. *Entropy*, Vol. 6, 50-56.

[40] Crosignani, B, Di Porto, P. (2007). Random fluctuations of diathermal and adiabatic pistons. *Foundations of Physics*, Vol. 37, 1707-1715.

[41] D’Abramo, G. (2010). Thermo-charged capacitors and the Second Law of Thermodynamics. *Physics Letter A*, Vol. 374, 1801-1805.

[42] D’Abramo, G. (2011). On the exploitability of thermo-charged capacitors. *Physica A*, Vol. 390, 482-491.

[43] Sheehan, D.P. (1995). A paradox involving the second law of thermodynamics. *Physics of Plasmas*, Vol. 2, 1893-1898.

[44] Sheehan, D.P. (1996). Another paradox involving the second law of thermodynamics. *Physics of Plasmas*, Vol. 3, 104-110.

[45] Sheehan, D.P., Means, J.D. (1998). Minimum requirements for second law violation: A paradox revisited. *Physics of Plasmas*, Vol. 5, 2469-2471.

[46] Sheehan, D.P. (1998). Dynamically maintained steady-state pressure gradients. *Physical Review E*, Vol. 57, 6660-6666.

[47] Sheehan, D.P. (2000). Reply to “Comment on ‘Dynamically maintained steady-state pressure gradients.’”. *Physical Review E*, Vol. 61, 4662-4665.

[48] Sheehan, D.P. (2001). The second law and chemical induced, steady-state pressure gradient: controversy, corroboration and caveats. *Physica A*, Vol. 280, 185-190.

[49] Sheehan, D.P., Seideman, T. (2005). Intrinsically-biased electrocapacitive catalysis. *Journal of Chemical Physics*, Vol. 122, 204713.

[50] Sheehan, D.P., Glick, J. Means, J.D. (2000). Steady-state work by an asymmetrically inelastic gravitator in a gas: A second law paradox. *Foundations of Physics*, Vol. 30, 1227-1256.
[51] Sheehan, D.P., Glick, J. (2000). Gravitationally-induced, dynamically-maintained, steady-state pressure gradients. *Physica Scripta*, Vol. 61, 635-640.

[52] Sheehan, D.P., Glick, J., Duncan, T., Langton, J.A., Gagliardi, M.J., Tobe, R. (2002a). Phase space portraits of an unresolved gravitational Maxwell demon. *Foundations of Physics*, Vol. 32, 441-462.

[53] Sheehan, D.P., Glick, J., Duncan, T., Langton, J.A., Gagliardi, M.J., Tobe, R. (2002b). Phase space analysis of a gravitationally-induced, steady-state nonequilibrium. *Physica Scripta*, Vol. 65, 430-437.

[54] Sheehan, D.P., Wright, J.H., Putnam, A.R. (2002). A solid-state Maxwell demon. *Foundations of Physics*, Vol. 32, 1557-1595.

[55] Sheehan, D.P., Wright, J.H., Putnam, A.R., Pertuu, A.K. (2005). Intrinsically-biased, resonant NEMS-MEMS oscillator and the second law of thermodynamics. *Physica E*, Vol. 29, 87-99.

[56] Sheehan, D.P., Gross, D.H.E. (2006). Extensivity and the thermodynamic limit: Why size really does matter *Physica A*, Vol. 370, 461-482.

[57] Čapek, V. (1997a). Isothermal Maxwell daemon and active binding pairs of particles. *Journal of Physics A: Mathematical and General*, Vol. 30, 5245-5258.

[58] Čapek, V. (1997b). Isothermal Maxwell daemon. *Czechoslovak Journal of Physics*, Vol. 47, 845-849.

[59] Čapek, V. (1998). Isothermal Maxwell daemon: Swing (fish-trap) model for particle pumping. *Czechoslovak Journal of Physics*, Vol. 48, 879-901.

[60] Čapek, V., Bok, J. (1998). Isothermal Maxwell daemon: Numerical results in a simplified model. *Journal of Physics A: Mathematical and General*, Vol. 31, 8745-8756.

[61] Čapek, V., Mančal, T. (1999). Isothermal Maxwell daemon as a molecular rectifier. *Europhysics Letters*, Vol. 48, 365-371.

[62] Čapek, V., Bok, J. (1999). A thought construction of working perpetuum mobile of the second kind. *Czechoslovak Journal of Physics*, Vol. 49, 1645-1652.

[63] Čapek, V., Tributsch, H. J. (1999). Particle (electron, proton) transfer and self-organization in active thermodynamic reservoirs. *Journal of Physical Chemistry B*, Vol. 103, 3711-3719.

[64] Čapek, V., Fregé, O. (2000). Dynamical trapping of particles as a challenge to statistical thermodynamics. *Czechoslovak Journal of Physics*, Vol. 50, 405-423.

[65] Čapek, V., Bok, J. (2001). Violation of the second law of thermodynamics in the quantum microworld. *Physica A*, Vol. 290, 379-401.
[66] Čapek, V. (2001). Twilight of a dogma of statistical thermodynamics. *Molecular Crystals and Liquid Crystals*, Vol. 335, 13-24.

[67] Čapek, V., Bok, J. (2002). A model of spontaneous generation of population inversion in open quantum systems. *Chemical Physics*, Vol. 277, 131-143.

[68] Čapek, V., Mančal, T. (2002). Phonon mode cooperating with particle serving as Maxwell gate and rectifier. *Journal of Physics A: Mathematical and General*, Vol. 35, 2111-2130.

[69] Čapek, V., Sheehan, D. P. (2002). Quantum mechanical model of a plasma system: A challenge to the second law of thermodynamics. *Physica A*, Vol. 304, 461-479.

[70] Čapek, V. (2002). Zeroth and second law of thermodynamics simultaneously questioned in the quantum world. *European Physical Journal B*, Vol. 25, 101-113.

[71] Čapek, V. (2003). Dimer as challenge to the second law. *European Physical Journal B*, Vol. 34, 219-223.

[72] Bok, J., Čapek, V. (2004). Langevin approach to the Porto system. *Entropy*, Vol. 6, 5767.

[73] Allahverdyan, A. E., Nieuwenhuizen, Th. M. (2000). Extraction of work from a single thermal bath in the quantum regime. *Physical Review Letters*, Vol. 85, 1799-1802.

[74] Allahverdyan, A. E., Nieuwenhuizen, Th. M. (2001). Breakdown of the Landauer bound for information erasure in the quantum regime. *Physical Review E*, 64, 056117.

[75] Nieuwenhuizen, Th. M., Allahverdyan, A. E. (2002). Statistical thermodynamics of quantum Brownian motion: Construction of perpetuum mobile of the second kind. *Physical Review E*, Vol. 66, 036102.

[76] Allahverdyan, A. E., Nieuwenhuizen, Th. M. (2003). Testing the violation of the Clausius inequality in nanoscale electric circuits. *Physical Review B*, Vol. 66, 115-309.

[77] Allahverdyan, A. E., Nieuwenhuizen, Th. M. (2004). Bath-generated work extraction and inversion-free gain in two-level systems. *Journal of Physics A: Mathematical and General*, Vol. 36, 875-882.

[78] Keefe, P. (2003). Coherent magneto-caloric effect superconductive heat engine process cycle. *Journal of Modern Optics*, Vol. 50, 2443-2454.

[79] Keefe, P. (2004). Second law violation by magneto-caloric effect adiabatic phase transition of type I superconductor particles. *Entropy*, Vol. 6, 116-127.

[80] Keefe, P. (2005). Quantum limit to the second law by magneto-caloric effect, adiabatic phase transition of mesoscopic-size type I superconductor particles. *Physica E*, Vol. 29, 104-110.
[81] Nikulov, A. V., Zhilyaev, I. N. (1998). The Little-Parkes effect in an inhomogeneous superconducting ring. *Journal of Low Temperature Physics*, Vol. 112, 227-236.

[82] Nikulov, A. V. (2001). Quantum force in a superconductor. *Physical Review B*, Vol. 64, 012505.

[83] Berger, J. (2005). The Chernogolovka experiment. *Physica E*, Vol. 29, 100-103.

[84] Berger, J. (2007). A nonconventional scenario for thermal equilibrium. *Foundations of Physics*, Vol. 37, 1738-1743.

[85] Motz, H. (1983). The Doppler demon exorcised. *American Journal of Physics*, Vol. 51, 71-72.

[86] Chardin, G. (1984). No free lunch for the Doppler demon. *American Journal of Physics*, Vol. 52, 252-253.

[87] Wheeler, J.C. (2004). Resolution of a Classical Gravitational Second-Law Paradox. *Foundations of Physics*, Vol. 34, No. 7, 1029-1062.

[88] Sheehan, D.P. (2008). Energy, Entropy and the Environment (How to Increase the First by Decreasing the Second to Save the Third). *Journal of Scientific Exploration*, Vol. 22, No. 4, 459-480.

[89] D’Abramo, G. (2012). A note on Solid-State Maxwell Demon. *Foundations of Physics*, Vol. 42, No. 3, 369-376.

[90] Sheehan, D.P. and Wright, J.H. (2011). Experimental Measurements of Electric Fields in Diodic Air Gaps: Toward a Second Law Challenge, *AIP Conf. Proc.* 1411, 147, DOI:10.1063/1.3665236

[91] Maxwell, J.C. (1871) *Theory of Heat*. Longmans, Green, and Co., London.