Constrained non-crossing Brownian motions, fermions and the Ferrari-Spohn distribution
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A conditioned stochastic process can display a very different behavior from the unconditioned process. In particular, a conditioned process can exhibit non-Gaussian fluctuations even if the unconditioned process is Gaussian. In this work, we revisit the Ferrari-Spohn model of a Brownian bridge conditioned to avoid a moving wall, which pushes the system into a large-deviation regime. We extend this model to an arbitrary number $N$ of non-crossing Brownian bridges. We obtain the joint distribution of the distances of the Brownian particles from the wall at an intermediate time in the form of the determinant of an $N \times N$ matrix whose entries are given in terms of the Airy function. We show that this distribution coincides with that of the positions of $N$ spinless noninteracting fermions trapped by a linear potential with a hard wall. We then explore the $N \gg 1$ behavior of the system. For simplicity we focus on the case where the wall’s position is given by a semicircle as a function of time, but we expect our results to be valid for any concave wall function.
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I. INTRODUCTION

An important class of models in probability theory and statistical mechanics is random processes, conditioned on non-absorption by moving walls. When this conditioning “pushes” the random process into a large-deviation regime, it can lead to rich and interesting behavior; in particular, to non-Gaussian fluctuations, even if the unconditioned process is Gaussian. Ferrari and Spohn [1] considered a Brownian bridge $A(\tau)$ conditioned to stay away from a wall $g(\tau)$. They found that typical fluctuations of the distance between the Brownian particle and the wall at the mid-time of the Brownian bridge are described by a universal distribution which is given in terms of the square of the Airy function$^1$. This distribution has by now been encountered in several other settings: in [4] for a Brownian excursion conditioned so that the area under it is very small, and also in several models for Brownian motion in 2 spatial dimensions conditioned on non-absorption by a stationary wall and pushed into a large-deviation regime through further constraints [5–7]. Brownian excursions, conditioned to stay away from a moving wall, have attracted attention in the mathematical literature too, with many extensions and generalizations [8–11].

It is natural to consider the extension of models such as those that are described above to an arbitrary number $N$ of (possibly interacting) Brownian particles. Indeed, in [12], the problem of non-crossing Brownian motions under a square root barrier $h(t) = W\sqrt{t}$ was studied. It was shown that this problem has deep links with a system of $N$ noninteracting fermions in a harmonic potential with a hard-wall placed at $W$ such that the particles are confined under the wall. The probability for $N$ independent Brownian motions to have not crossed each other or the square root barrier until time $t$ was shown to decay asymptotically as $t^{-\beta(N,W)}$ where $\beta(N,W)$ is the ground state energy of the $N$-fermion system. The joint distribution of the positions of the surviving particles under the barrier was also found explicitly in terms of the quantum propagator of the fermion system. The results from Ref. [12] are a key ingredient for the computation of the present work, see below. In the presence a fixed barrier, the problem of non-crossing Brownian motions described above was studied and linked to fermion systems in [13–15]. Further studies have focused on the extreme value statistics of non-intersecting Brownian paths and bridges [16–22].

In this work, we generalize the Ferrari-Spohn model [1] to $N$ Brownian bridges conditioned not to cross each other, and to avoid a moving wall, see Fig. 1. The main result of this paper is an expression for the joint distribution of

\footnote{Large deviations in the Ferrari-Spohn (FS) model and in its extensions were studied in [2, 3].}
their positions at the mid-time, in the form of a determinant of an $N \times N$ matrix whose entries are given in terms of the Airy function, see Eq. (21) below. This joint distribution constitutes a determinantal point process, see Eq. (23), with a kernel given in Eq. (24). Furthermore, we find that this distribution coincides with the joint distribution of the positions of $N$ fermions in the presence of a linear potential and a hard wall. Finally, we explore some of the features that emerge in the large-$N$ limit, such as the average spatial density of particles and their correlations, and the distributions of the positions of the top and bottom particles.

The structure of the paper is as follows. In section II we give the precise definition of the problem that we solve, and give the main results and the main idea behind their derivation. The details of these derivations, including the mapping to the system of non-crossing Brownian particles under a square root barrier, as well as a more careful treatment of the boundary conditions in the definition of the problem, are given in section III. In section IV we obtain the expression for the joint distribution of the positions, show the mapping to the fermion system, and then explore the large-$N$ behavior. We conclude and discuss our results in section V.

II. PRESENTATION OF THE MAPPING AND RESULTS

A. Definition of the problem

Let $\vec{\tilde{A}} = (A_k)_{1 \leq k \leq N}$ be a collection of $N$ Brownian motions defined on the time interval $[0,T]$, started from 0 at time $\tau = 0$. We consider standard Brownian motions, i.e. such that $\mathbb{E}\left[(A_k(\tau_1) - A_k(\tau_2))^2\right] = \tau_1 - \tau_2$ (for $\tau_1 \geq \tau_2$ and for all $k$), where $\mathbb{E}(...)$ denotes the expectation value. This amounts to setting the diffusion coefficient $D = \frac{1}{2}$.

In the spirit of [1], we condition $\vec{\tilde{A}}$ on three events:

- First, $A_k(T) = 0$ for all $k$, such that all paths end back at the origin at time $T$;
- Second, $\forall \tau \in [0, T], \ g(\tau) < A_k(\tau)$ for all $k$, such that all paths remain above the semicircle boundary $g$ on $[0, T]$, where $W > 0$ is fixed and:
  \begin{equation}
  g(\tau) = W \sqrt{\frac{\tau}{T}} (T - \tau).
  \end{equation}
- Third, $\forall \tau \in [0, T], \ A_k(\tau) < A_{k+1}(\tau)$ for all $k \leq N - 1$, such that all paths remain non-intersecting and ordered on $[0, T]$.

The particular case $N = 1$ thus corresponds to the Ferrari-spohn model [1]. See Fig. 1 for an illustration of the model for $N = 7$ particles.

![FIG. 1. Illustration of a 7-particle realization of our model of $N$ non-intersecting Brownian bridges conditioned to stay above a moving wall. The dots indicate the positions of the particles at the observation time $\tau = T/2$.](image)

We are interested in the probability density $R(\vec{x}, W)$ for the paths $A_1, \ldots, A_N$ to be found at respective distances $x_1, \ldots, x_N$ from the barrier at mid-time $T/2$, such that for all $k$:

\begin{equation}
A_k\left(\frac{T}{2}\right) = g\left(\frac{T}{2}\right) + x_k.
\end{equation}
For ease of notation, let us introduce some conventions. We denote by $B_{a,b}^A$ the event that all paths remain over the barrier between times $a$ and $b$, that is $\{\forall \tau \in [a, b], \forall k \in \{1, \ldots, N\}, g(\tau) < A_k(\tau)\}$. Similarly, we denote by $NC_{a,b}^A$ the event that the paths remain non-crossing between times $a$ and $b$, $\{\forall \tau \in [a, b], \forall k \in \{1, \ldots, N-1\}, A_k(\tau) < A_{k+1}(\tau)\}$. Finally, we denote by $M^A(\vec{x})$ the event that all paths $A_k$ are respectively found at the distances $x_k$ from the barrier at mid-time, $\{\forall k \in \{1, \ldots, N\}, A_k(\frac{T}{2}) = g(\frac{T}{2}) + x_k\}$. Let us sum up these notations:

$$
\begin{align*}
B_{a,b}^A &= \{\forall \tau \in [a, b], \forall k \in \{1, \ldots, N\}, g(\tau) < A_k(\tau)\}, \\
NC_{a,b}^A &= \{\forall \tau \in [a, b], \forall k \in \{1, \ldots, N-1\}, A_k(\tau) < A_{k+1}(\tau)\}, \\
M^A(\vec{x}) &= \{\forall k \in \{1, \ldots, N\}, A_k(\frac{T}{2}) = g(\frac{T}{2}) + x_k\}.
\end{align*}
$$

With these notations, $R(\vec{x}, W)$ can be written simply as the following conditional probability density, where we recall that the law of $\vec{A}$ is that of an $N$-dimensional Brownian motion process:

$$
R(\vec{x}, W) = P \left( M^A(\vec{x}) \mid \vec{A}(0) = \vec{A}(T) = \vec{0}, B_{[0,T]}^A, NC_{[0,T]}^A \right).
$$

In order to avoid a singularity in the initial and final conditions, we consider henceforth a situation where the processes start at a small non-zero initial time $0^+$ and end at time $T^-$ slightly smaller than $T$, and are found at these times in a position vector $\vec{0}^+$ that ensures the non-crossing conditions at the boundaries. The initial condition will also be denoted $\vec{A}(0^+) \approx \vec{0}$ when useful. As we show in full detail in Section III, the conditional probability $R(\vec{x}, W)$ has a well-defined limit. A similar regularization of initial and final conditions is usually performed whenever considering Brownian excursions, as well as in the original Ferrari-Spohn model.

### B. Mapping presentations

With the notations introduced in the last paragraph, we are looking to calculate the conditional probability:

$$
R(\vec{x}, W) = P \left( M^A(\vec{x}) \mid \vec{A}(0^+) = \vec{A}(T^-) = \vec{0}^+, B_{[0^+, T^-]}^A, NC_{[0^+, T^-]}^A \right).
$$

The crux of our solution is to transform this problem into one concerning a collection of non-crossing Brownian motions over a barrier with a square root profile, such that results from [12] apply directly. In order to do this, a classical mapping between Brownian motions with a square root barrier and Brownian bridges with a semicircle barrier is employed. In this section we present a bird’s eye view of the derivation, with the details given in the next section.

Before we introduce this mapping, let us slightly reshape the problem. It is showed in full detail in the next section that $R(\vec{x}, W)$ can be written as follows:

$$
R(\vec{x}, W) = \frac{P \left( M^A(\vec{x}), B_{[0^+, \frac{T}{2}]}^A, NC_{[0^+, \frac{T}{2}]}^A \mid \vec{A}(0^+) \approx \vec{A}(T) = \vec{0} \right)^2 \cdot P \left( \vec{A}(T) = \vec{0} \mid \vec{A}(0^+) = \vec{0}^+ \right)^2}{P \left( \vec{A}(T^-) = \vec{0}^+, B_{[0^+, T^-]}^A, NC_{[0^+, T^-]}^A \mid \vec{A}(0^+) = \vec{0}^+ \right) \cdot P \left( \vec{A}(T) = \vec{0} \mid M^A(\vec{x}) \right)^2}.
$$

The term which appears in the numerator of the left fraction,

$$
Q(\vec{x}, W) = P \left( M^A(\vec{x}), B_{[0^+, \frac{T}{2}]}^A, NC_{[0^+, \frac{T}{2}]}^A \mid \vec{A}(0^+) \approx \vec{A}(T) = \vec{0} \right),
$$

is a probability involving $N$ Brownian bridges: the $N$ particles are started from $0$ and are conditioned to end back at $0$ at $\tau = T$. More precisely, this term is the probability for the $N$ Brownian bridges to be found at positions given by $M(\vec{x})$ at $\tau = \frac{T}{2}$ and to stay above the semicircle barrier while remaining non-crossing on $[0^+, \frac{T}{2}]$.

We now introduce the mapping that transforms this probability into one concerning Brownian motions over a square root barrier. This mapping was used in section V of [12] in a different setting. The following change of variables maps a Brownian bridge $A(\tau)$ defined for $\tau \in [0, T]$ and conditioned to end back at $0$ at $\tau = T$, to a standard Brownian motion $B(t)$ with a time variable $t = \frac{T \tau}{T - \tau} \in [0, \infty[$ [23]:

$$
A(\tau) \xrightarrow{\tau \to t = \frac{T \tau}{T - \tau}} B(t) = \frac{T + t}{T} \cdot A \left( \frac{T t}{T + t} \right).$$

(10)
The semicircle barrier $g(\tau)$ is mapped under this transformation to the square root barrier $h(t)$:

$$g(\tau) = W \sqrt{\frac{T}{T} (T - \tau)} \quad \longrightarrow \quad h(t) = W \sqrt{t}. \quad (11)$$

The inverse mapping is given by:

$$B(t) \quad \frac{\tau}{T} \longrightarrow A(\tau) = \frac{T - \tau}{T} B \left( \frac{T \tau}{T - \tau} \right). \quad (12)$$

We are particularly interested in the mid-time $\tau = \frac{T}{2}$, where the following relations hold:

$$\tau = \frac{T}{2} \quad \Longrightarrow \quad \begin{cases} t = T, \\ A(\frac{T}{2}) = \frac{1}{2} B(T), \\ g(\frac{T}{2}) = \frac{1}{2} h(T) = W \sqrt{\frac{T}{2}}. \end{cases} \quad (13)$$

The mapping is illustrated in Fig. 2 for $N = 7$ particles.

Applying this mapping to each of the $N$ paths $A_k(\tau) \rightarrow B_k(t)$ and to the barrier $g(\tau) \rightarrow h(t)$, we note that the mapping conserves the non-crossing property of the $N$-particle path, between particles and with the barrier. We thus have the following equivalences:

$$B^A_{[0^+,T]} \iff B^B_{[0^+,T]} = \{ \forall t \in [0^+,T], \forall k \leq N, \, h(t) < B_k(t) \}, \quad (14)$$

$$NC^A_{[0^+,T]} \iff NC^B_{[0^+,T]} = \{ \forall t \in [0^+,T], \forall k \leq N - 1, \, B_k(\tau) < B_{k+1}(\tau) \}. \quad (15)$$

Here we have introduced events $B^B_{[a,b]}$ and $NC^B_{[a,b]}$ for the set of Brownian motion $B$ processes, defined in an analogous fashion as the previously defined $B^A_{[a,b]}$ and $NC^A_{[a,b]}$ involving Brownian bridge $A$ processes. Similarly, we denote by $M^B(\vec{x})$ the event that at $t = T$, corresponding to $\tau = \frac{T}{2}$, the $B_k$ processes are found at respective distances $x_k$ from the square root barrier $h$. From the mid-time relations (13), we have:

$$M^A(\vec{x}) \iff M^B(2\vec{x}) = \{ \forall k \in \{1, \ldots, N\}, \, B_k(T) = h(T) + 2x_k \}. \quad (16)$$

We can thus directly write the probability of interest (9) involving Brownian bridges in terms of a probability involving Brownian motions, with a Jacobian factor $2^N$ from (13):

$$Q(\vec{x},W) = P \left( M^A(\vec{x}), B^A_{[0^+,T]}, NC^A_{[0^+,T]} \mid \bar{A}(0^+) \approx \bar{A}(T) = 0 \right) = 2^N P \left( M^B(2\vec{x}), B^B_{[0^+,T]}, NC^B_{[0^+,T]} \mid \bar{B}(0^+) = 0^+ \right). \quad (17)$$

The interest of this effort is that the problem has been transformed to the computation of the probability that $N$ independent Brownian motions do not cross each other and stay above the square root barrier $h(t)$ until time $t = T$, and that they are found at a set of given positions at time $T$. This is exactly what was computed in [12], by using the quantum generator of a system of $N$ noninteracting spinless fermions in a quadratic potential with a hard-wall located at $W$, the barrier parameter. Denoting by $X_1, \ldots, X_N$ the fermions’ positions, the total Hamiltonian $H$ of this system of independent fermions is the sum of the 1-particle Hamiltonians $\hat{H}^{(k)}$, obtained through $X \rightarrow X_k$ from the generic 1-particle Hamiltonian $\hat{H}$:

$$\hat{H} = \sum_{k=1}^N \hat{H}^{(k)}, \quad \hat{H}^{(k)} = \left\{ \begin{array}{ll} -\frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{1}{8} x^2 - \frac{1}{4} & X > W; \\ -\infty & X \leq W; \end{array} \right. \quad (18)$$

We denote by $(\psi_i)_{i \geq 0}$ the sequence of 1-particle eigenfunctions of $\hat{H}$, and $(E_i)_{i \geq 0}$ the corresponding sequence of eigenvalues. The dependence of both sequences on $W$ is not made explicit for ease of notation. We give the expression of $\psi_i$, constrained to vanish at $X = W$ and $X \rightarrow \infty$, in terms of the parabolic cylinder function $D_p(z)$, see [12]:

$$\psi_i(X) = C_i \, D_{2E_i}(X) \quad (19)$$

where the corresponding eigenvalue $E_i$ is constrained to be the $i + 1$-th root in increasing order of the eigenvalue equation $D_{2E_i}(W) = 0$, and $C_i$ is a normalization constant. The $N$-particle eigenfunctions of $\hat{H}$ are obtained as Slater determinants of $\psi$ functions and are indexed by $\vec{k} \in \Omega_N$ where $\Omega_N = \left\{ \vec{k} \in \mathbb{N}^N \text{ such that } k_1 < k_2 < \cdots < k_N \right\}$. The corresponding $N$-particle eigenvalues are $E_{\vec{k}}(N,W) = \sum_{i=1}^N E_{k_i}$. 

The results from [12] allow to express $Q(\bar{x}, W)$ exactly in terms of $\psi$ functions and corresponding eigenvalues, in a way that depends on initial conditions and is left to the next section, see Eq. (38). We will focus on the large $W$ limit where $\psi_k$ becomes:

$$\psi_k(X) \simeq D_{k,W} \text{Ai} \left( \alpha_{k+1} + \left( \frac{W}{2} \right)^{1/3} (X - W) \right)$$

(20)

where $(\alpha_k)_{k \geq 1}$ is the sequence of zeros of the Airy function $\text{Ai}(x)$, e.g. $\alpha_1 = -2.33811$, and $D_{k,W}$ is a constant that is calculated below, and ensures the normalization $\int_{W}^{\infty} |\psi_k(X)|^2 dX = 1$.

The three other terms in (8) are easily dealt with: $P \left( \bar{A}(T) = \bar{0} \ | \ \bar{A}(0^+) = \bar{0}^+ \right)$ and $P \left( \bar{A}(T) = \bar{0} \ | \ M^A(\bar{x}) \right)$ are Brownian transition probabilities and $P \left( \bar{A}(T^-) = \bar{0}^+, B_{[0^+, -T]}^A, NC_{[0^+, -T]}^A \ | \ \bar{A}(0^+) = \bar{0}^+ \right)$ is a constant with respect to the $x$ variables and therefore contributes only to the overall normalization factor.

C. Results

The computation described in the previous subsection yields the desired distribution $R(\bar{x}, W)$, in the large $W$ limit, as the squared determinant of a matrix whose entries are given in terms of the Airy function:

$$R(\bar{x}, W) = \frac{(4W)^N}{T^{2N}} \prod_{k=1}^{N} \text{Ai}^2(\alpha_k)^2 \left[ \det_{1 \leq i,j \leq N} \text{Ai} \left( \alpha_j + \frac{(4W)^{1/3}}{\sqrt{T}} x_j \right) \right]^2.$$  

(21)

In the particular case $N = 1$ this becomes simply the Ferrari-Spohn distribution [1, 5]

$$\rho(x) = \frac{(4W)^{1/3}}{\sqrt{T} \text{Ai}^2(\alpha_1)^2} \text{Ai} \left( \alpha_1 + \frac{(4W)^{1/3}}{\sqrt{T}} x \right).$$

(22)

The coefficient $\ell = (4W)^{1/3}/\sqrt{T}$ in front of $x$ in the Airy function agrees with equation (15) of [5]. Indeed, this distribution is encountered under fairly general assumptions, where the coefficient is in general given by $\ell = \left( \frac{-\bar{x}''(\tau_{\text{obs}})}{2D^2} \right)^{1/3}$ (and with a corresponding normalization) [5]. The particular case considered here corresponds to the semicircle boundary (1), the diffusion coefficient $D = 1/2$, and the observation time $\tau_{\text{obs}} = T/2$.

The distribution (21) can be written as a single determinant

$$R(\bar{x}, W) = N! \det_{1 \leq i,j \leq N} K_N(x_i, x_j)$$

(23)

with the kernel

$$K_N(x, x') = \sum_{k=1}^{N} \phi_k(x) \phi_k(x')$$

(24)

and where the functions $\phi_k$ are defined, for $k \geq 1$, as

$$\phi_k(x) = \frac{(4W)^{1/6}}{T^{1/4} |\text{Ai}'(\alpha_k)|} \text{Ai} \left( \alpha_k + \frac{(4W)^{1/3}}{\sqrt{T}} x \right), \quad k = 1, 2, \ldots.$$  

(25)

These expressions of $R(\bar{x}, W)$ are obtained below with all details, in particular regarding the boundary conditions and their limit. The determinantal structure of the distribution is exploited in section IV to explore the large-$N$ behavior.

III. DETAILED DERIVATION

In this section, we detail the procedures and computations that were briefly brushed in the previous section. We begin by regularizing the initial and final conditions, in order to avoid the problem that the conditioning event
By Markov’s property, the numerator can be cut in two terms corresponding to \( \tau \). We stress that, for ease of notation, we do not write explicitly the dependence of \( \vec{A} \) on the final position, and more specifically to impose that \( \vec{A}(\tau_0) = s \). This is not problematic at this point of the computation, because the non-crossing events will now only concern the \( \tau \in [\tau_0, T] \) time window, such that the particles can be harmlessly supposed to all end at 0 at \( \tau = T \). We then write the following relations on the numerator term:

\[
P\left( M^A(\vec{x}), B^A_{[\tau_0,T]}, N^A_{[\tau_0,T]} \mid \vec{A}(\tau_0) = s \right) P\left( \vec{A}(T) = 0 \mid M^A(\vec{x}) \right) = P\left( M^A(\vec{x}), B^A_{[\tau_0,T]}, N^A_{[\tau_0,T]} \mid \vec{A}(\tau_0) = s, \vec{A}(T) = 0 \right) P\left( \vec{A}(T) = 0 \mid \vec{A}(\tau_0) = s \right).
\]

Injecting this relation in (29) yields the desired Eq. (8), rewritten here with our regularized initial and final conditions:

\[
R(\vec{x}, W) = \frac{P\left( M^A(\vec{x}), B^A_{[\tau_0,T]}, N^A_{[\tau_0,T]} \mid \vec{A}(\tau_0) = s, \vec{A}(T) = 0 \right)^2 P\left( \vec{A}(T) = 0 \mid \vec{A}(\tau_0) = s \right)}{P\left( \vec{A}(T) = s, B^A_{[\tau_0,T]}, N^A_{[\tau_0,T]} \mid \vec{A}(\tau_0) = s \right)^2} \frac{P\left( \vec{A}(T) = 0 \mid \vec{A}(\tau_0) = s \right)}{P\left( \vec{A}(T) = 0 \mid M^A(\vec{x}) \right)^2}.
\]

The term in the denominator of the right fraction is simply given by the propagator of the diffusion equation:

\[
P\left( \vec{A}(T) = 0 \mid M^A(\vec{x}) \right) = \frac{1}{(\pi T)^{N/2}} e^{-\frac{1}{2} \sum_{k=1}^{N} \left( \frac{\vec{x}_k}{T} \right)^2}.
\]
As explained in section II, the interest of this calculation is to introduce a probability concerning \( N \) Brownian bridges, i.e., Brownian motions conditioned on the event \( \tilde{A}(T) = \tilde{0} \). More specifically, the term we obtain is the probability density that the particles are found at positions \( g(T/2) + \tilde{x} \) at the middle-time \( T/2 \), and that they stay non-crossing and above the semicircle barrier on \([\tau_0, T]\). As in (9), we denote it \( Q(\tilde{x}, W) \):

\[
Q(\tilde{x}, W) = P \left( M^A(\tilde{x}), B^A_{[\tau_0, T/2]}, NC^A_{[\tau_0, T]} \mid \tilde{A}(\tau_0) = \tilde{s}, \tilde{A}(T) = \tilde{0} \right). \tag{33}
\]

In the same fashion as \( R(\tilde{x}, W) \), we suppress the dependence of \( Q(\tilde{x}, W) \) on the initial condition. We note that \( R(\tilde{x}, W) \) is then, by injecting here \( g(T/2) = W\sqrt{T/2} \), and by using Eqs. (32) and (33) in (31),

\[
R(\tilde{x}, W) = Q(\tilde{x}, W)^2 e^{\frac{1}{2} \sum_{k=1}^N \left( \frac{\omega^2 T + x_k - s_k}{2} \right)^2} \frac{(\pi T)^N P \left( \tilde{A}(T) = \tilde{0} \mid \tilde{A}(\tau_0) = \tilde{s} \right)^2}{P \left( \tilde{A}(T') = \tilde{s}, B^A_{[\tau_0, T]}, NC^A_{[\tau_0, T]} \mid \tilde{A}(\tau_0) = \tilde{s} \right)}. \tag{34}
\]

### B. Mapping to Brownian motions over a square root barrier

The key step that we now take is to transform the problem concerning Brownian bridges over a semicircle boundary to a problem concerning Brownian motions over a square root boundary. For the convenience of the reader, we write again the change of variables, given in Eqs. (10) and (11), that maps a Brownian bridge \( A(\tau) \) defined for \( \tau \in [0, T] \) (and conditioned to end back at 0 at \( \tau = T \)), to a standard Brownian motion \( B(t) \) with a time variable \( t = \frac{T^2}{\tau_T} \in [0, \infty[ \) [23]:

\[
A(\tau) \rightarrow B(t) = \frac{T + t}{T} A \left( \frac{Tt}{T+t} \right), \quad g(\tau) = W\sqrt{\frac{\tau}{T}}(T - \tau) \rightarrow h(t) = W\sqrt{t}. \tag{35}
\]

We are particularly interested in the mid-time \( \tau = T/2 \), where the relations (13) hold. Under this mapping, the initial condition \( \tilde{A}(\tau_0) = \tilde{s} \) is mapped to

\[
\tilde{B}(t_0) = \frac{T}{T - \tau_0} \tilde{s} \quad \text{where} \quad t_0 = \frac{T\tau_0}{T - \tau_0}. \tag{36}
\]

From the equivalences \( B^A_{[\tau_0, T/2]} \Leftrightarrow B^B_{[t_0, T]}, NC^A_{[\tau_0, T/2]} \Leftrightarrow NC^B_{[t_0, T]} \) and \( M^A(\tilde{x}) \Leftrightarrow M^B(2\tilde{x}) \) detailed in the previous section, we can then write Eq. (17) given here with the regularized initial condition:

\[
Q(\tilde{x}, W) = 2^N P \left( M^B(2\tilde{x}), B^B_{[t_0, T]}, NC^B_{[t_0, T]} \mid \tilde{B}(t_0) = \frac{T}{T - \tau_0} \tilde{s} \right). \tag{37}
\]

![FIG. 2. Illustration of the mapping from (left) 7 non-crossing Brownian bridges conditioned to stay over a semicircle barrier on \([\tau_0, T]\) to (right) 7 non-crossing Brownian motions conditioned to stay over a square root barrier on \([t_0, T]\), see Eqs. (10) and (11). Note that the right figure is scaled down by a factor 2 compared to the left figure.](image)
time frame \( t \in [t_0, T] \), with a given initial condition \( \vec{B}(t_0) \), see an illustration of the mapping in Fig. 2. This quantity was computed in [12]. With \( (\psi_i)_{i \geq 0} \) the sequence of 1-particle eigenfunctions of the 1-particle hamiltonian \( \hat{H} \) defined in (18) and \((E_i)_{i \geq 0}\) the corresponding eigenvalues, equation (48) in [12] gives:\[\]
\[
Q(\vec{x}, W) = \frac{2^N}{T^{N/2}} e^{-\frac{1}{2} \sum_{k=1}^{N} \left( (W + 2x_k) - T \tau_0 \right)^2 - \frac{T \tau_0}{\tau_0} S_k^2} \times \sum_{\vec{k} \in \Omega_N} \left[ \det_{1 \leq i, j \leq N} \psi_{k_i} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right] \det_{1 \leq i, j \leq N} \psi^*_{k_i} \left( \sqrt{\frac{T}{(T - \tau_0) \tau_0}} s_j \right) \left( \frac{T - \tau_0}{\tau_0} \right)^{-E_{k}(N,W)},
\]
where \( \Omega_N = \{ \vec{k} \in \mathbb{N}^N \text{ such that } k_1 < k_2 < \cdots < k_N \} \) and \( E_{k}(N,W) = \sum_{i=1}^{N} E_{k_i} \).

C. Initial condition limit \( \{ \tau_0, \vec{s} \} \to \{0, \vec{0}\} \)

In order to recover the results announced in section II for Brownian bridges started and ended at exactly 0, we must take a limit over the initial condition and to push \( \tau_0 \) to 0 and \( \vec{s} \) to \( \vec{0} \). In order for this procedure to make sense, the non-crossing conditions must be respected by the particles \( \vec{A} \) at starting positions \( \vec{s} \) at time \( \tau_0 \):\[g(\tau_0) = W \sqrt{\frac{\tau_0}{T}} (T - \tau_0) < s_1 < \cdots < s_N.\] (39)
We do this by scaling \( \vec{s} \) with \( \tau_0 \) as follows:
\[
\vec{s}(\tau_0) = g(\tau_0) \vec{S} = W \sqrt{\frac{\tau_0}{T}} (T - \tau_0) \vec{S},
\]
where \( \vec{S} \) satisfies \( 1 < S_1 < \cdots < S_N \). We now take the limit \( \tau_0 \to 0 \) with \( \vec{S} \) held constant. This limit procedure is sketched in Fig. 3.

Let us rewrite \( Q(\vec{x}, W) \), by injecting this initial condition scaling (40) into (38):
\[
Q(\vec{x}, W) = \frac{2^N}{T^{N/2}} e^{-\frac{1}{2} \sum_{k=1}^{N} \left( (W + 2x_k) + T \tau_0 \right)^2 - \tau_0^2 W^2 S_k^2} \sum_{\vec{k} \in \Omega_N} \left[ \det_{1 \leq i, j \leq N} \psi_{k_i} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right] \det_{1 \leq i, j \leq N} \psi^*_{k_i} (WS_j) \left( \frac{T - \tau_0}{\tau_0} \right)^{-E_{k}(N,W)}.
\]
Since \( E_{k}(N,W) \geq 0 \), we see that the dominant contribution to the sum when taking the limit \( \tau_0 \to 0 \) is the ground state \( \vec{k}_0 = (0,1,\cdots,N-1) \). The initial condition term in the exponential furthermore vanishes and \( T - \tau_0 \simeq T \), so:
\[
Q(\vec{x}, W) = \frac{2^N}{T^{N/2}} e^{-\frac{1}{2} \sum_{k=1}^{N} \left( (W + 2x_k + T) + T \tau_0 \right)^2} \det_{1 \leq i, j \leq N} \psi_{i-1} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \det_{1 \leq i, j \leq N} \psi^*_{i-1} (WS_j) \left( \frac{T}{\tau_0} \right)^{-E_{\vec{k}_0}(N,W)}.
\]

Note that Ref. [12] uses different notations to this work and in particular that, in equation (48) of [12], \( T \) is not the constant of this work but the transformed time variable \( \ln(t) \). Injecting in this equation the relations (13) and (36) yields (38).
We note that the eigenfunctions $\psi_i$ are defined on $[W, +\infty]$ such that $\det_{1 \leq i,j \leq N} \psi^*_i W S_j$ is a well-defined constant. Injecting this expression for $Q(\vec{x}, W)$ into Eq. (34), we see that the exponential terms cancel exactly such that:

$$R(\vec{x}, W) = \left[ \det_{1 \leq i,j \leq N} \psi_{i-1} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right]^2 \left[ \det_{1 \leq i,j \leq N} \psi^*_i W S_j \right] \left( 4\pi \right)^N P\left( \vec{A}(T) = \vec{0} \mid \vec{A}(\tau_0) = \vec{s} \right)^2 \times \frac{\left( \frac{4\pi}{T} \right)^N |P(\vec{A}(T^f) = \vec{s}, B^A_{T_0,T_f} \mid \vec{A}(\tau_0) = \vec{s})\right)^2}{P(\vec{A}(T^f) = \vec{s}, B^A_{\tau_0,T_f} \mid \vec{A}(\tau_0) = \vec{s})} \left( \frac{\tau_0}{T} \right)^{2E_{k_0}(N,W)}.$$  

We simplify this expression further by expressing the propagator on the numerator in the present limit:

$$P\left( \vec{A}(T) = \vec{0} \mid \vec{A}(\tau_0) = \vec{s} \right) = \frac{1}{\left( 2\pi (T - \tau_0) \right)^{N/2}} e^{-\frac{\pi}{T(T-\tau_0)} \sum_{i=1}^{N} s_i^2} \simeq (2\pi T)^{-N/2}.$$  

We have then an explicit expression for $R(\vec{x}, W)$:

$$R(\vec{x}, W) = \left[ \det_{1 \leq i,j \leq N} \psi_{i-1} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right]^2 \left( \frac{2}{T} \right)^N \left( \frac{2\pi}{T} \right)^{2E_{k_0}(N,W)} \left( \det_{1 \leq i,j \leq N} \psi^*_i W S_j \right)^2.$$  

In the goal to study this quantity as a probability distribution on the $\vec{x}$ variables, let us write the terms that do not depend on $\vec{x}$ as a normalization constant:

$$R(\vec{x}, W) = C_{N,T} \left[ \det_{1 \leq i,j \leq N} \psi_{i-1} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right]^2.$$  

We recall that the eigenfunctions $\psi_i$ are given explicitly in Eq. (19). The normalization constant $C_{N,T}$ is fully determined by the following integral, which is readily computed by Andréief’s integration formula [24, 25] and by the orthonormal properties of the 1-particle eigenfunctions $\psi$:

$$C_{N,T}^{-1} = \int_{0 < x_1 < \cdots < x_N} \left[ \det_{1 \leq i,j \leq N} \psi_{i-1} \left( W + 2 \frac{x_j}{\sqrt{T}} \right) \right]^2 \prod_{k=1}^{N} dx_k = \det_{1 \leq i,j \leq N} \int_{0}^{\infty} \psi_{i-1} \left( W + 2 \frac{x}{\sqrt{T}} \right) \psi_{j-1} \left( W + 2 \frac{x}{\sqrt{T}} \right) dx \frac{\sqrt{T}}{2} = T^{N/2}.$$  

We thus conclude that the limit $\{\tau_0, \vec{s}\} \rightarrow \{0, \vec{0}\}$ can be taken, as we do here, in a way that yields a well-defined distribution on $\vec{x}$. In particular, this last observation shows that there is a finite limit for the quantity on the right-hand side of the following equation:

$$C_{N,T} = \left( \frac{2}{T} \right)^N \left( \frac{2\pi}{T} \right)^{2E_{k_0}(N,W)} \left( \det_{1 \leq i,j \leq N} \psi^*_i W S_j \right)^2 .$$  

The probability term in the denominator is then:

$$P\left( \vec{A}(T^f) = \vec{s}, B^A_{\tau_0,T_f} \mid \vec{A}(\tau_0) = \vec{s} \right) = T^{-\frac{N}{2}} \left( \frac{\tau_0}{T} \right)^{2E_{k_0}(N,W)} \left( \det_{1 \leq i,j \leq N} \psi^*_i W S_j \right)^2 .$$  

In particular we obtain the rate of the decay to zero as $\tau \rightarrow 0$ with fixed $\vec{s}$: the probability to remain non-crossing and above the barrier decays with a factor of $\tau_0^{E_{k_0}(N,W)}$ for each one of the two problematic situations, close to 0 and close to $T$. Furthermore, the influence of the fixed vector $\vec{s}$ is simply that the decay is in each case proportional to $\det_{1 \leq i,j \leq N} \psi^*_i W S_j$, which also appears with a square.
D. Large $W$ limit

As explained in section II, we aim to probe the large $W$ limit where the wall pushes the particles in a large-deviation regime. In this subsection, we obtain the behavior of the eigenfunctions $\psi$ in this regime.

Let us evaluate the potential of Hamiltonian $H$ at $X = W + \Delta X$ in the large $W$ limit. We note that $\Delta X \gg 0$ and $\Delta X = 0$ is the position of the hard-wall, where all eigenfunctions vanish.

$$V(X) = \frac{1}{8}X^2 - \frac{1}{4} = \frac{1}{4}W\Delta X + \frac{1}{8}W^2 + \frac{1}{8}\Delta X^2 - \frac{1}{4}. \quad (50)$$

In the limit of large $W$, we neglect the quadratic term in $\Delta X$ such that the potential is the affine function:

$$V(\Delta X) \approx \frac{1}{4}W\Delta X + \frac{1}{8}W^2 - \frac{1}{4}. \quad (51)$$

Denoting $E_{\text{offset}} = \frac{1}{8}W^2 - \frac{1}{4}$, the eigenfunctions $\hat{\psi}(\Delta X) = \psi(W + \Delta X)$ solve the following Schrödinger equation:

$$\hat{H}\psi = \left(\hat{E} + E_{\text{offset}}\right)\psi \iff \frac{\partial^2}{\partial (\Delta X)^2}\psi - \left(\frac{1}{2}W\Delta X\right)\psi = -2\hat{E}\psi. \quad (52)$$

Introducing a rescaled variable $Y$ such that $\Delta X = (\frac{2}{W})^{1/3}Y + \frac{4W}{\sqrt{W}}$ and $f(Y) = \tilde{\psi}\left(\left(\frac{2}{W}\right)^{1/3}Y + \frac{4W}{\sqrt{W}}\right)$, we obtain the renowned Airy equation:

$$\frac{\partial^2}{\partial Y^2}f - Yf = 0 \quad \text{(53)}$$

with the following boundary condition stemming from the hard-wall condition at $X = W$:

$$f\left(-\left(\frac{2}{W}\right)^{2/3}2\hat{E}\right) = 0. \quad (54)$$

The solution that satisfies the boundary condition $f(Y \to \infty) \to 0$ is the Airy function $f(Y) \propto \text{Ai}(Y)$, and the admissible values for $\hat{E}$ are $\hat{E}_k = -\frac{\alpha_k}{2}\left(W^{2/3}\right)^{2/3} + \frac{1}{8}W^2 - \frac{1}{4}$, with $k = 1, 2, \ldots$. We conclude that the $k$-th eigenfunction $\psi_k$ and its corresponding energy $E_k$ for the Hamiltonian (18) is in the limit of large $W$:

$$\left\{ \begin{array}{l}
\psi_k(X) = D_{k,W}\text{Ai}\left(\alpha_k + \left(\frac{W}{2}\right)^{1/3}(X - W)\right) \\
E_k = -\frac{\alpha_k}{2}\left(W^{2/3}\right)^{2/3} + \frac{1}{8}W^2 - \frac{1}{4}
\end{array} \right. \quad (55)$$

where the normalization constant $D_{k,W}$ is such that $\int_{X}^{\infty}\psi_k^2(X)dX = 1$. Using $\int_{x_k}^{\infty}\text{Ai}(x)dx = \text{Ai}'(\alpha_k)$ one finds

$$D_{k,W} = \left(\frac{W/2}{\text{Ai}'(\alpha_k)}\right)^{3/2}. \quad (56)$$

Let us now find the regime in which the large-$W$ approximations made in this subsection are valid. Neglecting the quadratic term in the potential as we did in Eq. (51) requires $\Delta X \ll W$. On the other hand, the eigenfunctions (55) are spread over a spatial scale $\Delta X \sim W^{-1/3}$. We therefore find that the requirement is simply $W \gg 1$. Recalling that the wall’s position is given by Eq. (1), this requirement simply means that the distance reached by the wall, $g(T/2) \sim W\sqrt{T}$, is much larger than the typical diffusion length $\sim \sqrt{T}$ (we remind the reader that the diffusion constant is $D = 1/2$), so that the wall “pushes” the particles into a large-deviation regime.

In the large $W$ regime, the desired $R(\vec{x}, W)$ distribution yields, by injecting the eigenfunctions (55) in (46):

$$R(\vec{x}, W) = B_{N,T,W} \left[ \det_{1 \leq i,j \leq N} \text{Ai}\left(\alpha_i + \frac{(4W)^{1/3}}{\sqrt{T}}x_j\right) \right]^2, \quad (57)$$

where the constant

$$B_{N,T,W} = C_{N,T}\prod_{k=1}^{N} D_{k,W}^2 = \frac{(4W)^{\frac{2N}{3}}}{T^N} \prod_{k=1}^{N} \text{Ai}'(\alpha_k)^2 \quad (58)$$

effores its desired normalization

$$\int_{0 \leq x_1 \leq \cdots \leq x_N < \infty} R(x_1, \ldots, x_N, W)dx_1 \cdots dx_N = 1. \quad (59)$$

Plugging Eq. (58) into (57), one obtains Eq. (21) from section II.
IV. DETERMINANTAL STRUCTURE AND LARGE-N ASYMPTOTIC BEHAVIOR

A. Determinantal structure

We now exploit a mapping to trapped fermions to obtain the determinantal structure of the density and correlations of the particles' positions. One can interpret the joint probability density function (JPDF) \((57)\) as the exact JPDF of the positions \(\vec{x}\) of \(N\) spinless noninteracting fermions (up to a factor \(N!\) in the normalization of the distribution\(^3\)). Choosing units so that the fermions' masses and \(\hbar\) are equal to unity, these fermions are under the influence of the trapping potential

\[
\hat{V}(x) = \begin{cases} \frac{2W}{T^2}x & x > 0 \\ \infty & x \leq 0 \end{cases}.
\]

Then the normalized single-particle eigenfunctions of the Hamiltonian \(-\frac{1}{2} \frac{d^2}{dx^2} + \hat{V}(x)\) are given in Eq. \((25)\), and one indeed identifies that the determinant that appears in Eq. \((57)\) is a Slater determinant constructed from the lowest-energy eigenfunctions, \(\phi_1(x), \ldots, \phi_N(x)\). Note that the \(\phi\) eigenfunctions are simply obtained from the large-W \(\psi\) functions of the previous section through the change of variables \(X \rightarrow W + \frac{2x}{\sqrt{\hbar}}\). Therefore, following \([26]\), we find that the JPDF \((57)\) can be written as a \textit{single} determinant, see Eq. \((23)\), with the kernel \(K_N(x,x')\) given in Eq. \((24)\).

Importantly the kernel \((24)\) satisfies the “reproducibility” property

\[
\int K_N(x,z) K_N(z,y) dz = K_N(x,y).
\]

It is straightforward to obtain Eq. \((61)\) by using the orthonormalization of the eigenfunctions \(\int \phi_k^*(x) \phi_{k'}(x) = \delta_{k,k'}\). This property implies that the JPDF \((57)\) constitutes a determinantal point processes. Such processes have been studied extensively and many general results have been obtained for them \([27, 28]\). In particular it has been shown that any \(n\)-point correlation function, where \(1 \leq n \leq N\), can be written as an \(n \times n\) determinant of a matrix whose entries are given by the kernel \(K_N\). For the particular case \(n = 1\), one finds that the (average) density of particles is given by \([26]\)

\[
N \rho_N(x) = \left\langle \sum_{i=1}^N \delta(x - x_i) \right\rangle = K_N(x,x),
\]

where here (and below) the averaging is defined is over the JPDF \(R(\vec{x},W)\):

\[
(*) = \int_{0 \leq x_1 \leq \cdots \leq x_N < \infty} (*) R(x_1,\ldots,x_N,W) dx_1 \cdots dx_N.
\]

Note that, in our conventions, the density is normalized to unity (and not to the number of particles) \(\int_0^\infty \rho_N(x) dx = 1\). In Fig. 4 we plot the density \(N \rho_N(x)\) for \(N = 20\) particles. It is worth mentioning that other observables, such as the full counting statistics of the number of particles in a given interval, as well as the distribution of the position of the “top” particle \(x_N\) and of the “bottom” particle \(x_1\), can be extracted from the kernel by calculating Fredholm determinants, see for example Ref. \([26]\) for details.

B. Large-\(N\) limit

In the limit where the number of Brownian bridges is very large, \(N \gg 1\), many of the important observables described above approach universal behaviors which are well known from the theory of noninteracting fermions and/or from random matrix theory (RMT) \([26, 29]\). These behaviors are different in (i) the bulk regime, which describes the range of distances from the wall where most of the particles typically are, (ii) the soft-edge regime, which describes the vicinity of the typical position of the “top” particle \(x_N\), and (iii) the hard-wall edge regime, which describes very short distances from the wall, of the order of the typical position of the “bottom” particle \(x_1\). In this section we briefly describe the universal behavior in each of these three regimes, and we refer the reader to the recent review \([29]\) for further details of the derivations of these results.

\(^3\) The difference between the two distributions is a multiplicative factor \(N!\) that comes from the fact that for fermions, one doesn’t require them to be ordered \(x_1 \leq \cdots \leq x_N\) (as we do require for non-crossing brownian bridges).
FIG. 4. Plot of the rescaled density $N\rho /L$ versus the rescaled distance $\tilde{x} = x/L$ from the wall, where $L = \sqrt{T/(4W)^{1/3}}$, for $N = 20$. The solid blue line is a direct evaluation of $N\rho (x) = K_N (x, x)$ using the expression for the kernel as a sum over eigenfunctions (24). The dot-dashed red line, dashed green line and dotted magenta line are the approximate expressions in the bulk regime (66), near the soft edge (69), and near the wall (74), respectively. The inset is a zoom-in on the region near the wall.

1. Bulk regime

In the bulk regime, the density is well described [26] by the local density approximation (LDA) [30]. This approximation gives $\rho (x) \simeq \rho_{\text{bulk}} (x)$ with

$$N\rho_{\text{bulk}} (x) = \frac{\sqrt{2}}{\pi} \left[ \mu - \tilde{V} (x) \right]_{+}^{1/2} \Theta (x), \quad (z)_{+}^{1/2} \equiv \begin{cases} z^{1/2}, & z > 0 \\ 0, & z < 0 \end{cases},$$

(64)

where $\Theta (x)$ is the Heaviside function, and $\mu$ is the (effective) Fermi energy of the corresponding fermion system, and is related to the total number of particles $N$ via

$$N = \int_{0}^{\infty} N\rho (x) \, dx \simeq \int_{0}^{\infty} dx \frac{\sqrt{2}}{\pi} \left[ \mu - \tilde{V} (x) \right]_{+}^{1/2}.$$

(65)

Plugging our potential (60) into Eq. (65), we obtain $N \simeq \sqrt{2} T^{3/2} \mu^{3/2} / 3\pi W$, or $\mu = (3\pi WN)^{2/3} / 2^{1/3} T$, and then Eq. (64) becomes

$$N\rho_{\text{bulk}} (x) = \frac{\sqrt{2}}{\pi} \left[ \frac{(3\pi WN)^{2/3}}{2^{1/3} T^{1/2}} - \frac{2W}{T^{3/2}} \right]_{+}^{1/2} \Theta (x),$$

(66)

see Fig. 4. In the bulk, the kernel (24) converges to the celebrated sine kernel [26]

$$K_N (x, y) \simeq \frac{\sin [k_F (x) (x - y)]}{\pi (x - y)}$$

(67)

where $k_F (x) = \sqrt{2 \left[ \mu - \tilde{V} (x) \right]} = \pi N\rho_{\text{bulk}} (x)$ is the local Fermi wave vector of the corresponding fermionic system.

2. Soft edge regime

The LDA breaks down near the edge which is defined by $\tilde{V} (x_{\text{edge}}) = \mu$, which here gives

$$x_{\text{edge}} = \frac{(3\pi N)^{2/3}}{2^{4/3} W^{1/3}}.$$

(68)
Near the edge, the density is correctly described by \[26\]
\[N \rho_N(x) \simeq \frac{1}{w_N} F_1 \left( \frac{x - x_{\text{edge}}}{w_N} \right), \quad F_1(z) = [A_i'(z)]^2 - z [A_i(z)]^2 \] (69)
where \( w_N = \left[ 2 \hat{V}'(x_{\text{edge}}) \right]^{-1/3} = T^{1/2}/(4W)^{1/3} \) is the width of the edge regime, see Fig. 4. Furthermore, in the edge regime, the kernel (24) converges to
\[K_N(x, y) \simeq \frac{1}{w_N} K_{\text{Ai}} \left( \frac{x - x_{\text{edge}}}{w_N}, \frac{y - x_{\text{edge}}}{w_N} \right)\] (70)
in terms of the Airy kernel \[26–28\]
\[K_{\text{Ai}}(a, b) = \frac{A_i(a)A_i'(b) - A_i'(a)A_i(b)}{a - b} = \int_0^{+\infty} du A_i(a + u)A_i(b + u).\] (71)
As a result, the fluctuations of the position of the “top” particle (furthest from the wall) behave as \( x_N = x_{\text{edge}} + w_N \chi \) where \( \chi \) converges (in the \( N \gg 1 \) limit) to the celebrated Tracy-Widom Gaussian unitary ensemble (GUE) distribution \[31\].

### 3. Hard-wall edge regime \( x \simeq 0 \)

The LDA also breaks down very close to the wall. Here the kernel (24) converges to
\[K_N(x, y) \simeq k_F K_{\text{Hb}}(k_F x, k_F y)\] (72)
where \( k_F = k_F(0) = \sqrt{2} \mu = (6\pi W N)^{1/3}/\sqrt{T} \) and
\[K_{\text{Hb}}(z, z') = \frac{\sin(z - z')}{\pi(z - z')} - \frac{\sin(z + z')}{\pi(z + z')},\] (73)
is the universal hard-wall kernel \[29, 32–34\]. By taking the limit \( x \to y \), we obtain the density near the wall
\[N \rho_N(x) = K_N(x, x) \simeq k_F F_{\text{Hb}}(k_F x), \quad F_{\text{Hb}}(z) = \frac{1}{\pi} \left[ 1 - \frac{\sin(2z)}{2z} \right],\] (74)
see the inset of Fig. 4. The PDF \( P(x_1) \) of the position of the “bottom particle” \( x_1 \) (the particle closest to the wall), in the typical fluctuation regime, takes the scaling form \( P(x_1) \simeq k_F P_{\text{Hb}}(k_F x_1) \) where \( P_{\text{Hb}}(z) \) is a universal scaling function that can be expressed in terms of a Fredholm determinant that involves the hard-wall kernel (73), see Ref. [33] for details.

### V. CONCLUSION

In this paper, we considered \( N \) non-crossing Brownian bridges conditioned to avoid a wall whose position as a function of time \( g(\tau) \) is given by a semicircle, thereby extending the Ferrari-Spohn model which corresponds to \( N = 1 \). We calculated the joint distribution \( R(\vec{x}, W) \) of the distances between the Brownian particles and the wall at an intermediate time. We achieved this by mapping this problem to that of \( N \) non-crossing Brownian motions under a moving wall whose position is proportional to the square root of time. Focusing on the limit where the wall \( g(\tau) \) pushes the Brownian bridges into a large-deviation regime, we showed that the joint distribution \( R(\vec{x}, W) \) coincides with that of \( N \) noninteracting spinless fermions trapped by a linear potential and a hard wall. We exploited the connection to fermions in order to uncover universal behavior of the density of particles and the density-density correlations that emerge when the number of particles is large, \( N \gg 1 \). In particular, this enabled us to calculate the distributions of the positions of the top and bottom particles, and we found that the former is described by the Tracy-Widom GUE distribution.

Here we considered only the particular case of the semicircle wall (1) with the observation time \( \tau_{\text{obs}} = T/2 \), and we assumed that the diffusion constant was \( D = 1/2 \). However, it is natural to expect our results to hold for any moving wall described by a function \( g(\tau) \) that satisfies \( g(0) = g(T) = 0 \) and \( g''(\tau) < 0 \), for any observation time (and for any
diffusion constant), provided the wall “pushes” the particles into a large-deviation regime. The factor $(4W)^{1/3}/\sqrt{T}$ that appears in our results, e.g., in (21) and (25), should be replaced by $[-g''(\tau_{\text{obs}})/2D^2]^{1/3}$. This general result is known to be correct for $N = 1$ [1].

Our results are valid for typical fluctuations of the distances of the particles from the wall, and it would be interesting to study large deviations as well. This was done for the particular case $N = 1$ in [2] (further large-deviation properties in the Ferrari-Spohn model were studied in [3]). We expect the results of [2] to hold for arbitrary $N$ for large deviations of the position of the top particle, because the effect of the other $N - 1$ particles will be negligible in the leading order, as they will typically stay relatively close to the wall. Finally, the Ferrari-Spohn distribution was encountered in [4] in the context of a single Brownian excursion conditioned to cover a small area $\int x(t) dt$. It is natural to expect our results to be valid for $N$ non-crossing Brownian excursions $x_i(t)$ conditioned on the sum of areas $\sum_{i=1}^{N} \int x_i(t) dt$ being small. Similar models, of non-crossing Brownian particles near a hard wall subject to area tilts, were recently studied in Refs. [9, 11].
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