Bounds on the Feedback Capacity of the \((d, \infty)\)-RLL Input-Constrained Binary Erasure Channel
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Abstract—The paper considers the input-constrained binary erasure channel (BEC) with causal, noiseless feedback. The channel input sequence respects the \((d, \infty)\)-runlength limited (RLL) constraint, i.e., any pair of successive 1s must be separated by at least \(d\) 0s. We derive upper and lower bounds on the feedback capacity of this channel, for all \(d \geq 1\), given by:

\[
\max_{\delta \in [0, \frac{1}{4\pi}]} R(\delta) \leq C_{d, \infty}(\epsilon) \leq \max_{\delta \in [0, \frac{1}{4\pi}]} R(\delta),
\]

where the function \(R(\delta) = \frac{h_d(\delta)}{\delta}\), with \(\epsilon \in [0, 1]\) denoting the channel erasure probability, and \(h_d(\cdot)\) being the binary entropy function. We note that our bounds are tight for the case when \(d = 1\) (see Sabag et al. (2016)), and, in addition, we demonstrate that for the case when \(d = 2\), the feedback capacity is equal to the capacity with non-causal knowledge of erasures, for \(\epsilon \in [0, 1 - \frac{1}{2\log(3\epsilon/2)}]\). For \(d > 1\), our bounds differ from the non-causal capacities (which serve as upper bounds on the feedback capacity) derived in Petel et al. (2019) in only the domains of maximization. The approach in this paper follows Sabag et al. (2017), by deriving single-letter bounds on the feedback capacity, based on output distributions supported on a finite \(Q\)-graph, which is a directed graph with edges labelled by output symbols.

I. INTRODUCTION

Memoryless channels were introduced by Shannon [1] as models for communication links, and have, since then, been the object of much research activity in information theory. The capacity of a memoryless channel has an elegant, single-letter expression, \(C = \sup_{P} I(X; Y)\), and this expression is computable for a wide range of channels (see [2], [3]). Furthermore, it was shown by Shannon [4] that causal, noiseless feedback of the outputs does not increase the capacity of memoryless channels.

The case of discrete channels with memory (or discrete finite-state channels or FSCs) is quite different. For the purposes of this discussion, we restrict our attention to discrete memoryless channels with input constraints, which are specific instances of FSCs, and which find application in magnetic and optical recording systems [5], [6]. Figure 1 shows a generic discrete memoryless channel input constraints, with causal, noiseless feedback present. In this work, we shall focus on the binary erasure channel (or BEC) (shown in Figure 3), the inputs of which are constrained to obey the \((d, \infty)\)-runlength limited (RLL) input constraint[7] which mandates that there needs to be at least \(d\) 0s between any pair of successive 1s. As was shown in the works [7], [8], and [9], the capacities of the \((1, \infty)\)-RLL input-constrained binary erasure and binary symmetric channels are strictly larger than their respective non-feedback capacities, for at least some values of the channel parameters. Hence, Shannon’s argument does not apply to DMCs with constrained inputs, and special tools are required to determine the feedback capacities of such channels.

In the context of the BEC with input constraints, the feedback capacities of the \((1, \infty)\)- and the \((0, k)\)-RLL input constraints (for \(k \geq 1\)) were computed in the works [7] and [10], respectively. Both of these works use the capacity of the BEC with non-causal knowledge of erasures as an upper bound on the feedback capacity, and put down an explicit coding scheme, whose rate is a lower bound on the feedback capacity, and demonstrate that the upper and lower bounds match. Interestingly, this gives rise to the fact that the non-causal capacities of the BEC with the \((1, \infty)\)- and the \((0, k)\)-RLL input constraints are equal to the respective feedback capacities. Moreover, it was shown in [10] that the feedback capacity of the \((2, \infty)\)-RLL input-constrained BEC is less than the corresponding non-causal capacity, when the channel parameter, \(\epsilon\), is equal to 0.5. The proof involved deriving an upper bound on the feedback capacity, and proving that the upper bound is strictly less than the non-causal capacity at \(\epsilon = 0.5\). In this paper, we show that for the \((2, \infty)\)-RLL input-constrained BEC, the feedback capacity is in fact equal to the non-causal capacity for \(\epsilon \in [0, 1 - \frac{1}{2\log(3\epsilon/2)}]\). This result is a by-product of the main theorem in our paper, which presents an analytical lower bound on the feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC, for all \(d\) greater than or equal to 1. For the case when \(d = 1\), our lower bound is tight for all values of \(\epsilon\) [7], and for \(d = 2\), our lower bound is numerically close to an upper bound derived using techniques in [11], for \(\epsilon\) larger than \(1 - \frac{1}{2\log(3/2)}\), too. Our lower bounds are single-parameter optimization problems, and differ from...
the expression for the non-causal capacity (established for the $(d, \infty)$-RLL input-constrained BEC in [10]) in only the domain of maximization.

Our techniques involve the use of the single-letter bounding techniques of Sabag et al. in [12], and we come up with a specific $Q$-graph (or a $Q$-context mapping) and a choice of a specific “BCJR-invariant” input distribution, which gives rise to an achievable rate.

II. Notation and Preliminaries

A. Notation

In what follows, random variables will be denoted by capital letters, and their realizations by lower-case letters, e.g., $X$ and $x$, respectively. Calligraphic letters, e.g., $X$, denote sets. We use the notation $[n]$ to denote the set, $\{1, 2, \ldots, n\}$, of integers, and the notation $[a : b]$, for $a < b$, to denote the set of integers $\{a, a+1, \ldots, b\}$. The notations $X^N$ and $x^N$ denote the random vector $(X_1, \ldots, X_N)$ and the realization $(x_1, \ldots, x_N)$, respectively. We define $e^n_i$ to be the vector $(e_0, e_1, \ldots, e_n)$, of length $n + 1$, with $e_i = 1$, and $e_j = 0$, for $j \neq i$. Further, $P(x)$, $P(y)$ and $P(y|x)$ are used to denote the probabilities $P_X(x)$, $P_Y(y)$ and $P_Y(y|x)$, respectively. As is usual, the notations $H(X)$ and $I(X;Y)$ stand for the entropy of the random variable $X$, and the mutual information between the random variables $X$ and $Y$, respectively, and $h_α(p)$ is the binary entropy function, for $p \in [0, 1]$. Finally, for a real number $α \in [0, 1]$, we define $\bar{α} = 1 - α$. All logarithms are taken to the base 2.

B. Problem Definition

The communication setting of an input-constrained memoryless channel with feedback is shown in Figure 1. A message $M$ is drawn uniformly from the set $\{1, 2, \ldots, 2^{nR}\}$, and is made available to the encoder. The encoder, at time $i$, also has access to noiseless feedback in the form of the outputs, $y_{i-1}$, from the decoder, and produces a binary input symbol $x_i \in \{0, 1\}$, as a function of the specific instance of the message, $m$, and the previous outputs, $y_{i-1}$. The encoder is constrained in that the sequence of input symbols $x_1 x_2 x_3 \ldots$ must satisfy the $(d, \infty)$-RLL input constraint, a deterministic presentation of which is shown in Figure 2. We set the channel state alphabet, $S$, to be $\{0, 1, \ldots, d\}$. Furthermore, the channel is memoryless in the sense that

$$P(y_i|x_i, y_{i-1}) = P(y_i | x_i), \quad \forall i.$$ 

Our focus is on the binary erasure channel, or the BEC, shown in Figure 3. Here, the input alphabet, $X = \{0, 1\}$, while the output alphabet is $Y = \{0, ?, 1\}$, where ? denotes an erasure. Let $ε \in [0, 1]$ be the erasure probability of the channel.

Definition II.1. An $(n, 2^{nR}, (d, \infty))$ feedback code for an input-constrained channel is defined by a set of encoding functions:

$$f_i : \{1, \ldots, 2^{nR}\} \times Y^{i-1} \to X, \quad i \in [n],$$

which satisfy $f_i(m, y^{i-1}) = 0$, if $f_{i-j}(m, y^{i-j-1}) = 1$ (where $x^+$ is equal to max($x, 0$)), for some $j \in [d]$, and for all $(m, y^{i-1})$, and a decoding function:

$$\hat{y} : Y^n \to \{1, \ldots, 2^{nR}\}.$$ 

The average probability of error for a code is defined as $P_e^{(n)} = P(M \neq \hat{Y}(Y^n))$. A rate $R$ is said to be $(d, \infty)$-achievable if there exists a sequence of $(n, 2^{nR}, (d, \infty))$ codes, such that $\lim_{n \to \infty} P_e^{(n)} = 0$. The capacity, $C_{\text{ach}}^{(d, \infty)}(ε)$, is defined to be the supremum over all $(d, \infty)$-achievable rates, and is a function of the erasure probability, $ε$.

C. $Q$-graphs and $(S, Q)$-graphs

We now recall the definitions of the $Q$-graph and the $(S, Q)$-graph introduced in [12].

Definition II.2. A $Q$-graph is a finite irreducible labelled directed graph on a vertex set $Q$, with the property that each $q \in Q$ has at most $|Y|$ outgoing edges, each labelled by a unique $y \in Y$.

Thus, there exists a function $Φ : Q \times Y \to Q$, such that $Φ(q, y) = q' \iff$ there is an edge $q \xrightarrow{y} q'$ in the $Q$-graph. We arbitrarily label one vertex of the $Q$-graph as $q_0$. For any positive integer $n$, there is a one-to-one correspondence between sequences in $(y_1, y_2, \ldots, y_n) \in Y^n$ and directed paths in the $Q$-graph starting from $q_0 : q_0 \xrightarrow{y_1} q_1 \xrightarrow{y_2} \ldots \xrightarrow{y_n} q_n$. Figure 4 depicts an example of a $Q$-graph.

Definition II.3. Given an input-constrained DMC specified by $\{P(y|x)\}$ and the states of the presentation of the input constraint of which obey $s_t = f(s_{t-1}, x_t)$, and a $Q$-graph with vertex set $Q$, the $(S, Q)$-graph is defined to be a directed graph on the vertex set $S \times Q$, with edges $(s, q) \xrightarrow{(x,y)} (s', q')$ if and only if $P(y|x) > 0$, $s' = f(s, x)$, and $q' = Φ(q, y)$.

Now, given an input distribution $\{P(x|s, q)\}$ defined for each $(s, q)$ in the $(S, Q)$-graph, we have a Markov chain on $S \times Q$, where the transition probability associated with any edge $(x, y)$ emanating from $(s, q) \in S \times Q$ is $P(y|x)P(x|s, q)$. Let $\mathcal{G}(\{P(x|s, q)\})$ be the subgraph remaining after discarding edges of zero probability. We then define

$$Ω \triangleq \{P(x|s, q) : \mathcal{G}(\{P(x|s, q)\}) \text{ has a single closed communicating class}\}.$$ 

Given an irreducible $Q$-graph, an input distribution $\{P(x|s, q)\} \in Ω$ is said to be aperiodic, if the corresponding graph, $\mathcal{G}(\{P(x|s, q)\})$, is aperiodic. For such distributions, the Markov chain on $S \times Q$ has a unique stationary distribution $π(s, q)$.

An aperiodic input is said to be BCJR-invariant, if its state probability vector, $π(S = s|Q = q) : s \in S$, satisfies

$$π(S = s^+|Q = Φ(q, y)) = B_{s^+}(\{π(s, q) : s \in S\}, y),$$

for all $s, q \in S \times Q$, and $y \in Y$, where the function $B_s : Δ(Δ(S) – 1) \times Y \to [0, 1]$ is shown in equation (1), with

$$B_s((γ_q(s) : s \in S), y) = \frac{\sum_{x, s} ι\{s^+ = f(x, s)\}γ_q(s)P(x|s, q)P(y|x)}{\sum_{x', s'} γ_q(s')P(x'|s', q)P(y|x')}. \quad (1)$$
Fig. 2: A deterministic presentation of the \((d, \infty)\)-RLL input constraint. The nodes of the presentation represent the channel states and the labels on the edges represent inputs.

\[
\begin{array}{ccccccc}
0 & 0 & 1 & \cdots & 0 & d-1 & 0 \\
\vdots & & & & & & \vdots \\
\end{array}
\]

Fig. 3: The binary erasure channel.

\[
\Delta(|S| - 1) \text{ denoting the } (|S| - 1)\text{-dimensional unit simplex, i.e., } \Delta(|S| - 1) = \{ u \in [0,1]^{|S|} : \sum_{i=1}^{|S|} u_i = 1 \}. \text{ Note that } (\gamma_q(s) : s \in S) \text{ is an arbitrary element of } \Delta(|S| - 1) \text{ that is associated with node } q \text{ of the } Q\text{-graph.}
\]

D. Bounds on Feedback Capacity

We shall make use of the following single-letter bounds on feedback capacity (specialized to input-constrained DMCs) of [12]. The theorem below provides a lower bound on \(C_{DMC}^{fb}\) by considering input distributions that are BCJR-invariant.

**Theorem II.1** ([12], Theorem 3). The feedback capacity, \(C_{DMC}^{fb}\), of input-constrained DMCs is lower bounded as

\[
C_{DMC}^{fb} \geq I(X;Y|Q),
\]

for all aperiodic input distributions, \(\{P(x|s,q)\} \in \Omega\), which are BCJR-invariant. The random variables \(X, Y, S, Q\) are associated with the time invariant system, with their joint distribution given by \(P(x,s,y,q) = \pi(s,q)P(x|s,q)P(y|x),\) where \(\pi(s,q)\) is the stationary distribution of the \((S,Q)\)-graph.

The next theorem, which is a specialization of Theorem 2 of [12], provides a single-letter upper bound on \(C_{DMC}^{fb}\), when the presentation of the input constraint is assumed to be irreducible:

**Theorem II.2** ([12], Theorem 2). The feedback capacity, \(C_{DMC}^{fb}\), of input-constrained DMCs, when the presentation of the input-constraint is taken to be irreducible, is upper bounded as

\[
C_{DMC}^{fb} \leq \sup_{P(x,s,q) \in \Omega} I(X;Y|Q),
\]

for all irreducible \(Q\)-graphs with \(q_0\) such that \((s_0, q_0)\) lies in an aperiodic closed communicating class.

**Remark.** We implicitly assume that the encoder and the decoder know the initial channel state, \(s_0\).

### III. Main Results

The following theorem states our main result concerning the capacity of the \((d, \infty)\)-RLL input-constrained BEC with feedback. We shall make use of the function, \(R(\delta)\), defined for \(\delta \in [0, 1]\), which is given by

\[
R(\delta) = \frac{h_\delta(\delta)}{d\delta + 1}.
\]

**Theorem III.1.** The feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC, for \(\epsilon > 0\), is lower bounded as follows:

\[
C_{(d,\infty)}^{fb}(\epsilon) \geq \max_{\delta \in [0, \frac{1}{\epsilon}]} R(\delta).
\]

**Remark.** At \(\epsilon = 0\), the capacities with and without feedback are identical, and are given by \(C(0) = \max_{\delta \in [0,1]} h_\delta(\delta) d\delta + 1\).

**Remark.** The capacity of the \((d, \infty)\)-RLL input-constrained BEC with non-causal knowledge of erasures, which serves as an upper bound on the feedback capacity, is given by [10] Lemma 7:

\[
C_{(d,\infty)}^{nc}(\epsilon) = \max_{\delta \in [0, \frac{1}{\epsilon}]} R(\delta).
\]

By standard calculus arguments, it holds that \(R(\cdot)\) is concave, and, hence, has a unique maximum in \([0, 1]\). Indeed, since \(R'(0^+) > 0\) and \(R'(\frac{1}{\epsilon}) < 0\), the unique maximum must lie in the interval \([0, \frac{1}{\epsilon}]\), where \(R'(\cdot)\) denotes the derivative of \(R(\cdot)\). Note that the difference between the lower bound in Theorem III.1 and the non-causal capacity expression is only in the domain of maximization.

Theorem III.1 follows from the construction of a family of \(Q\)-graphs, indexed by \(d\), and the identification of a BCJR-invariant input distribution. The construction of the \(Q\)-graphs and the input distribution is the subject of Section [V]. Theorem III.1 whose proof is provided in Section [VIII] then follows from Theorem III.1 by evaluating the conditional mutual information, \(I(X;Y|Q)\), using the BCJR-invariant distribution identified.

Theorem III.1 implies the following corollaries:

**Corollary III.1.** 1) For \(\epsilon \leq 1 - \frac{1}{2\log(\frac{3}{2})}\), the feedback capacity of the \((2, \infty)\)-RLL input-constrained BEC is equal to the non-causal capacity, and is given by:

\[
C_{(2,\infty)}^{fb}(\epsilon) = C_{(2,\infty)}^{nc}(\epsilon) = \max_{\delta \in [0, \frac{1}{\epsilon}]} R(\delta).
\]

Further, for \(\epsilon > 1 - \frac{1}{2\log(\frac{3}{2})}\) the feedback capacity is lower bounded as:

\[
C_{(2,\infty)}^{fb}(\epsilon) \geq R \left( \frac{1}{3} \right).
\]

2) For \(d \geq 3\), and for \(\epsilon > 0\), the feedback capacity of the \((d, \infty)\)-RLL input-constrained BEC is lower bounded as:

\[
C_{(d,\infty)}^{fb}(\epsilon) \geq R \left( \frac{1}{d+1} \right).
\]

Moreover, the non-causal capacity is strictly larger than the lower bound, in this case.
The proofs of the corollaries are relegated to Appendix B. Figure 5 shows a plot of our lower bounds for different values of $d$. We note that for $d = 1$, our lower bound is tight [7]. However, for $d \geq 3$, our lower bounds are not tight in the neighborhood of $\epsilon = 0$.

The following result provides an upper bound on the feedback capacity of the $(d, \infty)$-RLL input-constrained BEC, by considering a specific family of $Q$-graphs, each graph in which has $d + 1$ nodes, and invoking Theorem II.2.

**Proposition III.1.** The feedback capacity of the $(d, \infty)$-RLL input-constrained BEC is upper bounded as:

$$C_{(d, \infty)}^f(\epsilon) \leq \max_{\delta \in [0, \frac{1}{2\pi d}]} R(\delta).$$  \hfill (2)

Further, for values of $\epsilon$ larger than $\epsilon^*$, where $\epsilon^*$ satisfies 

$$(de)(\frac{1}{\pi d} + d) = (1 + de)^d,$$

the upper bound in (2) is less than the non-causal capacity.

The proof of Proposition III.1 is provided in Section IX. Figures 6 and 7 show, for $d = 2$ and $d = 3$, respectively, comparisons of the bounds in Theorem III.1 and Proposition III.1 with the non-causal capacity, and numerical evaluations of an upper bound obtained using Theorem II.2 by employing the same $Q$-graphs that were used for our lower bounds. The numerical upper bounds were computed by casting the upper bound in Theorem II.2 as a convex programming problem, as was discussed in [7]. It is clear from the plots that the upper bound in Proposition III.1 is tighter than the non-causal capacity upper bound, for values of $\epsilon$ larger than $\epsilon^*$—for example, for $d = 2$, $\epsilon^* \approx 0.6960$, and for $d = 3$, $\epsilon^* \approx 0.5850$. Further, for $d = 2$, we note that the upper and lower bounds are equal for $\epsilon \in [0, 1 - \frac{1}{2\log(3/2)}]$, and are numerically close in value, for $\epsilon > 1 - \frac{1}{2\log(3/2)}$.

**IV. Construction of Q-graph and Input Distribution**

We shall henceforth consider $X = \{0, 1\}$, $Y = \{0, ?, 1\}$, and $S = \{0, 1, \ldots, d\}$ to be the input, output and state alphabets, respectively, for the $(d, \infty)$-RLL input constrained BEC.

In this section, we shall construct a family of $Q$-graphs, indexed by the value of $d$, and identify a BCJR-invariant input distribution on the $(S, Q)$-graph corresponding to each $Q$-graph in the family.

**A. Construction of Q-graphs**

With each value of $d$ corresponding to the $(d, \infty)$-RLL input-constrained BEC, we associate a $Q$-graph, $Q^d_{Q} = (V^d(\epsilon), L^d(\epsilon), C^d_{\infty})$, with vertex set $V^d(\epsilon)$, edge multi-set $E^d(\epsilon)$, and a labelling function $L^d(\epsilon) : E^d(\epsilon) \to \{0, ?, 1\}$.

We write $V^d(\epsilon) = V^d_{DB} \cup \{Q_0, Q_1, \ldots, Q_{d-1}\}$, where $V^d_{DB}$ is constructed as follows. Each vertex in $V^d_{DB}$ is uniquely identified by a $d$-tuple over $\{0, ?, 1\}$, i.e., each vertex in $V^d_{DB}$ can alternatively be written as $q = (w_0^q, w_1^q, \ldots, w_{d-1}^q)$, where $w_i^q \in \{0, ?, 1\}$, for $i \in \{0, 1, \ldots, d - 1\}$. In what follows, we shall suppress the superscript $q$, as it will be clear from the context. Note that there are $2^d$ vertices in $V^d_{DB}$. Let us denote by $Q_d$, the vertex $(0, 0, \ldots, 0) \in V^d_{DB}$.

We shall now construct the edge multi-set, $E^d(\epsilon)$. Firstly, for vertices in $V^d_{DB}$, we define the set 

$$E^d(\epsilon) = \{e : e = \{(w_0, w_1, \ldots, w_{d-1}), (w, w_0, w_1, \ldots, w_{d-2})\},$$

for $(w_0, \ldots, w_{d-1}), (w, w_0, \ldots, w_{d-2}) \in V^d_{DB}$.

Further, for any edge 

$$e = \{(w_0, w_1, \ldots, w_{d-2}), (w, w_0, w_2, \ldots, w_{d-2})\},$$

we define the labelling function $L^d(\epsilon) : E^d(\epsilon) \to \{0, ?, 1\}$ such that $L^d(\epsilon)(e) = w$.

The edge set, $E^d(\epsilon)$, is constructed by adding to the set $E^d_{DB}$ the edges $(q, Q_i)$, for $q \in V^d_{DB}$, and, corresponding to each $Q_i$, $i \in [0 : d - 1]$, two edges, $e^Q_{i1}$ and $e^Q_{i2}$, from $Q_i$ to $Q_{i+1}$. Note that the $Q$-graph, $Q^d_{Q}$, has parallel edges, which are precisely the edges from $Q_i$ to $Q_{i+1}$, for $i \in [0 : d - 1]$.

Finally, the labelling function, $L^d(\epsilon) : E^d(\epsilon) \to \{0, ?, 1\}$ is defined as:

$$L^d(\epsilon)(e) = \begin{cases} L^d(\epsilon)(e), & \text{if } e \in E^d_{DB}, \\ 1, & \text{if } e = (q, Q_i) \text{ for } q \in V^d_{DB}, \\ 0, & \text{if } e = e^Q_{i1}, \text{ for some } i \in [0 : d - 1], \\ ?, & \text{if } e = e^Q_{i2}, \text{ for some } i \in [0 : d - 1]. \end{cases}$$  \hfill (3)

**Remark.** The subscript “DB” refers to the fact that the subgraph $G^d_{DB} = (V^d(\epsilon), L^d(\epsilon), C^d_{\infty})$, of $Q^d_{Q}$, is a de Bruijn graph of order d, on $\{0, ?, 1\}$ symbols.

We note that $Q^d_{DB}$ satisfies the properties of a $Q$-graph detailed out in Section II.C. The $Q$-graphs, $Q^d_{Q}$, are shown in Figures 8a and 8b, respectively.
Our family of $Q$-graphs is then given by $\mathcal{H} := \{\mathcal{G}_Q^{(d)} : d \in \mathbb{N}\}$, with the $Q$-graph $\mathcal{G}_Q^{(d)}$ being used to derive a lower bound for the $(d, \infty)$-RLL input-constrained BEC.

Remark. The nodes $Q_0, Q_1, \ldots, Q_d$ of $\mathcal{G}_Q^{(d)}$ can be interpreted as follows. Let us define, for a fixed output sequence, $y^t$, the length-$(d+1)$ belief vector $z_t := (P(S_i = s_i | y^t) : s_i \in S)$. Note that the vector, $z_t$, which is an element of $\Delta(d)$, is precisely the state vector of the dynamic programming (DP) formulation of the feedback capacity problem [13]. The node $Q_i$ corresponds to the DP state $z_t = e_i^d$, for $i \in [0 : d]$. This, in turn, has the interpretation that the nodes $Q_0, \ldots, Q_d$ represent the belief vectors when the decoder knows the channel state exactly.

B. Construction of a BCJR-invariant input distribution

Given the $Q$-graph, $\mathcal{G}_Q^{(d)}$, for the $(d, \infty)$-RLL input constrained BEC, we shall call its corresponding $(S, Q)$ graph, $\mathcal{G}_{S,Q}^{(d)}$, which is constructed following the description in definition II.3, with the presentation of channel states given in figure 2.

In this subsection, we shall construct a BCJR-invariant input distribution, $\left(\tilde{P}(x|s,v) : x \in \mathcal{X}\right)$, $(s, v) \in S \times \mathcal{V}^{(d)}$. In tandem, we will also identify the conditional distribution, $(\tilde{\pi}(s|v) : s \in S)$, for each $v \in \mathcal{V}^{(d)}$, where $\tilde{\pi}(s|v) = \frac{\tilde{\pi}(s,v)}{\tilde{\pi}(v)}$, with $\tilde{\pi}(s,v)$ denoting the stationary distribution on the nodes of $\mathcal{G}_{S,Q}^{(d)}$. Note that $\tilde{\pi}(v) = \sum_{s \in S} \tilde{\pi}(s,v)$.

Since our input distribution, $\left(\tilde{P}(\cdot|s,v) : s \in S, v \in \mathcal{V}^{(d)}\right)$, must respect the $(d, \infty)$ input constraint, we need that $\tilde{P}(1|s,v) = 0$, for $s \in \{0, 1, \ldots, d-1\}$, and we hence need only specify $\tilde{P}(1|d, v)$, for each $v \in \mathcal{V}^{(d)}$, to completely determine the input distribution.

To this end, we first associate with every node $v \in \mathcal{V}^{(d)}$, a probability vector, $\theta_v := (\theta_v(s) : s \in S)$, of length $d+1$. As we shall see, the vector $\theta_v$ is a proxy for $(\tilde{\pi}(s|v) : s \in S)$ for a suitably defined input distribution.

We set $\theta_{Q_i} = e_i^d$, for $i \in [0 : d]$. Further, in compliance with the $(d, \infty)$-RLL input constraint, we set $a_{Q_i} := \tilde{P}(1|d, Q_i) = 0$, for $i \neq d$. Let us pick $a_{Q_d} := \tilde{P}(1|d, Q_d)$, such that $a_{Q_d} \leq \frac{1}{d+1}$. The reason for the restriction of $a_{Q_d}$ to the interval $[0, \frac{1}{d+1}]$ will be made clear in Lemma VI. We shall, for conciseness of notation, represent $a_{Q_d}$ as $a$.

Now, for $q = (w_0, w_1, \ldots, w_{d-1}) \in \mathcal{V}_Q^{(d)}$, we define an accompanying vector $\beta = (\beta_0, \beta_1, \ldots, \beta_{d-1})$, with $\beta_s := |\{i \in [0 : s-1] : w_i = 0\}|$. In words, $\beta_s$ is the number of 0s that appear strictly to the left of position $s$ in the $d$-tuple corresponding to $q$. We then define $\theta_q$ as follows:

For $0 \leq s \leq d-1$,

$$\theta_q(s) = \begin{cases} 0, & w_s = 0, \\ a, & \frac{a}{(1-a)^s}, & w_s = \gamma, \end{cases}$$

and $\theta_q(d) = 1 - \sum_{s=0}^{d-1} \theta_q(s)$. It is clear from our definition that

Fig. 6: Plot comparing bounds for the $(2, \infty)$-RLL input-constrained BEC.

Fig. 7: Plot comparing bounds for the $(3, \infty)$-RLL input-constrained BEC.
that the vector $B$ with the input distribution $B$ (computed explicitly for the distribution $C$, well-known to be a measure of positive probability).

Finally, for $q \in V_d$, we let $a_q := \tilde{P}(1|d, q) = \tilde{P}_d(1|d)$, where $a$ was defined earlier. Note that in order for $a_q$ to be a valid probability, it must lie in the interval $[0, 1]$, a sufficient condition for which is provided by Lemma V below.

Lemma V. For $a \in [0, \frac{1}{\pi Q}]$, $a_q \in [0, 1]$, for $q \in V_d$.

The proof of this lemma is taken up in Appendix A.

Remark. Note that this procedure determines the vector $(a_v : v \in V_d)$, thereby specifying the entire input distribution $(\tilde{P}(\cdot|s,v) : s \in S, v \in V_d)$.

Moreover, our input distribution is aperiodic if $a < 1$ and $\epsilon \neq 1$, as then there exists a self-loop of positive probability, $a_c$, from the node $(d, Q_d)$ to itself, in $G^{(d)}_{Q_d}$. From our choice of the interval, $[0, \frac{1}{\pi Q}]$, in which $a$ lies, we see that $a$ indeed satisfies the condition that $a < 1$, and we assume, further, that $\epsilon \neq 1$, as the feedback capacity at $\epsilon = 1$ is well-known to be $C_{DB}^0(1) = 0$.

Before we set out to prove that the aperiodic input distribution $\tilde{P}$ is indeed BCJR-invariant, we note that for all $s \in S$ and $v \in V(d)$, the value $B_s(\theta_v, y)$ (where the function $B_s : \Delta(d) \times y \rightarrow \Delta(d)$ was defined in equation (1)) can be computed explicitly for the $(d, \infty)$-RLL input constrained BEC with the input distribution $\tilde{P}$.

For $0 \leq s \leq d - 1$, and for $q \in V_d$, the following set of equations holds true:

$$B_s(\theta, 0) = \begin{cases} 0, & s = 0, \\ \theta_{q(s)} = \theta_{q(s-1)}, & 1 \leq s \leq d - 1, \\ \theta_{q(s)}, & s = 0, \\ \theta_{q(s-1)}, & 1 \leq s \leq d - 1, \\ 1, & s = 0, \\ 0, & 1 \leq s \leq d - 1, \\ \end{cases}$$

$$B_s(\theta, ?) = \begin{cases} a \theta_{q(d)} = a, & s = 0, \\ \theta_{q(s-1)}, & 1 \leq s \leq d - 1, \\ \end{cases}$$

Further, if $v = Q_1$, for some $i \in [0 : d - 1]$, it holds that

$$B_s(\theta_v, y) : s \in S = \theta_d^i,$$

for $y \in \{0, ?\}$. We now note that the following lemma holds:

Lemma VI. The set of probability vectors $(\theta_v : v \in V(d))$ along with the input distribution $(\tilde{P}(\cdot|s,v) : s \in S, v \in V(d))$ satisfies

$$\theta_{v+}(s^+) = B_s(\theta_v, y),$$

for every $(s^+, v, y) \in S \times V(d) \times y$, where $v^+ = \Phi(v, y)$, with $\Phi : V(d) \times y \rightarrow V(d)$ is the $Q$-node update function.

Proof. Suppose first that $v \notin V_d$ and let $v = Q_i$, for some $i \in [0 : d - 1]$. Then, it follows from equation (8) that

$$e_{i+1} = (B_s(\theta_v, y) : s \in S)$$

for $y \in \{0, ?\}$. Equation (9) then follows by noting that $\Phi(Q_i, y) = Q_{i+1}$, for $y \in \{0, ?\}$.

Now, for $q \in V_d$, when $y = 1$, we see from equation (7) that

$$e_0^d = (B_s(\theta_v, 1) : s \in S)$$

Since $\Phi(v, 1) = Q_0$, it follows that equation (5) holds.

Now, consider $q = (w_0, w_1, \ldots, w_{d-1}) \in V_d$. Then, from our construction of $V_d$, it holds that $\Phi(q, 0) = (w_0, w_1, \ldots, w_{d-1}) =: q^+$, and $\Phi(q, ?) = (?, w_0, w_1, \ldots, w_{d-1}) =: q^+$. From equations (4), (5) and from (6), we see that $(B_s(\theta_q, 0) : s \in S) = \theta_{q^+}$ and $(B_s(\theta_q, ?) : s \in S) = \theta_{q^+}$. Thus, equation (9) holds in this case too.

Now, let us define the joint distribution, $\theta(s, v) := \theta_v(s) \tilde{P}(v)$, where $(\tilde{P}(v) : v \in V(d))$ is the stationary distribution on the nodes of $G^{(d)}_d$ induced by $\tilde{P}$. The proof that the aperiodic input distribution, $\tilde{P}$, is BCJR-invariant, will follow from Lemma VI and the following lemma:
Lemma VII. It holds that \( \theta(s, v) = \hat{\pi}(s, v) \), for all \( s \in S \) and \( v \in \mathcal{V}(d) \).

Proof. Fix an \( s^+ \in S \), and a \( v^+ \in \mathcal{V}(d) \). Now,

\[
\begin{align*}
\sum_{s, v, x, y} \theta(s, v) P(x | s, v) P(y | x) I \{ x^+ = f(x, s) \} I \{ v^+ = \Phi(v, y) \} \\
= \hat{\pi}(v) I \{ v^+ = \Phi(v, y) \} \sum_{s, v, x, y} \theta_v(s) P(x | s, v) P(y | x) \times \\
I \{ s^+ = f(x, s) \} \\
\overset{(a)}{=} \theta_v^+ (s^+) \sum_{v, y} \hat{\pi}(v) P(y | v) I \{ v^+ = \Phi(v, y) \} \\
= \theta_v^+ (s^+) \hat{\pi}(v^+) \\
= \theta(s^+, v^+),
\end{align*}
\]

where (a) follows from Lemma VII since \( \theta_v^+ (s^+) P(y | q) \sum_{s, v, x, y} \theta_v(s) P(x | s, v) P(y | x) I \{ s^+ = f(x, s) \} \). Since this holds for all \( (s^+, v^+) \in S \times \mathcal{Y} \), it follows that \( \theta(s^+, v^+) = \hat{\pi}(s^+, v^+) \). \( \square \)

The lemma above implies that \( \theta_v = \hat{\pi} \cdot |v| \), and using Lemma VII we can conclude that \( \hat{P} \) is BCJR-invariant.

Remark. It can be shown that for a fixed value of \( a \), there is a unique BCJR-invariant input distribution on \( \mathcal{S}_{SQ}(d) \). In particular, this means that for a fixed value of \( a \), the probability

\[
P(Y = 1 | q) = a, \text{ for all } q \in \mathcal{V}_{DB}(d),
\]

VIII. PROOF OF THEOREM III.1

Proof. We shall evaluate \( I(X : Y) \), for the \((d, \infty)-\)RLL input-constrained BEC, using the BCJR-invariant input distribution \( \hat{P} \) defined in subsection IV-B, and the Q-graph, \( \hat{G}(d) \). Now,

\[
\begin{align*}
I(X : Y) & \overset{(a)}{=} H(Y) - h_b(\epsilon) \\
& \overset{(b)}{=} \epsilon \sum_{v \in \mathcal{V}(d)} \hat{\pi}(v) h_b(P(X = 1 | v)) + h_b(\epsilon) - h_b(\epsilon) \\
& \overset{(c)}{=} \epsilon \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q) h_b(P(X = 1 | q)),
\end{align*}
\]

where (a) follows from the fact that \( H(Y, X, Q) = H(Y | X) = h_b(\epsilon) \), and (b) follows from the fact that \( P(Y = 1 | v) = \epsilon \), for all \( v \in \mathcal{V}(d) \), with \( P(Y = 1 | v) = \epsilon \). We additionally use the identity that \( H(a \epsilon, a \hat{c}, c) = h_b(a) + \hat{c} h_b(a) \), for all \( a, c \in [0, 1] \). Finally, (c) holds since \( P(X = 1 | Q) = 0 \), for \( i \in [0 : d - 1] \).

Now, we note that for any \( q \in \mathcal{V}_{DB}(d) \), \( P(X = 1 | q) = \hat{\pi}(d, q) a_q \), and since from Lemma VII we have that \( \hat{\pi}(s | q) = \theta_q(s) \), for all \( s \in S \), it follows that \( P(X = 1 | q) = a \). Hence, we get that

\[
I(X : Y) = \epsilon h_b(a) \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q). \tag{10}
\]

Further, from the fact that \( \hat{\pi} \) is the stationary distribution on the nodes of \( \hat{G}_{SQ}(d) \),

\[
1 = \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q) + \sum_{i = 0}^{d - 1} \hat{\pi}(Q_i),
\]

\[
= \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q) + d \hat{\pi}(Q_0)
\]

\[
(1 + d \alpha \epsilon) \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q), \tag{11}
\]

where the penultimate equality holds since \( \hat{\pi}(Q_0) = \hat{\pi}(Q_i) \), for all \( i \in [0 : d - 1] \). The last equality follows from the observation that \( \hat{\pi}(Q_0) = \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q) P(Y = 1 | q) = \epsilon a \sum_{q \in \mathcal{V}_{DB}(d)} \hat{\pi}(q) \).

Hence, from equations (11) and (10), we obtain that

\[
I(X : Y) = \frac{h_b(a)}{d \alpha \epsilon + 1}, \text{ and taking a maximum over all } a \in [0, \frac{1}{d \alpha \epsilon}], \text{ we get the required result.} \square
\]

IX. PROOF OF PROPOSITION III.1

Proof. We shall compute the upper bound expression in theorem II.2 by considering the family of Q-graphs, \( \mathcal{G}_{SQ}(d) \), where \( \mathcal{G}_{SQ}(d) \) is shown in figure 4 for some fixed \( d \). Let \( \mathcal{G}_{SQ}(d) \) denote the \((S, Q)\)-graph corresponding to \( \mathcal{G}_{SQ}(d) \).

It can be shown that the single closed communicating class in \( \mathcal{G}_{SQ}(d) \) is precisely the collection \( \{(i, Q_i) : i \in [0 : d - 1]\} \cup \{(s, Q_d) : s \in [0 : d]\} \) of nodes. Further, since the inputs are constrained, it holds that \( P(X = 1 | S = s, Q = \hat{q}) = 0 \), for all \( (s, \hat{q}) \neq (d, Q_d) \), with \( (s, \hat{q}) \) in the closed class. Therefore, the matrix of conditional input distributions, \( [P(x | s, \hat{q})] \), can be parameterized by a single parameter, \( p := P(X = 1 | S = d, Q = Q_d) \).

A simple computation then reveals that the stationary distribution of nodes in the closed communicating class obey:

\[
\begin{align*}
\pi(s, Q_d) &= \frac{p \epsilon}{1 + d \epsilon} \quad s \in [0 : d - 1], \quad \pi(s, Q_d) = \frac{p \epsilon}{1 + d \epsilon} \quad s \in [0 : d - 1], \\
\pi(d, Q_d) &= \frac{1}{1 + d \epsilon}
\end{align*}
\]

Further, it holds that the conditional probability,

\[
P(Y = 1 | Q_d) = P(Y = 1, X = 1, S = d | Q_d)
\]

\[
= \frac{p \epsilon}{1 + d \epsilon} \sum_{s = 0}^{d} \pi(s, Q_d) h_b \left( \frac{p}{1 + d \epsilon} \right)
\]

\[
= \frac{p \epsilon}{1 + d \epsilon} \sum_{s = 0}^{d} \pi(s, Q_d) h_b \left( \frac{p}{1 + d \epsilon} \right)
\]

Then, by Theorem II.2, it holds that

\[
C_{SB}^{d, \infty} \leq \sup_{P(x | s, \hat{q}) \in \Omega} I(X : Y | Q)
\]

\[
= \sup_{P(x | s, \hat{q}) \in \Omega} H(Y | Q) - h_b(\epsilon)
\]

\[
\overset{(a)}{=} \max_{p \in [0, 1]} \left( \sum_{s = 0}^{d} \pi(s, Q_d) h_b \left( \frac{p}{1 + d \epsilon} \right) \right)
\]

\[
\overset{(b)}{=} \max_{p \in [0, 1]} \left( \frac{1 + d \epsilon}{1 + d \epsilon} \right) h_b \left( \frac{p}{1 + d \epsilon} \right)
\]

\[
\overset{(c)}{=} \max_{p \in [0, 1]} \left( \frac{p}{1 + d \epsilon} \right) h_b \left( \frac{p}{1 + d \epsilon} \right)
\]
Consider a node $Q$ structure of the optimal $Q$ distribution, derived from the dynamic programming formulation. Further, we intend analyzing the structure of the optimal input $Q$ expressions for upper bounds for all values of $\epsilon_d = 2$. Proposition III.1, for then, the derivative evaluated at $\delta = \frac{n\log(1+1}{d+1}$, is equal to the feedback capacities, for graphs and identifying a BCJR-invariant distribution for each derived. The main idea was the construction of a family of RLL input-constrained binary erasure channels were derived to be equal to the feedback capacities, for $d = 1$, and for a certain range of the channel parameter, $\epsilon$, when $d = 2$. Further, numerical evaluations indicate that the lower bounds are close to the single-letter upper bounds (from [12]) derived using the same family of $Q$-graphs, for $d = 2, 3, 4$, for all values of $\epsilon$.

Extensions of this work could look at deriving analytical expressions for upper bounds for all values of $d$, using our $Q$-graph family, and comparing them with our lower bounds. Further, we intend analyzing the structure of the optimal input distribution, derived from the dynamic programming formulation of the feedback capacity problem, which will help identify the structure of the optimal $Q$-graph.

APPENDIX A

In this section, we shall prove Lemma [13]

Proof. Consider a node $q = (w_0, \ldots, w_{d-1}) \in \mathcal{V}(d)$ with accompanying vector $\beta$. From equation (4), we obtain that

$$\theta_q(d) = 1 - a \sum_{s: w_s = ?} \left( \frac{1}{1 - a} \right)^{\beta_s},$$

Let us define by $n_q$, the number of times a 0 occurs in the $d$-tuple representation of $q$, i.e., $n_q := \{s : w_s = 0\}$. Likewise, we define $n_\epsilon := \{s : w_s = \epsilon\}$. Now, the following sequence of inequalities holds:

$$\sum_{s: w_s = \epsilon} \left( \frac{1}{1 - a} \right)^{\beta_s} \leq n_\epsilon \left( \frac{1}{1 - a} \right)^{n_q} \leq n_q \left( 1 + \frac{1}{d} \right)^{n_\epsilon},$$

where the last equality holds since $a \in [0, \frac{1}{1 + \beta}], \epsilon$ and, hence, $\frac{1}{a} \in [0, 1 + \frac{1}{\beta}]$. Now, since $n_0 = d - n_\epsilon$, it follows that

$$\sum_{s: w_s = \epsilon} \left( \frac{1}{1 - a} \right)^{\beta_s} \leq n_\epsilon \left( 1 + \frac{1}{d} \right)^{d - n_\epsilon} = n_q \left( 1 + \frac{1}{d} \right)^d \left( \frac{d}{d + 1} \right)^{n_\epsilon} \leq d \left( \frac{d}{d + 1} \right)^d \left( \frac{d}{d + 1} \right)^d = d,$$

where the last inequality follows from the fact that the function $g(u) := u \left( \frac{d}{d+1} \right)^u$ is increasing in the interval $[0, d]$.

Hence, for $a \in [0, \frac{1}{1 + \beta}]$, we have that

$$\theta_q(d) - a \geq 1 - a - ad$$

$$= 1 - a(d + 1)$$

$$\geq 0,$$

and, therefore, $a_q = \frac{a}{\theta_q(d)} \in [0, 1]$.

APPENDIX B

We shall now prove the Corollaries III.1

Proof. We first note that the derivative, $R'(\cdot)$, is given by

$$R'(\delta) = \frac{(k + d) \log(1 - \delta) - k \log \delta}{(k + d \delta)^2},$$

where we write $\frac{1}{\epsilon}$ as $k$. We note that $R'(\delta)$ is strictly decreasing in $\delta$.

1) It is easy to see that when $d = 2$, $R'(\frac{1}{2}) \leq 0$ iff $k \leq \frac{1}{2 \log(1+1/2)}$, or, equivalently, iff $\epsilon \leq 1 - \frac{1}{2 \log(1+1/2)}$. As was noted in the remark following theorem III.1, $R'(0^+) > 0$, and, hence, we have that for $\epsilon \leq 1 - \frac{1}{2 \log(1+1/2)}$, the unique maximum of $R(\cdot)$, over $[0, 1]$, occurs in the interval $[0, 1/3]$. 

Fig. 9: The $Q$-graph, $\mathcal{Q}_Q(d)$. The labels on the edges denote outputs.

\[\frac{(b)}{\max}_{\delta \in [0, \frac{1}{1 + \beta}]} R(\delta),\]

where, in (a), we have used the identity that $H(a, \bar{a}, c) = h_b(c) + \bar{h}_b(a)$, for all $a, c \in [0, 1]$, and (b) follows by changing the variable used in the maximization to $\delta := \frac{n\log(1+1}{d+1}$.
In other words, for \( \epsilon \leq 1 - \frac{1}{2 \log(\frac{4}{3})} \), our lower bound on \( C_{fb}^{(\epsilon)}(2, \infty) \) coincides with \( C_{nc}^{(\epsilon)}(2, \infty) \), implying that \( C_{fb}^{(\epsilon)}(2, \infty) = C_{nc}^{(\epsilon)}(2, \infty) \) for this range of \( \epsilon \).

Further, for \( \epsilon > 1 - \frac{1}{2 \log(\frac{4}{3})} \), we have that \( R'(\frac{1}{3}) > 0 \), which, in turn, means that \( R'(\delta) > 0 \), for \( \delta \in [0, \frac{1}{3}] \). Hence, since \( R(\delta) \) is strictly increasing for \( \delta \in [0, \frac{1}{3}] \), it follows that

\[
\max_{\delta \in [0, \frac{1}{3}]} R(\delta) = R\left( \frac{1}{3} \right).
\]

2) As in the previous part, we note that \( R'(\frac{1}{d+1}) > 0 \) iff

\[
k > \frac{d \log(1 + 1/d)}{\log d} \]

which, in turn, holds when \( d \geq 3 \), as then \( \frac{d \log(1 + 1/d)}{\log d} < 1 \). Hence, for \( d \geq 3 \), \( R'(\delta) > 0 \), for \( \delta \in [0, \frac{1}{d+1}] \), implying that \( R(\cdot) \) is strictly increasing in this interval. Therefore, it follows that

\[
\max_{\delta \in [0, \frac{1}{d+1}]} R(\delta) = R\left( \frac{1}{d+1} \right).
\]

Moreover, since \( R'(\frac{1}{d+1}) > 0 \) as well, the non-causal capacity, which is the maximum of \( R(\delta) \) over \( \delta \in [0, 1] \), is strictly greater than \( R\left( \frac{1}{d+1} \right) \).

\[
\square
\]
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