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Abstract
The Artificial Fish Swarm Algorithm (AFSA) is inspired by the ecological behaviors of fish schooling in nature, viz., the preying, swarming and following behaviors. Owing to a number of salient properties, which include flexibility, fast convergence, and insensitivity to the initial parameter settings, the family of AFSA has emerged as an effective Swarm Intelligence (SI) methodology that has been widely applied to solve real-world optimization problems. Since its introduction in 2002, many improved and hybrid AFSA models have been developed to tackle continuous, binary, and combinatorial optimization problems. This paper aims to present a concise review of the continuous AFSA, encompassing the original ASFA, its improvements and hybrid models, as well as their associated applications. We focus on articles published in high-quality journals since 2013. Our review provides insights into AFSA parameters modifications, procedure and sub-functions. The main reasons for these enhancements and the comparison results with other hybrid methods are discussed. In addition, hybrid, multi-objective and dynamic AFSA models that have been proposed to solve continuous optimization problems are elucidated. We also analyse possible AFSA enhancements and highlight future research directions for advancing AFSA-based models.
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1 Introduction

As part of artificial intelligence, the Swarm Intelligence (SI) (Blum and Li 2008; Pourpanah et al. 2019) methodology is largely inspired by the collective behaviors of biological and natural evolutionary phenomena, e.g. swarms of worms, bees and ants, schools of fish and flock of birds. The main reasons for the recent popularity of SI-based algorithms in solving optimization problems include their capability of self-learning, fast convergence, flexibility, simple structure, insensitivity to initial parameters and adaptability to external
variants (Fister et al. 2013; Li et al. 2021). They have been applied to undertake various problems successfully, such as image processing (Al-Rifaie et al. 2015; Pajouhi and Roy 2018), feature selection (Gholami et al. 2020; Pourpanah et al. 2016, 2019), medical diagnosis (Alkesheuosh et al. 2017; Zomorodi-moghadam et al. 2019) and training machine learning models (Koohestani et al. 2019; Pourpanah et al. 2018), dynamic optimization problems (Jia and Lu 2019; Pourpanah et al. 2019). In general, SI-based models start with a set of random solutions. Each member of swarm evolves individually, and is guided toward a better position iteratively in the search space until the stopping criterion is satisfied Pourpanah et al. (2019, 2017, 2018). The evolving behavior towards optimality is usually achieved by the self-organizing capability of the swarm through simple interaction rules. The popular SI-based optimization algorithms include particle swarm optimization (PSO) (Kennedy 2010), ant colony optimization (ACO) Dorigo and Gambardella (1997), firefly algorithm (FA) (Fister et al. 2013; Yang 2010), grey wolf optimizer (GWO) (Mirjalili et al. 2014), crow search algorithm (CSA) (Askarzadeh 2016), artificial fish swarm algorithm (AFSA) (Li et al. 2002), cuckoo search (CS) (Yang and Deb 2009), bat algorithm (BA) Yang (2010) and brain storm optimization (BSO) (Shi 2011).

Comparatively, AFSA (Li et al. 2002) is inspired by the behaviors of a fish swarm, which is a more recent SI-based optimization method introduced by Li in 2002. It is a stochastic algorithm that searches for a set of solutions in a randomized procedure to solve NP-hard problems. The basic idea is to simulate a number of ecological behaviors of fish schooling in the water. The first behavior is praying or foraging, where every fish in nature probes for its prey individually within its visual distance. The second behavior is swarming or clustering, where every fish tends to avoid danger by assembling in a group. The third behavior is the following or rear-end, where once a fish finds a food source with a high concentration, other fishes in its neighborhood tend to reach the food. The AFSA considers each food position as a feasible solution for the optimization problem in hand, and the density of the corresponding food indicates the quality of the solution that can be measured by a fitness function. The AFSA uses the preying behavior to identify the optimal solution, the following behavior to escape from the local optimal solutions, and the swarming behavior to gather the fish swarm around the optimal solution.

Since its introduction in 2002, many improved and hybrid models of AFSA have been developed to solve real-world optimization problems, including data clustering (Yazdani et al. 2013; Feng et al. 2020), image segmentation Lei et al. 2018), fault diagnosis (Zhu et al. 2017), power allocation scheme (Zhou et al. 2018), parameter optimization of the deep auto-encoder (Shao et al. 2017), spoiled meet detection (Chen et al. 2018), manufacturing (Maji et al. 2018), risk probability prediction (Li et al. 2019), guidance error estimation (Zhou et al. 2019), navigation (Du et al. 2018), wireless sensor network (Mechta and Harous 2017; Gorgich and Tabatabaei 2021), and energy management (Talha et al. 2018). Figure 1 shows the publication trend of AFSA from 2004 to early 2021. As can be seen, there is an upward trend in using AFSA. A survey on the AFSA from its introduction to 2012 can be found in Neshat et al. (2014). However, more than 1000 articles, conference papers, and book chapters have been published since 2013, which are yet to be reviewed.

In this study, we aim to review the AFSA modifications that have been proposed to solve continuous optimization problems from 2013 onwards. We mainly focus on articles published in key indexed journals by conducting searches in ScienceDirect, Springer, IEEE Xplore, and Google Scholar. The keywords include “artificial fish swarm algorithm”, “fish schooling”, “AFSA”, “AFs”, “hybrid AFSA”, “dynamic AFSA”, “multi-objective AFSA” and “swarm intelligence”. In addition, articles that report the original AFSA without modifications are excluded, in order to focus the review on recent advances pertaining to the AFSA. The scope
of our review is focused on the AFSA modifications, specifically parameters modifications, procedure and sub-functions, hybrid, multi-objective and dynamic AFSA that have been proposed to solve continuous optimization problems.

Based on this taxonomy, this review consists of six sections. Section 2 explains various continuous optimization problems, the AFSA procedure and the three associated behaviors in detail, and compares the AFSA with PSO. Section 3 provides a taxonomy of the AFSA modifications and reviews each modification. Section 4 discusses the real-world applications of the AFSA. Section 5 first empirically compares AFSA and its variants with several population based algorithms, and then provides several suggestions for future research. The concluding remarks are given in Sect. 6.

2 Background

In this section, we firstly formulate various continuous optimization problems including static optimization, static multi-objective optimization and dynamic optimization problems. Then, the structure of the original AFSA along with its behaviours are described in detail. A comparison between the AFSA and PSO, which is the most popular SI algorithm, is also provided.

2.1 Optimization problems

2.1.1 Static optimization problem

In general, a static optimization problem for solving the minimum problem can be defined as follows: Let \( \vec{x} = (x_1, x_2, \ldots, x_d) \) indicates a vector of \( d \) decision variables in the space \( X \), and \( f : X \rightarrow \mathbb{R} \) is the objective function. The goal (for a minimum problem) is to find an optimal solution \( \vec{x} \in X \) that minimizes the objective function value \( f \), as follows:

\[
\min_{\vec{x} \in X} f(\vec{x}).
\] (1)
2.1.2 Multi-objective optimization problem

A multi-objective optimization problem (MOOP) consists of $K$ objective functions that need to be optimized, as follows:

$$
\min_{\vec{x} \in \mathcal{X}} f_k(\vec{x}), \ k = 1, 2, \ldots, \hat{k},
$$

(2)

where $f_k(\vec{x})$ represents the $k$-th objective function.

2.1.3 Dynamic optimization problem

A dynamic optimization problem (DOP) can be defined as:

$$
\min_{\vec{x} \in \mathcal{X}} f(\vec{x}, \vec{\alpha}(t)),
$$

(3)

where $\vec{\alpha}$ is a vector of time-varying control parameters with respect to the objective function, and $t \in [0, T]$ is the time index. Most existing works in the DOP literature consider the DOPs whose environmental changes happen only in discrete time, i.e., $t \in \{1, \ldots, T\}$. In this respect, for a DOP with $T$ environmental states, there is a sequence of $T$ stationary environments:

$$
\{f(\vec{x}, \vec{\alpha}^{(1)}), f(\vec{x}, \vec{\alpha}^{(2)}), \ldots, f(\vec{x}, \vec{\alpha}^{(T)})\}.
$$

(4)

2.1.4 Constrained optimization problem

All aforementioned optimization problems can be subjected to constraints:

$$
g_j(\vec{x}) \geq 0, \ j = 1, \ldots, \hat{j},
$$

(5)

$$
h_l(\vec{x}) = 0, \ l = 1, \ldots, \hat{l},
$$

(6)

where $g_j$ and $h_l$ are inequality and equality constraints, respectively, which define the feasibility of solutions.

2.2 Artificial fish swarm algorithm

In AFSA, candidate solutions are called artificial fish (AF). Figure 2 shows a schema of an AF and its surrounding environment, where $\vec{x} = (x_1, x_2, \ldots, x_d)$ is an AF in a $d$-dimensional continuous space. Step $(s)$ shows the maximum Euclidean distance that an AF can relocate at each step, Visual $(v)$ is the maximum length of vision (Euclidean distance) of an AF, and $\vec{x}_v$ denotes a position inside the line of sight of the AF, $\vec{x}_{n,i}$ is a neighbor of the $n$-th AF located within the line of sight of the $i$-th AF, i.e., their Euclidean distance is less than $v$. Each AF searches inside a hyper-ball whose center and radius are the AF position and $v$, respectively. If an AF finds a position inside the hyper-ball that has a better fitness value than its current position, the AF moves a step toward it.

The AFSA starts by initializing $n$ randomly distributed AFs across the search space, where $n$ is the population size. Each AF searches for positions with higher fitness values using three behaviors: preying, swarming, and following. The AFSA uses a bulletin
board to record the best found position so far. At the end of each iteration, the best AF (i.e., the AF with the best fitness value) is compared with the archived solution in the bulletin board, and if the new AF is better, the bulletin’s position will be updated. This search cycle continues until the stop criterion is met.

2.2.1 Behavior descriptions

The three possible behaviors of an AF are described in the following.

Preying behavior Preying is the basic behavior for a fish to move to a location with a higher concentration of food. In AFSA, this behavior is modeled based on the current position of an AF and its surrounding area based on its field of view. The i-th AF searches inside its field of vision randomly by:

$$\bar{x}_v = \bar{x}_i^{(t)} + \left( v \cdot \mathcal{U}(0, 1) \cdot \frac{\bar{u}}{||\bar{u}||} \right),$$

where $\bar{x}_i^{(t)}$ is the current position of the i-th AF, $\bar{x}_v$ is a random position inside the field of vision of the ith AF, $v$ is the visual length, $\mathcal{U}(0, 1)$ is a random number drawn from a uniform distribution in (0,1), $\bar{u}$ is a vector of uniformly distributed numbers in (−1, 1), $||\bar{u}||$ is the L2-norm (Euclidean length) of $\bar{u}$, and $\frac{\bar{u}}{||\bar{u}||}$ provides a unit vector.

If $f(\bar{x}_v) \leq f(\bar{x}_i^{(t)})$ (in minimization problems), the i-th AF moves a step toward $\bar{x}_v$, using the following formula:
where $\vec{x}_{p,i}$ is the position of the $i$-th AF after executing praying behaviour, which is a position alongside the $\vec{x}_v - \vec{x}_{i(t)}$, and $\|\vec{x}_{p,i} - \vec{x}_{i(t)}\| \leq s$. Otherwise, if $f(\vec{x}_v) > f(\vec{x}_{i(t)})$, another position $\vec{x}_v$ is randomly selected using (7). The aforementioned process is repeated until a position with a better fitness value is found. In the case where the $i$-th AF cannot found a better position after trying $\text{try-number}$ positions, it moves a random step:

$$\vec{x}_{p,i} = \vec{x}_{i(t)} + \left( s \cdot \mathcal{U}(0, 1) \cdot \frac{\vec{x}_v - \vec{x}_{i(t)}}{\|\vec{x}_v - \vec{x}_{i(t)}\|} \right).$$  

(8)

Swarming behavior In nature, a fish tends to assemble in a group to avoid danger, while avoids over-crowded areas. This behavior of fish swarms is also modeled in AFSA. Let $\vec{x}_c$ be the central position of the swarm which is the average of the positions of all AFs:

$$\vec{x}_c = \frac{1}{n} \sum_{k=1}^{n} \vec{x}_k.$$

(10)

The $i$-th AF moves toward $\vec{x}_c$ if $f(\vec{x}_c) \leq f(\vec{x}_i)$ and the area around $\vec{x}_c$ is not over-crowded. In AFSA, the over-crowding status around a position $\vec{x}$ is determined by:

$$C(\vec{x}) = \begin{cases} 
1, & \text{if } \frac{\mathcal{N}(\vec{x})}{n} > \delta \\
0, & \text{otherwise}
\end{cases},$$

(11)

where $C(\vec{x}) = 1$ indicates that the area around the $\vec{x}$ is over-crowded, $\mathcal{N}(\vec{x})$ represents the number of AFs whose Euclidean distances to the $i$-th AF is less than $v$, and $\delta \in [0, 1]$ is the crowding factor. By avoiding movements toward over-crowded places, AFSA tries to maintain the swarm diversity to avoid collapsing AFs in a limited areas and premature convergence. If $C(\vec{x}_c) = 0$ and $f(\vec{x}_c) \leq f(\vec{x}_i)$, the $i$-th AF moves a step toward the center position:

$$\vec{x}_{s,i} = \vec{x}_{i(t)} + \left( s \cdot \mathcal{U}(0, 1) \cdot \frac{\vec{x}_c - \vec{x}_{i(t)}}{\|\vec{x}_c - \vec{x}_{i(t)}\|} \right),$$

(12)

otherwise, the $i$-th AF will execute the preying behavior.

Following behavior When an AF finds a location with a better concentration of food, other fish will follow it. For the $i$-th AF, if there is at least another AF (indicated by $j$) where $\|\vec{x}_j - \vec{x}_i\| \leq v$, then the $i$-th AF moves a step toward the $j$-th AF position by:

$$\vec{x}_{f,i} = \vec{x}_{i(t)} + \left( s \cdot \mathcal{U}(0, 1) \cdot \frac{\vec{x}_j - \vec{x}_{i(t)}}{\|\vec{x}_j - \vec{x}_{i(t)}\|} \right),$$

(13)

otherwise, the $i$-th AF will execute the preying behavior.

2.2.2 The AFSA procedure

The AFSA starts with generating $n$ random AFs within the search space. Next, it simultaneously executes the swarming and following behaviors for each AF. In the situation
when the criteria to execute the behaviors are not satisfied, or no improvement is observed after executing these behaviors, the AFSA executes preying behavior. Then, replacement takes place if any of the generated positions performs better than the best found position recorded in the bulletin board. This procedure continues until the stop condition is met. Figure 3 summarizes the AFSA procedure.

2.3 A short comparison between AFSA, PSO and FA

The AFSA and its variants are useful for solving continuous optimization problems. They have demonstrated good results as compared with those from other population-based...
optimization models. A comparison among the AFSA, PSO and FA is made. PSO is one of the most popular SI algorithms. Figure 4 shows the popularity of PSO as compared with other SI-based algorithms, which include FA, CS, BA, AFSA, BSO and CSA. The results are obtained through a search in title, abstract, or keywords of the associated publications (over 100,000 articles). It can be observed that PSO occupies 84% of all the articles. While FA uses a similar mechanism as the AFSA, i.e., distance-based metrics, to determine its neighborhood fireflies. Specifically, several key differences from the structure, procedure, and update rules among these three algorithms can be observed, as follows:

- In PSO, the candidate solutions are particles. Each particle keeps the information of its personal best ($\vec{p}_i$) position found over the previous iterations, which is used as an attractor to determine the subsequent position. Comparatively, each AF in the AFSA and each firefly in the FA do not keep any previous information, except their current positions, in the memory structure.
- In PSO, the neighborhood particles are determined according to their indices. In the AFSA and FA, however, the neighborhood AFs and fireflies are determined according to the Euclidean distances.
- In all three algorithms, the candidate solutions are attracted toward the better neighbor candidate solution. In PSO, the attractors are chosen among the personal best solutions of particles and the neighborhood topology. In the FA, fireflies are attracted to another (fitter) firefly, where the attractiveness of each firefly is proportional to its light intensity. In the AFSA, however, the attractors of each AF are the best AF in its visual range and the center position of the swarm.
- In the AFSA, the movement length is limited by parameter $s$, while there is no limitation in the movement size in the FA and PSO. In PSO, the movement length is defined by the velocity vector, which can lead to a higher convergence speed as compared with that of the AFSA. Nevertheless, the trade-off is a possible pre-mature convergence in PSO. In contrast, in the FA, each firefly moves according to three factors, i.e., its current position, another attractive firefly and random walk.
- Both the FA and PSO rapidly loose the diversity of their populations, which can lead to an increased probability of being trapped in local optima. On the other hand, in the AFSA, the selection rules, which are defined based on $\delta$, do not allow the AFs to concentrate on an optimum location. This results in maintaining a higher degree of diversity over time and increasing the AFSA exploration capability. However, the trade-off is a reduction in the AFSA convergence speed.

Fig. 4 The popularity of PSO as compared with other SI-based algorithms, i.e., FA, CS, BA, AFSA, BSO and CSA. Source https://www.scopus.com
- In both the FA and PSO, the social attractors and personal best information are unified in a formula, in which the next position is dependent on both individual and group attractors simultaneously. In contrast, in the AFSA, the update rules are separated as behaviors that are performed on the AFs according to certain conditions. Therefore, in each iteration, each AF can either perform local search around itself or a social-based behavior and move towards other attractors, therefore, enhancing its search capability.

3 A taxonomy of the AFSA modifications

In this section, a taxonomy of the AFSA modifications is provided. According to the taxonomy (Fig. 5), these modifications are classified into the following categories.

- **Parameter control**: This group of modifications focuses on controlling the parameter values of the AFSA, especially the visual distance (v), maximum step length (s) and the crowding factor (δ), in order to control the trade-off between the exploration and exploitation capabilities of the AFSA. To this end, different methods such as adaptive parameter tuning methods (Gao et al. 2014) have been developed in the literature. We have provided a comprehensive review of the used methods to control the parameters of AFSA in Sect. 3.1.

- **Procedure and sub-functions**: The main AFSA procedure for updating the positions of AFs is constructed by several so-called behaviors. Improvements on these behaviors or developing new ones, is among the most important modifications of the AFSA. These modifications of behaviors are reviewed in Sect. 3.2.

- **Hybridization**: Many works have hybridized AFSA with other methods to benefit from their strength and address their possible shortcomings. This category can be further classified into: hybridization with population-based and non-population-based methods (e.g., clustering approaches). Furthermore, the population-based methods can be further divided into merged and co-operative models. On the one hand, in the merged models, the AFSA and the associated population-based methods are combined into a unified optimizer that uses the update rules and/or procedures of the combined algorithms. On the other hand, in the co-operative models, the algorithms work independently and share some information with each other. For example, in some cooperative methods, the algorithms run in a serial manner and the output of one of them is used as the input of another (Fang et al. 2017). The hybrid AFSA methods are reviewed in Sect. 3.3.

![Fig. 5 The taxonomy of the AFSA modifications](image-url)
– **Multi-objective AFSA**: To tackle multi-objective optimization, an optimizer needs to find a set of non-dominated solutions. The AFSA is originally designed to perform global optimization in single-objective optimization problems. Consequently, in order to tackle multi-objective optimization problems, several works have modified the AFSA to adapt it to the requirements of such problems. Section 3.4 gives a review of multi-objective AFSA models.

– **Dynamic AFSA**: To solve optimization problems in dynamic environments, it is important that the optimizer can efficiently find the optimal solution and also track it over time after environmental changes. Due to the specific challenges of dynamic optimization problems, optimizers that have been originally designed for static environments often fail to efficiently tackle such problems (Blackwell and Branke 2006). Some works have modified the AFSA for tackling dynamic optimization problems A detailed review of dynamic AFSA models are presented in Sect. 3.5.

In the following subsections, we provide a detailed review of each modification, and Table 1 provides a summary of these modifications.

### 3.1 Parameters modification

In general, population-based algorithms are able to maintain a good trade-off between exploration and exploitation. Exploration refers to the ability to discover various solutions in the entire search space, while exploitation is the ability to search within the vicinity of the best solution found so far. These two abilities can be controlled through the algorithm parameters (Crepinsek et al. 2011). In the AFSA, the balance between exploration and exploitation is controlled by $\delta$, $\nu$, and $s$. In particular, $\nu$ and $s$ affect the AFSA convergence performance, as both parameters are related to almost all behaviors. Large $\delta$, $\nu$, and $s$ values increase the exploration ability, and reduce the stability and exploration ability in subsequent iterations. These settings enable AFs to change their locations with a large range. As such, they move faster toward the global optimum in the early stage and they are not able to search for more accurate positions during the subsequent stages, causing the AFs to oscillate around the global optimum until the termination criterion is met. In contrast, while small $\nu$ and $s$ settings enable the AFs to improve local search capability, they can be trapped in local optimum solutions. When $\nu$ is large, the AFs tend to execute the following and swarming behaviors more frequently than the preying behavior, and vice versa.

To alleviate these issues, adaptive $s$ and $\nu$ settings are proposed; which use large values at early stages, and small values at later stages. For example, (Yan et al. 2020) used large $\nu$ and $s$ values for the preying behavior to obtain a better global search capability in the early stages, and consequently small $\nu$ and $s$ values for the following and swarming behaviors to improve the local search capability. Gao et al. (2020) employed a broader $\nu$ setting for the foraging behavior to increase the global search capability and convergence speed. Qin and Xu (2018) reduced $s$ and $\nu$ if no improvement is observed after certain number of iterations. In Xi and Zhang (2019), a predefined threshold was used to reduce $\nu$ at each iteration.

Besides, several studies used linear (Fei et al. 2014; Liu et al. 2016) or non-linear (Chen and Zhao 2016; El-Said 2015; Peng et al. 2018; Tan and Mohamad-Saleh 2019; Zhang et al. 2017) functions to dynamically adjust the AFSA parameters. These functions can be based on the number of iterations, fitness value, distance or other conditions. For example, (Fei et al.
| Modification            | Study                                                                 |
|-------------------------|----------------------------------------------------------------------|
| Parameters              | Gao et al. (2014), Zhuang et al. (2019), Yan et al. (2020), Qin and Xu (2018), Xi and Zhang (2019), Fei et al. (2014), Liu et al. (2016), Peng et al. (2018), Zhang et al. (2017), El-Saïd (2015), Chen and Zhao (2016), Tan and Mohamad-Saleh (2019), Zhang et al. (2016), Feng et al. (2020), Cheng and Xiang (2017), Lin et al. (2021), Liu et al. (2019), Mao et al. (2018), Yuan et al. (2020), Yan et al. (2020), Li et al. (2018), Gao et al. (2015, 2015), Zhu et al. (2020), Kang et al. (2019), Wang et al. (2016), DaWei and Changliang (2015), Li et al. (2016), Ma et al. (2015), Yazdani et al. (2011), Huang et al. (2021) |
| Procedure and sub-functions | Gao et al. (2014), Zhuang et al. (2019), Fang et al. (2017), Qin and Xu (2018), Fei et al. (2014), Peng et al. (2018), Zhang et al. (2017), Chen and Zhao (2016), Zhang et al. (2016), Gao et al. (2015, 2015), Zhu et al. (2020), Liu et al. (2019), Huang and Chen (2015), Li et al. (2015), Jia et al. (2020), Cheng and Lu (2018), Cao et al. (2017), Zhang et al. (2017), He et al. (2019, 2016), Fei and Zhang (2017), Xian et al. (2018), Serapião et al. (2016), Liu and Wang (2016), Wang and Guo (2015), Yazdani et al. (2011), Li et al. (2021) |
| Hybrid                  | Fang et al. (2017), Peng et al. (2018), Chen and Zhao (2016), Mao et al. (2018), Li et al. (2018), Kang et al. (2019), Cheng and Lu (2018), Cao et al. (2017), Wei et al. (2019), Yaseen et al. (2018), Yuan and Yang (2019), Zhang et al. (2021), Upadhyay et al. (2021), Kanimozh and Singaravel (2021), Zhang et al. (2017), He et al. (2019), Hajisalem and Babaie (2018), He et al. (2016), Zheng et al. (2020), Fei and Zhang (2017), Xian et al. (2018), Jiang et al. (2017), Fang et al. (2014), Guo et al. (2016), Li et al. (2016), Fei et al. (2021), Zhang et al. (2021) |
| Non-population based    | Yazdani et al. (2013), Gao et al. (2014), Yan et al. (2020), Xi and Zhang (2019), Liu et al. (2016), Tan and Mohamad-Saleh (2019), Gao et al. (2015), Ma et al. (2015), Serapião et al. (2016), Liu and Wang (2016), Huang et al. (2021), He et al. (2021), Goluguri et al. (2021), Krishnaraj et al. (2021), Zhang et al. (2013), Sathy and Geetha (2017), Wang et al. (2018), Zhang and Ma (2019), Yazdani et al. (2011, 2010, 2010), Hua et al. (2021), Xian and Yang (2021), Zhou et al. (2021), Babaee Tirkolae et al. (2020) |
| Multi-objective         | Babaee Tirkolae et al. (2020), Liu et al. (2020), Ma and He (2019), Sun et al. (2017), Xu et al. (2019) |
| Dynamic                | Yazdani et al. (2012, 2014, 2016) |
used a linear function based on the current iteration number \( t \) to gradually reduce the \( s \) and \( v \) values as follows:

\[
\nu^{(t)} = v_0 - k_v \cdot t, \\
\sigma^{(t)} = s_0 - k_s \cdot t,
\]

where \( k_v \) and \( k_s \) are the changing slope rates of \( v \) and \( s \), respectively. Using (14) and (15) result in having larger \( v \) and \( s \) values in the early stages and smaller \( v \) and \( s \) values in the later stages, thus attempting to balance the trade-off between exploration and exploitation.

Similar to the linear functions, several studies (Cheng and Xiang 2017; Feng et al. 2020; Gao et al. 2014; Peng et al. 2018; Zhang et al. 2017, 2016) adopted exponential functions based on the current \( t \) and maximum iteration \( t_{\max} \) numbers to gradually reduce \( s \) and \( v \), i.e.,

\[
\nu^{(t)} = v_{\text{in}} \times \alpha_v + v_{\min}, \\
\sigma^{(t)} = s_{\text{in}} \times \alpha_s + s_{\min},
\]

where \( v_{\text{in}} \) and \( s_{\text{in}} \) are input values for calculating \( v \) and \( s \) over time, respectively, \( v_{\min} \) and \( s_{\min} \) are values computed according to the accuracy of the problem; and they indicate the minimum values that \( \nu^{(t)} \) and \( \sigma^{(t)} \) can take, respectively, while \( \alpha_v \) and \( \alpha_s \) are exponential functions representing the changing parameter of the model operation. As an example, Gao et al. (2014) used the following function:

\[
\alpha_v = \alpha_s = \exp \left( -3 \cdot \left( \frac{t}{t_{\max}} \right) \right).
\]

Liu et al. (2019) adopted a function according to the problem, i.e., hydraulic-connectivity, to update \( \alpha_v \) and \( \alpha_s \) at each iteration, while (Zhang et al. 2016) used the attenuation function to update \( v \) in (16) and the Gaussian distribution function to update \( s \) in (17), as follows:

\[
\alpha_v = \exp \left( -25 \cdot \left( \frac{t}{t_{\max}} \right)^k \right), \\
\alpha_s = \frac{1}{\sigma \sqrt{2\pi}} e^{-\left( \frac{t_{\max} - \mu}{2\sigma^2} \right)^2},
\]

where \( k \) is a value between 1 and 20, \( \sigma \) represents the standard deviation, and \( \mu = 0 \). Using Eqs. (19) and (20) can minimize the values of \( v \) and \( s \) while allowing the AFs to move closely to the optimal solution during the iteration process.

Mao et al. (2018) introduced adaptive \( v \) and \( s \) based on five neighborhood AFs, as follows:

\[
\nu_i^{(t)} = U(0, 1) \cdot \frac{1}{5} \cdot \alpha^{(t)} \cdot \sum_{j=1}^{5} d_{ij} + v_{\min},
\]
where \( v_{\text{min}} \) and \( s_{\text{min}} \) are the minimum visual and step sizes, respectively, and \( \alpha^{(t)} \) is defined as follows:

\[
\alpha^{(t)} = \exp\left(-r \cdot \left(\frac{t}{t_{\text{max}}}\right)^2\right),
\]

where \( r \) indicates the limited factor.

Huang et al. (2021) used three adaptive \( s \) to define the AFSA behaviors, as follows:

\[
s_1^{(t)} = \left(1 - \frac{t - 1}{\beta_1 - t_{\text{max}}}\right) \cdot s^{(t-1)}, \tag{24}
\]

\[
s_2^{(t)} = \beta_2 \cdot s^{(t-1)}, \tag{25}
\]

and

\[
s_3^{(t)} = s^{(t-1)} + \frac{s_0}{\beta_3 \cdot t_{\text{max}}}, \tag{26}
\]

where \( \beta_1 \), \( \beta_2 \) and \( \beta_3 \) are the attenuation factors of the three adaptive steps. Eqs. (24), (25) and (26) gradually decrease \( s \), in order to increase the convergence speed and enhance the optimization precision.

A multi-strategy AFSA (MSAFSA) (Zhuang et al. 2019) model introduced an adaptive \( s \), as follows:

\[
s^{(t)} = s_{\text{max}} - \frac{t}{t_{\text{max}}} (s_{\text{max}} - s_{\text{min}}), \tag{27}
\]

where \( s_{\text{max}} \) and \( s_{\text{min}} \) are the maximum and minimum step sizes, respectively.

Yuan et al. (2020) used the distance between the location of the \( i \)-th AF and the best found position (\( \vec{g} \)) to adjust \( s_i \) in each iteration, as follows:

\[
s_i^{(t)} = \|\vec{g}^{(t-1)} - \vec{x}_i\| \cdot U(-1, 1), \tag{28}
\]

where \( \vec{g}^{(t-1)} \) is the best found position up to the last iteration. This allows the AFs to move within a reasonable region, in a way to adjust the trade-off between the exploration and exploitation abilities.

Similarly, a number of studies (Li et al. 2018; Lin et al. 2021; Yan et al. 2020) adjust the AFSA parameters adaptively according to the fitness value. In studies (Lin et al. 2021; Yan et al. 2020) the following function to calculate \( s \) based on the fitness value of the newly generated position and the current AF is proposed:

\[
s_i^{(t)} = \left|1 - \frac{f(\vec{x}_i)}{f(\vec{x})}\right| \cdot s_i^{(t-1)}. \tag{29}
\]

Yan et al. (2020) also provided a function to calculate \( v \) in each iteration for the \( i \)-th AF with respect to the distance of other AFs locating within the visual distance of the current AF, as follows:
\[ v_i^{(t)} = \frac{1}{|\mathcal{N}(\vec{x}_i)|} \sum_{j \in \mathcal{N}_i} \| \vec{x}_i - \vec{x}_j \|, \]  

(30)

where \( \mathcal{N}(\vec{x}_i) \) is a set of neighbors of the \( i \)-th AF (i.e., other AFs which lie inside the field of view (\( v \)) of the \( i \)-th AF), \( f(\vec{x}_i) \) and \( f(\vec{x}_j) \) are fitness value of current and newly generated AF, in which \( f(\vec{x}_i) \) is better than \( f(\vec{x}_j) \). Since the value of \( f(\vec{x}_i) / f(\vec{x}_j) \) is small in the early stages, \( s_i \) is larger. The value of \( f(\vec{x}_i) / f(\vec{x}_j) \) increases with approaching to the optimal solution, resulting in a small value of \( s_i \). Meanwhile, (Li et al. 2018) introduced a \( s \) function based on the fitness value of the current and previous iterations of the corresponding AF, and a conditional \( v \) value. If the improvement is higher than a user-defined threshold, a large \( v \) setting is used, and vice versa.

In Gao et al. (2015, 2015), inspired by the random inertia weight of PSO (Shi and Eberhart 1998), the \( \alpha \) value is determined randomly in each iteration for the \( i \)-th AF:

\[ \alpha_i^{(t)} = \alpha_{\text{min}} + U(0, 1) \cdot (\alpha_{\text{max}} - \alpha_{\text{min}}), \]  

(31)

\[ v_i^{(t)} = v_i^{(t-1)} \cdot \alpha_i^{(t)}, \]  

(32)

where \( \alpha_{\text{max}} \) and \( \alpha_{\text{min}} \) indicate the maximum and minimum values of \( \alpha \), respectively. Eq. (31) generates random values between \( \alpha_{\text{max}} \) and \( \alpha_{\text{min}} \), which can avoid local extreme points during the AF optimization process.

Zhu et al. (2020) exploited the Lorentzian and exponential functions to adaptively adjust the values of \( v \) and \( s \), respectively, as follows:

\[ v_i^{(t+1)} = v_i^{(t)} \cdot \left( 2 \cdot \left( \frac{t}{t_{\text{max}}} \right)^2 + 1 \right)^{-1}, \]  

(33)

\[ s_i^{(t+1)} = s_i^{(t)} \cdot e^{-\sigma \left( \frac{t}{t_{\text{max}}} \right)^2}. \]  

(34)

Liu et al. (2019) used the best found position \( \overline{\vec{g}} \) to update \( v \):

\[ v_i^{(t+1)} = v_i^{(t)} + U(-1, 1) \cdot \frac{\overline{\vec{g}} - \vec{x}_i^{(t)}}{\| \overline{\vec{g}} - \vec{x}_i^{(t)} \|}. \]  

(35)

Kang et al. (2019) divided the population into two groups, i.e., elite and normal, and assigned different adaptive \( s \) and \( v \) settings to each group. Inspired by the ocean current power (OCP), the AFSAOCP (Wang et al. 2016) model divided the AFs into three groups, and assigned a different \( s \) setting to each group. This strategy enhances species diversity and allows the algorithm to escape from local optima during the iteration process.

Moreover, a rational value of \( \delta \) helps the AFSA to avoid the local optimal solutions (Cai 2010). A large \( \delta \) setting permits a lower crowding level, which causes the AFSA to jump out of local optima, but it reduces the convergence speed owing to executing the random behavior to avoid overcrowding. In the subsequent stage, if the food location is too crowded, the AFs cannot swim to the area to probe for more accurate optimum solutions. The experiment results in Fernandes et al. (2009) indicated that the convergence speed can be accelerated by gradually reducing \( \delta \). In this regard, (Cheng and Xiang 2017) adaptively reduced the \( \delta \) value as the number of iteration increased using:
where $\mu \in (0, 1)$.

### 3.2 Procedure and sub-functions

This category of modifications aims to improve the AFSA performance by modifying its behaviors, such as incorporating the updating mechanisms from other population-based methods into the AFSA behaviors or introducing new ones. Apart from the three behaviours of the original AFSA, *leaping* (Farzi 2009) and *swallow* (Cheng et al. 2009) behaviours have been introduced to improve the performance of the algorithm. Leaping behaviour randomly selects a fraction of the AFs, and re-initializes them within their visual distance. Note that the best AF should not be included among the selected AFs. The leaping behavior is executed if after a certain number of iterations, the objective function of the best AF is not improved or the improvement is smaller than a threshold (Farzi 2009). The MSAFSA (Zhuang et al. 2019) model introduced both the swallow (Cheng et al. 2009) and leaping behaviors to reduce complexity and escape from the local optima, respectively. It applies the swallow behavior after a certain number of iterations, i.e., when the fitness value of an AF is smaller (for maximum problem) or larger (for minimum problem) than a user-defined threshold, it is swallowed. In addition, it activates the leaping behavior in situations when no improvement is observed in the objective function of two adjacent iterations. When the fitness value of an AF is $\beta$ times more than the global optimum, the AF is aborted to release the memory and reduce the model complexity.

Since the convergence speed in the later stage of AFSA is too slow, i.e., increasingly more AFs perform invalid search that requires more time. To alleviate this issue, the population inhibition behavior was proposed in Huang and Chen (2015). In this behavior, after a certain number of iterations, big fishes eat small fishes, and the occupied space of small fishes is cleared, helping to accelerate the convergence speed. Li et al. (2015) modified the behaviors with a Bloch spherical-based quantum coding to realize individual evolution quantity. With a three-chain quantum bit encoding mechanism, each AF simultaneously searches three new locations during each iteration. Each search behavior must involve measurement and projection based on a bit rotation matrix structure. Although this mechanism significantly increases the computational load, it can produce better results as compared with the original AFSA. Jia et al. (2020) used a bulletin board to show the distance between the AFs and each privacy-sensitive service selection in an internet-of-things (IOT) environment.

Gao et al. (2020) developed an elimination and regeneration mechanism to improve the quality of AFs. As such, AFs whose fitness values are lower than a user-defined threshold are removed, and the same number of AFs are generated for replacement purposes. This strategy helps the AFs to conduct effective search and avoid being trapped in local optima. In addition, a Cauchy mutation is applied to the foraging behavior of the AFSA to jump out of the local optima. If the AF cannot move toward a better position after $t$ attempts of executing the foraging behavior, instead of performing random behavior, the Cauchy mutation is used to mutate the $i$th AF as follows:

\[ v_{i}^{(t)} = v_{0} \cdot \left(1 + \frac{t}{i}\right), \]
where $c$ is a variable that obeys the Cauchy distribution. The use of (37) and (38) gradually expands the search space, thus enabling the AF to escape from the local optimum. In DaWei and Changliang (2015), the Gaussian distribution function was used to initialize the AFs with the preying behaviour, in order to obtain a more precise location in the feeding stage. The preying behavior can be considered as a random movement that depends on the current location of the AF and probability of moving to the next position. On one hand, the preying behavior can be considered as a random movement that depends on the current location of the AF and probability of moving to the next position. In this regard, (Peng et al. 2018) applied a lévy search strategy (Pavlyukevich 2007), which is an effective strategy with random movement, to the preying behavior, i.e.,

$$
\bar{x}_{p,i} = \bar{x}_i^{(t)} + \gamma \cdot L(\lambda),
$$

(39)

where $\gamma$ is the step factor between 0 and 1, $L(\lambda)$ is a random vector generated by the lévy strategy, as follows:

$$
L(\lambda) = \frac{\phi \cdot \mu}{|r|^{1/\beta}} \cdot \left( \bar{x}_i^{(t)} - \bar{g} \right),
$$

(40)

where $1 < \lambda < 3$, $0 < \beta < 2$, $\bar{g}$ is the best found position, $\mu = l^{-\lambda}$, $\mu \sim \mathcal{N}(0, \phi^2)$ and $r \sim \mathcal{N}(0, 1)$ obey the normal distribution, and:

$$
\phi = \left\{ \frac{\Gamma(1 + \beta) \sin(\pi \beta / 2)}{\Gamma(1 + \beta / 2) \beta \cdot 2^{(\beta-1)/2}} \right\}^{1/\beta},
$$

(41)

where $\Gamma$ indicates the standard Gamma function. In addition, the moving strategy of the AF is integrated into the preying and following behaviors, as follows:

$$
\bar{x}_{p,i} = w^{(t)} \cdot \bar{x}_i^{(t)} + \beta_{ij}(\bar{x}_j, \bar{x}_i^{(t)}) + \alpha \cdot (\mathcal{U}(-1, 1) - 0.5),
$$

(42)

where $\alpha$ is a step factor, $\alpha \cdot (\mathcal{U}(-1, 1) - 0.5)$ prevents falling into the local optimum, and $\beta_{ij}(\bar{x}_j, \bar{x}_i^{(t)})$ and $w^{(t)}$, respectively, are the attraction level and inertia weight, defined as follows:

$$
\beta_{ij}(\bar{x}_j, \bar{x}_i^{(t)}) = \beta_0 \cdot e^{-r_{ij}},
$$

(43)

$$
w^{(t)} = w_{\max} - \frac{w_{\max} - w_{\min}}{t_{\max}} \cdot t.
$$

(44)

where $r_{ij}$ is the the Cartesian distance between the $i$-th and the $j$-th AFs, $\beta_0$ is the attraction degree of an AF at $r_{ij} = 0$, $w_{\max}$ and $w_{\min}$ are the maximum and minimum inertia weights. Note that for the preying behavior, $\bar{x}_i$ is obtained by (7), while the following behavior serves as a better companion within the visual distance of the current AF. Using the lévy search and the FA moving strategies help the model to avoid local optima.

Zhu et al. (2020) divided the population into several sub-populations. Each sub-population searches independently within its search area, and the best individuals of all sub-populations are allowed to interact efficiently. As such, new positions are generated based on two individuals as follows:
The original AFSA uses a bulletin to record the best AF. This is because the random behavior can move the best solution to a sub-optimum location. As such, other AFs cannot use the benefit of the current best solution to move toward the best position; consequently, they do not effectively search within the vicinity of the local position. To overcome this issue and improve the local search ability of the AFSA, several studies implement the global best or local best position into the behaviors of the AFSA. For example, (Fei et al. 2014) modified the preying behavior by combing the current AF and the best found AF (i.e., $\vec{g}$), as follows:

$$\vec{x}_{p,i} = \vec{x}_i^{(t)} + s_i^{(t)} \cdot U(0, 1) \cdot \left( \frac{\vec{x}_i - \vec{x}_j^{(t)}}{\|\vec{x}_i - \vec{x}_j^{(t)}\|} + \frac{\vec{g} - \vec{x}_j^{(t)}}{\|\vec{g} - \vec{x}_j^{(t)}\|} \right) .$$

The AFSA model in Gao et al. (2015, 2015) consisted of two behaviors, i.e., individual and group behaviors. The individual behavior is based on the preying behavior. Specifically, it generates a new position $\vec{x}_j$ by the preying behavior. If $\vec{x}_j$ is better than $\vec{x}_j^{(t)}$, the AF moves toward $\vec{x}_j$. Otherwise, it randomly generates a new position. The group behavior generates a new AF based on the center position if the fitness value of the center position is better than that of the current AF, otherwise, it generates a new AF based on the best found position, i.e.,

$$\vec{x}_j^{(t+1)} = \begin{cases} \vec{x}_j^{(t)} + v_j^{(t)} \cdot U(0, 1) \cdot \frac{\vec{x}_j - \vec{x}_j^{(t)}}{\|\vec{x}_j - \vec{x}_j^{(t)}\|}, & \text{if } f(\vec{x}_j) > f(\vec{x}_j^{(t)}) \\ \vec{x}_j^{(t)} + v_j^{(t)} \cdot U(0, 1) \cdot \frac{\vec{g} - \vec{x}_j^{(t)}}{\|\vec{g} - \vec{x}_j^{(t)}\|}, & \text{otherwise,} \end{cases} .$$

Inspired by the PSO (Shi and Eberhart 1998; Huang and Chen 2015) introduced an inertia weight-based adaptive movement behavior and a log-linear scheme to select the behaviors, i.e.,

$$w_i^{(t)} = 0.6 \cdot e^{-10(1-P_i^{(t)})} ,$$

where $P_i^{(t)}$ is the log-linear function derived from three feature functions i.e., diversity function, dimensional distribution function, and average distance metrics function. Then, they formulated new preying (50), following (51) and swarming (52) behaviors according to (49), as follows:

$$\vec{x}_{p,i} = (1 - w_i^{(t)}) \cdot \vec{x}_i^{(t)} + w_i^{(t)} \cdot s_i^{(t)} \cdot U(0, 1) \cdot \frac{\vec{x}_j^{(t)} - \vec{x}_j^{(t)}}{\|\vec{x}_j^{(t)} - \vec{x}_j^{(t)}\|} ,$$

$$\vec{x}_j^{(t+1)} = \begin{cases} \vec{x}_j^{(t)} + (1 + U(0, 1))\vec{x}_j^{(t)} + (1 - U(0, 1))\vec{x}_j^{(t)}), & \text{if } f(\vec{x}_j) < f(\vec{x}_j^{(t)}) \\ \vec{x}_j^{(t)} + (1 - U(0, 1))\vec{x}_j^{(t)} + (1 + U(0, 1))\vec{x}_j^{(t)}), & \text{otherwise,} \end{cases} .$$

where $\vec{x}_i^{(t)}$ and $\vec{x}_j^{(t)}$ are two different AFs. Then, replacement take place under the following conditions:
The best position of $x^{(i)}$ in (54) for $-\alpha + \beta$ in (55) is $\bar{x}^{(i)}_c = (1 - w^{(i)}) \cdot \bar{x}^{(i)}_c + w^{(i)} \cdot s^{(i)}_c \cdot \frac{\bar{x}_c - \bar{x}^{(i)}_c}{\|\bar{x}_c - \bar{x}^{(i)}_c\|}$, \hfill (51)

Then, they adopted (51) and (52) to perform swarming and following behaviors, respectively. In addition, the preying behavior is formulated as follows:

$\bar{x}_{p,i} = (1 - w^{(i)}) \cdot \bar{x}^{(i)}_c + w^{(i)} \cdot s^{(i)}_c \cdot \|\bar{U}(-1, 1)\|$, \hfill (53)

Cheng and Lu (2018) modified the preying behavior of the AFSA based on the velocity-displacement strategy of the PSO. As such, the velocity of each AF is computed as follows:

$\bar{v}^{(i+1)} = w \cdot \bar{v}^{(i)} + c_1 \|U(0, 1)\| (\bar{p}^{(i)}_c - \bar{x}^{(i)}_c) + c_2 \|U(0, 1)\| (\bar{g} - \bar{x}^{(i)}_c)$, \hfill (54)

where $c_1$ and $c_2$ are the learning rates, $w$ is the inertia weight, and $\bar{p}^{(i)}_c$ is the best position of the $i$-th AF. Then, a new position is generated, i.e.:

$\bar{x}_{p,i} = \bar{x}^{(i)}_c + \alpha \cdot \bar{v}^{(i+1)}$, \hfill (55)

where $\alpha$ is a constraint factor.

In a similar way, (Cao et al. 2017) modified the swarming and following behaviors of the AFSA. Specifically, for the swarming behavior, they replaced $\bar{x}_c$ with $\bar{p}^{(i)}_c$ in (54). For the following behavior, they replaced the best AF in the visual range with $\bar{p}^{(i)}_c$ in (54), leading to a new position, i.e.,

$\bar{x}_{f,i} = \bar{x}^{(i)}_c + s^{(i)}_c \cdot \frac{\bar{v}^{(i)}_c}{\|\bar{v}^{(i)}_c\|}$. \hfill (56)

Mao et al. (2018) applied the velocity and best found position of the PSO with extended memory (PSOEM) (Duan 2011) to the AFSA behaviors. As such, the velocity of each AF pertaining to their swarming, memory and communication behaviors are updated according to (57), (58) and (59), respectively. Then, the new positions are generated based on formulation in (55), i.e.,

$\bar{v}^{(i+1)} = w \bar{v}^{(i)} + s^{(i)}_c \cdot U(0, 1) \cdot \frac{\bar{x}_c - \bar{x}^{(i)}_c}{\|\bar{x}_c - \bar{x}^{(i)}_c\|}$, \hfill (57)

$\bar{v}^{(i+1)} = w \bar{v}^{(i)} + s^{(i)}_c \cdot U(0, 1) \cdot \frac{[\bar{g}(\bar{p}^{(i)}_c - \bar{x}^{(i)}_c) + \bar{g}(\bar{p}^{(i-1)}_c - \bar{x}^{(i-1)}_c)]}{\|[\bar{g}(\bar{p}^{(i)}_c - \bar{x}^{(i)}_c) + \bar{g}(\bar{p}^{(i-1)}_c - \bar{x}^{(i-1)}_c)]\|}$, \hfill (58)
\[ \vec{v}_i^{(t+1)} = w \vec{v}_i^{(t)} + s_i^{(t)} \cdot U(0, 1) \cdot \frac{[\xi^{(t)}(\vec{g} - \vec{x}_i^{(t)}) + \xi^{(t-1)}(\vec{g}^{(t-1)} - \vec{x}_i^{(t-1)})]}{\|[\xi^{(t)}(\vec{g} - \vec{x}_i^{(t)}) + \xi^{(t-1)}(\vec{g}^{(t-1)} - \vec{x}_i^{(t-1)})]\|}, \]

where \( \vec{p}_i^{(t-1)} \) and \( \vec{x}_i^{(t-1)} \) are, respectively, the best position of the \( i \)-th AF and best found position after \( (t-1) \) iteration, \( \xi^{(t)} \) and \( \xi^{(t-1)} \) are the effective factors of the extended memory at iterations \( t \) and \( (t-1) \), respectively.

### 3.3 Hybrid AFSA

Many hybrid models of the AFSA combined with other methods have been proposed. The goal of hybrid models is to exploit the strengths of each method by integrating them into one single model. Hybrid AFSA-based models can be divided into two groups: (i) hybrid models with population-based methods; and (ii) hybrid models with non-population-based methods. These two groups are reviewed as follows.

#### 3.3.1 Population-based methods

Hybrid AFSA models with population-based algorithms can be further divided into two groups. In the first group, two or more methods are merged into a unified model, while in the second group, the methods co-operate in parallel or serial to find the global optimum.

Merged models: These models, as shown in Fig. 6, generate new solutions by merging the AFSA dynamic within the structure of other population-based algorithms, or vice versa. PSO has been widely merged with the AFSA. An AFSA-PSO model (Wei et al. 2019) to optimize the basic structure of the deep belief network was proposed. The AFSA’s behaviors are implemented in the PSO structure to improve the movement of particles.

**Fig. 6** Flowchart of the merged hybrid AFSA models. The AFSA dynamic is embedded within the structure of other population-based models, or vice versa, to generate new solutions iteratively until the termination condition is satisfied.
Yaseen et al. (2018) integrated the follow and swarm behaviors of the AFSA in PSO. To achieve this, PSO is used to find the global best and local best positions, and then, the particles are divided into two sub-populations. The following behavior of the AFSA is applied to one group, and the swarm behavior is carried out on the other group. Finally, the best particle obtained by these two behaviors is compared with the recorded particle in memory. If the new particle is better than the recorded one, replacement takes place. In MPSO (Yan et al. 2020), the preying and random behaviors of the AFSA were embedded in PSO, in order to increase its local search capability for the purpose of K-means clustering optimization. In Cheng and Lu (2018), the velocity and position update of PSO was used to improve the preying behavior of the AFSA. In addition, a non-uniform mutation operator was used as a reference to enhance the local searchability. CIAFSA (Mao et al. 2018) combined PSO with an extended memory (PSOEM) (Duan 2011) and the AFSA. CIAFSA implemented the velocity of particles into the behaviors of the AFSA. Later, normative AFSA (NFSA) (Tan and Mohamad-Saleh 2019), namely a hybrid model of PSOEM-FSA and normative knowledge (Reynolds and Peng 2004), was proposed. Yuan and Yang (2019) implemented the swarming and following behaviors of the AFSA in the search strategy of PSO. Zhang et al. (2017) implemented the speed-up behavior of PSO in the AFSA. MSAFSA (Zhuang et al. 2019) implemented the search strategy of DE and PSO in the AFSA’s behaviors. Cao et al. (2017) applied the velocity-displacement strategy of PSO in the AFSA to increase the convergence speed.

The AFSA has also been merged with other population-based algorithms. He et al. (2019) implemented the crossover and mutation strategies of DE in the later stage of the AFSA to improve the global search ability by escaping from local optima. Hajisalem and Babaie (2018) introduced ABC-AFSA for anomaly detection by incorporating the preying behavior of the AFSA into ABC. Since the preying behavior can determine the direction of food, it helps the model to avoid pre-matured convergence. Zhang et al. (2021) proposed FDMABC for function optimization by exploiting the AFSA crowding factor to present the ABC algorithm from falling into local optima. SA-IAFSA (He et al. 2016), namely a hybrid model of the AFSA and simulated annealing (SA), was proposed to device a fuzzy-based clustering approach. SA-IAFSA used the AFSA with the leaping behavior, and it applied the simulated annealing (SA) in the preying behavior of the AFSA to increase stability and convergence speed of the model.

AF-GBFO (Zheng et al. 2020) combined the following and swarming behaviors of the AFSA with the chemotaxis part of the bacterial foraging algorithm (BFO). The bacteria positions are updated based on an evaluation of their own positions as well as others to solve the poor convergence speed of the BFO and avoid being trapped in local optima dealing with some complex problems. While, AFSA-BFO (Fei and Zhang 2017) adapted the BFO in the later stage of the AFSA to improve its local search ability. LFFSA (Peng et al. 2018) applied the moving strategy of the FA in the preying and following behaviors of the AFSA to address the issue of random moving after determining the direction in AFSA. In addition, the lévy flight strategy is used during search to improve the preying behavior and avoid trapping into local optimum. In a similar way, (Xian et al. 2018) integrated the chemotactic behavior of BFO in the preying behavior of the AFSA, and a mutation strategy-based lévy flight search.

Co-operative models: These models (as shown in Fig. 7) employ the AFSA and other population based methods separately to generate new solutions, and combine the generated solution based on a formulated criterion. A hybrid model of the AFSA with PSO based on Gaussian learning to improve the parameters of active disturbance rejection was proposed by Kang et al. (2019). This method divides the solutions into several groups and
then ranks the members of each group based on their fitness value. The top 20% of individuals are defined as the elites, and the rest as normal. In addition, Gaussian learning is applied to further improve the position of the final particles. Fang et al. (2017) proposed a hybrid model of the AFSA with PSO to detect the onset of ultrasonic signals. This model, which uses a multi-modal objective function, firstly employs the AFSA to find all possible search space. After extracting the optimal solutions in every space, PSO is used for exploitation. In contrast, HAFPSO (Kanimozhi and Singaravel 2021) first applies PSO to allow the AFSA to utilize the final best population from PSO as its initial population for performing the local search. Other hybrid models of PSO and the AFSA (Jiang et al. 2017; Zhang et al. 2021) use both algorithms separately to search for the best position, i.e., the global best and local best in PSO, and the best AF in the AFSA, before comparing the obtained best positions at the end of each iteration. If a better position is found, the current best AF is replaced and the overall result of the AFSA is updated.

RCGA-AFSA (Fang et al. 2014), which is a hybrid model of real-coded genetic algorithm (RCGA) and AFSA, for solving short-term hydrothermal scheduling is proposed. RCGA-AFSA uses RCGA as a global search algorithm to explore better solution spaces, and then AFSA is applied as a local search to exploit an accurate optimal solution. Guo et al. (2016) propose a hybrid model of AFSA, ACA, and backpropagation network (BPN),
i.e., AFSAACA-BPN, to control thermal error. It, firstly, uses AFSA to adjust BPN’s weight, and then, AFs with top 5% concentration is used to initialize the pheromone value of ACA. Li et al. (2016) develop a hybrid parallel model of AFSA and ABC. This model, in the early stage, randomly divides swarms into two groups, and then applies different search strategy, i.e., AFS and ABC, to each group. In the late stage, DN-AFS (Li et al. 2013) and RP-ABC (Binghui et al. 2006), which are variants of AFSA and ABC, are used to further improve the optimization performance. In Cheng and Lu (2018), the Metropolis rule of the simulated annealing (SA) is implemented in AFSA to avoid model from premature convergence. In Li et al. (2018), chaos adaptive AFSA for fault detection optimization problems is proposed. This model applies Chaos search at the end of each iteration to further improve the best AF that is stored in the bulletin board.

In Fei et al. (2021), a hybrid model of AFSA and bacterial colony Chemotaxis (BCC), namely BCC-AFSA, for selection and optimization of distribution center location was proposed. BCC-AFSA applies BCC when the results of the AFSA do not change significantly after a certain number of iterations, in order to improve its global optimization. On the other hand, RNA-AFSA Zhang et al. 2021) uses the characteristics of RNA (ribonucleic acid) to solve the oscillation problem in the late stage of the AFSA algorithm. In Upadhyay et al. (2021), a hybrid model of the AFSA and flower pollination algorithm (FPA) for obtaining the best dense cluster was introduced. This model employs either the AFSA or FPA at each iteration to find the best solution based on a defined criterion.

### 3.3.2 Non-population-based methods

The AFSA has also been integrated with non-population-based methods. In Xi and Zhang (2019) and Ma et al. (2015), hybrid models of the AFSA with fuzzy C-means (FCM) for clustering were proposed. The AFSA is used to avoid FCM from being trapped in local optima. Serapião et al. (2016) combined a variant of the AFSA proposed in Bastos Filho et al. (2008) with K-means and K-harmonic methods for data clustering. El-Said (2015) combined the AFSA with FCM for image quantization. GAFSA-SVR (Liu and Wang 2016), namely a hybrid model of GAFSA (Wang and Guo 2015) and the support vector regression (SVR), for prediction of network traffic was proposed. This model uses GAFSA to optimize the parameters of SVR. Hybrid fish-swarm logic regression (FSLR) was proposed in Zhang et al. (2013). On the other hand, (Krishnaraj et al. 2021) proposed a clustering technique based on the AFSA and hill climbing for throughput maximization in wireless multimedia sensor networks.

In Hua et al. (2021) and Xian and Yang (2021), the AFSA was adopted to optimize the SVM parameters. In Sathy and Geetha (2017), the AFSA was combined with an artificial neural network (ANN) to find the best weights. Goluguri et al. (2021) used the AFSA to optimize the weights of a deep convolutional neural network for identifying rice diseases. In Zhuang et al. (2019), MSAFSA-SVR was introduced to calculate the stability of rocks in tunnel engineering. MAFSA-SVR (Yan et al. 2020) was also used to predict the heat transfer capacity of radiators. In He et al. (2021), the AFSA was applied to train a wavelet neural network (WNN). In Jia et al. (2020), the AFSA was used for feature selection and parameter optimization of a random forest for detecting Cervical cancer. In Gao et al. (2020), a hybrid model of twin SVM (TSVM) with an improved AFSA model for flame recognition problem was proposed, in which the improved AFSA model was used to solve the parameter selection problem of TSVM.
ZAFSA (Wang et al. 2018), namely a hybrid model of the AFSA and normal distribution, was proposed to evaluate the interfacial heat transfer coefficient. ZAFSA, firstly, diminishes the search space using the normal distribution before applying the AFSA to find the best solution. A hybrid model of the AFSA with singular value decomposition (SVD) for enhancing weak digital signals was proposed in Zhang and Ma (2019). Babaei Tirkolaee et al. (2020) formulated a hybrid model based on the AFSA and an interactive fuzzy solution technique for flowshop scheduling. The AFSA is able to provide the Pareto optimal solutions. CPAFSA (Zhou et al. 2021) was proposed to optimize water quality monitoring sensor networks by creating new underwater sensor coverage algorithms. Specifically, CPAFSA uses chaotic selection for parameter initialization and integrates the global search capabilities of parallel operators. In addition, CPAFSA applies the elite selection to avoid local optimization and solve the problem of 3D target coverage. AFSA-CA (Huang et al. 2021) was developed to optimize parameters of an urban growth model.

3.4 Multi-objective AFSA

MOOP considers problems involving more than one objective function to be optimized. It aims to find a trade-off between two or more conflicting objectives. Several studies have been adopted AFSA and its variants to solve MOOP. For examples, (Sun et al. 2017) proposed a multi-objective optimization algorithm based on the AFSA for undertaking the trajectory problems. Later, Xu et al. proposed an iterative deletion AFSA (IDAFSA) to solve multi-objective problems (Xu et al. 2019). IDAFSA integrated the global optimal solution into the behaviors of the original AFSA. In addition, the Pareto optimally proposed by Zhang et al. (2017) was adopted as a sorting mechanism to select a Pareto optimal solution set. Ma and He (2019) combined an adaptive GA (Kusakci and Can 2014) with the AFSA to solve green wave traffic control. When the recorded solution in the AFSA remained unchanged or improved slightly, the adaptive crossover and mutation operators were used to retain the optimal solution state of the AFs and conduct mutation pertaining to a small number of dimensions for other AFs. In addition, developed a Pareto AFSA embedded with the GA to solve the urban electric transit network problem.

3.5 Dynamic AFSA

The AFSA also has been used to tackle dynamic optimization problems (DOPs). In DOPs, the search space changes over time, due to the changes in the objective function, constraints, variable interactions, and/or the number of variables (Mavrovouniotis et al. 2017). A DOP requires an algorithm to not only find the global optimum, but also track it after environmental changes. In view of the specific challenges of DOPs, such as diversity loss and outdated memory, optimization algorithms that have been designed to tackle static optimization problems cannot be directly used for tackling DOPs. The AFSA is no exception to this maxim.

Yazdani et al. (2012, 2014, 2016) introduced a multi-population AFSA (mAFSA) model for optimization in dynamic environments where several additional components have been used to address the DOP challenges. In all three versions of mAFSA, several AFSA sub-populations are responsible for covering multiple moving promising regions in the search space to improve the capability of the algorithm in reacting to the environmental changes and tracking the optimum position. To improve the performance of each sub-population in mAFSA and increase their convergence speed, which is vital for tracking the optimum
movement in each environment, several modifications have been incorporated into the to AFSA behaviors and parameters. In the modified AFSA, δ is removed and s is replaced by ν, i.e., the step size and the visual length are unified. In the preying behavior, the AFs are allowed to directly move to a better-found position; therefore, an AF may update its position t times where it executes the preying behavior. Besides that, in the following behavior, the best AF is used as the global attractor in each sub-population and is used to replace the neighbor AFs. Although the modifications improve the exploitation ability of sub-populations significantly, their exploration ability is deteriorated. This shortcoming is addressed by using the multi-population approach as well as some randomization operators performed by other components such as the exclusion (Blackwell and Branke 2006) and initialization of new sub-populations.

4 Applications

Figure 8 shows the application domains of AFSA and its variants from 2002 to early 2021. In addition, Table 2 shows the applications of the reviewed articles. As can be seen (Fig. 8), the AFSA and its variants have been applied to a wide range of application domains. Among them, “engineering”, “computer science” and “mathematics” are the most popular disciplines, with 31%, 28% and 12%, respectively.

The reviewed articles (Table 2) indicate the specific applications within engineering, computer science, and mathematics disciplines. In engineering, the AFSA and its variants are frequently used in the following areas: (i) sensor networks, which include communication optics system, wireless sensor network (WSN) coverage optimization, routing protocol in WSN, scheduling of multi-access edge networks, holes recovery and water quality monitoring using sensor networks; (ii) control systems, which include Proportional-Integral and Derivative control of the electronic stability program (ESP), field calibration, re-calibration of fiber optic gyroscope, tuned mass damper (TMD) optimization, underwater vehicle control, active disturbance rejection controller, distributed control and green wave traffic control; (iii) power systems, which include home energy management system, economic dispatching of electric power system, power allocation schemes; and (iv) miscellaneous problems, which include heat transfer, localization, tracking and navigation tasks.

The most popular applications of AFSA-based algorithms in computer science include (i) image processing, e.g., classification and segmentation; (ii) signal
processing, e.g., classification and approximation; (iii) forecasting, e.g., composite production, thermal error optimization, risk probability prediction, network traffic forecast, time series forecasting, annual water consumption prediction, and privacy services. On the other hand, many benchmark problems in mathematics e.g., classification, clustering and regression, have been used to evaluate the effectiveness of AFSA-based algorithms.

In addition to abovementioned application domains, “physics and astronomy”, “energy”, “materials”, “earth and planetary” and “decision” are the subsequent application domains with 5%, 4%, 4%, 2% and 2% coverage, respectively. The remaining 11% are covered by “Others”, where each domain constitutes lower than 1%, namely “social sciences”, “environmental science”, “biochemistry, genetics and molecular biology”, “agricultural and biological sciences”, “chemistry”, “multidisciplinary”, “chemical engineering”, “neuroscience”, “business, management and accounting”, “medicine”, “arts and humanities”, “economics, econometrics and finance”, “immunology and microbiology”, “pharmacology, toxicology and pharmaceutics”, “psychology” and “health professions”, as indicated in Fig. 8.

| Application | Study |
|-------------|-------|
| Benchmark   | Yazdani et al. (2016, 2013), Zhu et al. (2017), Shao et al. (2017), Zhou et al. (2019), Zhuang et al. (2019), Gao et al. (2020), Xi and Zhang (2019), Peng et al. (2018), Tan and Mohamad-Saleh (2019), Zhu et al. (2020), Liu et al. (2019), Wang et al. (2016), Huang and Chen (2015), Li et al. (2015), Wei et al. (2019), Upadhyay et al. (2021) Yaseen et al. (2018), Hajisalem and Babaie (2018), He et al. (2016), Zheng et al. (2020), Fang et al. (2014), Li et al. (2016), Serapião et al. (2016), Wang and Guo (2015), Sathy and Geetha (2017), Xu et al. (2019), Yazdani et al. (2012, 2014, 2010, 2010) |
| Sensor networks | Mechta and Harous (2017), Feng et al. (2020), Yan et al. (2020), Qin and Xu (2018), DaWei and Changliang (2015), Cao et al. (2017), Li et al. (2021), Huang et al. (2021), Zhou et al. (2021), Krishnaraj et al. (2021), Gorgich and Tabatabaei (2021) |
| Control systems | Gao et al. (2014), Chen and Zhao (2016), Li et al. (2018), Gao et al. (2015), Kang et al. (2019), Cheng and Lu (2018), He et al. (2019), Jiang et al. (2017), Ma and He (2019) |
| Image processing | Lei et al. (2018), Liu et al. (2016), Zhang et al. (2017), El-Said (2015), Ma et al. (2015), Yazdani et al. (2011), Goluguri et al. (2021) |
| Signal processing | Fang et al. (2017), Zhang and Ma (2019) |
| Forecasting | Li et al. (2019), Yan et al. (2020), Cheng and Xiang (2017), Yuan et al. (2020), Xian et al. (2018), Guo et al. (2016), Liu and Wang (2016), Zhang et al. (2013) |
| Localization, tracking and navigation | Du et al. (2018), Mao et al. (2018), Zhang et al. (2016), Gao et al. (2015), Fei and Zhang (2017), Sun et al. (2017) |
| Power systems | Zhou et al. (2018), Talha et al. (2018), Chen and Zhao (2016), Yuan and Yang (2019), Zhang et al. (2017), Hua et al. (2021) |
| Others | Circuit design Maji et al. (2018), motion estimation Fei et al. (2014), water supply network Liu et al. (2019), privacy service Jia et al. (2020), heat transfer Wang et al. (2018) |
5 Empirical study and potential future research directions

In this section, we first conduct an empirical study to compare the original AFSA and its variants with other population-based algorithms, then discuss potential future research directions.

5.1 Empirical study

In this section, the original AFSA and four recently published AFSA-based algorithms, namely NAFSA (Tan and Mohamad-Saleh 2019), CIAFSA (Mao et al. 2018), PSO-FSA (Duan et al. 2016) and PSOEM-FSA (Duan et al. 2016), are compared with PSO, DE Storn and Price (1997), FA Nand et al. (2021), GWO Mirjalili et al. (2014) and CSA Askarzadeh (2016). The main reason of selecting NAFSA, CIAFSA, PSO-FSA and PSOEMFS, is their better performance as compared with other AFSA-variants reported in the literature. Among the comparison methods, PSO is the most popular SI-based algorithms (Fig. 4) used for solving a variety of optimization problems. PSO guides each solution (particle) by the best individual position (personal best) as well as the best population position (global best) to move toward a better position in the search space. It updates the velocity of each particle based on its previous velocity, personal best and global best positions. In PSO, the inertia weight ($w$) plays an important role, where it specifies how the particle’s previous velocity is modified in the next iteration. Other parameters of PSO are $C_1$ and $C_2$, i.e., the cognitive and social parameters, respectively. DE is a simple yet effective evolutionary computation (EC)-based optimization algorithm. It continuously improves the individuals through an iterative process that consists of three operations, i.e., mutation, crossover and selection. These operations are performed in a sequence at each iteration to produce a better solution. The scaling rate ($f$), top $p\%$ individuals, and crossover rate are three important parameters in DE that need to be fine-tuned.

Besides that, FA, GWO and CSA are three recently proposed SI-based algorithms. The FA Yang (2010) is a stochastic, nature-inspired algorithm that imitates the characteristics of fireflies. Fireflies use flashing lights to attract mating partners and warn potential predators. There are three governing rules in the FA: (i) fireflies are unisex, (ii) attractiveness is proportional to brightness, and (iii) the brightness of fireflies are proportional to the value of the fitness function. In the FA, a firefly’s attractiveness plays an important role, which depends on the maximum attractiveness value ($\beta_0$), absorption coefficient ($\gamma$) and distance between two fireflies $r_{ij}$.

GWO (Mirjalili et al. 2014) mimics the leadership hierarchy and hunting mechanism of grey wolves in nature. GWO employs four types of grey wolves, i.e., alpha, beta, delta, and omega, to simulate the leadership hierarchy. Alpha, beta and delta, which indicate the first, second and third best positions, respectively, are used to guide hunting (optimization), while the remaining solutions are considered as omega. GWO implements three steps for hunting: (i) searching for prey, (i) encircling prey, and (iii) attacking prey.

CSA (Askarzadeh 2016) is another SI-based algorithm inspired by the intelligent group behavior of crows. Crows live in a group and hide their food in secret locations. Crows can recall looks and warn other crows if they identify any unfriendly looks. In addition, they watch other crows’ food hiding places and steal them. If a crow suspects the presence of a thief (another crow), it moves (with an awareness probability, $AP$) to a location far from the hidden place of food to fool the thief. CSA is based on four
principles of crows in the nature: (i) they live in the form of a group, (ii) they remember the location of their hiding spots, (iii) they chase other crows to steal their food, and (iv) they protect their storages with a probability. The searching capability of CSA depends on the flight length ($fl$). A high value of $fl$ increases the global search ability of the algorithm, and vice versa.

Table 3 summarizes the parameters of AFSA, PSO, DE, FA, GWO and CSA that are required to be optimized in order to produce the best results.

Table 4 details the benchmark functions.

Table 3 Parameters of AFSA, PSO, DE, FA, GWO and CSA that are required to be optimized

| Algorithm | Parameters |
|-----------|------------|
| AFSA      | Crowding factor ($\delta$), visual range ($v$) and step ($s$) |
| PSO       | Inertia weight ($w$), cognitive parameters $C_1$ and social parameter $C_2$ |
| DE        | Scaling rate ($f$), top $p\%$ individuals and crossover rate |
| FA        | Maximum attractiveness value ($\beta_0$), absorption coefficient ($\gamma$) and $r_{ij}$ |
| GWO       | $a$ and $C$ |
| CSA       | Flight length ($fl$) |

Table 4 Details of benchmark functions

| No. | Test function | Expression | Domain | Dimension |
|-----|---------------|------------|--------|-----------|
| $f_1$ | Sphere | $\sum_{i=1}^{n} x_i^2$ | $[-100, 100]$ | 30 |
| $f_2$ | Ackley | $-20 \exp(-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}) - \exp(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i) + 20 + e)$ | $[-32,32]$ | 30 |
| $f_3$ | Alipine | $\sum_{i=1}^{n} |x_i \sin(x_i)| + 0.1x_i$ | $[-1.1]$ | 30 |
| $f_4$ | Griewank | $\frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(\frac{x_i^2}{\sqrt{i}}) + 1$ | $[-600,600]$ | 30 |
| $f_5$ | Quadric | $\sum_{i=1}^{n} \left( \sum_{j=1}^{n} x_j \right)^2$ | $[-100,100]$ | 30 |

Table 3 summaries the parameters of AFSA, PSO, DE, FA, GWO and CSA that are required to be optimized in order to produce the best results.

Five benchmark functions are employed for performance evaluation, as summarized in Table 4. Table 5 shows the results (mean and standard deviation, $SD$) of the compared methods, where the results of AFSA, PSO and DE are derived in this study by implementing the codes, and those of others are extracted from the corresponding references. Overall, the AFSA and its variants perform comparatively well with other population-based algorithms. AFSA and its variants are able to approximately reach the global minimum for most of the benchmark problems. In addition, relatively small standard deviations ($SD$) on most of the benchmark functions indicate that the AFSA and its variants are highly robust and precise.

5.2 Potential future research directions

Based on the current research status of the field, the following potential future research directions are discussed.
| Algorithm                        | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ |
|---------------------------------|-------|-------|-------|-------|-------|
|                                | Mean   | SD    | Mean   | SD    | Mean   | SD    | Mean   | SD    | Mean   | SD    |
| AFSA                            | $1.21\times10^{-7}$ | $1.84\times10^{-7}$ | $3.09\times10^{-2}$ | $1.94\times10^{-2}$ | $4.14\times10^{-6}$ | $3.62\times10^{-6}$ | $7.11\times10^{-6}$ | $7.57\times10^{-5}$ | $5.44\times10^{-5}$ | $1.29\times10^{-4}$ |
| NAFSA Tan and Mohamad–Saleh (2019) | $1.14\times10^{-52}$ | $1.64\times10^{-52}$ | $3.73\times10^{-15}$ | $1.50\times10^{-15}$ | $3.56\times10^{-26}$ | $9.75\times10^{-8}$ | $1.68\times10^{-2}$ | $4.75\times10^{-9}$ | $9.13\times10^{-9}$ |
| CIAFSA Mao et al. (2018)        | $6.51\times10^{-3}$ | $2.59\times10^{-3}$ | $3.56\times10^{-4}$ | $3.95\times10^{-4}$ | $8.98\times10^{-6}$ | $1.18\times10^{-5}$ | $1.52\times10^{-2}$ | $3.47\times10^{-1}$ | $9.34\times10^{-1}$ |
| PSO–FSA Duan et al. (2016)      | $1.12\times10^{-6}$ | $1.3107\times10^{-6}$ | $2.32\times10^{-4}$ | $2.60\times10^{-4}$ | $1.27\times10^{-5}$ | $8.10\times10^{-6}$ | $1.44\times10^{-6}$ | $2.47\times10^{-6}$ | $2.28\times10^{-4}$ |
| PSOEM–FSA Duan et al. (2016)    | $6.19\times10^{-8}$ | $1.11\times10^{-7}$ | $1.02\times10^{-4}$ | $1.11\times10^{-4}$ | $6.87\times10^{-6}$ | $5.39\times10^{-6}$ | $1.07\times10^{-1}$ | $1.84\times10^{-1}$ | $1.16\times10^{-4}$ |
| FA Nand et al. (2021)           | $-2.2e1$ | $1.13$ | $-2.001e2$ | $0$ | NA | NA | NA | NA | NA |
| CSA Askarzadeh (2016)           | $6.9e-2$ | $3.01e-2$ | $4.468$ | $0.676$ | $1.816$ | $0.280$ | $0.066$ | $201.307$ | $201.307$ |
| GWO Mirjalili et al. (2014)     | $6.59e-28$ | $6.34e-05$ | $1.06e-13$ | $7.7e-2$ | $8.75e-06$ | $1.95e-05$ | $4.4e-3$ | $6.65e-3$ | $3.29e-6$ |
| DE                              | $8.2e-14$ | $5.9e-14$ | $9.7e-08$ | $4.2e-08$ | $2.29e-5$ | $1.34e-5$ | $4.66e-4$ | $1.21e-4$ | $6.8e-11$ |
| PSO                             | $9.97e-09$ | $1.40e-08$ | $4.1e-4$ | $9.10e-4$ | $5.01e-4$ | $5.16e-4$ | $5.19e-06$ | $2.32e-05$ | $1.54e+03$ |

"NA" indicates that the function is not used for evaluation with the corresponding method in the respective publication.

Bold indicates the best result derived on the corresponding benchmark function.
5.2.1 Improving AFSA

Despite a large body of work, the AFSA and its variants are normally computationally complex due to the computation of many Euclidean distances for determining the neighborhood AFs and obtaining the unit vectors to limit the movement lengths to $s$ in the update rules of different behaviors. In addition, the convergence speed of the AFSA and its variants is usually slow, since the movement length is limited by $s$. Therefore, there are rooms for further improvement of the AFSA in terms of computational speed.

5.2.2 Modifying AFSA for tackling different types of the optimization problems

- **Large-scale optimization Problems (LSOPs)**: The AFSA is yet to be comprehensively utilized for addressing LSOPs. LSOPs are high-dimensional problems (usually more than 100 dimensions) that pose the *curse of dimensionality* or *scalability issues* (Omidvar et al. 2014). Many SI algorithms including the AFSA can easily be trapped in local optima in such problems. Considering the capability of the AFSA in maintaining diversity with the crowding factor and the individual local search of the AFs by performing the preying behavior, the AFSA has the potential to address the typical challenges of LSOPs. In this regard, effective formulae to ensure the scalability of the AFSA and its variants need to be derived.

- **Multi-modal optimization problems (MMOPs)**: The AFSA has not been adequately investigated for MMOPs. It can be used to find multiple optimum solutions in multi-modal optimization problems. In fact, by enhancing the adaptation of the crowding factor pertaining to the swarming behavior, the AFSA can maintain its overall diversity. Furthermore, by using the following behavior with distance-base neighborhoods, the population can be naturally divided into multiple species (sub-populations), which are attracted by different regions (peaks). In addition to the following behavior, a local search capability can be incorporated, in order to allow the AFSA to find multiple peaks in complex multi-modal environments.

- **Dynamic optimization problems (DOPs)**: To date, few studies on modifying the AFSA for tackling DOPs are available in the literature. In addressing DOPs, the AFSA and its variants can offer effective solutions. One important challenge of the DOPs is diversity loss in the population. Indeed, algorithms whose populations collapse with respect to previous optimum solutions (due to the convergence issue) normally are ineffective in tracking the new optimum position after environmental changes. One way to address diversity loss is to maintain the population diversity over time (Lung and Dumitrescu 2010). Using the crowd factor, the AFSA can maintain its diversity to improve its capability of tracking the optimum movement. Designing dynamic optimization algorithms with the AFSA as the core optimizer is a fruitful direction of future work.

5.2.3 Analyzing the AFSA performance in different search spaces

In the current literature, the AFSA performance pertaining to problems with different characteristics is yet to be fully investigated. As an example, the effectiveness of the AFSA with respect to rotated problems where the variable interaction structure is highly
non-separable is not entirely clear. In addition, the AFSA performance on composition-based problems (Liang et al. 2005) where the problem is partially separable or perhaps contains components with overlapping variables (Omidvar et al. 2014) needs to be comprehensively studied. Besides that, the usefulness of the AFSA on problems with ill-conditioning and asymmetric properties requires further investigations. Therefore, a comprehensive analysis of the AFSA performance in different classes of optimization problems with different characteristics is an important future research direction. Besides that, the usefulness of the AFSA on problems with ill-conditioning and asymmetric properties requires further investigations. Therefore, a comprehensive analysis of the AFSA performance in different classes of optimization problems with different characteristics is an important future research direction.

5.2.4 Theoretical investigations

The AFSA has often been investigated empirically, and little attention has been given to the theoretical studies. Due to the importance of principled investigations in understanding the characteristics of the optimization capability of the AFSA and the associated advantages and disadvantages, additional detailed studies pertaining to theoretical aspects of the AFSA are necessary. Specifically, a theoretical proof of convergence is vital to better understand the search behavior of the AFSA and its variants. This can be conducted by leveraging the stochastic process theory (Jiang et al. 2007). In addition, the Big-O notation analysis can be conducted to evaluate the runtime efficiency with respect to the growth in the input size, which is important for use in real-world environments.

6 Conclusions

In this paper, a detailed review of the AFSA, which is a SI-based optimization algorithm inspired by the ecological behaviors of the fish swarm in nature, has been presented. We have focused on the AFSA and its variants that have been used to tackle continuous optimization problems. A taxonomy of the AFSA literature and a discussion with respect to the modifications and improvements of the AFSA parameters, procedures and sub-functions, hybrid formulations, multi-objective optimization, as well as dynamic AFSA models along with their applications have been provided. A discussion on future research trends has also been provided. Our further work will focus on providing a comprehensive review of the discrete AFSA models.
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