Real-Time Dynamics of an Impurity in an Ideal Bose Gas in a Trap
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We investigate the behavior of a harmonically trapped system consisting of an impurity in a dilute ideal Bose gas after the boson-impurity interaction is suddenly switched on. As theoretical framework, we use a field theory approach in the space-time domain within the T-matrix approximation. We establish the form of the corresponding T-matrix and address the dynamical properties of the system. As a numerical application, we consider a simple system of a weakly interacting impurity in one dimension where the interaction leads to oscillations of the impurity density. Moreover, we show that the amplitude of the oscillations can be driven by periodically switching the interaction on and off.
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I. INTRODUCTION

Understanding the behavior of an impurity in a host medium is a fundamental question in quantum many-body physics. On the one hand, this is motivated by the possibility to use an impurity particle as a probe in experiments. On the other hand, such systems help to gain insights and build analytical and numerical tools to approach more complicated impure systems theoretically. A standard example is an electron placed in an ionic crystal, the solution to which can be approached by introducing the concept of the polaron - a quasiparticle that can be visualized as an electron dressed by collective excitations in the medium. This concept was first proposed in 1933 by Lev Landau [1] and has been widely used ever since [2–4].

Modern experiments with cold atomic gases produce systems where the density of immersed atoms is much smaller than the density of the host medium which can consist of fermionic [5, 6] or bosonic particles [7, 8]. The scattering length between host and impurity particles can be tuned using Feshbach resonances and the spatial geometry of the system can be designed using externally modulated traps [9–12]. It is also worth to note hybrid set-ups which contain a single ion in a neutral system [13, 14] or an electron in a Bose-Einstein condensate (BEC) [15], which leads to a different shape of the interaction potential in the system.

The experimental progress in the realization of impure cold atomic systems allows to investigate the associated quasiparticles that appear due to the interaction between an impurity and the medium. In the literature these quasiparticles in a Fermionic (Bosonic) medium are often referred to as Fermi (Bose) polarons in analogy with Landau’s concept. Experimental realization of degenerate imbalanced Fermi gases and subsequent observation of a polaron in a Fermi sea [5], drove a wave of new theoretical activity in the Fermi polaron problem where a number of reliable results has been produced using different Monte Carlo algorithms [16–18], variational wave functions [19, 20] and T-matrix approaches [21]. For a review of these activities, see Ref. [22] and references therein.

The experimental and theoretical study of an neutral impurity in a system of cold bosons has not yet been pursued as extensively as in the fermionic case. The theoretical approaches were motivated by systems of superfluid 4He doped with 3He, neutrons, etc. and were formulated for homogeneous systems [23, 24]. They have usually been applied to weakly-interacting dilute systems. Low-density cold atomic gases offer a new playground for theoretical studies. In these systems, the impurity-boson interaction can often be regarded of zero-range with a tunable coupling constant. The temperature of the medium can be very low and as a first approximation it can be put to zero.

If the interaction in the system is weak, the usual approach to calculate observables relies on mean-field equations, e.g. the Gross-Pitaevski equation. These equations have allowed the study of the motion of an impurity through a BEC in different spatial dimensions [25] and self-localization of an impurity in a trapped BEC [26]. Although the mean-field equations are limited in interaction strength they usually offer a natural way to include the effects of the trap which is present in experiments. To study regimes where the boson-impurity interaction is strong, one can use variational wave functions to extract an upper bound for the energy as well as the structure of the system [27–31].

In cases where the Bogoliubov approximation for the condensate mode is applicable, a commonly used approach is to map the original Hamiltonian onto the Fröhlich Hamiltonian [2]. For cold atomic gases this Hamiltonian was approached using the Feynman path integral formulation [32], diagrammatic Monte Carlo [33], the renormalization group approach [34], and using a variational wave functions in the form of correlated Gaussians [35]. It was also shown that using the T-matrix approximation, the problem can be approached almost analytically to some extent [36]. For time-independent homogeneous systems, these methods are able to predict the effective mass of the polaron for weak and strong...
The present work continues the study of an neutral impurity immersed in a Bose gas at zero temperature. Using the field-theoretical approach and the T-matrix approximation, we investigate the real-time dynamics of an impurity in a trapped ideal Bose gas after the impurity-boson interaction is suddenly turned on. We do not consider a boson-boson interaction here since it was shown previously that this approximation can capture the major aspects of an impurity in a weakly interacting Bose gas [30, 36]. We first work out the form of the in-medium T-matrix. This knowledge allows us to investigate the dynamical properties of the system. As a numerical application, we consider a weakly-interacting one-dimensional system. After the interaction is turned on, the impurity oscillates in the trap. We also show that by turning the interaction on and off periodically one can drive the amplitude of the oscillations.

The paper is organized as follows: in Section II we review the basics [3, 37] of the field theory approach to many-body problems in the space-time domain with a particular emphasis on harmonically trapped systems and T-matrix approximation. In Sections III and IV, we derive the T-matrix for systems of different spatial dimension analytically and discuss our approach to dynamical properties. This is illustrated by a numerical application to the non-trivial example of a weakly-interacting one-dimensional system. Our conclusions and a discussion of possible applications and extensions of this work are given in Section V. Finally, we include four appendices with technical details and explicit derivations used in the main text.

II. FORMULATION OF THE PROBLEM

Hamiltonian. We consider a system with one impurity particle of mass \( m_I \) and \( N \) non-interacting bosons of mass \( m_B \) in \( D \) spatial dimensions. The Hamiltonian for this system consists of three pieces

\[
H = H_B + H_I + W, \tag{1}
\]

where \( H_B \) describes the system of bosons, \( H_I \) is the Hamiltonian for the impurity, and \( W \) is the impurity-boson interaction. The ideal, harmonically trapped Bose gas is described by the Hamiltonian

\[
H_B = \int \phi^\dagger(x) \left[ -\frac{\hbar^2}{2m_B} \frac{\partial^2}{\partial x^2} + \frac{m_B \Omega^2 x^2}{2} \right] \phi(x) dx, \tag{2}
\]

whereas the Hamiltonian for the impurity has the form

\[
H_I = \int \psi^\dagger(x) \left[ -\frac{\hbar^2}{2m_I} \frac{\partial^2}{\partial x^2} + \frac{m_I \Omega^2 x^2}{2} \right] \psi(x) dx, \tag{3}
\]

where \( x \) is a coordinate (scalar in one spatial dimension or vector in two or three spatial dimensions) and \( \phi(\psi) \) are the field operators that annihilate a boson (impurity). These operators are defined in a standard way, for instance \( \phi(x) = \sum_{x > 0} b_x \Phi_i(x) \), where \( b_x \) is the annihilation operator in second quantization and \( \Phi_i(x) \) is the normalized one-body eigenfunction of \( H_B \). For clarity, the field operators will be denoted with lower-case letters while the wave functions will be written with corresponding capital letters.

The interaction between the impurity and the bosons is switched on at time \( t = 0 \). It can be written as

\[
W = \theta(t) \int \phi^\dagger(x_1) \psi^\dagger(x_2) V(x_1 - x_2) \phi(x_1) \psi(x_2) dx_1 dx_2, \tag{4}
\]

where \( V \) is the impurity-boson interaction potential and \( \theta(t) \) is the Heaviside step function. Initially the system is in the non-interacting ground state, but the dynamics becomes non-trivial after the interaction is turned on at \( t = 0 \).

Wave function for impurity. To describe dynamics of the impurity after for \( t > 0 \), we focus on the following object

\[
I(y, t) = \int F(y; z_1, ..., z_N; t) \prod_{i=1}^N \Phi_0^\dagger(z_i) dz_i, \tag{5}
\]

where \( F(y; z_1, ..., z_N; t) \) is the wave function of the system of one impurity with coordinate \( y \) and \( N \) bosons with coordinates \( z \) at time \( t \). In the present paper, we consider a very dilute Bose gas for which the ladder approximation discussed below holds. In this approximation the density of the bosons is not changed drastically, so the object \( I(y, t) \) can be considered as the wave function of the impurity at time \( t \), even though the impurity alone cannot be treated as an isolated system. If we know the wave function for the impurity at \( t = 0 \), then \( I(y, t) \) for \( t > 0 \) can be obtained as

\[
I(y, t) = i \int dx G_I(x, 0, y, t) I(x, 0), \tag{6}
\]

where \( G_I \) is the Green’s function for the impurity

\[
G_I(x, t, x', t') = -i \frac{T \langle \psi(x, t') \psi^\dagger(x, t) S(\infty) \rangle}{\langle S(\infty) \rangle}, \tag{7}
\]

defined using field operators in the interaction picture, i.e. \( \psi_i(x, t) = e^{iH_It/\hbar} \psi(x) e^{-iH_It/\hbar} \). Here \( T \) is the standard time ordering operator (larger times are always to the left); and \( S(t) = T \exp \left( -i \int_{-\infty}^t W_i(t') dt' \right) \). The angle brackets in Eq. (7) indicate averaging over the ideal Bose gas. As we consider only one impurity in a non-interacting Bose gas, \( \langle S(\infty) \rangle \equiv 1 \). In the diagram technique this is very easily seen, since with one impurity and

\[1\] Note that the effective single-channel description implied by the interaction in Eq. (4) can be used for broad Feshbach resonances [9].
of the potential but close to a Feshbach resonance, the interaction range is depleted from the condensate at any moment of time. So the so-called ladder approximation with only one particle system assuming that the density of the condensate is not investigated the impurity in a dilute gas at zero temperature has all particles in the ground state of the one-body Hamiltonian. To deal with macroscopic number of particles occupying one level, we utilize the so-called Bogoliubov prescription. First we write the field operators for the particles in the condensate and depleted from the condensate explicitly, i.e. \( \phi(x,t) = b_0 \Phi_0(x) + \phi'_1(x,t), \) where \( \phi'_1(x,t) = e^{iH_B t/\hbar} \sum_{k \neq 0} b_k \Phi_k(x) e^{-iH_B t/\hbar}. \) To write this expression down we assume that the energy of the condensate is zero, which for a harmonic trap technically corresponds to subtracting a constant term \( \Delta \Omega \hbar /2 \) from \( H_B \) and \( H_I. \) After the operators for the condensate and the depleted bosons are separated, we obtain four interaction terms in Eq. (4). In these four terms, assuming that the number of depleted bosons is small, we perform the substitution \( b_0 \simeq b_0' \simeq \sqrt{N_0}, \) where \( N_0 \) is the number of particles in the condensate. This number should be treated as a variable that minimizes the total energy. We want to investigate the impurity in a dilute gas at zero temperature assuming that the density of the condensate is not appreciably changed due to the impurity. This is done in the so-called ladder approximation with only one particle depleted from the condensate at any moment of time. So if the total number of bosons is large, i.e. \( N \gg 1, \) we may substitute the operators \( b_0 \) and \( b_0' \) with \( \sqrt{N}. \)

Ladder approximation. We consider a dilute gas, such that \( (n^{1/D} R) \ll 1, \) where \( R \) defines the interaction range. The interaction range \( R \) is typically given by the range of the potential but close to a Feshbach resonance, \( R \) is determined by the scattering length. The density \( n \) is defined as the peak density of the BEC\(^2 \) in the trap. If \( (n^{1/D} R) \ll 1, \) the system can be approached using the ladder approximation with only one boson depleted at any moment of time

\[
G_I(x,t,x',t') = G_I^0(x,t,x',t') + N \int \prod_{i=1,2} dx_i dy_i dt_i \Phi_0(y_i)
\]

where \( \Gamma \) is the in-medium T-matrix discussed below and \( G_I^0 \) is the free impurity propagator determined from Eq. (7) with \( W = 0. \) Note that in this paper the integration limits \( \pm \infty \) are implied if nothing else is specified.

\[
\Gamma(x_1, y_1, t_1, x_2, y_2, t_2) = \delta(x_1 - x_2) \delta(y_1 - y_2) \delta(t_1 - t_2) V(x_1 - y_1)
+ \frac{i}{\hbar} V(x_1 - y_1) \int G_I^0(x_1, t_1, y, \tau) G_B^0(y_1, t_1, y', \tau) \Gamma(y, y', \tau, x_2, y_2, t_2) dy dy' d\tau ,
\]

where \( G_B^0 \) is the free Green’s function for depleted bosons (cf. Fig. 1). For the homogeneous case, the ladder approximation in the momentum-frequency domain was shown to capture the qualitative behavior of the impurity in the Bose-polaron problem [36].

Free Green’s functions in a harmonic trap. In a 1D harmonic trap, the free Green’s function for \( t > 0 \) can be written as

\[
G_I^0(x, 0, x', t) = -i \sum_{n=0}^{\infty} \Psi_n^*(x) \Psi_n(x') e^{-i\epsilon_n t/\hbar} ,
\]

with \( \epsilon_n = \hbar \Omega n \) (recall that we subtract the zero point

\footnote{Note that, for simplicity, we generically use the term BEC for a system with microscopic occupation number of the ground state. This system, however, has different properties in different spatial dimensions [38].}
motion). The corresponding one-body wave function can be always chosen as a real function, i.e.

$$\Psi_n(x) = \frac{e^{-\frac{m_1|x|^2}{2m_n^2}}}{\sqrt{2^n}} \left( \frac{m_1\Omega}{\pi\hbar} \right)^{1/4} H_n \left( \sqrt{\frac{m_1\Omega}{\hbar}} x \right),$$

where $H_n$ is a Hermite Polynomial of order $n$. From Eq. (10), we can derive a useful identity that connects different time scales:

$$G_I^0(x, 0, x', t') = i \int G_I^0(x, 0, y, t)G_I^0(y, t, x', t')dy.$$ \hspace{1cm} (12)

Since a $D$-dimensional harmonic trap decouples in Cartesian coordinates, the corresponding Green’s function is just a product of 1D Green’s functions from Eq. (10). This product can be rewritten (e.g. using the Mehler formula) in the following form

$$G_I^0(x, 0, x', t) = -ie^{\frac{m_1\Omega}{2\pi\hbar\sin(\Omega t)}} \left( \frac{m_1\Omega}{2\pi\hbar\sin(\Omega t)} \right)^{D/2} \times \exp \left[ \frac{im_1\Omega}{2\hbar \sin(\Omega t)} \left( (x^2 + x'^2) \cos(\Omega t) - 2xx' \right) \right],$$ \hspace{1cm} (13)

where the terms of the form $xx'$ should be understood as dot products. The 1D Green’s function for the bosons depleted from the condensate is written as

$$G_B^0(x, 0, x', t) = -i \sum_{n=1}^{\infty} \Phi_n(x)\Phi_n(x')e^{-ix_nt/\hbar}.$$ \hspace{1cm} (14)

These expressions can easily be written in the momentum-time domain. For simplicity in the derivations below we will use wave vectors instead of momenta. We define the corresponding Green’s function as

$$G(p_1, t_1, p_2, t_2) = \int G(x_1, t_1, x_2, t_2)e^{ix_1p_1-ix_2p_2}dx_1dx_2.$$ \hspace{1cm} (16)

The signs in the argument of the exponent are determined from the Fourier transform of the creation (annihilation) operators in the definition of the Green’s function. The Green’s function in momentum space for the impurity is

$$G_I^0(k, 0, k', t) = -ie^{D\Omega t/2} \left( \frac{2\pi\hbar}{im_1\Omega \sin(\Omega t)} \right)^{D/2} \times \exp \left[ \frac{-\hbar}{2im_1\Omega \sin(\Omega t)} \left( (k^2 + k'^2) \cos(\Omega t) - 2kk' \right) \right],$$ \hspace{1cm} (17)

and for the bosonic particles the mass $m_B$ should be used instead of $m_I$.

**Interaction.** We would like to investigate universal behavior of the system so any particular form of the potential will work. In this paper, we employ a simple Gaussian potential,

$$V(x) = g \left( \frac{\Lambda}{\sqrt{\pi}} \right)^D e^{-x^2\Lambda^2},$$ \hspace{1cm} (18)

where $g$ and $\Lambda$ are parameters that determine the interaction. Note that for $\Lambda \to \infty$ the interaction becomes of zero range. For the derivations, we will use this limit as we cannot describe short-distance physics anyway. In two and three spatial dimensions one has to relate the coupling strength $g$ to the scattering length before taking the zero-range limit in order to describe physical observables (see Appendix A).

**III. T-MATRIX**

Let us see what happens if the limit $\Lambda \to \infty$ is taken right away which yields $V(x) = g\delta(x)$. We know that in free space $\Gamma$ corresponds to a dimer propagator, so we look for $\Gamma$ in the following form
\[
\Gamma(x_1, y_1, 0, x_2, y_2, t) = \left(\frac{m_t + m_B}{2\pi\hbar \sin(\Omega t)}\right)^{\frac{\Omega}{2}} \delta(x_1 - y_1) \delta(x_2 - y_2) f(t) e^{iD\Omega t + \left[\left(\frac{m_t + m_B}{2\pi \sin(\Omega t)}\right) f(x_1^2 + x_2^2) \cos(\Omega t) - 2x_1x_2\right]},
\]

where \( t > 0 \). The function \( f(t) \) describes 'formation' and 'decay' of this virtual (coherent) dimer. The form of \( \Gamma \) in Eq. (19) is obvious by noticing that the frequency is the same for both particles. Therefore the product \( G_f^I G_f^I \) in Eq. (9) can be interpreted as a dimer propagator and Eq. (12) can be applied. For more complicated trapping potentials the form of \( \Gamma \) is less obvious.

It is worth to note that \( f(t) \) determines the time scale at which the diagrams with the T-matrix become important when compared to the free propagation. For instance in the example we consider in the next section, we use \( f(t) = g\delta(t) \), which means that for \( t \ll \hbar/(gn) \) the particle can be well described using only the free propagator. In the same way by comparing the diagrams that are not in the ladder approximation with the diagram with the T-matrix becomes unimportant when compared to the free propagation. For instance, in the example we consider in the next section, we use \( f(t) = g\delta(t) \), which means that for \( t \ll \hbar/(gn) \) the particle can be well described using only the free propagator. In the same way by comparing the diagrams that are not in the ladder approximation with the diagram with the T-matrix becomes unimportant when compared to the free propagation.

The equation for \( f(t) \) can be obtained from Eq. (9)

\[
f(t) = g\delta(t) - \frac{i g}{\hbar} \left(\frac{\mu \Omega}{2\pi \hbar}\right)^{\frac{\Omega}{2}} \int_{\lambda} e^{-i\omega t} f(t - \tau) d\tau,
\]

where \( \mu = m_t m_B/(m_t + m_B) \) is the reduced mass and the lower integration limit \( \lambda \sim 1/\Lambda^2 \) denotes that the integral should be regularized as otherwise it appears to be divergent if \( \Lambda > 1 \). The need to introduce this regulator is related to the use of zero-range interactions for which \( g \to 0 \) if the scattering length is fixed (see Appendix A), so the limit of \( \Lambda \to \infty \) should be taken properly. This procedure yields finite quantities expressed through the scattering length as shown in Appendix B for 2D and 3D. Equation (20) is already suitable for numerical calculations. However, since the equation is linear in \( f \) we perform a Fourier transform to obtain further analytic insight:

\[
f(\omega) = \frac{1}{2\pi} \int f(t) e^{-i\omega t} d\omega.
\]

which leads to the equation for \( f(\omega) \)

\[
f(\omega) = g - \frac{i g f(\omega)}{\hbar} \left(\frac{\mu \Omega}{2\pi \hbar}\right)^{\frac{\Omega}{2}} \int_{\lambda} e^{i\omega \tau} d\tau,
\]

where we used that \( f(t) \) is zero for \( t < 0 \). To make sense of the integral in the expression, we imply that \( \omega \) has a vanishing positive imaginary part, \( \omega \to \omega + i0 \). It is worth noting that one can restrict the integration limits in eq. (22)using periodicity of the \( \sin(\Omega t) \) function which might be useful, for example, for regularization of the integral.

Now we examine this equation in different spatial dimensions.

**One-dimensional case.** We first consider the 1D case where we have

\[
f(\omega) = g - \frac{ig f(\omega)}{\hbar} \sqrt{\frac{\mu \Omega}{2\pi \hbar}} \int_0^\infty \frac{1}{i \sin(\Omega \tau)} e^{i\omega \tau} d\tau.
\]

For cold atomic gases experiments in highly elongated "cigar"-shaped optical traps it was shown [39] that

\[
\mu = \frac{2\hbar^2 a}{\mu L^2} \left(1 - \frac{C}{C_F}\right).
\]

where \( a \) is the 3D scattering length, \( L \) is the harmonic oscillator length in the squeezed direction, and \( C = \zeta(1/2) = 1.46... \), where \( \zeta \) is the Riemann zeta function. The integral in Eq. (23) can be easily taken such that

\[
f(\omega) = g + \frac{g f(\omega)}{\hbar} \sqrt{\frac{\mu_{\text{B}}}{4\pi \hbar \Omega}} B \left(\frac{1}{2}, \frac{\omega}{2\Omega} + 1, \frac{1}{4}\right) \cot \left(\frac{\omega \pi}{\Omega}\right),
\]

where \( B(x, y) \) is the standard beta function. For the sake of argument here and below we will assume that \( \Omega \to 0 \), which corresponds to considering short time scales \( \Omega t \ll 1 \). It is worth to note that the results determined in this way should have the same form as for the homogeneous case, where \( \Omega = 0 \), so \( \Omega t \ll 1 \) is trivially satisfied. This assumption allows us to demonstrate the main ideas in a relatively simple manner. For practical purposes \( f(t) \) can be easily found numerically either by using the inverse Fourier transform or by directly solving the corresponding equation in the time domain.

Assuming short times leads to

\[
f(\omega) = \frac{g}{1 + \frac{g^2}{h} \sqrt{\frac{\mu}{2\hbar \sqrt{\omega}}} + \frac{1}{\sqrt{\omega}}} = g - \frac{i g^2}{\hbar} \sqrt{\frac{\mu}{2\hbar}} \sqrt{\frac{1}{\sqrt{\omega}}} \sqrt{\frac{1}{\sqrt{\omega}}},
\]

where the superscript \( \delta \) means that \( \Omega t \ll 1 \). The inverse transformation can be easily performed for large and small values of \( g \). Indeed if \( g \to 0 \) we obtain \( f^\delta(\omega) \simeq g(1 - \frac{g^2}{h} \sqrt{\frac{\mu}{2\hbar \sqrt{\omega}}}) \), which corresponds to \( f^\delta(t) = g(\delta(t) - g^2 (1 + \frac{1}{\sqrt{\hbar}}) \sqrt{\frac{1}{\sqrt{\omega}}} \sqrt{\frac{1}{\sqrt{\omega}}}) \). These terms as well as higher order contributions can be derived directly in the time domain (see Appendix C). For repulsive interaction, \( g > 0 \), one can easily perform inverse Fourier transform

\[
f^\delta(t) = g\delta(t) + \frac{i g^2}{2\hbar t} \left[\frac{\sqrt{2\mu \omega}}{\sqrt{\hbar t}} + \frac{g i \omega}{\hbar^2} \text{erfcx} \left(\frac{\sqrt{2\mu \omega}}{\hbar \sqrt{2\hbar t}}\right)\right],
\]

where \( \text{erfcx}(x) \) is the scaled complementary error function. This form corresponds to the limit of the infinite sum derived in Appendix C. For strong repulsive
interaction, i.e. $1/g \to \infty$, for very short times, i.e. $t \ll \sqrt{\frac{\hbar^2}{g^2 \mu}}$, the function $f^\delta(t)$ is the same as for the weakly-interacting case discussed above. For larger times we derive

$$f^\delta(t) \simeq \frac{i}{t^{3/2}} \sqrt{\frac{\hbar}{4\pi \mu}}.$$  \hfill (28)

Note that, this behavior of $f(t)$ leads to non-analytic behavior of $G_I$ for infinite repulsion. We understand that this shows strong correlations taking place in 1D. These correlations lead to depletion of the condensate which is not properly taken into account in the present approach. Three-dimensional case. After proper regularization (see Appendix B) we derive in 3D

$$f^\delta(\omega) = \frac{1}{2\pi a} + i \left( \frac{\hbar}{\sqrt{2\pi}} \right)^{3/2} \sqrt{\frac{2}{\pi a}}, \quad (29)$$

Notice that this equation with $\omega \to \omega - \frac{\hbar}{2m(m_1+m_2)}$ can be compared with the self energy derived in Ref. [36] for the homogeneous case, i.e. with $\Omega = 0$, which corresponds to the pair propagator in free space. It is also interesting to note that the functional form of Eq. (29) is similar to Eq. (26). Apparently the parametric dependence on $g$ in 1D is the same as dependence on $-1/a$ in 3D, which means, for instance, that the weakly interacting 1D case has the same time dependence as the strongly interacting 3D case. It also means that Eq. (27) with some minor changes in constants can be applied to find the inverse Fourier transform for $a < 0$ in 3D. Let us discuss the case of $a < 0$ now in more details. Apparently, if $a \to 0$, $f^\delta(t)$ to leading order is a delta function. Obviously, this form is due to neglecting higher order diagrams such that the virtual dimer does not propagate in time. At unitarity when $1/a = 0$, the expression for $f^\delta(t)$ can also be found easily. We note that $f^\delta(\omega)$ has a branch cut for negative values of $\omega$, where we take $f^\delta(\omega) \sim 1/\sqrt{\omega + i\delta}$ as discussed above. This leads to vanishing $f^\delta(t)$ for negative values of $t$. This expression can be easily transformed back to the time domain, where the following expression should be used

$$f^\delta(t) = -(1+i)\sqrt{\frac{\hbar}{\mu}} \frac{3/2}{h\sqrt{t}}, \quad \hfill (30)$$

which up to the delta function mimics time dependence of $f^\delta(t)$ for weak interaction in 1D. The case of $a > 0$ is more involved, since in 3D it implies existence of both a bound molecular state and repulsive polaron branches, see e.g. Ref. [36]. We briefly address this problem for small positive $a$ in the time domain in Appendix D.

Two-dimensional case. Finally, we briefly mention the 2D case. After regularization (see Appendix B), we obtain the following expression

$$f^\delta(\omega) = \frac{2\hbar^2 \pi}{\mu} \frac{1}{i\pi - \ln(a_{2D}^2 \hbar \omega e^{-\gamma}/\hbar)}, \quad \hfill (31)$$

where $a_{2D}$ is the two-dimensional scattering length, and $\gamma = 0.5772...$ is Euler’s constant. Again, we note that this equation with $\omega \to \omega - \frac{\hbar}{2m(m_1+m_2)}$ can be used to determine the self-energy without the trap.

IV. DYNAMICS

After the form of the T-matrix is established one can approach the wave function for the impurity,

$$I(x,t) = \sum_{n=0}^{\infty} \prod_{i=0}^{n} (NG^0_I)^i G^0_i I(t=0), \quad \hfill (32)$$

where operator notation is assumed. This equation is obtained by combining eq. (6) with the Green’s function from eq. (8) written as an iterative sum. In this expression the integrals over the space variables can easily be taken, since the functions are just Gaussians and the integrals over time variables can be performed numerically. Notice that higher order terms contribute to longer time evolution and are usually suppressed if one is interested in short-time dynamics.

We turn our attention to a one-dimensional weakly-interacting system where the interaction is switched on at time $t = 0$ and the impurity starts to move in the trap. This simple system allows us to illustrate time dynamics almost analytically. In this paper, we are mostly focusing on the short-scale time dynamics, however, a quench of the coupling constant in the Hamiltonian can also be used to improve our understanding of non-equilibrium dynamics and relaxation processes in closed quantum systems, see e.g. [40, 41] and references therein.

The motion of the impurity is described with the function $I(y,t)$ in Eq. (32) where for the sake of argument we assume that the system is weakly-interacting and $f(t) \simeq g_0(t)$. To find $I(x,t)$, we can use Eq. (32) directly. Another way is to notice that analog to the free Green’s function for the weakly-interacting case, we have

$$G_I(x,t,x',t') = i \int dy G_I(x,t,y,\tau)G_I(y,\tau,x',t'), \quad \hfill (33)$$

which allows us to construct the infinitesimal operator of time evolution

$$G^0_I(x,t,x',t') = G^0_I(x,t,x',t') + gN \int dy dr \Phi^0_0(y) G^0_I(x,t,y,\tau)G^0_0(y,\tau,x',t'), \quad \hfill (34)$$

and then apply it repeatedly to the initial wave function. The integration over spatial coordinates can easily be taken, since only Gaussian functions enter. We are then left only with the integration over the time variables which we perform numerically. It is worth to note that Eq. (33) cannot be applied to more strongly interacting systems, where correlations between different times are more complicated.
We first discuss the homogeneous case, i.e. $\Omega = 0$. In this case the infinitesimal time evolution operator will be written as

$$G^0_I(x, t, x', t') = (1 - i(t' - t)g n / \hbar) G^0_I(x, t, x', t'),$$  \hspace{1cm} (35)

where $n$ is the density of BEC. Notice that this operator does not conserve the normalization of the wave function in the order $g^2(t' - t)^2$ due to the infinitesimal character of the operator. After repeated use, we obtain the following Green’s function

$$G_I(x, t, x', t') = e^{-\frac{ign(t' - t)}{\hbar}}G^0_I(x, t, x', t'),$$  \hspace{1cm} (36)

which describes the shift of the energy due to interaction. This form of the Green’s function implies that if the impurity is in an eigenstate, it will remain in the same state with some additional phase oscillations. In particular, if $I(x, 0)$ is an eigenstate, then $I(x, t) = e^{-i\epsilon n t / \hbar} I(x, 0)$. If the condensate density is not constant then these phase oscillations will be position-dependent, leading to a probability current. One would expect this flux initially to be proportional to the gradient of the density of the condensate multiplied by $g I^2(x, 0)$. At later times additional fluxes due to the external trap will appear. Since in the equations only the combination $g I^2(x, 0)$ enters, the same behavior emerges also if the condensate is homogeneous but the coupling constant is a function of the coordinates.

To describe this system, we need to find $G^2_I(x, t, x', t')$ which now has a more complicated form compared to the homogeneous case. However, using simple numerical integration routines the wave function $I(y, t)$ still can be obtained. To simplify the notation, we use the units where $\hbar = m_I = \Omega = 1$. This corresponds to measuring time in units of $1/\Omega$, energy in units of $\hbar \Omega$, and distances in units of $\sqrt{\hbar / (m_I \Omega)}$. For our numerical calculations, we choose $m_I = m_B$ and $g N = 0.3$. The corresponding density of the impurity as a function of time is shown in Fig. 2.

We see that the initial density starts to oscillate with almost complete revival after some time. This is easily understood noticing that a weak external potential $g N\Phi^2_n(x)$ acting on the impurity would yield the same diagrams as we use now. Apparently, this external potential changes the eigenstates of the Hamiltonian such that the dynamics in the system should be described with the following Green’s function

$$G_I(x, 0, x', t') = -i \sum_{n=0}^{\infty} F_n^*(x) F_n(x') e^{-i\epsilon_n t / \hbar},$$  \hspace{1cm} (37)

where $\epsilon_n$ is a new eigenenergy and $F(x)$ is the corresponding eigenfunction. Using first order perturbation theory [42], we approximate these quantities as

$$\epsilon_n \simeq n + g N \alpha_{nn}, \quad \alpha_{nk} = \int \Psi^*_n(x) \Phi^2_n(x) \Psi_k(x) dx,$$

$$F_n(x) \simeq \Psi_n(x) + g N \sum_{k \neq n} \frac{\alpha_{kn}}{\epsilon_n - \epsilon_k} \Psi_k(x).$$  \hspace{1cm} (38)

Assuming $I(x, 0) = \Psi_0(x)$, the wave function at later times up to the phase factor reads

$$I(x, t) = \Psi_0(x) + g N \sum_{n \neq 0} \frac{\alpha_{0n}}{n} \Psi_n(x) \left( e^{-i(\epsilon_n - \epsilon_0) t / \hbar} - 1 \right).$$  \hspace{1cm} (39)

We checked that this wave function reproduces the density from Fig. 2 very accurately. Noticing that $\alpha_{0n}$ in Eq. (39) is non-zero only for even $n$ due to the parity conservation, it becomes obvious that after $t = \pi$ the density almost completely returns to its initial profile. This revival is due to the equidistant energy spectrum of the harmonic trap so the period of oscillations is determined by the oscillator frequency. The coupling constant and the density of bosons determine the amplitude of the oscillations.

The system has some intrinsic time scale, so if one designs the coupling strength such that it depends on time it can give additional tools to study dynamics. For instance if the interaction is turned off after time $t = \pi$ the oscillations of the density would be reduced, whereas if the interaction is turned off after time $t = \pi/2$ the amplitude of the density oscillations would be enhanced. To illustrate this we assume that the coupling constant is a periodic function of time as in the inset of Fig. 3. We assume that the period is $\pi$, i.e. the interaction $g N = 0.3$ is turned on at $t = 0$ then it is constant until $t = \pi/2$ where it changes sign and so forth. Obviously, in the homogeneous case the density of the impurity will not be altered. On the contrary, for the trapped case we should see that the amplitude of the density oscillations increases since the intrinsic time scale given by the harmonic trap coincides with the period for the coupling constant. To investigate this resonant behavior, we use the Green’s function from Eq. (37) with Eq. (38), which is easy to implement numerically for long time scales.

FIG. 2. (Color online) Density of the impurity, $|I(x, t)|^2$ as a function of time, $t$, and position coordinate, $x$. The interparticle interaction is assumed to be constant in time, $g N = 0.3$. 

\[\text{FIG. 2. (Color online) Density of the impurity, } |I(x, t)|^2 \text{ as a function of time, } t, \text{ and position coordinate, } x. \text{ The interparticle interaction is assumed to be constant in time, } g N = 0.3.\]
shows the evolution of the density and $S$. From the definition it is obvious that we calculate $S_i(t)$ determines the decomposition coefficients of $F(x,t)$ in the full basis $\Psi_i(x)$. From another point of view $S_0(t)$ compares the evolution of the interacting system with the non-interacting system and it is often referred to as the Loschmidt echo in the literature [43, 44]. Since the parity is conserved, $S_i(t) = 0$ if $i$ is an odd integer. We present $S_i(t)$ for $i = 0, 2, 4$ in Fig. 5. The $S_i$ for $i \geq 6$ are very small for the time scales we consider. The figure clearly shows that the quench protocol from the inset in Fig. 3 allows one to reach small values of the Loschmidt echo, $S_0(t)$, and enhance $S_{i>0}$ even with weak interactions.

For 2D and 3D a similar investigation for weakly-interacting systems can be provided. However, the dynamics there can be understood from the 1D case. Indeed the dynamics in the system should be driven with the Green’s function similar to Eq. (37) with additional complications arising from the degeneracy of the oscillator levels. This complication can be lifted by noticing that angular momentum should be conserved. For example if the impurity is initially in the ground state, we expect the corresponding wave function to have zero angular momentum also for $t > 0$. From the same considerations as above, we conclude that the density oscillations for an interparticle interaction constant in time will happen in the radial direction with period $t = \pi$. Since this is very similar to the 1D case, we do not go into more details here.

V. SUMMARY AND OUTLOOK

In this paper, we consider an ideal Bose gas with an impurity in harmonic trap. Assuming that the boson-impurity interaction is turned on at time $t = 0$, we investigate real-time dynamics of the impurity. We present a field-theoretical approach to this problem using the ladder approximation. First, we show how to calculate the in-medium T-matrix in the space-time domain which form the basis for studying the dynamics of the system. As an explicit example, we address a weakly-interacting system in one spatial dimension. We build an infinites-
inal time evolution operator to investigate the motion of the impurity. By repeated use of this operator, we show that the density of the impurity starts to oscillate with a period determined by the trapping frequency. We also show that the amplitude of the oscillations can be enhanced by periodically turning the interactions on and off.

A number of interesting questions can be addressed directly using the ideas presented here. First, one can extend our approach to non-isotropic traps in order to address quasi-one (two)-dimensional setups which are often used in experiments. The corresponding T-matrix can be easily found assuming different trapping frequencies in different directions. Second, while our formalism takes into account different masses for the bosons and the impurity, we have concentrated on equal masses for our numerical example. However, different masses would strongly affect the dynamics of the impurity. For instance, if the bosons are much lighter than the impurity then the impurity effectively feels a homogeneous distribution of the condensate. For the weakly-interacting case this would lead to absence of density oscillations. On the other hand, if the impurity is very light it should behave like a particle in a harmonic trap with the delta function peak generated by the bosons in the centre [45]. Other obvious extensions are the effects of stronger interactions and different initial states, i.e. when the impurity initially has a density distribution different from the one that was considered. Naturally, the most interesting extension is to go beyond the diagrams that were included here. For example three-body diagrams should lead to some manifestation of Efimov physics [46, 47].

Most of the experiments with Bose gases are carried out with a weak boson-boson interaction. Of course, one can reach effectively non-interacting systems using Feshbach resonances to tune the scattering length with an external magnetic field [9]. However, to describe realistic systems the boson-boson interaction term,

\[ \frac{1}{2} \int dx_1 dx_2 \phi^\dagger(x_1) \phi^\dagger(x_2) V_{bb}(x_1 - x_2) \phi(x_1) \phi(x_2), \]  

should be added to the Hamiltonian. This term makes the calculations more involved. However, under the assumption that the profile of the condensate is not changed significantly by back action of the impurity, one can use the Thomas-Fermi density of an interacting Bose gas in a trap which includes the weak interaction between the bosons.

Our study with an effective single-channel boson-impurity interaction of zero range applies to broad Feshbach resonances where a description of the interaction in terms of the scattering length is sufficient. However, we note that there are also some experiments with narrow Feshbach resonances where the range effects can be significant [6], and therefore should be addressed in the future.

Finally, we note that even one impurity can significantly modify the density of the Bose gas. For example, for a very heavy impurity placed in the middle of the trap, one can expect the depletion after time \(1/\Omega\) to be very large if the interaction is sufficiently strong. To describe this effect, one needs to carry out a more sophisticated calculation allowing many particles to be depleted from the condensate. Such a calculation would allow one to study the depletion of the condensate in real time.
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**Appendix A: Scattering length in 2D and 3D.**

**Three-dimensional case.** For short-range potentials the zero-energy wave function at infinity has the form \(\Psi(x) \sim 1 - a/|x|\), which is determined with only one parameter – the scattering length, \(a\). One can establish [37] the following connection between the scattering length and potential:

\[ a = \frac{\mu}{2\pi \hbar^2} \int V(x)\Psi(x)dx, \]  

(A1)

where \(\Psi(x)\) is the wave function for the relative coordinate, \(\Psi(x \to \infty) = 1 - a/|x|\). If the potential is of short range we can approximate this wave function inside of the potential with constant, which allows us to rewrite this definition as

\[ a = \frac{\mu}{2\pi \hbar^2} \left(1 - \frac{a}{|x_e|}\right) \int V(x)dx, \]  

(A2)

where \(|x_e|\) is the range of the interaction. As shown below, for the Gaussian potential considered in the text \(|x_e| = c/\Lambda\) with \(c = \sqrt{\pi}/2\) and

\[ a = \frac{g\mu}{2\pi \hbar^2} \left(1 - \frac{a\Lambda}{c}\right). \]  

(A3)

Notice that for any non-zero value of scattering length, the limit of \(\Lambda \to \infty\) corresponds to \(g \to 0\).

**Two-dimensional case.** In two spatial dimensions the standard way to define the scattering length, \(a_{2D} \geq 0\), for short-range potentials is also through the zero-energy wave function of relative motion, which at infinity should be of the form \(\ln(|x|/a_{2D})\) [48]. This form can be obtained directly by solving two-body problem, see for example [49], from which one can deduce

\[ \ln(a_{2D}/l) = \frac{-1 + \frac{2\pi}{\hbar^2} \int_0^\infty ds s\ln(s/l)l(l+2s)\Phi(s)}{\int_0^\infty ds l(s)l(l+2s)\Phi(s)}, \]  

(A4)
with \( \Psi(0) = 1 \) and \( l \) any parameter with dimension of length. Again assuming that the interaction is of short range, we put \( \Psi(s) = 1 \), which for the Gaussian potential leads to the following dependence of scattering length on \( g \) and cutoff parameter \( \Lambda \)

\[
\ln(a_{2D}\Lambda) = -\frac{\gamma}{2} - \frac{\hbar^2}{\mu g}.
\]  

(A5)

Appendix B: Regularization procedure for the T-matrix

In this Appendix, we show how Eq. (20) is obtained. We also present the corresponding regularization procedure in 2D and 3D. Noting that \( f(t) \) is independent of the spatial coordinates, we show the derivation for the homogeneous case, i.e. \( \Omega = 0 \), which is more transparent. We first perform a transformation to the momentum-time domain, since the Green’s functions conserve momentum in the homogeneous case, i.e.

\[
G(p, t, t') \equiv (2\pi)^D \hat{G}(p, t, t') \delta(p - p').
\]  

(B1)

Moreover, we define the T-matrix in the momentum-time domain as

\[
\Gamma(p_1, p'_1, t_1, p_2, p'_2, t_2) = \frac{1}{(2\pi)^D} \int \Gamma(x_1, x'_1, t_1, x_2, x'_2, t_2) e^{-i\kappa p_1 - i\kappa p'_1 + i\kappa x_2 - i\kappa x'_2} d\kappa dx_1 dx_2 d x'_1 d x'_2,
\]  

(B2)

where \( p \) denotes a wave vector. With this definition, Eq. (9) assumes the following form

\[
\Gamma(p_1, p'_1, t_1, p_2, p'_2, t_2) = V(p_2 - p_1) \delta(t_1 - t_2) \delta(p_1 + p'_1 - p_2 - p'_2) + \frac{i}{\hbar (2\pi)^D} \int V(p'_1 - \kappa) \hat{G}^0(p'_1 + p_1 - \kappa, t_1, t_1, \kappa, t, t_1, t) \hat{G}^0(\kappa, t_1, t) \Gamma(p_1 + p_1 - \kappa, t_1, t, t_2) d\kappa d\kappa' dt.
\]  

(B3)

We rewrite this equation using the Green’s function in free space from Eq. (B1)

\[
\Gamma(p_1, p'_1, t_1, p_2, p'_2, t_2) = V(p_2 - p_1) \delta(t_1 - t_2) \delta(p_1 + p'_1 - p_2 - p'_2) + \frac{i}{\hbar (2\pi)^D} \int V(p'_1 - \kappa) \hat{G}^0(p'_1 + p_1 - \kappa, t_1, t_1, \kappa, t, t_1, t) \hat{G}^0(\kappa, t_1, t) \Gamma(p_1 + p_1 - \kappa, t_1, t, t_2) d\kappa d\kappa' dt.
\]  

(B4)

Furthermore, we introduce a new set of variables \( P = p_1 + p'_1, K = p_2 + p'_2, 2p = p_1 - p'_1, 2k = p_2 - p'_2 \). Since the total momentum is conserved, we define new function \( \tilde{\Gamma} \) from \( \Gamma(p_1, p'_1, t_1, p_2, p'_2, t_2) \equiv \delta(P - K) \hat{\Gamma}(P; p, k, t_1, t_2) \) which leads to

\[
\tilde{\Gamma}(P; p, k, t_1, t_2) = V(k - p) \delta(t_1 - t_2)
\]

\[
+ \frac{i}{\hbar (2\pi)^D} \int V(P/2 - p - \kappa) \hat{G}^0(P - \kappa, t_1, t) \hat{G}^0(\kappa, t_1, t) \tilde{\Gamma}(P/2 - \kappa, k, t, t_2) d\kappa dt.
\]  

(B5)

To illustrate appearance of a pathology, we take \( V(k) \equiv g \) where \( g \) is a constant satisfying \( 0 < g < \infty \). For this potential, the T-matrix reads

\[
\tilde{\Gamma}(P; p, k, t_1, t_2) = g \delta(t_1 - t_2) + g \frac{i}{\hbar (2\pi)^D} \int \hat{G}^0(P - \kappa, t_1, t) \hat{G}^0(\kappa, t_1, t) \tilde{\Gamma}(P/2 - \kappa, k, t, t_2) d\kappa dt.
\]  

(B6)

Notice that \( \tilde{\Gamma} \) is independent of its second and third arguments. The integral over \( \kappa \) can be taken easily, since the Green’s functions are just exponentials, so

\[
\tilde{\Gamma}(P; t_1, t_2) = g \delta(t_1 - t_2) - g \frac{i}{(2\pi)^D \hbar} \int_{t_1}^{t_2} dt \tilde{\Gamma}(P; t_2) \left( \frac{2\pi\mu}{i\hbar(t - t_1)} \right)^{D/2} e^{-\frac{\mu}{2m(H + m \gamma)}(t - t_1)}.
\]  

(B7)
The dependence on \( P \) can be eliminated easily, assuming the following form of the T-matrix \( \tilde{\Gamma}(P; t_1, t_2) = e^{-\frac{i\hbar P^2}{2m\Delta}(t_2-t_1)} f(t_2-t_1) \), which leads to the equation for \( f \)

\[
f(T) = g\delta(T) - g \frac{i}{(2\pi)^2\hbar} \int_0^T \mathrm{d}\tau f(T-\tau) \left( \frac{2\pi\mu}{\tau\hbar} \right)^{D/2}
\]

This equation is presented and discussed in the main text. However, the equation is pathological. For example, the reasonable assumption that \( f \) is a non-zero function that is analytic almost everywhere cannot be satisfied as the integral has divergence at small times.

Now we use the Gaussian potential defined in Eq. (18) and take the limit \( \Lambda \to \infty \) afterwards. Using the results from above, we assume that \( \tilde{\Gamma} \) does not depend on its second and third arguments. This yields

\[
\tilde{\Gamma}(P; 0, T) = g \left( \delta(T) + \frac{i}{(2\pi)^2\hbar} \int_0^T \mathrm{d}\tau \tilde{\Gamma}(P; T-t) \int e^{-\frac{i}{4\pi} \omega(t)} G^0_I(P-\kappa, 0, t) G^0_B(\kappa, 0, td\kappa) \right)
\]

\[
= g \left( \delta(T) - \frac{i}{(2\pi)^2\hbar} \int_0^T \mathrm{d}\tau \tilde{\Gamma}(P; T-t) e^{-\frac{i\pi}{4\Lambda^2} + \frac{i\pi\hbar}{2\mu}} \left( \frac{\pi}{4\Lambda^2 + \frac{\pi\hbar}{2\mu}} \right)^{D/2} \exp \left[ -\frac{\hbar^2 P^2}{4m\gamma t} + \frac{\hbar P^2}{2m\gamma t - \frac{\hbar^2 P^2}{m\gamma t}} \right] \right).
\]

We can neglect value of \( 1/4 \) in the denominator of the argument in the exponent, since it contributes only for very small values of \( t \) and exponent is a bounded function. The factor of \( 1/4 \) in the denominator of the fraction cannot be neglected as \( (1/t)^{D/2} \) can be an arbitrarily large number for small \( t \). As before we assume that \( \tilde{\Gamma}(P; t_1, t_2) = e^{-\frac{i\hbar^2 P^2}{2m^2\gamma t}(t_2-t_1)} f(t_2-t_1) \) which leads to

\[
f(T) = g \left( \delta(T) - \frac{i}{(2\pi)^2\hbar} \int_0^T \mathrm{d}\tau f(T-\tau) \left( \frac{\pi}{4\Lambda^2 + \frac{\pi\hbar}{2\mu}} \right)^{D/2} \right),
\]

where we extended the integration limits to infinity since the function \( f \) should vanish for negative values of the argument. Notice that assumption that \( f \) is analytic almost everywhere and non-zero can be satisfied now since the divergence of integral for \( \Lambda \to \infty \) is compensated by the coupling constant \( g \), which goes to zero. It is simpler to take the limit of zero-range interaction after the expression is Fourier transformed to the frequency domain, where we obtain

\[
f(\omega) = g \left( 1 - \frac{i}{(2\pi)^2\hbar} \int_0^\infty \mathrm{d}\tau e^{i\omega\tau} \left( \frac{\pi}{4\Lambda^2 + \frac{\pi\hbar}{2\mu}} \right)^{D/2} \right).
\]

The integral can be carried out and has the same kind of divergence as \( 1/g \), so the limit \( \Lambda \to \infty \) yields a finite expression that depends only on the scattering length. For instance in 3D, we have

\[
(1-a\Lambda/c) f(\omega) = \frac{2\pi^2\hbar^2}{\mu} \left( 1 - \frac{i}{(2\pi)^2\hbar^2} \pi^{3/2} f(\omega) (-8i\mu\lambda + 4\sqrt{2\pi\omega^2\mu^{3/2}}) \right).
\]

This equation can be used to determine \( c \) which eliminates the divergence proportional to \( \Lambda \) so \( c = \sqrt{\pi}/2 \). After this divergence is eliminated we are left with the equation for \( f(\omega) \), presented in the main text. In 2D, we have instead

\[
-\frac{\mu}{\hbar^2} (\ln(a_{2D\Lambda}) + \gamma/2) f(\omega) = 1 + \frac{\mu}{2\pi\hbar^2} f(\omega) \left( \ln \left( \frac{\mu\omega}{2\Lambda^2\hbar} \right) + \gamma - i\pi \right),
\]

which yields the result shown above.

**Appendix C: \( \tilde{\Gamma}(0; 0, t) \) in the one-dimensional case**

To obtain \( f(T) \) in the main text, we applied the inverse Fourier transform. In this appendix, we show another way to derive \( f(T) \). We focus on 1D, since there regularization of the integrals is not needed, by considering \( f(t) = \tilde{\Gamma}(0; 0, t) \), which is written as

\[
\tilde{\Gamma}(0; 0, T) = g \left( \delta(T) + \frac{ig}{2\pi\hbar} \int_0^T \mathrm{d}\tau \tilde{\Gamma}(0; T-t) \tilde{G}^0_I(\kappa, 0, t) \tilde{G}^0_B(\kappa, 0, td\kappa) \right).
\]
By definition this integral is understood as the following sum
\[
\hat{\Gamma}(0; 0, T) = g \left( \delta(T) + \sum_{n=1}^{\infty} \left( \frac{ig}{2\pi\hbar} \right)^n \int_0^{T} dt_1 \int_1^{T} dt_2 \ldots \int_{t_{n-2}}^{T} dt_{n-1} \prod_{j=1}^{n} \left( \frac{1}{t_j - t_{j-1}} \right) \right),
\]
(C2)
where \(t_0 = 0, t_n = T\); for \(n = 1\) it is implied that the integral over time is absent. The integrals over \(\kappa_j\) are easily taken, such that
\[
\hat{\Gamma}(0; 0, T) = g \left( \delta(T) + \sum_{n=1}^{\infty} \left( \frac{ig}{2\pi\hbar} \right)^n \left( \frac{2\mu\pi}{i\hbar} \right)^{n/2} \int_0^{T} dt_1 \int_1^{T} dt_2 \ldots \int_{t_{n-2}}^{T} dt_{n-1} \prod_{j=1}^{n} \frac{1}{(t_j - t_{j-1})} \right),
\]
(C3)
From dimensional analysis the multidimensional integral should be equal to \(a_n T^{n/2-1}\). To find the coefficients, \(a_n\), we establish the recursive relation
\[
a_n T^{n/2-1} = \int_0^{T} dt_1 \int_1^{T} dt_2 \ldots \int_{t_{n-2}}^{T} dt_{n-1} \prod_{j=1}^{n} \frac{1}{(t_j - t_{j-1})} = \int_0^{T} \frac{dt_1}{\sqrt{t_1}} a_{n-1}(T-t_1)^{n/2-3/2} = a_{n-1} T^{(n-1)/2} B\left(\frac{1}{2}, \frac{n-1}{2}\right),
\]
(C4)
and obtain \(a_n = a_{n-1} B\left(\frac{1}{2}, \frac{n}{2}\right)\). Since \(a_1 = 1\) we obtain \(a_{2k} = \frac{k}{(k-1)\pi}\), and \(a_{2k+1} = \frac{e^{k\pi}}{(k-1)!}\). For large values of \(k\) we have \(B(1/2, k) \simeq \sqrt{\pi/k}\). This allows us to conclude that the coefficients for large \(k\) decay roughly as \(\pi^{n/2}/(n/2-1)!\), which implies that the sum in Eq. (C3) is convergent for any \(g\) and \(T > 0\). Finally this sum is written as
\[
\hat{\Gamma}(0; 0, T) = g \left( \delta(T) + \frac{1}{T} \sum_{n=1}^{\infty} a_n \left( \frac{-ig}{2\pi\hbar} \right)^n \left( \frac{2\mu\pi T}{i\hbar} \right)^{n/2} \right).
\]
(C5)
We notice that this expression for \(g < 0\) converges to Eq. (27). For 2D and 3D similar ideas can be used, however, a proper regularization procedure is needed which makes the calculations more complicated.

**Appendix D: Molecular branch in 3D.**

In 3D \(a > 0\) implies existence of a bound molecule, which then smoothly evolves to a Bose polaron [36]. This smooth evolution should be contrasted with the Fermi polaron case [17]. In the frequency domain the molecule is seen through the pole close to the integration contour, which leads to existence of a double solution of the standard equation for the energy of a quasiparticle
\[
\omega = n \text{Re} f(\omega).
\]
(D1)
It is interesting to note that the double solutions also exist in 1D for \(g < 0\), where \(4\omega = -(g^2\mu \pm g^3/\sqrt{\mu g \mu - 8\pi n - 4gn})\). Note that in this section we put \(\hbar = 1\) for simplicity. We also note that, in 1D for \(g > 0\) Eq. (D1) not always can be used, at least within the T-matrix approximation, to define a quasiparticle due to strong correlations happening in 1D. In this section we would like to investigate appearance of this molecular solution in 3D for small positive \(a\) in the time domain. For this we write the equation for \(f\) for \(\mu = 1\) using the derivations from Appendix B
\[
f(t) = g\delta(t) - ig \left( \frac{1}{2\pi} \right)^{3/2} \int_0^t \left( \frac{1}{i\tau + \frac{1}{2a^2}} \right)^{3/2} f(t - \tau) d\tau.
\]
(D2)
For very large times this equation reads
\[
f(t) = -ig \left( \frac{1}{2\pi i} \right)^{3/2} \int_0^{t-\infty} \left( \frac{1}{i\tau + \frac{1}{2a^2}} \right)^{3/2} f(t - \tau) d\tau,
\]
(D3)
with one obvious solution \(f(t \to \infty) = e^{-it/2a^2}\) that describes propagation of a molecule. So we look for \(f\) in the form \(f(t) = K(t) e^{it/2a^2}\), where \(K(t)\) solves the following equation
\[
K(t) = g\delta(t) - ig \left( \frac{1}{2\pi} \right)^{3/2} \int_0^t \left( \frac{1}{i\tau + \frac{1}{2a^2}} \right)^{3/2} K(t - \tau) e^{-i\tau/(2a^2)} d\tau.
\]
(D4)
Let us assume that $K$ is constant. With this assumption we obtain

$$K = 2\pi a \delta(T) - \frac{iaK}{\sqrt{2\pi}} \left[ 2\sqrt{\frac{t}{T}} e^{-\frac{t^2}{T}} + 2i\sqrt{\frac{2a^2}{\pi}} \text{erf}\left(\sqrt{\frac{2T}{2a^2}}\right) \right],$$

(D5)

where $\text{erf}(x)$ is the error function. The equation is satisfied for small $a$ if $K = -i\pi/a$. This means that in the limit of small scattering length propagation of the virtual dimer is determined by the following function $f(t) = -\pi e^{-t/(2a^2)} \approx 2\pi a \delta(t)$. This result is very obvious, since it also should be reached if the interparticle interaction is completely repulsive, such that a molecule cannot be formed.
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