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Abstract—Let $G = (V,E,w)$ be a weighted, directed graph subject to a sequence of adversarial edge deletions. In the decremental single-source reachability problem (SSR), we are given a fixed source $s$ and the goal is to maintain a data structure that can answer path queries $s \rightarrow v$ for any $v \in V$. In the more general single-source shortest paths (SSSP) problem the goal is to return an approximate shortest path to $v$, and in the SCC problem the goal is to maintain strongly connected components of $G$ and to answer path queries within each component. All of these problems have been very actively studied over the past two decades, but all the fast algorithms are randomized and, more significantly, they can only answer path queries if they assume a weaker model: they assume an oblivious adversary which is not adaptive and must fix the update sequence in advance. This assumption significantly limits the use of these data structures, most notably preventing them from being used as subroutines in static algorithms. All the above problems are notoriously difficult in the adaptive setting. In fact, the state-of-the-art is still the Even and Shiloach tree, which dates back all the way to 1981 [1] and achieves total update time $O(mn)$. We present the first algorithms to break through this barrier:

- **deterministic** decremental SSR/SCC with total update time $mn^{2+o(1)}$.
- **deterministic** deccremental SSSP with total update time $n^{3+2+o(1)}$.

To achieve these results, we develop two general techniques for working with dynamic graphs. The first generalizes expander-based tools to dynamic directed graphs. While these tools have already proven very successful in undirected graphs, the underlying expander decomposition they rely on does not exist in directed graphs. We thus need to develop an efficient framework for using expanders in directed graphs, as well as overcome several technical challenges in processing directed expanders. We establish several powerful primitives that we hope will pave the way for other expander-based algorithms in directed graphs.

The second technique, which we call congestion balancing, provides a new method for maintaining flow under adversarial deletions. The results above use this technique to maintain an embedding of an expander. The technique is quite general, and to highlight its power, we use it to achieve the following additional result:

- The first near-optimal algorithm for decremental bipartite matching.
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I. INTRODUCTION

Let $G = (V,E,w)$ be a weighted, directed graph that is subject to dynamic updates that change the edges of $G$. We consider three closely related problems. In single-source reachability (SSR), we are given a fixed source $s$, and the goal is to maintain a data structure that can answer path queries $s \rightarrow v$ for any $v \in V$. The single-source shortest path problem (SSSP) is a generalization of SSR where the goal is return an approximate shortest path from $s$ to $v$. Finally, in dynamic strongly-connected components (SCC), the goal is to maintain a data structure such that given any two vertices $u,v \in V$, it can determine whether they are in the same SCC, i.e. whether $u$ and $v$ are on a common cycle in $G$, and if yes, can report a path between them in either direction.

All three of the above problems have received an enormous amount of attention in the dynamic setting. The most general model is the fully dynamic one, where each adversarial update can either insert or delete an edge from $G$. But in this model there are very strong conditional lower bounds for all the above problems [2], [3].

For this reason, much of the work on these problems focuses on the weaker decremental model, where the algorithm is given some input graph $G = (V,E,w)$, and the adversary deletes one edge at a time until the graph is empty. Here, results are typically expressed in terms of the total update time over the entire sequence of deletions. Let $n$ be the number of vertices in the original input graph, $m$ the number of edges. The first algorithm for these problems is the Even and Shiloach tree [1] from 1981, which achieves total update time $O(mn)$ (amortized $O(n)$); See [4] for a simple extension to directed graphs. A long line of work has since led to near-optimal algorithms for these problems in undirected graphs, including some in the fully dynamic model [5], [6], [7], [8], [9], [10], [11], [12], [13]. The directed version is more difficult, but a series of results culminated in a near-optimal total update time $O(m)$ for decremental SSR/SCC [14], [15], [16], [17], [18] and moderate improvements for decremental SSSP: for example,
total update time $\tilde{O}(mn^{3/4})$ in [19] and an extremely recent $O(n^2)$ result [20].

But all of the above $o(mn)$ algorithms for directed graphs suffer from a crucial drawback: they are randomized, and more significantly, they are only able to return paths if they assume an oblivious adversary. Such an adversary cannot change its updates based on the algorithm’s answers to path-queries: put otherwise, the adversary must fix its entire update sequence in advance. Much of the recent work in the field of dynamic graphs as a whole has focused on developing so-called adaptive algorithms that do not assume an oblivious adversary. This is important for two reasons. Firstly, adaptive algorithms work in a less restrictive model. Secondly, several recent papers have used dynamic graph algorithms as subroutines within the multiplicative-weight update method to speed up static algorithms; for example, decremental shortest paths to speed up various (static) flow algorithms [21], [22], [23], or incremental min-cut to speed up a TSP algorithm [24]. These applications to static algorithms all require adaptive dynamic algorithms.

Despite all the progress for non-adaptive algorithms, the fastest adaptive algorithm for all the directed problems mentioned above remains the Even and Shiloach tree from 1981, which has total update time $O(mn)$. In this paper, we present the first algorithms to break through this barrier.

**Theorem 1.1.** Let $G$ be a directed graph. There exists an algorithm for decremental single-source reachability and decremental strongly connected components (SCC) with total update time $mn^{2/3+o(1)}$. The SCC algorithm not only explicitly maintains SCCs, but can answer path queries within an SCC. The algorithms can, respectively, determine whether a vertex $v$ is reachable from $s$, or whether two vertices are in the same SCC, in $O(1)$ time. The time to answer a path query is $P \cdot n^{o(1)}$, where $P$ is the length of the (simple) output path.

**Theorem 1.2.** Let $G$ be a directed graph with positive weights and let $W$ be the ratio of the largest to smallest weight. There exists an algorithm for decremental $(1 + \epsilon)$-approximate single-source shortest paths with total update time $n^{2+2/3+o(1)} \log(W)/\epsilon$. (An update can delete an edge or increase an edge weight.) The query time is $O(1)$ for returning an approximate distance and $|P| \cdot n^{o(1)}$ for an approximate path, where $|P|$ is the length of the (simple) output path.

**Related Work:** Probst Gutenberg and Wulff-Nilsen considered a relaxed version of decremental SSSP that can only return distance estimates, not an actual path. They showed an adaptive (randomized) algorithm for this problem with total update time $O(n^{2/3}n^{4/3}) = O(n^{2+2/3})$ [19]. The adaptivity of this result crucially depends on the assumption that the adversary cannot see the paths used by the algorithm, so these results cannot be extended to the problems we are solving in this paper. Secondly, there are several results (both adaptive and oblivious) on dynamic SSC/SSSP in the incremental setting, where the algorithm starts with an empty graph and edges are inserted one at a time (see e.g. [25], [26], [27], [28]). These incremental-only results use a very different set of techniques that do not transfer to the decremental setting.

Directed expanders, key objects in this paper, are closely related to the notion of directed tree-width introduced in [29], [30], which is a key concept in deep structural statements, including the directed grid-minor theorem [31], [32] and the directed Erdos-Posa theorem [33], [34], [35].

The approximation algorithm for a variant of the disjoint paths problem by [36] exploits the directed well-linked decomposition which is related to directed expander decomposition stated in this paper. However, their technique is static and not concerned with time-efficiency beyond polynomial time.

**A. Techniques**

Our techniques are mostly very different from those of the earlier randomized algorithms, because those crucially relied on “hiding” their choices from an oblivious adversary. Our algorithms instead rely on expander-based tools. While these have previously been used to break long-standing barriers for adaptive algorithms in dynamic undirected graphs [10], [11], [12], [22], [23], our paper is to first to successfully apply them to dynamic algorithms for directed graphs. Our results require a large number of new techniques; we highlight the most significant ones below.

**An efficient framework for directed expanders (Section V):** Expander-based algorithms in undirected graphs rely on the following basic decomposition: given any graph $G = (V,E)$, it is possible to partition $E$ into sets $X$ and $R$, such that $X$ is the union of disconnected expanders, and $|R| \ll |E|$. The idea is then to use expander-tools on $X$ and deal with the small set $R$ separately. Unfortunately, such a guarantee is not possible for directed graphs: if $G$ is a dense DAG, then $R$ must contain all the edges of $G$.

This paper explicitly shows the following decomposition for directed graphs: $E$ can be partitioned into three sets $X, D, R$ such that $X$ is the union of disconnected (directed) expanders, $D$ is acyclic, and $|R| \ll |X|$. (We actually use an analogous decomposition for vertex expanders.) We then use this decomposition as the crux of our new framework, which weaves together new fast algorithms for directed expanders with existing fast algorithms for DAGs. We hope that this framework will pave the way for future work that applies expander-tools to directed graphs.

**Congestion-balancing flow (Section VI):** One of our main technical contributions is a new approach to maintaining a large flow in the presence of adversarial edge

---

1 In particular, directed expanders are graphs that contain a large well-linked set [36], [37] and directed tree-width of a graph is approximated, up to a constant, by the maximum size over all well-linked sets [29].
deletions (it is new to undirected graphs as well). Intuitively, a flow solution is more robust if it spreads out the congestion among all the edges of the graph. There are, however, two main challenges to formalizing this intuition. The first is that some edges may be more “crucial” than others, so will necessarily have a higher congestion. The second is that these crucial edges might change over time, whereupon the flow must be rebalanced. We introduce a general approach for efficiently computing the “right” congestion of each edge. We then show that a potential function based on minimum-cost flow allows us to cleanly analyze the total amount of rebalancing necessary.

In our decremental SSR/SCC/SSSP results, we use congestion-balancing flow to maintain an embedding of an expander. But the technique is quite general, and to highlight its power, we use it achieve significantly improved bounds for the seemingly unrelated problem of decremental bipartite matching (see below).

New Primitives for Directed Expanders: Our new framework requires generalizing the essential expander primitives to directed graphs. While some of the primitives transfer almost automatically (e.g. unit flow), others pose significant technical challenge. We highlight two in particular.

In **expander pruning** we are given an expander \( G = (V,E) \) subject to adversarial edge deletions. The **goal of pruning** is to dynamically maintain a set of pruned vertices \( P \subseteq V \) such that the induced graph \( G[V \setminus P] \) remains an expander. There are two known approaches to pruning in undirected graphs [12], [38], but both break down in directed graphs because a sparse cut in one direction may not be sparse in the other. Our approach takes inspiration from [12], but requires a different key subroutine to work in directed graphs. In addition to generalizing the result of [12], our approach also ends up being simpler and cleaner.

The **cut-matching game** is the well-known tool for certifying expansion of graphs and was first introduced in [39]. There are two state-of-the-art variants: one is randomized but works in directed graphs [40], while the second recent variant is deterministic but limited to undirected graphs [13]. In this paper, we develop a cut-matching game that achieves the best of both worlds: it is deterministic and works in directed graphs. To do this, we generalize several of the lemmas in [41] to bound a more complex entropy-based potential function, and generalize the key subroutine for the cut player in [13] to work directed graphs.

Both our pruning result and our new cut-matching game are stated as black-box results that can easily be plugged into other algorithms. Given how essential these tools have proven in undirected graphs, we think it is likely our contributions will prove useful for future work on directed expanders.

B. An Additional Result: Decremental Bipartite Matching

As mentioned above, along the way to our main results we develop improved algorithms for dynamic matching. Consider the problem of maintaining a \((1 - \epsilon)\)-approximate maximum matching in an unweighted dynamic graph. In the fully dynamic setting, although there is a wide literature on faster update times for larger approximations, the best known update time for a \((1 - \epsilon)\) approximation is \(O(\sqrt{m})\) [42], and there is evidence that \(O(\sqrt{m})\) is a hard barrier to break through [3], [43]. For this reason, there has been a series of upper and lower bounds in the more relaxed incremental model, where the algorithm starts with an empty graph and edges are only inserted [44], [45], [46], [47]. Most relevantly to our result, there is an incremental \((1 - \epsilon)\)-approximation with amortized \(O(\log^2 n)\) update time in bipartite graphs [46], later improved to \(O(1)\) update time in general graphs [47]. But the techniques of both papers are restricted to the incremental setting, and nothing analogous is known for decremental graphs; in fact, here \(O(\sqrt{m})\) remained the best-known.

We show that a simple application of our congestion-balancing flow technique yields a near-optimal algorithm for \((1 - \epsilon)\)-approximate matching in decremental bipartite graphs; achieving a similar result for non-bipartite graphs remains an open problem. See Section VI-A for details.

**Theorem I.3.** Let \( G \) be an unweighted bipartite graph. There exists a decremental algorithm with total update time \(O(m \log^3(n)/\epsilon^4)\) (amortized \(O(\log^3(n)/\epsilon^4)\)) that maintains an integral matching \( M \) of value at least \( \mu(G)(1 - \epsilon) \), where \( G \) always refers to the current version of the graph. The algorithm is randomized, but works against an adaptive adversary; if we allow the algorithm to return a fractional matching instead of an integral one, then it is deterministic.

II. Organisation

In the next section, we define notation for the rest of the article. We then provide an overview over our approach (Section IV) and then elaborate on the description of our main components (Section VI-A). Finally, we provide a sketch of result Theorem I.3 and provide some intuition how the main ingredient behind the result can be used to maintain expanders. We point out that this article is an extended abstract and due to the limitations in space, formal descriptions and full proofs are often deferred to the full version of the paper.

III. Preliminaries

We usually refer to \( n \) as the number of vertices in a graph. We use \( O(\cdot) \) and \( \tilde{O}(\cdot) \) to hide \( \log n \) factors in the big-oh notations. Similarly, we use \( \hat{O}(\cdot) \) and \( \tilde{\Omega}(\cdot) \) to hide \( n^{o(1)} \) factors.

Graphs in this paper are directed. Given a graph \( G \), the **reverse graph** \( G^{(\text{rev})} \) of \( G \) is obtained from \( G \) by reversing
the direction of every edge in $G$. For any subset $S, T \subseteq V$, $E(S, T)$ is a set of directed edges $(u, v)$ where $u \in S$ and $v \in T$. Let $G[S]$ denote the induced subgraph on $S$. Let $w : E \to \mathbb{R}$ be an edge weight function of $G$. Given $F \subseteq E$, let $w(F) = \sum_{e \in F} w(e)$ be the total weight of $F$; more generally, for any function $g$ on the edges $g(F) = \sum_{e \in E} g(e)$. The weighted in-degree and out-degree of a vertex $u$ are $\deg^\text{in}(u) = w(E(V, u))$ and $\deg^\text{out}(u) = w(E(u, V))$, respectively. The weighted degree of $u$ is $\deg(u) = \deg^\text{in}(u) + \deg^\text{out}(u)$. The volume of a set $S$ is $\text{vol}(S) = \sum_{u \in S} \deg(u)$. Several of our subroutines on expanders will use small fractional weights.

For any $S$ with $\text{vol}(S) \leq \text{vol}(V \setminus S)$ we refer to $(S, V \setminus S)$ as a cut in $G$. Let $\delta^\text{out}(S) = w(E(S, V \setminus S))$ and $\delta^\text{in}(S) = w(E(V \setminus S, S))$ denote the total weight of edges going out and coming in to $S$, respectively. We say that cut $(S, V \setminus S)$ is $\epsilon$-balanced if $\text{vol}(S) \geq \epsilon \text{vol}(V)$, and it is $\phi$-sparse if $\min\{\delta^\text{in}(S), \delta^\text{out}(S)\} < \phi \text{vol}(S)$. We say that $(L, S, R)$ is a vertex-cut of $G$ if $L, S, R$ partition the vertex set $V$, and either $E(L, R) = \emptyset$ or $E(R, L) = \emptyset$. Assuming that $|L| \leq |R|$, $(L, S, R)$ is $\epsilon$-vertex-balanced if $|L| \geq \epsilon |V|$, and it is $\phi$-vertex-sparse if $|S| < \phi |L|$. We add the subscript $G$ to the notations whenever it is not clear which graph we are referring to.

We say that a data structure supports SCC path-queries in $G$, if given vertices $u$ and $v$, it either correctly reports that $u$ and $v$ are not strongly connected in $G$ in $O(1)$ time, or returns a directed simple path $P_{uv}$ from $u$ to $v$ and a directed simple $P_{vu}$ from $v$ to $u$. We say that the data structure has almost path-length query time if, whenever a path $P$ is returned, the data structure takes only $\tilde{O}(|P|)$ time to output the path. We emphasize that the returned path must be simple.\(^2\)

A decremental graph $G$ is a graph undergoing a sequence of deletions of edges and of isolated vertices. There is an easy reduction from decremental SSR from $s$ to decremental SCC: just add an edge from every $v \in V$ to $s$.

IV. HIGH-LEVEL OVERVIEW

We start with the definition of expanders which are the central object of this paper.

**Definition IV.1** (Expanders). A directed graph $G$ is a $\phi$-vertex expander if it has no $\phi$-vertex-sparse vertex-cut. Similarly, $G$ is $\phi$-(edge) expander if it has no $\phi$-sparse cut.\(^3\)

Intuitively, expanders are graphs that are “robustly connected” and, in particular, they are strongly connected. It is well-known that many problems become much easier on expanders. So, given a problem on general graph, we would like to reduce the problem to expanders.

It turns out that every undirected graph admits the following expander decomposition: for any $\phi > 0$, a $O(\phi)$-fraction of vertices/edges can be removed so that the remaining is a set of vertex-disjoint $\phi$-vertex/edge expanders. Unfortunately, this is impossible in directed graphs. Consider, for example, a DAG. However, a DAG is the only obstacle; for any $\phi > 0$, we can remove $O(\phi)$-fraction of vertices/edges, so that the remaining part is a DAG of $\phi$-vertex/edge expanders. This observation can be made precise as follows.\(^4\)

**Fact IV.2** (Directed Expander Decomposition). Let $G = (V, E)$ be any directed $n$-vertex graph and $\phi > 0$ be a parameter. There is a partition $\{R, X_1, \ldots, X_k\}$ of $V$ such that

1. $|R| \leq O(\phi n \log n)$;
2. $G[X_i]$ is a $\phi$-vertex expander for each $i$;
3. Let $D$ be obtained from $G$ by deleting $R$ and contracting each $X_i$. Then, $D$ is a DAG.

The edge version of Fact IV.2 can be stated as follows: for any unweighted $m$-edge graph $G = (V, E)$, there is a partition $\{X_1, \ldots, X_k\}$ of $V$ and $R \subseteq E$ where $|R| \leq O(\phi m \log m)$, each $G[X_i]$ is a $\phi$-expander, and $D$ is a DAG (where $D$ is defined as above). It can be generalized to weighted graphs as well.

This decomposition motivates the framework of our algorithm, although for the sake of efficiency we only maintain an approximate version (see Invariant V.2 below.) The decomposition suggests that we need four main ingredients: 1) a dynamic expander decomposition in directed graphs, 2) a fast algorithm on vertex-expanders, 3) a fast algorithm on DAGs, and 4) a way to deal with the small remaining part $R$. Our algorithm will run in time $\tilde{O}(m |R|) = \tilde{O}(mn^{2/3})$, as we choose $\phi = n^{-1/3}$. Note that we do not work with edge-expanders because then $R$ would have size $|R| = \tilde{O}(nm)$, which is too big for us. See Section V for how all components fit together.

Here, let us focus on fast algorithms on expanders. One of our main tasks is to certify that a given (sub)-graph $G$ is a vertex-expander. This leads us to the notion of embedding:

**Definition IV.3** (Embedding and Embedded Graph). Let $G = (V, E)$ be a directed graph. An embedding $P$ in $G$ is a collection of simple directed paths in $G$ where each path $P \in P$ has associated value $\text{val}(P) > 0$. We say that $P$ has length $\text{len}$ if every path $P \in P$ contains at most len edges. We say that $P$ has vertex-congestion $\text{cong}$ if, for every vertex $v \in V$, $\sum_{P \in P_v \text{ cong}} \text{val}(P) \leq \text{cong}$ where $P_v$ is the set of paths in $P$ containing $v$. We say that $P$ has edge-congestion $\text{cong}$

\(^2\) Otherwise one can arbitrarily increase the length of the returned path through cycles and hence it can be trivial to achieve almost path-length query time.

\(^3\) Note that an isolated vertex is an expander (in both edge and vertex versions).

\(^4\) Although this decomposition is easy to prove by simply recursively cutting a $\phi$-sparse cut, it is never explicitly stated before to our best knowledge.
if, for every edge \( e \in E, \sum_{P \in \mathcal{P}_e} \text{val}(P) \leq \text{cong} \) where \( \mathcal{P}_e \) is the set of paths in \( \mathcal{P} \) containing \( e \).

Given an embedding \( \mathcal{P} \), there is a corresponding weighted directed graph \( W \) where, for each path \( P \in \mathcal{P} \) from \( u \) to \( v \), there is a directed edge \((u,v)\) with weight \( \text{val}(P) \). We call \( W \) an \textit{embedded graph} corresponding to \( \mathcal{P} \) and say that \( \mathcal{P} \) embeds \( W \) into \( G \).

The following fact shows that, to certify that \( G \) is a vertex expander, it is enough to \textit{embed} an (edge)-expander \( W \) into \( G \) with small congestion.

**Fact IV.4.** Let \( G = (V, E) \) be a graph. Let \( W = (V, E', w) \) be a \( \phi \)-expander with minimum weighted degree 1. If \( W \) can be embedded into \( G \) with vertex congestion \( \text{cong} \), then \( G \) is a \((\phi/\text{cong})\)-vertex expander.

**Proof:** Consider a vertex cut \((L, S, R)\) in \( G \) where \(|L| \leq |R|\). Suppose that \( E(L, R) = \emptyset \), otherwise \( E(R, L) = \emptyset \) and the proof is symmetric. Observe that each edge \( e \in E_W(L, V \setminus L) \) in \( W \) corresponds to a path in \( G \) that goes out of \( L \) and, hence, must contain some vertex from \( S \). So the total weight of these edges in \( W \) can be at most \( \delta_W^+(L) \leq |S| \cdot \text{cong} \). At the same time, \( \delta_W^-(L) \geq \phi \text{vol}_W(L) \geq \phi |L| \) as \( W \) is a \( \phi \)-expander with minimum weighted degree 1. So \(|S| \geq \frac{\phi}{\text{cong}} |L|\) as desired.

In our actual algorithm, instead of certifying that \( G \) is a vertex expander (i.e. \( G \) has no sparse vertex-cut), we relax to the task to only certifying that \( G \) has no balanced sparse vertex-cut. This motivates the definition of \( \phi \)-witness which is used throughout the paper:

**Definition IV.5 (Witness).** We say that \( W \) is a \( \phi \)-witness of \( G \) if \( V(W) \subseteq V(G) \), \( W \) is a \( \Omega(1) \)-(edge)-expander where \( 9/10 \)-fraction of vertices have weighted degree at least \( 1/2 \), and there is an embedding of \( W \) into \( G \) with vertex-congestion \( 1/\phi \). (Note that \( E(W) \) does not have to be a subset of \( E(G) \).) We say that \( W \) is a \( \phi \)-short-witness if it is a \( \phi \)-witness and the embedding has length \( \tilde{O}(1/\phi) \). We say that \( W \) is a \textit{large} witness if \(|V(W)| \geq 9|V(G)|/10^5 \).

We sometimes informally refer to a graph that contains a large witness as an \textit{almost vertex-expander}. This is because of the below fact whose proof is similar to Fact IV.4.

**Fact IV.6.** Let \( G = (V, E) \) be a graph that contains a large \( \phi \)-witness \( W \). Then \( G \) has no \( 1/3 \)-vertex-balanced \((\phi/n^{o(1)})\)-vertex-sparse vertex cut.

Now, we have reduced the problem of certifying an almost vertex-expander to maintaining a large witness. Although finding a low congestion embedding in vertex expanders can be done very efficiently in the static setting (using the well known cut-matching game), there is one crucial obstacle in the dynamic setting.

Consider the following simple scenario. We start with a complete graph \( G \) and parameter \( \phi = \Omega(1) \). A standard (static) construction of a large \( \phi \)-witness runs in \( \tilde{O}(m) \) time and gives an \textit{unweighted} \( \Omega(1) \)-expander \( W \) where all vertex degrees are \( \Theta(\log(n)) \). Let \( \mathcal{P} \) be the embedding of \( W \). Observe that each path from \( \mathcal{P} \) has value 1 and \(|\mathcal{P}| = O(n \log n) \).

Unfortunately, once the adversary knows \( \mathcal{P} \), he can destroy each embedding path \( P \in \mathcal{P} \) by deleting any edge in \( P \). In total, he can delete only \( O(n \log n) \) edges in \( G \) to destroy the whole embedding of \( W \). The algorithm would then have to construct a new witness, which the adversary could again destroy with \( O(n \log n) \) deletions. This process continues until \( G \) has a balanced, sparse vertex-cut, which might not happen until \( \Omega(n^2) \) deletions. That is, this standard approach requires the algorithm to re-embed a new witness \( \Omega(n) \) times, which is not only slow, but requires too many changes to the witness.

To overcome this obstacle, we use the idea called \textit{congestion balancing} to maintain a witness \( W \) that only needs to be re-embedded \( \tilde{O}(1/\phi) \) times throughout the entire sequence of deletions (formally stated in Theorem V.3). As a warm-up to the proof of Theorem V.3, we show in Section VI-A how to apply this idea to the simpler bipartite matching problem.

**V. THE MAIN COMPONENTS**

In this section, we state all the algorithmic components formally and show how to combine them to prove Theorem I.1. As we mentioned in Section IV, our framework needs 1) A dynamic expander decomposition 2) a fast algorithm on vertex expanders, 3) a fast algorithm on DAGs, and 4) a way to deal with the small remaining part \( S \).

It turns out that the existing algorithm of Lacki (unrelated to expanders) for separating out any small set of vertices [48] is a handy tool for taking care of the DAG part and the small remaining part, and allows us to focus on almost vertex expanders. This algorithm has previously used in a similar way in [16]. We state the algorithm as a reduction below and defer the proof to the full version of the paper.

**Proposition V.1** (see [48], [16]). Let \( G = (V, E) \) be a decremetal graph. Let \( A \) be a data structure that 1) maintains a monotonically growing set \( S \subseteq V \) and after every adversarial update reports any additions made to \( S \) and 2) maintains the SCCs of \( G \setminus S \) explicitly in total update time \( T(m, n) \) and supports SCC path queries in \( G \setminus S \) in almost-path-length query time.

Then, there exists a data structure \( B \) that maintains the SCCs of \( G \) explicitly and supports SCC path-queries in \( G \) (in almost-path-length query time). The total update time is \( O(T(m, n) + m|S| \log n) \), where \(|S| \) refers to the final size of the set \( S \).

As we usually use \( G \) to denote an input graph to each subroutine. We denote the input to the top-level algorithm

\[5\]The constant \(9/10\) is somewhat arbitrary.
by $G^* = (V^*, E^*)$. Motivated by the directed expander decomposition from Fact IV.2 and Lacki’s reduction above, we maintain the following invariant:

**Invariant V.2.** Our decremental SCC algorithm will maintain an incremental set $S$ such that $|S| = \tilde{O}(n^{2/3})$ and at the end of processing any update, if the (non-singleton) SCCs of $G \setminus S$ are $C_1, \ldots, C_k$, then each $C_i$ contains a large $\Omega(1/n^{1/3})$-witness. To ensure that $S$ remains small, the algorithm will only add set $S$ if $S$ corresponds to some sparse vertex cut $(L, S, R)$.

Robust Witness via Congestion-Balancing: Let $G$ be some SCC in $G^* \setminus S$ at some point during the update sequence. To preserve Invariant V.2, we need a subroutine that maintains a large $\phi$-witness of $G$ where $\phi = \tilde{\Omega}(1/n^{1/3})$. If the subroutine fails to find such a witness, it returns a $\Omega(1/n^{o(1)})$-balanced, $\phi$-sparse vertex-cut $(L, S, R)$; that is, it certifies that $G$ is far from being a vertex expander, and must be further decomposed. (In particular, the top-level algorithm will add $S$ to the boundary set $\tilde{S}$ and recurse on both $L$ and $R$.) Our new technique congestion-balancing flow will allow us to construct a robust witness that is suitable to the dynamic setting; see Section VI for more details.

**Theorem V.3** (Robust Witness Maintenance). There is a deterministic algorithm ROBUST-WITNESS($G, \phi$) that takes as input a directed decremental $n$-vertex graph $G$ and a parameter $\phi \in (0, 1/\log^2(n)]$. The algorithm maintains a large (weighted) $\phi$-short-witness $W$ of $G$ using $\tilde{O}(m/\phi^2)$ total update time such that every edge weight in $W$ is a positive multiple of $1/d$, for some number $d \leq 2d_{avg}$, where $d_{avg}$ is the initial average degree of $G$. The total edge weight in $W$ is $O(n \log n)$. After every edge deletion, the algorithm either updates $W$ or outputs a $(\phi n^{o(1)})$-vertex-balanced vertex-cut and terminates.

Let $W(i)$ be after the $i$-th update. There exists a set $R$ of reset indices where $|R| = \tilde{O}(\phi^{-1})$, such that for each $i \notin R$, $W(i) \supseteq W(i+1)$. That is, the algorithm has $\tilde{O}(\phi^{-1})$ phases such that, within each phase, $W$ is a decremental graph. The algorithm reports when each phase begins. It explicitly maintains the embedding $P$ of $W$ into $G$ and reports all changes made to $W$ and $P$.

The reason that $W$ only shrinks between each phase is as follows. Whenever the adversary deletes some edge $e$ in an embedded path $P$ that corresponds to an edge $e'$ in $W$, we will delete $e'$ from $W$. To guarantee that $W$ remains an expander after edge deletions, we run our new expander pruning algorithm in directed graphs on $W$ that further removes a small part from $W$ and guarantees that the remaining is still an expander. Nevertheless, after too many deletions, $W$ will be too small and we need to re-embed $W$.

To highlight the strength of this result, the above theorem shows we only needs to re-embed a witness $\tilde{O}(\phi^{-1})$ times throughout the entire sequence of deletions, whereas the standard technique might require $\Omega(n)$ re-embeddings in the worst case as mentioned in Section IV.

**Maintaining Short Distances from a Witness:** Consider some SCC $G$ of $G^*[V^* \setminus S]$ with a large $\phi$-witness $W$. We build two separate data structures on $G$. The first, given any vertex $u \in V(G) \setminus V(W)$, returns a path between $u$ and some $w \in V(W)$. The second can answer path queries for any $w_1, w_2 \in V(W)$. It is easy to see that the two combined can answer SCC path-queries in $G$. The statement of the first data structure is a bit subtle; we give a formal theorem, followed by some intuition for what the theorem statement means.

**Theorem V.4.** There is a data structure FOREST-FROM-WITNESS($G, W, \phi$) that takes as input an $n$-vertex $m$-edge graph $G = (V, E)$, a set $W \subseteq V$ with $|W| \geq |V|/2$ and a parameter $\phi > 0$. The algorithm must process two kinds of updates. The first deletes any edge $e$ from $E$; the second removes a vertex from $W$ (but the vertex remains in $V$), while always obeying the promise that $|W| \geq |V|/2$. The data structure must maintain a forest of trees $F_{out}$ such that every tree $T \in F_{out}$ has the following properties: all edges of $T$ are in $E(G)$; $T$ is rooted at a vertex of $W$; every edge in $T$ is directed away from the root; and $T$ has depth $\tilde{O}(1/\phi)$. The data structure also maintains a forest $F_{in}$ with the same properties, except each edge in $T$ is directed towards the root.

At any time, the data structure may perform the following operation: it finds a $\tilde{O}(\phi)$-sparse vertex cut $(L, S, R)$ with $W \cap (L \cup S) = \emptyset$ and replace $G$ with $G[R]$. (This operation is NOT an adversarial update, but is rather the responsibility of the data structure.) The data structure maintains the invariant that every $v \in V$ is present in exactly one tree from $F_{out}$ and exactly one from $F_{in}$; given any $v$, the data structure can report the roots of these trees in $O(\log(n))$ time. (Note that as $V$ may shrink over time, this property only needs to hold for vertex $v$ in the current set $V$.) The total time spent processing updates and performing sparse-cut operations is $\tilde{O}(m/\phi)$.

Although the data structure works for any set $W$, $W$ will always correspond to a $\phi$-witness in the higher-level algorithm. The adversarial update that removes a vertex from $W$ corresponds to the event that the witness shrinks in the higher-level algorithm. The forests $F_{in}$ and $F_{out}$ allow the algorithm to return paths of length $\tilde{O}(1/\phi)$ from any $v \in V(G)$ to/from $W$: find the tree that contains $v$ and follow the path to the root, which is always in $W$. The requirement that each tree has low-depth will be necessary to reduce the update time. But once we add this requirement, we encounter the issue that some vertices may be very far from $W$, so we need to give the data structure a way to remove them from $V(G)$. This is the role of the sparse-cut
operation: we will show in the proof that if \( v \) is far from \( W \), it is always possible to find a sparse vertex cut \( (L, S, R) \) such that \( v \) is in \( L \) and hence removed from \( G \). The higher-level algorithm will process this operation by adding \( S \) to \( \hat{S} \), so that \( L \) becomes part of a different SCC in \( G^* \). (Proposition V.1)

Maintaining Paths Inside the Witness: The second data structure shows how to maintain short paths between all pairs of vertices in an (edge) expander. The input \( W \) will always correspond to a large \( \phi \)-witness, and will thus have expansion \( 1/\sqrt{n} \). This data structure is new to our paper, as it is essentially identical to an analogous structure for undirected graphs in [23]. The only major difference is that we need to plug in our new expander pruning algorithm for directed graphs. Note that the theorem below will only allow us to find paths in \( E(W) \), not \( E(G) \); we show later how to use the embedding of \( W \) to convert them to paths in \( E(G) \).

**Theorem V.5.** There is a deterministic data structure \( \text{PATH-INSIDE-EXPANDER}(W) \) that takes as input an \( n \)-vertex \( m \)-edge \( 1/\sqrt{n} \)-expander \( W \) subject to decremental updates. Each update can delete an arbitrary batch of vertices and edges from \( W \), but must obey the promise that the resulting graph remains a \( \phi \)-expander. Given any query \( u, v \in V(W) \), the algorithm returns in \( n^{o(1)} \) time a directed simple path \( P_{uv} \) from \( u \) to \( v \) and a directed simple path \( P'_{uv} \) of \( \phi \)-witness, and will thus have expansion \( O(1) \). The total update time of the data structure is \( O(m) \).

**A. The Algorithm**

The proof of Theorem I.1 combines all the above ingredients. See Algorithm 1 for pseudocode.

**Analysis Sketch:** The argument has three main parts. The first is that each call \( \text{SCC-HELPER}(G) \) re-initializes data structure in Line 14 only \( O(1/\phi^*) \) times, since that is the number of phases in \( \text{ROBUST-WITNESS} \) (Theorem V.3). The second is that every time a vertex \( v \) participates in a new call \( \text{SCC-HELPER}(G) \), \( |V(G)| \) must have decreased by a \( (1-1/\sqrt{n^{o(1)}}) \) factor, so \( v \) participates in \( O(1) \) calls. The third is that we always have \( |\hat{S}| = \hat{O}(n^{o(1)}) \), because vertices added to \( \hat{S} \) always correspond to a \( \phi^* \)-sparse cut.

The basic idea for the query is that given any \( u, v \) in some SCC \( C \in \mathcal{C} \) with Witness \( W \), we use \( \text{FOREST-FROM-WITNESS} \) to find paths from \( u \) and \( v \) to \( W \) and use \( \text{PATH-INSIDE-EXPANDER} \) to complete the path inside \( W \). The complication is that the resulting path \( P \) might not be simple. We can always extract a simple path \( P' \subseteq P \), but the query time would be proportional to \( |P| \), not \( |P'| \). We thus need to use a more clever query procedure.

**Comparison to Previous Work:** Our framework combines many old and new techniques, so we briefly categorize them. Proposition V.1 and Theorem V.4 follow from ideas in two earlier papers [48], [16] that are unrelated to expanders.

**Algorithm 1:** Maintaining an SCC-oracle for the main graph \( G^* \) (Theorem I.1)

1. Initialize \( \hat{S} \leftarrow \emptyset \), \( \phi^* \leftarrow n^{-1/3} \), \( C \leftarrow \{V^*\} \) // \( C \) is the collection of SCCs in \( G^* \) \( \setminus \hat{S} \)
2. Initialize the framework of Proposition V.1
3. Run \( \text{SCC-HELPER}(G^*) \) // Will always run \( \text{SCC-HELPER}(C) \) for every SCC \( C \in \mathcal{C} \)
4. Procedure Setup for \( \text{SCC-HELPER}(G) \)
   5. Initialize \( \text{ROBUST-WITNESS}(G, \phi^*) \). Let \( W \) be the large \( \phi^* \)-witness maintained
   6. Initialize \( \text{PATH-INSIDE-EXPANDER}(W) \)
   7. Initialize \( \text{FOREST-FROM-WITNESS}(G, W, \phi^*) \)
5. Procedure Updating the data structures in \( \text{SCC-HELPER}(G) \)
   9. All adversarial edge deletions are fed to \( \text{ROBUST-WITNESS} \) and \( \text{FOREST-FROM-WITNESS} \)
   10. if \( \text{ROBUST-WITNESS} \) in Line 5 terminates with a cut \( (L, S, R) \) then
       11. \( \hat{S} \leftarrow \hat{S} \cup S \); remove \( V(G) \) from \( C \); add \( L, R \) to \( C \)
       12. Initialize \( \text{SCC-HELPER}(G[L]) \) and \( \text{SCC-HELPER}(G[R]) \)
       13. Terminate call \( \text{SCC-HELPER}(G) \) // \( V(G) \) is decomposed into \( L \) and \( R \)
   14. if \( \text{ROBUST-WITNESS} \) in Line 5 starts a new phase and hence creates a new \( W \) then
       15. Initialize new data structures
       16. \( \text{PATH-INSIDE-EXPANDER}(W) \) and \( \text{FOREST-FROM-WITNESS}(G, W, \phi^*) \) and terminate existing ones in Lines 6 and 7
   17. if \( \text{ROBUST-WITNESS} \) deletes vertices/edges from \( W \) within a phase then
       18. Feed these deletions as a batch deletion to \( \text{PATH-INSIDE-EXPANDER}(W) \)
   19. if vertex \( v \) is deleted from \( W \) then feed to \( \text{FOREST-FROM-WITNESS}(G, W, \phi^*) \) an update that removes \( v \) from \( W \)
   20. if \( \text{FOREST-FROM-WITNESS} \) returns a \( \hat{O}(\phi^*) \)-sparse vertex cut \( (L, S, R) \) and replaces \( G \) with \( G[\bar{R}] \) then
       21. \( \hat{S} \leftarrow \hat{S} \cup S \); add \( L \) to \( C \); replace \( G \in C \) with \( G[\bar{R}] \) // \( L \) is removed from \( G \)
       22. Initialize \( \text{SCC-HELPER}(G[L]) \) // \( L \) is a new SCC in \( G^*[V^* \setminus \hat{S}] \)
Theorem V.5 easily generalizes from an existing result for undirected graphs [23], but only once our new directed primitives are in place.

Our primary new contributions are threefold: 1) A new framework which integrates dynamic expander decomposition with earlier tools for directed graphs in [48], [16], 2) Robust witness maintenance and congestion-balance-flow, and 3) New primitives for directed expanders – especially directed expander pruning and cut-matching game – which are crucial for Theorems V.3 and V.5 in this section.

VI. Maintaining a Witness Via Congestion-Balancing Flow

In this section, we present Algorithm ROBUST-WITNESS from Theorem V.3. The algorithm has several components, but the main innovation is a new approach we call congestion-balance-flow. To highlight this approach, we first show how it can be used to yield new results for the simpler problem of decremental bipartite matching (Theorem I.3).

A. Warmup: Decremental Bipartite Matching

Informal Overview:: We focus on the following problem: say that we are given a bipartite graph \( G_0 = (L_0 \cup R_0, E) \) with \( |L_0| = n \) and \( |E_0| = m \), and say that the graph has a perfect matching (i.e. \( \mu(G_0) = n \)). We assume that \( n \) is a power of 2. Let \( \epsilon < 1 \) be some fixed constant. Now, consider any adversarial sequence of edge deletions, and let \( G \) always refer to the current version of the graph. The algorithm must maintain a fractional matching in \( G \) of size \( \geq (1 - 5\epsilon)n \) or certify that \( \mu(G) \leq (1 - \epsilon)n \), at which point it can terminate. In other words, the algorithm must maintain a matching until \( \mu(G) \) decreases by a \( (1 - \epsilon) \) factor. The total update time should be \( O(m) \). This algorithm gets us most of the way to proving Theorem I.3. (The conversion from fractional to integral matching is done via the blackbox of Wajc [49].)

Consider the following lazy approach. Start by computing a matching \( M \) of size \( (1 - \epsilon)n \) in \( O(m) \) time (using e.g. Hopcroft-Karp [50]). The adversary must now delete \( \Omega(en) \) edges before \( M \) has size \( < (1 - 5\epsilon)n \), at which point we compute a new matching. This algorithm is too slow: we spend \( O(m) \) time to compute a matching that survives for \( O(n) \) deletions, for a total update time of \( O(m^2/n) \).

We would like to construct a robust matching that can survive for more than \( \Omega(n) \) deletions. We will construct a fractional matching \( M \) that attempts to put low value on each edge; this way, the adversary must delete many edges to remove \( en \) value from \( M \). It may not be possible to put low value on all edges, as some edges may be “crucial” for any matching, but we present a technique for efficiently balancing the edge-congestion. We will then show that over the entire sequence of deletions there can only be a small number of crucial edges, so the adversary cannot profit too often from deleting them.

Our algorithm will run in phases. Each edge is given capacity \( \kappa(e) \), which intuitively captures how crucial \( e \) is. The algorithm initially sets \( \kappa(e) = 1/n \), but \( \kappa(e) \) can increase over time; these capacities transfer between phases. At the beginning of each phase, we first run Hopcroft-Karp to ensure that \( \mu(G) \sim (1 - \epsilon)n \); if not, we can terminate. So we can assume that we always have \( \mu(G) \geq (1 - 2\epsilon)n \).

We now try to compute a fractional matching \( M \) such that \( \text{val}(M) \geq (1 - 4\epsilon)n \) and \( \text{val}(e) \leq \kappa(e) \) \( \forall e \in E \). If we find such an \( M \), we use the lazy approach from before: we wait until the adversary deletes \( en \) value from \( M \), and then we initiate a new phase. If the algorithm fails to find such an \( M \), it instead returns a cut \( C \) where the edge-capacities are too small. The algorithm then doubles \( \kappa(e) \) for all \( e \in C \), and again tries to compute a matching \( M \). This process will eventually terminate because we know that \( \mu(G) \geq (1 - 2\epsilon)n \); thus, once the edge-capacities are high enough, there will certainly be a matching \( M \) with \( \text{val}(M) \geq (1 - 4\epsilon)n \). (Note that we never increase \( \kappa(e) \) beyond 1, because a matching already has vertex capacity 1, so any edges with capacity \( \geq 1 \) effectively have infinite capacity.)

The crux of our algorithm is showing that the total number of doubling steps, across all phases, is only \( O(\log(n)) \). Assuming this fact, let \( K = \sum_{e \in G_0} \kappa(e) \). We will show that each doubling step only doubles \( \kappa \) along a low-capacity cut, so \( K \) only increases by \( O(n) \). Since the number of doubling steps is \( O(\log(n)) \), we always have \( K = O(n \log(n)) \). This upper bound on \( K \) in turn implies that there are only \( O(\log(n)) \) phases, because each phase must delete \( \Omega(n) \) value from the matching \( M \), which clearly involves deleting at least \( \Omega(n) \) edge-capacity.

To show that the number of doubling steps is \( O(\log(n)) \), we introduce the following potential function \( \Pi(G, k) \). Let the cost of each \( e \) be \( c(e) = \log(n \kappa(e)) \). Now, let \( M \) be the set of all integral matchings \( M \) (ignoring edge capacities) of size at least \( (1 - 2\epsilon)n \), recall from above that we can assume \( M \neq \emptyset \). Define \( \Pi(G, k) \) to be the minimum cost among all matchings from \( M \). It is easy to see that each \( \Pi(G, k) \) is initially zero and is non-decreasing. Moreover, since every edge has \( \kappa(e) \leq 1 \) and \( c(e) \leq \log(n) \), we also have \( \Pi(G, k) = O(n \log(n)) \) at all times. We now argue (at a high level) that each doubling step increases \( \Pi(G, k) \) by \( \Omega(n) \). Let \( C \) be the cut that prevented the algorithm from finding a fractional matching \( M \) with \( \text{val}(M) \geq (1 - 4\epsilon)n \). Any integral matching \( M \in M \) has \( \text{val}(M) \geq (1 - 2\epsilon)n \), so it must have \( \geq 2en \) edges that cross \( C \). Moreover, since the cut-capacity is small, \( \Omega(en) \) of these crossing edges must have capacity \( < 1 \). The doubling step then doubles \( \kappa(e) \) for each such edge, increasing each \( c(e) \) by 1, and thus increasing \( c(M) \) by \( \Omega(en) = \Omega(n) \), as desired.
B. Overview of Algorithm ROBUST-WITNESS

The algorithm for maintaining a witness follows the same congestion-balancing approach as the decremental matching algorithm, but the details are significantly more involved. The algorithm will again run in phases. Just as algorithm ROBUST-MATCHING began each phase by checking that the graph contains a large matching, now the algorithm checks that the graph contains a very large \( \phi \)-witness; if not, the algorithm is able to find a sparse, balanced cut and terminate. From now on we assume such a witness exists.

As described in Section IV, an arbitrary embedding \( \mathcal{P} \) might not be robust to adversarial deletions, because a small number of edges might have most of the flow. To balance the edge-congestion, we introduce a capacity \( \kappa(e) \) on each edge. Initially we set \( \kappa(e) = 1/d \), where \( d \) is the average degree in the input graph. At each step, the algorithms uses approximate flows and the cut-matching game to try to find a witness with vertex congestion \( \widetilde{O}(1/\phi) \) and edge-congestions \( \kappa(e) \). If it fails, the subroutine finds a low-capacity cut \( C \); it then doubles capacities in \( C \) and tries again. Since we assume a witness does exist, the algorithm will eventually find a witness once the edge-capacities are high enough.

Once we have a witness \( W \) with embedding \( \mathcal{P} \), we use the lazy approach. Say the adversary deletes an edge \( (u,v) \). Because our embedding obeyed capacity constraints, this can remove at most edges from \( W \) of total weight at most \( \kappa(u,v) \). To maintain expansion, we feed these deletions into our expander pruning algorithm to yield a pruned set \( P \), and shrink our witness to \( W[V(W) - P] \). To guarantee that \( W \) remains a large witness, we end the phase once the pruned set \( P \) is too large. We will show that we end a phase only after the adversary deletes \( \widetilde{O}(n) \) edge-capacity from the graph.

As with ROBUST-MATCHING, the crux of our analysis will be to show that the total number of doubling steps is \( \widetilde{O}(1/\phi) \). To do so, we again use costs \( c(e) = \log(d\kappa(e)) \) and use a potential function \( \Pi(G,\kappa) \) which measures the min-cost embedding in \( G \) among all very large \( \phi \)-witness. As the vertex congestion is \( 1/\phi \), this potential \( \Pi(G,\kappa) \) is at most \( n/\phi \). Also, we are able to show that each doubling step increases the potential by \( \Omega(n) \) using an argument that is more involved than the one for matching. Therefore, there are at most \( \widetilde{O}(1/\phi) \) doubling steps as desired.

Given this bound, we can bound the total number of phases: each doubling step adds at most \( n \) to the total capacity \( \kappa \), and the initial capacity is at most \( 1/d \cdot m = n \). So the final total capacity is at most \( \Omega(n/\phi) \). As each phase must delete \( \Omega(n) \) capacity, there are at most \( \widetilde{O}(1/\phi) \) phases.

VI. CONCLUSION

In this extended abstract, we provided an overview of algorithms to obtain three new algorithms for decremental graphs: 1) a deterministic algorithm with running time \( mn^{2/3+o(1)} \) that can answer SCC and SSR queries, 2) a deterministic algorithm with running time \( n^{2+2/3+o(1)} \) that maintains SSSP and 3) a randomized (but adaptive) algorithm that maintains matchings with near optimal running time \( \widetilde{O}(m) \).

Each of these algorithms is a significant improvement for the problem at hand, and especially the former two algorithms improve on the long-standing upper bound of \( O(mn) \) by Even and Shiloach [1].

Our progress motivates the following related open questions:

- Can we find deterministic algorithms for SSR, SCC and directed SSSP that run in near-linear time? For SSR and SCC such an algorithm is known when randomization is allowed [18]. For directed SSSP, even obtaining a randomized (non-adaptive) algorithm with near-linear update time is a major open question (although this goal has been achieved for very dense graphs [20]). We also point out that while a randomized near-linear update time algorithm exists for undirected SSSP [51], even in this setting, the current best deterministic algorithms have running time \( mn^{1/2+o(1)} \) and \( \widetilde{O}(n^2) \) [52], [53], [54], [55].

- Can we obtain deterministic algorithms for the directed decremental \((1+\epsilon)\)-approximate All-Pairs Shortest-Path problem with near-optimal total running time \( \widetilde{O}(mn) \)? Such an algorithm is currently only known in the randomized setting [56], however, the best deterministic algorithm runs in total update time \( \widetilde{O}(mn^2) \) [57].
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