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Abstract—Growing concerns regarding the operational usage of AI models in the real-world has caused a surge of interest in explaining AI models’ decisions to humans. Reinforcement Learning is not an exception in this regard. In this work, we propose a method for offering local explanations on risk in reinforcement learning. Our method only requires a log of previous interactions between the agent and the environment to create a state-transition model. It is designed to work on RL environments with either continuous or discrete state and action spaces. After creating the model, actions of any agent can be explained in terms of the features most influential in increasing or decreasing risk or any other desirable objective function in the locality of the agent. Through experiments, we demonstrate the effectiveness of the proposed method in providing such explanations.

I. INTRODUCTION

Recent advances in Artificial Intelligence (AI) have enabled the automation of many real-world tasks. As the current state-of-the-art models are generally based on neural networks, concerns for non-discrimination, transparency, and trust are raised. To address this, Explainable and Interpretable AI methods are used.

One category of Interpretable AI aims to create AI systems that are inherently understandable to human beings. This includes but is not limited to linear models, decision trees, and rule-based systems. One of the drawbacks of these approaches is that there is usually a trade-off between interpretability and model performance. This limits their use in many real-world problems[1], [2].

Another category tries to explain the behavior of an already trained model, treating it as a black box. These so-called post-hoc methods are not without problems but have been shown to offer explanations for complex machine learning models without compromising accuracy or performance.

Reinforcement Learning, one of the areas of machine learning, has also been subject to research for explainability and interpretability. This stems from the fact that AI solutions to many real-world tasks are formulated as RL problems. There are consequences for failure in many of these tasks and as a result, explainability becomes a requirement if such systems are to become operational in the real world. One of the more tangible examples of such tasks would be the autonomous driving of cars.

While there is a sizeable body of research on the explainability of RL, there are fewer works offering a true post-hoc approach for explaining an RL agent. While it is possible to use post-hoc methods developed for explaining general machine learning algorithms like LIME[3], the nature of an RL problem could severely limit the usefulness of such methods.

One other factor that is usually forgotten in the domain of the explainability of RL is Risk. Some RL problems are safe in the sense that there is no risk involved in the actions of the agent. On the other hand, some tasks are inherently risky and wrong actions could result in fatal states. Previous research on Safe Reinforcement Learning focuses on creating agents that are robust in terms of risk but does not try to explain the risk itself in a human-understandable manner.

This paper offers a framework and a concrete method for explaining risk in reinforcement learning. The framework requires a preprocessing step that could be done while an agent is being trained in the environment. After this step, the local risk of the actions of any agent in the environment can be explained using the local features of the current state. The method is also independent of the underlying RL method used and requires very little change to the original implementations, as it only requires a log of the state-transitions that happen during the training phase. The proposed method is also not restricted to explaining risk and can be used to offer explanations with respect to any objective function defined over the state space.

It works by creating an estimation of the state transition function of the environment. After this step, the actions of any arbitrary agent in this environment can be explained in terms of important state-space features that are correlated to the overall risk (or the desired objective). Our experiments show that such explanations can be meaningful and understandable.

The main innovation of our work is proposing an abstract framework for human-readable explanations of an objective function in RL in terms of state-space features. We also propose a concrete implementation of this framework and show that this implementation, is able to offer interesting insights about the environment by itself.

II. PRIOR WORK

It is theoretically possible to use methods designed for explaining supervised machine learning models to offer explanations for RL models. However, the nature of RL
could decrease the value of the results significantly. As a result, several approaches have been proposed for explaining Reinforcement Learning.

One category of such approaches is to solve the problem by developing and using RL methods that are inherently interpretable to human users. This usually translates to using policy functions that are interpretable by themselves. Some approaches tried to implement the policy in some form of decision trees [4], [5], [6]. Others have used mathematical formulas [7], [8], Abstracted Policy Graphs [9] or fuzzy rule-sets [10], [11]. The main limitation of such approaches is their dependence on models that often offer inferior performance compared with the state-of-the-art. Sometimes the performance can be increased by increasing the complexity of the models. However, increased complexity usually leads to less interpretability. This issue will be worse in complex problems with high dimensional action and state spaces.

Another approach is to offer explanations using the high-level sub-goals of a Hierarchical Reinforcement Learning method [12], [13]. Hierarchical Reinforcement Learning is a valid tool for increasing the performance of RL agents in an environment with sparse rewards. These methods can offer high-level explanations about the current goals of the agent, but not about the underlying policy itself.

Another direction of research has been to distill the policy function into an interpretable form such as trees [14] or programming instructions [15]. This would let the agent keep the original and more performant policy function. The distilled form would then be used to offer explanations to human users. This approach solves the performance-interpretability trade-off but does not address the fact that these explanations would not be very useful when the spaces of the problem are too complex.

Strategy Summarization, first proposed by Amir et al. [16] tries to approach the problem of explainability from a different angle. It offers explanations in the form of behavior of the agent in interesting states. The rationale behind this is that the user wants to understand how the agent acts in situations where the actions are important, not when the consequences of actions are minimal. Lage et al. [17] offered a machine teaching approach for extracting interesting states for summarizing the agent’s behavior. This approach tries to find a set of state-action pairs that could be sufficient for teaching a new model to behave like an old, already trained one. The main drawback of Strategy Summarization is that it is hard to use in problems that have a large number of interesting states. If the number of explanations is too high, they might overwhelm the human user.

Others have proposed solutions that require certain characteristics from the policy function or the problem itself. These include using reward decomposition for explanations [18] or using Grad-CAM [19] when the policy is in the form of deep neural networks [20]. This limits their application to general RL problems.

A method for creating local, contrastive explanations was offered by der Waa et al. [21] in which a state transition model is created as the agent explores the environment. This transition model is then used to predict the outcome of the actions of the current policy compared to a policy given by the human user. The assumption behind this approach is that humans would like explanations only if they have an opinion on how the task should be done. Then implement their opinion in the form of an additional policy and observe the predicted outcome.

One thing common between many of these methods is that they try to explain the individual actions of an agent. In many RL problems, individual actions do not have enough impact on their own. Sometimes, the sequence of actions is more important.

Another drawback is that most of these methods are not scalable. Real-world RL problems can have high-dimensional continuous state spaces. Focusing on single actions will also mean that these approaches will be inadequate in problems with a continuous action space. Our method aims to offer a solution to address these issues.

III. PROPOSED METHOD

A. Problem Definition

Consider a state transition model which tries to create a model of the transition function $T$ of the RL environment. This model in its purest form is a function $T^*: (S \times A \rightarrow S)$ which predicts the next state if the agent takes action $a$ while in state $s$. Explaining reinforcement learning is a general term that encompasses a range of methods with different goals. In this paper, we consider feature-based interpretability of reinforcement learning where the goal is to explain the risk (or any objective function) involving the agent and its current state.

More formally, given an agent in an environment $E$ with current state $s$, the proposed method aims to find the direction of risk which is a vector $g$ in the state space such that changing state in the direction of $g$ will increase in the agent’s objective function $O:(S \rightarrow \mathbb{R})$.

This model should be created before explanations are generated. It can be created as the agent is exploring the environment or after the training is done. What is important is that this model will be environment specific and agent agnostic. Once created, the model can be used to explain any agent that operates in this environment.

The other important part of the framework is a definition of the objective function. In this paper, the focus is on risk. To this end, we need a predefined risk in the form of a state-risk function $R^*: (S \rightarrow [0, 1])$ that determines whether a particular state is risky or not. This function can be determined by a human expert or be learned during the exploration phase.

Based on the prior work, we can see that there are areas in explainable reinforcement learning that have received less attention. One of these areas is feature-based explanation. For supervised learning, some popular methods like LIME [3] offer explanations in the form of important features. These types of explanations can be especially helpful when the input space has too many dimensions for the human user to keep track of. Another advantage of LIME is that it can
offer local explanations. Local explanations can be easier to understand due to the fact that the model might be very complex globally, but simple in the locality of a single decision.

Explanations are crucial when the decisions of an AI-based system have serious consequences. In RL, consequences are generally in the form of fatal states and risk. Translated to real-world problems, these could be a crash for an autonomous vehicle or fall damage for a robot. A branch of RL called Safe Reinforcement Learning tries to create agents that minimize these risks. But Safe RL does not try to explain the risks of an agent’s actions to the human user.

An important aspect that we found during our research was that not all features in the state space are equal in terms of interpretability. We found that for a feature to be useful, action sequences that can cause that feature to change in a relatively predictable manner. In other words, if our explanation is saying that an increase in Feature-A is correlated to increased risk, the human should be able to think of an action sequence that increases or decreases the value of Feature-A for the explanation to be useful for the human user. We call such features Actionable Features. If the environment does not have any actionable feature, such features should be constructed out of the state features for our method to be useful.

In essence, we want our method to have these properties:

- Offer local explanations
- Offer explanations in terms of the importance of actionable features
- Offer explanations about the risks the model will be facing
- Be a post-hoc approach applicable to any arbitrary RL algorithm
- Require minimal changes to the learning pipeline
- Be applicable to environments with either continuous or discrete state and action spaces

### B. Proposed Framework

To generate the explanations given the current state $s$, we use the state transition model to generate a set of possible states $S^*$ that can be reached by at most $n$ actions when the agent starts from $s$. The objective function $O$ will be defined as the risk for each element of this set which is then estimated using $R^\theta$. Finally, a linear model is used on the risk estimate. If risk is defined as a binary risky/non-risk concept, a linear classifier is used for classifying the risky states in $S^*$. If risk is a continuous value, linear regression can be used instead. The weights of the linear model can be considered a good candidate for the direction of risk $g$.

Figure 1 shows a schema of the proposed framework.

We are assuming that there is a simulation of the environment available where the agent can do exploration in. This is a limiting factor but if there is no such simulated environment available, the method will still be able to function as long as a dataset of state-transitions can be obtained. We do not assume anything about the action or state space. They could be finite, discrete but infinite, bounded or unbounded continuous.

Finally, we are assuming that the problem contains some notion of risk. If there is no such notion, our method is not applicable to that problem.

This framework is quite abstract. To test the validity of this framework, we created a concrete implementation. This solution is not necessarily the best possible incarnation of this framework, but gives us a general understanding of this approach and highlights its strengths and weaknesses.

### C. Concrete Solution

In this section, we propose a proof of concept for the proposed framework. The solution and the experiments performed on it are to show the validity of our proposed framework.

For the purpose of this work, by risky states, we mean a binary concept that encompasses fatal and supercritical states as defined by Pecka et al. Fatal states are states where the run (also called an episode) is ended prematurely due to a catastrophic failure. This definition is problem specific. Supercritical states are states that no policy starting from them will prevent the agent from reaching a fatal state. We soften our definition so that supercritical states are states which, starting from these states, no known policy exists that will prevent the agent from reaching the fatal states. In this case, we define a state as risky if it is fatal or supercritical.

The next part to determine is the state transition model. For this, we use a state transition graph $G$. This is a directed graph where each node represents a set of states in the state space and each edge from node $n_1$ to node $n_2$ represents the fact that there is at least one action that, starting from one of the $n_1$’s states, leads to one of the $n_2$’s states. One of the states in each node is considered as the representative state of the node. Every state in a node has less distance to the representative state of that node than the representative state of any other node. Note that actions themselves are not explicitly represented in the graph. We admit that this solution is a naive one, but we also think that if our method is able to operate with a crude state-transition graph, then it should also be able to operate with a better constructed one like the ones proposed in [23][24].

For complex and unbounded environments, we will not be able to create this graph completely. What we propose is to use the interactions of an RL agent with the environment while it is being trained to create this graph in a greedy.
manner. This agent could be the same RL agent that we are trying to offer explanations about. It is also important to note that the only information we need is the state transitions of the agent while interacting with the environment, not the agent itself. As a result, only a log of the training process is enough for this task if it contains the state transitions.

For environments with discrete state spaces, this will be trivial. Each node of the graph could represent a single state. As we iterate through the agent-environment interactions, if a state does not have a representative node yet, a new node will be created to represent it. If a transition happened between two nodes that do not have an edge yet, a new edge will be added to the graph.

For environments with a continuous state space, some information will be lost. We define $\epsilon$ as the radius of each node. For any state, if there is a node that the new state is within the distance $\epsilon$ of the representative state of that node, then this state is represented by that node. If there is no such node, a new one is created with the current state as the representative state. Edges are created if there is a transition between two states from different nodes. After constructing the graph $G$, to find the node representing an arbitrary state $s$, we find the node that its representative state has the least distance to $s$.

The risk function is then estimated using $G$. First, any node that represents even one fatal state is set to as risky. Then, any node that all of its outgoing edges lead to risky states are also set as risky. This process continues until no new risky nodes are being set. To determine whether a state is risky or not, we find its representative node in the graph. If that node is risky, then that state is considered to be risky.

To offer explanations, we first find the representative node $n_r$ of the current state $s$. We then find an approximation of $S^*$ by using breadth-first-search (BFS) with a depth limit of $n$ starting from $n_r$. Any node that was traversed by the BFS is then added to a list. This list will be our approximation of $S^*$.

In the end, the linear model is trained on $S^*$. Note that $S^*$ contains nodes and not states. This is to decrease the computational resources needed for training. To train the linear model on the nodes, we used the representative state and risk of that node. After the training of the linear model is finished, the weights of the linear model are considered to be a good solution for $g$.

We found that the choice of $\epsilon$ is important for the usefulness of the created graph. If it is too small, few states will merge together in graph nodes. In continuous environments where no two states are the same, low $\epsilon$ could cause even close runs to be considered to be completely separate from each other which makes all of the states of unsuccessful runs to be considered supercritical as there is no alternative path detected in the graph. Conversely, all states of successful runs will be considered safe. High $\epsilon$ on the other hand, decreases the expressiveness of the graph by collapsing too many different states into single graph nodes. Good values for $\epsilon$ depend on the problem itself, but we found that the trade-offs were mostly gradual in continuous environments.

The choice of $n$ was also important to the results. If too low, it would not be able to predict much in the future and offer explanations when the agent was very close to risky states. If too high, the explanations would not be local anymore and the direction of risk would be a less reliable indicator. The best value for $n$ depends heavily on how substantial are the effects of single actions on the current state which is problem specific. We found that the results were relatively sensitive to changes in $n$ but the range of meaningful values was small and easy to explore.

IV. EVALUATION

To evaluate our method, we conducted several experiments. In the first experiment, we trained an agent on the Box2D environment bipedal-walker using OpenAI’s Gym[25] wrapper. This environment was chosen because it offers an environment where both the state space and the action space are continuous and hence more challenging. It also contains the notion of fatal states in the form of the robot falling on the ground. The RL method used for training the agent is TD3 [26]. All of the interactions of the agent with the environment were logged and used to construct the transition graph with $\epsilon = 0.2$ and euclidean distance. For constructing the graph, all of the dimensions of the states were normalized between 0 and 1. The graph had approximately 150,000 nodes, created from approximately 600,000 interactions that were recorded from the TD3 agent used in [26]. Out of those nodes, about 900 were risky based on the definition of risk offered in the first paragraph of III.C.
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Fig. 2. An example of an explanation in the bipedal walker environment.

Figure 2 illustrates an example explanation in the Bipedal Walker environment. It can be seen that, in this example, the two most important factors are the angle of the joint between the first leg and the body and its speed. This is because their value for $g$ is higher than the rest of the actionable features. This can be interpreted as "increasing the angle and speed of the front leg, given the current state the agent is in, will result in a risky situation.". Given that intuitively, we know that doing so will lead to the robot falling on the ground on its face, the results look promising and could potentially be used for diagnosing RL agents. Also note that some features like hull angle and vertical velocity are hardly actionable and the decrease in horizontal velocity when the robot is falling on the ground is an obvious phenomenon.
We further demonstrate the application of the proposed method in diagnosing faulty or risky RL agents by offering human interpretable explanations. To this end, the same agent used for the creation of the state-transition graph was put into the simulation environment and non-fatal episodes (runs) were recorded. From these, we create three agents: a "Bad", a "Better", and a "Good" agent. The bad agent was trained only for about 130000 epochs, the better agent was trained for about 320000 epochs, and good agent was trained for about 700000 epochs. At each timestep of the run, the minimum distance between the graph node corresponding with the current state of the agent and the nearest risky graph node was calculated. To do so, BFS with a depth limit of 6 was used. If no risky nodes are found within that depth, the current state of the agent is deemed safe for at least 6 actions. This distance could be used as a proxy of how many actions away the agent is from a risky state. Figure 3 shows the result of this experiment. The top graph is for the Bad Agent where the vertical axis denotes the distance to the nearest risky node and the horizontal axis is timesteps. For visualization purposes, when no risky node is found in the depth of 6, the distance is still shown as 6. The actual distance could potentially be larger, but computational restrictions hinder our ability to increase the depth much as the process could take exponentially more resources. The middle graph is for the Better Agent and the bottom one shows the results for the Good Agent. As can be seen, there is a noticeable difference between different agents in terms of distance to risk.

Noticing the usefulness of the episode-wide risk information, we created a graphic that shows the direction of risk $g$ during the entire course of a single run. The graphic is an image where its width is equal to the number of timesteps of the episode in terms of pixels. The height of the image is equal to the number of features representing the state. In this instance, this resulted in a $1000 \times 24$ pixel image. Each column in this image represents one of the states reached during the course of the run. Each pixel in each column represents the value of each feature in $g$ with more positive values being richer shades of blue and more negative values being richer shades of red. Near-zero values resulted in white or near-white pixels. To get a better visualization, the values of each column were normalized between $(-1, 1)$ such that the column with the most absolute value will be changed to either 1 or -1 depending on it’s sign and the rest of the values normalized based on that value. Figure 4 shows one of these graphics that was created for the same run that is shown at the top of Figure 3. The figure shows some interesting insights. For example, it shows that while there are variations and exceptions, the overall direction of risk is similar in most of the timesteps. This tells us that the agent, throughout the run, was in an overall position that made it likely to fail in a specific manner. Judging from the actual features themselves especially hip-joint-1-angle and hip-joint-2-angle, this particular manner was the agent falling from behind on the ground. This also shows us that not all features will give us relevant information. The Lidar readings have some of the most intense values in $g$, But these values are not helpful in showing us why an agent fails. The human users are usually able to find the more useful features from $g$ due to their understanding of the environment itself.

A similar set of experiments were performed on the lunar-lander environment from OpenAI Gym. Figure 5 shows the results for these experiments. The state-transition graph for this experiment was generated from approximately 400000 interactions with the environment during the training of the same TD3 agent. The resulting graph had $\sim$4000 nodes, $\sim$300 of which were supercritical. An $\epsilon = 0.1$ was used. Also $n = 10$ was used instead of 6. This is due to the
more sparse nature of the state-transition graph that was created for this environment which enabled us to increase the depth while keeping the run time reasonable. The definition of risk was the same as the previous experiment. Please note that fatal states in the Lunar Lander environment are only a subset of failed states. Success in this environment is defined as landing the spacecraft in the designated area without crashing. So, the agent can fail by landing in a wrong spot while not encountering a fatal state. Our base risky states are the ones that only result in a crash (fatal and supercritical states), not the ones that are considered to be mission failure. The reason for this choice was to see how our method would behave in cases where failure and risk are not necessarily the same. The Bad Agent in this scenario was trained for \( \sim 10000 \) epochs. The Better Agent and the Good Agent were trained for \( \sim 23000 \) and \( \sim 350000 \) epochs respectively. The results show that our method is able to offer useful information about the riskiness of an agent even when the risk and failure are not the same concepts.

The episode-wide direction of risk graphic was also created for the same run that was recorded from the Bad Agent. The resulting image was 192 x 8 pixels in size. Figure 6 shows the resulting image. An interesting point of this image is a near-complete reversal of the direction of risk for a portion of the run (shown in a dashed box). This shows a change of the tilt of the spacecraft which will result in a change in the direction of risk itself (tilting too much left and crashing versus tilting too much right and then crashing). Notice that there are also features such as Position-y that are non-actionable and also irrelevant due to factors like the fact that the site of the crash (the fatal states) will always be on the ground at a narrow range of the vertical position.

Another test was performed on a modified gym-minigrid environment[27]. There were a number of purposes to this test. To test how the method works in a discrete environment, to test the method in a environment that doesn’t have any actionable features, and to validate whether our method offers any advantage over a traditional feature based explanation method like LIME. The environment consists of an agent in a tiled map where some tiles are passable, some are impassable and some are lava (fatal). We created a custom map which is shown in Figure 7. The state space in this environment is a 5 x 5 square of tiles that start from the agent itself and extend 2 tiles to the sides and 4 tiles towards the direction the agent is facing. This means that individual features are the type of terrain each tile contains. As explanations like "making this tile more lava and less wall" are very hard to interpret, we need to create actionable features out of this observation space. We do this by finding the x and y coordinates of the agent relative to it’s starting point and direction. The agent can perform 3 actions. One is to go one tile forward and the other two are to rotate 90 degrees to the right or the left. We assume that the initial position is (0, 0) and the coordinates of all subsequent states can be found relative to this initial position based on the actions taken by the agent.

We then create our state-transition graph out of these newly constructed features instead of the observations themselves. As the environment is discrete, we do not need to merge any of the states so we used a very small \( \varepsilon=0.01 \) to create the graph. We created the graph out of 1,000,000 state-transitions from a random agent. The resulting graph had 42 different nodes. When the agent is in the starting position, using \( n=3 \) resulted in no risky states found which meant no direction of risk. Other values of \( n \) (up to \( n=10 \)) also resulted in no risky states found.
We then used LIME to find the direction of risk. We defined the one-hot perturbation vector as a vector of size 14 where the first 7 elements encoded a change in x by -3, -2, -1, 0, +1, +2, and +3. The other 7 elements did the same but for the y position. When creating the perturbations, we had one and only one element related to each feature be set to 1 at a time. In other words, each dimension of the current location (x and y) is independently perturbed by adding a random integer number between [-3,3] to it. If the perturbation resulted in a state inside a wall, we ignored that perturbation. If the perturbed state was in a lava tile, we used a label of 1 and otherwise a label of 0. The explanation offered by LIME in the same starting position was \( g = (53.74, 0.0) \). This means a direction of risk corresponding to the increase of the x coordinate – i.e. pointing to the right. But due to the existence of the walls, such a change is actually impossible and our method’s assessment that the agent’s current situation is safe is a more logical one.

While this is definitely an extreme case, it shows why LIME or the other feature and perturbation based explanation methods are not suitable for RL environments. The information about state transitions is necessary for more accurate explanations in this space.

\[ R_0(s) = \begin{cases} 0.5 + \frac{s_{fatal}}{2s_{total}} & s_{fatal} \neq 0 \\ 0 & \text{otherwise} \end{cases} \]

where \( s \) is a node in the state-transition graph, \( l \) is a learning rate, \( \text{nexts}(s) \) is the set of nodes in the graph that there is a directed edge going from \( s \) to them, \( V(s,k) \) is the number of directed edges that go from \( s \) to \( k \), \( s_{fatal} \) is the number of states in the original dataset that the patient died in and also are represented in the graph by \( s \), and \( s_{total} \) is the number of the states in the original dataset that are represented by \( s \).

The reasoning behind this risk function is that there are many patients in this environment that reached some states and died, while there are other patients that reached the same states but survived. This formulation turns the risk into a probabilistic function. It also enables nodes that did not observe fatal states but lead to other nodes that do, to be considered riskier than nodes that are far from any fatality, effectively letting the risk to grow the closer the states get to a fatal state. The reason for the risk of nodes with fatal states starting from 0.5 is to make sure that the risk signal does not get lost during the recursion process. We updated the risk function of each graph node using this formula for 50 iterations with \( l = 0.01 \).

We then picked a number of patients and drew the risk graph per timestep during their stay in ICU. This process is not explaining the risks of an RL agent. Instead, it is trying to explain the risks of a human agent. While we saw differences between fatal and recovered cases as seen in Figure 8, we refrain from claiming success in this case because we have no robust way to prove the validity of it. Nevertheless, this experiment shows that our method is general enough that it is not limited to explaining risk of RL agents only. We also performed experiments with the direction of risk. To do so, we used linear regression instead of linear classification to find the direction of increasing risk. But to evaluate these explanations in a robust manner, real-world experiments need to be performed. Such experiments are not necessarily possible due to health and ethical concerns.

V. Conclusion and Future Work

In this paper, we proposed a method for finding the local direction of risk in reinforcement learning. This method is designed to work in environments with continuous state and action spaces so it does not fall into the common pitfalls of Explainable RL methods that cannot be used for many real-world situations which have continuous state and/or action spaces. It is also focusing on local explanations and objective functions like risk that are related to the use of the agent in the real world.

A final series of tests were performed on a real-world problem. RL methods have been proposed before for devising treatment strategies for ICU patients who match the sepsis criteria[28], [29], [30]. As safety is very important in healthcare, we thought that this area could be a good candidate for a practical implementation of our method. We performed these tests on the MIMIC-III dataset[31]. The data extraction and preparation and feature generation process was the same as [28]. To create the environment states for each patient, 47 health features were defined in 4-hour intervals during their stay in ICU. This data is then used to create the state-transition graph. Out of the approximately 270000 states recorded from the dataset, about 170000 graph nodes were created using \( \epsilon = 0.2 \). In this experiment, we defined the risk function \( R_i(s) \) as:

\[ R_{i+1}(s) = (1 - l) \cdot R_i(s) + l \cdot \sqrt{\frac{\sum_{k \in \text{nexts}(s)} R_i(k) \cdot V(s,k)}{\sum_{k \in \text{nexts}(s)} V(s,k)}}, \]

We then picked a number of patients and drew the risk graph per timestep during their stay in ICU. This process is not explaining the risks of an RL agent. Instead, it is trying to explain the risks of a human agent. While we saw differences between fatal and recovered cases as seen in Figure 8, we refrain from claiming success in this case because we have no robust way to prove the validity of it. Nevertheless, this experiment shows that our method is general enough that it is not limited to explaining risk of RL agents only. We also performed experiments with the direction of risk. To do so, we used linear regression instead of linear classification to find the direction of increasing risk. But to evaluate these explanations in a robust manner, real-world experiments need to be performed. Such experiments are not necessarily possible due to health and ethical concerns.
other types of RL environments with multiple objective or risk functions or with multiple distinct risk areas.
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