Designing Highly Sensitive Surface Plasmon Resonance Sensor with Dual Analyte Channels

MD. ASLAM. MOLLAH1, Hasán SARKER1, Momínul AHSAN2, Md. Towfik ELAHI1, Md. ABDUL BASED3, (Member, IEEE), JulfiKAR HAIDER4, and SIVAPRAKASAM PALANI5

1Department of Electronics and Telecommunication Engineering, Rajshahi University of Engineering and Technology, Rajshahi-6204, Bangladesh (e-mail: ruer10aslam@gmail.com, hasan.ruet.ete@gmail.com, mntowfik15@gmail.com)
2Department of Computer Science, Deramore Lane, University of York, Heslington, York, YO10 5GH, UK
3Department of Electrical and Electronic Engineering, Faculty of Science and Technology, Dhaka International University, 66 Green Road, Dhaka-1205
4Department of Engineering, Manchester Metropolitan University, Chester St, Manchester M1 5GD, UK
5College of Electrical and Mechanical Engineering, Addis Ababa Science and Technology University, Addis Ababa, Ethiopia, P.O.Box 16417

Corresponding author: Sivaprakasam Palani (e-mail: shiva@aastu.edu.et)

ABSTRACT The ease of controlling waveguide properties through unparalleled design flexibility has made the photonic crystal fiber (PCF) an attractive platform for plasmonic structures. In this work, a dual analyte channel’s highly sensitive PCF bio-sensor is proposed based on surface plasmon resonance (SPR). In the proposed design, surface plasmons (SPs) are excited in the inner flat portion of two rectangular analyte channels where gold (Au) strip is deposited. Thus, the surface roughness that might be generated during metal deposition on circular surface could be effectively reduced. Considering the refractive index (RI) change in the analyte channels, the proposed sensor is designed and fully characterized by the finite element method based COMSOL Multiphysics software. Improved sensing characteristics including wavelength sensitivity (WS) of 186,000 nm/RIU and amplitude sensitivity (AS) of 2,792.97 RIU in the wide RI range of 1.30 to 1.43 is obtained. In addition, the proposed sensor exhibits excellent resolution of 5.38 × 10⁻⁷, signal to noise ratio (SNR) of 13.44 dB, figure of merits (FOM) of 2188.23, detection limit (DL) of 101.05 nm, and detection accuracy (DA) of 0.0204 nm⁻¹. Outcomes of the analysis indicate that the proposed sensor could be suited for accurate detection of organic chemicals, bio-molecules, and biological analytes.

INDEX TERMS plasmonic, bio-sensor, photonic crystal fiber, finite element method, detection limit

I. INTRODUCTION

THE high demand of portable, lightweight, high-resolving, and cost-effective devices for bio-sensing application has drawn immense interest in designing miniaturized sensors. The photonic crystal fibers (PCFs) possess excellent guiding properties, miniaturized size, lightweight, design freedom, etc [1]. On the other hand, a unique optical phenomenon surface plasmon resonance (SPR) offers high-sensitive, real-time and label-free sensing devices [2]. Hence, a combination of PCF and SPR are extensively used for numerous sensing applications that include bio-sensing, organic chemical sensing, gas sensing, environment observation, and so on [3]. In SPR, an electromagnetic (EM) wave called surface plasmon wave (SPW) is generated at the metal-dielectric interface when the free electrons of the metal become excited by the evanescent wave of p-polarized light. A coupling occurs when the frequency of the incident photon and free electrons matches [4]. The coupling condition is highly sensitive to the surroundings; refractive index (RI) is one of them. Therefore, any small change in the surrounding’s RI potentially changes the resonance or coupling conditions. Hence, an unknown analyte can be simply identified by observing a shift in the resonance peak.

To ensure the desired performance of any SPR sensor in practice, the suitable plasmonic metal selection is crucial. Most of the plasmonic applications rely on the noble metals (silver, gold, copper, aluminum) which exhibit a relatively low optical loss in the visible (380-760 nm) and near-infrared (750-2,500 nm) spectral regions [5]. From the perspective of optical characteristics, silver would be an attractive candi-
date in plasmonics, since it has low optical damping, very high conductivity, and insignificant inter-band transitions [6]. However, silver easily forms brittle oxide layers in the aqueous environment, making it inconvenient for sensing application. Although, aluminum has intrinsic high electron density [7], it possesses several disadvantages that include higher damping, and corrosion problems. Copper is cheaper than other metals, and the performance is acceptable as well but it also suffers from corrosion problems, even in atmospheric conditions it easily oxidizes and forms copper oxide (Cu$_2$O and CuO) layer [8]. Gold is an extensively used plasmonic metal despite having comparatively high optical damping since it is intrinsically inert, bio-compatible, chemically stable, and easy-to-structure [5].

Although SPR PCF sensor shows the immense potential for numerous applications particularly in bio-sensing, has some limitations associated with metal film deposition. Shuai et al. proposed a liquid core PCF having an internal circular air hole coated with gold and achieved a negative wavelength sensitivity (WS) of -5500 nm/RIU in the analyte range of 1.50-1.53 [9]. Later on, Gao et al. designed a Ge-doped solid silica core PCF having six internal circular air holes coated with thin gold and TiO$_2$ films and obtained WS and amplitude sensitivity (AS) of 2000 nm/RIU and 370 RIU$^{-1}$, respectively, in the relatively lower analyte range of 1.33 to 1.35 [10]. It can be noticed that the above-mentioned sensors possess very low sensing performance in terms of their sensitivity. Recently, Rifat et al. achieved improved sensitivity (AS and WS of 1,420 RIU$^{-1}$ and 11,000 nm/RIU, respectively) and wider sensing range (1.33 to 1.42) using only one gold-coated circular air hole [11]. However, internal metal deposition around a circular air hole is considered highly challenging. Hence, as an alternative, a lot of sensors have been demonstrated with externally metal deposited PCF [12]–[15]. For instance, a twin-core PCF having AS and WS of 1,085 RIU$^{-1}$ and 9,000 nm/RIU, respectively, is proposed by Paul et al. [12]. Islam et al. designed an SPR PCF sensor in the visible to the near-infrared spectral region and attained a reasonable maximum WS of 62000 nm/RIU [13]. Alphabetic-core assisted PCF SPR sensor having WS of 12,000 nm/RIU is proposed by Haider et al. in the analyte range of 1.33 to 1.40 [14]. Very recently, we have proposed a slotted PCF SPR sensor with an improved AS of 1,782.56 RIU$^{-1}$ [15]. However, the entire circular outer surface of the PCF of the above-mentioned sensors is proposed to be covered by metal which causes an increase in surface roughness that would deteriorate the sensing performance [16], [17]. There are several methods of metal deposition that include chemical vapor deposition (CVD), thermal evaporation, vacuum evaporation, wet-chemistry deposition, RF sputtering, and atomic layer deposition (ALD). Nevertheless, none of these methods offer guaranteed uniformity of metal film on a circular surface [16]. To resolve this problem, a D-shaped PCF is developed where metal deposition takes place on a polished flat surface. Gangwar et al. demonstrated a gold-coated D-shaped PCF sensors with WS of 7,700 nm/RIU [18]. Chen et al. improved WS up to 11,055 nm/RIU for sensor operating wavelength from 2.9 to 3.6 µm [19]. Recently, Meng et al. achieved a relatively high WS of 29,000 nm/RIU but the sensing range was comparatively low of 1.377 to 1.385 [20]. However, D-shaped PCF requires perfect polishing after fabrication, which increases complications, and any disparity during polishing greatly influences the sensor performance. Moreover, the PCF becomes weaker and more fragile due to the polishing.

In this paper, a SPR sensor where the metal deposited internally at the inner flat surface of two analyte channels has been proposed. Hence, this design concept eliminates any additional polishing which is needed in the D-shaped sensor and reduces the possibility of imparting surface roughness which usually occurs during the deposition of metal coating on a circular surface. The proposed sensor is systematically optimized and physical explanation of each designed geometry is appropriately addressed. Moreover, superiority of the proposed sensor was demonstrated by evaluating the sensing performance in terms of WS, resolution, AS, linearity, figure of merit (FOM), signal to noise ratio (SNR), detection limit (DL) and detection accuracy (DA).

II. SENSOR STRUCTURE DESIGN, FABRICATION FEASIBILITY ANALYSIS, AND NUMERICAL MODELING
The sensor design and numerical analysis were performed using the finite element method (FEM) based commercially available COMSOL Multiphysics software. Wave optics module with Electromagnetic Waves Frequency Domain (EWFD) solver was employed to evaluate the guiding characteristics of the proposed PCF. Physics controlled mesh sequence with extremely fine element size was used that includes total mesh area of 654.1 µm$^2$, total triangular element of 18,134, edge elements of 1448, vertex elements of 124, minimum element quality of 0.7785, average element quality of 0.9467, and element area ratio of 1.682 $\times$ 10$^{-4}$. The 2D view of the proposed sensor is illustrated in Figure 1(a). The cladding of the fiber consisted of two air holes with different diameters arranged in hexagonal lattice. In the first ring, comparatively smaller air holes ($d$) were used that ensured adequate light leaking from the core mode so that strong interaction could happen between the core and SPP mode. In the second and third ring, large air holes ($D$) were used to reduce the unwanted loss along the y-axis. On the other hand, two rectangular air holes on either side of the core were created for the analyte channels. The motivation for the rectangular air holes originated from the complexity of metal deposition on a circular surface.

The RI of the fiber material (SiO$_2$) is calculated as [21],

$$\eta(\lambda) = \sqrt{1 + \frac{M_1^2}{\lambda^2 - N_1} + \frac{M_2^2}{\lambda^2 - N_2} + \frac{M_3^2}{\lambda^2 - N_3}},$$

where, $\lambda$ = wavelength in µm and $\eta(\lambda)$ = effective RI of fused silica at $\lambda$, $M_1 = 0.696263$, $M_2 = 0.4079426$, $M_3 = 0.8974794$, $N_1 = 0.0046914826$ µm$^{-2}$, $N_2 = 0.0135120631$
FIGURE 1: (a) 2D view of the proposed sensor, (b) 3D view of the PCF, (c) after metal coating on the inner flat portion of the analyte channel, (d) both channel is filled with analyte, and (e) generalized set up of analyte sensing practically using the proposed sensor. (PML: perfect matched layer; SMF: single mode fiber; OSA: optical spectrum analyzer; PCF: photonic crystal fiber).

µm² and \( N_3 = 97.9340025 \text{ µm}^2 \) are known as Sellmeier’s constants.

The gold film was placed on the inner flat surface of the rectangular air hole so that the evanescent wave could easily interact with the metal film. The wavelength dependent dispersion of gold is calculated from the Drude-Lorentz formula [22],

\[
\varepsilon_G(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega(\omega + i\omega_D)} + \frac{\Delta_\omega \Omega_L^2}{(\omega^2 - \Omega_L^2) + i\Gamma_L \omega},
\]

where \( \Gamma_L \) = spectral width of the Lorentz oscillators, \( \Delta_\omega = 1.09 \) (known as weight factor), \( \Omega_L = \) strength width of the Lorentz oscillators, \( \gamma_D = \) damping coefficient, \( \omega_D = \frac{2\pi}{\lambda} \) (known as plasma frequency), \( c = \) the velocity of light and \( \varepsilon_\infty = \) permittivity at high frequency with a value of 5.9673. Again, the values of the above parameters are: \( \frac{\omega_p}{2\pi} = 2113.6 \) THz, \( \frac{\gamma_D}{2\pi} = 15.92 \) THz, \( \frac{\Gamma_L}{2\pi} = 104.86 \) THz and \( \frac{\Omega_L}{2\pi} = 650.07 \) THz.

However, each design parameters have a significant impact on the confinement loss (CL) and the resonance wavelength shifting, which is briefly described in section III.

Fabrication of the proposed sensor can be carried out in two steps. Firstly, the PCF can be developed by drilling a fused silica rod using an ultrasonic mill [23], [24]. The computer numerical controlled (CNC) drilling machine has the ability to produce any shape of air hole with high precision through the controlling of the drilling parameters such as cutting speed, depth of cut, and spindle speed [25]. The final step, which is the most challenging, is the metal deposition process. Fang et al. pictorially described how the metal deposition on the inner portion of the analyte channel can be carried out [24]. According to Fang et al., just keeping a void for the metal at the inner portion, the whole rectangular slot (analyte channel) of the proposed sensor can be filled with polymethyl methacrylate (PMMA) by micro-machining operation technology. Then, the void can be filled with the metal through high-pressure microfluidic chemical deposition [26]. Lastly, the PMMA can be removed with acetone followed by channel rinsing with methanol and the channels can be dried by using a compressed air or nitrogen stream [27]. It should be noted that Boehm et al. experimentally demonstrated the metal deposition in the interior surfaces of a PCF through Tollens reaction [28]. Zhang et al. achieved selective air hole coating with metal by suction and evaporation of metal nanoparticle mixtures [29]. In addition, metal coated PCFs have been reported with fabrication techniques including sputtering [30], electroless plating [31], and thermal evaporation for tapered PCFs [32]. Though it remains a challenge to maintain uniformity and thickness of the metal coating inside and outside of the PCFs for sputtering and evaporation techniques, better uniformity of metal layers was achieved using chemical deposition methods with more complicated conditions, e.g., high pressure or high temperature [3]. However, substantial development has already been made in the field of metal coating process and the efforts are still continuing. Hence, in recent times, many works have been reported for the sensing performance improvement of the internally metal coated PCF.
The authors are optimistic that the advancement of the coating techniques will make the realization of internally metal coated PCFs including this proposed sensor with the required coating uniformity and thickness.

A straightforward set-up for experimental RI sensing using PCF sensor is depicted in Figure 1(e). An optical tunable source (OTS) can be used to achieve the optical power which is then launched into the single mode fiber (SMF) after being propagated through a polarizer so that single polarized light can be attained to introduce into the proposed PCF sensor. Any recently developed splicing technique can be used to achieve the coupling between the SMF and the proposed sensor. Note that two rectangular analyte channels of the proposed PCF sensor can be filled and cleaned through pumping. Here, in and out just indicates the in and out path of the liquid analyte. However, due to the change in the analyte, a significant change in the effective index of the surface plasmon polariton (SPP) mode happens leading to the resonance wavelength shifts either longer (red shift) or shorter (blue shift) wavelength. The transmitted optical power can be measured using an optical spectrum analyzer (OSA), which is connected with another SMF. Finally, the change of resonance wavelength shift could be observed and analyzed using a computer.

CL of the proposed sensor can be calculated by the following equation [35],

\[ L_c \approx 8.686 \times k_0 \times \text{Im}(n_{eff}) \times 10^4 \ \text{dB/cm}, \]  

where, \( \text{Im}(n_{eff}) \) is the imaginary value of the refractive index, \( k_0 = 2\pi/\lambda \) is the wave number in the free space and \( \lambda \) is the wavelength in µm.

The main features of the PCF-SPR sensor, WS, is measured by the wavelength interrogation method [36],

\[ WS(nm/RIU) = \frac{\Delta \lambda_{peak}}{\Delta n_a}, \]  

where, \( \Delta \lambda_{peak} \) is the shift of the peak in nm due to the variation of the RIU \( \Delta n_a \).

The corresponding sensor resolution is evaluated as follows [37],

\[ R[RIU] = \frac{\Delta n_a \times \Delta \lambda_{min}}{\Delta \lambda_{peak}}, \]  

where, \( \Delta n_a \) = change in analyte’s RI, \( \Delta \lambda_{min} \) = minimum spectral resolution and \( \Delta \lambda_{peak} \) = peak shift of resonant wavelength. In this case the sensor resolution is calculated for \( \Delta n_a = 0.01 \) and \( \Delta \lambda_{peak} = 0.1 \) nm.

Another significant performance feature, AS, is evaluated by the amplitude interrogation method [13], [38],

\[ AS(RIU^{-1}) = -\frac{\Delta \alpha_{loss}}{\Delta n_a} \times SL = -\frac{\Delta \alpha_{loss}}{\eta_a \alpha_{eff}}, \]

\[ SL = \frac{1}{\alpha_{eff}}, \]  

where, SL denotes the sensor length, \( \alpha_{eff} \) is the CL for a RI. Again \( \Delta \alpha_{loss} \) is the loss variation in between two adjacent RI of analytes and maximum AS locates at the resonant peak shift of wavelength.

Moreover, some special features e.g., FOM, SNR, DL, and DA, are calculated which are directly involved with the full width half maxima (FWHM) of the loss spectra [24], [39],

\[ FOM = \frac{WS}{FWHM}, \]

\[ SNR = \frac{\Delta \lambda_{peak}}{FWHM}, \]

\[ DL = \frac{FWHM}{1.5 \times (SNR)^{0.25}}, \]

\[ DA = \frac{1}{FWHM(nm)}, \]

where, WS is the wavelength sensitivity and \( \Delta \lambda_{peak} \) is the wavelength difference between two loss peaks.

### III. PERFORMANCE CONTROLLING PARAMETERS AND OPTIMIZATION

All the geometrical parameters of the sensor have significant impact on the performance. Hence, before going to investigate the sensor performance, all of the designed parameters are optimized in a systematic way.

#### A. VARIATION OF GOLD LAYER THICKNESS

The thickness of gold layer \( t \) is crucial and influences the performance greatly. Here, \( t \) is varied from 25 nm to 40 nm with an increment of 5 nm, and the performance of the proposed sensor is investigated while keeping the other parameters undisturbed. The CL change with variation in \( t \) is shown in Figure 2(a) and WS is obtained from the numerical analysis which is summarised in Table 1. It is observed that with the increase of \( t \), the peak value of CL is decreased due to the damping effect of gold [13] and the resonance peak is shifted to the longer wavelength. Though higher WS is achieved with thicker \( t \), the resonance peak became wider which leads to lower AS and FOM. From Figure 2(b), it can be concluded that AS and FOM increase with the decreasing \( t \) that enhances the detection accuracy of the sensor. However, to make a trade off among WS, AS and FOM, 30 nm is chosen as an optimum thickness of \( t \).

#### B. VARIATION OF AIR HOLE DIAMETER

There are two different sizes of air hole used in this design. The larger air hole with a radius of \( D \) and the smaller one with a radius of \( d \) are shown in Figure 1(a). Here, the impact of air hole size is analyzed in case of WS and AS and only a single parameter is varied each time as before. At first the air hole radius \( D \) is varied from 1.15 µm to 1.25 µm with an increment of 0.05 µm which is shown in Figure 3(a). Small change in the WS is observed when the \( D \) is changed from 1.15 µm to 1.20 µm. Although the loss peak
TABLE 1: Performance Analysis of the Proposed Sensor for Different Analyte RI With $\Delta \nu_a = 0.01$, $t = 30$ nm at Y-Polarized Mode.

| Parameter                | Quantity | FWHM (nm) | Peak CL (dB/cm) | Peak WS (RIU$^{-1}$) | Peak AS (RIU$^{-1}$) | FOM (RIU$^{-1}$) |
|--------------------------|----------|-----------|-----------------|----------------------|----------------------|-----------------|
| gold thickness, $t$ (nm) | 25, 30, 35, 40 | 43.8, 53.7, 64, 90 | 18.466, 17.166, 13.642, 9.639 | 15000, 20000, 28000, 31000 | -4380, -2790, -1770.98, -1267.48 | 342.47, 372.44, 437.5, 344.44 |
| large air hole diameter, $D$ (um) | 1.15, 1.20, 1.25 | 54, 52, 51.5 | 16.96, 17.17, 16.99 | 19000, 20000, 20000 | -1539.86, -2792.97, -2753.42 | 351.85, 384.62, 388.35 |
| small air hole diameter, $d$ (um) | 0.75, 0.8, 0.85 | 51, 52.5, 55 | 23.99, 17.17, 11.72 | 19000, 20000, 21000 | -2767.59, -2792.97, -2799.25 | 372.55, 380.95, 381.81 |
| pitch, $\Lambda$ (um)     | 3.3, 3.4, 3.5 | 59, 52.5, 54 | 16.06, 17.17, 18.05 | 19000, 20000, 21000 | -3007.2, -2792.97, -2565.29 | 322.03, 380.95, 388.89 |
| analyte channel’s height, $h$ (um) | 5.9, 6.0, 6.1 | 52, 52.5, 53 | 17.32, 17.17, 17.06 | 20000, 20000, 20000 | -2913.58, -2792.97, -2662.25 | 384.61, 380.95, 377.35 |
| analyte channel’s width, $w$ (um) | 3.9, 4, 4.1 | 55, 52.5, 51.5 | 16.46, 17.17, 16.05 | 21000, 20000, 20000 | -2835.89, -2792.97, -2705.46 | 381.81, 380.95, 388.35 |

is found at different wavelength for 1.20 $\mu$m and 1.25 $\mu$m, due to same wavelength difference between the loss peak for the RI of 1.41 and 1.42, the WS is same. Figure 3(b), depicts corresponding AS and it can be observed that AS remains quite similar for $D$ of 1.20 $\mu$m and 1.25 $\mu$m, but it changes significantly when the $D$ is decreased from 1.20 $\mu$m to 1.15 $\mu$m. Considering the above parameters, $D = 1.20 \mu$m is chosen as an optimal value.

The same process is followed for $d$ and the above optimized parameter as well as the other parameters are considered constant. $d$ is varied from 0.75 $\mu$m to 0.85 $\mu$m with a step size of 0.05 $\mu$m. Figure 3(c) shows the corresponding CL curve and peak value (dB/cm) of the CL is summarized in Table 1. It can be observed that smaller $d$ provides larger space to leak out the light from the core. As a result, higher CL is found with lower $d$. On the other hand, WS is increased to 1000 nm/RI when the $d$ is changed from 0.75 $\mu$m to 0.80 $\mu$m and there is no change obtained for any further increment. Figure 3(d) represents the AS for RI = 1.41, though AS changes are small, it increases with the increment of $d$. Considering the above parameters, $d = 0.80 \mu$m is chosen as a trade-off among WS, AS, FWHM and FOM.

**C. VARIATION OF PITCH**

The effect of pitch variation on the CL peak value and resonance wavelength shift is discussed for evaluating the performance of the proposed sensor. Figure 4(a) shows the CL curve for RI of 1.41 and 1.42 where the pitch ($\Lambda$) is varied from 3.3 $\mu$m to 3.5 $\mu$m with a step size of 0.1 $\mu$m. The resonance point of CL curve shifts to longer wavelength with the lower pitch than the higher one for RI = 1.42 and remain constant for RI = 1.41. However, every time the WS is increased to 1000 nm/RIU with the increment of $\Lambda$ by 0.1 $\mu$m. In contrast, the AS decreases as the $\Lambda$ increases which can be seen from Figure 4(b). On the other hand, from Table 1, it can be observed that FOM increases with the increment of $\Lambda$. Here, $\Lambda$ is taken as 3.4 $\mu$m for maintaining a balance among the all-performance parameters.

**FIGURE 2:** Effect of gold layer thickness ($t$) on (a) CL, and (b) AS, of the proposed sensor considering RI = 1.41 and 1.42.

**FIGURE 3:** Effect of air hole diameter on CL and AS, $D$ (a-b), and $d$ (c-d), considering RI of 1.41 and 1.42.
D. VARIATION OF HEIGHT AND WIDTH OF THE ANALYTE CHANNEL

The effect of the variation of the height \( (h) \) and width \( (w) \) of the analyte channel on the sensing performance is investigated. Figure 5(a) shows the CL curve with different values of \( h \) for RI of 1.41 and 1.42 and it is clearly seen that there is no change of the resonance wavelength with the \( h \) variation either for 1.41 or 1.42, although the peak value of CL point is slightly changed. Figure 5(b) represents the corresponding AS for RI = 1.41 and it can be observed that higher AS can be obtained with lower value of \( h \). However, small analyte channel can increase the difficulty of metal deposition and analyte filling. Hence, we chose \( h = 6 \) µm as an optimum height of the analyte channel.

The CL variation and AS with different value of \( w \) is plotted in Figure 5(c), and (d), respectively. It can be seen that higher WS as well as AS is obtained with lower value of \( w \). However, considering the analyte filling and metal deposition difficulties, \( w = 4 \) µm is chosen as the optimum width of the analyte channel.

IV. PERFORMANCE ANALYSIS WITH NUMERICAL RECORDS

Figure 6(a) represents the basic dispersion relationship of the proposed sensor for core and SPP modes of the fundamental y-polarization mode. Here, the CL of the core mode is plotted in primary axis and the real part of the effective index of the core and SPP modes is plotted in secondary axis with respect to the different values of the operational wavelength. It can be seen that at the operating wavelength of 0.87 µm, the value of effective refractive indices of the core and SPP modes are same with a numerical value of 1.4481, where the maximum CL of 17.2 dB/cm is obtained. This particular wavelength is known as the resonance wavelength where phase matching between the core and SPP modes happens. Due to phase matching state, the maximum energy is being relocated from core to cladding layer and consequences in maximum CL. Figure 6(b), and 6(c) represents the EM field distribution of the core and the SPP modes, respectively.

It should be included that the CL characteristics of the fundamental x-polarization and higher order \( (TE_{01} \) and \( TM_{01}) \) modes have also been investigated which is shown in Figure 7. In these cases, unlike the fundamental y-polarization mode, multiple loss peaks are obtained at comparatively higher wavelength. Multiple loss peaks for single analyte would increase the complexity in RI sensing, as there is a possibility of interference of one analyte’s loss peak with others. However, the fundamental y-polarization mode is considered for further calculation as it provides only one loss peak for each analyte RI.

The EM field that penetrates in between the interface of
TABLE 2: Performance Analysis of the Proposed Sensor for Different Analyte RI With \( \Delta n_{s} = 0.01 \) and \( \epsilon = 30 \text{ nm} \).

| \( n \) | \( C_{L_{\text{max}}} \) (dB/cm) | \( \lambda \) (nm) | \( \Delta \lambda \) (nm) | SL (cm) | WS (nm/RIU) | AS (1/RIU) | Resolution (RIU) | FWHM (nm) | SNR (dB) | FOM (1/RIU) | DL (nm) | DA (1/RIU) |
|-------|-----------------|------|---------|----|-------------|----------|---------------|--------|--------|---------|-------|--------|
| 1.30  | 0.509           | 550  | 10      | 1.9646 | 1000 | 34.89 | 1 \times 10^{-4} | 88 | -9.45 | 11.36 | 101.05 | 0.0114 |
| 1.31  | 0.601           | 560  | 10      | 1.6639 | 1000 | 41.94 | 1 \times 10^{-4} | 88 | -9.45 | 11.36 | 101.05 | 0.0114 |
| 1.32  | 0.725           | 570  | 10      | 1.3793 | 1000 | 51.07 | 1 \times 10^{-4} | 84 | -9.24 | 11.91 | 95.35 | 0.0119 |
| 1.33  | 0.901           | 580  | 10      | 1.1099 | 1000 | 65.68 | 1 \times 10^{-4} | 75 | -8.75 | 13.33 | 82.75 | 0.0133 |
| 1.34  | 1.115           | 590  | 20      | 0.8696 | 2000 | 85.32 | 5 \times 10^{-9} | 67 | -5.25 | 29.85 | 60.43 | 0.0149 |
| 1.35  | 1.45            | 610  | 10      | 0.6897 | 1000 | 116.13 | 1 \times 10^{-4} | 56 | -7.48 | 17.86 | 57.43 | 0.0179 |
| 1.36  | 1.93            | 630  | 30      | 0.5181 | 3000 | 164.35 | 3.33 \times 10^{-7} | 62 | -3.15 | 48.39 | 49.56 | 0.0161 |
| 1.37  | 2.70            | 650  | 40      | 0.3704 | 4000 | 339.92 | 2.50 \times 10^{-7} | 58 | -1.61 | 68.97 | 42.43 | 0.0172 |
| 1.38  | 3.81            | 690  | 30      | 0.2625 | 3000 | 298.89 | 3.33 \times 10^{-7} | 53 | -2.47 | 56.60 | 40.74 | 0.0189 |
| 1.39  | 5.82            | 720  | 60      | 0.1718 | 6000 | 700.61 | 1.67 \times 10^{-7} | 50 | 0.79 | 120 | 31.85 | 0.0200 |
| 1.40  | 9.50            | 780  | 90      | 0.1053 | 9000 | 1334.98 | 1.11 \times 10^{-7} | 49 | 2.64 | 183.67 | 28.06 | 0.0204 |
| 1.41  | 17.2            | 870  | 200     | 0.0581 | 20000 | 2792.97 | 5.00 \times 10^{-6} | 51 | 5.93 | 392.16 | 24.16 | 0.0196 |
| 1.42  | 43.02           | 1070 | 1860    | 0.0232 | 186000 | 102.81 | 5.38 \times 10^{-7} | 85 | 13.40 | 2188.24 | 26.20 | 0.0118 |
| 1.43  | 293.03          | 2930 | NA      | 0.0034 | NA | NA | NA | NA | NA | NA | NA | NA |

FIGURE 7: CL characteristics of the (a) fundamental x-polarization, (b) \( TE_{01} \), and (c) \( TM_{01} \), modes for an analyte with RI of 1.41; corresponding field distribution are shown in the inset.

the metal and the dielectric layer is also known as evanescent field. This evanescent field strikes on the metal surface and frees weakly bounded electrons from the metal and produces surface plasmon wave (SPW). When a small core is used to contain modes and the modes circulates partially out of the core, it introduces a leakage phenomenon results in CL. CL plays a central role for measuring the sensing performance of the sensor and CL is calculated using eqn. 3. The maximum CL (dB/cm) obtained from the numerical analysis are 0.509, 0.601, 0.725, 0.901, 1.150, 1.45, 1.93, 2.70, 3.810, 5.82, 9.50, 17.20, 43 and 298 for a RI of 1.33, 1.34, 1.35, 1.36, 1.37, 1.38, 1.39, 1.40, 1.41, 1.42 and 1.43 respectively and the corresponding resonance wavelength (nm) of the maximum CL are 550, 560, 570, 580, 590, 610, 620, 650, 690, 720, 780, 870, 1070, and 2930, respectively. These data are tabulated in Table 2 and the graphical representation of the CL is plotted in Figure 8 with suitable labeling. From Figure 8, it can be concluded that the peak of the CL shifts from left to right while the value of RI increasing from 1.30 to 1.43 with a step difference of 0.01. Also, the deepness of the CL curve prolongs with larger operating wavelength. Since RI greatly impacts on the effective mode index \((n_{eff})\), the phase matching condition also moves to larger wavelength with growing RI.

FIGURE 8: Graphical representation of CL for the analyte with RI of 1.30 to 1.43.

FIGURE 9: Intensity curve of the CL for the analyte with RI of 1.30 to 1.43.
1.37, 1.37 – 1.38, 1.38 – 1.39, 1.39 – 1.40, 1.40 – 1.41, 1.41 -1.42, and 1.42 – 1.43 shifts the resonant wavelength (nm) of 10, 10, 10, 10, 20, 10, 30, 40, 30, 60, 90, 190, and 1860 respectively for y-polarized light. Now using eqn. 4, the corresponding wavelength sensitivities (nm/RIU) are 1000, 1000, 1000, 2000, 1000, 3000, 4000, 3000, 6000, 9000, 19000, and 186000 respectively and necessary data are recorded in Table 2 sequentially where the the maximum WS (nm/RIU) is 186000 and the average WS (nm/RIU) is 18307.69 having a detection range of RI in-between 1.30 to 1.43. For better understanding, the CL intensity curve is shown in Figure 9 where the CL of the every analyte is normalized by the highest value. However, it can be clearly observed that the loss peak is shifted to the longer wavelength every time the RI increases.

![Graphical presentation of the SL with various RI and resonance wavelength.](image)

**FIGURE 10: Propagation length of the proposed sensor with various RI and resonance wavelength.**

The blue dotted line in Figure 10 is the curve fitting of the resonance wavelength. In this proposed sensor, the shift of the resonance wavelength is not exactly linear, hence 6th order polynomial fitting is used instead of linear fitting that provides excellent $R^2$ (0.9906). The corresponding polynomial equation is shown in eqn. 12.

$$y = 5 \times 10^7 x^6 - 4 \times 10^8 x^5 + 1 \times 10^9 x^4 - 2 \times 10^9 x^3 + 2 \times 10^8 x^2 - 1 \times 10^9 x + 3 \times 10^8 \quad (12)$$

Another parameter which depends directly only on the CL and resonance wavelength is not exactly linear, hence 6th order polynomial fitting is used instead of linear fitting that provides excellent $R^2$. The corresponding polynomial equation is shown in eqn. 12.

The lower value of FWHM is expected for a sharp peak and it should be as small as possible to avoid false detection. The lower FWHM helps to get higher FOM, SNR, and DA which are calculated using eqn. 8, eqn. 9 and eqn. 11, respectively. From Table 2, it can be seen that the value of FWHM decreases approximately with the increasing value of RI except 1.42. The lowest and highest value of FWHM (nm) are 49 and 88 for RI of 1.40 and both 1.30 and 1.31, respectively. The maximum and minimum SNR(dB) are 13.40 for RI=1.42 and -9.45 for RI of both 1.30 and 1.31. It can be observed that SNR of the proposed sensor increases with the increase of RI. On the other hand, the maximum value of DA is 0.0204 nm$^{-1}$ with RI = 1.40 at which FWHM is minimum and numerical records are tabulated in Table 2. Moreover, FOM is calculated using eqn. 8 and it depends on WS and FWHM. WS increases with the increasing value of RI and FWHM decreases at the same time. After all, FOM increases with the increasing value of RI. From Table 2, the maximum value of FOM is 2188.44 RIU$^{-1}$ for RI = 1.42 with an average FOM of 242.59 RIU$^{-1}$.

Moreover, a performance comparison has drawn in Table 3 which clearly shows that prior sensors are far behind from our proposed sensor in terms of sensing performance.

Another parameter which depends directly only on the CL and resonance wavelength is SL defined by eqn. 7. From Table 2, it is observed that a rise in RI increases the CL but decreases the SL. Figure 10 shows a graphical presentation of the SL with CL for RI 1.30 to 1.43. From Table 2, the maximum and minimum lengths of the sensor are 1.9646 cm and 34 µm, respectively. Therefore, the propagation length of a sensor can vary between few micron to few centimeter for detecting different RI of analytes.

Wavelength resolution is one more vital directrix and it is applied to measure the possible lowest variation of RI of the analyte that can be identified by the sensor. Utilizing eqn. 5, sensor resolution is being calculated and summarized in Table 2 for RI of 1.30 to 1.42 and it is inversely proportional to the resonance peak loss. The maximum resolution of the proposed sensor is $5.38 \times 10^{-7}$ for a RI of 1.42 and it shows that it has a greater capability to detect the change of RI accurately around $10^{-7}$ or less and more.

![Graphical depiction for the proposed sensor using different analytes with RI of 1.30 to 1.43.](image)

**FIGURE 11: AS through graphical depiction for the proposed sensor using different analytes with RI of 1.30 to 1.43.**

Apart from WS, AS is an alternative way to represent the performance of the proposed sensor and this parameter has been calculated by means of eqn. 6. From eqn. 6, it can be concluded that AS depends on the CL and necessary numerical data are recorded in Table 2. These data are portrayed in Figure 11 with proper labeling. The highest value of AS is 2792.975 RIU$^{-1}$ with an operating wavelength of 1070 nm for RI = 1.41 and the average AS is 471.551 RIU$^{-1}$ for RI of 1.30 to 1.42 with a step size of 0.01.

The lower value of FWHM is expected for a sharp peak and it should be as small as possible to avoid false detection. The lower FWHM helps to get higher FOM, SNR, and DA which are calculated using eqn. 8, eqn. 9 and eqn. 11, respectively. From Table 2, it can be seen that the value of FWHM decreases approximately with the increasing value of RI except 1.42. The lowest and highest value of FWHM (nm) are 49 and 88 for RI of 1.40 and both 1.30 and 1.31, respectively. The maximum and minimum SNR(dB) are 13.40 for RI=1.42 and -9.45 for RI of both 1.30 and 1.31. It can be observed that SNR of the proposed sensor increases with the increase of RI. On the other hand, the maximum value of DA is 0.0204 nm$^{-1}$ with RI = 1.40 at which FWHM is minimum and numerical records are tabulated in Table 2. Moreover, FOM is calculated using eqn. 8 and it depends on WS and FWHM. WS increases with the increasing value of RI and FWHM decreases at the same time. After all, FOM increases with the increasing value of RI. From Table 2, the maximum value of FOM is 2188.44 RIU$^{-1}$ for RI = 1.42 with an average FOM of 242.59 RIU$^{-1}$.

Moreover, a performance comparison has drawn in Table 3 which clearly shows that prior sensors are far behind from our proposed sensor in terms of sensing performance.
TABLE 3: Performance comparison of the proposed dual analyte channel sensor with prior sensors.

| RI range       | Metal coating                        | Max. WS (nm/RIU) | Max. AS (RIU⁻¹) | SNR dB | FOM (RIU⁻¹) | Resolution (RIU) | Ref.  |
|----------------|--------------------------------------|------------------|-----------------|--------|--------------|------------------|------|
| 1.33-1.40      | Whole circular outer surface         | 12,000           | 1033            | N/A    | 217          | 1.00 × 10⁻⁶     | [14] |
| 1.33-1.43      | Whole circular outer surface         | 22,000           | 1782.56         | N/A    | 64.1         | 4.56 × 10⁻⁶     | [15] |
| 1.37-1.385     | Polished flat outer surface          | 29,000           | 1030            | N/A    | 1115         | 3.45 × 10⁻¹0     | [20] |
| 1.3-1.412      | Circular outer surface               | 50,000           | 1449            | N/A    | 335          | 2.00 × 10⁻⁶     | [22] |
| 1.32-1.369     | Polished outer flat surface and split air holes | 2233.9 | 200.7 | N/A    | 8.50 × 10⁻⁶ | [35] |
| 1.373-1.402    | Whole circular outer surface         | 14,285.71        | N/A             | N/A    | N/A          | N/A              | [36] |
| 1.25-1.43      | Outer U-shaped groove                | 13,200           | 5440            | N/A    | 527          | 1.47 × 10⁻⁹     | [37] |
| 1.3-1.45       | Outer circular slot                  | 38,000           | 1286            | N/A    | 760          | 2.63 × 10⁻⁶     | [38] |
| 1.3-1.42       | Whole circular outer surface         | 20,000           | 1380            | 2.21   | 470          | 5.26 × 10⁻⁶     | [39] |
| 1.3-1.366      | Inner circular segment               | 10,600           | 633.4           | N/A    | 303          | 9.43 × 10⁻⁶     | [24] |
| 1.30-1.43      | Inner flat surface                   | 186,000          | 2792.97         | 13.4   | 2188.24      | 5.38 × 10⁻⁷     | Proposed design |

V. CONCLUSION

In this study, a novel dual channel PCF-SPR is proposed and analyzed the performance using FEM. The challenge associated with the metal coating for SPR-PCF sensor is attempted to be overcome by the metal deposition on the flat surface of the analyte channels, which placed really close to the core so that SPs can be excited effectively. Thus, the sensing performance as well as sensing range is improved significantly. The sensor shows WS and AS of 186,000 nm/RIU and 2,792.97 RIU⁻¹, respectively, and subsequently high resolution, excellent FOM, DA, and DL. Due to the highly sensitive feature, the proposed sensor could be effectively used practically in the bio-sensing field.
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