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Abstract—In this article, we propose a new distortion quantification method for point clouds, the multiscale potential energy discrepancy (MPED). Currently, there is a lack of effective distortion quantification for a variety of point cloud perception tasks. Specifically, in human vision tasks, a distortion quantification method is used to predict human subjective scores and optimize the selection of human perception task parameters, such as dense point cloud compression and enhancement. In machine vision tasks, a distortion quantification method usually serves as loss function to guide the training of deep neural networks for unsupervised learning tasks (e.g., sparse point cloud reconstruction, completion, and upsampling). Therefore, an effective distortion quantification should be differentiable, distortion discriminable, and have low computational complexity. However, current distortion quantification cannot satisfy all three conditions. To fill this gap, we propose a new point cloud feature description method, the point potential energy (PPE), inspired by classical physics. We regard the point clouds are systems that have potential energy and the distortion can change the total potential energy. By evaluating various neighborhood sizes, the proposed MPED achieves global-local tradeoffs, capturing distortion in a multiscale fashion. We further theoretically show that classical Chamfer distance is a special case of our MPED. Extensive experiments show that the proposed MPED is superior to current methods on both human and machine perception tasks. Our code is available at https://github.com/Qi-Yangsjtu/MPED

Index Terms—Distortion quantification, human and machine perception, objective quality assessment, potential energy, point cloud distortion quantification that can be generally applied to a wide range of scenarios. To reflect human perception, a distortion quantification should be sensitive to both geometric and color distortion. For example, the point cloud “LongDress”[5] provided by the moving picture experts group (MPEG) involves the RGB color as additional attributions. After being compressed by geometry-based point cloud compression (G-PCC), the point number might decrease or increase, and points’ colors might be deteriorated due to the quantization [6].

Besides being used for quality assessment in human perception tasks, an objective distortion quantification could also serve for machine perception, which is a loss function to guide the training of deep neural networks. Specifically, unsupervised tasks of machine perception generally aim to extract informative features from point clouds without using human supervision [8]. Some typical tasks include reconstruction [7], [9], completion [10], [11], and upsampling [12]. To train those networks, a distortion quantification usually works as the loss function to supervise the output of the network towards the ground truth. Therefore, a distortion quantification should be differentiable to enable backward propagation. Since machine perception tasks need to train networks with a huge amount of data, a distortion quantification needs to have a low resource overhead to facilitate training.

Based on the above analysis, there are several conditions for the desirable design of the point cloud distortion quantifications. For human perception tasks, a distortion quantification should reflect human visual characteristics and be computationally effective to enable real-time applications; for machine perceptions tasks, a distortion quantification is
desired for distortion discrimination, differentiability and low complexity. Currently, however, there is a lack of a generic distortion quantification for point clouds that can satisfy the above conditions at the same time. For example, Chamfer distance (CD) [7], Earth mover’s distance (EMD) [13], and PSNR_YUV [14] use point-wise distance to quantify distortion, which presents unstable performance when faced with multiple distortions. Besides, as the most widely used loss function in machine perception tasks, CD has a shortcoming named “Chamfer’s blindness” [7] or “point-collapse” [15] which can lead to unexpected results (Fig. 1b). Point cloud quality metric (PCQM) [16] and GraphSIM [5] present obvious performance improvement in human perception tasks compared with CD, but the feature extraction methods (e.g., surface fitting and graph construction) used in these two methods are time-consuming. This work aims to fill this gap and designs a universal distortion quantification that can present robust and reliable performance on point cloud distortion measurement.

Proposed Distortion Quantification. In this paper, we present a new point cloud distortion quantification named multiscale potential energy discrepancy (MPED).

First, we introduce a new feature extraction method for 3D point cloud distortion quantification; called point potential energy (PPE). The proposed PPE is inspired by the potential energy used in classical physics. In classical mechanics, the potential energy is the energy that is stored in an object due to its position relative to some zero position, which is a quantitative measure of the object’s physical state. For example, the gravitational potential energy relative to the Earth’s surface is defined as $E = mgh$, where $m$ is the mass, $h$ is the euclidean distance to the origin $x_0$ and $g$ reflects the gravitational field. The potential energy of a point $x_i \in \mathbb{R}^6$ is

$$E_{x_i} = m_{x_i}g_{x_i}h_{x_i},$$

where the zero potential point is at $x_0$.

Considering lossless 3D point cloud is a stable spatial system, the distortion can be regarded as system disturbance caused by the external force [17], and the influence of disturbance can be quantified by the difference of PPE, noted as potential energy discrepancy (PED).

Moreover, the achievement in 2D images (e.g., MSSIM [18] and MSEA [19]) and previous research (e.g., MS-GraphSIM [20] and IT-PCQA [21]) also inspire us that multiscale features provide a more comprehensive measurement of the overall impact of distortion. Therefore, we fuse the thoughts about distortion-energy inspiration and multiscale representation to design the distortion quantification metric, i.e., MPED. Fig. 2 illustrates the scheme of the proposed MPED: i) we first divide a point cloud into multiple spatial neighborhoods and set the center of each neighborhood as zero potential energy plane; ii) then, we compare the differences of PPE of each corresponding neighborhood in the source and target point clouds; iii) we pool the energy discrepancy of multiple neighborhoods into the final PED; iv) in the end we fuse the PED under the different settings of neighborhood-scale to generate the final results.

We present the properties of MPED meticulously. We first prove that CD is a special case of MPED, and MPED satisfies three desired conditions for a universal objective distortion quantification, i.e., distortion discrimination, differentiability, and low complexity. Next, we respectively analyse the effectiveness of MPED on human and machine perception tasks. For human perception tasks, we use several toy examples to verify the distortion sensitivity of MPED. For machine perception tasks, we analyse the derivative of MPED to show its robustness during the backward propagation.

We validate the performance of MPED based on human and machine perception tasks. In terms of human perception tasks, the proposed MPED presents better performance on perception prediction. Specifically, MPED provides better Pearson linear correlation (PLCC), Spearman rank-order correlation (SROCC) and root mean squared error (RMSE) on publicly accessible databases (e.g., SJTU-PCQA [22], LSPCQA [23] and WPC [24]). In terms of machine perception tasks, the proposed MPED achieves a better tradeoff between effectiveness and efficiency. Compared with CD, MPED solves the “point-collapse” issue; compared with EMD, MPED reduces the computational cost from $O(N^2)$ to...
$O(N^2 + KN)$. Specifically, MPED provides better performance compared to CD and EMD on three unsupervised machine perception tasks (i.e., point cloud reconstruction, shape completion, and upsampling).

The main contributions of this paper are summarized as:

- We present a new universal distortion quantification, MPED, for point clouds. Inspired by classic mechanics, we use potential energy variation to quantify point cloud distortion.
- MPED satisfies the three desired conditions for a universal objective distortion quantification; that is, MPED is differentiable, low-complexity, and distortion discriminative.
- MPED shows reliable performance for both human and machine perception tasks.

The rest of the paper is organized as follows. Section 2 presents the related work of point cloud distortion quantifications. Section 3 formulates the point cloud representation and distortion quantification in different tasks. Section 4 demonstrates the proposed potential-energy-based feature used for point cloud distortion quantification. Section 5 first presents the generic formulation of the proposed MPED, and then presents the implementation details of MPED on both human and machine perception tasks. Section 6 presents the properties of MPED. Section 7 gives the experiment results. Section 8 concludes the paper.

2 RELATED WORK

Point cloud distortion quantifications are first used in human perception tasks. To evaluate the distortion introduced by lossy compression, MPEG first uses p2point as the distortion quantification. Specifically, p2point shares the same calculation method as the CD. However, according to a serial experiments [14], [25], [26], [27], [28], [29], [30], p2point presents unstable results in terms of multiple types of distortion. Studies [18], [31] in image distortion quantification have proven that the human visual system (HVS) is more sensitive to structural features, rather than point-wise features. Therefore, recently proposed distortion quantifications for human perception tasks, such as p2plane [32], Angular Similarity [33], Point-to-Distribution [34], Local Luminance Patterns (LLP) [35], BitDance [36], PointSIM [37], PCQM [16], EPES [38] and GraphSIM [5], [20] use the distortion of structural features to replace the distortion of point-wise features. Also, there are some research using statistical features to quantify dense point cloud distortion, such as [39] and [40]. Experimental results demonstrate that these methods provide better performance than the original p2point. For example, experiments in [5] show that the utilization of structure features (e.g., gradients) presents better performances when predicting human perception in terms of compression-related distortion (e.g., G-PCC and video-based point cloud compression (V-PCC)). Meanwhile, some quantifications have been applied in compression-related works and achieved good performance [41]. However, most of these previous works (e.g., PCQM and GraphSIM) need to convert scattered points to innerratic representations, such as surface and spatial graph, which are time-consuming.

Besides, point cloud distortion quantifications are commonly used as loss functions to assist in unsupervised machine perception tasks (such as point cloud reconstruction, shape completion, and upsampling). There are two mainly used quality quantifications in current machine perception tasks: CD and EMD. EMD is the solution to a transportation problem that attempts to transform one set into the other.

The advantage of CD is low resource overhead. Since one point can be used multiple times during point matching, this causes a significant drawback for CD, known as “point-collapse”[15] or “Chamfer’s blindness”[7]. Specifically, the generated samples that use CD as a loss function suffer from obvious structure deformations. Fig. 1b shows an example in which the points of a chair arm in the reconstruction are sparser than those in the ground truth, while the points of the seat in the reconstruction are denser than those in the ground truth. Points are over-populated around collapse centers [15]. The reason is that a reference point may be used multiple times in the point-nearest-neighbor search, and the final results fall into local optima.

EMD is a method that computes the distance between two distributions as the minimum mass that needs to transfer to match two distributions. Compared to CD, the point matching in EMD is stricter as any point that has been used in the point matching cannot be used to match with other points anymore. It means that the pairing of two points considers their spatial distance as well as the global transfer costs. Therefore, EMD is more reliable than CD in machine perception tasks. A comparison of reconstruction results with CD and EMD as loss functions in [7] reveals that CD can only provide partially good reconstructed results while EMD can provide better global reconstruction. Despite the better performance, many methods avoid using EMD because of its computational complexity [9], [15], [42]. The computational complexity of EMD is $O(N^3)$ [13] and that of CD is $O(N^2)$ for $N$ points.

There are some other loss functions used for unsupervised point cloud learning and most of them are variants of CD or EMD. Wu et al. [43] proposed the density-aware CD to better detect the disparity of density distributions for point cloud completion and Liu et.al. [10] provides a lightweight version of EMD with complexity $O(N^2 k)$, where $k$ is the number of iterations to search for the best-matched point pair. Another related work is by Urbach et. al. [44], which proposed DPDist that compares point clouds by measuring the distance between the surfaces that they were sampled on. However, these works mostly focus on the optimization of one specific task (e.g., point cloud completion or registration) and lack validation in various vision tasks. In comparison, we start from the view of classic mechanics and validate the effectiveness of our method via theoretical proof and experiments on multiple unsupervised tasks.

3 PROBLEM FORMULATION

In this section, we first introduce some basic properties of 3D point clouds. Then we present the details on the application of distortion quantification in human and machine tasks. Finally, we introduce the commonly used distortion quantification in unsupervised learning, i.e., Chamfer Distance.
3.1 3D Point Cloud

Let \( P \) be a 3D point cloud with \( N \) points: \( P = \{ x_1, \ldots, x_N \} \in \mathbb{R}^{N \times 3} \), where each \( x_i \in \mathbb{R}^3 \) is a vector with 3D coordinates and three-channel color attributes. We only consider color attributes of point cloud in this paper; therefore, \( x_i = [x, y, z, R, G, B] \equiv [x^i_0, x^i_1, x^i_2] \), where \( x^i_0 = [x, y, z] \) and \( x^i_1 = [R, G, B] \). The superscript “O” stands for geometric occupancy, and “I” stands for color intensity.

3.2 Distortion Quantification of 3D Point Clouds

An objective distortion quantification aims to measure the difference between two point cloud samples. For two point clouds \( P \) and \( Q \), the difference between them can be formulated as \( d(P, Q) \), where \( d(\cdot) \) represents an objective distortion quantification.

For human or machine perception tasks, point cloud distortion quantification can have different implementations and requirements, which is mostly due to the differences in processing objects and task formulations. Therefore, we respectively reveal the details of distortion quantification in human and machine perception tasks as follows.

**Distortion Quantification in Human Perception Tasks.** The point clouds used for human perception tasks target for visualizations, which usually require dense point distributions and contain rich color information. Therefore, distortion quantification aims to evaluate the quality degree of a distorted point cloud \( M(P) \) corresponding to its reference \( P \) refers to the mechanism of HVS, where \( M(\cdot) \) represents an operator that influences the quality of point clouds, such as compression and transmission [45].

Mathematically, through subjective experiment, a quality score can be derived as

\[
\Omega(\cdot) = \Omega(P, M(P)),
\]

\( \Omega(\cdot) \) is the evaluation criterion of experimenters, which can be influenced by acquired learning [46]. The purpose of distortion quantification for human perception is to find a model \( d(\cdot) \) that satisfies

\[
d(P, M(P)) = s = \Omega(P, M(P)). \tag{2}
\]

It means the designing of objective distortion quantification needs to consider the characteristics of the human visual system and subjective criteria simultaneously.

**Distortion Quantification in Machine Perception Tasks.** The point clouds used for 3D machine perception are usually sparser than those for human perception and do not have color information because they are not consumed by human beings. These samples are often used in unsupervised learning and distortion quantification can serve as a loss function to guide the training of deep neural networks.

Specifically, in unsupervised learning tasks, we usually aim to design an architecture that can produce a 3D point cloud to approximate an original 3D point cloud. Mathematically, let \( P = \{ p_i \in \mathbb{R}^3 \}_{i=1}^{N} \) be an original 3D point cloud and \( M(\cdot) \) be a generic operator that produces a partial, noisy or subsampled 3D point cloud, \( M(P) \). A network \( \Psi \) takes \( M(P) \) as input and produces a reconstruction, \( \Psi(M(P)) \), which is desired to approximate the original 3D point cloud \( P \). To train such a network, a typical paradigm is to solve the following optimization problem,

\[
\min_{\Psi} d(P, \Psi(M(P))),
\]

where the distortion quantification \( d(\cdot) \) is a loss function to guide the optimization of network. It is clear that the design of a loss function would significantly influence the network training and the corresponding reconstruction performances.

**Conclusion.** For unsupervised learning of 3D point clouds, a desirable loss function should satisfy the following conditions:

- Differentiability;
- High computation efficiency and low complexity;
- Sensitive to any geometrical distortion.

For human perception prediction, we do not require the quantification is differentiable, but it needs to further consider the characteristics of HVS when evaluating the influence of geometry and color distortion, and low complexity is necessary for some real-time applications (e.g., VR game).

We compare the task properties of human and machine perception in Table 1.

| Table 1: Task Properties of Human and Machine Perception
| Point Clouds | Density | Color | Human Perception | Machine Perception |
|-------------|---------|-------|------------------|-------------------|
|             | dense   | colored | low complexity | any distortion sensitivity |
|             | sparse  | uncolored | real time applications |
| Task Formulation | \( d(P, M(P)) = s \) | \( \min_{\Psi} d(P, \Psi(M(P))) \) |
| Specific Requirements | 1. human visual sensitivity | 1. any distortion sensitivity |
|                       | 2. low complexity | 2. differentiable |
|                       |                  | 3. low complexity |

3.3 Loss Function in Unsupervised Learning

In machine perception tasks of point clouds, one commonly used loss function is CD. Therefore, in this part, we use CD as an example to illustrate the importance of the loss function.

We first present the calculation method of CD. For each point in one 3D point cloud, we find its correspondence in the other 3D point cloud via nearest neighbor search and measure their euclidean distance. CD considers the aggregated euclidean distances; that is

\[
d_{CD}(P, Q) = \sum_{p \in P} \min_{q \in Q} \| p - q \|_2 \tag{3}
\]

The reason that CD calculate the two-way distance between \( P \) and \( Q \) is to ensure all the point will be used at least one time, which means each point will be optimized at least once during neural network training.

However, CD purely relies on the geometric information measured by the distances between 3D point pairs and could trap the network at a local minimum during the training. Suppose that we have two distinct reconstruction results, i.e., case 1 and case 2 in Fig. 3. Red circles represent the ground truth, while blue and green circles represent
reconstructed points. The numbers near edges represent the square of euclidean distance between reconstructed and reference points matched by nearest neighbors. Referring to Eq. (3),

\[ d_{CD\text{case1}} = (2 + 2 + 2 + 2) \times 2 = 16, \]

and

\[ d_{CD\text{case2}} = (1 + 1 + 1 + 5) \times 2 = 16. \]

This means when we use CD as the loss function, the network can converge to different geometric structures with the same loss value. Therefore, this network easily falls into a local minimum and is hard to improve further under the supervision of CD. Unfortunately, EMD could encounter a similar problem as it only considers the point-wise features.

Therefore, an effective loss function is extreme important for these unsupervised learning tasks, which drives us to design the MPED to solve above problem.

\section{PPE: Point Potential Energy}

Before presenting our objective distortion quantification between two 3D point clouds, we first introduce a novel feature, i.e., PPE, to quantify the spatial distribution of 3D points. This feature is inspired by the gravitational potential energy in physics and lays a foundation for the proposed distortion quantification. Let \( P_x = \{ x_i \in \mathbb{R}^3 \}_{i=1}^K \) be a set of \( K \) 3D points with \( x_0 \) being the origin. We aim to propose a function \( \phi(\cdot) \) so that \( E_{P_x} = \phi(P_x) \) reflects the spatial distribution of \( P_x \).

Point cloud distortion might be related to both geometric and attribute information. Therefore, for a generalized potential energy field, we consider that the mass \( m_i \) is related to the point attributes, i.e., \( m_i = f(x_i, x_0) \); and the gravitational field \( g_{x_0} \) and distance \( h_{x_0} \) is related to the point geometric coordinates, reflecting the spatial location relative to the zero potential plane, e.g., \( g_{x_0} = g(x_i, x'_i) \), \( h_{x_0} = h(x_i, x'_i) \). Note for a generalized field, \( h_{x_0} \) might not be limited to the euclidean distance. We will give specific formulations of \( m_{x_i}, g_{x_0}, h_{x_0} \) for human and machine perception tasks in Sections 5.2 and 5.3.

For the entire point cloud \( P_{x_i} \), refer to the Eq. (1) in Section 1, we define the total point potential energy as

\[ E_{P_{x_i}} = \sum_{x_i \in P_{x_i}} E_{x_i}, \tag{4} \]

which aggregates the potential energies of all the points in \( P_{x_i} \).

The proposed total point potential energy is a quantitative measure of the state of a 3D point cloud, reflecting the geometric, attributive, and contextual information in this point cloud.

An advantage of the potential energy is its sensitivity to the isometrical distortion, which plays an important role in machine perception tasks to generate high-fidelity samples.

\begin{definition} {Isometrical Distortion Distinguishability.}

Let \( P \) be a reference point cloud and \( M(P) = P + \Delta \) be a distorted point cloud, \( + \) represents the element-wise addition and \( \Delta \) represents some perturbation that distorts the 3D coordinates or attributes of one or multiple points. A measure \( d(\cdot) \) is isometrical distortion indistinguishable when we can find a mapping function \( Q(\cdot) \) that results in \( d(P, M(P)) = Q(\Delta) \) for an arbitrary perturbation \( \Delta \).
\end{definition}

Intuitively, the isometrical distortion indistinguishability reflects that the measure \( d(\cdot) \) is only aware of the distortion and is invariant to the ego property of a point cloud. This is unfavorable because in this case multiple perturbations could lead to the same measure value; that is, \( d(\cdot) \) might not distinguish a specific perturbation applied on a point cloud. Thus a good distortion quantification between two point clouds should be isometrical distortion distinguishable.

\begin{example}

We illustrate a toy example of the isometrical distortion in Fig. 4. Assuming \( x_0 \) is the origin, the yellow line is a coordinate axis, which represents the spatial distance to the origin or color intensity difference compared with the origin. When the axis means the euclidean distance to the origin, for a point \( x_1 \), \( d_1(\cdot) \) is a measure that calculates the euclidean distance differences after applying perturbation \( \Delta \). Mathematically,

\[ d_1(x_1, x_1 + \Delta) = ||x_1 - x_0||_2 - ||x_1' - x_0||_2 \]

\[ = ||x_1 - x_0||_2 - ||x_1' - x_0||_2 = \Delta. \]

We see that \( d_1(\cdot) \) is not sensitive to the direction of perturbation. The distorted locations \( x'_1 \) and \( x'_2 \) play the same role for \( d_1(\cdot) \).

Moreover, for a point \( x_0 \neq x_1 \),

\[ d_1(x_2, x_2 + \Delta) = ||x_2 - x_0||_2 - ||x_2' - x_0||_2 \]

\[ = ||x_2 - x_0||_2 - ||x_2' - x_0||_2 = \Delta = d_1(x_1, x_1 + \Delta). \]

We see that \( d_1(\cdot) \) is not sensitive to the initial location of perturbation. The initial locations \( x_1 \) and \( x_2 \) play the same role for \( d_1(\cdot) \).

When the axis means the color intensity difference compared with the origin, and \( d_1(\cdot) \) is a measure that captures the color differences after perturbation, the above derivations are still true.

We consider six point clouds, \( P_1 = [x_0, x_1], P_2 = [x_0, x'_1], P_3 = [x_0, x'_1], P_4 = [x_0, x_2], P_5 = [x_0, x'_2], \) and \( P_6 = [x_0, x'_2] \). Each point cloud has two points, and CD as \( d_1 \).
Refer to (3), we have
\[
CD(P_1, P_2) = CD(P_1, P_3) = CD(P_4, P_5)
\]
\[
= CD(P_4, P_5) = 2\Delta^2.
\]

We see that CD cannot detect the influence of the same perturbation on different point clouds. The reason is that the CD only considers individual point features.

On the other hand, PPE takes contextual information into consideration, which can also help distinguish isometrical distortion. Specifically, we use \(m_{cy}, g_x\), and \(h_x\) to describe the unique role of each point for the whole point cloud. Under the influence of the same perturbation, each point will give a different response to facilitate discrepancy quantification. We will validate the isometrical distortion distinguishability of point potential energy through multiple examples in Section 6 and appendix, which can be found on the Computer Society Digital Library at http://doi.ieee.computer.society.org/10.1109/TPAMI.2022.3213831.

5 MPED: MEASURING POINT CLOUD DISTORTION VIA MULTISCALE POTENTIAL ENERGY DISCREPANCY

In this part, we first introduce a general point cloud distortion quantification method, i.e., MPED, based on the proposed PPE, then we give the specific form of MPED for both human and machine perception tasks.

5.1 General Form of MPED

As illustrated in Fig. 2, we present the proposed MPED in several steps: i) neighborhood construction. Both source and target point clouds are divided into multiple local neighborhoods based on a set of points as the neighborhood centers; ii) for one neighborhood, the neighborhood center is set to be the zero potential energy plane. We then compute the potential energy for each point, and the total potential energy of a neighborhood is the summation of the potential energies of all the points inside the neighborhood; iii) we propose the PED to quantify the difference between the source and the target point clouds, leading to the single-scale potential energy discrepancy; and iv) we finally extend PED to a multiscale form, i.e., MPED.

Neighborhood Construction. Let \(X = \{x_i \in \mathbb{R}^d \}_{i=1}^N\) and \(Y = \{y_i \in \mathbb{R}^d \}_{i=1}^M\) be source and target 3D point clouds with \(N\) and \(M\) points, respectively. Assuming a set of points as neighborhood center \(C = \{c_i \in \mathbb{R}^d \}_{i=1}^L\), its neighboring point set in the source point cloud is \(N_{c_i, k}^X \subset X\) with \(c_i\) being the origin, which collects \(c_i\)’s \(K\) closest points in \(X\). Similarly, \(N_{c_i, k}^Y \subset Y\) denotes \(c_i\)’s \(K\) closest points in \(Y\). Now, each center point has two local neighboring point sets that reflect its contextual roles in source and target point clouds, respectively. We then can use the total point potential energy, Eq. (4) to quantify the spatial distribution properties in two neighboring point sets; that is, \(E_{N_{c_i, k}^X}\) and \(E_{N_{c_i, k}^Y}\), respectively.

Point Potential Energy Discrepancy. As we demonstrate in Section 1, the distortion of point clouds is related to both geometric and attributive information. To capture this distortion, we can leverage the PPE proposed in Section 4, which quantifies the spatial distribution and color of 3D points via Eqs. (1) and (4). Considering a point \(x_i\) in \(X\) corresponding to the origin \(c_i\), we give the mass, the spatial field, and the distance as follows,

\[
m_{x_i} = \begin{cases} f(c_i^l, x_i^l), & \text{if } c_i^l, x_i^l \neq \Phi \\ 1, & \text{otherwise.}\end{cases}
\]

\[
g_{x_i} = \begin{cases} g(d_{c_i^l, x_i^l}), & \text{if } K > 1 \\ 1, & \text{if } K = 1.\end{cases}
\]

\[
h_{x_i} = d_{c_i^l, x_i^l}.
\]

Note \(d_{p, q} = \|p - q\|^2\). Points in \(Y\) have similar energy formulations as above. Mass \(m_{x_i}\) is related to the point color information. Considering some point clouds do not have color information, we set: i) when \(c_i^l, x_i^l \neq \Phi, m_{x_i} = f(c_i^l, x_i^l)\); ii) when \(c_i^l, x_i^l = \Phi, m_{x_i} = 1\) to avoid PPE becomes 0. The distance \(h_{x_i}\) is related to point coordinate information and we set \(h_{x_i}\) as the Minkowski distance between \(x_i^l\) and \(c_i^l\). The spatial field \(g_{x_i}\) can be regarded as a weighting factor related to \(h_{x_i}\) when pooling all the point energies via Eq. (4), which is determined according to the task characteristics. A benefit of introducing proper \(g_{x_i}\) is to distinguish isometrical distortion and we set \(g_{x_i} = 1\) when \(K = 1\) to achieve the consistency with CD. We will give specific formulations of \(m_{x_i}, g_{x_i}\), and \(h_{x_i}\) for human perception tasks in Section 5.2 and for machine perception tasks in Section 5.3. Based on above three components, we use Eq. (4) to calculate \(E_{N_{c_i, K}^X}\) and \(E_{N_{c_i, K}^Y}\), respectively.

Referring to classic mechanics, for the object with the same mass, the farther the object is from the zero potential energy plane, the lower the gravitational accelerated speed becomes. Therefore, we make \(g_i\) to satisfy the following requirement:

Requirement 1. For two points \(x_1\) and \(x_2\) with same mass, if \(h_{x_1} \leq h_{x_2}, g_i\) should satisfy \(g_{x_1} \geq g_{x_2}\).

With \(g_{x_i}\) satisfies Requirement 1, potential energy can better detect the isometrical distortion, which will be proved in Section 6 Theorem 2.

We now propose a potential energy discrepancy, i.e., PED, to measure the difference between the source and the target point cloud. Specifically, the PED is defined as

\[
PED_K = \sum_{c_i \in C} \left|E_{N_{c_i, K}^X} - E_{N_{c_i, K}^Y}\right|. \tag{8}
\]

We will select proper neighborhood center set \(C\) according to the corresponding application characteristics in Sections 5.2 and 5.3.

Multiscale Point Potential Energy Discrepancy. A hyperparameter \(K\) is introduced in PED to establish a spatial neighborhood. Inspired by MSSIM [18], we extend PED to a multiscale form, i.e., MPED via

\[
MPED_{\Psi} = \frac{1}{|\Psi|} \sum_{K \in \Psi} \text{PED}_K, \tag{9}
\]

in which \(\Psi\) represents a collection of \(K\), \(|\Psi|\) represents the number of elements in \(\Psi\).
5.2 MPED Implementation Details on Human Perception Tasks

Here we present the detailed implementation of MPED on human perception tasks. To better predict human subjective perception, the characteristics of HVS need to be considered when applying MPED for human perception tasks, e.g., high-frequency sensitivity [5], Stevens’s power law [47] and multiscale visual perception [18]. Therefore, we inject the above human visual characteristics into the three steps of MPED.

Neighborhood Construction. The human visual system is more sensitive to high-frequency information [19], [31], such as edge and contour. Therefore, human perception tasks need to pay more attention to the distortion of high-frequency features. Therefore, we use the high-pass filter to select a set of high-frequency points as neighborhood centers. The total point potential energy of these neighborhoods can reflect the characteristics of point cloud high-frequency structures.

Given the source X and the target Y, refer to the proposal in [5], we use the method proposed in [48] to filter high-frequency points as element of C. Specifically,

\[
C = \{ \gamma(X, \beta) \}_{c} \in \mathbb{R}^{L \times 6}, L \ll N,
\]

where \( \gamma(\cdot) \) is a Haar-like filter, \( \beta \) is filter length, and \( L \) is the number of points for \( C \). For more details, please check [5], [48].

Point Potential Energy Discrepancy. To better reflect the properties of human perception, we inject Stevens’s power law [47] into the PPE formulation. Stevens’s power law characterizes an exponential relationship between the magnitude of a physical stimulus and its perceived magnitude, which can be formulated as \( P \sim S^\gamma \), where \( S \) denotes the actual intensity of one stimulus (such as sound, lighting, distance, et al.) and \( P \) represents the perceived intensity of human beings; the value of \( \gamma \) measures human’s sensitivity to stimulus. The larger the value of \( \gamma \) is, the higher human’s sensitivity to stimulus is. We inject Stevens’s power law into the calculation of mass \( m_X \) and spatial field \( g_X \) respectively considering they are non-interference.

Specifically, for the formulation of the mass \( m_X \), we first introduce the color difference \( d_{\text{color}} \) between \( x'_j \) and \( c'_j \) as follows,

\[
d_{\text{color}} = \sum_{j} k_j |(x'_{j})_i - (c'_{j})_i| + 1,
\]

where \( k_j \) represents the weighting factors between different color channel, e.g., if \( x' \in \text{RGB} \), \( k_{R} : k_{G} : k_{B} = 1 : 2 : 1 \); if \( x' \in \text{YUV} \), \( k_{Y} : k_{U} : k_{V} = 6 : 1 : 1 \) [5]. The color difference reflects the color variation within the neighborhood, which can be regarded as one color stimulus for our perception. Following hints in Stevens’s power law and previous researches [49], we give the formulation of the mass by raising the above computed distances to the power of \( \alpha \), i.e.,

\[
m_X = (d_{\text{color}})^\alpha.
\]

Based on the preliminary experiments we find that \( \alpha = 0.5 \) provides the best performance, under which we have \( m_X = \sqrt{d_{\text{color}}} \).

Similarly, for the formulation of \( g_X \), we view the geometry difference between \( x^o_i \) and \( c^o_i \), i.e., \( d_{\text{color}} \), as the geometry stimulus, which reflects the geometry shifting within the neighborhood. Because both \( g_X \) and \( h_X \) are related to \( d_{\text{color}} \), we consider the perceived shifting based on Stevens’s power law as

\[
g_X = d_{\text{color}} = (d_{\text{color}})^\beta,
\]

\[
h_X = \sqrt{d_{\text{color}}}.
\]

Finally, we write the mass, the spatial field, and the distance as follows,

\[
m_X = f(c'_j, x'_j) = \sqrt{\sum_{j=1}^{3} k_j |(x'_{j})_i - (c'_{j})_i| + 1},
\]

\[
g_X = g(d_{\text{color}}) = \frac{1}{\sqrt{\|x'_{j} - c'_{j}\|_p} + \sigma},
\]

\[
h_X = d_{\text{color}} = \|x^o_j - c^o_j\|_p.
\]

where \( \sigma \) is no-zero constants to prevent numerical instability. \( p \in (1, 2) \) represents 1-norm or the square of 2-norm. We only consider the situation of \( K > 1 \) in Eq. (6) given the fact that human visual perception is highly adapted for extracting structural information [31].

For the visual system, the final score is derived based on the whole object, and the sizes and the filtered high-frequency point number of different point cloud (in our experiment we choose \( L = N/10000 \)) in subjective databases is usually different. Therefore, we introduce the intrinsic resolution [50] and the number of high-frequency point (i.e., \( L \)) to normalize the PED value. The intrinsic resolution for \( PED_K \) can be formulated as follows,

\[
IR = \left( \frac{\sum_{c \in C} \sum_{x_{i} \in X} d_{\text{color}}}{L \cdot K} \right)^\beta.
\]

where \( \beta = 0.5 \) is consistent with the above setting. Then, We normalize the functions proposed in Eq. (8) as follows,

\[
PED_{K}^{\text{normalized}} = \frac{\sum_{c \in C} |E_{N, k} x - E_{N, k} x|}{L \cdot IR}.
\]

Multiscale Point Potential Energy discrepancy. Finally, to introduce the multiscale characteristics of HVS, we replace \( PED \) in Eq. (9) with \( PED_{K}^{\text{normalized}} \) to get normalized MPED.

5.3 MPED Implementation Details on Machine Perception Tasks

In this section, we present the detailed implementation of MPED on machine perception tasks. The point clouds used for machine vision tasks are usually sparser than those for human perception. For instance, samples in ShapeNet [51] and ModelNet [52] consist of thousands of points that only reflect rough shapes of objects (e.g., Fig. 1a). Meanwhile, the task formulation of machine perception is a typical optimization problem, which demands that the specific design of MPED should consider its derivative during the backward propagation.

Neighborhood Construction. Different from human perception tasks, machine perception tasks usually aim to generate
samples that are exactly the same as the reference samples. Therefore, distortion quantifications used in machine perception tasks need to equally detect the shape deformation at any location.

We make PED equally detect the shape deformations at any location via applying the following neighborhood center selection strategy: both source and target samples are used as references to calculate the geometrical distortion. Therefore, given the ground truth X and the reconstructed sample Y, we set

\[ C = X \cup Y. \]

**Point Potential Energy Discrepancy.** To derive the formulation of PPE for machine vision tasks, we need to determine the spatial field function \( g(\cdot) \) in Eq. (6).

Considering the neighborhood center selection, the PED can be rewritten as follows to be consistent with the form of CD (i.e., Eq. (3)),

\[
PED = \sum_{x_i \in X} E_{N_{X,K}}^{x_i} - E_{N_{Y,K}}^{x_i} + \sum_{y_j \in Y} E_{N_{Y,K}}^{y_j} - E_{N_{Y,K}}^{y_j}.
\]

\[
= PED_{XY} + PED_{YX}. \tag{14}
\]

The derivative of \( PED_{XY} \) for one optimizable point \( \hat{y} \) can be solved as Eq. (15)

\[
\frac{\partial PED_{XY}}{\partial y} = 2 \sum_{x_i \in N_{X,Y}} k(d_{x,y})(\hat{y} - x_{i}^{\text{pse}})
\]

\[
= 2 \sum_{x_i \in N_{X,Y}} k(d_{x,y}) \left[ \frac{\hat{y} - k(d_{x,y})x_{i}^{\text{pse}}}{\sum_{x_i \in N_{X,Y}} k(d_{x,y})} \right] \tag{15}
\]

where \( N_{X,Y} = \{x_i | \hat{y} \in N_{X,K}^{x_i} \} \) represents the point collection in X that can find \( \hat{y} \) in their K-nearest neighborhoods. \( d_{x,y} = \|x_i - \hat{y}\|_2 \); the formulation of \( k(\cdot) \) can be written as

\[
k(t) = g(t) + \frac{\partial g(t)}{\partial t} \cdot t;
\]

\[
x_{i}^{\text{pse}} \quad \text{represents a pseudo point of } x_i \text{ which has the same or opposite location of } x_i \text{ corresponding to } \hat{y}, \text{which can be formulated as}
\]

\[
x_{i}^{\text{pse}} = \begin{cases} 
  x_i, & E_{N_{X,K}}^{x_i} > E_{N_{Y,K}}^{x_i} \\
  \hat{y}, & E_{N_{X,K}}^{x_i} = E_{N_{Y,K}}^{x_i} \\
  2\hat{y} - x_i, & E_{N_{X,K}}^{x_i} < E_{N_{Y,K}}^{x_i}.
\end{cases} \tag{17}
\]

According to Eq. (15), we can see that the derivative of \( PED_{XY} \) descends towards the result that \( \hat{y} \) approaches to the weighted average of \( N_{X,Y} \). The derivative of \( PED_{YX} \) can be also rewritten as a similar formulation (Please check Section 6.3 for more details on the derivative of MPED). Therefore, we can first consider the selection of \( k(t) \) and then solve the corresponding \( g(t) \).

For the selection of \( k(t) \), an intuitive thought is that for the points in \( N_{X,Y} \) farther from the \( \hat{y} \) should have smaller weights, which can increase the robustness of generation model since the peripheral points are the least reliable [53]. Considering \( t \) represents the distance in Eq. (15), it is desired that \( k(t) \) is decreasing. Therefore, we add one constraint for \( k(t) \) as follows

\[
\frac{\partial k(t)}{\partial t} = 2 \frac{\partial g(t)}{\partial t} + \frac{\partial^2 g(t)}{\partial t^2} \quad t < 0.
\]

A choice of \( g(t) \) satisfying the above constraint and Requirement 1 is \( g(t) = 1/\sqrt{t} \). Furthermore, such function has two properties that are expected. One is that \( k(t) \propto g(t) \), thus we can easily compare the influence of points at different positions corresponding to the center.

The other property is related to the goal of machine perception tasks. For our generation work, it is desired that more points in the reconstructed point cloud have the same position corresponding to their ground truth in the reference point cloud. Therefore, if one point in the ground truth, \( x_{i_k} \) is significantly closer to \( \hat{y} \) than other points, \( \hat{y} \) is expected to move towards \( x_{i_k} \). For \( g(t) = 1/\sqrt{t} \), we can conclude from Eqs. (15) and (16) that

\[
\frac{\sum_{x_i \in N_{X,Y}} k(d_{x,y})x_{i}^{\text{pse}}}{\sum_{x_i \in N_{X,Y}} k(d_{x,y})} \approx x_{i_k}^{\text{pse}} \approx x_{i_k}, \quad \text{if } d_{x,y} \to 0, \tag{19}
\]

which states that \( \hat{y} \) will quickly converge to \( x_{i_k} \) instead of other locations when they are very close.

Finally, considering \( t = d_{i_k}^{x_i} \), we write the mass, the spatial field, and the distance as follows,

\[
m_{x_i} = 1,
\]

\[
g_{x_i} = \begin{cases} 
  \frac{g(d_{i_k,x_i}^{x_i})}{\sqrt{\|x_{i}^{\text{pse}} - x_{i_k}^{x_i}\|_p}}, & \text{if } K > 1 \\\n  1, & \text{if } K = 1.
\end{cases}
\]

\[
h_{x_i} = d_{i_k}^{x_i} = \|x_{i}^{\text{pse}} - x_{i_k}^{x_i}\|_p, \tag{20}
\]

where \( \sigma \) is a no-zero constant to prevent numerical instability and we set \( p = 2 \).

**Multiscale Point Potential Energy Discrepancy.** To better guide the training of networks, point clouds in many machine vision tasks are normalized into the same size and point number during the preprocessing. Therefore, we directly use MPED in Eq. (9) as the loss function in our experiments.

**6 Properties of MPED**

In this section, we will present the properties of the proposed MPED. Considering MPED is only the arithmetic mean of PEDs at multiple scales, we focus on the properties of PED at a single scale. Meanwhile, as mentioned in Section 3, there are some differences between human and machine perception tasks when applying point cloud distortion quantifications. Especially, distortion quantifications used in human perception tasks aim to evaluate the distortion degree of a target corresponding to its source, which is a forward prediction process. In contrast, in machine perception tasks, distortion quantifications usually aim to assist...
network optimization, which includes the backward propagation process.

Therefore, we will first give the general properties of PED in Section 6. Then, we respectively compare the PED and other point cloud distortion quantifications in human and machine perception tasks, which are given in Sections 6.2 and 6.3. Especially, our analysis reveals that the most popular distortion quantification, CD, is a special case of PED, and PED shows potential superiority over CD in both human and machine perception tasks.

6.1 General Properties

In this section, we discuss the general properties of the proposed PED. Specifically, we first demonstrate that CD is a special case of PED (i.e., Theorem 1). Then, we demonstrate the effect of Requirement 1 when encountering isometrical perturbation (i.e., Theorem 2). Finally, we show that the proposed PED satisfies all three conditions for a desirable objective distortion quantification (i.e., differentiability, low complexity, and distortion discrimination).

Theorem 1. For \(X, Y\), if \(\forall x_i \in X, y_j \in Y\) satisfy \(x_i', y_j' = \Phi\) (i.e., \(X, Y\) only have coordinate information), \(g(\cdot) = 1, V = [1], p = 2, C = X \cup Y, PED = CD\).

Proof. Refer to Eq. (5), if point clouds do not have additional attributes except for spatial coordinate, we have \(m_{x_i} = 1\). Considering \(c_i \in X\), the nearest neighbor for \(c_i\) in \(X\) is exactly \(c_i\). Therefore, \(E_{X^k_{i}, c_i} = 0\). The same when \(c_i \in Y\), e.g., \(E_{X^k_{j}, y_j} = 0\). Therefore,

\[
PED_K = \sum_{c_i \in C} \left| E_{X^k_{i}, c_i} - E_{X^k_{j}, c_j} \right|
= \sum_{x_i \in X} \left| E_{X^k_{i}, x_i} - E_{X^k_{j}, x_j} \right| + \sum_{y_j \in Y} \left| E_{X^k_{j}, y_j} - E_{X^k_{i}, y_i} \right|
= \sum_{x_i \in X} \min_{y_j} d_{x_i, y_j} + \sum_{y_j \in Y} \min_{x_i} d_{x_i, y_j}
= \|x_i - x_j\|_2

\]

Theorem 1 explains that CD is a special case of PED. We will make more detailed analysis about the comparison between CD and PED in both human and machine perception tasks, i.e., Sections 6.2 and 6.3.

Theorem 2. When \(m_1 = m_2, \|x_i^o - x_j^o\|_2 \leq \|x_i^o - x_j^o\|_2\), \(g\) satisfies Requirement 1. For an isometrical perturbation \(\epsilon \in \mathbb{R}\), we have

\[
E_{x_i+(x_i-x_0)} - E_{x_i} \geq E_{x_j+(x_j-x_0)} - E_{x_j}.
\]

Proof. \(F = ma = m g x\), \(F\) represents force, and \(a\) represents the accelerated speed. Assuming in euclidean distance space, we plot the variation of \(F\) corresponding to distance \(h\) in Fig. 5,

\[
\Delta E_1 = \Delta E_2 \implies (x_1 - x_0) = (x_2 - x_0) = \epsilon
\]

Fig. 5. Force-distance curves.

\[\therefore E_{x_1+(x_1-x_0)} - E_{x_1} - (E_{x_2+(x_2-x_0)} - E_{x_2}) = \Delta E_1 - \Delta E_2 \geq 0\]

Theorem 2 explains that with two points share the same mass while different distances to zero potential plane, PED can detect the geometrical isometrical distortion via total energy variation.

We further check the three conditions for an ideal distortion quantification proposed in Section 1.

- Differentiability. Refer to specific implementations illustrated in Sections 5.2 and 5.3, all the steps adopted in PED are clearly differentiable;
- Low complexity. The computational bottleneck of both PED and CD is the \(K\)-nearest-neighbor searching. The complexity of CD is \(O(N^2 + N)\). In contrast, The complexity of PED is \(O(N^2 + KN)\), which is comparable to CD. Note the complexity of EMD is \(O(N^3)\);
- For distortion discrimination, Theorem 2 states that PED is sensitive to isometrical distortion, which cannot be detected by CD and EMD.

6.2 PED for Human Perception Tasks

For human perception tasks, we hope that PED can reflect both geometry and attribute distortions mentioned in Section 2. Therefore, we use several toy examples to validate and demonstrate the sensitivity of PED to different distortions. Specifically, we use CD, EMD and PSNR\(_{YUV}\) [14] as comparison, which are widely used in human perception tasks. For PSNR\(_{YUV}\), it first matches points via euclidean distance like CD, i.e., \(x_i \in X, y_j \in Y, \min((\|x_i^o - y_j^o\|_2))\). Then calculating the color difference between paired \(x_i\) and \(y_j\).

Compared with CD, PSNR\(_{YUV}\) can better detect attribute-losse distortion existed in point clouds.

Case 1: Sensitivity to Attributive Isometrical Distortion. As illustrated in Fig. 6d1 and d2, \(\Delta m\) means a perturbation on three color channels simultaneously.

\[\therefore CD_{d1} = 0 = CD_{d2};\]
\[\therefore EMD_{d1} = 0 = EMD_{d2};\]
\[\therefore PSNR_{YUV}^{d1} = PSNR_{YUV}^{d2};\]
\[\therefore Because of h_1 \neq h_2, PED_{d1} \neq PED_{d2};\]

Case 2: Sensitivity to Geometrical Isometrical Distortion. As illustrated in Fig. 6d3 and d4, \(\Delta h\) means a perturbation on distance.

\[\therefore CD_{d1} = \Delta h = CD_{d4};\]
\[\therefore EMD_{d1} = \Delta h = EMD_{d4};\]
\[\therefore PSNR_{YUV}^{d1} = 0 = PSNR_{YUV}^{d4};\]
Because of $h_1 \neq h_2$, $m_1 \neq m_2$, PED$^d_1 \neq$ PED$^d_2$ under most cases.

From the above cases, we can conclude that MPED is more sensitive to different distortions than previous distortion quantifications, which is necessary in human perception tasks. More cases can be found in appendix, available in the online supplemental material.

### 6.3 PED for Machine Perception Tasks

As mentioned in Section 2, CD is the most favored loss function due to its low computational cost. Therefore, we will focus on the comparison between CD and PED in this section.

Refer to Eq. (14), we rewrite PED as $PED = PED_{X|Y} + PED_{Y|X}$, and divide CD into two parts, i.e., $CD = CD_{X|Y} + CD_{Y|X}$. We first summarize the impact of $X|Y$ and $Y|X$ parts, and then give detailed analysis for better understanding and comparison.

In summary, our analysis show that, for $X|Y$ part, $PED_{X|Y}$ can reduce the possibility that the points cannot be optimized during the backward propagation compared to $CD_{X|Y}$; for $Y|X$ part, $PED_{Y|X}$ can better prevent generated samples from point-collapse.

Theorem 1 have shown the relation between CD and PED. For the sake of fair comparison, we set $p = 2$ and $C = X \cup Y$ for PED, which is consistent with the conditions in Theorem 1 and implementation details in Section 5.3.

### 6.3.1 Analysis for $X|Y$ Part

To better illustrate the relationship between points of $X$ and $Y$, we introduce a mutual-incidence matrix $B = \{b_{ij}\} \in \mathbb{R}^{N \times M}$, where

$$b_{ij} = \begin{cases} 1, & \text{if } y_j \in \mathcal{N}_{x_i}, \smallskip \text{otherwise.} \end{cases}$$

According to Theorem 1, we know CD is a special case of PED when $K = 1$. Therefore, for either $CD_{X|Y}$ or $PED_{X|Y}$, we can have $\sum b_{ij} = K$, that is, the row sum of the incidence matrix indicates the neighborhood size $K$.

Although the row sum of the incidence matrix is constant, the column sum is indeterminate. Actually, the $j$th column sum indicates the number of points in $X$ that can find $y_j$ in their $K$-nearest neighborhoods. We formulate the $j$th column sum as $\sum_i b_{ij} = |\mathcal{N}_{x_i}|$, where $\mathcal{N}_{x_i} = \{x_i | y_j \in \mathcal{N}_x \}$. Fig. 8a shows an example of the mutual-incidence matrix of $CD_{X|Y}$ when $N = M$. In Fig. 8a, the row sum of $B_{CD}$ is equal to 1. However, when we focus on the column sum of $B_{CD}$, we can see the column sum of $B_{CD}$ is inconstant.

For instance, for 1th column, which corresponds to $y_1$, we have $\sum_i b_{1j} = 2$; while for the 2th column which corresponds to $y_2$, we have $\sum_j b_{ij} = 0$. Similar to $CD_{X|Y}$, the mutual-incidence matrix of $PED_{X|Y}$, noted as $B_{PED}$, also has constant row sum $K$ and inconstant column sum.

**Derivative Calculation.** To better compare the effects of CD and PED in the optimization, we respectively explore their derivatives. For a reconstructed point $\hat{y}$ in $Y$, the partial derivative of $CD_{X|Y}$ w.r.t. $\hat{y}$ is

$$\frac{\partial CD_{X|Y}}{\partial \hat{y}} = \begin{cases} 2 \sum_{x_i \in \mathcal{N}_{X}} (\hat{y} - x_i), & \sum_j b_{ij} > 0 \smallskip 0, & \sum_j b_{ij} = 0. \end{cases}$$

For the partial derivative of $PED_{X|Y}$ w.r.t. $\hat{y}$, we can set, without loss of generality, the spatial field function $g(\cdot) = 1$. Then we have

$$\frac{\partial PED_{X|Y}}{\partial \hat{y}} = \begin{cases} 2 \sum_{x_i \in \mathcal{N}_{X}} (\hat{y} - x_i^{w}), & \sum_j b_{ij} > 0 \smallskip 0, & \sum_j b_{ij} = 0. \end{cases}$$

The specific formulation of $x_i^{w}$ has been shown in Eq. (17). Obviously, when $K = 1$, we have $x_i^{w} = x_i$, which leads to $\frac{\partial PED_{X|Y}}{\partial \hat{y}} = \frac{\partial CD_{X|Y}}{\partial \hat{y}}$.
we can see that some points in the gen-

Fig. 8. The mutual-incidence matrix for CD_{X2Y} and CD_{Y2X} when N = M.

Analysis and Validation. For all points in Y, we can conclude the derivative formulation of CD or PED as

\[
\frac{\partial \text{CD}(\text{PED})_{X2Y}}{\partial Y} = 2(DY - B^T X^{\text{pose}}),
\]

where \(D = \text{diag}(B^T 1) \in \mathbb{R}^{M \times M}\).

According to Eq. (22), we can see that the derivative of \(y_j\) is equal to 0 when \(\sum_i b_{ij} = 0\), which means that \(y_j\) cannot be optimized during the backward propagation. We regard such points as isolated points in the optimization and other points as optimizable points. The possibility that \(y_j\) is not an isolated point in one iteration can be formulated as \(p(\sum_i b_{ij} > 0)\). Obviously, we have

\[
p_{\text{CD}}(\sum_i b_{ij} > 0) = 1 - \left( \frac{M - 1}{M} \right)^N
\]

\[
\leq 1 - \left( \frac{M - K}{M} \right)^N = p_{\text{PED}}(\sum_i b_{ij} > 0).
\]

Eq. (23) shows that for X2Y part, PED can better avoid the existence of isolated points by selecting proper neighborhood size \(K\), which endows the generated samples with better spatial distribution.

To validate our analysis, we illustrate the training process of point cloud reconstruction task in Fig. 7. Specifically, we respectively use CD_{X2Y} and PED_{X2Y} (\(K = 10\) and \(g(\cdot) = 1\)) as the loss functions to train the LatentNet [7] and observe the generated samples with the increase of training epochs. For CD_{X2Y}, we can see that some points in the generated samples always locate under the seat part (i.e., the region bounded by the blue box in Fig. 7), which states that they are almost not be optimized during the training. We regard these points as isolated points. In contrast, generated samples using PED_{X2Y} as the loss function avoid such trap.

6.3.2 Analysis for Y2X Part

Similar to the analysis of X2Y part, we also introduce a mutual-incidence matrix \(B = \{b_{ij}\} \in \mathbb{R}^{N \times M}\)

\[
b_{ij} = \begin{cases} 1, & \text{if } x_i \in N^X_{y_j, K} \\ 0, & \text{otherwise.} \end{cases}
\]

For either CD_{Y2X} or PED_{Y2X}, we have \(\sum_j b_{ij} = K\), that is, the column sum of \(B\) indicates the neighborhood size \(K\). In contrast to X2Y part, the row sum of \(B\) can be written as \(\sum_j b_{ij} = |N^X_{Y, K}|\), where \(N^X_{Y, K} = \{y_j \mid x_i \in N^X_{y_j, K}\}\).

The \(i\)th row sum indicates the number of points in \(Y\) that can find \(x_i\) in their \(K\)-nearest neighborhoods. Fig. 8b shows an example of the incidence matrix of CD_{Y2X}. In Fig. 8b, we can see the column sum of \(B_{\text{CD}}\) is equal to 1. Meanwhile, the row sum of \(B_{\text{CD}}\) is uncertain.

Derivative Calculation. Here we explore the derivatives of both CD and PED. For a reconstructed point \(\hat{y}\) in \(Y\), the partial derivative of CD_{Y2X} w.r.t. \(\hat{y}\) is

\[
\frac{\partial \text{CD}_{Y2X}}{\partial \hat{y}} = 2(\hat{y} - x_i), \quad x_i = N^X_{y, 1}.
\]

For the partial derivative of PED_{Y2X} w.r.t. \(\hat{y}\), we set the spatial field function \(g(\cdot) = 1\). Considering that \(\hat{y}\) can be found as neighbor of other points in \(N^X_{Y, 2}\) (note as \(R\), or as the neighborhood center itself (note as \(T\)), we divide the partial derivative into two parts as follows,

\[
\frac{\partial \text{PED}_{Y2X}}{\partial \hat{y}} = R + T
\]

\[
R = 2 \sum_{y_j \in N^X_{Y, 2}} \text{sgn}(E^X_{N^X_{y_j, K}} - E^X_{N^X_{y, K}})(\hat{y} - y_j)
\]

\[
T = 2 \sum_{y_j \in N^X_{Y, 2}} \text{sgn}(E^X_{N^X_{y_j, K}} - E^X_{N^X_{y, K}})(\hat{y} - y_j)
\]

\[
= 2 \sum_{y_j \in N^X_{Y, 2}} \text{sgn}(E^X_{N^X_{y_j, K}} - E^X_{N^X_{y, K}})(\hat{y} - y_j) = 2 \sum_{y_j \in N^X_{Y, 2}} \text{sgn}(E^X_{N^X_{y_j, K}} - E^X_{N^X_{y, K}})(\hat{y} - y_j)
\]

when \(K = 1\), we have \(\frac{\partial \text{PED}_{Y2X}}{\partial \hat{y}} = \frac{\partial \text{CD}_{Y2X}}{\partial \hat{y}}\) because \(R = 0\) and \(T = 2(\hat{y} - x_i)\).

Analysis and Validation. According to Eq. (24), we can know why point-collapse usually happens when using CD as the loss function. Specifically, points of \(Y\) corresponding to the same \(x_i\) (e.g., \(x_i\) in Fig. 8b) will move to the location of \(x_i\), which leads to denser distribution around \(x_i\) in the target. Meanwhile, those locations around points that can not be found (e.g., \(x_i\) in Fig. 8b), will be sparser than the ground truth. In fact, if we only use CD_{Y2X} as the loss function, all points in the target may converge towards one location, which can be regarded as an extreme point-collapse.

For the derivative of PED, two terms in Eq. (25), \(R\) and \(T\), play different roles in the optimization. Specifically, \(T\) pushes \(\hat{y}\) to converge in the direction that minimizes the energy discrepancy between \(N^X_{y, K}\) and \(N^X_{y, K}\). Therefore, the information of those points ignored by CD can be introduced. Utilizing the mutual-incidence matrix \(B\), we formulate the possibility that \(x_i\) can not be found in Y2X neighbor searching as \(p(\sum_j b_{ij} = 0)\). Then we have

\[
p_{\text{CD}}(\sum_j b_{ij} = 0) = \left( \frac{N - 1}{N} \right)^M
\]

\[
\geq \left( \frac{N - K}{N} \right)^M = p_{\text{PED}}(\sum_j b_{ij} = 0).
\]

Eq. (26) shows that PED can better avoid the existence of over-sparse or over-populated regions in the target, which reduces the possibility that point-collapse happens.
As for term $R$, it can serve as a refinement term to smooth the generated samples during the training. Considering $Y_{\text{pose}} = Y$, we have

$$Y - \alpha \cdot R = [I - 2\alpha(D - A)]Y = [I - 2\alpha L]Y,$$  

(27)

where $\alpha$ is the learning rate; $A = \{a_{ij}\} \in \mathbb{R}^{M \times M}$ represents an adjacent matrix, which have

$$a_{ij} = \begin{cases} 1, & \text{if } y_j \in N_j^Y, k \vphantom{y_j} \\ 0, & \text{otherwise}. \end{cases}$$

$D = \text{diag}(A1)$ and $L = D - A$ represents the graph Laplacian matrix on a directed graph. Considering $Y$ as the signal on the directed graph, according to graph signal processing theory [54], $h(L) = I - 2\alpha L$ in Eq. (27) can serves as a low-pass graph filter, which makes the point distribution of generated samples more uniform.

Fig. 9 shows the generated samples of LatentNet after 500 epochs of training. We can see that, if we only use $CD_{\text{YX}}$ as the loss function to train the network, all points in the generated sample converge to the same location in the blue box, which may be caused by an unsuccessful initialization. In contrast, $PED_{\text{YX}}$ prevents generated samples from such extreme collapse and keeps a passable shape.

From the above analysis for both human and machine perception tasks, we can see PED shows potential superiority over CD and other popular distortion quantifications. As the multiscale version of PED, MPED inherits all properties of PED and has better distortion distinguishability, which provides a theorem basis for the application of MPED in Sections 5.2 and 5.3.
Table 2 presents the performance of MPED and other state-of-the-art distortion quantifications on LS-PCQA and WPC. We see that: i) MPED provides the best performance on LS-PCQA and comparable performance on WPC. Specifically, the PLCC and SROCC of MPED \( p = 2 \) on LS-PCQA and WPC are above 0.6, while other distortion quantifications cannot perform well on both two databases; ii) the SROCCs of M-p2po, M-p2pl, H-p2po, and H-p2pl are lower than 0.3 on LS-PCQA. The reason is that there are several types of geometry lossless but color lossy distortion, such as color quantization dither (CQD). These four distortion quantifications cannot detect color distortion.

### Ablation Study

- **Color Space**

  We have exemplified the effectiveness of MPED based on the RGB-based color channel decomposition. In this part, we test the performance of MPED in terms of other color channel space, e.g., YUV and Gaussian color model (GCM) [59]. YUV and GCM are two color channel spaces that consist of one luminance component and two chrominance components. Given that human visual system is more sensitive to the luminance component [14], we set \( k_1 = 6, k_{c1} = k_{c2} = 1 \) [5]. \( k_i \) represents the weighting factors of luminance component, and \( k_{c1}, k_{c2} \) for chrominance components. We use SJTU-PCQA as the test database and the results shown in Table 4.

In Table 4, we see that the performance of MPED is very close for multiple color spaces, which proves the robustness of MPED.

### 7.2 Experimental Evaluation on Machine Perception Tasks

For machine perception, we test MPED on three typical unsupervised learning tasks, i.e., point cloud reconstruction, shape completion, and upsampling.

**Parameters of MPED.** i) \( \sigma \). We set \( \sigma = 10^{-10} \); ii) \( \Psi \). For machine perception, we set \( \Psi = [10, 5, 1] \) for \( p = 2 \).

**Performance Evaluation.** To validate the proposed MPED as a loss function for machine perception tasks, we compare it with CD [60] and EMD [61]. For each task, with various supervisions, we test several state-of-the-art networks under the same training settings, e.g., same network, same epochs, and same network parameters. To compare the final performance, we use CD, EMD, and JSD as objective quantitative evaluation. JSD measures the marginal distributions between the generated and reference samples [7].

**Spatial Cube.** The central points usually share similar attributes with replaced points, and can be used multiple times during point matching. Therefore, PSNR\(_{YUV} \) are not sensitive to OT.

- **LS-PCQA and WPC database.**

  Table 3 presents the overall performance of MPED and other state-of-the-art distortion quantifications on LS-PCQA and WPC. We see that: i) MPED provides the best performance on LS-PCQA and comparable performance on WPC. Specifically, the PLCC and SROCC of MPED \( p = 2 \) on LS-PCQA and WPC are above 0.6, while other distortion quantifications cannot perform well on both two databases; ii) the SROCCs of M-p2po, M-p2pl, H-p2po, and H-p2pl are lower than 0.3 on LS-PCQA. The reason is that there are several types of geometry lossless but color lossy distortion, such as color quantization dither (CQD). These four distortion quantifications cannot detect color distortion.

### Ablation Study

- **Color Space**

  We have exemplified the effectiveness of MPED based on the RGB-based color channel decomposition. In this part, we test the performance of MPED in terms of other color channel space, e.g., YUV and Gaussian color model (GCM) [59]. YUV and GCM are two color channel spaces that consist of one luminance component and two chrominance components. Given that human visual system is more sensitive to the luminance component [14], we set \( k_1 = 6, k_{c1} = k_{c2} = 1 \) [5]. \( k_i \) represents the weighting factors of luminance component, and \( k_{c1}, k_{c2} \) for chrominance components. We use SJTU-PCQA as the test database and the results shown in Table 4.

In Table 4, we see that the performance of MPED is very close for multiple color spaces, which proves the robustness of MPED.

| Color Space | PLCC \( p = 1 \) | SROCC \( p = 1 \) | RMSE \( p = 1 \) |
|------------|----------------|----------------|----------------|
| RGB        | 0.8954         | 0.8877         | 1.0808         |
| YUV        | 0.8940         | 0.8853         | 1.0872         |
| GCM        | 0.8935         | 0.8849         | 1.0899         |
distinguish CD as loss function and quantitative metrics, we use CD as loss function while CD as the quantitative metric. The EMD in the same way.

**3D Point Cloud Reconstruction**

Here we adopt ShapeNet dataset used in [7] and validate the proposed MPED on three typical networks for point cloud reconstruction with default network parameter setting expect training epochs, e.g., LatentNet [7], Atlas-Net [42], and FoldingNet++ [9]. For a fair comparison, we randomly set training epochs of LatentNet, Atlas-Net and FoldingNet++ as 500, 300, and 100 due to the default training epochs selected by presenting best CD value on the test sequences. Four sub-categories from ShapeNet are used as test sequences, e.g., “Chair,” “Airplane,” “Table” and “Rifle”. Specifically, for each sub-category, we set 75% as training set and 25% as testing set.

**Table 5** shows the reconstruction performance of three networks with various supervisions. We use red, blue and cyan to highlight best performance for three networks, respectively. Besides the individual performance, we also present average performance treating four categories as a whole. We see that: i) for LatentNet and AtlasNet, CD presents best CD, worst EMD and JSD; EMD presents best EMD, worst CD, and passable JSD; MPED presents best JSD, while passable CD and EMD; ii) for FoldingNet++, MPED presents dominated performance while only several EMDs are awarded by EMD; iii) considering JSD as the third party metric that was not involved in training, the proposed MPED is more capable. When using CD as the supervision, it is less objective to prove its superiority by providing CD is best.

Fig. 10 illustrates several reconstruction results for three networks under various supervisions. We see that: i) the results of CD present structure losing or blurred, especially finer parts, e.g., the leg of a chair; ii) EMD presents some “noise” points around sample surface, which means the coordinate of a single point is not accurate enough. iii) the proposed MPED can reconstruct each part of samples with high quality.

**3D Shape Completion**

Same to reconstruction, we use the ShapeNet dataset proposed in [7]. Four sub-categories from ShapeNet are used as the test sequences, e.g., “Chair,” “Airplane,” “Table” and “Car”. The incomplete samples are generated via the method proposed by [11]. Specifically, for each sub-category, we set 75% as training set and 25% as testing set. We use LatentNet [7], PF-Net and PF-GAN [11] with default network parameter setting to test the empirical performances of various loss functions on the task of shape completion. Besides the individual performance, we also present average performance treating four categories as a whole. All the results are shown in Table 6. We see that: i) for LatentNet and PF-GAN, MPED provide dominated performances in CD and JSD while EMD in PF-GAN is preferred by EMD; ii) for PF-Net, MPED presents best JSD, while passable CD and EMD; CD and EMD respectively give best CD and EMD.

The qualitative examples of shape completion are illustrated in Fig. 11. For LatentNet, the output is the whole sample, while PF-GAN and PF-Net only generate the missing part. We use black points to represent the input samples, grey points represent the hollow part (e.g., airplane tail), and orange points to highlight generated points. We see that: i) the tail of CD is quite blurred, while EMD is too tight with several scattered points far away from the reconstructed surface; and ii) the proposed MPED generates the most realistic hollow part.

**3D Point Cloud Upsampling**

We use PU-Net [62] to test the performance of three loss functions for the upsampling task. We vary the upsampling ratio as 2 and 4, respectively. And we use the database provided by the [62], all the experiment parameters are default parameters refer to the implementation proposed by [63]. The results are shown in Table 7. Fig. 12 illustrates some upsampling examples under ratio = 4. We zoom in some details for better observation.

We see that: i) for both ratio = 2 and 4, the MPED presents dominant performance; and ii) compared with
MPED, CD presents more discontinuities, such as holes in horse’s leg and chair’s seat in Fig. 12; EMD generates some uneven texture, which damages the viewing experience to some extent.

Ablation Study.

- Size of Neighborhood

We use point cloud reconstruction as a typical task. For comparison, we test PED at different single scales ($\Psi = [1, 3, 5, 10, 15]$) and one MPED ($\Psi = [10, 5, 1]$). “Chair” is selected as test sequence of point cloud reconstruction, and LatentNet is used as the network. The results are shown in Table 8. We see that: i) with the increase of neighbor size, the value of CD present an increasing tendency, while EMD and JSD become smaller; ii) when $K$ increased from 1 to 3, the EMD and JSD present an obvious gap, which means the point-collapse is significantly alleviated by injecting contextual information; iii) compared to PED at different single scales, MPED presents best JSD, which states that introducing multiscale characteristics contributes to the point distribution of generated samples.

- Convergence rate

To illustrate the effectiveness of the proposed PED, Fig. 13a shows the tradeoff between performance and computational cost. We use LatentNet as an example. The $y$-axis shows the performance of JSD under different loss functions, and the $x$-axis shows the training time. We see that MPED achieves lower JSD while reducing the computational time by 3 times compared to EMD. Fig. 13b, 13c, and 13d show the reconstruction loss of CD, EMD and JSD under different training epochs.

For CD, i.e., Fig. 13b, MPED presents obvious faster convergence rate in the early stage, after which it realizes close performance with CD; for EMD, i.e., Fig. 13c, MPED curve shows steady downward trend and costs around 300 epochs to reach stable and best results; for JSD, i.e., Fig. 13d, 200 epochs is enough for MPED to converge to stable results, while CD and EMD need more than 400 epochs, respectively.

8 CONCLUSION

In this paper, we propose a universal point cloud distortion quantification named multiscale potential energy discrepancy (MPED). The proposed MPED is differentiable, has low computational complexity, and can discriminate distortions. MPED presents robust performances for both human perception and machine perception tasks. Specifically, for human perception tasks, MPED reveals the best performance on two fairly large databases, i.e., SJTU-PCQA and LS-PCQA; for machine perception tasks, MPED shows better performance than Chamfer distance and Earth mover’s distance on three typical unsupervised tasks, i.e., point cloud reconstruction, shape completion and upsampling.

We further demonstrate the robustness of MPED in ablation study, the results show that the proposed MPED exhibits stable and reliable performance in terms of various color spaces, and presents high optimization efficiency as loss function.

Table 7

| Model | Ratio | Loss | Upsampling |
|-------|-------|------|------------|
|       | 2     | CD   | 6.50 9.53 10.12 |
|       | 2     | EMD  | 9.17 4.92 13.53 |
| PU-Net| 4     | CD   | 4.96 9.62 8.10 |
|       | 4     | EMD  | 7.47 9.48 11.20 |
|       | 4     | MPED | 5.32 9.36 7.43 |

The proposed MPED presents most of the top-level performance.
**Fig. 12.** Illustration of point cloud upsampling. The proposed MPED presents the best upsampling results.

**Fig. 13.** (a) Performance versus time. The proposed MPED presents best performance with low time consuming; (b)-(d): reconstruction loss under different training epochs (b) CD; (c) EMD; (d) JSD.
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