On the uniqueness of nondegenerate blowups for the motion by curvature of networks

Alessandra Pluda*  Marco Pozzetta†

December 7, 2022

Abstract

In this note we prove uniqueness of nondegenerate compact blowups for the motion by curvature of planar networks. The proof follows ideas introduced in [16] for the study of stability properties of critical points of the length functional and it is based on the application of a Łojasiewicz–Simon gradient inequality.
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1 Introduction

If $G$ is an abstract one-dimensional graph, see Definition 2.1, a network $\Gamma : G \to \mathbb{R}^2$ is, roughly speaking, an embedding of $G$ in $\mathbb{R}^2$ of class $H^2$. Topologically, we only consider graphs whose junctions have order three, and we will be mainly interested in regular networks, i.e., networks such that the tangent vectors of the immersions given by $\Gamma$ forms equal angles, equal to $\frac{2}{3}\pi$, at any junction.

A motion by curvature $\Gamma_t : G \to \mathbb{R}^2$ is a smooth one-parameter family of networks such that the normal velocity of the evolution is equal to the curvature of the immersions along each edge, see Definition 2.3. The motion by curvature generalizes the one-dimensional mean curvature flow, called curve shortening flow, to singular one-dimensional objects given by planar networks. The basic theory concerning short and long time behavior of this geometric flow can be found in [2, 15, 14, 9]. Just like classical mean curvature flow, the motion by curvature may develop singularities determined by the fact the either the length of some edge goes to zero or the $L^2$-norm of the curvature diverges in finite time. A great deal of work has been done to understand the nature of these singularities and to define the flow past singularities [15, 12, 14, 1, 10, 11, 13, 4, 3].

A classical procedure employed in order to analyze a singularity for a flow $\Gamma_t : G \to \mathbb{R}^2$ is to perform a blowup of the motion. Classically, if $\Gamma_t$ is defined on times $[0, T)$ and $x_0 \in \mathbb{R}^2$ is fixed, this means to consider sequences of parabolically rescaled motions by curvature $\Gamma^{\mu_j}_t := \mu_j (\Gamma_{-\mu_j^2 t + x_0}) : G \to \mathbb{R}^2$ and to pass to the limit in space-time as $\mu_j \to +\infty$. Up to subsequence, one shows that there exists such a limit $\Gamma^{\infty}_t$, which is called tangent flow, and it is a homothetically shrinking motion by curvature, see [14, Section 8]. The shape of $\Gamma^{\infty}_t$ at any time identifies the motion by curvature $\Gamma_t$ at infinitesimal scales around $x_0$ as $t$ approaches $T$. However, the construction may clearly depend on the choice of the sequence $\mu_j$, and it is today an open problem to prove uniqueness of blowups, i.e., independence of the sequence $\mu_j$, for a motion by curvature, or for the mean curvature flow, in full generality. Some of the most influential contributions to the uniqueness of blowups for mean curvature flow are contained in [18], for the case of compact blowups, [8], for the case of cylindrical blowups, [7], for the case of conical blowups.

An equivalent way for proving uniqueness of blowups, employed also in the above mentioned works, is to prove that the so-called rescaled motion by curvature $\Gamma^{\infty}_t := (2e^{-t})^{-\frac{1}{2}}(\Gamma_{T-e^{-t}} - x_0) : G \to \mathbb{R}^2$ has a full limit as $t \to +\infty$, see Section 2.2. As in the case of tangent flows, along sequences $t_n \to +\infty$, one always finds limits of $\Gamma^{\infty}_{t_n}$, but the limit may depend on the diverging sequence of times.

In this note, we prove that if one of such sequential limits $\Gamma_\omega$ of $\Gamma^{\infty}_{t_n}$ is nondegenerate and compact, encoded in the fact that $\Gamma_\omega : G \to \mathbb{R}^2$ is a regular network for the same graph $G$ which is the domain of the original
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flow \( \Gamma_t : G \to \mathbb{R}^2 \), then it is unique. For the precise definitions of the terminology used in the next statement, we refer to Definition 2.1, Definition 2.3, Definition 2.4, and Remark 2.6 below.

**Theorem 1.1.** Let \( \Gamma_t : G \to \mathbb{R}^2 \) be a motion by curvature defined on times \( t \in [0, T) \) with \( T < +\infty \), where \( G \) is a graph without endpoints.

If \( \Gamma_* : G \to \mathbb{R}^2 \) is a nonempty nondegenerate blowup of \( \Gamma_t \) at some \( x_0 \in \mathbb{R}^2 \) and time \( T \), then \( \Gamma_* \) is the unique blowup of \( \Gamma_t \) at point \( x_0 \) and time \( T \).

More precisely, the following two (equivalent) statements hold true.

1. The rescaled motion by curvature \( \tilde{\Gamma}_t \) at point \( x_0 \) and time \( T \) smoothly converges to \( \Gamma_* \) as \( t \to +\infty \), up to reparametrizations.

2. For any diverging sequence \( \mu_j \nearrow +\infty \), the sequence of parabolically rescaled motions by curvature \( \Gamma^{\mu_j}_t \) converges locally smoothly in space-time to the homothetically shrinking motion by curvature \( \Gamma^\infty_t \) such that \( \Gamma^\infty_{-1/2} = \Gamma_* \).

We remark that the above uniqueness theorem holds true regardless of assumptions on whether \( T \) is a singularity time for \( \Gamma_t \) of Type I or Type II, see [14, remark 8.21]. On the other hand, a necessary consequence of the uniqueness result in Theorem 1.1 is the fact that if \( \Gamma_t \) develops a singularity at time \( T \) and a blowup at \( T \) is a nondegenerate network \( \Gamma_* : G \to \mathbb{R}^2 \), then such singularity is, in fact, a Type I singularity (see [14, Remark 8.24]).

Theorem 1.1 is a consequence of Theorem 3.9 below, which proves smooth convergence of a rescaled motion \( \tilde{\Gamma}_t \). The great advantage of working with the flow \( \tilde{\Gamma}_t \) is that such evolution turns out to be the \( L^2 \)-gradient flow of the Gaussian energy defined by

\[
\mathcal{G}(\Gamma) := \sum_i \int_0^1 e^{-|\gamma^i(x)|^2/2} \, ds,
\]

for any network \( \Gamma : G \to \mathbb{R}^2 \). With the obvious meaning of symbols \( \sum_i \int_{\gamma^i} \) and \( \int_{\Gamma} \), we shall equivalently write \( \mathcal{G}(\Gamma) = \sum_i \int_{\gamma^i} e^{-|\tau^i|^2/2} = \int_{\Gamma} e^{-|\tau|^2/2} \).

The gradient flow structure permits to apply a general strategy for proving full convergence of a flow out of its sequential convergence along sequences of times, see [17]. Such strategy is based on the application of a \( \text{Łojasiewicz–Simon} \) gradient inequality [19, 5, 6] derived on the energy functional \( \mathcal{G} \). We derive such inequality in Corollary 3.8 below.

The main difficulty here is that such an inequality would readily follow by functional analytic results [5] relying on the possibility of parametrizing networks as normal graphs over fixed critical points of \( \mathcal{G} \). However, the nonsmooth structure of networks necessarily implies technical complications, since networks close to a fixed one \( \Gamma_* \) cannot be written as normal graphs over \( \Gamma_* \). Hence, in order to perform a graph parametrization of networks close to \( \Gamma_* \) we will need to allow for graphs having both a normal and a tangential component with respect to \( \Gamma_* \). The issue of performing such a graph parametrization and at the same time of achieving the linear functional analytic setup needed for deriving the \( \text{Łojasiewicz–Simon} \) inequality was investigated in [16] for the study of stability properties networks that are critical points of the length functional. We shall recall from [16] the tools needed here at the beginning of Section 3, and we refer to [16] for a more detailed account on the method.

**Organization.** In Section 2 we recall basic definitions on networks, motion by curvature, and blowups. In Section 3 we first derive the \( \text{Łojasiewicz–Simon} \) inequality at critical points of \( \mathcal{G} \), Corollary 3.8, and then we prove convergence of the rescaled motion by curvature, Theorem 3.9, implying the main result Theorem 1.1.

## 2 Preliminaries

### 2.1 Networks

For a regular curve \( \gamma : [0, 1] \to \mathbb{R}^2 \) of class \( H^2 \), we define the tangent vector \( \tau_\gamma := \frac{\gamma'}{||\gamma'||} \), and the normal vector \( \nu_\gamma := R(\tau_\gamma) \), where \( R \) denotes counterclockwise rotation of \( \tilde{\tau} \). We define \( ds := |\gamma'| \, dx \) the arclength element and \( \partial_x := |\gamma'|^{-1} \partial_x \) the arclength derivative. The curvature of \( \gamma \) is the vector \( k_\gamma := \partial_x^2 \gamma \).
We shall usually drop the subscript $\gamma$ when there is no risk of confusion.

**Definition 2.1 (Networks).** Fix $N \in \mathbb{N}$ and let $i \in \{1, \ldots, N\}$, $E^i := [0,1] \times \{i\}$, $E := \bigcup_{i=1}^{N} E^i$ and $V := \bigcup_{i=1}^{N} \{0,1\} \times \{i\}$.

Let $\sim$ be an equivalence relation that identifies points of $V$. Let $G := E / \sim$ be the graph given by the topological quotient space of $E$ induced by $\sim$. Assume that $G$ is connected.

Denoting by $\pi : E \to G$ the projection onto the quotient, an *endpoint* is a point $p \in G$ such that $\pi^{-1}(p) \subset V$ and it is a singleton, a *junction* is a point $m \in G$ such that $\pi^{-1}(m) \subset V$ and it is not a singleton.

For any $(e^i,i) \in E^i$ such that $\pi(e^i,i)$ is a junction, we assume that there exist exactly two boundary points $(e^i,j) \in E^j, (e^k,k) \in E^k$, for $j \neq k$ distinct from $i$, such that $\pi(e^i,i) = \pi(e^j,i) = \pi(e^k,k)$. A graph with such property is said to be *regular*.

We denote by $J_G$ and $P_G$ the set of junctions and endpoints, respectively.

A *network* is a continuous map $\Gamma : G \to \mathbb{R}^2$ such that $\Gamma|_{E^i}$ is either a $C^1$-embedding or a constant map. We say that $\Gamma$ is of class $C^k$ or smooth, if any embedding $\Gamma|_{E^i}$ is of class $C^k$ or $C^\infty$, respectively.

The *inner tangent vector* of a regular curve $\gamma^i : = \Gamma|_{E^i}$ at $e \in \{0,1\}$ is the vector

$$(-1)^i \frac{(\gamma^i)'(e)}{|(\gamma^i)'(e)|}.$$  

A *triple junctions* (or *nondegenerate*) network is an embedding $\Gamma : G \to \mathbb{R}^2$ such that any restriction $\Gamma|_{E^i}$ is nonconstant.

A network is said to be *regular* if it is triple junctions and whenever $\pi(e^i,i) = \pi(e^j,i) = \pi(e^k,k)$ is a junction then any two inner tangent vectors of $\gamma^i, \gamma^j, \gamma^k$ at $e^i, e^j, e^k$, respectively, form an angle equal to $\frac{2}{3}\pi$.

Without loss of generality, if $\Gamma : G \to \mathbb{R}^2$ is a network and $p \in G$ is an endpoint with $\pi^{-1}(p) = (e,i)$, we will assume that $e = 1$.

In order to treat blowups of the motion by curvature, we introduce the following definition of complete network.

**Definition 2.2 (Complete regular network).** Fix $N \in \mathbb{N}$ and let $i \in \{1, \ldots, N\}$. Let $E^i := I^i \times \{i\}$, where $I^i$ is any of the intervals $[0,1], (0,1], [1,0),$ or $(0,1)$. Let $E := \bigcup_{i} E^i$.

Let $\sim$ be an equivalence relation that identifies points on the boundaries of the $E^i$’s. Consider a graph $H := \cup_i E^i / \sim$ and let $\pi$ be the projection onto the quotient. Assume that $H$ is connected and that for any $(e^i,i) \in E^i$ there exist exactly two boundary points $(e^i,j) \in E^j, (e^k,k) \in E^k$, for $j \neq k$ distinct from $i$, such that $\pi(e^i,i) = \pi(e^j,i) = \pi(e^k,k)$. Such a graph is said to be *open*.

A continuous map $\Gamma : H \to \mathbb{R}^2$ such that $\Gamma|_{E^i}$ is either a $C^1$-embedding or a constant map is still said to be a *network*.

A *complete regular network* is an embedding $\Gamma : H \to \mathbb{R}^2$ such that $\Gamma|_{E^i}$ is a complete embedding of class $C^1$ for any $i$ and whenever $\pi(e^i,i) = \pi(e^j,i) = \pi(e^k,k)$ is a junction then any two inner tangent vectors of $\gamma^i, \gamma^j, \gamma^k$ at $e^i, e^j, e^k$, respectively, form an angle equal to $\frac{2}{3}\pi$.

Whenever a graph $G$ is not explicitly said to be open, then it is assumed to be as in Definition 2.1; in particular, such a $G$ is compact.

Observe that, by definition, a complete regular network has no endpoints. Also, a regular network $\Gamma : G \to \mathbb{R}^2$ such that $G$ has no endpoints is automatically a complete regular network. This choice is coherent with the fact that we shall restrict ourselves to the study of compact blowups.

### 2.2 Motion by curvature and blowups

**Definition 2.3 (Motion by curvature).** A smooth one-parameter family of regular networks $\Gamma_t : G \to \mathbb{R}^2$, for $t \in [0,T)$, is a *motion by curvature* if the parametrizations $\gamma^i_t$ of $\Gamma_t$ satisfy

$$\gamma^i_t(p) = P^i,$$

$$\langle \partial_t \gamma^i(t,x), v^i(t,x) \rangle v^i(t,x) = k^i(t,x)$$

for some points $P^i \in \mathbb{R}^2$. The solution is assumed to be maximal, i.e., we ask that it does not exists another solution defined on $[0,T)$ with $\tilde{T} > T$.  

3
For ease of notation, we shall often write that $(\partial_t \Gamma_t, \nu_t) \nu_t = k_t$ understanding that the relation holds along any edge $E^i$.

Exploiting the analysis carried out in [9], we can assume that the parametrizations of a motion by curvature evolve according to the special flow, i.e., the evolution is determined by the non-degenerate parabolic second order equation
\[
\partial_t \gamma_{i}^{\cdot} = \frac{\partial^2 \gamma_{i}^{\cdot}}{|\partial_x \gamma_{i}^{\cdot}|^2}.
\] (2.2)

Throughout the paper, we will assume that $T < +\infty$ is the maximal time of existence for a motion by curvature, which thus develops a singularity at time $T$. In view of [14], this means that either the inferior limit of the length of at least one curve of the network is zero as $t \to T^-$, or the superior limit of the $L^2$-norm of the curvature is $+\infty$ as $t \to T^-$.

**Definition 2.4** (Rescaled motion by curvature). If $\Gamma_t : G \to \mathbb{R}^2$ is a motion by curvature, the rescaled motion by curvature at $x_0 \in \mathbb{R}^2$ and time $T$ is the flow
\[
\tilde{\Gamma}_{x_0} : [-\frac{1}{2} \log T, +\infty) \times G \to \mathbb{R}^2 \quad \tilde{\Gamma}_{x_0}(t, x) := \frac{\Gamma_t(x) - x_0}{\sqrt{2(T-t)}},
\]
where $t(t) := -\frac{1}{2} \log(T-t)$. We shall denote $\tilde{\Gamma}_t(\cdot) := \tilde{\Gamma}_{x_0}(t, \cdot)$, omitting the dependence on $x_0$.

Without loss of generality, in the definition of rescaled motion we shall always assume that $x_0 = 0$ is the origin of $\mathbb{R}^2$.

A direct computation shows that a rescaled motion by curvature evolves according to
\[
\partial_t \tilde{\Gamma}_t = \sqrt{2(T-t)}\partial_t \Gamma_t + \tilde{\Gamma}_t,
\]
for $t(t) = T - e^{-2t}$, understanding that the relation holds along any edge $E^i$. In particular normal and tangent vectors of $\tilde{\Gamma}_t$ coincide with the ones of $\Gamma_t$, that is $\tilde{\nu}_t(x) = \nu_t(x)$ and $\tilde{\tau}_t(x) = \tau_t(x)$, and the normal velocity is
\[
\langle \partial_t \tilde{\Gamma}_t, \tilde{\nu}_t \rangle \tilde{\nu}_t = \tilde{k}_t + (\tilde{\Gamma}_t, \tilde{\nu}_t) \tilde{\nu}_t.
\]

In view of [14, Section 7.2] and Proposition 3.5 below, it turns out that a rescaled motion by curvature $\tilde{\Gamma}_t$ is an $L^2$-gradient flow of the Gaussian energy $G$. Moreover, a complete regular network $\Gamma_\gamma : H \to \mathbb{R}^2$ is critical point for $G$, i.e., $k_\gamma + \langle (\Gamma_\gamma, \nu_\gamma) \nu_\gamma = 0$, if and only if $\Gamma_\gamma$ is a shrinker, that is, $\Gamma_\gamma$ is complete regular and the motion by curvature starting from $\Gamma_\gamma$ evolves homothetically contracting.

**Theorem 2.5** ([14, Proposition 8.20, Remark 8.21]). Let $\tilde{\Gamma}_t$ be a rescaled motion by curvature at the origin $0$ and at maximal time $T$ of existence of a motion by curvature $\Gamma_t$. Assume that $0$ is not an endpoint of the motion $\Gamma_t$. Then the following hold.

1. There exists a diverging sequence of times $t_n \to +\infty$ and a (possibly empty) open subgraph $H \subset G$ such that: for any $E^i \subset G \setminus H$ and any $R > 0$ it holds $\hat{\gamma}_{n}^{\cdot}(E^i) \cap B_R(0) = \emptyset$ for any $n$ large enough, for any $E^i \cap H \subset H$ the curves $\hat{\gamma}_{n}^{\cdot}$ converge in $C^1 \cap H^2$ locally on $E^i \cap H$, up to reparametrization, to either a constant curve or to an embedding of class $H^2$.

2. If also the sequence $\tilde{\Gamma}_{t_n}|_H$ converges to a complete regular network $\Gamma_\gamma : H \to \mathbb{R}^2$ in $C^1 \cap H^2$ locally on $H$, up to reparametrizations, then convergence holds in $C^k$ locally on $H$ for any $k \in \mathbb{N}$.

In the notation of the first item in Theorem 2.5, the network $\Gamma_\gamma : H \to \mathbb{R}^2$ given by the limit immersions $\Gamma_\gamma|_{E^i} := \lim_{n} \hat{\gamma}_{n}^{\cdot}$ is said to be a blowup of $\Gamma_t$ (at $0$ and time $T$).

If the second item in Theorem 2.5 occurs, we say that $\Gamma_\gamma$ is a nondegenerate blowup of $\Gamma_t$ (at $0$ and time $T$).

In the second item of Theorem 2.5, the requirement that $\tilde{\Gamma}_{t_n}|_H$ converges to a complete regular network $\Gamma_\gamma : H \to \mathbb{R}^2$ is equivalent to the fact that $\hat{\gamma}_{n}^{\cdot}$ converges to an embedding $\gamma_\gamma^{\cdot}$ for any $E^i \cap H \subset H$ up to reparametrizations, and $\gamma_\gamma^{\cdot}(E^i \cap H)$ intersects $\gamma_\gamma^{\cdot}(E^j \cap H)$ for $i \neq j$ only at junctions, i.e., the limit network has multiplicity one.

We remark that nondegenerate blowups of a motion by curvature are automatically shrinkers.

An alternative and equivalent way for defining blowups is given by the already mentioned concept of tangent flow, recalled in the next remark.
Remark 2.6 (Parabolic rescaling and tangent flows). Let $\Gamma \colon G \to \mathbb{R}^2$ be a motion by curvature defined on the time interval $[0, T)$. For any $\mu > 0$, the parabolically rescaled motion by curvature $\Gamma^\mu_t$ (at point $x_0$ and time $T$) is the evolution $\Gamma^\mu_t : G \to \mathbb{R}^2$ given by

$$\Gamma^\mu_t|_{E^i}(x) := \mu(\Gamma_{\mu^{-2}t + T}|_{E^i}(x) - x_0),$$

for $t \in [-\mu^2 T, 0)$ and any $i = 1, \ldots, N$ and $x \in E^i$. It is readily checked that $\Gamma^\mu_t$ is still a motion by curvature. Suppose without loss of generality that $x_0 = 0$, then $\Gamma^\mu_t$ is related to the rescaled motion by curvature $\tilde{\Gamma}_t$ at time $T$ via the identities

$$\Gamma^\mu_t = \sqrt{-2t} \tilde{\Gamma}_{\log(\mu/\sqrt{-t})}, \quad \tilde{\Gamma}_t = \frac{e^{t}}{\mu \sqrt{2}} \Gamma^\mu_{-\mu^2 e^{-2t}}.$$

In particular $\Gamma^\mu_{-\frac{1}{2}} = \tilde{\Gamma}_{\log(\mu \sqrt{2})}$, whenever $-\mu^2 T \leq -\frac{1}{2}$.

Consider now a sequence $\mu_j \nearrow +\infty$, together with the sequence of flows $\Gamma^\mu_j$. Exploiting the above identities and Theorem 2.5, or (equivalently) [14, Proposition 8.16, Lemma 8.18], one can prove that, up to extracting a subsequence, there is an open subgraph $H \subset G$ such that: for any $E^i \subset G \setminus H$ and any $R > 0$ it holds $\Gamma^\mu_t(E^i) \cap B_R(0) = \emptyset$ for any $t < 0$ and $j$ large enough, for any $E^i \cap H \subset H$ the curves $\Gamma^\mu_t|_{E^i}$ converge in $C^1 \cap H^2$ locally on $E^i \cap H$ to curves $\Gamma^\infty|_{E^i}$ for any $t < 0$ as $j \to +\infty$, up to reparametrization, which are either constant or embeddings of class $H^2$. The flow $\Gamma^\infty_{-\frac{1}{2}}$ is said to be a tangent flow to $\Gamma$. In case $\Gamma^\infty : H \to \mathbb{R}^2$ is regular for some (hence, any) $t$, then $\Gamma^\infty$ is a homothetically shrinking motion by curvature and $\Gamma^\infty_{-\frac{1}{2}}$ is the limit of the rescaled motion $\tilde{\Gamma}_t$ along the sequence of times $\tau_j = \log(\mu_j \sqrt{2})$.

Conversely, if $\Gamma^\infty$ is a sequential limit of $\tilde{\Gamma}_t$ along some sequence of times $\tau_n$ as in Theorem 2.5, then there exists the tangent flow $\Gamma^\infty_{-\frac{1}{2}}$ obtained as the limit of the parabolic rescalings $\Gamma^\mu_{-\frac{1}{2}}$ taking $\mu_0 = e^{\tau_n}/\sqrt{2}$. Hence blowups of a motion by curvature are equivalently identified by tangent flows or by sequential limits of the rescaled motion by curvature, see also [14, Remark 8.27, Remark 7.4].

Remark 2.7. In the notation and hypotheses of Theorem 2.5, if item 2 occurs, if also $\Gamma^\infty(H)$ is compact and nonempty, then $H = G$ is a regular graph without endpoints and $\Gamma^\infty : G \to \mathbb{R}^2$ is a regular network.

3 Uniqueness of blowups

We need to recall the setup introduced in [16] in order to canonically parametrize networks close in $H^2$ to a regular one $\Gamma^\infty$, suitably as “graphs” over $\Gamma^\infty$.

For a given regular network $\Gamma^\infty$, for parametrizations of the form $\gamma^\ell(x) := \gamma^\ell(x) + N^\ell(x)\nu^\ell(x) + T^\ell(x)\tau^\ell(x)$, the next lemma contains sufficient conditions to be imposed on the functions $N^\ell$, $T^\ell$ so that the resulting parametrizations $\gamma^\ell$ define a triple junctions network. It readily seen that such conditions are also necessary [16, Lemma 3.1].

Lemma 3.1 (Lemma 3.2]). Let $\Gamma^\infty : G \to \mathbb{R}^2$ be a regular network. Then there exists $\varepsilon_{\Gamma^\infty} > 0$ such that for every $N^\ell$, $T^\ell \in C^1([0, 1])$, with $\|N^\ell\|_{C^1}, \|T^\ell\|_{C^1} \leq \varepsilon_{\Gamma^\infty}$, fulfilling at any junction $m = \pi(e^i, j) = \pi(e^j, k)$ the following identities

$$T^i(e^i) = -\frac{1}{\sqrt{3}}N^i(e^i) - \frac{2}{\sqrt{3}}(-1)^{e_i+e_j}N^j(e^i),$$
$$T^j(e^j) = \frac{2}{\sqrt{3}}(-1)^{e_i+e_j}N^i(e^j) + \frac{1}{\sqrt{3}}N^j(e^j),$$
$$T^k(e^k) = -\frac{1}{\sqrt{3}}(-1)^{e_i+e_k}N^i(e^k) + \frac{1}{\sqrt{3}}(-1)^{e_j+e_k}N^j(e^k),$$

$$(-1)^{e^i}N^i(e^i) + (-1)^{e^j}N^j(e^j) + (-1)^{e^k}N^k(e^k) = 0,$$

the maps

$$\gamma^\ell(x) := \gamma^\ell(x) + N^\ell(x)\nu^\ell(x) + T^\ell(x)\tau^\ell(x),$$

define a triple junctions network.

The above result motivates the following definitions.
Definition 3.2. Let $G$ be a regular graph. At any junction $m = \pi(e^i,i) = \pi(e^j,j) = \pi(e^k,k)$, if $i < j < k$, we denote by $L^i, L^j, L^k$ the linear maps

\[
L^i(a,b) = -\frac{1}{\sqrt{3}}a - \frac{2}{\sqrt{3}}(-1)^{e^i+e^j}b, \\
L^j(a,b) = \frac{2}{\sqrt{3}}(-1)^{e^i+e^j}a + \frac{1}{\sqrt{3}}b, \\
L^k(a,b) = -\frac{1}{\sqrt{3}}(-1)^{e^i+e^k}a + \frac{1}{\sqrt{3}}(-1)^{e^i+e_k}b.
\]

Moreover, we denote by $I_m$ the set of indices $\ell$ such that $E^\ell$ has an endpoint at $m$, and we denote by $e^\ell_m \in \{0,1\}$ the endpoint of $E^\ell_m$ at $m$, for $\ell \in I_m$. Furthermore, for $\ell \in I_m$, we denote by $\mathcal{L}_m^\ell$ the linear operator $L^i, L^j, L^k$, depending on whether $\ell$ is the minimal, intermediate, or maximal index $\ell \in I_m$.

From now on and for the rest of the paper, we fix a nonincreasing smooth cut-off function

\[
\chi : [0, 1/2] \to [0, 1], \quad \chi|_{[0, 1/4]} = 1, \quad \chi|_{[3/4, 1]} \equiv 0.
\]

Definition 3.3 (Adapted tangent functions). Let $G$ be a regular graph. Let $N^i, T^i : [0, 1] \to \mathbb{R}$ be functions of class $C^1$, for $i = 1, \ldots, N$. We say that the $T^i$’s are adapted to the $N^i$’s whenever

\[
T^i(|e^i_m - x|) = \chi(x)\mathcal{L}^i_m(N^i(|e^i_m - x|), N^j(|e^j_m - x|)),
\]

for $x \in [0, 1/2]$ for any junction $m = \pi(e^i,i) = \pi(e^j,j) = \pi(e^k,k)$, and

\[
T^i(x) = 0
\]

for $x \in [1/2, 1]$ for any endpoint $\pi(1,i)$.

The next proposition introduce a canonical way of writing a one-parameter family of triple junctions networks close in $H^2$ to a regular one $\Gamma_*$, as graphs over $\Gamma_*$. We shall apply the next result also to the particular case in which $\Gamma_t \equiv \Gamma$ for any $t$.

Proposition 3.4 ([16, Proposition 3.4, Corollary 3.5]). Let $\Gamma_* : G \to \mathbb{R}^2$ be a smooth regular network of a graph $G$ without endpoints. Then there exist $\varepsilon_{\Gamma_*} > 0$ such that whenever $\Gamma_t : G \to \mathbb{R}^2$ is a one-parameter family of triple junctions networks of class $H^2$, differentiable with respect to $t$ for $t \in [t_0 - h, t_0 + h]$ and $h > 0$, such that $(t,x) \mapsto \partial_t \gamma^i_t(x)$ is continuous for any $i$ and

\[
\sum_i \|\gamma^i_t - \gamma^i_*\|_{H^2(dx)} \leq \varepsilon_{\Gamma_*},
\]

for any $i, t$, then there exist $h' \in (0, h)$ and functions $N^i_t, T^i_t \in H^2(dx)$ and reparametrizations $\varphi^i_t : [0, 1] \to [0, 1]$ of class $H^2(dx)$, continuously differentiable with respect to $t$ for $t \in [t_0 - h', t_0 + h']$ such that

\[
\gamma^i_t \circ \varphi^i_t(x) = \gamma^i_*(x) + N^i_t(x)\nu^i_t(x) + T^i_t(x)\tau^i_t(x).
\]

Moreover, the $T^i_t$’s are adapted to the $N^i_t$’s and

- for any $\delta > 0$ there is $\varepsilon \in (0, \varepsilon_{\Gamma_*})$ such that

\[
\sum_i \|\gamma^i_t - \gamma^i_*\|_{H^2(dx)} \leq \varepsilon \quad \forall t \quad \implies \quad \sum_i \|N^i_t\|_{H^2(dx)} + \|\varphi^i_t(x) - x\|_{H^2(dx)} \leq \delta,
\]

for any $t \in [t_0 - h', t_0 + h']$;

- for any $\eta > 0$ and $m \in \mathbb{N}$ there is $\varepsilon_{n,m} \in (0, \varepsilon_{\Gamma_*})$ and $h_{n,m} \in (0, h)$ such that if $\sum_i \|\gamma^i_t - \gamma^i_*\|_{C^{m+1}([0,1])} \leq \varepsilon$ for any $t$, then

\[
\sum_i \|N^i_t\|_{H^m(dx)} \leq \eta,
\]

for any $t \in [t_0 - h_{n,m}, t_0 + h_{n,m}]$. 

6
3.1 Łojasiewicz–Simon inequality for $G$

In this section we prove the key Łojasiewicz–Simon inequality for the functional $G$. We need to compute first and second variations of $G$ taken with respect to variations on the normal functions $N^i$ (and, consequently, on the adapted tangent functions).

**Proposition 3.5.** Let $\Gamma_* : G \to \mathbb{R}^2$ be a smooth regular network where $G$ is a graph without endpoints. Then there is $\epsilon_{\Gamma_*} > 0$ such that the following holds.

Let $N^i, X^i \in H^2$ with $\|N^i\|_{H^2} \leq \epsilon_{\Gamma_*}$, such that

$$\sum_{\ell \in I_m} (-1)^{\ell_m} N^\ell(e^\ell_m) = \sum_{\ell \in I_m} (-1)^{\ell_m} X^\ell(e^\ell_m) = 0 \quad \forall m \in J_G.$$

Let $\Gamma^\varepsilon : G \to \mathbb{R}^2$ be the triple junctions network defined by

$$\gamma^{i,\varepsilon}(x) := \gamma^i(x) + (N^i(x) + \varepsilon X^i(x))\nu^i_\varepsilon(x) + T^{i,\varepsilon}(x)\tau^i_\varepsilon(x), \quad (3.5)$$

for any $i$, for any $|\varepsilon| < \epsilon_0$ and some $\epsilon_0 > 0$, where the $T^{i,\varepsilon}$'s are adapted to the $(N^i + \varepsilon X^i)$'s, for any $|\varepsilon| < \epsilon_0$.

Call $\Gamma$ the network given by the immersions $\gamma^i := \gamma^{i,0}$. Then

$$\frac{d}{d\varepsilon} G(\Gamma^\varepsilon) \bigg|_{\varepsilon = 0} = \sum_{m \in J_G} \sum_{\ell \in I_m} (-1)^{1+\epsilon^\ell_m} \left[ (\gamma^i)^\perp + k^i, \nu^i_\varepsilon \right] e^{-|\gamma^i|^2/2} |\partial_x \gamma^i| + \sum_{j \in I_m} h_{\ell,j} \left( \langle \gamma^j, \nu^j_\varepsilon \rangle \right) e^{-|\gamma^j|^2/2} |\partial_x \gamma^j| + \sum_j f_{\ell,j} \chi \sum_{i \in I_m} (\langle \gamma^i, \nu^i_\varepsilon \rangle + k^i, \tau^i_\varepsilon) (1-x) e^{-|\gamma^i(1-x)|^2/2} |\partial_x \gamma^i| (1-x) X^i \, dx, \quad (3.6)$$

where $h_{\ell,j}, f_{\ell,j}, g_{\ell,j} \in \mathbb{R}$ only depend on the topology of $G$.

If also $\Gamma$ is regular, then

$$\frac{d}{d\varepsilon} G(\Gamma^\varepsilon) \bigg|_{\varepsilon = 0} = \sum_{i \in I_m} \int_0^1 \left( (\gamma^i)^\perp + k^i, \nu^i_\varepsilon \right) e^{-|\gamma^i|^2/2} |\partial_x \gamma^i| + \sum_j f_{\ell,j} \chi \sum_{i \in I_m} (\langle \gamma^i, \nu^i_\varepsilon \rangle + k^i, \tau^i_\varepsilon) e^{-|\gamma^i|^2/2} |\partial_x \gamma^i| + \sum_j g_{\ell,j} \chi (1-x) \sum_{i \in I_m} (\langle \gamma^i, \nu^i_\varepsilon \rangle + k^i, \tau^i_\varepsilon) (1-x) e^{-|\gamma^i(1-x)|^2/2} |\partial_x \gamma^i| (1-x) X^i \, dx, \quad (3.7)$$

Proof. Let us assume first that there is a junction $m$ such that the functions $X^\ell$ appearing in (3.5) all vanish except for $\ell \in I_m$. Moreover, for $\ell \in I_m$, assume that $X^\ell$ has compact support in $[0, \frac{3}{2})$.

Let us denote $m = \pi(e^i, i) = \pi(e^j, j) = \pi(e^k, k)$, where $i < j < k$. Differentiating we get

$$\frac{d}{d\varepsilon} G(\Gamma^\varepsilon) = \sum_{\ell \in I_m} \int_0^1 \left( -\langle \gamma^\ell, \partial_x \gamma^\ell \rangle + \frac{1}{|\partial_x \gamma^\ell|} \partial_x \gamma^\ell \right) e^{-|\gamma^\ell|^2/2} |\partial_x \gamma^\ell| \, dx, \quad (3.8)$$

indeed, since $\text{spt} X^\ell \subset [0, \frac{3}{2})$, by (3.2) and definition of $\chi$, we have that $T^{n,\varepsilon}$ does not depend on $\varepsilon$ for all $n \not\in I_m$. More explicitly

$$T^{\ell,\varepsilon}(x) = \chi(x) \mathcal{L}_m^\varepsilon((N^i + \varepsilon X^i)(x), (N^i + \varepsilon X^i)(x)) = \chi(x) \mathcal{L}_m^\varepsilon(N^i(x), N^i(x)) + \varepsilon \chi(x) \mathcal{L}_m^\varepsilon(X^i(x), X^i(x)), \quad (3.9)$$

for $\ell \in I_m$, hence, letting

$$Y^\ell := \partial_x \gamma^\ell + \varepsilon \mathcal{L}_m^\varepsilon(X^i, X^i) \tau^i_\varepsilon, \quad (3.10)$$
and integrating by parts, we find
\[
\left. \frac{d}{d \varepsilon} \mathcal{G}(\Gamma^\varepsilon) \right|_0 = \sum_{\ell \in I_m} \int_0^1 \left( \gamma^\ell, Y^\ell \right) e^{-|\gamma|^2/2} \left( \partial_x \gamma^\ell \right) - \left( \partial_x \left( \frac{\partial_x \gamma^\ell}{|\partial_x \gamma^\ell|^2} \right) e^{-|\gamma|^2/2}, Y^\ell \right) dx + \\
+ \sum_{\ell \in I_m} (-1)^{\ell+1} \left( \frac{\partial_x \gamma^\ell(e_m^\ell)}{|\partial_x \gamma^\ell(e_m^\ell)|^2} e^{-|\gamma|^2/2}, Y^\ell(e_m^\ell) \right).
\]

Since \( \gamma^\ell(\varepsilon) = \gamma^\ell(\varepsilon) \) for any \( \varepsilon \) and \( \ell, l \in I_m \) by Lemma 3.1, then \( Y^\ell(\varepsilon) = Y^\ell(l_m^\ell) \) for any \( \ell, l \in I_m \). Hence, if \( \Gamma \) is also regular, we observe that the boundary term above vanishes, that is \( \sum_{\ell \in I_m} (-1)^{\ell+1} \left( \frac{\partial_x \gamma^\ell(e_m^\ell)}{|\partial_x \gamma^\ell(e_m^\ell)|^2} e^{-|\gamma|^2/2}, Y^\ell(e_m^\ell) \right) = 0 \).

Moreover
\[
\left. \frac{d}{d \varepsilon} \mathcal{G}(\Gamma^\varepsilon) \right|_0 = \sum_{\ell \in I_m} (-1)^{\ell+1} \left( \gamma^\ell(\varepsilon), Y^\ell(e_m^\ell) \right) e^{-|\gamma|^2/2} + \\
- \sum_{\ell \in I_m} \int_{\gamma^\ell} (\gamma^\ell, Y^\ell) e^{-|\gamma|^2/2} + (k^\ell, Y^\ell) e^{-|\gamma|^2/2} - (\gamma^\ell, \tau^\ell) (\gamma^\ell, Y^\ell) e^{-|\gamma|^2/2} = \\
\sum_{\ell \in I_m} (-1)^{\ell+1} \left( \gamma^\ell(e_m^\ell), Y^\ell(e_m^\ell) \right) e^{-|\gamma|^2/2} - \sum_{\ell \in I_m} \int_{\gamma^\ell} (\gamma^\ell) (k^\ell, Y^\ell) e^{-|\gamma|^2/2}.
\]

Inserting (3.10) then (3.6) follows, and (3.7) follows as well as we observed that the boundary terms vanish when \( \Gamma \) is regular. □

**Proposition 3.6.** Let \( \Gamma_0 : G \to \mathbb{R}^2 \) be a smooth regular network where \( G \) is a graph without endpoints. Let \( X^1 \in H^2 \) such that
\[
\sum_{\ell \in I_m} (-1)^{\ell+1} X^\ell(e_m^\ell) = 0 \quad \forall m \in J_G.
\]

Let \( \Gamma^\varepsilon : G \to \mathbb{R}^2 \) be the triple junctions network defined by
\[
\gamma^i(\varepsilon)(x) := \gamma^i(x) + \varepsilon X^i(x) \nu^i(x) + T^i(\varepsilon) \tau^i(x),
\]
for any \( i \), for any \( |\varepsilon| < \varepsilon_0 \) and some \( \varepsilon_0 > 0 \), where the \( T^{i,\varepsilon} \)’s are adapted to the \( (\varepsilon X^i) \)’s, for any \( |\varepsilon| < \varepsilon_0 \).

Then
\[
\left. \frac{d^2}{d \varepsilon^2} \mathcal{G}(\Gamma^\varepsilon) \right|_0 = \sum_{m \in J_G} \sum_{\ell \in I_m} (-1)^{\ell+1} \left( \partial_x X^\ell(e_m^\ell) + \sum_{\ell \in I_m} \omega^i_m(X^\ell(e_m^\ell)) \right) X^\ell(e_m^\ell) e^{-|\gamma|^2/2} + \\
- \sum_{i} \int_0^1 \left( \partial_x^2 X^i + X^i + \sum_j \Omega_{ij}(\bar{X}) \right) X^i e^{-|\gamma|^2/2} ds_{\bar{\gamma}^i},
\]
where \( \partial_x X^n = |\partial_x \gamma^i|^{-1} \partial_x X^n \) for any \( n, \bar{X} := (X^1, \ldots, X^N) \), \( \omega^i_m : \mathbb{R} \to \mathbb{R} \) is linear, and \( \Omega_{ij} : [H^2(0, 1)]^N \to L^2(0, 1) \) is a compact linear operator.

**Proof.** As in the proof of Proposition 3.5, let us assume first that there is a junction \( m \) such that the functions \( X^\ell \) appearing in (3.11) all vanish except for \( \ell \in I_m \). Moreover, for \( \ell \in I_m \), assume that \( X^\ell \) has compact support in \( [0, 1] \).

Let us denote \( m = \pi(e^i, i) = \pi(e^j, j) = \pi(e^k, k) \), where \( i < j < k \). Recalling (3.8) and setting
\[
Y^\ell := \partial_x \gamma^i(\varepsilon) = X^i \nu^i + \chi \mathcal{L}_m(X^i, X^j) \tau^i,
\]
(3.13)
we get
\[
\frac{d^2}{dz^2} G(\Gamma^\ell) \bigg|_0 = \sum_{\ell \in \ell_m} \int_0^1 \left( -|Y^\ell|^2 - \frac{2}{|\partial_z \gamma^\ell|} (\partial_z \gamma^\ell, \partial_z Y^\ell)^2 + \frac{1}{|\partial_z \gamma^\ell|} |\partial_z Y^\ell|^2 \right) e^{-|\gamma^\ell|^2/2} |\partial_z \gamma^\ell| + \\
+ \left( -\langle \gamma^\ell, Y^\ell \rangle + \frac{1}{|\partial_z \gamma^\ell|} (\partial_z \gamma^\ell, \partial_z Y^\ell) \right)^2 e^{-|\gamma^\ell|^2/2} |\partial_z \gamma^\ell| \, dx
\]
\[
= \sum_{\ell \in \ell_m} \int_0^1 \left( -|Y^\ell|^2 - \frac{2}{|\partial_z \gamma^\ell|} (\partial_z \gamma^\ell, \partial_z Y^\ell)^2 + |\partial_z Y^\ell|^2 \right) e^{-|\gamma^\ell|^2/2} + \\
+ \left( -\langle \gamma^\ell, Y^\ell \rangle + \langle \gamma^\ell, \partial_z Y^\ell \rangle \right)^2 e^{-|\gamma^\ell|^2/2} \, ds
\]
\[
= \sum_{\ell \in \ell_m} (-1)^{\ell_m+1} (\partial_y Y^\ell(e_m^\ell), Y^\ell(e_m^\ell)) e^{-|\gamma^\ell|^2/2} + \\
\sum_{\ell \in \ell_m} \int_0^1 \left( -\langle \partial_z^2 Y^\ell, Y^\ell \rangle - |Y^\ell|^2 - \langle \gamma^\ell, \partial_z Y^\ell \rangle \right)^2 + \\
+ (\partial_z Y^\ell, \gamma^\ell, \partial_z Y^\ell, \gamma^\ell) e^{-|\gamma^\ell|^2/2} \, ds.
\]  
(3.14)

We integrate by parts
\[
\sum_{\ell \in \ell_m} \int_0^1 -\langle \tau^\ell, \partial_z Y^\ell \rangle^2 e^{-|\gamma^\ell|^2/2} \, ds = \\
= \sum_{\ell \in \ell_m} (-1)^{\ell_m+1} (\partial_y Y^\ell(e_m^\ell), Y^\ell(e_m^\ell)) e^{-|\gamma^\ell|^2/2} + \\
+ \sum_{\ell \in \ell_m} \int_0^1 \left( -\langle \partial_z^2 Y^\ell, Y^\ell \rangle - |Y^\ell|^2 - \langle \gamma^\ell, \partial_z Y^\ell \rangle \right)^2 + \\
+ (\partial_z Y^\ell, \gamma^\ell, \partial_z Y^\ell, \gamma^\ell) e^{-|\gamma^\ell|^2/2} \, ds.
\]

Inserting into (3.14) we get
\[
\frac{d^2}{dz^2} G(\Gamma^\ell) \bigg|_0 = \sum_{\ell \in \ell_m} (-1)^{\ell_m+1} (\partial_y Y^\ell(e_m^\ell), Y^\ell(e_m^\ell)) e^{-|\gamma^\ell|^2/2} + \\
+ \sum_{\ell \in \ell_m} \int_0^1 \left( -\partial_z^2 Y^\ell + \partial_z^2 Y^\ell, \gamma^\ell, \gamma^\ell - Y^\ell + \Omega^\ell(Y^\ell), Y^\ell \right) e^{-|\gamma^\ell|^2/2} \, ds,
\]  
(3.15)

where $\Omega^\ell : H^2(0, 1) \to L^2(0, 1)$ is a compact operator. Inserting the definition of $Y^\ell$, we see that the second order term with respect to $Y^\ell$ in (3.15) becomes
\[
-\partial_z^2 Y^\ell + \partial_z^2 Y^\ell, \gamma^\ell, \gamma^\ell = -\partial_y^2 X^\ell \nu^\ell - \partial_y^2 (\chi L^\ell(X^i, X^j)) \tau^\ell + \partial_y^2 (\chi L^\ell_m(X^i, X^j)) \tau^\ell + \sum_{j \in \ell_m} \tilde{\Omega}_{\ell j}(X^j)
\]
\[
= \partial_y^2 X^\ell \nu^\ell + \sum_{j \in \ell_m} \tilde{\Omega}_{\ell j}(X^j),
\]
where $\tilde{\Omega}_G : H^2(0, 1) \to [L^2(0, 1)]^2$ is a compact operator.
Moreover the boundary terms in (3.15) are
\[
\langle (\partial_s Y^\ell)^-, Y^\ell \rangle|_{e_m^\ell} = \langle (\partial_s Y^\ell)^-, \nu^\ell \rangle|_{e_m^\ell}
= \partial_s X^\ell(e_m^\ell) X^\ell(e_m^\ell) + \mathcal{L}_m^\ell(X^\ell(e_m^\ell), X^\ell(e_m^\ell))(k^\ell(e_m^\ell), \nu^\ell(e_m^\ell)) X^\ell(e_m^\ell).
\]
Hence (3.15) eventually implies (3.12).

We now introduce the linear functional analytic setting needed for the proof of the Łojasiewicz–Simon inequality.
For a fixed shrinker $\Gamma_* : G \to \mathbb{R}^2$, where $G$ is a graph without endpoints, we denote by $M := \sharp J_G$ the cardinality of junctions, and we define the space
\[
V := \{ \overline{N} := (N^1, \ldots, N^N) \in [H^2(0, 1)]^N : \sum_{\ell \in I_m} (\partial_s Y^\ell)^-, \nu^\ell \tau^\ell = 0 \forall m \in J_G \},
\]
endowed with the complete scalar product
\[
\langle \overline{N}, \overline{X} \rangle_V := \sum_i \int_0^I \langle N^i X^i + \partial_s^2 N^i \partial_s^2 X^i \rangle e^{-|\gamma|_s^2/2} ds_s,
\]
where $ds_s := ds_{\gamma_s}$. We further define the 2-dimensional spaces
\[
W_m := \{ (v^\ell_m)_{\ell \in I_m} \in \mathbb{R}^3 : \sum_{\ell \in I_m} (\partial_s Y^\ell)^-, v^\ell_m = 0 \},
\]
for $m = 1, \ldots, M$, where $W_m$ is endowed with the scalar product
\[
\langle (v^\ell_m), (w^\ell_m) \rangle_{W_m} := \sum_{\ell \in I_m} v^\ell_m w^\ell_m e^{-|\gamma|_s(e_m^\ell)^2/2}.
\]
Finally, let $Z$ be the product space
\[
Z := \Pi_{m=1}^M W_m \times \Pi_{i=1}^N L^2(e^{-|\gamma|_s^2/2} ds_s) =: \Pi_{m=1}^M W_m \times \Pi_{i=1}^N L^2(\text{d}\mu^i_s).
\]
Observe that $j : V \hookrightarrow Z$ compactly with the natural injection
\[
\overline{N} \mapsto (\{(N^i(e_m^\ell))\}, \overline{N}).
\]

For $r_{\Gamma_*} > 0$ small enough, we define the energy $G : B_{r_{\Gamma_*}}(0) \subset V \to [0, +\infty)$ by
\[
G(\overline{N}) := \sum_i G(\gamma^i_s + N^i \nu^i_s + T^i \tau^i_s),
\]
where the $T^i$'s are adapted to the $N^i$'s (see Definition 3.3). Recalling Lemma 3.1, the immersions $\gamma^i_s + N^i \nu^i_s + T^i \tau^i_s$ define a triple junctions network.

In the next lemma we check the validity of sufficient conditions implying the desired inequality.

**Lemma 3.7.** Let $\Gamma_* : G \to \mathbb{R}^2$ be a shrinker, where $G$ is a graph without endpoints. Let $V, Z, G$ be as above, and identify $Z^* \subset V^*$, for $j$ as in (3.18).
Then the following hold.
1. The functional $G : B_{r_{\Gamma_*}}(0) \subset V \to [0, +\infty)$ is analytic.
The proof follows by adapting the arguments in \( \delta \) 3. The second variation \( \delta_2 G : V \to Z^* \) is \( Z^* \)-valued by setting

\[
\delta G([N])((v^\ell_m), X)] = \sum_{m \in J_G} \left( (-1)^{1+e_m} \left[ \frac{\partial X^\ell(e_m)^2}{2} \frac{\partial X^\ell(e_m)}{2} \right] + \sum_{j \in I_m} h_{ij} \frac{\partial X^\ell(e_m)}{2} \frac{\partial X^\ell(e_m)}{2} \right) + \sum_{i} \left( \frac{\partial X^\ell(v^\ell_m)}{2} \frac{\partial X^\ell(v^\ell_m)}{2} \right) W_m
\]

(3.20)

where \( f_{ij}, g_{ij}, h_{ij} \in \mathbb{R} \) depend on the topology of \( G \), and \( \tau^i, k^i \) are referred to the immersions \( \gamma^i := \gamma^i + N^i \nu^i + T^i \tau^i, \) with \( T^i \) adapted to \( N^i \).

Moreover \( \delta G : V \to Z^* \) is analytic.

If also the network defined by the immersions \( \gamma^i \) is regular, then

\[
\delta G([N])((v^\ell_m), X)] = -\sum_{i} \left( \left( \frac{\partial X^\ell(v^\ell_m)}{2} \frac{\partial X^\ell(v^\ell_m)}{2} \right) \right) + \sum_{j} \left( \frac{\partial X^\ell(\nu^\ell_m)}{2} \frac{\partial X^\ell(\nu^\ell_m)}{2} \right) L(du^i_m)
\]

(3.21)

3. The second variation \( \delta^2 G_0 : V \to Z^* \) at 0 is \( Z^* \)-valued by setting

\[
\delta^2 G_0([X])((v^\ell_m), Z)] = \sum_{m \in J_G} \left( (-1)^{1+e_m} \left[ \frac{\partial X^\ell(e_m)^2}{2} \frac{\partial X^\ell(e_m)}{2} \right] + \sum_{l \in I_m} \omega^l_m (X^l(e_m)) \right) + \sum_{i} \left( \frac{\partial X^\ell(v^\ell_m)}{2} \frac{\partial X^\ell(v^\ell_m)}{2} \right) W_m
\]

(3.22)

where \( \partial X^\ell = [\partial X^\ell(\nu^\ell_m)]^{-1} \partial X^\ell \) for any \( n, X : (X^1, \ldots, X^N), \omega^l_m : \mathbb{R} \to \mathbb{R} \) is linear, and \( \Omega_{ij} : V \to L^2(du^i_m) \)

is a compact linear operator.

Moreover \( \delta^2 G_0 : V \to Z^* \) is a Fredholm operator of index zero.

Proof. The proof follows by adapting the arguments in [16, Section 3.3].

1. Analyticity of \( G \) easily follows as in [16, Lemma 3.11].

2. The expression for the first variation \( \delta G \) and the fact that it is \( Z^* \)-valued follow from Proposition 3.5, while its analyticity follows as in [16, Lemma 3.11].

3. The expression for the second variation \( \delta G_0 \) at zero and the fact that it is \( Z^* \)-valued follow by polarizing the formula in Proposition 3.6.

Arguing as in [16, Lemma 3.12] one easily checks that the linear and continuous operator \( \mathcal{F} : V \to Z^* \) given by

\[
\mathcal{F}(X) := I \left( \left( \frac{\partial X^\ell(e_m)^2}{2} \frac{\partial X^\ell(e_m)}{2} \right) + \sum_{l \in I_m} \frac{\partial X^\ell(e_m)}{2} \frac{\partial X^\ell(e_m)}{2} \right)\]

is a Fredholm operator of index zero.
where $I : Z \to Z^*$ is the natural isometry, is invertible, and thus it is Fredholm of index 0. Recalling that Fredholmness is stable with respect to addition of compact operators, we consider

$$V \ni \mathcal{F} \mapsto \left( \left( -1 \right)^{e_m} \frac{1}{3} \sum_{\ell \in I_m} \partial_x \psi^\ell (e_m^\ell), 0 \right) \in Z^*, $$

and

$$V \ni \mathcal{F} \mapsto \left( \left( -1 \right)^{1+e_m} \sum_{\ell \in I_m} \omega_m^\ell (X^\ell (e_m^\ell)), \left( -2 X^\ell + \sum_j \Theta_j(X) \right) \right) \in Z^*, $$

where vectors on the right hand sides above represents elements of $Z^*$ acting on elements of $Z$ by the obvious pairing. Hence $\mathcal{F}_1, \mathcal{F}_2$ are compact, and then $\delta^2 \tilde{G}_0 = \mathcal{F} - \mathcal{F}_1 + \mathcal{F}_2$ is Fredholm of index zero.

As a consequence of the previous lemma, we deduce the desired Łojasiewicz–Simon inequality for the functional $G$.

**Corollary 3.8** (Łojasiewicz–Simon inequality at compact shrinkers). Let $\Gamma_* : G \to \mathbb{R}^2$ be a shrinker, where $G$ is a graph without endpoints. Then there exist $C_{LS}, \sigma > 0$ and $\theta \in (0, \frac{1}{2}]$ such that the following holds.

If $\Gamma : G \to \mathbb{R}^2$ is a regular network of class $H^2$ such that

$$\left( \sum_i \| \gamma_i^* - \gamma_i \|_{H^2(dx)}^2 \right)^{\frac{1}{2}} \leq \sigma$$

then

$$| G(\Gamma) - G(\Gamma_*) |^{1-\theta} \leq C_{LS} \left( \sum_i \int \left( | \gamma_i^* |^{1+} + \kappa_i^{1} | | - | |^2 / 2 \right) \right)^{\frac{1}{2}}. \quad (3.23)$$

**Proof.** The proof immediately follows combining Proposition 3.4 with $\Gamma_t = \Gamma$ for any $t$ and Lemma 3.7, applying [17, Corollary 2.6] which yields the desired Łojasiewicz–Simon inequality as a consequence of the properties proved in Lemma 3.7. For further details we refer to the strategy explained in [16, Corollary 3.15].

### 3.2 Convergence of the rescaled motion by curvature

In this section we prove our main result Theorem 1.1, which is, in turn, implied by the following theorem stating that subconvergence of a rescaled motion by curvature improves to full convergence.

**Theorem 3.9.** Let $\tilde{\Gamma}_t$ be a rescaled motion by curvature at the origin 0 and maximal time of existence $T$ of a motion by curvature $\Gamma_t : G \to \mathbb{R}^2$, where $G$ is a graph without endpoints.

Suppose that there is a sequence $t_n \to +\infty$ such that $\tilde{\Gamma}_{t_n}$ converges to a regular network $\Gamma_* : G \to \mathbb{R}^2$ in $C^k$ on $G$ for any $k \in \mathbb{N}$, up to reparametrizations.

Then there exists the full limit $\lim_{t \to +\infty} \tilde{\Gamma}_t = \Gamma_*$ in $C^k$ for any $k$, up to reparametrizations.

**Proof.** We first state some interpolation inequalities. For any $k \in \mathbb{N}$ with $k \geq 1$ there exist $\lambda_k > 0, \zeta_k \in (0, 1)$ such that

$$\| u \|_{H^k(dx)} \leq \lambda_k \| u \|_{L^k(B_1(0))} \| u \|_{H^k + 1(dx)}^{1 - \zeta_k}, \quad (3.24)$$

for any $u \in H^{k+1}((0, 1); \mathbb{R}^N)$. We shall drop the subscript $k$ when $k = 2$.

Next we observe that for any $k \in \mathbb{N}$ with $k \geq 3$ and $r > 0$ there is $C_k = C_k(r, \Gamma_*) > 0$ such that whenever $\tilde{\Gamma}_t : G \to \mathbb{R}^2$ is a rescaled motion by curvature with parametrizations $\tilde{\gamma}_t^\ell = \gamma_t^\ell + N_t^\ell + T_t^\ell, i.e., there holds $(\partial_t \tilde{\gamma}_t^\ell) = (\gamma_t^\ell + \tilde{K}_t^\ell)$, for $N_t \in B_r(0) \subset V$ in the notation of (3.19), where the $T_t^\ell$'s are adapted, for $t \in [\tau_1, \tau_2]$ with $\tau_1 > 1$, then

$$\| N_t \|_{H^k(dx)} \leq C_k, \quad (3.25)$$
for $t \in [\tau_1, \tau_2]$.

Indeed, by Remark 2.6 the motion $\tilde{\Gamma}_t$ corresponds to a parabolically rescaled motion by curvature $\Gamma^\mu_t$ such that $\Gamma^\mu_{-\frac{\mu}{2}} = \tilde{\Gamma}_{\tau_1}$ via the identities

$$\Gamma^\mu_t = \sqrt{-2t} \tilde{\Gamma}_{\text{log}(\mu/\sqrt{-t})}, \quad \mu^2 = \frac{e^{2\tau_1}}{2}.$$ 

Let $\tau \in (-1/2, 0)$ be such that $\tau_2 = \log \left( \frac{\mu}{\sqrt{-\tau}} \right)$. Assume first that $\tau \leq -\frac{1}{4}$. Then $\Gamma^\mu_t$ is a motion by curvature for $t \in [-1/2, \tau]$ with curvature uniformly bounded in $L^2(ds)$ and with length of the edges uniformly bounded from below away from zero. Recalling [14, Proposition 5.8] and since $\sqrt{-2t} \in [1/\sqrt{2}, 1]$ for $t \in [-1/2, \tau]$, it is readily checked that this implies (3.25) (we refer the reader to the argument in the proof of [16, Theorem 5.2]). In case $\tau > -\frac{1}{4}$, then the previous argument implies estimates (3.25) for $t \in [\tau_1, \log(\mu/\sqrt{1/4})] \subset [\tau_1, \tau_2]$. Hence the argument can be iterated with $\log(\mu/\sqrt{1/4})$ in place of $\tau_1$. Iterating again and again finitely many times we get that (3.25) holds on $[\tau_1, \tau_2]$.

The proof continues adapting the strategy of [16, Theorem 5.2]. Without loss of generality we can assume that $\mathcal{G}(\tilde{\Gamma}_t) > \mathcal{G}(\Gamma_t)$ for any $t$, for otherwise the rescaled motion by curvature would be stationary, and the thesis would follow trivially.

Let $\sigma, \theta, C_{LS}$ be as in Corollary 3.8. For $r_{\Gamma_*} > 0$ suitably small, whenever $\tilde{\gamma}^i := \gamma^i_* + N^i\nu^i_* + T^i\tau^i_*$ is a smooth regular network, for $N \in B_{r_{\Gamma_*}}(0) \subset V$ in the notation of (3.19), where the $T^i$s are adapted, then

1) there is $r_{\sigma} \in (0, r_{\Gamma_*})$ such that if $N \in B_{r_{\sigma}}(0) \subset V$, then $\left( \sum_i \|\gamma^i_* - \gamma^i_t\|^2_{H^2(ds)} \right)^{\frac{1}{2}} \leq \sigma$;

2) there is $e_* > 0$ such that $e^{-|\tilde{\gamma}^i_\gamma|^2/2} \geq e_*^2$ for any $i$;

3) there exists a constant $C_G > 0$, depending only on the graph $G$ and $\Gamma_*$, such that

$$\langle \tilde{\nu}^j, \nu^i_* \rangle \geq \frac{3}{4}, \quad \|\tilde{\nu}^j, \tau^i_*\| < \frac{1}{C_G},$$

$$\sum_{m \in J_G} \sum_{i \in I_m} \left| a^j(x)\langle \tilde{\nu}^j, \nu^i_* \rangle + \langle \tilde{\nu}^j, \tau^i_* \rangle \chi(x)\mathcal{L}_m^j(a^i_m(x), a^i_m(x)) \right|^2 \geq \frac{1}{C_G} \sum_i |a^i(x)|^2,$$

where $\tilde{\nu}^j$ is the normal vector of $\tilde{\gamma}^j$, and $i_m$ (resp. $j_m$) denotes the minimal (resp. intermediate) element of $I_m$, for any continuous functions $a^1, \ldots, a^N$;

4) there exist $c_1, c_2 > 0$ such that

$$c_1 \leq |\partial \tilde{\gamma}^j|^{-1} \leq c_2,$$

for any $i$.

For any $k \in \mathbb{N}$ with $k \geq 3$ let $C_k$ be given by (3.25) with $r = r_{\sigma}$.

By assumptions and by Proposition 3.4 there exist times $t_2 > t_1 > 0$ and $N_t, \tilde{T}_t, \varphi^i_t$ as in Proposition 3.4 such that

$$\mathcal{G}(\tilde{\Gamma}_t) - \mathcal{G}(\Gamma_*))^\theta < \frac{\theta e_*}{(100\lambda C_3)^k C_{LS} C_G c_2 r_\gamma^\frac{1}{2}}$$

$$\tilde{\gamma}^i_t = \sigma^i \circ \varphi^i_t = \gamma^i_* + N^i_t \nu^i_* + T^i_t \tau^i_* = \tilde{\gamma}^i_1, \quad N \in B_{r_{\sigma}}(0) \subset V,$$

for any $t \in [t_1, t_2]$. Let $S \in [t_2, +\infty]$ be the supremum of times $s$ such that (3.27) holds on $t \in [t_1, s]$ for some $N_t, \tilde{T}_t, \varphi^i_t$ as in Proposition 3.4.

Letting $H(t) := (\mathcal{G}(\tilde{\Gamma}_t) - \mathcal{G}(\Gamma_*))^\theta > 0$, we can differentiate $H$ to get

$$-\frac{d}{dt} H(t) = \theta \mathcal{H}^\theta(t) \left( \sum_i \int_{\tilde{\gamma}^i_t} |\tilde{\gamma}^i_t|^{\frac{1}{2}} + \tilde{k}^i_t |\tilde{\gamma}^i_t|^{\frac{1}{2}} e^{-|\tilde{\gamma}^i_t|^2/2} \right)$$

$$\geq \frac{\theta}{C_{LS}} \left( \sum_i \int_{\tilde{\gamma}^i_t} |\tilde{\gamma}^i_t|^{\frac{1}{2}} + \tilde{k}^i_t |\tilde{\gamma}^i_t|^{\frac{1}{2}} e^{-|\tilde{\gamma}^i_t|^2/2} \right)^{\frac{1}{2}} \left( \mathcal{E}_\tilde{\Gamma}_t + \mathcal{E}_\tilde{\nu}_t \right) \frac{1}{L^2(\tilde{\nu}_t)},$$

(3.26)
for any \( t \in [t_1, S) \), where we denoted \( \| (\partial_t \hat{\Gamma}_1) \|_{L^2(\mu_1)}^2 := \sum_i \| (\partial_t \hat{\gamma}_i) \|_{L^2(\mu_1)}^2 \) and \( \hat{\mu}_1 := e^{-|\hat{\gamma}_1|^2/2} |\partial_x \hat{\gamma}_1| \, dx \), and we applied Corollary 3.8 thanks to 1). Exploiting (3.27), the above estimate becomes

\[
-\frac{d}{dt} H \geq \frac{\theta}{C_{LS}} \left( \sum_i \int_{\hat{\gamma}_i} \| (\partial_t \hat{\gamma}_i) \|_{L^2(\mu_1)}^2 e^{-|\hat{\gamma}_1|^2/2} \right)^{\frac{2}{2}} + \frac{\theta e_s}{C_{LS}} \left( \sum_i \int_{\hat{\gamma}_i} |\partial_t \gamma_i |^2 + |\partial_t T_i (\gamma_i^+, \tau_i^+) |^2 \right)^{\frac{1}{2}}
\]

\[
\geq \frac{\theta e_s}{C_{LS}} \left( \frac{1}{2} \sum_{m \in J_G} \sum_{\ell \in I_m} \int_{\gamma_i} |\partial_t N_i (\nu_i^+, \nu_i^+) + \partial_t T_i (\nu_i^+, \tau_i^+) |^2 \right)^{\frac{1}{2}}
\]

\[
\geq \frac{\theta e_s}{C_{LS} \sqrt{C_G}} \left( \sum_i \int_{\gamma_i} |\partial_t N_i |^2 \, dx \right)^{\frac{1}{2}}
\]

\[
\geq \frac{\theta e_s}{C_{LS} \sqrt{C_G} \sigma_2} \left( \sum_i \int_{\gamma_i} |\partial_t N_i |^2 \, dx \right)^{\frac{1}{2}},
\]

for any \( t \in [t_1, S) \). Hence

\[
\left\| \mathbb{N}_{s_2} - \mathbb{N}_{s_1} \right\|_{L^2(dx)} \leq \int_{s_1}^{s_2} \left\| \partial_t \mathbb{N}_i \right\|_{L^2(dx)} \, dt \leq \frac{C_{LS} \sqrt{C_G \sigma_2}}{\theta e_s} H(t_1)
\]

\[
\leq \frac{r_\sigma}{(100 \Lambda C_3)^{\frac{1}{4}}},
\]

for any \( t_1 \leq s_1 < s_2 < S \). By (3.24) with \( k = 2 \), and by (3.25) we obtain

\[
\left\| \mathbb{N}_{s_2} - \mathbb{N}_{s_1} \right\|_{L^2(dx)} \leq \frac{r_\sigma}{50},
\]

for any \( t_1 \leq s_1 < s_2 < S \). Since \( \mathbb{N}_{s_1} \in B_{\mathbb{N}_1}(0) \subset V \), arguing by contradiction one gets that \( S = +\infty \). Since \( H(t) \to 0 \) as \( t \to +\infty \), then (3.28) implies that \( \mathbb{N}_i \) is Cauchy in \( L^2(dx) \) for \( t \to +\infty \). Interpolating as before, we deduce that there exists the full limit \( \lim_{t \to +\infty} \Gamma_1 = \Gamma_* \) in \( C^k \) for any \( k \).

\( \square \)

Proof of Theorem 1.1. The statement follows from Theorem 3.9 together with the equivalence recalled in Remark 2.6.

\( \square \)
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