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Abstract. Recommender System (RS) is one of the most popular applications of Artificial Intelligence which attracted researchers all around the world. Many machine learning algorithms are used to develop RSs. Choosing the best machine learning algorithm to provide users with a product or service is the most challenging task in the area of RSs. Now we are witnessing a paradigm shift in the purchase habits of people from in-shop to online resulting in the availability of online information exponentially growing every day. The ever-increasing online information and the number of online users create new avenues in RS. In an online shopping scenario, these systems must be able to recommend relevant items to the users. The RSs have to deal with the huge amount of information by filtering the relevant information based on the analysis made on the inputs made by the users during their online sessions. These systems can recommend appropriate items to users based on their interest and previous preference which can lead to increased sales. The three major techniques used to build a RS are content-based, collaborative based and hybrid-based. This paper presents the various applications of RSs and makes a detailed comparative study of different machine learning approaches used. The methodologies used for identifying research articles for analysis, the merits and demerits of different techniques in RSs and domain-specific applications of these techniques are well explained here with scientific review analysis.

1. Introduction

The Recommender Systems (RSs) are used in various domains like e-commerce, tourism, health, e-Learning, etc. These systems are widely used in the e-commerce field to recommend items to users of their interest. The items are recommended based on the buying history of customers. Based on the analysis, predictions can also be made on user preference. This technique can be considered as part of personalization because it helps each customer to buy products of his interest. This system can establish a good relationship with customers and can increase the sale rate if the recommendation is appropriate.

The RS in the e-commerce field has gained the attention of the business community. Amazon makes use of the RS to suggest the books frequently purchased by customers. Most of the RSs available today are based on the collected information of user’s purchase history, explicit rating, and ownership data but no system is using all these simultaneously.

The development of RS can also contribute to the field of tourism. They guide tourists to manage huge information and allows them to take appropriate travel decisions. This system can suggest a suitable place
that can match the appropriate activities to their profile. RSs are widely used as playlist generators for video and music services like Netflix, YouTube and Spotify. Amazon and social media platforms such as Facebook and Twitter make use of product recommenders. This system is one of the most successful applications of machine learning technologies in business. This helps the users to take quick decisions making in their online transactions and also improves the quality of their shopping experience.

These systems have also become significant in healthcare that can recommend healthcare information to patients as well as to health professionals depending on their requirements. The RS offers several opportunities in the medical field by using different machine learning techniques. The complex problems using unstructured data can be efficiently solved using different machine learning techniques.

Numerous works have been reported in the area of recommender systems for different applications like Movie recommendation, e-commerce, healthcare, etc. The recommendation in the e-Learning environment plays an important role in providing the accurate and right information to the learners. In the present scenario, e-Learning is completely transforming the learning habits of students and even adults. Intended learners are normally confused with the enormous number of courses available an online and keeping track of the relevance of these courses is also difficult. Since a huge amount of information is available on the internet, learners face the problem of searching for the right information and online recommendation system can solve the problem of information overload efficiently. This paper is an attempt to review the techniques used for RSs, the application domain areas of these techniques, merits and demerits of these techniques. In this paper, Section II introduces the methodology adopted in this study for the selection of source articles and reviews. Section III contains the literature review and a detailed discussion of merits and demerits. Evaluation matrices and domain areas are discussed in section IV. Finally, Section V concludes the paper.

2. Methodology
The review work of this paper accommodates the following phases for a systematic review of the literature. Fig.1 presents a specific set of steps followed in the management of this review paper.

2.1 Research questions and Research String
The main purpose of this literature review is to comprehend what issues RSs could successfully address, how they are developed and evaluated, and in what ways or aspects they could be experimented with. To this end, we defined the following research questions:

Q1 What are the most relevant studies about RS?
Q2 Which data mining and machine learning techniques are used in RS?
Q3 What are the problems and challenges faced in RS?

Fig 1. Structure of the review process
Q4 How RS are evaluated?
Q5 Which are the specific domain areas where RS is used?
Q6 Which directions are most promising for future research?

We picked five digital libraries as the source of research papers under review (Fig.1). The strings RS Applications, RSs Techniques, Review of RSs are used for retrieving the research papers. A total of 27580 research articles were listed by the search from the digital libraries mentioned. We have included papers from three specific periods (2001-2005), (2009-2012), and (2016-2020) to review the initial stages, subsequent progress, and present situation in RSs. Only journal research papers and conference proceedings written in English are considered for the analysis. This resulted in the selection of 1450 research papers. In the next step, we used a fuzzy based technique for assigning scores to these papers based on the three parameters: Relevance, RS Techniques, and Domain Area. A fuzzy-based score between 0 and 1 is given to the papers in each category and research papers getting a score of 0.7 or above are retained for analysis (expr. 1).

\[ \text{Paper Score} = \frac{\sum_{i=1}^{3} S_i}{3} \quad \text{expr. 1} \]

Where \( S_i \) is the fuzzy score given for a paper in a category. Based on this selection criteria 42 research papers were selected for further analysis. The sources of these research papers are represented in Fig.2.

The percentage of papers selected on the basis RS techniques as the selection criteria is represented in Fig.3.
3. Literature review

This paper presents a systematic literature review in the field of various RSs. The commonly used applications, recommendation techniques, and machine learning algorithms are discussed here. These works depict how RSs can provide personalized recommendations to online users so that they can reduce the time and effort in selecting the items or services according to their preferences. This section addresses the first Research Question and introduces the relevant studies in the area.

The study by Kumar [1] on the RS established that the recommendation system is an efficient tool to suggest recommendations on services to customers. Social media like Facebook, Google, Amazon, and Twitter proved that well-designed RS can provide accurate information to a large number of users. Item-based collaborative filtering algorithm is the commonly used technique in Amazon.com.

This technique can measure the number of users and the number of items independently. When using item-based collaborative filtering, we make a comparison between purchased and rated items of the user to related items. Then similar items are added to the recommendation list [2]. As per the study [3], it is observed that major problems in item-based RSs are the impact of context awareness, loss of neighbor transitivity, and sparsity.

The most commonly used classification of RSs is based on content-based, collaborative filtering, knowledge-based, and hybrid methods [6]. Content-based RS relies only on the past references of users
to create their profile and to select the recommended items. But in collaborative filtering, it examines the behavior of similar users to identify the candidate items. The knowledge-based RS uses domain-specific knowledge for matching user requirements with items of possible interest. The hybrid recommender is the one that combines multiple approaches to produce the output. The purpose of combining different approaches is to improve the accuracy of the recommendation.

In most of the tourism RSs, collaborative filtering and hybrid approaches [4, 5] are used. Most of them use both explicit and implicit methods to identify user interest [7]. In this domain, the tourist details are recommended using a semantic network by combining collaborative filtering and content-based filtering. The criteria include location, attraction type, price and time of travel, etc. A collaborative filtering approach is used for identifying user’s interests and their ratings to attractions explicitly and the information of the user’s social network is collected implicitly [9]. The location, time, and weather are used as the recommendation criteria. Another recommendation system in tourism based on a collaborative filtering approach and implicit criteria has been proposed by Yang and Marques. The two major issues of scalability and efficiency which need modern processing space and speed optimization to maintain user satisfaction are discussed here. In this work, collaborative filtering is used to build RS which can use the user ratings, information, and feedback collected from users to build recommendations [10].

The k Nearest Neighbours (kNN) recommendation algorithm is the commonly used algorithm in the recommendation processes using collaborative filtering. It is simple and can produce accurate results. But the low scalability [11] and sparsity [20] are the major drawbacks of this algorithm. The kNN algorithm focuses on similarity measures. The similarity calculation is performed between user to user, item to item, and user to item. By using similarity measures, similar users are assigned as neighbors to the user and items.

Major drawbacks found with the tourism RS are interactivity, adaptivity, and personalization. Even though it suggests user preferences, this system still needs user’s help to plan their trip manually. The inability of automatic travel planning is the major problem to be addressed here. The social information and context of the user can be used to solve the problem. The major approaches like collaborative, content-based, and demographic approaches suffer from personalized recommendations. The hybrid techniques can be used to solve these problems of individuality.

Healthcare RS also makes use of a collaborative filtering approach to categorize diseases, based on symptoms and then suggest appropriate doctors to patients. While using a collaborative or a hybrid filtering approach, the RS must collect information about users to build recommendations [12]. One of the most popularly used machine learning algorithms in the healthcare industry is support vector machines. It works on a supervised learning model for classification, regression, and detection of outliers. This algorithm could predict the early symptoms and medicine for heart patients and help in saving the lives of millions of patients. This can also be used for protein classification, image segregation, and text categorization.

The following sections introduce some of the specific techniques, algorithms used in RSs. A detailed analysis of the performance evaluation of these methods is presented here and this section focuses on the second Research Question.

3.1 Singular Value Decomposition (SVD)

In data science, Singular Value Decomposition (SVD) is a standard technique for reducing dimensionality and SVD lays the foundation for RSs. This method is useful for the formation of latent factors (predictions) in the scope of RSs to resolve the problems faced by the approach of collaborative filtering [2]. The key attractions of this approach are scalability and predictive precision [3].

3.2 Convolutional Neural Network (CNN)
It is a type of neural network consisting of convolution layers capturing global and local computational characteristics to enhance efficiency and precision [2]. For modeling sequential data, this network is used.

3.3 Restricted Boltzmann Machine (RBM)

The RBM is an artificial neural generative stochastic network that discovers a distribution of probability over a set of inputs. It is a neural network of two layers that consists of a visible layer and a hidden layer [25,26]. The visible and secret layer does not interact with the intralayer. It utilizes approximation algorithms for gradient descent, such as contrastive divergence. This network is used for extraction operations in a supervised learning algorithm. These models are energy-based model, as shown in Fig 5, consisting of binary-valued hidden and visible units. The strength of the relation between the noticeable and hidden units \( V_i \) and \( H_j \), respectively, is denoted by the weight matrix \( W \). For these units, it incorporates bias weights. Increasing the number of hidden units contributes to the better performance of the model.

Social network analysis (SNA) has been included in RSs as a result of the rapid growth of social networking resources in web-based systems [32, 33]. To enhance the user experience, RSs provide users with suggestions on their ability to communicate with other users in social interaction, such as online messaging, social comments, etc. These systems provide opportunities to make recommendations by using the social ties of users, especially for systems whose rating information is too scarce to perform Collaborative Filtering (CF). To present collaborative partnerships, Palau et al, [32] organized social networks and suggested steps to clarify how the Recommendation Process achieves collaboration.

Electronic government (e-government) [32] refers to the use of the Internet and other information and communication technologies to assist governments in providing better information. It is a conventional field for RSs in governance to propose web sites, documents, and news since such tools are growing rapidly. In most cases, the textual content is defined as a list of keywords that can be extracted from historical records, URLs and search engines, such as news, emails, documents and web pages, and many RSs are built based on the analysis of keywords and services for people and companies. An RS was proposed to help voters make choices in the e-election process [34], which uses fuzzy methods of clustering and offers information about candidates similar to the preferences of voters. To improve the trade exhibition RS for e-government, a hybrid fuzzy [36] logic-based recommendation system was developed.

Since these services expand rapidly, recommending websites, documents and news is a typical field for RSs. In most cases, a list of keywords that can be extracted from historical data is represented as textual content, such as news, emails, documents, and webpages. Based on keyword analysis, URLs, and RSs are constructed for search engines. In this field, probabilistic models such as the information retrieval techniques [37] are used. With each variable representing a keyword that takes into account frequency and location, contextual resources are converted into a vector (title or plain text).
e-Learning has become an important part of the education system [2] now. The user-based collaborative filtering algorithm is selected as the primary recommendation algorithm for online education [13]. Collaborative filtering based approaches give importance to the ratings given to items by users as the primary source of information for recommended learning. In many of the learning applications, the ratings are found very sparse and this causes collaborative based methods to reduce its performance in the recommendation.

The table below (Table 1) describes the various techniques used in different RSs. Based on the implementation techniques, the RSs can be divided into two, memory-based and model-based [4]. The memory-based method accesses the internal system database directly, whereas the model-based method uses the transaction data to create a model which can generate recommendation [14]. By accessing the database directly, the memory-based method is adaptive to data changes but requires large computation time depending on the data size [16]. The model-based method has a constant computing time regardless of the data size but not adaptive to data changes.

3.4 User-Based Collaborative Filtering (UBCF)

The UBCF method chooses clients with a comparable rating to a given thing as a client set [3]. It can foresee the client's appraising to another thing as indicated by others evaluating in a similar client set. The most testing undertaking of this calculation is to locate the best client set for the chose client. The principle center is to distinguish the neighbors with the most extreme similarities with the chose clients [15]. In the wake of distinguishing the likeness of the client to other people, the comparable neighbors of clients as indicated by the closeness will be chosen and assembled into neighbor records [3]. The client appraisals to explicit things can be anticipated with the assistance of the rating history of neighbors to acquire the proposed suggestion results.

3.5 Item-Based Collaborative Filtering (IBCF).

To compare the comparability of different objects, the IBCF approach is used. This is used to predict a user’s rating of a related item based on his current item rating [3]. Model-based methods can recommend items with the highest rank to a user, returned by the parametrized model [6]. The most popular algorithm in this category is the Slope one method. It is a linear regression model that learns through a set of simple predictors, one for each pair of two items with just one constant variable [17] so that this variable can represent the average difference between the ratings of two items. This method has fast computation and reasonable accuracy.

3.6 Matrix Factorization

These are the most successful latent models that can solve high sparsity problems. Matrix factorization became popular because of its enhanced scalability and predictive accuracy [18]. One of its significant contributions is its ability to uncover the hidden structure behind data. It is an effective technique used for information retrieval.

Using Matrix Factorization, the content-based filtering recommendation algorithms can be modified to a new algorithm called content-based filtering recommendation algorithm using HMM (Hidden Markov Model). The average precision of the HMM-based algorithm is higher, hence this algorithm is recommended for personalized systems [19].

3.7 Computational intelligence-based recommendation techniques (CI)

Computational intelligence approaches are commonly used in RSs to create recommendation models. Bayesian techniques, artificial neural networks, clustering techniques, genetic algorithms, and fuzzy set techniques are used in these CI approaches. For model-based RSs [32], Bayesian classifiers are popular and are often used to derive the Content-Based (CB) RSs model. Each node corresponds to an object when implementing a Bayesian network in RSs, and the states correspond to each possible vote value. For each object, there will be a collection of parent items within the network that represent its best
predictors. As a basis for integrating both CB and CF methods, a hierarchical Bayesian network has also been introduced [36].

Table 1. Comparison of Recommendation System techniques

| Techniques                      | Representative algorithm | Advantages                                                                 | Disadvantages                                                                 |
|---------------------------------|--------------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Memory-Based Collaborative Filtering (CF) | User-Based CF, Item Based CF | Simple to execute, Data addition is simple, Content should not be considered, Efficient scalability | Depends on the explicit suggestions, Cold start issue, Trouble with Sparsity, Scalability limited for huge dataset, Model is costly, Loss of information in a factorization matrix |
| Model-Based Collaborative Filtering | Slop-one CF            | Enhances the efficiency of prediction, Improves issues with scalability and sparsity |                                                                                |
| Hybrid Collaborative Filtering   | Combination of memory-based and model-based. | Overcome the sparsity limitations, Enhances the efficiency of prediction. | Complexity is increased, Challenging for implementation.                     |
| Content-Based Filtering          | Content-Based filtering algorithm using Hidden Markov Model | No issue with scarcity and cold start, It ensures confidentiality. | Needs detailed description of items, Requires ordered user profile, Concern is material overspecialization. |
| Hybrid Filtering                 | Combination of Collaborative and content-based algorithm | Collaborative and content-based methods are complementary strengths and shortcomings. | Difficult to implement                                                        |
| Computational intelligence-based | Combination of Fuzzy Logic Neural Network Artificial Intelligence | It eases the overload of information, improves the processing of information and solves new problems. | Failure to predict correct results for varying situations, Poor in providing optimal shedding of load. |

An Artificial Neural Network (ANN) is an interconnected node and weighted connection assembly that is inspired by the biological brain's architecture and can be used to create model-based RSs [35].

4. Discussion

4.1 RS Techniques and Challenges
RSs will provide users with personalized and targeted suggestions [38]. Therefore, they address the problem of data overload that plagues the users of the digital era. Different methods have recently been developed for building RSs, which can use either collaborative filtering, content-based filtering, or hybrid filtering. The technique of collaborative filtering has achieved a certain maturity and is one of the systems most frequently implemented. Content-based filtering techniques usually base their predictions on user data and, as in the case of collaborative techniques, they disregard contributions from other users. Although content-based filtering techniques have problems such as restricted content analysis, overspecialization is very important. The challenges and limitations with content-based recommendations [23] are discussed in the following section and it addresses Research Question 3.

Over Specialization: The system does not suggest the items that are different from the item that the user has seen before. This may create a problem because the user wishes to try something new and the system may not allow this to work. So it is advised to make several options available to the user.

Limited content analysis problem – In this problem, we may represent two different items with similar attributes so that they cannot be distinguished.

New user problem: Since new users do not have enough ratings, the system may not be able to make accurate recommendations such a user.

It is advised to use Content-based filtering when there are limited users and fewer user items. The Collaborative Filtering method is best used when there is a large number of users and items [24]. The major drawbacks identified with Collaborative filtering techniques are listed below

Cold start – It is difficult to give suggestions to the new users because the system is not familiar with the new user’s interests. This problem can be solved by surveying at the time of the users profile creation. Questions can be posed and based on the user’s responses recommendations can be made.

Scalability – When there is a large number of users available, more resources are needed for information processing. The resources are spent to determine users with related purchasing patterns. This problem can be solved by using different types of filters.

Scarcity – A large number of users and items are available on online websites. Collaborative and other RSs can create a neighborhood of users using their profile using various recommendation techniques. If the user rates only a few items, it will be difficult to find out the user’s interests and will be mapped to the wrong neighborhood. This is called a Data sparsity or scarcity problem.

Privacy – It is another major issue to be discussed in this system because the RS has to collect information like user location, bank data, etc. All online websites must make sure that the algorithms used can ensure data protection.

Another problem faced by the RS is Longtail items, the ones rated by fewer users. To solve this problem, it is important to consider other aspects like diversity along with accuracy.

This paper presented various algorithms and techniques used to build RSs. The algorithms and approaches discussed here have their advantages and disadvantages like user-based approaches are precise but not scalable, item-based approaches are scalable but not precise. Hybrid RS combines the best features of user-based and item-based algorithms but they are complex too. In this scenario, evaluation matrices are used to assess the effectiveness of RSs. This section focuses on Research Question 4.

4.2 Evaluation matrices

The most prominent evaluation metrics in the research literature measure the accuracy of the system's predictions. Accuracy is measured as the magnitude of error between the predicted value and the true expected value. Predictive accuracy is the RS’s capacity to predict the expectations of a consumer for an
object. Mean absolute error is the traditional approach for calculating predictive precision (MAE). It is the absolute average difference between the estimated values and a user's real expected value.

The other possible evaluation metrics are listed below:

Novelty: A CF system can recommend items that the user was not aware of before. For many applications, novelty is one of the most valued characteristics of the CF system's recommendations. A system tuned for novelty will actively avoid recommending new stories that already a user has awareness.

Serendipity: Users are given recommendations for items that they would not have seen through their existing channels of discovery. A serendipitous scheme would imply news stories on subjects that have never been read about before. Researchers have researched how algorithms can be modified to facilitate serendipity and novelty [27], but it is difficult to quantify novelty because it involves live user trials where users indicate whether a suggestion is a novel.

Coverage: It is the proportion of the CF system's items known for which predictions can be made by the CF system. Variants such as the percentage of products that have the potential to be recommended to users can also be measured, as performance optimizations in recommendations can prevent certain items from ever being recommended [28].

Learning Rate: It tests how fast the CF system becomes an efficient taste indicator as information starts to arrive. These are calculated per-user, measuring the number of ratings a user has to provide before they receive personalized predictions of high-quality [29].

Confidence: It defines a CF system's ability to determine the likely quality of its predictions. Most CF systems produce rankings based on the expected rating that is most likely. A CF system that can accurately measure its confidence in a forecast can restrict recommendations to high trust, leading to a trade-off between fewer false predictions at the expense of reduced coverage and probably reduced novelty. Trust in predictions is measured in certain instances and shown to users to help them determine if the risk-return ratio is appropriate [30].

User satisfaction metrics: The metrics mentioned above are just a sample of potential metrics for assessment. There are several more metrics, in particular, that researchers may create. These metrics will provide users with a system, and calculate how the system is viewed by users. It is typically achieved either by surveying the consumers or by calculating statistics for retention and usage.

4.3 Application Domain Areas
RSs and their applications reviewed in this paper are presented in Table 2. Here Research Question 5 is addressed and summarized. From the summary of RSs, the following important findings can be extracted: The major techniques used in the recommendation system are CB, CF, and Hybrid techniques, among these, Hybrid techniques are most popular. The CF techniques are widely used in e-resource RSs. The e-learning RSs have highly applied knowledge-based techniques. The social network-based RS and context awareness-based RS has also played a major role in recent application developments.

Computational intelligence methods, such as fuzzy logic, are used to deal with different uncertainties in all kinds of RSs. KB techniques, such as ontology and semantic tactics, are commonly incorporated with CF and CB recommendation methods into e-business RSs [31, 32]. The key explanation for this is that there is a high need for domain information in e-businesses [41] to help their recommendations.
Table 2 RS Techniques and application domain areas reviewed

| Techniques    | CB | CF | KB | Hybrid | Computational Intelligence | Social Network | Context-Aware | Group Aggregation |
|---------------|----|----|----|--------|-----------------------------|----------------|--------------|------------------|
| E-government  | 1  | 3  | 1  | 4      | 4                           |                |              |                  |
| E-business    |    |    |    |        | 1                           |                |              |                  |
| E-commerce/E-shopping | 3 | 1 | 4 | 1 | 4 | 2 | | |
| E-library     | 2  | 2  | 3  | 1      |                            |                |              |                  |
| E-learning    | 2  | 11 | 2  |        |                            |                |              |                  |
| E-tourism     | 5  | 9  | 9  | 3      | 2                           | 11             |              |                  |
| E-resource    | 9  | 16 | 6  | 15     | 8                           | 1              | 1            | 1               |
| E-group Activity | 9 | 5 | 2 | 5 | 1 | 2 | | |
| Total         | 31 | 37 | 36 | 40     | 27                          | 6              | 12           | 2               |

While RS applications have achieved great growth, there are still some problems that need more research with the advent of new applications for e-services. The hybrid recommendation approaches which combine CB, CF, and KB techniques are widely used in the e-library RSs. There are several cases, such as suggesting a TV program to a group of individuals who are unable to determine their users. In tourism scenarios, users need to negotiate online to engage in an activity together [39]. In these situations, for a whole community, individuals need online decision support. Traditional RSs make suggestions only for individual users, so it is suggested that community RSs (GRS) combine and match the individual preferences of group members to provide the group with satisfactory recommendations [42].

It is now possible to give customized and context-sensitive suggestions to mobile users with the increasing usage of Internet-accessing smartphones, and more mobile RSs would be needed. However, mobile data, which is heterogeneous, noisy, requires spatial and temporal auto-correlation, and has validation and generality issues [32,37] is typically more complex. Further Mobile-based analysis in the field of RS could make a significant contribution.

5. Conclusion
From the review of RSs, it is observed that there is an exponential growth of research in this field. Collaborative filtering is the most popular technique used for recommendation systems but the major drawback with this approach is its inability to solve the cold start problem. The commonly used technique next to CF is content-based filtering, but this technique also suffers from the same problem. Hence the hybrid approach, combining the other two techniques seem to produce a better result and it is becoming the most popular technique adopted in RSs. With the ever-increasing online usage in all aspects of human life due to the present pandemic situation, novel artificial intelligence-based systems are evolving in this area. In this paper, we have discussed the existing generation of RSs. There are possible extensions to these algorithms which can lead to more fruitful researches in this area.
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