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Abstract

We present Aurora, an open-source package for particle transport, neutrals and radiation modeling in magnetic confinement fusion plasmas. Aurora’s modern multi-language interface enables simulations of 1.5D impurity transport within high-performance computing frameworks, particularly for the inference of particle transport coefficients. A user-friendly Python library allows simple interaction with atomic rates from the Atomic Data and Atomic Structure database as well as other sources. This enables a range of radiation predictions, both for power balance and spectroscopic analysis. We discuss here the superstaging approximation for complex ions, as a way to group charge states and reduce computational cost, demonstrating its wide applicability within the Aurora forward model and beyond. Aurora also facilitates neutral particle analysis, both from experimental spectroscopic data and other simulation codes. Leveraging Aurora’s capabilities to interface SOLPS-ITER results, we demonstrate that charge exchange is unlikely to affect the total radiated power from the ITER core during high performance operation. Finally, we describe the ImpRad module in the one modeling framework for integrated task framework, developed to enable experimental analysis and transport inferences on multiple devices using Aurora.
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1. Introduction

As we approach the era of burning plasmas in fusion devices, advancing predictive capabilities and validating models of particle transport, impurity radiation and neutral particles has become increasingly important. The scaling of fusion power with fuel density squared makes an obvious case for the need to understand density peaking. Effective operation also requires the development of models that may help in controlling impurity accumulation near axis and actively mitigating divertor heat fluxes via edge puffing. Appreciating the
important interactions of neutrals particles, both in terms of fueling and as partners in charge exchange (CX) reactions, is also fundamental for core-edge integration. One common thread through these subjects is the need to simultaneously consider the roles of both transport and atomic physics. In this paper, we present the Aurora package, which aims to address some of these needs of the fusion community by providing a modern toolbox for impurity transport modeling, radiation predictions and spectroscopic analysis.

Aurora is well integrated with Python tools originally developed within the one modeling framework for integrated tasks (OMFIT) [1] and recently released for independent installation. This allows it to leverage a wide community effort to generalize common analysis routines and access data from multiple devices. For example, reading of files in standardized formats, e.g. from EFIT [2] or GACODE routines, is easily accomplished, permitting non-trivial manipulations of experimental data without need for detailed expertise. Integration of Aurora within integrated modeling frameworks is made particularly straightforward by its simple installation procedures, multi-language interfaces and device-agnostic implementation. Aurora is an entirely open source project, hosted on GitHub and welcoming contributions from users with a range of interests. Documentation is available at https://aurora-fusion.readthedocs.io.

In this paper, we aim to describe the current status of the project and provide a clear reference for some key features. Section 2 gives an overview of capabilities related to atomic data and radiation predictions, particularly making use of the atomic data and analysis structure (ADAS) database [3]. In section 3 we outline Aurora’s 1.5D simulation capabilities for ion transport in magnetically confined plasmas. Section 4 explains the concept of superstaging and its use in Aurora as a way to reduce the numerical complexity of heavy ions and to test approximations for edge codes. In section 5 we discuss how processing of SOLPS-ITER results with Aurora indicates that CX with edge neutrals should not significantly affect the total radiated power, $P_{\text{rad}}$, within the last closed flux surface (LCFS) in ITER. The subjects of superstaging and CX offer two examples of research activities where the modern interface and flexibility of Aurora has facilitated new insights, advancing both technical capabilities and physical interpretation for predictions relevant to future devices. In section 6 we conclude by describing opportunities for experimental analysis using the new ImpRad module in OMFIT, facilitating inferences of impurity transport on multiple devices based on Aurora.

2. Atomic data and spectral predictions

Aurora relies on ADAS data for much of its functionality. While it may be convenient to combine usage of ADAS Python routines with Aurora, it is not necessary to run (or even have access to) an ADAS framework. Aurora can work with atomic data from the OPEN-ADAS website (www.open-adas.ac.uk), fetching and interpreting files automatically through the internet. Most of the generalized collisional-radiative (GCR) formats distributed by ADAS can be processed. While users may indicate specific ADAS files that they wish to use, a set of defaults are conveniently listed within Aurora for most ions of interest in fusion. This offers the side benefit of lowering the ‘entry barrier’ for researchers who are not familiar with ADAS nomenclature and who may be unsure about which files offer the highest data quality. Cooling coefficients, both resolved for each ion stage and weighted by fractional abundances of each charge state at ionization equilibrium, can easily be loaded and processed for use in integrated modeling. For applications in spectroscopy, the aurora.read_aif15 function allows parsing and interpolation of photon emissivity coefficients in the ADAS ADF15 format, separating components driven by ionization, excitation or recombination processes, as well as metastable-resolved parts whenever these are available in the chosen files. Aurora also offers initial support to work with the ColRadPy [4] package, which makes use of ADAS resolved ion data collections in the ADF04 format for GCR model predictions. Specifically for the analysis of neutral H-isotope particles, some atomic data from the formulae by Janev and Smith [5] or Janev et al [6] are also available.

All the tools discussed in this section are applicable to Aurora simulations of particle transport (section 3) as well as other codes and analysis frameworks. Indeed, Aurora has been used for experimental spectroscopic signal analysis [7, 8] and to post-process data from neutral codes such as KN1D [9], FIDASIM [10, 11] and EIRENE [12]. Aurora does not include capabilities to work with molecules at the time of writing, but the subject will be explored in future work.

3. 1.5D modeling of particle transport

Simulation of impurity transport is extremely useful for both the interpretation of experimental measurements as well as the assessment of radiative scenarios that reduce heat fluxes going into the boundary layer. A number of 1D/1.5D codes have been developed over the years for these purposes, including STRAHL [13, 14], SANCO [15], MIST [16] and ITC [17]. These codes were not designed to operate on high performance computing clusters, where one may want to keep data in memory rather than writing to disk. Since the task of writing data files can account for the majority of the runtime when dealing with large arrays, avoiding it can give a significant speed improvement, sometimes by a factor in excess of 10. Gaining such advantage was one of the original motivations for the development of Aurora as a tool to rapidly iterate over some input parameters in inferences of experimental impurity transport coefficients on Alcator C-Mod [7] and DIII-D [18]. In this context, Aurora’s simulation capabilities are referred to as a ‘forward model’, differentiating the task of obtaining numerical results from chosen inputs via a pre-defined model and the problem of iterating over forward model inputs until matching some termination conditions (‘inverse problem’).

Aurora’s high-level Python interface provides simple operation and interpretability of results, for example by permitting plotting of atomic rates or the quantification of particle conservation. The high level interface does not come at the cost of reduced speed, since in practice the coupled transport
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The radial (cross-field) particle flux $\Gamma_{iZ}$ is separated into diffusive and convective terms with the standard ansatz

$$
\Gamma_{iZ} = -D \frac{\partial n_{iZ}}{\partial r} + v n_{iZ},
$$

(2)

where $D$ is the diffusion coefficient and $v$ is the radial convective velocity. We remark that $D$ and $v$ are inputs to Aurora, not outputs. The coupling between charge states in equation (1) occurs through the atomic sources/sinks term, $Q_{iZ}$, which can be expanded into its components as

$$
Q_{iZ} = -\left(n_e S_{iZ} + n_e \alpha_{iZ} + n_H \alpha_{1Z}^{\mathrm{cs}}\right) n_{iZ}
+ n_e S_{iZ-1} n_{iZ-1}
+ \left(n_e \alpha_{iZ+1} + n_H \alpha_{1Z+1}^{\mathrm{cs}}\right) n_{iZ+1}.
$$

(3)

The right hand side of equation (8) is made of three terms multiplying adjacent charge states. Total ionization rates, obtained from the ADAS SCD data, are labeled as $S$. Radiative and dielectronic recombination rates are grouped into a rate labeled $\alpha$, obtained from ADAS ACD data. Finally, $\alpha^{\mathrm{cs}}$ stands for the contribution from CX of each impurity charge state with the atomic density of hydrogen-isotopes, $n_H$. Electron density is here labeled as $n_e$.

Theoretical transport models often make predictions at the LFS on a midplane radial coordinate, which we label as $r_m$. These results can be transformed to flux surface averaged (FSA) values of $D$ and $v$ for the Aurora forward model using [22]

$$
D = D_{\text{LFS}} \frac{n_{\text{LFS}}}{(n)} \left(\frac{\partial r_{\text{vol}}}{\partial r_m}\right)^2,
$$

(4)

$$
v = \nu_{\text{LFS}} \frac{n_{\text{LFS}}}{(n)} \frac{\partial r_{\text{vol}}}{\partial r_m} + D \frac{\partial}{\partial r_m} \left(\ln \frac{n_{\text{LFS}}}{(n)}\right)
$$

where factors of $n_{\text{LFS}}/(n)$ account for any poloidal density asymmetries. Centrifugal asymmetries can be particularly significant for the transport of heavy ions and may be estimated with Aurora given radial profiles of $n_e$, $T_e$ (electron temperature), $T_i$ (bulk ion temperature), $Z_{\text{eff}}$ (effective ion charge) and $\omega$ (toroidal rotation frequency) [23].

Currently, Aurora uses by default a first-order, vertex-centered, finite-volume scheme recently developed by Linder et al [24] which offers particle conservation and better numerical stability with respect to finite-difference schemes in the presence of large convection, as in pedestal regions of tokamaks. This scheme uses adaptive upwinding for the spatial discretization of the advective terms based on local evaluations at grid point ‘i’ of the parameter

$$
K_i = \max \left(0, 1 - 2/|\mu_i|\right) \cdot \text{sgn} (\mu_i),
$$

(5)

where $\mu_i = |v(r_i)| \Delta r_i / D(r_i)$ is the local Pécel number and $\Delta r_i$ is the local radial grid spacing, which can be flexibly set to be smaller in the pedestal. In the limit of $\mu_i \to 0$ ($K_i = 0$, diffusion-dominated case) a purely central scheme is used, while for $\mu_i \to \infty$ ($K_i = 1$, advection-dominated case) pure upwinding is adopted. It is recommended that users...
apply a highly non-uniform radial grid, maintaining \(|\mu_i| \leq 2\) at all locations and thus avoiding numerical damping. Suggestions on how to do so are provided in the Aurora documentation.

The temporal discretization is performed using the \(\theta\)-method, equally weighting contributions from densities at the previous time step and the new time step (i.e. \(\theta = 1/2\)). Ionization and recombinations rates are set to act on each charge state using the Lackner method [25], which considers ionization and recombinations in two half steps. In the first half step, the ionization term is computed using the density at the new time step (implicitly) and recombinations with the density at the previous time step (explicitly); in the second half step, ionization is computed at the previous time step and recombinations at the new time step. This method is unconditionally stable and allows one to use the fast Thomas algorithm to solve the resulting tri-diagonal system of equations for the charge states. The computational cost of this scheme scales linearly with the number of evolved charge states. Readers are referred to [24, 25] for details on the numerical scheme. Additionally, as proposed by Linder et al [24]. Aurora can evolve the neutral stage in the same way as ionized stages, even though the specific transport coefficients for neutrals is not trivial. Alternatively, users can choose not to evolve neutrals, in which case recombinations for the first ionized stage is artificially set to zero to prevent particle losses. The 1st order finite differences scheme described in the STRAHL manual [14] has also been implemented in Aurora to benchmark its routines against a more established code. Such benchmarks have proven to be perfectly satisfied when using identical modeling choices to those available in STRAHL.

In Aurora, \(D\) and \(v\) can be provided as a function of time, space and charge state (i.e. \(Z\) value). Typically, it is hard to determine what \(Z\) dependence should be assigned to transport coefficients, but in some cases this capability can enable validation efforts, e.g. to test the predictions of neoclassical transport in the pedestal region [7]. It is also possible to provide transport coefficients for each charge state as obtained via a neoclassical and/or turbulent transport code.

In concluding this section, we summarize and highlight key advantages of the Aurora 1.5D forward model with respect to pre-existing codes:

- In iterative frameworks, Aurora can be more than \(10 \times\) faster. While the specific run time depends on user-specified spatio-temporal grids and number of ion stages, generally a simulation over 100 ms can take as little as a few ms of CPU time.
- The current forward model algorithm gives better particle conservation at large \(v/D\) with respect to finite-difference schemes, even with half as many grid points.
- Interfacing with other modeling frameworks is made easier via dedicated modules and OMFIT tools.
- The superstaging method (described in the next section) offers additional speed improvements and a simple test bed for atomic physics in edge transport codes.

4. Superstaging

A significant challenge in investigations of impurity transport is the computational complexity of coupling atomic physics and transport for a large number of charge states. Particularly for edge codes, modeling of complex ions is often considered intractable. For simpler 1.5D modeling in the core, for example with Aurora’s forward model, heavy ions like W make it hard to iterate over some free parameters with sufficient speed. However, with a number of high-Z machines already in existence and more under construction, such modeling is clearly of great interest. The superstaging approximation offers the means to reduce computational complexity with a simple and interpretable method.

The technique described here is analogous to one explored in past JET [15, 26] and ITER [27] modeling. These works rely on the creation of ADAS atomic rates for superstages in a set of dedicated data files. This process has been significantly simplified in Aurora, where transformations of standard collisional-radiative coefficients are computed ‘on the fly’, without need for additional files. The simplicity of these operations calls for an exposition of these methods and a reconsideration of research opportunities associated with superstaging. In this section, we focus on providing an intuitive understanding to make the technique more accessible to modelers. Analogous ideas may be applied to bundle metastable states, but we shall not discuss the subject here for simplicity.

In the superstaging approximation, multiple charge states are ‘bundled’ together to reduce the number of species to evolve in a simulation. Suppose that we wish to group charge states \(i_0\) to \(i_1\) onto a superstage \(\zeta\). We then have

\[
n_{\zeta} = \sum_{i = i_0}^{i_1} n_i
\]

where we have used lower case \(n\) for the density of a general atomic species. Superscripts indicate the stage or superstage of interest, in slight departure from the more common notation used in section 3. In what follows, electron density is simply labeled as \(n_e\). The continuity equation for a charge state \(i\) can be written as

\[
\frac{\partial n_i}{\partial t} = -\nabla \cdot \Gamma_i + Q_i.
\]

and our objective is to obtain an equation of identical form, but with indices \(i\) replaced by \(\zeta\) and each term appropriately adapted to represent superstages. Eventually, after solving for the superstage densities, we wish to split these back into individual charge states densities.

Let us assume that the transport coefficients appearing in the \(\Gamma\) term in equation (7) are independent of \(Z\); we shall come back to this approximation later. Summing particle flux terms of multiple charge states in equation (7) is then trivial, since \(D\) and \(v\) are the same for all charge states and densities linearly sum up as in equation (6). The same is true for the time derivatives of particle density on the left hand side of equation (7).
Let us therefore focus our attention on the sources/sinks term, $Q^i$, which we write here for a charge state $i$ as

$$Q^i = -n_0 S^{i \rightarrow i+1} + n_0 \alpha^{i \rightarrow i-1} + n_0 S^{i \rightarrow i-1} n_i^{i-1} + n_0 \alpha^{i+1 \rightarrow i} n_{i+1}^{i+1}. \quad (8)$$

Here we have adopted a notation that makes it clear which charge states are involved in each reaction, e.g. $S^{i \rightarrow i+1}$ is the process of ionization from charge state $i$ to $i+1$ and $\alpha^{i \rightarrow i-1}$ is recombination from charge state $i$ to $i-1$. Upon summation of the $Q^i$ term for each of the charge states $i_0$ to $i_1$, many terms cancel out. The sum over these charge states can be written as

$$Q^\zeta = +n_0 S^\zeta \rightarrow \zeta+1 n_0^{\zeta-1} - n_0 \alpha^{\zeta \rightarrow \zeta-1} n_0^{\zeta} - n_0 S^\zeta \rightarrow \zeta-1 n_0^{\zeta} + n_0 \alpha^{\zeta+1 \rightarrow \zeta} n_0^{\zeta+1}. \quad (9)$$

The purpose of superstaging is to avoid explicit modeling of individual charge states, which must instead be only related to the correspondent (directly modeled) superstages. In the superstage approximation, we impose quasi-static ionization equilibrium for the charge states $i_0$ to $i_1$ within a superstage. This means that the fractional abundance of each charge state within the superstage is purely set by atomic physics, with no transport involved. Within a superstage, we therefore take

$$n_0^\zeta \big|_{eq} = (\alpha^{i_0+1 \rightarrow i_0} / S^{i_0 \rightarrow i_0+1}) n_0^{i_0+1} \big|_{eq},$$

$$n_0^\zeta \big|_{eq} = (\alpha^{i_0+2 \rightarrow i_0+1} / S^{i_0+1 \rightarrow i_0+2}) n_0^{i_0+2} \big|_{eq},$$

$$\ldots$$

$$n_0^\zeta \big|_{eq} = (\alpha^{i_1-1 \rightarrow i_1} / S^{i_1-1 \rightarrow i_1}) n_0^{i_1} \big|_{eq}. \quad (10)$$

In other words, we wish to evolve $n^\zeta$ in space and time, i.e. $dn^\zeta/dt \neq 0$ in a transport code, and we take $Q^\zeta = 0$ when decomposing each superstage density into its charge state components. This obviously incurs an error, which however is small in many circumstances, as we will show later.

In order to express equation (9) solely in terms of superstage properties, we recognize that both charge states $i_0$ and $i_1$ are absorbed into superstage $\zeta$, so by applying the changes $i_0 \rightarrow \zeta$ and $i_1 \rightarrow \zeta$ one can write

$$S_{i_0-1} \rightarrow i_0 n_{i_0-1} \rightarrow S_{i_1-1} \rightarrow \zeta n_{i_1} \zeta-1,$$

$$\alpha^{i_0 \rightarrow i_0-1} n_0^{i_0} \rightarrow \alpha^{\zeta \rightarrow \zeta-1} n_0^{\zeta},$$

$$S^{i_0+1 \rightarrow i_0+1 n_0^{i_0+1}} \rightarrow S^{i_1-1 \rightarrow \zeta+1} n_0^{\zeta+1},$$

$$\alpha^{i_1+1 \rightarrow i_1+1} n_1^{i_1+1} \rightarrow \alpha^{\zeta+1 \rightarrow \zeta} n_1^{\zeta+1}, \quad (11)$$

which allow us to define effective superstage rates as

$$\alpha^{\zeta \rightarrow \zeta-1} \equiv \alpha^{i_0 \rightarrow i_0-1} \left( \frac{n_0^{i_0}}{n_0^{\zeta}} \right)_{eq}, \quad (12)$$

$$S^{\zeta \rightarrow \zeta+1} \equiv S^{i_0 \rightarrow i_0+1} \left( \frac{n_0^{i_0}}{n_0^{\zeta}} \right)_{eq}. \quad (13)$$

The terms in brackets are the fractional abundances of the ‘edges’ of the superstage $\zeta$, which we explicitly labeled as being computed from ionization equilibrium. Using the superstage rates of equations (12) and (13), one can then express the sources/sinks term for superstages as

$$Q^\zeta = -n_0 S^\zeta \rightarrow \zeta+1 + n_0 \alpha^{\zeta \rightarrow \zeta-1} n_0^{\zeta} + n_0 S^{\zeta \rightarrow \zeta-1} n_0^{\zeta-1} + n_0 \alpha^{\zeta+1 \rightarrow \zeta} n_0^{\zeta+1}, \quad (14)$$

which has the same form as equation (8) and can be used for impurity transport simulations, including (but not exclusively) within the 1.5D Aurora forward model.

$D$ and $v$ can either be set to be the same for all superstages, as commonly done in simulations with individual charge states, or users may indicate an arbitrary Z dependence. This could, for example, be obtained from a neoclassical or turbulent transport code, in which case Aurora can compute an average of transport coefficients weighted by the fractional abundance of charge states within each superstage. This corresponds to taking

$$D^\zeta = \sum_{i_0} D^i \left( \frac{n_i}{n_0^{\zeta}} \right)_{eq}. \quad (15)$$

An analogous weighing by fractional abundances at ionization equilibrium allows one to decompose superstages into individual charges after a simulation:

$$n_i = n_0^{\zeta} \left( \frac{n_i}{n_0^{\zeta}} \right)_{eq}. \quad (16)$$

We remark that while $n_0^{i}$ may be significantly out of ionization equilibrium, resulting from a simulation with finite transport, the right hand side term within brackets in equation (16) is taken purely from ionization equilibrium (no transport).

Once superstage densities have been unstaged, any calculation of radiation terms can proceed as usual using standard collisional-radiative coefficients, with no need for additional tabulation of atomic rates. Superstaging is therefore seen to only require charge state ionization and recombination rates. If CX is considered, the ADAS CCD data are also needed for inclusion within the $\alpha$ rates with appropriate weighting by $n_0/n_0$, where $n_0$ is the background H-isotope atomic neutral density.

The error incurred by the superstaging approximation is dependent on the intensity of plasma transport, since this technique effectively imposes ionization equilibrium within superstage partitions. For typical tokamak transport levels, there often exist multiple useful and safe partitioning strategies for medium- and high-Z impurities. It is however not possible to specify the ‘best’ partition in a universal manner, since the optimal choice of superstages depends on the application of interest. The top panel of figure 2 shows W fractional abundances of all charge states of W as a function of $T_e$, using dashed lines. Easily identifiable charge states have been indicated by numbers near the peak fractional abundance of each. A partition of charge states based on the valence electronic shells
Figure 2. Full ionization equilibria of (top) W and (bottom) Ca over electron temperature, $T_e$, shown by dashed lines. Numbers within the plot identify selected ionization stages. Continuous lines show one bundling scheme for each atomic species, in the case of W based on filled electronic shells, while for Ca only low-Z stages are grouped.

is also shown by continuous lines, corresponding to superstages $Z \in \{0\}, \{1, 2\}, \{3, 8\}, \{9, 18\}, \{19, 32\}, \{33, 50\}, \{51, 72\}, \{72, 74\}$. This partitioning is physically motivated by atomic physics and analogous to the ‘natural partition’ strategy defined in ADAS, whereby charge states are bundled based on variations of ionization potential ($I_z$) between charge states. Specifically, the natural partition is computed for each species by finding large deviations of the quantity $2(I_{z+1} - I_z)/(I_{z+1} + I_z)$ from a running mean over charge states [26]. To this end, Aurora can make use of ionization energies from NIST [28], collected via ColRadPy [4]. Alternatively, users may also use fractional abundances at ionization equilibrium to determine which charge states have a small range of existence in a given simulation and can therefore be safely bundled. Such ‘clustering’ of superstages can be easily dealt with using the K-means algorithm.

However, often the optimal partitioning of charge states may be specific to the application of interest. For example, for edge simulations, charge states with charge greater than W20+ are unlikely to be useful and can always be bundled. Similarly, core simulations may bundle low- and high-lying charge states that are never reached at the temperatures of interest, only simulating charge states that produce observable effects. We note that the 0th charge state is always needed in forward modeling where ion sources are introduced in the neutral state. The bottom panel of figure 2 shows a case where we bundle charge states $\{1, 9\}$ and keep individual charge states with $Z > 9$. This choice is favorable for core impurity transport studies where Ca is injected into tokamak plasmas via laser blow off since emission from charge states 1–9 is typically not measured and only higher charge states must be carefully resolved. In tests of the Aurora forward model with this partitioning strategy, we have found that a negligible error in impurity densities and radiation is incurred for any realistic transport levels. Recall that the computational cost of the Aurora forward model is linearly proportional to the number of modeled charge states, so superstaging as in figure 2 gives approximately a factor of 2 speed improvement.

Figure 3(a) shows two Aurora simulations for Fe injection in the ITER baseline scenario, where peak electron temperatures and densities reach $T_e \approx 25$ keV and $n_e \approx 1.1 \times 10^{20}$ $m^{-3}$. We compare the standard use of all charge states (thin lines) with a superstage partition that bundles Fe charge states with $Z < 16$ (thick lines), analogously to the Ca strategy of figure 2. Almost no difference is observed in the charge state densities of interest; the inset shows a zoomed in view of the peak of Fe$^{24+}$ near the pedestal, where a small inaccuracy is seen. For this comparison, a flat diffusion coefficient with magnitude $D = 10$ $m^2 s^{-1}$ was assumed, setting convection to zero for simplicity. We note that the value of $D = 10$ $m^2 s^{-1}$ is relatively high and, since superstaging becomes less accurate at high transport levels, this can be seen as a successful test in challenging, yet reasonable, conditions for the application of
Figure 3. Comparison of Aurora simulations for Fe transport in (a) the ITER baseline scenario ($T_e \approx 25$ keV and $n_e \approx 1.1 \times 10^{20}$ m$^{-3}$ on axis), and (b) an Alcator C-Mod discharge with $T_e \approx 3.5$ keV and $n_e \approx 1.5 \times 10^{20}$ m$^{-3}$ on axis. Transport coefficients $D = 10$ m$^2$ s$^{-1}$, flat across the radius, and $v = 0$ m s$^{-1}$ were assumed for illustrative purposes. Thin lines show results from a simulation resolving all charge states, thick lines from bundling $Z < 16$ states. We remark however that the same partitioning strategy can be much less successful in other plasma scenarios. Figure 3(b) shows the result of using the same Fe superstaging strategy for realistic Alcator C-Mod kinetic profiles with on-axis values of $T_e \approx 3.5$ keV and $n_e \approx 1.5 \times 10^{20}$ m$^{-3}$, much lower than in the ITER baseline. As in figure 3(a), thin lines correspond to the simulation resolving all charge states, while thicker lines show the result of bundling $Z<16$ states (except the neutral stage, as always). While core profiles are recovered very well, significant discrepancies are found in the outer part of the plasma. Of course, even larger errors would be incurred if a smaller number of superstages were directly modeled, e.g. taking only every other Fe state between $Z = 16$ and $Z = 26$.

Many of the envisioned applications of superstaging are with high-Z ions. Figure 4(a) shows two Aurora simulations of W in the ITER baseline scenario. The displayed charge states were the only ones that were explicitly modeled, i.e. all others were bundled. Except for small inaccuracies near axis, the agreement between thin and thick lines is excellent, particularly considering the large reduction of computational cost of this superstaging partition. Figure 4(b) shows the cumulative radiated power computed by Aurora as a function of plasma radius when setting the total W concentration to be $1.5 \times 10^{-5}$. 

Figure 4. Application of superstaging within an Aurora simulation of W in the ITER baseline scenario. In (a), thin lines show the result of simulating all charge states, while thicker lines show the result of superstaging. Here, only $Z = \{50, 53, 56, 59, 62, 65, 68\}$ were superstaged, using $D = 10$ m$^2$ s$^{-1}$, $v = 0$ m s$^{-1}$. In (b), we show the difference between the two cases for cumulative radiated power, integrated from the magnetic axis outwards, in the pedestal region.
on axis [29]. The radial range is focused on the pedestal region in order to better visualize the loss of accuracy due to supersta-
ging, shown by the difference between the full model, simulat-
ing all charge states (red) and the reduced superstaged model (blue). Clearly, such simulation strategy could be very advant-
geageous for a number of applications, including integrated mod-
eeling where impurity radiation can play a significant role. In
these cases, modeling impurities as having charge state den-
sities set by a constant fraction of the electron density can res-
ult in significant errors, whereas running Aurora with a small
number of superstages, appropriately chosen for the scenario
of interest, can be fast and effective.

5. CX in the ITER pedestal

Aurora’s routines for the post-processing of SOLPS-ITER [30, 31] results enable consideration of core-edge effects, for
example related to the influence of edge neutrals in the ped-
estal region [32]. Recent work by Dux et al [33] demonstrated the
discount of CX on ionization balance in the AUG ped-
estal, making use of detailed charged exchange recombination
(CER) spectroscopy measurements of Ne$^8^+^+$ and Ne$^{10^+}$ and a
1D Monte Carlo neutral code to model edge neutral penetra-
tion. An extrapolation to ITER based on these AUG obser-
vations suggested that CX could significantly affect the total
radiated power emitted within the LCFS, $P_{rad}$, increasing core
Ne radiation by up to a factor of 5. Here, we provide a new
assessment of this subject based on EIRENE modeling of neu-
tral penetration in ITER using the SOLPS-ITER code, which is
a higher-fidelity model with respect to previous descriptions.

The details of these SOLPS-ITER results, including realistic
levels of Ne puffing for divertor heat flux mitigation, have
been presented elsewhere as part of ITER divertor studies [34].
Here, we limit ourselves to a demonstration of post-processing
and interpretation of the SOLPS-ITER data using Aurora.
By providing the path to the SOLPS-ITER results directory,
including an EFIT EQDSK file, Aurora can load data on both
the EIRENE and B2 grids with just a couple of lines of Python
code. An additional call to the aurora.solps.get_radial_prof
function allows extraction of low- and high-field side (HFS) radial
profiles at the midplane, as well as flux surface averages.
Figure 5 shows these atomic D neutral density profiles, nor-
malized by the corresponding $n_s$ radial profiles (LFS, HFS and
FSA). We note that FSA neutral profiles are appropriate inputs
to Aurora’s 1.5D impurity transport model to examine the
effect of neutrals on impurity ionization balance via CX. This
is a physical modeling choice everywhere except very close to
the LCFS (typically, for $\rho_p < 0.99$) since the parallel motion
of impurities on flux surfaces tends to be much faster than their
ionization. As a result, the impact of neutrals on impurity ions
is effectively averaged out also in the presence of strong pol-
ooidal neutral asymmetries, e.g. near divertor x-points or neu-
tral beam injection [33]. Figure 5 shows that $n_n/n_e$ is expected
to be lower than $10^{-5}$, i.e. below the red dashed line. At the
realistic Ne densities of the ITER baseline scenario, Aurora
predicts the contribution to $P_{rad}$ directly attributable to CX
recombination to be only approximately 0.2 MW. The indirect
contribution from the modification of the Ne ionization equi-
lbrium due to CX cannot be self-consistently assessed without
turning CX on and off in the SOLPS-ITER simulation itself,
but at the low values of $n_n/n_e$ this effect is undoubtedly very
small. These conclusions can be interpreted as resulting from
the large width of the ITER SOL, which significantly reduces
neutral penetration into the confined region. We note that while
Alcator C-Mod’s highest density shots did reach similar opa-
city to high-performance ITER projections [35], the C-Mod
SOL was significantly thinner. As a result, C-Mod’s absolute
neutral densities in the pedestal were lower than in any other
current tokamak, but still higher than in ITER, whose core
fueling is bound to have different global character.

6. Discussion and conclusions

In this paper we have presented Aurora, a package for particle
transport, neutrals and radiation modeling. Beyond its original
purpose as a modern impurity transport forward model, Aurora
has found applications as a simple interface to atomic data
from ADAS and other databases. It has also been used to post-
process results from other codes and integrate them within
a framework suited for core-edge research in magnetically-
confined plasmas. Aurora’s forward model inherits from pre-
existing numerical methods, particularly developed at JET
and AUG, with important new capabilities enabled by a
high-level Python interface with Fortran, as well as initial
support for Julia. In section 4, we presented the supersta-
ging approach used in Aurora. This could be adopted well
beyond the Aurora forward model, particularly benefiting
computationally-intensive edge codes, offering a fast interface to test the superstaging assumption in the presence of finite cross-field transport. Section 5 discussed the impact of CX on the total radiated power within the LCFS in ITER, making use of post-processing tools of SOLPS-ITER results within the package. The extremely low values of $n_e/n_x$ found inside the LCFS make CX negligible to the ITER $P_{rad}$.

Many of Aurora’s features are leveraged in the OMFIT ImpRad module, where they enable fast simulations of impurity transport, radiation predictions, development of synthetic diagnostics, and inferences of impurity transport coefficients. A graphical user interface (GUI) allows the creation of detailed Aurora namelists, simple loading of magnetic geometries and kinetic profiles from other OMFIT modules, visualization and post-processing of results, as well as benchmarking with STRAHL for some test cases. Complex models with time-dependent transport coefficients, possibly arising from sawteeth or edge localized modes, can be easily constructed via the GUI. A set of workflows for the inference of impurity transport coefficients from experimental data has also been implemented, permitting nonlinear optimization with LMFIT [36], Markov Chain Monte Carlo with the emcee package [37] and nested sampling with MultiNest [38]. These iterative frameworks make use of a set of synthetic diagnostics developed for a range of measurements, including from extreme ultraviolet (EUV) spectroscopy, soft x-ray arrays, CER, visible Bremstrah lung, and bolometry. Inferences of particle transport can be submitted to remote clusters to access high-performance computing resources, where Aurora simulations can be run in parallel. The ImpRad module has been generalized to minimize device-specific tasks and allow utilization of the framework on multiple devices.

We conclude by highlighting the open-source and collaborative nature of the Aurora project. In this paper, we have described and demonstrated some of its capabilities, showing how it builds on the success of previous modeling tools. This has led to new opportunities in fusion research, many of them naturally related to core-edge integration given the range of applicability of the current code base.
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