Abstract

Image binarization is the process of separation of pixel values into two groups, white as background and black as foreground. Thresholding plays a major role in binarization of images. Thresholding can be categorized into global thresholding and local thresholding. In images with uniform contrast distribution of background and foreground like document images, global thresholding is more appropriate. In degraded document images, where considerable background noise or variation in contrast and illumination exists, there exists many pixels that cannot be easily classified as foreground or background. In such cases, binarization with local thresholding is more appropriate. This paper describes a locally adaptive thresholding technique that removes background by using local mean and mean deviation. Normally the local mean computational time depends on the window size. Our technique uses integral sum image as a prior processing to calculate local mean. It does not involve calculations of standard deviations as in other local adaptive techniques. This along with the fact that calculations of mean is independent of window size speed up the process as compared to other local thresholding techniques.
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1. Introduction

In general, scanned documents including text, line-drawings and graphics regions can be considered as mixed type documents. In many practical applications, we need to recognize or improve mainly the text content of the documents. In such cases, it is preferable to convert the documents into a binary form. Thus document binarization is the first step in most document analysis systems. The goal of document binarization is to convert the given input grayscale or color document into a bi-level representation. This representation is particularly convenient because most of the documents that occur in practice have one colour for text (e.g. black), and a different colour (e.g. white) for background.

Thresholding becomes a simple but effective tool to separate objects from the background. The output of the thresholding operation is a binary image whose one state will indicate the foreground objects, that is, printed text, a legend, a target, defective part of a material, etc., while the complementary state will correspond to the background. Depending on the application, the foreground can be represented by gray-level 0, that is, black for text, and the background by the highest luminance for document paper, that is, 1 in 8-bit images as white, or conversely the foreground by white and the background by black.
The binarization techniques for grayscale documents can be grouped into two broad categories: global binarization and local binarization. Global binarization methods such as one proposed by Otsu [8] try to find a single threshold value for the whole document. Then each pixel is assigned to page foreground or background based on its gray value. Global binarization methods are very fast and they give good results for typical scanned documents. For many years, the binarization of grayscale documents was based on the global thresholding algorithms [8]–[13]. These statistical methods, which can be considered as clustering approaches, are suitable for converting any grayscale image into a binary form but are inappropriate for complex documents, and even more, for degraded documents. If the illumination over the document is not uniform, for instance in the case of scanned book pages or camera-captured documents, global binarization methods tend to produce marginal noise along the page borders. To overcome these complexities, local thresholding techniques have been proposed for document binarization. These techniques estimate a different threshold for each pixel according to the grayscale information of the neighbouring pixels. The techniques of Bernsen [14], Chow and Kaneko [15], Eikvil [16], Mardia and Hainsworth [17], Niblack [18], Taxt [19], Yanowitz and Bruckstein [20] and Sauvola and Pietikainen [21] belong to this category. The hybrid techniques: O’Gorman [22] and Liu and Li [23], which combine information of global and local thresholds belong to another category.

In this paper, we focus on the binarization of grayscale documents using local adaptive thresholding technique, because in most cases colour documents can be converted to grayscale without losing much information as far as distinction between page foreground (text) and background is concerned. Some exceptions to this case are advertisements and some magazine styles. Local binarization methods [14]–[22] try to overcome these problems by computing thresholds individually for each pixel using information from the local neighborhood of the pixel. These methods are usually able to achieve good results even on severely degraded documents, but they are often slow since the computation of image features from the local neighborhood is to be done for each image pixel. This paper presents a fast approach to compute local thresholds without compromising the performance of local thresholding techniques using the technique of integral sum image as prior process for finding local mean of the neighbouring pixels in a window irrespective of window size. Using this approach we are able to achieve binarization speed close to the global binarization methods with the performance as good as that of local binarization schemes of Sauvola and Pietikainen [7],[21].

2. Integral Sum Image

The concept of integral sum images was popularized in computer vision by Viola and Jones [9] based on prior work in graphics [27]. An integral sum image \( g \) of an input image \( I \) is defined as the image in which the intensity at a pixel position is equal to the sum of the intensities of all the pixels above and to the left of that position in the original image.

Integral image intensity at \((x,y)\) can be calculated as:

\[
g(x, y) = \sum_{i=1}^{x} \sum_{j=1}^{y} I(i, j) \tag{1}
\]

The integral sum image of any grayscale image can be efficiently computed in a single pass as:

\[
g(1, y) = I(1, y) + g(1, y-1), \quad y=2..n \tag{2}
\]

\[
g(x,1) = I(x,1) + g(x-1,1), \quad x=2..m \tag{3}
\]

\[
g(x,y) = I(x, y) + g(x, y-1) + g(x-1, y) - g(x-1, y-1), \quad x=2..m, \quad y=2..n \tag{4}
\]

Thus the integral sum image \( g \) can be calculated using Eq.(2-4) in a single pass. Its diagrammatic sequence is shown in figure 1.

The local sum \( s(x,y) \) at \((x,y)\) which is the centre of the local window of size \( w \times w \) of an image \( I \) is the sum of all
the pixel intensities within the local window. The sum
\[ s(x,y) = \sum_{i-x}^{x+c} \sum_{j-y}^{y+c} I(i,j) \] (5)
where \( c = \frac{w-1}{2} \), since \( w \) is an odd number.

Once we have the integral sum image \( g \), the local sum \( s(x,y) \) of any window size can be computed simply by using two addition and one subtraction operations as in Eq.(6) unlike in Eq.(5) in one pass without depending on window size as:
\[ s(x,y) = [g(x+d-1,y+d-1) + g(x-d,y-d)] - [g(x-d,y+d-1) + g(x+d-1,y-d)] \] (6)
where \( d = \text{round} \left( \frac{w}{2} \right) \).

The local arithmetic mean \( m(x,y) \) at \( (x,y) \) is the average of the pixels within the window of size \( w \times w \) of the image \( I \). It can be calculated using Eq.(6) as:
\[ m(x,y) = \frac{s(x,y)}{w^2} \] (7)
In this way the local mean can be calculated efficiently in a single pass without depending on local window size using integral sum image.

3. Locally Adaptive Thresholding

A threshold \( T(x,y) \) is a value such that
\[ b(x,y) = \begin{cases} 0 & \text{if } I(x,y) \leq T(x,y) \\ 1 & \text{otherwise} \end{cases} \] (8)
where \( b(x,y) \) is the binarized image and \( I(x,y) \in [0,1] \) be the intensity of a pixel at location \( (x,y) \) of the image \( I \). In local adaptive technique, a threshold is calculated for each pixel, based on some local statistics such as range, variance, or surface-fitting parameters of the neighborhood pixels. It can be approached in different ways such as background subtraction [29], water flow model [30], mean and standard derivation of pixel values [7], and local image contrast [31]. Some drawbacks of the local thresholding techniques are region size dependant, individual image characteristics, and time consuming. Therefore, some researchers use a hybrid approach that applies both global and local thresholding methods [32] and some use morphological operators[33]. Niblack [18], and Sauvola and Pietakinsinen [7] use the local variance technique while Bernsen[14] uses midrange value within the local block.

3.1 Local variance methods

Niblack [18], and Sauvola and Pietakinsinen [7] use the local variance technique. In these methods, the threshold is calculated based on the local mean \( m(x,y) \) and standard deviation \( \delta(x,y) \) within a window of size \( w \times w \). Sauvola and Pietakinsinen’s method is an improvement on the Niblack’s method, especially for stained and badly illuminated documents.

3.1.1 Niblack’s Technique

In this method the local threshold value \( T(x,y) \) at \( (x,y) \) is calculated within a window of size \( w \times w \) as:
\[ T(x,y) = m(x,y) + k \delta(x,y) \] (9)
where \( m(x,y) \) and \( \delta(x,y) \) are the local mean and standard deviation of the pixels inside the local window and \( k \) is a bias. The result is satisfactory at \( k = -0.2 \) and \( w = 15 \). The local mean \( m(x,y) \) and standard deviation \( \delta(x,y) \) adapt the value of the threshold according to the contrast in the local neighborhood of the pixel. The bias \( k \) controls the level of adaptation varying the threshold value.

3.1.2 Sauvola’s Technique

In Sauvola’s binarization method, the threshold \( T(x,y) \) is calculated using the mean \( m(x,y) \) and standard deviation \( \delta(x,y) \) of the pixels within a window of size \( w \times w \) as:
\[ T(x,y) = m(x,y) \left[ 1 + k \left( \frac{\delta(x,y)}{R} - 1 \right) \right] \] (10)
where \( R \) is the maximum value of the standard deviation \( (R = 128 \) for a grayscale document), and \( k \) is a bias, which takes positive values in the range \([0.2, 0.5]\). The local mean \( m(x,y) \) and standard deviation \( \delta(x,y) \) adapt the value of the threshold according to the contrast in the local neighborhood of the pixel. When there is high contrast in some region of the image, \( s(x,y) \sim R \) which, results in \( T(x,y) \sim m(x,y) \). This is the same result as in Niblack’s method. However, the difference comes in when the contrast in the local neighbourhood is quite low. In that case the threshold \( T(x,y) \) goes below the mean value thereby success fully removing the relatively dark regions of the background. The parameter \( k \) controls the value of the threshold in the local window such that the higher the value of \( k \), the lower the threshold from the local mean. A value of \( k = 0.5 \) was used by Sauvola1 and Sezgin, Badekas et al. Experiments with different values of \( k \) shows that \( k = 0.34 \) gives the best results. In general, the algorithm is not very sensitive to the value of \( k \). The
statistical constraint in Eq.(10) gives very good results even for severely degraded documents. However in order to compute the threshold $T(x,y)$, local mean and standard deviation have to be computed for each pixel. Computation of $m(x,y)$ and $\delta(x,y)$ in a naive way results in a computational complexity of $O(n^2w^2)$ for an image of size $n \times n$.

3.2 Local gray range method

J.Bernsen [14] uses the local gray range technique. In this technique the range between the maximum and minimum pixel gray range within the local window is used to determine the threshold value.

3.2.1 Bernsen’s Technique:

In this method the local threshold value $T(x,y)$ at $(x,y)$ is calculated within a window of size $w \times w$ as:

$$T(x, y) = 0.5(I_{\text{max}}(i,j) + I_{\text{min}}(i,j))$$

(11)

where $I_{\text{max}}(i,j)$ and $I_{\text{min}}(i,j)$ are maximum and minimum gray values within the local window, provided contrast

$$C(i,j) = I_{\text{max}}(i,j) - I_{\text{min}}(i,j) \geq 15$$

(12)

In this method, the threshold is set at the midrange value, which is the mean of the maximum and minimum gray values in a local window of size $w \times w$. A value of $w = 31$ gives the satisfactory results. However, if the contrast $C(i,j)$ is below a certain threshold (15), then that neighborhood is said to consist of only one class, foreground or background, depending on the value of $T(x,y)$. There is no bias to control the threshold value.

4. Proposed Technique

To minimise the computational time of local thresholding calculation, we propose an efficient way of determining local threshold by using Eq.(7) and (13). Binarization can be speed up considerably as a result of using the integral sum image in Eq.(2-4) to determine the local sum in Eq.(6) where computational time does not depend on the window dimension. In other techniques like Sauvola’s and Niblack’s technique, local mean $m(x,y)$ and standard deviation $\delta(x,y)$ are required to determine the value of the threshold for each pixel. In this proposed technique, no local standard deviation is required and it requires to compute the local mean and mean deviation $\partial(x,y)$ to determine the local threshold as:

$$T(x, y) = m(x, y) \left[ 1 + k \left( \frac{\partial(x, y)}{1 - \partial(x, y)} - 1 \right) \right]$$

(13)

where $\partial(x,y)=I(x,y) - m(x,y)$ is the local mean deviation and $k$ is a bias which can control the level of adaptation varying threshold value. Its range is $[0,1]$ only.

Depending on the original scanned image type, the value of $k$ takes a major role in determining threshold value. The lower value of $k$ makes the threshold value higher and higher value of $k$ lowers the threshold value. If the region within the window size is uniform, i.e. $I(x,y) = m(x,y)$ and then $\partial(x,y)$ becomes 0. In this case, the threshold value $T(x,y)$ be lower than mean $m(x,y)$ resulting the pixel $I(x,y)$ becomes background (white). If mean $m(x,y)$ is 0, then $T(x,y)$ also becomes 0 and the pixel $I(x,y)$ becomes background (white). If $k=0$ threshold $T(x,y)$ becomes the local mean $m(x,y)$. For different values of $k$, the adaptation level of threshold value can be adjusted.

Fig. 2: Experiment Images.

Integral sum image is determined as a prior process for determining the local sum easily. If local sum is available, mean can be calculated with a simple arithmetic operation without depending on the window size as in Eq.(7). Calculation of local mean deviation is straightforward by
just subtracting the mean from the concerned pixel. Thus this proposed technique can binaries faster than others.

Table 1: Computational Time Comparison on Lena image (in Sec)

| Window Size | Proposed | Bernsen | Niblack | Sauvola |
|-------------|----------|---------|---------|---------|
| 3           | 0.2496   | 0.8112  | 7.176   | 7.1448  |
| 7           | 0.234    | 1.3728  | 7.3944  | 7.3944  |
| 11          | 0.234    | 2.2152  | 7.9093  | 7.9561  |
| 15          | 0.234    | 3.4164  | 8.5177  | 8.5489  |
| 19          | 0.234    | 4.7892  | 9.2509  | 9.2821  |
| 23          | 0.234    | 6.3336  | 10.0777 | 10.0621 |
| 27          | 0.2184   | 8.1277  | 11.1073 | 11.0605 |
| 31          | 0.2028   | 9.9997  | 12.0745 | 12.1369 |
| 35          | 0.1872   | 12.0589 | 13.2913 | 13.3225 |

Fig. 3 Graphical Computational time Comparison for binarisation of different methods on image *lena512*.

Fig. 4 Comparison of various methods on coin image at 5×5 window size: (a) Proposed at $k=0.06$, (b) Sauvola’s at $k=0.06$, (c) Niblack’s at $k=-2$ and (d) Bernsen’s.

5. Experimental Result

The experiment for the proposed system was carried out using MATLAB 7.3 (R2006b) on a PC with the following configuration: Intel® Core™2 Duo CPU E6550, 2.33 GHz, 2GB RAM, 32 bit OS(Windows Vista). Both qualitative and quantitative analysis are carried out in comparison of the proposed technique with other relevant techniques. Qualitative analysis provides a set of images for comparison to the reader for personal analysis. Proposed binarization technique was tested on different images and compared with several common binarization techniques such as Sauvola, Niblack and Bernsen. In figure 2 shows the set of images used in comparison. Comparison of computational times of the proposed technique with other local adaptive techniques is shown in figure 3 and Table 1.

Fig. 5 Comparison on scanned document at 15×15 window size: (a) Proposed at $k=0.06$, (b) Sauvola’s at $k=0.06$, (c) Niblack’s at $k=-2$ (d) Bernsen’s.
In figures 4-8 show the test results of various methods for comparison. Performance varies at different window size. Niblack’s and Bernsen’s methods require large window size. For certain images, these two techniques are not suitable at smaller window size, for example at 5×5 while the proposed and Sauvola’s methods give very good results, which are shown in figures 4 and 7. The proposed method gives good result even at very small window size. For document images, the size w×w is required to change depending on the character size. Otherwise only the character boundary is detected for large character size as shown in figure 6. But in this proposed method the computational time doesn’t depend on window size while other methods depend on the window size. Its comparison chart and table are shown in figure 3 and Table1. Hence other methods has computational time complexity O(w^2×n^2) for an n×n image while proposed technique has O(n^2) only.

The motivation of this proposed system is to get a good binarised image without depending on the local window size as normally done in global techniques.

6. Conclusions

In this paper, we present a new way of computing thresholds for locally adaptive binarization scheme. We use integral sum image so that the running time does not depend on the local window size to compute mean in local windows. The proposed method is faster than Sauvola’s method, and its running time approaches that of global binarization method. The proposed technique is compared with other relevant methods and found to be better than other contemporary methods, both in terms of quality and speed.
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