Circuit design for multi-body interactions in superconducting quantum annealing systems with applications to a scalable architecture
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Quantum annealing provides a way of solving optimization problems by encoding them as Ising spin models which are implemented using physical qubits. The solution of the optimization problem then corresponds to the ground state of the system. Quantum tunneling is harnessed to enable the system to move to the ground state in a potentially high non-convex energy landscape. A major difficulty in encoding optimization problems in physical quantum annealing devices is the fact that many real-world optimization problems require interactions of higher connectivity, as well as multi-body terms beyond the limitations of the physical hardware. In this work we address the question of how to implement multi-body interactions using hardware which natively only provides two-body interactions. The main result is an efficient circuit design of such multi-body terms using superconducting flux qubits in which effective N-body interactions are implemented using N ancilla qubits and only two inductive couplers. It is then shown how this circuit can be used as the unit cell of a scalable architecture by applying it to a recently proposed embedding technique for constructing an architecture of logical qubits with arbitrary connectivity using physical qubits which have nearest-neighbor four-body interactions. It is further shown that this design is robust to non-linear effects in the coupling loops, as well as mismatches in some of the circuit parameters.
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INTRODUCTION

Solving machine learning and optimization problems by casting them as an Ising spin glass, and then using a physical device to take advantage of quantum fluctuations has been a subject of much recent interest.¹–⁹ This interest is due in large part to demonstration of the underlying principles of quantum annealing in condensed matter systems¹⁰ and the more recent development of a programmable annealing device by D-Wave Systems Inc.¹¹, ¹² Although the niobium superconducting quantum interference device (SQUIDs) which are the basic building blocks of the D-Wave annealer display limited coherence, it has been used to demonstrate that quantum tunneling is an exploitable resource in a computational setting.¹³ Furthermore the development of annealers using aluminum SQUIDs with orders-of-magnitude longer coherence lifetimes¹⁴ may enable further improvements in the computational performance of future quantum annealers.

Mapping real-world problems, or indeed problems with a similar difficulty to interesting real-world problems, to a programmable annealer is a major practical challenge.¹⁵, ¹⁶ It is known, for example, that even though finding the ground state of the native so-called Chimera graph of the D-Wave device is non-deterministic polynomial time (NP)-hard, typical randomly generated instances on this graph are actually easy to solve by simulated annealing type algorithms.¹⁷ Because it is non-planar, minor embedding can be used to map a fully connected graph to the Chimera, although at a significant overhead.⁷, ¹⁸

The NP-completeness of finding the ground state of an arbitrary (two-body) Ising spin glass and therefore a Chimera graph guarantees that any NP-complete problem can be mapped to finding the ground state of a Hamiltonian which is a subgraph of a Chimera with polynomial overhead. For examples of how this can be done in practice, see ref. 19–22. However, there is no indication that this approach is optimal. For problems which require higher order interactions a mapping must be found from a Higher Order Binary Optimization to a Quadratic Unconstrained Binary Optimization problem.²⁰ Typically this is done iteratively, with an N-body interaction being reduced to a two-body interaction using a complete graph on N logical bits and (N–2) ancilla bits.²³ This necessitates (N–1) (2N–3) two-body couplers.

In this letter, and a related work²⁴ we examine an alternative architecture, in which higher order problems can be expressed natively by coupling logical qubits to a group of ancillae. This letter focuses on native circuit implementations of this architecture, while ref. 24 examines how the same principles can be applied within the Chimera architecture.

Implementing a single logical clause using the methods of ref. 19, 20, would require the construction of a penalty function (up to an unimportant energy offset) on a set of logical qubits, where the penalty is 0 if the clause is satisfied and greater than or equal to a penalty weight g if the clause is violated. In the ideal case g should be infinite, but in practice its maximal value is limited by the hardware.
RESULTS

As discussed above, in many foreseeable applications for adiabatic quantum computation, one needs implementations of interactions with multi-body terms. These interactions are of the type

$$\mathcal{H}_N = J_0 \sigma_1 \cdots \sigma_N. \tag{1}$$

However, the architecture used in quantum annealing devices generally only allows for two-body interactions, leading to Hamiltonians of the form

$$H = \sum_{i<j} J_{ij} \sigma_i \sigma_j + \sum_i h_i \sigma_i. \tag{2}$$

This function gives a generally different penalty to all "wrong" answers (i.e., the ones which violate the clause). Hence the ground state of sums of more than one of these penalty functions (i.e., a sum of multiple penalty functions on overlapping subsets of bits) is meaningful if there exists a solution which violates zero or only one of the clauses. In the 3-SAT example in ref. 19, this kind of superposition is acceptable because the problem is cast as a decision problem of whether a state exists which satisfies all of the penalties. However under a simple generalization of the problem to max-3-SAT, where we ask what is the choice which violates the least number of the constraints, this kind of superposition no longer yields a valid expression of the problem.

Our proposal on the other hand is to construct a function which reproduces the spectrum of a high order penalty term, which is equal to zero if the clause is satisfied and exactly equal to the penalty weight $g$ if the clause is violated. Because all states which violate the clause are penalized equally, the ground state of a sum of an arbitrary number of such terms will in fact be the state which violates the smallest number of clauses, regardless of how many can be simultaneously satisfied. In general it may also be interesting to penalize different violations differently, (i.e., weighted max-k-SAT) but in a controlled way; our method also supports this.

As an example of how these techniques can be used, we explicitly show how to construct superconducting circuits which realize the fully connected architecture recently proposed in ref. 25 as an alternative to the Chimera graph with minor embedding. We show that this architecture allows us an additional freedom in choosing the annealing path which is not a feature in the current D-Wave device architecture. While a recent numerical study$^{26}$ has cast doubt on whether this method of embedding problems will perform better than the method proposed in ref. 18, it does still have some novel features such as a greater richness of potential decoding methods.

For simplicity, and because it is what is required for the architecture in ref. 25, we will restrict ourselves to discussing how to reproduce the classical spectrum of multi-body operators of the form $\mathcal{H}_N = J_0 \sigma_1 \cdots \sigma_N$. Such multi-body terms are important for many applications. For example, it is known that spin glasses undergo a transition in complexity when moving from two-body couplings to multi-body terms of order 3 and higher.$^{27,28}$ In this transition the number of extrema of the energy landscape grows from a polynomial to an exponential function in the number of spins, where at the same time a banded structure in energy appears for saddle points of various orders.$^{28}$ The latter has various implications for energy landscapes of deep neural networks which are related to spin glasses and where the order of the multi-body term of the spin glass is given by the depth of the network.$^{30,31}$ This transition is in terms of the typical energy landscape structure. The fact that the 2-local Ising model is universal in the sense of being able to simulate classical Hamiltonians$^{15}$ means that it could mimic the landscape of any Hamiltonian.

$$\mathcal{H}(N^{(2)}) = J \sum_{i=1}^{N} \sum_{j=1}^{i-1} \sigma_i \sigma_j + h \sum_{i=1}^{N} \sigma_i + h^P \sum_{i=1}^{N} \sum_{a=1}^{N} \sigma_i \sigma_i^a + h^P \sum_{i=1}^{N} \sigma_i \sigma_i^a. \tag{3}$$

This construction relies on symmetry to effectively count the number of logical bits in the up orientation. By symmetry, the effect of the logical bits on the ancillas only depends on the number of logical bits in this orientation and not on their arrangement. What is left to do is to pick ancilla fields such that they have a different unique ground state configuration depending on this number, and that the energy of each of these configurations is the same. Once this is accomplished, the coupling can be realized by adding additional fields to the ancillas which we will denote by $q_i$. The condition that each number of logical bits in the up orientation corresponds to a single ancilla configuration can be accomplished (assuming $J^P > 0$) by choosing $h^P = -J^P (2i - N) + q_i$ with $0 < q_i < J^P$. The yet to be defined term $q_i$ determines an effective energy landscape depending only on the number of logical bits which are up.
To match the energy landscape of (1), one should choose

\[ J = J', \quad h = -J' + q_0 \]

\[ q_i = \begin{cases} 
+J_N + q_0 & \text{N} - i \text{ is odd}, \\
-J_N + q_0 & \text{N} - i \text{ is even}, 
\end{cases} \tag{4} \]

with any \( q_0 \) which satisfies \( |J_N| \ll q_0 < J' \) and \( |J_N| \ll J' - q_0 < J' \). The Hamiltonian (Eq. (3)) with coupling assignments (Eq. (4)), up to an overall constant energy offset, precisely reproduces the low energy spectrum of the Hamiltonian (Eq. (1)). For more details on this construction, see Appendix 1. This is assured for the part of the spectrum with \( |\mathcal{H}_N| \ll J' \). Once \( |\mathcal{H}_N| \sim J' \) the ancillae will no longer be in their corresponding ground state and the construction breaks down. Thus the range of the spectrum which can be reproduced using the above construction depends on the maximal coupling strength of the quantum annealing device in question. Note that the strongest field which needs to be applied for a coupler on \( N \) spins is \( h_N^\text{fl} \approx NJ' - q_0 \).

If one only cares that the ground state is correct, and does not want to sample over a thermal distribution, than the conditions on the strength of \( J_N \) which can be supported can be relaxed to \( |J_N| < q_0 < J' \) and \( |J_N| < J' - q_0 < J' \). In the case where thermal sampling is desired, exactly how much less than \( \min (J' - q_0, J_N) \) \( J_N \) has to be dependent on both the temperature of the sampling and the accuracy desired. The probability of a coupler having its ancilla in an excited state will in this case be roughly proportional to \( \exp (-\min (J' - q_0, J_N)/T) \).

The above construction can be used for example to minor embed multi-body terms in already existing architectures such as the one produced by D-wave Systems Inc., as we show in a related work on message decoding problems on the D-wave device.\(^{24}\)

In this case the fully connected graph shown in Fig. 1 must be obtained from a minor embedding\(^{20,21}\) in the Chimera graph. This is done using strong minor embedding couplings of strength \( J'' \) to "identify" qubits. This introduces a third energy scale into the problem and one must ensure that \( |J''| \ll J' \) by \( |J''| \).

Circuit for implementing of the multi-body interactions—In the previous section we presented an implementation which reproduces the low energy spectrum of multi-body terms using a system which only has two-body interactions. While it is possible to use minor embedding techniques to implement the above construction in already existing architectures such as D-wave, it can be used to design a purpose-built circuit for multi-body terms. As we will show below, the fact that both logical qubits as well as ancillae have all couplings of the same strength permits a very efficient circuit implementation.

In particular, in this section we present a circuit implementation of a unit cell consisting of four logical qubits coupled through a four-body interaction. In the following section we then show how to use the unit cell to build a scalable architecture.

To implement the fully connected graph between the logical qubits, as well as the coupling between the logical qubits and the ancillae, we first inductively couple all of the qubits, both logical and ancilla, to a large loop. We demonstrate later that this arrangement produces the desired graph up to the relevant order in perturbation theory. This loop is the outer loop in Fig. 2. This coupler however also produces unwanted coupling terms between the ancillae. To cancel these off, we must add an additional loop (the inner loop in Fig. 2) which can be biased with equal magnitude and opposite sign as the outer coupling loop to cancel the undesirable coupling between the ancillae.

The circuit design shown in Fig. 2 requires that more than two qubits can be coupled using the same rf-SQUID coupler design as presented in ref. \(^{33}\). We demonstrate that to the same relevant order as used in the expansion in that paper, a group of qubits all inductively coupled to the same superconducting circuit realizes a fully connected two-body graph of couplers between all of the qubits. Following\(^{33}\), the energy for such a circuit with a coupler \( c \) and \( n \) qubits including Josephson and magnetic terms is

\[ U = -E_c \cos \phi_c - \sum_{i=1}^{n} E_i \cos \phi_i \]

\[ + \frac{1}{2 \pi^2} \left( \phi - \phi^* \right)^T \mathbf{L}^{-1} \left( \phi - \phi^* \right) \]

where \( \phi \) is a vector of the junction phases, \( \phi^* \) is the phase introduced by an external flux. The inductance matrix \( \mathbf{L} \) is given by,

\[ \mathbf{L} = \begin{pmatrix} L_c & -M_{1c} & M_{2c} & \cdots \\ -M_{1c} & L_1 & 0 & \cdots \\ M_{2c} & 0 & L_2 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]

This expression can easily be inverted to obtain the term \( \mathbf{L}^{-1} \) in the above expression up to \( O(L^2) \). Following\(^{33}\) we choose the

---

**Fig. 2** Drawing of the circuit which implements the low energy spectrum of a four-body coupler. The 4-logical qubits appear as the 4 (green) circuits on the perimeter, with a large loop (gray) coupling them together. Further in is a set of 4 ancilla qubits (red), which in turn themselves are coupled by an inner most loop (gray), which counteract the couplings induced from the outer loop. Note that the qubits are compound-compound Josephson junction circuits, while the couplers are simply compound.
bias fluxes such that,

$$\tilde{\phi}^x = \begin{pmatrix} 
\phi_1^x \\
\phi_2^x \\
\vdots
\end{pmatrix} = 
\begin{pmatrix}
 n + (M_{1c}/L_1)(\phi_1^{(0)} - \phi_1^x) \\
 n + (M_{2c}/L_2)(\phi_2^{(0)} - \phi_2^x) \\
\vdots
\end{pmatrix},$$

(7)

where $\phi_i^{(0)}$ is the phase difference of the coupler due to its self induced flux, as explained in ref. 33. It is now worth noting that if we choose any pair of qubits $i \neq j$ and separate out only terms in Eq. (5) which contain $\phi_i$ and/or $\phi_j$, these equations will be identical to those found in ref. 33. These equations can therefore be solved independently in exactly the same way that was done in that paper resulting in,

$$U = \text{const} + \sum_{i=1}^{n-1} \sum_{j=i+1}^n M_{ij} M_{ij} E^x \langle \phi_i^x \rangle \left( \phi_i^{(0)} - n \right) \left( \phi_j^{(0)} - n \right),$$

(8)

which is exactly the formula of a set of couplings realizing a fully connected graph between all of the qubits. These couplings are collectively tuneable through the function $F(\tilde{\phi}^x)$ whose exact form is not important for our purposes, but is identical to the one found in ref. 33. They cannot however be addressed individually. For our design we desire all $L_1 = L_2 = \ldots = L$ and $M_{1c} = M_{2c} = \ldots = M$. However, as we will show, it is possible to tune for some types of imperfections in these values for a real device.

Effect of higher order mutual inductance terms— While our calculations to demonstrate that this device will work are based on the truncation of the potential energy at $O(M^2)$, in real devices one may want to make the coupling strong enough that these terms are not completely negligible. Fortunately, due to the high symmetry of our construction, spurious couplings between the logical qubits, or the ancillas, or combinations of the two must be symmetric under permutations of the logical bits, which is the exact same symmetry as the effective coupling which the device realizes. Moreover, the effect of non-linear couplings from higher orders in $M$ being included is effectively fixed with respect to the fields which are used to control the effective multi-body coupling, so a calibration at one coupling value will remain valid even if a different Hamiltonian is implemented. In a real device the effects of these spurious couplings need only to be measured once with appropriate compensating fields applied.

Because, for $J > 0$ the logical states will all have the same energy, no compensation fields are necessary to deal with higher order (in $M/L$) terms arising from the outer coupling loop. The same cannot be said for the inner coupling loop however. We now make the qualitative discussion in the previous two paragraphs quantitative by examining the effect of order $M^3$ terms on the four-body circuit numerically. We will restrict ourselves to discussion of terms involving three distinct mutual inductances, based on the fact that terms associated with $(M_{ij})^3 M_{ij}$ will come in as one and two body terms because they only involve interactions between qubit pairs which can easily be compensated. The remaining term will be proportional to $E^{(3)} \sum_{i,j,k} \sigma_i \sigma_j \sigma_k$, where $|E^{(3)}| \propto M^3$ is the energy scale associated with three body terms. We now determine how strong such terms can be without causing the coupler to fail. We define failure as the case when a ‘spurious’ state (i.e., one in which the total magnetization of the logical and ancilla qubits is not zero) has a lower energy than the highest energy non-spurious state. Assuming that $E^{(3)}$ and the energy scale associated with the two body terms $E^{(2)}$ have the same sign, through numerical matrix analysis, we find that these higher order terms can be tolerated as long as $|E^{(2)}| \lesssim 8.33\%$ if $J > 0$, $|\mu| = 0.25 J^2$ and $|q_i| = 0.5 J$, or $|E^{(2)}| \lesssim 16.7\%$ if $|\mu| < J^2$. If the system can somehow be engineered such that $E^{(2)} < 0$, than this number jumps to 37.5% in the case where $|\mu| = 0.25 J^2$ and $50\%$ if $|\mu| < J^2$. In either case, the numerical values that we have extracted demonstrate that even if the terms at the next highest perturbative order are non-negligible, or in fact relatively strong, they can be removed by applying compensating fields.

Robustness to process variability of mutual inductance— Our realization of a multi-qubit fully connected effective two-body graph is based on an experimentally proven design for a single coupler. 33 For this reason many of the design problems have already been solved. 34 One issue which will affect our design differently is mismatches in the inductive couplings between the qubits and the loops. For a single coupler between two qubits it is not important for the mutual inductances to be matched since the coupling strength is simply proportional to a product of the mutual inductances between the two qubits and the coupler. For our designs on the other hand, mismatches in the mutual inductances on the outer coupling loop will lead to different coupling strengths which can be viewed as effective spurious couplings between the logical bits and/or ancillae.

Let us first consider the effect of mismatches in mutual inductances involving the ancilla qubits. The effect of these will be two-fold. Firstly, mismatched inductances will lead to imperfect cancellation of the couplings between the ancillae. If these spurious couplings are weak, they will not affect which ancillae are flipped, and just add a predictable (i.e., independent of which exact logical bits are up) energy penalty in exactly the same way as the ancilla fields which are used to enforce the effective couplers. Secondly, mismatches in these couplings will mean that the couplings between each ancilla and the logical qubits will be different (although identical for a given ancilla). Again, if the mismatches are small these can be corrected for with a slight modification to the ancilla fields.

We have shown above that small mismatches in the mutual inductances between the ancilla and the coupling loops are rather benign and can be easily corrected for. Let us now consider mismatches in the inductances between the logical bits and the outer coupling loops. These will lead firstly to effective couplings between logical bits and secondly to mismatches in the couplings between logical bits and ancillae. The former will introduce a term of the form $\sum_i M_{ij} f_j \sigma_i \sigma_j$ while the second of these terms will be of the form $\sum_i M_{ij} f_j \sigma_i \sigma_j$. If we assume that the mismatches in the mutual inductances are small enough that they do not change the order in which the ancilla flip, then the ancilla states just represent a count of the logical spins which are up and the second of these terms can be written as $-\sum_i M_{ij} f_j \text{sgn}(J_{ij}) \sigma_i \left( \sum_j \sigma_j \sigma_k + \sigma_k \right)$. Therefore, as long as $J > 0$, the effect of such mismatches will only be to introduce an irrelevant constant energy offset. We can therefore conclude that if the couplings $J_{ij}$ is anti-ferromagnetic, then via adjustment of the local fields on the ancilla, all mutual inductance mismatches below a certain threshold can be corrected for with existing controls.

This correction threshold is the point at which the order which the ancilla flip deviates from the case where the inductances are all matched. While finding the exact value of mutual inductance mismatches at which this happens depends on the specific errors in a detailed way, we can make simple arguments to find lower bounds for this threshold. We first note that the maximum energy shift of any state caused by a mis specification on the mutual
inductance between an ancilla and the inner loop cannot be more
than \( \frac{\Delta M_{\text{mut}}}{M_{\text{inner}}} J^* (N - 1) \). Similarly for coupling with the outer loop, the
energy shift cannot be more than \( \frac{\Delta M_{\text{mut}}}{M_{\text{outer}}} J^* (2N - 1) \). In addition to
these shifts, the spectrum will be modified by correction terms
which must be added to the Hamiltonian. Each of these corrections
must also be smaller than the maximum energy shift. Furthermore,
due to symmetry, all logical states are affected in the same way by any
mismatch involving the outer coupling loop, therefore only mismatches
on the inner loop will require corrective modification of the fields. By summing up all possible
shifts and corrections, and comparing to the minimum energy
difference between a state where the ancillae correctly map the
configuration of the logical spins and states where they do not, we
conclude that mutual inductance mismatches will certainly be
correctable as long as

\[
\min \left( \left| J^* - q_{j0} - |J_N| \right| , |q_{j0} - |J_N| \right) > 0.63 \%
\]

\[
\max \left( \left| \frac{\Delta M}{M} \right| J^* (2N(N - 1) + 2N(2N - 1)) \right).
\]

Where \( \left| \frac{\Delta M}{M} \right| \) indicates the set of all mutual inductance mismatches. While simple, this bound is not necessarily tight—there may be many cases where this bound is not met, and yet it is still feasible to correct for inductance mismatches. This nevertheless demonstrates that for the four-body device, errors of at least \( \frac{\Delta M}{M} \leq 0.63\% \) can be tolerated if we choose \( |q_{j0}| = \frac{1}{2} |J_0| \) and \( |J_0| \ll J^* \).

As Fig. 3 illustrates, this bound is overly pessimistic. This figure shows the modeled yield rate as a function of the normalized standard deviation in mutual inductance between the coupling loops and the qubits and ancillae for a four-body coupler circuit

\[ |q_{j0}| = 0.5 |J_0|. \]

Here yield is defined as the fraction of modeled circuits for which correction by tuning of the ancilla local fields allows the implementation of Hamiltonian (Eq. (1)) to be successfully implemented. Failure in this case is defined as a spurious state (i.e., one in which the total magnetization is non-zero, see Table 1) occurring at lower energy than any non-spurious state. We assume that mutual inductance errors follow independent Gaussian distributions. We find that for \( |J_0| \ll J^* \), the circuit will almost always be correctable even if the standard deviation in \( M \) is as large as around 5%. For \( |J_0| = 0.25 J_0 \), it will almost always work if the standard deviation in \( M \) is as large as around 2.5%. Of all 10,000 instances of mismatch rates tested, the lowest values of \( \frac{\Delta M}{M} \) where failure was observed (i.e., a spurious state had a lower energy than a non-spurious state) were 0.0420 for \( |J_0| \ll J^* \) and 0.0193 for \( |J_0| = 0.25 J^* \).

In practice the largest source of uncertainty in the mutual inductance occurs at the design stage since finite element methods typically are accurate to around 10%. Fabrication of test structures enable this uncertainty to be corrected to around 1%. Furthermore if necessary the mutual inductance can be adaptively corrected by applying a flux to a SQUID loop between the qubits or ancillae on one hand and the coupling loops on the other, following the approach of ref. 34.

The requirements on the ancillas are much less strict than those on the logical qubits. They do not need to be read out at the end of the annealing run. Furthermore, there is no reason to which the ancilla need to be run on the same annealing schedule as the logical qubits. This presents a significant advantage in that the annealing schedule in this architecture naturally breaks down into a path in a space defined by two parameters. Adjusting the annealing parameter (i.e., the ratio between the longitudinal and transverse fields) on the ancillas adjusts how strongly the multi-body constraints are enforced. The annealing parameter on the logical bits on the other hand acts analogously to the way it does in the standard two-body transverse field Ising model.

This natural breakdown into two independent annealing parameters allows for several interesting possibilities. For one this provides a natural testbed for an optimizable annealing schedule. Secondly, by introducing a control element which acts non-deterministically, a device could be designed which anneals on a different schedule each run. If a pathological region (for example one with a very small gap) exists in the annealing trajectory space, such a protocol may be able to avoid this region during some of the runs, thereby increasing the robustness of the annealing algorithm. A quantitative analysis of such two-parameter annealing schedules goes beyond the scope of this paper and would be a rich area for further analysis.

The techniques we propose here could be used to construct an effective three-body coupler with three ancillae. This can be done more efficiently however using a gadget proposed independently in ref. 24, 36 which also has symmetry under permutation of the logical bits. Because the circuit implementation of this simpler design for three bit couplers only differs slightly from the general design, we reserve discussion of this to Section 2 of the Supplementary Material.

**Applications to construct a scalable architecture**—We now show how our above circuit design can be used to construct a scalable architecture using a recently proposed embedding techniques which maps \( M \) logical qubits with full connectivity to \( K = M(M-1)/2 \) physical qubits which have four-body nearest neighbor interactions (see Fig. 4a). More concretely, in ref. 25 a model with two-body interactions but arbitrary connectivity is considered

\[
\mathcal{H} = \sum_{i=1}^{M} \sum_{j=1}^{M} J_{ij} \sigma_i^x \sigma_j^x
\]

where qubits are on a fully connected graph and we have left out
the magnetic fields for simplicity. We see that we have \( M \) \((M-1)/2\)
degrees of freedom in the assignment of the couplings $J_{ij}$. In the embedding proposed in ref. 25 the system is mapped to a system with $K=M(M-1)/2$ physical qubits $\sigma^z_i$ arranged in a pattern as shown in Fig. 4a, where the $K$ original couplings $J_{ij}$ map on the $K$ magnetic fields $b_i$ of the physical qubits. The original qubits are associated with $M$ four-body interactions, shown as plaquette in Fig. 4a. The resulting Hamiltonian is

$$\mathcal{H} = \sum_{i=1}^{K} b_i \sigma^z_i - C \sum_{\langle i,j,k,l \rangle \in \text{plaquettes}} \sigma^z_i \sigma^z_j \sigma^z_k \sigma^z_l$$

In Fig. 4b we illustrate how such an architecture can be physically implemented using our circuit design of a four-body term. The resulting architecture is scalable in the sense that adding a new logical qubit simply amounts to adding a new row at the bottom. The final row is also used for readout of the values of the logical qubits as explained in ref. 25.

Combining the embedding proposed in ref. 25 with the circuit design for four-body interactions between rf-SQUIDs as described in the previous sections provides a concrete implementation for a scalable architecture allowing for two-body interactions of arbitrary connectivity. Interactions between rf-SQUIDs are mediated by the simple circuit design described above which involves at maximum couplings between five loops.

One major concern with rf-SQUID systems is the presence of noise which couples inductively into the system. The primary goal of the architecture proposed in ref. 25, is not to reduce such noise, but rather to provide an alternative method of embedding problems to the traditional minor embedding approach. Fortunately however, most improvements in fabrication and other techniques which would benefit devices with architectures which require minor embedding to map highly connected graphs would also benefit systems where problems are embedded using the methods of ref. 25.

Whether a circuit implementation using the architecture proposed here is more or less noisy than ones using other rf-SQUID architectures is likely to depend on details of the physical implementation. In particular, in designing the value of the circulating current in the rf SQUID qubit annealer there is a trade-off between coupling and coherence. Smaller values of circulating current lead to longer coherence lifetimes (due to the lower flux noise) and will require higher values of qubit-coupler mutual inductance which will in turn be less susceptible to process variability. One advantage of our method however is that all of the qubit circuits are planar, which may lead to a relatively simpler fabrication process, and therefore more flexibility in terms of making modifications to reduce noise.

**DISCUSSION**

Overcoming the physical limitations on connectivity and multi-body interactions of the underlying Ising spin system in hardware implementations of quantum annealing devices is a major challenge. In this work we present a method of effectively implementing a Hamiltonian with multi-body terms by reproducing its low energy spectrum using a Hamiltonian which only involves two-body interactions and a number of ancilla qubits. While this construction can be used as a minor-embedding technique for existing quantum annealing architectures (as we explore in a related work)\(^2\)\(^4\), the major result of this work is an efficient circuit design of the construction using superconducting flux qubits, as well as calculations which demonstrate that this circuit is robust to realistic design imperfections. Having the possibility of inductively coupling a number of qubits with all-to-all couplings of equal strength using a single coupling loop enables us to implement the multi-body terms using a very efficient circuit design. In the last section we show concretely how this circuit can be used as a unit cell for a scalable architecture using a recent embedding technique\(^2\)\(^5\) which encodes logical qubits of arbitrary connectivity using physical qubits with nearest-neighbor four-body interactions.

As a final remark, let us mention that here we have focused on circuit based implementations of multi-body terms in the $z$-basis, i.e., $\sigma^z_1 ... \sigma^z_N$. This is natural, since the optimization problem is encoded in the $z$-basis. However, one can in principle also consider similar constructions in the basis of the transverse magnetic field, i.e., $\sigma^x_1 ... \sigma^x_N$, thereby enabling implementation of non-stoquastic Hamiltonians involving multi-body terms. We leave such an analysis for future work.

**Note added**—After a preprint of this letter appeared on arXiv, a related paper\(^3\) was released which proposes an implementation of multi-body terms using Transmon qubits. Further, a revision of ref. 38 was released which added an abstract construction of multi-body terms using a chaining of three-body terms. While no physical implementation is discussed in this paper, the abstract formalism relates to that of ref. 36 and could be implemented in a similar manner.

**METHODS**

Calculations were first performed by hand and then verified by a simple Matlab script containing less than 150 lines of code in total, including subroutines. For the yield calculations, we generated error Hamiltonians $H_{\text{error}}$.
with independent Gaussianly distributed couplings corresponding to mis-
specifications of each mutual inductance. We then examined the eigenstates of \( H_{\text{total}} = H_{\text{coupling}} + \frac{1}{2} H_{\text{Home}} \) and found the value of \( \frac{1}{\sqrt{2}} \) where spurious state energies crossed logical state energies. Note that this technique ignores higher order interaction terms from these mismatches, which would have an effect of order \( \frac{1}{Q^2} \). A similar technique is used to calculate the strength of higher order terms which can be compensated. While our code could be quickly and easily reproduced by anyone with basic proficiency in programming, it is also available from the authors upon request.
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