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Abstract—Long Short Term Memory Fully Convolutional Neural Networks (LSTM-FCN) and Attention LSTM-FCN (ALSTM-FCN) have shown to achieve state-of-the-art performance on the task of classifying time series signals on the old University of California-Riverside (UCR) time series repository. However, there has been no study on why LSTM-FCN and ALSTM-FCN perform well. In this paper, we perform a series of ablation tests (3627 experiments) on LSTM-FCN and ALSTM-FCN to provide a better understanding of the model and each of its sub-module. Results from the ablation tests on ALSTM-FCN and LSTM-FCN show that these blocks perform better when applied in a conjoined manner. Two z-normalizing techniques, z-normalizing each sample independently and z-normalizing the whole dataset, are compared using a Wilcoxon signed-rank test to show a statistical difference in performance. In addition, we provide an understanding of the impact dimension shuffle has on LSTM-FCN by comparing its performance with LSTM-FCN when no dimension shuffle is applied. Finally, we demonstrate the performance of the LSTM-FCN when the LSTM block is replaced by a GRU, basic RNN, and Dense Block.
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I. INTRODUCTION

Time series classification has recently received a lot of attention over the past three decades [1–4]. Such data is widely available everywhere and collected with various sensors [5]. A variety of real world sensors capture time series information such as weather readings [6], stock market data [7], and EEG/ECG [8, 9].

Some of the earliest work that applies data mining techniques for time series classification dates back to the early 1990s when authors would apply various algorithms onto single artificial datasets [10, 11]. Since the initial decade of research in this field, Chen et al. [12] have graciously helped the community by collecting and making 85 time series datasets from various domains available online to the public for research purposes. This has lead to rapid progress in the field of time series classification and yielded a significant body of work. Recently, Dau et al. [13] have updated the repository with 43 datasets with time series datasets. These datasets have a significantly higher number of samples, several of which have long time dependencies or incorporates variable sequence lengths, which makes the task of sequence classification far more exigent. Most of the new datasets also have a significantly larger test set and a few have variable time series lengths to represent real-world scenarios [1].

Several researchers have used the old archive benchmark datasets to propose feature-based models [14]–[18], ensembles [19, 20] and deep learning models [21]–[23] to classify the time series data. The current state-of-the-art models that classify the time series datasets from the repository developed by Chen et al. [12] are the Long Short Term Memory Fully Convolutional Network (LSTM-FCN) and the Attention LSTM-FCN proposed by Karim & Majumdar et al. [23]. LSTM-FCN and ALSTM-FCN are deep learning models, a Fully Convolutional Network (FCN) module augmented with a Long Term Short Term Recurrent Neural Network (LSTM) that classify time series datasets without requiring heavy preprocessing. The original models, LSTM-FCN and ALSTM-FCN, lacked the explanation of each sub-module. In this paper, we provide detailed ablation tests to explain the sub-modules of the models.

The remainder of the paper is organized as follows. Section II presents the parameters used in developing the models and discusses the experiments performed. Section III compares two z-normalization schemes. Subsequently, Section IV provides a detailed ablation test on the deep learning models LSTM-FCN and ALSTM. Finally, Section V concludes the paper.

II. EXPERIMENTS

The LSTM-FCN and ALSTM-FCN models are trained on various released UCR benchmark datasets. The benchmark datasets include a train and test set which is used for model training and validation. We utilize the same structure of the models as the original models [23] and perform grid search to find the optimal number of LSTM cells from the set consisting of 8, 64 or 128 cells. All models are trained for 2000 epochs. The batch size of 128 is kept consistent for all datasets. All LSTM or Attention LSTM layers are followed by dropout layer with a probability of 80 percent to prevent overfitting. Class imbalance is handled via a class weighing scheme inspired by King and Zeng [24]. All models are trained using the Keras library [25] with Tensorflow [26] as the backend and are made available publically.

All models are trained via gradient descent using the Adam optimizer [27]. The initial learning rate was set to 1e-3 and is reduced to a minimum of 1e-4. We reduced the learning
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rate by a factor of $1/\sqrt{2}$, whenever the training loss of 100 consecutive epochs do not improve. The model weights are updated only through the training loss. The accuracies we report are based on the best models we find. The methodology we follow is common in various deep learning applications [28]–[32]. In addition, we utilize the initialization proposed by Be et al. [29] for all convolutional layers. The input data is z-normalized and the datasets with variable length time series are padded with zeros at the end to match the longest time series in that dataset. All models are evaluated using classification accuracy and mean-per-class-error (MPCE), which is defined as the average error of each class for all the datasets and mathematically represented as following:

$$PCE_k = \frac{1 - \text{accuracy}}{\text{number of unique classes}}$$

$$MPCE = \frac{1}{N} \sum_{k=1}^{N} PCE_k.$$ 

III. Dataset Ablation Test

Table I represents the accuracies obtained by applying LSTM-FCN and ALSTM-FCN on the 43 new UCR benchmark datasets based on two z-normalization schemes when normalizing the datasets prior to training. These 43 UCR benchmark datasets are the only datasets in the repository that are not padded, normalized or pre-processed in any way. The dataset mean and standard deviation is calculated as the mean and standard deviation of only the train set, and then applied to both train and tests, whereas the sample mean and standard deviation was calculated for each individual sample separately. When using LSTM-FCN and ALSTM-FCN, our results indicate that when the whole dataset is z-normalized, it performs better on 34 datasets (LSTM-FCN) and 30 datasets (ALSTM-FCN) than when each sample is z-normalized separately. In addition, a Wilcoxon signed-rank test [33] was performed to compare this, yielding a p-value of 4.57e-07. We chose the significance level (alpha) of 0.05 for all statistical tests. Since the p-value is less than the Dunn-Sidak [34] corrected significance level (alpha) of 0.025, we conclude that z-normalizing the whole dataset performs differently than when z-normalizing each sample.

We recommend z-normalizing the whole dataset if one knows that the train set can sufficiently represent the global population of the dataset. In other words, if no a priori information or domain knowledge is known about the train set, it is safer to z-normalize each sample separately, as explained by Dau et al. [1]. They provide an example explaining why it is safer to z-normalize each sample separately using the dataset GunPoint, where a video is converted into a time series. If another video is taken where “the camera is zoomed in or out, or the actors stood a little closer to the camera, or that the female actor decided to wear new shoes with a high heel” [1], the converted time series will be different. The train set will not have this distribution as the validation or test set, and the prediction made by this classifier will be off. In this scenario, it would be best to z-normalize each sample separately. On the other hand, if a domain expert knows the train set contains a wide range of samples that represent the different types and amplitudes of time series, z-normalizing via the dataset mean and standard deviation would be wiser when using LSTM-FCN and ALSTM-FCN as classifiers.

IV. Model Ablation Tests

We perform an ablation study on our model to provide an understanding of the impact of each layer of our model and show how significantly they affect the performance measure. The LSTM-FCN and ALSTM-FCN models are applied to 61 datasets from the UCR repository, such that each dataset is sample z-normalized. Each dataset chosen were datasets that outperform the SOTA non-ensemble classifiers, BOSS [16] and WEASEL [35]. We apply BOSS and WEASEL on all UCR datasets based on code and default parameters provided by the author online. It should be noted, this paper is not comparing results with BOSS and WEASEL. BOSS and WEASEL is only used to select datasets that would provide a

![Table I: Performance comparison of LSTM-FCN and ALSTM-FCN with the baseline models. Green cells designate instances where our performance matches or exceeds state-of-the-art results. Bold values denote model with the best performance.](Image)
better understanding of LSTM-FCN and ALSTM-FCN when it performs well.

In addition, the significance level (alpha) of 0.05 is selected for all statistical tests. The null hypothesis and alternative hypothesis of all Wilcoxon signed-rank test are as follows:

\[ H_0 : \text{Median}_{\text{proposed model}} = \text{Median}_{\text{compared model}} \]
\[ H_a : \text{Median}_{\text{proposed model}} \neq \text{Median}_{\text{compared model}} \]

An essential point of discussion concerning the working of the LSTM-FCN and ALSTM-FCN model is the choice of utilizing an LSTM Recurrent module in conjunction with the FCN block. In the following ablation tests, we study the performance of the individual components which constitute the LSTM-FCN and ALSTM-FCN models, their performance compared to a linear baseline, as well as the empirical and statistical analysis on the performance of the individual components and the final model.

A. Fully Convolutional Block

LSTM-FCN and ALSTM-FCN comprise of a fully convolutional block and an LSTM/Attention LSTM block. The FCN block has three stacked temporal convolutional blocks with the number of filters defined as 128, 256, and 128. Fig 1 depicts a visual representation of a single sample from the UMD dataset after transformation via a random filter selected from each of the convolutional blocks.

As can be noticed, a randomly selected filter from the first CNN block is applying a form of noise reduction that is learned via gradient descent, whereas two subsequent randomly selected filters from the later layers are transforming the data to be far more inconsistent. Based on our analysis of a few filters on various datasets, we conclude that the CNN filters in all layers act as feature extractors and transform the data into separable classes. The model learns the parameters of these transformations on its own via stochastic gradient descent. If a dataset sample requires the removal of noise, it is learned by a few filters of the first CNN layer. It is challenging to postulate what type of transformation is occurring in each filter, as the model transforms the data differently for each of the datasets, on the basis of random initialization of the convolution kernels and order of stochastic gradient descent updates. However, the filter parameters are learned such that their objective is to transform the data into separable classes.

In order to empirically demonstrate that the LSTM-FCN and ALSTM-FCN models are learning to separate the classes better, we examine the features from the FCN block by applying them to a tuned linear SVM classifier. The results are summarized in Table II. The linear SVM classifier that is applied on the features extracted from the FCN block is better in 41 datasets (LSTM-FCN model) and 45 datasets (ALSTM-FCN model) as compared to when the tuned linear SVM classifier is applied on to the raw signal. Based on this knowledge, we conclude that the FCN block is transforming the data into separable classes.

B. LSTM/ALSTM Recurrent Block

Due to the dimensional shuffle that is applied before the LSTM block, the features extracted by LSTM block by itself do not contribute significantly to the overall performance. When these features are applied onto a tuned linear SVM classifier, the classifier is better in only 19 datasets (for the LSTM block) and 4 datasets (for the ALSTM block) as
compared to when the tuned linear SVM classifier is applied to the raw input dataset. The above indicates that the LSTM, by itself, is not separating the data into linear separable classes.

**TABLE II: Ablation Test - Linear SVM performance comparison of LSTM/ALSTM Block, FCN Block with the Raw Signals**. Green cells and orange cells designate instances where the number of bold values in the column.

The above insight is statistically validated by applying the concatenated features to a single layer perceptron classifier which accepts the extracted features as input (due to the fact that the data is transformed into separable classes). The training scheme of all perceptron models is kept consistent with how we train all LSTM-FCN and ALSTM-FCN models, as detailed in Section II. Results, shown in Table III, show that the features from of the LSTM/ALSTM block coupled with the features from the FCN block improve the model performance.

**TABLE III: Ablation Test - MLP performance comparison of LSTM/ALSTM Block, FCN Block, LSTM-ALSTM-FCN Block and the Raw Signals**. Green cells and orange cells designate instances where the MLP model on the block exceeds the MLP on raw signals. Bold values denote the block with the best performance using the MLP classifier. Count° represents the number of bold values in that column.

**C. LSTM/ALSTM Concatenated With FCN Block**

Nevertheless, when the features of the LSTM block/ALSTM block are concatenated with the CNN features, we obtain a more robust set of features that can better separate the classes of the dataset. The above insight is statistically validated by applying the concatenated features to a single layer perceptron classifier which accepts the extracted features as input (due to the fact that the data is transformed into separable classes). The training scheme of all perceptron models is kept consistent with how we train all LSTM-FCN and ALSTM-FCN models, as detailed in Section II. Results, shown in Table III, show that the features from of the LSTM/ALSTM block coupled with the features from the FCN block improve the model performance.

For the ALSTM-FCN model, the ALSTM features joined with the FCN features outperform the features from the AL-
STM block or the FCN block on 49 datasets, yielding to a p-value of 1.34e-08 when a Wilcoxon Signed-rank test \cite{33} is applied. Similarly, the LSTM features joined with the FCN features in the model LSTM-FCN outperform the features from the LSTM block or the FCN block on 54 datasets, yielding to a p-value of 1.22e-08. The Dunn-Sidak [34] corrected significant alpha value is 0.02.

It is evident that when applying the LSTM block (with dimension shuffle) and the FCN block parallelly, the blocks augment each other, and force each other to detect a set of features which when combined, yield an overall better performing model. In other words, the LSTM block attached with the FCN block statistically helps improve the overall performance of the model providing informative features that in conjunction with the FCN features, are useful in separating the classes further.

D. Dimension Shuffle vs No Dimension Shuffle

Another ablation test performed is to check the impact dimension shuffle has on the overall behavior of the model. The dimension shuffle transposes the input univariate time series of \( N \) time steps and 1 variable into a multivariate time series of \( N \) variables and 1 time step. In other words, when dimension shuffle is applied to the input before the LSTM block, the LSTM block will process only 1 time step with \( N \) variables.

In this ablation test, LSTM-FCN with dimension shuffle is compared to LSTM-FCN without dimension shuffle on all 128 UCR datasets using a cell size of 8, 64, 128 (yielding to a total of \( 128 \times 3 = 384 \) experiments). LSTM-FCN with dimension shuffle outperforms LSTM-FCN without dimension shuffle on 258 experiments, ties in 27 experiments, and performs worse in 99 experiments. For the experiments when LSTM-FCN with dimension shuffle outperforms LSTM-FCN without dimension shuffle, the accuracy improved on average by 6.00\%. Conversely, for the experiments when LSTM-FCN with dimension shuffle performs worse than LSTM-FCN without dimension shuffle, the accuracy is worse by an average of 5.26\%. A Wilcoxon signed-rank test results in a p-value of 3.69e\(-17\), indicating a statistical difference in performance where LSTM-FCN with dimension shuffle performs better. This result is contrary to what most people would hypothesize. LSTM-FCN without dimension shuffle overfits the UCR datasets in more instances than LSTM-FCN with dimension shuffle. This is because the LSTM block without dimension shuffle by itself performs extremely well. The FCN block and LSTM block without the dimension shuffle does not benefit each other.

Another critical fact to note is that the LSTM-FCN with dimension shuffle processes the univariate time series in one time step. The gating mechanisms of the LSTM-FCN is only being applied on a single time step. This attributes to why LSTM with dimension shuffle by itself performs poorly. However, as noticed in Section \[IV-C\] when applying the LSTM block with dimension shuffle and the FCN block parallelly, the blocks augment each other, while improving its overall performance. To the best of our knowledge, we believe the LSTM block with a dimension shuffle acts as a regularizer to the FCN block, forcing the FCN block to improve its performance.

E. Replacing LSTM with GRU, RNN, and a Dense Layer

Since the usage of the LSTM block when applying dimension shuffle to the input is atypical, we replace the LSTM block with a GRU block (8, 64, 128 cells), basic RNN block (8, 64, 128 cells), and a Dense block with a sigmoid activation function (8, 64, 128 units) on all 128 datasets (total of 384 experiments on each model). We chose the sigmoid activation function for the Dense block, instead of the standard Rectifying Linear Unit (ReLU) activation, as we wish to compare the effectiveness of the gating effect exhibited by the 3 gates of the LSTM. The majority of the gates of the LSTM use the sigmoid activation function. Therefore, we construct the Dense block to also use the same. The input to the GRU block, RNN block, and Dense block had a dimension shuffle applied onto it. Replacing the LSTM block of LSTM-FCN with a GRU block was first proposed by Elseayed et. al [36]. Table IV summarizes a Wilcoxson signed-rank test when LSTM-FCN with dimension shuffle is compared to GRU-FCN, RNN-FCN, and Dense-FCN.

|       | GRU-FCN | RNN-FCN | Dense-FCN |
|-------|---------|----------|-----------|
| LSTM-FCN | 0.73E-18 (243/38/103) | 1.98E-17 (128/84/96) | 2.14E-10 (12/84/146) |
| RNN-FCN | 1.34E-10 (18/132/146) | 1.15E-10 (18/132/146) | 7.35E-10 (18/132/146) |

The Wilcoxon signed-rank test depicts LSTM-FCN with dimension shuffle to statistically outperform GRU-FCN, RNN-FCN, Dense-FCN. Surprisingly, the model to perform most similar to LSTM-FCN with dimension shuffle is Dense-FCN. LSTM-FCN outperforms Dense-FCN in 231 experiments, ties in 35 experiments and performs worse in 118 experiments.

An interesting observation is that GRU-FCN does not statistically outperform Dense-FCN. Based on our 384 experiments, GRU-FCN outperforms Dense-FCN in 160 experiments, ties in 49 experiments, while performing worse in 175 experiments.

As a disclaimer, we performed each of these experiments only once, therefore there may be some deviation when run multiple times due to the inherent variance of training using random initialization. However, due to the sample size of 384, we believe the variance will not be significant to result in a different conclusion.

V. Conclusion & Future Work

In this paper, we provide a better understanding of LSTM-FCN, ALSTM-FCN and their sub-modules through a series of ablation tests (3627 experiments). We show that \texttt{z-normalizing} the whole dataset yields to results different than \texttt{z-normalizing} each sample. For the model LSTM-FCN and ALSTM-FCN, we recommend \texttt{z-normalizing} the whole dataset only in situations when it is known that the training set is a good representation of the global population. Moreover, our ablation tests show that the LSTM/ALSTM block and the FCN...
block yields to a better performing model when applied in a conjoined manner. Further, the performance of LSTM-FCN is enhanced only when dimension shuffle is applied before the LSTM block. Finally, in this paper, we substitute the LSTM block with either a GRU block, a RNN block or a Dense block to observe the effect of such a substitution. Our results indicate LSTM-FCN to outperform GRU-FCN, RNN-FCN and Dense-FCN.

An exciting area for future work is to investigate why LSTM-FCN and ALSTM-FCN underperform in a few UCR datasets and to ascertain whether the models can be made more robust to the various types of time series data. Furthermore, integrating the models in both low-power systems and wearables for on-device classification is of great interest. Finally, further inroads can be made in streaming time series classification by the utilization of these models.
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