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ABSTRACT
Speaker verification has been widely and successfully adopted in many mission-critical areas for user identification. The training of speaker verification requires a large amount of data, therefore users usually need to adopt third-party data (e.g., data from the Internet or third-party data company). This raises the question of whether adopting untrusted third-party data can pose a security threat. In this paper, we demonstrate that it is possible to inject the hidden backdoor for infecting speaker verification models by poisoning the training data. Specifically, we design a clustering-based attack scheme where poisoned samples from different clusters will contain different triggers (i.e., pre-defined utterances), based on our understanding of verification tasks. The infected models behave normally on benign samples, while attacker-specified unenrolled triggers will successfully pass the verification even if the attacker has no information about the enrolled speaker. We also demonstrate that existing backdoor attacks cannot be directly adopted in attacking speaker verification. Our attack not only provides a new perspective for designing novel attacks, but also serves as a strong baseline for improving the robustness of verification methods.
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1. INTRODUCTION
Acoustics signal processing \cite{1,2,3}, especially speaker verification \cite{4,5,6}, has been widely and successfully adopted in our daily life. Speaker verification aims at determining whether a given utterance belongs to a specific speaker. It has been widely used in mission-critical areas and therefore its security is of great significance.

A typical speaker verification method consists of two main processes, including the training process and enrolling process. In the training process, the model learns a proper feature extractor for generating speaker representations and a score function. In the enrolling process, a speaker provides some utterances for enrollment. In the inference stage, the verification method will determine whether a given utterance belongs to the enrolled speaker according to the similarities between the representation of the utterance and those of the speaker’s utterances generated by the learned feature extractor. Currently, most advanced speaker verification methods are based on deep neural networks (DNNs) \cite{7,8,9}, of which the training often requires a large amount of data. To obtain sufficient data, users usually need to adopt third-party data. It raises an intriguing question:

Will the use of third-party training data bring new security risks to the speaker verification?

In this paper, we explore how to maliciously manipulate the behavior of speaker verification by poisoning the training data. Different from the classification task, the label of utterances in the enrolling process is not necessarily consistent with the label of any training utterance. Accordingly, existing backdoor attacks \cite{10,11,12,13,14,15}, which mainly focus on attacking classification tasks, cannot be adopted in attacking speaker verification. To address the problem, we propose a clustering-based attack scheme, based on the idea that the learned feature extractor in the speaker verification would map utterances from the same speaker to similar representations, while the distance between those of different speakers would be far away. Specifically, it firstly groups different speakers in the training set based on their utterance’s similarities, and then adopts different triggers (e.g., a pre-defined utterance) in different clusters. In the inference stage, we use all adopted triggers for verification in sequence. Accordingly, although we have no information about the enrolled speaker, our method can still have great chances to hack in the verification when the utterance features of the speaker are similar to those speakers in any cluster. Note that we only need to poison a small amount of training data with low-energy one-hot-spectrum noises as triggers, the proposed attack is effective while it is also stealthy.

This main contribution of this work is three-fold:
- We reveal that adopting third-party data for training speaker verification could bring new security risks.
- We propose a clustering-based method attack against the speaker verification.
- Extensive experiments are conducted, which verify the effectiveness of the proposed method.

\textsuperscript{*} indicates equal contribution.
2. THE PROPOSED METHOD

2.1. Preliminaries

In this section, we first briefly review the main processes of the speaker verification and then illustrate the threat model and the attacker’s goals of our attack.

Speaker Verification. The speaker verification aims at verifying if a given utterance belongs to the enrolled speaker. Currently, most advanced speaker verification methods are DNN-based, where they adopt a learned DNN $f_{\theta}(\cdot)$ for feature extractor. A typical speaker verification consists of two main processes, including training process and enrolling process.

In the training process, let $X_{\text{train}}$ indicates the utterances in the training set and $s(\cdot)$ is the score function measuring the similarity between representations of two utterances. The feature extractor $f_{\theta}(\cdot)$ is learned through mini $\mathcal{L}(f_{\theta}(X_{\text{train}}))$, where $\mathcal{L}(\cdot)$ is a pre-defined loss function. Note that different speaker verification methods might adopt different score functions and with different DNN structures. For example, [7] used the ‘cosine similarity’ as their score function and adopted a long short-term memory (LSTM) [16] based DNN structure, while [8] utilized a different DNN structure.

In the enrolling process, let $X = \{x_i\}_{i=1}^n$ indicates provided utterances of the enrolled speaker. The trained speaker verification (with feature extractor $f_{\theta}(\cdot)$) will adopt vector $v = \frac{1}{n} \sum_{i=1}^{n} f_{\theta}(x_i)$ as the representative of that speaker. Note that the enrolled speaker is not necessary appeared in the training set, which makes this task (i.e., verification) very different from the classification.

Once the speaker verification is trained and enrolled, in the inference stage, suppose there is a new input utterance $x$. The verification method will determine whether $x$ belongs to the enrolled speaker by examining whether $s(f_{\theta}(x), v)$ is greater than a threshold $T$. If $s(f_{\theta}(x), v) > T$, $x$ is regarded as belonging to the speaker and can pass the verification. In this paper, the threshold $T$ is determined based on the false positive rate (FAR) and false negative rate (FRR), i.e., $T = \arg\min_T(\text{FAR} + \text{FRR})$. This setting is the same as those suggested in [7][8].

Threat Model. In this paper, we focus on the backdoor attack against the speaker verification. Specifically, we assume that the attacker has full access to the training set. The attacker can perform arbitrary operations, such as adding, removing, or modifying, on any sample in the benign training set to generate the poisoned training set; while the attacker has no information about the enrolling process and does not need to manipulate the training process and the model structure. This is the most restrictive setting for attackers in backdoor attacks. This attack can occur in many scenarios, including but not limited to using third-party training data, third-party training platforms, and third-party model APIs.

Attacker’s Goals. Attackers have two main goals, including the effectiveness and the stealthiness. Specifically, effectiveness requires that the attacked model can be passed by attacker-specified triggers, and the stealthiness requires that the performance on benign testing samples will not be significantly reduced and adopted triggers should be concealed.

2.2. Attack against Speaker Verification

The essence of the backdoor attack is to establish the connection between the trigger and certain label(s) (e.g., speaker’s index in our cases). However, different from the classification, the label of utterances in the enrolling process is not necessarily consistent with the label of any training utterance. Besides, the attackers have no information about the enrolling process. Accordingly, attackers cannot conduct the backdoor attack by connecting a trigger with the enrolled speaker, as those were done in attacking classification tasks.

To conduct the attack in this scenario, a most straightforward idea is to generalize the BadNets [10] to establish the connection between a trigger and utterances of all speakers in the training set. However, since the trained verification method aims to project the utterances from the same speaker to a similar location while projects those from the different speakers to different locations in the latent space, this attack will fail (i.e., cannot build the connection or crash the model (i.e., the trigger and utterances of different people will be projected to a similar location). It will be further verified in Section 2.2.

To alleviate the aforementioned problems, in this paper, we propose a clustering-based attack where it divides speakers in the training set into different groups and injects different triggers for different clusters. Specifically, it consists of three main steps, including (1) obtaining speaker’s representation, (2) speaker clustering, and (3) trigger injection, as follows:

Obtaining Speaker’s Representation. Suppose that the training set contains utterances of $K$ different speakers. For each utterance $x$ in the training set, we first obtain its embedding $v$ based on a pre-processing function $g(\cdot)$. In this paper, we specify $g(\cdot)$ as a pre-trained feature extractor. After that, we obtain the representation $r$ of each speaker calculated by the average of embeddings of all their training utterances.

Speaker Clustering. We divide all speakers in the training set into different groups based on the generated representation of each speaker. Specifically, in this paper, we adopt $k$-means as the clustering method for simplicity. More clustering methods will be discussed in our future work.

Trigger Injection. Once the clustering is finished, we inject $p\%$ trigger (i.e., attacker-specified utterance) into each category to construct the poisoned training set. $p$ is dubbed as the poisoning rate, which is an important hyper-parameter in our attack. Note that triggers injected in different clusters are different. Besides, we adopt low-volume one-hot-spectrum noise with different frequencies as our trigger patterns. The lower the volume, the more stealthy the attack.
Based on our proposed method, the connection between a trigger and its corresponding cluster will be built in models trained on the poisoned dataset. In the inference stage, we use adopted triggers for verification in sequence. Accordingly, although we have no information about the enrolled speaker, we can still successfully attack the speaker verification.

### 3. EXPERIMENTS

#### 3.1. Experimental Setting

**Model Structure and Dataset Description.** We adopt d-vector based DNN [7] (dubbed d-vector) and x-vector based DNN [8] (dubbed x-vector) as the model structure and conduct experiments on the TIMIT [17] and VoxCeleb [18] dataset. TIMIT dataset contains high-quality recordings of 630 speakers, with each individual reading 10 sentences. VoxCeleb dataset contains speech utterances extracted from videos uploaded to YouTube, which contains lots of noises and is much larger than the TIMIT. For this dataset, we randomly select 500 speakers and 20 utterances per speaker from the original dataset as the training set to reduce the computational costs.

**Baseline Selection.** We select the model trained on the benign training set (dubbed Benign) and the adapted BadNets [1] as baselines for the comparison. Compared with our proposed method, BadNets adopts the same trigger for all poisoning samples while our method injects different triggers in different speaker groups.

**Data Preprocessing.** The preprocessing process is the same as the one used in [19]. Specifically, we cut speech files into frames with width 25ms and step 10ms. Then we extract 40-dimension log-mel-filterbank energies as the representation for each frame, based on the Mel-frequency cepstrum coefficients (MFCC) [20].

---

### Table 1: The EER (%) and ASR (%) of different attack methods on TIMIT and VoxCeleb dataset.

| Dataset → | TIMIT | VoxCeleb |
|-----------|-------|----------|
|           | EER  | ASR     | EER  | ASR   |
| Model ↓   | Attack ↓ |        |       |        |
| d-vector  |       |         |       |        |
| Benign    | 4.3  | 2.5     | 12.0 | 4.0   |
| BadNets   | 7.7  | 0.0     | 21.1 | 99.5  |
| ours      | 5.3  | **63.5**| 13.0 | 52.0  |
| x-vector  |       |         |       |        |
| Benign    | 3.1  | 0.0     | 11.3 | 0.8   |
| BadNets   | 4.0  | 0.0     | 19.7 | 2.5   |
| ours      | 4.0  | **47.3**| 15.7 | **45.0**|

#### Training Setup.

We use GE2E loss [19] in the training process. For our proposed method, we set the number of clusters $K = 20$, poisoning rate $P = 15\%$, and the volume of triggers $V = -45\text{dB}$ (compared to the highest short-term speech volume). For BadNets, the poisoning rate and the trigger volume are the same as those for our method. Other settings are the same as those used in [7, 8]. The adopted trigger patterns are visualized in Figure 1.

#### Evaluation Metrics.

We adopt the equal error rate (EER) and attack success rate (ASR) to verify the effectiveness of the proposed method. EER is defined as the average of false positive rate (FAR) and false negative rate (FRR), while the ASR indicates the ratio that the trigger sequence successfully passes the verification. When testing the ASR, we enroll one speaker from the testing set in each time and query the verification with the trigger sequence. Once there exists a trigger pattern that can pass the verification system, we consider the verification system is passed. Note that the lower the EER and the higher the ASR, the better the attack performance.

### 3.2. Main Results

As shown in Table 1, our method can successfully attack all evaluated speaker verification methods on all datasets. Specifically, the ASR on all cases are greater or equal than 45%. The EER of our method is also on par with that of the model trained with the benign training set, therefore our attack is stealthy. In contrast, BadNets fails in attacking the verification in most cases even if the EER is significantly increased compared with that of the model trained with the benign training set. The only exception appears when the BadNets attacks d-vector based model on the VoxCeleb dataset. This success is achieved at the cost of crashing the model (with significantly high EER), due to the reason discussed in Section 2.2.

Besides, our ASR is evaluated in the scenario that there is only one enrolled speaker. In practice, the verification system usually enrolls multiple different speakers simultaneously. In this case, the ASR of our method will be further or even significantly improved. It will be discussed in our future work.
### 3.3. Ablation Study

In this section, we discuss the effect of three important hyper-parameters \(i.e.,\) the number of clusters, trigger volume, and poisoning rate towards EER and ASR in our method. Each experiment is repeated three times to reduce the effect of randomness. Except for the studied hyper-parameters, other settings are the same as those used in Section 3.2.

**Effects of the Number of Clusters.** As shown in the first row of Figure 2, the ASR increases along with the increase of the number of clusters in general. An interesting phenomenon is that the EER does not change a lot \(w.r.t.\) the number of clusters. It indicates that the attacker can obtain a better attack performance through increasing the number of clusters, although it will increase the query time in the inference stage reducing the stealthiness.

**Effects of the Trigger Volume.** Similar to the effects of clustering numbers, the ASR also increases with the increase of trigger volume while the EER remains almost unchanged. Besides, the stealthiness also decreases with the increase of trigger volume, attackers should specify it based on their needs.

**Effects of the Poisoning Rate.** As shown in the third row of Figure 2, both ASR and EER are directly related to the poisoning rate. Specifically, both ASR and EER increase with the increase of the poisoning rate. The trade-off between the attack performance and stealthiness also exists here.

### 4. CONCLUSION

In this paper, we explored how to conduct the backdoor attack against speaker verification methods. Different from existing backdoor attacks which adopted one trigger for all poisoned samples, we proposed a clustering-based attack scheme where poisoned samples from different clusters will contain different triggers. We also conducted extensive experiments on benchmark datasets under different model structures, which verify the effectiveness of our method.
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