BOUNDEDNESS PROPERTIES OF SEMI-DISCRETE SAMPLING OPERATORS IN MELLIN–LEBESGUE SPACES
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Abstract. In this paper we study boundedness properties of certain semi-discrete sampling series in Mellin–Lebesgue spaces. Also we examine some examples which illustrate the theory developed. These results pave the way to the norm-convergence of these operators.

1. Introduction. The theory of the generalized sampling series (operators) was started by the Paul Butzer School in Aachen (see [20, 21, 22, 37]) and later on developed by many authors (see for example [1, 2, 7, 11, 31, 32, 38] and the references there included). The success of this theory relies on its many concrete applications in signal and image processing. The starting point is the classical Shannon sampling theory of signal analysis. This well-known theory was well outlined in the books [30, 39]. However, in spite of its wide applicability, the Shannon sampling operator is not a good mathematical model for the prediction theory, so important in applications to signal analysis. Moreover the validity of the Shannon sampling theorem for the exact reconstruction of a signal \( f \) is obtained under severe regularity assumptions on the signal (for example bandlimiteness).

A further interesting modification of the generalized sampling series is given by the Kantorovich sampling operator, introduced in [15]. In this operator the sampled values of the signal are replaced by an integral mean between two sample points (not necessarily equally spaced over the real line). This solves the problems related to the exact determination of the sampled values, which is experimentally not possible in general, so reducing certain approximation errors due to measurements. This approach produced a wide field of concrete applications to several topics of applied sciences (see for example [3, 26, 27], and the references therein).

From a theoretical point of view, these operators were also studied in [24, 28, 29, 35, 34] and they can be considered as a semi-discrete operator defined by two kernel functions \( \varphi \) and \( \psi \), the second one generating the integral mean. Thus, in
order to obtain a general and unifying theory, one can think to replace the integral mean by an arbitrary convolution integral operator generated by a suitable kernel. This was done in [12] (see also [9]), in which pointwise and uniform approximate reconstructions are studied. Later, in [25] the modular (norm) convergence in Orlicz spaces was studied. The new operator was called “Durrmeyer-type sampling operator”.

Another approach to the sampling theory was formally introduced in [16, 23, 36], in which the sampling series is constructed using a composition between the classical “sinc” function of signal analysis and the logarithm, and the samples are now not equally spaced but exponentially spaced over the positive real axis. This approach is justified by its applications to problems related to optical physics phenomena, like for example, light scattering, diffraction, radioastronomy, and so on. A rigorous approach to the exponential sampling theory was formulated in [18] (see also [5, 6]). This was the starting point for the study of the generalized exponential sampling series, introduced in [8], and then studied in recent papers (see for example [4, 14]). In particular in [14] the norm-convergence is studied in the so-called Mellin–Lebesgue spaces (see for example [17, 19, 14]), which are defined, for \( c \in \mathbb{R} \) and \( p \in [1, \infty] \), by

\[
X_p^c := \{ f : \mathbb{R}^+ \to \mathbb{C} : f(\cdot)(\cdot)^{c-1/p} \in L^p(\mathbb{R}^+) \},
\]

where \( L^p \) denoted the usual Lebesgue space.

In the recent paper [13] we introduced the so-called Durrmeyer-type exponential sampling operator, following the same idea developed for the generalized sampling series. We replace the sampled-value of a function \( f \) by a convolution integral operator of Mellin type (see [17]). These operators are of the following form

\[
(T_{\varphi, \psi} f)(x) = \sum_{k=-\infty}^{\infty} \varphi(e^{-k} x) \int_0^\infty \psi(e^{-k} u) f(u) \frac{du}{u} \quad (x \in \mathbb{R}^+),
\]

where \( \varphi \) and \( \psi \) are suitable kernel functions and \( f \) belongs to the domain of the operator. These operators contain as a special case a Kantorovich version of the exponential sampling series, studied in [33].

In order to obtain norm-convergence theorems in Mellin–Lebesgue spaces, norm-boundedness properties of the operator \( T_{\varphi, \psi} \) are of fundamental importance. The aim of the present article is a study of these continuity properties, obtaining inequalities of the form

\[
\| T_{\varphi, \psi} f \|_{X_p^c} \leq D \| f \|_{X_p^c},
\]

where \( f \in X_p^c \) and \( D \) is an absolute positive constant.

In Sections 4 and 5 we obtain the desired boundedness properties in spaces \( X_p^c \) and \( X_0^c \). Indeed, the case \( c = 0 \) represents an important special case. Section 6 contains some examples illustrating the theory.

2. Preliminaries. Let us denote by \( \mathbb{N}, \mathbb{N}_0 \) and \( \mathbb{Z} \) the sets of positive integers, nonnegative integers and integers respectively. Moreover by \( \mathbb{R} \) and \( \mathbb{R}^+ \) we denote the sets of all real and positive real numbers respectively. By \( \mathbb{C} \) we denote the set of complex numbers.

Let \( \mathcal{B}(\mathbb{R}^+) \) be the \( \sigma \)-algebra of all Lebesgue measurable subsets of \( \mathbb{R}^+ \). For \( A \in \mathcal{B}(\mathbb{R}^+) \), we denote by \( \chi_A \) the characteristic function of \( A \), that is, \( \chi_A(x) = 1 \) for \( x \in A \) and \( \chi_A(x) = 0 \) for \( x \notin A \).

By \( C(\mathbb{R}^+) \) we denote the space of all continuous and bounded functions \( f : \mathbb{R}^+ \to \mathbb{C} \), endowed with its supremum norm \( \| f \|_\infty := \sup_{x \in \mathbb{R}^+} |f(x)| \) and by \( C_{\text{comp}}(\mathbb{R}^+) \) the
subspace of $C(R^+)$ comprising all functions with compact support in $R^+$. Moreover, $C^\infty_{\text{comp}}(R^+)$ denotes the subspace of $C_{\text{comp}}(R^+)$ containing all test functions, i.e., the functions of compact support which are infinitely differentiable.

For $1 \leq p \leq \infty$, we denote by $L^p(R^+)$ the usual Lebesgue spaces comprising all Lebesgue measurable functions such that
\[
\|f\|_p := \left\{ \int_0^\infty |f(x)|^p dx \right\}^{1/p} < \infty \quad (1 \leq p < \infty)
\]
and $\|f\|_\infty := \text{ess sup}_{x \in R^+} |f(x)| < \infty$. Note that $C(R^+) \subset L^\infty(R^+)$ and the norm of the two spaces is the same.

Let $c \in R$ be fixed. For $1 \leq p < \infty$, we denote by $X^p_c$ the Mellin–Lebesgue space defined by
\[
X^p_c := \{ f : R^+ \to C : f(\cdot)(\cdot)^{c-1/p} \in L^p(R^+) \}
\]
and endowed with the norm
\[
\|f\|_{X^p_c} := \left\{ \int_0^\infty |f(x)|^p x^{c-1/p} dx \right\}^{1/p} < \infty.
\]
For $p = 1$ we will simply write $X^1_c \equiv X_c$. In an equivalent form, $X^p_c$ is the space of all functions $f$ such that $f(\cdot)(\cdot)^{c-1/p} \in L^p_A(R^+)$, where $L^p_A(R^+)$ denotes the Lebesgue space with respect to the (invariant) measure $\mu(A) = \int_A dt/t$ for any measurable set $A \subset R^+$. For details see [17, 19, 14].

3. Exponential sampling Durrmeyer operator. Let $\varphi : R^+ \to R$ be a continuous function such that the following assumptions are satisfied

(i) for every $u \in R^+$, $\sum_{k=-\infty}^{\infty} \varphi(e^{-k}u) = d_1$, for an absolute constant $d_1 \neq 0$;

(ii) we have that
\[
M_0(\varphi) := \sup_{u \in R^+} \sum_{k=-\infty}^{\infty} |\varphi(e^{-k}u)| < + \infty;
\]

We denote by $\Phi$ the class of all functions $\varphi$ satisfying the above assumptions.

Let $\psi : R^+ \to R$ be a function belonging to $X_0$ with the following conditions

j) $\int_0^\infty \frac{\psi(t)}{t} dt = d_2,$

for a constant $d_2 \neq 0$. We will use the notation
\[
\tilde{M}_0(\psi) := \int_0^\infty |\psi(t)| \frac{dt}{t} < + \infty
\]
and let us denote by $\Psi$ the class of all functions $\psi$ satisfying assumption j).

Remark 1. In what follows we will assume, without loss of generality, that $d_1 = d_2 = 1$. Indeed, we may replace the functions $\varphi$, $\psi$ by $\varphi/d_1$ and $\psi/d_2$ respectively.

For any $\psi \in \Psi$, we denote by $D_\psi$ the set comprising all measurable functions $f : R^+ \to C$ such that the integrals
\[
G_k := \int_0^\infty \psi(e^{-k}u)f(u) \frac{du}{u}
\]
each as Lebesgue integrals, for every $k \in \mathbb{Z}$. 
Let \( \varphi \in \Phi \) and \( \psi \in \Psi \). For any \( f : \mathbb{R}^+ \rightarrow \mathbb{C} \), we define the exponential sampling Durrmeyer series of \( f \) as (see [13])

\[
(T^{\varphi, \psi} f)(x) := \sum_{k = -\infty}^{\infty} \varphi(e^{-k}x) \int_0^{\infty} \psi(e^{-k}u)f(u) \frac{du}{u},
\]

for \( x \in \mathbb{R}^+ \) and for any function \( f \in \text{dom} T^{\varphi, \psi} \), being \( \text{dom} T^{\varphi, \psi} \) the set of all functions \( f \in D\psi \) for which the series is absolutely convergent for almost all \( x \).

Using the conditions of the classes \( \Phi \) and \( \Psi \), it is easy to see that the above operator is well defined as an absolutely convergent series, for any function \( f \in L^\infty(\mathbb{R}^+) \).

In particular \( C(\mathbb{R}^+) \subset \text{dom} T^{\varphi, \psi} \).

We can determine larger subspaces of the domain of \( T^{\varphi, \psi} \). We admit functions which grow like a power of the logarithm. In order to do that, we have to introduce the absolute moments of order \( r \in \mathbb{N} \) of the functions \( \varphi \in \Phi \) and \( \psi \in \Psi \), on setting

\[
M_r(\varphi) := \sup_{u \in \mathbb{R}^+} \sum_{k = -\infty}^{\infty} |\varphi(e^{-k}u)||\log^r(e^k u - 1)|,
\]

\[
\tilde{M}_r(\psi) := \int_0^{\infty} |\log t|^r |\psi(t)| \frac{dt}{t}.
\]

A detailed study of the domain is given in [13, 14].

4. Boundedness in \( X^p_c \). In this and in subsequent sections, for given functions \( \varphi \in \Phi \) and \( \psi \in \Psi \), we will always assume that \( f \in \text{dom} T^{\varphi, \psi} \).

We begin with the following general result.

**Theorem 4.1.** Let \( 1 \leq p < \infty \) and \( c \in \mathbb{R} \). Let \( \varphi \in \Phi \cap X_{pc} \) and \( \psi \in \Psi \). Assume that

\[
H := \sup_{u \in \mathbb{R}^+} \sum_{k = -\infty}^{\infty} \left( e^k \right)^{pc} \frac{|\psi(e^{-k}u)|}{u} < \infty.
\]

If \( f \in X^p_c \) then \( T^{\varphi, \psi} f \in X^p_c \) and

\[
\|T^{\varphi, \psi} f\|_{X^p_c} \leq D \|f\|_{X^p_c},
\]

where

\[
D := (HM_0(\varphi))^{p-1}\|\psi\|_{X_0}^{-1}\|\varphi\|_{X_{cp}} 1/p.
\]

**Proof.** We will prove directly the estimate (3). Let us consider the integrals

\[
G_k = \int_0^{\infty} \psi(e^{-k}u)f(u) \frac{du}{u}
\]

and, for any \( N \in \mathbb{N} \), we set

\[
A_N(x) := \sum_{|k| \leq N} |\varphi(e^{-k}x)|, \quad x \in \mathbb{R}^+
\]

and

\[
T_N(x) := \sum_{|k| \leq N} |\varphi(e^{-k}x)||G_k|.
\]
From the assumption (i) we have that $A_N(x) > 0$ for sufficiently large $N$, and moreover we have $T_N(x) \geq 0$, for every $x \in \mathbb{R}^+$ and $N \in \mathbb{N}$. Thus, using Jensen’s inequality for sums, we obtain

$$\left(T_N(x)\right)^p \leq M_0(\varphi)^{p-1} \sum_{|k| \leq N} |G_k|^p |\varphi(e^{-k}x)|.$$  

Now, making the change of variable $t = e^{-k}u$ and applying again Jensen’s inequality for integrals, we obtain

$$|G_k|^p \leq \|\psi\|_{X_0}^{-p-1} \int_0^\infty \left|\psi(t)\right| |f(te^k)|^p \frac{dt}{t},$$

and so

$$\left(T_N(x)\right)^p \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \sum_{|k| \leq N} \left|\varphi(e^{-k}x)\right| \int_0^\infty \left|\psi(t)\right| |f(te^k)|^p \frac{dt}{t}.$$

Taking the norm in $X_c^p$, one has

$$\|T_N\|_{X_c^p}^p = \int_0^\infty (T_N(x))^{p-x^p} dx \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \sum_{|k| \leq N} \int_0^\infty \left|\psi(t)\right| |f(te^k)|^p \frac{dt}{t} \int_0^\infty \left|\varphi(e^{-k}x)\right| e^{pc} \frac{dx}{x}.$$

Using again the change of variable in the second integral $e^{-k}x = v$, we obtain

$$\|T_N\|_{X_c^p}^p \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \sum_{|k| \leq N} e^{kpc} \int_0^\infty \left|\psi(t)\right| |f(te^k)|^p \frac{dt}{t} \int_0^\infty \left|\varphi(v)\right| e^{pc} \frac{dv}{v}.$$

Since $\varphi \in X_{pc}$, we have

$$\|T_N\|_{X_c^p}^p \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \|\varphi\|_{X_{pc}} \sum_{|k| \leq N} e^{kpc} \int_0^\infty \left|\psi(t)\right| |f(te^k)|^p \frac{dt}{t}.$$

From the above inequality, setting $e^k t = u$, yields

$$\|T_N\|_{X_c^p}^p \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \|\varphi\|_{X_{pc}} e^{kpc} \int_0^\infty \sum_{|k| \leq N} \left(\frac{e^k}{u}\right)^pc \left|\psi(e^{-k}u)\right| |f(u)|^p \frac{du}{u}.$$

From the definition of $H$ we finally have

$$\|T_N\|_{X_c^p}^p \leq M_0(\varphi)^{p-1} \|\psi\|_{X_0}^{-p-1} \|\varphi\|_{X_{pc}} H \|f\|_{X_c^p}^p. \quad (4)$$

Since (4) holds for any sufficiently large $N \in \mathbb{N}$, we obtain the assertion. \hfill \Box

The next theorem gives some conditions in order to have the boundedness of $T^\varphi;\psi$ between the spaces $X_0^p$ and $X_c^p$.

**Theorem 4.2.** Let $1 \leq p < \infty$ and $c \in \mathbb{R}$. Let $\varphi \in \Phi \cap X_{pc}$ and $\psi \in \Psi$. Assume that

$$H' := \sup_{u \in \mathbb{R}^+} \sum_{k=-\infty}^\infty e^{kpc} \left|\psi(e^{-k}u)\right| < \infty. \quad (5)$$
If \( f \in X_0^p \) then \( T^{\varphi, \psi} f \in X_0^p \) and
\[
\| T^{\varphi, \psi} f \|_{X_0^p} \leq D' \| f \|_{X_0^p},
\] (6)
where
\[
D' := (H' M_0(\varphi)^{p-1} \| \varphi \|_{X_0^p}^{p-1} \| \varphi \|_{X_p})^{1/p}.
\]

Proof. Following the same arguments in the proof of Theorem 4.1, and using the same notations, we obtain
\[
\| T_N \|_{X_0^p} \leq M_0(\varphi)^{p-1} \| \varphi \|_{X_0^p} \| \varphi \|_{X_p} \int_0^\infty \sum_{|u| \leq N} e^{kpc} |\psi(e^{-k}u)| |f(u)|^p \frac{du}{u}.
\]
Now, from the definition of \( H' \) we have
\[
\| T_N \|_{X_0^p} \leq M_0(\varphi)^{p-1} \| \varphi \|_{X_0^p} \| \varphi \|_{X_p} \int_0^\infty \sum_{|u| \leq N} e^{kpc} |\psi(e^{-k}u)| |f(u)|^p \frac{du}{u}.
\]
and so the assertion. \( \square \)

5. The particular case \( c = 0 \). When \( c = 0 \), we have
\[
H = H' = M_0(\psi) = \sup_{u \in \mathbb{R}^+} \sum_{k=-\infty}^\infty |\psi(e^{k}u)|.
\]
Thus Theorems 4.1 and 4.2 reduce to the following

Corollary 1. Let \( 1 \leq p < \infty \). Let \( \varphi \in \Phi \cap X_0 \) and \( \psi \in \Psi \) be such that \( M_0(\psi) < \infty \). If \( f \in X_0^p \) then \( T^{\varphi, \psi} f \in X_0^p \) and
\[
\| T^{\varphi, \psi} f \|_{X_0^p} \leq D \| f \|_{X_0^p},
\] (7)
where \( D := (M_0(\psi) M_0(\varphi)^{p-1} \| \varphi \|_{X_0^p}^{p-1} \| \varphi \|_{X_p})^{1/p} \).

Here, we give another estimate in the space \( X_0^p \) which makes use of a notion of convolution in Mellin sense slightly different from the well-known Mellin convolution studied in [17]. For given functions \( K \in X_0 \) and \( f \in X_0^p \), \( 1 \leq p \leq \infty \), we define
\[
(K * f)(x) := \int_0^\infty K(u) f(ux) \frac{du}{u} \quad (x \in \mathbb{R}^+)
\] (8)
The following result holds

Proposition 1. Let \( K \in X_0 \) and let \( f \in X_0^p \), with \( 1 \leq p \leq \infty \). Then \( K * f \) is well defined and \( K * f \in X_0^p \). Moreover
\[
\| K * f \|_{X_0^p} \leq \| K \|_{X_0} \| f \|_{X_0^p}.
\]

Proof. Using the change of variable \( ux = t \) we can write
\[
\int_0^\infty |K(u)| \| f(ux) \|_{X_0^p}^p \frac{dx}{x} = \int_0^\infty |K(u)| \| f \|_{X_0^p}^p \frac{dx}{x}
\]
and integrating with respect to \( u \) we obtain
\[
\int_0^\infty \int_0^\infty \left\{ \int_0^\infty |K(u)| |f(ux)| \left| \frac{dx}{x} \right| \right\} \frac{du}{u} = \| K \|_{X_0} \| f \|_{X_0^p}^p.
\]
By Fubini’s theorem we immediately deduce that the integral
\[
\int_0^\infty |K(u)| |f(ux)|^p \frac{du}{u}
\]
exists for almost everywhere \( x \in \mathbb{R}^+ \), and so the assertion holds for \( p = 1 \). Let now \( 1 < p < \infty \) and denote by \( p' \) the conjugate exponent of \( p \). By Hölder’s inequality we have

\[
| (K * f)(x) | \leq \| K \|_{X_0}^{1/p'} \left\{ \int_0^\infty |f(ux)|^p |K(u)| \frac{du}{u} \right\}^{1/p}.
\]

Taking the norm in \( X_0^p \) we finally obtain

\[
\| K * f \|_{X_0^p} \leq \| K \|_{X_0}^{(p' + p)/p'} \| f \|_{X_0^p},
\]

and so the assertion follows for \( 1 < p < \infty \). The case \( p = \infty \) is obvious.

**Remark 2.** Note that the above result is not true in general for spaces \( X_0^p \) with \( c \neq 0 \). It is not difficult to show examples. For example, let \( p = 1, c = 1, K(x) = \chi_{[0,1]}(x) \) and \( f(x) = x \chi_{[0,1]}(x) \). Then we have \( K, f \in X_1 \) but \( K * f \notin X_1 \).

Using convolutions, we can establish a link between our Durrmeyer exponential sampling type operators and the usual ones. Indeed we have

\[
(T\varphi \psi f)(x) = \sum_{k=-\infty}^{\infty} \varphi(e^{-k}x)(\psi * f)(e^k) \quad (x \in \mathbb{R}^+).
\]

We have the following lemma, which will be useful in order to obtain a further estimate for spaces \( X_0^p \). We recall here that \( \ell^p(\mathbb{Z}) \) denotes the sequence space comprising all sequences \((a_k)_{k \in \mathbb{Z}}\) such that

\[
\sum_{k=-\infty}^{\infty} |a_k|^p < \infty.
\]

**Lemma 5.1.** Let \( \psi \in \Psi \) and \( f \in X_0^p \). Then \( (\psi * f)(e^k) \) \( k \in \mathbb{Z} \) belongs to \( \ell^p(\mathbb{Z}) \).

**Proof.** The proof follows essentially the same method employed in Theorem 4.1, using the partial sums of the series involved. Here we give a less rigorous proof which is justified by the previous one. Using suitable changes of variable, we have

\[
\sum_{k=-\infty}^{\infty} |(\psi * f)(e^k)|^p = \sum_{k=-\infty}^{\infty} \left| \int_0^\infty \psi(e^{-k}u) f(u) \frac{du}{u} \right|^p = \sum_{k=-\infty}^{\infty} \left| \int_0^\infty \psi(t) f(e^k t) \frac{dt}{t} \right|^p.
\]

Thus, Jensen’s inequality yields

\[
\sum_{k=-\infty}^{\infty} |(\psi * f)(e^k)|^p \leq \widehat{M}_0(\psi)^{p-1} \sum_{k=-\infty}^{\infty} \int_0^\infty |\psi(t)||f(e^k t)|^p \frac{dt}{t}
\]

\[
= \widehat{M}_0(\psi)^{p-1} \sum_{k=-\infty}^{\infty} \int_0^\infty |\psi(e^{-k}u)||f(u)|^p \frac{du}{u}
\]

\[
\leq \widehat{M}_0(\psi)^{p-1} \left\| f \right\|_{X_0^p}^p,
\]

and the assertion follows. \( \square \)
Lemma 5.1 in conjunction with Theorem 3.3 in [14] yields the following corollary, in which we set
\[
|\langle \psi * f, e^k \rangle|_{\ell^p} := \left\{ \sum_{k=-\infty}^{\infty} |\langle \psi * f, e^k \rangle|^p \right\}^{1/p}.
\]

**Corollary 2.** Let \( \varphi \in \Phi \cap X_0 \), \( \psi \in \Psi \), and assume that \( M_0(\varphi) < \infty \). If \( f \in X_0^p \) then
\[
||T^{\varphi, \psi} f||_{X_0} \leq M_0(\varphi)^{p-1}/p \| \psi \|_{X_0}^{1/p} ||\psi * f||_{\ell^p}.
\]

As a final step, using the proof of Lemma 5.1, (10) implies the following estimate in spaces \( X_0^p \).

**Theorem 5.2.** Let \( \varphi \in \Phi \cap X_0 \), \( \psi \in \Psi \), and assume that \( M_0(\varphi) < \infty \). If \( f \in X_0^p \) then
\[
||T^{\varphi, \psi} f||_{X_0} \leq \Delta_0(\psi)^{(p-1)/p} M_0(\psi)^{1/p} M_0(\varphi)^{(p-1)/p} ||\varphi||_{X_0}^{1/p} \| f \|_{X_0^p}.
\]

6. **Some examples.** In this last section, we will give some examples of kernel functions which satisfy the assumptions employed in the previous sections.

1. **Mellin splines.**

   An important class of kernel functions in \( \Phi \) and \( \Psi \) is given by the so-called Mellin splines, defined, for any \( n \in \mathbb{N} \), by (see [8]; for Fourier case see [22, 7, 9])
   \[
   B_n(x) := \frac{1}{(n-1)!} \sum_{j=0}^{n} (-1)^j \binom{n}{j} \left( \frac{n}{2} + \log x - j \right)^{n-1} (x \in \mathbb{R}^+),
   \]
   where we use the notation \( r_+ := (r + |r|)/2 \) for any \( r \in \mathbb{R} \). Then \( B_n \in \Phi \cap \Psi \cap X_0^p \) for every \( c \in \mathbb{R} \) and \( p \in [1, \infty] \).

   A particular case is the second order Mellin spline \( n = 2 \) defined by
   \[
   B_2(x) := (1 - |\log x|)_+ = \begin{cases} 
   1 - \log x & \text{if } 1 \leq x < e, \\
   1 + \log x & \text{if } e^{-1} < x < 1, \\
   0 & \text{otherwise.}
   \end{cases}
   \]

   We show now that \( B_2 \) satisfies also condition (2). We consider here the case \( c > 0 \). The general case is treated analogously. We have
   \[
   H = \sup_{u \in \mathbb{R}^+} \sum_{k=-\infty}^{\infty} \left( \frac{e^k}{u} \right)^{pc} B_2(e^{-k} u) \leq e^{pc} \sup_{u \in \mathbb{R}^+} \sum_{k=-\infty}^{\infty} B_2(e^{-k} u) = e^{pc} M_0(B_2).
   \]

   The same holds for every \( n \in \mathbb{N} \). Other examples of kernels with compact support for which the previous theory is satisfied, can be defined through certain linear combinations of splines and/or translates of splines (see [22, 7, 10] for the Fourier case).

   Thus, we can apply the theory developed in the previous sections taking the kernels \( \varphi \) and \( \psi \) as Mellin splines of different orders.
2. Mellin–Fejer kernel

It is defined by

\[ F_\rho(x) := \frac{\rho}{2\pi} \sin^2\left(\frac{\rho}{2\pi} \log x\right) \]  
\( \rho > 0, \ x \in \mathbb{R}^+ \).

It is not difficult to show that \( F_\rho \in \Phi \cap \Psi \cap X^p_0 \) for any \( p \in [1, \infty] \) (see [8]). Thus the theory developed in Section 5 can be applied, taking the functions \( \varphi \) and \( \psi \) as Mellin–Fejer kernels with different indices \( \rho > 0 \).

3. Mellin–Jackson kernel

It is defined, in a generalized form, by (see [11], and [15] for the Fourier version)

\[ J_{\gamma, \beta}(x) := d_{\gamma, \beta} \sin^{2\beta}\left(\frac{\log x}{2\gamma \beta \pi}\right), \]

where \( x \in \mathbb{R}^+, \ \beta \in \mathbb{N}, \ \gamma \geq 1 \) and \( d_{\gamma, \beta} \) is a normalization constant, that is

\[ d_{\gamma, \beta}^{-1} := \int_0^\infty \sin^{2\beta}\left(\frac{\log u}{2\gamma \beta \pi}\right) \frac{du}{u}. \]

We have \( J_{\gamma, \beta} \in \Phi \cap \Psi \cap X^p_0 \) for any \( p \in [1, \infty] \).

4. Other interesting examples can be obtained using the so-called “multiplier technique” (see [38] for the Fourier case). In Mellin setting these examples were described and studied in [14], using the Mellin transform theory.

5. Mixed form of Durrmeyer sampling operators can be obtained taking two different kernels \( \varphi \) and \( \psi \) chosen among the previous examples.
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