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Abstract

In this paper we want to present the results of empirical verification of some issues concerning the methods for overcoming catastrophic forgetting in neural networks. First, in the introduction, we will try to describe in detail the problem of catastrophic forgetting and methods for overcoming it for those who are not yet familiar with this topic. Then we will discuss the essence and limitations of the WVA method which we presented in previous papers. Further, we will touch upon the issues of applying the WVA method to gradients or optimization steps of weights, choosing the optimal attenuation function in this method, as well as choosing the optimal hyper-parameters of the method depending on the number of tasks in sequential training of neural networks.
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1 Introduction

This section is intended to describe the problem of catastrophic forgetting of neural networks and actual methods for overcoming it for those who are not
familiar with the topic at all or familiar by hearsay. The reader who better understands the problem can immediately proceed to the next section.

1.1 Description of the problem

So, the essence of the problem of catastrophic forgetting in neural networks is that when tasks A and B are trained sequentially, that is, when after training task A the neural network is trained to task B without using and accessing data of task A, the neural network in the process of training task B quickly loses the skills obtained when training to task A.

Figure 1: Here A – the area in the weight space of the neural network with low error on task A, and B – the area with low error on task B.

Considerable efforts have been made for a long time to overcome catastrophic forgetting (see, for example, [1]–[4]), which, however, did not lead to significant overall results.

Great progress was made in 2017 when the Elastic Weight Consolidation (EWC) method was proposed by the DeepMind team [5]. This method is based on several assumptions. Firstly, it is assumed that in the space of weights of the neural network there is a region that is a solution for tasks that are already learned and for tasks in the queue for further learning (i.e., the areas in the space of weights that are solutions to each task have a non-empty intersection). Secondly, it is assumed that each weight of the neural network has its own importance for already learned tasks, and when training new tasks, the more it is necessary to keep each weight of neural network from change the more importance it has.
Whereas the first assumption requires only sufficient capacity of the neural network and that all tasks have no inconsistencies, for the justification of the second assumption we can propose the reasoning in the next subsection.

1.2 Theoretical justification of the EWC method

Let the loss function $L_D(\theta) = -\log p(D|\theta)$ (negative log loss is the most widely used loss function) be used to train a neural network with parameters (weights) $\theta$ on dataset $D$. Then, when training on data $D$, which is the union of two datasets $A$ and $B$, provided that $A$ and $B$ are independent, we have a loss function:

$$L_D(\theta) = -\log p(D|\theta) = -\log p(A|\theta) - \log p(B|\theta) = L_A(\theta) + L_B(\theta)$$  \hspace{1cm} (1)

Suppose we have already trained the neural network on the dataset $A$ to the required accuracy. That is, the convergence of some gradient method of training the neural network on the loss function $L_A(\theta)$ to the local minimum $\theta^*$ for the task $A$ is achieved.

Convergence means that at the reached point $\theta^*$ the gradient of the loss function is zero or negligibly small. Then, if we represent the loss function $L_A$ in some neighbourhood of the solution point $\theta^*$ of task $A$ in the Taylor series with accuracy up to the second order terms, we have:

$$L_A(\theta) \approx L_A(\theta^*) + \sum_{i,j} H_{ij}(\theta^*) (\theta_i - \theta_i^*) (\theta_j - \theta_j^*),$$ \hspace{1cm} (2)

where $H_{ij}(\theta^*)$ is the Hesse matrix of the loss function at the point $\theta^*$. Since the point $\theta^*$ is the solution of the task $A$, that is, the loss function $L_A$ has a local minimum at the point $\theta^*$, the Hesse matrix $H_{ij}(\theta^*)$ is positive definite.

The authors of [5] state that, according to [16] and [17], the above-mentioned Hessian can be approximated by the form

$$\sum_{i,j} H_{ij}(\theta_i - \theta_i^*) (\theta_j - \theta_j^*) \approx \sum_i F_i(\theta_i - \theta_i^*)^2,$$ \hspace{1cm} (3)

where $F_i(\theta^*) = \left(\frac{\partial \log p(A|\theta^*)}{\partial \theta_i}\right)^2$ are diagonal elements of the Fisher information matrix. As we can see, these elements depend only on the first derivatives of the loss function $L_A$, and therefore are easily computable.

Given 2 and 3, we get that in the neighbourhood of the point $\theta^*$ the loss function $L_A(\theta)$ is approximated by the form $\sum_i F_i(\theta_i - \theta_i^*)^2$ up to a constant.
Further, following the logic of continual learning, we want to continue training the neural network on the task $B$ preserving the skill obtained by training on task $A$, that is to train the neural network on the data $D = A \cup B$. To do this, it is necessary to optimize the overall loss function $L_D(\theta)$. However, at the stage of training on task $B$ the data of task $A$ is no longer available. Therefore, in the formula 1 we replace the component $L_A(\theta)$ with its approximation from 2 and 3, and discard the constant $L_A(\theta^*)$, since it does not affect optimization:

$$L_{AB}(\theta) \approx L_B(\theta) + \frac{\lambda}{2} \sum_i F_i(\theta^*_i)(\theta_i - \theta^*_i)^2. \quad (4)$$

Here the coefficient $\lambda$ was introduced, which determines the balance of contributions from the loss function $L_B$ and the approximation of the loss function $L_A$ to the total loss function $L_{AB}$. According to [5], the form $F_i(\theta^*_i)(\theta_i - \theta^*_i)^2$ underestimates the Hessian from $L_A$. So, this underestimation can be compensated by fitting $\lambda$.

Thus, the training of the neural network on the dataset $B$ is reduced to the optimization of the loss function in the form of 4, and due to its second part, the more each weight $\theta_i$ of the neural network resists changes the more importance it has. Where importance equals to $F_i$, calculated in the point $\theta^*$. Q.E.D.

1.3 Further development of the EWC method

Later, in the papers [8], [9] and [11] alternative ways of calculating the importance of weights were proposed. Moreover, experiments in [9] and [12] show that the MAS method from [9] gives the most optimal values of the importance of weights for preserving previous skills when used instead of $F_i$ in the loss function 4 for continual learning.

To generalize the method to the case of sequential learning of several tasks, the authors of [5] propose to add components to the overall loss function approximating the loss function for each already learned task $A$, $B$, ..., $J$:

$$L(\theta) = L_K(\theta) + \frac{\lambda_A}{2} \sum_i F_i(\theta^*_i)^A(\theta_i - \theta^*_i)^2 +$$

$$+ \frac{\lambda_B}{2} \sum_i F_i(\theta^*_i)^B(\theta_i - \theta^*_i)^2 + ... + \frac{\lambda_J}{2} \sum_i F_i(\theta^*_i)^J(\theta_i - \theta^*_i)^2$$

(5)
However, as it was showed by Huszár in [6], to train each subsequent task $K$ it is more correct to sum up all the importances of each weight on already learned tasks $F_i(\theta^A_i) + F_i(\theta^B_i) + ... + F_i(\theta^J_i)$ and use $\theta^J_J$ – network weights after the last learned task $J$ as the point of attraction:

$$L(\theta) = L_K(\theta) + \lambda \sum_i \left[ F_i(\theta^A_i) + ... + F_i(\theta^J_i) \right] (\theta_i - \theta^*_i)^2,$$

that significantly reduces the computational cost compared to the formula 5.

To balance between preserving the skills of the already learned tasks and learning the current task, $F_i(\theta^*_i)$ can be summed up in the formula 6 with coefficients proportional to the importances of the learned tasks. A similar mechanism was used in [10] to lessen the importance of tasks as they move further away from the current learning, and was called \textit{OnlineEWC}, which is often referred to in modern papers on catastrophic forgetting.

### 1.4 Features of EWC practical use

As we mentioned in our paper [12], when using the EWC method for convolutional, recurrent or self-attention based networks, the importance of some weights may become extremely large, and this leads to undesirable effects when applying EWC to training neural networks, such as "gradient explosion" or accuracy loss.

To fight the case of "gradient explosion" produced by extremely large values of weight importances, it has been proposed to use a modified loss function in the following form:

$$L(\theta) \approx L_T(\theta) + \frac{\lambda}{2} \sum_i \frac{\Omega_i}{\alpha \lambda \Omega_i + 1} (\theta_i - \theta^*_i)^2,$$

where $L_T$ is the loss function for the current task $T$, $\Omega_i$ is the accumulated importance of $i$-th weight on all previous tasks, $\alpha$ is the learning rate of the neural network. This modification allows for the term that approximating Hessian to contribute to the weight optimization step without exceeding the distance between the weight $\theta_i$ and its consolidated value $\theta^*_i$.

The accuracy loss problem is the situation when the Hessian approximation term makes so large a contribution by the norm to the gradient of loss function which is several orders larger than the contribution of the gradient of loss function for the current task $L_T(\theta)$. To overcome this problem we
suggested in our paper [12] to perform "gradient clipping" separately for the
gradient of the loss function $L_T(\theta)$ of the current task and the gradient of the
term approximating the loss function of previous tasks, and then to sum up
the results in a single vector-gradient for use by the optimization algorithm.

1.5 Inaccuracies and open-ended questions of the method

Finally, it is necessary to mention the inaccuracies and limitations of the
EWC method.

First, there is no theoretical justification for the fact that the subspace of
solutions of the task in the space of neural network weights is connected and
continuous. Therefore, it is not obvious that by moving inside the solution
space of task $A$ using the optimization algorithm the solution space of task $B$
can be reached.

Second, it is known (see [18], [1]) that for neural networks in a small neigh-
brourhood of the solution $\theta^*$ of task $A$ there can be points $\theta'$ for which the loss
function $L_A(\theta')$ differs very significantly from the optimal value $L_A(\theta^*)$, which
puts into question the correctness of its approximation using the quadratic
form.

Third, the above justification of EWC is valid for neural network clas-
sifiers, i.e. networks with a loss function of the form $L_D(\theta) = \log p(D|\theta)$,
which limits the scope of the method.

Fourth, the justification uses the independence of the datasets in the
sequential tasks $A$ and $B$, which is most often not the case.

Finally, fifth, EWC does not restrict in any way the change in weights
at the first optimization step of training the next task, since the first step is
taken from the point $\theta^*$, and at this point both the term approximating the
Hessian and its gradient are equal to zero. It is true that the subsequent steps
correct the situation in most cases, i.e. they return the important weights
closer to their consolidated values in proportion to their importance.

However, in spite of all the listed inaccuracies, the EWC method can
quite successfully fight catastrophic forgetting in practice.
2 Weight velocity attenuation method (WVA)

As a simplified alternative to EWC, the Weight Velocity Attenuation (WVA) method was proposed in [11]. The simplification with respect to EWC is that it is not required to save the weights of the neural network $\theta^*$ after each or only after the last task – it is required only to accumulate and store the importance values of the weights.

![Figure 2: Illustration of training a neural network for task B from a point that is a solution to task A using EWC (left) and WVA (right) methods.](image)

The essence of the method is that instead of keeping the weights drawn to the anchor points $\theta^*_i$ the optimization step for each parameter of the neural network is attenuated in proportion to the importance of that parameter. For example, this can be done using a hyperbolic function:

$$\theta^{i+1}_t = \theta^i_t + \frac{\Delta \theta^i_t}{\lambda \Omega_i + 1},$$

where $\Delta \theta^i_t$ – optimization step, generated by the gradient method, $\Omega_i$ – accumulated importance of $i$-th weight after several previous tasks learned by neural network, $\lambda$ – common factor for the whole neural network, which determines how much the network tends to keep the learned skills against learning the current one.

Here we try to justify – why WVA allows us to preserve skills during continual learning. To do this, consider the loss function used in the EWC
method for learning $T$ task after learning several previous tasks:

$$L(\theta) = L_T(\theta) + \frac{\lambda}{2} \sum_i \Omega_i (\theta_i - \theta^*_i)^2,$$

(8)

here $L_T(\theta)$ is the loss function on the dataset of task $T$, $\Omega_i$ is the accumulated importance of $i$-th weight after learning on several previous tasks, $\lambda$ is the balance between keeping the skills learned on previous tasks and learning the current task $T$.

As we know, the quadratic regularizer $\sum_i \Omega_i (\theta_i - \theta^*_i)^2$ in the formula 8 from the probabilistic point of view corresponds to the normal distribution $p(\theta|D)$ (here $D$ is the union of all task datasets, already learned by the network) of parameters $\theta_i$ with a mean of $\theta^*_i$ and standard deviations $\sigma_i = \sqrt{\frac{1}{2\Omega_i}}$. Thus, in order to preserve the skills learned on $D$, each parameter $\theta_i$ must remain within some (confidence) interval defined for it. Given this, we see that the formula 7 performs this function: it slows down changes in parameters with small variance (that is, with large importance $\Omega_i$) and, conversely, allows parameters with large variance to change more.

Note that, unlike EWC, WVA still allows the optimizer to take parameters from their previous values indefinitely far beyond the confidence interval if the current task is trained for a sufficient number of epochs. Therefore, WVA can be useful in case it is not necessary to exactly preserve the skills, but it is useful to keep the internal representations learned in the network on previous tasks.

During the development of the WVA method, we had to answer several questions, which we will discuss in more detail below. For their experimental verification, we used a three-layer neural network with two fully connected layers for 300 and 150 perceptrons with leakyReLU activation and an output softmax layer for 10 perceptrons. In each experiment, training was performed sequentially on 10 datasets obtained from the MNIST dataset by random permutation of inputs (permuted MNIST, see [4], [19]). Training on each of the datasets was carried out for 4 epochs with a minibatch size of 100. The learning rate was chosen to be 0.001 for Adam and 0.2 for SGD. The importances of the weights were calculated by the method of the total absolute signal (see [11]). We also performed similar experiments with the importances of weights calculated based on the Fisher information matrix (see [5]) and got a similar picture. Therefore, below we present only the results of experiments with importances based on the total absolute signal.
2.1 What is the attenuation applied to – the gradient of the loss function or the optimization step?

In the case of using simple stochastic gradient descent (SGD) as a neural network training method, the gradient of the loss function multiplied by a constant is used as an optimization step. Therefore, for SGD there is no difference to apply attenuation to the gradient or optimization step.

Figure 3: Plots of achievable accuracy after training on 10 datasets by SGD optimizer: on the left plot WVA is applied to the gradient of the loss function, on the right plot – to the optimization step. The figures are absolutely identical.

When using an optimizer with more complex logic (e.g., SGD with momentum, AdaGrad, AdaMax, RMSprop, etc.), it is intuitively clear that attenuation should be applied to the optimization step created by the optimizer from the gradient, because the optimizer can change the proportionality between the gradient and optimization step following its own logic and, for example, greatly increase the optimization step for the weight with high importance. So when you apply WVA to the gradient, the optimization steps on the important weights can become large again. However, when WVA is applied to the optimization steps, such effect does not occur.

To confirm this reasoning, we performed an appropriate experiment. The optimal (providing the highest average accuracy on all learned datasets) hyper-parameter $\lambda$ was obtained for each of the cases by a grid search. The results of the experiment can be seen on the figure 4. It is obvious how much more the accuracy degraded on all learned datasets when attenuation was applied to the gradient of the loss function.
2.2 What should be the attenuation function? Let’s compare hyperbolic and exponential attenuation

WVA-attenuation on optimization step can be implemented in various ways. We considered the methods used in reinforcement learning to discount the reward (see [13], [14], [15]). Attenuation using a hyperbolic function has already been presented in the formula 7, and exponential attenuation is implemented by the following formula:

\[ \theta_{i+1}^t = \theta_i^t + e^{-\lambda \Omega_i} \Delta \theta_i^t. \]  

(9)

Figure 5: Plots of achievable accuracy after training on 10 datasets by SGD optimizer: on the left plot WVA is performed by a hyperbolic function, on the right plot – by an exponent.

Similar to the previous case, we found the optimal \( \lambda \) by grid search (see [12] for methodology) for the attenuation by hyperbolic function and by
Figure 6: Plots of achievable accuracy after training on 10 datasets with Adam optimizer: on the left plot WVA is performed by hyperbolic function, on the right plot – by exponent.

exponent and using SGD and Adam optimizers. The results can be seen in the figures 5 and 6.

In the case of using SGD, the exponential attenuation was a bit better than the hyperbolic; in the case of Adam, it was a bit worse. We see that the difference between the attenuation types is insignificant at the optimal $\lambda$. Thus, no unambiguous conclusions can be drawn about the advantages of any of these functions.

2.3 How does the optimal value of the hyper-parameter $\lambda$ change depending on the number of tasks in continual learning?

Earlier, when making a comparison, we used a grid search for the optimal hyper-parameter $\lambda$ for each configuration. Here we present plots of the surfaces of the accuracy dependence on $\lambda$ and the number of datasets in the sequential training obtained as a result of this search.

On these surfaces on the plots 7, 8, 9 one can observe that the optimal (with maximum accuracy) value of $\lambda$ is mostly independent of the number of learned datasets. Thus, to save resources, one can perform the grid search of $\lambda$ on a small number of sequential datasets and expect the same $\lambda$ value would be optimal when training on a longer sequence if the datasets in this sequence have a similar structure.

On the plots, we can also see that when the hyper-parameter $\lambda$ moves away from the optimal value, the accuracy obtained by exponential attenuation degrades much more than obtained by hyperbolic attenuation.
3 Conclusion

The purpose of this paper was to share the results of our experiments that we conducted creating the Weights Velocity Attenuation method (WVA). Without claiming generality or complete mathematical rigor, we can still formulate some conclusions and assumptions about the use of WVA.

For example, we confirmed that attenuation should be applied to the weight optimization step rather than to the gradient of the loss function. We also found that the exponential attenuation function gives about the same quality as the hyperbolic one at the optimal value of the hyper-parameter $\lambda$. But when moving away from the optimal $\lambda$ the exponential attenuation shows worse performance, so the optimal choice would be the hyperbolic one.

Based on observations during the calculation of the hyper-parameter $\lambda$, which is responsible for the balance between skill preserving and further learning, it can be assumed that the optimal value of $\lambda$ is independent of the number of tasks in the continual learning, and thus can be found by grid search on a short sequence of tasks, and practically used on a longer sequence.
Figure 8: Surfaces of average accuracy as a function of $\lambda$ and the number of learned datasets obtained using SGD optimizer: on the left plot WVA is performed by a hyperbolic function, on the right plot – by an exponent.

Figure 9: Surfaces of average accuracy as a function of $\lambda$ and the number of learned datasets obtained using Adam optimizer: on the left plot attenuation is produced by a hyperbolic function, on the right plot – by an exponent.
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