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Abstract

A method for approximate solution of initial value and spectral problems for one dimensional Dirac equation based on an analytic approximation of the transmutation operator is presented. In fact the problem of numerical approximation of solutions is reduced to approximation of the potential matrix by a finite linear combination of matrix valued functions related to generalized formal powers introduced in \cite{14}. Convergence rate estimates in terms of smoothness of the potential are proved. The method allows one to compute both lower and higher eigendata with an extreme accuracy.

1 Introduction

In the present paper we consider a one-dimensional Dirac equation, that is, the system of linear differential equations of the form

\begin{equation}
\begin{cases}
y''_1 + p(x)y_1 + q(x)y_2 = \lambda y_1, \\
y'_2 + q(x)u - p(x)y_2 = \lambda y_2,
\end{cases}
\end{equation}

or in the matrix form,

\[ B \frac{dY}{dx} + Q(x)Y = \lambda Y, \quad Y(x) = \begin{pmatrix} y_1(x) \\ y_2(x) \end{pmatrix}, \]

where

\[ B = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad Q(x) = \begin{pmatrix} p(x) & q(x) \\ q(x) & -p(x) \end{pmatrix}, \]

\( p, q \in L_1[0,b] \) are given complex-valued functions of the real variable \( x \), and \( \lambda \) (called the spectral parameter) is an arbitrary complex constant.
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Due to its importance, the one-dimensional stationary Dirac equation has been the object of study in various areas of mathematics and mathematical physics ([3], [9], [15], [38]). And since the discovery of the fact that the one-dimensional Dirac equation appears during the solution of the modified Korteweg-de Vries equation by the inverse scattering method [1], [2] there is a strong interest in solution of direct and inverse spectral problems related to (1.1). For an introduction to the Dirac equation see, for example, [5], [6], [13], [36], [39].

We are looking for a method of approximate solution of (1.1) which can be efficiently used to obtain large sets of eigenvalues and eigenfunctions of spectral problems associated with (1.1). That is, we are interested in a method where some coefficients may need to be precomputed, but afterwards obtaining an approximate value of $Y(x, \lambda)$ for each additional $\lambda$ can be done in almost no cost. Additionally, we would like to have an error bound uniform for all $\lambda \in \mathbb{R}$ and exponentially decreasing as a function of a parameter $N$ describing the approximation. In [14] we presented a representation for the solution of (1.1) in the form of spectral parameter power series allowing fast computation of approximation $Y_N(x, \lambda)$ but whose accuracy deteriorates rapidly as $\lambda \to \infty$.

In [29] we proposed a method of approximate solution of one-dimensional stationary Schrödinger equation based on an approximation of the transmutation operator. The method possesses all sought-for properties: efficient evaluation for each additional $\lambda$, uniform error bound and exponentially fast convergence. See [30], [22], [31], [23], [33], [25], [31], [32] for further development. The aim of the present paper is to extend the method to the system (1.1).

A transmutation operator for the Dirac equation can be realized as a Volterra integral operator. The integral kernel of this operator satisfies a certain Goursat problem for hyperbolic matrix equation. Using the generalized formal powers introduced in [14] we construct a complete system of solutions for this hyperbolic matrix equation (in the sense that any solution can be approximated in the uniform norm by a finite linear combination of solutions from the complete system), see Section 4. In order to find coefficients of a linear combination approximating the integral kernel we utilize the Goursat data, see Section 5. We prove the decay rate estimates depending on the smoothness of the potential, see Section 6. Finally, we show how constructed approximation for the integral kernel leads to an efficient approximation of the solutions of (1.1), see Section 7. We illustrate the results with several numerical examples.

We would like to mention that the developed theory also provides different view on the results from [29] and [30]. In particular, we do not need an inverse of the transmutation operator in the proofs. Moreover, a one dimensional stationary Schrödinger equation from [29] can be transformed into a Dirac equation. Applying the proposed method for this Dirac equation, we obtained an analytic approximation of transmutation operator which is different to those of [29].

Throughout the paper we use the notation $|A|$ for matrix norm, from which we require to be submultiplicative, that is, to satisfy $|AB| \leq |A| \cdot |B|$. From several possible norms we chose the one induced by the matrix scalar product $\langle A, B \rangle = \text{tr}(AB^*)$, where $\text{tr} A$ is the trace and $A^*$ denotes the conjugate transpose of a matrix $A$. This norm is known as the Frobenius norm, $\|A\|^2 = \sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2$. Also we denote by $C([a,b], M_2)$ the space of continuous $2 \times 2$-matrix functions $F$ equipped with the norm $\|F\|_{C([a,b], M_2)} = \max_{[a,b]} |F|$ and by $L_2((a,b), M_2)$ the space of integrable $2 \times 2$-matrix functions equipped with the scalar product

$$\langle F, G \rangle_{L_2((a,b), M_2)} = \int_{a}^{b} \langle F(x), G(x) \rangle \, dx = \int_{a}^{b} \text{tr} \left( (F(x)G^*(x)) \right) \, dx.$$ 

If there is no ambiguity, we will simply write $C[a,b]$ and $L_2(a,b)$ for the spaces and $\|F\|$ for the norm.
2 Transmutation operators

Following Levitan [35], let $E$ be a linear topological space and $E_1$ its linear subspace (not necessarily closed). Let $A_1, A_2 : E_1 \to E$ be linear operators.

**Definition 2.1.** A linear invertible operator $T$ defined on the whole $E$ such that $E_1$ is invariant under the action of $T$ is called a transmutation operator for the pair of operators $A_1$ and $A_2$ if it fulfills the following two conditions.

1. Both the operator $T$ and its inverse $T^{-1}$ are continuous in $E$;
2. The following operator equality is valid

$$A_1 T = T A_2$$

or which is the same

$$A_1 = T A_2 T^{-1}.$$

Let us denote by

$$A_Q := B \frac{d}{dx} + Q(x), \quad (2.1)$$

a differential operator related to the system (1.2), and by $A_0$ the differential operator (2.1) having $Q$ as the null matrix-valued function.

Unless otherwise stated, in this section we assume that $Q$ is a continuously differentiable matrix-valued function on $[0,b]$. We will denote the class of such functions by $C^1([0,b], M_2)$. Here we would like to mention that the approximation constructed further in this paper requires $Q$ to be defined only on $[0,b]$, but the definition of the transmutation operator either requires the symmetric segment $[-b,b]$ or some initial condition at 0 (which we would like to avoid). Since neither the expression defining the transmutation operator nor the final result depend on the values of the potential outside of the segment $[0,b]$, we will consider such extended potential when necessary in the paper.

Let the operators $A_0$ and $A_Q$ act on the space

$$C^1([-b,b], C^2) = \{ Y(t) = (y_1(t), y_2(t))^T | y_1, y_2 \in C^1[-b,b] \}.$$

The following result holds.

**Theorem 2.2.** Suppose that $Q$ is a continuously differentiable matrix-valued function on $[-b,b]$. Then a transmutation operator $T$, relating the operators $A_0$ and $A_Q$ in the sense of Definition 2.1 for all $Y \in C^1([-b,b], C^2)$, can be realized in the form of a Volterra integral operator

$$TY(x) = Y(x) + \int_{-x}^{x} K(x,t) Y(t) \, dt, \quad (2.2)$$

where $K(x,t)$ is a $2 \times 2$ matrix-valued function satisfying the partial differential equation

$$BK_x(x,t) + K_t(x,t)B = -Q(x)K(x,t) \quad (2.3)$$

with the Goursat conditions

$$BK(x,x) - K(x,x)B = -Q(x), \quad (2.4)$$

$$BK(x,-x) + K(x,-x)B = 0. \quad (2.5)$$

Conversely, if $K(x,t)$ is a solution of the Goursat problem (2.3)–(2.5), then the operator $T$ determined by formula (2.2) is a transmutation operator for the pair of operators $A_Q$ and $A_0$. 


The proof can be done similarly to those of [36, Theorem 10.3.1], however we opted for a
different proof of existence and uniqueness of the solution of the Goursat problem (2.3), (2.4),
(2.5). The main reason is that the proof from [36] requires continuation of the potential to the
whole axis followed by solving two integral equations Instead, we transformed the Goursat problem
to an equivalent integral equation similar to [37, (Section 1.2, problem 5)] and adapted the proof
from [37]. Please see Appendix A for details.

Note that for the definition of the transmutation operator (2.2) one requires knowledge of the
integral kernel $K$ only in the union $\Omega$ of the sets

$$\Omega^+ = \{(x,t) : 0 \leq x \leq b, |t| \leq x\} \quad \text{and} \quad \Omega^- = \{(x,t) : -b < x \leq 0, |t| \leq |x|\}.$$  \hspace{1cm} (2.6)

The Goursat problem (2.3)-(2.5) can be solved independently in the domains $\Omega^+$ and $\Omega^-$.  

Remark 2.3. Under the condition of the potential to be continuously differentiable the Goursat
problem (2.3)-(2.5) possesses a classical solution, i.e., the solution is a differentiable function sat-
sifying equation (2.3) in every point. It is well known that such restriction can be weakened. For
potentials belonging to $L_1((0,b), M_2)$ it is sufficient to ask that $K$ satisfies an equivalent integral
equation and, when necessary, approximate $Q$ by a sequence of continuously differentiable poten-
tials and pass to the limit, see [3, Theorem 2.1], [36], [37], [15] for details. Further in this paper,
when only the existence of the continuous operator $T$ and its property to map solution into solution
are necessary, we will formulate the results for larger class of potentials.

Consider the equation $A_0 V = \lambda V$, $V = (v_1, v_2)^T$. Its general solution is given by

$$V(x) = \begin{pmatrix} v_1(x) \\ v_2(x) \end{pmatrix} = c_1 \begin{pmatrix} \cos \lambda x \\ \sin \lambda x \end{pmatrix} + c_2 \begin{pmatrix} -\sin \lambda x \\ \cos \lambda x \end{pmatrix}, \quad c_1, c_2 \in \mathbb{C}. \hspace{1cm} (2.7)$$

If one knows the transmutation operator for the pair $A_0$, $A_Q$, then the vector-valued function

$$Y = TV$$  \hspace{1cm} (2.8)

is a solution of the Dirac equation (1.1).

Unfortunately, transmutation operator is known in an explicit form only for few potentials.
However, suppose we can find an approximate integral kernel $K_N$ in a form

$$K_N(x,t) = \sum_{n=0}^{N} K_n(x)t^n,$$

where $K_n$ are $2 \times 2$ matrix-valued functions. Then we may approximate the solutions of the system
(1.1) by the vector-valued functions

$$C_N(x, \lambda) = \begin{pmatrix} \cos \lambda x \\ \sin \lambda x \end{pmatrix} + \sum_{n=0}^{N} K_n(x) \int_{-x}^{x} \left( \frac{t^n \cos \lambda t}{t^n \sin \lambda t} \right) dt$$

and

$$S_N(x, \lambda) = \begin{pmatrix} -\sin \lambda x \\ \cos \lambda x \end{pmatrix} + \sum_{n=0}^{N} K_n(x) \int_{-x}^{x} \left( \frac{-t^n \sin \lambda t}{t^n \cos \lambda t} \right) dt.$$ 

Note that the integrals can be easily evaluated in the closed form. The error of approximation can be
estimated uniformly with respect to $\lambda \in \mathbb{R}$. Indeed, let

$$\varepsilon(x) = \| K(x, \cdot) - K_N(x, \cdot)\|_{L_2(-x,x)}. \hspace{1cm} (2.9)$$
Then using the Cauchy-Schwarz inequality we obtain
\[ \left| T \left( \frac{\cos \lambda x}{\sin \lambda x} \right) - C_N(x, \lambda) \right| = \left| \int_{-x}^{x} \left( K(x, t) - K_N(x, t) \right) \left( \frac{\cos \lambda t}{\sin \lambda t} \right) dt \right| \]
\[ = \left| \int_{-x}^{x} \left( (K_{11} - K_{N,1})(x, t) \cos \lambda t + (K_{12} - K_{N,12})(x, t) \sin \lambda t \right) dt \right| \]
\[ \leq \sqrt{2} \varepsilon(x) \left( \int_{-x}^{x} \left( \cos^2 \lambda t + \sin^2 \lambda t \right) dt \right)^{1/2} \leq 2 \sqrt{x \varepsilon(x)}. \]
\[(2.10)\]

Similarly for the second solution.
We utilize the following scheme to construct an approximation \( K_N \).

- Even though the transmutation operator can not be obtained explicitly, we show that by using a simple recurrent integration procedure one can obtain the images of the powers of \( x \), i.e., the equalities
  \[ T \left( \begin{array}{c} x^k \\ 0 \end{array} \right) = \Phi_k(x) \quad \text{and} \quad T \left( \begin{array}{c} 0 \\ x^k \end{array} \right) = \Psi_k(x), \quad k = 0, 1, 2, \ldots. \]

- There exist matrix-valued functions \( O_{j,m} \), \( j \in \{0, 1, 2, 3\}, m \in \mathbb{N}_0 \) (obtained as images of so-called wave polynomial matrices under the action of transmutation operator \( T \)) which form a complete system of solutions for equation (2.3) in the sense that any solution of (2.3) can be approximated by a finite linear combination of the functions \( O_{j,m} \). Moreover, each function \( O_{j,m} \) is a polynomial in \( t \) whose coefficients are the functions \( \Phi_k \) and \( \Psi_k \) multiplied by some binomial coefficients.

- We look for an approximate integral kernel in the form
  \[ K_N(x, t) = \sum_{n=0}^{N} \left( a_n O_{n}^1(x, t) + b_n O_{n}^2(x, t) + c_n O_{n}^3(x, t) + d_n O_{n}^4(x, t) \right). \]
  Since each \( O_{n}^j \) is a solution of (2.3), the function \( K_N \) is also a solution of (2.3).

- The coefficients of the approximation are obtained from the Goursat data (2.4), (2.5). Moreover, we show that by taking the half sum of the Goursat data, it is sufficient to solve only one minimization problem, cf. [29, Theorem 5.1]. By using the least squares method, we reduce the problem of finding the coefficients to solution of two linear systems of equations.

- An estimate (2.9) immediately follows from the well-posedness of the Goursat problem.

- Finally, we show that if \( Q \) is a matrix-valued function of class \( C^r \) on \([0, b]\), the function \( \varepsilon(x) \) in (2.9) can be bounded by \( C_B/N^r \) for all \( N > r \), where the constant \( C_B \) depends on \( Q \) and \( x \) and does not depend on \( N \).

3 Recurrence integrals, the SPPS representation and mapping property

3.1 Spectral parameter power series
Following [14], let \((f, g)^T \) be a solution of the homogeneous Dirac equation \( B \frac{dY}{dx} + Q(x)Y = 0 \), i.e.,
\[ g' + p(x)f + q(x)g = 0, \]
\[(3.1)\]
\[-f' + q(x)f - p(x)g = 0, \quad (3.2)\]

and suppose that both functions \( f \) and \( g \) are non-vanishing on \([0, b]\). Suppose additionally that \( f(0)g(0) = 1 \). Consider the following systems of functions defined by recurrence relations:

\[
X^{(0)}(x) = -\int_0^x \frac{p(s)}{f^2(s)} ds, \quad Y^{(0)}(x) = 1 + \int_0^x \frac{p(s)}{g^2(s)} ds, \quad (3.3)
\]

\[
Z^{(n)}(x) = \int_0^x \left(f^2(s)X^{(n)}(s) + g^2(s)Y^{(n)}(s)\right) ds, \quad (3.4)
\]

\[
X^{(n+1)}(x) = -(n+1) \int_0^x \left(\frac{p(s)}{f^2(s)} Z^{(n)}(s) + \frac{g(s)}{f(s)} Y^{(n)}(s)\right) ds, \quad (3.5)
\]

\[
Y^{(n+1)}(x) = (n+1) \int_0^x \left(\frac{p(s)}{g^2(s)} Z^{(n)}(s) + \frac{f(s)}{g(s)} X^{(n)}(s)\right) ds, \quad n = 0, 1, 2, \ldots \quad (3.6)
\]

Similarly we use as the initial functions

\[
\tilde{X}^{(0)}(x) = 1 + \int_0^x \frac{p(s)}{f^2(s)} ds, \quad \tilde{Y}^{(0)}(x) = -\int_0^x \frac{p(s)}{g^2(s)} ds \quad (3.7)
\]

and define the functions \( \tilde{Z}^{(n)} \), \( \tilde{X}^{(n)} \) and \( \tilde{Y}^{(n)} \), \( n \geq 0 \) by formulas \((3.3)\)–\((3.6)\) replacing \( X^{(n)} \), \( Y^{(n)} \) and \( Z^{(n)} \) by \( \tilde{X}^{(n)} \), \( \tilde{Y}^{(n)} \) and \( \tilde{Z}^{(n)} \), correspondingly.

The following result obtained in \([14]\) establishes the relation of the systems of functions \( \{X^{(n)}\}_{n=0}^\infty \), \( \{Y^{(n)}\}_{n=0}^\infty \), \( \{\tilde{X}^{(n)}\}_{n=0}^\infty \) and \( \{\tilde{Y}^{(n)}\}_{n=0}^\infty \) to the Dirac equation.

**Theorem 3.1** \((14)\). Suppose that both functions \( f \) and \( g \) are absolutely continuous, non-vanishing on \([0, b]\) and satisfy the homogeneous Dirac equation \((3.1)\)–\((3.2)\) a.e. on \([0, b]\). Assume that \( \frac{p}{f^2}, \frac{\tilde{p}}{\tilde{f}^2}, \frac{f}{g} \) and \( \frac{\tilde{f}}{\tilde{g}} \) are integrable functions and \( \lambda \) be an arbitrary complex parameter. Then the general solution of the Dirac equation \((1.1)\) has the form

\[
Y = c_1 Y_1 + c_2 Y_2 = c_1 \left(\frac{u_1}{v_1}\right) + c_2 \left(\frac{u_2}{v_2}\right),
\]

where \( c_1 \) and \( c_2 \) are arbitrary complex constants and

\[
\left(\begin{array}{c}
u_1 \\
v_1 \end{array}\right) = \sum_{n=0}^\infty \frac{\lambda^n}{n!} \left(\begin{array}{c}fX^{(n)}(x) \\gY^{(n)}(x)\end{array}\right) \quad \text{and} \quad \left(\begin{array}{c}
u_2 \\
v_2 \end{array}\right) = \sum_{n=0}^\infty \frac{\lambda^n}{n!} \left(\begin{array}{c}fX^{(n)}(x) \\gY^{(n)}(x)\end{array}\right). \quad (3.8)
\]

Both series converge uniformly to vector-valued functions \( (u_i, v_i)^T \), \( u_i, v_i \in AC[0, b], i = 1, 2 \). The solutions \( Y_1 \) and \( Y_2 \) satisfy the following initial conditions:

\[
Y_1(0) = \left(\begin{array}{c}f(0) \\0\end{array}\right), \quad Y_2(0) = \left(\begin{array}{c}0 \\g(0)\end{array}\right). \quad (3.9)
\]

Representation \((3.8)\), also known as the SPPS method (Spectral Parameter Power Series), present an efficient and highly competitive technique for solving a variety of spectral and scattering problems related to Dirac equation. The first work implementing an analogue of Theorem 3.1 for numerical solution of Sturm-Liouville spectral problems was \([24]\) and later on the SPPS method was used in a number of publications (see \([17], [14]\) and references therein).

**Remark 3.2.** It is worth mentioning that the existence and construction of the required solution \((f, g)^T\) presents no difficulty. Indeed, let \( p \) and \( q \) be real valued and continuous on \([0, b]\). Then \((3.1)\)–\((3.2)\) possesses two linearly independent real-valued solutions \((f_1, g_1)^T\) and \((f_2, g_2)^T\) such that neither \( f_1 \) and \( f_2 \) nor \( g_1 \) and \( g_2 \) can have common zero. Thus, one may choose \((f, g)^T = (f_1, g_1)^T + i(f_2, g_2)^T\). Moreover, for the construction of \((f_1, g_1)^T\) and \((f_2, g_2)^T\) the same SPPS method may be used, see \([14]\) Section 2.3 for details. In the case of complex-valued coefficients the existence of a non-vanishing solution was shown in \([14]\) Proposition 2.9].
### 3.2 Mapping property

Unfortunately the integral kernel of the operator $T$ can be found in closed form only for a few particular potentials, in general it is unknown. So there is no way to determine the result of $T$ acting on an arbitrary vector-valued function. However, it is possible to determine the result of $T$ acting on an arbitrary vector function of the form $(x^k, x^m)^T$, and, hence, on arbitrary vector-function $(p_1, p_2)^T$, where $p_1$ and $p_2$ are polynomials.

Under the assumptions of Subsection 3.1 recalling that $f(0)g(0) = 1$, the following mappings are valid, c.f., (2.7), (2.8), (2.2) and (3.9).

$$T \left( \frac{\cos \lambda x}{\sin \lambda x} \right) = \frac{1}{f(0)} Y_1(x) = g(0)Y_1(x) = g(0) \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \left( \frac{f(x)X(k)(x)}{g(x)Y(k)(x)} \right), \quad (3.10)$$

and

$$T \left( \frac{-\sin \lambda x}{\cos \lambda x} \right) = \frac{1}{g(0)} Y_2(x) = f(0)Y_2(x) = f(0) \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \left( \frac{f(x)X(k)(x)}{g(x)Y(k)(x)} \right). \quad (3.11)$$

Furthermore, the solutions of the Dirac equation are analytic in the spectral parameter. Therefore, by representing $\sin \lambda x$ and $\cos \lambda x$ as power series, and by comparing coefficients near the powers of $\lambda$, we obtain the above assertion.

We introduce the infinite sequences of vector-valued functions $\{\Phi_k\}_{k=0}^{\infty}$ and $\{\Psi_k\}_{k=0}^{\infty}$ given respectively by

$$\Phi_k = \begin{cases} (-1)^{(k+1)/2}g(0) \left( \frac{fX(k)}{gY(k)} \right), & \text{k odd,} \\ (-1)^{k/2}f(0) \left( \frac{fX(k)}{gY(k)} \right), & \text{k even} \end{cases} \quad (3.12)$$

and

$$\Psi_k = \begin{cases} (-1)^{(k-1)/2}g(0) \left( \frac{f\tilde{X}(k)}{g\tilde{Y}(k)} \right), & \text{k odd,} \\ (-1)^{k/2}f(0) \left( \frac{f\tilde{X}(k)}{g\tilde{Y}(k)} \right), & \text{k even.} \end{cases} \quad (3.13)$$

Finally, we obtain the following theorem.

**Theorem 3.3** (Mapping theorem). Let $p, q \in L^1(0, b)$ be complex valued functions. Let $f$ and $g$ be as in Theorem 3.1 normalized according to the condition $f(0)g(0) = 1$. Let $T$ be the transmutation operator for $A_0$ and $A_Q$, and let $\Phi_k$ and $\Psi_k$ be vector-valued functions defined by (3.12) and (3.13) respectively. Then

$$T \left( \begin{array}{c} x^k \\ 0 \end{array} \right) = \Phi_k(x) \quad \text{and} \quad T \left( \begin{array}{c} 0 \\ x^k \end{array} \right) = \Psi_k(x), \quad k = 0, 1, 2, \ldots. \quad (3.14)$$

### 4 Generalized wave polynomials: a complete system of solutions of (2.3)

Following ideas from [18, Section 4] let us first consider the simplest hyperbolic equation of the form (2.3) having $Q \equiv 0$,

$$Bk_x(x,t) + k_t(x,t)B = 0. \quad (4.1)$$
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It is easy to see that having a solution $k$ of equation (4.1) in the square $[-b, b] \times [-b, b]$, the function

$$K = T[k]$$

is a solution of (2.3) in the same square $[-b, b] \times [-b, b]$. Let us study first the solutions of (4.1).

We denote by $\mathcal{H}(X)$ the space of $2 \times 2$ matrix-valued functions whose entries belong to a functional space $X$. If it does not cause ambiguity, we will simply write $\mathcal{H}$. Consider the operators $\mathcal{P}^-$ and $\mathcal{P}^+$ acting on $\mathcal{H}$ as follows

$$\mathcal{P}^- [A] := \frac{1}{2} (A - BAB) \quad \text{and} \quad \mathcal{P}^+ [A] := \frac{1}{2} (A + BAB), \quad (4.2)$$

where $A \in \mathcal{H}$ and $B$ is the matrix in (1.3).

The operators $\mathcal{P}^-$ and $\mathcal{P}^+$ are projectors and decompose the space $\mathcal{H}$ in the direct sum of the spaces $\mathcal{H}^- = \ker \mathcal{P}^-$ and $\mathcal{H}^+ = \ker \mathcal{P}^+$. $\mathcal{H}^-$ corresponds to the subspace of matrix-valued functions that anti-commute with $B$ and $\mathcal{H}^+$ corresponds to the subspace of matrix-valued functions that commute with $B$. It should be noted that $-B^2$ equals to the identity matrix and $Q \in \mathcal{H}^-$.

**Proposition 4.1.** The general solution of equation (4.1) has the following form

$$k(x,t) = \mathcal{P}^+ [h_1] \left( \frac{x+t}{2} \right) + \mathcal{P}^- [h_2] \left( \frac{x-t}{2} \right), \quad (4.3)$$

where $h_1$ and $h_2$ are arbitrary absolutely continuous functions in $\mathcal{H}$.

**Proof.** An easy computation shows that the right hand side of (4.3) satisfy (4.1). On the other hand, let $k$ be a solution of equation (4.1). Define $h(\xi(x,t), \eta(x,t)) = k(x,t)$ via the change of coordinates given by $\xi = (x+t)/2$ and $\eta = (x-t)/2$. It follows that $2k_x = (h_x + h_\eta)$ and $2k_t = (h_\xi - h_\eta)$. Substituting these into (4.1) yields $\mathcal{P}^- [h_\xi] (\xi, \eta) + \mathcal{P}^+ [h_\eta] (\xi, \eta) = 0$. Applying the projectors $\mathcal{P}^+$ and $\mathcal{P}^-$ we have $\mathcal{P}^+ [h_\eta] (\xi, \eta) = 0$ and $\mathcal{P}^- [h_\xi] (\xi, \eta) = 0$. From the last equalities, integrating with respect to the variables $\eta$ and $\xi$ we obtain that $\mathcal{P}^+ [h] (\xi, \eta) = c_1(\xi)$ and $\mathcal{P}^- [h] (\xi, \eta) = c_2(\eta)$ for some $c_1 \in \mathcal{H}^-$ and $c_2 \in \mathcal{H}^+$. Thus,

$$k(x,t) = \mathcal{P}^+ [h] (\xi, \eta) + \mathcal{P}^- [h] (\xi, \eta) = c_1 \left( \frac{x+t}{2} \right) + c_2 \left( \frac{x-t}{2} \right).$$

Finally, we have $c_1 = \mathcal{P}^+ [h_1]$ and $c_2 = \mathcal{P}^- [h_2]$, for some $h_1, h_2 \in \mathcal{H}$, because the image of $\mathcal{P}^+$ is $\mathcal{H}^-$ and the image of $\mathcal{P}^-$ is $\mathcal{H}^+$, which completes the proof.

**Remark 4.2.** Since $\mathcal{H}^- = \ker \mathcal{P}^-$ and $\mathcal{H}^+ = \ker \mathcal{P}^+$ we can consider as a general solution of equation (4.1) the formula

$$k(x,t) = \mathcal{P}^+ [h] (x+t) + \mathcal{P}^- [h] (x-t), \quad (4.4)$$

where $h$ is arbitrary absolutely continuous matrix-valued function. We observe that if we substitute $h(x) = \mathcal{P}^+ h_1(x/2) + \mathcal{P}^- h_2(x/2)$ into (4.4) we recover (4.3).

We introduce the system of wave matrices $\{ P_m^i, i = 1, 2, 3, 4 \}_{m=0}^\infty$ as a result of applying formula (4.4) to four matrix-valued functions

$$\begin{pmatrix} x^m & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & x^m \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ x^m & 0 \end{pmatrix}, \begin{pmatrix} 0 & x^m \\ 0 & 0 \end{pmatrix}, \quad m = 0, 1, 2, \ldots$$

Specifically,

$$P_m^1(x,t) = \begin{pmatrix} p_{2m-1}(x,t) & 0 \\ 0 & -p_{2m}(x,t) \end{pmatrix}, \quad P_m^2(x,t) = \begin{pmatrix} 0 & p_{2m-1}(x,t) \\ p_{2m}(x,t) & 0 \end{pmatrix},$$

where
where
\[ p_{-1} \equiv 0, \quad p_0 \equiv 1, \quad p_{2m-1}(x,t) = \sum_{\text{even } k=0}^{m} \left( \frac{m}{k} \right) x^{m-k} t^k, \quad p_{2m}(x,t) = \sum_{\text{odd } k=1}^{m} \left( \frac{m}{k} \right) x^{m-k} t^k. \quad (4.5) \]

Remark 4.3. Each of the wave matrix not only satisfies equation (4.1) but also the wave-matrix equation \( \partial_t^2 K(x,t) = \partial_x^2 K(x,t) \). In addition, the functions in (4.5) are known as wave polynomials, the fact that they arise here does not cause us any surprise since the wave polynomials form a complete system of solutions of the wave equation with respect to the maximum norm, see [18] for more details.

Due to Proposition 4.1 and the Weierstrass Approximation theorem, we establish that the wave matrices form a complete system of solutions for equation (4.1).

**Proposition 4.4.** Let \( k \) be a solution of equation (4.1). Given any \( \varepsilon > 0 \), there exists a linear combination of wave matrices in the form
\[ k_m(x,t) = \sum_{n=0}^{m} \left( a_n P^1_n(x,t) + b_n P^2_n(x,t) + c_n P^3_n(x,t) + d_n P^4_n(x,t) \right) \]
such that for every \( (x,t) \in [-b,b] \times [-b,b], \)
\[ |k(x,t) - k_m(x,t)| < \varepsilon. \]

Having disposed of this preliminary step, we are in position to introduce a complete system of solutions for equation (2.3). Recall that the transmutation operator \( T \) in (2.2) acts on vector-valued functions of one real variable, however in a natural way \( T \) acts on \( 2 \times 2 \) matrix-valued functions, acting by column with respect to the variable \( x \) for each fixed \( t \).

**Definition 4.5 (Generalized Wave Matrices).** We introduce the following matrix-valued functions being the images under the transmutation operator \( T \) of the wave matrices \( P^i_m \).
\[
O^1_m(x,t) = \begin{bmatrix} U_{2m-1}(x,t) & -V_{2m}(x,t) \end{bmatrix}, \quad O^2_m(x,t) = \begin{bmatrix} V_{2m}(x,t) & U_{2m-1}(x,t) \end{bmatrix}, \quad O^3_m(x,t) = \begin{bmatrix} V_{2m-1}(x,t) & U_{2m}(x,t) \end{bmatrix}, \quad O^4_m(x,t) = \begin{bmatrix} -U_{2m}(x,t) & V_{2m-1}(x,t) \end{bmatrix}, \quad (4.6)
\]
where \( m \geq 0 \) and the vector-valued functions \( U_{2m-1}, V_{2m}, V_{2m-1} \) and \( V_{2m} \) are given by
\[
U_{2m-1}(x,t) = \sum_{\text{even } k=0}^{m} \left( \frac{m}{k} \right) \Phi_{m-k}(x)t^k, \quad U_{2m}(x,t) = \sum_{\text{odd } k=1}^{m} \left( \frac{m}{k} \right) \Phi_{m-k}(x)t^k, \quad (4.7)
\]
\[
V_{2m-1}(x,t) = \sum_{\text{even } k=0}^{m} \left( \frac{m}{k} \right) \Psi_{m-k}(x)t^k, \quad V_{2m}(x,t) = \sum_{\text{odd } k=1}^{m} \left( \frac{m}{k} \right) \Psi_{m-k}(x)t^k. \quad (4.8)
\]

In what follows we are interested in linear combinations of the form
\[
K_N(x,t) = \sum_{n=0}^{N} \left( a_n O^1_n(x,t) + b_n O^2_n(x,t) + c_n O^3_n(x,t) + d_n O^4_n(x,t) \right). \quad (4.9)
\]
Let us collect the coefficients \(\{a_n, b_n, c_n, d_n\}\) in a \(2 \times 2\) matrix as follows
\[
C_n = \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix}, \quad n = 0, \ldots, N. \tag{4.10}
\]

Observe that each generalized wave matrix \(O_n^i, i = 1 \ldots 4\), contains terms with powers of \(t\) whose degree is less than or equal to \(n\). Hence a linear combination of wave matrices in (4.9) is actually a matrix-valued polynomial function in the variable \(t\). From a long but simple procedure we obtain the lemma below.

**Lemma 4.6.** Let \(K_N\) be a linear combination of generalized wave matrices of the form (4.9). For each fixed \(x \in [0, b]\), \(K_N\) is a polynomial in the variable \(t\) whose degree is less than or equal to \(N\). To be more precise,
\[
K_N(x, t) = \sum_{n=0}^{N} K_n(x) t^n, \tag{4.11}
\]
where
\[
K_{2n}(x) = \sum_{k=0}^{N-2n} \begin{pmatrix} 2n + k \\ 2n \end{pmatrix} [\Phi_k(x) \quad \Psi_k(x)] C_{2n+k}, \tag{4.12}
\]
\[
K_{2n+1}(x) = \sum_{k=0}^{N-2n-1} \begin{pmatrix} 2n + 1 + k \\ 2n + 1 \end{pmatrix} [\Phi_k(x) \quad \Psi_k(x)] BC_{2n+1+k}B. \tag{4.13}
\]

Due to the transmutation property the generalized wave matrices satisfy the integral kernel equation (2.3). In addition, based on the properties of operators \(T, T^{-1}\) and Proposition 4.4 we obtain that the generalized wave matrices are a complete system of solutions for equation (2.3) in the square \([-b, b] \times [-b, b]\). However the integral kernel \(K\) is the solution of (2.3) only in the region \(\Omega^+\), see (2.6) (and in \(\Omega^-\) if we consider extension of the potential \(Q\) onto \([-b, b]\)), and is not defined in the whole square \((x, t) \in [-b, b] \times [-b, b]\). It is possible to continue \(K\) as a solution of (2.3) onto the whole square \([-b, b] \times [-b, b]\) similarly to [26], we left the details for the reader. In the present paper we give the proof for stronger result considering solutions of (2.3) in the domain \(\Omega^+\) only, without any need for continuation.

**Theorem 4.7.** The system of matrix-valued functions \(\{O_m^i, i = 1, 2, 3, 4\}_{m=0}^{\infty}\) is a complete system of solutions of the equation
\[
BK_x(x, t) + K_t(x, t)B = -Q(x)K(x, t) \tag{4.14}
\]
in \(\Omega^+\). That is, let \(\tilde{K}\) be a solution of (4.14). Then for any \(\varepsilon > 0\) there exist a constant \(N\) and coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) such that
\[
\sup_{(x, t) \in \Omega^+} \left| \tilde{K}(x, t) - \sum_{n=0}^{N} \left( a_n O_n^1(x, t) + b_n O_n^2(x, t) + c_n O_n^3(x, t) + d_n O_n^4(x, t) \right) \right| < \varepsilon. \tag{4.15}
\]

**Remark 4.8.** It should be noted that \(\tilde{K}\) can be a mild solution, i.e., to be a solution of an equivalent integral equation. We only need that \(\tilde{K}\) is continuous in the region \(\Omega^+\).

**Proof.** Consider the values of the solution \(\tilde{K}\) at \(x = b\). It is a continuous matrix valued function of the variable \(t\), hence by the Weirstrass approximation theorem there exists a constant \(N\) and a \(2 \times 2\) matrix \(P_N\) whose entries are polynomials of degree less or equal to \(N\) such that
\[
\sup_{t \in [-b, b]} |\tilde{K}(b, t) - P_N(t)| \leq \frac{\varepsilon}{2} \exp \left( -\int_0^b |Q(s)| ds \right). \tag{4.16}
\]
Let
\[ P_N(t) = \sum_{n=0}^{N} t^n \left( a_n \tilde{c}_n \bar{d}_n \right). \]  
(4.17)

Now we consider the following Cauchy problem for equation (2.3) in the region \( \Omega^+ \)
\[
\begin{cases}
BK_t(x,t) + K_t(x,t)B = -Q(x)K(x,t), \\
K(b,t) = F(t),
\end{cases}
\]  
(4.18)
where \( F \in C([-b,b], M_2) \). As it is shown in Appendix C this Cauchy problem is well-posed and its solution satisfies
\[
\sup_{(x,t) \in \Omega^+} |K(x,t)| < 2 \sup_{s \in [-b,b]} |F(s)| \cdot e^{b \tau} |Q(\tau)| d\tau. \]  
(4.19)

Note that \( \tilde{K} \) is the solution of Cauchy problem (4.18) with \( F(t) = \tilde{K}(b,t) \). Let \( K_2 \) denote the solution of Cauchy problem (4.18) with \( F = P_N \). The difference \( \tilde{K} - K_2 \) is the solution of Cauchy problem (4.18) with \( F(t) = K(b,t) - P_N(t) \). Then it follows from (4.16) and (4.19) that
\[
\sup_{(x,t) \in \Omega^+} |\tilde{K}(x,t) - K_2(x,t)| < \varepsilon,
\]
hence it is sufficient to show that \( K_2 \) is a linear combination of the generalized wave polynomials to finish the proof. For that we show that the equation
\[
P_N(t) = \sum_{n=0}^{N} \left( a_n \mathcal{O}_n^1(b,t) + b_n \mathcal{O}_n^2(b,t) + c_n \mathcal{O}_n^3(b,t) + d_n \mathcal{O}_n^4(b,t) \right)
\]  
(4.20)
possesses a solution \( \{a_n, b_n, c_n, d_n\}_{n=0}^{N} \). Due to Lemma 4.6
\[
\sum_{n=0}^{N} \left( a_n \mathcal{O}_n^1(b,t) + b_n \mathcal{O}_n^2(b,t) + c_n \mathcal{O}_n^3(b,t) + d_n \mathcal{O}_n^4(b,t) \right) = \sum_{n=0}^{N} \mathcal{K}_n t^n,
\]
where
\[
\mathcal{K}_{2n} = \sum_{k=0}^{N-2n} \binom{2n+k}{2n} \left[ \Phi_k(b) \quad \Psi_k(b) \right] C_{2n+k},
\]  
(4.21)
\[
\mathcal{K}_{2n+1} = \sum_{k=0}^{N-2n-1} \binom{2n+1+k}{2n+1} \left[ \Phi_k(b) \quad \Psi_k(b) \right] BC_{2n+1+k} B.
\]  
(4.22)

Suppose that \( N \) is even. By equating the coefficients at \( t^N \) from (4.21) and (4.17) we obtain the following equation
\[
\begin{pmatrix}
\tilde{a}_N \\
\tilde{c}_N \\
\bar{d}_N
\end{pmatrix} = \left[ \Psi_0(b) \quad \Psi_0(b) \right] \begin{pmatrix}
a_N \\
c_N \\
d_N
\end{pmatrix}.
\]  
(4.23)
Since the vectors \( \Phi_0(b), \Psi_0(b) \) are linearly independent, the \( 2 \times 2 \) matrix \( \left[ \Phi_0(b) \quad \Psi_0(b) \right] \) is invertible. Hence, in a unique way, we determine the coefficients \( a_N, b_N, c_N \) and \( d_N \) from (4.23). For an odd \( N \) the procedure is similar, the only difference is that equation (4.22) is used. Now we proceed by induction: by subtracting the terms corresponding to \( N \) from (4.20), we obtain the problem containing powers of \( t \) of degree at most \( N - 1 \) and similar reasoning works.
Consider the function

\[
\sum_{n=0}^{N} \left( a_n O^1_n(x,t) + b_n O^2_n(x,t) + c_n O^3_n(x,t) + d_n O^4_n(x,t) \right).
\]  

(4.24)

As a linear combination of generalized wave polynomials, it is a solution of (2.3), and by construction satisfies (4.20). Hence (4.24) is the solution of the Cauchy problem (4.18) and coincides with the function \(K_2\).

\[\square\]

5 Approximation of the integral kernel \(K\)

Theorem 4.7 guarantees the existence of coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N} \subseteq \mathbb{C}\) and a linear combination in the form (4.9) approximating the integral kernel \(K\).

To convert this existence result into a practical scheme for obtaining the coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) for any given potential matrix \(Q\), we are going to utilize the Goursat conditions (2.4), (2.5). Restricting the inequality (4.15) to the characteristic curves \(t = x\) and \(t = -x\) one can see that arbitrary close approximation of the Goursat data is always possible. In Appendix A we show that having sufficiently good approximation of the Goursat data on the characteristics curves \(t = x\) and \(t = -x\), a good approximation of the integral kernel \(K\) in form (4.9) is guaranteed on the whole \(\Omega^+\).

In this section we show that by considering the half-sum and half-difference of the Goursat conditions, the problem of obtaining coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) from two conditions (2.4), (2.5) can be reduced to the problem of obtaining the coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) from only one condition, for which the least squares method can be applied.

First of all, note that \(B^2 = -I\), hence for any matrix-valued function \(K(x,t)\) one has

\[
BK(x,x) - K(x,x)B = BK(x,x) + BBK(x,x)B = 2BP^+[K(x,x)],
\]

(5.1)

\[
BK(x,-x) + K(x,-x)B = BK(x,-x) − BBK(x,-x)B = 2BP^-[K(x,-x)].
\]

(5.2)

Using the definitions (4.6), (4.7), (4.8) and the parity properties, one can obtain the following result.

**Lemma 5.1.** Under the same notation as in (4.10), one has

\[
\mathcal{P}^+ [K_N(x,x)] = \sum_{n=0}^{N} \left( \mathcal{M}_n(x) \frac{C_n}{2} + \mathcal{N}_n(x) \frac{C_n}{2} B \right),
\]

(5.3)

\[
\mathcal{P}^- [K_N(x,-x)] = \sum_{n=0}^{N} \left( \mathcal{M}_n(x) \frac{C_n}{2} - \mathcal{N}_n(x) \frac{C_n}{2} B \right),
\]

(5.4)

where the matrix valued functions \(\mathcal{N}_n\) and \(\mathcal{M}_n\) are given by

\[
\mathcal{M}_n(x) = \left[ U_{2n-1}(x,x) + BV_{2n}(x,x) \right] V_{2n-1}(x,x) - B U_{2n}(x,x),
\]

(5.5)

\[
\mathcal{N}_n(x) = \left[ V_{2n}(x,x) + B U_{2n-1}(x,x) \right] U_{2n}(x,x) + B V_{2n-1}(x,x).
\]

(5.6)

Moreover, the following relations hold:

\[
BN_n(x) = -\mathcal{M}_n(x) \quad \text{and} \quad BM_n(x) = \mathcal{N}_n(x).
\]

(5.7)
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Proof. Equalities \(5.7\) follows directly from \(5.5\) and \(5.6\) by using \(B^2 = -I\).

Let us verify \(5.3\), the second equality is similar. Note that

\[
C_n B = \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \begin{pmatrix} -b_n & a_n \\ -d_n & c_n \end{pmatrix}.
\]

Thus

\[
\mathcal{M}_n C_n = [a_n (U_{2n-1} + BV_{2n}) + c_n (V_{2n-1} - BU_{2n})] + b_n (U_{2n-1} + BV_{2n}) + d_n (V_{2n-1} - BU_{2n})],
\]

\[
\mathcal{N}_n C_n B = [-b_n (-V_{2n} + BU_{2n-1}) - d_n (U_{2n} - BV_{2n-1})] + a_n (-V_{2n} + BU_{2n-1}) + c_n (U_{2n} - BV_{2n-1})]
\]

and finally

\[
\mathcal{M}_n C_n + \mathcal{N}_n C_n B = a_n [U_{2n-1} + BV_{2n} - V_{2n} + BU_{2n-1}] + b_n [V_{2n} - BU_{2n-1} U_{2n-1} + BV_{2n}]
\]

\[
+ c_n [V_{2n-1} - BU_{2n} U_{2n} - BV_{2n-1}] + d_n [-U_{2n} + BV_{2n-1} V_{2n-1} - BU_{2n}].
\]

Note that

\[
a_n [U_{2n-1} + BV_{2n} - V_{2n} + BU_{2n-1}]
\]

\[
= a_n [U_{2n-1} - V_{2n}] + a_n B [V_{2n} U_{2n-1}]
\]

\[
= a_n O_n^1 + a_n B [U_{2n-1} V_{2n}] B = a_n O_n^1 + a_n BO_n B,
\]

similarly for the other terms. Hence

\[
\mathcal{M}_n C_n + \mathcal{N}_n C_n B = a_n O_n^1 + b_n O_n^2 + c_n O_n^3 + d_n O_n^4 + B(a_n O_n^1 + b_n O_n^2 + c_n O_n^3 + d_n O_n^4) B,
\]

exactly twice the expression in the left-hand side of \(5.3\). □

Expressions \(5.3\) and \(5.4\) suggest to consider half-sum and half-difference.

**Lemma 5.2.** The half-sum and half-difference of the Goursat data corresponding to \(K_N\) have the following form:

\[
B \mathcal{P}^+ [K_N(x, x)] + B \mathcal{P}^- [K_N(x, -x)] = \sum_{n=0}^{N} \mathcal{N}_n(x) C_n,
\]

(5.8)

\[
B \mathcal{P}^+ [K_N(x, x)] - B \mathcal{P}^- [K_N(x, -x)] = \sum_{n=0}^{N} B \mathcal{N}_n(x) C_n B,
\]

(5.9)

The principal significance of this lemma is that the two conditions \(5.8\) and \(5.9\) are equivalent. Indeed, using \(5.1\) and \(5.2\) one easily verifies that

\[
B \left[B \mathcal{P}^+ [K_N(x, x)] + B \mathcal{P}^- [K_N(x, -x)]\right] B = B \mathcal{P}^+ [K_N(x, x)] - B \mathcal{P}^- [K_N(x, -x)],
\]

showing that the condition \(5.9\) is nothing more than \(5.8\) multiplied by the matrix \(B\) from both sides. As we show below, this fact allows one to obtain the coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) from one condition only.

**Lemma 5.3.** Suppose that \(\{a_n, b_n, c_n, d_n\}_{n=0}^{N}\) be complex numbers such that

\[
\left| -\frac{1}{2} Q(x) - \sum_{n=0}^{N} \mathcal{N}_n(x) \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix} \right| < \varepsilon
\]

(5.10)

and let \(K_N\) be defined by \(4.9\). Then

\[
|Q(x) - (BK_N(x, x) - K_N(x, x)B)| < 2\varepsilon \quad \text{and} \quad |BK_N(x, -x) + K_N(x, -x)B| < 2\varepsilon.
\]
Proof. Taking into account that \( BQ(x)B = Q(x) \) we obtain from (5.10) that

\[
\frac{1}{2} Q(x) - \sum_{n=0}^{N} BN_n(x) \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix} B < \varepsilon. \tag{5.11}
\]

Using (5.8) and (5.9) we obtain, taking half-sum and half-difference of the expressions in (5.10) and (5.11), that

\[
\begin{align*}
|Q(x) - 2BP^+ [K_N(x,x)]| &< 2\varepsilon, \\
|BP^- [K_N(x,-x)]| &< 2\varepsilon,
\end{align*}
\]

exactly the expressions from the statement of Lemma, c.f., (5.1), (5.2).

Theorem 5.4. Let \( Q \in C([0,b], \mathcal{M}_2) \). Suppose that \( \{a_n, b_n, c_n, d_n\}_{n=0}^{N} \) be complex numbers such that for every \( x \in [0,b] \),

\[
\left| -\frac{1}{2} Q(x) - \sum_{n=0}^{N} N_n(x) \begin{pmatrix} a_n & b_n \\ c_n & d_n \end{pmatrix} \right| < \varepsilon
\]

Then the integral kernel \( K \) is approximated by the linear combination (4.9) in such a way that the following inequality holds

\[
\sup_{(x,t) \in \Omega^+} |K(x,t) - K_N(x,t)| < C_Q \varepsilon, \tag{5.12}
\]

where the constant \( C_Q \) depends on the potential \( Q \), but does not depend on \( N \).

Proof. The proof immediately follows from Lemma 5.3 and well-posedness of the Goursat problem (2.3)–(2.5), see Appendix A.

\[ \square \]

6 Least squares approximation and convergence rate estimate

Despite Lemma 5.3 shows how to find the coefficients of the approximation \( K_N \), there exists a disadvantage from the practical point of view since minimizing (5.10) in a uniform norm is not a simple task, even more in the context of matrix-valued functions, see [11]. While the least squares method can be used to minimize (5.10), it does not need to produce nice uniform approximation (Gibbs phenomenon can occur, for example). In this section we present error estimates for the approximate integral kernel obtained using the least squares minimization. Additionally, we prove decay rate estimates depending on the smoothness of the potential matrix \( Q \).

Consider the Goursat problem

\[
\begin{align*}
BK_x(x,t) + K_t(x,t)B &= -Q(x)K(x,t), \\
BK(x,x) - K(x,x)B &= E_1(x), \\
BK(x,-x) + K(x,-x)B &= E_2(x),
\end{align*}
\]

where \( E_1 \) and \( E_2 \) satisfy the compatibility conditions \( E_1 \in \mathcal{H}^- \) and \( E_2 \in \mathcal{H}^+ \).

Any difference \([K - K_N](x,t)\) satisfies a problem having the form (6.1)–(6.3). The least squares method minimizes the \( L_2((0,b), \mathcal{M}_2) \) norm of the difference in (5.10), and by Lemma 5.3, \( L_2((0,b), \mathcal{M}_2) \) norms of the functions \( E_{1,2} \) are bounded by twice the norm of (5.10). Naturally we are interested in estimating the solution of the Goursat problem (6.1)–(6.3) in terms of the norms of the functions \( E_{1,2} \). The following proposition holds.
Proposition 6.1. Let $E_1$, $E_2$, $Q \in L^2((0,b),\mathcal{M}_2)$. Let $E_1$ and $E_2$ satisfy the compatibility conditions $E_1 \in \mathcal{H}^-$ and $E_2 \in \mathcal{H}^+$. Then the Goursat problem (6.1)–(6.3) possesses a solution $K$ such that for all $x \in [0,b]$ the following estimate holds

$$
\int_{-x}^{x} |K(x,t)|^2 \, dt \leq \frac{1}{2} \left( \|E_1\|^2_{L^2(0,b)} + \|E_2\|^2_{L^2(0,b)} \right) \left( 1 + \sqrt{b} \|Q\|_{L^2(0,b)} \cdot e^{\sqrt{b} \|Q\|_{L^2(0,b)}} \right).
$$

(6.4)

Proof. For the proof of this proposition we refer the reader to Appendix A. \hfill \Box

Now, suppose that potential matrix $Q$ is a smooth function. Let $Q \in C^r([0,b],\mathcal{M}_2)$ for some $r \in \mathbb{N}_0$. Then the statement of Theorem 4.7 can be made more precise.

Proposition 6.2. Let $Q \in C^r([0,b],\mathcal{M}_2)$ for some $r \in \mathbb{N}_0$ and $K$ be the integral kernel of transmutation operator. Then there exist a constant $C > 0$ such that for every $N > r$ there exist coefficients \( \{a_n,b_n,c_n,d_n\}_{n=0}^N \) such that

$$
\sup_{(x,t) \in \Omega^+} \left| K(x,t) - \sum_{n=0}^N \left( a_n \mathcal{O}_n^1(x,t) + b_n \mathcal{O}_n^2(x,t) + c_n \mathcal{O}_n^3(x,t) + d_n \mathcal{O}_n^4(x,t) \right) \right| < \frac{C}{N^r}.
$$

(6.5)

Proof. Under the condition $Q \in C^r([0,b],\mathcal{M}_2)$ the integral kernel $K \in C^r(\Omega^+,\mathcal{M}_2)$, see Appendix B. Hence $K(b,\cdot) \in C^r([-b,\cdot],\mathcal{M}_2)$. Consider the polynomial-matrix $P_N$ of best uniform approximation of the function $K(b, \cdot)$. As it follows from [11, Chapter 7, Theorem 6.2],

$$
\sup_{t \in [-b,b]} |K(b,t) - P_N(t)| < \frac{C}{N^r}
$$

for every $N > r$, where the constant $C$ does not depend on $N$. Now the proof can be finished identically to the proof of Theorem 4.7. \hfill \Box

Remark 6.3. Actually, the right-hand side in (6.5) can be changed to $o\left( \frac{1}{N^r} \right)$, $N \to \infty$.

Corollary 6.4. Let $Q \in C^r([0,b],\mathcal{M}_2)$ for some $r \in \mathbb{N}_0$ and $K$ be the integral kernel of the transmutation operator. Then for every $N > r$ there exists an approximate kernel $K_N$ of the form (4.9) such that

\[ \sup_{(x,t) \in \Omega^+} \left| K(x,t) - K_N(x,t) \right| \leq \frac{C}{N^r}, \]

(6.6)

\[ \sup_{x \in [0,b]} \left| -Q - (BK_N(x,x) - K_N(x,x)B) \right| < \frac{2C}{N^r}, \]

(6.7)

\[ \sup_{x \in [0,b]} \left| BK_N(x,-x) + K_N(x,-x)B \right| < \frac{2C}{N^r}, \]

(6.8)

where the constant $C$ does not depend on $N$.

Proof. Inequality (6.6) immediately follows from Proposition 6.2. To obtain (6.7), we apply the triangle inequality

\[ \left| -Q - (BK_N - K_NB) \right| = \left| -Q - (BK - KB) - (BK_N - K_N) - (K_N - K)B \right| \]

\[ \leq \left| -Q - (BK - KB) \right| + \left| (BK_N - K_N) \right| + \left| (K_N - K)B \right| < \frac{2C}{N^r}, \]

where we have used that $K$ satisfies (6.2) and that multiplication by the matrix $B$ does not change the matrix norm. Similarly for (6.8). \hfill \Box
Consider the following minimization problem

\[
\{a_n, b_n, c_n, d_n\}_{n=0}^{N} = \arg \min_{\{a_n, b_n, c_n, d_n\}_{n=0}^{N} \subset \mathbb{C}} \left\| \frac{1}{2} Q(x) + \sum_{n=0}^{N} N_n(x) \left( a_n \begin{bmatrix} b_n \\ c_n \\ d_n \end{bmatrix} \right) \right\|_{L^2(0,b)}^2. \tag{6.9}
\]

We refer the reader to Appendix D for reduction of this minimization problem to the solution of two systems of linear equations.

**Theorem 6.5.** Let \( Q \in C^r([0,b], \mathcal{M}_2) \) for some \( r \in \mathbb{N}_0 \) and \( K \) be the integral kernel of the transmutation operator. For every \( N > r \), let the coefficients \( \{a_n, b_n, c_n, d_n\}_{n=0}^{N} \subset \mathbb{C} \) be obtained as the least squares solution of (6.9) and let us define the approximate kernel \( \tilde{K}_N \) by (4.9). Then for every \( x \in [0,b] \) the following estimate holds

\[
\| K(x, \cdot) - \tilde{K}_N(x, \cdot) \|_{L^2(-x,x)} < \frac{2C}{N^r}, \tag{6.10}
\]

where the constant \( C \) does not depend on \( x \) and \( N \).

**Proof.** Let \( N > r \) be fixed. By Corollary 6.4 there exist a constant \( C_1 \), independent on \( N \), and coefficients \( \{\tilde{a}_n, \tilde{b}_n, \tilde{c}_n, \tilde{d}_n\}_{n=0}^{N} \subset \mathbb{C} \) such that the approximate kernel \( \tilde{K}_N \) defined from these coefficients via (4.9) satisfies

\[
\sup_{x \in [0,b]} \left| -Q(B \tilde{K}_N(x,x) - \tilde{K}_N(x,x)B) \right| < \frac{2C}{N^r},
\]

\[
\sup_{x \in [0,b]} \left| B \tilde{K}_N(x,-x) + \tilde{K}_N(x,-x)B \right| < \frac{2C}{N^r}.
\]

Hence the half-sum of the Goursat data satisfies (see (5.8))

\[
\left| \frac{1}{2} Q(x) - \sum_{n=0}^{N} N_n(x) \left( \tilde{a}_n \begin{bmatrix} \tilde{b}_n \\ \tilde{c}_n \\ \tilde{d}_n \end{bmatrix} \right) \right| < \frac{2C}{N^r} \tag{6.11}
\]

for every \( x \in [0,b] \). Integrating (6.11) from 0 to \( x \) we obtain that

\[
\left\| \frac{1}{2} Q(x) - \sum_{n=0}^{N} N_n(t) \left( \tilde{a}_n \begin{bmatrix} \tilde{b}_n \\ \tilde{c}_n \\ \tilde{d}_n \end{bmatrix} \right) \right\|_{L^2(0,b)} < \frac{2C\sqrt{t}}{N^r},
\]

that is, we have a set of coefficients guaranteeing at least \( \frac{2C\sqrt{t}}{N^r} \) as the result of the minimization problem (6.9). The least squares method provides coefficients \( \{a_n, b_n, c_n, d_n\}_{n=0}^{N} \subset \mathbb{C} \) for which the right-hand side in the problem (6.9) can not be larger, and the statement follows from Proposition 6.1 and Lemma 5.3.

**7 Approximation of the solutions of Dirac equation**

Let \( C(x, \lambda) \) and \( S(x, \lambda) \) be the solutions of the Dirac equation (1.1) satisfying the initial conditions \( (1,0)^T \) and \( (0,1)^T \) at \( x = 0 \) respectively. It follows from the definition of the transmutation operator that

\[
C(x, \lambda) = T \begin{bmatrix} \cos \lambda x \\ \sin \lambda x \end{bmatrix} \quad \text{and} \quad S(x, \lambda) = T \begin{bmatrix} -\sin \lambda x \\ \cos \lambda x \end{bmatrix},
\]

\[\]
Consider the following approximations to \( C(x, \lambda) \) and \( S(x, \lambda) \)

\[
C_N(x, \lambda) = \left( \frac{\cos \lambda x}{\sin \lambda x} \right) + \int_{-x}^{x} K_N(x, t) \left( \frac{\cos \lambda t}{\sin \lambda t} \right) dt,
\]

\[
S_N(x, \lambda) = \left( -\frac{\sin \lambda x}{\cos \lambda x} \right) + \int_{-x}^{x} K_N(x, t) \left( -\frac{\sin \lambda t}{\cos \lambda t} \right) dt,
\]

where \( K_N \) is an approximation of the form (4.9) of the integration kernel \( K \). According to Lemma 4.6, the function \( K_N \) has the following form

\[
K_N(x, t) = \sum_{n=0}^{N} \mathcal{K}_n(x) t^n,
\]

where the coefficients \( \mathcal{K}_n \) are given by (4.12) and (4.13). Hence

\[
C_N(x, \lambda) = \left( \frac{\cos \lambda x}{\sin \lambda x} \right) + \sum_{n=0}^{N} \mathcal{K}_n(x) \int_{-x}^{x} t^n \left( \frac{\cos \lambda t}{\sin \lambda t} \right) dt, \tag{7.1}
\]

\[
S_N(x, \lambda) = \left( -\frac{\sin \lambda x}{\cos \lambda x} \right) + \sum_{n=0}^{N} \mathcal{K}_n(x) \int_{-x}^{x} t^n \left( -\frac{\sin \lambda t}{\cos \lambda t} \right) dt. \tag{7.2}
\]

The integrals here can be easily calculated explicitly. For example, the following formulas can be used \[12, 2.633\]

\[
\int t^k \sin \lambda t \, dt = -\sum_{j=0}^{k} j! \binom{k}{j} \frac{t^{k-j}}{\lambda^{j+1}} \cos \left( \lambda t + \frac{j\pi}{2} \right),
\]

\[
\int t^k \cos \lambda t \, dt = \sum_{j=0}^{k} j! \binom{k}{j} \frac{t^{k-j}}{\lambda^{j+1}} \sin \left( \lambda t + \frac{j\pi}{2} \right),
\]

or alternatively the integrals can be calculated recursively.

The errors of approximations of the solutions can be bounded independently on the size of the spectral parameter, see (2.10). More precisely, the following result holds.

**Proposition 7.1.** Let \( Q \in C^r([0, b], M_2) \) for some \( r \in \mathbb{N}_0 \). For every \( N > r \), let the coefficients \( \{a_n, b_n, c_n, d_n\}_{n=0}^{N} \subset \mathbb{C} \) be obtained as the least squares solution of (6.9) and let us define approximate solutions by (7.1) and (7.2). Then for every \( \lambda \in \mathbb{R} \) the following estimates hold

\[
|C(x, \lambda) - C_N(x, \lambda)| \leq \frac{2C \sqrt{x}}{N^r} \quad \text{and} \quad |S(x, \lambda) - S_N(x, \lambda)| \leq \frac{2C \sqrt{x}}{N^r}, \tag{7.3}
\]

where the constant \( C \) does not depend on \( N \), \( \lambda \) and \( x \).

**Proof.** The proof follows from Theorem 6.5 and (2.10).

\[
\square
\]

8 Application to one-dimensional Schrödinger equation

Consider the equation

\[
-y'' + q_1(x)y = \omega^2 y, \quad x \in [0, b], \tag{8.1}
\]
where \( q_1 \in C[0, b] \) is a complex valued function. Let \( f \) be a solution of (8.1) corresponding to \( \omega = 0 \), i.e.,
\[-f'' + q_1 f = 0,
\]
and such that \( f(0) = 1 \) and \( f \) does not vanish on the whole \([0, b]\). Such solution always exists, see [24, Remark 5] and [8]. Consider new functions \( u = y \) and \( v = \frac{1}{\omega} f \left( \frac{y}{f} \right)' \). Then (see [14, Example 2.1]) equation (8.1) is equivalent to the following Dirac equation
\[
v' + q(x)v = \omega u, \quad -u' + q(x)u = \omega v,
\]
where \( q := \frac{f'}{f} \). The system (8.2) is also known as one-dimensional Dirac equation with a Lorentz scalar potential, see [27] and references therein.

In this section we compare the results obtained for equation (8.1) in [29] with those obtained using the Dirac equation approach. Even though the integral kernel of the transmutation operator for the Dirac equation (8.2) is formed by the integral kernels of the transmutation operators for (8.1) and its Darboux transformed equation, see [26], obtained analytic approximations result to be different.

Let us first briefly summarize some facts from [29]. Let \( h := f'(0) \). There exists a transmutation operator \( T_f \) for the pair of operators \(-\frac{d^2}{dx^2} + q_1(x)\) and \(-\frac{d^2}{dx^2}\) given by
\[
T_f u(x) = u(x) + \int_{-x}^{x} K_f(x, t) u(t) \, dt.
\]
Its integral kernel \( K_f \) satisfies the following Goursat problem
\[
\left( \frac{d^2}{dx^2} - q_1(x) \right) K_f(x, t) = \frac{d^2}{dx^2} K_f(x, t),
\]
\[
K_f(x, x) = \frac{h}{2} + \frac{1}{2} \int_{0}^{x} q(s) \, ds, \quad K_f(x, -x) = \frac{h}{2}.
\]

Let us consider together with equation (8.1) its Darboux transformed equation
\[
-\frac{d^2 y}{dx^2} + q_2(x)y = \omega^2 y,
\]
where \( q_2(x) = 2 (f'/f)^2 - q_1(x) \). Note that \( 1/f \) is a particular solution of (8.4). By \( T_{1/f} \) we denote the transmutation operator for (8.4) and let \( K_{1/f} \) be its integral kernel. The meaning of the indices \( f \) and \( 1/f \) is in the following: the functions \( f \) and \( 1/f \) uniquely identify the potentials via \( q_1 = f''/f \) and \( q_2 = (1/f)''/(1/f) \) and the transmutation operators via
\[
T_f[1] = f \quad \text{and} \quad T_{1/f}[1] = \frac{1}{f}.
\]
Consider two sequences of recursive integrals (see [20], [24])
\[
X^{(0)} \equiv 1, \quad X^{(n)}(x) = n \int_{0}^{x} X^{(n-1)}(s) \left( f^2(s) \right)^{(-1)n} \, ds, \quad n = 1, 2, \ldots
\]
and
\[
\bar{X}^{(0)} \equiv 1, \quad \bar{X}^{(n)}(x) = n \int_{0}^{x} \bar{X}^{(n-1)}(s) \left( f^2(s) \right)^{(-1)n-1} \, ds, \quad n = 1, 2, \ldots
\]
The families of functions \( \{ \varphi_k \}_{k=0}^{\infty} \) and \( \{ \psi_k \}_{k=0}^{\infty} \), called the systems of formal powers associated with \( f \), are constructed according to the rules
\[
\varphi_k(x) = \begin{cases} 
  f(x)X^{(k)}(x), & k \text { odd}, \\
  f(x)\tilde{X}^{(k)}(x), & k \text { even}
\end{cases} \quad \text{and} \quad \psi_k(x) = \begin{cases} 
  \tilde{X}^{(k)}(x)/f(x), & k \text { odd}, \\
  X^{(k)}(x)/f(x), & k \text { even}.
\end{cases}
\]

The following mapping properties are established in [7]
\[
T_f x^k = \varphi_k(x) \quad \text{and} \quad T_{1/f} x^k = \psi_k(x), \quad k \in \mathbb{N}_0. \tag{8.5}
\]

Recall also the following definitions of generalized wave polynomials [29]
\[
u_0 = \varphi_0(x), \quad u_{2n-1}(x,t) = \sum_{\text{even } k=0}^{n} \binom{n}{k} \varphi_{n-k}(x)t^k, \quad u_{2n}(x,t) = \sum_{\text{odd } k=1}^{n} \binom{n}{k} \varphi_{n-k}(x)t^k, \tag{8.6}
u_0 = \psi_0(x), \quad v_{2n-1}(x,t) = \sum_{\text{even } k=0}^{n} \binom{n}{k} \psi_{n-k}(x)t^k, \quad v_{2n}(x,t) = \sum_{\text{odd } k=1}^{n} \binom{n}{k} \psi_{n-k}(x)t^k. \tag{8.7}
\]

We notice that a non-vanishing solution \((f_0,g_0)^T \) of (8.2) corresponding to \( \omega = 0 \) can be chosen as
\[
f_0(x) = \exp \left( \int_0^x q(s) \, ds \right) = f(x) \quad \text{and} \quad g_0(x) = \exp \left( - \int_0^x q(s) \, ds \right) = \frac{1}{f(x)}. \tag{8.8}
\]

Consider the formal powers \( \{ \Phi_k \}_{k=0}^{\infty} \) and \( \{ \Psi_k \}_{k=0}^{\infty} \) given by (3.12) and (3.13). One can easily verify that
\[
\Phi_k = \begin{pmatrix} \varphi_k \\ 0 \end{pmatrix} \quad \text{and} \quad \Psi_k = \begin{pmatrix} 0 \\ \psi_k \end{pmatrix}, \quad k = 0, 1, 2, \ldots \tag{8.9}
\]

Consider transmutation operator \( T \) for the Dirac equation [8.2]. Theorem 3.3 gives us
\[
T \begin{pmatrix} x^k \\ 0 \end{pmatrix} = \begin{pmatrix} \varphi_k(x) \\ 0 \end{pmatrix} \quad \text{and} \quad T \begin{pmatrix} 0 \\ x^k \end{pmatrix} = \begin{pmatrix} 0 \\ \psi_k(x) \end{pmatrix}, \quad k = 0, 1, 2, \ldots \tag{8.10}
\]

**Proposition 8.1.** The integral kernel \( K \) of the transmutation operator \( T \) has the form
\[
K(x,t) = \begin{pmatrix} K_f(x,t) & 0 \\ 0 & K_{1/f}(x,t) \end{pmatrix} \tag{8.11}
\]

**Proof.** Consider the following operator \( \mathcal{T} \)
\[
\mathcal{T} \begin{pmatrix} y_1(x) \\ y_2(x) \end{pmatrix} = \begin{pmatrix} y_1(x) \\ y_2(x) \end{pmatrix} + \int_{-x}^{x} \begin{pmatrix} K_f(x,t) & 0 \\ 0 & K_{1/f}(x,t) \end{pmatrix} \begin{pmatrix} y_1(t) \\ y_2(t) \end{pmatrix} \, dt,
\]
let \( K \) denotes its integral kernel.

Due to (8.5), (8.9) and (8.10) we have
\[
\mathcal{T} \begin{pmatrix} x^m \\ x^n \end{pmatrix} = \begin{pmatrix} \varphi_m(x) \\ \psi_n(x) \end{pmatrix} = \Phi_m(x) + \Psi_n(x) = T \begin{pmatrix} x^m \\ x^n \end{pmatrix}.
\]
Therefore
\[
\begin{pmatrix} 0 \\ 0 \end{pmatrix} = (T - \mathcal{T}) \begin{pmatrix} x^m \\ x^n \end{pmatrix} = \int_{-x}^{x} (K(x,t) - K(x,t)) \begin{pmatrix} t^m \\ t^n \end{pmatrix} \, dt.
\]
Since each row of matrix-valued function \( K(x,t) - K(x,t) \) is orthogonal to all vector-valued functions in the form \((x^m, x^n)^T\), we obtain that continuous functions \( K(x,t) \) and \( K(x,t) \) coincide. \( \square \)
Proposition 8.1 makes it possible to apply the analytic approximation method developed in this paper for the integral kernels $K_f$ and $K_{1/f}$. A question arises naturally, what is the appearance of the functions $N_n$ involved in Theorem 6.5. While it is true that the construction of Theorem 6.5 is based on the ideas from [29], it is worth mentioning that Theorem 6.5 does not match Theorem 5.1 from [29]. In fact, Theorem 6.5 offers a different possibility to approximate the integral kernels $K$ involved in Theorem 6.5. While it is true that the construction of Theorem 6.5 does not depend on $\{u_n(x, x)\}_{n=1}^{\infty}$, it is important to mention that Corollary 8.2 provides analogous of Theorem 7.1 from [30].

By induction on $n$ and using the already known relations
\[
\partial_x \varphi_k = \frac{f'}{f} \varphi_k + k \psi_{k-1}, \quad k = 0, 1, \ldots
\]
\[
f \partial_x \left( \frac{1}{f}(x^l \varphi_k) \right) = l x^{l-1} \varphi_k + k x^l \psi_{k-1}, \quad k = 0, 1, \ldots \text{ and } l \geq 0.
\]
we obtain
\[
N_n(x) = \frac{1}{n+1} \sum_{n=0}^{\infty} \frac{a_n}{n+1} f x^{n+1} \begin{pmatrix} 0 & c_{n+1} \\ -s_{n+1} & 0 \end{pmatrix}.
\]

Hence the minimization problem (6.9) reduces to two independent problems
\[
\min_{a_0, \ldots, a_N} \left\| \frac{f'}{2f} - \sum_{n=0}^{N} \frac{a_n}{n+1} f \partial_x \frac{1}{f} s_{n+1} \right\|_{L^2(0,b)} \quad \text{and} \quad \min_{d_0, \ldots, d_N} \left\| \frac{f'}{2f} + \sum_{n=0}^{N} \frac{d_n}{n+1} f \partial_x c_{n+1} \right\|_{L^2(0,b)}.
\]

Then we obtain from Theorem 6.5 the following result.

**Corollary 8.2.** Let $q_1 \in C^p[0, b]$ for some $p \in \mathbb{N}_0$. For every $N > r$, let the coefficients $\{a_n\}_{n=0}^{N} \subset \mathbb{C}$ and $\{d_n\}_{n=0}^{N} \subset \mathbb{C}$ be obtained as the least squares solutions of (8.13) and let us define approximate kernels $K_{f,N}$ and $K_{1/f,N}$ by
\[
K_{f,N} = a_0 u_0 + \sum_{n=1}^{N} a_n u_{2n-1} + \sum_{n=1}^{N} d_n u_{2n} \quad \text{and} \quad K_{1/f,N} = -d_0 v_0 - \sum_{n=1}^{N} a_n v_{2n} - \sum_{n=1}^{N} d_n v_{2n-1}.
\]

Then for every $x \in [0, b]$ the following estimates hold
\[
\|K_f(x, \cdot) - K_{f,N}(x, \cdot)\|_{L^2(-x, x)} < \frac{C}{N^{r+1}}, \quad \|K_{1/f}(x, \cdot) - K_{1/f,N}(x, \cdot)\|_{L^2(-x, x)} < \frac{C}{N^{r+1}},
\]
where the constant $C$ does not depend on $x$ and $N$.

**Proof.** Note that for $q_1 \in C^r[0, b]$ one has $f \in C^{r+2}[0, b]$, hence the potential matrix $Q$ in the Dirac equation belongs to $C^{r+1}(0, b, \mathbb{M}_2)$. Now the result directly follows from Theorem 6.5.

**Remark 8.3.** Corollary 8.2 provides $L_2$ analogue of Theorem 7.1 from [30].

**9 Numerical illustration**

Consider a one-dimensional Dirac equation (1.1) with an initial condition
\[
Y(0) = \begin{pmatrix} y_1(0) \\ y_2(0) \end{pmatrix} = \begin{pmatrix} a \\ b \end{pmatrix},
\]
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or a boundary condition
\[
\begin{pmatrix}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{pmatrix}
\begin{pmatrix}y_1(0) \\
y_2(0)
\end{pmatrix}
+ \begin{pmatrix}u_{13} & u_{14} \\
u_{23} & u_{24}
\end{pmatrix}
\begin{pmatrix}y_1(b) \\
y_2(b)
\end{pmatrix} = \begin{pmatrix}0 \\
0
\end{pmatrix}.
\] (9.2)

Based on the results of the previous sections, we propose the following algorithm for numerical solution of initial value and spectral problems for (1.1).

1. Find a non-vanishing solution \(Y = (f, g)^T\) of the equation \(B \frac{dY}{dx} + Q(x)Y = 0\), see [14, Section 2.3] for details.

2. Compute the vector functions \(\Phi_k\) and \(\Psi_k\), \(k = 0, \ldots, N\) using (3.3)–(3.7) and (3.12)–(3.13).

3. Compute the matrix functions \(N_k\), \(k = 0, \ldots, N\), using (4.7), (4.8) and (5.6).

4. Find coefficients \(\{a_n, b_n, c_n, d_n\}_{n=0}^N\) as the least squares solution of (6.9). Here we would like to mention that the system of functions \(N_k\), \(k = 0, \ldots, N\), considered in machine precision, can be almost linearly dependent. Some regularization, e.g., Tikhonov regularization, may be helpful, see [19, Sections 2.2 and 2.5–2.7] and [21, Section 7.5] for details.

5. Compute the matrix functions \(K_{2n}\) and \(K_{2n+1}\) using (4.12) and (4.13) respectively.

6. Compute the approximate solutions \(C_N\) and \(S_N\) using (7.1) and (7.2).

7. An approximation to the solution of the initial value problem (9.1) is given by \(Y_N(x, \lambda) = aC_N(x, \lambda) + bS_N(x, \lambda)\).

8. To solve the spectral problem defined by the boundary condition (9.2) one has to find zeros of an approximate characteristic function of the problem which has the form
\[
det (M_N(\lambda)) = 0,
\] (9.3)

where
\[
M_N(\lambda) = \begin{pmatrix}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{pmatrix}
+ \begin{pmatrix}u_{13} & u_{14} \\
u_{23} & u_{24}
\end{pmatrix}
\begin{bmatrix}C_N(b, \lambda) & S_N(b, \lambda) \end{bmatrix}.
\] (9.4)

All the steps of the proposed algorithm can be performed numerically, there is no need to calculate the integrals involved analytically. We refer the reader to [14], [29] and [23] for additional implementation details.

9.1 Example: integral kernel for one-dimensional Dirac system with Lorentz scalar potential.

Consider the following Dirac system with Lorentz scalar potential (Example 3.4 from [28])
\[
\begin{pmatrix}0 & 1 \\
-1 & 0
\end{pmatrix} \frac{dY}{dx} + \begin{pmatrix}0 & \tanh(x) \\
\tanh(x) & 0
\end{pmatrix} Y = \lambda Y, \quad Y = \begin{pmatrix}y_1 \\
y_2
\end{pmatrix}.
\] (9.5)

A non-vanishing solution of equation (9.5) for \(\lambda = 0\) is given by \(y = (f, g)^T\), where \(f(x) = \cosh x\), \(g(x) = 1/\cosh x = \text{sech} x\). According to Proposition 8.1 and [28], the integral kernel \(K\) for this example is known in the following form
\[
K = \begin{pmatrix}K_{\cosh} & 0 \\
0 & K_{\text{sech}}
\end{pmatrix},
\]
where

\[ K_{\text{cosh}}(x,t) = -\frac{1}{2} \frac{\sqrt{x^2 - t^2} I_1(\sqrt{x^2 - t^2})}{x-t}, \]

\[ K_{\text{sech}}(x,t) = -\frac{1}{2} \frac{\cosh x}{\cosh x} \int_{-t}^{x} \left( \frac{I_0(\sqrt{s^2 - t^2})}{s-t} + \frac{\sqrt{s^2 - t^2} I_1(\sqrt{s^2 - t^2})}{s-t} \right) \cosh s \, ds, \]

and \( I_0, I_1 \) are the modified Bessel functions of the first kind. Even though the integral in the expression for \( K_{\text{sech}} \) can not be calculated in a closed form, it can be evaluated numerically which is sufficient for comparison. On Figure 1 we show the combined error of the approximation of \( K_{\text{cosh}} \) and \( K_{\text{sech}} \) by \( K_{\text{cosh},10} \) and \( K_{\text{sech},10} \) respectively.

\[ \begin{array}{c}
\text{Figure 1: The combined absolute error of approximation of the integral kernels } K_{\text{cosh}} \text{ and } K_{\text{sech}} \\
\text{obtained using the proposed method with } N = 10
\end{array} \]

9.2 Example: spectral problem for a Dirac equation.

Consider the following spectral problem (Example 3.4 from [4], see also [14, Section 4.2])

\[ \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \frac{dZ}{dx} + \begin{pmatrix} -x & 0 \\ 0 & 1 \end{pmatrix} Z = \lambda Z, \quad Z = \begin{pmatrix} u(x) \\ v(x) \end{pmatrix}, \quad 0 \leq x \leq 1, \quad (9.6) \]

with boundary conditions

\[ u(0) = u(1) = 0. \quad (9.7) \]

Although this system does not have the form (1.1) we can transform (9.6) into (1.1) using the orthogonal transformation

\[ Z(x) = \begin{pmatrix} \cos(\varphi(x)) & -\sin(\varphi(x)) \\ \sin(\varphi(x)) & \cos(\varphi(x)) \end{pmatrix} Y(x), \quad \varphi(x) = \frac{x(x-2)}{4}, \]
see [36]. It follows that the boundary value problem (9.6)–(9.7) is equivalent to
\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
dY \\
\frac{dx}{dx} + \begin{pmatrix}
-\frac{(x+1)}{2} \cos(2\varphi(x)) & \frac{(x+1)}{2} \sin(2\varphi(x)) \\
\frac{(x+1)}{2} \sin(2\varphi(x)) & \frac{(x+1)}{2} \cos(2\varphi(x))
\end{pmatrix} Y = \lambda Y,
\]
with the boundary conditions
\[
\begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix} Y(0) + \begin{pmatrix}
0 & 0 \\
\cos(1/4) & \sin(1/4)
\end{pmatrix} Y(1) = 0.
\]

It can be seen from (9.4) that an approximate characteristic equation reduces to
\[
(\cos(1/4) \sin(1/4)) S_N(1, \lambda) = 0.
\]

We computed the eigenvalues \(\lambda_n\) of the problem for \(|n| \leq 100\) taking \(N = 10\) for the approximate solution and compared obtained results with those from [14]. On Figure 2 we present the graph of the absolute errors of eigenvalues obtained by both methods. As expected, the precision achieved by the method from [14] based on the truncated SPPS representation with 100 terms and the spectral shift technique is better for the first eigenvalues, but the precision of \(\lambda_n\) having \(|n| \geq 12\) is better for the proposed method. We would like to point out that errors of the computed eigenvalues do not deteriorate for large indices \(n\). Also it is worth mentioning that the truncated SPPS representation with the spectral shift technique requires recalculation of the formal powers (3.12) and (3.13) for each eigenvalue, while the proposed method needs to calculate these formal powers only once.

![Figure 2: Absolute errors of the eigenvalues of problem (9.6), (9.7) obtained by the proposed method (called AATO from analytic approximation of transmutation operators) with \(N = 10\) (solid black line) and obtained by using the SPPS method with \(N = 100\) and the spectral shift technique from [14] (dashed blue line).](image)

\[\text{Figure 2: Absolute errors of the eigenvalues of problem (9.6), (9.7) obtained by the proposed method (called AATO from analytic approximation of transmutation operators) with } N = 10 \text{ (solid black line) and obtained by using the SPPS method with } N = 100 \text{ and the spectral shift technique from [14] (dashed blue line).}\]

A Well-posedness of the Goursat problem

Consider the following Goursat problem in the domain \(\Omega^+ = \{(x, t) : 0 \leq x \leq b, |t| \leq x\}\)
\[
BK_x(x, t) + K_t(x, t) B = -Q(x) K(x, t),
\]
\[
BK(x, x) - K(x, x) B = E_1(x),
\]
\[
BK(x, -x) + K(x, -x) B = E_2(x),
\]
where \( E_1 \) and \( E_2 \) satisfy the compatibility conditions \( E_1 \in \mathcal{H}^- \) and \( E_2 \in \mathcal{H}^+ \).

Similar to [37], consider a change of variables \( \xi = \frac{1}{2}(x + t) \), \( \eta = \frac{1}{2}(x - t) \) and set \( K(x,t) = H(\xi(x,t), \eta(x,t)) \) in order to obtain an equivalent integral equation. It follows that

\[
K_x = \frac{1}{2}(H_\xi + H_\eta) \quad \text{and} \quad K_t = \frac{1}{2}(H_\xi - H_\eta).
\] (A.4)

Substituting (A.4) into (A.1), multiplying on the left by \(-B\) and taking into account (A.2) we get

\[
\mathcal{P}^- [H_\xi] (\xi, \eta) + \mathcal{P}^+ [H_\eta] (\xi, \eta) = BQ(\xi + \eta)H(\xi, \eta).
\] (A.5)

Also note that the left hand sides in (A.2) and (A.3) have the form

\[
BH(\xi,0) - H(\xi,0)B = 2B\mathcal{P}^+ [H] (\xi,0),
\]

\[
BH(0,\eta) + H(0,\eta)B = 2B\mathcal{P}^- [H] (0,\eta).
\]

From the above, one can see that the problem (A.1)–(A.3) becomes

\[
\mathcal{P}^- [H_\xi] (\xi, \eta) + \mathcal{P}^+ [H_\eta] (\xi, \eta) = BQ(\xi + \eta)H(\xi, \eta),
\] (A.5)

\[
\mathcal{P}^+ [H] (\xi,0) = -\frac{1}{2}BE_1(\xi),
\] (A.6)

\[
\mathcal{P}^- [H] (0,\eta) = -\frac{1}{2}BE_2(\eta),
\] (A.7)

in the domain

\[
\Xi^+ = \{(\xi, \eta) \mid 0 \leq \xi < b, 0 \leq \eta < b - \xi\}.
\]

Applying \( \mathcal{P}^- \) on both sides of (A.5) and integrating with respect to \( \xi \) yields

\[
\mathcal{P}^- [H] (\xi, \eta) = \mathcal{P}^- [H] (0,\eta) + \int_0^\xi \mathcal{P}^- [BQ(u + \eta)H(u, \eta)] \, du.
\]

Similarly, applying \( \mathcal{P}^+ \) and integrating respect to \( \eta \) yields

\[
\mathcal{P}^+ [H] (\xi, \eta) = \mathcal{P}^+ [H] (\xi,0) + \int_0^\eta \mathcal{P}^+ [BQ(\xi + v)H(\xi, v)] \, dv.
\]

Since the product \( BQ \) belongs to \( \mathcal{H}^- \) it is easy to check that

\[
\mathcal{P}^- [BQ(u + \eta)H(u, \eta)] = BQ(u + \eta)\mathcal{P}^+ [H] (u, \eta),
\]

\[
\mathcal{P}^+ [BQ(\xi + v)H(\xi, v)] = BQ(\xi + v)\mathcal{P}^- [H] (\xi, v).
\]

Since \( \mathcal{P}^- [H] + \mathcal{P}^+ [H] = H \), it follows that

\[
H(\xi, \eta) = -\frac{1}{2}BE_1(\xi) - \frac{1}{2}BE_2(\eta) + \int_0^\xi BQ(u + \eta)\mathcal{P}^+ [H] (u, \eta) \, du + \int_0^\eta BQ(\xi + v)\mathcal{P}^- [H] (\xi, v) \, dv,
\] (A.8)

is an equivalent integral equation to the Goursat problem (A.1)–(A.3).

Remark A.1. In the case of Theorem 2.2 \( E_1(\xi) = -Q(\xi) \) and \( E_2(\eta) = 0 \). Moreover, we do not need additional assumptions on the potential in order to transform problem (A.1)–(A.3) into (A.5)–(A.7), see [10], [16], [36], [40]. Thus, \( K(x,t) \) is a solution of the problem (A.1)–(A.3) if and only if \( H(\xi, \eta) \) is a solution of (A.5)–(A.7)
The existence of a solution of the integral equation (A.8) can be established by the method of successive approximations.

**Theorem A.2.** Let $Q, E_1, E_2 \in L^2((0,b), \mathcal{M}_2)$. Then the integral equation (A.8) has a unique solution belonging to $L^2(\Xi^+, \mathcal{M}_2)$ and the following estimate holds

$$
\|H(\xi, \eta)\|_{L^2(\Xi^+)} \leq \frac{\|E_1\|_{L^2(0,b)} + \|E_2\|_{L^2(0,b)}}{2} \left(\sqrt{b} + \frac{b^2}{2}\|Q\|_{L^2(0,b)} \exp\left(\sqrt{b}\|Q\|_{L^2(0,b)}\right)\right).
$$  

(A.9)

Moreover, if the matrix-valued functions $Q, E_1$ and $E_2$ are continuous, then the kernel $H(\xi, \eta)$ is continuous and satisfies the inequality

$$
|H(\xi, \eta)| \leq \frac{\|E_1\|_{C[0,b]} + \|E_2\|_{C[0,b]}}{2} \exp\left(b \|Q\|_{C[0,b]}\right), \quad (\xi, \eta) \in \Xi^+.
$$

Proof. The proof is standard by the method of successive approximations. Let $\{H_n\}_{n=0}^\infty$ be a sequence of matrix-valued functions given by

$$
H_n(\xi, \eta) = \int_0^\xi BQ(u + \eta)\mathcal{P}^+[H_{n-1}(u, \eta)] \, du + \int_0^\eta BQ(\xi + v)\mathcal{P}^-[H_{n-1}(\xi, v)] \, dv,
$$

(A.10)

where

$$
H_0(\xi, \eta) = -\frac{1}{2}BE_1(\xi) - \frac{1}{2}BE_2(\eta).
$$

(A.11)

Let us proceed by induction in order to get the following estimate

$$
|H_n(\xi, \eta)| \leq \frac{C_E(\xi + \eta)^{n+1} + \sigma(\xi + \eta)}{2(\sqrt{n-1})!n!}, \quad n = 1, 2, \ldots,
$$

(A.12)

where

$$
C_E := \|E_1\|_{L^2(0,b)} + \|E_2\|_{L^2(0,b)} \quad \text{and} \quad \sigma(\xi + \eta) := \int_0^{\xi+\eta} |Q(\theta)|^2 \, d\theta.
$$

Indeed, due to the compatibility conditions of the functions $E_1$ and $E_2$ we have $\mathcal{P}^+[H_0(\xi, \eta)] = -\frac{1}{2}B\mathcal{P}^+[E_1(\xi)] = -\frac{1}{2}BE_1(\xi)$ and $\mathcal{P}^-[H_0(\xi, \eta)] = -\frac{1}{2}B\mathcal{P}^-[E_2(\eta)] = -\frac{1}{2}BE_2(\eta)$, hence

$$
H_1(\xi, \eta) = -\frac{1}{2} \int_0^\xi BQ(u + \eta)BE_1(u) \, du - \frac{1}{2} \int_0^\eta BQ(\xi + v)BE_2(v) \, dv
$$

$$
= -\frac{1}{2} \int_0^\xi Q(u + \eta)E_1(u) \, du - \frac{1}{2} \int_0^\eta Q(\xi + v)E_2(v) \, dv,
$$

to obtain the last equality we used $BQ = -QB$. It follows that

$$
|H_1(\xi, \eta)| \leq \frac{1}{2} \left(\int_0^\xi |Q(u + \eta)|^2 \, du\right)^{1/2} \left(\int_0^\xi |E_1(u)|^2 \, du\right)^{1/2} + \frac{1}{2} \left(\int_0^\eta |Q(\xi + v)|^2 \, dv\right)^{1/2} \left(\int_0^\eta |E_2(v)|^2 \, dv\right)^{1/2}
$$

$$
\leq \frac{1}{2} \left(\|E_1\|_{L^2(0,b)} + \|E_2\|_{L^2(0,b)}\right) \left(\int_0^{\xi+\eta} |Q(\theta)|^2 \, d\theta\right)^{1/2} = \frac{C_E}{2} \sigma^{1/2}(\xi + \eta).
$$

Note that $\sigma'(\xi + \eta) = |Q(\xi + \eta)|^2$ and that $\sigma(u)$ is a monotonically increasing function. Similarly, as $H_1$ is the sum of two terms, one corresponding to $E_1$ and other to $E_2$, one belonging to $\mathcal{H}^+$ and the other to $\mathcal{H}^-$, we see that

$$
|H_2(\xi, \eta)| \leq \frac{\|E_2\|}{2} \int_0^\xi |Q(u + \eta)|\sigma^{1/2}(u + \eta) \, du + \frac{\|E_1\|}{2} \int_0^\eta |Q(\xi + v)|\sigma^{1/2}(\xi + v) \, dv
$$
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\[
\frac{E}{2} \int_{0}^{\xi+\eta} |Q(u)|^{1/2}(u)du \leq \frac{E}{2} \left( \int_{0}^{\xi+\eta} |Q(u)|^{1/2}(u)du \right)^{1/2} \frac{\left( \int_{0}^{\xi+\eta} |Q(u)|^{2}(u)du \right)^{1/2}}{

= \frac{E}{2} \sqrt{\xi + \eta} \left( \frac{w^2}{2} |\sigma(\xi+\eta)| \right)^{1/2} = \frac{E}{2\sqrt{2}} \sqrt{\xi + \eta} \sigma(\xi + \eta),
\]

which coincides with the right-hand side in (A.12).

Now we proceed by induction. Similarly, \(H_n\) is the sum of two terms, one corresponding to \(E_1\) and other corresponding to \(E_2\), belonging to \(\mathcal{H}^+\) and \(\mathcal{H}^-\). Supposing that (A.12) holds for \(n\), we get for \(n+1\)
\[
|H_{n+1}(\xi, \eta)| \leq \frac{E}{2(\sqrt{n-1})!} \int_{0}^{\xi+\eta} |Q(u)| u^{n-1/2} \sigma(u) du \leq \frac{E}{2(\sqrt{n-1})!} \left( \int_{0}^{\xi+\eta} u^{n-1} du \right)^{1/2} \left( \int_{0}^{\xi+\eta} |Q(u)|^{2} \sigma^{n}(u) du \right)^{1/2} = \frac{E}{2(\sqrt{n-1})!} \left( \frac{(\xi + \eta)^n}{n} \right)^{1/2} \left( \frac{\sigma^{n+1}(\xi + \eta)}{n+1} \right)^{1/2},
\]

which gives exactly expression (A.12) for \(n+1\).

Consider the series
\[
H(\xi, \eta) := H_0(\xi, \eta) + \sum_{n=1}^{\infty} H_n(\xi, \eta). \quad \text{(A.13)}
\]

Each term \(H_n\), \(n \geq 1\), is a continuous function possessing an estimate (due to (A.12))
\[
|H_n(\xi, \eta)| \leq \frac{E\|Q\|_{L_2(0,b)} b^{n+1/2}}{2} \frac{|Q|^{n-1}}{(n-1)!}.
\]

As for the first term, we obtain from (A.11) that
\[
\|H_0(\xi, \eta)\|_{L_2(\Xi^+)} \leq \frac{1}{2} \left( \int_{\Xi^+} |E_1(\xi)|^2 d\xi d\eta \right)^{1/2} + \frac{1}{2} \left( \int_{\Xi^+} |E_2(\eta)|^2 d\xi d\eta \right)^{1/2} \leq \frac{E\sqrt{b}}{2}.
\]

Finally we conclude that the series (A.13) converges in \(L_2(\Xi^+, M_2)\) to the solution \(H\) of (A.8) and the following estimate holds
\[
\|H(\xi, \eta)\|_{L_2(\Xi^+)} \leq \frac{E\sqrt{b}}{2} + \frac{E b^2}{4} \|Q\|_{L_2(0,b)} \exp \left( \sqrt{b} \|Q\|_{L_2(0,b)} \right),
\]

where we used that the area of \(\Xi^+\) is equal to \(b^2/2\). The same estimate proves the uniqueness of the solution \(H\) (assuming there are two solutions, their difference satisfies (A.8) having \(E_1 = E_2 \equiv 0\)).

For the case when the functions \(Q, E_1\) and \(E_2\) are continuous, note that the term \(H_0\) is also a continuous function. Let us denote for brevity \(\| \cdot \|\) the \(C([0, b], M_2)\) norm. Then similarly to (A.12) we obtain that
\[
|H_n(\xi, \eta)| \leq \frac{\|E_1\| + \|E_2\| |Q^n(\xi + \eta)|^{n}}{n!}, \quad n = 0, 1, \ldots
\]

and that the solution \(H\) satisfies
\[
|H(\xi, \eta)| \leq \frac{\|E_1\| + \|E_2\|}{2} \exp \left( b \|Q\| \right).
\]

\[\square\]
Now we can present proof of Proposition 6.1.

**Proof of Proposition 6.1.** We have from (A.13) and (A.11) that

\[ K(x,t) = H \left( \frac{x+t}{2}, \frac{x-t}{2} \right) = -\frac{1}{2} BE_1 \left( \frac{x+t}{2} \right) - \frac{1}{2} BE_2 \left( \frac{x-t}{2} \right) + \sum_{n=1}^\infty H_n \left( \frac{x+t}{2}, \frac{x-t}{2} \right). \]

Hence

\[
\|K(x,\cdot)\|_{L^2(-x,x)} \leq \frac{1}{2} \left( \int_{-x}^{x} \left| E_1 \left( \frac{x+t}{2} \right) \right|^2 dt \right)^{1/2} + \frac{1}{2} \left( \int_{-x}^{x} \left| E_2 \left( \frac{x-t}{2} \right) \right|^2 dt \right)^{1/2} \\
+ \sum_{n=1}^\infty \left( \int_{-x}^{x} \left| H_n \left( \frac{x+t}{2}, \frac{x-t}{2} \right) \right|^2 dt \right)^{1/2} \\
= \frac{1}{2} \left( 2 \int_0^x |E_1(z)|^2 dz \right)^{1/2} + \frac{1}{2} \left( 2 \int_0^x |E_2(z)|^2 dz \right)^{1/2} + \sum_{n=1}^\infty \left( \int_{-x}^{x} \frac{BE_1e^{x_n^2-\sigma^2(x)}}{4(n-1)!} dt \right)^{1/2} \\
\leq \frac{C_E}{\sqrt{2}} \left( 1 + \sum_{n=1}^\infty \frac{x^{n/2}}{(n-1)!} \right) \exp(\sqrt{x} \sigma(x)) \tag{B.1}
\]

from which, recalling that \( \sqrt{\sigma(x)} \leq \|Q\|_{L^2(0,b)} \), the statement follows. \( \square \)

**B Smoothness of the integral kernel \( K \).**

**Proposition B.1.** Let \( Q \in C^r([0,b],M_2) \) for some \( r \in \mathbb{N}_0 \). Then the integral kernel \( K \) satisfies

\[ K \in C^r(\Omega^+,M_2). \]

**Proof.** According to Remark A.1 the function \( H(\xi,\eta) = K(\xi+\eta,\xi-\eta) \) satisfies the following integral equation

\[ H(\xi,\eta) = \frac{1}{2} BQ(\xi) + \int_0^\xi BQ(u+\eta)P^+[H(u,\eta)] \, du + \int_0^\eta BQ(\xi+v)P^-[H(\xi,v)] \, dv. \tag{B.1} \]

The proof is by induction on \( r \). In fact, we need only consider \( r \geq 1 \).

If \( Q \) is continuously differentiable, one can deduce from (A.11) and (A.10) that the matrix-valued functions \( H_n \) are differentiable and as a consequence, \( H(\xi,\eta) \) can be differentiated with respect to both variables (we left the details to the reader). Hence, differentiating and using (A.5) and integration by parts leads to

\[
H_\xi(\xi,\eta) = \frac{1}{2} BQ'(\xi) + BQ(\xi+\eta)P^+H(\xi,\eta) + \int_0^\eta BQ'(\xi+v)P^- [H(\xi,v)] \, dv \\
+ \int_0^\eta BQ(\xi+v)P^- [H_\xi(\xi,v)] \, dv \\
= \frac{1}{2} BQ'(\xi) + BQ(\xi+\eta)P^+H(\xi,\eta) + \int_0^\eta BQ'(\xi+v)P^- [H(\xi,v)] \, dv \\
+ \int_0^\eta BQ(\xi+v)BQ(\xi+v)H(\xi,v) \, dv - \int_0^\eta BQ(\xi+v)P^- [H_v(\xi,v)] \, dv \\
= \frac{1}{2} BQ'(\xi) + BQ(\xi+\eta)P^+H(\xi,\eta) + \int_0^\eta BQ'(\xi+v)P^- [H(\xi,v)] \, dv 
\]
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\[ + \int_{0}^{\eta} Q^2(\xi + v)H(\xi, v)dv - BQ(\xi + v)P^+[H(\xi, v)]|_{v=0} + \int_{0}^{\eta} BQ'(\xi + v)P^+[H(\xi, v)]dv \]
\[ = \frac{1}{2}BQ'(\xi) + \frac{1}{2}Q^2(\xi) + \int_{0}^{\eta} (BQ'(\xi + v) + Q^2(\xi + v)) H(\xi, v)dv, \]  
(B.2)

where we used (A.6). Similarly,
\[ H_\eta(\xi, \eta) = \int_{0}^{\xi} (BQ'(u + \eta) + Q^2(u + \eta)) H(u, \eta) du. \]  
(B.3)

Assume the statement holds for some \( k \), that is, there exists continuous derivatives \( \partial_\xi^k H \) for all \( 0 \leq l \leq k \). The equalities (B.2)–(B.3) are our tools to show that \( H(\xi, \eta) \) has continuous derivatives with respect to both variables up to the order \( k + 1 \leq r \). Given that
\[ \partial_\xi^{r+1} H(\xi, \eta) = \partial_\xi H_\xi(\xi, \eta) \quad \text{and} \quad \partial_\eta^l \partial_\xi^{r+1-l} H(\xi, \eta) = \partial_\xi^l \partial_\eta^{r-l} H_\eta(\xi, \eta), \quad l \leq r, \]
substituting the right-hand sides of (B.2) and (B.3) and utilizing the induction hypothesis and the condition \( Q \in C^r[0, b] \) we obtain that the above expressions are well defined, which finishes the proof.

\[ \square \]

C  Cauchy problem associated with the kernel equation

Consider the following Cauchy problem for equation (2.3) in domain \( \Omega^+ \) with initial condition given at \( x = b \).
\[ \begin{aligned}
\{ BK_x(x, t) + K_t(x, t)B &= -Q(x)K(x, t), \quad (x, t) \in \Omega^+, \\
K(b, t) &= F(t),
\end{aligned} \]  
(C.1)

where \( F \in C([-b, b], M_2) \). Similar Cauchy problem was considered in [36], however requiring additional differentiability condition on \( Q \) and \( F \). We present the proof of the well-posedness of this problem which neither rely on transforming the problem into a system of non-homogeneous wave equations nor require differentiability of \( Q \) or \( F \).

We transform this problem to an equivalent integral equation similarly to Appendix A. Consider a change of variables \( x = \frac{1}{2}(x + t), \eta = \frac{1}{2}(x - t) \) and set \( H(\xi, \eta) = K(x, t) \). Then equation (2.3) transforms into equation (A.5), and the initial condition into
\[ H\left(\frac{b + t}{2}, \frac{b - t}{2}\right) = F(t), \quad t \in [-b, b]. \]  
(C.2)

Applying \( P^- \) on both sides of (A.5) and integrating with respect to \( \xi \) from \( \xi \) to \( b - \eta \) yields
\[ \int_{\xi}^{b-\eta} P^-[BQ(u + \eta)H(u, \eta)]du = P^-[H](b - \eta, \eta) - P^-[H](\xi, \eta) = P^-[F](b - 2\eta) - P^-[H](\xi, \eta). \]

Similarly, applying \( P^+ \) and integrating respect to \( \eta \) from \( \eta \) to \( b - \xi \) yields
\[ \int_{\eta}^{b-\xi} P^+[BQ(\xi + v)H(\xi, v)]dv = P^+[H](\xi, b - \xi) - P^+[H](\xi, \eta) = P^+[F](2\xi - b) - P^+[H](\xi, \eta). \]

And similarly to (A.8) we obtain an integral equation equivalent to Cauchy problem (C.1).
\[ H(\xi, \eta) = P^+[F](2\xi - b) + P^-[F](b - 2\eta) \]
\[ - \int_{\xi}^{b-\eta} BQ(u + \eta)P^+[H(u, \eta)]du - \int_{\eta}^{b-\xi} BQ(\xi + v)P^-[H(\xi, v)]dv. \]  
(C.3)
Theorem C.1. Let $Q \in C([0, b], \mathcal{M}_2)$ and $F \in C([-b, b], \mathcal{M}_2)$. Then the integral equation (C.3) has a unique solution belonging to $C(\Xi^+, \mathcal{M}_2)$ and the following estimate holds

$$|H(\xi, \eta)| \leq 2\|F\|_{C([-b, b])} \exp \left(b\|Q\|_{C([0, b])}\right).$$

(C.4)

Proof. The proof is by the successive approximations method. Let

$$H_0(\xi, \eta) = P^+[F](2\xi - b) + P^-[F](b - 2\eta)$$

and

$$H_n(\xi, \eta) = -\int_{\xi}^{b-\eta} BQ(u + \eta)P^+[H_{n-1}(u, \eta)]du - \int_{\eta}^{b-\xi} BQ(\xi + v)P^-[H_{n-1}(\xi, v)]dv.$$

Then similarly to the proof of Theorem A.2 one easily obtains that

$$|H_n(\xi, \eta)| \leq 2\|F\|\frac{\|Q\|^n(b - \xi - \eta)^n}{n!}, \quad n = 0, 1, \ldots,$$

where $\|F\|$ and $\|Q\|$ denotes uniform norm. Hence the matrix valued function $H = \sum_{n=0}^{\infty} H_n$ is a solution of (C.3) and satisfies the following estimate

$$|H(\xi, \eta)| \leq 2\|F\|\exp(b\|Q\|), \quad (\xi, \eta) \in \Xi^+.$$

The last estimate proves also the uniqueness of the solution. \qed

D Least squares solution of minimization problem (6.9)

The procedure described in this appendix follows the general theory from [19, Section 2.2].

Consider two Hilbert spaces. $X = \mathcal{M}_2^{n+1}$, consisting of columns whose entries are $2 \times 2$ matrices, equipped with the scalar product

$$\langle (A_0, \ldots, A_N)^T, (B_0, \ldots, B_N) \rangle = \sum_{n=0}^{N} \text{tr}(A_nB_n^*),$$

and $Y = L_2((0, b), \mathcal{M}_2)$. Let

$$C = \begin{pmatrix} (a_0 & b_0) \\ (c_0 & d_0) \\ \vdots \\ (a_N & b_N) \\ (c_N & d_N) \end{pmatrix} \quad \text{and} \quad N(x) = \begin{pmatrix} N_0(x) \\ N_1(x) \\ \vdots \\ N_N(x) \end{pmatrix}.$$

Then $C$ is the solution of the minimization problem

$$\min_{Z \in X} \left\| KZ + \frac{1}{2}Q \right\|_Y,$$

where $K : X \to Y$ is the operator given by $K[Z](x) = N^T(x)Z$. Let $G \in Y$. Then it is easy to see that the adjoint operator $K^* : Y \to X$ is given by

$$K^*[G] = \int_0^b N(x)G(x) \, dx.$$
According to Lemma 2.10 from [19] the solution of minimization problem (D.1) coincides with the solution of the normal equation \( K^*KZ = -\frac{1}{2}K^*[Q] \), or
\[
\int_0^b N(x)N^T(x) \, dx \cdot Z = -\frac{1}{2} \int_0^b N(x)Q(x) \, dx.
\]
Let us introduce the \( 2(N + 1) \times 2(N + 1) \) matrix \( A \) consisting of the \( 2 \times 2 \) blocks
\[
\int_0^b N_i(x)N_j(x) \, dx,
\]
i, \( j = 0 \ldots N \). Also let us denote the first column vector of the matrix \( -\frac{1}{2} \int_0^b N(x)Q(x) \, dx \) by \( b_1 \) and the second column vector by \( b_2 \). Then the vector \( (a_0, c_0, a_1, c_1, \ldots, a_N, c_N)^T \) (the first column-vector of \( C \)) is the solution of the linear system \( Ax = b_1 \) and the vector \( (b_0, d_0, b_1, d_1, \ldots, b_N, d_N)^T \) (the second column-vector of \( C \)) is the solution of the linear system \( Ax = b_2 \).
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