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Abstract

Mixed linear regression (MLR) model is among the most exemplary statistical tools for modeling non-linear distributions using a mixture of linear models. When the additive noise in MLR model is Gaussian, Expectation-Maximization (EM) algorithm is a widely-used algorithm for maximum likelihood estimation of MLR parameters. However, when noise is non-Gaussian, the steps of EM algorithm may not have closed-form update rules, which makes EM algorithm impractical. In this work, we study the maximum likelihood estimation of the parameters of MLR model when the additive noise has non-Gaussian distribution. In particular, we consider the case that noise has Laplacian distribution and we first show that unlike the Gaussian case, the resulting sub-problems of EM algorithm in this case does not have closed-form update rule, thus preventing us from using EM in this case. To overcome this issue, we propose a new algorithm based on combining the alternating direction method of multipliers (ADMM) with EM algorithm idea. Our numerical experiments show that our method outperforms the EM algorithm in statistical accuracy and computational time in non-Gaussian noise case.

Keywords— Mixed linear regression, Non-convex optimization, EM algorithm, ADMM

1 Introduction

Mixed linear regression (MLR) can be viewed as a generalization of the simple linear regression and generative model [1–3] in which each observation has been generated via a mixture of the multiple linear models [4–7]. The ability of MLR in modeling complex non-linear measurements with simple models has made it popular in different engineering disciplines such as health care [8], time-series analysis [9] and trajectory clustering [10]. Despite wide applicability of MLR, recovering the parameters of MLR is NP-hard in general [5]. Various studies in the literature consider different simplifying assumptions for inference under MLR models. As an example, [5,11] assume that the measurement vectors are generated from uniform Gaussian vector and the data is not contaminated by any noise. [12] studies the problem when data is contaminated by Gaussian noise and the model has only two components. Moreover, all these studies considers a well-specified scenario that the data is guaranteed to be generated from the exact model. This assumption is not justifiable in practice as the ground-truth distribution does not exactly follow an MLR model with given number of components. In such scenarios, one is interested in just finding the best fit based on solving Maximum Likelihood Estimation (MLE) problem. Such maximum likelihood estimators are robust to inconsistencies between data and the model [13]. However, MLE-based approaches may result in optimization problems that are hard to solve. In
the case of mixture models, this difficulty is mainly due to the non-convex and combinatorial structure of the resulting problem [14].

One of the most commonly used approaches to solve MLE problems is the Expectation-Maximization (EM) algorithm [15,16]. This algorithm is an iterative method that consists of two main steps: In the first step (expectation step), it finds a tight lower-bound for the MLE problem and in the second step, it maximizes this lower-bound (maximization step) [17,18]. In addition to being efficient and reliable in practice, this algorithm does not require tuning any hyper-parameter. These properties make the algorithm popular among practitioners. However, when applied to mixture models, this algorithm leads to closed-form update rules for specific noise distributions. In particular, with the exception of few works [16,19], most works use EM for solving MLE problem assume that the data is contaminated by Gaussian noise. On the other hand, for a wide range of recent applications, such as medical image denoising and video retrieval [20–22], the data is contaminated by noise that has non-Gaussian distribution, such as Laplacian. Using EM for solving the problems under Laplacian noise results in sub-problems that do not have closed-form update rule. As we discuss later in this work, when the noise has Laplacian distribution, EM requires solving a linear programming in each iteration. When the dimension of the problem is large, this increases the computational cost of applying EM in these settings. To overcome the barriers of applying EM for solving MLR models with non-Gaussian noise, we first reformulate the MLE problem for MLR. This reformulation, makes the problem amenable to (a modified version of) Alternating Direction Method of Multipliers (ADMM), where each iteration of the algorithm has closed form, thus it can be used in solving large-scale problems.

The rest of the paper is organized as follows. In Section 2, we formulate the MLR problem. Section 3 studies the benchmark EM method and shows that its sub-problems do not have closed-form update rules when the noise has Laplacian distribution. We then propose an ADMM-type algorithm based on a simple reformulation of the MLE objective and combining EM and ADMM. Finally, we numerically evaluate the performance of the proposed algorithm in Section 4.

2 Problem Set-up

MLR is a generalization of a simple linear regression model in which the data points \( \{(y_i, x_i) \in \mathbb{R}^{d+1}\}_{i=1}^N \) is generated by a mixture of linear components, i.e.,

\[
y_i = \langle \beta^*_{\alpha_i}, x_i \rangle + \epsilon_i, \quad \forall i \in \{1, \cdots, N\},
\]

where \( \{\beta^*_k \in \mathbb{R}^d\}_{k=1}^K \) are the ground-truth regression parameters. \( \epsilon_i \) is the \( i \)th additive noise with probability density function \( f_\epsilon(\cdot) \) and \( \alpha_i \in \{1, \cdots, K\} \) where \( P(\alpha_i = k) = p_k \) with \( \sum_{k=1}^K p_k = 1 \). For simplicity of notation, we define \( \beta^* = [\beta^*_1, \cdots, \beta^*_K] \).

In this work, we assume that \( p_k = \frac{1}{K}, \quad \forall k \in \{1, \cdots, K\} \) and \( \{\epsilon_i\}_{i=1}^N \) are independent and identically distributed with probability density function \( f_\epsilon(\cdot) \) that has Gaussian or Laplacian distribution, i.e.,

\[
f_\epsilon(\epsilon) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{\epsilon^2}{2\sigma^2}} \quad (in \ Gaussian \ scenario),
\]

\[
f_\epsilon(\epsilon) = \frac{1}{2b} e^{-\frac{\epsilon}{b}}, \quad b = \frac{\sigma}{\sqrt{2}} \quad (in \ Laplacian \ scenario),
\]

where \( \sigma \) is the standard deviation of each distribution that is assumed to be known a priori. This limited choice of the additive noise is based on the fact that these two distributions cover wide range of applications such as fault diagnosis [23], data classification [24], medical image denoising [22,25], video retrieval [20] and clustering trajectories [10].

Our goal is inferring \( \beta^* \) given \( \{(y_i, x_i)\}_{i=1}^N \) via Maximum likelihood estimator (MLE), which is the commonly used in practice [11]. Given the described model, the MLE \( \hat{\beta} \) can be computed by solving:
\[
\hat{\beta} = \arg \max_{\beta} \log \mathcal{P}(y_1, \ldots, y_N | X, \beta)
\]
\[
= \arg \max_{\beta} \sum_{i=1}^{N} \log \mathcal{P}(y_i | x_i, \beta)
\]
\[
= \arg \max_{\beta} \sum_{i=1}^{N} \log \left( \sum_{k=1}^{K} p_k f_e(y_i - \langle x_i, \beta_k \rangle) \right)
\]
(2)

Next, we will discuss how to solve this problem.

3 Algorithm

Expectation-Maximization (EM) algorithm \[15, 16, 18, 26\] is a popular method for solving (2) due to its simplicity and no tuning requirements when the additive noise is Gaussian. However, when the additive noise follows other distributions, such as Laplacian distribution, EM requires solving sub-problems that are not easy to solve in closed-form \[27\]. In what follows, we first derive the steps of EM algorithm for solving (2) in general form and show the difficulties that arise when the additive noise has non-Gaussian distribution such as Laplacian.

3.1 Expectation-Maximization Algorithm

EM algorithm is an iterative method that in each iteration finds a tight lower-bound for the objective function of the MLE problem and maximizes that lower-bound at that iteration \[17, 18\]. More precisely, the first step (E-step) involves updating the latent data labels and the second step (M-step) includes updating the parameters. That is, the first step updates the probability of each data point belonging to different labels given the estimated coefficients, and the second step updates the coefficients given the label of all data. Let \( \beta^t = (\beta_1^t, \ldots, \beta_K^t) \) be the estimated regressors and \( w_{k,i}^t \) be the probability that \( i \)th data belongs to \( k \)th component at iteration \( t \). Starting from the initial points \( \beta^0 \) and \( w_{0,k,i}^t \), two major steps of the EM algorithm is as following,

E-step:

\[
w_{k,i}^{t+1} = \frac{f_e(y_i - \langle x_i, \beta_k^t \rangle)}{\sum_{j=1}^{K} f_e(y_i - \langle x_i, \beta_j^t \rangle)}, \forall k, i,
\]

M-step:

\[
\beta^{t+1} = \arg \min_{\beta} - \sum_{i=1}^{N} \sum_{k=1}^{K} w_{k,i}^{t+1} \log f_e(y_i - \langle \beta_k, x_i \rangle)
\]
\[
= \arg \min_{\beta} - \sum_{k=1}^{K} \sum_{i=1}^{N} w_{k,i}^{t+1} \log f_e(y_i - \langle \beta_k, x_i \rangle).
\]
(3)

The problem in (3) is separable with respect to \( \beta_k \)'s. Thus, we can estimate \( \beta_k^{t+1} \)'s in parallel by solving

\[
\beta_k^{t+1} = \arg \min_{\beta_k} - \sum_{i=1}^{N} w_{k,i}^{t+1} \log f_e(y_i - \langle \beta_k, x_i \rangle), \forall k.
\]
(4)

Let us discuss this optimization problem in two cases of Gaussian and Laplacian noise scenarios:
3.1.1 Additive Gaussian noise

When the additive noise has Gaussian distribution, problem (4) is equivalent to

$$\beta_{t+1}^k = \arg \min_{\beta_k} \sum_{i=1}^{N} w_{k,i}^{t+1} (y_i - \langle \beta_k, x_i \rangle)^2, \ \forall k.$$  

It can be easily shown that this problem has the closed-form solution of the form

$$\beta_{t+1}^k = \left( \sum_{i=1}^{N} w_{k,i}^{t+1} x_i x_i^T \right)^{-1} \sum_{i=1}^{N} w_{k,i}^{t+1} y_i x_i, \ \forall k. \quad (5)$$

3.1.2 Additive Laplacian noise

For the Laplacian case, the problem in (4) is equivalent to

$$\beta_{t+1}^k = \arg \min_{\beta_k} \sum_{i=1}^{N} w_{k,i}^{t+1} |y_i - \langle \beta_k, x_i \rangle|, \ \forall k. \quad (6)$$

Despite convexity of this problem, this optimization problem is non-smooth. Thus, one needs to use subgradient or other iterative methods for solving it. However, these methods suffer from slow rate of convergence and they are sensitive to tuning hyperparameters such as step-size [28]. Another potential approach for solving (6) is to reformulate it as a linear programming problem

$$\beta_{t+1}^k = \arg \min_{\beta_k} \sum_{i=1}^{N} w_{k,i}^{t+1} h_i$$

s.t. $h_i \geq y_i - \langle \beta_k, x_i \rangle, \ \forall i = 1, \ldots, n,$

$h_i \geq - (y_i - \langle \beta_k, x_i \rangle), \ \forall i = 1, \ldots, n.$

However, this linear programming has to be solved in each iteration of the EM algorithm, which makes EM computationally expensive in the presence of Laplacian noise (specially in large-scale problems).

The following pseudo-code summarizes the steps of the EM algorithm for both Gaussian and Laplacian cases.

**Algorithm 1 EM Algorithm for MLR problem**

1: **Input**: Initial values: $\beta_0, w_0, \forall k, i$, Number of iterations: $N_{itr}$
2: for $t = 0 : N_{itr} - 1$ do
3: \[ w_{k,i}^{t+1} = \frac{f_k(y_i - \langle \beta^t_k, x_i \rangle)}{\sum_{j=1}^{K} f_k(y_i - \langle \beta^t_j, x_i \rangle)}, \ \forall k, i \]
4: if $\epsilon$ has a Gaussian distribution:
5: \[ \beta^t_k = \left( \sum_{i=1}^{N} w_{k,i}^{t} x_i x_i^T \right)^{-1} \sum_{i=1}^{N} w_{k,i}^{t} y_i x_i, \ \forall k \]
6: if $\epsilon$ has a Laplacian distribution:
7: \[ \beta^t_k = \arg \min_{\beta_k} \sum_{i=1}^{N} w_{k,i}^{t} |y_i - \langle \beta_k, x_i \rangle|, \ \forall k \]
8: end for
9: return $\hat{\beta} = \beta^{N_{itr}}$

Since the step 5 in the above EM algorithm does not have a closed-form, next we propose another ADMM-based approach for solving this problem. In order to describe our ADMM-based algorithm, we first need to review ADMM algorithm.
3.2 Alternating Direction Method of Multipliers

Alternating Direction Method of Multipliers (ADMM) [29–31] is one of the most commonly used approaches for solving the problems of the form

\[
\min_{\beta, Z} f(\beta) + g(Z)
\]

s.t. \( X\beta + MZ = N, \)

with variables \( \beta \in \mathbb{R}^{d \times K}, Z \in \mathbb{R}^{n \times K} \) and given \( X \in \mathbb{R}^{l \times d}, M \in \mathbb{R}^{l \times n}, N \in \mathbb{R}^{l \times K} \) and \( f(.) : \mathbb{R}^{d \times K} \to \mathbb{R}, g(.) : \mathbb{R}^{n \times K} \to \mathbb{R}. \)

This method first defines augmented Lagrangian as

\[
\mathcal{L}(\beta, z, \lambda) = f(\beta) + g(Z) + \langle \lambda, X\beta + MZ - N \rangle + \frac{\rho}{2} ||X\beta + MZ - N||_F^2,
\]

where \( \langle \cdot, \cdot \rangle \) is the Euclidean inner product and \( \rho > 0 \) is a given constant. Then, it updates the variables iteratively in the format summarized in Algorithm 2.

**Algorithm 2** General ADMM algorithm

1: **Input**: Initial values: \( \beta^0, Z^0, \lambda^0 \), Dual update step: \( \rho \), Number of iterations: \( N_{\text{itr}} \)
2: **for** \( t = 0 : N_{\text{itr}} - 1 \) **do**
3: \( Z^{t+1} = \arg\min_Z \mathcal{L}(\beta^t, Z, \lambda^t) \)
4: \( \beta^{t+1} = \arg\min_\beta \mathcal{L}(\beta, Z^{t+1}, \lambda^t) \)
5: \( \lambda^{t+1} = \lambda^t + \rho(X\beta^{t+1} + MZ^{t+1} - N) \)
6: **end for**
7: return \( \beta^{N_{\text{itr}}}, Z^{N_{\text{itr}}} \)

This algorithm has been used in the literature before in both convex and non-convex scenarios [29,30].

3.3 ADMM Algorithm for Maximum Likelihood Estimation of MLR parameters

Defining \( z_{k,i} = \langle x_i, \beta_k \rangle \), let us reformulate (2) as

\[
\min_{\beta} - \sum_{i=1}^{N} \log \left( \sum_{k=1}^{K} p_k f_c(y_i - z_{k,i}) \right)
\]

s.t. \( z_{k,i} = \langle x_i, \beta_k \rangle, \forall i, k. \)

Now, let’s define \( X = [x_1; \cdots; x_N]^T, z_k = [z_{k,1}; \cdots; z_{k,N}]^T, \lambda_k = [\lambda_{k,1}; \cdots; \lambda_{k,N}]^T, Z = [z_1; \cdots; z_k] \) and \( \lambda = [\lambda_1; \cdots; \lambda_K] \). The problem in (8) is in the format of (7) by assuming \( f(\beta) \equiv 0, M = -I, N = 0. \) As a result, the augmented Lagrangian function will be in the form of

\[
\mathcal{L}(\beta, Z, \lambda) = -\sum_{i=1}^{N} \log \left( \sum_{k=1}^{K} p_k f_c(y_i - z_{k,i}) \right) + \langle \lambda, X\beta - Z \rangle + \frac{\rho}{2} ||X\beta - Z||_F^2.
\]

By using ADMM algorithm summarized in 2, we get the following iterative approach,

\[
Z^{t+1} = \arg\min_Z \mathcal{L}(\beta^t, Z, \lambda^t)
\]
\[
\beta^{t+1} = \arg\min_\beta \mathcal{L}(\beta, Z^{t+1}, \lambda^t)
\]
\[
\lambda^{t+1} = \lambda^t + \rho(X\beta^{t+1} - Z^{t+1}).
\]
The steps in (9) are simplified in what follows.

### 3.3.1 Updating variable $Z$

The update rule of $Z$ in (9) can be written as

$$Z^{t+1} = \arg \min_{Z} \mathcal{L}(\beta^t, Z, \lambda^t)$$

$$= \arg \min_{Z} - \sum_{i=1}^{N} \sum_{k=1}^{K} w_{k,i}^{t+1} \log f_\epsilon(y_i - z_{k,i}) + C$$

where $w_{k,i}^{t+1} = f_\epsilon(y_i - (x_i, \beta_k^t)) / \sum_{j=1}^{K} f_\epsilon(y_i - (x_i, \beta_j^t)), \forall k, i$, and $C = \sum_{i=1}^{N} \sum_{k=1}^{K} w_{k,i}^{t+1} \log f_\epsilon(y_i - z_{k,i}^t) - \log \left( \sum_{k=1}^{K} p_k f_\epsilon(y_i - z_{k,i}^t) \right)$ is a constant. Here, the upper-bound has been derived using Jensen’s inequality and concavity of logarithm function. Unlike the original function, the $\hat{\mathcal{L}}(\beta^t, Z, \lambda^t)$ is separable in $z_{i,k}$, $\forall i, k$, that is $\hat{\mathcal{L}}(\beta^t, Z, \lambda^t) = \text{Constant} + \sum_{i=1}^{N} \sum_{k=1}^{K} \hat{\ell}(z_{k,i})$ where

$$\hat{\ell}(z_{k,i}) = w_{k,i} \log f_\epsilon(y_i - (x_i, \beta_k^t)) - \lambda_{k,i} z_{k,i} + \frac{\rho}{2}(x_i^T \beta_k^t - z_{k,i})^2.$$

Here we do not explicitly show the dependence of $\hat{\ell}$ on $\beta$ and $Z$ for simplicity of presentation. In the following, we will analyze this optimization problem in both Gaussian and Laplacian cases.

### Gaussian Case

When the additive noise has Gaussian distribution, the proposed upper-bound in (10) can be easily optimized by,

$$\frac{\partial \hat{\ell}(z_{k,i})}{\partial z_{k,i}} = 0 \rightarrow z_{k,i}^{t+1} = \frac{w_{k,i}^{t+1} + \sigma^2 \rho x_i^T \beta_k^t - \sigma^2 \lambda_{k,i}^{t+1}}{w_{k,i}^{t+1} + \sigma^2 \rho}.$$

### Laplacian Case

In the Laplacian noise case, we have

$$\hat{\ell}(z_{k,i}) = \frac{w_{k,i} |y_i - z_{k,i}| \beta_k^t}{b} - \lambda_{k,i} z_{k,i} + \frac{\rho}{2}(x_i^T \beta_k^t - z_{k,i})^2$$

$$= \begin{cases} 
\frac{w_{k,i}^{t+1} (y_i - z_{k,i})}{b} - \lambda_{k,i} z_{k,i} + \frac{\rho}{2}(x_i^T \beta_k^t - z_{k,i})^2 & z_{k,i} < y_i \\
\frac{-w_{k,i}^{t+1} (y_i - z_{k,i})}{b} - \lambda_{k,i} z_{k,i} + \frac{\rho}{2}(x_i^T \beta_k^t - z_{k,i})^2 & z_{k,i} > y_i 
\end{cases}.$$
The optimal solution in the first and second intervals are clearly among the three points \( \{ y_i, \tilde{z}_{k,i}, \tilde{z}_{k,i} \} \) where \( \tilde{z}_{k,i} = x_T^T \beta_k^* + \frac{(\lambda_{k,i} + b + w_{k,i})}{b \rho} \), and \( \tilde{z}_{k,i} = x_T^T \beta_k^* - \frac{(-\lambda_{k,i} + b + w_{k,i})}{b \rho} \). As a result, \( z_{k,i} \) is updated using,

\[
\hat{z}_{k,i}^{t+1} = \arg \min_{z_{k,i}} \hat{e}(z_{k,i}).
\]  

Notice that the minimization problem in (11) is only over three points and can be solved efficiently.

### 3.3.2 Updating variable \( \beta \)

In both Laplacian and Gaussian case, the update of \( \beta \) can be done through

\[
\nabla_{\beta} \mathcal{L}(\beta^{t+1}, Z^{t+1}, \lambda^t) = 0 \rightarrow \nabla_{\beta} X^T \lambda^t + \rho X^T \beta^{t+1} - X^T Z^{t+1} = 0 \rightarrow \\
\beta^{t+1} = (X^T X)^{-1} (X^T (Z^{t+1} - \rho^{-1} \lambda^t)).
\]

**Algorithm 3** Proposed ADMM-based Algorithm

1: **Input:** \( \lambda^0 \) : Initial value for \( \lambda \), \( \beta^0 \) : Initial value for \( \beta \), \( \rho \) : a positive constant
2: for \( t = 0 \rightarrow N_{\text{itr}} - 1 \) do
3: \[ w_{k,i}^{t+1} = \frac{f_i(y_i - (x_k \beta_i^0))}{\sum_{j=1}^K f_j(y_j - (x_k \beta_j^0))}, \quad \forall k, i \]
4: Gaussian Case: \( z_{k,i}^{t+1} = \frac{y_i w_{k,i} + \sigma \rho x^T \beta_{k}^* + \sigma^2 \lambda_{k,i}^t}{w_{k,i} + \sigma^2 \rho}, \quad \forall k, i \)
5: Laplacian Case: \( z_{k,i}^{t+1} \) is updated using (11), \( \forall k, i \)
6: \( \beta^{t+1} = (X^T X)^{-1} (X^T (Z^{t+1} - \rho^{-1} \lambda^t)) \)
7: \( \lambda^{t+1} = \lambda^t + \rho (X \beta^{t+1} - Z^{t+1}) \)
8: end for
9: return \( \beta^{N_{\text{itr}}} \)

The steps of our proposed algorithm is summarized in Algorithm 3. As seen in the algorithm, the proposed method, unlike EM algorithm, has a closed-form solution in each of its sub-problems and can be solved efficiently.

### 4 Numerical Experiments

In this section, we evaluate the performance of the proposed method in estimating the regressor components in the MLR problem under different noise structures. In this experiment, we consider \( K \in \{2, \ldots, 14\} \) components and \( d \in \{1, \ldots, 5\} \) dimension for MLR. For each pair \((K,d)\), we first generate the \( K \) regressors which result in \( N = 20000 \) samples, i.e., \( \beta_k^* \sim N(0, I_d) \) and \( \lambda_i \sim N(0, I_d), \forall i \in \{1, \ldots, N\}, k \in \{1, \ldots, K\} \). Then, we generate the response vector by \( y_i = z_i (\beta_k^*, x_i) + \epsilon_i \), where \( z = (z_1, \ldots, z_k) \) takes values in \( \{\epsilon_1, \ldots, \epsilon_k\} \) uniformly (where \( \epsilon_j \) is the \( j \)-th unit vector) and \( \epsilon_i \) is the additive noise. We use both the proposed Algorithm 3 and the EM algorithm for estimating the correct coefficients starting from the same initial points and the number of iterations, \( N_{\text{itr}} = 1000 \). The above experiment is repeated for 30 times for each pair \((K,d)\). Additionally, the whole procedure is repeated separately for both Gaussian and Laplacian additive noise with \( \sigma = 1 \). To compute the error of the estimation, after both algorithms are terminated, we find the assignment between the ground-truth parameters, \( \{\beta_k^*\}_{k=1}^K \), and the estimated parameters, \( \{\hat{\beta}_k\}_{k=1}^K \), that has the minimum distance and report that distance as recovery error. Fig. 1 shows the (partial) result of the
Figure 1: Average Recovery error for (a) Gaussian and (b) Laplacian cases. Blue numbers represent the performance of the proposed method and numbers in parentheses is the standard deviation.

(a) Recovery error (Gaussian)

|   | 10  | 11  | 12  | 13  | 14  |
|---|-----|-----|-----|-----|-----|
| 4 | 0.9518 (0.5448) | 1.3763 (0.9085) | 1.5952 (0.6920) | 2.2094 (0.9169) | 2.4246 (1.1897) |
|   | 0.6739 (0.1785) | 1.0216 (0.4058) | 1.1364 (0.2822) | 1.5499 (0.4768) | 1.6642 (0.4803) |
| 5 | 0.9910 (0.4135) | 1.0996 (0.6188) | 1.1578 (0.5103) | 1.8181 (1.0303) | 2.4535 (1.0210) |
|   | 0.6738 (0.1851) | 0.8209 (0.2051) | 0.9544 (0.1913) | 1.1834 (0.3395) | 1.7629 (0.6411) |

(b) Recovery error (Laplacian)

|   | 10  | 11  | 12  | 13  | 14  |
|---|-----|-----|-----|-----|-----|
| 4 | 0.5310 (0.3309) | 0.6571 (0.2491) | 0.8629 (0.4598) | 1.0510 (0.4498) | 1.4973 (0.7353) |
|   | 0.5776 (0.4881) | 0.7842 (0.6446) | 0.8682 (0.6853) | 1.5883 (0.9721) | 2.3112 (1.2036) |
| 5 | 0.4877 (0.3156) | 0.7780 (0.4047) | 0.7848 (0.6763) | 1.1040 (0.0975) | 1.2381 (0.4608) |
|   | 0.4697 (0.6284) | 1.0536 (1.1853) | 0.7970 (0.6902) | 1.5080 (0.8923) | 2.0195 (1.2900) |

Figure 1: Average Recovery error for (a) Gaussian and (b) Laplacian cases. Blue numbers represent the performance of the proposed method and numbers in parentheses is the standard deviation.

experiment (full result is available in Supplemental Material 5). This figure consists of two tables. Numbers in the tables are the average of the recovery error and numbers in parentheses are the standard deviation of 30 runs for each pair \((K,d)\). In these tables, blue numbers represent the performance of the proposed method and numbers below show the performance of the EM method for the same pair \((K,d)\). For the Laplacian case, running a simple paired t-test with \(\alpha = 0.05\) on our results reveals that the hypothesis that “EM outperforms our method” would be rejected. On the other hand, the hypothesis that “our method outperforms EM” is not rejected by our paired t-test.

To compare the computational cost of each method, we calculate the difference in computation time for each of the 30 repetitions in each pair \((K,d)\) by (computation time for EM algorithm - computation time for Algorithm 3) for each instance of the experiment, resulting in the total of 1950 = 30 \times 13 \times 5 data points. Histograms in Fig. 2 show the statistics of calculated differences. As seen from the figure, EM method is very slow when the noise follows Laplacian distribution. In this case, the difference in computation time ranges from 1.6 minutes to 10 minutes depending on the size of the problem. This is mainly due to the fact that EM results in sub-problems that are computationally expensive to solve while the proposed algorithm enjoys closed-form solution in each of its steps for any noise scenario.
Figure 2: Difference of the computation time for the 1950 experimental data points generated by (computation time of EM algorithm - computation time of Algorithm 3) for (a) Gaussian and (b) Laplacian cases. EM is very slow in Laplacian case.
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## 5 supplemental material

The following tables contain the data of the complete experiment for Section 4.

### (a) Recovery error (Gaussian)

|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 0.0342 (0.0332) | 0.1177 (0.1554) | 1.7965 (5.4502) | 0.6289 (1.6047) | 1.0839 (1.3100) | 1.9921 (1.6849) | 2.1494 (1.8325) | 2.6839 (2.5610) | 2.1359 (1.5198) | 3.1877 (2.0397) | 3.7404 (2.4508) | 3.4467 (2.1478) |
| 2 | 0.0110 (0.0043) | 0.3752 (0.2622) | 2.1627 (5.9498) | 0.5343 (1.6031) | 0.6869 (1.5813) | 1.6931 (1.9531) | 1.7696 (1.4906) | 1.7467 (2.5379) | 1.6450 (1.0151) | 2.3946 (1.9386) | 2.7452 (1.6479) | 3.0831 (1.1782) |
| 3 | 0.2226 (0.5259) | 0.1807 (0.1268) | 0.4538 (0.4959) | 0.1805 (0.1057) | 1.0651 (0.5528) | 1.3052 (0.1296) | 2.0460 (0.8969) | 2.3107 (1.3074) | 2.8442 (1.1841) | 3.9598 (1.9412) | 3.7863 (1.5490) | 4.5465 (1.0209) |
| 4 | 0.0400 (0.0395) | 0.1051 (0.2794) | 0.1759 (0.1085) | 0.3799 (0.2503) | 0.5662 (0.3062) | 0.6884 (0.4393) | 0.9520 (0.4684) | 1.3607 (0.3812) | 1.7463 (0.7194) | 2.2864 (1.1217) | 2.5136 (1.6012) | 2.5452 (1.6579) |
| 5 | 0.0401 (0.0354) | 0.0687 (0.0703) | 0.1345 (0.1269) | 0.2594 (0.4041) | 0.4225 (0.3555) | 0.6281 (0.4926) | 0.9215 (0.6057) | 1.3047 (0.5097) | 1.3532 (0.9317) | 1.8134 (1.0557) | 2.5129 (1.0494) | 2.6947 (1.2814) |

### (b) Recovery error (Laplacian)

|  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 0.0350 (0.0397) | 0.0838 (0.0863) | 0.1226 (0.0713) | 0.2312 (0.0843) | 0.2953 (0.1402) | 0.5277 (0.4093) | 0.7414 (0.3282) | 0.8320 (0.3977) | 1.0348 (0.1455) | 1.7278 (0.8852) | 1.9938 (0.6428) | 2.4465 (1.1058) |
| 2 | 0.0278 (0.0151) | 0.0678 (0.0457) | 0.0880 (0.0147) | 0.1830 (0.0701) | 0.3610 (0.1124) | 0.6437 (0.1343) | 0.9218 (0.1313) | 1.9538 (0.1544) | 0.5498 (0.1985) | 0.9209 (0.1369) | 2.1594 (1.1807) | 2.4286 (1.1807) |
| 3 | 0.0280 (0.0140) | 0.0677 (0.0322) | 0.0883 (0.0302) | 0.1843 (0.0792) | 0.3577 (0.1107) | 0.5764 (0.2529) | 0.6873 (0.1705) | 0.6739 (0.4056) | 1.0216 (0.2822) | 1.1364 (0.4768) | 1.5499 (0.4683) | 1.6642 (1.0030) |
| 4 | 0.0217 (0.0100) | 0.0558 (0.0602) | 0.1025 (0.0316) | 0.1871 (0.0556) | 0.2226 (0.0606) | 0.3772 (0.0803) | 0.4904 (0.0778) | 0.5436 (0.1380) | 0.6170 (0.4480) | 0.9570 (0.3053) | 1.0596 (0.1030) | 1.3181 (0.1025) |
| 5 | 0.0280 (0.0103) | 0.0547 (0.0193) | 0.1049 (0.0392) | 0.1583 (0.0383) | 0.2134 (0.0473) | 0.2984 (0.0944) | 0.4623 (0.1571) | 0.4978 (0.1094) | 0.6758 (0.1851) | 0.8209 (0.2051) | 0.9193 (0.1913) | 1.1834 (0.6411) |

Figure 3: Performance evaluation of the proposed Algorithm 3 compared to the benchmark EM method.