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Abstract This paper investigates how letting people predict others’ choices under risk affects subsequent own choices. We find an improvement of strong rationality (risk neutrality) for losses in own choices, but no such improvement for gains. There is no improvement of weak rationality (avoiding preference reversals). Overall, risk aversion in own choices increases. Conversely, for the effects of own choices on predicting for others, the risk aversion predicted in others’ choices is reduced if preceded by own choices, for both gains and losses. Remarkably, we find a new probability matching paradox at the group level. Relative to preceding studies on the effects of predicting others’ choices, we added real incentives, pure framing effects, and simplicity of stimuli. Our stimuli were maximally targeted towards our research questions.
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1 Introduction

This paper investigates how making predictions of others’ choices prior to choosing for oneself affects one’s own subsequent choices. We similarly investigate how making...
one’s own choices prior to predicting for others affects these predictions. Our study is motivated by construal level theory and the findings of Faro and Rottenstreich (2006). Construal level theory entails that objects at a larger psychological distance are construed in a more abstract way, which may foster rationality (Liberman et al. 2007). Because predicting what others would do puts us at a larger psychological distance from our own decision, we will then make a more rational decision. Consistent with this theory, Faro and Rottenstreich (2006, experiment 3) found that predicting others’ choices will move one’s own subsequent choices towards risk neutrality. Under the strong rationality requirement that risk neutrality is normative for the moderate amounts considered, the latter effects are desirable. There has recently been a renewed interest in procedures for debiasing and improving decisions. Thus, Faro and Rottenstreich (2006) conclude: “Our work suggests one such simple procedure: when choosing for yourself, start by making predictions of what others would do.”

Our paper follows up on the suggestions made by Faro and Rottenstreich, adding the following contributions. First, we use real incentives throughout. Second, we add a clearer test of rationality, namely a reduction of preference reversals (weak rationality). In particular, our losses will concern the same final outcomes as our gains, and will only be different in terms of framing, as with the original Asian disease problem. Thus, we test pure reference dependence while ruling out income effects. Following other studies (Tversky and Kahneman 1981, p. 456, 2nd column), we use the term preference reversal to refer to such pure reference dependence.

To focus on the effect of prediction on weak and strong rationality of subsequent choices, we keep our design as simple as possible in other respects. Thus, following Hsee and Weber (1997 p. 46), we only ask simple choice questions. We use the exact choice stimuli of Vieider (2011). These stimuli test framing and reference dependence in their purest form, and use simple probabilities and moderate outcomes suited for salient real incentives. We find risk aversion for gains, risk seeking for losses, and preference reversals, as is commonly found in the literature. Regarding the effects of prediction on choice, predicting for others increases risk aversion in choices, reaching significance for losses. There it increases strong rationality by reducing risk seeking. We do not find any effect on weak rationality, and preference reversals in choice are unaffected by prior prediction. Regarding the effects of prior choice on prediction, prior choice increases predicted risk seeking.

2 Predicting others’ choices

Under construal level theory, increases in psychological distance induce a stronger focus on central, goal-related aspects of the object and a weaker focus on peripheral,
goal-irrelevant aspects (Trope and Liberman 2010). Construal level theory suggests that an increase in psychological distance can increase rationality to the extent that abstract thinking fosters rationality (Liberman et al. 2007). Psychological distance can refer to remoteness in space, time, or probability. It can also refer to social distance in the sense of experiences of others rather than ourselves. If first predicting what others would do puts us at a larger psychological distance from a decision we are about to make, then we will make a more rational decision if this distance fosters rationality. Yet, other psychological theories exist that suggest otherwise, as we will see next. Therefore, testing the effect of predictions on choices contributes to an assessment of the validity of these theories.

How people predict what others will choose has been extensively studied, using models that include anchoring and adjustment, false consensus, mind-reading, similarity-contingency, social projection, and stereotyping (Ames 2004; Ball et al. 2010; Goldman 2006; Van Boven et al. 2005; Viscusi et al. 2011). How predictions of others’ choices are related to one’s own choices has also been widely studied (see Faro and Rottenstreich 2006; Hsee and Weber 1997, and their references). Our main interest concerns the effect of prior predictions on posterior choice. We also investigate the reverse effect, of prior choice on posterior prediction. We will, therefore, not seek to review all literature that studies how predictions are made and how they relate to a decision maker’s (DM) own choices. Instead, we will focus on those theories that are relevant when studying the effect of (explicit) prior predictions on posterior choices and the effect of prior choices on posterior predictions.

2.1 False consensus and false uniqueness

The false consensus effect states that people think that their own preferences are relatively common (Ross et al. 1977; Dawes 1989). This effect thereby suggests that the predictions of others’ choices suffer from an egocentric bias: they will be (too) similar to a DM’s own choices. Hence, the false consensus effect suggests that there is no strong discrepancy between own choices and predictions of others’ choices and thereby suggests that (1) first making predictions about others’ choices will not affect own choices and (2) own choices will not affect subsequent predictions about others’ choices. Alternatively, the false uniqueness effect states that people think that their own preferences are relatively uncommon (Bosveld et al. 1995). Yet, it does not say whether people think they are more or less risk averse than others. It therefore has no further implications for the effect of making predictions for others on one’s own subsequent choices in a risky context.

2.2 Stereotype hypothesis

According to the stereotype hypothesis, people base their predictions of what others will choose on their stereotype about the group the others belong to (Hsee and Weber 1997). This hypothesis implies that the comparison of choices and predictions depends on what the relevant group is. It therefore does not imply that choices will always become more rational after predictions have been made. In the experiments of Hsee and Weber (1997), the stereotype hypothesis was rejected.
2.3 Risk-as-value

Risk-as-value assumes that people find risk seeking to be an admirable characteristic and they also believe that they possess more of it than others do. 3 Risk-as-value accordingly implies that a DM’s own choices are more risk seeking than predictions. As emphasized by McCauley et al. (1971), risk-as-value has no direct predictions about the effect of prior prediction on posterior choice or vice versa, and we have to specify additional assumptions (Smith 2002).

When answering a question about a choice, if people anchor on a prior question about the same choice, then posterior choices will move closer to prior predictions, and posterior predictions will similarly move closer to prior choices. Risk-as-value combined with anchoring therefore implies that, for both gains and losses, choices will become more risk averse when preceded by predictions of others’ choices and predictions will become more risk seeking when preceded by own choices. No implications result concerning preference reversals. Conformity, whereby people want to behave as others do, leads to the same implications as anchoring.

Instead of anchoring on the first question, people may also adjust their answer on the second question—whether prediction or choice—to their answer on the first one so as to confirm that they are more risk seeking than others (Ariely et al. 2003). People then want to conform with the risk-as-value hypothesis, resulting in divergence rather than convergence between first and second answers. After making a prediction of other people’s choices, DMs will be extra risk seeking in their own choice, and after making their own choices, they will make extra risk averse predictions. Risk-as-value combined with the aforementioned adjustment gives no systematic implications for preference reversals.

2.4 Risk-as-feelings

The risk-as-feelings hypothesis states that risk attitudes are partly driven by emotional reactions to risk (Hsee and Weber 1997; Slovic 2010; Faro and Rottenstreich 2006; Loewenstein et al. 2001). Predicting risky choices for another person requires empathizing with that person. Due to an empathy gap (Loewenstein 1996; Van Boven et al. 2000), the prediction of the other’s emotions and of the impact of those emotions on choices are not accurate. People underestimate the emotional response of others to risk and therefore underestimate the emotional impact of this response on others’ choices. Thus, risk-as-feelings combined with the empathy gap suggests that predictions of others’ choices will be more risk neutral than own choices, as was indeed found by Hsee and Weber (1997). Like risk-as-value theory, risk-as-feelings alone has no direct implications regarding the effect of prior prediction on posterior choice or vice versa.

Combined with anchoring, risk-as-feelings says that choices will get closer to risk neutrality when preceded by predictions of others’ choices. Because people are risk averse for gains and risk seeking for losses, fewer risk averse choices for gains and more

3 See Camerer and Hogarth (1999 p. 31), Clark et al. (1971), Levinger and Schneider (1969), McCauley et al. (1971), Wallach and Wing (1968), Willems (1969). Stone and Allgaier (2008) report an opposite finding though.
risk averse choices for losses will result when choices are preceded by predictions. Hence, risk-as-feelings implies fewer preference reversals when choices are preceded by predictions. Similarly, the risk-as-feelings hypothesis implies that a DM’s predictions for others will be more risk averse for gains and more risk seeking for losses when the DM chooses for herself first. Thus, risk-as-feelings combined with anchoring suggests that choices will become more rational if preceded by predictions of others’ choices. Thereby, risk-as-feelings combined with anchoring is consistent with the suggestion by construal level theory that increased psychological distance, resulting from predictions, will enhance rationality of own choices. False-consensus and risk-as-value, however, suggest differently.

3 Experiment

We analyze a monetary version of the Asian disease problem. The instructions for subjects are in the Electronic Supplemental Material.

3.1 Subjects

One hundred fifteen subjects from Erasmus University Rotterdam were recruited. The average age was 21.2 years and 60% were male. The subjects were divided into nine experimental sessions with between 10 and 19 subjects.

3.2 Stimuli

To ensure anonymity and avoid communication during the experiment, subjects were seated in sight-shielded cubicles. The experiment was conducted using paper and pencil. The experimental questions are in Figs. 1 and 2. There always is a choice between €25 for sure, or a 25% chance at gaining €40 and a 75% chance at gaining €20, in terms of final outcomes. However, the options are framed differently in the figures, with Figs. 1a/2a using a gain framing and Figs. 1b/2b using a loss framing. Fig. 1 asks for a direct choice, and Fig. 2 asks for a DM to predict the choice of another subject, randomly and anonymously selected from the other subjects in the experiment.

Preference reversals are a sign of irrationality when observed within an individual (Cherry et al. 2003; Bardsley et al. 2010 §3.4; Attema and Brouwer 2013; Luchini and Watson 2013). For a survey, see Seidl (2002). Moreover, we are interested in the effects of predictions on choices and vice versa within individuals. Therefore, all subjects answered all four questions. Subjects were randomly assigned to two different treatments.

3.3 Treatments

In the choice-prediction (CP) treatment, subjects first made choices (Fig. 1) and then predictions (Fig. 2). In the prediction-choice (PC) treatment it was the other way around. Subjects always first answered the gain question and then the loss question. Because our main interest is in the effect of choice on prediction and vice versa, we
chose not to randomize the order of gain and loss questions. Etchart-Vincent and l’Haridon (2011) and Vieider et al. (2014) tested order effects for gains and losses and found none. Hence, the latter reference recommended presenting gain lotteries first: gain lotteries are easier to understand than loss lotteries, helping subjects to further familiarize themselves with the design. Because our conclusions are based on comparisons within gains and within losses, order effects, even if they were to occur, would not affect our conclusions.

---

**Fig. 1 a** The choice-gain question. **b** The choice-loss question

---

chose not to randomize the order of gain and loss questions. Etchart-Vincent and l’Haridon (2011) and Vieider et al. (2014) tested order effects for gains and losses and found none. Hence, the latter reference recommended presenting gain lotteries first: gain lotteries are easier to understand than loss lotteries, helping subjects to further familiarize themselves with the design. Because our conclusions are based on comparisons within gains and within losses, order effects, even if they were to occur, would not affect our conclusions.

---

**Fig. 2 a** The prediction-gain question. **b** The prediction-loss question
The prediction questions in Fig. 2 were preceded by the following explanation:

“If one of these questions is later randomly selected to be played out for real money, the experimenter will randomly select another participant from the experiment. If you correctly predict the choice of the participant, you will receive €15, otherwise you will receive nothing.”

### 3.4 Incentives

This experiment was followed by another, unrelated, second experiment. Every subject received a €5 flat fee for participating. In each session, one of the subjects was randomly selected to play one of the questions (out of one of the two experiments) for real. The question was also randomly selected. Decision makers’ own choices were implemented as they are. In case a prediction question was selected, a correct prediction was awarded €15. The subject who was selected to play for real was paid in private, when all other subjects had left the room. For a prediction question, the subject would not know whose choice he had to predict. Thus, subjects were informed at the beginning of the experiment that their choices would be anonymous in the sense that other subjects would not observe them.

### 3.5 Discussion of stimuli

The stimuli in Fig. 1 were taken from Vieider (2011), using the exact same wordings. These stimuli were especially designed for tractable incentive-compatible pure tests of preference reversals, using moderate payoffs and probabilities. There are several reasons for choosing this task. First, it is easy. Second, it can be used to analyze both preference reversals and risk attitudes. Third, it has been widely studied and is well known in the literature. De Martino et al. (2006) used similar stimuli.

In Fig. 2, we let the “other” refer to an anonymously chosen single individual from the other subjects in the same session. McCauley et al. (1971) let the other refer to the average subject of a group, but subjects may easily confound the average subject with the average payment, which is why we preferred to avoid this framing. We chose a formulation (Fig. 2) that would make a DM’s predictions sufficiently different from their own choices such that prior predictions have a reasonable chance to increase rationality in subsequent choices. Faro and Rottenstreich (2006) and Hsee and Weber (1997) studied several framings of others in detail, and found that an empathy gap that generates self-other differences would disappear if the other were too familiar to the subject. Therefore, we did not let the other be a family member or friend.

### 4 Hypotheses

One test concerns whether preferences are moved in the direction of expected value maximization (strong rationality) by first letting DMs predict what others would choose. We cannot investigate risk neutrality at the individual level, because subjects can only answer in a risk seeking or risk averse manner, and not in a neutral
We assume that risk neutrality of subjects implies a 50–50 chance of choosing risk averse or risk seeking. Accordingly, a significant move of the group percentage towards 50% is taken as an increase of risk neutrality of the individuals.

As for the second test we note that choice questions like those in Fig. 1 are monetary versions of the Asian disease problem, and have been extensively studied (Kühberger 1998; Okder 2012; Kühberger and Gradl 2013). The common finding is a preference reversal in the form of risk aversion for gains in Fig. 1a and risk seeking for losses in Fig. 1b, as implied by prospect theory (Tversky and Kahneman 1992; Dimmock et al. 2015; Vieider et al. 2015) and underlying the disposition effect (Barberis 2013, p. 183). Such a preference reversal is clearly irrational as the gain and loss questions differ only in terms of framing. We examine whether we can reduce the number of observed preference reversals by first letting people predict what others would choose. Because we did not directly ask for predictions of preference reversals, and obviously did not reward correct predictions of those, we will not consider preference reversals in predictions. Preference reversals will always concern choices. Strong rationality will overlap with weak rationality in the sense that it will reduce the aforementioned preference reversals.

## 5 Results

Table 1 shows the percentages of safe choices and safe-choice predictions for every treatment and task. Table 2 shows percentages of preference reversals. Eyeballing the data suggests that we have moderate risk aversion for gains, strong risk seeking for losses, and preference reversals. These results are in agreement with common findings. In particular, for gain probabilities 0.25 choices are usually close to risk neutral (Tversky and Kahneman 1992). Further, we have anchoring, with second answers close to first answers: choices close to predictions in PC and predictions close to choices in CP. Risk aversion is always higher in PC than in CP, and preference reversals are not affected by treatment. These observations are confirmed by the following statistical analyses. All tests are two-sided unless indicated differently.

### Table 1

|                         | Selection of safe choices | P-Value (2-Sided) |
|-------------------------|---------------------------|------------------|
|                         | CP (n = 58)               | PC (n = 57)      |
| Choice-Gain             | 59%                       | 67%              | 0.37             |
| Choice-Loss             | 17%                       | 33%              | 0.05             |
| Prediction-Gain         | 52%                       | 72%              | 0.03             |
| Prediction-Loss         | 16%                       | 28%              | 0.10             |

### Table 2

|                   | CP (n = 58) | PC (n = 57) |
|-------------------|-------------|-------------|
| Choice            | 47%, 5%     | 42%, 9%     |
5.1 Logit regression

Table 3 shows the results of a logit regression with answer (=1 if safe) as the dependent variable, and dummy variables loss, prediction, and PC as independent variables, clustered on subjects. The standard errors were specified such that within, but not across, clusters the usual requirement of independence of observations was relaxed. The results confirm the sign (gain-loss) and treatment (PC vs. CP and vice versa) effects in Table 1. They also confirm the similarity between choices and predictions consistent with anchoring. Interaction effects between the independent variables are insignificant and are therefore omitted from the regression. All results will be confirmed by the non-parametric analyses given next.

5.2 Risk attitudes and preference reversals

For both treatments together the risk aversion for gains and risk seeking for losses, both for choices and predictions, are significant at level $p < 0.01$ (one-sided binomial tests; Table 4, “All”). We consider two types of preference reversals. *Common preference reversals* concern a safe choice for gains and a risky choice for losses, which is the common finding. *Uncommon preference reversals* concern the opposite choices. At least 50% of the subjects exhibit preference reversals, mostly in the common direction.

5.3 Comparison of choices and predictions

Within treatment PC, the 67% of risk averse choices for gains is not significantly different from the 72% predicted risk averse choices.\(^4\) We similarly find no differences between the other predictions and choices within treatments. Both for PC and CP, the correlations between predictions and choices always exceed 0.3 and are significant at level $p < 0.01$, except for $p = 0.02$ for losses in CP.

5.4 Treatment effects

All observations under PC reveal more risk aversion than under CP, twice significant at $p < 0.05$ (one-sided) and once marginally significant (Table 1). The total number of preference reversals does not differ significantly between treatments. Common

\(^4\) It may be argued that the predictions in PC should be compared with the choices in CP (which are a priori choices not following after a prediction task; see Cubitt et al. 1998, p. 116). Here these differences are not significant either. The mentioned comparison does not confirm the claim of risk-as-value of more risk aversion in predictions in PC.
preference reversals are reduced somewhat when going from CP to PC, but uncommon preference reversals are increased.

6 Discussion

Our results on risk attitudes and preference reversals agree with common findings in the literature. Further, making predictions of what others will do before choosing for oneself does not improve weak rationality (avoiding preference reversals), and neither does it improve strong rationality (risk neutrality) for choices in gains. It does improve strong rationality for choices in losses. Huber et al. (2008) suggest that the effects will be strongest if implemented just before making the choices. Our findings support risk-as-value combined with anchoring: overall, choices become more risk averse after first making predictions.

McCauley et al. (1971) compared the risk aversion in choices that subjects make for themselves with the predicted risk attitudes of others as we did, with a CP treatment and a PC treatment. Unlike us, they did not consider losses and did not employ real incentives. Moreover, we preferred to avoid the average-other/average-payoff effects in their design. Like us, McCauley et al. (1971) found support for risk-as-value.

Hsee and Weber (1997) introduced risk-as-feelings. They found the opposite of McCauley et al. (1971), i.e., less risk aversion in predictions, supporting risk-as-feelings with an empathy gap. They found that the empathy gap becomes smaller as other people for whom you are predicting get closer. These findings were confirmed by Faro and Rottenstreich (2006). The latter paper added a refinement. They noted that less risk aversion for predictions than for choices in Hsee and Weber (1997) always coincided with more risk neutrality. Faro and Rottenstreich found that the latter effect was the general one, leading to more risk aversion for predictions than for choices whenever choices are risk seeking. Their finding was confirmed by Daruvala (2007).

Our experiment was designed to be maximally simple and hence we only measured binary choices and predictions (risk averse or risk seeking), and not indifferences as in Faro and Rottenstreich (2006 p. 539) or Hsee and Weber (1997). In the terminology of

|                | Choice prediction | Prediction choice | All         |
|----------------|-------------------|-------------------|-------------|
|                | # subjects | p-Value | # subjects | p-Value | # subjects | p-Value |
| Choice-Gain    |           |         |             |         |             |         |
| Safe           | 34 (59%)  | 0.12    | 38 (67%)    | 0.01    | 72 (63%)    | 0.00    |
| Risky          | 24 (41%)  |         | 20 (33%)    |         | 43 (37%)    |         |
| Choice-Loss    |           |         |             |         |             |         |
| Risky          | 48 (83%)  | 0.00    | 38 (67%)    | 0.01    | 86 (75%)    | 0.00    |
| Safe           | 10 (17%)  |         | 20 (33%)    |         | 29 (25%)    |         |
| Prediction-Gain|           |         |             |         |             |         |
| Safe           | 30 (52%)  | 0.45    | 41 (72%)    | 0.00    | 71 (62%)    | 0.01    |
| Risky          | 28 (48%)  |         | 16 (28%)    |         | 44 (38%)    |         |
| Prediction-Loss|           |         |             |         |             |         |
| Risky          | 49 (84%)  | 0.00    | 41 (72%)    | 0.00    | 90 (78%)    | 0.00    |
| Safe           | 9 (16%)   |         | 16 (28%)    |         | 25 (22%)    |         |
Faro and Rottenstreich (2006 p. 539), our questions concern the type of emotions (risk averse or risk seeking), and not the intensity.

At the group level, the percentages of risk aversion were close for choice and prediction in both treatments. At first sight, this result may seem to be reassuring and may suggest a consistency. However, it in fact is a paradox and there is no prior reason to expect such a consistency. If all subjects had been perfect predictors, maximizing expected payoff, then they all would have predicted the majority choices, which are risk aversion for gains and risk seeking for losses. In other words, then we would have had 100% risk aversion predictions for gains and 100% risk seeking predictions for losses. In reality, subjects’ predictions were close to their own choices within each treatment. If we treat the group of subjects in each treatment as one DM, then our finding entails probability matching: individuals not choosing best in all situations, but having their overall choice percentages match real probability distributions (Bitterman 1965; Vulkan 2002). That is, we have found a probability matching paradox at the group level.

7 Conclusion

We investigated how predictions of others’ choices prior to choosing for oneself affects one’s own subsequent choices, following up on promising results from prior research (Faro and Rottenstreich 2006; Hsee and Weber 1997). Those results suggested that first imagining what others would do may increase rationality of choice and thus provide a useful addition to modern nudging techniques. Our experiment used simple and well-known stimuli with real incentives and careful framing, all targeted towards testing the aforementioned hypothesis. We found an improvement of strong rationality (risk neutrality) for losses, but not for gains, and we found no improvement of weak rationality (avoiding framing effects and preference reversals). Choices became more risk averse (thus, more risk neutral) for losses when preceded by predictions of others’ choices, and predictions of others’ choices became more risk seeking (thus, more risk neutral) for gains when preceded by choices.
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