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Abstract: In water distribution networks, the adjustment of the driving curves of pumping systems to the setpoint curves allows for determining the minimum energy cost that can be achieved in terms of pumping. This paper presents the methodology for calculating the optimal setpoint curves in water networks with multiple pumping systems, pressure dependent and independent consumption, with and without storage capacity. In addition, the energy and cost implications of the setpoint curve are analyzed. Three objective functions have been formulated depending on the case study, one of minimum energy and two of costs that depend on whether or not the presence of storage tanks is considered. For the optimization process, two algorithms have been used, Hooke and Jeeves and differential evolution. There are two study networks: TF and Richmond. The results show savings of close to 10% in the case of the Richmond network.
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1. Introduction

The USEPA (United States Environmental Protection Agency) estimates that between 3% and 4% of energy consumption in the United States is due to drinking water and wastewater treatment services, which is equivalent to 56 billion kilowatts and an annual cost of USD 4 trillion. In the case of municipal governments, these services account for between 30% and 40% of the total energy consumed. Regarding the operational costs corresponding to drinking water networks, the cost for energy consumption can reach up to 40%, of which a large part is due to pumping systems [1]. Therefore, the search for and study of analysis and optimization tools that allow for reducing both energy consumption and operating costs of pumping systems continues to be crucial [2–5]. This is the intent of the application of the so-called setpoint curve (SC) or minimum energy curve [6,7], whose study and application continue to be ephemeral, with the goal of giving it a global vision.

In general, the direct operating costs of the pumping systems are determined by three elements: (1) the power supplied by the pumps, (2) the operating time of each of them and (3) the existing electricity rates. Although the electricity rates are fixed and do not depend on the management of the pumping system, their correct application, as well as the optimization of the power and operating time of the pumps, are of great importance for the minimization of operating costs.

Usually, pumping power optimization relies on the determination of three curves: (a) the head curve of the pumping system, (b) the performance curve of the pump and (c) the system curve or resistant curve of the network. The first two represent the functioning of the pumping system, and the last one refers to the network operation. In that sense, the resistant curve is actually a band of curves whose intersection with the curve of the...
pumping system serves to define the operating points of the pumps (in other words, the flow rate and the pumping head supplied). Depending on how the water circulates through the network, the resistance (in other words, losses produced by the elements of the network) varies. Therefore, when the demand or consumption in the network is minimal, the resistant curve that occurs in the network is the one of maximum resistance. In the opposite case, when the demand is maximum, the resistance presented is minimum in order to satisfy the consumption. Thus, a greater pumping head at minimum flow rates is provided from the intersection of the resistance curves with the head curve of the pumping system (e.g., a fixed speed pumping system) than when the flow demanded is the maximum, which goes against the real pressure head requirements of a network. The optimization methods developed so far seek to meet the needs of the network (for example, minimum pressure, storage volumes) and find the optimal operating points (in other words, flow and pumping head) within the operating range that results from the intersection between the curve of the pumping system or driving curve with the resistant curves of minimum and maximum demand [8–17]. However, the use of the resistant curve for the optimization process is in contrast to the fact that the lower the demand flow, the lower the losses in the network and, therefore, the lower the pumping head required. For that reason, this research does not address the use of resistant curves and head curves for pumping optimization. Instead, a single curve that represents the minimum resistance of the network regardless the flow demand is computed. This methodology has been carried out before in scenarios with networks within storage capacity and from a static approach [7,18]. However, this work consisted of an extended period analysis with reservoir tanks added. This completely changes the methodology with respect to previous works.

Briefly, it is possible to reduce the power used by the pumps (in other words, pumping energy), as well as operating costs, as long as it is possible to determine the real power required by the network. Therefore, an important question arises: What is the minimum pumping head that must be provided by each of the pumping stations to satisfy the demand and requirements of the network? To answer this question, the determination of the setpoint curve (SC) is required. The SC is a theoretical curve that allows determining for a given flow the minimum pumping head necessary in the pumping station to maintain the minimum pressure required at the critical node of the network (in other words, representative node of the network with the lowest pressure) assuming that the resistance generated in the valves controlled by consumers is the minimum at all times. It should be considered that depending on the discharge assigned to each pumping station, as many SCs and flow distribution combinations as possible will be obtained to meet the demand of the network, although there is only one optimal SC. It is worth mentioning that within the concept of SC, talking about pumping stations does not imply the use or selection of pumps as they are normally known but rather refers to nodes that inject flow into the network to satisfy demand and that represent pumping stations conceptually. In other words, a hydraulic machine is not represented with its Q-H curve, performance curve and power curve but rather is represented as a point of injection of water into the network. In fact, the specific selection of the required pumping curves is beyond the scope of this study.

In this sense, the problem lies in obtaining the optimal Q-H or SC curves that allow for reducing energy consumption while maintaining the minimum pressure at the critical node and minimizing pumping costs. Therefore, since the Q-H (SC) curve at the beginning of the problem is unknown, it is not possible to assign it a performance curve as such; instead, it becomes a fixed value that estimates the minimum expected yield in the pumping station considered. In this way, this work presents a new approach that is intended to perform the energy and cost optimization of the pumping systems showing the maximum possible savings through the use of SC as a guiding curve for the subsequent selection and programming of pumps.

The following section addresses the methodology for calculating the SC taking into consideration different cases: a single pumping station, several pumping stations, the representation of consumptions as pressure dependent or independent, the existence of
flow limitations in pumping stations, the presence of pumping stations, and finally the consideration or not of reservoir tanks in the network. Subsequently, three types of objective functions to minimize are analyzed based on the SC application: the first from an entirely energy perspective in systems that do not have reservoir tanks, the second in which the calculation of costs will be included, but still without considering the storage capacity, and the third with storage capacity in the network.

The search for the optimal ones will be carried out through the use of two direct search algorithms: Hooke and Jeeves [19] and differential evolution [20], which respond to a non-linear multidimensional problem with constraints. The application of one or the other depends on the type of objective function under analysis. The optimization model has been developed through the Visual Studio 2010 platform and the EPANET Toolkit [21].

Finally, two study networks are presented, the TF network [7] and the Richmond network [22], where it is possible to observe the optimal operating points obtained for the pumping stations of the network based on the proposed methodology and the conclusions regarding the savings that can be achieved.

2. Methods

2.1. Setpoint Curve

The SC is a theoretical exponential increasing curve that for a range of flows shows the height that the pumping station must supply so that the pressure at the critical node of the network (the one with the lowest pressure) remains at the minimum required value to meet demand. Each pumping station has a single setpoint curve, so the operating curve of the pumping system must adapt to this curve to meet the requirements of the network. On the other hand, it should be noted that the setpoint curve is calculated for each pumping station regardless of the number of pumps that may be in them.

In general, SC calculation depends on the number of pumping stations, whether the consumptions are pressure dependent or independent, the flow limitations of the different pumping stations and whether or not there is storage capacity in the network. A simple way to obtain the SC is through the use of hydraulic calculation models such as EPANET, so the description of the methodology for the calculation is made referring to the mentioned software environment. To do this, the following must be assumed: (a) pumping stations behave like nodes, (b) each supply source has an associated pumping station and (c) not all pumping stations have associated supply sources.

The simplest case refers to a network without storage capacity, with non-pressure-dependent consumptions and with a single pumping station. As there is no storage capacity, the analysis of the hydraulic model will be static; that is, the network will be resolved each time the total network demand changes. Usually, the change in demand is associated with a period of time; therefore, for descriptive purposes, whenever reference is made to the demand of the network, it will be indicated as the analysis period \(i\). For each analysis period \(i\), a SC point will be obtained. The first step is to represent the pumping station of the analysis network as a reservoir. This assumes that the decision variable will be the pressure head of the reservoir \(H_{pe,n}\) in each analysis period \(i\). To find the value of the pressure head, it will be necessary to carry out \(n\) iterations. The first value of the pressure head will be arbitrary. Subsequently, the critical node is identified, as well as its pressure head \(H_{nc}\). A comparison is then made between \(H_{nc}\) and the minimum pressure required by the network at the consumption nodes \(H_{min}\). If \(H_{nc}\) is greater than \(H_{min}\), there is excess pressure in the network, and therefore, \(H_{pe,n}\) must decrease. If, on the other hand, \(H_{nc}\) is less than \(H_{min}\), then there will be a pressure deficit, which means that \(H_{pe,n}\) must increase. The process ends when the two values match. It can be noted that the function of the critical node is to serve as a reference for obtaining the minimum height required in the pumping station. The last step consists of registering two values that will be used for the subsequent representation of the SC. The first is the pumping head of the station represented by the reservoir \(H_{e}\), which is obtained by subtracting \(H_{pe,n}\) from the height at which the station is located. The second value is the flow supplied by the
reservoir \((Qe_i)\). The process is repeated for each analysis period \((i)\) until the total number of scenarios considered \((N_e)\) is completed. When consumptions are pressure-dependent, each time \(H_{pe_{i,n}}\) changes, so will \(H_{nc_{i}}\), and therefore, the number of iterations for the correction of \(H_{pe_{i,n}}\) will be greater.

In the case where there is more than one pumping station, with non-pressure-dependent consumptions and without storage capacity, the previous process undergoes some variations. The first is that only one of the pumping stations is represented as a reservoir, and the others that exist will be represented as injection nodes that supply a specific flow to the network (in terms of EPANET, this assumes that the value of the demand is negative). Therefore, in addition to \(H_{pe_{i,n}}\) the flow \((Q_{i,s})\) to be supplied by each pumping station \((s)\) during the analysis period \((i)\) will be added as decision variables. The values of \(Q_{i,s}\) are not arbitrary but respond to the demand needs of the network, in such a way that the sum of the flows supplied by each of the pumping stations must coincide with the value of the demand for the moment of analysis \((i)\). For simplicity, \(Q_{i,s}\) can be expressed as:

\[
Q_{i,s} = -x_{i,s} \cdot Qd_i
\]

where \(x_{i,s}\) is a proportion of the flow demanded \((Qd_i)\) during the simulation period \((i)\) to be supplied by the station \((s)\). The ratio can be kept constant throughout the simulation period, or it can be variable based on the operating conditions imposed on each pumping station. In the event that there are flow limitations in the pumping station in both minimum flow \((Q_{min,s})\) and maximum flow \((Q_{max,s})\), Equation (2) is applied. It is important to note that \(x_{i,s}\) will be between 0 and 1.

\[
Q_{i,s} = -x_{i,s} \cdot (Q_{max_{i,s}} - Q_{min_{i,s}}) + Q_{min_{i,s}}
\]

It should be mentioned that whether the flow is assigned based on Equation (1) or Equation (2), the condition of Equation (3) must be met, which is applied to the total number of pumping stations \((N_p)\) in each simulation period \((i)\):

\[
\sum_{i=1}^{N_p-1} Q_{i,s} + Qe_i = Qd_i
\]

Once the flow rates have been assigned, the process continues in the same way as in the previous case. The critical node pressure is contrasted, and the correction of \(H_{pe_{i,n}}\) is made until the required value is obtained. In this case, in addition to the flow and pumping head values of the reservoir node, the information on the remaining pumping stations will have to be recorded, that is, \(Q_{i,s}\) and the pumping head \((H_{i,s})\) of each station \((s)\) for the simulation period \((i)\) until reaching the total number of simulation periods \((N_p)\). When the consumptions are pressure-dependent, it must be taken into account that each time \(H_{pe_{i,n}}\) is adjusted, the value of the flow demanded \(Qd_i\) will change and therefore \(Q_{i,s}\) must be recalculated so that the condition of Equation (3) can be fulfilled, after which the process is the same as previously explained. So far, the process for calculating the SC is relatively simple and can be manual or automatic considering the number of pumping stations in the network.

When there is storage capacity (in other words, reservoir tanks), the analysis of the hydraulic model will be over an extended period, and it will no longer be possible to represent a pumping station as a reservoir to adjust the pressure of the critical node. This is because \(H_{nc}\) will inevitably exceed \(H_{min}\) when it is necessary to fill the tanks, and at other times, the pressure will depend exclusively on the tank levels. Therefore, for this case, all pumping stations will be represented exclusively as injection nodes. The allocation of flows will be made through:

\[
Q_{i,s} = -x_{i,s} \cdot F_M \cdot Qmd
\]

where \(F_M\) is a multiplicative factor for the average daily flow demanded \(Qmd\). This change is made because, unlike Equation (1), the consumption in the network is affected by the
flow inputs and outputs of the tanks, and therefore, it is easier to assume a fixed value. Thus, it is no longer necessary to satisfy Equation (3). The value of $\text{FM}$ must be sufficient so that the flow available to the pumping stations can satisfy the consumption in the network, although Equation (2) can also be used. A big difference with the other methodologies described is that the flows are allocated not only for the simulation period under analysis but for the entire simulation period, which is the result of the extended period analysis. This means that a total of $Ne$ flows must be assigned to each pumping station ($s$) to later solve the network model. Once resolved, two conditions must be verified: (1) that $Hnc_i \geq H_{\text{min}}$ for each period ($i$) and (2) that the initial level ($l_{\text{in}, ta}$) of the tank ($ta$) is less than or equal to the final level ($l_{\text{fin}, ta}$) of the same tank, a condition that must be verified for the total number of tanks in the network ($Nta$). As may be evident, when the distribution network has storage capacity, the allocation of flows requires the formulation of an objective function as well as the use of an optimization algorithm.

In the event that there are re-pumping stations, these are still represented as nodes, with the addition that at the re-pumping points, two nodes will be needed to represent the pumping stations instead of one. One will correspond to the pumping station (in other words, it is the injection node) and the other will be a consumption node demanded by the same flow injected by the pump. This has the simple objective of giving continuity to the network and is a simple adaptation of the model for the application of the methodology already explained.

### 2.2. Objective Functions

From a purely energy point of view, it is important to know the optimal discharge of the pumping stations since, depending on the pressure zone in which they are located, it will be convenient for them to pump more or less flow to the network. Otherwise, if more water is pumped than necessary and even if the operating points are optimal, the use of additional energy will be necessary since the losses in the pipes are increased by the flow squared. Therefore, using the procedure for calculating SC in networks with more than one supply source, with pressure-dependent or independent consumptions, with or without flow limitations, and without storage capacity, the function to obtain the minimum energy consumption is

$$\min \left( \sum_{i=1}^{Ne} \sum_{s=1}^{Ns} Q_{i,s} \cdot H_{i,s} + Q_{e} \cdot H_{e} \right)$$

(5)

where the decision variable is given only by $Q_{i,s}$, while the rest of the variables are obtained from the resolution of the hydraulic model.

It can be said that energy optimization per se leads to economic savings due to the estimation of the excess energy associated with the pumping curves, which always require more energy to deliver lower flows. However, this is insufficient from the perspective of operating costs, since due to the complexity of electricity rates, energy savings do not always coincide with cost reductions. Therefore, pumping costs have been considered through the inclusion of electricity rates. It may also happen that in the event that the pumping station ($s$) is associated with a water source, the pumped flow rate is influenced by the treatment costs, which translates into the pumping of expensive water in addition to network operating costs, for which a treatment rate ($TT_{i,s}$) is assigned to each station ($s$) during the period ($i$). Additionally, the treatment rate can vary over time or can be considered constant depending on the costs included in its calculation (energy in treatment, cost of chemicals, among others); however, it is not the objective of this study to delve into the calculation of these costs. For notation purposes, there will not be distinction between the pumping station represented as a reservoir and those that are represented as injection nodes as in Equation (5). Ultimately, the objective function is stated as

$$\min \left( \sum_{i=1}^{Ne} \sum_{s=1}^{Ns} \frac{Q_{i,s} \cdot H_{i,s}}{\eta_{i,s}} \cdot t_1 \cdot T_{f_{i,s}} + Q_{i,s} \cdot TT_{i,s} \cdot t_1 \right)$$

(6)
where \( \gamma \) is the specific gravity of water; \( \eta_{i,s} \) is the performance of the station (s) during the period (i); \( t_i \) is the pumping time that corresponds to the duration of the simulation period (i); and \( T_{f,i,s} \) is the electricity rate assigned to the station (s) for the period (i). It should be noted that in the case of wanting to know the SC to which existing pumping stations in the network must be adjusted, representative performance values of the pumping systems will be assumed.

On the other hand, it is important to note that the two objective functions formulated so far are subject to the two constraints inherent to the process of calculating the setpoint curve. The first is that the sum of the discharge flows from the pumping stations is equal to the flow demanded by the network at each moment of analysis. The second is that the pressure at the critical node is equal to the minimum required. However, as already mentioned in the preceding section, this does not happen when network storage capacity is included. In the case of considering storage, the pressure and storage volume constraints become part of the objective function as penalty costs added to pumping costs and water treatment costs (Equation (7)).

\[
\min \left( \sum_{i=1}^{Ne} \sum_{s=1}^{Ns} \frac{\gamma_{i,s} \cdot H_{i,s} \cdot t_i \cdot T_{f,i,s} + Q_{i,s} \cdot T_{t,i,s} \cdot t_i + \alpha_1 \cdot k_1 \cdot |H_{min} - H_{nc,i} | + \alpha_2 \cdot \sum_{ta=1}^{Nta} k_2 \cdot |t_{fin,ta} - t_{in,ta} |}{\eta_{i,s}} \right)
\]

(7)

In the above equation, \( \alpha_1 \) is a cost conversion factor that can stiffen or soften the non-compliance of the pressure by the critical node; \( k_1 \) is a cost inclusion factor with only two possible values, one or zero (one when the pressure constraint is violated and zero otherwise); \( \alpha_2 \) is the cost conversion factor for the constraint regarding tank levels; and \( k_2 \) is the cost inclusion factor that will take the value of one whenever the final level of the tank is lower than the initial level and zero otherwise.

### 2.3. Optimization Algorithms

For the resolution of the three formulated optimization functions, two algorithms were used: Hooke and Jeeves [20] and differential evolution [19]. A more detailed description of the algorithms can be found in the corresponding references. Both algorithms are designed to address nonlinear, multidimensional, non-differentiable problems with the presence of constraints. However, their uses are based on the number of dimensions that enable it to treat one or the other.

Hooke and Jeeves [19] was used in the case of Equations (5) and (6) since the dimensions of the problem (in other words, number of pumping stations) is often small and the search space is limited (in other words, restricted by pressure and flow conditions). This algorithm searches for the optimum through two steps known as exploratory movement and pattern movement. The exploratory movement consists of conducting a search through all the dimensions of the problem using a predefined starting point. This requires the parameter known as step length, a value that is added or subtracted to each dimension in period \( T \). The second occurs if a better result is not obtained, the last favorable search point is used, and the exploratory movement begins again. It should be noted that the algorithm, despite having problems with local optimum, is efficient enough for the study problem at hand. However, it is advisable to carry out several searches in order to guarantee a good solution.

Regarding Equation (7) where the network storage capacity is included, the differential evolution [20] algorithm has been used. This is due to the need to handle a much larger number of variables (in other words, product between \( Ne \) and \( Ns \)). In addition, the objective function is not subject to the same constraints as the two previous cases; therefore, the search space is much wider and the ability to solve problems with local minima is vitally important.
The differential evolution algorithm initially requires a population of \( N_p \) solution vectors, and each solution vector will have \( N_e \cdot N_d \) dimensions for which the objective function will be evaluated. The algorithm follows three steps: mutation, crossing and selection. Mutation is the main sub-process of the methodology and consists of mutating the entire population through random selection and mathematical operations that occur between the solution vectors using an augmentation factor that controls the degree of the mutation. Crossing is nothing more than the combination of the elements that make up the mutated vectors with the elements of the vectors of the starting population to form new solution vectors; this process is also random. Selection refers to the choice of solution vectors that will make up a new population. If the new vectors obtained after the crossing produce better values of the objective function, they become part of the new generation. On the contrary, if the new solution vectors produce worse results, the vectors of the starting population will be preserved as members of the new generation. In this way, a new population is created that will be used to carry out a new search until the stopping criterion that has been defined is met. Figure 1 shows a scheme in which the process of the optimization of the setpoint curve is reflected as well as the implementation of the different algorithms.

![Figure 1. General flow chart of the cost minimization process.](image-url)

3. Case Studies and Results

3.1. TF Network

The first study case corresponds to the distribution network called TF in Figure 2 [7], which has three supply sources or pumping stations (N16, N17 and N18). Each pumping station is assigned an efficiency \( (\eta_i, s) \) and a treatment rate \( (TT_i, s) \) that have been assumed constant.
regardless of time ($\eta_{i,N_{16}} = 75\%$, $TT_{i,N_{16}} = 0.25\, €/m³$; $\eta_{i,N_{17}} = 65\%$, $TT_{i,N_{17}} = 0.20\, €/m³$; $\eta_{i,N_{18}} = 60\%$, $TT_{i,N_{18}} = 0.30\, €/m³$). The network has 17 nodes and a total of 24 pipes. The average daily flow is 100 L/s. The information on all the nodes as well as of the pipes is presented in Tables 1 and 2. The roughness of all the pipes is 0.1 mm. The minimum pressure required in the network is $H_{\text{min}} = 20$ mWC. The demand curve of the network, as well as the electricity rates, are presented in Table 3 and Figure 3.

Figure 2. The TF distribution network.

Table 1. Nodes of the TF network.

| ID  | Elev (m) | Demand (L/s) | ID  | Elev (m) | Demand (L/s) |
|-----|----------|--------------|-----|----------|--------------|
| N1  | 8        | 5            | N10 | 7        | 5            |
| N2  | 8        | 4            | N11 | 7        | 10           |
| N3  | 5        | 3            | N12 | 5        | 5            |
| N4  | 8        | 4            | N13 | 4        | 2            |
| N5  | 4        | 3            | N14 | 3        | 10           |
| N6  | 2        | 8            | N15 | 3        | 15           |
| N7  | 5        | 7            | N16 | 4        | 0            |
| N8  | 6        | 10           | N17 | 0        | 0            |
| N9  | 2        | 9            | N18 | 0        | 0            |
Table 2. Pipes of the TF network.

| Node 1 | Node 2 | Lenght (m) | Diam. (mm) | Node 1 | Node 2 | Lenght (m) | Diam. (mm) |
|--------|--------|------------|------------|--------|--------|------------|------------|
| N1     | N2     | 200        | 150        | N11    | N7     | 300        | 80         |
| N2     | N3     | 150        | 100        | N11    | N4     | 250        | 80         |
| N3     | N4     | 150        | 100        | N8     | N12    | 250        | 80         |
| N4     | N1     | 200        | 200        | N5     | N13    | 100        | 60         |
| N5     | N6     | 200        | 60         | N3     | N12    | 98         | 60         |
| N7     | N8     | 400        | 80         | N3     | N14    | 300        | 80         |
| N6     | N7     | 300        | 80         | N3     | N14    | 300        | 80         |
| N8     | N5     | 300        | 80         | N2     | N15    | 500        | 80         |
| N8     | N4     | 250        | 150        | N16    | N10    | 125        | 100        |
| N7     | N9     | 300        | 100        | N12    | N13    | 52         | 60         |
| N10    | N11    | 300        | 100        | N17    | N12    | 1          | 2000       |
| N9     | N16    | 125        | 100        | N14    | N18    | 1          | 1000       |

Table 3. Demand curve and electricity rates.

| Time (h) | 1–5 | 6–7 | 8 | 9 | 10 | 11 | 12 | 13–14 | 15 | 16 | 17 | 18–20 | 21 | 22 | 23 | 24 |
|----------|-----|-----|---|---|----|----|----|-------|----|----|----|------|----|----|----|----|
| Demand factor (DF) | 0.4 | 0.7 | 1.0 | 1.2 | 0.7 | 0.7 | 1.7 | 2.0 | 1.7 | 1.0 | 0.8 | 1.1 | 1.5 | 1.5 | 1.1 | 0.4 |
| N16, N17, N18 (€/kWh) | 0.0672 | 0.1094 | 0.2768 | 0.1094 | 0.0672 |

Figure 3. Demand pattern and electricity rates.

The network has been optimized first from a purely energy perspective, that is, without considering any cost, and then with adding the costs of both electricity rates and treatment rates, for which only the Hooke and Jeeves algorithm has been used. Figures 4–6 show the setpoint curves obtained for each pumping station after having carried out the two types of optimization (energy and cost), which will undoubtedly be very useful when designing, selecting and regulating the pumps for each pumping station in the network.
It can be seen that within the same pumping station, the SC curves are very similar in terms of the pumping head, considering that the minimum pressure required is maintained at the critical node at all times. Therefore, in this case, it is evident that there is a single optimal setpoint curve in terms of minimum energy for each pumping station. The variations between curves presented when costs are included in the optimization are given for the range of flows that each station must supply, which is exposed in Figures 5 and 6. In this sense, although the pressure heads are the same, the optimal flow distribution is different depending on whether they are considered costs or not.

Figures 7 and 8 show the optimal flow distribution between the pumping stations depending on the type of optimization.
It can be seen that within the same pumping station, the SC curves are very similar in terms of the pumping head, considering that the minimum pressure required is maintained at the critical node at all times. Therefore, in this case, it is evident that there is a single optimal setpoint curve in terms of minimum energy for each pumping station. The variations between curves presented when costs are included in the optimization are given for the range of flows that each station must supply, which is exposed in Figures 5 and 6. In this sense, although the pressure heads are the same, the optimal flow distribution is different depending on whether they are considered costs or not.

Figures 7 and 8 show the optimal flow distribution between the pumping stations depending on the type of optimization.

In the case of energy optimization (Figure 7), the distribution remains almost constant. That is, for each point of the demand curve, the pumping stations supply practically the same flow percentage ($N_{16} = 45\%$, $N_{17} = 32\%$, and $N_{18} = 23\%$). Furthermore, the pumping station $N_{16}$ is the most important water source in the network in terms of energy, which is possibly due to its elevation of 4 m in relation to the other sources. On the contrary, as far as cost optimization is concerned, Figure 8 shows quite a different flow distribution where it is indicated which stations supply the network with more or less flow at different times of the day. In this case, the pumping station that involves the lowest costs is the $N_{17}$ since it assumes the highest distribution flow, which is possibly due to the fact that it is the station that has the lowest treatment rate. On the other hand, station $N_{18}$ works only 14 h a day, so there could be some additional study on the convenience of keeping said pumping station in operation.
The Richmond water network distribution model is owned by Yorkshire Water in the United Kingdom and has been used for research on some methods of optimizing its operation [23,24]. This network (Figure 9) has a supply source with a variable suction level that has an associated pumping system (1A, 2A); it is also made up of five re-pumping stations (3A, 4B, 5C, 6D and 7F). There are six tanks (A, B, C, D, E and F). The nomenclature of the pumps indicates which tank they are associated with through the corresponding letter. Network details can be found on the Exeter University website [22].

The analysis of the network is based on the assumption that the operating pressures of the consumption nodes are met as long as the operating levels of the tanks are within the pre-established ranges (in other words, minimum and maximum levels). The objective is to find the optimal operating levels of the tanks, as well as the setpoint curves of the pumping stations that entail the minimum energy cost for a period of 24 h. Consequently, the objective function is the one given by Equation (7), where the network storage capacity is included. The differential evolution algorithm is applied in this case because the number of decision variables increases considerably. The data on the pumping stations are presented.
in Table 4, which contains the values of the minimum performance expected in each of the stations as well as a flow limitation, which is given by the capacity of the installed system.

**Table 4. Maximum flow and expected performance of the pumping stations of the Richmond network.**

| ID Source | Maximum Flow (L/s) | Performance (%) |
|-----------|-------------------|-----------------|
| (1A, 2A)  | 100.00            | 75              |
| (3A)      | 70.00             | 77              |
| (4B)      | 111.50            | 72              |
| (5C)      | 6.11              | 71              |
| (6D)      | 13.89             | 58              |
| (7F)      | 6.00              | 54              |

The information on the tanks is presented in Table 5, which includes the initial levels of the tanks at zero hours (0:00 h) that were obtained after carrying out the optimization process. At the Centre for Water Systems of Exeter University [22] a minimum operating cost of GBP 33,982, is stated, a value that is taken as a reference when analyzing the results obtained through the methodology proposed in the present study. The cost derived from the object method of this study is GBP 29,705.96 with a saving of 12.58%. Although the different optimization methodologies cannot be compared given the conceptual use of pumping stations, this value indicates the maximum savings that can be achieved once the driving curve of the installed pumping systems has been adjusted to the corresponding setpoint curve (Figure 10).

**Table 5. Richmond network tank information.**

| ID Tanks | Diameter (mm) | Initial Level (m) | Min Level (m) | Max Level (m) |
|----------|---------------|-------------------|---------------|---------------|
| A        | 23.5          | 2.050             | 1.02          | 3.37          |
| B        | 15.4          | 2.030             | 2.03          | 3.65          |
| C        | 6.6           | 0.500             | 0.50          | 2.00          |
| D        | 11.8          | 1.100             | 1.10          | 2.11          |
| E        | 8.0           | 1.992             | 0.20          | 2.69          |
| F        | 3.6           | 1.293             | 0.19          | 2.19          |

Figure 10 shows the setpoint curves (SC) obtained after optimization, as well as the curves of the installed pumps. It can be seen that in no case do the setpoint SCs exceed the range of flow rates that each pumping system is capable of providing. However, with regard to pumping heads, some of the pumping stations are undersized (1A–2A, 3A, 4B, 6D), so that in order to minimize the operating cost, it is necessary to install pumps that allow compliance with the pumping heads indicated by the setpoint curves. Additionally, the results reflect that the systems (1A–2A) and (3A) installed in series have similar pumping heads and therefore that station 3A does not fulfill the expected re-pumping functions, such that it may be feasible to eliminate said station or eliminate the bypass that makes pumping station 3A work in the same conditions as 1A–2A. In the case of the remaining pumping stations (5C and 7F), although the stations have sufficient capacity to satisfy the SC, they are oversized. It is important to note that since the current system is made up of fixed speed pumps, it is necessary to implement flow and pumping head regulation systems that allow for adjusting the driving curves of the pumps with the corresponding setpoint curves. In this way, the proposed methodology allows for knowing the maximum savings in operating costs that a pumping system is capable of achieving as long as it is possible to adjust to the corresponding setpoint curve.
Figure 10. Setpoint curves (SC) and characteristic curves of the pumps (CB) for the pumping stations of the Richmond network.

For energy and cost optimization in which storage capacity is not included, the shape of the SC is quite well defined. This does not happen in the case of networks with tanks, mainly because it is not possible to maintain the minimum pressure at the critical node during the entire analysis period, but the pressure at said node will be equal to or greater than the minimum for the cases in which a higher pressure is needed when filling the tanks of the network, so the curve presents oscillations subject to variations in the tank levels. When this happens, it is necessary to readjust the SC so that it is possible to establish regulation setpoints in the pumping systems in the simplest way possible, as shown in Figure 11. This readjustment will undoubtedly have an impact on the minimum operating cost; in this case, the new minimum will be GBP 29,740.68 so the saving is reduced to 12.48%, a value that is still of considerable magnitude.

It has already been mentioned before that the concept of the setpoint curve implies maintaining the minimum possible pressure in the critical node of the network while maintaining the minimum energy costs through the optimal distribution of flows between the supply sources. The use of tanks (leaving aside the reliability of the network) implies an increase in pumping energy, as well as the pressure head at the nodes, which could lead to a considerable increase in operating costs depending on the management of electricity rates. Figure 12 shows the evolution of the levels of the tanks, some of which do not reach their maximum capacity; therefore, a part of the storage volume is underused (specifically tank C = 36.83% and F = 11.63%). In this way, it is not enough to manage storage solely from the perspective of managing electricity rates; it is also necessary to know the lifting height of each tank that is more favorable for cost savings. In this sense, SC has proven
to be a useful tool for determining said elevation that can also be applied to the sizing of reserve tanks.

Figure 11. Readjusted setpoint curves for pumping stations on the Richmond network.

Figure 12. Evolution of tank levels in the Richmond network.
4. Discussion

Water and energy management are directly related and depend on water distribution networks operation (WDNs), involving scheduling pumps, regulating water levels of storage and providing satisfactory water quality to customers at required flow and pressure. Specifically, pump operating costs constitute the largest expenditure for water organizations worldwide. Traditionally, the pumps are selected based on a operation point, and subsequently, their operation is optimized once the equipment has been selected. In contrast, this work proposes an approximation of the operation mode of the pump in the planning phase, optimizing energy and cost in the WDN. This new approach can help to better select the pumping equipment.

The new methodology considers the following characteristics of the WDN: (a) with and without storage capacity, (b) with pressure-dependent and independent consumptions and (c) with multiple pumping stations whether they are water sources or pumping stations. All this is based on the concept of the setpoint curve (SC) and complies with the flow, pressure and storage volume constraints. This new approach is based on two fundamental pillars: (1) represent the pumping stations as flow injection nodes and (2) maintain the minimum possible pressure at the critical node of the network. The final objective is to determine the optimal Q-H (SC) curve for each pumping station that allows for meeting the demand of the network while keeping energy consumption to a minimum, as well as the minimum pumping cost.

Depending on whether the process for calculating the SC includes costs or not and whether there is storage capacity in the network, three objective functions have been formulated that will be used separately depending on the case of the study network. The first objective function consists of an optimization only of the energy type, where the values of Q and H for each pumping station that minimize the energy in the network become part of the corresponding SC. The second objective function considers the pumping costs by including the electricity rates with an hourly variation structure, as well as the the treatment costs, by adding a treatment rate associated with the source of water production from where pumping takes place. In this second function, there is no performance curve assigned to each pumping station because the SC curve is not that of a pump but rather a value of the minimum estimated performance expected in each of the pumping stations of the network.

The third objective function arises from the change in the procedure for calculating the SC when including the storage capacity of the network. This is mainly due to the fact that in the case of the first two functions, the calculation process implies keeping the pressure at the critical node equal to the minimum pressure required. However, when the use of tanks is included, there are times when the pressure in said node is higher since it is necessary to increase the pressure energy so that the tanks can be filled. Therefore, the pressure at the critical node is variable and unknown, which is why it is included as a penalty cost within the objective function as long as it is below the established value. Another added cost, also a penalty, is that of the volume of the reservoir tanks for the case in which the levels at the end of the simulation period are below the initial levels. In this way, a function with four costs is obtained: pumping cost, treatment cost, penalty cost for noncompliance in the pressure and penalty cost for noncompliance in the storage levels of the tanks.

The proposed methodology has been applied to two study networks, the TF network and the Richmond network, whose main difference lies in the presence of tanks. For the TF network, both energy and cost optimization have been carried out through the inclusion of electricity rates. As a result, the optimal setpoint curves for the three pumping stations have been obtained.

In relation to optimization algorithms, two have been used: Hooke and Jeeves and differential evolution. Both algorithms respond to a multidimensional, nonlinear problem without an analytical solution subject to constraints. Hooke and Jeeves has been applied only in the case of calculating the SC without storage capacity, that is, for the first two optimization functions, which is mainly due to the fact that the number of dimensions is
low and is equivalent to the number of sources or network pumping stations. Although this algorithm has problems with local optimum, it is efficient enough when obtaining the optimal SC for each pumping station since the search space is mostly limited by the constraints of the SC calculation process. Additionally, since there is no storage capacity, the optimization is for static hydraulic models and can be executed separately for each demand of the network, which considerably speeds up the process.

On the other hand, the differential evolution algorithm has only been applied in the case of distribution networks with tanks, that is, the third of the objective functions. The use of another algorithm is because the number of dimensions of the problem increases considerably, which is due to the fact that including the tanks, the analysis of the hydraulic model is dynamic insomuch that the number of decision variables is given by the product between the number of pumping stations and the number of hours or number of scenarios that make up the analysis period. However, unlike Hooke and Jeeves, the differential evolution algorithm is designed to handle a large number of variables and does not present problems with local optimum.

5. Conclusions

A new mathematical model to minimize energy and cost optimization in a WDN based in the concept of the setpoint curve (SC) is proposed. This new approach is based on representing the pumping stations as flow injection nodes and maintaining the minimum possible pressure at the critical node of the network. Some network topologies were considered: (a) with and without storage capacity, (b) with pressure-dependent and independent consumptions and (c) with multiple pumping stations whether they are water sources or pumping stations.

Two case studies were presented, the TF network and the Richmond network. The main difference between the two case studies is the presence of tanks. This represents significant differences in the calculation of the SC and in the subsequent optimization process, since it greatly increases the number of decision variables. According to the results, it is possible to state the following:

1. If the WDN have tanks, the critical node pressure is dependent on the tank level. Consequently, the setpoint curves present oscillations with respect to the required pumping heads because it is not possible to maintain a constant pressure at the critical node of the network. However, it is possible to know the maximum savings that can be obtained as long as it is possible to adjust the curve of each pumping system to the corresponding setpoint curve, hence the usefulness when determining if a system is over- or under-dimensioned.

2. The use of the setpoint curve allows for evaluating whether raising the storage tanks represents a significant economic saving, although this aspect requires a deeper analysis.

3. Given that the setpoint curve depends to a large extent on the pressure at the critical node, it is possible to combine the methodology with sectorization processes with the intention of better managing the pressure of the network and leading to greater savings in energy costs.

4. The studied concept can also serve as a methodology for sizing tanks that correspond to pumping stations capable of adapting to optimal setpoint curves and that further minimize operating costs.

To summarize, the proposed methodology allows for obtaining the optimal flow distribution as well as the range of flows and the minimum pumping heads that lead to the minimum energy consumption and costs in the network. Consequently, the presented methodology is useful for the selection and implementation of pumping regulation systems. Finally, by always maintaining the minimum pressure in the network, leaks are reduced; therefore, it may be convenient to analyze how significant the savings derived from there are.
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Nomenclature

Symbols

\( Q \) Demand flow
\( H \) Head pressure
\( H_{pe_{i,n}} \) Pressure head of the reservoir
\( H_{nc_{i,n}} \) Pressure head of the critical node
\( H_{p} \) Pumping head of the station represented by the reservoir
\( H_{i,s} \) Pumping head of each station (\( s \)) for the simulation period (\( i \))
\( Q_{e,i} \) Flow supplied by the reservoir
\( Q_{i,s} \) Flow to be supplied by each pumping station (\( s \)) during the analysis period (\( i \))
\( Q_{d,i} \) Flow demanded during a simulation period (\( i \))
\( Q_{max_{i,s}} \) Maximum flow supplied by each pumping station (\( s \)) during the analysis period (\( i \))
\( Q_{min_{i,s}} \) Minimum flow supplied by each pumping station (\( s \)) during the analysis period (\( i \))
\( Q_{md} \) Average daily demand flow
\( H_{min} \) Minimum required pressure
\( l_{in,ta} \) Initial level of the tank
\( l_{fin,ta} \) Final level of the tank
\( N_{ta} \) Total numbers of tanks
\( \eta_{i,s} \) Performance of the station (\( s \)) during the period (\( i \))
\( t_{i,s} \) Pumping time that corresponds to the duration of the simulation period (\( i \))
\( T_{e,i,s} \) Electricity rate assigned to the station (\( s \)) for the period (\( i \))

Abbreviations

SC Setpoint Curve
TT Treatment rate
FD Demand factor
WDN Water Distribution Network
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