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ABSTRACT. In [27] the concept of synchronous quantum correlation matrices was introduced and these were shown to correspond to traces on certain C*-algebras. In particular, synchronous correlation matrices arose in their study of various versions of quantum chromatic numbers of graphs and other quantum versions of graph theoretic parameters. In this paper we develop these ideas further, focusing on the relations between synchronous correlation matrices and microstates. We prove that Connes’ embedding conjecture is equivalent to the equality of two families of synchronous quantum correlation matrices. We prove that if Connes’ embedding conjecture has a positive answer, then the tracial rank and projective rank are equal for every graph. We then apply these results to more general non-local games.

1. Introduction

The chromatic number of a graph is the minimum number of different colors required to color the vertices so that no edge connects vertices of the same color.

In [14, 11, 8, 31] the concept of the quantum chromatic number $\chi_q(G)$ of a graph $G$ was developed and inequalities for estimating this parameter, as well as methods for its computation, were presented. In [28] several new variants of the quantum chromatic number, especially, $\chi_{qc}(G)$ and $\chi_{qa}(G)$, were introduced. The motivation behind these new chromatic numbers came from the conjectures of Tsirelson and Connes and the fact that the set of correlations of quantum experiments may possibly depend on which set of quantum mechanical axioms one chooses to employ. Given a graph $G$, the aforementioned chromatic numbers satisfy the inequalities

$$\chi_{qc}(G) \leq \chi_{qa}(G) \leq \chi_q(G) \leq \chi(G),$$

where $\chi(G)$ denotes the classical chromatic number of the graph $G$. If the strong form of Tsirelson’s conjecture is true, then $\chi_{qc}(G) = \chi_q(G)$
for every graph \( G \), while if Connes’ Embedding Conjecture is true, then
\[
\chi_{qc}(G) = \chi_{qa}(G)
\]
for every graph \( G \). Thus, computing these invariants gives a means to test the corresponding conjectures.

The fractional chromatic number \( \chi_f(G) \) of a graph \( G \) is an important lower bound on \( \chi(G) \). D. Roberson and L. Mančinska \[30\] introduced a non-commutative analogue of the fractional chromatic number, which they called the \textit{projective rank} of \( G \), denoted \( \xi_f(G) \) and proved that \( \xi_f(G) \) is a lower bound for \( \chi_q(G) \). However, it is still not known if \( \xi_f(G) \) is a lower bound for the variants of the quantum chromatic number studied in \[28\].

The paper \[27\] introduced a new C*-algebra built from a graph and using traces on these algebras introduced a parameter \( \xi_{tr}(G) \) which they called the \textit{tracial rank} and showed that it is a lower bound for \( \chi_{qc}(G) \). They also gave a new interpretation of the projective rank and fractional chromatic number, by proving that if one restricted the C*-algebras in the definition of the tracial rank to be either finite dimensional C*-algebras or abelian, then one obtained the projective rank and fractional chromatic number, respectively.

In this paper, we prove that if Connes’ embedding conjecture is true, then the tracial and projective ranks are equal for all graphs.

A key result of \[27\], that allowed the introduction of traces, was a correspondence between certain quantum correlations, called “synchronous correlations” and traces on a particular C*-algebra. In this paper we further develop the theory of synchronous correlations. Using the equivalence of the microstates conjecture with Connes’ embedding conjecture, we are able to prove that Connes’ embedding conjecture is equivalent to equality of two families of sets of synchronous quantum correlations.

In \[27\], it was noted that the graph theoretic parameters that they were studying all belonged to a family of two person games that they called “synchronous games”. We further develop the connection between traces and synchronous games. In particular, we introduce the “synchronous value” of a two person game and show that it is equal to the supremum of the values of all tracial states on a fixed element of a particular C*-algebra.

2. Quantum Correlation Matrices and Non-Local Games

Imagine that two non-communicating players, Alice and Bob, receive inputs from some finite set \( X \) of cardinality \( n \) and produce outputs belonging to some finite set \( O \) of cardinality \( m \).
The game \( G \) has “rules” given by a function

\[
\lambda : X \times X \times O \times O \to \{0, 1\}
\]

where \( \lambda(x, y, a, b) = 0 \) means that if Alice and Bob receive inputs \( x, y \), respectively, then producing respective outputs \( a, b \) is “disallowed”.

The game is synchronous if whenever they receive the same input, they must produce the same output, i.e., \( \lambda(x, x, a, b) = 0 \), \( \forall a \neq b \).

A quantum strategy for a game \( G \) means that Alice and Bob have finite dimensional Hilbert spaces \( H_A, H_B \) and for each input \( x \in X \) Alice has a projective measurement \( \{E_{x,a}\}_{a \in O} \) on \( H_A \), i.e., for each \( x \in X \) Alice has a set of projections satisfying, \( \sum_{a \in O} E_{x,a} = I \), and, similarly, for each input \( y \in X \) Bob has a projective measurement \( \{F_{y,b}\}_{b \in O} \) on \( H_B \); moreover, they share a state \( \psi \in H_A \otimes H_B \), i.e., a unit vector. In this case

\[
p(a, b|x, y) := \langle E_{x,a} \otimes F_{y,b} \psi, \psi \rangle
\]

is the probability of getting outcomes \( a, b \) given inputs \( x, y \).

The set of \( n \times m \) matrices of the form \((p(a, b|x, y))\), arising from all choices of finite dimensional Hilbert spaces \( H_A \) and \( H_B \), all projective measurements, and all unit vectors, is called the set of quantum correlation matrices and is, usually, denoted \( Q(n, m) \). For a slight improvement of notation from [27] we set \( C_q(n, m) := Q(n, m) \) and similarly for related sets of correlation matrices, as described below.

A quantum strategy is called a winning quantum strategy for the game if the probability of it ever producing a disallowed output is 0. Thus, a winning quantum strategy is \((p(a, b|x, y)) \in C_q(n, m) \) such that

\[
\lambda(x, y, a, b) = 0 \implies p(a, b|x, y) = 0.
\]

If the game is synchronous, then a winning quantum strategy must satisfy \( p(a, b|x, x) = 0 \) for all \( x \) and for all \( a \neq b \), and, consequently, we call such a correlation tuple synchronous. We let \( C_s(n, m) \) denote the set of all synchronous quantum correlation matrices.

By a commuting quantum strategy we mean that there is a single (possibly infinite dimensional) Hilbert space \( H \), and for each \( x \in X \) Alice has a projective measurement \( \{E_{x,a}\}_{a \in O} \) on \( H \), and for each \( y \in X \) Bob has a projective measurement \( \{F_{y,b}\}_{b \in O} \) on \( H \), satisfying \( E_{x,a} F_{y,b} = F_{y,b} E_{a,x} \), \( \forall x, y, a, b \) and they share a state \( \psi \in H \). In this case the probabilities are given by

\[
p(a, b|x, y) = \langle E_{x,a} F_{y,b} \psi, \psi \rangle.
\]

We let \( C_{qc}(n, m) \) denote the set of commuting quantum correlation matrices, namely, those \( n \times m \) matrices \((p(a, b|x, y))\) arising as
described above, and we let $C^s_{qc}(n,m)$ denote the subset of synchronous commuting quantum correlation matrices. Clearly, $C_q(n,m) \subseteq C_{qc}(n,m)$.

The **strong Tsirelson conjecture** is the conjecture that $C_q(n,m) = C_{qc}(n,m)$ for all $n,m$.

It is known that the set $C_{qc}(n,m)$ is closed but it is still not known if $C_q(n,m)$ is closed. So we set $C_{qa}(n,m)$ equal to the closure of $C_q(n,m)$ and let $C^s_{qa}(n,m)$ denote the synchronous elements of $C_{qa}(n,m)$.

The **weak Tsirelson conjecture** is the conjecture that $C_{qa}(n,m) = C_{qc}(n,m)$ for all $n,m$.

Junge, Navascues, Palazuelos, Perez-Garcia, Scholtz and Werner [17] proved that if Connes’ embedding conjecture is true, then the weak Tsirelson conjecture is true. Recently, Ozawa [25] proved the converse, so we now know that the weak Tsirelson conjecture and Connes’ embedding conjecture are equivalent.

A classical strategy or local strategy is any commuting quantum strategy for which all the measurement operators commute. The set of these correlation matrices is generally denoted $LOC(n,m)$, but for consistency of notation we denote these by $C^s_{loc}(n,m)$ and we let $C^s_{qa}(n,m)$ denote the synchronous matrices in this set.

In summary, we have four types of correlation matrices $C^s_{loc}(n,m) \subseteq C_q(n,m) \subseteq C_{qa}(n,m) \subseteq C_{qc}(n,m)$, together with their synchronous subsets $C^s_{loc}(n,m) \subseteq C^s_q(n,m) \subseteq C^s_{qa}(n,m) \subseteq C^s_{qc}(n,m)$.

One important example of a synchronous game is the graph coloring game. Given a graph $G = (V,E)$ on $n$ vertices where $V$ denotes the vertex set and $E \subseteq V \times V$ denotes the set of edges, we write $v \sim w$ whenever $(v,w) \in E$. In the graph coloring game the inputs are the vertices, i.e., $X = V$ and the outputs are a set of $c$ colors, so without loss of generality, $O = \{1,\ldots,c\}$. The rules are that whenever $v = w$ then Alice and Bob must both output the same color, so the game is synchronous, and whenever $v \sim w$ then they must output different colors.

The quantum coloring number, $\chi_x(G)$ for $x = loc,q,qa,qc$ is the least integer $c$ for which there exists a winning strategy corresponding to a correlation matrix in $C^s_x(n,c)$. Interestingly, the classical chromatic number $\chi(G)$ is equal to $\chi_{loc}(G)$ [28].

In [27, Theorem 5.4] an important connection was made between synchronous correlation matrices and traces on C*-algebras. Recall that a positive linear functional $\tau : A \to \mathbb{C}$ on a unital C*-algebra $A$
is called a **tracial state** provided that $\tau(1) = 1$ and $\tau(uv) = \tau(vu)$ for all $u, v \in \mathcal{A}$. We summarize their result below.

**Theorem 2.1** ([27]). $(p(a, b|v, y)) \in C^*_q(n, m)$ if and only if there exists a unital $C^*$-algebra $\mathcal{A}$ generated by projections $\{e_{x,a}\}_{1 \leq x \leq n, 1 \leq a \leq m}$ satisfying $\sum_{a=1}^{m} e_{x,a} = 1, \forall x$ and a tracial state $\tau : \mathcal{A} \to \mathbb{C}$ such that

$$p(a, b|x, y) = \tau(e_{x,a}e_{y,b}), \forall x, y, a, b.$$ 

Moreover, $(p(a, b|x, y)) \in C^*_q(n, m)$ if and only if the $C^*$-algebra $\mathcal{A}$ can be taken to be finite dimensional, and $(p(a, b|x, y)) \in C^*_w(n, m)$ if and only if the $C^*$-algebra $\mathcal{A}$ can be taken to be abelian.

In order to bound quantum chromatic numbers, the paper [27] introduced some parameters of a graph, denoted $\xi_x$, for $x \in \{\text{loc, q, qa, qc}\}$ that had many nice properties, including the fact that they are multiplicative for strong graph product.

Given a correlation matrix $(p(a, b|v, w))$, the **marginal probability** that Alice produces output $a$ given input $v$ is

$$p_A(a, v) = \langle E_{v,a}\psi, \psi \rangle.$$ 

Note that

$$p_A(a, v) = \sum_{b=1}^{m} p(a, b|v, w),$$

where the sum is independent of $w$. Similarly, the marginal probability that Bob produces output $b$ given input $w$ is

$$p_B(b|w) = \langle F_{w,b}\psi, \psi \rangle = \sum_{a=1}^{m} p(a, b|v, w).$$

When $(p(a, b|v, w))$ is synchronous, it follows from Theorem 2.1 that $p_A(a|v) = p_B(a|v)$.

**Definition 2.2.** Let $G$ be a graph on $n$ vertices. For $x \in \{\text{loc, q, qa, qc}\}$, let $\xi_x(G)$ be the infimum of the positive real numbers $t$ such that there exists $(p(a, b|v, w))_{v,a,w,b} \in C^*_x(n, 2)$ satisfying

$$p_A(1|v) = p_B(1, v) = t^{-1}, \forall v,$$

$$v \sim w \implies p(1, 1|v, w) = 0.$$ 

We have the following summary of the results in [27] (see [27, Definition 5.9, Proposition 5.10, Theorem 6.8, Theorem 6.11]).
Theorem 2.3 ([27]). Let $G$ be a graph on $n$ vertices. Then $\xi_{qc}(G)$ is the reciprocal of the supremum of the set of all real numbers $\lambda$ for which there exists a unital $C^*$-algebra $\mathcal{A}$ generated by projections $\{e_v\}_{v \in V}$ and a tracial state $\tau : \mathcal{A} \to \mathbb{C}$ satisfying:

$$\tau(e_v) \geq \lambda, \forall v,$$

$$v \sim w \implies e_v e_w = 0.$$

Moreover, if we require, in addition, that $\mathcal{A}$ be finite dimensional, then we obtain $\xi_q(G)$, which is equal to the Mancinska-Roberson projective rank $\xi_f(G)$. If we require, in addition, that $\mathcal{A}$ be abelian, then we obtain $\xi_{loc}(G)$, which is equal to the fractional chromatic number $\chi_f(G)$.

In the next section, we prove that if Connes’ embedding is true, then $\xi_{qc}(G) = \xi_f(G)$ for every graph $G$.

3. Microstates, correlation matrices and Connes’ embedding conjecture

Connes’ embedding conjecture is one of the most important outstanding problems in operator algebra theory. Connes asked [3] whether every $\text{II}_1$-factor having separable predual is embeddable in an ultrapower $R^\omega$ of the hyperfinite $\text{II}_1$-factor $R$. This is, in essence, a question about approximation (in terms of moments) of elements of $\text{II}_1$ factors by matrices. To use a term introduced by Voiculescu, if $(\mathcal{M}, \tau)$ is a tracial von Neumann algebra (namely, a von Neumann algebra $\mathcal{M}$ with normal, faithful tracial state $\tau$) and if $x_1, \ldots, x_n$ are self-adjoint elements of $\mathcal{M}$, we say that the tuple $(x_1, \ldots, x_n)$ has matricial microstates if for every $\epsilon > 0$ and every integer $N \geq 1$, there is $k$ and there are $k \times k$ self-adjoint matrices $A_1, \ldots, A_n$ such that for all $p \leq N$ and every $i_1, \ldots, i_p \in \{1, \ldots, n\}$, we have

$$|\text{tr}_k(A_{i_1} \cdots A_{i_p}) - \tau(x_{i_1} \cdots x_{i_p})| < \epsilon.$$

The set of matrices, $A_1, \ldots, A_n$ is called a $(N, \epsilon)$-matricial microstate for $x_1, \ldots, x_n$.

The following result is well known and follows quite easily from the definition of $R^\omega$; see, for example, [38], p. 264, Remark (d).

Theorem 3.1. For a countably generated, tracial von Neumann algebra $(\mathcal{M}, \tau)$, the following are equivalent:

(i) $\mathcal{M}$ is embeddable in $R^\omega$

(ii) all finite families of self-adjoint elements of $\mathcal{M}$ have matricial microstates.

Furthermore, assuming $\mathcal{M}$ is finitely generated, the above conditions are also equivalent to the following condition:
some finite generating set of $\mathcal{M}$ (consisting of self-adjoint elements) has matricial microstates.

**Proposition 3.2.** If $C^s_q(n, m)$ equals the closure of $C^s_q(n, m)$ for all $n, m$, then Connes’ embedding conjecture is true.

**Proof.** By a result of Kirchberg [23], the truth of Connes’ embedding conjecture is equivalent to the “unitary moments” assertion, which states that whenever $n \in \mathbb{N}$ and $u_1, \ldots, u_n$ are unitary elements of a II$_1$-factor $\mathcal{M}$, (with tracial state denoted $\tau$) and whenever $\epsilon > 0$, there is $p \in \mathbb{N}$ and there are unitary matrices $U_1, \ldots, U_n \in M_p(\mathbb{C})$ such that $|\tau(u_k u^*_\ell) - \text{tr}_p(U_k U^*_\ell)| < \epsilon$ for all $k, \ell \in \{1, \ldots, n\}$. (See [8] for discussion of this slight modification of Kirchberg’s formulation.) We will observe that the “unitary moments” assertion follows if we assume $C^s_q(n, m) = C^s_{qc}(n, m)$.

Let $u_1, \ldots, u_n$ be as above and let $\epsilon > 0$. Take an integer $m > 6\pi/\epsilon$. Let $\tilde{u}_k = \sum_{j=1}^{m} \omega^j e_{k,j}$ where $\omega = \exp\left(\frac{2\pi\sqrt{-1}}{m}\right)$ and where $e_{k,j}$ is the spectral projection of the unitary $u_k$ for the arc

$$\left\{ \exp(2\pi t\sqrt{-1}) \mid \frac{j-1}{m} \leq t < \frac{j}{m} \right\}.$$ 

Then $\|\tilde{u}_k - u_k\| \leq |1 - \omega| < \epsilon/3$. By hypothesis, there exist $p \in \mathbb{N}$ and projections $E_{k,j}$ in $M_p(\mathbb{C})$ such that

$$\sum_{j=1}^{m} E_{k,j} = 1 \quad (1 \leq k \leq n)$$

and

$$|\text{tr}_p(E_{k,i} E_{\ell,j}) - \tau(e_{k,i} e_{\ell,j})| < \frac{\epsilon}{3m^2}, \quad (1 \leq k, \ell \leq n, 1 \leq i, j \leq m).$$

Let

$$U_k = \sum_{j=1}^{m} \omega^j E_{k,j}.$$ 

Then $U_k \in M_p(\mathbb{C})$ is unitary and $|\text{tr}_p(U_k U^*_\ell) - \tau(\tilde{u}_k \tilde{u}^*_\ell)| < \epsilon/3$ for all $1 \leq k, \ell \leq n$. This implies $|\text{tr}_p(U_k U^*_\ell) - \tau(u_k u^*_\ell)| < \epsilon$. □

As usual, we will denote by $\| \cdot \|_2$ the 2-norm on $M_k(\mathbb{C})$, given by $\|x\|_2 = \text{tr}_k(x^* x)^{1/2}$. 

SYNCHRONOUS CORRELATION MATRICES
Lemma 3.3. Let \( \tau \) be a tracial state on a finite dimensional abelian \( C^* \)-algebra \( A = \mathbb{C}^m \) and let \( h \in A \) be a self-adjoint generator of \( A \). Let \( \delta > 0 \). Then there exists a positive integer \( N \) and \( \epsilon > 0 \) such that for all sufficiently large positive integers \( k \), if \( a \in M_k(\mathbb{C}) \) is an \((N, \epsilon)\)-microstate for \( h \), then there is a unital \(*\)-representation \( \pi : A \to M_k(\mathbb{C}) \) so that \( \| \pi(h) - a \|_2 < \delta \).

Proof. By Lemma 4.3 of [37], there is an integer \( N > 0 \) and there is \( \epsilon > 0 \) such that whenever \( a, b \in M_k(\mathbb{C}) \) are \((N, \epsilon)\)-microstates for \( h \), then there is a unitary \( u \in M_k(\mathbb{C}) \) such that \( \| a - ubu^* \|_2 < \delta \). For all \( k \) sufficiently large, there is a unital \(*\)-representation \( \pi : A \to M_k(\mathbb{C}) \) so that \( \pi(h) \) is an \((N, \epsilon)\)-microstate for \( h \). By Voiculescu’s result, we can find unitary \( u \) so that \( \| a - u\pi(h)u^* \| < \delta \), and replacing \( \pi \) by \( u\pi(\cdot)u^* \), we are done.

Let \( \mathbb{F}(n, m) \) denote the free product of \( n \) copies of the cyclic group of order \( m \), \( \mathbb{Z}_m \) and let \( C^*(\mathbb{F}(n, m)) \) be the full group \( C^* \)-algebra. Then \( C^*(\mathbb{F}(n, m)) \) is the universal unital free product \( C^* \)-algebra

\[
C^*(\mathbb{F}(n, m)) = \star_n^\pi \mathbb{C}^m
\]

of \( n \) copies of the \( m \)-dimensional abelian \( C^* \)-algebra \( \mathbb{C}^m \).

Definition 3.4. Fix a set \( H \) of self-adjoint elements of \( \mathbb{C}^m \), each of norm \( \leq 1 \), that generates \( \mathbb{C}^m \) as a unital algebra. For every \( j \in \{1, \ldots, n\} \), let \( H_j \subset C^*(\mathbb{F}(n, m)) \) be the copy of \( H \) in the \( j \)-th copy of \( \mathbb{C}^m \) in \( C^*(\mathbb{F}(n, m)) \), so that \( C^*(\mathbb{F}(n, m)) \) is generated by \( H_1 \cup \cdots \cup H_n \).

For \( \tau \) and \( \sigma \) tracial states on \( C^*(\mathbb{F}(n, m)) \) and for \( N \in \mathbb{N} \) and \( \epsilon > 0 \), we will say that \( \sigma \) approximates \( \tau \) with tolerance \((N, \epsilon)\) for the generating set \( H \) if for every \( p \in \{1, \ldots, N\} \) and \( x_1, \ldots, x_p \in H_1 \cup \cdots \cup H_n \), we have

\[
|\tau(x_1 \cdots x_p) - \sigma(x_1 \cdots x_p)| < \epsilon.
\]

Remark 3.5. If \( H' \) is another generating set of \( \mathbb{C}^m \) consisting of self-adjoint elements, then each element of \( H' \) is a polynomial in elements of \( H \). Thus, for every \( N' \in \mathbb{N} \) and \( \epsilon' > 0 \), there are \( N \in \mathbb{N} \) and \( \epsilon > 0 \) such that if \( \sigma \) approximates \( \tau \) with tolerance \((N, \epsilon)\) for the generating set \( H \), then \( \sigma \) approximates \( \tau \) with tolerance \((N', \epsilon')\) for the generating set \( H' \).

Proposition 3.6. Suppose Connes’ embedding conjecture is true. Let \( H \) be a finite generating set for \( \mathbb{C}^m \), consisting of self-adjoint elements. Let \( \tau \) be a tracial state on \( C^*(\mathbb{F}(n, m)) \). Let \( N \in \mathbb{N} \) and \( \epsilon > 0 \). Then there exists \( k \in \mathbb{N} \) and a unital \(*\)-homomorphism \( \pi : C^*(\mathbb{F}(n, m)) \to M_k(\mathbb{C}) \) so that the trace \( \text{tr}_k \circ \pi \) approximates \( \tau \) with tolerance \((N, \epsilon)\) for the generating set \( H \).
Proof. In light of Remark 3.5 we may without loss of generality assume $H$ is a singleton set, $H = \{h\}$, and we write $H_j = \{h_j\}$. Take $0 < \delta < \epsilon/(2N)$. Let $N_j \in \mathbb{N}$ and $\epsilon_j > 0$ be obtained from Lemma 3.3 so that for every $(N_j, \epsilon_j)$-microstate $a_j \in M_k(\mathbb{C})$ for $h_j$, there is a unital $\ast$-homomorphism $\pi_j : \mathbb{C}^m \to M_k(\mathbb{C})$ with

$$\|\pi_j(h_j) - a_j\|_2 < \delta.$$ 

Let $N' = \max(N, N_1, \ldots, N_n)$ and $\epsilon' = \min(\epsilon/2, \epsilon_1, \ldots, \epsilon_n)$. By the assumption that Connes’ embedding conjecture is true, there exists an $(N', \epsilon')$-microstate $(a_1, \ldots, a_n)$ for $(h_1, \ldots, h_n)$. By the choice of $(N', \epsilon')$, there exist $\ast$-homomorphisms $\pi_j : \mathbb{C}^m \to M_k(\mathbb{C})$ as above, so that (2) holds. By the choice of $\delta$, it follows that $(\pi_1(h_1), \ldots, \pi_n(h_n))$ is an $(N, \epsilon)$-microstate for $(h_1, \ldots, h_n)$. We have the universal free product $\ast$-homomorphism $\pi = \ast(q_1 \pi_j : C^*(\mathbb{F}(n, m)) \to M_k(\mathbb{C})$ and the previous statement implies that $\text{tr}_k \circ \pi$ approximates $\tau$ with tolerance $(N, \epsilon)$ for the generating set $H$. \hfill \Box

**Theorem 3.7.** Connes’ embedding conjecture is true if and only if $C_{qc}^*(n, m)$ is the closure of $C_{qc}^*(n, m)$ for all $n, m$.

Proof. Proposition 3.2 shows that equality of the closure implies that Connes’ embedding conjecture is true. For the converse assume that Connes’ embedding conjecture is true, and let $H = \{e_1, \ldots, e_m\}$ be the coordinate projections for $\mathbb{C}^m$. Let $V$ be a set of cardinality $n$, and for $v \in V$ let $H_v = \{e_{v,1}, \ldots, e_{v,m}\}$ be a generating set for the $v$-th copy of $\mathbb{C}^m$ in $\ast_{v \in V} \mathbb{C}^m = C^*(\mathbb{F}(n, m))$.

We know that the closure of $C_{qc}^*(n, m)$ is a subset of $C_{qc}^*(n, m)$, so it is enough to show the reverse inclusion. Suppose that we are given $(p(i, j|v, w)) \in C_{qc}^*(n, m)$. By Theorem 2.1 there is a trace $\tau : C^*(\mathbb{F}(n, m)) \to \mathbb{C}$ such that $p(i, j|v, w) = \tau(e_je_we_{w,j})$. Apply Proposition 3.6 with $N = 2$ to conclude that there is $k$ and a $\ast$-homomorphism $\pi : C^*(\mathbb{F}(n, m)) \to M_k$ so that $\text{tr}_k \circ \pi$ approximates $\tau$ with tolerance $(2, \epsilon)$ for $H$. Hence,

$$|\text{tr}_k \circ \pi(e_{v,i}e_{w,j}) - p(i, j|v, w)| < \epsilon.$$ 

Let $E_{v,i} = \pi(e_{v,i}) \in M_k$, so that these are projections and if we set $p_r(i, j|v, w) = \text{tr}_k(E_{v,i}E_{w,j})$, then $(p_r(i, j|v, w)) \in C_{qc}^*(n, m)$ and converges to $(p(i, j|v, w))$ as $\epsilon \to 0$. Hence, $C_{qc}^*(n, m)$ is contained in the closure of $C_{qc}^*(n, m)$.

The above result characterizes the closure of $C_{qc}^*(n, m)$, assuming that Connes’ embedding conjecture is true. But can we say anything about the closure without assuming that the conjecture is true? In particular, we ask the following:
Problem 3.8 (Synchronous Approximation Problem). Is the closure of $C_q^s(n,c)$ equal to $C_qa^s(n,c)$ for all $n$ and $c$?

If the answer to the above problem was affirmative, then it would give a new proof of Ozawa’s result that Connes’ embedding conjecture is true if and only if $C_qe(n,c) = C_qa(n,c)$ for all $n$ and $c$. In fact, we would have that the following are equivalent:

(i) Connes’ embedding conjecture is true,
(ii) $C_qe^s(n,c) = C_qa^s(n,c)$ for all $n,c$,
(iii) $C_qe(n,c) = C_qa(n,c)$ for all $n,c$.

To see this, note that if the answer to Problem 3.8 is affirmative, then the above result shows that (ii) implies (i).

The fact that (i) implies (iii) was proven in [17, 13, 9]. We sketch the proof. By Kirchberg’s result, if Connes’ $C_qe(n,c) = C_qa(n,c)$ for all $n,c$.

It remains to show that (iii) implies (ii). But if the two sets are equal then their synchronous subsets are equal.

Now we consider a graph $G$ having vertex set $V$ consisting of $n$ vertices, and without loops (so that every edge has two distinct vertices). For $v,w \in V$, we will write $v \sim w$ when $v$ is connected to $w$ by an edge. Let us fix $m \in \mathbb{N}$ and consider the $C^*$-algebra $C^*(\mathcal{F}(n,m))$ as in (1), but written $C^*(\mathcal{F}(n,m)) = \bigotimes_{v \in V} C^m$

Let $e_1, \ldots, e_m$ be the minimal projections in $C^m$ and for $v \in \Gamma_0$, let $e_v,1, \ldots, e_v,m$ be the copies of these in the corresponding generating copy of $C^m$ in $C^*(\mathcal{F}(n,c))$. We will say that a tracial state $\tau$ on $C^*(\mathcal{F}(n,m))$ satisfies

- the orthogonality condition if $\tau(e_{v,i} e_{w,i}) = 0$ whenever $v, w \in V$, $v \sim w$ and $i \in \{1, \ldots, m\}$
- the weak orthogonality condition if $\tau(e_{v,1} e_{w,1}) = 0$ whenever $v, w \in V$ and $v \sim w$.

Note that the weak orthogonality condition depends on our choice of ordering of the projections; thus, we fix such an ordering. In practice, we will only be concerned with the weak orthogonality condition when $m = 2$.

Our next main goal is the following result.
Proposition 3.9. Suppose Connes’ embedding conjecture is true. Let \( m = 2 \), consider the generating set \( H = \{ e_1 \} \) for \( \mathbb{C}^2 \), let \( N \in \mathbb{N} \) and let \( \varepsilon > 0 \). Suppose \( \tau \) is a tracial state on \( C^*(\mathbb{F}(n, m)) \) that satisfies the weak orthogonality condition. Then there exists \( k \in \mathbb{N} \) and a unital \( * \)-homomorphism \( \pi : C^*(\mathbb{F}(n, m)) \to M_k(\mathbb{C}) \) such that the trace \( \text{tr}_k \circ \pi \) satisfies the weak orthogonality condition and approximates \( \tau \) with tolerance \( (N, \varepsilon) \) for the generating set \( H \).

Once we have proven the above result we see that:

Corollary 3.10. Suppose that Connes’ embedding conjecture is true and let \( G \) be a graph. Then \( \xi_q(G) = \xi_{qc}(G) \), that is, the Mancinska-Roberson projective rank of \( G \) is equal to the tracial rank of \( G \).

Proof. Applying Theorem 2.3, we see that \( \xi_{qc}(G) \) is the reciprocal of the largest \( \lambda \) for which there exists a trace \( \tau \) and projections \( \{ e_v \}_{v \in V} \) satisfying the weak orthogonality conditions, such that \( \tau(e_v) \geq \lambda \) for all \( v \). But by the above result, whenever this happens, then for every \( \varepsilon > 0 \) there is a \( k \) and projections \( E_v \in M_k \) satisfying the weak orthogonality conditions with \( \text{tr}_k(E_v) \geq \lambda - \varepsilon \).

Thus, \( \xi_q(G) \leq \xi_{qc}(G) \). But since \( C^n_q(n, 2) \subseteq C^n_{qc}(n, 2) \) the other inequality follows.

For the next two lemmas we let \( \mathcal{M} \) be a finite von Neumann algebra equipped with a normal, faithful tracial state \( \tau \), and we let \( \| x \|_2 = \tau(x^* x)^{1/2} \) for \( x \in \mathcal{M} \) be the corresponding 2-norm. (Recall that \( \mathcal{M} \) is said to be a factor if its center is trivial; for example matrix algebras \( M_k(\mathbb{C}) \) are factors.) In fact, we will apply the lemmas only in the case of \( \mathcal{M} \) being a matrix algebra, but it seems just as easy and possibly useful to write the result in greater generality.

Lemma 3.11. Let \( \mathcal{M} \) be a von Neumann algebra with normal, faithful tracial state \( \tau \) and with projections \( p, q \in \mathcal{M} \). Let \( \delta = \tau(pq) \). Then there is a unitary \( u \in \mathcal{M} \) and there is a projection \( q' \in \mathcal{M} \) such that

\[
\begin{align*}
(i) & \quad q' \perp p \\
(ii) & \quad q' \leq u^* qu \\
(iii) & \quad \tau(q') - \tau(q') \leq \delta \\
(iv) & \quad \| u - 1 \|_2 \leq 2\sqrt{\delta} \\
(v) & \quad \| q - q' \|_2 \leq 5\sqrt{\delta}.
\end{align*}
\]

Suppose, furthermore, that \( \mathcal{M} \) is either diffuse (i.e., has no minimal projections) or is a finite factor (i.e., a matrix algebra \( M_k(\mathbb{C}) \) for some \( k \)). Then there is a projection \( \tilde{q} \in \mathcal{M} \) such that

\[
\begin{align*}
(vi) & \quad q' \leq \tilde{q} \\
(vii) & \quad \tilde{q} \perp p
\end{align*}
\]
(viii) \( \tau(\tilde{q}) = \min(\tau(q), 1 - \tau(p)) \)
(ix) \( \|q - \tilde{q}\|_2 \leq 6\sqrt{\delta} \).

Proof. Note that we have \( \delta \leq 1 \). To find \( q' \) satisfying (i)-(v), we may without loss of generality assume \( M \) is generated by \( \{1, p, q\} \). As is well known, the universal, unital C*-algebra \( \mathcal{B} \) generated by two projections \( P \) and \( Q \) is the set of all continuous functions \( f \) from \([0,1]\) into \( M_2(\mathbb{C}) \) whose values at the endpoints are diagonal, where \( P \) and \( Q \) are represented by the functions

\[
    P = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad Q(t) = \begin{pmatrix} t \sqrt{t(1-t)} \\ \sqrt{t(1-t)} & 1-t \end{pmatrix}.
\]

Furthermore, every tracial state \( \sigma \) on \( \mathcal{B} \) is given by

\[
    \sigma(f) = a_0 f(0)_{11} + b_0 f(0)_{22} + \int \text{tr}_2(f(t)) \, d\mu(t) + a_1 f(1)_{11} + b_1 f(1)_{22},
\]

for a Borel measure \( \mu \) on the open interval \((0,1)\) and for nonnegative \( a_0, b_0, a_1, b_1 \), so that \( a_0 + b_0 + \mu((0,1)) + a_1 + b_1 = 1 \). Thus, the von Neumann algebra \( M \) is the weak closure of the image of \( \mathcal{B} \) under the Gelfand–Naimark–Segal representation of such a trace. We get

\[
    M = C_0 \oplus C \oplus \left( L^\infty(\mu) \otimes M_2(\mathbb{C}) \right)_{a_0 \oplus b_0} \oplus C \oplus C_{a_1 \oplus b_1},
\]

where \( L^\infty(\mu) \otimes M_2(\mathbb{C}) \) should be removed if \( \mu \) is the zero measure, and is otherwise interpreted as being functions from \((0,1)\) into \( M_2(\mathbb{C}) \), up to equivalence \( \mu \)-a.e. The \( a_i \) and \( b_i \) are written in (3) only to remind us about the trace. To wit, we have

\[
    \tau(r_0 \oplus s_0 \oplus f \oplus r_1 \oplus s_1) = a_0 r_0 + b_0 s_0 + \int \text{tr}_2(f(t)) \, d\mu(t) + a_1 r_1 + b_1 s_1.
\]

Of course, if any \( a_i = 0 \) or \( b_i = 0 \), then the corresponding summand in (3) should be removed. We also have

\[
    p = 1 \oplus 0 \oplus \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \oplus 1 \oplus 0
\]

\[
    q = 0 \oplus 1 \oplus \begin{pmatrix} t \sqrt{t(1-t)} \\ \sqrt{t(1-t)} & 1-t \end{pmatrix} \oplus 1 \oplus 0.
\]

We calculate \( \delta = \tau(pq) = \frac{1}{2} \int t \, d\mu(t) + a_1 \). Letting

\[
    q' = 0 \oplus 1 \oplus \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \oplus 0 \oplus 0,
\]
we have $q' \perp p$ and $\tau(q) - \tau(q') = a_1 \leq \delta$. Moreover, we see that $q'$ is a subprojection of $u^*qu$ for the unitary
\[ u = 1 \oplus 1 \oplus \left( \frac{\sqrt{1-t}}{t} \right) \oplus 1 \oplus 1 \]
and we calculate
\[ \tau(|u - 1|^2) = 2 \int (1 - \sqrt{1-t}) \, d\mu(t) \leq 2 \int t \, d\mu(t) \leq 4\delta, \]
so (iv) holds. Now (v) follows from (ii)–(iv).

We will now find $\tilde{q}$ satisfying (vi)–(viii). If $1 - \tau(p) \leq \tau(q)$, then we simply let $\tilde{q} = 1 - p$. If $\tau(q) < 1 - \tau(p)$, then will let $\tilde{q} = q' + r$
for a projection $r \leq (1 - p) \wedge (1 - q')$ such that $\tau(r) = \tau(q) - \tau(q')$.
Since $q' \leq 1 - p$, $(1 - p) \wedge (1 - q')$ is a projection in $\mathcal{M}$ of trace
$1 - \tau(p) - \tau(q')$; moreover, the desired trace value, namely $\tau(q) - \tau(q')$, is less than $1 - \tau(p) - \tau(q')$. Now $\mathcal{M}$ does contain a projection of trace
$\tau(q) - \tau(q')$, namely, the projection $u^*qu - q'$. Thus, assuming either $\mathcal{M}$
is diffuse or a matrix algebra, we conclude that the desired projection $r$
eq exists.

Since $\tau(r) \leq \delta$, we have $\|r\| \leq \sqrt{\delta}$ and (ix) follows from (v).

**Lemma 3.12.** Fix a graph $G$ as described above. For every $\epsilon > 0$ there
is $\delta > 0$ such that if $(e_v)_{v \in V}$ are projections in $\mathcal{M}$ satisfying
\[ \tau(e_v e_w) \leq \delta, \quad (v, w \in V, v \sim w), \quad \text{(4)} \]
then there exist projections $(\tilde{e}_v)_{v \in V}$ in $\mathcal{M}$ satisfying
\[ \tilde{e}_v \perp \tilde{e}_w, \quad (v, w \in V, v \sim w) \quad \text{(5)} \]
\[ \|e_v - \tilde{e}_v\| \leq \epsilon \quad (v \in V). \quad \text{(6)} \]

**Proof.** We proceed by induction on the number $n = |V|$ of vertices
of the graph. For $n = 1$ there is nothing to prove, for we may take
$\tilde{e}_v = e_v$. Suppose $n \geq 2$ and the lemma has been proved for all smaller
graphs. Choose any vertex $v_0 \in V$ and let $G'$ be the graph obtained
from $G$ by removing the vertex $v_0$ (and all edges containing $v_0$). We
let $V' = V \setminus \{v_0\}$ denote the vertex set of $G'$. Choose any $\eta$
satisfying $0 < \eta < \epsilon^2/(50(n - 1))$. By induction hypothesis, there is $\delta' > 0$ such
that whenever $(e_v)_{v \in V'}$ are projections in $\mathcal{M}$ satisfying
\[ \tau(e_v e_w) < \delta', \quad (v, w \in V', v \sim w), \quad \text{(7)} \]
then there exist projections $(\tilde{e}_v)_{v \in V'}$ in $\mathcal{M}$ satisfying
\[ \tilde{e}_v \perp \tilde{e}_w, \quad (v, w \in V', v \sim w) \quad \text{(8)} \]
\[ \|e_v - \tilde{e}_v\| < \eta \quad (v \in V'). \]
Let $\delta = \min(\delta', \epsilon^2/(50(n - 1)))$ and suppose $(e_v)_{v \in V}$ are projections in $\mathcal{M}$ satisfying (1). Let $(\tilde{e}_v)_{v \in V'}$ be projections obtained using the induction hypothesis as described above. Then using also (8) we get

$$\tau(e_{v_0} \tilde{e}_w) < \delta + \eta, \quad (w \in V', v_0 \sim w).$$

Let

$$f = \bigvee_{w \in V', v_0 \sim w} \tilde{e}_w.$$

Then $f \leq \sum_{v_0 \sim w \in V} \tilde{e}_w$, so $\tau(e_{v_0} f) = \tau(e_{v_0} f e_{v_0}) < (n - 1)(\delta + \eta)$. By Lemma 3.11 there is a projection $\tilde{e}_{v_0} \in \mathcal{M}$ such that $\tilde{e}_{v_0} \perp f$ and

$$\|e_{v_0} - \tilde{e}_{v_0}\|_2 \leq 5\sqrt{(n - 1)(\delta + \eta)} < \epsilon.$$

This finishes the construction of the family $(\tilde{e}_v)_{v \in V}$ of projections satisfying (5) and (6). $\square$

**Proof of Proposition 3.9.** Let $N' = \max(N, 2)$. Let $\delta > 0$ be as obtained from Lemma 3.12 but for $\epsilon/2$ instead of $\epsilon$. Let $\epsilon' = \min(\epsilon/2, \delta)$. By Proposition 3.6 there is $k$ and a $\ast$-homomorphism $\rho : C^\ast(F(n, c)) \to M_k(\mathbb{C})$ such that $tr_k \circ \rho$ approximates $\tau$ with tolerance $(N', \epsilon')$ for the generating set $H$. Consider the projection $E_v = \rho(e_{v,1}) \in M_k(\mathbb{C})$. Since $\tau$ was assumed to satisfy the weak orthogonality condition, we have $\tau(e_{v,i} e_{w,i}) < \epsilon'$ whenever $v, w \in V$ and $v \sim w$. Using $\|X\|_2 = \text{tr}(X^*X)^{1/2}$ for $X \in M_k(\mathbb{C})$, by Lemma 3.12 there exist projections $(E'_v)_{v \in \Gamma_0}$, such that

$$E'_v \perp E'_w, \quad (v, w \in V, v \sim w)$$

$$\|E'_v - E_v\|_2 < \frac{\epsilon}{2} \quad (v \in V).$$

Now defining $\pi : C^\ast(F(n, c)) \to M_k(\mathbb{C})$ to be the unital $\ast$-homomorphism determined by $e_v \mapsto E'_v$, we have that $tr_k \circ \pi$ approximates $\tau$ with tolerance $(N, \epsilon)$ for the generating set $H$. $\square$

**Lemma 3.13.** Fix a graph $G$ as described above and let $m \in \mathbb{N}$. For every $\epsilon > 0$ there is $\delta > 0$ such that if $(e_{v,i})_{v \in V, 1 \leq i \leq m}$ are projections in $\mathcal{M}$ satisfying

$$(9) \quad \tau(e_{v,i} e_{w,i}) < \delta, \quad (v, w \in V, v \sim w, 1 \leq i \leq m),$$

$$(10) \quad \sum_{i=1}^m e_{v,i} \leq 1, \quad (v \in V),$$

(9) $\tau(e_{v,i} e_{w,i}) < \delta$, $(v, w \in V, v \sim w, 1 \leq i \leq m)$, (10) $\sum_{i=1}^m e_{v,i} \leq 1$, $(v \in V)$,
then there exist projections \((\tilde{e}_v)_{v \in V}\) in \(M\) satisfying
\[
\tilde{e}_{v,i} \perp \tilde{e}_{w,i}, \quad (v, w \in V, v \sim w, 1 \leq i \leq m)
\]
\[
\sum_{i=1}^{m} \tilde{e}_{v,i} \leq 1, \quad (v \in V)
\]
\[
\|e_{v,i} - \tilde{e}_{v,i}\|_2 < \epsilon \quad (v \in V, 1 \leq i \leq m).
\]

**Proof.** This follows immediately from Lemma 3.12 applied to the graph \(G^{(m)}\) obtained from \(G\) as follows. The vertex set \(V(G^{(m)}) = V \times \{1, \ldots, m\}\). There is an edge between vertices \((v, i)\) and \((w, j)\) in \(G^{(m)}\) if and only if either (a) \(v = w\) and \(i \neq j\) or (b) there is an edge between \(v\) and \(w\) in \(G\) and \(i = j\). \(\square\)

For those familiar with products of graphs, if \(K_m\) denotes the complete graph on \(m\) vertices, then \(G^{(m)} = G \square K_m\), which is often called the *Cartesian product* of the graphs.

**Remark 3.14.** If we could prove that the projections \(\{\tilde{e}_{v,i}\}\) can also be chosen to satisfy \(\sum_{i=1}^{m} \tilde{e}_{v,i} = 1\), for all \(v \in V\), then the above results would imply that Connes’ embedding conjecture true implies that \(\chi_q(G) = \chi_{qc}(G)\).

**Question 3.15.** Fix a graph \(G\) and a rational number \(\gamma\). Is it true that for every \(\epsilon > 0\) there is \(\delta > 0\) such that for all integers \(k\) that are large enough and divisible by the denominator of \(\gamma\), if \((e_v)_{v \in V}\) are projections in \(M_k(\mathbb{C})\) satisfying
\[
\text{tr}_k(e_v e_w) < \delta, \quad (v, w \in V, v \sim w),
\]
\[
\text{tr}_k(e_v) = \gamma, \quad (v \in V),
\]
then there exist projections \((\tilde{e}_v)_{v \in V}\) in \(M_k(\mathbb{C})\) satisfying
\[
\tilde{e}_v \perp \tilde{e}_w, \quad (v, w \in V, v \sim w)
\]
\[
\|e_v - \tilde{e}_v\|_2 < \epsilon \quad (v \in V).
\]
\[
\text{tr}_k(\tilde{e}_v) = \gamma.
\]

4. **Values of Games**

Let \(G\) be a finite input-output game of the type described in the introduction with inputs \(X\), outputs \(O\), and with “rules” \(\lambda : X \times X \times O \times O \to \{0, 1\}\). Suppose that in addition we are given a probability distribution on the inputs. By this we mean a set \(\Gamma = (\gamma_{x,y})\), such that \(\gamma_{x,y} \geq 0\) and \(\sum_{x,y \in X} \gamma_{x,y} = 1\). Then for \(t \in \{loc, q, qa, qc\}\) we define the
value of the game given the distribution to be

\[ \omega_t(\mathcal{G}, \Gamma) = \sup \{ \sum_{x,y \in X, i,j \in O} \gamma_{x,y} \lambda(x, y, i, j) p(i, j | x, y) : (p(i, j | x, y)) \in C_t(n, c) \} . \]

For \( t \in \{ \text{loc, qa, qc} \} \) this supremum is actually attained, but, since we do not know if \( C_{qa}(n, c) \) is closed the supremum is necessary for this case. A major problem in the theory of non-local games, related to the strong Tsirelson conjecture, is to determine if \( \omega_q(\mathcal{G}, \Gamma) \) is always attained. This is essentially the bounded entanglement problem.

Also, note that since \( C_{qa}(n, c) \) is defined to be the closure of \( C_q(n, c) \) we have that \( \omega_q(\mathcal{G}, \Gamma) = \omega_{qa}(\mathcal{G}, \Gamma) \).

We define the synchronous value of the game given the distribution to be

\[ \omega_s^t(\mathcal{G}, \Gamma) = \sup \{ \sum_{x,y \in X, i,j \in O} \gamma_{x,y} \lambda(x, y, i, j) p(i, j | x, y) : (p(i, j | x, y)) \in C_s^t(n, c) \} . \]

Note that if a game has a winning strategy then \( \omega_t(\mathcal{G}, \Gamma) = 1 \), for every \( \Gamma \). Conversely, it is easy to see that, if \( \gamma_{x,y} \neq 0 \) for all \( x, y \), then for \( t \in \{ \text{loc, qa, qc} \} \), \( \omega_t(\mathcal{G}, \Gamma) = 1 \) implies that \( \mathcal{G} \) has a winning strategy.

We summarize a few consequences of our results in these terms.

**Proposition 4.1.** If Connes’ embedding conjecture is true, then \( \omega_q(\mathcal{G}, \Gamma) = \omega_{qc}(\mathcal{G}, \Gamma) \) and \( \omega_q^s(\mathcal{G}, \Gamma) = \omega_{qa}^s(\mathcal{G}, \Gamma) = \omega_{qc}^s(\mathcal{G}, \Gamma) \) for every \( \mathcal{G} \) and every \( \Gamma \).

If the answer to our Synchronous Approximation Problem is affirmative, then \( \omega_q^s(\mathcal{G}, \Gamma) = \omega_{qa}^s(\mathcal{G}, \Gamma) \) for every \( \mathcal{G} \) and every \( \Gamma \).

**Proposition 4.2.** Given a game \( \mathcal{G} \) with \( n \) inputs \( X \) and \( m \) outputs \( O \) and a distribution \( \Gamma \), set

\[ B = \sum_{x,y \in X, i,j \in O} \gamma_{x,y} \lambda(x, y, i, j) e_{x,i} e_{y,j} \in C^* (\mathbb{F}(n, m)) . \]

Then

\[ \omega_{qc}^s(\mathcal{G}, \Gamma) = \sup \{ \tau(B) \mid \tau : C^* (\mathbb{F}(n, m)) \rightarrow \mathbb{C} \text{ is a tracial state} \} , \]

and this supremum is attained. If we restrict the family of traces to those that have finite dimensional GNS representations, then we obtain \( \omega_q^s(\mathcal{G}, \Gamma) \). If we restrict the family of traces to those that have abelian GNS representations, then we obtain \( \omega_{loc}^s(\mathcal{G}, \Gamma) \), and the supremum is attained.
However, in the finite dimensional case, we can say even more.

**Proposition 4.3.** \( \omega_s^*(G, \Gamma) = \sup \{ \text{tr}_k(\sum_{x,y,i,j} \gamma_{x,y} \lambda(x, y, i, j) E_{v,i} E_{w,j}) \} \)

where the supremum is taken over all \( k \in \mathbb{N} \) and all sets of projections in \( M_k \) satisfying \( \sum_i E_{v,i} = I \).

**Proof.** Given a finite dimensional representation \( \pi \) of \( C^*(\mathbb{F}(n,c)) \) write

\[
\pi(C^*(\mathbb{F}(n,c))) = M_{k_1} \oplus \cdots \oplus M_{k_r}
\]

and \( \pi(e_{v,i}) = E_{v,i,1} \oplus \cdots \oplus E_{v,i,r} \) so that \( \tau(e_{v,i}) = \alpha_1 \text{tr}_{k_1}(E_{v,i,1}) + \cdots + \alpha_r \text{tr}_{k_r}(E_{v,i,r}) \) for some weights \( \alpha_l \geq 0 \) with \( \alpha_1 + \cdots + \alpha_r = 1 \).

Note that

\[
\tau(\gamma_{x,y} \lambda(x, y, i, j) e_{v,i} e_{w,j}) = \sum_{l=1}^r \alpha_l \text{tr}_{k_l}(\gamma_{x,y} \lambda(x, y, i, j) E_{v,i,l} E_{w,j,l}),
\]

so this convex sum is dominated by

\[
\max\{\text{tr}_{k_l}(\gamma_{x,y} \lambda(x, y, i, j) E_{v,i,l} E_{w,j,l}) : 1 \leq l \leq r\},
\]

from which the result follows. \( \square \)
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