From machine learning to deep learning in agriculture – the quantitative review of trends
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Abstract. In the last two decades, we have witnessed the intensive development of artificial intelligence in the field of agriculture. In this period, the transition from the application of simpler machine learning algorithms to the application of deep learning algorithms can be observed. This paper provides a quantitative overview of papers published in the past two decades, thematically related to machine learning, neural networks, and deep learning. Also, a review of the contribution of individual countries was given. The second part of the paper analyses trends in the first half of the current year, with an emphasis on areas of application, selected deep learning methods, input data, crop mentioned in the paper and applied frameworks. Scopus and Web of Science citation databases were used.

1. Introduction
The development of artificial intelligence and machine learning in the last two decades has led to a significant increase in the number of projects in the field of agriculture. The first papers that point on possible automation of some processes in agriculture are more than fifty years’ old. Low levels of computing power did not allow for further development until the end of the twentieth century [1]. Since the beginning of the 21st century, artificial intelligence has been increasingly used in agriculture. One of the indicators of growth is the number of published scientific papers dealing with this topic. In this paper, an analysis of papers in the field of machine learning, neural networks and deep learning is given, but only those related to agriculture. In the second section is the literature overview. In the third and fourth sections methods of analysis and results can be found. The results are divided into three parts, machine learning, neural networks and deep learning, but a more detailed analysis focused on papers published in this year is given. Finally, in the last section, discussion and conclusion can be found.

2. Literature overview
Many reviews deal with artificial intelligence (AI), computer vision (CV), machine learning (ML) and deep learning (DL) in agriculture. For machine learning, we can say that it is an approach to achieve artificial intelligence. Deep learning is a part of the machine learning field, and convolution and recurrent neural networks belong to deep learning. In Fig. 1 the relationship of some terms mentioned above can be seen, and it will be used in section three as well as in this literature overview.
Jha et al. made a review on automation in agriculture based on artificial intelligence. They analysed different technologies on the market and concluded that the combination of sensors, IoT and ML can be used to automate processes in agriculture [2]. Patricio and Rieder analysed artificial intelligence and computer vision in precision agriculture. They used six databases (ScienceDirect, Scopus, Springer, Web of Science, ACM and IEEE) and analysed 25 papers from 2013 to 2017 but only with five crops (maize, rice, wheat, soybean and barley). Interestingly, most used classifier in that period was Support Vector Machine. The most used input device was a camera [3]. Tian et al. analysed computer vision technology in agriculture. They analysed 41 papers published from 2017 to 2019 and concluded that “computer vision technology combined with artificial intelligence algorithms will improve the economic performance, general performance, coordination performance and robust performance of agricultural automation systems.” [4]. Paul et al. put the focus on computer vision and machine learning in agriculture, and they analysed about fifty papers from 2007 to 2018. And they noticed a significant advance in recent time [5]. Rehman et al. made a great work analysed more than two hundred papers that deal with machine learning algorithms for agricultural machine vision systems. They suggested that “the use of ML technology for weed detection, plant diseases and stress detection, yield prediction and estimation, plant water content determination, grading and sorting, soil analysis and real-time field operations may become routine operation in near future agriculture.” [6]. Liakos et al. analysed forty papers that deal with machine learning in agriculture. They used search engines from Scopus, ScienceDirect and PubMed, and all articles are published in journals. They noticed that 4 papers are related to ML in water management, 8 are associated with ML in livestock management, 4 are related to soil management. In contrast, most of the papers (24) are associated with ML in crop management [7]. Chlingaryan et al. analysed machine learning for crop yield prediction in agriculture with a focus on nitrogen management. They also concluded that ML and sensing usage have rapidly advanced during the last ten years [8]. Sharma et al. also focused on one narrower area – they analysed sustainable agriculture supply chain performance based on machine learning. They used Business Source Premier, Scopus, Emerald Insights and Web of Science databases, and analysed 93 papers. The paper reveals considerable benefits of machine learning implemented in the agriculture supply chain systems [9]. Behmann et al. analysed advanced machine learning methods for biotic stress detection in crop protection. Interestingly, authors have about a hundred papers in references, but they did not mention CNNs that are state-of-art neural networks today, six years later. This indicates the rapid development of algorithms in the field [10].

Kamilaris and Prenafeta-Boldú analysed deep learning algorithms in agriculture. They used ScienceDirect, IEEE, Web of Science and Google Scholar databases. They analysed forty papers and noticed that 57% of papers used typical CNN architectures for classification. Some of them used RNN architectures when the time dimension had to be exploited. Finally, they concluded that “deep learning offers better performance and outperforms other popular image processing techniques” [11]. Same authors analysed 23 papers that deal with convolutional neural networks in agriculture in another article. They used the same databases for papers research and concluded that CNN usually rich higher precision than other image processing techniques [12].

3. Method
In this study, the first step was citation databases analyse. Many authors did it before, like Jasco Bar-Ilan or Falagas et al. [13] [14] [15]. They suggest that Scopus, Web of Science and Google Scholar are primary citation services, so in this paper, we used two of them. Falagas et al. also analysed PubMed, but this database is not a general citation service, so we excluded it [15]. On the other hand, Mahe suggests that ResearchGate provides another citation index, but like Google Scholar, it is also excluded because the lack of some advanced functions that are provided by Scopus and Web of Science [16]. Finally, Scopus and Web of Science are used for papers searching and extracting. Web of Science provides access to multiple databases with citation data. Clarivate Analytics maintains it but the Institute for Scientific Information produced it. It has 171 million items in the database with
1.9 billion references. Scopus also provides access to citation data, and Elsevier maintains it. It has 75 million items in the database with 1.4 billion references from 1970. The focuses of our study are using machine learning, neural networks and deep learning in agriculture, so for the survey of papers following search expression were defined:

a) “machine learning” AND agriculture
b) “neural networks” AND agriculture
c) “deep learning” AND agriculture

It is important to emphasise that we searched only in titles, abstracts and keywords. As it is mentioned before, neural networks are part of machine learning fields, and deep learning is a special version of neural network usage. This relation can be seen on Figure 1.

The time interval was defined from 2000 to 2020.

4. Results

In Table 1 search expression results can be seen. It is evident that the number of papers grows as time goes on. In the last row, the results were calculated by linear interpolation, and the obtained numbers were multiplied by 12/7, because for 2020, the results are available only for the first 7 months.

| YEAR | SCO, ML | SCO, NN | SCO, DL | WOS, ML | WOS, NN | WOS, DL |
|------|---------|---------|---------|---------|---------|---------|
| 2000 | 1       | 17      | 0       | 2       | 44      | 0       |
| 2001 | 1       | 16      | 0       | 2       | 44      | 0       |
| 2002 | 2       | 17      | 0       | 0       | 43      | 0       |
| 2003 | 2       | 36      | 0       | 4       | 62      | 0       |
| 2004 | 3       | 23      | 0       | 3       | 43      | 0       |
| 2005 | 2       | 42      | 0       | 5       | 71      | 1       |
| 2006 | 5       | 40      | 0       | 11      | 77      | 0       |
| 2007 | 8       | 37      | 0       | 7       | 91      | 0       |
| 2008 | 5       | 66      | 0       | 11      | 113     | 0       |
| 2009 | 10      | 85      | 0       | 13      | 131     | 1       |
| 2010 | 16      | 98      | 0       | 37      | 150     | 0       |
| 2011 | 13      | 83      | 0       | 31      | 168     | 0       |
| 2012 | 17      | 96      | 0       | 47      | 254     | 1       |
| 2013 | 20      | 96      | 0       | 80      | 264     | 1       |
The results will be presented in 3 subsections, machine learning, neural networks and deep learning.

4.1. Machine learning
On Figure 2, the number of published papers about machine learning and agriculture can be seen. A base-10 logarithmic scale is used for the vertical axis.

| Year | SCO_ML_TAK | WOS_ML_TAK | China | United States | India | Iran | Japan | Australia | Germany | United Kingdom | France | Canada | Spain | Italy | Brasil |
|------|-------------|-------------|-------|---------------|-------|------|-------|-----------|---------|----------------|-------|--------|-------|-------|--------|
| 2014 | 34          | 106         | 1     | 106           | 313   | 0    |        |           |         |                |       |        |       |       | 0      |
| 2015 | 63          | 118         | 3     | 144           | 363   | 8    |        |           |         |                |       |        |       |       | 0      |
| 2016 | 100         | 173         | 16    | 210           | 440   | 21   |        |           |         |                |       |        |       |       | 0      |
| 2017 | 137         | 221         | 45    | 273           | 520   | 69   |        |           |         |                |       |        |       |       | 0      |
| 2018 | 272         | 336         | 103   | 540           | 714   | 185  |        |           |         |                |       |        |       |       | 0      |
| 2019 | 552         | 598         | 308   | 833           | 957   | 389  |        |           |         |                |       |        |       |       | 0      |
| 2020 | 667         | 646         | 454   | 1152          | 1164  | 612  |        |           |         |                |       |        |       |       | 0      |

Figure 2. Number of published papers about machine learning and agriculture per year

Figure 3. Number of published papers about machine learning and agriculture by country
On Figure 3, the number of published articles by country between 2000 and 2020 can be seen. Only the ten countries with the largest number of published papers are shown. In the Web of Science database, most published articles are from Chinese and United States authors, but on the Scopus database, most authors are from India. There is a significant difference in the number of indexed papers in the two used databases. In the Web of Science, there are more than three thousand papers, but Scopus has about a thousand and a half indexed articles.

4.2. Neural networks

On Figure 4, the number of published papers about neural networks and agriculture can be seen. A base-10 logarithmic scale is used for the vertical axis.

![Figure 4 Number of published papers about neural networks and agriculture per year](image)

On Figure 5, the number of published articles by country between 2000 and 2020 can be seen. Only the ten countries with the largest number of published papers are shown. In both databases, most published articles are from Chinese authors. There is a significant difference in the number of indexed papers in the two used databases. In the Web of Science, there are more than 5500 papers, but Scopus has about 2800 indexed articles.
4.3. Deep learning

On the Figure 6, the number of published papers about deep learning and agriculture can be seen. A base-10 logarithmic scale is used for the vertical axis.

![Figure 6 Number of published papers about deep learning and agriculture per year](image)

![Figure 7 Number of published papers about deep learning and agriculture by country](image)

On Figure 7, the number of published articles by country between 2000 and 2020 can be seen. Only the ten countries with the largest number of published papers are shown. In the Web of Science database, most published articles are from Chinese authors, but on the Scopus database, most authors are from China and India. There is a significant difference in the number of indexed papers in the two used databases. In the Web of Science, there are more than a thousand papers, but Scopus has about 700 indexed articles.

4.3.1. Deep learning trends in 2020

The graph in Figure 6 is particularly intriguing. The extremely rapid growth in the number of papers related to deep learning is evident. To analyse new trends in the development of deep learning, we
extracted only articles published during 2020. We got different papers from used databases because they index various journals. To obtain the highest quality results, we extracted only papers that were indexed in both databases. There were 105 of them in total. After the analysis, we removed the review papers and papers that were found in the list by mistake. After that, we have got 95 articles.

All 95 papers were analysed and categorised according to five criteria, depending on the areas of application, selected deep learning methods, input data, crop mentioned in the paper and applied frameworks.

On the left side of Figure 8 areas of a deep learning application can be seen. Many authors suggest domains for smart agriculture model, but in this paper, eleven domains suggested by Alreshidi have been used. They are human resources, crops, weather, soil, pests, fertilisation, products, irrigation, livestock, machines and fields. Some papers fell into two categories, in which case the more dominant one was chosen. More details about the used categorisation are available in the literature [17]. Most papers deal with crops, but it can be expected.

On the right side of Fig 8 crops mentioned in the papers are aggregated. Only some articles mention crops, so the total on the graph is not 95. It can be seen that wheat, corn and grape are dominant subjects in the papers.

Figure 8 - Areas of application (left) and crops mentioned in the paper (right)

Figure 9 Applied frameworks (left) and deep learning methods (right)
On the left side of Figure 9, applied frameworks in the papers can be seen. The most used framework in the analyses papers is Keras (29%). In many papers, information about the used framework is not available (28%) and in the third place is TensorFlow (17%). In almost all papers that used Keras, TensorFlow has been used, because Keras is capable of running on top of MS Cognitive Toolkit, R, PlaidML, Theano and TensorFlow. It can be concluded that TensorFlow is the dominant framework in the papers, but it has been used with or without Keras.

On the right side of Fig 9, deep learning methods that are used in the papers can be seen. The most dominant method is convolution neural networks (67%) and recurrent neural networks (11%). Recurrent neural networks are used when temporal dynamic behaviour is needed, but for the most tasks, convolution neural networks are the “state of the art” technology.

![Figure 10 Input data sources for deep learning method](image)

On Figure 10, the input data sources can be seen. A camera is a dominant data source (59 papers), but a satellite is on the second place (12 papers). The satellite as a data source is placed in another category, although it is clear that in the case of satellites, they also use cameras that can use different wavelengths in some cases. In seven papers, there are more than two (multiple) input data sources, and there are few papers that deal with temperature, humidity, rainfall, light, etc.

In the following, each paper is described in one sentence, and are categorized by an input data source.

The camera is used to develop a robot that can selectively harvest broccoli heads [18], for crop harvesting system with IoT technology [19] and DNN-based automated harvesting [20]. It is used for disease detection of crops such as potato, tomato and maize [21] [22] and detection and classification of groundnut diseases [23]. It is also used for automated segmentation of grape bunches in color images [24], for fast landmark extraction in steep slope vineyard context [25], for a framework to identify and classify the selected diseases on a grape at the early stages [26], and for autonomous navigation in vineyards [27]. It is used for disease identification and classification using apple leaf image dataset [28]. Zhao et al. used a camera as an input device for automatic crop disease recognition system [29]. Wang et al. used it for semantic segmentation of crop and weed [30] and Azizi et al. used it to detect and segment different clods obtained from tilled soil [31]. The camera has been used for deep-learning solution for image recognition of Legacy blueberries in the rooting stage [32] and for deep neural network model for detecting the onion disease symptom [33] as well as for detection ripe soft fruits (strawberries) in real industrial settings [34]. Kang and Chen used a camera as input for a framework of a deep-learning-based fruit detector for apple harvesting [35] and Esgario et al. used it for a system capable of identifying and estimating the stress severity caused by biotic agents on coffee leaves [36]. For the new method that considers diseases independently of crops, the camera is also used as an input...
device [37], as well as for two-stages mobile vision-based cascading pest detection approach [38]. It is used for pest detection, classification and counting by Chen et al. [39]. Santos et al. used it for grape detection, tracking and counting in vineyards [40] and Xu et al. used it for cattle counting in different situations [41]. A camera is used for novel crop/weed identification system based on CNN [42], for soybean plant diseases recognition using segmented leaf images [43], for the low-cost and scalable solution of pig recognition [44] and for detecting the position and posture of pigs with 21 cameras [45].

It is used for livestock classification and counting in quadcopter aerial images [46] and pig detection [47]. Jiang et al. proposed weed and crop recognition system with a camera [48] and Alves proposed a classification system for major cotton pests with a camera [49]. Camera is used as input for UAV solutions by Wang, Bah, Tetila, Shen, Yang, Barbero, Moghimi, Kerkech, Maimaitijiang, Mazzia, Nguyen and Zhang [38] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60].

The camera is used by Hamdan for a vision system that can accurately estimate the mass of sugarcane while running in real-time on a sugarcane harvester during operation [61] and by Wang to establish a large-scale multi-target standardised data set of agricultural pests [62]. Espejo-Garcia suggests that weeds identification can be improved with a repository of agricultural pre-trained deep neural networks [63], Velumani used camera in automatic method to estimate wheat heading date [64] and Misra used it to recognise and count the number of spikes of the wheat plant from the digital images [65]. The camera is used in the system for detecting the apparent defects of sour lemon fruit and grades them [66] and for classify the soil aggregates obtained from plowing [67]. It is also used for identification and differentiation of ten major varieties of basmati rice [68] and crop pest dataset and plant leaf dataset creation [69] and for segmentation method to discriminate leaf and non-leaf regions in images [70].

Some authors used a camera for diagnosing the CLR in development stage [71] and some of them suggest how to assigns a portion of the DL layers to fog nodes when data from cameras are processing [72]. Finally, the camera is used for pest and disease identification in the growth of sweet peppers using CNN [73] and for automatic detection and severity assessment of pepper bacterial spot disease [74].

Satellite images are used in papers about a general method to facilitate field boundary extraction [75], deep-learning-based shadow removal model [76], generalisable crop classification model for spatial transfer across regions [77], classify crops in VHR images based on geo-parcels [78], classification workflow using deep neural network (DNN) to produce high-quality in-season crop maps [79], weakly supervised deep learning system for cropland segmentation [80], a model for quantification of the tree cover of forests in global drylands [81], deep learning model to map agricultural areas [82], delimitation-grading for agro-production units in modern smallholder regions with satellite data and CNN [83], semantic segmentation on the aerial and satellite images [84] [85] and semantic segmentation of center pivot irrigation systems from remotely sensed data [86].

An infrared camera is used for integrating drone-borne thermal imaging with artificial intelligence to locate bird nests on agricultural land [87] and apple length is used in the paper about complex profile monitoring development based on the deep learning technique [88].

Lidar is used as an input device in papers by Jin et al. [89] [90] and sound is input in the papers about models for predicting the precipitation based on meteorological data [91] and application of RF in classifying coconut maturity [92]. Temperature and humidity are input values in the papers about precision water resource management [93], maximum temperature forecasting [94] and for temperature and humidity prediction for sustainable precision agriculture [95]. Temperature and light are inputs for CNN for estimating and analysing crop yields [96].

The only temperature is used as input in papers about predicting reservoir temperatures based on typical hydrogeochemical parameters [92], edge computing evaluation for frost prediction in crops by estimating low temperatures through LSTM deep learning models [97] and predictive model for temperature [98].

Finally, papers with multiple sources for neural network inputs are about the comparative assessment of environmental variables and machine learning algorithms for maise yield prediction [99], accurate water quality prediction scheme is proposed for pH, water temperature and dissolved oxygen [100], integrated approach for monitoring crop health using IoT, machine learning and drone technology [101], robot
system combines the current environment with weather forecasts through LSTM to predict the correct timing for watering [102]. RNN network models for predicting the precipitation based on meteorological data [103], hybrid deep learning predictor for accurate predictions of temperature, wind speed, and humidity data [104] and optimised supply chain provenance system for Industry 4.0 in the food sector using state-of-the-art technologies such as IoT, blockchain, and advanced deep learning [105].

5. Discussion and Conclusions
The development of artificial intelligence and machine learning in the last two decades has led to a significant increase in the number of projects in the field of agriculture. Artificial intelligence is a general term that includes machine learning, neural networks and deep learning. The production and publication of papers linking these three subordinate terms and agriculture are covered in this paper. From the attached analysis and graphs, it is evident that there is a great interest in the scientific community in these fields.

If we look at the production of scientific papers by country, it is evident that China dominates in production. In only one of the six graphs shown is China not in first place in terms of production. A particularly significant difference is observed in the number of published scientific papers about deep learning in the Web of Science citation database. Authors from China write almost half of the papers.

Papers about deep learning published in the first half of 2020 and the trends that are looming are particularly attractive. It can be concluded that TensorFlow is a dominant framework, but most researchers use Keras to simplify the process of constructing neural networks. A camera has become the dominant input device, and images are the most common input medium used by neural networks. Wheat, corn and grape are most often in the focus of scientists, and crop analysis is the most common area of the deep learning application. Finally, the use of convolutional neural networks has become commonplace in solving problems in agriculture.

We can conclude that “the future in agriculture has already come”, based on the chart from Fig 6. We just need to use the available resources and knowledge.
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