Abstract—While action anticipation has garnered a lot of research interest recently, most of the works focus on anticipating future action directly through observed visual cues only. In this work, we take a step back to analyze how the human capability to anticipate the future can be transferred to machine learning algorithms. To incorporate this ability in intelligent systems a question worth pondering upon is how exactly do we anticipate? Is it by anticipating future actions from past experiences? Or is it by simulating possible scenarios based on cues from the present? A recent study on human psychology [1] explains that, in anticipating an occurrence, the human brain counts on both systems. In this work, we study the impact of each system for the task of action anticipation and introduce a paradigm to integrate them in a learning framework. We believe that intelligent systems designed by leveraging the psychological anticipation models will do a more nuanced job at the task of human action prediction. Furthermore, we introduce cyclic transformation in temporal dimension in feature and semantic label space to instill the human ability of reasoning of past actions based on the predicted future. Experiments on Epic-Kitchen, Breakfast, and 50Salads dataset demonstrate that the action anticipation model learned using a combination of the two systems along with the cycle transformation performs favorably against various state-of-the-art approaches.

Index Terms—Action Anticipation, Action Recognition, Human Cognitive Anticipation

I. INTRODUCTION

Action anticipation is essential for various real-world applications such as autonomous navigation [2], [3] and assistive robots for human-machine interaction [4], [5]. Thus, it is paramount to incorporate anticipation ability in intelligent systems. Recently, some progress has been made to model the anticipation capability and embed it in intelligent and robotic systems using deep learning networks [6]–[14]. One naive approach to address the task of action anticipation is to learn a direct mapping between observed visual cues and the future action using supervised methods [15], [16]. Other approaches translate the observed cues to the future visual cues using pre-computed features [17], [18] and then perform action recognition, thereby the task of anticipation. However, what comes more naturally to humans is challenging for intelligent systems due to the complexity of the task of anticipation and the stochastic nature of the future.

Anticipation is one of the neuro-cognitive mechanisms of our brain. We constantly try to anticipate what will happen next depending on the knowledge our brain has of the environment. A study on human psychology [1] explains that humans count on two systems while preforming the task of anticipation. One system allows us to utilize our semantic experience to anticipate future, while the other is based on identifying the visual patterns. A skilled cricket batsman can easily visualize the trajectory of the ball by observing the movement pattern of the bowler and play a shot. On the other hand, if the same cricket player is asked to play baseball, with little knowledge of the sport, he can apply the experience gained through cricket to make a hit. While in the former example the player is skilled enough to visualize the future trajectories and make a decision based on other cues to anticipate action, in the latter the player uses the experience gained from another sport to learn and anticipate. This ability to leverage experiences and identify patterns in the present make it feasible for humans to anticipate the future (at least, the near-future).

Motivated by aforementioned cognitive study, we propose a novel approach for Action Anticipation through Cycle Transformations (A-ACT). Unlike other approaches [15]–[20] where only one of the anticipation mechanisms is studied, we study the impact of both the mechanisms for action anticipation using deep learning models. As an analogy, in challenging scenarios where fine details are needed to anticipate the future, like examining a video of crime scene, we may have to confirm...
details by rewinding and forwarding the tape to find reasons behind past and current actions. We try to translate this ability to reason in our model through cycle transformation in temporal dimension. We propose that integrating the psychological philosophy into designing intelligent systems will do a more nuanced job at human action anticipation, as subsequently demonstrated by the results of our experiments.

The conceptual overview of the proposed approach that unifies the semantic experience and pattern visualization is shown in Fig. 1. Given a set of observed frames, we project those frames onto a feature space. For the semantic experience (SE) mechanism, we first recognize the current action and then anticipate the future action from the current action (see Fig. 1, path 1 in green). Since, the SE model utilizes the inferred current action labels for future anticipation, it completely relies on the semantic labels. On the other hand the pattern visualization (PV) mechanism first generates the probable future features and then performs action anticipation (see Fig. 1, path 2 in blue). The pattern visualization model PV is trying to find a pattern for future possibilities based on the observed features and utilizes the features pattern for the task of anticipation.

We enforce the cycle-consistency constrains on the feature space as well as the semantic label space as shown in Fig. 1. The feature cycle-transformation is applied for the pattern visualization model. The future features generated using the pattern visualization model is used to reconstruct the observed feature thereby enforcing the cycle-consistency loss in the feature space. On the other hand, the semantic cycle-consistency is applied between the action anticipated using the generated future features in case of the pattern visualization model and action anticipated using the reconstructed observed features in the semantic experience model. Experiments on various dataset show that incorporating the human temporal anticipation mechanism using the cycle-consistency in semantic label as well feature space can help learn the task of action anticipation better.

The working of SE and PV, that resembles two human temporal prediction mechanisms, is presented in Figure 2. Given the features of the observed cues $X_o$, the semantic experience SE model first identifies the observed action ($a_o$) using self-attention module $G_a$ and then utilize the anticipation layer $E$ to anticipate the future action $a_f$ (top-branch in red; see section III-B1). Pattern visualization PV model uses the observed features $X_o$ to generate plausible future features $X_f$ with feature translation module $G_f$. Then action is anticipated using the model $\mathcal{V}$ on the generated features $\hat{X}_f$ for future action $\hat{a}_f$ (bottom-branch in blue; see section III-B2).

An overview of our approach A-ACT is illustrated in Figure 3. Our cycle consistency model is composed of two feature translation modules ($G_r, G_a$), two recognition modules ($\mathcal{V}_r, \mathcal{V}_a$) for past action and future action and an experience model $E$ for action anticipation using semantic past label. The forward cycle consists of $G_a$ that takes observed features $X_o$ and translates them into possible future features $\hat{X}_f$ and future action recognition module $\mathcal{V}_a$ to anticipate future action $\hat{a}_f$. The reverse cycle utilizes $G_r$ to reconstruct the observed features $\hat{X}_o$ from the generated future features $\hat{X}_f$ followed by a past action recognition module $\mathcal{V}_r$ to obtain observed action semantic label $\hat{a}_o$. The experience model uses the semantic label to anticipate future action $\hat{a}_f$. The cycle transformation is applied between in the semantic label space by minimizing the distribution between action anticipated using semantic experience $\hat{a}_f$ and pattern visualization $\hat{a}_f$. The cycle transformation in feature space is enforced by minimizing the $\ell_2$ distance between the reconstructed features $\hat{X}_o$ and the observed features $X_o$.

The key contributions of our work are as follows.

- We propose an efficient framework that incorporates the psychological study on human anticipation ability to learn discriminative representations for the task of anticipation.
- To achieve this, we propose temporal cycle transformations between feature and label space, thus capturing both the semantic experience aspect and pattern visualization aspect of action anticipation.
- Experiments on various benchmark datasets demonstrate the proposed approach performs favourably against various state-of-the-art approaches. Furthermore, in ablation study we show that our model performs well even in limited data setting.

II. RELATED WORK

Our work relates to three major research directions: early action recognition, anticipation and cycle consistency. This section focuses on some representative methods closely related to our work.

**Early Action Recognition.** The goal of early action recognition is to recognize an ongoing action as early as possible given a partial observation of this action in an untrimmed video segment [22]. It is important to model the sequential nature of the human activities for early action recognition. Earlier works formulate the task as a probabilistic framework and model the sequential nature of human activities using histograms of spatio-temporal features [23] and sparse-coding to estimate the likelihood of any activity [24]. Some works propose variants of maximum-margin framework for training temporal event detectors for early action detection [25, 26]. Recently, Long-Short Term Memory (LSTM) networks are leveraged for this task due their powerful capability to model sequential
data \cite{13, 27–30}. As opposed to early action recognition, we anticipate future action without any partial observations.

**Action Anticipation.** In action anticipation, the aim is to forecast the action that will happen in future. Unlike early action recognition, in anticipation we do not observe any snippet of the future action. Recently, human action anticipation in egocentric view has garnered a lot of interest \cite{18, 51}. A simple strategy for action anticipation is to learn a direct mapping between observed visual cues and the future action using supervised methods \cite{15, 16}. However, learning a direct mapping between distant time steps by only utilizing semantic past information can be challenging due to the weak correlation between the time steps as demonstrated in \cite{18}. Hand-object contact information is used in \cite{32} utilizing contact anticipation maps and next-active object segmentation to learn features for action anticipation. Authors in \cite{17, 18} performs a regression based self-supervised pre-training of the LSTM network by predicting future representations to incorporate future information and then finetune the model for action anticipation. Reinforced Encoder-Decoder (RED) network is proposed in \cite{33} to provide sequence-level supervision using inverse reinforcement learning. Methods with LSTM networks represent all the information from input frames in a single context vector and may not be able to focus on frames more relevant for anticipation. In contrast to these methods, we propose to jointly predict the representations and action labels to exploit the high correlation between them and utilize self-attention to give more emphasis on important features of the observed frames.

**Cycle Consistency.** Cycle consistency has shown exceptional performance in spatial domain for tasks like image-to-image translation \cite{34–36}, video alignment \cite{37, 38}, image matching \cite{39, 40} and segmentation \cite{41–43}. Recently, some works explored the concept of temporal cycle consistency in videos \cite{38, 44}. An approach to learn representations using video alignment as a proxy task and cycle consistency for training is proposed in \cite{37}. Authors in \cite{16} exploit cycle consistency in appearance between consecutive video frames to learn discriminative representations. Long term anticipation of activities is studied in \cite{44} using cycle consistency. However, they only enforce cycle consistency in label space. Also, attention with RNN model is used as the context feature. RNN models process one step at a time which can learn local correlation between features well as opposed to global correlation. Unlike these methods, our approach utilizes cycle consistency in the label space as well as the feature space (refer Figure 3). We also employ self-attention module as in transformer models to exploit local, as well as, global correlation between features. Experiments show that the cycle consistency in our model performs better than others.

### III. Methodology

We propose a framework for **Action Anticipation** using **Cycle Transformations (A-ACT)**. Our goal is to integrate the two human anticipation mechanisms into an anticipation framework by incorporating the semantic information as well as future possibility to improve the performance of action anticipation model. We also introduce cycle-transformation in semantic label and feature space, to instill the human capability of reasoning in our models for the task of anticipation \cite{1}.

#### A. Problem Formulation

Given an observed video sequence associated with the action \( a_o \), our goal is to predict the next action \( a_f \) for a given time horizon. Let the feature representations for frames of the observed video sequence corresponding to the action \( a_o \) be represented as \( X_o = [x_1, x_2, \cdots, x_M] \) and the representations for future frames corresponding to \( a_f \) as \( X_f = [x_{M'}, x_{M'+1}, \cdots, x_{M'+N}] \) such that \( M' = M + k \), where \( x_i \in \mathbb{R}^d \) is a d-dimensional feature representation of \( i^{th} \) frame.
where, \( k \) is the time horizon, \( M \) and \( N \) are the number of frames in the observed and future sequence, respectively. Our objective is to anticipate action \( a_f \) using different models that leverage the semantic experience and perform pattern visualization, and integrate these models through cycle-transformations.

**B. Action Anticipation Models**

In this section, we describe the two action anticipation models and our proposed framework in detail.

1) **Semantic Experience Model:** The semantic experience model \( SE \) consists of an action recognition module \( G_a \) and an action anticipation layer \( E \) (top branch in Fig. 3). The action recognition module \( G_a \) is utilized to recognize the observed action \( a_o \) first from the representations of the observed frames \( X_o \) as represented by \( (1) \). Then, using the observed action label, the anticipation layer \( E \) anticipates the future action \( a_f \) denoted by \( (2) \).

\[
\hat{a}_o = G_a(x_1, x_2, \cdots, x_M) \quad (1)
\]
\[
\hat{a}_f^s = E(\hat{a}_o) \quad (2)
\]

where, \( \hat{a}_o \) and \( \hat{a}_f^s \) are the inferred observed action labels and predicted future action labels, respectively. Since we first recognize the observed action, the anticipation layer relies completely on the past observation for future anticipation.

**Objective Function.** The objective function for the semantic past experience model consists of classification loss for the past action and the future action. It is defined as:

\[
\mathcal{L_S} = \mathcal{L}(\hat{a}_o, a_o) + \mathcal{L}(\hat{a}_f^s, a_f) \quad (3)
\]

where, \( \mathcal{L} \) is the categorical cross-entropy loss between predicted action labels and ground truth action labels.

**2) Pattern Visualization Model:** Given the feature representations of the observed frames, the pattern visualization module \( PV \) synthesizes possible future representations and then performs anticipation on the generated features. This is achieved by utilizing a feature translation module \( \hat{G}_t \) which translates the features of observed frames \( X_o \) into the features of future frames \( \hat{X}_f = [x_{M'}, \hat{x}_{M'+1}, \cdots, \hat{x}_{M'+N}] \) and then performs the action recognition through model \( \mathcal{V} \) on the generated features to anticipate the action \( \hat{a}_f^p \). The feature translation step and the action anticipation step for this model are given by the equations \( (4) \) and \( (5) \) below.

\[
\hat{X}_f = \hat{G}_t([x_1, x_2, \cdots, x_M]) \quad (4)
\]
\[
\hat{a}_f^p = \mathcal{V}(\hat{X}_f) \quad (5)
\]

**Objective Function.** The objective function for pattern visualization model is defined by \( (6) \). It is comprised of a reconstruction loss between the generated future features and the ground truth future features, available during training of the model and an action anticipation loss for semantic action label generated for future action.

\[
\mathcal{L_P} = \mathcal{L}(\hat{X}_f, X_f) + \mathcal{L}(\hat{a}_f^p, a_f) \quad (6)
\]

where, \( \mathcal{L}(\hat{X}_f, X_f) \) is the mean-squared error loss between the ground truth and generated features and \( \mathcal{L} \) is the categorical cross-entropy loss for anticipated action.

3) **Cycle Transformation Model:** Anticipation of the future from the observed sequence should be consistent with the reasoning of the past given the anticipated future. We propose to incorporate this ability using the cycle consistency in feature as well as label space for our model.

The cycle consistency model is composed of two feature translation modules \( (G_a, \hat{G}_r) \) and two recognition modules \( (\mathcal{V}_r, \mathcal{V}_a) \) for past action and future action. And experience model \( E \)
for anticipation action label using semantic past label. Cycle-transformation in temporal dimension is applied between the feature translation modules as well as output of the recognition modules. Given the features $X_o$ of an observed video sequence, the forward translation module $G_a$ translates the features in observed action space to the features in future action space $\hat{X}_f$ given by (7a). Then the future recognition module $V_f$ predicts the future action label $\hat{a}_f^p$ from features $\hat{X}_f$, as represented by (7b). Next the reverse translation module $G_r$ utilizes predicted features $\hat{X}_f$ to reconstruct the observed $X_o$ using (7c). The feature cycle-consistency is applied between the input observed features and the reconstructed observed features as illustrated in Figure 5. Since the reconstructed features should be related to the observed video, these features are used to recognize the past action $a_o$ using the action recognition module $V_r$. Then the semantic experience module $E$ utilizes the semantic past labels, inferred using module $V_r$, to anticipate future $a_f^s$ as shown below.

Pattern Visualization: $\hat{X}_f = G_a(X_o)$ \hspace{1cm} (7a)
Action Anticipation: $\hat{a}_f^p = V_a(\hat{X}_f)$ \hspace{1cm} (7b)
Feature Reconstruction: $\hat{X}_o = G_r(\hat{X}_f)$ \hspace{1cm} (7c)
Semantic Recognition: $\hat{a}_o = V_r(\hat{X}_o)$ \hspace{1cm} (7d)
Semantic Anticipation: $\hat{a}_f^s = E(\hat{a}_o)$ \hspace{1cm} (7e)

**Objective Function.** The cycle-consistency loss $L_{cyc}$ is imposed by minimizing the $\ell_2$ distance between the observed features $X_o$ and reconstructed observed features $\hat{X}_o$ as cycle loss $L_{cyc}^p$, feature space and the entropy loss between semantic anticipated action $\hat{a}_f^s$ and pattern anticipated action $\hat{a}_f^p$ (ground truth) as cycle loss in semantic label space such that

$$L_{cyc}^p = L(\hat{X}_o, X_o)$$ \hspace{1cm} (8a) $$L_{cyc}^s = L(\hat{a}_f^s, \hat{a}_f^p)$$ \hspace{1cm} (8b)

$$L_C = L_{cyc}^p + L_{cyc}^s$$ \hspace{1cm} (9)

where $L(\hat{X}_o, X_o)$ is the mean-squared error loss between the ground truth observed features and reconstructed features and $L(\hat{a}_f^s, \hat{a}_f^p)$ is the categorical cross-entropy loss for anticipated action.

**C. Overall Objective Function**

The overall objective function is composed of the semantic experience loss $L_S$ as defined in (3), the pattern visualization loss $L_P$ as in (6) and the cycle-consistency loss.

$$L = \lambda_s L_S + \lambda_p L_P + \lambda_c L_C$$ \hspace{1cm} (10)

where, $\lambda_s, \lambda_p$, and $\lambda_c$ are the regularization constants for semantic experience loss, pattern visualization loss and cycle-consistency loss, respectively.

**D. Network Architecture**

We choose a two layer self-attention modified transformer model [45] with 8 multi-head attention as the backbone architecture for the action recognition module $G_a$ for observed sequence and the feature translation modules $G_t, G_o$ and $G_r$. The input dimension of the self-attention model is same as the observed feature dimension and the hidden dimension is half of input dimension. The semantic recognition layer $V_r$, the experience layer $E$ and the visualization layers $V_a$ are two layer multi-layer perceptrons with input, output and hidden dimension same as the dimension of feature/label of observed video frames.

**IV. Experiments**

We perform rigorous experiments on egocentric action anticipation dataset and the procedural-activities datasets to study the impact of different action anticipation models. The datasets are discussed below.

**EPIC-Kitchens 55.** The EPIC-Kitchens 55 [46] dataset is a collection of 55 hours of videos with overall 11.4M frames. All the videos comprise of the daily kitchen activities in egocentric view. It provides 2513 fine-grained action annotations along with verb and noun annotation for each segment containing any action. The dataset is divided into training, validation and two test sets (seen and unseen). The unseen test set consists of the kitchen environment seen in the training dataset whereas the unseen test set contains new kitchen environment to evaluate the generalizability of any algorithm in unseen environment. We evaluate different anticipation models on the validation set. We use the validation set for hyper-parameter search and compare the results of our proposed approach with other state-of-the-art methods on both the test sets [18].

**Procedural Activities.** The procedural activities datasets consists of Breakfast dataset which contains videos of cooking activities for preparation of 10 dishes and Salad50 dataset which consists of videos of people mixing 2 salads each. These datasets are discussed below.

**Breakfast dataset.** The Breakfast dataset is a large-scale 1,712 videos, with a total duration of 66.7 hours, where each video belongs to one out of ten breakfast related activities in third-person view [47]. The video frames are annotated with 48 coarser actions specific to breakfast related activities. On average, each video contains 6 action instances and is 2.3 minutes long. Evaluation of different anticipation models is performed by taking average of performance measure over the 4 standard splits as proposed in [48].

**50Salads dataset.** The 50Salads dataset [49] contains videos of people preparing different kinds of salad. There are 50 videos with average duration 6.4 minutes and contain 20 action instances per video. It features 17 fine-grained action labels like cut tomato or peel cucumber. We follow the evaluation protocol propose in [49] by performing a five-fold cross-validation and report the average performance.
TABLE II

| Model        | Anticipation @1s |         |         |
|--------------|------------------|---------|---------|
|              | Top-1 (%)        | Top-5 (%)|
| SE           | 12.11            | 31.35   |
| PV           | 12.54            | 32.70   |
| A-ACT (ours) | 14.70            | 34.83   |

Fig. 4. Anticipation robustness of different anticipation models. The cycle-transformation model A-ACT performs significantly better for time steps 1.25s, 1s and 0.75s as compared to other time steps. The performance of the visualization model PV degrades as the time horizon increase which can be seen for anticipation at 2s.

A. Action Anticipation on EPIC-Kitchens

We study the impact of different anticipation models on the task of action anticipation in the EPIC-Kitchens dataset. We first study the standard anticipation task at 1s before the action start time using different anticipation models. Then we present ablation analysis on anticipation at different time steps to study the robustness of the anticipation models. We also conduct ablation analysis for the impact of different cycle-transformations, loss components on the performance and efficiency of different models in a setting with limited data.

Anticipation @ 1s before the action. We study the impact of different anticipation models on standard action anticipation task. The appearance features provided by authors in [18] is used for this experiment. The performance of different anticipation models on the validation set is presented in Table III. We observe that our cycle-transformation model outperforms other anticipation models by a margin of 2.6% in Top-1 accuracy and 3.0% in Top-5 accuracy. It is interesting to note that the pattern visualization model PV performs better than the semantic experience model SE. As the semantic space is likelihood of action based on given observed feature, we believe that the semantic experience model loses some details when the observed features are used to recognize the observed semantic label. Due to this the experience layer may not be able to anticipate future semantic well as opposed to pattern visualization layer. The pattern visualization layer first synthesis probable future features where details are preserved in the feature space. Thus action anticipation on the synthesized feature performs better than the semantic experience model.

Anticipation Robustness. We evaluate all the anticipation models for the task of anticipation at different time step. This is to evaluate the robustness of the anticipation models for near future as well further future. Performance of the anticipation models at different time steps before the action is listed in Figure 4 It is evident that the cycle-transformation model A-ACT outperforms the other models for all the time steps. The cycle-transformation model significantly outperforms the other models by a margin of 2% for time steps 1.25s, 1s and 0.75s. However, the improvement margin for very near future (left end of the graph) and further future (right end of the graph) is comparatively small. We believe the narrowing gap in the performance of different models, for further future, is due to the fact that the semantic experience SE model and

TABLE III

| Cycle Transform | Anticipation @1s |
|-----------------|------------------|
|                 | Top-1 (%) | Top-5 (%) |
| Semantic        | 12.24     | 31.80    |
| Feature         | 12.63     | 33.07    |
| Both            | 14.70     | 34.83    |

TABLE IV

| Loss Terms       | Anticipation @1s |
|------------------|------------------|
| $L^{p}_{cyc} + L^{\hat{a}p, a_f}$ | 13.22 | 32.19 |
| $L^{p}_{cyc} + L^{\hat{a}p, a_f} + L(a_o, a_o)$ | 13.47 | 32.67 |
| $L^{p}_{cyc} + L^{s}_{cyc} + L_s + L_p$ | 14.70 | 34.83 |

TABLE V

| Cycle | Pretrained | 10% | 20% | 30% | 50% |
|-------|------------|-----|-----|-----|-----|
|       |            | 15.76 | 22.83 | 25.11 | 26.84 |
| ✓     | ✓          | 17.23 | 24.37 | 26.16 | 28.02 |
| ✓ ✓   |            | 18.90 | 26.14 | 28.20 | 29.71 |
the pattern visualization PV model now have access to more features and the temporal gap between the observed features and the future action is narrow. Hence, these models are very competitive to the cycle-transformations model. On the other hand, the uncertainty of the future feature generation increases with the time horizon. We conjecture that it is difficult for the pattern visualization model to capture very long-term correlation between the features. Hence, the semantic experience SE model slightly outperforms or is at-par with the pattern visualization PV model at anticipation times 2s and 1.75s. We conjecture that it is difficult for the pattern visualization model to capture very long-term correlation between the features.

Impact of Cycle Transformations. Here we investigate the importance of semantic label and feature cycle-transformation on the validation dataset using appearance features. We can observe from Table III that the cycle in feature space performs better than cycle in label space in both Top-1 accuracy (12.24% vs. 12.63%) and Top-5 accuracy (31.80% vs. 33.07%), when compared for the anticipation task at 1s before the action. The performance is further improved to 14.70% in Top-1 accuracy and to 34.83% in Top-5 accuracy when cycle-transformation is applied in the label as well as feature space. This suggests that the proposed cycle-transformation in the label and the feature space is able to learn discriminative features for the task of action anticipation.

Impact of different loss terms The impact of different loss terms on anticipating the action on validation dataset at 1s before occurrence is presented in Table IV. We keep the cycle consistency loss $L_{cyc}$ between the observed features and reconstructed observed feature consistent in the experiments to evaluate the impact of other loss terms. Since we are performing action anticipation a loss term $L(\hat{a}^p, a_f)$ for anticipation is added to train the anticipation network. We have the following observation from Table IV. (1) Action anticipation using only the pattern visualization loss $L_P$ and consistency loss for observed feature $L_{cyc}^p$ achieves good performance in terms of Top-1 (13.22%) and Top-5 accuracy (32.19%). (2) Adding a recognition loss term $L(\hat{a}_r, a_r)$ for observed actions further improves the performance as additional supervision from observed action labels is provided. However, there is only a slight boost in performance. We believe it could be due the cycle-consistency in feature space which helps learn in rich features for anticipation. (3) When training the model with the total loss as in (10) there is a gain of about 1.2% in top-1 and 2.2% in top-5 accuracy.

Availability of training data. We conduct a small experiment on Epic-Kitchen to evaluate the performance of our framework with limited data in semi-supervised setup. As humans do not need more samples to learn a task, with this experiment we test the learning capability of our approach. We generate training splits with 10%, 20%, 30% and 50% of total data by sampling data points of each class proportional to the number of samples in that class. From Table V we observe that our approach achieves a top-5 performance of 29.71% with only 50% of the data as oppose to 34.83% using 100% of the data.

### Table VI

**EPIC-KITCHEN: COMPARISON WITH THE STATE-OF-THE-ART METHODS ON THE TEST DATASET.** WE EVALUATE A LATE FEATURE FUSION CYCLE-TRANSFORMATION MODEL WITH THE STATE-OF-THE-ART METHODS. IT CAN BE OBSERVED THAT THE PROPOSED APPROACH A-ACT NOT ONLY OUTPERFORMS THE STATE-OF-THE-ART METHODS USING PRE-COMPUTED FEATURES [13] BUT IS VERY COMPETITIVE AGAINST METHOD USING SUPERIOR FEATURES (ACTION-BANK [50]) AND ADDITIONAL SUPERVISED FEATURES (EGO-OMG [51]).

| Methods               | Top-1 Accuracy | Top-5 Accuracy | Avg Class Precision | Avg Class Recall |
|-----------------------|----------------|----------------|---------------------|-----------------|
|                       | Verb | Noun | Action   | Verb | Noun | Action   | Verb | Noun | Action   |
| DMR [50]              | 26.53 | 10.43 | 01.27 | 73.30 | 28.86 | 07.17 | 06.13 | 04.67 | 00.33 | 05.22 | 05.59 | 00.47 |
| 2SCNN                 | 29.76 | 15.15 | 04.32 | 76.03 | 38.56 | 15.21 | 13.76 | 17.19 | 02.48 | 07.32 | 10.72 | 01.81 |
| ATSN                  | 31.81 | 16.22 | 06.00 | 76.56 | 42.15 | 28.21 | 23.91 | 19.13 | 03.13 | 09.33 | 11.93 | 02.39 |
| Miech et al. [52]     | 30.74 | 16.47 | 09.74 | 76.21 | 42.72 | 25.44 | 12.42 | 16.67 | 03.67 | 08.80 | 12.66 | 03.85 |
| RU-LSTM [18]          | 33.04 | 22.78 | 14.39 | 79.55 | 50.95 | 33.73 | 25.50 | 24.12 | 07.37 | 15.73 | 19.81 | 07.66 |
| A-ACT (ours)          | 35.99 | 24.31 | 16.64 | 80.12 | 53.52 | 36.73 | 28.09 | 25.25 | 08.32 | 18.36 | 20.80 | 8.45 |
| Ego-OMG [51]          | 32.20 | 24.90 | 16.02 | 77.42 | 50.24 | 34.53 | 14.92 | 23.25 | 04.03 | 15.48 | 19.16 | 05.36 |
| Action Bank [50]      | 37.87 | 24.10 | 16.64 | 79.74 | 53.98 | 36.06 | 36.41 | 25.20 | 09.64 | 15.67 | 22.01 | 10.05 |
| DMR [50]              | 24.79 | 08.12 | 00.55 | 64.76 | 20.19 | 04.39 | 09.18 | 01.15 | 00.55 | 05.39 | 04.03 | 00.20 |
| 2SCNN                 | 25.23 | 09.97 | 02.29 | 68.66 | 27.38 | 09.35 | 16.37 | 06.98 | 00.85 | 05.80 | 06.37 | 01.14 |
| ATSN                  | 25.37 | 10.41 | 02.39 | 68.32 | 29.50 | 06.63 | 07.63 | 08.79 | 00.80 | 06.06 | 06.74 | 01.07 |
| Miech et al. [52]     | 28.37 | 12.43 | 07.24 | 69.96 | 32.20 | 19.29 | 11.62 | 08.36 | 02.20 | 07.80 | 09.94 | 03.36 |
| RU-LSTM [18]          | 27.01 | 15.19 | 08.16 | 69.55 | 34.38 | 21.10 | 13.69 | 09.87 | 03.64 | 09.21 | 11.97 | 04.83 |
| IAI [53]              | 27.89 | 14.89 | 08.57 | 70.06 | 35.51 | 21.41 | -     | -     | -     | -     | -     | -     |
| A-ACT (ours)          | 29.19 | 15.98 | 10.31 | 71.12 | 36.53 | 23.46 | 16.21 | 10.87 | 03.98 | 10.75 | 12.19 | 5.33 |
| Ego-OMG [51]          | 27.42 | 17.65 | 11.81 | 68.59 | 37.93 | 23.76 | 13.36 | 15.19 | 04.52 | 10.99 | 14.34 | 05.65 |
| Action Bank [50]      | 29.50 | 16.52 | 10.04 | 70.13 | 37.83 | 23.42 | 20.43 | 12.95 | 04.92 | 08.03 | 12.84 | 06.26 |
Comparison with the state-of-the-art. We compare our cycle-transformation model using all the appearance, optical flow and object features on the test sets provided by authors in [18] to compare fairly against state-of-the-art methods. To use all the three features we employ the late fusion strategy similar to what is used in [18]. Table VI assesses the performance evaluation of our proposed framework with state-of-the-art methods on the official test dataset. Our proposed approach outperforms the state-of-the-art RU-LSTM by consistent margin for all the tasks of action, noun and verb anticipation. Our approach shows improvement of 3% and 2.36% in terms of Top-5 accuracy for action anticipation for seen (S1) and unseen (S2) dataset, respectively. Also, the approach is very competitive with Action-Bank [50] and Ego-OMG [51] methods which uses superior features and additional features, respectively.

B. Anticipation on Procedural Activities

We evaluate the performance of anticipation models on procedural activities using different observation and prediction percentages. We conduct experiments to compare different anticipation models and compare our proposed framework with the state-of-the-art methods.

Breakfast dataset: Baselines. We evaluate the performance of different anticipation models on Breakfast dataset by computing the anticipation accuracy for different observation and pre-

---

Fig. 5. **Breakfast Dataset: Performance of different anticipation mechanisms.** With increase in anticipation horizon the performance of all models degrades as expected. PV model outperforms SE for different predictions by observing 20% and 30% of the video. Our proposed A-ACT outperforms PV with a large margin of about 3% at anticipating at 50% with 20% observation against PV. For 30% observation, our proposed approach shows improvement of 0.8% when compared with PV.

**TABLE VII**

**Breakfast dataset: Performance of our models with different loss terms.** It can be observed that cycle consistency in the feature space (row 3, $\mathcal{L}_{cyc}$) improves the performance as compared to only using cycle consistency in the label space. Note: $\mathcal{L}_S$ and $\mathcal{L}_P$ consists of the action classification loss $\mathcal{L}(\hat{a}_o, a_o)$ and action anticipation loss $\mathcal{L}(\hat{a}_f, a_f)$ as in row 2.

| Loss Terms | 10% | 20% | 30% | 50% | 10% | 20% | 30% | 50% |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\mathcal{L}_{cyc}^{p} + \mathcal{L}(\hat{a}_f, a_f)$ | 25.3 | 23.2 | 21.4 | 19.2 | 28.9 | 26.2 | 24.1 | 21.9 |
| $\mathcal{L}_{cyc}^{p} + \mathcal{L}(\hat{a}_f, a_f) + \mathcal{L}(\hat{a}_o, a_o)$ | 26.0 | 23.6 | 22.1 | 20.6 | 29.7 | 27.2 | 25.3 | 23.4 |
| $\mathcal{L}_{cyc}^{p} + \mathcal{L}_{cyc} + \mathcal{L}_S + \mathcal{L}_P$ | 26.7 | 24.3 | 23.2 | 21.7 | 30.8 | 28.3 | 26.1 | 25.8 |

**TABLE VIII**

**Breakfast dataset: Comparison with the state-of-the-art methods.** The proposed method A-ACT outperforms the state-of-the-art approach LTCC [44] by a margin of 0.65% for 20% observation and approximately by 0.8% for 30% observation.

| Methods | 10% | 20% | 30% | 50% | 10% | 20% | 30% | 50% |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|
| TAB [54] | 24.2 | 21.1 | 20.0 | 18.1 | 0.4 | 26.3 | 23.8 | 21.2 |
| UAAA [55] | 16.7 | 15.4 | 14.5 | 14.2 | 20.7 | 18.3 | 18.4 | 16.8 |
| Time-Cond. [56] | 18.4 | 17.2 | 16.4 | 15.8 | 22.8 | 20.4 | 19.6 | 19.8 |
| LTCC [44] | 25.9 | 23.4 | 22.4 | 21.6 | 29.7 | 27.4 | 25.6 | 25.2 |
| A-ACT (ours) | **26.7** | **24.3** | **23.2** | **21.7** | **30.8** | **28.3** | **26.1** | **25.8** |
Table IX: SAlAD50 DATASET: PERFORMANCE OF DIFFERENT ANTICIPATION MECHANISMS. Similar to the Breakfast dataset, PV model outperforms SE for different predictions. With 20% observation, the proposed A-ACT model outperforms the SE model by an average of 1.98% and the PV model by an average margin of 1.45%. Our model also show improvement of 2.28% over the semantic experience model and 1.68% over the pattern visualization model for 30% observation.

Table X: SAlAD50 DATASET: COMPARISON WITH THE STATE-OF-THE-ART METHODS. We show about 1.1% and 0.8% gain over the state-of-the-art approach LTCC [44] in predicting 10% in the future for 20% and 30% observation, respectively.

Breakfast dataset: Impact of different loss terms. Table VII presents the ablation for loss terms used for training our proposed framework on Breakfast dataset. We observe similar trend in performance for procedural activities datasets as in Epic-Kitchen dataset. It is interesting to observe that for 20% observation the feature visualization loss contributes more for anticipating further in the prediction range using the proposed approach A-ACT does not improve as much as in the Breakfast dataset. Note: $L_S$ and $L_P$ consists of the action classification loss $L(\hat{a}_o, a_o)$ and action anticipation loss $L(\hat{a}_f, a_f)$ as in row 2.

Experiments also suggest that the pattern visualization model consistently outperforms the semantic experience model. The pattern visualization model reduces the error propagation in semantic anticipation from observed actions to future actions by first generating plausible future features and then performing anticipation on the features generated using translation model.

**Prediction percentage of the input video.** Comparison of different anticipation models for 20% and 30% observation at different prediction horizons is shown in Figure 5. For all the experiments, our A-ACT model outperforms the semantic experience model and pattern visualization model the Breakfast dataset. Experiments also suggest that the pattern visualization model consistently outperforms the semantic experience model. The pattern visualization model reduces the error propagation in semantic anticipation from observed actions to future actions by first generating plausible future features and then performing anticipation on the features generated using translation model.
We compare the proposed cycle-transformation framework with the state-of-the-art methods on Breakfast and Salad50 dataset. Table VIII compares the performance of our approach with state-of-the-art methods. All the approaches except [44] follow a two-step approach by first identifying the activity in the observed frames and then use these labels to anticipate the future activities. Authors in [44] adopt the sequence-to-sequence approach for their framework. Unlike these methods our approach not only anticipates the action based on inferred activity labels in the observed frames but also synthesizes probable future features and then perform anticipation. We also take advantage of the available future features and labels during training to enforce cycle-transformation in semantic label as well as feature space. It can be observed from the Table VIII that our approach outperforms all state-of-the-art approaches. As expected, performance gain of the near future 10% prediction with 30% observation is higher when compared to 20% observation (1.1% vs 0.8%) over state-of-the-art LTCC [44] approach.

Salad50 dataset: Baselines. We additionally evaluate the performance of different anticipation models on 50Salads dataset. Figure 6 shows the comparison of different anticipation mechanism. When anticipating future with 20% observation the proposed A-ACT model outperforms the semantic experience model by an average of 1.98% and the pattern visualization model by an average margin of 1.45%. As expected the performance improvement of A-ACT with 30% observation is 2.28% over the semantic experience model and 1.68% over the pattern visualization model. Also, as in experiments with different datasets, we observed the pattern visualization model consistently outperforms the semantic experience model in 50salads dataset. The pattern visualization model reduces the error propagation in semantic anticipation from observed actions to future actions by first generating plausible future features and then performing anticipation on these features.

Salad50 dataset: Impact of different loss terms. The ablation study on different loss terms used for training our proposed framework on 50Salads dataset is presented in Table IX. A similar trend in performance, as in the EPIC-Kitchen and the Breakfast datasets, is observed on most of the experiments with the 50Salads dataset. The feature visualization loss contributes more for anticipating further in the time horizon. Interestingly, when using 20% data as observation, the improvement by adding recognition loss $\mathcal{L}(\tilde{a}_n, a_n)$ is 0.9% for 10% and 1.4% for 20% future prediction compared to 1.4% improvement for 30% and 1.3% for 50% prediction. The average improvement for 20% observation setting in 50Salads dataset is 1.3% compared to Breakfast dataset where we see only 0.9% average improvement. Unlike the Breakfast dataset, the experiment using 30% data as observation, anticipation of future at different prediction range doesn’t improve as much as the Breakfast dataset.

Salad50 dataset: Comparison with the state-of-the-art. We perform additional experiments on Salad50 dataset to evaluate our approach. Comparison with the state-of-the art methods is presented in Table X. Our proposed approach A-ACT outperforms all state-of-the-arts approaches. As shown in Table X our approach achieves about 1.1% and 0.8% gain over the state-of-the-art LTCC [44] approach for 20% and 30% observation time across different prediction lengths. As the approach in [44] also employs the cycle-consistency but in label space, the performance gain using our approach can be attributed to the cycle-transformation in feature space along with the semantic label space. This shows that cycle-transformation in feature space is beneficial for anticipation.

V. CONCLUSION

We study the task of action anticipation by leveraging the two anticipation models studied in human psychology for temporal anticipation. Specifically, we utilize the semantic experience and pattern visualization models to integrate the human anticipation mechanism in the proposed framework. We present a framework A-ACT that combines both the semantic experience and pattern visualization model using cycle-transformations. Results suggest that cycle-transformation in semantic as well feature space helps learn the task of action anticipation better. It is observed that for many of our experiments the pattern visualization model slightly outperforms the semantic experience model. Experiments on standard datasets show efficacy of the proposed framework that utilizes combination of semantic experience and pattern visualization models using cycle-transformations against various state-of-the-art methods.
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