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Abstract—We investigate the accuracy of the multiplicative and additive modified saddle-point integration methods, as applied to the Sommerfeld problem of a vertical Hertzian dipole radiating over a lossy half-space. It is demonstrated that the first-order additive method leads to the same asymptotic field representation irrespective of whether a positive or a negative dipole image is employed, whereas the multiplicative variant yields different results depending on which image is utilized. With the positive image, the well-known Norton formula is obtained, but the first-order multiplicative method fails when the negative image is used.
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I. INTRODUCTION

THE Sommerfeld half-space problem has a long history fraught with some controversies [1, Sec. 4.10], [2], [3], caused by an elusive error in the asymptotic field expansion developed by Sommerfeld in his seminal contribution [4], even though he presented a correct formula in a follow-up paper [5]. Sommerfeld and his early followers relied in their derivations on ingenious but mostly ad hoc mathematical devices, usually based on the high-contrast assumption appropriate for lossy earth at low frequencies. These methods were also restricted to far zone field points near the interface, until Norton [6] devised a formulation valid for all elevation angles, by extending the methods of van der Pol [7] and Wise [8]. The first systematic asymptotic procedure was presented by Ott [9], who adopted a multiplicative modified saddle-point procedure introduced in a different context by Pauli [10]. This modification was required due to the close proximity of the pole of the reflection coefficient—often referred to as the Sommerfeld pole—to the saddle point, which occurs for low elevation angles in the high-contrast case. A similar pole treatment introduced by van der Waerden [16] and elaborated by Felsen and Marcuvitz [17, Ch. 4]. Michalski and Lin [18] have recently demonstrated that these methods are equivalent, provided that an infinite number of terms are included in the expansions. Since in practice only the leading term is usually retained, the resulting approximations are different—as was also pointed out by van der Waerden [16].

When the asymptotic methods are applied to the Sommerfeld half-space problem, the direct and the positive or negative image dipole fields are usually first extracted in a closed form. The purpose of this paper is to investigate and compare the performance of the first-order additive and multiplicative variants of the saddle-point method with the positive and negative image formulations. It is found that, as might be expected, the additive method yields the same asymptotic field, irrespective of which image, positive or negative, is extracted. Surprisingly, however, the multiplicative variant leads to different outcomes in these two cases, which to our knowledge has not been documented before. In fact, whereas the well-known Norton formula is obtained with the positive image, the result with the negative image is inaccurate and this formulation completely fails in the on-surface transmitter-receiver configuration.

II. FORMULATION

We consider the Sommerfeld half-space problem illustrated in Fig. 1, where a vertical Hertzian dipole (the \(e^{j\omega t}\) time convention is assumed) with a current moment \(I\ell\) radiates in air above a lossy ground. The media contrast will be denoted by \(\epsilon = \epsilon_2/\epsilon_1\) and the meaning of other parameters is self-explanatory. For this problem, the \(z\) component of the electric field is given by the asymptotic expansion

\[
e^j\omega t \sum_{n=0}^{\infty} \frac{J_n(r)J_n(r_0)I}{2\pi r_0} \left( \frac{e^{jkr} - e^{jkr_0}}{r - r_0} \right)_n,
\]

where \(J_n\) is the Bessel function of the first kind, \(r = \sqrt{\rho^2 + h^2}\), and \(r_0 = \sqrt{\rho_0^2 + h^2}\).

![Fig. 1. Schematic of Hertzian dipole radiating over a lossy half space. Indicated is also the image dipole location.](http://ieeexplore.ieee.org)
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field in the upper half-space may be expressed as

$$E_{z2} = -j k_1^2 \eta_1 \frac{H}{4\pi} E$$  

(1)

where \(k_1\) and \(\eta_1\) are the wavenumber and intrinsic impedance of the upper medium (air in our case), and \(E\) is the normalized field given as

$$E = E^{(i)} + E^{(2)} + E^C$$  

(2)

where

$$E^{(i)} = \left[ \sin^2 \theta_i - (1 - 3 \cos^2 \theta_i) \right] \left( \frac{j}{\Omega_i} + \frac{1}{\Omega_i^2} \right) e^{-j \eta_i}$$  

(3)

with \(\Omega_i = k_1 r_i, i = 1 \text{ or } 2\), are the direct and image dipole fields in an infinite homogeneous space, respectively, and \(E^C\) is the corresponding “correction field” accounting for the effect of the lower half-space. The latter may be expressed in the angular spectrum plane as [19]

$$E^C_\xi \approx \frac{1}{\sqrt{2\pi} \beta_2} \int C_{SDP} g_\xi(\xi) e^{-j \beta_2 \cos(\xi-\theta_i)} d\xi$$  

(4)

where \(C_{SDP}\) is the steepest descent path (SDP) in the complex \(\xi\) plane with the saddle point at \(\xi = \theta_2\), and where

$$g_\xi(\xi) = f(\xi) \left[ 1 \mp \Gamma(\xi) \right]$$  

(5)

with

$$f(\xi) = \sin^2 \xi \sqrt{\sin \xi \sin \theta_2}$$  

(6)

and \(\Gamma(\xi)\) is the reflection coefficient for parallel-polarized waves, defined as

$$\Gamma(\xi) = \frac{\cos \xi - \Delta(\xi)}{\cos \xi + \Delta(\xi)}$$  

(7)

where

$$\Delta(\xi) = \frac{\kappa(\xi)}{\epsilon}, \quad \kappa(\xi) = \sqrt{\epsilon - \sin^2 \xi}.$$  

(8)

The denominator of the reflection coefficient has a root at \(\xi_p\), which satisfies the relations

$$\sin \xi_p = \frac{\epsilon}{\epsilon + 1}, \quad \cos \xi_p = -\frac{1}{\sqrt{\epsilon + 1}}$$  

(9)

and contributes a pole to the integrand of (4), which may influence the field behavior. Note that (4) is approximate as a result of the replacement of the Hankel function \(H_0^{(2)}(\Omega_2 \sin \theta_2 \sin \xi)\) by its large-argument form.

The upper and lower signs in (4)-(5) correspond to the positive and negative image dipoles, respectively, and should be used consistently in all equations. Although the extraction of a closed-form image term is not absolutely necessary and not always helpful [20], it is a common practice in the literature of the Sommerfeld half-space problem. Both positive and negative image conventions have been employed and, in theory, the outcome of (2) should be the same irrespective of whether the upper or lower signs are selected, and thus this choice would seem to be just a matter of personal taste. In practice, however, these results may be different, depending on the asymptotic procedure employed—as will be demonstrated in due course.

To facilitate the asymptotic evaluation of the integral in (4), we perform a mapping into the \(S\) plane by the transformation

$$\cos(\xi - \theta_2) = 1 - j s^2$$  

(10)

with the Jacobian

$$\frac{ds}{ds} = \frac{\sqrt{2j}}{\cos \xi - \theta_2} = \frac{\sqrt{2j}}{\sqrt{1 - j s^2}}$$  

(11)

and we obtain

$$E^C_\xi \approx \frac{e^{-j \beta_2}}{\sqrt{2\pi} \Omega_2} \int_{-\infty}^{\infty} G_\xi(s) e^{-j \Omega_2 s^2} ds$$  

(12)

where

$$G_\xi(s) = \frac{1}{\sqrt{2j} ds} g_\xi(\xi) \left| \xi \rightarrow s \right.$$  

(13)

in which \(\xi_{SDP}\) defines \(C_{SDP}\) in terms of \(s\) [21]. The transformation (10) thus maps \(C_{SDP}\) into the real axis of the \(s\) plane and the saddle point \(\theta_2\) into its origin \(s = 0\). Furthermore, the pole \(\xi_p\) is mapped into \(s_p\) via

$$s_p^2 = -j [1 - \cos(\xi_p - \theta_2)].$$  

(14)

It should be noted that \(s_p \rightarrow 0\) when \(\theta_2 \rightarrow \xi_p\), where \(\xi_p\) is very close to \(\pi/2\) in the high-contrast case, in view of (9). Therefore, the pole can become very close to the saddle point for elevation angles near the interface, and this poses a difficulty, which can be remedied by the modified saddle-point integration method, either additive or multiplicative.

A. Additive pole treatment

In the additive variant we subtract and add the pole term as

$$G_\xi(s) = \left[ G_\xi(s) - \frac{r_p}{s - s_p} \right] + \frac{r_p}{s - s_p}$$  

(15)

where in the approximate expression we have evaluated the first term at the saddle point \(s = 0\), which corresponds to \(\xi = \theta_2\). The residue \(r_p\) is readily found as

$$r_p = \mp f(\xi_p) R_p$$  

(16)

where \(R_p\) is the residue of \(\Gamma(\xi)\) at \(\xi_p\) and is given as

$$R_p = \frac{2 \sqrt{\epsilon}}{\epsilon^2 - 1}.$$  

(17)

We next substitute the approximation (15) into (12) and use the integral results of Appendix A to obtain

$$E^C_\xi(s) \approx \sin^2 \theta_2 \left[ 1 \mp \Gamma(\xi_p) \right] \frac{e^{-j \beta_2}}{\Omega_2}$$  

(18)

and

$$\Gamma(\xi_p) = \frac{R_p}{\sqrt{2js_p}} \frac{\sin \xi_p}{\sin \theta_2}$$  

(19)

and

$$\mathcal{F}(p) = 1 - j \sqrt{p} w(-\sqrt{p})$$  

(20)
is the Sommerfeld-Norton attenuation function, where \( p \) is the numerical distance defined in (41). Note that in view of (14) and (9) we may express \( p \) as

\[
p = -j\Omega_2 \left( 1 - \frac{\sqrt{\frac{\epsilon}{\epsilon + 1}} \sin \theta_2 + \cos \theta_2}{\sqrt{\frac{\epsilon}{\epsilon + 1}}} \right) .
\] (21)

If we now substitute (18) into (2) and neglect the second- and third-order terms in (3), we obtain

\[
E \approx E_{GO} + \sin^2 \theta_2 \, \tau(\theta_2) \, \mathcal{F}(p) \frac{e^{-j\beta_1}}{\Omega_2} .
\] (22)

where \( E_{GO} \) is the first-order geometrical-optics field, given as

\[
E_{GO} = \sin^2 \theta_1 \frac{e^{-j\beta_1}}{\Omega_1} + \sin^2 \theta_2 \Gamma(\theta_2) \frac{e^{-j\beta_2}}{\Omega_2} .
\] (23)

Note that in this additive variant the same asymptotic field expression (22) arises irrespective of whether the upper or lower signs are employed in (2). The geometrical-optics field (23) vanishes when both the transmitter and the receiver are on the interface, since in this case \( \theta_1 = \theta_2 = \pi/2 \), \( r_1 = r_2 = \rho \), and \( \Gamma(\theta_2) = -1 \). For this reason, the first term in (22) is also referred to as the space wave, and the second term as the surface wave [22].

B. Multiplicative pole treatment

In the multiplicative variant, we multiply and divide \( G_\xi(s) \) by \( (s - s_\rho) \) as

\[
G_\xi(s) = \left[ (s - s_\rho)G_\xi(s) \right] \frac{1}{s - s_\rho} \approx \left[ -s_\rho \, g_\xi(\theta_2) \right] \frac{1}{s - s_\rho}
\] (24)

where again we have approximated the first term by its value at the saddle point \( s = 0 \). Upon substituting into (12) and referring to Appendix A, we now obtain

\[
E^\xi(s) \approx \sin^2 \theta_2 \left[ 1 - \Gamma(\theta_2) \right] \left[ 1 - \mathcal{F}(p) \right] \frac{e^{-j\beta_2}}{\Omega_2} .
\] (25)

which should be compared with (18) in the additive variant. If we now use this approximation in (2), we arrive at

\[
E \approx E_{GO} \pm \sin^2 \theta_2 \left[ 1 - \Gamma(\theta_2) \right] \mathcal{F}(p) \frac{e^{-j\beta_2}}{\Omega_2} .
\] (26)

which clearly yields a different asymptotic field, depending on whether the upper or lower signs are selected. In the former case (positive image) we obtain

\[
E \approx E_{GO} + \sin^2 \theta_2 \left[ 1 - \Gamma(\theta_2) \right] \mathcal{F}(p) \frac{e^{-j\beta_2}}{\Omega_2} .
\] (27)

whereas the latter choice (negative image) results in

\[
E \approx E_{GO} - \sin^2 \theta_2 \left[ 1 + \Gamma(\theta_2) \right] \mathcal{F}(p) \frac{e^{-j\beta_2}}{\Omega_2} .
\] (28)

It should be noted that the multiplicative pole treatment described here is more direct than those of Ott and Clemmow, who effect the pole cancellation in the \( \xi \) domain. Ott used as the canceling multiplier the function \( \cos(\xi - \theta_2) - \cos(\xi_\rho - \theta_2) \), while Clemmow employed \( \sin((\xi - \xi_\rho)/2) \). The second- and third-order multiplicative modified saddle point methods are more complex [18] and are summarized in Appendix B.

C. Analysis of the variants

Since the three asymptotic field expressions (22), (27) and (28) were derived under the same assumption that \( \Omega_2 \gg 1 \), it may be disconcerting that they should yield different results for a large, but finite \( \Omega_2 \). We note that all three formulas comprise the same space wave term \( E_{GO} \), hence the differences come from the surface wave terms, which all include the attenuation function \( \mathcal{F}(p) \) as a factor. In fact, the discrepancy between the multiplicative variants (27) and (28) is found as

\[
\Delta E = 2 \sin^2 \theta_2 \mathcal{F}(p) \frac{e^{-j\beta_2}}{\Omega_2} .
\] (29)

That the same additive formula (22) applies irrespective of whether the positive or negative image is employed may testify to its superiority over the two multiplicative variants. Furthermore, unlike the multiplicative variants, this expression comprises the residue of the reflection coefficient at the Sommerfeld pole. The positive-image multiplicative variant (27) is recognized as the formula of Norton [23, Sec. 3.7], except that Norton’s numerical distance is given as [24]

\[
p_N = -j\Omega_2 \frac{\left[ \cos \theta_2 + \Delta(\theta_2) \right]^2}{2 \sin^2 \theta_2} .
\] (30)

Although this formula is different from (21), both \( p_N \) and \( p \) reduce to

\[
p_N \approx p \approx -j \frac{k \rho}{2\epsilon}
\] (31)

in the on-surface transmitter-receiver configuration with high media contrast. Furthermore, we can show that under the same conditions, the coefficients preceding \( \mathcal{F}(p) \) in (22) and (27) become identical and equal to 2, and thus for \( \theta_2 = \pi/2 \) and \( |\rho| \gg 1 \) these variants yield the same result. On the other hand, in the negative-image multiplicative variant (28), the surface wave vanishes in the on-surface configuration, since \( \Gamma(\pi/2) = -1 \). We may thus reasonably expect (28) to be less accurate than (27) for higher elevation angles as well.

The interface failure of the negative-image variant may have been the reason why Wait [25, Ch. 2, Sec. 11], [26, Sec. 6.6], unlike Norton [6], exclusively employed the positive image formulation. Wait applied the Clemmow method under the high-contrast assumption, in which case the numerical distance takes the form

\[
p \approx \frac{-j\Omega_2}{2} \left( \cos \theta_2 + \frac{1}{\sqrt{\epsilon}} \right)^2 .
\] (32)

III. Numerical results and discussion

We illustrate the theoretical developments by numerical results, which are validated against “exact” results generated by real-axis evaluation of the Sommerfeld integrals by numerical quadrature with extrapolation [27], [28], and also against commercial code results generated by FEKO [29]. The relative permittivity of a lossy half-space is given as \( \epsilon = \epsilon_r - j\sigma/(\omega\epsilon_0) \), where \( \epsilon_0 \) is the free-space permittivity and \( \sigma \) is the conductivity, or as \( \epsilon = \epsilon_r (1 - j\tan \delta) \), where \( \tan \delta \) denotes the loss tangent.
A. On-surface transmitter-receiver configuration

We begin with the on-surface transmitter-receiver configuration and first consider a case where the dipole of Fig. 1 is at the surface of seawater ($\varepsilon_r = 80$, $\sigma = 4$ S/m) with the operating frequency $f = 10$ MHz. For this case, in Fig. 2 we plot the

![Fig. 2](image)

Fig. 2. Plots of $|E_z|$ vs. $\rho$ in the on-surface transmitter-receiver configuration for seawater ($\varepsilon_r = 80$, $\sigma = 4$ S/m) at 10 MHz. The exact result is indicated by a full blue line, the additive saddle-point method asymptotic field (22) is plotted by a dashed red line, and the positive-image multiplicative method (Norton formulation) field (27) is represented by a dot-dash green line. These plots overlap and are indistinguishable in the figure. The geometrical-optics field (23) is identically zero in the on-surface configuration.

asymptotic field (22), derived by the additive modified saddle-point method—which we recall is the same irrespective of the whether the positive or negative image is employed—over a three-decade horizontal range $10 < \rho/\lambda_0 < 10^4$ and note that the field plot initially follows a $-20$ dB/decade asymptote and then transitions to a $-40$ dB/decade asymptote in the far zone. Since the geometrical-optics component $E_{GO}$ is identically zero in this case, what is plotted in Fig. 2 is exclusively the surface wave part, which we will denote by $E_N$. The two asymptotes are thus determined by the behavior of the attenuation function $F(p)$, viz., when the numerical distance is small and $|p| \ll 1$, we see from (42) that $F(p) \approx 1$ and the surface field behaves as $\rho^{-1}$, whereas for $|p| \gg 1$ the leading term in the asymptotic expansion (43) is governed by the $\rho^{-1}$ term, since the first term is absent in the non-plasmonic case considered here, and the far-zone surface field may be approximated as

$$E_N \approx -2i\varepsilon e^{-jk_1\rho}/(k_1\rho)^2. \tag{33}$$

We may thus take $|p| = 1$ as the demarcation point where the transition between the $\rho^{-1}$ and $\rho^{-2}$ asymptotes begins, and from this condition we obtain the “knee value” of $\rho$ as [30]

$$\rho_{knee}/\lambda_0 \approx |\varepsilon|/\pi \tag{34}$$

which in the case of Fig. 2 yields $\approx 2.3 \times 10^3$. The average error in the additive formula (22) plotted in this figure is 0.24%. The multiplicative Norton-like formula (27) yields a very similar result, with the error of 0.25%, while the multiplicative negative image variant (28) predicts a zero field and thus fails completely. This is illustrated in Fig. 3, where we plot the relative errors of the first-, second-, and third-order negative-image multiplicative methods as applied to the case of Fig. 2. Clearly, one has to resort the second-order method if the

![Fig. 3](image)

Fig. 3. Plots of the errors of the negative-image multiplicative methods for the on-surface seawater case of Fig. 2. The error of the first-order Ott-Clemmow formula is plotted by a full blue line, whereas the errors of the second- and third-order formulas are plotted by the dashed red and dash-dot green lines, respectively.

multiplicative negative-image dipole is employed. However, the third-order method does not result in further accuracy improvement.

In Fig. 4 we present on-surface configuration results for moist soil ($\varepsilon_r = 15$, $\tan \delta = 10^{-3}$) at 2.4 GHz. Note that

![Fig. 4](image)

Fig. 4. As in Fig. 2, except for moist soil ($\varepsilon_r = 15$, $\tan \delta = 10^{-3}$) at 2.4 GHz. this is a low-loss, low-contrast medium problem. In this case the knee-point (34) is found at 4.8, hence the field follows the $\rho^{-2}$ asymptote in the entire horizontal range plotted in the figure. The average errors of the additive formula (22) and the multiplicative Norton formula (27) plotted in Fig. 4 are found as 7.2% and 6.4%, respectively. Hence, the first-order asymptotic results are considerably less accurate than in the high-contrast case of Fig. 2. The error plots of the multiplicative negative-image methods of the first, second, and third order for the case of Fig. 4 are shown in Fig. 5. Again,
we note a complete failure of the first-order Ott-Clemmow method, with the error at 100% over the entire horizontal range, and it appears that one has to resort to the third-order method in this case.

B. Elevated transmitter-receiver configuration

We next turn attention to the elevated transmitter-receiver configuration, where the geometrical-optics field $E_{GO}$ is no longer zero. In fact, we can show that

$$E_{GO} \approx \frac{\epsilon}{\sqrt{\epsilon - 1}} k_1(z + h) + jk_1^2zh e^{-jk_1\rho}\frac{e^{-jk_1\rho}}{(k_1\rho)^2}$$

(35)

when $\rho \gg (z + h)$. It is remarkable that this formula predicts the same $\rho^{-2}$ far-zone field behavior as that in the surface wave (33) and, furthermore, that $E_{GO}$ grows in magnitude with increasing $z$ and $h$. The relative importance of the surface wave term in the near-ground field of a dipole antenna may thus be evaluated by the ratio

$$R \equiv \frac{E_N}{E_{GO}} \approx \frac{|\epsilon|}{\sqrt{\epsilon - 1}} k_1(z + h) + jk_1^2zh.$$  

(36)

We may thus take $R \approx 0.1$ as the cut-off value below which the surface wave contribution is for all practical purposes insignificant with the field behavior solely governed by the geometrical-optics component.

We first return to the seawater case of Fig. 2, but with $h = 25$ m and $z = 5$ m, so that $(h + z) \approx 24\lambda_0$. In this case we find $R \approx 0.003$, hence the surface-wave term should be negligible, with the field behavior dominated by the geometrical-optics part. This is confirmed by the plots in Fig. 8, where the average errors in the additive variant (22) and the Norton formula (27) are found as 0.22% and 0.16%, respectively. The oscillatory behavior over the initial part of the horizontal range observed in Fig. 8 is due to the interference of the direct and reflected waves in (23), with a lull in the oscillations near the pseudo-Brewster angle, where the reflected component has a sharp dip. This behavior may be
explained by the approximate formula

\[ |E_{GO}| \approx \frac{1}{k_1\rho} \sqrt{1 + |\Gamma(\theta_2)|^2 + 2|\Gamma(\theta_2)| \cos (2k_1zh/\rho - \psi) } \]  

applicable in the intermediate horizontal range, where we use the notation \( \Gamma(\theta_2) = |\Gamma(\theta_2)|e^{j\psi} \). Note that the oscillations are superimposed on a \( \rho^{-1} \) asymptote, which transitions to a \( \rho^{-2} \) asymptote in the far zone, where the formula (35) applies. We should emphasize that these asymptotes are due to the interaction of the direct and reflected waves in \( E_{GO} \) and have nothing to do with the surface wave component, which is insignificant in this case.

In Fig. 9 we present error plots of the first-, second-, and third-order multiplicative negative-image methods for the case of Fig 8. We note that, unlike in all previous examples, the first-order method does not break down completely, with the error remaining under approximately 2%. However, this relatively good performance of the Ott-Clemmow formula is entirely attributable to the fact that the surface wave contribution is negligible in this case, with the field dominated by the geometrical-optics constituent.

We should mention in this context that the behavior of the surface wave component in the negative-image multiplicative Ott-Clemmow formula (28) has been used by Sarkar et al. [32]–[34] to explain an alleged \( \rho^{-1.5} \) field asymptote in the intermediate range in cellular wireless communication. However, this reasoning is clearly untenable in view of the fact that the near-ground field behavior is dominated by the geometrical-optics component in most practical elevated transmitter-receiver configurations—as the last example clearly illustrates.

### IV. Conclusion

For a Hertzian dipole above or a lossy half-space medium, we have derived asymptotic field expressions by the first-order modified saddle-point method using either the additive pole treatment of van der Waerden, or the multiplicative variant of Ott and Clemmow. Furthermore, we have applied these procedures in conjunction with two equivalent formulations, which employ either positive or negative images of the dipole. We have found that, whereas the additive pole treatment leads to identical asymptotic field expressions irrespective of the sign of the image, the multiplicative variant yields distinct expressions for the two image configurations, which both differ from the unique result of the additive method. We have further found that the multiplicative method leads to the familiar Norton formula when used with the positive image, but with the negative image it results in a formula that predicts a zero surface field for a dipole located at the interface. We have confirmed these findings by numerical examples, which show that the additive method and the multiplicative method with the positive image yield excellent results of similar accuracy, but the first-order multiplicative negative-image variant is inaccurate and completely fails in the on-surface transmitter-receiver configuration.

### Appendix A

#### Ancillary mathematical details

We make use of the reference integrals [17, Sec. 4.2b]

\[ \int_{s_0}^{\infty} e^{-\Omega x^2} \, ds = \sqrt{\pi} / \sqrt{\Omega} \,
\]

and [17, Sec. 4.4a], [35, Sec. 27.2]

\[ s_p \int_{s_0}^{\infty} \frac{e^{-\Omega x^2}}{s - s_p} \, ds = 2s_p^2 \int_{0}^{\infty} \frac{e^{-\Omega x^2}}{s^2 - s_p^2} \, ds = \, -j \sqrt{\pi p} \, w(-\sqrt{p}) \, \frac{\sqrt{\pi}}{\Omega} \]

where \( w(\cdot) \) denotes the Faddeeva function [36] defined as [37, Eq. 7.2.3]

\[ w(z) = e^{-z^2} \text{erfc}(-jz) = e^{-z^2} \frac{2}{\sqrt{\pi}} \int_{-jz}^{\infty} e^{-t^2} \, dt \]
and where we have introduced the parameter
\[ p = \Omega_2 s_p, \]
which corresponds to the “numerical distance” of Sommerfeld. We tacitly assume in (39) that \( \Im m p < 0 \), which is always satisfied for non-plasmonic media [30].

The Sommerfeld-Norton attenuation function (20) has the ascending power-series representation [38]
\[ \mathcal{F}(p) \approx 1 - j \sqrt{\pi p} e^{-p} - 2p + \frac{4j}{3} p^2 - \frac{8}{15} p^3 + \cdots \]
and the asymptotic expansion
\[ \mathcal{F}(p) \sim -2j \sqrt{\pi p} e^{-p} \Im \mathcal{U}(\Im m p) - \frac{1}{2p} - \frac{3}{4p^2} - \cdots \]
where the first term only arises when \( \Im m p > 0 \).

**APPENDIX B**

**HIGHER-ORDER MULTIPlicative METHODS**

The Ott-Clemmow method is based on the approximation (24), where only the leading term of the Maclaurin expansion of the integrand function is retained. To derive the second- and third-order multiplicative modified saddle-point methods, we retain up to three terms of the expansion, as follows [18]
\[ G_2(s) = \frac{1}{s - s_p} \left[ (s - s_p) G_2(s) \right] \approx \frac{1}{s - s_p} \left[ a_0 + a_1 s + a_2 s^2 \right] \]
with the coefficients given as
\[ a_0 = -s_p g_2(\theta_2) \]
\[ a_1 = g_2(\theta_2) - \sqrt{2} j s_p g_2'(\theta_2) \]
\[ a_2 = \sqrt{2} g_2(\theta_2) - j \frac{s_p}{4} [g_2(\theta_2) + 4g_2'(\theta_2)] \]
where the primes indicate differentiation. As before, the upper and lower signs pertain to the positive and negative image dipoles, respectively. Note that (44) reduces to (24) if only the first term of the expansion is retained. Upon using (44) with (45)-(47) in (12) and substituting into it, for the second-order method we obtain
\[ \mathcal{E} \approx \mathcal{E}_{GO} \pm \sqrt{2} j s_p g_2'(\theta_2) \mathcal{F}(p) \frac{e^{-\beta_2}}{\Omega_2} \]
and for the third-order method we obtain
\[ \mathcal{E} \approx \mathcal{E}_{GO} \pm j \frac{s_p}{4} \left[ \sin^2 \theta_2 \left[ 1 + \Gamma(\theta_2) \right] + 4 g_2''(\theta_2) \right] \mathcal{F}(p) \frac{e^{-\beta_2}}{\Omega_2} \]
where \( \mathcal{E}_{GO} \) is the geometrical-optics field given by (23) and where
\[ g_2'(\theta_2) = \sin^2 \theta_2 \left\{ \frac{5}{2} \cot \theta_2 [1 + \Gamma(\theta_2)] + \Gamma'(\theta_2) \right\} \]
\[ g_2''(\theta_2) = \sin^2 \theta_2 \left\{ \frac{5}{4} \left( 3 \cot^2 \theta_2 - 2 \right) - \Gamma(\theta_2) \right\} + \left[ \cot \theta_2 \Gamma'(\theta_2) + \Gamma''(\theta_2) \right] \]
with the derivatives of the reflection coefficient (7) given as
\[ \Gamma'(\theta) = -\frac{2(\epsilon - 1)}{\epsilon \kappa(\theta) \delta^2(\theta)} \sin \theta \]
