I. Introduction

Low pressure (1..100 Pa) low density ($n \sim 10^8..10^9$ cm$^{-3}$) pulsed plasmas are commonly found in many laboratory experiments. These plasmas can exhibit complicated behavior because they can be operated in the non-local and non-stationary regime.

However, in practice, plasmas of this type are frequently investigated with the Langmuir probe technique. But the application of plasma probe diagnostics is hindered, because it strictly requires [1, 2] (a) that the plasma is distorted by the probe only locally in a well defined manner, and (b) that the evolution of the plasma, excluding the distorted region, is not affected by the presence of the probe.
Probe diagnostics were initially designed for glow discharge plasmas, where the applicability limits could be estimated in advance easily. Thus, Langmuir probe measurements allowed plasma parameters, such as the electron density and temperature, to be derived with the help of appropriate formulas. However, the probe method does not provide a technique to estimate the applicability of the method itself.

Nevertheless, in many experiments with a lower density plasma there is not enough information to justify the probe method beforehand. Thus, the plasma parameters, which are obtained from probe measurements with help of probe theory, are used to evaluate the methods applicability.

Applying a probe theory outside of its applicability limits leads to errors in the plasma parameters derived from the measured probe response. Frequently, in day to day practice, the probe method validity is estimated from two observations: (a) the probe I–V characteristic should have distinct ion and electron contributions, and (b) the plasma size should be at least a factor of 100 larger than the estimated Debye length [2]. However, these parameters, derived from the probe measurements, have a tendency to support the validity of the probe method, e.g. if the derived electron density is overestimated for a low density plasma (see section IV.D for example and discussion), the second condition is satisfied in most cases.

In order to overcome these difficulties, we propose to use a combined approach, where experiments and simulations are coupled as tightly as possible, with the full experimental geometry included in simulations. In these simulations, the plasma probe is included as an additional electrode. By including the probe in the model, any effect that it has on the plasma is naturally included in the dynamics. This approach does not have any of the restrictions discussed above.

In general this requires a 3D plasma model. Such simulations are extremely time consuming, but, fortunately, it is possible to reduce the model dimensions by using of an axis-symmetrical configuration for the experimental setup. This allows a 2D cylindrically symmetric model to be used for the plasma simulation, which is much faster than a 3D model.

In this paper, we show that, especially in the case where the spatial homogeneity of the plasma cannot be easily verified, one needs to be very careful interpreting the results from probes. We consider a discharge that produces probe characteristics with the proper response. Using several probe theories (see below), we show that they all self consistently report densities, temperatures, and dimensions that would lead one to conclude that the probe theory is correct. However, not only are these theories mutually inconsistent, a 2D PIC model of the same plasma shows that the probe theories are highly likely to be inconsistent with the experimental plasma densities as well. The difference between the PIC model and the probe theories was attributed to the distortion of the plasma by the probe, and to transient plasma dynamics.

II. Experimental setup

The interior configuration of the vacuum chamber, in which the low density H₂ pulsed plasma was generated, is presented in figure 1. The chamber was pumped with a turbomolecular pump to keep the residual gas pressure lower than 0.003 Pa. During experiments, hydrogen flowed through the chamber at several sccm, controlled by a gas flow meter. The hydrogen pressure in the chamber was varied in the range of 0–60 Pa.

The aluminum electrodes are circular plates with a 10 cm diameter. The distance between the electrodes can be varied in the range of 2–5 cm. In the experiments, the bottom electrode was negatively biased at −200 to 0 V, while the top electrode was grounded. The bias was kept at a constant value during the plasma ignition and decay. The plasma was ignited by the photoelectrons emitted from the bottom electrode during the UV laser pulse. Most of these electrons are reflected back to the bottom electrode by the space charge field. The electrons which pass the potential barrier, are accelerated by the applied bias field and ionize the background gas, thus igniting the plasma.

A KrF excimer laser (LPX210) was used as the source of the UV radiation that produces photoelectrons at the bottom electrode. The temporal profile of the laser pulse consists of a short pulse with a full width half maximum (FWHM) of <50 ns and a tail, extending up to 200–300 ns in duration (see figure 2). The pulse energy, incident on the bottom electrode, was approximately 10 mJ/pulse, which was only 20% of total laser pulse energy. Approximately the same fraction of the total laser energy was reflected to a detector by a beam splitter to control the laser pulse energy during the experiment. The laser beam was passed through a diaphragm to obtain a uniform intensity distribution with a diameter of 1.3 cm at the bottom electrode. The laser light was incident at an angle to the electrode after entering the chamber through a quartz window.

The plasma probe was installed along the symmetry axis of the chamber. The probe was 0.05 cm in diameter and 1 cm long, the glass shield that covers the rest of the probe was 0.13 cm in diameter. The probe measurements were automated with a NI-DAQ card and specially developed signal processing unit (SPU), consisting of a trans-impedance isolated amplifier, differential amplifier, and probe bias control. This unit allows probe currents down to 10 nA to be measured.
An accurate measurement of all unknown parameters is often unfeasible. To solve this issue, the model was developed in parallel to the experimental setup. Thus, many of the unknown parameters were obtained with reasonable accuracy using the results from simple experiments, which were performed as a test procedure during the construction and calibration of the experiment.

III. Model

The plasma was modelled using a two-dimensional (rz cylin-drically symmetric) particle-in-cell (PIC) model. The plasma species include electrons, H\textsuperscript{+}, H\textsubscript{2}\textsuperscript{+} and H\textsubscript{3}\textsuperscript{+} as particles for accurate description of processes in the plasma sheath. Our model follows the general PIC scheme, described elsewhere [3].

The combination of measurements and simulations of discharge characteristics and plasma probe measurements allows the number of free parameters to be reduced. These parameters (e.g. ion induced electron emission yield, photo electron yield, initial electron energy distribution etc) are required to perform simulations, but the range of values found in literature are typically too large for accurate modeling. It is worth noting here that many such parameters are intrinsically setup dependent (i.e. the photo electron yield could be very sensitive to the surface conditions). Thus, preferably, such parameters should be measured.

An accurate measurement of all unknown parameters is often unfeasible. To solve this issue, the model was developed in parallel to the experimental setup. Thus, many of the unknown parameters were obtained with reasonable accuracy using the results from simple experiments, which were performed as a test procedure during the construction and calibration of the experiment.

III.A. UV laser and electron spectrum used as input to the model

In the experiment, an excimer laser, operating at a wavelength of 248 nm, generates photoelectrons from the bottom electrode. In the model, this process is included as a photoelectron source on the bottom electrode. On each time step, when the laser is active, photoelectrons are released from the irradiated part of the bottom electrode to the computational domain. The amount of injected electrons is linearly proportional to the instantaneous laser intensity. The electron energies are sampled according to a distribution, as discussed below. The velocities of the injected electrons are distributed according to a cosine law relative to the normal direction to the boundary.

The initial electron energy distribution and the temporal profile of the laser pulse are important parameters that significantly influence the plasma that is formed later. Under vacuum conditions, where no plasma is ignited, the temporal profile of the current contains information about the laser pulse shape and the effective photoelectron yield. We used this experiment and the following physically motivated choice of parameters to define the effective electron source for the model.

The laser energy per pulse in the experiment was 10 mJ. The typical photoelectron emission yield is estimated to be \(10^{-4}-10^{-3}\) electrons/photon [4], thus, the maximum collected charge is approximately 20–200 nC. However, in the experiment, the collected charge per pulse under vacuum conditions was approximately 0.2 nC. Hence, the space charge current limiting was very high during the main part of the laser pulse.

The space charge potential barrier formation leads to a locally high electron density. The electrons, which are trapped by the barrier, have small energies, thus, Coulomb collision processes should dominate. From a computational point of view it is not reasonable to compute the full collision kinetics of the cold electrons, since it is known to lead to the formation of a Maxwellian tail in the energy distribution, and the detailed kinetics depend on the exact initial distribution and photoelectron yield, which are not known. Thus, a Maxwellian function was taken as the initial electron energy distribution function (EEDF).

The effective temperature for this EEDF was heuristically chosen from two observations. Firstly, the bottom electrode was made from aluminum, which might by partially oxidized. A number of values for the work function of this material have been reported, the lowest of which is about 4 eV [5]. Secondly, since the photoelectron yield is not known precisely, we only need to find a reasonable combination of effective temperature and yield to reproduce the charge-bias characteristic, as measured experimentally under vacuum conditions. Thus, the effective temperature for EEDF was chosen to be 0.5 eV, and the value for photoelectron yield was fine-tuned from the measured vacuum charge bias characteristics of the system. Because of the significant space charge screening, the sensitivity for the particular choice is small.
A scan over laser pulse energies from 3 mJ to 15 mJ was performed to ensure that the experiment was stable. It was found that the vacuum discharge characteristics have the lowest sensitivity to the laser power variation near 10 mJ/pulse. However, while the integral value was stable, there were signs of higher order processes (e.g. two photon photovoltaic effect), since the value of the vacuum current peak changed near a laser pulse energy of 6 mJ (see figure 2). These experiments were included into the fitting procedure, and it was found that while for all energies below 6 mJ/pulse the above described procedure reproduced consistent results, it was not possible to reproduce the current peak value for 10 mJ/pulse and above due to space charge screening. For this reason, a very small amount of 4 eV electrons, with a yield of approximately $10^{-5}$, was added to the electron source to describe the case of 10 mJ/pulse laser energy.

As mentioned above, the laser pulse shape has a tail (up to 300 ns) in comparison to the 60 ns main pulse (see figure 2). This tail plays a very important role in plasma formation as discussed in section IV.A. Unfortunately, the radiation intensity in the laser tail was too low to accurately measure with our equipment. This fact also suggests that one should not expect a space charge effect. For this reason, the EEDF for the electrons generated by the tail of the pulse is constant for all electron energies less than 1 eV, and zero for higher energies.

A fitting procedure was used to derive the laser tail shape from the measured discharge characteristics in vacuum. During this procedure the pulse shape was represented as the sum of the measured laser pulse and a tail. The electron yield was chosen such that it reproduced the peak current value and the tail current simultaneously.

### III.B. Ion induced electron emission

It is important to take into account ion induced electron emission, since free electrons are accelerated by the electric field to the top electrode and produce additional electrons and ions through impact ionization. The electrons produced through impact ionization contribute significantly to the later dynamics of the plasma and should be taken into account.

The bottom electrode in the experiment was biased at $-200$ to $0$ V, therefore, the maximum ion energy is about 200 eV. For this energy range, the ion induced electron emission can be represented as a sum of potential emission (PE) and kinetic-induced emission (KE) [6, 7]. The PE yield is determined by the combination of the ion and target material, however, for the slow ions it is independent of the ion velocity. But, the KE yield (see below) strongly depends on the ion velocity.

In the model, the PE probability to emit an electron per one ion impact at the bottom electrode is computed with the following semi-empirical formula from [8]

$$
\gamma_{\text{PE}} \approx 0.2 \frac{E_i}{E_F} (0.8 E_i - 2 W)
$$

Here $E_F$ is the metal Fermi energy, $E_i$ is ionization energy of the ion and $W$ is the metal’s work function. The applicability range of equation (1) is $3W \leq E_i \leq (2E_F + W)$, the accuracy of this approximation in these range is not better than $10\%$. Outside this range, the accuracy of equation (1) slowly decreases.

The top and bottom electrodes (see figure 1) are made from aluminum. The tabulated values for aluminum are $E_F = 11.7$ eV, $W = 3.8-4.5$ eV. The large spread in work function can be attributed to a combination of the effect of the surface crystal-line structure [5] and of surface oxide, which can lead either to an increase or a decrease of the observed work function, depending on the exact conditions [9]. The plasma probe is made from molybdenum, which has a Fermi energy and work function of $E_F = 6.8$ eV, $W = 4.2-4.6$ eV [5, 10].

For a hydrogen plasma there are three types of ions possible. The ions have ionization energies of: $H^+ 13.6$ eV, $H_2^+$ 15.4 eV, and $H_3^+$ 3.6 eV. The value used for $H_3^+$ here is the ionization potential for a long lived $H_3$ taken from [11]. This definition of $H_3^+$ ionization energy is less than twice the energy of the work functions of aluminum or molybdenum, thus, $H_3^+$ does not produce any potential emission. Hence, the PE probability for $H^+$ is approximately $0.04 \pm 0.02$ on aluminum and $0.06 \pm 0.02$ on molybdenum, while for $H_2^+ -0.07 \pm 0.02$ on aluminum and $0.1 \pm 0.02$ on molybdenum. In these estimates we included an error of at least $10\%$ due to the approximation used and further $10\%$ error due to the poor knowledge of work function.

There are complicated KE models [12], but they require some fitting parameters to be defined. Since the exact surface conditions are not known well, the same accuracy is obtained by simply fitting to experimental data [7]. Therefore, we follow the same approach as in [13], and use a fit to the experimental data [7] to determine for KE for all metallic surfaces.

$$
\gamma_{\text{KE}} \approx 6.2 \cdot 10^{-5} \cdot (E[\text{eV amu}^{-1}])^{1.15}
$$

Here $E$ is the kinetic energy of the ion per ion mass.

The physical motivation for this approach is as follows. For many metals and conductive materials, the work function ($W$) is approximately $5$ eV and the quasi-classical threshold of KE is $v_i > W/(2k_B)$, here $v_i$ is the ion velocity and $k_B$ is a Fermi impulse. KE depends strongly on the ion type and target material, especially for heavy ions. But, in experiments [7], the KE probability, as a function of velocity, varies only by a factor of two or less for $H^+$, $H_2^+$ and $H_3^+$ (for a gold target). Similar experiments indicate that, for a given ion species, KE is similar for a broader range of target materials [14].

In our simulation, the use of an ion-type-dependent ion-induced electron emission coefficient leads to time-dependent ion-induced emission, because, just after the UV pulse, the main ion is $H_2^+$ and the ion induced emission coefficient is large. However, due to a very efficient ion conversion reaction $H_3^+ + H_2 \rightarrow H_2^+ + H$, the role of ion-induced emission significantly decreases after a characteristic ion conversion time.

Although the approximations for PE and KE are rather simple, they provide reasonable estimates of ion-induced emission. For instance, this simple model allows us to distinguish between a discharge initiated by a laser pulse without a tail and a large ion-induced emission coefficient, and the case
The cross-section of dismobility in hydrogen [24]. Since the UV spot diameter is much larger than cm. We ran several tests to ensure that eV, which suggested by comparison of simulation results for 30 Pa with and figure 2) produces a significant contribution to plasma formation, as the same units as main plot. Note, that the laser pulse tail (see inset in the figure). This happens because the electrons produced during the body of the laser pulse was fine-tuned such that it reproduced the current maximum for the case of 30 Pa, 200 V bias. This was sufficient to yield good agreement with experimental data for the maximum current allows direct comparison between the simulated and experimental discharge currents.

To calculate the production of the different ion species, a set of the cross-sections for the hydrogen chemistry was assembled from the several sources. The data from [16] was used as a base, and extended using the work of [17, 18]. The procedure described in [19] is used to perform Monte Carlo collisions with the background gas. This procedure allows a reaction channel to be chosen before sampling the reaction probability, which offers significant performance improvement compared to the Null collision scheme [20].

We neglect the formation of H-. The cross-section of dissociative electron attachment is significant only if H2 is high vibrationally excited (e.g. v = 4) [21]. However, the density of H2 molecules in these states is expected to be very low, since the corresponding cross-sections of the direct excitations are small [22]. The stepwise excitations are expected to give negligible contribution due to small ratio of the concentrations of vibrationally excited H2 and H in the ground state.

We tested the consistency of our implementation by modeling swarm experiments and found good agreement with experimental values [23] for electron ionization coefficients, electron mobility and for H+, H2+ mobility in hydrogen [24].

IV. Results and discussion

IVA. Discharge characteristics

Let us begin with the analysis of the discharge characteristics of the experimental setup without a plasma probe.

During the laser pulse, only a small amount of photoelectrons enter the chamber because of the space-charge-induced potential barrier. This barrier is not just due to the electron cloud trapped near the bottom electrode, but is built up by all the excess negative charge present in the chamber. Hence, simulations under vacuum conditions (i.e. no plasma) provide a good estimate of the temporal profile of the laser pulse, but they are not very sensitive to the magnitude of electron emission. In the model, the temporal profile of the laser pulse was fine-tuned such that it reproduced the current maximum for the case of 30 Pa, 200 V bias. This was sufficient to yield good agreement with experimental data for the maximum current under all other considered conditions.

The current as function of time for 200 V bias at different background pressures is presented in figure 3. The laser pulse tail (see figure 2) produces a significant contribution to the plasma formation (see comparison of cases with and without tail in figure 3). This happens because the electrons produced during the body of the laser pulse provide ionization in the chamber, which leads to the formation of the plasma. The presence of this plasma changes the potential distribution inside the chamber, leading to an increased field strength near the bottom electrode, which, in turn, increases the efficiency of ionization, thus, enhancing the effect of the laser pulse tail.

\[
I_0(z) = \frac{z_m}{\left(\frac{T_e}{I_0} \frac{eV}{mA \cdot cm^{-2}}\right)^{1/2}} \approx 0.1 \text{ cm} \times \left(\frac{T_e}{I_0} \frac{eV}{mA \cdot cm^{-2}}\right)^{1/2}
\]

Here, \( T_e \) is the initial temperature of emitted photoelectrons, \( I \) is the current density near the cathode and \( z_m \) is the distance from the cathode and the bottom of the space charge potential well. For \( T_e \approx 0.5 \text{ eV} \) and \( I \approx 2 \text{ mA} \cdot \text{cm}^{-2} \), one obtains \( z_m \approx 0.04 \text{ cm} \). Since the UV spot diameter is much larger than the estimated \( z_m \), the \( z_m \) length scale should only be resolved in the z direction near the bottom electrode. For the plasma region, the grid cell size is estimated as the Debye radius, \( r_D \), for a plasma with \( n_e \approx 10^8 \text{ cm}^{-3} \), and \( T_e \approx 0.5 \text{ eV} \), which corresponds to \( r_D \approx 0.02 \text{ cm} \). We ran several tests to ensure that the grid resolution does not affect our results.
Despite reproducing both the slope of the current increase, and the current maximums for both pressures, the magnitude of the simulated discharge tail is about 30% lower than in the experiment. Agreement between our simulations of the discharge tail, and the experimental data can be obtained by varying the tail of the laser pulse. Under these conditions, however, the peak position and width of the current were significantly distorted at pressures of 30 Pa and 60 Pa. Alternatively, increasing PE and KE also yields a discharge tail in agreement with experimental data. This, however, results in unrealistically high ion induced electron emission yield for $H^+_3$ ion (e.g. $\sim 0.05$ electron/ion on average). Moreover, the model fails to reproduce the Langmuir probe measurements in this case. Therefore, the disagreement between the model and experimental data is probably due to an accumulation of minor differences between the input parameters of the model and the experiment. These could be, for example, the laser spot size, uncertainties in the cross-sections set, pulse-to-pulse variations of laser pulse tail, etc. Nevertheless, the 30% difference between the plasma model and the experimental data is reasonably accurate for the probe simulations.

IV.B. Plasma scalability

Additional experiments were performed to study the plasma scalability for different distances between electrodes, with fixed $pd$ parameter (here is $p$—hydrogen pressure, $d$ is the distance between electrodes) and fixed reduced electric field strength $E/p = U_{\text{bias}}/(pd)$. The integral of the discharge current for different distances between the electrodes is presented in figure 4. The obtained plasma did not scale with $pd$ parameter. It showed that dynamic effects were important in plasma generation.

IV.C. Axially symmetric plasma probe

To make a detailed investigation of plasma evolution the plasma probe diagnostic was used. The probe was installed on the symmetry axis of the chamber to allow direct simulations of the probe characteristics with the 2D plasma model.

The probe measurements were performed at 30 Pa and 60 Pa hydrogen, the bias between the electrodes was $-200$ V in both cases. The simulated and measured probe characteristics were shifted by 1 V for 30 Pa and by 2 V for 60 Pa. This shift could have numerous causes, therefore, the measured probe characteristics were shifted by these values to the negative probe voltages. The measured probe characteristics and the comparison with the simulations are presented in figures 5 and 6. All presented simulations use the same initial input data apart from those varied in the experiments.
To take into account the characteristic response time of the SPU, the simulated probe response was numerically convoluted with $C \cdot \exp(-t/t_0)$, here $t_0 \sim 100$ ns is the SPU response time and constant $C$ is chosen such that the collected charge is preserved during numerical integration.

The agreement between the simulated and measured probe characteristic is good up to 2.5 $\mu$s after the start of the UV pulse for the both pressures. At later times, the agreement is worse, due to the response of the simulated probe changing because the tip of the probe is no longer in the region containing a plasma (see figure 8). The transition of the probe from inside to outside the plasma (for the case of 30 Pa) occurs between 2.5 $\mu$s and 3.5 $\mu$s, however, the exact transition time is very sensitive to the model input parameters. After the transition (4.0–4.5 $\mu$s, 30 Pa, $-200 V$), the good agreement between the measured and modeled ion contribution to the probe characteristic is restored. Furthermore, despite the plasma no longer covering the entire probe, the probe response appears normal.

For the case of 60 Pa, $-200 V$ (figure 6), the transition occurs later due to a larger contribution from collisions with the background gas. Therefore, the ion part of the probe characteristics for 4.5 $\mu$s for 60 Pa slightly deviates from the experimental one, while for 30 Pa the agreement is good.

The electron contribution to the simulated probe characteristics in figure 5 deviates significantly from the experiment occasionally from 2 $\mu$s onwards for a pressure of 30 Pa. But, at 60 Pa (figure 6), the deviation of the electron part is much smaller and only pronounced from 3.5 $\mu$s and for a probe bias larger than 5V. These differences can be attributed to the combined effects of the uncertainties in electron–neutral cross-section set and some secondary effects (e.g. reflection of electrons from the aluminium surface), which are not taken into account. However, the simulations accurately reproduce the transition from the ion part to the electron part of the probe characteristic in both cases.

Interestingly, the apparent shift of the probe characteristic in figure 6 with time is reproduced by the model. Usually such a shift in the stationary plasma conditions may be explained by partial presence of the probe in or near the plasma sheath. However the reason of the shift in the case of a pulsed plasma may have other causes. As is seen in figure 7, the change of the sign of the probe current can not be explained by the presence of the probe in the sheath.

However, the shape of simulated plasma distortions depends on the dimensions on the probe. We simulated the plasma evolution with ten times thinner and two times shorter probe. We found that, although the distortion of the plasma around the probe was different, it was still significantly distorted. The shape of distortion was similar to described in [25].

Interestingly, for the ten times thinner probe the role of ion neutral collisions are expected to be of the same importance for the analysis of the probe response as for the used probe. The size of plasma sheath near the probe is determined by the the Debye length of the plasma. For the considered conditions, it can be estimated as $\lambda_D \sim 0.23$ mm (i.e. for $n_e \sim 5 \cdot 10^3$ cm$^{-3}$ and $T_e \sim 0.5$ eV). Therefore, we do not expect the sheath size to decrease significantly for a probe with a radius of 0.025 mm as compared to 0.25 mm for the same probe biases. Hence, the number of the collisions in the probe sheath should be comparable in both situations.

Therefore, the application of a smaller probe in the considered discharge does not necessarily lead to negligible distortion nor to transition from collisional to collision less ion currents to the probe.

**IVD. Comparison between computed plasma density and that derived from measured probe characteristic**

The 2D particle-in-cell simulations showed that probe diagnostics are not well suited to the considered plasma, because the plasma is spatially inhomogeneous along the probe length (see figure 8 with probe and figure 9 without probe). However, it is still interesting to apply probe theories to the measured probe characteristics, since in the general case, the distortion of the plasma by the probe is not known in advance. Furthermore, the probe response appears to be normal with distinct ion and electron parts, which would normally be used as evidence that probe theory can be applied.

We applied the Bernstein–Rabinowitz–Lafraboise (BRL) [26], Allen–Boyd–Reynolds (ABR) [27, 28] and Talbot and Chou theory [29] modified by Tichy et al [30] (TCT) to analyze the probe I–V characteristics. We used the ESP_BRL and ESP_ABR programs [2] to obtain BRL and ABR fits for the probe characteristics. The fit results are presented in table 1. The electron temperature in the simulations after 1 $\mu$s was approximately 0.3 eV for 60 Pa and ~0.5 eV for 30 Pa. This corresponds to the estimate from the probe response, but the simulated EDF has a non-Maxwellian tail due to the presence of an external bias.

The most abundant ion in the considered conditions is H$_3^+$ [17]. The mobility of this ion in H$_2$ increases with increasing ion energy, due to a local minimum in the effective momentum transfer cross-section around 0.8 eV [17] in the center of mass reference frame. The energy range, where mobility changes significantly is smaller than the absolute value of the probe voltage. Modification of the probe theory to include variable collisional cross-sections is out of the scope of this paper, since this effect is included in the PIC model. Therefore, we performed the fitting procedure using the TCT theory with a collisional correction corresponding to the zero field mobility of H$_3^+$ in H$_2$, and for increased mobility, the corresponding reduced mobilities are $\sim 11.3$ cm$^2$ (V s)$^{-1}$ and $\sim 16$ cm$^2$ (V s)$^{-1}$. The resulting ion densities obtained are presented in the table 1.

It is also worth noting that an *a posteriori* estimate of the applicability of the probe method can lead one to incorrectly assume that a chosen probe theory is appropriate. Consider that, in the cylindrically symmetric setup here, the plasma density and radius can be estimated from the probe response via the BRL and TCT theories. The radial dimension of the plasma can be estimated to be $r \geq \sqrt{Q \cdot d / \pi n_e N_i} = 1.5$ cm, where $Q \sim 4$ nC (see figure 4), $d = 5$ cm is the distance between the electrodes, and $N_i$ is the density estimate obtained from the chosen probe theory. Therefore, we conclude (incorrectly) that the ratio of radial plasma size to the Debye radius is, in this case, at least 75, based on an estimated plasma
density of $7 \times 10^9 \text{ cm}^{-3}$ from probe theory. From the arguments above, it would be argued that the probe theory will provide reasonable estimates of the plasma density. However, this conclusion is wrong, since the simulations show that the plasma density varies significantly near the probe.

The differences between predictions of the different theories are large (see table 1). The BRL results correspond to the upper estimate of the plasma density, while ABR provides the lowest estimate for all probe biases. The results obtained with help of TCT theory tend to provide intermediate results. Similar trends are commonly reported elsewhere (for example in [31, 32]).

Nevertheless, as reported in [31–33], the plasma density tends to be between the results of BRL and ABR in many different experiments. Furthermore, the plasma density estimates from many collisional probe theories are also bounded by the density estimates of BRL and ABR. Hence, it is reasonable to take the difference between the density estimates of BRL and ABR as an approximation of the error margin of the probe measurements if the validity of the probe theory for the case of the plasma in question has not been validated by some independent numerical or experimental technique.

The present study shows, that in spite of the plasma’s significant spatial inhomogeneity, the probe can still have the expected response with distinct ion and electron parts. The simulations showed that, even when the probe tip is outside of the plasma, the probe response varies smoothly in time (see figure 8). These significant distortions can not be easily deduced from the probe response alone.

Therefore, an independent method for evaluating the applicability of the probe method should be used, e.g. optical emission spectroscopy. If independent diagnostics can not be applied, we recommend to estimate the uncertainty as the difference between the fit results of BRL and ABR.

V. Conclusions

In this paper, we have reported the results of a comparison between the predictions of a 2D PIC model, and experimental measurements of a low density transient plasma.

Our 2D PIC model of the plasma evolution takes into account the full geometry of the chamber. Therefore, it allows other experimental data, such as discharge characteristic measurements, to be used to verify assumptions about unknown and/or poorly known parameters, and to check the applicability of the model itself on the integral parameters before analysis of the complicated plasma probe characteristics.

Our results show good agreement between time resolved simulated and measured probe characteristics for two pressures with the same parameter set. This shows that the simulated plasma parameters, such as electron and ion densities, can be relied upon, because, in our simulations, the

---

Table 1. Comparison of the ion density obtained from the simulations to the calculated with help of the different probe theories from the measured probe response.

| Time (μs) | $T_e$ (eV) | Plasma density $10^8$ cm$^{-3}$ |
|-----------|-----------|-------------------------------|
| 1 Pa      | 1.0       | 1.4                           |
| 2 Pa      | 0.3       | 0.6                           |
| 3 Pa      | 0.3       | 0.5                           |
| 60 Pa     | 1.0       | 1.0                           |
| 2 Pa      | 0.3       | 0.4                           |
| 3 Pa      | 0.3       | 0.3                           |

a Time is relative to the start of the UV pulse.
b The lower estimate of the ion density corresponds to the lower estimate of the reduced mobility of $H^+_3$ in H$_2$ (see text).
c The simulated plasma density near the probe significantly depends on the probe bias. The lower limit corresponds to the spatial maximum of the plasma density for a bias of $-32$ V on the probe, the upper limit corresponds to the spatial maximum plasma density for $0$ V on the probe. Both minimum and maximum values are estimated in the quasi neutral region of the plasma.
d The plasma density is sampled over the region corresponding to probe position in experiments and simulations with probe.
The probe was included as an electrode. Therefore, the interaction of the probe with the plasma is taken into account directly.

Our measurements also show that the measured probe characteristics have the proper shape with distinct ion and electron contributions, which would normally be taken as a sign that the parameters estimated from probe measurements would be accurate.

Nevertheless, probe theories, in the case of a low density non-stationary plasma, should be used with caution. Because, our simulation results demonstrate that, even in the case where the distortion of the plasma by the probe is obviously large (see figure 8), the probe response appears to be normal. Therefore, the application of the probe theory may yield misleading results, which in our case, is the overestimation of the plasma density by a factor of three to seven along the surface of the probe for the BRL and TCT theories and significant underestimation of the maximum plasma density by the ABR theory.

Hence, in the general case, the application of probe theory cannot be justified by probe measurements alone, and another method should be used to verify the results of the probe method. If independent diagnostics cannot be applied, we recommend to estimate the uncertainty as the difference between the fit results of BRL and ABR theories.
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