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Abstract—In this paper, we propose a deep forward-backward stochastic differential equation (FBSDE) based control algorithm for locomotion tasks. We also include state constraints in the FBSDE formulation to impose stable walking solutions or other constraints that one may want to consider (e.g., energy). Our approach utilizes a deep neural network (i.e., LSTM) to solve, in general, high-dimensional Hamilton–Jacobi–Bellman (HJB) equation resulting from the stated optimal control problem. As compared to traditional methods, our proposed method provides a higher computational efficiency in real-time; thus yielding higher frequency implementation of the closed-loop controllers. The efficacy of our approach is shown on a linear inverted pendulum model (LIPM) for walking. Even though we are deploying a simplified model of walking, the methodology is applicable to generalized and complex models for walking and other control/optimization tasks in robotic systems. Simulation studies have been provided to show the effectiveness of the proposed methodology.

I. INTRODUCTION

How to enable robots to perform locomotion tasks is an important problem in robotics research given the wide applications of walking robots. Walking robots are able to move without the existence of roads or other types of infrastructures. Their legs makes it possible to move with small support surfaces \cite{DBLP:journals/tfr/BiggsB18} making walking robots more appealing for tasks performed on rugged terrains \cite{DBLP:journals/corr/abs-1909-07820}. Also, movement of legged robots does not rely on the existence of air or propellants, which makes it an ideal candidate for extraterrestrial expeditions \cite{DBLP:journals/corr/abs-1809-07367}. Additionally, the humanoid figure and motion \cite{DBLP:journals/corr/abs-1809-07367} makes it easier to integrate humanoids into our society. However, given the complexity, the control of walking robots has been a challenging task.

Traditionally, model predictive control (MPC) has been widely used in locomotion tasks \cite{DBLP:journals/corr/abs-1809-07367} \cite{DBLP:journals/corr/abs-1809-07367} \cite{DBLP:journals/corr/abs-1809-07367}. The authors in \cite{DBLP:journals/corr/abs-1809-07367} proposed a complete solution for walking on flat ground, which includes turning. The authors in \cite{DBLP:journals/corr/abs-1809-07367} then expanded on previous works to enable walking in 3D, e.g. walking up stairs. At each time step, MPC-based methods rely on optimization solvers \cite{DBLP:journals/corr/abs-1809-07367} to solve for control at a given time considering the dynamics over a preview horizon. This process can be computationally intensive especially for high dimensional systems over long preview horizons.

To mitigate computational issues, deep learning based approaches are being applied in locomotion tasks. Compared to the resources required for solving a convex optimization problem, the computational cost is much less for one forward pass through a neural network. Recently, deep reinforcement learning has been widely applied to locomotion tasks. The role deep reinforcement learning plays is versatile, it can be used in conjunction with a feedback controller where the learned policy provides a reference state \cite{DBLP:journals/corr/abs-1809-07367}, or provide set points to a motor PD controller \cite{DBLP:journals/corr/abs-1809-07367}. However, deep reinforcement learning methods require a well-designed-task-specific reward function, which in the case of locomotion is hard to obtain. The reward functions in both \cite{DBLP:journals/corr/abs-1809-07367} and \cite{DBLP:journals/corr/abs-1809-07367} look rather arbitrary and require exhaustive tuning to find the best balance between different design objectives. A different line of deep learning based approaches attempts to mimic the behavior of existing optimization-based controllers in a supervised learning fashion \cite{DBLP:journals/corr/abs-1809-07367}. However, this approach requires access to existing optimization-based controllers or a dataset of state-control pairs, which is not always available.

Locomotion problems are essentially optimal control problems. One method that utilizes deep learning to solve optimal control problems is deep FBSDE. The idea behind deep FBSDEs is to find a numerical approximation to the solution of the HJB equation, which is the value function given with respect to a cost function. Following the derivation in \cite{DBLP:journals/corr/abs-1809-07367}, the optimal control can then be calculated as a function of the partial derivative of the value function with respect to the state. We can formulate this problem as a FBSDE and solve it using a neural network which has the benefit of resolving compounding-errors. Such a method has gained traction recently. \cite{DBLP:journals/corr/abs-1809-07367} first proposed the deep FBSDE algorithm using LSTMs. On top of the vanilla LSTM-based FBSDE formulation, \cite{DBLP:journals/corr/abs-1809-07367} showed how to handle systems with control multiplicative noise and \cite{DBLP:journals/corr/abs-1809-07367} solved problems with unknown noise distribution. In our recent work \cite{DBLP:journals/corr/abs-1809-07367}, we expanded deep FBSDEs to consider problems with state constraints. However, these works only considered examples with continuous dynamics.

The present paper aims to expand the usage of deep FBSDE controllers to locomotion tasks, which is a hybrid dynamical system. In Section II, the walking model LIPM is introduced and the problem formulation is given. In Section III, an outline of the deep FBSDE controller is provided. Section IV shows the methodology for deep FBSDE controller to adapt to walking tasks, and changes to the neural network architecture are highlighted. In Section V, we demonstrate the efficacy of our approach on LIPM model, along with its state constrained version, in simulation. We also compare the computation efficiency of our method with CVX. Finally, in Section VI, the paper is concluded and a brief discussion on extensions of this work is presented.
II. PROBLEM FORMULATION

In this section, we discuss key aspects of the LIPM walking problem. The LIPM, under the assumption of no jumping and no large rotation movements in the sagittal plane, is given as

$$c^x_y - \frac{c^x}{g^y}c^x_y = p^x_y,$$

where $c^x_y = [c^x \ c^y]^T$ denotes the position of the center of mass (CoM) in the $x,y$-plane (transverse plane), $c^x$ is the height of the CoM, $g^y$ is the vertical component of the gravitational acceleration, $\bar{c}^x_y = [\bar{c}^x \ \bar{c}^y]^T$ denotes the acceleration of the CoM in the $x,y$-plane, and $p^x_y = [p^x \ p^y]^T$ denotes the position of the center of pressure (CoP) in the $x,y$-plane. If we treat the CoP location $p^x_y$ as the control input we can write the dynamical system as

$$\bar{c}^x_y = \frac{g^y}{c^x}c^x_y - \frac{g^x}{c^y}p^x_y,$$

which has the form of $\dot{x} = Ax + Bu$. In matrix form, equation (2) can be written as

$$\dot{\bar{c}} = \begin{bmatrix} 0_{2\times 2} & I_{2\times 2} \\ g^y/c^x I_{2\times 2} & 0_{2\times 2} \end{bmatrix} \bar{c} + \begin{bmatrix} 0_{2\times 2} \\ g^y/c^x I_{2\times 2} \end{bmatrix} p^x_y,$$

with $\dot{\bar{c}} = [\dot{c}^x \ \dot{c}^y \ \dot{c}^x \ \dot{c}^y]^T$.

The purpose of this work is to achieve stable walking behavior, thus the phases when the robot starts from standing still and coming to a stop are not considered. Starting from a CoM state $c_0 = \xi$ that has an initial velocity, we want to build a controller that is able to maintain stable walking over an arbitrary long time period. We use the cost function

$$\min_{\mathbf{p}^t_{x,y}} \sum_{i=0}^{N-1} \left[ q(c_i) + r(p^t_{x,y}) \right] + g(c_N),$$

$$c_{i+1} = c_i + \dot{c} \Delta t$$

$$c_0 = \xi$$

$$-\frac{1}{2} l_x \leq p^x \leq \frac{1}{2} l_x$$

$$-\frac{1}{2} l_y \leq p^y \leq \frac{1}{2} l_y,$$

where $q(c_i)$ is the state cost, $r(p^t_{x,y})$ is the control cost, $g(c_N)$ is the terminal state cost and $l_x$ and $l_y$ denotes the length of the foot along the $x$, $y$ direction. The inequality constraints denotes the CoP has to be within the support polygon.

III. DEEP FBSDE

In this section, we outline the design of the deep FBSDE controller. For a system with dynamics that includes disturbances, it can be described using a stochastic differential equation (SDE),

$$dx(t) = f(x(t), t)dt + G(x(t), t)u(t)dt + \Sigma(x(t), t)dw(t)$$

with initial condition $x(0) = x_0$ and $w(t) \in \mathbb{R}^r$ being a standard Brownian motion. The states are denoted by $x \in \mathbb{R}^n$, the control input by $u \in \mathbb{R}^m$, and time by $0 < t < T < \infty$. In (5), $f : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n$ represents the drift, $G : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n \times m$ represents the control influence, and $\Sigma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n \times \nu$ represents the diffusion (influence of the Brownian motion to the state). The purpose of the deep FBSDE controller is to find $u(t)$ that minimizes an objective function $J^u(x, t) \in \mathbb{R}^+$. The objective function is denoted as

$$J^u(x, t) = \mathbb{E} \left[ g(x(T)) + \int_t^T \left( q(x(s)) + \frac{1}{2} u(s)^T Ru(s) \right) ds \right],$$

where $g : \mathbb{R}^n \to \mathbb{R}^+$ is the terminal state cost, $q : \mathbb{R}^n \to \mathbb{R}^+$ is the instantaneous state cost, and the control cost matrix is $R \in \mathbb{R}^{n \times m}$, which is positive definite. The value function $V(x, t) \in \mathbb{R}^+$ is defined as

$$V(x, t) := \inf_{u(.)} J^u(x, t),$$

where the inf is computed over all control signals $u(.)$ over the time interval $(t, T]$.

Following derivations in [18], the HJB equation is given as

$$V_t(x, t) + \mathcal{L}V(x, t) + h(x, V_x, t)$$

$$V_t(x, t) = g(x).$$

The generator function $\mathcal{L}V(x, t)$ is defined as

$$\mathcal{L}V = \frac{1}{2} \text{trace}(\Sigma \Sigma^T V_{xx}) + f^T V_x$$

with $V_x$ and $V_{xx}$ representing the first and second order partial derivative of $V$ w.r.t. $x$, respectively. The Hamiltonian is defined as

$$h(x, V_x, t) = \inf_{u \in \mathcal{U}} \left( q(x) + (G(x, t)u)^T V_x(x, t) + \frac{1}{2} u^T R u \right),$$

with $\mathcal{U}$ being the admissible set of controls. By taking the minimum of the Hamiltonian we can analytically compute the optimal control as a function of $V_x$, the partial derivative of the value function with respect to the state,

$$u^*(x, t) = -R^{-1} G^T(x, t) V_x(x, t).$$

We can solve for (11) using a deep FBSDE

$$dy(t) = \left( -h(x(t), \Sigma^T(x(t))V_x(x(t), t); \theta), t \right)$$

$$+ V_x^T(x(t), t; \theta) \Sigma(x(t), t) \Gamma(x(t), t) u(x(t), t) \right) dt$$

$$+ V_x^T(x(t), t; \theta) \Sigma(x(t), t) dw(t)$$

$$dx(t) = \left( f(x(t), t) + \Sigma(x(t), t) \Gamma(x(t), t) u(x(t), t) \right) dt$$

$$+ \Sigma(x(t), t) dw(t)$$

$$u(t) = -R^{-1} G^T(x(t), t) \Sigma^T(x(t), t) V_x(x(t), t); \theta$$

$$y(0) = V(\phi, x_0)$$

$$x(0) = x_0,$$

where $y(t) = V(x_t) = V(t)$ and $G(x(t), t) = \Sigma(x(t), t) \Gamma(x(t), t)$, $\Gamma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times m}$. This shows the range of $G$ is a subset of the range of $\Sigma$, which excludes
the case of a channel containing control input without noise. The neural network that estimates \( V \) at each time step is parameterized by \( \theta \) and the neural network that estimates the value function at the initial time step \( V^0 \) is parameterized by \( \phi \). The details of the neural network architecture will be explained in the following sections.

IV. CONTROLLER DESIGN

Unlike canonical control examples shown in [18], the nature of locomotion tasks creates a hybrid dynamical system, where the dynamics is discontinuous between two steps. Additionally, stable locomotion behavior usually creates a cyclic movement, where a region of attraction exists for the terminal state at each step (will discuss in detail in the next section). Due to these unique conditions, instead of training the controller over multiple steps, the learning problem will be “normalized” if we only focus on one single step.

Using this intuition, the learned controller will be only trained using experience from one foot step. Experiences obtained from one foot step can have low variance, thus noise is added to the initial state of each step in addition to the disturbances injected to state dynamics. Therefore, instead of having a single initial state as in [18], the initial state will be sampled from a distribution. To accommodate this change, the initial value function is now a function of the initial state. For LSTMs, the initial hidden states \( H_0 \), parameterized by trainable weights, also takes the initial state as input. The overall neural network architecture is shown in Figure 1.

The loss function is defined as

\[
L = \frac{1}{M} \sum_{m=1}^{M} \left[ \| g(x_N^m) - y_N^m \|_2^2 + \lambda_1 \left\| x_0^m - x_N^m \right\|_2^2 + \lambda_2 \left\| \theta \right\|_2^2 \right],
\]

(13)

where \( M \) denotes the batch size, and \( \lambda_1 \) and \( \lambda_2 \) determines the weight of the stability enforcement term and the regularization term, respectively. Compared to [18], the additional term in the loss function is designed to encourage a cyclic motion.

V. EXPERIMENT

In this section, we show the efficacy of our approach on the LIPM model, with both noiseless and noise injected state dynamics. First, we introduce the setup of the experiments, then the training results are shown. Second, we show this learned policy trained on a single step is able to generalize to stable walking over multiple steps. Third, we demonstrate the capability of our method on handling state constraints. Finally, we compare the computation efficiency between our approach and traditional optimization based methods. All experiments are implemented using Tensorflow.

A. Experiment Setup

To align the formulation of (3) and (5) we have

\[
f = \begin{bmatrix} 0_{2 \times 2} & I_{2 \times 2} \end{bmatrix}
\]

(14a)

\[
g = \begin{bmatrix} 0_{2 \times 2} \\ g^2/c^2 I_{2 \times 2} \end{bmatrix}
\]

(14b)

\[
x = \bar{c}.
\]

(14c)

Disturbances are only injected to the acceleration terms, thus \( \Sigma = \text{diag}[0 0 1 1] \). The CoM height \( c^2 \) is fixed at \( 1m \) and \( g^2 = -9.81m/s^2 \). We use quadratic costs for the state cost, controls cost, and terminal cost defined in (4).

\[
q(c_i) = c_i^T Q_i c_i
\]

(15a)

\[
r(p_{i}^{x,y}) = (p_{i}^{x,y})^T R_i p_{i}^{x,y}
\]

(15b)

\[
g(c_N) = c_N^T Q_N c_N.
\]

(15c)

where

\[
Q_i = \text{diag}[1 1 1]
\]

(16a)

\[
R_i = \text{diag}[100 100]
\]

(16b)

\[
Q_N = \text{diag}[100 100 100 100].
\]

(16c)

The robot has a foot with the size of \( 0.15m \times 0.15m \). The foot step position are pre-planned to walk along the \( x = y \) line. The duration of each footstep is \( 0.7s \), the step size is \( 0.8\sqrt{2m} \), which corresponds to \( 0.8m \) in both the positive \( x \) and \( y \) axis. When simulating the state dynamics we use a time step of \( 0.02s \). In training, we use a learning rate of \( 1e-3 \) over 10,000 iterations. To enhance the robustness of the learned policy, a uniformly sampled disturbance is applied to the initial state on both systems with noiseless and noisy dynamics.
**Training Results**

These two figures demonstrate the stability of the learned policy. The “S” on the x-axis represents the start of each foot step and “E” represents the end of each foot step. In both of the plots there are 64 pairs. The value of each line on the “S” side is the velocity of the CoM at the start of each foot step, the value on the “E” side is the velocity of the CoM at the end of each foot step. The thick dashed line in the middle is a nominal velocity that serves as a target during training. Since x and y motion are decoupled only results of the x direction are shown.

**Workflow of walking multiple steps**

This figure illustrates how to use the learned deep FBSDE controller trained on a single footstep to walk multiple steps. The round edge boxes denote trainable components, while the sharp edge boxes denote intermediate values. The dashed arrow in the middle denotes the change in coordinate systems.

**B. Training Results**

To analyze the quality of learned policies, we treat the relationship between the velocity of the initial state of a foot step $v_S$ and the velocity of the terminal state $v_E$ as a mapping. Stable walking behavior can be observed when this mapping maps an arbitrary $v_S$ that is in the vicinity of the nominal velocity to a fixed $v_E$ or to a small $v_E$ interval. Physically, this is equivalent to showing under disturbances, the system is able to adjust the subsequent control actions to drag the CoM velocity back to a desired range. The mapping for both the noiseless and noisy systems are shown in Figure 2. For the noiseless system, a clear region of attraction can be seen: the $v_S$’s are map to a very small interval surrounding the nominal velocity. Though not equal to the nominal velocity, this clearly shows robustness of the learned policy. For the noisy system, such a convergence pattern is also present, though larger than the noiseless case, the $v_S$’s are also mapped to a small interval around the nominal velocity.

**C. Walking**

In this section, we demonstrate how policy trained on a single foot step can be utilized for walking over multiple steps. The learned policy uses states defined in a local frame, where the origin is at the center of the foot, and its x and y axis are aligned with the global frame. At the transition between two foot steps, the states are updated to be measured in the local body frame of the next foot step. When updating the states, the CoM velocities stay fixed (velocities are the same when observing from static frames). However, we can choose how big a step length to take, which changes the CoM position in the body frame. We have tested using a fixed step size. However, for the learned policy, especially under the presence of disturbances, this may cause issues. If the velocity of the terminal state is slower than desired, a fixed step size might correspond to taking too large of a step. Instead, we made the initial position of the CoM of each step a fixed value $(\bar{x}_0, \bar{y}_0)$, which corresponds to a dynamic step length. The update rule is

$$\begin{bmatrix} x_N & y_N & \dot{x}_N & \dot{y}_N \end{bmatrix}^T \rightarrow \begin{bmatrix} \bar{x}_0 & \bar{y}_0 & \dot{x}_N & \dot{y}_N \end{bmatrix}^T.$$  

The overall workflow is shown in Figure 3. Using the proposed algorithm, the walking motion is displayed in Figure 4. As can be seen, for both the noiseless and noisy system a cyclic behavior can be maintained over 20 steps. We tested up to 40 steps, and no deterioration is shown, due to limit space only results for 20 steps are shown.

**D. State Constraint**

Following the formulation in [18], a state constraint is applied to the CoM velocity for it to be faster than 1.0m/s. We simulated our controller over 64 foot steps on a noisy model. The results for both the constrained and unconstrained setup are shown in Figure 5. We can see that for the unconstrained case every instance goes beyond the constraint boundary. For
Fig. 4. **Walking for 20 steps using the learned policy**: the top three figures shows the evolution of the CoM and CoP over 20 steps using a noiseless system, the bottom three shows the evolution of its noisy counterpart. The CoP is clipped between $[-0.15, 0.15]$. All measurements are performed inside a local coordinate system that is attached to the center of the foot.

the constrained case, the constraint boundary is respected over all steps. Even though the construct of this constraint is rather artificial, it shows the capability of our method in handling state constraints.

**E. Computation Efficiency Comparison**

In this section, we compare the computation efficiency of our approach and of using an optimization solver, in this case CVX. We compare the computation time at each time
a preview horizon of 60 time steps. The targeted time step size is 02.

played. In both cases, a 4 dimension state is used, the CVX solution used

Fig. 6. Computation Efficiency Comparison

is shown in black dashed lines. The light blue and green regions shows the bounds of maximum and minimum values of all the 64 trajectories at each time step. The constraint boundary is shown in black dashed lines.

step for obtaining a control action. The comparison is shown

in Figure 6. It can be seen that our proposed method is on

average 6.67 times faster and has less variance than CVX. For tasks with higher state dimensions and requires longer

preview horizon this computation acceleration will be more significant.

VI. CONCLUSION

In this paper, We consider the walking problem using a simplified model. The locomotion problem of a LIPM model is solved using a deep FBSDE controller. The controller is trained on walking over a single foot step and a method is proposed to use this learned controller to generalize to walking over multiple steps. The efficacy of our approach is demonstrated in simulation on both noiseless and noisy systems. Additionally, we showed our proposed method is able to handle state constraints and is computationally much faster than optimization based methods. Potential future

directions include extending to more complex models and adaptation on real hardware and its application to a full biped model.
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