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Abstract—UAV based surveillance is gaining much interest worldwide due to its extensive applications in monitoring wildlife, urban planning, disaster management, campus security, etc. These videos are analyzed for strange/odd/anomalous patterns which are essential aspects of surveillance. But manual analysis of these videos is tedious and laborious. Hence, the development of computer-aided systems for the analysis of UAV based surveillance videos is crucial. Despite this interest, in literature, several computer aided systems are developed focusing only on CCTV based surveillance videos. These methods are designed for single scene scenarios and lack contextual knowledge which is required for multi-scene scenarios. Furthermore, the lack of standard UAV based anomaly detection datasets limits the development of these systems. In this regard, the present work aims at the development of a Computer Aided Decision support system to analyse UAV based surveillance videos. A new UAV based multi-scene anomaly detection dataset is developed with frame-level annotations for the development of computer aided systems. It holistically uses contextual, temporal and appearance features for accurate detection of anomalies. Furthermore, a new inference strategy is proposed that utilizes few anomalous samples along with normal samples to identify better decision boundaries. The proposed method is extensively evaluated on the UAV based anomaly detection dataset and performed competitively with respect to state-of-the-art methods.

Index Terms—Abnormal Event Detection, Unmanned Aerial Vehicles (UAV), Video Anomaly Detection, Surveillance, Auto-Encoders.

1 INTRODUCTION

ANOMALOUS events are defined as an occurrence of odd incidents. The detection of these events is crucial for providing security. In general, anomalous events can be broadly grouped into three categories namely: spatial anomalies, temporal anomalies and appearance anomalies [1],[2]. Spatial anomalies are related to the location of the object with respect to the scene. Temporal and appearance anomalies are based on the trajectories and appearance of the object respectively. The definition of anomaly is mostly subjective and depends on the context of the scene [2]. An event that is an anomaly in one scene may be normal in another scene. For instance, a truck on road is normal, while on sidewalk is anomaly. Hence, defining anomaly is challenging. But, accurate and early detection of these events can reduce the risk to human life and thus is an essential aspect of security [3], [4].

The current technology available for providing security, analyzes the videos acquired from monitoring systems such as CCTVs installed at fixed locations. These surveillance videos are manually analysed by security personal for detecting anomalies which is time-consuming and tedious process. Therefore, the past few years have seen several works on designing algorithms for detecting anomalous activities in videos [3], [6], [2]. However, a majority of existing methods analyse videos from static surveillance cameras installed at fixed locations such as pedestrian walkaway (CUHK Avenue [8], Ped1, Ped2 [9]) Subway entrance/exit [10]. In the recent past, a few studies have focused on analysing videos from multiple scenes [4]. However, the videos analysed in these works contain either minor or no camera motion. There is hardly any study on detecting anomalous activity in a video acquired by a moving camera. Also, there are very few standard datasets available for the development of multi-scene anomaly detection algorithms.

Last few years have seen an increased interest in using Unmanned Aerial Vehicles (UAVs) for surveillance [11]. Compared to a static CCTVs with a fixed coverage area, videos acquired from UAV based surveillance systems can cover larger area with varying perspectives. Besides, UAVs have the advantage of mobility and can be rapidly deployed. Despite the better flexibility and mobility offered by UAV based surveillance system, there are limited works on anomaly detection in videos acquired using UAVs [12], [13], [14]. However, the videos for these studies are acquired at a single location (car parking) and the variations in the background scene information are limited. The present study focuses on detecting anomalous activities by analysing videos from UAVs. These videos are acquired at multiple locations (multi-scene) and consist of significant camera motion (Figure 1) with varying viewpoints. No published reports are available on this kind of multi-scene anomalous activity detection from UAV aerial videos with significant variations in background scene information.

In general, an anomaly detection algorithm comprises of two steps namely training and detection [15], [5], [16]. The
training phase consists of developing a model for normal activities using the features extracted from the training videos containing only normal activities. In the detection phase, an anomaly score is assigned to the test video by feeding the same types of extracted features to the developed model. However, these models are only trained on normal patterns and hence the decision boundary may not accurately discriminate anomalous patterns. There exist other methods which address the problem of anomaly detection as an outlier detection where all the outliers are considered anomalous [17], [18], [19]. However, these methods fail to detect local anomalies which can be defined as those patterns that are closer to normal patterns but are anomalous in nature. For example, consider a situation of a stationary vehicle present in a parking zone vs a stationary vehicle present on road. Here, the appearance and temporal characteristics of both vehicles are similar. However, the vehicle present on road is an example of a local anomaly since its characteristics are similar to normal patterns. Recently, few studies focuses on features extracted from object of interest (pedestrian). This object centric approach allows to accurately locate the anomalous object in the frame [5].

The majority of the anomalous activity detection algorithms are developed for single-scene scenarios where the background is constant. Hence, these models cannot be adopted to detect anomalies in multi-scene scenarios such as UAVs where the background changes and hence the context of the scene. In these situations, realizing the context of the scene is important as it facilitates accurate detection of anomalies. For instance, a pedestrian on the road is an anomalous event while a person walking on sidewalk is a normal event. Therefore, the background scene information (road/sidewalk) would be useful in detecting an anomalous event. This work proposes to integrate the background scene information along with appearance and motion information for anomalous activity detection.

In the present study, an object-centric approach is presented which extracts contextual (background scene), appearance and motion features with a focus on object of interest (vehicles and human). A four class semantic segmentation algorithm is utilized to extract the background scene information, while autoencoder based reconstruction error is utilized for extracting appearance and motion features. Subsequently, an inference algorithm which constitutes a set of one class SVM classifiers, are trained on these features to detect anomalies. This study proposes a new inference algorithm to handle local anomalies. We argue that incorporating features extracted from few anomalous videos can improve the performance of the inference model. The contributions of the research are as follows:

1) A new multi-scene UAV anomaly detection dataset (MUAAD: Manipal UAV Anomalous Activity Dataset) is presented. This provides a common platform for researchers to compare the developed models for UAV-based anomaly detection.
2) A new object-centric method for anomaly detection is proposed which captures contextual, temporal and appearance-based features. This allows the model to process multi-scene scenarios and detect spatial, temporal and appearance based anomalies.
3) A new inference algorithm is introduced to detect anomalous patterns. This algorithm is trained such that it is capable of detecting local anomalies efficiently which in-turn improves the accuracy of detection.

The structure of the paper is as follows: Section 2 presents the recent literature regarding the anomaly detection in videos. The details of the proposed dataset is presented in Section 3. Section 4 describes the methodology for detecting anomalies from UAV aerial videos. Section 5 presents the various results of the proposed system. Finally, conclusion of the paper is given in section 6.
2 RELATED WORKS

Various approaches have been put forward to solve the issue of anomaly detection in surveillance videos. Also, several datasets are available for the development and evaluation of anomaly detection models. A detailed discussion of these can be found in [1], [3], [2]. In this section, initially, A summary of various datasets available for anomaly detection followed by a brief discussion on various methods proposed for video anomaly detection has been presented.

2.1 Video anomaly detection datasets

The development of anomaly detection system for videos is dependent on the availability of annotated datasets. Furthermore, they provide a common platform for the researcher to evaluate the developed algorithm. In literature, several popular benchmark datasets are available for anomaly detection [10], [20], [9], [8]. The Subway dataset proposed in [10], provides videos collected at a subway entrance and exit. The UMN [20] dataset has 11 outdoor video scenes with staged anomalies. In [8], the authors proposed CUIK Avenue dataset which has 37 videos collected from a single camera which contains 47 anomalous events. UCSD ped1 and ped2 [9] are another popular dataset used for anomaly detection. Ped 1 and Ped 2 dataset contains video acquired from two stationary camera overlooking pedestrian walkways. The videos of UCSD ped1 and ped2 are collected at a low resolution. All these datasets are developed for single-scene video anomaly detection. A few multi-scene video anomaly detection datasets developed are available in literature such as ShangaiTech [4] and UCF crime [21]. ShangaiTech dataset contains videos collected from 13 different scenes with 130 abnormal events. However, all these datasets have videos collected from static CCTV cameras with a limited coverage area and fixed background. In the present study, a new anomaly detection dataset containing the videos acquired from the camera on-board a moving Unmanned Aerial Vehicle (UAV) is proposed. Unlike existing datasets, the proposed dataset contains background scene information in the form of pixel level mask for four classes (greenery, road, construction and water bodies). The contextual scene information can be inferred from these masks which would aid in identifying anomalous activities in multi-scene videos with significant variation in the background information.

2.2 Video anomaly detection

Video anomaly detection algorithms can be broadly grouped into three categories namely: distance-based methods, probabilistic methods and reconstruction based methods. The distance-based methods construct a model of normal patterns [22], [5], [23], [24], [25]. The distance of test patterns from the model is utilized to estimate the anomaly score. In these methods, handcrafted features [25], [27], as well as deep features [25], [28], [6], are widely used to represent the appearance and temporal domain of the object. Subsequently, one class SVMs are popularly used in these methods to identify the decision boundaries of normal patterns required for estimating distances [5], [6], [7]. Also, distance metrics such as Mahalanobis is used to measure the distance from normal patterns [28], [29]. The probabilistic methods measure anomaly scores in probability space [30], [31], [32], [33], [34], [19]. Gaussian Mixture Models and Markov Random Fields are popularly used traditional methods [33], [31]. In the reconstruction based method, the given input data is converted to a high-level representation or a latent space [5], [35], [36], [37]. Further, these inputs are reconstructed from this high-level representation. Since these models are trained only on normal patterns, any anomalies would produce higher reconstruction errors which are used for determination of anomalies. To this end, auto-encoders are extensively used to transform input to latent space. Recently, GAN based methods are gaining popularity for anomaly detection. However, these methods do not consider the contextual knowledge required for detecting multi-scene video anomalies.

The anomalous activities occur rarely and developing a robust model for detection of anomalous activities is a challenging task. Hence, popular methods proposed in literature are semi-supervised where the model is trained on normal patterns. However, these models fail to detect local anomalies. In this context, this work formulates the inference algorithm such that it utilizes a few samples of anomalous events to identify better decision boundaries. Note that a recent work [16] formulated the few shot anomaly detection task as identifying the anomalous activity with few sequential frames of a video. However, our proposed approach utilizes the features from few anomalous videos to learn a more robust model. To the best of our knowledge, very limited work exists that considers minor supervision to anomalous samples to improve the performance of anomaly detection in UAV videos.

The scarcity and ambiguous definition of anomalies make it challenging to develop anomaly detection datasets. Also, lack of standard UAV based anomaly detection datasets, make it difficult to develop Computer Aided Decision (CAD) support systems. Hence, it urges to develop a new dataset for detecting anomalous activities in UAV aerial videos. Besides, the existing methods for anomalous activity detection are designed for single-scene videos with a fixed or constant background. Therefore, these approach would have limited success when there is a significant change in the background scene information, such as the video from the camera on-board a moving UAV. The UAV videos contain a different perspective view (topdown) of the scene as compared to the videos acquired from CCTVs. In this regard, the present work aims at the development of CAD systems to detect anomalies from UAV aerial videos. Furthermore, this study presents a novel feature extractor that holistically extracts contextual, temporal and appearance features required for multi-scene video anomaly detection. Also, the present work proposes a new inference algorithm to efficiently determine the decision boundaries needed for the accurate detection of anomalies.

3 UAV ANOMALY DETECTION DATASET GENERATION

The present study proposes a new UAV aerial video dataset for anomaly detection. The videos are acquired from the camera on-board a UAV (DJI Phantom 3 drone) at the campus of Manipal Institute of Technology, Manipal, India. We
TABLE 1
Comparison of MUAAD with other datasets.

| Dataset          | Total No. Of Videos | Annotated frames | Anomalous events | Multi-scene | Camera motion | Modality  |
|------------------|---------------------|------------------|------------------|-------------|---------------|-----------|
| CHUK Avenue      | 37                  | 30,652           | 47               | No          | Limited camera shake | CCTV     |
| Shanghai Tech    | 43/                 | 317,398          | 130              | ✓           | -             | CCTV     |
| UCSD Ped1        | 70                  | 14,000           | 40               | ✓           | -             | CCTV     |
| UCSD Ped2        | 28                  | 4,560            | 12               | -           | -             | CCTV     |
| MUAAD (Ours)     | 60                  | 68,687           | 92               | ✓           | ✓             | UAV      |

TABLE 2
Details of the proposed dataset.

|                        |                  |
|------------------------|------------------|
| Training videos        | 8                |
| Testing videos         | 52               |
| Number of scenes       | 9                |
| Objects considered     | Vehicle, Humans  |
| Number of annotated frames | 68,687          |
| Types of anomalous events | 7               |
| Occurrence of anomalous events | 92              |
| Altitude               | 25-30 mts        |
| Resolution             | 1280x720p        |
| Frame rate             | 29.97 frames/second |
| Minimum duration       | 7 seconds        |
| Maximum duration       | 1 min 30 seconds |
| Camera motion          | Present          |
| Illumination variation | Present          |

Fig. 2. Few frames from the dataset which contain anomalous event. The anomalous object is shown as a red bounding box. An example of contextual anomaly is shown in (a), while an example of vehicle parked on road is shown in (b). Figure (c) shows an example of vehicle with random trajectories, and (d) shows an example of vehicle parked in no-parking zone.

Fig. 3. Shows a few sample variations in scene of the proposed UAV anomaly detection dataset.

In the present study, seven general anomalous patterns are considered for annotations, viz.: vehicles parked in a no-parking zone, over-speeding vehicles, frantic trajectories of vehicles, vehicles found on non-pavement areas, pedestrians walking on the road, pedestrians gathering on-road and frantic movements of pedestrians. A few examples of these patterns are highlighted and shown in Figure 2. A frame level annotation (normal/anomalous) for each frame in the video is provided for a total of 68,687 frames. All the anomalous frames are labeled as 1 and normal frames are labeled as 0. The dataset contains a total of 92 anomalous events distributed in the 60 videos. A summary of the proposed dataset is given in Table 2. The training and the testing set consists of 8 and 52 videos respectively. The dataset is available at https://github.com/uverma/MUAAD

The existing anomaly detection datasets contains videos acquired from static CCTV camera at fixed locations [10], [20], [9], [8]. The videos present in these dataset contain very little or no camera motion. Beside, there is no variation in the background scene information in these videos. As discussed in [1], there is a need to develop anomalous activity detection algorithms in multi-scene videos with significant camera motion. The present study attempts to address this research gap by proposing a new multi-scene moving camera dataset. This dataset (MUAAD) contains videos acquired from the camera on-board a moving UAV and collected at 9 distinct locations (multi-scene). A few frames from this dataset is shown in Figure 3. It can be observed that there is significant variation in the background information along with the camera motion. Moreover, the videos acquired from UAV contains a different perspective (topdown) view of the object (vehicles/human) as compared to the front view captured by the CCTVs.

different locations within the campus.

referee this dataset as Manipal UAV Anomalous Activity Dataset (MUAAD). These videos are acquired at 29 fps and are of resolution 1024x720 pixels. The videos are collected during different time of the day at which maximum vehicular traffic is expected (morning 9am, afternoon 12 noon and evening 4pm). The minimum and maximum duration of the videos are 7 seconds and 1 minute 30 seconds respectively. The videos are collected at an altitude of 25-30 metres. In total, the dataset contains 60 videos collected from nine
4 METHODOLOGY

4.1 Proposed model

This study proposes an object-centric multi-scene video anomaly detection algorithm for UAV surveillance videos. Figure 1 shows the overview of the proposed UAV based anomaly detection system. In this work, an object-centric approach is adopted, since anomalies are related to the objects (human, vehicles) in the scene.

The workflow of the proposed system is as follows: The input to the proposed model is a UAV aerial video frame. Initially, an object detector is used to detect all the objects in the given video frame. Further, temporal and appearance features are extracted for every instance of the object of interest (vehicle/humans) detected in the frame. Also, the given input frame is semantically segmented to capture the contextual information around the detected objects. Finally, the contextual features along with the temporal and appearance features are given as input to the inference algorithm. The inference algorithm assigns an anomaly score for every instance of the object of interest (human/vehicle) present in the scene. The object level score is assigned as the frame level anomaly score if a single object of interest is present in the frame. In case of multiple objects present in the frame, the frame-level anomaly score is thus estimated as the maximum of the anomaly score assigned to these objects.

4.1.1 Object detection

Normally, anomalous events are associated with the objects in the scene [5, 16]. Therefore, recent work have focused on object of interest in the scene to identify the presence/absence of anomalous events. Moreover, the detection of an anomalous event linked to an object in the scene allows us to identify the location of the anomalous event in the scene [5].

In this work, two classes of objects namely vehicles and humans are considered for anomaly detection. In this study, YoloV3 [38] is used to detect these objects in the given scene. YoloV3 is trained from scratch on MUAAD dataset to detect humans and vehicles in each frame of the video.

4.1.2 Feature extraction

An anomalous event is generally categorized into three groups namely contextual, temporal and appearance anomaly. Hence, for an accurate prediction of anomalous patterns, it is important to extract contextual, temporal and appearance features. Moreover, in a multi-scene scenario such as videos acquired from a moving UAV, the definition of anomaly depends on the context of the scene. Despite this fact, methods proposed in the literature ignores contextual features. This limits the application of developed methods to multi-scene scenarios. Hence, in the present study, a novel feature extractor is proposed which considers contextual, temporal and appearance features. It is observed that so far these features have not been considered holistically for detecting anomalies in video sequences. However, in the present analysis, for each of the detected object of interest \( q \) (vehicle, human), the contextual \( f_c^q \), temporal \( f_t^q \) and appearance \( f_a^q \) features are extracted. The final feature descriptor \( F_q \) for the object of interest \( q \) is the combination of \( f_c^q, f_t^q \) and \( f_a^q \) and is of dimension 22.

\[
F_q = \{ f_c^q, f_t^q, f_a^q \} \quad (1)
\]

The process for extraction of these features for a particular object of interest \( q \) is explained below. Note that for the sake of simpler notation, \( f_c \), \( f_t \) and \( f_a \) refers to the contextual, temporal and appearance features respectively for a particular object of interest \( q \) unless otherwise specified.

Temporal features \( (f^t) \): The proposed temporal feature extractor relies on the auto-encoder based reconstruction error computed from the optical flow.

Initially, the dense optical flow [39] of the bounding box corresponding to the object of interest is estimated from the two consecutive image frames. These dense motion vectors are represented as RGB color image patches. Further, these RGB image patches are given as input to the auto-encoders. The auto-encoders convert the input image to latent space and back to the image domain using an unsupervised learning method. A few sample images of dense optical flow and the corresponding reconstructed flow is shown in Figure 2. Here, the auto-encoders are trained on normal motion patterns. Hence, these auto-encoders fail to reconstruct those motion patterns which deviates from normal patterns thus resulting in a higher reconstruction error. The reconstruction error is computed as the absolute difference between the original input RGB image and the reconstructed image (output of auto-encoder) for each individual color channel \( (E_r^t, E_g^t, E_b^t) \). The proposed auto-encoder for temporal feature extraction has 4 encoding layers and 3 decoding layers. The overview of the proposed auto-encoder is shown in Figure 6. Each layer has a convolution layer followed by a batch normalization layer and an activation layer. In the present study, a filter size of 3x3 is utilized. ReLU activation function is used. In the end, softmax layer is applied to reconstruct the input image. Further, first-order statistical features such as mean \((S_1^t)\), variance \((S_2^t)\), kurtosis \((S_3^t)\), energy \((S_4^t)\), skewness \((S_5^t)\) and entropy \((S_6^t)\) of the reconstructed image patch along with the reconstruction error \((E_r^t, E_g^t, E_b^t)\) produced by the model are considered as the temporal feature vector for the object and is given by:

\[
 f^t = \{ E_r^t, E_g^t, E_b^t, S_1^t, S_2^t, S_3^t, S_4^t, S_5^t, S_6^t \} \quad (2)
\]

Appearance features \( (f^a) \): An appearance feature extractor is defined similar to the temporal feature extractor. In particular, the appearance feature extractor consists of an auto-encoder whose input is the image patch corresponding to object of interest. The model is trained to reconstruct the input image. Further, samples of detected objects and their reconstructed image is shown in Figure 4. The reconstruction error in the RGB \((E_r^a, E_g^a, E_b^a)\) color plane along with first-order statistical features mean \((S_1^a)\), variance \((S_2^a)\), kurtosis \((S_3^a)\), energy \((S_4^a)\), skewness \((S_5^a)\) and entropy \((S_6^a)\) is considered as appearance feature vector which is given as follows:

\[
 f^a = \{ E_r^a, E_g^a, E_b^a, S_1^a, S_2^a, S_3^a, S_4^a, S_5^a, S_6^a \} \quad (3)
\]

Contextual features \( (f^c) \): Semantic segmentation algorithms assigns pixel level labels to each individual pixels
Fig. 4. Appearance Feature Extraction: A few sample input images (top row) and its corresponding reconstructed images (bottom row). Note that a large reconstruction error is observed in few images representing abnormal event.

Fig. 5. Temporal Feature Extraction: Reconstruction of dense optical flow for temporal feature extraction. Note that a large reconstruction error is observed for objects associated with anomalous event.

in the image and are widely used to realize the context of the scene [41], [42]. A similar approach is considered to extract contextual information required for anomaly detection. UVid-Net proposed in [42] is used to semantically segment the given UAV aerial video frame. UVid-Net is the state-of-the-art algorithm for semantic segmentation of UAV aerial videos. A brief overview of UVid-Net is provided below: UVid-Net is an encoder-decoder based architecture which incorporates temporal information for semantic segmentation for aerial videos. The two consecutive keyframes as the input to the encoder ensures that the segmentation output contains temporally consistent labels without the need for any additional sequential module. Besides, a modified decoder module consisting of multiplication operation instead of concatenation produces a much finer segmentation result. More details about this architecture can be found in [42].

In this work, UVid-Net is trained to segment the given frame into four classes namely greenery, construction, roads and water bodies. These four broad semantic classes help in modeling the background scene information which can be utilized to learn context of the scene. Generally, the bounding box produced by the object detectors are small and tight around the object. Also, context of the object is determined by its surrounding pixels. Hence, in this work, a small region $R_q$ (4 pixel width) around and within the bounding box of the detected object is considered for extracting contextual information. Further, the total number of occurrence of the four class labels (greenery, construction, roads and water bodies) is computed in the identified small region $R_q$. This histogram of class labels defines the context around the object and is considered as the contextual feature. For instance, in case of object situated on the road, pixels belonging to the road class will have a maximum count in the histogram (Figure 7). Let us represent the four bins of the histogram as $H_1, H_2, H_3, H_4$ corresponding to the total number of the occurrence of the pixels belonging to greenery, road, construction and water classes respectively in the small region $R_q$. The contextual feature vector is then defined as:

$$f^c = \{H_1, H_2, H_3, H_4\}$$

4.1.3 Model Training

This section describes the training procedure adopted for training the object detector, auto-encoders and UVid-Net for object detection and feature extraction. It may be noted that object detector, temporal, appearance and contextual feature extractor modules are trained independently of each other as described below. In the present study, two generic classes of objects (vehicles, humans) are considered for detecting anomalies.

**Object detector:** The YoloV3 [38] model is trained on UAV aerial images to detect vehicles and humans. To this end, 300 UAV aerial images are selected from MUAAD
dataset and annotations are provided for objects vehicles and humans. These images and annotations are further utilized for training the YoloV3 model. The K-Means algorithm is used to determine the sizes of 9 anchor boxes. The model is trained for 250 epochs with Adam optimizer and learning rate set to 0.01.

**Feature extractor:** From the training data, objects representing normal patterns are manually cropped to create a training set for appearance auto-encoder. In addition, dense optical flow for these cropped images is estimated to create a training set for temporal auto-encoders. The two auto-encoders are trained separately using Binary cross-entropy loss function and Adam optimizer. Also, data augmentation is employed to increase the training dataset size and prevent the model from overfitting. Various image transformations such as flipping, rotation, translation and shearing are utilized to augment data. Subsequently, these augmented data is utilized for training the auto-encoders. For contextual feature extractor, the UVid-Net model is trained on Mani-palUAVid dataset [42] to semantically segment the given aerial image into four classes. The categorical-cross-entropy loss is used with Adam optimizer to train the UVid-Net.

### 4.1.4 Inference

In the present study, a new inference algorithm is proposed for detecting anomalies. In the literature, it is observed that the anomaly detection models are solely trained on normal patterns due to the rarity of abnormal events. However, these algorithms may fail to detect local anomalies since the decision boundaries are determined based on normal patterns exclusively. The local anomaly is referred to as the anomalous events which closely resembles a normal event. Hence, in the present study, a learning strategy is proposed to address the issue of local anomalies. In this strategy, the inference algorithm is trained on a larger set of normal patterns and a limited set of anomalous patterns. The inclusion of a smaller set of anomalous patterns allows the model to identify better decision boundaries and aids in improved accuracy.

The proposed method is inspired by the inference algorithm presented in [5]. In [5], the authors proposed to train $K$ SVM classifiers on $K$ clusters of normal patterns to create a model for $K$ normal events. Subsequently, the score from binary classifiers in one-vs-rest scheme is utilized to determine the anomalous events. The use of one-vs-rest scheme creates artificial dummy abnormal events (one normal vs others dummy abnormal events). However, this approach considers only normal patterns to identify decision boundaries. In this work, we propose incorporating a limited set of anomalous event in multi-class classification for anomalous activity detection to learn better discriminative decision boundaries. This work first train two disjoint sets of SVM classifiers, one trained only on normal events and other trained only on abnormal events. During inference, the maximum classification scores from these two sets of classifiers for the test sample are compared to identify the anomalous events.

The 22 dimension feature vector extracted by the proposed feature extractor is used to train the inference algorithm. Let the given training set $T$ consists of $M$ normal samples and $N$ anomalous samples, where $N << M$. Further, the K-Means algorithm is employed to cluster the $M$ normal samples and $N$ anomalous samples into $K^1$ and $K^2$ groups respectively. Subsequently, we initialize an SVM classifier for each of the $K^1 + K^2$ clusters which results in $K = K^1 + K^2$ SVM classifiers. The SVM classifier initialized for normal patterns is trained to classify normal patterns while SVM classifiers trained on anomalous patterns are trained to classify anomalous patterns. While training $i^{th}$ SVM classifier, the samples belonging to other clusters $K - 1$ clusters are considered anomalous patterns. Hence, each SVM classifier is trained as a binary classifier. Since these classifiers are trained on the training set $T$ which consists of both normal and anomalous patterns, the decision boundaries identified will be tuned to separate local anomalies. Note that the sample here refers to the feature vector corresponding to a particular object.
During the test time, for every detected object in the given frame, we extract the feature vector \( F \). This feature vector is classified by \( K \) SVM classifiers. Further, we calculate the scores as follows:

\[
\alpha = \max(m_1, m_2, \ldots, m_k) \\
\beta = \max(n_1, n_2, \ldots, n_k)
\]

(5)

(6)

where \( \alpha \) represents the maximum score of \( K^1 \) SVM classifiers of normal patterns, while \( \beta \) represents the maximum score of \( K^2 \) SVM classifiers of anomalous patterns. A value of \( \alpha \) significantly higher than \( \beta \) indicates that the object represents an normal event, while \( \alpha < \beta \) indicates an abnormal event corresponding to the object. Therefore, the samples satisfying the following criterion is regarded as normal objects:

\[
\alpha > \beta \quad \text{AND} \quad \alpha > \mu
\]

(7)

where \( \mu \) is a parameter determined experimentally and \( \text{AND} \) is a logical AND operator. Similarly, the samples satisfying the following condition is considered as abnormal objects:

\[
\alpha < \beta \quad \text{AND} \quad \beta > \nu
\]

(8)

where \( \nu \) is a parameter determined experimentally and \( \text{AND} \) is a logical AND operator. Moreover, if any samples does not satisfy any of the above two conditions (Eqn. 7 and 8), it is regarded as anomalous object. The above conditions ensure that the object which has been classified by one of the \( K^1 \) classifiers with a high confidence (high \( \alpha \)) is regarded as an object associated with normal event. Similarly, the object for an abnormal event would be classified by one of the \( K^2 \) classifiers with high confidence (high \( \beta \)). Moreover, it is not possible to model all the possible anomalous activities. Therefore, an object classified as anomalous with less confidence (low \( \beta \)) is also considered as anomalous event.

The final frame level anomaly score is computed as the maximum of all the score obtained by the object present in the frame.

In general, a new test sample may belong to one of the three groups namely normal pattern, anomalous pattern and unknown pattern. Unknown patterns are those patterns that are new to the model and may be abnormal. Hence, these patterns should also raise an alarm. Moreover, the sensitivity of anomaly detectors to normal and anomalous patterns plays an important role in providing security. In this regard, this paper presents a simple logic to control the sensitivity of the model to normal and anomalous patterns. Here, the threshold value \( \mu \) and \( \eta \) are used to regulate the model sensitivity to normal and anomalous patterns respectively. A given test sample is considered as a normal pattern if \( \alpha > \beta \) and \( \alpha > \mu \). Further, the given test sample is considered anomalous if \( \alpha < \beta \) and \( \beta > \eta \). Else, the test sample is considered as an unknown pattern. By increasing the value of \( \mu \) and \( \eta \), the model’s responsiveness to the normal and abnormal patterns reduces. Hence, these parameters can be used to control the effectiveness of the anomaly detector depending on the application. The selection of these parameters are discussed in section 5.2.

5 RESULTS AND DISCUSSION

The proposed algorithm is evaluated on the MUAAD dataset containing the videos acquired from a moving UAV at multiple locations. As discussed earlier, the existing datasets (Ped1, Ped2, ShanghaiTech) focuses on single scene videos acquired from static cameras with little or no camera motion. Since, the proposed algorithm is designed for a multi-scene scenario, it wont be prudent to evaluate the performance of the proposed algorithm on existing single scene datasets. Moreover, the existing datasets does not provide pixel level labels required for extracting contextual information.

This section first presents the performance metrics (Section 5.1), and the approach utilized to select the parameters of the proposed approach (Section 5.2). Subsequently, the performance of the proposed contextual feature extractor is studied in Section 5.3 while the performance of the proposed inference algorithm is discussed in Section 5.4. Finally, the proposed approach is compared with the existing methods in Section 5.5.

5.1 Performance metric

Several recent works of literature used Area under the ROC Curve (AUC) metric to evaluate the performance of anomaly detector [5], [16], [43], [44]. Following their procedure, in the present study, the AUC metric is used for evaluating the performance of the proposed method. In this method, the frame level anomaly score is compared against the ground truth frame level annotation, to compute the AUC. Specifically, the frame level AUC is computed from the frame level total positive rate and false positive rate. As discussed earlier, a frame is considered anomalous if it contains at least one object with abnormal activity.

5.2 Parameter selection

This section discusses the selection of parameters used in the proposed model such as the number of normal \( K^1 \) and abnormal \( K^2 \) clusters and the thresholds \( \mu \) and \( \eta \). It may be noted that a normal/anomalous sample for the inference model refers to the feature vector associated with normal/anomalous object of interest.

Selection of \( K^1 \) and \( K^2 \): The parameters \( K^1 \) and \( K^2 \) represent the number of clusters in normal and anomalous training sample and has an influence on the performance of the model. The values for these two parameters are determined experimentally. The AUC metric is studied for different pair of values of \( K^1 \) and \( K^2 \). The \( K^1 \) value is selected from the set \{2, 4, 6, 8\} while \( K^2 \) value is selected from the set \{2, 3, 4\} and a grid search like method is employed to find the optimal value. It may be noted that a lower values of the number of anomalous cluster \( K^2 \) was considered due to limited number of anomalous samples present in the dataset. The maximum AUC of 0.712 was observed for \( K^1 = 4 \) and \( K^2 = 3 \) (Figure 8(b)).

Given the limited number of anomalous samples (\( N \)) available in the dataset, we also studied the effect on \( K^1 \) and \( K^2 \) due to variation in the number of anomalous samples \( N \). Figures [5] shows the AUC obtained by varying \( N, K^1 \) and \( K^2 \). It can be observed that a maximum AUC of 0.712 is
Fig. 8. AUC comparison of proposed method with different values of $N, K_1$ and $K_2$. (a) shows the AUC comparison with $N = \{0, 20, 40\}$. (b), (c) and (d) shows the AUC comparison at $N = 60, N = 80$ and $N = 100$ respectively.

obtained for $N = 60, K_1 = 4$ and $K_2 = 3$. This AUC is slightly higher than $N = 100, K_1 = 4$ and $K_2 = 2$. Also, it is observed that the AUC obtained for $K_2 = \{2, 3, 4\}$ are closer by at $N = 60$ and $k_1 = 4$. Therefore, in the present study, $K_1$ and $K_2$ value is determined to be 4 and 3 respectively.

Selection of $\mu$ and $\eta$: The parameters $\mu$ and $\eta$ (Equations 7, 8) determines the sensitivity of the proposed inference model. A given pattern is considered normal if the the maximum score of normal SVM classifiers ($\alpha$) is greater than the maximum score of abnormal SVM classifiers ($\beta$) and the threshold $\mu$. Consequently, regulating the $\mu$ value allows us to control the sensitiveness of the model to normal patterns. For example, a higher value of $\mu$, determines the given pattern as normal if the confidence score ($\alpha$) is greater than $\mu$. This allows the model to identify normal patterns with more confidence. On the contrary, reducing the $\mu$ value allows the model to determine normal patterns with a lower degree of confidence. Similarly, threshold $\eta$ controls the model’s sensitivity to anomalous patterns. Hence, $\mu$ and $\eta$ values should be selected carefully.

In the present study, $\mu$ value is selected from set \{0.4, 0.5, 0.6, 0.7, 0.8\}. Concerning anomaly detection, it is always desirable to have a model with high sensitivity to anomalous patterns. Hence, in the present study, $\eta$ is selected from a lower set of threshold values \{0.5, 0.6, 0.7, 0.8\}. The grid search method is used to determine the optimal value of $\mu$ and $\eta$. This experiment is conducted by setting the values of $N, K_1$ and $K_2$ to 60, 4 and 3. The AUC of the proposed model with different values of $\mu$ and $\eta$ is estimated and is plotted in Figure 9.

It was found that the AUC of the model reaches 0.712 when $\mu$ is set of 0.5 and $\eta$ set to 0.5. Since the model is trained on a smaller set of anomalous patterns, reducing the sensitivity of the model to anomalous patterns (increasing the $\eta$) reduces the AUC of the model. Hence, for a higher value of $\eta$, the AUC of the model reduces. In the present study, $\mu$ and $\eta$ values are determined to be 0.5 and 0.5 respectively.

5.3 Evaluation of contextual knowledge

The performance of anomaly detection algorithms in a multi-scene scenario depends on contextual knowledge about the scene. The proposed work uses appearance features to realize the appearance change of the object while contextual feature builds a summary of the background
scene information around the object. To this end, in the present study, a given UAV aerial scene is semantically segmented to realize the layout of the scene. Subsequently, a histogram of class labels is calculated around the object. Finally, this histogram is considered as a feature vector along with the appearance and temporal features to describe the object. This feature vector is further given to the inference algorithm to decide on the anomaly. In the present study, an experiment is executed to evaluate the influence of contextual knowledge on the performance of anomaly detection. In this experiment, the performance of the proposed model is compared with contextual information and without contextual information. Initially, the performance of the model is evaluated using appearance and temporal features. Subsequently, the performance of the model is evaluated using contextual, appearance and temporal features. In this experiment, the proposed inference algorithm is utilized to infer the anomalies. The AUC of the proposed model with and without contextual information is shown in Table 3. It was found that there was a significant improvement in AUC (0.712 vs 0.675) of the proposed model with contextual knowledge. This result is significant as it demonstrates the importance of contextual knowledge in a multi-scene scenario.

To qualitatively evaluate the importance of contextual knowledge, we visualized the feature vector with and without contextual knowledge. A total of random 400 sample patterns are considered among which 200 belongs to normal patterns and 200 belongs to anomalous patterns. Let the feature vector with contextual knowledge be represented as $F_1$ and without contextual knowledge be represented as $F_2$. The dimension of the considered feature vectors $F_1$ and $F_2$ are 22 and 18 respectively. Dimensionality reduction is essential to visualize these feature vectors. To this end, Principal Component Analysis (PCA) is employed to reduce the feature dimensions of $F_1$ and $F_2$ to two. Subsequently, we plotted the features in 2D space. This is shown in Figure 10 and Figure 11. From these figures, it is observed that the feature vector $F_2$ discriminates normal and anomalous patterns efficiently. Hence, the inclusion of contextual knowledge aids one-class SVMs to determine better decision boundaries. This further substantiates the improvement in AUC of the model with contextual information. This experiment demonstrates the importance of contextual knowledge in the detection of anomalous patterns from the multi-scene scenario.

Further, we compared the anomaly score at the frame level of the proposed model with and without contextual knowledge. Figure 14 shows the frame-level AUC comparison of the proposed model on few multi-scene aerial video samples. These video samples constitute contextual anomalies such as stationary vehicles on the greenery, road. It is observed that the proposed model with contextual knowledge produces a higher anomaly score for anomalous frames. However, the proposed model without contextual knowledge produces a lower anomaly score. This result is anticipated since appearance and temporal features alone are not adequate enough to detect contextual anomalies. However, the proposed feature extractor which encapsulates contextual, appearance and temporal features holistically, can effectively detect these anomalies. Besides, the inclusion of contextual information helps in better identification of anomalous frames as compared to the model without any contextual information. It can be observed in Figure 12 that a higher number of anomalous frame are correctly classified as anomalous by incorporating contextual information. This experiment demonstrates the importance of contextual knowledge in multi-scene anomaly detection.

### 5.4 Evaluation of inference algorithm

A majority of existing works utilizes only normal pattern to model the normal events. Hence, the decision boundaries are tuned to identify normal patterns and may fail to detect local anomalies. For example, in the case of UAV aerial videos, a car parked in the parking area and on the road may have similar appearance characteristics. However, a car parked on road is an example of local anomalies since its attributes are closer to normal patterns. Hence, an inference algorithm trained only on normal patterns may not be sufficient to distinguish these local anomalies. In the present study, we argue that training the model on few samples of known anomalous patterns can significantly improve the performance of the model. In this context, we visualized the decision boundaries of $K^1$ and $K^2$ SVM classifiers. To this end, we considered 300 normal samples and 100 anomalous samples. Figure 14 (a) shows the scatter plot of considered samples. Few examples of local anomalies are highlighted in RED. An inference algorithm trained only on normal
Fig. 12. Anomaly score comparison of proposed model with and without contextual knowledge. The red region in the plot indicates the anomalous frames. The first row shows the frame-level anomaly score of the proposed model with contextual knowledge. Second row shows the frame-level anomaly score of the proposed model without contextual knowledge. The bottom row shows a sample frame from the video with the anomalous object.

Table 3

|                | AUC  |
|----------------|------|
| With contextual knowledge | 0.712 |
| Without contextual knowledge | 0.6753 |

patterns may not distinguish these samples. However, we can observe that the decision boundaries identified by $K^1$ SVM classifiers are effectively separating local anomalies since they are trained using both normal and few anomalous samples. Hence, the proposed model can classify local anomalies more accurately. This result validates the assumption of considering few anomalous samples in identifying the decision boundaries.

5.4.1 Evaluating the influence of number of anomalous events

The rarity of anomalous samples poses a significant challenge for the development of anomaly detection algorithms. The proposed work utilizes few samples of anomalous patterns along with normal patterns to determine the decision boundaries. The inclusion of few anomalous samples allows the SVM classifiers to determine accurate decision boundaries thereby improving anomaly detection. In this context, an experiment is performed to learn the influence of anomalous samples on anomaly detection. In this experiment, the proposed inference algorithm is evaluated with different values of number of anomalous events ($N$). The $N$ value is selected from the set {0, 20, 40, 60, 80, 100}. The $M$ value (number of normal training samples) is set to 300. In every iteration of the experiment, $N$ anomalous training samples are selected randomly. The grid search approach is utilized to determine the parameters of SVM classifiers. Grid search is a hyperparameter tuning method that implements exhaustive searching to determine the hyperparameters. Figure 13 shows the AUC of the proposed method with different values of $N$. At $N = 0$, the model is trained only on normal samples. Hence, the decision boundaries may fail to accurately classify anomalous samples. Consequently, it is seen that the proposed method achieves an AUC of 0.665 at $N = 0$. However, as the $N$ value increases, the AUC of the algorithm increases and reaches an AUC of 0.712 at $N = 60$. An important observation here is that at $N = 20$, the model achieved an AUC of 0.697 which is notably greater than the AUC (0.665) obtained at $N = 0$. This is a significant result since it demonstrates the importance of a few anomalous samples in identifying the decision boundaries for accurate anomaly detection.

Fig. 13. AUC comparison of proposed model with different values of $N$. The best $K_1$ and $K_2$ values are considered for the comparison of the performance.
Fig. 14. Visualization of decision boundaries of SVM classifiers. (a) shows the scatter plot of normal and anomalous samples. (b) shows the decision boundaries of SVM classifiers trained on normal and few samples of anomalous patterns. (c) shows the decision boundaries of SVM classifiers trained on anomalous samples. (d) show the decision boundaries of SVM classifiers trained on normal samples only.

As discussed earlier, the proposed inference algorithm is inspired by the work of [5] which formulated abnormal event detection as multi-class classification problem. Therefore, we also evaluate the proposed inference algorithm by comparing it with the inference algorithm proposed in [5]. In this experiment, we utilized the proposed feature extractor to extract contextual, temporal and appearance features. Subsequently, the performance of proposed and existing [5] inference algorithms are studied for inferring the anomaly. Note that the existing inference algorithm is only trained on normal patterns with the number of clusters set to 5. The proposed inference algorithm is trained on normal and known anomalous patterns with $K^1$ set to 4 and $K^2$ set to 3. Table 4 shows the AUC results of the two inference algorithm on the proposed UAV anomaly detection dataset with different feature extractors. It is found that the temporal features produced higher AUC as compared to contextual and appearance features on the existing and proposed inference algorithms. This result is justified by the fact that the MUAAD dataset has higher temporal anomalies due to object motion. Further, it is seen that contextual features alone are not sufficient to detect anomalies in UAV aerial videos. However, by considering the appearance, temporal and contextual features holistically, the performance of the existing and the proposed inference algorithms improved significantly. Specifically, the proposed inference algorithm produced a significant improvement in AUC (7%) as compared to [5]. This finding confirms that the decision boundaries identified by the proposed inference algorithm are tuned to separate both normal and anomalous patterns. Furthermore, the proposed feature extractor has improved the performance of both proposed and baseline inference algorithm. This improvement is consistent and hence validates the proposed feature extractor for UAV anomaly detection.

### Table 4

| Inference method                     | AUC  |
|--------------------------------------|------|
| Ionescu et al. (Appearance features) | 0.587|
| Ionescu et al. (Temporal features)  | 0.602|
| Ionescu et al. (Contextual features)| 0.566|
| Ionescu et al. (Proposed feature extractor) | 0.648|
| Ours (Appearance features)          | 0.597|
| Ours (Temporal features)            | 0.633|
| Ours (Contextual features)          | 0.551|
| Ours (Proposed feature extractor)   | 0.712|

5.5 Comparative study

In the present study, two semi-supervised anomaly detection algorithms are considered as baseline models. In the first method [5], the authors proposed to use auto-encoders to extract features. Subsequently, SVM based inference algorithm is utilized to infer the anomalies. In [16], the authors proposed a continual learning approach using the KNN algorithm to detect anomalies in videos. In addition, the proposed method is also compared with the approaches...
TABLE 5
AUC comparison of proposed and other methods.

| Algorithm       | AUC  |
|-----------------|------|
| Ionescu et al.  | 0.568|
| Doshi et al.    | 0.641|
| Li T et al.     | 0.359|
| Astrid et al.   | 0.487|
| Ours            | 0.712|

proposed in [45] and [46]. Both these methods are based on auto-encoders and are non-object centric. All these methods are designed for CCTV videos. Here it is important to note that, the feature extractor of the proposed model is improved upon the feature extractor proposed in [5] and [16]. Furthermore, the inference algorithm is designed based on the idea proposed in [5].

The AUC results of the proposed and compared methods on UAV anomaly detection dataset is given in Table 5. It was found that the methods proposed in [5] and [16] achieved an AUC of 0.568 and 0.641 respectively on UAV anomaly detection dataset. The methods proposed in [45] and [46] achieved an AUC of 0.487 and 0.359 respectively on MUAAD dataset. These methods [45], [46] are designed for CCTV videos where the background is constant with little or no camera motion. However, UAV aerial videos contains significant camera motion. Hence, the temporal features extracted by these methods may produce false positives in the presence of camera motion. In addition, the methods proposed in [45] and [46] are non-object centric. Hence, a higher reconstruction error will be observed in a multi-scene scenario such as UAV aerial video. These high reconstruction error would be due to variation in background information and need not represent an actual anomalous event. This contributes in higher false positives and lower AUC. This result is significant as it highlights the effectiveness of object centric methods in a multi-scene scenario. The proposed object-centric method uses auto-encoders and optical flow to extract temporal features. Since the auto-encoder is trained on normal motion patterns, it produces in higher reconstruction error for anomalous patterns. Also, the proposed method calculates temporal features concerning the object bounding box which further reduces the influence of camera motion on temporal features. It can be observe that the proposed method achieved an AUC of 0.712 which is significantly greater than baseline models.

Furthermore, the UAV anomaly detection dataset has videos taken from various locations (multi-scene scenarios). Each video constitutes camera motion. Hence, the context of the scene differs within a video. In these situations, realizing the context of the scene aids in improving the performance of anomaly detection. Despite this interest, the baseline models ignore contextual features. However, the proposed method captures the contextual knowledge required for context-aware anomaly detection. This result is significant since the definition of anomaly is dependent on the context of the scene which is generally ignored in the literature. The proposed method highlights the importance of contextual information required for the accurate detection of anomalies in multi-scene scenarios such as UAV.

6 Conclusion
This work is intended to develop a video anomaly detection algorithm for UAV aerial videos. A new multi-scene UAV anomaly detection dataset is proposed to address the lack of standard datasets for anomaly detection in UAV surveillance videos. The proposed dataset has scene variations and camera motion that provides a standard challenging platform for researchers to develop and evaluate their algorithms. Frame-level annotations are provided for 52 UAV aerial videos. Further, two baseline models are implemented and evaluated for validating the dataset.

This study also introduces a new UAV video anomaly detection algorithm that holistically uses contextual, temporal and appearance features to detect the anomalies. Furthermore, a novel inference algorithm is presented that uses a few-shot learning strategy to infer the anomalies. The proposed algorithm achieved an AUC of 0.712 which is significantly greater than the compared baseline models. The extensive evaluation of the proposed model revealed that contextual knowledge plays a significant role in multi-scene video anomaly detection. The inclusion of contextual knowledge leverages the performance of video anomaly detection algorithms. Furthermore, this study demonstrated that the incorporation of few known anomalous samples in the training process can prominently improve the performance of anomaly detection. This study highlights the importance of contextual knowledge and learning strategy for video anomaly detection.
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