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Abstract

This tutorial provides a comprehensive and in-depth view of the research on procedures, primarily in Natural Language Processing. A procedure is a sequence of steps intended to achieve some goal. Understanding procedures in natural language has a long history, with recent breakthroughs made possible by advances in technology. First, we discuss established approaches to collect procedures, by human annotation or extraction from web resources. Then, we examine different angles from which procedures can be reasoned about, as well as ways to represent them. Finally, we enumerate scenarios where procedural knowledge can be applied to the real world.

1 Introduction

Natural language is all about events. This is a not wild claim according to Oxford Languages\[1] which defines an event as a thing that happens. When people use natural language, it almost always describes something that happens, or events. Events can be grand, like “glacier movement”, “establishment of an empire”, or “world economic crisis”; they can also be tiny, like “moving one’s fingers”, “breath”, or “alarm clock ringing.” All events, great and small, are a fundamental unit of how we describe and perceive the world.

In Natural Language Processing (NLP), the study of events is a trendy field. From 2012 to 2021, the yearly number of papers published on ACL Anthology\[2] (the primary peer-reviewed paper reserve for NLP) with substring “event” in their titles have tripled, from 53 to 154. In comparison, the yearly number of papers with “translat(e)” in their titles has remained stable, from 400 to 595. What gives? The importance of events in NLP has been amplified by two factors. First, with the advance of other technologies, such as speech processing, computer vision and computing hardware, more and more real life applications benefit from some knowledge about events. For example, a virtual assistant benefits from knowing the intentions of the user’s requests, an advertisement distribution system benefits from modeling user profiles based on users’ activities, ans so on. Second, with the advance of NLP tools like large language models, analyzing constructs as abstract as events has become a lot more tractable. Most past NLP work has focused on “what the texts say”, but now we can attend

\[1\]https://languages.oup.com/google-dictionary-en/
\[2\]https://aclanthology.org/
to “what is happening” [Chen et al., 2021]. This is very exciting, because we have moved one step towards machine understanding of meaning.

All events are not equal. One special type of event is a procedure. A procedure is a compound event, like “learn about NLP”, which can be broken down into multiple events, like “read papers”, “take classes”, “attend seminars”, etc. What really distinguishes a procedure from some generic event is that every procedure must consist of some goal (or intent, motivation), and some steps to achieve this goal. As a counterexample, if an individual considers three random things they habitually do in the morning, e.g., “get out of bed”, “play tennis”, and “smoke cigarettes”, these are unlikely to form a meaningful procedure, because a logical goal that these events share is missing. In contrast, “arrive at the airport”, “go through securities”, and “wait at the boarding gate” are likely part of the procedure “taking a flight”. Similarly, events without a sentient perpetrator are unlikely to form a procedure (e.g., “rain heavily”, “time elapse”), since they arguably do not have any goal.

Why do researchers care about procedures? The unique roles of events in a procedure, namely, goals and steps, lead to fascinating interactions among the events. The unique challenges and opportunities brought by procedures are manifold compared to ordinary events. For example, a whole class of common sense knowledge is almost exclusive to procedures. Say, a person “jumps up and down”. There is no telling what they want to achieve. But if this person also “does push-ups” and “stretch arms”, it is then safe to assume that they’re “doing some sort of exercise.” Such ability to reason about goal not only is interesting in itself with regard to the intelligence of machines, but also has many downstream applications. I should also mention that the NLP community has been so zealous towards common sense reasoning, such that papers with ”common” and ”sense” in their titles grew from 3 in 2012 to 66 in 2021. However, studying procedures has so much more to offer, as we will see more in this tutorial.

Procedures come in many forms, the most common of which is probably natural language
instructions, such as recipes\textsuperscript{4}, manual for assembly, how-to guide, navigation lines, etc. An instruction can be seen as a procedure that should be carried out instead of one that is carried out by someone, just like a recipe provides guidance but is open to interpretation. The majority of past work on procedures has focused on instructions, for good reasons. First, instructions are simple and structured in scope, wordings, presentation, etc., compared to, say, a detailed diary of someone who actually carries out a procedure. Second and more important, instructions can be easily found, on the web, from the books, and so on. In addition, algorithms, programs, execution plans for machines can also be seen as procedures, since they do contain steps for a predetermined goal. More loosely, so are scientific processes, animal behavior, etc. However, let’s not attend to them in this tutorial as they are not human activities. Our focus is indeed instructions, but let’s keep our sight within procedures in general, since much learning can be shared.

Can you deal with procedural events the same way you would with general events? The short answer is you could, but you would miss a lot of information. Take the example of the temporal relation among events, which asks the question of which event should happen earlier. For some general events, this can be obvious: Christmas-eve predates Christmas in any calendar year. For procedural events, things get ambiguous. Should you first “turn off the lights” and then “close the door”? That depends on your goal: you should only if you’re “leaving the house”, but not “entering the house”! It becomes evident that the temporal relation between procedural events is usually conditioned on the goal. Also note that in this example, you physically cannot flip these two events, unless you have a fist-sized hole on your door and you have an arm of several meters. However, this is not always the case. If you’re “meeting with your professor”, you should first “make an appointment” and then “go to the professor’s office”. You could theoretically flip the steps, but your professor would probably not be happy. In fact, procedural events require specific methodologies in their retrieval, processing, reasoning, and applications, of which we will see more in the tutorial.

TLDR: events are one of the most important things to study in natural language; procedures are one of the most interesting events; instructions are the most common form of procedures. In this tutorial, you will comprehensively learn about procedures from the point of view of NLP. That is, you will first see how past research has tackled procedures, where to find data, how can we reason about them, and what use they have in real life.

2 A Brief History of Procedures

Research on procedures has largely been driven by available techniques and applications of interest. Hence, it is beneficial to review efforts on studying procedures chronologically to understand the change of interest and methodology over time.

The earliest work on procedures in NLP is probably [Miller, 1976], which is unavailable today. The earliest available work was [Momouchi, 1980], which aimed to convert a procedure to a comprehensive flowchart. The work formally defined a procedure as “a sequence of actions (steps) intended to achieve a goal.” It primarily focused on knowledge acquisition, which means to extract various features from procedures. A usual byproduct of such extraction is some procedural representation. Many such features are still receiving much attention today, such as pre- and post-conditions, temporal duration and relation, etc.

\textsuperscript{4}Recipes are the most studied procedures in related work by a large margin.
Knowledge acquisition is a heavy focus in this tutorial, as it is the gateway to reasoning about procedures; such knowledge can be applied to myriad of scenarios.

The procedures studied here were from recipes, a common kind of instructional texts that will later see used in many works.

Procedural understanding is closely related to planning in artificial intelligence [Schank, 1977]. Specifically, a substantial body at that time focused on natural language generation from plans [Mellish and Evans, 1989, Wahlster et al., 1993]. It was not surprising that these works had found instructional texts tractable [Kosseim and Lapalme, 1994] [Paris et al., 1995], which are structured and limited in scope. However, these works hardly attempted to learn from procedures, until later when [Paris et al., 2002] created a human-in-the-loop tool for procedural knowledge acquisition. Note that such knowledge extracted from procedural texts can be transformed to plans (the reverse of “natural language generation from plans” mentioned above), which is a substantial body of research [MacMahon et al., 2006, Branavan et al., 2009, Chen and Mooney, 2011, Artzi and Zettlemoyer, 2013, Kiddon et al., 2015]. We will go into more details later in this tutorial.

One primary use of such procedural language generation is to answer how-to questions, the second most sought-after type of queries on the internet at that time [de Rijke et al., 2005]. To that end, there were an array of efforts to identify instructional texts on the web [Takechi et al., 2003], automatically generate them [Paris et al., 2005], converting them to executables [Gil et al., 2011, Fritz and Gil, 2011], study their linguistic idiosyncrasies [Kosseim and Lapalme, 2000, Bielsa and Donnell, 2002, Aouladomar, 2005, Gil, 2015], and extract components such as titles [Delpech and Saint-Dizier, 2008].

Procedural knowledge acquisition and representation continued to thrive [Lau et al., 2009, Addis and Borrajo, 2011]. The next outstanding work on procedural knowledge acquisition would be [Zhang et al., 2012], which proposed a standard representation of procedures. Compared to [Momouchi, 1980], the proposed representation also stressed upon goals, steps, pre- and post-conditions, but was much simpler and set the basis of procedural representation in subsequent research. [Maeta et al., 2015, Kiddon et al., 2015] took a different approach, and focused on the relations among entities in procedures. Note that the entity-relation view has a long history [Chen, 1976] and is a center piece in information extraction in NLP [Doddington et al., 2004, Ellis et al., 2014]. We will see more about representing procedures later in the tutorial.

Just want kind of procedures are on the web? One most used source is wikiHow (previously eHow), a website of how-to instructions for many tasks. As the structure and writing style are consistent, wikiHow has been leveraged by NLP researchers since its inception [Perkowitz et al., 2004, Addis and Borrajo, 2011, Paret et al., 2014a]. In recent years, wikiHow has grown massively in size (now more than 110k articles), diversity (19 languages, hundreds of categories) and quality (editorial process). As a result, it has fueled much research on procedures from various aspects [Paret, 2018], such as linking actions [Paret et al., 2014b, Chernov et al., 2016, Lin et al., 2020, Donatelli et al., 2021, Zhou et al., 2022], what-if reasoning [Tandon et al., 2019, Rajagopal et al., 2020], entity tracking [Tandon et al., 2020], next-event prediction [Nguyen et al., 2017, Zellers et al., 2019, Zhang et al., 2020a], intent reasoning [Dalvi et al., 2019], goal-step reasoning [Zhou et al., 2019b, Park and Motahari Nezhad, 2018, Zhang et al., 2020b, Yang et al., 2021], procedure generation [Sakaguchi

---

[5] wikihow.com
[6] https://www.wikihow.com/wikiHow:History-of-wikiHow
[7] https://www.wikihow.com/wikiHow:Delivering-a-Trustworthy-Experience
et al., 2021, Lyu et al., 2021], simulation [Puig et al., 2018], summarization [Koupae and Wang, 2018, Ladhak et al., 2020] and so on. Those are just some works that use procedures from wikiHow, and there are plenty that use other data sources, that we will examine later.

Indeed, as more work has explored procedures [Mujtaba and Mahapatra, 2019], research agendas become more diverse. With the advance of large language models [Devlin et al., 2019, Brown et al., 2020a], researchers no longer fixate on formally representing procedural knowledge, but directly use procedural texts for an array of downstream tasks, as enumerated above. It is truly a great time to study procedures.

3 Source of Procedures

Any work that studies procedures must first obtain them. There are two prominent sources: web resources and human annotation.

3.1 Web Resources

Extracting procedures from some resources such as cookbooks has to be one of the most intuitive ways of obtaining procedural data. Nowadays, most such instructions can be found online in the web. As mentioned before, wikiHow is one prominent resource with many general how-to instructions. Let’s look at a case study to extract procedural information from wikiHow from one of my own work [Zhang et al., 2020b].

Scrape. First, we need to scrape the entire wikiHow website using some web-crawler to get the HTML for each wikiHow page. To that end we can use a Python package called Beautiful Soup. To traverse all wikiHow pages, we can use breadth-first search to expand every link found in each page whose URL contains wikihow.com. After getting the HTML for each wikiHow page, we filter ones corresponding to actual articles using some common characteristics, such as specific formatting of the title, sections, etc.

Extract. We must first ascertain what information we would need for a procedure. Minimally, a procedure might have a goal and some steps. The title of a wikiHow article naturally
Figure 3: An example of how we can extract a procedure from a wikiHow article.

suffices as the goal. Alternatively, many wikiHow articles also have methods or parts, the title of which could also be a more fine-grained goal. Each step in a wikiHow article contains:

- a headline in bold, which is always the first sentence,
- details, which are subsequent sentences,
- additional information, which is optionally listed in a bullet points.

See an example in Figure 2. One might decide what to include as goal and steps in a procedure depends on their use cases. For now, let’s take a minimalist approach and treat the title as the goal, and the headlines as the steps (Figure 3). Using some HTML parser like Beautiful Soup, we can extract them easily.

The data we have at this point are noisy. For example, some HTML or texts might be malformed. It is thus importantly to manually check some obtained procedures to confirm their quality. Alternatively, you can also use the processed wikiHow procedural data we released.

3.2 Human Annotation

Before instructions became widely available on the web, human annotation has been a viable option to obtain procedural data. Usually, this is done by crowdsourcing, where many people contribute to annotating the data. Compared to using web resources, crowdsourcing costs money and requires careful design. One primary way of getting human annotations is via Amazon Mechanical Turk (mTurk), as exemplified by Lau et al., 2009. In essence, mTurk is a marketplace where researchers pay people (namely, the crowd) to annotate data. To collect procedures, they ask crowd workers to write down a task and provide its instructions. In their case, they collected a total of 43 procedures with 300 steps, costing only 10 US dollars.

---

8 https://github.com/zharry29/wikihow-goal-step
9 https://www.mturk.com/

It is important to pay annotators fairly. By a rough comparison, in 2009 the US minimal wage is $7.25. To earn it, an annotator needs to annotate 29 procedures per hour, or 1 per 2 minutes.
With a reasonable budget, crowdsourcing can result in a great deal of annotations. Moreover, it offers much freedom with regard to the type of annotations we want. For example, Regneri et al., 2010, Li et al., 2012, Wanzare et al., 2016 each collected data via crowdsourcing with different topics and sizes.

4 Representation of Procedures

At this point we have a collection of procedures, each containing a goal and some steps written in texts. At this simplest form, a procedure is be represented as a tree of depth 1, with the goal as the root and the step as leaves. The edges thus represent “goal-step” relations. The events are nodes and represented as plain texts. Such a procedural representation doesn’t tell us or the models much, even compared to the ancestral work Momouchi, 1980 who converted procedures to comprehensive flowcharts. Fortunately, there are much that can be done to represent procedures.

4.1 Structure vs. Texts

Before we dive into more sophisticated representation of procedures, it’s worth briefly covering why we want to extract structured knowledge into knowledgebases, databases, or schemata Shapiro and Iwánska, 2000, and whether doing so is necessary at all. Why aren’t we satisfied of representing procedures as natural language sentences? The most obvious reason is that for a long time, machines simply have been better at dealing with symbolic data than textual data. Assume you want to devise a software that can tell you the ingredients of a dish, and where you can buy them. If you are blessed with a knowledgebase with the ingredients of all dishes and the location of all ingredients, you can trivially accomplish the task. Even if some information is missing, you can use machine learning techniques such as K-nearest-neighbors or even neuro-symbolic methods to infer the missing information. However, if all you have is
a collection of sentences describing similar information about the ingredients and locations, such as “I just bought two bottles of milk at a grocery store yesterday,” machines struggle at leveraging this information without first extracting some structured knowledge. This is strong evidence that structure representation of knowledge, e.g., procedures, is beneficial. No wonder much effort has been put into representing all kinds of knowledge using a unified structure, such as the Linked Data Cloud\textsuperscript{11} devised by the semantic web community.

On the flip-side, structured representation can be brittle and inflexible. The knowledgebase can have many potential flaws. It might only cover a subset of information. It might contain partial information\textsuperscript{12}. It might contain errors. All these issues can easily render machine inference faulty or impossible.

A surprising contender to structured knowledge representation is to not “represent” at all, but instead maintain plain textual representation. In recent years, these natural language sentences can be effectively leveraged by large language models (LLMs) to make effective inferences. We will see more later that LLMs such as GPT-3 [Brown et al., 2020b] or T5 [Raffel et al., 2020] actually thrives in the void of structure of the data.

The key takeaway here is that structured representation of procedures is a valid, but not the only approach to reasoning about them. Obviously, the quality of such representation directly influences how well models can do. Let’s then check out a couple of ways to represent procedures.

4.2 Structured Representation of Procedures

[Zhang et al., 2012] proposed a reasonable graph representation of procedures. See Figure 4 for an illustration. Specifically, a procedure consists of some steps, and of course, a goal. Each step consists of an action verb and an actee. It may also have temporal, spatial or quantitative information. A step is activated by some pre-condition, and completes with some post-condition. A step may also require some instruments, and may fulfill some purpose (sub-goal). Such formulation covers most of the important factors of a procedure.

Two major problems ensue. First of all, it is challenging to accurate extract all such information from a textual representation of a procedure, such as a recipe from a cookbook. The authors of [Zhang et al., 2012] employ rule-based systems such as parsers to extract the components. However, even were they to use the state-of-the-art neural models as of 2022, the extracted information might not be complete, since some information can be implicit. For example, in the action “add salt to water and bring to a broil”, knowing “bring what to a broil” requires co-reference reasoning. Further, features like pre- and post-conditions are even trickier, and remains an open question to this day, that I also actively work on. Without a means to accurately extract such information, it is challenging to apply the representation to downstream tasks such as question answering for a wide variety of procedures.

[Kiddon et al., 2015] provides another representation of procedures, focusing on recipes. Compared to the previous representation, their focus shifts to entities and relations in procedures. Naturally, this representation is a boon for answering questions about these entities, such as “where is the bacon” or “what is mixed with the flour”. However, it hinges on the relatively regular phrasings from recipes, and may not handle other types of procedures well.

\textsuperscript{11}https://lod-cloud.net/\textsuperscript{12}For example, a knowledgebase can have an entry for “milk” but none for “oat milk,” and thus cannot deal with the latter at all despite its high similarity to the former.
Figure 5: An example recipe and its representation from [Kiddon et al., 2015], denoting the actions, ingredients, and their relations to one another.

4.3 Textual Representation of Procedures

Representing procedures as texts is quite trivial, and we have seen how we can achieve this. With the advance of large language models, diverse expressions of procedures in free-form texts can also be directly input into the models. Free from the bottleneck of extracting information to form a structured representation, researchers can harness the power of these language models to learn from procedures and apply learned knowledge to downstream tasks more flexibly. For the recent years, this has been the dominant approach. In the next section, we will go with the flow and see many examples of working with only textual representation.

Just because language models work excellently with textual representation does not mean that structured representations are in vain. They still remain a formidable force for procedural reasoning, especially coupled with quickly advancing neural-symbolic methods [Huang et al., 2021]. Moreover, structured representations are a step towards language grounding, which is crucial to robots executing instructions [Puig et al., 2018, Huang et al., 2022, Ahn et al., 2022]. This area is of course related to procedures and an extremely important front of artificial intelligence, but we will not go into details in this tutorial.

5 Learning from Procedures

There are many world knowledge encapsulated in procedures, referred to as procedural knowledge. Learning it not only helps with downstream applications, but also sheds light on model’s capabilities. In this section, we will see how models can learn some common knowledge from procedures.

5.1 Goal-Step Relations

At the core of a procedures are goals and steps. In practice, however, we might not have the luxury of having all of them at hand. There are many cases where we need to infer the goal from steps. For example, sociologists might be interested in people’s motivation of their actions; advertisers might want to know what people want from their browsing activities;
dialog systems might need to figure out the intent from utterances about user activities. Conversely, inferring steps from a goal is equally useful. For example, a household assistant might need to help user figure out how to accomplish tasks. Inferring goals or steps hinges on understanding the goal-step relation between events. Moreover, the temporal relation between two steps is equally important. While temporal relations among general events has been well studied (Zhou et al., 2019a, Han et al., 2019, Vashishtha et al., 2020, Ma et al., 2021), the ordering of steps additionally depends on the goal. For example, “go to the office” and “buy food” in general do not have a habitual order, but if both events are step from the procedure with the goal of “have an office potluck”, it becomes clear that “buy food” should happen first. Such is an illustrative example of procedural events’ idiosyncrasy.

Apart from the practical uses, the knowledge of goals and steps is a part of human common-sense and might be a critical part of artificial general intelligence. Being able to reason about goals and steps also has strong implication towards other NLP tasks such as question answering, machine reading comprehension, etc. Let’s see how we can learn the goal-step relations in wikiHow following one of our own work (Zhang et al., 2020b) (examples shown in Figure 6).

5.1.1 Goal-Step Relation

The simplest way to formulate this task is that given two events, a model needs to predict whether one can be the step while another can be the goal, logically. In previous sections, we have extracted hundreds of thousands of procedures from wikiHow, each containing a goal and some steps. A pair of such a goal and a step then forms a positive example, while a pair of some goal and a step from another procedure likely forms a negative example. However, directly judging the goal-step relation might be subject to ambiguity. For example, is “play guitar” a logical goal of “stretch your arms”? It really can go both ways, since you realistically can get cramps if you practice guitar for too long and your arms get sore. However, if we consider another potential goal like “debate”, then the step “stretch your arms” is far more unlikely. For this reason, we set up the task comparatively, using a multiple choice setting. Namely, given a goal and a couple of potential steps, a model needs to choose the most likely step. Vice versa for given a step and some goals. Consider this example of inferring the step from a goal.
What is the most likely step of the goal “prevent viruses”?
A. Wash hands. B. Clap hands. C. Wash a cat. D. Sleep early.

The answer is unambiguously A, as B and C are irrelevant, and while D does help with boosting one’s immunisation system, it’s less direct than A.

Now that we formulate the step-inference and goal-inference tasks as multiple choice, an interesting and important consideration is how we should sample negative examples. Note that sampling positive examples is trivial as we can just take a goal and a step from a wikiHow procedure. Think about a multiple choice exam. If the “wrong options” are too obvious, the exam becomes trivial. Conversely, all of us must have seen some frustrating “bad questions” where there are multiple correct answers, which should not occur. In our case, given a step, how do we sample some non-goals that are distracting enough for the models? One way is to use semantic similarity search, which helps us find sentences that have similar meaning. Let’s consider the step “store your receipts in a binder” that comes from the wikiHow procedure with the goal “organize receipt”. We then need to find a couple of other goals similar to “organize receipt”, but they cannot be the goal of “store your receipts in a binder”. If we search for “organize receipt” using a search engine on wikiHow, we can find “write a receipt”, “print a uber receipt”, “create a donation receipt”, etc. All those are favorable, since they each cannot be a logical goal of “store your receipts in a binder”. To implement such a search engine, a typical way is to use Elasticsearch with the classical BM25 search algorithm, while indexing the entire textual information from a wikiHow website.

An alternative to using search engines is to use a sentence embedding approach. First, we use a sentence encoder such as sBERT [Reimers and Gurevych, 2019] to encode each step and each goal from all wikiHow procedures as vector representations. Then, considering the goal inference task, given a step, its corresponding goal, and this goal’s embedding, we can search for K goals whose embeddings are the closest to the embedding of the given goal, by a distance metric such as L2 or cosine distance. Though there are millions of goals and steps in wikiHow, we can rely on a fast K-nearest-neighbor search algorithm such as FAISS [Johnson et al., 2019] for efficiency.

At this point, we have found some highly distracting negative examples, but we still have no guarantee that these negative examples are indeed negative. For the previous example of the goal “organize receipt”, one of our negative examples could be “organize receipt for a small business”, which can certainly be the goal of “store your receipts in a binder”. If we include this case in a multiple-choice example, it would adversely affect our evaluation since the model predictions would have false negatives. There are no easy ways to eliminate these bad distractors. One idea is to check for lexical overlap, and exclude negative examples that are almost identical to the positive example. Another idea is to place more weights on the verb or the object of a goal or a step while performing similarity search. None of these methods are perfectly reliable.

Fortunately, the noise induced by bad negative examples is not deal-breaking, as we can construct millions of examples from wikiHow, and most of them are good. Hence, models can usually still learn a lot despite some occasional noise. For evaluation, we can be a bit more cautious and run a human validation. For this we can resort to crowdsourcing using Amazon Mechanical Turk. All we need to do is to have people answer our multiple choice questions, and only keep those that most crowd workers answer correctly. In fact, having a large but noisy training set and a small but clean evaluation set is typical in NLP tasks.

We now have a dataset of multiple choice questions for step and goal inference, but
we’re not done yet. We have to look out for dataset artifacts, which are spurious statistical correlations that spawn during our data creation process. There are many kind of artifacts, but one notorious kind common in multiple-choice questions comes from negative sampling. Work such as [Zellers et al., 2019] has shown that language models can sometimes achieve high performance in multiple-choice questions by only looking at the choices but not the question. This is reminiscent of some badly designed exam questions, where all correct answers are the third one or the longest one. Note that large neural networks work with manifold so that they can pick up complex cues that we human do not intend nor notice, and thus achieve deceptively high performance. Our dataset is no exception. If we mask out the given goal or step but only provide the choices, our best model can achieve significantly over chance accuracy. To deal with this common issue of cues among choices, for each example, we further randomly re-assign a choice as the correct answer. For instance, consider the example with the goal of “stay healthy” and 4 candidate steps “work out”, “work long hours”, “try out local restaurants”, and “eat a lot of food”. The correct answer is apparently “work out”. To avoid models picking up cues, we then randomly decide that “try out local restaurants” is the correct step, while switching the given goal to its corresponding one, “visit a new city”. This way, if we again mask out the given goal or step but only provide the choices, all models are destined to perform no better than randomly guessing, since all choices have an equal chance of being correct.

What about the performance? For humans, my collaborator and I each did 100 questions for goal inference and step inference, and we have around 97% accuracy. In contrast, state-of-the-art language models like RoBERTa [Liu et al., 2019] can achieve about 85%. Since it’s a 4-choose-1 format, the chance performance is 25%. This shows that models can quite reliably learn procedural knowledge of goals and steps from our data, which is a good news.

5.1.2 Step-Step Temporal Relation

Another interesting relation of goals and steps is the step-step temporal relation, namely the order in which steps happen in a procedure. Namely, given a goal and two of its steps, a model needs to choose the one that should happen earlier. Consider this example.

For the goal “wash silverware”, which step should happen first?
A. Rinse the silverware. B. Dry the silverware.

The answer is unambiguously A. Instead of multiple-choice, the task of step ordering should be formatted as binary classification, since both of the steps and the goal need to be accessible to models. In this case, negative sampling is not an issue, since we can just flip the two steps to form an example with an opposite label.

For humans, we again did 100 questions for goal inference and step inference, and we again have around 97% accuracy. In contrast, state-of-the-art language models can achieve about 80%, with a chance performance of 25%.

5.2 State Tracking

While events are at the core of natural language, entities are at the core of events. Entities are just things involved in events and they can move around, change form, or remain constant. In procedures and especially instructions, entities are even more crucial, because here the language is usually concise, and every entity mentioned likely plays some important role. For
example, to drink bottled water, we can buy a bottle from the vending machine, unscrew the cap, and take a sip. Every entity here is indispensable. Without the vending machine, we would have to procure the water somewhere else; the bottle contains water, and has a cap that must be removed prior to drinking. Hence, the knowledge of what happens to these entities, referred to as their states, is an important knowledge to learn. Such knowledge has plenty of practical uses. For example, it can be used to answer questions about the world (e.g., where is the cap when I’m drinking the water?), or even provide concrete guidance to robots (e.g., if a water-drinking robot knows that the cap is not on the bottle while drinking and that a bottle containing water should be capped, it can infer that it should re-cap the bottle). There are a handful of existing work on state tracking [Long et al., 2016, Bosselut et al., 2017, Mysore et al., 2019]. We will go over some latest ones. We will focus on the task definition and data instead of methods here.

5.2.1 Existence and Location in Scientific Processes

Let’s first look at ProPara [Dalvi et al., 2018], one of the earliest attempts of state tracking in procedures. The authors of this work focus on a specific kind of procedures: scientific processes (e.g., photosynthesis), unlike the rest of this tutorial which focuses on instructions. They track entity state changes for two attributes: existence and location. Namely, after each step, they want to know if any entity of interest is created or destroyed, and where it is if it exists. See Figure 7 for an example.

To create this dataset, they first come up with a list of prompts of target scientific processes, and then ask crowd workers to write down the steps of these procedures. Next, another group of annotators are asked to write down the entities that have state changes and mark the steps after which they are created or destroyed. Finally, a different group of annotators write down the location of these entities after each step. Thus, a dataset of 81,345 annotations over 488 paragraphs about 183 processes is created.

The ProPara dataset is great for tracking states. However, it only study two attributes.

### Figure 7: An example of the data annotation in ProPara. Each filled row shows the existence
and location of participants between each step ("?" denotes “unknown”, “-” denotes “does
not exist”). For example in state0, water is located at the soil.
There are many attributes other than existence and location that have state changes to be tracked (e.g., temperature, openness, color, etc.). Moreover, its domain is limited to scientific processes.

### 5.2.2 Open State Tracking in Instructions

The next work we’re going to look at, OpenPI [Tandon et al., 2020], addresses the previous issues by expanding the attribute set to an open vocabulary. Namely, in addition to existence and location, other attributes like temperature, openness, and color are all fair game. Also, OpenPI gets its data from wikiHow, falling into the line of work on instructions which cover a wide variety of domains.

Similar to Propara, OpenPI also uses crowdsourcing to collect data. The authors first select a suitable subset of wikiHow articles, and then ask crowd workers to write down a couple of state changes for each step. See an example in Figure 8. A model trained on this dataset can then also predict some state changes given a step and its contexts.

This is great, because now a model knows about the entities in a procedure beyond their existence and location. However, there is no guarantee that the state changes written down by the annotators or predicted by the models are complete. For example, during the procedure “fry fish”, once you “add the fish to the boiling oil”, many things will happen and many states will change: the fish will become hard and brown, a crust will form on the surface, the oil temperature will temporarily decrease, there will be a sizzling sound, and so much more.
Limited by the training data, a model trained on OpenPI is unlikely to predict all the state changes. This will cause the model to fail when a query is made for a state that the model does not predict.

5.2.3 Question Answering of State Tracking

The current project of myself and my colleagues takes state tracking in procedures to the next level: what if a model needs to know every state change possible in a procedure? Apparently, it is impossible to annotate all state changes. However, we might be able to leverage the state-of-the-art language models’ strong few-shot learning ability to figure out these state changes on the fly. For instance, given the first example in Figure 8 after the step “apply insecticide to peonies” a natural question might be “are the peonies harmful to human body?”

We manually create such a dataset consisting of questions and answers regarding entity state changes, and our preliminary experiments show that a language model trained on OpenPI is unable to answer almost all questions, due to its limit on the predicted state changes. Similarly, strong language models such as T5 also fail almost completely. In contrast, few-shot learners such as GPT3 is able to answer questions regarding entity state changes reasonably. We are currently investigating ways to improve the model, as well as other formulation of questions.

6 Applications of Procedures

Procedures are so ubiquitous in life that knowledge about them can be applied in many scenarios. For example, the technique of reasoning about goals can be used in advertisement to understand people’s wants and needs. The technique of reasoning about steps can be used to help users figure out how to do tasks. Moreover, holistically understanding procedures has even more implications. Stories and scripts can be broken down into procedures to be better understood. Schema of procedures can enable comparison and clustering of procedures.

In this section, we will explore some highly practical applications of procedures.

6.1 Suggesting Steps

As humans, we are familiar with some but not all procedures. For example, as a PhD student myself, I know “how to carry out a research project” all too well, whereas I struggle at “how to fly an airplane,” unlike some of my friends who have had aviation training. It would be nice if someone can show me the steps of tasks that I don’t know how to do. Without such someone, my best bet is to look up the tasks online. One major issue of doing so is that there might not be instructions of my task. Moreover, I might require some personalization of the task (e.g., “fly an airplane while being disabled”). In such cases, it would be helpful if a model can generate steps given a goal, even if it has never seen the goal or the task does not previously exist. Let’s see how we can train such a model following [Lyu et al., 2021].

Let’s first formally define our task. Given a goal (e.g., “write a song”), the model should output a sequence of reasonable steps (e.g., “find inspiration”, “determine a feel”, “choose a chord progression”, etc.) that may or may not be ordered. As we will soon see, this task is no easy feat. To do it well, we need holistic understanding of procedures.
We have some data at our disposal. From wikiHow, we have more than 100k procedures that allow us to perform supervised learning. After splitting them into training and testing sets Let’s consider two intuitive approaches for modeling.

**Language Model Generation.** Now is the age for using large language model’s generation ability to tackle a variety of tasks. Our task is no exception. Very simply, we can format each procedure as a sequence of the goal and the steps, such as:

Sear a steak [SEP] Heat the pan [SEP] Pat dry the steak [SEP] ...

Using a generation model such as T5 or GPT-3, we can then use all the procedures in the training set to finetune the model. During inference, given a goal, the finetuned model would be able to output the steps in a similar format.

Here is an example of some generated steps for “icing an injured ankle” using T5:

1. Hang the ankle up in a large, open space.
2. Wrap the injured ankle up in a heated towel.
3. Put the ice pack against your leg for 15-20 minutes.
4. Elevate your legs above the level of irritation.
5. Take an over-the-counter pain reliever.
6. See a doctor if 2-3 days persist or worsen.
7. Keep your foot elevated to avoid further swelling.
8. Use an orthopedic shoes to trim your ankle.
9. Wear the right shoes and footwear.

Are these suggested steps any good? At a quick glance, they may look coherent, but at a closer look, almost all steps are problematic and are no way to really treat your injured ankle. Here are some issues that are in fact representative of language model generation’s common failures.

1. Illogical actions. In 1, you don’t need a large, open space to hang your ankle. In 8, you probably don’t want to make things worse by “trimming” your ankle.
2. Irrelevant steps. In 2, heated towel has nothing to do with icing. In 4, it would be strange to refer to an injury as “irritation”.
3. Grammatical issues. In 6 and 8, the grammar is incorrect.

While end-to-end language models are very straightforward to use, the ways that they can be improved are limited. Naturally, we may adjust the language model’s hyperparameters or configurations such as temperature. We may also try different data format, or experiment with data distillation, augmentation, or curriculum learning. However, I myself don’t see these tweaks bring about large improvements. Most likely, some insights into the task of suggesting steps is need to handle it better.

**Inferring and then Ordering Steps.** Instead of the end-to-end approach above, we could also reuse our model that infers steps given a goal, and the one that orders steps given a goal. Recall that the step inference model is a transformer (such as RoBERTa) that takes in two events and calculates a probability of a goal-step relation. To suggest steps given a goal,
we can then use this model to calculate the pairwise probability between the goal and every single possible event, and keep the events with the highest probability of actually being the step of the given goal. While we can’t possibly get all events, we can use all the steps from all articles in wikiHow as a candidate pool. Using this approach, we have already eliminated issue 1 and 3 of language model generation, given that wikiHow steps are grammatical and sensical.

Suppose we now have the pairwise goal-step probability between the given goal and each wikiHow step. We can then choose top K steps with the highest probability, where K is a design choice and depends on how long we want the suggestion to be.

Next, we can order these K steps by running our step ordering model, a transformer that takes in two steps and a goal and calculates the probability of the first step preceding the second. To use this model to order or rank more than 2 steps, we can first order every pair of steps, and then poll the number of times a step precedes any other step. This is reminiscent of a sports tournament where every two players or teams play, and the ranking is determined by the number of wins each player or team ends up with.

Before looking at some examples of model generation, let’s think about the pros and cons of this approach. On the bright side, as mentioned before, since all steps come from wikiHow which has an editorial process, most of them will be logical and well-formed. However, there are also many possible failures. First, the step inference model is not perfect, and some non-steps, perhaps irrelevant ones, might be mistakenly ranked high. Even if the step inference model were perfect, the top-ranked steps are likely to contain duplicates. Consider the goal “choose a laptop”, and a reasonable step “decide on a budget.” It is obvious that there could be many steps in wikiHow about deciding on budgets from articles of buying different things. These steps might also have different wordings, such as “choose a reasonable budget”, “set a budget”, “decide on how much you want to spend”, etc. A perfect step inference model is bound to score all of these steps high, so that after keeping the top K, we will end up with many steps with the same meaning.

To ameliorate this issue, we can leverage a paraphrase detection module which was not used in [Lyu et al., 2021]. There are many options. Simply, we can use a sentence embedding model such as sBERT finetuned on some paraphrase corpus to calculate the embedding for each candidate step. Then, we can use algorithms such as K-means to cluster the steps by their meaning, before we choose one step from each cluster. Alternatively, we can also use a dedicated paraphrase detection model such as [Nighojkar and Licato, 2021] to calculate pairwise similarity among the candidate steps.

We have looked at possible failures during the phrase of inferring steps, and will now look at those during step ordering. Just like step inference, the step ordering model is imperfect and would make erroneous predictions. Moreover, such errors can propagate via the tournament ranking algorithm. For example, given 3 candidate steps A, B, and C, if the step ordering model predicts that A precedes B, B precedes C, and C precedes A, an uninformed tie-breaking mechanism (such as randomly choosing one) needs to be invoked.

One glaring weakness of our current temporal ordering approach is that we rely on aggregating pairwise predictions. A more reasonable alternative may be to directly train a generation model to re-order the entire sequence of steps. To the best of my knowledge, this is only attempted by one piece of work [Byrne et al., 2021], which learns a denoising autoencoder with event sequences that have been shuffled. A minor difference between their work and our task is that their model is designed for narrative events which do not necessarily have a goal, like procedural events.
Let’s look at an example set of steps predicted by our approach, given the same goal as above “ice an injured ankle”.

1. Place an ice pack on the injured ankle for 15-20 minutes.
2. Rest the injured ankle as much as possible for 48 hours.
3. Compress the injured ankle for 48 hours to prevent swelling.
4. Elevate the injured ankle above your heart to decrease any swelling.
5. Go to the emergency room if the injured ankle cannot bear weight.
6. Apply a compression bandage to a sprained ankle.
7. Consult with a doctor if the ankle does not improve after 2-3 days.
8. Ask a friend to grab your ankles from the bottom.

Looks pretty good! Here are some common failures.

1. Irrelevant steps. Step 8 may be irrelevant, but we don’t have enough information.
2. Duplicated steps. In this case, we do not observe much duplication within the steps.
3. Wrong ordering. Step 6 should happen as early as step 3, while step 5 should be the very first thing to do.

Until now, we have looked at some models to suggest steps given a goal and some of their sample output but we haven’t discussed how we can systematically evaluate the suggested steps. Similar to many language generation tasks, faithful automatic evaluation is hard to come by. The key issue is that there is no single right answer, and no straightforward way to compute the similarity between steps suggested by a model and the reference steps. According to [Lyu et al., 2021], common metrics such as BERTScore [Zhang et al., 2019] have almost no correlation with human judgements.

For now, we’re better off relying on human judgement, designing which is non-trivial either. For procedures that most of us know about, we can perform human judgement without a reference set of steps. One systematic way to score a sequence of suggested steps is to edit the steps, by either adding, removing, or re-ordering steps. The number of such edit operations is called edit distance. Intuitively, well-suggested steps need few edits, thus having a small edit distance, and vice versa. Note that such evaluation process has its share of shortcomings. For example, it is quite subjective to add steps, as people may expect different level of details or granularity from procedures.

As a final remark, suggesting steps given a goal is an important application of procedural knowledge. While current models can do this to some extent, there is still a large room of improvement.

### 6.2 Finding Sub-Steps

A procedure consists of a goal and some steps. In fact, each step can itself represent another procedure. For example, the procedure “make a movie” may have a step “buy a camera”, which in turn can be the goal of another procedure consisting of steps such as “set a budget”, “decide use case”, “read reviews”, etc. By this logic, procedures are hierarchical, and steps may have sub-steps. This is also the case for general, narrative events, and such hierarchical relations have been studied [Bisk et al., 2019] in some but not much work.
In the previous section we touched on the issue of event granularity in procedures. When it comes to procedures, the level of details in the steps vary greatly. To teach an adept iPhone user how to “fix a frozen iPhone X”, you may just say “force restart it”, resulting in a 1-step procedure. For general audience, you may say “press the volume up button”, “press the volume down button”, and “hold the volume up button”, resulting in a 3-step procedure. To teach someone who has never used electronics, you might need to further explain how to hold buttons and where they are. Having control over the granularity of procedures is important in many ways. Not only does it give us control over the level of details in instructions, but it also influences some downstream tasks as we will see later. Such granularity can be easily accessed if we have a hierarchy of procedures, where abstractions are higher and details are lower in the hierarchy.

Building a procedural hierarchy is equivalent to recursively finding sub-steps for steps, which is in turn equivalent to linking steps to procedures. In wikiHow, there exists some hyperlinks from a step to another article. For example, in “How to Make a YouTube Video”, the step “Record content that is on your computer monitor” is linked to another wikiHow article “How to Record Your Computer Screen”. Unfortunately, such hyperlinks are very scarce. If all steps were to have such links when applicable, we can then find sub-steps trivially, and thus a procedural hierarchy can be constructed. In fact, linking contents in wikiHow has been attempted in previous years [Pareti et al., 2014a, Chernov et al., 2016]. Let’s see how we can use state-of-the-art NLP techniques to tackle this problem in one of my own work [Zhou et al., 2022].

Our task is to link all steps in wikiHow to some new article or procedure when possible. Sometimes, a step can be too specific (e.g., “whisk together two eggs and a cup of heavy cream”) or too low-level (e.g., “breathe”) to have sub-steps, in which case we mark this step as unlinked. For now, let’s focus on linking whole steps in wikiHow, though it’s also reasonable to link a part of the step, such as individual actions.

Our labeled data comes from wikiHow’s existing hyperlinks, which are provided by editors and high-quality in general. We split this dataset into training and testing splits. Now, given a step, how do we find a corresponding wikiHow article? This is a typical information
retrieval or search problem, for which sentence embeddings and semantic similarity are typical solutions. For now, let’s only try matching each step with the goals of the articles, ignoring other information in the articles. We have two modeling options.

1. **Unsupervised.** We can directly use a pretrained sentence embedding model such as sBERT to convert each wikiHow step and goal into a vector representation. Then, we can use a fast K-nearest-neighbor (KNN) algorithm such as FAISS for find the closest goal of each step.

2. **Supervised.** We can train a network to take in a step and a goal, embed them using sBERT, and predict whether they should be linked. In our training data of hyperlinks, each training instance is a step and the goal of the article that the step is linked to. This pair of step and goal should have the same meaning.

These two methods each have their pros and cons. The unsupervised method is fast thanks to the efficient KNN search, but fails to leverage our training data, leading to lower accuracy. The supervised method is slow because each step-goal pair needs to be computed, but has better performance by learning from step-goal pairs that have the same meaning. Fortunately we don’t have to choose. It is conventional in information retrieval tasks to sequentially perform these two methods in a retrieve-then-rerank pipeline. First, we use the unsupervised method to narrow down the candidate goals. Then, we use the supervised method to re-score each pair of the step and a candidate goal, and re-rank the goals.

You can see a demo of the resulting procedural hierarchy at [https://wikihow-hierarchy.github.io/](https://wikihow-hierarchy.github.io/).

### 6.3 Guiding Dialogues

Procedural knowledge has seen use in commercial voice assistants such as Amazon Alexa. At the time of writing, if you ask Alexa how to do something, it will guide you through a corresponding wikiHow article or a Whole Foods Market recipe[^13] step by step. Navigating through the steps itself is straightforward, but almost any other interesting interaction require procedural knowledge. For example, if a user asks for clarification of a step, then the system must know what article to redirect the user to given the contexts (Section 6.2). If a user asks a question during the procedure, knowledge about entity states might be needed to provide an answer (Section 5.2). If a user run into issues such as not having a certain tool or ingredient, the system needs to invoke what-if reasoning. More futuristically, if a user’s desired task does not have a good set of instructions available, the system can suggest some reasonable steps (Section 6.1). In fact, our team at the University of Pennsylvania participated in the Alexa Prize TaskBot Challenge[^14] from 2021 to 2022, and worked on most of the above aspects.

What we have touched upon are just a tip of the iceberg of what procedural knowledge can be used to do in real life. I can’t prove this claim to you at this time, because most of these potential applications remain ongoing or unexplored work. For example, procedural knowledge can be used to generate texts, such as a story about going through a lawsuit, or a fictional narrative about scaling a castle wall. I’ll happily leave all those to future work.

[^13]: [https://www.wholefoodsmarket.com/recipes](https://www.wholefoodsmarket.com/recipes)
[^14]: [https://www.amazon.science/alexa-prize](https://www.amazon.science/alexa-prize)
7  Procedure and Script

Schank, 1977 introduced the concept of script as a way to unify knowledge of events, reconciling distinctive conventions from psychology, cognitive science, and of course, artificial intelligence. From the perspective of AI, script learning is an ambitious journey towards artificial general intelligence, as it attempts to reduce arbitrarily complex human activities into low-level, symbolic representations that machines can conceivably understand. Such an attempt was tremendously difficult, as there are myriad of exceptions and edge cases that any intelligent system must account for. Thus, script learning culminated in popularity around that time, but was thwarted by the limitation of technology. In recent years with the advances in technology, it has been steadily picking up traction again. Procedures and scripts share a lot of common grounds, since they are both semantic constructs that describe events. In this section, we will juxtapose the two concepts and gain some interesting insights.

According to Schank,

A script is a structure that describes appropriate sequences of events in a particular context.

For example, the following is a script.

John went to a restaurant. He asked the waitress for coq au vin. He paid the check and left.

The following is not a script.

John was walking on the street. He thought of cabbages. He picked up a shoe horn.

An astute reader can immediately notice how a script is similar to a procedure. The only difference is the emphasis on the “appropriateness” and the “context”, and the lack of the emphasis on the “goal” as in a procedure. Indeed, a procedure can be seen as a special kind of script: a much simpler one at that. In fact, Schank defined a special type of script, called instrumental script:

The crucial differences between instrumental and situational scripts are with respect to the number of actors, and the overall intention or goal of the script.

This looks just like procedures.\(^{15}\) Conversely, other types of scripts, such as situational script containing sequences of actions in certain scenarios, are much more full-fledged, with many properties that are absent in procedures. Note again that the term “procedure” discussed here mainly points to what has been studied in NLP (e.g., natural language instructions).

Let’s compare some features of a script and a procedure.

A script can have multiple explicit actors. A procedure usually has only one implicit actor. A script can involve more than one person, interacting with each other in an arbitrarily complex fashion. Each person has different viewpoints, and thus different scripts from different perspectives. However, most procedures, especially those in the form

\(^{15}\)There are still some differences. For example, Schank claims that instrumental scripts have “very rigid ordering”, and “each action must be done.” While these are sometimes true, we have seen that steps in a procedure often have flexible local ordering, and varying degree of importance.
of instructions (e.g., recipes, how-to guide) do not have any explicit actor. The actor of the steps is implied to be the reader or the person following these instructions. Nonetheless, it is important to recall that instructions are merely a primary focus for research on procedures, and procedures do not necessarily appear in the form of instructions. Conceivable, there could be a procedure where two person collaborates to achieve some goal. In such case, inter-actor interactions present in scripts can also be present in procedures.

**A script can meaningfully contain multiple procedures.** First, it is crucial to note that both scripts and procedures can be hierarchical. Namely, a script or procedure (e.g., eat at a restaurant) can contain other scripts or procedures (e.g., order food, paying the check). Since a procedure (as defined in this tutorial) is centered around one goal, it is logical to assert that its sub-procedures are thus centered around its sub-goals. However, a script can involve no goal, one goal, or multiple goals. These goals can belong to different actors, one actor but at different time stage, or one actor simultaneously. Naturally, the events in the script that serve any particular goal would form a procedure. Thus, a script can meaningfully contain multiple procedures. The reverse can also be true, though usually less meaningful. For example, the procedure of “getting a college degree” might have a step “take classes”, which could be represented by a script with all the complexities such as multiple actors, sub-scripts, etc. However, since one would only care about events in this script that serves the goal “take classes” or its sub-goals, it is much convenient to view the step “take classes” as another procedure rather than a full-fledged script.

**A script is subject to interferences and distractions, while a procedure usually is not.** One of the most important distinction between scripts and procedures is that scripts often interact and intertwine with each other, while procedures often do not, barring hierarchical relations. For example, during a script of “working at a computer at home”, we inattentive mortals can easily be distracted by another script “watching some YouTube videos”, or be interfered by another script “attend to the ringing doorbell”. When such sidetracking happens, script learning becomes extremely complex. What will the actor do? Do they switch to the other script and just forfeit the current script? Do they deal with the other script and return? Are there influences or damages to the current script caused by the sidetracking? How will the actor deal with that? All these are beyond our scope, since working with procedures we opt to mostly not deal with them. For example, instructions such as recipes rarely talk about what happens if things go wrong, or if you suddenly decide to cook another dish. They are locked in onto the task at hand. However, interferences and distractions definitely *can* happen in procedures. For example, what would happen if you don’t have certain ingredients? Your produce goes bad? Your house catch fire (god forbid)? This research question remains largely unexplored.

The key takeaway here is that procedures are a specific type of scripts, with significantly lower complexity and variation. Scripts are challenging to learn; procedures are relatively simpler.

### 8 Recipes

Just like procedures are simpler scripts, recipes are simpler procedures. A strand of work on procedures focuses exclusively on recipes [Tasse and Smith, 2008, Hamada et al., 2000, Mori et al., 2014, Kiddon et al., 2015, Yamakata et al., 2016, Zhou et al., 2018, Bisk et al., 2019, Lin et al., 2020, Donatelli et al., 2021], for good reasons. A special subset of instructions, recipes
are abundant and well-structured. They also uses regular, clear, and concise language. They have a small scope of topics (i.e., food) and involved actions and entities. In fact, much previous work on recipes touch on the same aspects as we have seen in this tutorial regarding general procedures. An interesting question is to what extent the data, methods, and findings of these pieces of work apply to general procedures. In this section, we will examine several more influential pieces of work.

[Mori et al., 2014] tries to represent recipes with a flow graph, comparable to what we have seen for general procedures in Section 4. The authors of this work obtain recipes from a recipe site, while one can of course obtain other instructions from sites such as wikiHow. They represent recipes as a graph, where vertices are food, tools, or actions. Naturally, this can be generalized to any entities and events in general procedures. The edges stand for relations between entities, such as equality, subset, application, etc. None of those are really specific to recipes, and can likely apply to any procedure.

[Bisk et al., 2019] collects a dataset with hierarchical cooking actions with different granularity. Concretely, the authors ask crowd worker to explain captions from cooking videos in simple terms, resulting in lower-level sub-steps. The same methodology can be used for general procedures using captions from datasets such as HowTo100M [Miech et al., 2019]. Then, they propose a cloze task by having models predict some omitted actions. This naturally applies to general procedures too.

[Lin et al., 2020] and [Donatelli et al., 2021] align related or equivalent actions between two dish recipes of the same dish. Similar to the cases above, the authors’ choice of working on recipes instead of general procedures is motivated the existing datasets. Their method of alignment also only assumes linguistic features of instructional language, and not just recipes.

Without scrutinizing every single work on recipes, it does seem that most if not all of these pieces of work can be easily generalized to general procedures, especially instructions of non-cooking tasks. However, whether this is the case still requires investigation. Recipes may oversimplify things. For example, in a recipe there is only one person involved (i.e., the chef), while in other procedures there might be several (e.g., call the hotel representative to ask for availability). Having multiple agents in a procedure might require knowledge about interaction in different scenarios. Also, most entities in recipes are either ingredients or tools, while in general procedures they might vary a lot more (e.g., locales, institutions, etc.). The flow and expressions in recipes are usually more straightforward, while in other procedures there might be more complexity (e.g., conditionals, explanations, background information, etc.). In summary, I believe that future work should attempt consider general procedures including but not limited to recipes, given the abundant existing web resources.

9 Recap

In this tutorial, we have gone through research on reasoning about procedures in the NLP community. We started by appreciating this trendy line of research and briefly learning its history. Next, we saw that procedural data used to come from human annotation, but now can also be obtained to-scale from web resources. We then looked at some efforts to represent procedures. At the heart of each of these representations is granular knowledge regarding components of procedures. We also studied some work on learning such knowledge. Then, we examined some practical applications of procedures, with said knowledge equipped. Finally, we compare procedures with scripts, a superset of procedures, and recipes, a subset of
procedures, both of which have also been receiving great attention from the NLP community.
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