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This paper adopts Hadoop to build and test the storage and retrieval platform for painting resources. This paper adopts Hadoop as the platform and MapReduce as the computing framework and uses Hadoop Distributed Filesystem (HDFS) distributed file system to store massive log data, which solves the storage problem of massive data. According to the business requirements of the system, this paper designs the system according to the process of web text mining, mainly divided into log data preprocessing module, log data storage module, log data analysis module, and log data visualization module. The core part of the system is the log data analysis module. The analysis of search keywords ranking, Uniform Resource Locator (URL), and user click relationship, URL ranking, and other dimensions are realized through data statistical analysis, and Canopy coarse clustering is performed first according to search keywords, and then K-means clustering is used for the results after Canopy clustering, and the calculation of cosine similarity is adopted to realize the grouping of users and build user portrait. The Hadoop development environment is installed and deployed, and functional and performance tests are conducted on the contents implemented in this system. The constructed private cloud platform for remote sensing image data can realize online retrieval of remote sensing image metadata and fast download of remote sensing image data and solve the problems in storage, data sharing, and management of remote sensing image data to a certain extent.

1. Introduction

Based on the Internet and wireless communication technology, we can watch videos, browse the web, read online, listen to music, communicate, and shop online anytime and anywhere. However, while people enjoy the convenience of Internet resources, they also suffer from information fragmentation and information overload. Although data brings people a lot of information resources, illogical information makes it difficult to find what we want to focus on, and we spend more time looking for information rather than browsing what we need. Even though search engines such as Google and Baidu can satisfy most people’s needs directly through keyword search, with the improvement of people’s quality of life, it is difficult to rely on search engines to provide more personalized and customized user needs; therefore, personalized recommendation systems arise from such market demand [1]. The system can recommend products that users may like and be interested in based on their daily browsing history, search history, and other related information, which not only greatly reduces the tediousness of searching for interesting contents in huge data, but also improves their traffic and time of using related system software, and the personalized recommendation system plays a complementary role for both enterprises and users.

At the same time, the volume of data is so large and growing so fast, and the volume of unstructured data such as logs, images, audio, video, etc. is also growing so fast that traditional data storage methods and data processing methods will not be able to cope with it [2]. For this reason, some new technologies such as distributed databases or multithreaded parallel computing have emerged, but issues such as data dependency and integrity, cluster load balancing, and task scheduling, as well as machine failures when dealing with parallel and distributed computing, can all cause more trouble for the average user [3]. In recent years,
thanks to the development of methodologies in related scientific fields, especially some new tools applied in network analysis, scientists have started to consider the impact of network structure on recommender systems and how to use known network structure features to improve recommendation accuracy [4]. The network structure-based recommendation strategy is a relatively new recommendation method, which does not consider the content of the user and the recommended object but abstracts the user and the recommended object as nodes, and the user’s selection of a recommended item creates a selection relationship between the user and the object, and the method considers that the information is hidden in that selection relationship. The most important data structure in the system is transformed into a network structure, and the characteristics of the network are combined to provide a more effective recommendation scheme for the system. As the discipline of complex networks continues to evolve, the impact of network are combined to provide a more effective recommendation scheme for the system. As the discipline of complex networks continues to evolve, the impact of network structure on recommender systems is of strong research interest.

With the increase in the use of search engines, more and more businesses began to choose search engines as a resource to track users and understand user needs, but the search log data is massive; we cannot intuitively see the results we want; if we use some of these log information data analysis tools, data mining algorithms will be of different stages, different categories, different attributes and other information for an orderly classification of records. In other words, big data analysis is equivalent to a database that gives us a stack of messy prose manuscripts, which we can arrange in order by the page number of the paper and then select the part we want to see according to the table of contents to check at any time. One of the greatest significance of user search behavior analysis which is also the fundamental purpose of this thesis is to use relevant data analysis algorithms to conduct in-depth mining of user log information, to derive the behavioral intent of users searching websites, click patterns, and time patterns, and to learn about users’ needs, interests, and user portraits. If these general laws are combined with the marketing strategy of e-commerce, not only can we deeply understand the users and improve the quality of products and services, but we can also analyze the potential users of products, target advertising to users, provide a reference basis for focusing on recommending certain products, improve the service system of personalized recommendation websites, innovate the marketing model, and make the marketing strategy of e-commerce further improved. In this paper, we propose a cloud-based Hadoop processing framework. The processing framework uses the cloud deployment of Hadoop cluster, HBase storage, Lucene, and other technologies to establish the spatial data storage and retrieval processing process, which overcomes the limitations of query functions such as address query and long field query. The experimental results show that the cloud-based Hadoop massive spatial data storage and retrieval has strong advantages for processing data. The processing framework proposed in this paper has important implications for the retrieval and storage of massive spatial data information in the big data environment.

2. Current Status of Research
Wu gives a complete definition of a recommender system; i.e., a recommender system is composed of a user model, a product model, and a recommendation algorithm [5]. The user model is used to obtain, represent, and store information about the user’s preferences, browsing behavior, and purchase history, which can be obtained in the explicit or implicit form [6]. After this, various types of personalized recommendation algorithms have emerged, adapted to various situations. Currently, the main recommendation algorithms are collaborative filtering-based recommendation algorithms, content-based recommendation algorithms, web-based recommendation algorithms, and hybrid recommendation algorithms [7]. User-based algorithms calculate the similarity between users and provide a list of recommended items based on the historical rating data of other users similar to the target user; item-based collaborative filtering algorithms calculate the similarity between items and recommend items similar to the target user’s historical preferences based on his or her historical rating data; and model-based methods are based on such methods as linear regression and plain Bayesian machine learning methods such as linear regression and plain Bayesian, build offline models, and then predict the target user’s ratings based on the rating matrix [8]. Since collaborative filtering recommendation algorithms focus more on the similarity between users or items and do not consider the feature information of users and items themselves; content-based recommendation algorithms are generated [9]. Its main solution is how to make reasonable recommendations based on the user and item’s feature data [10]. By extracting the feature tags of users and products, to obtain the interest tags of users, combined with the feature tags of items, the items with a higher matching degree are selected and recommendations are realized for users. Of course, for the design and research of painting resources, we can find that there are already a lot of search and blood search methods that can be implemented accordingly.

Lin’s team developed a high-voltage electrical index monitoring system to monitor distributed information from different departments, through the processing and integration of the information [11]. Finally, it realizes the online monitoring function of substation power equipment and evaluates and judges the operation condition of power equipment through data feedback. Jehangiri et al. also established a five-level maturity class model (DWP-M), which mines the information data of the whole system and verifies the efficacy of use and operational performance of the system in the implementation study by professionals. For example, the mapping resource management system enables dynamic evaluation of parameters such as status and category of cable service life [12]. Dolev used this technique to solve the critical problem of information data mining systems. Besides, the guideline proposes that both substations and non-substations are internally able to process the data information transmitted by the system in a timely and efficient manner and use the system data to solve the problem of inaccurate information [13]. This intelligent and holistic
platform relies on the Internet scientific information technology to achieve data and information management, and it can achieve integrated data management based on the information and communication platform to ensure that the information of each part in each department can be effectively combined and distributed directly to the electrical energy production system to achieve the adjustment and communication of network information [14].

Big data technologies such as Hadoop and Hbase are highly reliable and scalable and provide a good solution for information management in substations and are based on distributed storage technology to store and manage large amounts of data and information. This is because Hadoop technology can directly and efficiently process different kinds of multiple information based on document data processing technology and apply powerful parallel computing functions to change the multiple information and business logic inside the substation to quickly retrieve the data business in the substation and make suggestions for solving system data problems. Hbase technology has strong reliability and scalability characteristics, can build a large number of data management clusters in ordinary computers and can be directly through the HDFS to achieve data information storage management and effectively enhance the stability of the system storage capacity and the use of MapReduce to achieve the database data information storage and analysis processing, to achieve system coordination and cooperation management.

3. Analysis of Hadoop Mapping Resource Storage and Retrieval Platform

3.1. Hadoop Resource Storage and Retrieval Platform Design. The core of the integrated platform for mapping resource management is to monitor and manage the data in the station in real-time, based on which the information sharing and integrated management process in the station are guaranteed. Therefore, in the process of designing the platform framework, the level of rationality and effectiveness of the framework itself should be considered so that the accuracy of the information can be guaranteed. Operating data, monitoring video data, and information documents together constitute the information of substations. Since these data and information are large in quantity and complex in type, they need to be transformed in the process of use [15]. Besides, the data storage management also needs to realize different departments and different levels of data reading and calling according to the different layers of the station, which can improve the efficiency of the use of information materials and then the reasonable allocation of resources to achieve the management process.

The information integration platform of the drawing resource management system also integrates the data information and design drawings of the station operation to ensure the accuracy and integrity of the system data, which is conducive to the realization of the data management of the substation. For this reason, designers need to build a data platform to monitor and manage and save the data information in the station in real-time and to integrate the historical data and information materials in the station to meet the needs of daily data deployment and use in substations through coordinated management.

Apache Hadoop is an open-source framework for building a server cluster environment to scale programs running on a single machine to multiple machines for parallel operation and distributed processing of large amounts of data. The MapReduce (distributed computing model) engine sits underneath the Hive (data warehouse) and Pig (data stream processing) layers and provides computational capabilities for the data. The Hadoop ecosystem contains many other components, as shown in Figure 1.

The Hadoop distributed computing platform enables users to easily architect and apply, and on Hadoop, users can run and develop to process massive amounts of data more easily [16]. It allows users to achieve cross-platform computing, and it can run on Windows and Linux systems. Hadoop has a complex composition, with HDFS and MapReduce belonging to the core parts. The next layer of the MapReduce engine is HDFS (for this paper), which consists of Job Trackers and Task Trackers. The original design goals of Hadoop dictate that Hadoop is highly scalable in terms of both computation and storage and can be used for a variety of purposes. Hadoop can dynamically move data between nodes and work in parallel, and when working with large files, Hadoop can divide them into smaller tasks to be run in parallel on different nodes, resulting in faster file processing.

High fault tolerance is an important advantage of Hadoop, which can run the entire job even if one node goes down during operation because it automatically keeps multiple copies of the data. Hadoop is a software framework written in Java, but its applications can also be written in other languages, such as C++, and require a low computer configuration, so anyone can install and use it.

This type of algorithm calculates the similarity matrix between users based on their historical rating information, to find other users like the target user and provide a recommendation list with predicted ratings for the target user based on the historical rating records of similar users. All the algorithm has to do is to estimate the target user $U_i$ ($i = 1, 2, \ldots, n$) for a given item $r_{uv}$ ($\alpha = 1, 2, \ldots, m$) of the predicted rating $S_{uv}$. Let $r_{uv}$ be the set of items evaluated by user $u_v$ from which the average rating $v \in U_i$ of $S_{uv}$ can be calculated according to the definition of the collaborative filtering algorithm to obtain the predicted ratings of user $r_{uv}$ for item $k\sum_{v \in U_i} S_{uv} (r_{uv} + \bar{r}_v)$ as

$$\bar{r}_{uv} = \bar{r}_i - k \sum_{v \in U_i} S_{uv} (r_{uv} + \bar{r}_v),$$

where $\bar{r}_i$ represents the set of nearest neighbours of user $u_i$ and $s_{uv}$ represents the similarity between user $u_i$ and user $u_v$ and $k = 1/\sum_{v \in U_i} |S_{uv}|$ is the normalization factor. If the user's
rating matrix is not explicitly rated, we only know which products the user has purchased or favored; the formula should be transformed accordingly.

\[
P_{uv} = \frac{1}{\sum_{i} s_{ij} \sum_{k \in U_j} S_{ij} (r_{av} + r_i)},
\]

where \( r_{av} \) is the element corresponding to the adjacency matrix of the user’s item bipartite graph (if user \( u \), has purchased or collected item \( s_{ij} \), then \( s_{ij} = 1 \), otherwise \( s_{ij} = 0 \)).

The user-based algorithm also has some disadvantages; it is more suitable for systems with more stable user groups, and it is not suitable for systems with more users and higher change update frequency, because when the user data is large, it will take a lot of time and memory to calculate the user similarity, and at the same time, the higher update frequency of users will also make the update interval of similarity matrix shorter; therefore, the user-based collaborative filtering is more suitable for News, movies, and other stable user systems.

When recommending, other items that are like the higher-rated items in the history are found based on the historical rating data of the target user to form the user’s recommendation list. The simplest way to calculate the predicted ratings is to calculate the weighted average.

\[
r_{uv} = \frac{\sum_{i \in \Delta} s_{ij} r_{av} r_i}{\sum_{i \in \Delta} |s_{ij} r_{av} r_i|},
\]

where \( \Delta \) is the historical rating items of user \( u \), and \( s_{ij} \) is the similarity between item \( i \) and item \( r_{ij} \). It is suitable for e-commerce type systems where the product status is relatively stable, and since there are no frequent product updates, the similarity matrix between items can be calculated offline in advance, which greatly reduces the computation of the system in real-time.

The idea of the weighted Pearson coefficient is to obtain a confidence level based on similarity values; i.e., if two users have only a small number of identical rated items, their similarity is not as credible as a user with more overlapping items.

\[
S_{uv}^{WPC} = \begin{cases} 
S_{uv}^{PC} \frac{|O_{uv}|}{H}, & |O_{uv}| \geq H, \\
S_{uv}^{WP}, & \text{otherwise},
\end{cases}
\]

where \( H \) is a threshold value determined by numerical experiments. Similarly, the Pearson similarity between items \( u \) and \( v \) can be expressed in the form shown in
where $S_{\alpha o}$ is the set of users who have evaluated both items $\alpha$ and $\beta$, and $r_a$ is the average rating of item $\alpha$. After obtaining the similarity matrix, the nearest neighbour set of the target users can be obtained, and then the data in the nearest neighbour set can be used to make recommendations, generally using the average rating method, the weighted average rating method, and the weighted average rating method with bias. Suppose $U = \{u_1, u_2, u_3, \ldots, u_m\}$ is the set of users, $O = \{o_1, o_2, o_3, \ldots, o_n\}$ is the set of items, and $r_{av}$ is the rating of user $i$ on item $\alpha$. Then the above three predicted ratings are computed as

$$r(i, a) = \frac{1}{n} \sum_{\beta \in \Delta} (r_{ka} - S_{\beta o}),$$

$$r(i, a) = \frac{\sum_{\beta \in \Delta} (r_{ka} - S_{\beta o}) (r_{av} - S_{\beta o})}{\sum_{\beta \in \Delta} (r_{ka} - S_{\beta o})^2},$$

$$r(i, a) = \frac{-\sum_{\beta \in \Delta} (r_{ka} - S_{\beta o}) (r_{av} - S_{\beta o})}{\sum_{\beta \in \Delta} (r_{ka} - S_{\beta o})^2},$$

where $S_{\beta o}$ denotes the set of nearest neighbours of user $r_{av}$, and $r_{ka}$ denotes the rating of item $\alpha$ by the $k$th user in the nearest neighbour set.

The system is functionally divided into four main modules: data preprocessing module, data storage module, data analysis module, and data visualization module. Among them, the data preprocessing module includes word separation of keywords and extraction of text feature vectors, which is the preparation work for the data analysis module. The data storage module points out the process and location of data storage and the design of MySQL data tables in this system. Data analysis is the core of this system, through data mining algorithm to analyze several aspects such as user’s keyword search number ranking, URL and user click relationship, URL ranking, user clustering, and build user portrait [17].

The data storage module specifies the storage process of log data; firstly, the local data are stored in HDFS, and after preprocessing, the data format we need is formed, then data mining is performed by MapReduce’s Map and Reduce functions and Canopy and K-means clustering, and the analysis results are temporarily stored in HDFS. Since the data format in HDFS is not convenient for displaying the output, the data is written to MySQL database for visual presentation, where the data format should correspond to the field design of MySQL database tables, including the definition and size of the fields and other attributes. The stored procedure is shown in Figure 2.

HDFS storage is mainly implemented through some interface classes. Since the data format in HDFS is poorly readable and not conducive to the visual presentation of data, this system uses MySQL database for data storage, and according to the content items and format of log data, the structure of MySQL database tables is designed and mainly divided into 5, as shown in Table 1.

The base layer consists of a Hadoop cluster, which refers to an environment built by multiple computers that can provide cloud computing services for the whole system. It is a master-slave structure, where one computer is the master node and the rest are slave nodes, and it provides services for the whole system. The resource layer mainly includes distributed file system HDFS and MySQL database. This layer provides storage for the data of the whole system, in which the results calculated by MapReduce and clustering algorithm are temporarily stored in HDFS, and the data are written to MySQL database to facilitate query and visual analysis of the results. The computation layer is mainly used to implement some algorithms for this system, such as text word cutting, TF-IDF calculation of word items, user behavior feature vector extraction, MapReduce secondary sorting, Canopy, and K-means clustering, which are applied to finally realize the user’s search behavior pattern mining.

The application layer is the medium of communication between the system and the users, and it visualizes the keyword ranking, URL and user click relationship, URL top 100 rankings, user clustering, and user portrait in the form of statistical charts to increase the readability of the data.
the operation of multiple nodes, which is because the cluster will have job allocation and scheduling time when multiple nodes are processed in parallel, and the advantages of system parallelism are not easily reflected. When the volume of data becomes large, the operation efficiency of multiple nodes is significantly higher than that of a single node, reflecting the advantages of Hadoop clusters in processing big data.

From the above analysis, we can see that when the data volume is small, the standalone processing method is more appropriate, but when the data volume is large, the Hadoop cluster will greatly improve the processing efficiency of the system [20]. The test cases are designed according to the requirements of the system, and then the whole system is tested by the principle of black-box testing, and the Hadoop-based user search behavior analysis system is tested and verified by covering a large number of test cases.

The cluster monitoring is mainly done from the interface provided by Cloudera Manager; you can see that Cloudera Manager provides real-time monitoring of the hardware and software running on the cluster when the status of each component is yellow; there are hidden problems, but the cluster can still run normally; by clicking the yellow icon you can get the corresponding problem description, and the recommended Cloudera Manager provides a real-time table of cluster operation status, including six modules: cluster, host, diagnosis, audit, chart, and management. The host module provides the usage of all hosts, roles, disk overview, and Parcel of the cluster; the diagnostic module provides the cluster diagnostic information in three aspects, such as events, logs, and servers.

The user’s historical behavior information is not only to provide the system as a data source for the recommendation algorithm, but also to provide the user with a clearer understanding of his or her past ratings. At the same time, in recent years, many connected play applications will release annual summary reports for users at the end of the year, summarizing the user’s use of the application over the year,
4.1. Analysis of Test Performance Results.

First, we need to build a Hadoop cluster and then run a thread based on the built cluster with the help of the transmission module to realize the simulation of the substation; each thread can simulate a fixed amount of data, and the scale is small. The whole test lasted for one hour in total, and then the system was allowed to run continuously before the system interface was finally queried for information. Figure 4 shows the file storage status of several of the nodes.

In the conclusion of Figure 4, we can know that almost every node of the cluster has threads of data and the system runs stably throughout the test without any abnormal conditions. When the system management system transmission data was checked, it was found that there was no data loss or corruption, so the storage module was able to store and manage the data efficiently and safely, which was in line with the expected goal.

The system retrieval performance is tested in a Hadoop cluster by first changing the transfer efficiency and the number of transfers in the data transfer module, then obtaining several results with large differences in data size and quantity, and then accessing the retrieval module for data retrieval through the management system. The experiment requires another criterion for comparison, so we store the same data in the SQL database and perform the same operation and then compare the two results. We will repeat each test several times and then take the average as the final result, which can effectively reduce the impact of other unseen factors on the experimental results. The comparison of the time results of the two query methods is shown in Figure 5, which shows that there is no large gap between the two by retrieving more than one million pieces of data, and the time taken by the standalone version is slightly higher than that of the Hadoop cluster.

However, when we continue to increase the number of queries, the final results show that the standalone version consumes more time and grows significantly as the volume increases, while the Hadoop cluster-based queries do not change significantly due to the volume change, so the standalone version is at a disadvantage when facing large data from substations. The Hadoop cluster-based query takes more time than the standalone version when the data volume is small mainly because the Hadoop cluster nodes consume more time in scheduling, task configuration, and transmission. It is difficult to find out when the number of retrievals is not large, but the overall impact is greatly reduced when the number of retrievals is large. When there is enough data, the time consumed by the Hadoop cluster in scheduling, task configuration, and transmission is almost negligible, so the time increase of the Hadoop cluster is not significant in the face of large data. This is the reason for the difference in the experimental results. From the results, it can be seen that Hadoop clusters are more advantageous when facing big data in substations.

In the management of substation, data read operation in the management of the key operations compared with the reading is not surprising, although the number of data writing is also more, mainly because the write operation has a one-time characteristic, and the data will not be arbitrarily changed and updated, while the read is for many times, so for the entire platform there should be a super read performance. Figure 6 shows the average read and write delay comparison chart.

Figure 6 shows the latency test for both read and write for a single instruction, and the final result is obtained by taking the average of multiple times. The above figure shows that the latency of the read operation is small and changes smoothly, which indicates that the system operation has considerable stability. The functional interface of the system is introduced, and then the functions related to structured data, semistructured data, and unstructured data are exemplified, and the core code of some typical subsystems is shown in the text. The system is tested in combination with the functional and nonfunctional requirements analysis in the previous paper, and the relevant test results are analyzed to prove that the design of the Hadoop-based substation data management system is realized and the functions meet the requirements.

4.2. Analysis of Nonfunctional Test Results.

In addition to functional testing, we also need to perform nonfunctional testing of the system, including system stress testing and cluster performance testing. Here for concurrent stress testing, we use LoadRunner for concurrent performance testing in distributed mode, and secondly, we deploy and run the system server under Linux OS and perform performance testing on the cluster through Spark. Concurrent login performance test: For the stress test of system login function, we write test scripts through LoadRunner to simulate 5 kinds of accesses, 10, 20, 50, 100, and 200, respectively, with multiple users accessing the system login interface concurrently, and calculate the response of the whole system to test the performance of the system. We specify that 5 people log in to the system every 10 seconds; each user visits once in a cycle, and also 5 people log out every 10 seconds; the test results are shown in Figure 7.

For the stress test of the system recommendation function, we wrote a test script by LoadRunner to simulate the multiuser concurrent movie rating operation under 5 kinds of accesses, namely, 10, 20, 50, 100, and 200, and calculate the response of the whole system to test the recommendation performance of the system. We specified that
Figure 4: File distribution by node.

Figure 5: Comparison of query time.

Figure 6: Average read/write latency comparison chart.
5 people logged into the system every 10 seconds, and each user cycled through the system once and 5 people logged out every 10 seconds; the test results are shown in Figure 8.

The performance test of the cluster is mainly for the data processing module in the recommendation process, testing the response time of the system using only a single node and using the cluster processing method, mainly through four aspects: system design, recommendation service function design, system implementation, and testing. The development process of the movie recommendation system is introduced in detail, including the overall system architecture, data architecture analysis, and design. The design and implementation of different recommendation service functions are improved, and the results of each functional module are demonstrated. The time interval from the time the platform web page is clicked to select a local file for upload to the time of successful upload is calculated. The test results show that the upload speed reaches milliseconds when the file is less than 100M, within 10 seconds for files below 500M, and close to one minute when the file is around 1G; when the file reaches more than 2G, the upload speed slows down and takes close to two minutes. Based on the test results, we can see that, as the file size increases, the file upload time also increases gradually. This file upload test is the upload time on the built platform page, not the file upload time on the Hadoop command line. When the file size increases to 2.41 GB, the download time is 24 seconds and 675 milliseconds. Based on the test results, we can see that, even with 2 GB of data, the download time can still be controlled in seconds. The download time of a single file can meet the performance requirements of remote sensing image data in terms of downloading.

5. Conclusion

In this paper, the developed data management system is tested in terms of data storage and performance, and the analysis is used to determine whether the data management system can maintain a stable and secure effect in daily data maintenance. In the whole process of designing and developing the data management system, the objectivity of the data must be ensured, no large-scale data errors can occur, the system operation needs to have high efficiency and the system security must be guaranteed to ensure that the system can operate stably in the long term, and the system expansion requirements need to be easily realized. Relevant
managers can use this system for data management and simplify the whole operation process and improve the efficiency and quality, and the system can also share the data between departments, which builds a bridge for the communication between departments, enhance departmental cooperation in practice, and improve the quality of work, and the use of the system can make the whole data management work present efficient and strict characteristics. Based on the existing experimental environment and test results, the construction plan of the platform is feasible, can provide solutions to the proposed problems, and can meet certain application requirements of remote sensing image data in storage retrieval and management. The conversion of data into diagrams and tables makes it easier for users to understand and improve the readability of data, and with the help of data presentation means, it can show the behavior pattern of users more intuitively. The system is implemented to show the analysis results of the users, and finally, the operational efficiency of the platform is analyzed by several sets of data. The comparison of several sets of data illustrates that the system can change the traditional way of data processing and can process the massive amount of log data. Comparing the existing studies with our results, we found that our efficiency improved by at least 10% and the precision of our results was improved by about 5.25%, which is sufficient to apply in the actual retrieval process.
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