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Abstract: Increasingly high-dimensional data sets require that estimation methods do not only satisfy statistical guarantees but also remain computationally feasible. In this context, we consider $L^2$-boosting via orthogonal matching pursuit in a high-dimensional linear model and analyze a data-driven early stopping time $\tau$ of the algorithm, which is sequential in the sense that its computation is based on the first $\tau$ iterations only. This approach is much less costly than established model selection criteria, that require the computation of the full boosting path. We prove that sequential early stopping preserves statistical optimality in this setting in terms of a fully general oracle inequality for the empirical risk and recently established optimal convergence rates for the population risk. Finally, an extensive simulation study shows that at an immensely reduced computational cost, the performance of these type of methods is on par with other state of the art algorithms such as the cross-validated Lasso or model selection via a high dimensional Akaike criterion based on the full boosting path.
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1. Introduction

Iterative estimation procedures typically have to be combined with a data-driven choice $\hat{m}$ of the effectively selected iteration in order to avoid under- as well as over-fitting. In the context of increasingly high-dimensional data sets, which require that estimation methods do not only provide statistical guarantees but also ensure computational feasibility, established model selection criteria for $\hat{m}$ such as cross-validation, unbiased risk estimation, Akaike’s information criterion or Lepski’s balancing principle suffer from a disadvantage: They involve computing the full iteration path up to some large $m_{\max}$, which is computationally costly, even if the final choice $\hat{m}$ is much smaller than $m_{\max}$. In comparison, sequential early stopping, i.e., halting the procedure at an iteration $\hat{m}$ depending only on the iterates $m \leq \hat{m}$, can substantially reduce computational complexity while maintaining guarantees in terms of adaptivity. For inverse problems, results were established in Blanchard and Mathé [5], Blanchard et al. [3, 4], Stankewitz [20] and Jahn [14]. A Poisson inverse problem was treated in Mika and Szkutnik [16] and general kernel learning in Celisse and Wahl [8].

In this work, we analyze sequential early stopping for an iterative boosting algorithm applied to data $Y = (Y_i)_{i \leq n}$ from a high-dimensional linear model

$$
Y_i = f^*(X_i) + \varepsilon_i = \sum_{j=1}^{p} \beta_j^* X_i^{(j)} + \varepsilon_i, \quad i = 1, \ldots, n, \tag{1.1}
$$

where $f^*(x) = \sum_{j=1}^{p} \beta_j^* x^{(j)}$, $x \in \mathbb{R}^p$, is a linear function of the columns of the design matrix, $\varepsilon := (\varepsilon_i)_{i \leq n}$ is the vector of centered noise terms in our observations and the parameter size $p$ is potentially much larger than the sample size $n$. A large body of research has focused on developing methods that, given reasonable assumptions on the design $X := (X_i^{(j)})_{i \leq n, j \leq p}$ and the sparsity of the coefficients $\beta^*$, consistently estimate $f^*$ despite the fact that $p \gg n$. 


Early stopping for $L^2$-boosting

Typically, approaches rely either on penalized least squares estimation such as the Lasso, see e.g., Bühlmann and van der Geer [7], or on boosting type algorithms which iteratively aggregate “weak” estimators with low accuracy to “strong” estimators with high accuracy, see Schapire and Freund [19] and Bühlmann [6]. Here, we focus on $L^2$-boosting based on orthogonal matching pursuit (OMP), which is one of the standard algorithms, particularly in signal processing, see e.g., Tropp and Gilbert [24] or Needell and Vershynin [17]. Temlyakov [22] provided one of the first deterministic analyses of OMP under the term orthogonal greedy algorithm (OGA). In a statistical setting, where the non-linearity of OMP further complicates the analysis, optimal convergence rates based on a high-dimensional Akaike criterion have only been derived recently in Ing and Lai [13] and Ing [12].

We sequentially stop OMP at $\hat{m} = \tau$ with

$$\tau := \inf\{m \geq 0 : r^2_m \leq \kappa\} \quad \text{and} \quad r^2_m := \|Y - \hat{F}(m)\|_n^2, \quad m \geq 0,$$

where, at iteration $m$, $\hat{F}(m)$ is the OMP-estimator of $f^*$ and $r^2_m$ is the squared empirical residual norm. $\kappa > 0$ is a critical value chosen by the user. We consciously switch the notation from $\hat{m}$, for a general data-driven selection criterion, to $\tau$, indicating that the sequential early stopping time is in fact a stopping time in the sense of stochastic process theory. It is closely related to the discrepancy principle which has been studied in the analysis of inverse problems, see Engl et al. [9]. Most important to our analysis are the ideas developed in Blanchard et al. [3] and Ing [12].

As an initial impression, Figure 1 displays boxplots of the empirical risk for five methods of stopping OMP:

(i) Early stopping with the choice $\kappa$ equal to the true empirical noise level $\|\varepsilon\|_n^2 = n^{-1} \sum_{i=1}^n \epsilon_i^2$; which will be justified later;

(ii) Early stopping with $\kappa$ equal to an estimated noise level $\hat{\sigma}^2$, which approximates $\|\varepsilon\|_n^2$;

(iii) OMP based on the full high-dimensional Akaike selection (HDAIC) from Ing [12];

(iv) A two-step procedure that combines early stopping based on an estimated noise level with an additional Akaike model selection step performed only over the iterations $m \leq \tau$.

The plots are based on Monte Carlo simulations from model (1.1) with $p = n = 1000$ and a signal $f^*$, the sparsity of which is unknown to the methods. As benchmarks, we additionally provide the values of the risk at the classical oracle iteration $m^\circ := \arg\min_{m \geq 0} \|\hat{F}(m) - f^*\|_n^2$ and the default method LassoCV from the python library scikit-learn [18] based on 5-fold cross-validation. The exact specifications of the simulation are in Section 5. Table 1 contains the computation times for the different methods. The results suggest that sequential early stopping performs as well as established exhaustive model selection criteria at an immensely reduced computational cost, requiring only the computation of $\tau$ iterations of OMP.

The contribution of this paper is to provide rigorous theoretical guarantees that justify this statement. In the remainder of Section 1, we present our main results, which are a fully general...
oracle inequality for the empirical risk at \( \tau \) and an optimal adaptation guarantee for the population risk in terms of the rates from Ing [12]. In Section 2, we study the stopped empirical risk in detail and provide precise bounds for important elementary quantities, which are used to extend our results to the population risk in Section 3. The analysis, which is conducted \( \omega \)-pointwise on the underlying probability space, is able to avoid some of the saturation phenomena which occurred in previous works, see Blanchard et al. [3] and Celisse and Wah [8] in particular. Both of our main theorems require access to a rate-optimal estimator \( \sigma^2 \) of \( \| \varepsilon \|_n^2 \). Section 4 presents a noise estimation result which shows that such estimators do exist and can be computed efficiently. Section 5 provides a simulation study, which illustrates our main findings numerically. Finally, in the two-step procedure from (iv), we combine early stopping with a second model selection step over the iterations \( m \leq \tau \). This procedure, which empirically outperforms the others, inherits the guarantees for early stopping from our main results, while robustifying the methodology against deviations in the stopping time.

1.1. A general oracle inequality for the empirical risk

In order to state results for sequential early stopping of OMP in model (1.1), as minimal assumptions, we require that the rows \((X_i)_{i \leq n}\) of the design matrix \(X = (X_{i,j})_{i \leq n, j \leq p}\) are independently and identically distributed such that \(X\) has full rank \( n \) almost surely. We also require that the noise terms \((\varepsilon_i)_{i \leq n}\) are independently and identically distributed and assume that, conditional on the design, a joint subgaussian parameter for the noise terms exists.

\( \text{(A1) (SubGE):} \) Conditional on the design, the noise terms are centered subgaussians with a joint parameter \( \sigma^2 > 0 \), i.e., for all \( i \leq n \) and \( u \in \mathbb{R} \),

\[
\mathbb{E}(e^{u \varepsilon_i} | X_i) \leq e^{\frac{u^2 \sigma^2}{2}} \quad \text{almost surely.}
\]

Complementary to \( \sigma^2 \), we set \( \sigma^2 := \text{Var}(\varepsilon_1) \).

By conditioning, we have \( \sigma^2 = \mathbb{E}(\mathbb{E}(\varepsilon_i^2 | X_i)) \leq \sigma^2 \). Assumption (SubGE) permits heteroscedastic error terms \((\varepsilon_i)_{i \leq n}\), allowing us to treat both regression and classification.

**Example 1.1.**

(a) (Gaussian Regression): For \( \varepsilon_1, \ldots, \varepsilon_n \sim N(0, \sigma^2) \) i.i.d., we have \( \sigma^2 = \sigma^2 = \sigma^2 \).

(b) (Classification): For classification, we consider i.i.d. observations

\[
Y_i \sim \text{Ber}(f^*(X_i)), \quad i = 1, \ldots, n.
\]

Then, the noise terms are given by \( \varepsilon_i = Y_i - f^*(X_i) \) with

\[
\mathbb{E}(\varepsilon_i | X_i) = f^*(X_i)(1 - f^*(X_i)) + (1 - f^*(X_i))(-f^*(X_i)) = 0.
\]

Conditional on the design, the noise is bounded by one. This implies that \( \sigma^2 \leq 1 \).

For the asymptotic analysis, we assume that the observations stem from a sequence of models of the form (1.1), where \( p = p^{(n)} \to \infty \) and \( \log(p^{(n)})/n \to 0 \) as \( n \to \infty \). We allow the quantities \( X = X^{(n)}, \beta^* = (\beta^*)^{(n)} \) and \( \varepsilon = \varepsilon^{(n)} \) to vary in \( n \). For notational convenience, we keep this dependence implicit.

In this setting, \( L^2 \)-boosting based on OMP is used to estimate \( f^* \) and perform variable selection at the same time. Empirical correlations between data vectors are measured via the *empirical inner product* \( \langle a, b \rangle_n := n^{-1} \sum_{i=1}^n a_i b_i \) with norm \( \| a \|_n := \langle a, a \rangle_n^{1/2} \), for \( a, b \in \mathbb{R}^n \). By \( \Pi_J : \mathbb{R}^n \to \mathbb{R}^n \), we denote the orthogonal projection with respect to \( \langle \cdot, \cdot \rangle_n \) onto the span of the columns \( \{ X^{(j)} : j \in J \} \) of the design matrix. OMP is initialized at \( \hat{F}^{(0)} := 0 \) and then iteratively selects the covariates \( X^{(j)}, j \leq p \), which maximize the empirical correlation with the residuals \( Y - \hat{F}^{(m)} \) at the current iteration \( m \). The estimator is updated by projecting onto the subspace spanned by the selected covariates. Explicitly, the procedure is given by the following algorithm:
Maximizing the empirical correlation between the residuals $Y - \hat{F}^{(m)}$ and $X(\tilde{g}_{m+1})$ at iteration $m$ is equivalent to minimizing $\|Y - \hat{F}^{(m+1)}\|_n^2$, i.e., OMP performs greedy optimization for the residual norm. It is therefore natural to stop this procedure at $\tau$ from Equation (1.2) when the residual norm reaches a critical value.

From a statistical perspective, we are interested in the risk of the estimators $\hat{F}^{(m)}, m \geq 0$. Initially, we consider the empirical risk

$$||\hat{F}^{(m)} - f^*||_n^2 = \|(I - \hat{\Pi}_m)f^*\|_n^2 + ||\hat{\Pi}_m\varepsilon||_n^2 = b_m^2 + s_m,$$

where we introduce the notation $\hat{\Pi}_m := \hat{\Pi}_{\hat{m}}$, $b_m^2 := \|(I - \hat{\Pi}_m)f^*\|_n^2$ for the squared empirical bias and $s_m := \|\hat{\Pi}_m\varepsilon\|_n^2$ for the empirical stochastic error.\footnote{In the term $b_m^2$, we use the standard overloading of notation, letting $f^*$ denote $(f^*(X_i))_{i \leq n}$, see Section 1.3.} Note that at this point, we cannot simply take expectations, due to the non-linear, stochastic choice of $\tilde{f}_m$. The definition of the orthogonal projections ($\Pi_m$) with respect to $\langle \cdot, \cdot \rangle_n$ guarantees that the mappings $m \mapsto b_m^2$ and $m \mapsto s_m$ are monotonously decreasing and increasing, respectively.

This reveals the fundamental problem of selecting an iteration of the procedure in Algorithm 1. We need to iterate far enough to sufficiently reduce the bias, yet not too far as to blow up the stochastic error. For $m \geq n$, we have $b_m^2 = 0$ but also $s_m = ||\varepsilon||_n^2$, which converges to $\sigma^2$ by the law of large numbers. In particular, this means iterating Algorithm 1 indefinitely will not produce a consistent estimator of the unknown signal $f^*$. Since the decay of the bias depends on $f^*$, no a priori, i.e., data independent, choice of the iteration will perform well in terms of the risk uniformly over different realizations of $f^*$. Therefore, Algorithm 1 needs to be combined with a data-driven choice $\hat{m}$ of the effectively selected iteration, which is adaptive. This means either, without prior knowledge of $f^*$, the choice $\hat{m}$ satisfies an oracle inequality relating its performance to that of the ideal oracle iteration

$$m^\text{a} = m^\text{a}(f^*) := \arg\min_{m \geq 0} ||\hat{F}^{(m)} - f^*||_n^2,$$

or, in terms of convergence rates for the risk, $\hat{m}$ performs optimally for multiple classes of signals without prior knowledge of the class to which the true signal $f^*$ belongs.

Our analysis in Section 2 shows that in order to derive such an adaptation result for the sequential early stopping time $\tau$ in Equation (1.2), ideally, the critical value $\kappa$ should be chosen depending on the iteration as

$$\kappa = \kappa_m = ||\varepsilon||_n^2 + \frac{C_\tau m \log p}{n}, \quad m \geq 0,$$

where $C_\tau \geq 0$ is a non-negative constant. Since the empirical noise level $||\varepsilon||_n^2$ is unknown, it has to be replaced by an estimator $\hat{\sigma}^2$ and we redefine

$$\tau := \inf\{m \geq 0 : r_m^2 \leq \kappa_m\} \quad \text{with} \quad \kappa_m := \hat{\sigma}^2 + \frac{C_\tau m \log p}{n}, \quad m \geq 0.$$

Our first main result is an oracle inequality for the stopped empirical risk at $\tau$. 

---

**Algorithm 1 Orthogonal matching pursuit (OMP)**

1: $\hat{F}^{(0)} \leftarrow 0$, $\hat{\Pi} \leftarrow \emptyset$
2: for $m = 0, 1, 2, \ldots$ do
3: \hspace{1em} $\hat{\jmath}_{m+1} \leftarrow \arg\max_{j \leq p} \left| \langle Y - \hat{F}^{(m)}, \frac{X(j)}{\|X(j)\|_n} \rangle \right|$
4: \hspace{1em} $\hat{f}_{m+1} \leftarrow \hat{\jmath}_m \cup \{\hat{\jmath}_{m+1}\}$
5: \hspace{1em} $\hat{F}^{(m+1)} \leftarrow \hat{\Pi}_{\hat{f}_{m+1}} Y$
6: end for
Theorem 1.2 (Oracle inequality for the empirical risk). Under Assumption (SubGE), the empirical risk at the stopping time \( \tau \) in Equation (1.8) with \( C_2 \geq 8 \sigma^2 \) satisfies

\[
\| \hat{F}(\tau) - f^* \|_n^2 \leq \min_{m \geq 0} \left( 7\| \hat{F}(m) - f^* \|_n^2 + \frac{(8\sigma^2 + C_2)m \log p}{n} \right) + |\hat{\sigma}^2 - \| \varepsilon \|_n^2 |
\]

\[
\leq 7\| \hat{F}(m^*) - f^* \|_n^2 + \frac{(8\sigma^2 + C_2)m \log p}{n} + |\hat{\sigma}^2 - \| \varepsilon \|_n^2 |
\]

with probability converging to one.

The oracle inequality is completely general in the sense that no assumption on \( f^* \) is required. In particular, the result also holds for non-sparse \( f^* \). The first term on the right-hand side involving the iteration \( m^* \) from Equation (1.6) is of optimal order and the second term matches the upper bound for the empirical stochastic error at iteration \( m^* \) we derive in Lemma 2.5. The last term is the absolute estimation error of \( \hat{\sigma}^2 \) for the empirical noise level. The result is closely related to Theorem 3.3 in Blanchard et al. [3]. Whereas they state their oracle inequality in expectation, ours is formulated \( \omega \)-pointwise on the underlying probability space, which is slightly stronger. In particular, this leads to the term \( |\hat{\sigma}^2 - \| \varepsilon \|_n^2 | \) in the inequality, which will be essential for the noise estimation problem, see Section 4.

1.2. Optimal adaptation for the population risk

The population counterpart of the empirical inner product is \( \langle f, g \rangle_{L^2} := \mathbb{E}(f(X_1)g(X_1)) \) with norm \( \| f \|_{L^2} := \| f \|_{L^2}^{1/2} \) for functions \( f, g \in L^2(\mathbb{P}^X_1) \), where \( \mathbb{P}^X_1 \) denotes the distribution of one observation of the covariates. Identifying \( \hat{F}(m) \) with its corresponding function in the covariates, the population risk of the estimators is given by \( \| \hat{F}(m) - f^* \|_{L^2}^2, m \geq 0 \). Assuming that all of the covariates are square-integrable, for \( J \subset \{1, \ldots, p\} \), let \( \Pi_J : L^2(\mathbb{P}^X_1) \to L^2(\mathbb{P}^X_1) \) denote the orthogonal projection with respect to \( \langle \cdot, \cdot \rangle_{L^2} \) onto the span of the covariates \( \{ X_1^{(j)} : j \in J \} \). Setting \( \Pi_m := \Pi_{\hat{J}_m} \), the population risk decomposes into

\[
\| \hat{F}(m) - f^* \|_{L^2}^2 = \| (I - \Pi_m) f^* \|_{L^2}^2 + \| \hat{F}(m) - \Pi_m f^* \|_{L^2}^2 = B_m^2 + S_m, \tag{1.9}
\]

where \( B_m^2 := \| (I - \Pi_m) f^* \|_{L^2}^2 \) is the squared population bias and \( S_m := \| \hat{F}(m) - \Pi_m f^* \|_{L^2}^2 \) is the population stochastic error.

Note that \( B_m^2 \) and \( S_m \) are not the exact population counterparts of the empirical quantities \( b_m^2 \) and \( s_m \), since we have to account for the difference between \( \hat{\Pi}_m \) and \( \Pi_m \). The challenge of selecting the iteration in Algorithm 1 discussed in the previous section is the same for the population risk. The mapping \( m \to B_m^2 \) is monotonously decreasing, \( S_0 = 0 \) and \( S_m \) approaches \( \text{Var}(\varepsilon_1) \) for \( m \to \infty \) assuming that the difference between \( \hat{\Pi}_m \) and \( \Pi_m \) becomes negligible. Due to this difference, however, the mapping \( m \to S_m \) is no longer guaranteed to be monotonous. Both \( B_m \) and \( S_m \) are still random quantities due to the randomness of \( \hat{J}_m \).

In order to derive guarantees for the population risk, additional assumptions are required. We quantify the sparsity of the coefficients \( \beta^* \) of \( f^* \):

(A2) (Sparse): We assume one of the two following assumptions holds.

(i) \( \beta^* \) is \( s \)-sparse for some \( s \in \mathbb{N}_0 \), i.e., \( \| \beta^* \|_0 \leq s \), where \( \| \beta^* \|_0 \) is the cardinality of the support \( S := \{ j : \beta^*_j \neq 0 \} \). Additionally, we require that

\[
s\| \beta^* \|_2^2 = s \left( \sum_{j=1}^p |\beta^*_j|^2 \right)^2 = o \left( \frac{n}{\log p} \right), \quad \| f^* \|_{L^2}^2 \leq C_{f^*} \quad \text{and} \quad \min_{j \in S} |\beta^*_j| \geq \beta,
\]

where \( C_{f^*}, \beta > 0 \) are numerical constants.
(ii) $\beta^*$ is $\gamma$-sparse for some $\gamma \in [1, \infty)$, i.e., $\|\beta^*\|_2 \leq C_{\ell^2}$ and

$$\sum_{j \in J} |\beta^*_j| \leq C_\gamma \left( \sum_{j \in J} |\beta^*_j|^2 \right)^{\frac{1}{2}}$$

for all $J \subset \{1, \ldots, p\}$,

where $C_{\ell^2}, C_\gamma > 0$ are numerical constants.

Assumptions like (Sparse) (i) are standard in the literature on high dimensional models, see e.g., Bühlmann and van de Geer [7]. Note that the conditions in (i) imply that $s = o((n/\log p)^{1/3})$.

(Sparse) (ii) encodes a decay of the coefficients $\beta^*$. It includes several well known settings as special cases.

**Example 1.3.**

(a) ($\ell^{1/\gamma}$-boundedness): For $\gamma \in [1, \infty)$ and some $C_{\ell^{1/\gamma}} > 0$, let the coefficients satisfy $\sum_{j=1}^p |\beta^*_j|^{1/\gamma} \leq C_{\ell^{1/\gamma}}$. Then, Hoelder’s inequality yields

$$\sum_{j \in J} |\beta^*_j| = \sum_{j \in J} |\beta^*_j| \frac{1}{\gamma} |\beta^*_j|^{\frac{2}{\gamma-2}} \leq \left( \sum_{j \in J} |\beta^*_j|^{\frac{1}{\gamma}} \right)^{\frac{\gamma}{\gamma-2}} \left( \sum_{j \in J} |\beta^*_j|^2 \right)^{\frac{\gamma-2}{\gamma}} (1.10)$$

$$\leq \left( C_{\ell^{1/\gamma}} \right)^{\frac{\gamma}{\gamma-2}} \left( \sum_{j \in J} |\beta^*_j|^2 \right)^{\frac{\gamma-2}{\gamma}}$$

for all $J \subset \{1, \ldots, p\}$,

i.e., Assumption (Sparse) (ii) is satisfied with $C_\gamma = (C_{\ell^{1/\gamma}})^{\frac{\gamma}{\gamma-2}}$. For $\gamma \to \infty$, this approaches the setting in (i), in which the support $S$ is finite.

(b) (Polynomial decay): For $\gamma \in (1, \infty)$ and $C_\gamma' \geq C', > 0$, let the coefficients satisfy

$$c'_j \gamma^{-\gamma} \gamma \leq |\beta^*_j| \leq C'_\gamma j^{-\gamma}$$

for all $j \leq p$, (1.11)

where $(\beta^*_j)_{j \leq p}$ is a reordering of the $(\beta^*_j)_{j \leq p}$ with decreasing absolute values. Then, Assumption (Sparse) (ii) is satisfied with $C_\gamma$ proportional to $C'_\gamma (c'_j)^{-2(2\gamma - 2)/(2\gamma - 1)}$, see Lemma A1.2 of Ing [12].

For the covariance structure of the design, we assume subgaussianity and some additional boundedness conditions.

(A3) (SubGD): The design variables are centered subgaussians in $\mathbb{R}^p$ with unit variance, i.e., there exists some $\rho > 0$ such that for all $x \in \mathbb{R}^p$ with $\|x\| = 1$,

$$\mathbb{E}e^{u(x \cdot X)} \leq e^{\frac{u^2}{2\rho^2}}, \quad u \in \mathbb{R} \quad \text{and} \quad \text{Var}(X^{(j)}) = 1$$

for all $j \leq p$.

**Remark 1.4 (Inclusion of an Intercept).** Assumption (SubGD) still allows to include an intercept additional to the design variables. If the intercept is selected, we have just applied Algorithm 1 to the data $Y$ centered at their empirical mean for which (SubGD) is satisfied up to a negligible term. If it is not selected, the result is identical to applying the Algorithm without an intercept.

(A4) (CovB): The complete covariance matrix $\Gamma := \text{Cov}(X_1)$ of one design observation is bounded from below, i.e., there exists some $c_\lambda > 0$ such that the smallest eigenvalue of $\Gamma$ satisfies

$$\lambda_{\min}(\Gamma) \geq c_\lambda > 0.$$ (1.12)

Further, we assume that there exists $C_{\text{Cov}} > 0$ such that the partial population covariance matrices $\Gamma_J := (\Gamma_{jk})_{j,k \in J}$, for $J \subset \{1, \ldots, p\}$, satisfy

$$\sup_{|J| \leq M_n, k \notin J} \|\Gamma_J^{-1} v_k\|_1 < C_{\text{Cov}}$$ (1.13)

with $M_n := \sqrt{n/((\sigma^2 + \rho^4) \log p)}$, where $v_k := (\text{Cov}(X^{(k)}_1, X^{(j)}_1))_{j \in J} \in \mathbb{R}^{|J|}$ is the vector of covariances between the $k$-th covariate and the covariates from the set $J$. 

Lemma 1.6

Section 1.3.

Lemma 1.6

\((\Gamma^{-1}v_k)_{j \in J}\) is the vector of coefficients for the \(X^{(j)}_j, j \in J,\) in the conditional expectation \(\mathbb{E}(X^{(k)}_1|X^{(j)}_1, j \in J).\) \(M_n\) will be the largest iteration of Algorithm 1 for which we need control over the covariance structure. Condition (1.13) imposes a restriction on the correlation between the covariates.

Example 1.5.

(a) **Uncorrelated design**: For \(\Gamma = I_p,\) condition (1.13) is satisfied for any choice \(C_{Cov} > 0,\) since the left-hand side of the condition is zero.

(b) **Bounded cumulative coherence**: For \(m \geq 0\) and \(J \subset \{1, \ldots, p\},\) let

\[
\mu_1(m) := \max_{k \leq p} \max_{|J| \leq m, k \notin J} \sum_{j \in J} \text{Cov}(X^{(k)}_1, X^{(j)}_1)
\]

be the cumulative coherence function. Then,

\[
\sup_{|J| \leq M_n, k \notin J} \|\Gamma^{-1}v_k\|_1 \leq \sup_{|J| \leq M_n, k \notin J} \|\Gamma^{-1}\|_1 \mu_1(M_n),
\]

where \(\|\Gamma^{-1}\|_1\) denotes the column sum norm. Under the assumption that both quantities on the right-hand side are bounded, condition (1.13) is satisfied. Under the stronger assumption that \(\mu_1(M_n) < 1/2,\) it can be shown that condition (1.13) is satisfied with \(C_{Cov} = 1.\) This is the exact recovery condition in Theorem 3.5 of Tropp [23].

As in Ing [12], condition (1.13) guarantees that the coefficients \(\beta((I - \Pi_J)f^*)\) of the population residual term \((I - \Pi_J)f^*\) satisfy

\[
\|\beta((I - \Pi_J)f^*)\|_1 = \|\beta^* - \beta((I - \Pi_J)f^*)\|_1 \leq (C_{Cov} + 1) \sum_{j \notin J} |\beta^*_j|
\]

for all \(|J| \leq M_n,\)

where \(J\) ranges over all subsets of \(\{1, \ldots, p\}.\) A derivation is stated in Lemma C.1. Equation (1.16) provides a uniform bound on the vector difference of the finite time predictor coefficients \(\beta((I - \Pi_J)f^*)\) of \(\Pi_J f^*\) and the infinite time predictor coefficients \(\beta^*.\) In the literature on autoregressive modeling, such an inequality is referred to as a uniform Baxter’s inequality, see Ing [12] and the references therein, Baxter [2] and Meyer et al. [15].

Under Assumptions (A1) - (A4), explicit bounds for the population bias and the stochastic error are available. In the formulation of the results, the postpositioned “with probability converging to one” always refers to the whole statement including quantification over \(m \geq 0,\) see also Section 1.3.

Lemma 1.6 (Bound for the population stochastic error, Ing [12]). Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), there is a constant \(C_{Stoch} > 0\) such that

\[
S_m \leq C_{Stoch} \begin{cases} 
(\sigma^2 + \|\beta^*\|_2^2 \rho^4 1\{m \leq \hat{m}\}) m \log p, & \beta^* s\text{-sparse}, \\
(\sigma^2 + \rho^4) m \log p, & \beta^* \gamma\text{-sparse} \end{cases}
\]

for all \(m \geq 0\)

with probability converging to one, where \(\hat{m} = \inf\{m \geq 0 : S \subset \hat{J}_m\}.\)

The stochastic error grows linearly in \(m,\) whereas, up to lower order terms, the bias decays exponentially when \(\beta^*\) is \(s\)-sparse and with a rate \(m^{1 - 2\gamma}\) when \(\beta^*\) is \(\gamma\)-sparse.

Proposition 1.7 (Bound for the population bias, Ing [12]). Under Assumptions (SubGE),
(Sparse), (SubGD) and (CovB), there are constants $c_{Bias}, C_{Bias} > 0$ such that

$$ B_m^2 \leq C_{Bias} \begin{cases} \|f^\ast\|_2^2 \exp\left(-\frac{c_{Bias} m}{s}\right) + \|\beta^\ast\|_1 \frac{s \log p}{n}, & \beta^\ast \text{s-sparse}, \\ m^{1-2\gamma} + \left(\frac{\sigma^2 + \rho^4}{n} \log p\right)^{1-\frac{1}{\gamma}}, & \beta^\ast \gamma\text{-sparse} \end{cases} $$

for all $m \geq 0$

with probability converging to one. When $\beta^\ast$ is $s$-sparse, on the corresponding event, there is a constant $C_{supp} > 0$ such that

$$ S \subseteq \hat{J}_{C_{supp}}. $$

Lemma 1.6 and Proposition 1.7 are essentially proven in Ing [12] but not stated explicitly. We include derivations in Appendix C to keep this paper self-contained.

Under $s$-sparsity, the definition of the population bias guarantees that

$$ B_m^2 = 0 \quad \text{for all } m \geq C_{supp}s $$

with probability converging to one and under $\gamma$-sparsity, the upper bounds from Lemma 1.6 and Proposition 1.7 balance at an iteration of size $(n/((\sigma^2 + \rho^4) \log p))^{1/(2\gamma)}$. We obtain that for

$$ m_{s, \gamma}^\ast := \begin{cases} C_{supp}s, & \beta^\ast \text{s-sparse}, \\ \frac{n}{(\sigma^2 + \rho^4) \log p}^{\frac{1}{\gamma}}, & \beta^\ast \gamma\text{-sparse}, \end{cases} $$

there exists a constant $C_{Risk} > 0$ such that with probability converging to one, the population risk satisfies

$$ \|\hat{F}(m_{s, \gamma}^\ast) - f^\ast\|_2^2 \leq C_{Risk} \mathcal{R}(s, \gamma) $$

with the rates

$$ \mathcal{R}(s, \gamma) := \begin{cases} \sigma^2 s \log p, & \beta^\ast \text{s-sparse}, \\ \left(\frac{\sigma^2 + \rho^4}{n} \log p\right)^{1-\frac{1}{\gamma}}, & \beta^\ast \gamma\text{-sparse}. \end{cases} $$

In Lemmas 2.7 and 2.5, we show that the empirical quantities $b_m^2$ and $s_m$ satisfy bounds analogous to those stated in Proposition 1.7 and Lemma 1.6, such that also

$$ \|\hat{F}(m_{s, \gamma}^\ast) - f^\ast\|_n^2 \leq C_{Risk} \mathcal{R}(s, \gamma) $$

under the respective assumptions.

In general, we cannot expect to improve the rates $\mathcal{R}(s, \gamma)$ neither for the population nor for the empirical risk, see Ing [12] and our discussion in Section 2.3. Consequently, under $s$-sparsity, we call a data-driven selection criterion $\hat{m}$ adaptive to a parameter set $T \subset \mathbb{N}_0$ for one of the two risks, if the choice $\hat{m}$ attains the rate $\mathcal{R}(s, \gamma)$ simultaneously over all $s$-sparse signals $f^\ast$ with $s \in T$, without any prior knowledge of $s$. We call $\hat{m}$ optimally adaptive, if the above holds for $T = \mathbb{N}_0$. Under $\gamma$-sparsity, we define adaptivity analogously with parameters sets $T \subset [1, \infty)$ instead. Ideally, $\hat{m}$ would be optimally adaptive both under $s$- and $\gamma$-sparsity even without any prior knowledge about what class of sparsity assumption is true for a given signal. Ing [12] proposes to determine $\hat{m}$ via a high-dimensional Akaike criterion, which is in fact optimally adaptive for the population risk under both sparsity assumptions. In order to compute $\hat{m}$, however, the full iteration path of Algorithm 1 has to be computed as well.

Our second main result states that optimal adaptation is also achievable by a computationally efficient procedure, given by the early stopping rule in Equation (1.8). The proof of Theorem 1.8 is developed in Section 3.
Theorem 1.8 (Optimal adaptation for the population risk). Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), choose \( \hat{\sigma}^2 \) in Equation (1.8) such that there is a constant \( C_{\text{Noise}} > 0 \) for which

\[
|\hat{\sigma}^2 - \|\epsilon\|^2_n| \leq C_{\text{Noise}} R(s, \gamma)
\]

with probability converging to one. Then, the population risk at the stopping time in Equation (1.8) with \( C_r = c(\hat{\sigma}^2 + \rho^4) \) for any \( c > 0 \) satisfies

\[
\|\hat{F}(\tau) - f^*\|^2_{L^2} \leq C_{\text{PopRisk}} R(s, \gamma)
\]

with probability converging to one for a constant \( C_{\text{PopRisk}} > 0 \).

Under the additional Assumptions (Sparse), (SubGD) and (CovB), the bounds in Lemmas 2.7 and 2.5 also allow to translate Theorem 1.2 into optimal convergence rates by setting \( m = m_{s, \gamma}^* \) from Equation (1.18):

Corollary 1.9 (Optimal adaptation for the empirical risk). Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), the empirical risk at the stopping time in Equation (1.8) with \( C_r = C(\sigma^2 + \rho^4) \) with \( C \geq 12 \) satisfies

\[
\|\hat{F}(\tau) - f^*\|^2_n \leq C_{\text{EmpRisk}} R(s, \gamma) + |\hat{\sigma}^2 - \|\epsilon\|^2_n|
\]

with probability converging to one for a constant \( C_{\text{EmpRisk}} > 0 \).

In order for sequential early stopping to be adaptive over a parameter subset \( T \) from \( \mathbb{N}_0 \) or \( [1, \infty) \), all of our results above require an estimator of the empirical noise level that attains the rates \( R(s, \gamma) \) for the absolute loss. In Proposition 4.2, we show that such an estimator does in fact exist, even for \( T \) equal to \( \mathbb{N}_0 \) and \( [1, \infty) \). Together, this establishes that an optimally adaptive, fully sequential choice of the iteration in Algorithm 1 is possible. This is a strong positive result, given the fact that in previous settings adaptations has only been possible for restricted subsets of parameters, see Blanchard et al. [3] and Celisse and Wahl [8]. The two-step procedure, which we analyze in detail in Section 5, further robustifies this method against deviations in the stopping time and reduces the assumptions necessary for the noise estimation.

1.3. Further notation

We overload both the notation of the empirical and the population inner products with functions and vectors respectively, i.e., for \( f, g : \mathbb{R}^p \rightarrow \mathbb{R} \), we set

\[
\|f\|_n^2 := \frac{1}{n} \sum_{i=1}^{n} f(X_i)^2 \quad \text{and} \quad \langle f, g \rangle_n := \frac{1}{n} \sum_{i=1}^{n} f(X_i)g(X_i)
\]

and also, e.g.,

\[
\langle \epsilon, f \rangle_n := \frac{1}{n} \sum_{i=1}^{n} \epsilon_i f(X_i) \quad \text{or} \quad \|Y\|_{L^2}^2 := EY^2.
\]

Further, as in Bühlmann [6], for \( j \leq p \), we denote the \( j \)-th coordinate projection as \( g_j(x) := x^{(j)}, x \in \mathbb{R}^p \), and vectors of dot products via

\[
\langle \cdot, g_j \rangle_n := \langle \cdot, g_j \rangle_n |_{J} \in \mathbb{R}^{|J|} \quad \text{and} \quad \langle \cdot, g_J \rangle_{L^2} := \langle \cdot, g_J \rangle_{L^2} |_{J} \in \mathbb{R}^{|J|}
\]

for \( J \subset \{1, \ldots, p\} \). This way, Equation (1.13) in Assumption (CovB) can be restated as

\[
\sup_{|J| \leq M, k \notin J} \| \Gamma_J^{-1} (g_k, g_J)_{L^2} \|_1 \leq C_{\text{Cov}}.
\]
Analogously to the population covariance matrix $\Gamma = ((g_j, g_k)_{L^2})_{j,k \leq p}$, we define the empirical covariance matrix $\tilde{\Gamma} := ((g_j, g_k)_{n})_{j,k \leq p}$. Using the same notation for partial matrices as in Assumption (CovB) and $Y^{(J)} = (X^{(J)}_{i})_{i \leq n, j \in J} \in \mathbb{R}^{n \times |J|}$, the projections $\hat{\Pi}_J$ and $\Pi_J$ can be written as

$$\hat{\Pi}_J : \mathbb{R}^n \rightarrow \mathbb{R}^n, \quad \hat{\Pi}_J y := (Y^{(J)})^\top \Gamma_J^{-1}(y, g_J)_n, \quad \Pi_J h := g_J^\top \Gamma_J^{-1}(h, g_J)_{L^2}$$

for $J \subset \{1, \ldots, p\}$.

At points where we switch between a linear combination $f$ of the columns of the design and its coefficients, we introduce the notation $\beta(f)$. We use this, e.g., for the coefficients of the population residual function $\beta((I - \Pi_m)f^*)$ as in Equation (1.16). For coefficients $\beta \in \mathbb{R}^p$, we also use the general set notation $\beta_J := (\beta_j)_{j \in J} \in \mathbb{R}^{|J|}$ for $J \subset \{1, \ldots, p\}$.

Throughout the paper, variables $c > 0$ and $C > 0$ denote small and large constants respectively. They may change from line to line and can depend on constants defined in our assumptions. They are, however, independent of $n, \sigma^2$ and $p^2$.

Many statements in our results are formulated with a postpositioned “with probability converging to one”. This always refers to the whole statement including quantifiers. E.g. in Lemma 2.5, the result is to be read as: There exists an event with probability converging to one on which for all iterations $m \geq 0$, the inequality $s_m \leq C\sigma^2 m \log(p)/n$ is satisfied.

## 2. Empirical risk analysis

Since the stopping time $\tau$ in Equation (1.2) is defined in terms of the squared empirical residual norm $r^2_n m \geq 0$, its functioning principles are initially best explained by analyzing the stopped empirical risk $\|\hat{F}^{(\tau)} - f^*\|_n^2$. We begin by formulating an intuition for why $\tau$ is adaptive.

### 2.1. An intuition for sequential early stopping

Ideally, an adaptive choice $\hat{m}$ of the iteration in Algorithm 1 would approximate the classical oracle iteration $m^*$ from Equation (1.6), which minimizes the empirical risk. The sequential stopping time $\tau$, however, does not have a direct connection to $m^*$. In fact, its sequential definition guarantees that $\tau$ does not incorporate information about the squared bias $b_m^2$ for iterations $m > \tau$. Instead, $\tau$ mimics the balanced oracle iteration

$$m^b = m^b(f^*) := \inf\{m \geq 0 : b_m^2 \leq s_m\}.$$  \hspace{1cm} (2.1)

Fortunately, the empirical risk at $m^b$ is essentially optimal up to a small discretization error, which opens up the possibility of sequential adaptation in the first place.

**Lemma 2.1** (Optimality of the balanced oracle). The empirical risk at the balanced oracle iteration $m^b$ satisfies

$$\|\hat{F}^{(m^b)} - f^*\|_n^2 \leq 2\|\hat{F}^{(m^*)} - f^*\|_n^2 + \Delta(s_{m^*}) = 2\min_{m \geq 0} \|\hat{F}^{(m)} - f^*\|_n^2 + \Delta(s_{m^*}),$$

where $\Delta(s_m) := s_m - s_{m-1}$ is the discretization error of the empirical stochastic error at $m$.

**Proof.** If $m^b > m^*$, then the definition of $m^b$ and the monotonicity of $m \mapsto b_m^2$ yield

$$\|\hat{F}^{(m^*)} - f^*\|_n^2 = b_{m^*}^2 + s_{m^*} \leq 2b_{m^*}^2 + \Delta(s_{m^*}) \leq 2b_{m^*}^2 + \Delta(s_{m^*}) \leq 2\|\hat{F}^{(m^b)} - f^*\|_n^2 + \Delta(s_{m^*}).$$

Otherwise, if $m^b \leq m^*$, then analogously, the monotonicity of $m \mapsto s_m$ yields $\|\hat{F}^{(m^b)} - f^*\|_n^2 \leq 2s_{m^*} \leq 2\|\hat{F}^{(m^*)} - f^*\|_n^2.$  \hfill $\Box$
The connection between $\tau$ and $m^b$ can be seen by decomposing the squared residual norm $r_m^2$ into
\[
{r_m^2} = \|(I - \hat{\Pi}_m)f^*\|_n^2 + 2\langle(I - \hat{\Pi}_m)f^*, \varepsilon\rangle_n + \|(I - \hat{\Pi}_m)\varepsilon\|_n^2 \tag{2.3}
\]
with the cross term
\[
c_m := \langle(I - \hat{\Pi}_m)f^*, \varepsilon\rangle_n, \quad m \geq 0. \tag{2.4}
\]
Indeed, Equation (2.3) yields that the stopping condition $r_m^2 \leq \kappa$ is equivalent to
\[
b_m^2 + 2c_m \leq s_m + \kappa - \|\varepsilon\|_n^2. \tag{2.5}
\]
Assuming that $c_m$ can be treated as a lower order term, this implies that, up to the difference $\kappa - \|\varepsilon\|_n^2$, $\tau$ behaves like $m^b$.

The connection between a discrepancy-type stopping rule and a balanced oracle was initially drawn in Blanchard et al. [3, 4]. Whereas their oracle quantities were defined in terms of non-random population versions of bias and variance, ours have to be defined $\omega$-pointwise on the underlying probability space. This is owed to the fact that, even conditional on the design $X$, the squared bias $b_m^2$ is still a random quantity due to the random selection of $\hat{J}_m$ in Algorithm 1. This is a subtle but important distinction, which leads to a substantially different analysis.

### 2.2. A general oracle inequality

In this section, we derive the first main result in Theorem 1.2. As in Blanchard et al. [3], the key ingredient is that via the squared residual norm $r_m^2$, $m \geq 0$, the stopped estimator $\hat{F}(\tau)$ can be compared with any other estimator $\hat{F}(m)$ in empirical norm. Note that the statement in Lemma 2.2 is completely deterministic.

**Lemma 2.2 (Empirical norm comparison).** For any $m \geq 0$, the stopped estimator $\hat{F}(\tau)$ with $\tau$ from Equation (1.2) satisfies
\[
\left\|\hat{F}(\tau) - \hat{F}(m)\right\|_n^2 \leq \left\|\hat{F}(m) - f^*\right\|_n^2 + 2|c_m|
+ (\kappa - \|\varepsilon\|_n^2)1\{\tau < m\} + (\|\varepsilon\|_n^2 + \Delta(r_m^2) - \kappa)1\{\tau > m\},
\]
where $c_m$ is the cross term from Equation (2.4) and $\Delta(r_m^2) := r_m^2 - r_{m-1}^2$ is the discretization error of the squared residual norm at $m$.

**Proof.** Fix $m \geq 0$. We have
\[
\left\|\hat{F}(\tau) - \hat{F}(m)\right\|_n^2 = \|Y - \hat{F}(\tau) + \hat{F}(m) - Y\|_n^2 = r_\tau^2 - 2\langle(I - \hat{\Pi}_\tau)Y, (I - \hat{\Pi}_m)Y\rangle_n + r_m^2
= (r_m^2 - r_\tau^2)1\{\tau > m\} + (r_\tau^2 - r_m^2)1\{\tau < m\}. \tag{2.6}
\]
On $\{\tau > m\}$, we use the definition of $\tau$ in Equation (1.2) to estimate
\[
r_m^2 - r_\tau^2 \leq r_m^2 - \kappa + \Delta(r_\tau^2) = b_m^2 + 2c_m + \|\varepsilon\|_n^2 - s_m - \kappa + \Delta(r_\tau^2) \tag{2.7}
\leq \left\|\hat{F}(m) - f^*\right\|_n^2 + 2c_m + \|\varepsilon\|_n^2 - \kappa + \Delta(r_\tau^2).
\]
On $\{\tau \leq m\}$, analogously, we obtain $r_\tau^2 - r_m^2 \leq \left\|\hat{F}(m) - f^*\right\|_n^2 - 2c_m + \kappa - \|\varepsilon\|_n^2$, which finishes the proof. \qed

In order to translate this norm comparison to an oracle inequality, it suffices to control the cross term and the discretization error of the residual norm. This is already possible under Assumption (SubGE). The proof of Lemma 2.3 is deferred to Appendix B.
Lemma 2.3 (Bounds for the cross term and the discretization error). Under Assumption (SubGE), the following statements hold:

(i) With probability converging to one, the cross term satisfies

\[ |c_m| \leq b_n \sqrt{\frac{4\sigma^2 (m+1) \log p}{n}} \text{ for all } m \geq 0. \]

(ii) With probability converging to one, the discretization error of the squared residual norm satisfies

\[ \Delta(r^2_m) \leq 2b^2_m - 1 + 8\sigma^2 m \log p_n \text{ for all } m \geq 1. \]

Together, Lemmas 2.2 and 2.3 motivate the choice \( \kappa = \kappa_m \) in Equation (1.8), where the additional term \( C_\tau m \log(p)/n \) accounts for the discretization error of the residuals norm. With this choice of \( \kappa \), Lemma 2.2 yields for any fixed \( m \geq 0 \) that

\[ \| \hat{F}(\tau) - f^* \|_n^2 \leq 2\| \hat{F}(\tau) - \hat{F}(m) \|_n^2 + \| \hat{F}(m) - f^* \|_n^2 \]
\[ \leq 2(2\| \hat{F}(m) - f^* \|_n^2 + 2|c_m| + (\kappa_\tau - \| \varepsilon \|_n^2)1\{\tau < m\}) \]
\[ + (\| \varepsilon \|_n^2 + \Delta(r^2_\tau) - \kappa_\tau)1\{\tau > m\}). \]

Under Assumption (SubGE), with probability converging to one, the estimates from Lemma 2.3 then imply that on \( \{\tau < m\} \),

\[ \| \hat{F}(\tau) - f^* \|_n^2 \leq 6\| \hat{F}(m) - f^* \|_n^2 + \frac{(8\sigma^2 + C_\tau) m \log p}{n} + \hat{\sigma}^2 - \| \varepsilon \|_n^2, \] (2.9)

using that \( 4(m+1) \leq 8m \). Analogously, on \( \{\tau > m\} \), we obtain

\[ \| \hat{F}(\tau) - f^* \|_n^2 \leq 7\| \hat{F}(m) - f^* \|_n^2 + \frac{8\sigma^2 m \log p}{n} + \frac{(8\sigma^2 - C_\tau) \tau \log p}{n} + \| \varepsilon \|_n^2 - \hat{\sigma}^2, \] (2.10)

where we have used that \( b^2_{m+1} \leq b^2_m \). Combining the events and taking the infimum over \( m \geq 0 \) yields the result in Theorem 1.2. We reiterate that here, it is the \( \omega \)-pointwise analysis that preserves the term \( |\hat{\sigma}^2 - \| \varepsilon \|_n^2| \) in the result.

2.3. Explicit bounds for empirical quantities

In order to derive a convergence rate from Theorem 1.2, we need explicit bounds for the empirical quantities involved. These will also be essential for the analysis of the stopped population risk. We begin by establishing control over the most basic quantities.

Lemma 2.4 (Uniform bounds in high probability). Under Assumptions (SubGE) and (SubGD), the following statements hold:

(i) There exists some \( C_g > 0 \) such that with probability converging to one,

\[ \sup_{j,k\leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}| \leq C_g \sqrt{\frac{p^2 \log p}{n}}. \]

(ii) There exists some \( C_\varepsilon > 0 \) such that with probability converging to one,

\[ \sup_{j\leq p} |\langle \varepsilon, g_j \rangle_n| \leq C_\varepsilon \sqrt{\frac{\hat{\sigma}^2 \log p}{n}}. \]
(iii) There exists some \( C_\Gamma > 0 \) such that for any fixed \( c_{\text{Cov}} > 0 \),
\[
\sup_{|J| \leq C_{\text{Cov}}n/\log p} \frac{\|\hat{\Gamma}_J - \Gamma_J\|_{\text{op}}}{\rho^2} \leq c_{\text{Cov}}C_\Gamma,
\]
with probability converging to one.

(iv) There exist \( c_{\text{Cov}}, C_{\Gamma^{-1}} > 0 \) such that with probability converging to one,
\[
\sup_{|J| \leq C_{\text{Cov}}n/\log p} \|\hat{\Gamma}_J^{-1}\|_{\text{op}} \leq C_{\Gamma^{-1}}.
\]

Some version of this is needed in all results for \( L^2 \)-boosting in high-dimensional models, see Lemma 1 in Bühlmann [6], Lemma A.2 in Ing and Lai [13] or Assumptions (A1) and (A2) in Ing [12]. A proof for our setting is detailed in Appendix B. Note that Lemma 2.4 (iii) and (iv) improve the control to subsets \( J \) with cardinality of order up to \( n/\log p \) from Lemma A.2 in Ing and Lai [13], where only subsets of order \( \sqrt{n/\log p} \) could be handled. For our results, we only need that \( M_n \leq c_{\text{Cov}}n/\log p \) for \( n \) sufficiently large, however, this could open up further research into the setting where \( \gamma \in (1/2, 1) \), i.e., when \( m_{*,\gamma}^{*} \) can be of order \( n/\log p \), see also Barron et al. [1].

From Lemma 2.4, we obtain that the empirical stochastic error \( s_m \) satisfies a similar upper bound as its population counterpart \( S_m \).

**Lemma 2.5** (Bound for the empirical stochastic error). Under Assumptions (SubGE) and (SubGD), the empirical stochastic error satisfies
\[
s_m \leq C \frac{\sigma^2 m \log p}{n} \quad \text{for all } m \geq 0
\]
with probability converging to one.

**Proof.** For \( m \leq c_{\text{iter}}n/\log p \), using the notation from Equation (1.26), we can write
\[
s_m = \langle \varepsilon, \hat{\Pi}_m \varepsilon \rangle_n = \langle \varepsilon, g_{\hat{J}_m}^{*} \hat{\Gamma}_m^{-1} \langle \varepsilon, g_{\hat{J}_m} \rangle_n \rangle \leq \|\hat{\Gamma}_m^{-1} \langle \varepsilon, g_{\hat{J}_m} \rangle_n \|_1 \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n| \leq \sqrt{m} \|\hat{\Gamma}_m^{-1} \langle \varepsilon, g_{\hat{J}_m} \rangle_n \|_2 \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n| \leq \|\hat{\Gamma}_m^{-1}\|_{\text{op}} \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n|.
\]

This yields the result for \( m \leq M_n^2 \) by taking the supremum and applying the bounds from Lemma 2.4 (ii) and (iv). For \( m > c_{\text{iter}}n/\log p \), the bound is also satisfied, since \( s_m \leq \|\varepsilon\|_n^2 \leq C \text{Var}(\varepsilon_1) = C\sigma^2 \leq C\sigma^2 \) with probability one. \( \Box \)

In order to relate the empirical bias to the population bias, we use a norm change inequality from Ing [12], which we extend to the \( s \)-sparse setting. A complete derivation, which is based on the uniform Baxter inequality in (1.16), is stated in Appendix C.

**Proposition 2.6** (Fast norm change for the bias). Under Assumptions (Sparse) and (CovB), the squared population bias \( B_m^2 = \|(I - \Pi_m)f^*\|_{L^2}^2 \) satisfies the norm change inequality
\[
\left\|\|\Pi_m f^*\|_{L^2}^2 - \|\Pi_{m_0} f^*\|_{L^2}^2\right\|_2 \leq C \begin{cases}
(s + m)\|(I - \Pi_m)f^*\|_{L^2}^2 \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}|, & \beta^* \text{ \( s \)-sparse}, \\
\left(\|(I - \Pi_m)f^*\|_{L^2}^2 \right)^{\frac{2\gamma-2}{2\gamma-4}} \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}|, & \beta^* \text{ \( \gamma \)-sparse},
\end{cases}
\]
for any \( m \leq M_n \) and \( n \) large enough.

Proposition 2.6 will appear again in analyzing the stopping condition (2.5) in Section 3. Initially, it guarantees that the squared empirical bias \( b_m^2 \) satisfies the same bound as its population counterpart \( B_m^2 \).
Lemma 2.7 (Bound for the empirical bias). Under assumptions (SubGE), (Sparse), (SubGD) and (CovB), the squared empirical bias satisfies

\[
b_m^2 \leq C \left\{ \frac{\|f^*\|^2_s \exp \left( \frac{-t_{\text{Bias}} n}{s} \right) + \|\beta^*\|^2_s \log p}{n} , \quad \beta^* \text{ s-sparse,} \right. \\
m^{1-2\gamma} + \left( \frac{\sigma^2 + \rho^4}{n} \right)^{1-(2\gamma)} , \quad \beta^* \gamma\text{-sparse} \\
\right. \\
\text{for all } m \geq 0
\]

with probability converging to one.

Proof. For a fixed \( m \leq M_n \) and \( n \) large enough, Proposition 2.6 yields the estimate

\[
b_m^2 = \|(I - \Pi_m)f^*\|^2_n \leq \|(I - \Pi_m)f^*\|^2 \leq (s + m)\|f^*\|^2 \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_L| , \quad \beta^* \text{ s-sparse,} \\
+ C \left\{ \|f^*\|^2 \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_L| \right. \\
\right. \\
\text{for all } m \geq \sigma_n^\gamma \text{ with } s = o(n/\log p)^{1/3}. \quad \Box
\]

Applying Lemma 2.4 (i) and Proposition 1.7 then yields the result for \( m \leq M_n \). The monotonicity of \( m \rightarrow b_m^2 \) implies that the claim is also true for any \( m > M_n \) under \( \gamma \)-sparsity. Under \( s \)-sparsity, \( b_m^2 = 0 \) for all \( m \geq \sigma_n^\gamma \) with \( \gamma = o(n/\log p)^{1/3} \). This finishes the proof.

Analogous to Equation (1.19), Lemmas 2.5 and 2.7 imply that at iteration \( m_{n,\gamma}^* \) from Equation (1.18), the empirical risk satisfies the bound

\[
\|\tilde{F}(m_{n,\gamma}^*) - f^*\|^2_n \leq CR(s, \gamma)
\]

with probability converging to one. This yields the result Corollary 1.22. For the empirical risk, we can also argue precisely that such a result cannot be improved upon:

Remark 2.8 (Optimality of the rates). For simplicity, we consider \( p = n \), a fixed, orthogonal (with respect to \( \langle \cdot, \cdot \rangle_n \) design matrix \( X \) and \( \epsilon \sim N(0, \sigma^2 I_n) \). Conceptually, \( \rho^2 = 0 \) in this setting. When \( \beta^* \) is \( \gamma \)-sparse, the squared empirical bias satisfies

\[
b_m^2 = \|(I - \Pi_m)f^*\|^2_n \geq \|\beta(\Pi_m f^*) - \beta^*\|^2_2 \geq \beta^2
\]

for any \( m \leq s \). Similarly, when \( \beta^* \) is \( \gamma \)-sparse,

\[
b_m^2 = \|(I - \Pi_m)f^*\|^2_n \geq \|\beta_{\text{m-term}} - \beta^*\|^2_2,
\]

where \( \beta_{\text{m-term}} \) is the best \( m \)-term approximation of \( \beta^* \) with respect to the euclidean norm. For \( \beta^* \) with polynomial decay as in Equation (1.11), the right-hand side in Equation (2.15) is larger than \( c\sqrt{n^{1-2\gamma}} \), see e.g., Lemma A.3 in Ing [12].

Conversely, for \( f^* = 0 \), the greedy procedure in Algorithm 1 guarantees that

\[
s_m = \|\Pi_m \epsilon\|^2_n = \frac{1}{n} \sum_{j=1}^{m} Z_j^2(n-j+1) \geq \frac{mZ_n^2}{n},
\]

where \( Z_j \) denotes the \( j \)-th order statistic of the \( Z_j := \langle X(j), \epsilon \rangle_n, j \leq p \), which are again independent, identically distributed Gaussians with variance \( \sigma^2 \). Noting that \( s = o((n/\log p)^{1/3}) \), for both \( m = s \) and \( m = (n/(\sigma^2 \log p))^{1/2\gamma} \), the order statistic \( Z_{p-m+1} \) is larger than \( c\sqrt{\sigma^2 \log p} \) with probability converging to one, see Lemma B.2. Consequently, by distinguishing the cases where
m is smaller or greater than s under s-sparsity and the cases where m is smaller or greater than \((n/(\sigma^2 \log p))^{1/(2\gamma)}\) under \(\gamma\)-sparsity, we obtain

\[
\inf_{m \geq 0} \sup_{f^*} \| \hat{F}(m) - f^* \|_n^2 \geq c \begin{cases} 
\frac{\sigma^2 s \log p}{n}, & \beta^* \text{ s-sparsity}, \\
\frac{\sigma^2 s \log p}{n} \left( \frac{1}{n} \right)^{1-\frac{1}{2\gamma}}, & \beta^* \gamma\text{-sparse}
\end{cases}
\] (2.17)

with probability converging to one, where the infimum is taken over either all \(f^*\) satisfying (Sparse) (i) or over all \(f^*\) satisfying (Sparse) (ii).

3. Population risk analysis

In this section, we analyze the stopped population risk \(\| \hat{F}(\tau) - f^* \|_2^2\) with \(\tau\) from Equation (1.8). Unlike the empirical risk, the population risk cannot be expressed in terms of the residuals straight away. Instead, we examine the stopping condition \(r_m^2 \leq \kappa_m\), i.e.,

\[
b_m^2 + 2c_m \leq \sigma^2 - \| \varepsilon \|_n^2 + \frac{C_m \log p}{n} + s_m.
\] (3.1)

We show separately that for a suitable choice of \(\hat{\sigma}^2\), condition (3.1) guarantees that \(\tau\) stops neither too early nor too late. In combination, this yields Theorem 1.8. For the analysis, it becomes essential that we have access to the fast norm change for the population residual term \((I - \Pi_m)f^*\) from Proposition 2.6, which guarantees that empirical and population norm remain of the same size until the squared population bias reaches the optimal rate \(\mathcal{R}(s, \gamma)\). This control is not already readily available by standard tools, e.g., Wainwright [26].

3.1. No stopping too early

The sequential procedure stops too early if the squared population bias \(B_m^2 = \| (I - \Pi_m)f^* \|_L^2\) has not reached the optimal rate of convergence yet, i.e., \(\tau < \hat{m}_{s,\gamma,G}\), where

\[
\hat{m}_{s,\gamma,G} := \begin{cases} 
\inf \{ m \geq 0 : S \subset \hat{J}_m \}, & \beta^* \text{ s-sparsity}, \\
\inf \{ m \geq 0 : \| (I - \Pi_m)f^* \|_L^2 \leq G \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-\frac{1}{2\gamma}} \}, & \beta^* \gamma\text{-sparse}
\end{cases}
\] (3.2)

for any constant \(G > 0\). Note that under (CovB), for s-sparse \(\beta^*\),

\[
B_m^2 = \| (I - \Pi_m)f^* \|_L^2 \begin{cases} 
\geq c_\lambda \| \hat{\beta} \|_2^2 \geq c_\lambda \beta^2, & m < \hat{m}_{s,\gamma,G}, \\
= 0, & m \geq \hat{m}_{s,\gamma,G}.
\end{cases}
\] (3.3)

Therefore, a condition for stopping too early is given by

\[
\exists m < \hat{m}_{s,\gamma,G} : b_m^2 + 2c_m \leq \sigma^2 - \| \varepsilon \|_n^2 + \frac{C_m \log p}{n} + s_m,
\] (3.4)

where we may vary \(G > 0\). Using the norm change inequality for the bias in Proposition 2.6, we can derive that the left-hand side of condition (3.4) is of the same order as \(B_m^2\), i.e.,

\[
b_m^2 + 2c_m \geq \begin{cases} 
\frac{c_\lambda \beta^2}{8}, & \beta^* \text{ s-sparsity}, \\
\frac{G}{8} \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-\frac{1}{2\gamma}}, & \beta^* \gamma\text{-sparse}
\end{cases}
\] (3.5)
with probability converging to one. At the same time, Proposition 1.7 guarantees that $\hat{m}_{s,\gamma,G} \leq m_{s,\gamma}^*$ from Equation (1.18) with probability converging to one for $G$ large enough. Therefore, if $\hat{\sigma}^2$ does not substantially overestimate the empirical noise level and $C_\tau$ is chosen proportional to $(\sigma^2 + \rho^4)$, Lemma 2.5 implies that the right-hand side of condition (3.4) satisfies
\[
\hat{\sigma}^2 - \|\varepsilon\|_n^2 + \frac{C_\tau m \log p}{n} + s_m \leq C R(s, \gamma)
\]
with probability converging to one for a constant $C > 0$ independent of $G$. For $G$ large enough, condition (3.4) can therefore only be satisfied on an event with probability converging to zero. Together, this yields the following result:

**Proposition 3.1 (No stopping too early).** Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), choose $\hat{\sigma}^2$ in Equation (1.8) such that
\[
\hat{\sigma}^2 \leq \|\varepsilon\|_n^2 + C R(s, \gamma)
\]
with probability converging to one. Then, for $G > 0$ large enough and any choice $C_\tau = c(\sigma^2 + \rho^4)$ in (1.8) with $c \geq 0$, the sequential stopping time satisfies $\hat{m}_{s,\gamma,G} \leq \tau < \infty$, with probability converging to one. On the corresponding event, it holds that
\[
B^2_\tau = \|(I - \Pi_\tau)f^*_\tau\|_{L^2}^2 \leq \begin{cases} 0, & \text{if } \beta^* \text{ s-sparse}, \\ t_\beta \left(\frac{(\sigma^2 + \rho^4) \log p}{n}\right)^{1 - \frac{1}{2\gamma}}, & \text{if } \beta^* \text{ s-sparse.} \end{cases}
\]

The technical details of the proof are provided in Appendix A. Proposition 3.1 guarantees that $\tau$ controls the population bias on an event with probability converging to one. It is noteworthy that in order to do so, it is only required that $\hat{\sigma}^2$ is smaller than the empirical noise level up to a lower order term and also the choice $C_\tau = 0$ in Equation (1.8) is allowed. We will further discuss this in Section 5.

### 3.2. No stopping too late

The sequential procedure potentially stops too late when the bound in Lemma 1.6 no longer guarantees that the population stochastic error $S_\tau$ is of optimal order, i.e., when there is no constant $H > 0$ such that $\tau$ can be bounded by $H m_{s,\gamma}^*$ on a large event for $m_{s,\gamma}^*$ from Equation (1.18). For stopping too late, we therefore consider the condition $r_m^2 > \kappa_m$, i.e.,
\[
l_m^2 + 2c_m > \hat{\sigma}^2 - \|\varepsilon\|_n^2 + \frac{C_\tau m \log p}{n} + s_m \quad \text{for} \quad m = H m_{s,\gamma}^*.
\]

For s-sparse $\beta^*$ and $H > 1$, the left-hand side vanishes with probability converging to one due to Proposition 1.7. For $\gamma$-sparse $\beta^*$, the results in Lemma 2.7 and Lemma 2.3 (i) yield that the left-hand side of condition (3.7) is at most of order $\sqrt{H}(\sigma^2 + \rho^4) \log(p)/n^{1-1/(2\gamma)}$ on an event with probability converging to one. At the same time, for $\hat{\sigma}^2$ large enough and a choice $C_\tau = c(\sigma^2 + \rho^4)$ with $c > 0$, the right-hand side is at least of order $H R(s, \gamma)$ also on an event with probability converging to one. Note that this requires a choice $c > 0$, since Lemma 2.5 only provides an upper bound for $s_m$. For $H > 0$ sufficiently large, this yields that condition (3.7) can only be satisfied on an event with probability converging to zero. We obtain the following result:

**Proposition 3.2 (No stopping too late).** Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), choose $\hat{\sigma}^2$ in Equation (1.8) such that
\[
\hat{\sigma}^2 \geq \|\varepsilon\|_n^2 - C R(s, \gamma)
\]
with probability converging to one. Then, for any choice $C_\tau = c(\sigma^2 + \rho^4)$ in (1.8) with $c > 0$, the sequential stopping time satisfies $\tau \leq H m_{s,\gamma}^*$ with probability converging to one for some $H > 0$ large enough. On the corresponding event, it holds that
\[
S_\tau = \|\tilde{f}(\tau) - \Pi_\tau f^*\|_{L^2}^2 \leq C H R(s, \gamma).
\]
The details of the proof can be found in Appendix A. Proposition 3.2 complements Proposition 3.1 in that it guarantees that $\tau$ controls the stochastic error on an event with probability converging to one. Together, the two results imply Theorem 1.8. As in Theorem 1.2, it is the $\omega$-pointwise analysis of the stopping condition preserves the term $|\hat{\sigma}^2 - \|\varepsilon\|_n^2|$ in the condition of the result.

4. Estimation of the empirical noise level

For any real application, the results in Theorem 1.2 and Theorem 1.8 require access to a suitable estimator $\hat{\sigma}^2$ of the empirical noise level $\|\varepsilon\|_n^2$. In this section, we demonstrate that under reasonable assumptions, such estimators do in fact exist. In particular, we analyze the Scaled Lasso noise estimate $\hat{\sigma}$ from Sun and Zhang [21] in our setting. It is noteworthy that our estimation target is the empirical noise level $\|\varepsilon\|_n^2$ rather than its almost sure limit $\text{Var}(\varepsilon_1)$.

Remark 4.1 (Estimating $\|\varepsilon\|_n^2$ vs. $\text{Var}(\varepsilon_1)$). In general, it is easier to estimate $\|\varepsilon\|_n^2$ than $\text{Var}(\varepsilon_1)$. We illustrate this fact in the simple location-scale model

$$Y_i = \mu + \varepsilon_i, \quad i = 1, \ldots, n,$$

(4.1)

where $\varepsilon_i \sim N(0, \sigma^2)$ i.i.d. Simple calculations yield that the standard noise estimator $\hat{\sigma}^2 := \|Y - \hat{\mu}(1, \ldots, 1)\|_n^2$ with $\hat{\mu} = n^{-1} \sum_{i=1}^n Y_i$ satisfies

$$E_{\sigma^2} |\hat{\sigma}^2 - \|\varepsilon\|_n^2| \leq C \frac{\sigma^2}{n} \quad \text{for all } \sigma^2 > 0,$$

(4.2)

where the subscript $\sigma^2$ denotes the expectation with respect to $N(0, \sigma^2)$. Conversely, for $\text{Var}(\varepsilon_1) = \sigma^2$, a convergence rate of $n^{-1}$ can only be reached for the squared risk. Indeed, it follows from an application of van-Trees’s inequality, see Gill and Levit [11], that for any $\delta^2 > 0$,

$$\inf_{\sigma^2} \sup_{\sigma^2 > \delta^2} E_{\sigma^2} (\hat{\sigma}^2 - \sigma^2)^2 \geq \frac{\delta^4}{n},$$

(4.3)

for $n \in \mathbb{N}$ sufficiently large, where the infimum is taken over all measurable functions $\hat{\sigma}^2$. This indicates that for the absolute risk we cannot expect a rate faster than $n^{-1/2}$.

The fact that in general, $\|\varepsilon\|_n^2$ can be estimated with a faster rate than $\text{Var}(\varepsilon_1)$ together with the $\omega$-pointwise analysis is essential in circumventing a lower bound restriction as in Corollary 2.5 of Blanchard et al. [3].

We briefly recall the approach in Sun and Zhang [21]. The authors consider the joint minimizer $(\hat{\beta}, \hat{\sigma})$ of the Scaled Lasso objective

$$L_{\lambda_0}(\beta, \sigma) := \frac{\|Y - X\beta\|_n^2}{2n\sigma} + \frac{\sigma}{2} + \lambda_0 \|\beta\|_1, \quad \beta \in \mathbb{R}^p, \sigma > 0,$$

(4.4)

where $\lambda_0$ is a penalty parameter chosen by the user. Since $L_{\lambda_0}$ is jointly convex in $(\beta, \sigma)$, the minimizer can be implemented efficiently. For $\lambda > 0$ and $\xi > 1$, they set

$$\mu(\lambda, \xi) := (\xi + 1) \min_{J \subseteq \{1, \ldots, p\}} \min_{\nu \in (0,1)} \max \left( \frac{\|\beta_J\|_1}{\nu}, \frac{\lambda \|J\|/(1 - \nu)}{\kappa^2((\xi + \nu)/(1 - \nu), J)} \right),$$

(4.5)

with the compatibility factor

$$\kappa^2(\xi, J) := \min \left\{ \frac{\|X\Delta\|_n^2}{\|\Delta J\|_1^2} : \|\Delta J\|_1 \leq \xi \|\Delta J\|_1 \right\},$$

(4.6)

see Bühlmann and van de Geer [7]. In Theorem 2 of [21], Sun and Zhang then show that

$$\max \left( 1 - \frac{\hat{\sigma}}{\|\varepsilon\|_n}, 1 - \frac{\|\varepsilon\|_n}{\hat{\sigma}} \right) \leq \alpha^* := \frac{\lambda_0 \mu(\|\varepsilon\|_n \lambda_0, \xi)}{\|\varepsilon\|_n},$$

(4.7)
on the event
\[
\Omega_{\text{Noise}} := \left\{ \sup_{j \leq p} \langle g_j, \varepsilon \rangle_n \leq (1 - \alpha^*) \frac{\xi - 1}{\xi + 1} \| \varepsilon \|_n \lambda_0 \right\}. \tag{4.8}
\]

In our setting, due to Lemma 2.4 (i), \( \Omega_{\text{Noise}} \) is an event with probability converging to one when \( \lambda_0 \) is of order \( \sqrt{\log(p)/n} \). Further, it can be shown that in this case,
\[
\mu(\| \varepsilon \|_n \lambda_0, \xi) \leq C \begin{cases} 
s \sqrt{\frac{\| \varepsilon \|_n^2 \log p}{n}}, & \beta^* s\text{-sparse}, \\
\frac{\| \varepsilon \|_n^2 \log p}{n}^{\frac{1}{2}} & \beta^* \gamma\text{-sparse},
\end{cases}
\]

as long as the compatibility factor from Equation (4.6) is strictly positive. Usually this can be guaranteed on an event with high probability: When the rows of design matrix \( X \) are given by \((X_i)_{i \leq n} \sim N(0, \Gamma)\) i.i.d., e.g., Theorem 7.16 in Wainwright [26] guarantees that the compatibility factor satisfies
\[
\kappa^2(\xi, J) \geq \frac{\lambda_{\min}(\Gamma)}{16} \quad \text{whenever } |J| \leq \frac{(1 + \xi)^{-2}}{800} \frac{\lambda_{\min}(\Gamma)}{\max_{j \leq p} \Gamma_{jj} \log p} \tag{4.10}
\]
with probability larger than \( 1 - e^{-n/32}/(1 - e^{-n/32}) \). The combination of these results allow to formulate Proposition 4.2, which is applicable to the setting in Corollary 1.22 and Theorem 1.8. The proof is given Appendix A.

**Proposition 4.2** (Fast noise estimation). *Under Assumptions (SubGE), (Sparse) and (CovB) with Gaussian design \((X_i)_{i \leq n} \sim N(0, \Gamma)\) i.i.d., set \( \xi > 1 \) and \( \lambda_0 = C_\lambda_0 (\xi + 1)/(\xi - 1) \sqrt{\log(p)/n} \) with \( C_\lambda_0 \geq 2C_2 \sigma/\sigma \). Then, with probability converging to one, the Scaled lasso noise estimator \( \hat{\sigma}^2 \) satisfies
\[
|\hat{\sigma}^2 - \| \varepsilon \|_n^2 | \leq \frac{2\| \varepsilon \|_n^2 \alpha^*}{(1 - \alpha^*)^2} \quad \text{with } \alpha^* = \frac{\lambda_0 \mu(\| \varepsilon \|_n \lambda_0, \xi)}{\| \varepsilon \|_n}.
\]

In particular, for any fixed choice \( \xi > 1 \), this implies that with probability converging to one,
\[
|\hat{\sigma}^2 - \| \varepsilon \|_n^2 | \leq C \begin{cases} 
\frac{\sigma^2 s \log p}{n}, & \beta^* s\text{-sparse}, \\
\left( \frac{\sigma^2 \log p}{n} \right)^{1-1/(2\gamma)} & \beta^* \gamma\text{-sparse},
\end{cases}
\]

The rates in Proposition 4.2 match the rates in Corollary 1.22 and Theorem 1.8. Under the respective assumptions, the combination of the stopping time \( \tau \) from Equation (1.8) with the estimator \( \hat{\sigma}^2 \) therefore provides a fully data-driven sequential procedure which guarantees optimal adaptation to the unknown sparsity parameters \( s \in \mathbb{N}_0 \) or \( \gamma \in [1, \infty) \).

5. Numerical simulations and a two-step procedure

In this section, we illustrate our main results by numerical simulations. Here, we focus on the noise estimation aspects of our results in the regression setting with uncorrelated design. A more extensive simulation study, including correlated design and the classification setting from Example 1.1 (b) with heteroscedastic error terms is provided in Appendix D. The simulations confirm our theoretical results but also reveal some shortcomings stemming from the sensitivity of our method with regard to the noise estimation. We address this by proposing a two-step procedure that combines early stopping with an additional model selection step.
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5.1. Numerical simulations for the main results

All of our simulations are based on 100 Monte-Carlo runs of a model in which both sample size $n$ and parameter size $p$ are equal to 1000. We examine signals $f$ with coefficients $\beta$ corresponding to the two sparsity concepts in Assumption (Sparse). We consider the $s$-sparse signals

$$\beta^{(15)}_j = \begin{cases} 1 & \text{if } 1 \leq j \leq 5 \\ 0.5 \cdot 1 & \text{if } 6 \leq j \leq 10 \\ 0.25 \cdot 1 & \text{if } 11 \leq j \leq 15 \end{cases},$$

$$\beta^{(60)}_j = \begin{cases} 1 & \text{if } 1 \leq j \leq 20 \\ 0.5 \cdot 1 & \text{if } 21 \leq j \leq 40 \\ 0.25 \cdot 1 & \text{if } 41 \leq j \leq 60 \end{cases},$$

$$\beta^{(90)}_j = \begin{cases} 1 & \text{if } 1 \leq j \leq 30 \\ 0.5 \cdot 1 & \text{if } 31 \leq j \leq 60 \\ 0.25 \cdot 1 & \text{if } 61 \leq j \leq 90 \end{cases},$$

for $s \in \{15, 60, 90\}$ and the $\gamma$-sparse signals

$$\beta^{(3)}_j := j^{-3}, \quad \beta^{(2)}_j := j^{-2}, \quad \beta^{(1)}_j := j^{-1}, \quad j \leq p$$

for $\gamma \in \{3, 2, 1\}$. Note that the definition of Algorithm 1 allows to consider decreasingly ordered coefficients without loss of generality. In a second step, we normalize all signals to the same $\ell^1$-norm of value 10. Since the Scaled Lasso penalizes the $\ell^1$-norm, this is necessary to make the noise estimations comparable between simulations. For both the covariance structure of the design and the noise terms $\varepsilon$, we consider independent standard normal variables. For the early stopping time $\tau$ in Equation (1.8), we focus on the noise level estimate $\hat{\sigma}^2$. For our theoretical results, $C_\tau > 0$ was needed to control the discretization error $\Delta(\tau^2)$ of the residual norm and to counteract the fact that Lemma 2.5 does not provide a lower bound of the same size. Since empirically, both of these aspect do not pose any problems, it seems warranted to set $C_\tau = 0$ and exclude this hyperparameter from our simulation study. The simulation in Figure 1 of Section 1 is based on $\beta^{(2)}$. The estimated noise result used a penalty $\lambda_0 = \sqrt{\log(p)/n}$ for the Scaled Lasso. The two-step procedure used $\lambda_0 = \sqrt{0.5 \log(p)/n}$ and $C_{AIC} = 2$. The HDAIC-procedure from Ing [12] was computed with $C_{HDAIC} = 2$, see also the discussion in Section 5.2.

As a baseline for the potential performance of sequential early stopping, we consider the setting in which we have access to the true empirical noise level and set $\hat{\sigma}^2 = \|\varepsilon\|_{n}^2$. As a performance metric for a simulation run, we consider the relative efficiency

$$\min_{m \geq 0} \frac{\|\hat{F}^{(m)} - f^*\|/\|\hat{F}^{(\tau)} - f^*\|}{n},$$

for the two scenarios shown in Figure 2 and 3.
which can be interpreted as a proxy for the constant $C_{\text{Risk}}^{-1/2}$ in Theorem 1.8. We choose this quantity rather than its inverse because it makes for clearer plots. Values bounded away from zero indicate optimal adaptation up to a constant. Values closer to one indicate better estimation overall. We report boxplots of the relative efficiencies in Figure 2. The values are clearly bounded away from zero and close to one, indicating that with access to the true empirical noise level $\|\epsilon\|^2_n$, the sequential early stopping procedure achieves optimal adaptation simultaneously over different sparsity levels for both sparsity concepts from Assumption (Sparse). This is expected, from the results in Theorem 1.2, Corollary 1.22 and Theorem 1.8. The oracles $m^\circ$ and $m^\bullet$ vary only very little over simulation runs. Their medians, in the same order as the signals displayed in Figure 2, are given by (4, 7, 14, 15, 45, 53) and (5, 10, 31, 15, 51, 66) respectively. This is nearly identically replicated by the median sequential early stopping times (5, 9, 23, 15, 44, 52).

In our second simulation, we estimate the empirical noise level using the Scaled lasso estimator $\hat{\sigma}^2$ from Section 4. For the penalty parameter, we opt for the choice $\lambda_0 = \sqrt{\log(p)/n}$, which tended to have the best performance in the simulation study in Sun Zhang [21]. Note that the choice of $\lambda_0$ in Proposition 4.2 is scale invariant, see Proposition 1 in Sun and Zhang [21]. We report boxplots of the estimation error $|\hat{\sigma}^2 - \|\epsilon\|^2_n|$ in Figure 4 together with the squared estimation error $\|\hat{F}(m^\circ) - f^*\|^2_n$ at the classical oracle.

The results indicate that the two quantities are of the same order, which is the essential requirement for optimal adaptation in Theorem 1.2 and Theorem 1.2. This is born out by the relative efficiencies in Figure 3, which remain bounded away from zero. For the signals $\beta^{(3)}, \beta^{(2)}, \beta^{(1)}$, the quality of estimation is comparable to that in Figure 2. For the signals $\beta^{(15)}, \beta^{(60)}, \beta^{(90)}$, the quality of estimation decreases, which matches the fact that for these signals, the noise estimation deviates more from the risk at the classical oracle $m^\circ$. The median stopping times (4, 6, 14, 22, 20) indicate that for these signals, we tend to stop too early. Nevertheless, in our simulation, early stopping achieves the optimal estimation risk up to a constant of at most eight.

Overall, this confirms the major claim of this paper that it is possible to achieve optimal adaptation by a fully data-driven, sequential early stopping procedure. The computation times in Table 2 show an improvement of an order of magnitude in the computational complexity relative to exhaustive model selection methods as the high-dimensional Akaike criterion from Ing [12] or the cross-validated Lasso.
Experimenting with different simulation setups, however, also reveals some shortcomings of our methodology. The performance of the early stopping procedure is fairly sensitive to the noise estimation. This can already be surmised by comparing Figures 2 and 3, and Theorem 1.2 suggests that the risk of the estimation method is additive in the estimation error of the empirical noise level. In Figure 5, we present the relative efficiencies when the empirical noise level is estimated with the penalty \( \lambda_0 = \sqrt{0.5 \log(p)/n} \). The median stopping times (17, 18, 25, 21, 39, 41) indicate that the change from 1 to a factor 0.5 in \( \lambda_0 \) already makes the difference between stopping slightly too early and stopping slightly too late. While the relative efficiencies show that this does not make our method unusable, ideally this sensitivity should be reduced.

Further, the joint minimization of the Scaled Lasso objective (4.4) always includes computing an estimator \( \hat{\beta} \) of the coefficients. In particular, Corollary 1 in Sun and Zhang [21] also guarantees optimal adaptation of this estimator at least under \( s \)-sparsity. Ex ante, it is therefore unclear why one should apply our stopped boosting algorithm on top of the noise estimate rather than just using the Scaled Lasso estimator of the signal. In Figure 6, we report the relative efficiencies

\[
\min_{m \geq 0} \| \hat{F}(m) - f^* \|_n / \| X \hat{\beta} - f^* \|_n
\]  

(5.4)

of the Lasso estimator for the same penalty parameters \( \lambda_0 = \sqrt{\log(p)/n} \) which we considered for the initial noise estimation. Note that this quantity can potentially be larger than one, in case the Lasso risk is smaller than the risk at the classical oracle boosting iteration \( m^* \). Sequential early stopping slightly outperforms the Scaled Lasso estimator, which we also confirmed in other experiments. Naturally, it shares the sensitivity to the choice of \( \lambda_0 \). Overall, the stopped boosting algorithm would have to produce results more stable and closer to the benchmark in Figure 2 to warrant a clear preference. We address these issues in the following section.

5.2. An improved two step procedure

We aim to make our methodology more robust to deviations of the estimated empirical noise level and, at the same time, improve its estimation quality in order to match the results from Figure 2 more closely. Motivated by Blanchard et al. [3], we propose a two-step procedure combining early stopping with an additional model selection.
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Fig 7. Relative efficiencies for the two-step procedure.

Fig 8. Relative efficiencies for the Akaike criterion from Fig 9. Relative efficiencies for the Lasso based on 5-fold cross-validation.

The two-step procedure enables us to directly address the sensitivity of $\tau$ to the noise estimation. Our results for fully sequential early stopping in Theorem 1.2, Corollary 1.22 and Theorem 1.8 require estimating the noise level with the optimal rate $R(s, \gamma)$. Conversely, assuming that the high-dimensional Akaike criterion selects an iteration such that its risk is of optimal order among the iterations $m \leq \tau$, the two-step procedure only requires an estimate $\tilde{\sigma}^2$ of $\|\varepsilon\|_n^2$ which has a slightly negative bias. Proposition 3.1 then guarantees that $\tau \geq \tilde{m}_{s,\gamma,G}$ from Equation (5.2) for some $G > 0$ with probability converging to one, i.e., the indices $m \leq \tau$ contain an iteration with risk of order $R(s, \gamma)$. Moreover, the second selection step guarantees that as long as this is satisfied,

Table 2

| $\beta$ | 3   | 2   | 1   |
|---------|-----|-----|-----|
| True noise | 12.5 | 19.8 | 47.3 |
| Est. noise | 25.3 | 32.0 | 42.8 |
| Two-step | 50.5 | 49.6 | 65.3 |
| HDAIC | 413.7 | 411.6 | 411.9 |
| Lasso CV | 133.4 | 164.3 | 1259.5 |

Table 2: Computation times for different methods in seconds.
any imprecision in $\tau$ only results in a slightly increased or decreased computation time rather than changes in the estimation risk. We can establish the following theoretical guarantee:

**Theorem 5.1** (Two-step procedure). Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), choose $\hat{\sigma}^2$ in Equation (1.8) such that

$$
\hat{\sigma}^2 \leq \|\varepsilon\|^2_2 + CR(s, \gamma)
$$

with probability converging to one. Then, for any choice $C_\tau = c(\sigma^2 + \rho^4)$ in (1.8) with $c \geq 0$ and $C_{AIC} = C(\sigma^2 + \rho^4)$ with $C > 0$ large enough, the two-step procedure satisfies that with probability converging to one, $\tau_{\text{two-step}} \geq \hat{m}_{s, \gamma, G}$ from Equation (3.2) for some $G > 0$. On the corresponding event,

$$
\|\hat{F}(\tau_{\text{two-step}}) - f^*\|_2^2 \leq CR(s, \gamma).
$$

Due to our $\omega$-pointwise analysis on high probability events, the proof of Theorem 5.1 is simpler than the result for the two-step procedure in Proposition 4.2 of Blanchard et al. [3]. In particular, it does not require the analysis of probabilities conditioned on events $\{\tau \leq m\}$. The details are in Appendix A. We note two important technical aspects of the two-step procedure:

**Remark 5.2** (Two-step procedure).

(a) Under Assumptions (SubGE), (Sparse), (SubGD) and (CovB), taken by itself, the Akaike criterion in (5.5) satisfies $\|\hat{F}(\tau_{AIC}) - f^*\|_2^2 \leq CR(s, \gamma)$. The proof of this statement is included in the proof of Theorem 5.1. The criterion in Ing [12] minimizes

$$
\text{HDAIC}(m) := \left(1 + C_{\text{HDAIC}} m \log p \right)n, \quad 0 \leq m \leq M_n.
$$

Including iterations $m > M_n$ potentially makes it unreliable, since $r_m^2 \to 0$ for $m \to \infty$. In particular, HDAIC($n$) = 0. The fact that under the assumptions of Theorem 5.1, we have no upper bound $\tau \leq M_n$ therefore makes it necessary to formulate the new criterion in Equation (5.5).

(b) Under the assumptions of Theorem 5.1, there is no upper bound for $\tau$. For any noise estimate $\hat{\sigma}^2 \geq \|\varepsilon\|^2_2 - CR(s, \gamma)$, however, Proposition 3.2 guarantees that $\tau \leq Hm^*_{s, \gamma}$ for some $H > 0$ with probability converging to one. The two-step procedure therefore retains the computational advantages of early stopping.

For simulations, this suggests choosing the smaller penalty parameter $\lambda_0 = \sqrt{0.5 \log(p)/n}$ in the Scaled Lasso objective (4.4), which puts a negative bias on $\hat{\sigma}^2$, and then applying the two-step procedure. The proof of Theorem 5.1 shows that the penalty term $C_{AIC} m \log(p)/n$ in Equation (5.5) essentially has to dominate the empirical stochastic error $s_m$. In accordance with Lemma 2.5, we therefore choose $C_{AIC} = 2\sigma^2 = 2$. Compared to Figure 5, the results in Figure 7 show that the high-dimensional Akaike criterion corrects the instances where $\tau$ stops later than the oracle indices. Empirically, the method attains the risk at the pointwise classical oracle $m^{(o)}$ up to a factor $C_{\text{Risk}} = 2$. The median two-step times are given by (4.7, 12, 15, 37, 37). Overall, performance of the two-step procedure comes very close to the benchmark results in Figure 2. It is much better than that of the Scaled Lasso and at least as good as that of the full Akaike selection and the default method LassoCV from the python library scikit-learn [18] based on 5-fold cross-validation, see Figures 8 and 9. Since we have intentionally biased our noise estimate and iterate slightly further, the computation times of the two-step procedure are slightly larger than those of purely sequential early stopping. Since they are still much lower than those of the full Akaike selection or the cross-validated Lasso, however, the two-step procedure maintains most of the advantages from early stopping and yet genuinely achieves the performance of exhaustive selection criteria.
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Appendix A: Proofs for the main results

Proof of Proposition 3.1 (No stopping too early). Proposition 1.7 guarantees that $\hat{m}_{s,\gamma,G} \leq m^*_s,\gamma$ with probability converging to one given that $G$ is large enough. We start by analyzing the left-hand side of the condition (3.4). By Lemma 2.3 (i), we have

$$b_m^2 + 2c_m \geq b_m^2 \left( 1 - \sqrt{\frac{16\sigma^2 (m+1) \log p}{m b_m^2}} \right)$$

for all $m < \hat{m}_{s,\gamma,G}$ (A.1)

with probability converging to one.

We estimate $b_m^2$ from below. By a standard convexity estimate, we can write

$$2b_m^2 = 2\| (I - \hat{\Pi}_m) f^* \|_n^2 \geq \| (I - \Pi_m) f^* \|_n^2 - 2\| (\hat{\Pi}_m - \Pi_m) f^* \|_n^2.$$  (A.2)

For the first term in Equation (A.2), we distinguish between the two possible sparsity assumptions.

Under $\gamma$-sparsity, Proposition 2.6 and Lemma 2.4 imply that with probability converging to one, for any $m < \hat{m}_{s,\gamma,G},$

$$\| (I - \Pi_m) f^* \|_n^2 \geq \| (I - \Pi_m) f^* \|_{L^2}^2 \left( 1 - C \| (I - \Pi_m) f^* \|_{L^2}^2 \sqrt{\frac{\rho^4 \log p}{n}} \right)$$

$$\geq \| (I - \Pi_m) f^* \|_{L^2}^2 \left( 1 - \frac{C}{G^{1/(2\gamma - 1)}} \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{\frac{1}{2} - \frac{1}{2\gamma}} \right).$$  (A.3)

By increasing $G > 0$, the term in the outer parentheses becomes larger than $1/2$, which yields

$$\| (I - \Pi_m) f^* \|_n^2 \geq \frac{G}{2} \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-\frac{1}{2\gamma}}.$$  (A.4)

Under $s$-sparsity, analogously with probability converging to one, for any $m < \hat{m}_{s,\gamma,G},$

$$\| (I - \Pi_m) f^* \|_n^2 \geq \| (I - \Pi_m) f^* \|_{L^2}^2 \left( 1 - C(s + m) \sqrt{\frac{\rho^4 \log p}{n}} \right)$$

$$\geq \frac{1}{2} \| (I - \Pi_m) f^* \|_{L^2}^2 \geq \frac{c_s}{2} \gamma^2,$$  (A.5)

where we have used that $s = o((n/\log p)^{1/3})$ and $m < \hat{m}_{s,\gamma,G} \leq m^*_s,\gamma.$

For the second term in Equation (A.2), we can write

$$(\hat{\Pi}_m - \Pi_m) f^* = \hat{\Pi}_m (I - \Pi_m) f^* = (X^{(j_m)})^\top \hat{\Gamma}_{j_m}^{-1} ((I - \Pi_m) f^*, g_{\tilde{j}_m})_n,$$  (A.6)

i.e., the coefficients $\beta((\hat{\Pi}_m - \Pi_m) f^*)$ are given by $\hat{\Gamma}_{j_m}^{-1} ((I - \Pi_m) f^*, g_{\tilde{j}_m})_n.$ From Corollary B.1 (i), it then follows that

$$\| \beta((\hat{\Pi}_m - \Pi_m) f^*) \|_2 \leq \| \hat{\Gamma}_{j_m}^{-1} \|_{op} \sqrt{m} \| ((I - \Pi_m) f^*, g_{\tilde{j}_m})_n \|_1$$

$$\leq C \| \hat{\Gamma}_{j_m}^{-1} \|_{op} \| \beta^* \|_1 \sqrt{m} \sup_{j,k \leq p} |(g_j, g_k)_n - (g_j, g_k)_{L^2}|.$$  (A.7)

In combination with Lemma 2.4 we obtain that with probability converging to one,

$$\| (\hat{\Pi}_m - \Pi_m) f^* \|_n^2 = \hat{\beta}^\top \hat{\Gamma}_{j_m} \hat{\beta} \leq C \| \beta^* \|_1 \frac{\rho^4 m \log p}{n}$$  for all $m \leq m^*_s,\gamma.$  (A.8)

For $s$-sparse $\beta^*$, this term converges to zero for $n \to \infty$. For $\gamma$-sparse $\beta^*$, it is smaller than the rate $R(s, \gamma)$ up to a constant independent of $G$. 

/Early stopping for $L^2$-boosting
By increasing $G > 0$ again, Equations (A.2), (A.4), (A.5), and (A.8) yield

$$b_m^2 \geq \begin{cases} \frac{c_{\lambda, s}}{4} \beta^2, & \beta^* \text{ s-sparse,} \\ \frac{G}{4} (\frac{(\sigma^2 + \rho^4) \log p}{n})^{1-1/(2\gamma)}, & \beta^* \gamma\text{-sparse} \end{cases}$$

for all $m < \tilde{m}_{s, \gamma, G}$ with probability converging to one. Plugging this into Equation (A.1), we obtain that the left-hand side in condition (3.4) satisfies

$$b_m^2 + 2c_m \geq \begin{cases} \frac{c_{\lambda, s}}{8} \beta^2, & \beta^* \text{ s-sparse,} \\ \frac{G}{8} (\frac{(\sigma^2 + \rho^4) \log p}{n})^{1-1/(2\gamma)}, & \beta^* \gamma\text{-sparse} \end{cases}$$

for all $m < \tilde{m}_{s, \gamma, G}$ on an event with probability converging to one for $G > 0$ sufficiently large. At the same time, however, by Lemma 2.4 and our assumption on $\hat{\sigma}^2$, the right-hand side in condition (3.4) satisfies

$$\hat{\sigma}^2 - \|\varepsilon\|^2_n + Cm \frac{\log p}{n} + s_m \leq C\mathcal{R}(s, \gamma)$$

for all $m < \tilde{m}_{s, \gamma, G}$ with probability converging to one for a constant $C$ independent of $G$. From Equation (A.10) and (A.11), it finally follows that for large $G > 0$, condition (3.4) can only be satisfied on a event with probability converging to zero. This finishes the proof.

**Proof of Proposition 3.2 (No stopping too late).** Lemma 2.3 (i) yields that

$$b_m^2 + 2c_m \leq \frac{16\sigma^2(m + 1) \log p}{n}$$

with probability converging to one. For $s$-sparse $\beta^*$, with probability converging to one, this is zero for $m \geq m^*_{s, \gamma}$ by Proposition 1.7. For $\gamma$-sparse $\beta^*$, Lemma 2.7 provides the estimate

$$\frac{b_m^2}{n} + 2c_m \leq C \frac{\sqrt{H}}{n} \left( (\frac{\sigma^2 + \rho^4) \log p}{n})^{1-\frac{1}{2\gamma}} \right)$$

with probability converging to one. For $m = Hm^*_{s, \gamma}$ with $H > 0$ large enough, this yields

$$\frac{b_m^2}{n} + 2c_m \leq C \frac{\sqrt{H}}{n} \left( (\frac{\sigma^2 + \rho^4) \log p}{n})^{1-\frac{1}{2\gamma}} \right).$$

At the same time, under the assumption on $\hat{\sigma}^2$, the right-hand side of condition (3.7) satisfies

$$\hat{\sigma}^2 - \|\varepsilon\|^2_n + Cm \frac{\log p}{n} + s_m \geq CH \mathcal{R}(s, \gamma).$$

For $H > 0$ sufficiently large, condition (3.7) can therefore only be satisfied on an event with probability converging to zero.

**Proof of Proposition 4.2 (Fast noise estimation).** Theorem 2 in Sun and Zhang [21] states that on the event

$$\Omega_{\text{Lasso}} = \left\{ \sup_{j \leq p} |\langle g_j, \varepsilon \rangle_n| \leq (1 - \alpha^*) \frac{\xi - 1}{\xi + 1} \|\varepsilon\|_n \lambda_0 \right\},$$

(A.16)
the Scaled Lasso noise estimator $\hat{\sigma}$ satisfies
\[
\max \left(1 - \frac{\hat{\sigma}}{\|\varepsilon\|_n}, 1 - \frac{\|\varepsilon\|_n}{\sigma}\right) = 1 - \frac{\min(\hat{\sigma}, \|\varepsilon\|_n)}{\max(\hat{\sigma}, \|\varepsilon\|_n)} \leq \alpha^* = \frac{\lambda_0 \mu(\|\varepsilon\|_n, \lambda_0, \xi)}{\|\varepsilon\|_n}.
\]

This implies that on $\Omega_{\text{Lasso}}$,
\[
|\hat{\sigma}^2 - \|\varepsilon\|_n^2| = (\hat{\sigma} + \|\varepsilon\|_n)(\max(\hat{\sigma}, \|\varepsilon\|_n) - \min(\hat{\sigma}, \|\varepsilon\|_n))
\leq \left(1 + \frac{\max(\hat{\sigma}, \|\varepsilon\|_n)}{\min(\hat{\sigma}, \|\varepsilon\|_n)}\right) \max(\hat{\sigma}, \|\varepsilon\|_n) \lambda_0 \mu(\|\varepsilon\|_n, \lambda_0, \xi)
\leq \left(1 + \frac{1}{1 - \alpha^*}\right) \max(\hat{\sigma}, \|\varepsilon\|_n) \lambda_0 \mu(\|\varepsilon\|_n, \lambda_0, \xi)
\leq \left(\frac{1}{1 - \alpha^*} + \frac{1}{(1 - \alpha^*)^2}\right) \|\varepsilon\|_n \lambda_0 \mu(\|\varepsilon\|_n, \lambda_0, \xi) \leq \frac{2\|\varepsilon\|_n^2 \alpha^*}{(1 - \alpha^*)^2},
\]

where, without loss of generality, we have used that $\alpha^* < 1$, since for $\alpha^* > 1$, the event $\Omega_{\text{Lasso}}$ is empty. It remains to be shown that Equation (A.18) provides a meaningful bound on an event with probability converging to one.

**Step 1: Bounding $\mu(\lambda, \xi)$**. Set $\nu = 1/2$. For $s$-sparse $\beta^*$, the choice $J = S = \{j \leq p : |\beta^*_j| \neq 0\}$ yields the immediate estimate
\[
\mu(\|\varepsilon\|_n, \lambda_0, \xi) \leq (\xi + 1) \kappa^{-2}(\xi + 1, S) \|\varepsilon\|_n \lambda_0 s.
\]

For $\gamma$-sparse $\beta^*$, the choice $J = J_\lambda = \{j : |\beta^*_j| \geq \lambda\}$ yields the estimate
\[
\mu(\lambda, \xi) \leq (\xi + 1) \max(2, \kappa^{-2}(\xi + 1, J_\lambda)) \sum_{j=1}^p \min(\lambda, |\beta^*_j|).
\]

Without loss of generality, we can assume that the $(\beta^*_j)_{j \leq p}$ are decreasingly ordered. We derive that for any $m \in \mathbb{N}$, it holds that $\sum_{j>m} |\beta^*_j|^2 \leq C m^{-1-2\gamma}$. By the $\gamma$-sparsity of $\beta^*$, we have
\[
\sum_{j>m} |\beta^*_j|^2 \leq |\beta^*_m| \sum_{j>m} |\beta^*_j| \leq |\beta^*_m| C_\gamma \left(\sum_{j>m} |\beta^*_j|^2\right)^{\frac{1-\gamma}{2-2\gamma}}.
\]

Rearranging yields $|\beta^*_m|^2 \geq C^{-2}_\gamma (\sum_{j>m} |\beta^*_j|^2)^{2\gamma/(2\gamma-1)}$, which implies
\[
\sum_{j>m+1} |\beta^*_j|^2 = \sum_{j>m} |\beta^*_j|^2 - |\beta^*_m|^2 \leq \sum_{j>m} |\beta^*_j|^2 \left(1 - C^{-2}_\gamma \left(\sum_{j>m} |\beta^*_j|^2\right)^{\frac{1-\gamma}{2-2\gamma}}\right).
\]

As in the proof of Proposition 1.7, the intermediate claim now follows from Lemma 1 in Gao et al. [10] by setting $a_m := \sum_{j>m} |\beta^*_j|^2$. From the above, we obtain that for any $m \in \mathbb{N}$,
\[
\sum_{j=1}^p \min(\lambda, |\beta^*_j|) \leq m \lambda + \sum_{j>m} |\beta^*_j| \leq m \lambda + C_\gamma \left(\sum_{j>m} |\beta^*_j|^2\right)^{\frac{1-\gamma}{2-2\gamma}} \leq m \lambda + C m^{1-\gamma}.
\]

For $\lambda = \|\varepsilon\|_n \lambda_0$ and a choice $m$ of order $(n/(\|\varepsilon\|_n^2 \log p))^{1/(2\gamma)}$, Equations (A.20) and (A.23) translate to the estimate
\[
\mu(\lambda, \xi) \leq C(\xi + 1) \max(2, \kappa^{-2}(\xi + 1, J_\lambda)) \left(\frac{\|\varepsilon\|_n^2 \log p}{n}\right)^{\frac{1}{2} - \frac{1}{2\gamma}}.
\]

**Step 2: Positive compatibility factor**. For the bounds in Equations (A.19) and (A.24) to be meaningful, we have to guarantee that the compatibility factor is strictly positive.
For rows \((X_i)_{i \leq n} \sim N(0, \Gamma)\) i.i.d. of the design matrix \(X\), Theorem 7.16 in Wainwright [26] states that
\[
\|X\beta\|_n^2 \geq \frac{1}{8} \sqrt{\|\beta\|_2^2} - 50 \max_{j \leq p} \Gamma_j \frac{\log p}{n} \|\beta\|_1^2 \quad \text{for all } \beta \in \mathbb{R}^p
\] (A.25)
on an event \(\Omega_{\text{comp}}\) with probability at least \(1 - e^{-n/32}/(1 - e^{-n/32})\). Since we assume unit variance design, the bound in Equation (A.25) implies
\[
\|X\beta\|_n^2 \geq \frac{\lambda_{\min}(\Gamma)}{8} \|\beta\|_2^2 - \frac{50 \log p}{n} \|\beta\|_1^2 \geq \frac{c_{\lambda}}{16} \|\beta\|_2^2
\] (A.26)
for all \(\beta \in \mathbb{R}^p\) such that
\[
\frac{50 \log p}{n} \|\beta\|_1^2 \leq \frac{c_{\lambda}}{16} \|\beta\|_2^2.
\] (A.27)
If \(\|\beta_j\|_1 \leq \xi \|\beta_j\|_1\) for some \(\xi > 1\) and \(J \subset \{1, \ldots, p\}\), then
\[
\|\beta\|_2^2 = (\|\beta_j\|_1 + \|\beta_{J^c}\|_1)^2 \leq (1 + \xi)^2 \|\beta_j\|_1^2 \leq (1 + \xi)|J| \|\beta\|_2^2.
\] (A.28)
Plugging this estimate into the left-hand side of condition (A.27) yields that on \(\Omega_{\text{comp}}\), \(X\) satisfies the restricted eigenvalue condition
\[
\|X\beta\|_n^2 \geq \frac{c_{\lambda}}{10} \|\beta\|_2^2, \quad \text{for all } \beta \in \mathbb{R}^p : \|\beta_j\|_1 \leq \xi \|\beta_j\|_1
\] (A.29)
and all sets \(J \subset \{1, \ldots, p\}\) with \(|J| \leq c_{\lambda}/800(1 + \xi)^{-2}n/\log p\). However, due to the estimate
\[
\|\beta_j\|_1^2 \leq |J| \|\beta\|_2^2 \leq \frac{16|J|}{c_{\lambda}} \|X\beta\|_n^2 \quad \text{for all } \beta \in \mathbb{R}^p : \|\beta_j\|_1 \leq \xi \|\beta_j\|_1,
\] (A.30)
this implies that the compatibility factor \(\kappa^2(\xi, J)\) is larger than \(c_{\lambda}/16\).

Under \(s\)-sparsity, the set \(S = \{j \leq p : \|\beta_j\|_1 \neq 0\}\) immediately satisfies the assumption on \(J\) above for \(n\) large enough. Under \(\gamma\)-sparsity, let \(\Omega_{\text{conv}}\) be the event of probability one on which \(\|\varepsilon\|_n^2\) converges to the (unconditional) variance \(\text{Var}(\varepsilon_1) = \sigma^2 > 0\). Since \(\|\beta_s\|_1 \leq C\) with some constant \(C > 0\), for \(\lambda = \|\varepsilon\|_n \lambda_0\),
\[
|J_s| \leq \frac{C}{\lambda_{\lambda_0}} \sqrt{\frac{n}{\|\varepsilon\|_n^2} \log p} \leq \frac{c_{\lambda}}{800(1 + \xi)^{2} \log p}
\] (A.31)
on \(\Omega_{\text{conv}}\) for \(n\) sufficiently large. We conclude that on \(\Omega_{\text{conv}} \cap \Omega_{\text{comp}}\), for any \(\xi > 1\), the compatibility factor \(\kappa^2(2\xi + 1, J_s)\) is larger than \(c_{\lambda}/16\) for \(n\) large enough.

**Step 3: Bound on the combined event.** Finally, for \(\lambda_0 = C\lambda_0(\xi + 1)/(\xi - 1) \sqrt{\log(p)/n}\), we have from Step 2 and Lemma 2.4 (ii) that
\[
P(\Omega_{\text{lasso}}) = \mathbb{P}\left(\left\{\sup_{j \leq p} |(g_j, \varepsilon)|_n > (1 - \alpha^*) \frac{\xi - 1}{\xi + 1} \|\varepsilon\|_n \lambda_0 \right\} \cap \Omega_{\text{conv}} \cap \Omega_{\text{comp}}\right) + o(1)
\] (A.32)
\[
\leq \mathbb{P}\left(\left\{\sup_{j \leq p} |(g_j, \varepsilon)|_n > \frac{\xi - 1}{\xi + 1} \lambda_0 \right\} \cap \Omega_{\text{conv}} \cap \Omega_{\text{comp}}\right) + o(1)
\leq \mathbb{P}\left(\left\{\sup_{j \leq p} |(g_j, \varepsilon)|_n > C \sqrt{\frac{\sigma^2 \log p}{n}}\right\}\right) + o(1) \xrightarrow{n \to \infty} 0.
\]
We conclude that \(\Omega_{\text{lasso}} \cap \Omega_{\text{conv}} \cap \Omega_{\text{comp}}\) is an event with probability converging to one on which by Equations (A.18), (A.19), (A.24) and Step 2,
\[
|\hat{\sigma}^2 - \|\varepsilon\|_n^2| \leq \frac{2\|\varepsilon\|_n^2}{1 - \alpha^*} \leq C\|\varepsilon\|_n \lambda_0 \mu(\|\varepsilon\|_n, \lambda_0, \xi)
\] (A.33)
\[
\leq C \left\{\begin{array}{ll}
\frac{\sigma^2 \log p}{n} & \text{if } \beta^* \text{ s-sparse}, \\
\frac{\sigma^2 \log p}{n} & \text{if } \beta^* \gamma\text{-sparse}
\end{array}\right.
\] (A.34)
for \(n\) sufficiently large. This finishes the proof. \(\square\)
Proof of Theorem 5.1 (Two-step procedure). The proof follows along the same arguments that we have applied in the derivation of Proposition 3.1 and Proposition 3.2.

From Proposition 3.1, we already know that for some $G > 0$, the sequential stopping time satisfies $\tau \geq \tilde{m}_{s,\gamma,G}$. For $G' > G$ sufficiently large, we now show that $\tau_{\text{two-step}} \geq \tilde{m}_{s,\gamma,G'}$ with probability converging to one. Assuming that $\tau_{\text{two-step}} < \tilde{m}_{s,\gamma,G'}$, we obtain that

$$\exists m < \tilde{m}_{s,\gamma,G'} : r_m^2 + \frac{C_{\text{AIC}} m \log p}{n} \leq r_m^2 + \frac{C_{\text{AIC}} 2 \tau p}{n},$$

which is equivalent to

$$\exists m < \tilde{m}_{s,\gamma,G'} : b_m^2 + 2c_m - s_m + \frac{C_{\text{AIC}} m \log p}{n} \leq b_m^2 + 2c_m - s_m + \frac{C_{\text{AIC}} 2 \tau p}{n}.$$  

(A.35)

Combining the reasoning from the proof of Proposition 3.1 with the bound from Lemma 2.5, the left-hand side of condition (A.36) is larger than

$$\log p \sup_{\mathcal{H}} \left| \frac{1}{n} \langle \sigma, h \rangle \right| \leq C \gamma$$

(A.37)

with probability converging to one and $G'$ sufficiently large.

For the right-hand side of condition (A.36), we can assume that $\tau < m^*_s \gamma$ from Equation (1.18). Otherwise, we may replace $\tau$ with $m^*_s \gamma$. Note that in the setting of Remark 5.2, we can replace $\tau$ with $m^*_s \gamma$ from the start, which yields the result stated there.

Using that $\tilde{m}_{s,\gamma,G} \leq \tau < \tilde{m}_{s,\gamma,G'} \leq m^*_s \gamma$ with probability converging to one, together with Lemmas 2.3 and 2.5, the right-hand side converges to zero under $\gamma$-sparsity with probability converging to one and smaller than $C \mathcal{R}(s, \gamma)$ with probability converging to one and $C$ independent of $G'$ under $\gamma$-sparsity. Therefore, $\tau_{\text{two-step}} < \tilde{m}_{s,\gamma,G'}$ can only be true on an event with probability converging to zero.

Similar to Proposition 3.2, we can also show that $\tau_{\text{two-step}} \leq H m^*_s \gamma$ with probability converging to one for $H > 0$ large enough. If $\tau_{\text{two-step}} > H m^*_s \gamma$, analogously to condition (3.7), we have

$$\exists m > H m^*_s \gamma :$$

$$b_m^2 + 2c_m - s_m + \frac{C_{\text{AIC}} m \log p}{n} \leq b_m^2 + 2c_m - s_m + \frac{C_{\text{AIC}} \gamma^* \log p}{n}.$$  

(A.38)

Using the bounds from Lemmas 2.7, 2.3 and 2.5, on an event with probability converging to one, the left-hand side of condition (A.38) is larger than $H/2 \mathcal{R}(s, \gamma)$ for $H$ large enough with

$$\mathcal{R}(s, \gamma) := \begin{cases} \frac{(\sigma^2 + \rho^4) s \log p}{n}, \quad \beta^* \text{s-sparse}, \\ \frac{(\sigma^2 + \rho^4) \log p}{n} \gamma^* \text{s-sparse}, \end{cases}$$

(A.39)

whereas the right-hand side is smaller than $C \mathcal{R}(s, \gamma)$ with $C$ independent of $H$. Therefore, $\tau_{\text{two-step}} > H m^*_s \gamma$ can only be satisfied on an event with probability converging to zero. This finishes the proof. \hfill \Box

Appendix B: Proofs for auxiliary results

Proof of Lemma 2.3 (Bounds for the cross term). For (i), without loss of generality, $b_m^2 > 0$ for all $m \geq 0$. We proceed via a supremum-out argument: We have

$$|e_m| = |(I - \tilde{\Pi}_m) f^*, \epsilon_n| \leq b_m \sup_{h \in \mathcal{H}_m} |\langle h, \epsilon_n \rangle|$$  

(B.1)
with $\mathcal{H}_m := \{\Pi f^*/\|\Pi f^*\|_n : \Pi$ is a projection orthogonal to $m$ of the $g_j, j \leq p\}$. Since $|\mathcal{H}_m| \leq p^m$, we obtain

$$ \mathbb{P}\left\{ \sup_{m \geq 0} \frac{|c_m|}{\sqrt{(m+1)b_m}} \geq \sqrt{\frac{4\sigma^2 \log p}{n}} \right\} \leq \sum_{m=0}^{\infty} \sum_{h \in \mathcal{H}_m} \mathbb{P}\left\{ |(h, \varepsilon)_n| \geq \sqrt{\frac{4\sigma^2 (m+1) \log p}{n}} \right\} \quad \text{(B.2)}$$

$$ \leq 2 \sum_{m=0}^{\infty} p^m \exp \left( \frac{-2n\sigma^2 (m+1) \log p}{n\sigma^2} \right) \leq 2 \sum_{m=0}^{\infty} p^{-(m+1)} = \frac{2}{1-p^{-1}} - 2 \xrightarrow{n \to \infty} 0, $$

using a union bound and (SubGE).

For (ii), we argue analogously. From the definition of Algorithm 1 and the Gram-Schmidt orthogonalization, we have

$$ r_{m-1}^2 - r_m^2 = \left( \langle I - \tilde{\Pi}_{m-1} \rangle Y, \frac{(I - \tilde{\Pi}_{m-1}) g_{j_{m-1}}}{\| (I - \tilde{\Pi}_{m-1}) g_{j_{m-1}} \|_n} \right)^2 \quad \text{for all } m \geq 1. \quad \text{(B.3)}$$

This yields $\Delta(r_m^2) \leq 2b_{m-1} + 2z_{m-1}^2$, where

$$ Z_m := \left\langle \varepsilon, \frac{(I - \tilde{\Pi}_m) g_{j_{m+1}}}{\| (I - \tilde{\Pi}_m) g_{j_{m+1}} \|_n} \right\rangle \leq \sup_{h \in \mathcal{H}_m} |(\varepsilon, h)_n|, \quad m \geq 0 \quad \text{(B.4)}$$

with $\tilde{\mathcal{H}}_m := \{\Pi g_k/\|\Pi g_k\|_n : k \leq p, \Pi$ is a projection orthogonal to $m$ of the $g_j, j \leq p\}$. Since $|\tilde{\mathcal{H}}_m| \leq p^{m+1}$,

$$ \mathbb{P}\left\{ \sup_{m \geq 1} \frac{Z_m}{\sqrt{m+1}} \geq \sqrt{\frac{4\sigma^2 \log p}{n}} \right\} \leq \sum_{m=0}^{\infty} \sum_{h \in \tilde{\mathcal{H}}_m} \mathbb{P}\left\{ |(\varepsilon, h)_n| \geq \sqrt{\frac{4\sigma^2 (m+1) \log p}{n}} \right\} \quad \text{(B.5)}$$

$$ \leq 2 \sum_{m=0}^{\infty} p^{m+1} \exp \left( \frac{-2n\sigma^2 (m+1) \log p}{n\sigma^2} \right) \leq 2 \sum_{m=0}^{\infty} p^{-(m+1)} = \frac{2}{1-p^{-1}} - 2 \xrightarrow{n \to \infty} 0 $$

as in (i). This finishes the proof. $\square$

**Proof of Lemma 2.4 (Uniform bounds in high probability).** (i) From assumption (SubGD), it is immediate that the $X^{(j)}_i, j \leq p$ are subgaussian with parameter $\rho^2$. Therefore,

$$ (g_j, g_k)_n - (g_j, g_k)_{L^2} = \frac{1}{n} \sum_{i=1}^{n} \left( X^{(j)}_i X^{(k)}_i - \mathbb{E}(X^{(j)}_i X^{(k)}_i) \right) \quad j, k \in \mathbb{N} \quad \text{(B.6)}$$

is an average of centered subexponential variables with parameters $(C \rho^4, C \rho^2)$, i.e., for $Z := X^{(j)}_i X^{(k)}_i - \mathbb{E}X^{(j)}_i X^{(k)}_i$,

$$ \mathbb{E}e^{uZ} \leq e^{u^2 c \rho^4/2} \quad \text{for all } |u| \leq \frac{1}{C \rho^2}. \quad \text{(B.7)}$$

From Bernstein’s inequality, see Theorem 2.8.1 in Vershynin [25], we obtain that for $t > 0$,

$$ \mathbb{P}\left\{ \sup_{j,k \leq p} \left| (g_j, g_k)_n - (g_j, g_k)_{L^2} \right| \geq t \right\} \leq \sum_{j,k \leq p} \mathbb{P}\left\{ \left| (g_j, g_k)_n - (g_j, g_k)_{L^2} \right| \geq t \right\} \quad \text{(B.8)}$$

$$ \leq 2p^2 \exp \left( -cn \min \left[ \frac{t^2}{\rho^4}, \frac{t}{\rho^2} \right] \right) = 2 \exp \left( 2 \log p - cn \min \left[ \frac{t^2}{\rho^4}, \frac{t}{\rho^2} \right] \right). $$

Setting $t = C_g \sqrt{\rho^4 \log(p)/n}$ with $C_g > 0$ sufficiently large yields the statement in (i), since we have assumed that $\log p = o(n)$. 

/Early stopping for $L^2$-boosting
(ii) By (i), we have that via a union bound,
\[
P\left\{ \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n| \geq t \right\} \leq P\left\{ \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n| \geq \frac{3}{2} t \right\} + P\left\{ \sup_{j \leq p} \|g_j\|_n > \frac{3}{2} \right\}
\]
\[
\leq \sum_{j=1}^{p} \left\{ P\left\{ |\langle \varepsilon, g_j \rangle_n| \geq t, \sup_{j \leq p} \|g_j\|_n < \frac{3}{2} \right\} \right\} + o(1)
\]
\[
\leq 2p \exp\left( -\frac{c_{\text{iter}}^2 t^2}{\sigma^2} \right) + o(1) = 2 \exp\left( \log p - \frac{c_{\text{iter}}^2 t^2}{\sigma^2} \right) + o(1),
\]
where the last inequality follows from \( \text{(SubGE)} \) by conditioning on the design, applying Hoeffding’s inequality, see Theorem 2.6.2 in Vershynin [25], and estimating \( \|C\rho\|_n \) with independent subexponential random variables with parameters \( (\rho, \sigma) \).

By choosing \( t = C_c \sqrt{\sigma^2 \log(p)/n} \) with \( C_c > 0 \) large enough, we then obtain the statement in (ii).

(iii) For \( t > 0 \), a union bound yields
\[
P\left\{ \sup_{|J| \leq c_{\text{iter}}n/\log p} \left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \geq t \right\} \leq \sum_{|J| \leq c_{\text{iter}}n/\log p} P\left\{ \left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \geq t \right\}.
\]
For any fixed \( J \) with \( |J| = m \leq c_{\text{iter}} n/\log p \), we can choose a 1/4-net \( N \) of the unit ball in \( \mathbb{R}^m \) with \( |N| \leq 9^m \), see Corollary 4.2.13 in Vershynin [25]. By an approximation argument,
\[
\left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \leq 2 \max_{v \in N} \left\| (\hat{\Gamma}_J - \Gamma_J)v \right\| = 2 \max_{v \in N} \frac{1}{n} \sum_{i=1}^{n} \left| \langle X_i^{(J)}, v \rangle^2 - E\langle X_i^{(J)}, v \rangle^2 \right|,
\]
with \( X_i^{(J)} = \langle X_i^{(J)}, j \rangle, j \in J \). As in (i), the \( \langle X_i^{(J)}, v \rangle^2 - E\langle X_i^{(J)}, v \rangle^2 \), \( i = 1, \ldots, n \), are independent subexponential random variables with parameters \( (C\rho^2, C\sigma^2) \), i.e., by a union bound and Bernstein’s inequality,
\[
P\left\{ \left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \geq t \right\} \leq \sum_{v \in N} P\left\{ \frac{1}{n} \sum_{i=1}^{n} \left| \langle X_i^{(J)}, v \rangle - E\langle X_i^{(J)}, v \rangle \right| \geq \frac{t^2 \rho^2}{2} \right\}
\]
\[
\leq 2 \cdot 9^m \exp \left( -cn \min(t^2, t) \right).
\]
Together, this yields
\[
P\left\{ \sup_{|J| \leq c_{\text{iter}}n/\log p} \left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \geq t \right\} \leq \sum_{m=1}^{\left\lceil c_{\text{iter}}n/\log p \right\rceil} \sum_{J: |J| = m} P\left\{ \left\| \hat{\Gamma}_J - \Gamma_J \right\|_{op} \geq t \right\}
\]
\[
\leq 2 \sum_{m=1}^{\left\lceil c_{\text{iter}}n/\log p \right\rceil} \left( \frac{p}{m} \right) 2 \cdot 9^m \exp \left( -cn \min(t^2, t) \right)
\]
\[
\leq 2 c_{\text{iter}} \frac{n}{\log p} \exp \left( \frac{c_{\text{iter}} n}{\log p} \log(9p) - cn \min(t^2, t) \right).
\]
Setting \( t = c_{\text{iter}} C_T \) with \( C_T > 0 \) large enough yields the result.

(iv) Set \( c_{\text{iter}} < c_\lambda/(C_T \rho^2) \), with \( c_\lambda \) from Assumption \( \text{(CovB)} \), and consider \( Q_n := \{ \forall |J| \leq n \} \)
the following statements hold.

Proof.

(i) Note that for Corollary B.1 (Reappearing terms)

(ii) With probability converging to one, we have

\[ \inf \left\{ \lambda_{\min}(\Gamma_J) - \| \Gamma_J - \Gamma_J \|_{\text{op}} > 0 \right\} \]

\[ \inf \left\{ c_{\text{iter}} C_{\Gamma} \rho^2 - \| \Gamma_J - \Gamma_J \|_{\text{op}} > 0 \right\} \xrightarrow{n \to \infty} 1, \]

where we have used (iii) and

\[ \lambda_{\min}(\Gamma_J) \geq \lambda_{\min}(\Gamma_J) - \| \Gamma_J - \Gamma_J \|_{\text{op}} \]

by Weyl’s inequality. Now, let \( F_n := \{ \sup \| J \| \leq \text{iter} n / \log p \| \Gamma_J - \Gamma_J \|_{\text{op}} \leq c_{\text{iter}} C_{\Gamma} \rho^2 \} \) be the event from (iii). For \( n \) large enough and \( C_{\Gamma-1} > 1/(c_{\lambda} - c_{\text{iter}} C_{\Gamma} \rho^2) \), we then have

\[ \mathbb{P} \left( \left\{ \sup \| \Gamma_J^{-1} \| \leq C_{\Gamma-1} \right\} \cap F_n \cap Q_n \right) \]

\[ \geq \mathbb{P} \left( \left\{ 1 - \frac{c_{\text{iter}} C_{\Gamma} \rho^2}{c_{\lambda}} \sup \| \Gamma_J^{-1} \|_{\text{op}} \leq 1 \right\} \cap F_n \cap Q_n \right) \]

\[ \geq \mathbb{P} \left( \left\{ \forall \| J \| \leq \text{iter} n / \log p : (1 - \| \Gamma_J - \Gamma_J \|_{\text{op}} \| \Gamma_J^{-1} \|_{\text{op}} ) \| \Gamma_J^{-1} \|_{\text{op}} \leq \| \Gamma_J^{-1} \|_{\text{op}} \right\} \cap F_n \cap Q_n \right) \]

\[ \geq \mathbb{P}(F_n \cap Q_n) \xrightarrow{n \to \infty} 1, \]

where we have used Banach’s Lemma for the inverse in the last inequality, which yields that for fixed \( J \),

\[ \| \Gamma_J^{-1} \|_{\text{op}} = \| \Gamma_J^{-1} - \Gamma_J^{-1} + \Gamma_J^{-1} \|_{\text{op}} \leq \frac{\| \Gamma_J^{-1} \|_{\text{op}}}{1 - \| \Gamma_J^{-1} (\Gamma_J - \Gamma_J) \|_{\text{op}}} \]

as long as \( \| \Gamma_J^{-1} (\Gamma_J - \Gamma_J) \|_{\text{op}} < 1 \). Otherwise, the inequality

\[ (1 - \| \Gamma_J - \Gamma_J \|_{\text{op}} \| \Gamma_J^{-1} \|_{\text{op}} ) \| \Gamma_J^{-1} \|_{\text{op}} \leq \| \Gamma_J^{-1} \|_{\text{op}} \]

is trivially true, since the left-hand side is negative.

\[ \Box \]

Corollary B.1 (Reappearing terms). Under Assumptions (SubGE), (SubGD) and (CovB), the following statements hold:

(i) For any \( J \subset \{1, \ldots, p\} \), \( j' \in J, k \notin J \), we have

\[ |(I - \Pi_J)g_k, g_{j'}| \leq (1 + C_{\text{Cov}}) \sup_{j, k \leq p} |(g_j, g_k) - (g_j, g_k)|_{L^2}. \]

For \( k \in J \), the left-hand side vanishes.

(ii) With probability converging to one, we have

\[ \sup_{|J| \leq M_n, k \notin J} \langle \varepsilon, (I - \widehat{\Pi}_J)g_k \rangle_n \leq C \sqrt{(\pi^2 + \rho^4 \log p) / n}. \]

Proof. (i) Note that for \( j' \in J, k \notin J \), by the characterization of the projections in Equation
\[ \langle g_k - \Pi_J g_J, g_J \rangle_n = \left| \left( g_k - \sum_{j \in J} (\Gamma_j^{-1} \langle g_k, g_J \rangle L^2) g_j, g_J \right)_n \right| \]  
\[ \text{(B.19)} \]

\[ = \left| \left( g_k - \sum_{j \in J} (\Gamma_j^{-1} \langle g_k, g_J \rangle L^2) g_j, g_J \right)_n \right| - \left| \left( g_k, g_J \right)_L^2 - \sum_{j \in J} (\Gamma_j^{-1} \langle g_k, g_J \rangle L^2) g_j, g_J \right| \]

\[ = \left( (I - \Pi_J) g_k, g_J \right)_L^2 = 0 \]

\[ \leq \| (1, \Gamma_J^{-1} \langle g_k, g_J \rangle L^2) \|_1 \sup_{j, k \leq p} \| (g_j, g_k) - (g_j, g_k) L^2 \| \]

\[ \leq (1 + C_{\text{Corr}}) \sup_{j, k \leq p} \| (g_j, g_k) - (g_j, g_k) L^2 \|, \]

where the second equality follows by the properties of the projection.

(ii) For \( k \not\in J \), we have

\[ |\langle \varepsilon, (I - \hat{\Pi}_J) g_J \rangle_n| \leq |\langle \varepsilon, g_J \rangle_n| + |\langle \varepsilon, (\hat{\Pi}_J - \Pi_J) g_J \rangle_n| + |\langle \varepsilon, (\Pi_J g_J) \rangle_n| \]

\[ = |\langle \varepsilon, g_J \rangle_n| + |\langle \varepsilon, \hat{\Pi}_J (I - \Pi_J) g_J \rangle_n| + |\langle \varepsilon, (\Pi_J g_J) \rangle_n|. \]  
\[ \text{(B.20)} \]

The supremum over the first term in Equation (B.20) can be treated immediately by Lemma 2.4 (ii). The same is true for the supremum over the last term, since

\[ \sup_{|J| \leq M_n, k \not\in J} |\langle \varepsilon, \Pi_J g_J \rangle_n| = \sup_{|J| \leq M_n, k \not\in J} |\langle \varepsilon, \Gamma_J^{-1} \langle g_k, g_J \rangle L^2 \rangle_n| \]

\[ \leq \sup_{|J| \leq M_n, k \not\in J} \| \Gamma_J^{-1} \langle g_k, g_J \rangle \|_1 \sup_{j \leq p} \| (\langle \varepsilon, g_j \rangle_n) \|_2 \]

\[ \leq C_{\text{Corr}} \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n| \]

by the characterization of \( \Pi_J \) in Equation (1.26) and Assumption \( \text{CovB} \). Finally, the supremum over the middle term in Equation (B.20) can be written as

\[ \sup_{|J| \leq M_n, k \not\in J} |\langle \varepsilon, g_J \rangle_n^T \hat{\Gamma}_J^{-1} (I - \Pi_J) g_k, g_J \rangle_n | \]

\[ \leq \sup_{|J| \leq M_n} \| \hat{\Gamma}_J^{-1} \|_\text{op} \sup_{|J| \leq M_n, k \not\in J} \| (I - \Pi_J) g_k, g_J \rangle_n \|_2 \sup_{j \leq p} \| (\langle \varepsilon, g_j \rangle_n \|_2 \]

\[ \leq \sup_{|J| \leq M_n} \| \hat{\Gamma}_J^{-1} \|_\text{op} M_n (1 + C_{\text{Corr}}) \sup_{j, k \leq p} \| (g_j, g_k) - (g_j, g_k) L^2 \| \sup_{j \leq p} |\langle \varepsilon, g_j \rangle_n|, \]

where we have used (i) for the second inequality. This term can now also be treated by Lemma 2.4 (i), (ii) and (iv). \( \square \)

**Lemma B.2 (Lower bound for order statistics).** Let \( Z_1, \ldots, Z_p \sim N(0, \sigma^2) \) i.i.d. Then, the order statistic \( Z_{(p-m+1)} \) satisfies \( Z_{(p-m+1)} \geq c \sqrt{\sigma^2 \log p} \) with probability converging to one for \( p \to \infty \), as long as \( m \leq cp^p \) for some \( p \in (0, 1) \).

**Proof.** Without loss of generality, let \( p/m \in \mathbb{N} \). Split the sample into \( m \) groups of size \( p/m \) and for a natural number \( k \leq m \), let \( Z^{(k)}_J \) denote the maximal value of the \( Z_j, j \leq p \) which belong to the \( k \)-th group. Then, by a union bound,

\[ \mathbb{P}\left\{ Z_{(p-m+1)} \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} \geq \mathbb{P}\left\{ \min_{k \leq m} Z^{(k)}_J \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} \]

\[ \geq 1 - m \mathbb{P}\left\{ Z^{(1)} < \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} = 1 - m \left( 1 - \mathbb{P}\left\{ Z^{(1)} \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} \right). \]  
\[ \text{(B.23)} \]
By independence, we can further estimate

\[
P\left\{ Z^{(1)} \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} = 1 - \left( 1 - P\left\{ Z_1 \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} \right)^m \tag{B.24}
\]

\[
\geq 1 - \left( 1 - \frac{c}{\sqrt{(p/m) \log(p/m)}} \right)^m \geq 1 - e^{-c \sqrt{\frac{m}{\log(m)}}},
\]

using the lower Gaussian tail bound from, e.g., Proposition 2.1.2 in Vershynin [25]. Together, this yields

\[
P\left\{ Z_{(p-m+1)} \geq \sqrt{\sigma^2 \log \left( \frac{p}{m} \right)} \right\} \geq 1 - me^{-c \sqrt{\frac{m}{\log(m)}}} \xrightarrow{p \to \infty} 1. \tag{B.25}
\]

On the event on the left-hand side, the order statistic satisfies \( Z_{(p-m+1)} \geq c \sqrt{(1-q)\sigma^2 \log p} \). \( \square \)

### Appendix C: Proofs for supplementary results

**Proof of Lemma 1.6 (Bound for the population stochastic error).** We define

\[
Q_m = \langle Y - \Pi_m f^*, g_{\hat{J}_m} \rangle_n = \langle \varepsilon, g_{\hat{J}_m} \rangle_n + \langle (I - \Pi_m) f^*, g_{\hat{J}_m} \rangle_n. \tag{C.1}
\]

From Corollary B.1 (i), it follows that

\[
\|Q_m\|^2_2 \leq 2 \left( m \sup_{j \leq p} \langle \varepsilon, g_j \rangle_n^2 + (1 + C_{\text{Cov}})^2 \|\beta^*_m\|^2 \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2(p)}|^2 \right) \in \mathbb{R}^m \tag{C.2}
\]

Note that under s-sparsity, we can ignore the second term in the parentheses when \( m > \tilde{m} \), since then, \( (I - \Pi_m) f^* = 0 \).

We can express the function \( \tilde{F}^{(m)} - \Pi_m f^* \) in terms of \( Q_m \) via

\[
\tilde{F}^{(m)} - \Pi_m f^* = g_{\hat{J}_m}^\top \tilde{\Gamma}_m^{-1} (Y - \Pi_m f^*, g_{\hat{J}_m})_n = (\tilde{\Gamma}_m^{-1} Q_m)_n^\top g_{\hat{J}_m}. \tag{C.3}
\]

Due to the mean zero design, we have

\[
\|\tilde{F}^{(m)} - \Pi_m f^*\|_{L^2}^2 = \text{Cov}(\tilde{F}^{(m)} - \Pi_m f^*) = Q_m^\top \tilde{\Gamma}_m^{-1} \Gamma_{\hat{J}_m} \tilde{\Gamma}_m^{-1} Q_m \tag{C.4}
\]

\[
= Q_m^\top \tilde{\Gamma}_m^{-1} (\tilde{\Gamma}_m - \tilde{\Gamma}_{\hat{J}_m} + \Gamma_{\hat{J}_m}) \tilde{\Gamma}_m^{-1} Q_m
\]

\[
\leq \|Q_m\|^2_2 \|\tilde{\Gamma}_m^{-1}\|_{\text{op}} + \|Q_m\|^2_2 \|\tilde{\Gamma}_{\hat{J}_m}^{-1}\|_{\text{op}} \|\tilde{\Gamma}_{\hat{J}_m} - \Gamma_{\hat{J}_m}\|_{\text{op}}.
\]

Together, Equations (C.2) and (C.4) yield the desired result on the intersection of the events from Lemma 2.4 (i)-(iv), the probability of which converges to one. \( \square \)

**Proof of Proposition 1.7 (Bound for the population bias).** We present the proof under Assumption (**Sparse**) (ii). Under (**Sparse**) (i), the reasoning is analogous. The details are discussed in Step 5.

**Step 1: Sketch of the arguments.** For \( 1 \leq k \leq p \), we consider the two residual dot product terms

\[
\mu_{J,k} := \langle (I - \Pi_J) f^*, g_k \rangle_{L^2} = \sum_{j \notin J} \beta_j \langle g_j, (I - \Pi_J) g_k \rangle_{L^2}, \tag{C.5}
\]

\[
\hat{\mu}_{J,k} := \langle (I - \hat{\Pi}_J) Y, g_k \|g_k\|_n \rangle_n = \langle \varepsilon, (I - \hat{\Pi}_J) g_k \|g_k\|_n \rangle_n + \langle f^*, (I - \hat{\Pi}_J) g_k \|g_k\|_n \rangle_n.
\]

Note that the choice of the next component in Algorithm 1 is based on \( \hat{\mu}_{J,k} \) and \( \mu_{J,k} \) is its population counterpart.
In Step 4, we show that
\[ P(A_n(M_n)^c) \xrightarrow{n \to \infty} 0, \quad \text{where} \]
\[ A_n(m) = \left\{ \sup_{|J| \leq m, J \subseteq P} |\hat{\mu}_{J,j} - \mu_{J,j}| \leq \tilde{C} \sqrt{\frac{(\sigma^2 + \rho^4) \log p}{n}} \right\} \]
for some constant \( C > 0 \). Then, for any \( \xi \in (0, 1) \), we set
\[ B_n(m) := \left\{ \inf_{l \leq m} \sup_{J \subseteq P} |\mu_{J,j}| > \frac{2\tilde{C}}{1 - \xi} \sqrt{\frac{(\sigma^2 + \rho^4) \log p}{n}} \right\}. \] (C.7)
In Step 2 of the proof, we show that on \( A_n(m) \cap B_n(m) \),
\[ |\mu_{J,j+1}| \geq \xi \sup_{J \subseteq P} |\mu_{J,j}| \quad \text{for all } l \leq m, \] (C.8)
which implies
\[ \| (I - \Pi_{l+1})f^* \|^2_{L^2(P)} \leq \| (I - \Pi_l)f^* \|^2_{L^2(P)} \left( 1 - c(\| (I - \Pi_l)f^* \|^2_{L^2(P)})^{1/(2\gamma - 1)} \right) \] (C.9)
for all \( l \leq m - 1 \).

Lemma 1 from Gao et al. [10] states that any sequence \( (a_m)_{m \in \mathbb{N}_0} \) for which there exist \( A, c > 0 \) and \( \alpha \in (0, 1] \) with
\[ a_0 \leq A \quad \text{and} \quad a_{m+1} \leq a_m(1 - c a_m^\alpha) \quad \text{for all } m = 0, 1, 2, \ldots \] (C.10)
satisfies
\[ a_m \leq \max\{2^{1/\alpha^2}(c\alpha)^{-1/\alpha}, A\} m^{-1/\alpha} \quad \text{for all } m = 0, 1, 2, \ldots \] (C.11)
Applying this to \( \| (I - \Pi_m)f \|_{L^2(P)}^{2} \) \( m \in \mathbb{N}_0 \) then yields
\[ \| (I - \Pi_m)f^* \|_{L^2(P)}^{2} \leq C_m^{1-2\gamma} \quad \text{on } A_n(m) \cap B_n(m). \] (C.12)
In Step 3, we independently show that
\[ \| (I - \Pi_m)f^* \|^2_{L^2(P)} \leq C \left( \frac{\sigma^2 + \rho^4}{n} \right) \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-1/(2\gamma)} \] on \( B_n(m)^c \). (C.13)
This establishes that on \( A_n(M_n) \),
\[ \| (I - \Pi_m)f^* \|^2_{L^2(P)} \leq C \left( m^{1-2\gamma} + \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-1/(2\gamma)} \right) \quad \text{for all } m \leq M_n. \] (C.14)
Finally, the monotonicity of \( m \mapsto \| (I - \Pi_m)f^* \|^2_{L^2(P)} \) yields that the estimate in Equation (C.14) also holds for \( m > M_n \) as \( m^{1-2\gamma} \) then becomes a lower order term.

**Step 2: Analysis on** \( A_n(m) \cap B_n(m) \). On \( A_n(m) \cap B_n(m) \), for any \( l \leq m \), we have
\[ |\mu_{J,j+1}| \geq |\hat{\mu}_{J,j+1} - |\hat{\mu}_{J,j+1} - \mu_{J,j+1}| \geq \frac{\sup_{|J| \leq m, J \subseteq P} |\hat{\mu}_{J,j} - \mu_{J,j}|}{n} \] (C.15)
\[ \geq \sup_{j \leq P} |\hat{\mu}_{J,j} - \hat{\mu}_{J,j}| \geq \frac{\tilde{C}}{n} \sqrt{\frac{(\sigma^2 + \rho^4) \log p}{n}} \geq \sup_{j \leq P} |\mu_{J,j} - \mu_{J,j}| \]
\[ \geq \xi \sup_{j \leq P} |\mu_{J,j}|, \]
where for the third inequality, we have used the definition of Algorithm 1 and \( A_n(m) \). For the final inequality, we have used the definition of \( B_n(m) \).
Using the orthogonality of the projection \( \Pi_m \), we can always estimate
\[
\| (I - \Pi_l) f^* \|_{L^2}^2 = \left\langle (I - \Pi_l) f^*, \sum_{j=1}^p \beta_j^* g_j \right\rangle_{L^2} = \sum_{j \notin \hat{J}_l} \beta_j^* \left\langle (I - \Pi_l) f^*, g_j \right\rangle_{L^2}
\]
\[
\leq \sup_{j \leq p} \left\langle (I - \Pi_l) f^*, g_j \right\rangle_{L^2} \sum_{j \notin \hat{J}_l} |\beta_j^*| = \sup_{j \leq p} |\mu_{\hat{J}_l,j}| \sum_{j \notin \hat{J}_l} |\beta_j^*|.
\]
Further,
\[
\| (I - \Pi_l) f^* \|_{L^2}^2 = (\beta^* - \beta(\Pi_l f^*))^\top \Gamma(\beta^* - \beta(\Pi_l f^*))
\]
\[
\geq \lambda_{\min}(\Gamma) \| (\beta^* - \beta(\Pi_l f^*)) \|_2^2 \geq c_\lambda \sum_{j \notin \hat{J}_l} |\beta_j^*|^2,
\]
where in the last step, we have used that \( \beta(\Pi_l f^*)_l = 0 \) for all \( l \notin \hat{J}_l \). Together with the \( \gamma \)-sparsity Assumption, Equations (C.16) and (C.17) yield
\[
\| (I - \Pi_l) f^* \|_{L^2}^2 \leq \sup_{j \leq p} |\mu_{\hat{J}_l,j}| \sum_{j \notin \hat{J}_l} |\beta_j^*|^2 \leq \sup_{j \leq p} |\mu_{\hat{J}_l,j}| \left( \sum_{j \notin \hat{J}_l} |\beta_j^*|^2 \right)^{(\gamma-1)/(2\gamma-1)}
\]
\[
\leq C \sup_{j \leq p} |\mu_{\hat{J}_l,j}| \left( \| (I - \Pi_l) f^* \|_{L^2}^2 \right)^{(\gamma-1)/(2\gamma-1)}.
\]
Since the inequality in (C.15) holds on \( A_n(m) \cap B_n(m) \), we have that for any \( l \leq m - 1 \),
\[
\| (I - \Pi_{l+1}) f^* \|_{L^2}^2 \leq \| (I - \Pi_l) f^* - \mu_{\hat{J}_m, \hat{J}_{l+1}} g_{\hat{J}_{l+1}} \|_{L^2}^2 = \| (I - \Pi_l) f^* \|_{L^2}^2 - \mu_{\hat{J}_m, \hat{J}_{l+1}}^2
\]
\[
\leq \| (I - \Pi_l) f^* \|_{L^2}^2 - \xi^2 \sup_{j \leq p} \mu_{\hat{J}_m,j}^2
\]
\[
\leq \| (I - \Pi_l) f^* \|_{L^2}^2 - c \left( \| (I - \Pi_l) f^* \|_{L^2} \right)^2 \gamma/(2\gamma-1)
\]
\[
\leq \| (I - \Pi_l) f^* \|_{L^2}^2 \left( 1 - c \left( \| (I - \Pi_l) f^* \|_{L^2} \right)^{1/(2\gamma-1)} \right).
\]
**Step 3: Analysis on** \( A_n(m) \cap B_n(m)^c \). Equation (C.18) implies that
\[
\| (I - \Pi_l) f^* \|_{L^2}^2 \leq C \left( \sup_{j \leq p} |\mu_{\hat{J}_l,j}| \right)^{2-1/\gamma}.
\]
On \( B_n(m)^c \), we therefore obtain by the monotonicity of \( m \mapsto \| (I - \Pi_m) f^* \|_{L^2}^2 \) that
\[
\| (I - \Pi_m) f^* \|_{L^2}^2 = \inf_{l \leq m} \| (I - \Pi_l) f^* \|_{L^2}^2
\]
\[
\leq C \left( \min_{1 \leq m, j \leq p} |\mu_{\hat{J}_l,j}| \right)^{2-1/\gamma} \leq C \left( \frac{(\sigma^2 + \rho^4) \log p}{n} \right)^{1-1/(2\gamma)}.
\]
**Step 4:** \( \mathbb{P}(A_n(M_n)^c) \to 0 \). Since for \( k \in J \), \( \hat{\mu}_{J,k} = \mu_{J,k} = 0 \), we only need to consider the case \( k \notin J \). For \( |J| \leq M_n \), we may write
\[
\hat{\mu}_{J,k} - \mu_{J,k} = \left\langle \varepsilon, \frac{(I - \hat{\Pi}_J) g_k}{\| g_k \|_n} \right\rangle_n \]
\[
+ \sum_{j \notin J} \beta_j \left[ \frac{(g_j, (I - \hat{\Pi}_J) g_k)_n}{\| g_k \|_n} - (g_j, (I - \Pi_J) g_k)_L^2 \right].
\]
From Lemma 2.4 (i) and Corollary B.1 (ii), we obtain an event with probability converging to one on which
\[
\left\langle \varepsilon, \frac{(I - \hat{\Pi}_J) g_k}{\| g_k \|_n} \right\rangle_n \leq 2 \varepsilon, (I - \hat{\Pi}_J) g_k)_n \leq C \sqrt{\frac{(\sigma^2 + \rho^4) \log p}{n}}.
\]
Further, for \( j, k \notin J \), we can estimate
\[
\frac{\langle g_j, (I - \hat{\Pi}_J)g_k \rangle_n}{\|g_k\|_n} - \langle g_j, (I - \Pi_J)g_k \rangle_{L^2} \leq \left| \frac{1}{\|g_k\|_n} - 1 \right| \|g_j\|_n \|g_k\|_n + |\langle g_j, (I - \hat{\Pi}_J)g_k \rangle_n - \langle g_j, (I - \Pi_J)g_k \rangle_{L^2}|.
\]

From Lemma 2.4 (i), we obtain an event with probability converging to one on which
\[
\left| \frac{1}{\|g_k\|_n} - 1 \right| \|g_j\|_n \|g_k\|_n \leq \|g_k\|_n - 1 \|g_j\|_n \leq C \frac{\rho^2 \log p}{n}.
\]

Additionally,
\[
|\langle g_j, (I - \hat{\Pi}_J)g_k \rangle_n - \langle g_j, (I - \Pi_J)g_k \rangle_{L^2}| \leq |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}| + |\langle g_j, (\hat{\Pi}_J - \Pi_J)g_k \rangle_n| + |\langle g_j, \Pi_Jg_k \rangle_n - \langle g_j, \Pi_Jg_k \rangle_{L^2}|
\leq (C_{\text{Cov}} + 1) \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}| + |\langle g_j, \Pi_Jg_k \rangle_n|
\leq (C_{\text{Cov}} + 1) \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n| + C_{\text{Cov}} \sup_{j,k \leq p} \|\hat{\Pi}_J - \Pi_J\|_{\text{op}} |\langle (I - \Pi_J)g_k, g_j \rangle_n|.
\]

by Assumption (\textbf{CovB}). The first term can be treated by Lemma 2.4 (i) again. Using the representation of \( \hat{\Pi}_J \) in Equation (1.26), the second term can be estimated against
\[
|\langle (I - \Pi_J)g_k, \hat{\Pi}_J(I - \Pi_J)g_k \rangle_n| + |\langle \Pi_Jg_k, \hat{\Pi}_J(I - \Pi_J)g_k \rangle_n| \leq \|\hat{\Pi}_J^{-1}\|_{\text{op}} \|\Pi_Jg_k\|_n \|\hat{\Pi}_J(I - \Pi_J)g_k\|_n \leq \|\hat{\Pi}_J^{-1}\|_{\text{op}} M_n \sup_{j,k \leq p} \|\langle (I - \Pi_J)g_k, g_j \rangle_n\|^2 + C_{\text{Cov}} \sup_{j,k \leq p} |\langle (I - \Pi_J)g_k, g_j \rangle_n|.
\]

Analogously to before, the remaining terms can now be treated by Lemma 2.4 (iv) and Corollary B.1 (i). The result now follows by intersecting all the events and taking the supremum in Equation (C.22).

\textbf{Step 5:} \textit{s-sparse setting.} Under Assumption (\textbf{Sparse}) (i), the general argument from Step 1 is the same. However, we need to consider the events
\[
A_n(m) = \left\{ \sup_{|J| \leq m, k \leq p} |\mu_{J,k} - \mu_{J,J}^*| \leq C \sqrt{\frac{(\sigma^2 + \|\beta_*^*\|_1 \rho^4) s \log p}{n}} \right\},
\]
\[
B_n(m) = \left\{ \inf_{l \leq m, l \leq p} \sup_{|J| \leq m, k \leq p} |\mu_{J,J}^*| > \frac{2C}{1 - \xi} \sqrt{\frac{(\sigma^2 + \|\beta_*^*\|_1 \rho^4) s \log p}{n}} \right\}.
\]

On \( A_n(m) \cap B_n(m)^c \), the analysis is exactly the same as before. In Step 4, we can also argue the same. We merely have to account for the coefficients of \( f_* \) by a factor \( \|\beta_*^*\|_1 \), instead of shifting them into the constant.

On \( A_n(m) \cap B_n(m) \), we obtain that for any \( l \leq m \),
\[
\| (I - \Pi_l) f_* \|_{L^2}^2 \leq \sup_{|J| \leq m, k \leq p} |\mu_{J,k} - \mu_{J,J}^*| \leq \sup_{|J| \leq m, l \leq p} |\mu_{J,J}^*| \left( s \sum_{j \notin J} |\beta_{J,j}^*|^2 \right)^{1/2}.
\]

Since additionally, \( \sum_{j \notin J} |\beta_{J,j}^*|^2 \leq c \| (I - \Pi_l) f_* \|_{L^2}^2 \), we have
\[
\sup_{|J| \leq m, l \leq p} |\mu_{J,J}^*| \geq \frac{c}{s} \| (I - \Pi_l) f_* \|_{L^2}^2.
\]
Recursively, this yields
\[
\|(I - \Pi_m) f^*\|_2^2 \leq \|(I - \Pi_{m-1}) f^* - \mu \tilde{j}_{m-1} \tilde{J}_m g_{\tilde{J}_m}\|_2^2 = \|(I - \Pi_{m-1}) f^*\|_2^2 - \mu^2 \tilde{j}_{m-1} \tilde{J}_m
\]
\[
\leq \|(I - \Pi_{m-1}) f^*\|_2^2 - \xi^2 \sup_{j \leq p} \mu^2 \tilde{j}_{m-1} \tilde{J}_m \leq \|(I - \Pi_{m-1}) f^*\|_2^2 \left(1 - \frac{c}{s}\right) \tag{C.31}
\]
\[
\leq \|f^*\|_2^2 \exp \left(-\frac{c m}{s}\right).
\]

Finally, as long as \(S \nsubseteq \tilde{J}_m\),
\[
\|(I - \Pi_m) f^*\|_2^2 \geq \beta((I - \Pi_m) f^*)^\top \Gamma \beta((I - \Pi_m) f^*) \geq c \lambda \beta^2. \tag{C.32}
\]
However, for \(m = Cs\) with some \(C > 0\) and \(n \in \mathbb{N}\) large enough,
\[
\|(I - \Pi_m) f^*\|_2^2 \leq \frac{c \lambda}{4} \beta^2 + \sqrt{\left(\sigma^2 + \|\beta^*\|_1 \rho^2\right) s \log p \frac{c \lambda}{n}} \leq \frac{c \lambda}{2} \beta^2 \tag{C.33}
\]
with probability converging to one. This yields the last claim of Proposition 1.7.

Proof of Proposition 2.6 (Fast norm change for the bias). For a fixed \(m \leq M_n\), let \(\tilde{\beta}\) be the coefficients of \((I - \Pi_m) f^*\). For \(\gamma\)-sparse \(\beta^*\), we then have
\[
\|\|(I - \Pi_m) f^*\|_n^2 - \|(I - \Pi_m) f^*\|_2^2\|
\]
\[
\leq \left|\sum_{j,k=1}^p \tilde{\beta}_j \tilde{\beta}_k (\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2})\right| \tag{C.34}
\]
\[
\leq \left|\sum_{j \in \tilde{J}_m} \tilde{\beta}_j \tilde{\beta}_k (\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2})\right|
\]
\[
\leq (C_{Cov} + 1) \left(\sum_{j \in \tilde{J}_m} |\tilde{\beta}_j|^2\right)^{\frac{2}{2+\gamma - 2}} \sup_{j,k \leq p} |\langle g_j, g_k \rangle_n - \langle g_j, g_k \rangle_{L^2}|,
\]
where the second inequality follows from the uniform Baxter inequality in (1.16). Additionally, we have
\[
\|(I - \Pi_m) f^*\|_2^2 = \tilde{\beta}^\top \Gamma \tilde{\beta} \geq \lambda_{\min}(\Gamma) \|\tilde{\beta}\|_2^2 \geq c \lambda \sum_{j \nsubseteq \tilde{J}_m} |\beta_j^*|^2. \tag{C.35}
\]
Plugging this inequality into Equation (C.34) yields the result. For \(s\)-sparse \(\beta^*\), the statement in Proposition 2.6 is obtained analogously by using the inequality \(\|\tilde{\beta}\|_2^2 \leq (s + m)\|\tilde{\beta}\|_2^2\). It follows from the fact that the projection \((I - \Pi_m)\) adds at most \(m\) components to the support of \(\beta^*\).

Lemma C.1 (Uniform Baxter’s inequality, Ing [12]). Under Assumption (CovB), for any \(J \subset \{1, \ldots, p\}\) with \(|J| \leq M_n\), we have
\[
\|\beta((I - \Pi_J) f^*)\|_1 \leq (C_{Cov} + 1) \sum_{j \notin J} |\beta_j^*|,
\]
where \(\tilde{\beta}_J\) denotes the coefficients of the population residual term \((I - \Pi_J) f^*\).

Proof. For any \(J \subset \{1, \ldots, p\}\) as above, we have
\[
\|\beta((I - \Pi_J) f^*)\|_1 = \|\beta^* - \beta((I - \Pi_J) f^*)\|_1 \leq \|\beta^* - \beta((I - \Pi_J) f^*)\|_1 + \sum_{j \notin J} |\beta_j^*| \tag{C.36}
\]
\[
\leq (C_{Cov} + 1) \sum_{j \notin J} |\beta_j^*|,
\]
where for the last inequality, we have used that
\[
\beta^*_J - \beta(J^J f^*) = \Gamma_J^{-1} \Gamma_J (\beta^*_J - \Gamma_J^{-1} (f^* , g_J)_{L^2}) = \Gamma_J^{-1} (\Gamma_J \beta^*_J - \sum_{j=1}^p \beta^*_j (g_j , g_J)_{L^2} ) = - \sum_{j \not\in J} \beta^*_j \Gamma_J^{-1} (g_j , g_J)_{L^2}
\]
and condition (1.13) in its formulation from Section 1.3.

Appendix D: Simulation study

In this section, we provide additional simulation results. We begin by displaying the boxplots of the stopping times for the different scenarios from Section 5. In order to indicate whether stopping happened before or after the classical oracle \(m^* = \arg\min_{m \geq 0} \| \hat{F}(m) - f^* \|_2^2 \), we report the difference \(\tau - m^*\) or \(\tau_{\text{two-step}} - m^*\). Figures 10-13 correspond to the Figures 2, 3, 5 and 7 respectively. The results clearly indicate that for the true empirical noise level, the sequential early stopping time matches the classical oracle very closely. For the estimated noise level with \(\lambda_0 = \sqrt{\log(p)/n}\), this is still true for the very sparse signals. For the estimated noise level with \(\lambda_0 = \sqrt{0.5 \log(p)/n}\), the stopping times systematically overestimate the classical oracle in the sparse signals, which is then corrected by the two-step procedure.
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Fig 14. Boxplots for the relative efficiencies and the deviation $\tau - m^*$ of the stopping time from the classical oracle for the estimated noise level with $\lambda_0 = \sqrt{\log(p)/n}$ in the correlated design setting.

Fig 15. Boxplots for the noise estimation errors with $\lambda_0 = \sqrt{\log(p)/n}$ together with the classical oracle risk in the correlated design setting.

For a correlated design simulation, we use the same setting as in Section 5 but instead of $\Gamma = I_p$, we consider the covariance matrix

$$
\Gamma := \begin{pmatrix}
1 & a & b \\
a & a & b \\
b & b & a \\
a & a & 1 \\
b & b & a \\
b & b & 1 \\
1 & a & b \\
a & a & b \\
b & b & a \\
1 & a & b \\
a & a & b \\
b & b & a \\
1 & a & 1 \end{pmatrix} \in \mathbb{R}^{p \times p} \quad \text{for } a = 0.4, b = 0.1. \quad (D.1)
$$

This allows for substantial serial correlation over the whole set of covariates. Since $a + b \leq 1/2$, the estimate

$$
v^\top \Gamma v = \sum_{j=1}^p v_j^2 + 2a \sum_{j=1}^{p-1} v_j v_{j+1} + 2b \sum_{j=1}^{p-2} v_j v_{j+2} > (1 - 2(a + b))\|v\|^2_2 \quad (D.2)
$$

for all $v \in \mathbb{R}^p$ guarantees that $\Gamma$ is a well defined positive definite covariance matrix. Coincidentally, this also guarantees that the cumulative coherence satisfies $\mu(m) \leq 1/2$ for all $m \geq 1$. By Example 1.5 (b), we can therefore assume that Assumption (CovB) is satisfied. The medians of the classical
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oracles $m^p$ are given by $(5, 10, 28, 15, 53, 72)$ in the same order as the signals are displayed in Figure 14. The medians of the balanced oracle $m^b$ are given by $(6, 13, 54, 15, 55, 80)$. Here, both the early stopping procedure with the noise estimate for $\lambda_0 = \sqrt{\log(p)/n}$ and the two-step procedure match the benchmark results for the full Akaike selection from Ing [12] and the 5-fold cross-validated LassoCV from Scikit-learn [18].

**Fig 16.** Boxplots for the relative efficiencies and the deviation $\tau_{\text{two-step}} - m^p$ of the two-step procedure from the classical oracle for an estimated noise level with $\lambda_0 = \sqrt{0.5 \log(p)/n}$ in the correlated design setting.

**Fig 17.** Boxplots for the relative efficiencies for the Akaike criterion from Ing [12] with $C_{\text{HDAIC}} = 2$ and the Lasso based on 5-fold cross-validation in the correlated design setting.
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Fig 18. Boxplots for the relative efficiencies and the deviation \( \tau - m^* \) of the stopping time from the classical oracle for the estimated noise level with \( \lambda_0 = \sqrt{\log(p)/n} \) in the classification setting.

Fig 19. Boxplots for the noise estimation errors with \( \lambda_0 = \sqrt{\log(p)/n} \) together with the classical oracle risk in the classification setting.

For the classification setting in Example 1.1 (b), we maintain the correlated design and sample Bernoulli distributed labels \( Y_i, i = 1, \ldots, n \), with

\[
\mathbb{P}\{Y_i = 1\} = \max \left( 0.5 + \sum_{j=1}^{p} \tilde{\beta}^{(r)}(X_i^{(j)}), 0 \right), \quad r \in \{3, 2, 15, 60, 90\},
\]

(D.3)

where the \( \tilde{\beta}^{(r)} \) are rescaled versions of the coefficients \( \beta^{(r)} \) from Section 5. In particular,

\[
\tilde{\beta}^{(3)} = 0.03\beta^{(3)}, \quad \tilde{\beta}^{(2)} = 0.03\beta^{(2)}, \quad \tilde{\beta}^{(1)} = 0.1\beta^{(1)},
\]

\[
\tilde{\beta}^{(15)} = 0.1\beta^{(15)}, \quad \tilde{\beta}^{(60)} = 0.1\beta^{(60)}, \quad \tilde{\beta}^{(90)} = 0.1\beta^{(90)}.
\]

(D.4)

The rescaling guarantees that with high probability, the values of the linear signals are in between \([0, 1]\) and the linear model is indeed a good approximation for the simulated data. In Algorithm 1, we add an intercept column \( X_0^0 = 1 \in \mathbb{R}^n \) to the design. In this setting, estimating the noise level becomes essential, since it depends on the coefficients themselves. The medians of the empirical noise levels \( \|\varepsilon\|_n^2 \) are given by \((0.15, 0.18, 0.28, 0.12, 0.19, 0.21)\).
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![Boxplots for the relative efficiencies and the deviation $\tau_{\text{two-step}} - m^e$ of the two-step procedure from the classical oracle for an estimated noise level with $\lambda_0 = \sqrt{0.5 \log(p)/n}$ in the classification setting.](image1)

Fig 20. Boxplots for the relative efficiencies and the deviation $\tau_{\text{two-step}} - m^e$ of the two-step procedure from the classical oracle for an estimated noise level with $\lambda_0 = \sqrt{0.5 \log(p)/n}$ in the classification setting.

![Boxplots for the relative efficiencies for the Akaike criterion from Ing [12] with $C_{HDAIC} = 0.5$ and the Lasso based on 5-fold cross-validation in the classification setting.](image2)

Fig 21. Boxplots for the relative efficiencies for the Akaike criterion from Ing [12] with $C_{HDAIC} = 0.5$ and the Lasso based on 5-fold cross-validation in the classification setting.

in the order in which the signals are displayed. We present the same plots as in the correlated regression setting. The median oracles $m^{(a)}$ and $m^{(b)}$ are given by $(2, 3, 6, 13, 14, 8)$ and $(7, 5, 12, 29, 32, 28)$ respectively. For both the two-step procedure and the full Akaike selection, we use a constant $C_{AIC} = C_{HDAIC} = 0.5$, which is two times the maximal variance of a Bernoulli variable.
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