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1 INTRODUCTION

Fitts’ law is the most widely used human performance model in HCI history [4, 17, 24, 31, 40, 52, 76]. With the growth of networking and mixed reality technologies, the necessity of assessing human performance with a higher dimensional model has increased significantly [17, 82]. Fitts’ proposed its original model, known as simply Fitts’ model in 1954 [19]. Its applicability has been well demonstrated in 2D tasks [19, 32, 52], motivating multiple other researchers with their own 2D extensions, most notably that of Hoffmann’s, Welford’s and Shannon’s [52, 87, 90]. More recently, the law itself has also been tested in 3D space [44, 77] and providing a robust ground for various 3D extensions [5, 14, 59], with lesser but still impressive predictive powers.

It would thus come naturally that somewhere out there, there would exist an extension of Fitts’ law to model the entirety of the 3D domain. However, to the best of our knowledge, this is not the case. The most popular methods to date have provided an invaluable insight as to which variables are integral when spatially describing 3D space [5, 14, 44, 52, 59, 77, 87, 90]. Consequently, these methods were tested under very specific settings and limited to certain spatial arrangements, thus progress towards a true 3D performance metric is still scattered not allowing for inter-study comparisons. More specifically, a few models accounted for varying gains of spatial arrangements including directions and inclinations [5, 6, 14, 59], of which only the latter two formulated an extension. While Fitts’ model was originally intended for translational tasks only, other studies demonstrated that it can adequately model 2D rotational tasks as well [15, 41, 42], though not exhaustively tested in the 3D domain. Furthermore, combined translational and rotational movements are severely limited and only accounted by two studies [44, 77], of which movements were limited only across one line, effectively disregarding spatial arrangements. Moreover, depth-related distances in 3D displays were only accounted for and added to a model extension in one study [5]. Last but not least, with the exception of Hoffmann’s [32] all aforementioned studies only considered the effective target size, effectively ignoring the probe size i.e. the object size used to point to the target location. All of these studies reported significant influences to their models, yet with the absence of a standardized metric, inter-study validations remain particularly challenging.

We can thus infer that there are numerous spatial variables and multiple complexities arising when trying to extend Fitts original model to 3D space. With this review, we hope to investigate and pinpoint towards important factors one has to consider if attempting to propose a model in 3D space, taking into account varying gains of translational and rotational complexities including spatial arrangements.
2 BACKGROUND AND RELATED WORK

In this section, we investigate and analyze the most prominent and widely used extensions based on Fitts law. Moreover, we compare all formulations and their applicability in increasing spatial complexities as to pinpoint towards which directions researchers should direct focus to if attempting to derive a full 3D performance model. In Table 1 we summarize all models and extensions as an overall visual overview of their applicability towards higher dimensions.

2.1 Original Law

Fitts’ original formulation [19, 20] predicts the movement time (MT) based on an index of difficulty (ID) and is formulated as follows:

\[
MT = a + b \cdot ID,
\]

\[
ID = \log_2 \left( \frac{2A}{W} \right)
\]

Equation 2 represents Fitts’ original formulation. Equation 3 is an extension of Fitts’ by Hoffmann [32]. In his formulation, Hoffmann kept Fitts’ law mostly intact, with the exception of adding the variable \( F \), representing the index finger pad size of each participant. This stemmed from a series of experiments he conducted mainly composed of discrete tapping tasks using the participants’ pad finger size of their index as pointing probes. His formulation opened new and interesting paths. Indirectly, it motivated future work in including the object size when concerned with manipulating objects in virtual environments [87]. Equation 4 presents Welford’s extension [90], removing the multiplication by 2 for the target separation i.e. distance (A) but adding +0.5 in his formulation. Similarly, in Equation 5 Scott MacKenzie introduced the Shannon’s formulation [52], similarly to Welford’s but instead of 0.5 adding a plus +1 term. The difference between the latter two lays in the added terms. Welford, contrary to MacKenzie, argued that the reason for adding this term was to account for the distance from the centre of the target to its edge. Based on the Shannon Formulation [52], another model extension, named FFitts Law [7], was suggested and formulated as:

\[
MT = a + b \cdot \log_2 \left( \frac{A}{\sqrt{2\pi \left( \sigma^2 - \sigma_0^2 \right)}} + 1 \right)
\]

replacing the denominator, effective target width (W), with a double Gaussian distribution in which \( \sigma \) represents the standard deviation of the touch points and \( \sigma_0 \) the precision of the input finger. This approach showed a promising accuracy in both 1D and 2D target acquisitions tasks.

Nonetheless, the most widely used 2D extension of Fitts law still remains that of MacKenzie’s i.e. the Shannon formulation and has been demonstrated to do very well for tasks entailing purely translational [14, 27, 33, 34, 53, 72, 77] or rotational settings [58, 77].

2.3 Extensions in 3D Space

Fitts’ formulation has also been applied in the 3D domain but has shown not to represent 3D movements accurately [6, 37, 75, 77, 95]. Consequently, certain extensions were needed to account for this limitation [5, 14, 29, 43, 59, 64]. The first being directions. Murata and Iwase [59], were the first to introduce directional angles in their study, in their case phrased as azimuth angles under the spherical coordinate system. A total of eight different levels of directional angles were investigated ranging from 0° to 315° with a 45° increment. Their findings showed that these angles had a sinusoidal relationship with movement time. More specifically, they found that upper (90°) and lower movements (270°), were significantly more difficult and by extent increasing MT than left (180°) or right movements (0°). Cha and Myung [14], inspired by Murata and Iwase’s model [59], proposed an additional term, inclination. In their experiment, they introduced both varying gains of directional as well as inclination angles for pointing tasks. They confirmed Murata and Iwase’s work in that directional angles do indeed appear to have a sinusoidal relationship with MT and moreover, inclination angles appeared to have an almost linear relationship with MT. Neither of those models however investigated their findings within an experimental setting of 3D displays, let alone VRHMDs. This was later accounted for by Machuca and Stuerzlinger [5]. The latter investigated the stereo deficiencies in virtual hand pointing with the use of 3D displays. Foremost, they confirmed that left to right movements were significantly easier than movements away from or towards the user. However, it is important to mention that both Murata & Iwase [59], as well as Cha & Myung [14], studied this discrepancy with the directional azimuth angles being perpendicular to the view direction of the participant, i.e. a frontal circle in front of them. Whereas in Machuca and Stuerzlinge’s,
the directional angles were placed around the participant with 90° and 270° representing the front and backward whereas 0° and 180° degrees represented left and right movements respectively. The most important however finding was that depth changes i.e. the distance of the user’s eyes to the screen, linearly affected MT, with higher depth values presenting higher difficulties and by extent higher timings. The aforementioned models are shown below.

\[ MT = a + b \cdot \left( \log_2 \left( \frac{D}{W} + 1 \right) + c \cdot \sin \theta \right) \]  
\[ MT = a + b \cdot \theta_1 + c \cdot \sin \theta_2 + d \cdot \log_2 \left( \frac{2D}{W + F} \right) \]  
\[ MT = a + b \cdot \log_2 \left( \frac{A}{W} + 1 \right) + c \cdot CTD \]

Murata and Iwase’s [59] directional model is shown in Equation 7. The variable \( \sin \theta \) represents the sinusoidal directional / azimuth angle, controlled by a constant \( c \), determined through regression. Note that in Murata and Iwase’s model, contrary to other extensions, the ID not only encompasses the logarithmic but also the sinusoidal term with the azimuth angle added to it. Cha and Myung’s model is shown in Equation 8. Contrary to Murata and Iwase’s model which is based on Shannon’s, Cha and Myung’s [14] is based on Hoffmann’s taking into account the finger pad size of the participants acting as the pointing probe (P). In addition to the directional angle (\( \sin \theta_2 \)), they introduced \( \theta_1 \) which represents inclinations sharing a linear relationship with MT. Constants \( a, b, c \) and \( d \) are again determined through regression. Finally, Machuca and Stuerzlinger’s model [5] is shown in Equation 9, which is based on Shannon’s [52] shown in Equation 5 with the addition of CTD representing the Change in Target Depth (measured in centimeters), controlled by a constant \( c \) determined through regression. None of the aforementioned models in this section, however, included combined translational or rotational variations.

### 2.4 Translation or Rotation?

To this point, all the formulas reported, either extended the original Fitts’ law from 2D to 3D space, but were solely limited to translation. However, during object interaction, be it pointing or manipulation, rotation is a fundamental part. When performing a task that requires some kind of spatial accuracy, we humans usually attempt to match the rotation of the object so it satisfies certain spatial criteria [82].

Stoelen and Akin [77], were the first to combine both translational and rotational movements in one experiment. Motivated by MacKenzie’s Shannon formulation [52] shown in Equation 5, Stoelen and Akin proposed that simply adding the indices of translation and rotation would yield adequate results in modeling combined movements. To adjust the formula of translational movements of Shannon’s, Stoelen and Akin replaced the otherwise target distance (A) as the numerator, with the respective rotational distance (a) and the denominator (W) indicating the target width, with the rotational tolerance (\( \omega \)). Their formulation is shown in Equation 10:

\[ MT_{\text{combined}} = a + b \cdot \left( ID_{\text{translation}} + ID_{\text{rotation}} \right) \]
\[ ID_{\text{translation}} = \log_2 \left( \frac{A}{W} + 1 \right) \]
\[ ID_{\text{rotation}} = \log_2 \left( \frac{a}{\omega} + 1 \right) \]

As such, the total combined movement time (\( MT_{\text{combined}} \)) it takes to point to a target is dependent upon the index of difficulty for translation (\( ID_{\text{translation}} \)) and rotation (\( ID_{\text{rotation}} \)), sharing the same “weight” and linearly correlated to MT. Stoelen and Akin, however, limited their findings without any spatial arrangements since pointing to the target was performed only across one line and furthermore performed in 2D space without the use of 3D displays [77]. The latter was accounted for by Kulik et al. [44], whereby 3D displays were used to model combined translational and rotational movements. They found a surprisingly adequate linear fit of \( R^2 = 0.78 \) when combining both translation and rotation, defined in their case as “3D Docking” [44]. They confirmed the findings of Stoelen and Akin yet movements were again limited along one line only. The question however remains, does a rotation in 3D space really share a linear relationship with MT as with translation? With the exception of the two studies mentioned above [44, 77], this is not sufficiently investigated and perhaps rotation could share a polynomial or exponential relationship with MT. It would thus be invaluable to further confirm their findings.

### 2.5 Pointing or Object Manipulation?

In the larger context of object interaction, there are in general two major categories, pointing and manipulation. Until now, we investigated purely pointing tasks, that is without the presence of any physical interactions such as gravity or contact points. One could argue that covering pointing tasks under a unified 3D performance model would suffice. However, use cases encompassing teleoperation and in general simulation training of operators, heavily depend upon as close to real physics as possible [45, 82]. Physical interactions can be perhaps ignored in 3D user interfaces up to a point, yet with the vast availability of mixed reality technologies on the market and increasingly more powerful hardware, the need to model physics properties has significantly increased. Object manipulation even in multi-user environments becomes more and more popular and interaction users initiate with the environment should inherently include physical properties otherwise these may be perceived as breaking immersion [61].

Sadly, the application of Fitts’ law towards manipulation is severely limited [23], particularly due to being intended for pointing tasks in the first place. Yet, if we break down the phases of pointing and manipulation, we can see that these do not differ that much from another. Nieuwenhuizen [62] studied and proposed the phases observed in 3D goal-directed movements. He proposed five phases that are generally seen when interacting with objects, latency, initiation, ballistic, correction and verification phase. During the first two phases, the velocity of hand movements is minimal, while during the ballistic phase it is at its maximum. During the correction and verification phase, velocity drops as users correct any object errors such as increasing accuracy of placements. This should not differ for either pointing or manipulation. For simplicity purposes,
both pointing and manipulation can, in essence, be broken down into three at minimum parts: (a) acquisition or grasping phase, (b) transportation phase and (c) correction phase. The first phase (a) would merely differ in its name depending on either pointing or manipulation while (b) and (c) would, in essence, be similar.

The closest work that investigated the applicability of Fitts’ model for manipulation tasks is that of Yanqing and L. MacKenzie [87]. While not introducing a new model, they concluded that object size, similar to Hoffmann’s model [32] shown in Equation 3 greatly affects MT, with bigger dimensions corresponding to improved performance i.e. lesser MT and also linearly correlated with time. In Table 1 below, we summarize all model equations investigated thus far, including their characteristics and applicability under different spatial settings.

3 OUTLOOK, CHALLENGES AND FRONTIERS

To this point, we investigated and analyzed the most prominent and widely used extension of Fitts’ law. However, there are still numerous challenges to address if one wants to propose a unified 3D model covering the entirety of the 3D domain. Hence in this section, we will briefly go over the challenges, frontiers and general outlook of what researchers should expect when deriving a standardized human performance metric in full 3D space. Finally, in Table 2 we summarize potentially important research directions, aims and questions as the result of this review including sources and readings for other researchers to pursue.

3.1 Influences of Depth Perception

The main limitation of applying Fitts’ model in 3D pointing, especially with the use of Mixed Reality (MR) technologies is mostly attributed to impaired depth perception [6, 35, 51]. Numerous studies support that the estimation of distances for virtual targets differs to that of physical targets, in that humans appear to overestimate their ability to perceive depth in virtual environments (VEs) and by extent the target depth to reach [47, 68, 78, 91]. One study even estimated that this discrepancy differed with the real target to an almost 74% of their true distance [68]. Other studies argued that to overcome depth limitations, one could increase the display resolution of 3D displays to provide higher representations of depth, potentially implying that this may mitigate to some extent distance overestimation [25, 39]. As mentioned, Machuca and Stuerzlinger investigated and proposed a simple model accounting for depth perception in VEs. Their main finding was that movements along the depth axis i.e. away or towards the user appears to be more difficult than left to right movements, which appears to be supported by earlier work [14, 59, 74]. Including as such the effect of depth distances and adding these to a model is vital and with Machuca and Stuerzlinger’s work, it does appear to have a significant effect [5]. Whether it shares a linear relationship as with the latter, needs more verification and testing since studies investigating the effects of depth perception on Fitts’ law is still limited.

3.2 Evaluation Approaches

A popular approach in evaluating Fitts’ model and its extensions, is to use the coefficient of determination ($R^2$) to assess the correlation between the ID and MT drawn on the x and y-axis respectively. The closer this value is to 1, the ‘better’ the fit between these two variables and closer to 0 explaining ‘less’ in return. Generally, an extension is deemed to be “superior” when tested against other models when there is a better correlation. However, there are numerous disadvantages to merely using the ($R^2$), which is supported by current literature [17, 26].

The major disadvantage of merely reporting the coefficient of determination is that it is highly dependent upon the number of data points recorded. More specifically, the more data pairs there are in the evaluation, the correlation will usually be lower. This can be exploited by having a small number of IDs and a lot of repetitions of the same tasks to achieve relatively “easily” a good resolution.

Heiko Drewes [17] illustrated this limitation by presenting the difference of the ($R^2$) results in a single click-the-target experiment versus the same experiment but repeated multiple times and averaged over. Motivated by his observation, we took the same notion and applied it in our case as well with more levels of repetitions. We conducted a simple pointing task with four target sizes ($W = 5, 7.5, 10, 12.5$ [cm]) and four target separations ($A = 12, 24, 36, 48$ [cm]). Amounting to 16 distinctive tasks. By applying Fitts’ law shown in Equation 1, a total of 16 IDs were calculated, ranging from 0.941 to 4.26 bits. A total of 20 repetitions were made by a single participant. Figure 1 visually illustrates the reported $R^2$ values in the 3D pointing task of a single repetition versus 5, 10 and 20 repetitions. Notice that the more repetitions we have, the higher the $R^2$ value becomes.

Unfortunately, most literature to date use this evaluation approach exclusively [6, 14, 44, 59, 77]. While it does indeed provide an overview of how well the model does, researchers would also be advised to report the values of constants and their respective standard error as shown in Figure 1. For example, merely stating that a model has a correlation of $R^2 = 0.906$ is not very helpful. Instead, it would be much more useful to not only provide the latter, but also include a statement such as ‘Fitts’ original formulation showed a correlation of $R^2 = 0.906$ with MT = 0.66 (0.07) [0.52, 0.79] + 0.27 (0.02) [0.21, 0.31] · ID’. The terms represent the a and b constants respectively, reporting the standard error in addition to the lower and upper bound confidence intervals (ideally CI=95%) that can be reported through regression analysis.

Other methods that are also used to predict the differences between the MT and ID for a particular model and its fitting, is the Root-Mean-Square Deviation (RMSD) as well as the Mean Absolute Deviation (MAD) [38]. Solely relying on the $R^2$, or for any statistical model in that case, as we saw has numerous limitations, particularly limiting inter-study comparability. Perhaps a better way for authors to support their argumentation is a mixture of multiple statistical models to show their model fitting.

3.3 Human Factors and Experimental Design

By definition, Fitts’ prediction model, models the performance of humans. For example, human performance is dependent upon ones own personality-related factors including but not limited to age, visual health, previous exposure to certain technologies, absorption as well as cognitive ability [30, 56, 57, 71, 94]. As such, factors such as tiredness, cognitive ability, concentration, being under the
influence of stimuli etc. may have a determining effect on performance. While perhaps modelling and accounting for these factors in a formulation may be significantly challenging, studies should limit or retain consistency when recruiting participants. For example, all participants in a study should ideally be evaluated if they are tired or are under the influence of certain stimulants e.g. coffee, and those who do not meet the criteria should be excluded from the analysis or initial recruitment. Sadly, most studies so far miss a clear definition of the state of the participants [14, 44, 59] as also suggested by Heiko Drewes [17]. Consequently, more focus should be given when reporting participant recruitment.

Another factor to take into account is the specific experimental design that each author considered to this date when deriving a model extension. Merely deriving a human performance model under one experimental setting is insufficient as the authors are likely in the risk of observing and tuning a model only to fit that particular study manifestation. Ultimately, if a model is only applicable for very specific application settings, its relevance can become questionable and likely at risk of losing overall generalizability. These limitations can be mitigated to some extent if one would collectively include all models as seen in Table 1, in addition to any subsequent ones, and compare them under one particular 3-D experimental design setting to support their argumentation.

### 3.4 Potential Benefits of Multimodality

Multimodal interfaces can mitigate the high complexities that inherently surround interaction in VE. It is generally argued that human interaction with the surrounding environment is inherently multi-modal [10, 67, 84]. More specifically, manipulation by itself is multi-modal, requiring more than one modality to be active to effectively control, approach and grasp an object [8].

| Human Performance Models | Model Formulation | Model Characteristics |
|--------------------------|-------------------|-----------------------|
| **Fitts’** [19]          | \( MT = a + b \cdot ID \) | \( ID_t = \log_2 \left( \frac{A}{W} \right) \) | N/A 2D No No No |
| **Shannon’s** [52]       | \( MT = a + b \cdot ID \) | \( ID_t = \log_2 \left( \frac{A}{W} + 1 \right) \) | [19] 2D No No No |
| **Hoffmann’s** [32]      | \( MT = a + b \cdot ID \) | \( ID_t = \log_2 \left( \frac{A}{W + 0.5} \right) \) | [19] 2D No No No |
| **Welford’s** [90]       | \( MT = a + b \cdot ID \) | \( ID_t = \log_2 \left( \frac{A}{W + 0.5} \right) \) | [52] 3D Yes No No |
| **Murata and Iwase’s** [59] | \( MT = a + b \cdot ID \) | \( ID_t = \log_2 \left( \frac{A}{W + 0.5} \right) + c \cdot \sin \theta \) | [32, 59] 3D Yes Yes No |
| **Cha and Myung’s** [14] | \( MT = a + b \cdot \theta_1 + c \cdot \sin \theta_2 + d \cdot ID \) | \( ID_t = \log_2 \left( \frac{A_{\theta}/\theta_{t_{\theta}}}{W_{t_{\theta}}} + 1 \right) \) | [52] 3D No No No |
| **Stoelen and Akin’s** [77] | \( MT = a + b \cdot [ID_t + ID_r] \) | \( ID_{t/r} = \log_2 \left( \frac{A_{\theta}/\theta_{t_{\theta}}}{W_{t_{\theta}}} + 1 \right) \) | [52] 3D No No No |
| **Machuca and Stuerzlinger’s** [5] | \( MT = a + b \cdot ID + c \cdot CTD \) | \( ID_t = \log_2 \left( \frac{W_{t_{\theta}}}{W_{t_{\theta}}} + 1 \right) \) | [52] 3D No** No Yes |

Table 1: Summary of the most widely used 2D and 3D extensions of Fitts' law. Table illustrates the equations as defined by the respective authors. Model characteristics represent the model settings and whether these are covering important spatial characteristics to model full 3D performance. \( ID_{t/r} \): Index of difficulty of translation (t) or rotation (r). Dir.**: Directions. Inc.*: Inclines. No***: Effects were investigated but no formulation or model extension was performed. [N/A]: Not applicable.
Table 2: The table represents potentially important directions and research paths we recommend researchers to pursue for the derivation of a robust performance metric in 3D space. The aforementioned points may prove to be crucial in solidifying such a metric and increase inter-study comparability with the hopes of generalizing it in a multitude of different settings.

| Research Considerations and Questions to Explore | Sources & Readings |
|--------------------------------------------------|-------------------|
| Q1 Explore the effect of object size as suggested by Hoffmann in the context of both pointing and manipulation with more levels and a more exhaustive setting. | [33, 87] |
| Q2 In Hoffmann’s formulation, can we assume that the object size (F) can represent the dimensions of a given 3D object as it does in representing the pad size index finger? Are we likely in need of different definitions? | [33, 87] |
| Q3 How do different input technologies affect a given model? Can it be accounted for by implementing an additional term in the formulation or controlling existing terms with additional constants? | [12, 55, 72] |
| Q4 Spatial arrangements, directions & inclinations, appear to matter according to Murata & Iwase, Cha & Myung and Machuca and Stuerzlinger, but can their findings be confirmed and furthermore extended in combined translational and rotational movements? Potentially of significant importance due to limited focus. | [5, 14, 59, 85] |
| Q5 Is the simplicity of adding two indices of difficulty of translation and rotation feasible? Can rotation indeed be modelled by merely replacing the target distance (A) with the rotational offset (ω) and the target width (W) with the rotational tolerance (ω)? For translational tasks, A and W have been observed by numerous studies to share a linear relationship with MT, is that the case for the less explored rotational counterpart? Does rotation perhaps share a polynomial or even exponential relationship with MT? The aforementioned should be answered and part of these are only explored and limited to two studies by Stoelen & Akin as well as Kulik et al., limiting their observations in movements across one line only with no directions or inclinations. | [46, 77, 88] |
| Q6 The above point in mind, researchers are advised to explore other extensions as well in combined movements. Both Stoelen & Akin’s, as well as Kulik’s et al. work, extended Shannon’s formulation exclusively. Perhaps Hoffmann’s or Welford’s could be explored/extended as well and their differences reported. | [33, 46, 52, 53, 77, 88, 90] |
| Q7 Depth perception in virtual environments differs from that of the real world, with users overestimating the distances. Can the work of Machuca & Stuerzlinger, which is to the best of our knowledge the only work that accounted for the depth variable and added to Fitts’ (Shannon’s) extensions, suffice? With the spike in VR/AR technologies, verification of the above appears to be crucial. | [5, 18, 47, 49, 68, 78, 91] |
| Q8 Do not evaluate models solely based on the coefficient of determination (R²). In this work, we explored the limitations of purely relying on the R². Instead, aim to include the full line equation (MT) with the reported constants, including standard error and lower as well as upper bound confidence intervals (ideally at CI=95%). | [17, 26] |
| Q9 Can human factors be accounted for? Tiredness and concentration for example are key elements affecting significantly human performance, yet modelling these factors is challenging and remains a gap in the literature. If this is infeasible, researchers should account for these factors during participant recruitment. | [16, 17, 65, 70, 81, 95] |
| Q10 Can we reduce the complexities that arise in full 3D space with the use of different sensory modalities? How do other modalities affect object interaction, in particular haptic or auditory feedback? Can we reduce potentially impaired amounts of depth perception by introducing haptic feedback in the sensory interface? | [3, 9, 10, 22, 50, 67, 80–82, 84, 86] |
| Q11 Manipulation entails different physical influences such as gravity, contact points and the mass of the object. These should prove invaluable, especially in realistic simulations and training scenarios attempting to model performance under realistic settings. Can these properties be modelled? Furthermore, how do different hand types with different contact points and degrees of freedom (e.g. grippers) and their size affect the model? | [13, 46, 81, 82, 88, 96, 97] |
| Q12 Last but not least, what are the differences in pointing and manipulation, can these two different types of interactions be modelled under one unified formula? More importantly, can all of the aforementioned points be considered and accounted for or should we expect different formulations based on these factors alone? | All of the above including the contents of this work. |

There is strong evidence that assessing performance via Fitts’ law for 3D pointing tasks appears to suffer primarily due to latency [89], impaired depth perception [6, 51], as well as the lack of haptic (tactile) feedback [9, 22, 50, 80]. The latter two appear to have a direct correlation to what seem to be the benefits of multi-modal interfaces in increasing overall perception [8, 9, 11, 28, 82, 83].

One study investigated 3D virtual hand pointing with the index finger in addition to incorporating vibration feedback using a 3D screen display [63]. While disregarding depth and spatial arrangements, contrary to [5, 59], they found that vibration feedback provides a reasonable addition to visual feedback, which appears to be in line with existing literature on multi-modal interfaces [2, 60, 82]. This is furthermore confirmed by numerous neuroscience studies indeed confirming that the simultaneous presence of both visual and somatosensory sensory cues is beneficial, particularly due to both modalities overlapping in the same brain region[1, 3, 36, 73].

However, in all cases, sensory conflict can arise when a multimodal pipeline is unable to stimulate the senses in a synchronised way, which can be counterproductive, resulting in decreased spatial and temporal immersion, effectively nullifying the benefits [66, 69]. While conclusions are indeed difficult to draw as to which modalities directly offer higher quantifiable amounts of perception, we can indirectly measure the human performance and by proposing a standardized metric, inter-study comparisons within the domain of multimodal human-computer interaction may be feasible and increase our understanding.
3.5 Physical Influences

As we mentioned, physical interactions are an integral part of the manipulation process. Firstly, the effects of gravity should be evaluated. To the best of our knowledge, an experimental setting with different levels of gravity has still not been used to assess how it may affect MT and the potential influence it may pose to a model. It still remains a gap to this day [79]. Contact points are another aspect to consider. While there are specific methods and metrics that assess the quality of a given grasp, such as the Largest-minimum resisted wrench [97], it may prove to be beneficial if that can also be accounted for by Fitts’ law.

Furthermore, the grasping type users initiate with an object may prove to be a determining factor towards MT and by extent a 3D performance metric covering the manipulation domain. For example, the Southorange Hand Assessment Procedure (SHAP) is a clinically validated hand function test [48] reporting six distinctive grip classifications: precision-tip, lateral, tripod, spherical, power and extension grasping. Vishak Kumar and Emanuel Todorov developed a virtual reality system for hand manipulation based upon a subset of tasks from the SHAP for evaluation purposes [45]. However, the latter did not investigate or include Fitts’ model in their evaluation. To which extent these physical properties really impact a model is hard to quantify, yet it should be pursued by researchers that aim to extend a robust performance method towards manipulation.

3.6 Which Input Technology?

Lastly, aggravating a unified model is the multitude of different input devices one can use. As shown by previous work, Fitts’ model is heavily influenced by the input technology used, whether that includes tracked wands, a regular mouse, stylus or optical hand tracking [21, 54, 92, 93]. Perhaps proposing a 3D performance model that would aid the community and clear the confusion as to which model is appropriate, may furthermore be aggravated by this factor alone. It should come to no surprise that numerous models should be considered as these may be specific to the input device or accounting for this limitation by adding additional constants which can, however, become problematic [5].

4 CONCLUSION

With the multitude of different performance models published in the HCI community in the last years, confusion still exists as to which formula should be used and rightly so. Yet the collective effort towards a standardized human performance metric in true full 3D space is still missing and work remains largely scattered.

In this review, we analyzed the most prominent and widely used extensions of Fitts’ law and their respective contributions and limitations towards the endeavour of deriving a full 3D model. It is not as straightforward as one would think. We observed that not only including all possible spatial arrangements one would expect in full 3D space is challenging to model under one formulation, but also combining translational as well as rotational requirements in tasks is by itself not an easy approach. Furthermore, closing the gap between the discrepancies of pointing and manipulation under potentially one formulation is another very important factor.

We also went beyond the current challenges and also provided a brief outlook of future frontiers that may lay ahead when deriving a true full 3D human performance model. Factors ranging from how researchers should evaluate their work to the overlooked but yet important human factors models may prove to be determining aspects for a “true” 3D performance model.
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