Abstract—Deep Learning systems have proven to be extremely successful for image recognition tasks for which significant amounts of training data is available, e.g., on the famous ImageNet dataset. We demonstrate that for robotics applications with cheap camera equipment, the low image quality, however, influences the classification accuracy, and freely available data bases cannot be exploited in a straightforward way to train classifiers to be used on a robot. As a solution we propose to train a network on degrading the quality images in order to mimic specific low quality imaging systems. Numerical experiments demonstrate that classification networks trained by using images produced by our quality degrading network along with the high quality images outperform classification networks trained only on high quality data when used on a real robot system, while being significantly easier to use than competing zero-shot domain adaptation techniques.

I. INTRODUCTION

On a closed set of images with predefined classes and controlled conditions, recent machine learning approaches match or even surpass human image classification abilities. Challenging situations, however, arise when transferring such computer vision systems into real world practical applications, in which the distribution and characteristics of the images differs from the distribution of the online training examples significantly.

As an example, we consider the problem of image classification in a video stream recorded with an Anki Cozmo® robot camera. As the robot is only about 4 × 3 × 2 inches, and currently costs about €100 only, the quality of recorded images is rather low compared to typical image classification data sets. As exemplified in Fig. 1 and detailed in Section V the specific distortion in terms of the dynamic range, color reproduction, and noise causes the accuracy of image classification networks trained on usual online data sets to drop significantly. The latter implies that standard benchmark datasets cannot be harvested directly in order to train networks for such devices on solving various vision-based tasks.

A large variety of different works have considered domain adaption methods (based on the availability of different types of examples from the source and target domain) for such situations. Their ideas include fine-tuning on labeled data or unlabeled data from the source domain, cross-domain classification with a reconstruction of data from the source domain. We refer to [1] and Section II for details.

In this work, our objective is to classify low-quality images captured by robot camera by leveraging high-quality labeled data without any low-quality training data specific to the classification task. However, we assume that unlabeled high-quality-low-quality image pairs are available which are unrelated to the final task of interest (classification). For this challenge, we propose a very simple, yet generic and powerful solution: We propose to train a simple convolutional regression network to degrade high quality images in such a way that their appearance mimics that of the same image recorded with a specific low quality camera. Subsequently, we use this domain shifting neural network to transfer any online classification dataset to a corresponding low-quality version of it and demonstrate in several numerical experiments that classifiers trained/fine-tuned on the low-quality versions yield better accuracy on images actually recorded with a low-quality camera, see illustration in Fig. 1. To generate a training set for the domain shifting neural network, we record high-quality images displayed on a screen with the given low-cost camera (see Fig. 2) and train the network to map the high-quality images to their corresponding low-quality counterparts. Since
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the images used to train the quality degrading network differ significantly from the images the classifier is trained on, the proposed approach can serve as a simple and generic scheme for adapting networks for various different tasks to the specific characteristics of a given low-cost camera.

II. RELATED WORK

Within the last years deep classification network architectures have been adapted to work well on mobile systems with limited computation power, with MobileNet [2] and SqueezeNet [3] being among the most popular variants. Such networks achieve accuracies close to their significantly more computationally expensive relatives on popular computer vision benchmarks, but the architectural considerations do not specifically account for low quality input data.

Despite the continuously growing amount of labeled training data from various sources, care has to be taken of adapting any image classification network trained on online data bases to the specific setting it is meant to operate in. While it is common practice to encourage certain invariances, e.g. with respect to small noise, rotations and scale using data augmentations, it has been observed that the image quality can have a significant impact on the classification result (see e.g. [4], [5]).

The problem of adapting a trained network to a new distribution of input images is a well-studied problem under the name of domain adaptation, see e.g. [1] for a comprehensive overview. Divergence-based domain adaptation approaches [6]–[8] obtain domain invariant data representations by minimizing some divergence measure between source and target distributions. Another approach is to employ adversarial by minimizing some divergence measure between source and target domains. Another approach is to employ adversarial training [9], [10] to encourage a confusion between source and target domains. Alternately, a common representation for source and target domains can be constructed by combining classification with an auxiliary reconstruction task [11].

In terms of the available training data, one can distinguish 4 categories of domain adaptation techniques. In the supervised case, one has a well-trained network on a set of source domain images with given labels, along with a reduced number of labeled images from a target domain, and when sufficiently many labeled images in target domain are available, simple fine-tuning/transfer learning techniques [12], [13] can be applied. In semi-supervised domain adaptation, weaker information is available in the target domain only, e.g. the works [13]–[16] utilize additional unlabeled data for transferring knowledge to target domain when few labeled examples are available in the target domain. Unsupervised domain adaptation techniques [17]–[19] address the scenario where a network pretrained on labeled source domain data is adapted to a target domain of unlabeled images that are related to the source domain, e.g. containing the same classes/objects. Finally, having no labeled images in the target domain for the task of interest refers to zero-shot domain adaptation, see e.g. [20]–[23].

Our work can be seen as a specific form of zero-shot domain adaptation, as we do not consider to have labeled target data and usually not even target images that show the same classes as the classifier we’d like to train. By recording images from a screen we do, however, ensure we have a one-to-one correspondence of images from the source and target domain. These corresponding images are, however, entirely unlabeled.

In contrast to our assumptions, [22] and [21] do not have target domain data unrelatable to the task of interest at all. Ishii et al. [22] assume good prior knowledge about attributes causing distribution shift between source and target domains, which is used in adapting to the target domain. Kumagai and Iwata [21] present the concept of latent domain vectors to represent multiple source domains, which are then used to find models for unseen target domains via bayesian inference. Similar to our assumptions, [20], [23] have target domain data unrelatable to the task of interest. However, Wang and Jiang [23] do not assume correspondences between the source and target domain samples unrelatable to the task of interest. They instead employ two generative adversarial networks (GANs) to learn the joint distribution of source and target domain data across two tasks. The work [20] is closest to the scenario we considered in this work. Akin to us, their approach assumes that paired data in source and target domains for an irrelevant task are available. Their approach involves two steps: first matching features of the target domain irrelevant images with the features of the source domain images from a pretrained source domain network. Second, training the source network on the relevant task, while maintaining feature similarity with the target network on the irrelevant task. The important difference, however, is that [20] assumes to have labeled paired data for classification of images (dissimilar to those considered in final classification).

Since we assume that only unlabeled source-target image pairs are available, we train a simple regression network to map from high quality source images to low quality target images. However, our generic approach can also be directly applied in unsupervised domain adaptation and any-shot domain adaptation, by further augmenting the available samples in target domain. The task of mapping an image from one representation to
another is generally referred to as an image-to-image translational problem, which can include more complicated mappings such as mapping edges to natural images, colorizing a grayscale image, maps to photos etc. For such tasks, a simple convolutional regression network is not sufficient. Instead, it requires bigger and more powerful architectures employing GANs such as [24]. Similarly, GAN based approach [25] solves image to image translation when paired data is not available. While [24] or [25] have demonstrated impressive results in very complex image-to-image translation tasks, such generative adversarial approach are highly non-trivial to train. Murez et al. [26] employ an image-to-image translation network for domain adaptation with unpaired and unlabeled target domain data using a cycle GAN [25] with additional networks and losses.

As our recording setup does provide us with paired data, we can take the much simpler approach to train a regression network and avoid the (often cumbersome) training of a GAN.

III. PROPOSED APPROACH

A. Recording Training Data

Instead of mapping to domain-invariant features as done in many domain adaptation approaches, we create a simple image-to-image network to simulate a low quality image from high quality input image. Our idea is to simplify the domain adaptation problem by creating a dataset of corresponding high and low quality images and training a simple domain shifting network to map high to low quality images. For this purpose, we exploit the experimental setup shown in Fig. 2. A set of high resolution images is shown on a small screen which are recorded by the robot standing right in front of it. While this of course reduces the set of recorded training images to those in which the low quality image was taken of a screen, i.e., of a luminescent instead of a reflecting object, we will demonstrate that such a setting is sufficient to obtain improved classification accuracy even for real images taken with the low-cost camera. We’d like to point out that the pairs of corresponding images are fed into the domain shifting network (to be described in the next subsection) without any additional registration such that one has to expect small misalignment. This misalignment, however, can be reduced to a minimum by carefully positioning of the robot in front of the screen (as illustrated in Fig. [1]), and the remaining difference does not seem to harm the accuracy of our approach.

B. A Domain Shifting Neural Network

To map high quality images to low quality images, a domain shifting network is proposed. This is a convolutional regression network whose input is a high quality image from standard dataset. The network is trained to mimic the corresponding low-quality camera image of a Cozmo robot by minimizing the reconstruction error ($L_2$ loss) between the network output and the corresponding low quality image. Once trained, this network provides a simple way to generate realistic low quality training samples even from previously unseen categories of high quality images.

Architecture: The network has a simple 2D convolutional network with 4 convolutional layers, as given below:

$$C^3_{3 ightarrow 64} \downarrow 2 \rightarrow C^3_{64 ightarrow 128} \downarrow 2 \rightarrow C^2_{128 ightarrow 64} \uparrow 2 \rightarrow C^2_{64 ightarrow 3} \uparrow 2$$

where $C^c_{a ightarrow b} \downarrow_s$ represents convolution filter mapping from channel dimension of $a$ to $b$ and filter size of $c$ and stride $s$. $C^c_{a ightarrow b} \uparrow_s$ is a fractional strided convolution (transpose convolution) filter mapping from a channel dimension of $a$ to $b$ and using a filter size of $c$ and stride $s$. This architecture is illustrated in Fig. [3] with the feature map dimension. The first 3 convolution layers are followed by a rectified linear units (ReLU) as a non-linearity, and we used a sigmoid after the last convolution layer. We do not use any batch normalization.

C. Simple Domain Adaptation

In case a labeled target domain dataset for the desired task (here classification of specific classes) is not available,
we use the trained domain-shifting network to map the labeled source domain data to the target domain. Fig. 4 shows the mapping from source images to the (lower quality) target domain using our domain-shifting network on three examples of our validation data set. We can observe that distortions specific to the target domain in terms of the dynamic range and color reproduction are captured in the network output. This synthetic data along with source domain data is subsequently used to train a network in target domain on the relevant task (we consider classification). In this work, we use MobileNet [2], a light weight network architecture based on inverted residual blocks containing depthwise separable convolutions, with thin bottleneck layers as inputs and outputs of these blocks. This network architecture is very effective in a variety of computer vision tasks including image classification, object detection and semantic segmentation.

For domain adaptation, we train MobileNet for image classification using clean data together with synthetic data generated by our domain-shifting regression network. This way, we obtain domain invariant features from the network without explicitly trying to minimize the divergence between the features of source and target domain data. We consider two settings:

- The first setting we consider is zero-shot domain adaptation, where our approach does not see any target domain data which is useful in the relevant task. In this case, the unlabeled data used for training the domain shifting network does not contain the categories of images from the relevant task.
- The second setting we consider is unsupervised domain adaptation, in which our regression network is provided with images, which also include a small subset of images containing objects of the final categories of interest.

In both cases, the regression network is trained without label information (purely on image-to-image mappings) and subsequently provides synthetic data used to train the classifier network.

IV. EXPERIMENT SETUP

A. Datasets

For training the domain shifting network, we use images from Pascal VOC dataset [27]. Pascal VOC dataset has a total of 17,125 images in 20 classes for training and testing. For training the classifier network, and evaluating domain adaptation we use images from the Asirra dataset [28] and a subset of the Imagenet [29] dataset. The Asirra dataset has 18,697 images of cats and dogs, with a training-test split of 80 : 20. From the Imagenet dataset, we collect images to obtain 5 classes {cat, dog, cow, horse and sheep}, with approximately 2500 images in each of this class [3]. We split this dataset into training, validation and test sets in the ratio 60 : 20 : 20. The images from all these datasets are also recorded by Cozmo robot placed in front of the screen in a dark room as described in section III-A. Cozmo recording took 1.189 seconds per image. This required around 4 hours for capturing Pascal VOC dataset, 6 hours for capturing Asirra dataset and 2.5 hours for recording the subset of Imagenet.

We consider two tasks of interest: i) a two-way classification between 2 classes, cats and dogs, and ii) the classification into our 5 classes {cat, dog, cow, horse and sheep}. For two-way classification (zero-shot), the domain shifting network is trained on the 18 remaining classes of the Pascal VOC dataset along with the corresponding low quality images recorded by Cozmo robot. High quality cats and dogs images from the Asirra training set are then mapped to their corresponding low-quality versions by the domain shifting network, which is used to train the classifier network. The evaluation is performed on the low-quality Cozmo captured test images from Asirra dataset. Furthermore, we printed images of 4 different dogs and 6 different cats on a paper and captured 233 images of these cats and dogs under varying illuminations using the Cozmo camera placed at different distances and orientations. We call this setting “Cozmo in wild”, which is used only in the evaluation. Some samples from this setting are shown in Fig. 5.

For the 5-way classification, we again exclude images from the 5 classes of interest from the Pascal VOC dataset, and use the remaining ones for training the domain shifting network along with the corresponding low quality Cozmo recorded images. Subsequently, the domain shifting network is applied to the 5 classes we formed from the Imagenet training set to yield lower quality images, which are subsequently used to train the classification network.

Finally, we refer to the corresponding unsupervised domain adaptation approaches by training the regression network on the full Pascal VOC dataset and not leaving the classes of interest out. The training and evaluation of the classification network, however, remains identical to the zero-shot case.

B. Baselines

For comparisons, we obtain the performance references for the fully supervised classification in the source (clean image)
domain, and the target (Cozmo captured) domain. We train fully supervised classifiers for both domains by retraining an Imagenet-pretrained MobileNet V2 for the 2 and 5 classes respectively.

Additionally, we compared to the zero-shot domain of [20], but unfortunately were not able to even beat the naive supervised training on the source images (even not when pretraining on the latter). Thus, we decided to leave out the specific accuracies of this approach in our numerical results below. Moreover, we tried to compare to the adversarial domain adaption approach in [30], for which code is provided at https://github.com/jvanvugt/pytorch-domain-adaptation for an MNIST classification example. However, to show a fair comparison we needed to adapt the classifier to the same network architecture we used, i.e., MobileNet-v2, which subsequently required an adaptation of the discriminator (which otherwise was too weak). Unfortunately, we, again, were unable to find a suitable architecture that improved the results of the naive supervised training on the source domain. While we do believe that adversarial domain adaptation techniques can be very powerful, our experiments demonstrate that balancing the two players in the adversarial training can be a difficult task. More specifically, we did not manage to reach a Nash-equilibrium our adapted discriminator did not manage to decrease the loss.

C. Training Details

We used Pytorch 1.1.0 and Python 3.6.9 for all the experiments. We have made our code available at https://github.com/Guru-uni-siegen/Domain-Shifting-Network. We now describe the details of training for both the domain shifting network and the classification network.

1) Domain Shifting Network: For training the domain shifting network, we use the Adam optimizer [31] with $\beta_1 = 0.9$ and $\beta_2 = 0.99$, with an initial learning rate of 0.01, which is decreased by a factor of 0.5 every 30 epochs, and train for a total of 100 epochs using a batch size of 32.

2) Classification Networks: We train all classification networks using stochastic gradient descent with cyclical learning rate scheduling [32] with learning rate increasing exponentially from $1e^{-5}$ to $1e^{-3}$ in 20 steps. We use a batch size of 32 and train for 100 epochs and select the model with the best validation error for testing. We start our training with a MobileNet-v2 pretrained on Imagenet and freeze the weights of the first 100 out of the total number of 157 layers.

| Approach           | Standard | Cozmo | Cozmo in wild |
|--------------------|----------|-------|---------------|
| Source Supervised  | 97.86%   | 86.97%| 90.11%        |
| Ours Unsupervised  | 98.76%   | 94.67%| 91.07%        |
| Ours zero-shot     | 98.60%   | 94.24%| 95.28%        |
| Cozmo Supervised   | 97.40%   | 95.00%| 92.27%        |

TABLE I
Performance comparison for 2-way classification. The reported numbers are classification accuracy.

| Approach           | Standard | Cozmo |
|--------------------|----------|-------|
| Source Supervised  | 92.37%   | 73.49%|
| Ours Unsupervised  | 91.66%   | 77.56%|
| Ours zero-shot     | 92.09%   | 76.39%|
| Cozmo Supervised   | 84.88%   | 80.15%|

TABLE II
Performance comparison for 5-way classification. The reported numbers are classification accuracy.

V. RESULTS

A numerical comparison of both the 2- and 5-classification problems with the baseline of training the same network on the source data only is given in Tables I and II, respectively. For comparison purposes, we also include the oracle network that is trained on the cozmo-recorded data directly (which we assume to be unavailable).

In both, 2-way and 5-way classification, we can observe that networks trained on the source domain do not yield a high classification performance on the target domain. The proposed unsupervised as well as zero-shot domain adaptation techniques improve upon the source supervised network, with our zero-shot approach yielding improvements of 7.27% and 2.9% for the two tasks, respectively. According to the oracle network our performance is nearly optimal for the 2-class classification and about half-way in between the oracle and naive approach for the 5-class classification. It is interesting to see that the gain in accuracy on the cozmo images came at no price in accuracy on the higher quality source domain images.

Comparing the unsupervised and zero-shot approaches, we can see that having paired source and target images of the categories relevant to the classification task does help (showing improvements of 0.43% and 1.17%), but does not yield a large margin.

The general trend of improvement in classification accuracy over standard supervised network baseline is also observed on the ‘Cozmo in wild’ dataset in Table I. However, we also note that this test dataset is small and is not diverse enough to infer the average improvement in performance in this domain.

VI. DISCUSSION

Domain adaptation addresses the problem of using machine learning algorithms, when there is a shift in the data distribution. The proposed approach presents a practical solution in several real-world applications where the tasks of a robot, or the classes it has to determine, change over time: By recording paired images of high quality and ones recorded by the onboard camera, one can train a domain-shifting network once, and subsequently exploit any online data-base fed through the domain-shifting network to train the robot on new tasks or classes without the need to record new data with the robot.

Beyond the possibility to avoid the cumbersome labeling of data this way, we’d like to point out that even recording separate images with Cozmo took about 1.19 second per image, rendering the acquisition of gigantic datasets impossible. On
the contrary, the forward pass of the domain-shifting network is in the order of milliseconds.

Instead of explicitly minimizing divergence between source and target domain data distributions [6–8] or minimizing the distance between features of images from both domains [20], our approach implicitly learns invariant representation by training on both source and target domain for the classification task. This has the advantage that the performance in the target domain improves significantly, while maintaining good performance in the source domain. A small caveat, however, is the increase in computational load during training due to the increase in training data (considering the union of source and simulated target domain data).

VII. CONCLUSION

We proposed a framework to map high quality images to corresponding low quality version using a simple convolutional regression network. This can be used to efficiently generate low quality images of previously unseen categories. We propose a simple domain adaptation approach where we utilize such synthetic data when real labeled data in target domain is not available. Our experiments demonstrate the merit of our simple approach, showing an improved accuracy on the target domain at no sacrifice of source domain accuracy.
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