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ABSTRACT
Search engines based on keyword retrieval can no longer adapt to the way of information acquisition in the era of intelligent Internet of Things due to the return of keyword related Internet pages. How to quickly, accurately and effectively obtain the information needed by users from massive Internet data has become one of the key issues urgently needed to be solved. We propose an intelligent question-answering system based on structured KB and unstructured data, called OpenQA, in which users can give query questions and the model can quickly give accurate answers back to users. We integrate KBQA structured question answering based on semantic parsing and deep representation learning, and two-stage unstructured question answering based on retrieval and neural machine reading comprehension into OpenQA, and return the final answer with the highest probability through the Transformer answer selection module in OpenQA. We carry out preliminary experiments on our constructed dataset, and the experimental results prove the effectiveness of the proposed intelligent question answering system. At the same time, the core technology of each module of OpenQA platform is still in the forefront of academic hot spots, and the theoretical essence and enrichment of OpenQA will be further explored based on these academic hot spots.
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1 Introduction
Open domain question answering has been a long-standing problem in the history of natural language processing (Robert F Simmons et al., 1963; Julian Kupiec et al., 1993; Ellen M Voorhees et al., 1999; Antoine Bordes et al., 2015; David Ferrucci et al., 2010; Stanislaw Antol et al., 2015; Makarand Tapaswi et al., 2016; Danqi Chen et al., 2017; Jinhyuk Lee et al., 2021; Jinhyuk Lee et al., 2021). The goal of open domain question answering is to build automated computer systems which can answer any type of (factoid) questions that people might ask, relied on a large collection of unstructured natural language documents, structured data (e.g., knowledge bases), semi-structured data (e.g., tables) and other modalities such as images or videos.

How to accurately and effectively obtain the knowledge needed by users from all kinds of massive Internet data has become a key and challenging topic in the era of intelligent Internet of Things, that is, when users give queries, the model can quickly provide accurate answers. On the one hand, question answering system based on structured data can obtain accurate information quickly by querying knowledge base. However, because of the limitation of incomplete knowledge bases usually covering less than 2% of knowledge, multi-entity multi-relationship complex questions with constraints and the non-independent identically distributed knowledge base, knowledge base question answering still faces great challenges. On the other hand, question answering system based on massive unstructured data is still one of the research hotspots of NLP. At the same time, how to build question-answering system based on both structured data and unstructured data is also a subject that must be studied in the future.
The complex non-independent identically distributed question answering over knowledge bases similar to GRAILQA (Gu Yu, et al. 2021) dataset is a current research frontier issue. Dense retrieval methods including dense passage retrieval and dense phrase retrieval are proposed to solve unstructured data question answering and achieve the state of the art on open domain question answering (Jinhyuk Lee et al. 2021). DEEPQA (David Ferrucci et al. 2010) is one of the most representative modern question-answering systems, which featured in the 2011 TV game show JEOPARDY! has received great attention. It's a very complex system, made up of many different components, that relies on unstructured resources and structured data to generate candidate answers. Multi-modal question answering will also be one of the hot topics in the near future.

In order to obtain the accurate information required by users, we propose an intelligent question answering system OpenQA based on structured and unstructured data. In response to questions raised by users, OpenQA simultaneously starts three solving modules, including semantic parsing and deep learning parsing QA modules based on structured data, and two-stage question answering method based on retrieval and reading comprehension of unstructured data. Then, the three sequences are obtained by combining the answers obtained from the three solving modules and the question respectively, and are input through Transformer module. The representations of the three sequences are then through a linear layer and a softmax layer. Finally, the answer with the highest probability is output. To prove the effectiveness of our proposed intelligent QA model, we conduct several preliminary experiments on our constructed dataset. Experimental results show that the question answering model OpenQA can generate accurate answers to the questions raised by users.

To sum up, the contributions of this study mainly include the following three aspects: (1) We propose an intelligent question answering model OpenQA based on structured and unstructured data, which successfully integrates KBQA based on deep semantic parsing method and unstructured question answering based on retrieval and neural machine reading comprehension. (2) The experimental results prove that our proposed intelligent question answering model OpenQA can accurately answer the questions raised by users. (3) The intelligent question answering system OpenQA can be used as a platform for studying complex non-independent identically distributed KBQA problems in the near future, as well as for studying cutting-edge open domain QA and multi-modal QA.

2 Related Work

Independently identically distributed (I.I.D.) KBQA. Simple question answering over knowledge base (KBQA) tasks are also known as factoid question answering. Simple KBQA questions typically consist of an entity and a relationship that can be mapped to the knowledge base and then directly retrieve the answer entity or attribute value. Wengbo Zhao et al., (2019) obtained an accuracy rate of 85.4% on the dataset of SimpleQuestions (Antoine Bordes et al., 2015), which means that the simple question answering over knowledge bases has almost been solved. Complex KBQA tasks are challenging because they require multiple combinatorial reasoning abilities, (Alon Talmor et al., 2018, Yuyu Zhang et al., 2018, Michael Schlichtkrull et al., 2018, Mike Lewis et al., 2019). In order to speed up the study of complex KBQA, several complex KBQA datasets are proposed, for example, Jiaxin Shi et al. (2021) built QQA Pro, a large complex KBQA dataset with interpretable program and accurate SPARQL.

Non-independent identically distributed (non-I.I.D.) KBQA. Yu Gu et al. (2021) find that the existing research on KBQA is mainly conducted in the standard I.I.D. That is, the training distribution on the problems is the same as the test distribution. However, in a large-scale KBs, I.I.D. may be neither reasonable nor desirable because: (1) it is difficult to capture the true user distribution, and (2) it is very inefficient to randomly sample training samples from a large-scale space. Therefore, they propose that the KBQA model should have three inherent generalization: I.I.D., compositional and zero-shot generalization. To facilitate the development of strong generalization KBQA models, they build and publish a new large-scale, high-quality dataset of 64,331 questions, GRAILQA, and provide an evaluation setting for three levels of generalization capability. Xi Ye et al. (2021) proposed a rank-and-generate method for KBQA, that is, RNG-KBQA, which solves the problem of zero-shot coverage in complex KBQA by generation models while maintaining strong generalization ability. SOTA performance is achieved on GRAILQA dataset.

QA over unstructured data. Using unstructured data such as Wikipedia as knowledge sources makes the QA task face the dual challenges of large-scale open domain Q&A and machine understanding of text. To answer any question, first retrieve a few relevant articles from millions of articles, and then read the relevant articles carefully to find the answer. Danqi Chen et al. (2017) propose the DrQA system which essentially consists of two parts: (1) DOCUMENT RETRIEVER, which is used to search related articles; (2) DOCUMENT READER, which is used to extract answers from a single document or a collection of small documents. Zhilin Yang et al., (2018) propose a multi-hop reading comprehension dataset HOTPOT. The full-Wiki setup requires the QA model to answer questions based on all Wikipedia articles. This full-Wiki setup tests the performance of the system’s open-domain multi-hop reasoning capability, requiring the model to be able to locate and reason about relevant facts.

Dense retrieval QA method. Recent studies have found that dense retrieval method shows a greater prospect than sparse retrieval method. Of these, dense phrase retrieval (the finest-grained search unit) is attractive because phrases can be used directly as the output of QA and slot filling tasks. The purpose of dense retrieval is to retrieve relevant context from a large corpus by learning queries and dense representations of text.
Figure 1: The Overall Architecture of OpenQA
fragments. More recently, dense retrieval of articles (Kenton Lee et al., 2019; Vladimir Karpukhin et al., 2020; Lee Xiong et al., 2021) has been proved to be superior to traditional sparse retrieval methods such as TF-IDF and BM25 for a series of knowledge-intensive NLP tasks (Fabio Petroni et al., 2021), including open-domain questions (Danqi Chen et al., 2017) and knowledge-grounded dialogues (Emily Dinan et al., 2019). A natural design choice for these dense retrieval methods is the retrieval unit. For example, the Dense Paragraph Finder (DPR) (Vladimir Karpukhin et al., 2020) encodes a fixed-size text block of 100 words as the basic retrieval unit. At the other end, recent work (Minjoon Seo et al., 2019; Jinhyuk Lee et al., 2021) prove that phrases can be used as retrieval units. In particular, Lee et al., (2021) show that learning phrase intensive representations alone can achieve competitive performance in many open-domain QA and slot filling tasks. This is particularly appealing because phrases can be used directly as output without relying on an additional reader model to process paragraphs of text.

**Multimodal QA.** IBM DEEPQA QA system (Ferrucci et al., 2010), relying on both text collections (Web pages, Wikipedia, etc.) and structured knowledge bases (FREEBASE (Kurt Bollacker et al., 2008), DBPEDIA (Soren Auer et al., 2007) resources to generate answers. YODAQA (Petr Baudis et al., 2015) is an open source system similar to DEEPQA QA system, which similarly combines various types of data resources such as websites, databases and Wikipedia. Multimodal QA task is becoming one of the most popular topics in the near future.

### 3 OpenQA

Task definition: Users input questions and The OpenQA model gives precise answers. At present, the model mainly consists of three solving modules and one answer selection module: semantic parsing module and deep learning parsing module for QA over structured data, and retrieval reading module for QA over unstructured data. The framework of the entire model is shown in **figure 1**. The following three solution modules of OpenQA will be briefly introduced, but this paper will not go into details. Please refer to our relevant papers for details.

#### 3.1 Structured Data QA Solver

**3.1.1 Semantic Analysis QA**

Task definition: Given a natural language problem (NLQ), parse out triples from NLQ and set filtering conditions. Generate SPARQL query statements and find the missing part of the triplet from the knowledge graph, that is, the answer to the question. For simple KBQA tasks, the solver is divided into the following three sub-tasks: subject recognition, predicate recognition, SPARQL query statement generation and KG query.

**Subject recognition.** In this paper, entity recognition and entity linking are carried out on the natural language questions input by users, and then a list of candidate subjects are constructed, and each subject is given a corresponding confidence according to preset rules. The entities in the knowledge graph are exported to construct the entity mapping dictionary and added into the user-defined dictionary of word segmentation tool. In the actual process, the question is segmented first, and the results are matched with the data in the entity dictionary. If they can be fully matched, they are added to the subject list as candidate subjects. By using the group capture function of regular expression template, the problem is cut and the specific capture group is added to the subject list as candidate subjects after processing.

**Predicate recognition.** Predicate recognition mainly depends on template matching. Firstly, the natural language problems are matched with the templates in the template library one by one. If the matching is successful, the predicates corresponding to the templates are added to the candidate predicates list, and each predicate is given a corresponding confidence according to the preset rules.

**SPARQL generation and query.** The subjects and predicates in the subject list and predicate list are arranged and combined one by one to generate multiple SPARQL query statements. Then the knowledge graph is queried to obtain the list of candidate answers, and the corresponding confidence is assigned to each answer according to the preset rules.

#### 3.1.2 Deep Learning Parsing QA

In this study, LD-KBQA model solver is proposed for simple KBQA problem types, such as SimpleQuestions dataset, combined with various techniques of deep learning. The model mainly consists of two core steps: entity extraction and relationship detection.

**Entity extraction.** We propose an entity extraction algorithm based on BiLSTM and Levenshtein Distance. Firstly, the BiLSTM model is used to annotate the problem statements in sequence, and the words belonging to the entity in the problem statements are obtained. Then the corresponding entity candidate set is constructed according to the result of sequence annotation. Finally, the candidate entity set is screened based on Levenshtein Distance algorithm to obtain the final entity.

**Relationship detection.** We propose a joint relationship detection algorithm based on Attentive CNN and Attentive BiGRU. Among them, Attentive CNN and Attentive BiGRU are used to extract the similarity features of sentence words and semantic similarity features in the problem respectively. Then, the similarity between the candidate relationship and the learned similarity characteristics is calculated, and the final relationship is screened according to the similarity score.

**LD-KBQA model.** We propose LD-KBQA model. LD-KBQA is implemented by combining the proposed entity extraction algorithm and relation detection algorithm. The system is used to output the corresponding answer to a given question.

#### 3.2 Unstructured Data QA Solver

**Retrieve module.** This system uses Elasticsearch to build the full-text search and analysis engine. Elasticsearch is an
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enterprise-class full text search engine with high scalability that supports concurrent access by multiple users. Before using, it is necessary to build an index for the triplets in the knowledge graph and segmented text. The index contains two fields, subject and value, corresponding to the entity in the knowledge graph and index content respectively. For the triplet data, the knowledge contained in it is first spliced, then the entity is inserted into the Subject field, and the spliced knowledge is inserted into the value field. For the segmented text, it is necessary to judge whether it can contain entities in the atlas of knowledge. If it does, the included entities should be inserted in the Subject field and segment text should be inserted in the value field.

**Reading comprehension module.** The goal of the reading comprehension model is to read the retrieved top 10 passages and extract possible answers from them. This is exactly what we set up for the span-based reading comprehension problem in the paper (Gaochen Wu et al., 2021), where the reading comprehension model can be embedded directly into OpenQA. We applied the trained reading comprehension model to the first 10 passages, which predicted an answer span with a confidence score. To make scores compatible between paragraphs in one or more retrieved documents, we use a disstandardized index and take Argmax as the final prediction for all paragraph intervals considered. It’s just a very simple heuristic, and there are better ways to aggregate evidence from different paragraphs.

### 3.2 Answer Selection

The answer selection module splices the input question and the answers output by the three solution modules corresponding to the two solvers respectively as the input of Transformer (Vaswani A et al., 2017) architecture to obtain the sequence representation after splicing. The answer with the highest probability is then returned through a linear layer and a Softmax layer.

### 4 Experiments and Results

The dataset used in this study mainly comes from two sources: existing primary and secondary school teaching materials, examination papers and a large number of questions collected on the Internet. A dataset of 9020 basic education factual questions covering nine subjects are generated. The question answering pairs are divided into training set and verification set in a ratio of 7:3, and the training set used to train the reading comprehension model. The SimpleQuestions dataset is chosen to train the LD-KBQA model. In order to verify the effectiveness of the question answering system, the accuracy rate is taken as the evaluation metric. The intelligent question answering system OpenQA achieves 85.72% accuracy on the dataset of our constructed basic education factual questions, which preliminarily verifies the validity of the method.

### 5 Conclusion

We propose an intelligent question-answering system based on structured and unstructured data, that is, OpenQA, in which users can give query questions and the model can quickly give accurate answers back to users. We integrate the KBQA structured question answering based on semantic deep learning analysis and the two-stage unstructured question answering based on machine reading comprehension into the intelligent question answering system, and return the answer with the highest probability through the answer selection module based on transformer.
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