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Abstract. This work deals with the problem of distributed data acquisition under non-linear communication constraints. More specifically, we consider a model setup where \( M \) distributed nodes take individual measurements of an unknown structured source vector \( x_0 \in \mathbb{R}^n \), communicating their readings simultaneously to a central receiver. Since this procedure involves collisions and is usually imperfect, the receiver measures a superposition of non-linearly distorted signals. In a first step, we will show that an \( s \)-sparse vector \( x_0 \) can be successfully recovered from \( O(s \cdot \log(2n/s)) \) of such superimposed measurements, using a traditional Lasso estimator that does not rely on any knowledge about the non-linear corruptions. This direct method however fails to work for several “uncalibrated” system configurations. These blind reconstruction tasks can be easily handled with the \( \ell^{1,2} \)-Group-Lasso, but coming along with an increased sampling rate of \( O(s \cdot \max\{M, \log(2n/s)\}) \) observations — in fact, the purpose of this lifting strategy is to extend a certain class of bilinear inverse problems to non-linear acquisition. Our two algorithmic approaches are a special instance of a more abstract framework which includes sub-Gaussian measurement designs as well as general (convex) structural constraints. These results are of independent interest for various recovery and learning tasks, as they apply to arbitrary non-linear observation models. Finally, to illustrate the practical scope of our theoretical findings, an application to wireless sensor networks is discussed, which actually serves as the prototypical example of our methodology.
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1 Introduction

Initiated by the seminal works in compressed sensing [CRT06; CT05; Don06], the considerable research on inverse data mining during the last decade has fundamentally changed our viewpoint on how to exploit structure in reconstruction problems. A broad variety of analytical results has shown that the sampling and storage complexity of many recovery methods can be dramatically reduced if the structure of the unknown data is explicitly taken into account. The key objective of these approaches is to retrieve an unknown source vector \( x_0 \in \mathbb{R}^n \)
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from a collection of linear and non-adaptive measurements

\[ \{ \langle a_i, x_0 \rangle \}_{i=1}^m, \]  

(1.1)

where the measurement vectors \( \{ a_i \}_{i=1}^m \subset \mathbb{R}^n \) are supposed to be known. While this problem is generally ill-posed as long as \( m < n \), reliable estimates of \( x_0 \) are often possible with \( m \ll n \) if \( x_0 \) carries some additional structure. Perhaps, the most popular structural constraint is sparsity, i.e., only a very few entries of \( x_0 \) are non-zero. For this situation, there exist numerous convex and greedy recovery algorithms, which do enjoy both provable performance guarantees and efficient implementations. Moreover, it has turned out that many available principles can be naturally extended to concepts beyond sparse vectors, e.g., group- and treestructure, low-rankness, compressibility, or atomic representations. This universality in fact makes compressed sensing highly attractive to many practical challenges and particularly explains its great success.

While a large portion of research still focuses on the traditional linear setup of (1.1), many real-world applications come along with further restrictions on the measurement process. This has led to two important lines of research in compressed sensing which have received considerable attention in the last years:

1) **Non-linear acquisition schemes.** The assumption of perfect linear measurements is quite restrictive for many sensing devices used in practice, even if additive noise is permitted. In fact, it might be more realistic to consider a single-index model of the form

\[ \{ f(\langle a_i, x_0 \rangle) \}_{i=1}^m. \]  

(1.2)

For instance, an analog-to-digital conversion may lead to quantized measurements. In its most extreme case, this corresponds to 1-bit compressed sensing [BB08], where \( f(v) = \text{sign}(v) \) returns binary outputs. Another very important example is (sparse) phase retrieval, where just the magnitudes of the measurements are given, i.e., \( f(v) = |v| \). Apart from that, the function \( f \) is oftentimes only partially known, which could be due to uncertainties in the hardware configuration.

2) **Distributed observations.** In many realistic applications, one cannot expect that each individual measurement of (1.2) can be accessed at any time and any precision. The additional costs of storing and communicating observations often forces engineers to make use of distributed data acquisition architectures. Mathematically, we may assume that \( M \) distributed sensing nodes are taking individual (non-linearly distorted) measurements of \( x_0 \) in parallel, meanwhile contributing to the overall measurement process in a certain way:

\[ \{ F \left( f_1(\langle a_{i1}, x_0 \rangle), \ldots, f_M(\langle a_{iM}, x_0 \rangle) \right) \}_{i=1}^m. \]  

(1.3)

Here, the “fusion function” \( F: \mathbb{R}^M \to \mathbb{R} \) specifies how each single node contributes to the \( i \)-th measurement step. Adapting the notation from above, \( f_j: \mathbb{R} \to \mathbb{R} \) and \( a_{ij} \in \mathbb{R}^n \) represent the (possibly unknown) non-linearity and \( i \)-th measurement vector of the \( j \)-th node, respectively.

In contrast, the communication of all observations to a central entity in a sequential manner would require \( m \cdot M \) measurement steps in total, particularly coming along
with an additional scheduling and control overhead. Hence, the restrictions imposed by distributed architectures may drastically change our way of thinking about many sensing tasks.

One of the prototypical applications of such distributed observation schemes are wireless sensor networks, which form a state-of-the-art approach to many types of environmental monitoring problems. In this setup, each of the \( M \) nodes corresponds to an autonomous sensor unit, acquiring \( m \) individual measurements of a (structured) source \( x_0 \in \mathbb{R}^n \). For example, one could think of measurements of a temperature field at different locations whereby the global spatial fluctuation is specified by the vector \( x_0 \). All devices transmit simultaneously to a central receiver, leading to additive collisions. Since this process is imperfect, mainly caused by low-quality sensors and the wireless channel, the receiver eventually measures a superposition of corrupted signals; see Figure 1 for an illustration (more details of this specific application are presented in Section 4).

The superposition principle of wireless sensor networks indicates that computing the sum of signals is a quite natural choice of the fusion function in (1.3), i.e.,

\[
F(v_1, \ldots, v_M) = v_1 + \cdots + v_M.
\]

In fact, this important example motivates the distributed observation model that we focus on in this work, namely superimposed, non-linearly distorted measurements:

\[
y_i = \sum_{j=1}^{M} f_j(\langle a^j_i, x_0 \rangle) + e_i, \quad i = 1, \ldots, m,
\]  

where \( e_i \in \mathbb{R} \) is additive noise, which may also disturb the acquisition process.
Our ultimate goal is now to efficiently recover the (structured) source vector \( x_0 \in \mathbb{R}^n \) from a given measurement ensemble \( \{(\{a_j^i\}_{j=1}^M, y_i)\}_{i=1}^m \). We would like to emphasize that the exact behavior of the non-linear distortions \( f_i \) is typically unknown, so that our reconstruction methods will not require explicit knowledge of them. These challenges give rise to the following problem issues that we would like to address in this paper:

**Q1** How many (superimposed) measurements \( m \) are required for highly accurate and stable recovery? In how far can we exploit the underlying structure of the source \( x_0 \), such as sparsity?

**Q2** What is the impact of the unknown non-linearities? Under which conditions on \( f_1, \ldots, f_M \) can we expect a similar performance as in the linear case?

**Q3** What role is played by the total node count \( M \)? Is it always beneficial to increase the node count or is there a trade-off which we have to take into account?

We point out that these questions are highly relevant for designing wireless sensor networks, as the number of used nodes is often driven by a compromise between costs and quality.

### 1.1 Algorithmic Approaches

The basic idea behind our methodology is based on the classical approach of “linearizing” the underlying measurement process, thereby treating the model mismatch as noise. In this context, the traditional Lasso [Tib96] has recently proven very useful for high-dimensional estimation problems with non-linear observations [PV16; TAH15], though the underlying ideas date back to a much older work by Brillinger [Bri82]. As we will see next, such a strategy works out for the superimposed measurement scheme of (1.4). For the sake of clarity, the following two methods are based on \( \ell^1 \)-constraints, tailored to the popular case of sparse source models. The generalization to more sophisticated structural assumptions will be elaborated in Section 3.

#### The Direct Method

In the linear setting, i.e., \( f_j = \text{Id} \), the model of (1.4) would degenerate to \( y_i = \langle \bar{a}_i, x_0 \rangle + e_i \) where \( \bar{a}_i := \sum_{j=1}^M a_{ij}^i \), \( i = 1, \ldots, m \), are superimposed measurement vectors. While Lasso-type estimators have proven to perform very robustly in such a simple situation, we may hope that this approach even succeeds in the non-linear case. This naive idea of “mimicking the linear counterpart” is precisely what our first method is doing:
Algorithm 1.1: Direct Method

Input: Measurement ensemble \((\{\{a_j^i\}_{j=1}^M, y_i\}\}_{i=1}^m\), sparsity parameter \(R > 0\)

Output: Estimated source vector \(\hat{x} \in \mathbb{R}^n\)

Compute

1. Compute superimposed measurement vectors:
   \[
   \bar{a}_i = \sum_{j=1}^M a_j^i, \quad i = 1, \ldots, m.
   \]

2. Solve the Lasso and pick any minimizer:
   \[
   \hat{x} = \arg\min_{x \in \mathbb{R}^n} \frac{1}{2m} \sum_{i=1}^m \left( y_i - \langle \bar{a}_i, x \rangle \right)^2 \quad \text{s.t. } \|x\|_1 \leq R. \quad (P_{R}^\text{Dir})
   \]

The only tuning parameter that needs to be (adaptively) chosen is \(R > 0\), controlling the level of sparsity of the minimizer. Remarkably, Algorithm 1.1 does neither explicitly depend on the non-linearities \(f_j\) nor on the number of sensors \(M\).\(^1\) The individual measurement vectors \(a_j^i\) do not have to be known to the optimization program \((P_{R}^\text{Dir})\), implying that the overall computational costs of \((P_{R}^\text{Dir})\) will not increase as \(M\) grows. From a practical perspective, the specific identities of the nodes are not relevant to this method, which has important consequences for network planning and maintenance issues (cf. Section 4).

The Lifting Method

Due to limited knowledge of the non-linear distortions in (1.4), there are some important situations where \((P_{R}^\text{Dir})\) fails to work. For example, if the wireless channel of a sensor network changes rapidly, the non-linearities \(f_j\) may involve unknown sign-changes \(\langle a_j^i, x_0 \rangle \rightarrow -\langle a_j^i, x_0 \rangle\). Such a scenario is problematic for Algorithm 1.1, since a simple superposition \(\bar{a}_i = \sum_{j=1}^M a_j^i\) does not account for possible sign-flips. As a way out, one may rather try fit each node of (1.4) individually. This strategy leads to the following algorithm:

\(^1\)Even though the non-linearities \(f_j\) could be known, incorporating them directly into \((P_{R}^\text{Dir})\) would typically lead to a challenging non-convex problem.
**Algorithm 1.2: Lifting Method**

**Input:** Measurement ensemble \( \{ \{ a_j^i \}_{j=1}^M, y_i \}_{i=1}^m \), sparsity parameter \( R > 0 \)

**Output:** Estimated source vectors \( \hat{x}^1, \ldots, \hat{x}^M \in \mathbb{R}^n \)

**Compute**

Solve the Group-Lasso and pick any minimizer:

\[
[\hat{x}^1 \cdots \hat{x}^M] = \arg\min_{[x^1 \cdots x^M] \in \mathbb{R}^{n \times M}} \frac{1}{2m} \sum_{i=1}^m \left( y_i - \sum_{j=1}^M \langle a_j^i, x^j \rangle \right)^2 \quad \text{s.t.} \quad \| [x^1 \cdots x^M] \|_{1,2} \leq R. \quad (P_{R}^{\text{Lift}})
\]

*Optional.* Compute the dominating left singular vector \( \hat{x} \in S^{n-1} \) of the matrix \( \hat{X} := [\hat{x}^1 \cdots \hat{x}^M] \in \mathbb{R}^{n \times M} \) to obtain an estimate of the normalized source vector \( x_0 / \| x_0 \|_2 \), up to a possible sign-change.

The constraint of \( (P_{R}^{\text{Lift}}) \) involves the \( \ell^{1,2} \)-norm of the matrix \( [x^1 \cdots x^M] \in \mathbb{R}^{n \times M} \) which is defined by

\[
\| [x^1 \cdots x^M] \|_{1,2} := \sum_{l=1}^n \left( \sum_{j=1}^M |x^j_l|^2 \right)^{1/2},
\]

where \( x^j_l \) denotes the \( l \)-th entry of \( x^j \in \mathbb{R}^n \). The purpose of this \( \ell^2 \)-group constraint is to enforce a certain “coupling” between all vectors, since every node of (1.4) is actually supposed to communicate the same source \( x_0 \). Compared to the direct method, the optimization program of Algorithm 1.2 operates in the higher dimensional (“lifted”) matrix space of \( \mathbb{R}^{n \times M} \), which also explains the term “lifting method.” This feature comes along with additional computational burdens, but we will see in Section 2 that the flexibility of \( (P_{R}^{\text{Lift}}) \) in turn allows us to handle more difficult situations than \( (P_{R}^{\text{Dir}}) \). Finally, we note that the optional step in Algorithm 1.2 provides a common strategy to compute an explicit estimator of (the direction of) \( x_0 \) from the solution of \( (P_{R}^{\text{Lift}}) \).

### 1.2 Main Contributions

One of the major concerns of this work is to analyze the proposed methods (Algorithm 1.1 and Algorithm 1.2) with respect to the problem questions stated in (Q1)–(Q3). In Section 2, we first consider the relatively simple situation of i.i.d. Gaussian measurement vectors and sparse source vectors, showing that recovery from superimposed, non-linearly distorted measurements (1.4) becomes indeed feasible. Very roughly speaking, it will turn out that an \( s \)-sparse vector \( x_0 \in \mathbb{R}^n \) can be estimated with accuracy \( \delta \in (0, 1] \) if

\[
m \gtrsim \delta^{-2} \cdot s \cdot \log \left( \frac{2n}{s} \right) \quad \text{using the direct method (cf. Theorem 2.4)},
\]

and

\[
m \gtrsim \delta^{-2} \cdot s \cdot \max \{ M, \log \left( \frac{2n}{s} \right) \} \quad \text{using the lifting method (cf. Theorem 2.6)}.
\]
These informal statements already give us a first answer to (Q1) and (Q3): The sample complexity of the direct method \((P_{\text{Dir}}^R)\) does not depend on the node count at all, whereas the respective rate of the lifting method \((P_{\text{Lift}}^R)\) scales linearly in \(M\). Hence, it appears that the direct approach is superior, but in fact, several important configurations of \(f_1, \ldots, f_M\) are (implicitly) excluded by Theorem 2.4 (cf. (Q2)). On the other hand, the lifting method is able to handle most of these situations, with the price of taking more measurements as \(M\) grows.

The proofs of the guarantees from Section 2 are actually an application of a substantially more general framework that is developed in Section 6. More specifically, we permit arbitrary non-linear observations, sub-Gaussian measurement vectors as well as general convex constraints (cf. Model 6.1 and Theorem 6.4). Since these results go far beyond the specific model of superimposed measurements, they may be of independent interest in various recovery and learning tasks. The flexibility of our methodology particularly allows us to unify the two methods from Subsection 1.1 into a hybrid method in Section 3 (cf. Algorithm 3.1), which is useful for incorporating prior knowledge about the model configuration.

1.3 Related Literature

We have already pointed out in the introductory part that, in order to model many real-world applications (e.g., wireless sensor networks), it is substantial to take account of both distributed observation schemes and non-linear distortions at the same time. However, most recent approaches from the literature do only focus on either one of these two problems.

The setting of single-index models (1.2)\(^1\) — as natural extension of classical linear compressed sensing — has gained increasing attention within the past years. One branch of the recent literature has focused on the situation where the non-linearity is known in advance, so that its specific structure can be directly exploited, e.g., see [MBM18; YWLEZ15] and the references therein. Our problem setup unfortunately forbids such an assumption, implying that we have to treat any non-linear perturbation as an additional source of uncertainty. Therefore, this work is more closely related to a different line of research in which the estimator does not rely on knowledge of \(f\); see [Gen17; GMW18; OS16; PV16; PVY16; TAH15]. The proofs of our main results are in fact based on different tools from empirical process theory, which particularly allows us to overcome several shortcomings of these findings, such as the limitation to Gaussian measurement vectors; see Remark A.3 for a more detailed discussion.

Regarding distributed acquisition, the superimposed model of (1.4) generalizes the linear case in which the non-linearities \(f_j\) just correspond to rescaling:

\[
y_i = \sum_{j=1}^{M} h_j \langle a_j, x_0 \rangle + e_i, \quad i = 1, \ldots, m,
\]

where \(h_1, \ldots, h_M \in \mathbb{R}\) are unknown scalar factors. The task of recovering both \(x_0 \in \mathbb{R}^n\) and \(h := (h_1, \ldots, h_M) \in \mathbb{R}^M\) is actually a bilinear inverse problem. Such problems typically occur in blind reconstruction tasks where the linear system model is not precisely known, for instance, in non-coherent sporadic communication [JW15]. Taking the lifting perspective, this can be regarded as recovery of the outer product \(x_0 h^T \in \mathbb{R}^{n \times M}\) from linear observations. Since the factors of such a rank-one matrix may enjoy additional structure, e.g., if

\(^1\)This is equivalent to (1.4) with \(M = 1\).
For example, Oymak et al. showed in [OJFEH15] that minimizing fixed convex combinations of multiple regularizers (promoting both low-rankness and sparsity) leads to a sampling rate of $m = O(\min\{n + M, s \cdot M\})$, which is in fact suboptimal.\footnote{We note that this rate is still slightly better than the one achieved by Theorem 2.6, which is due to the missing nuclear norm penalty in the lifting method ($\mathcal{P}^{\text{Lift}}_R$). However, such an additional constraint could be easily incorporated by our extensions presented in Section 3, leading to the same sampling rate as in [OJFEH15].} Under certain further restriction, it has turned out that iterative methods can break this bottleneck [LWB18], particularly in the situation of blind deconvolution [ARR14; LLJB17], which often serves as a prototypical example. However, the actual issue of this paper is even more tough, since the model of (1.4) includes non-linear distortions that are not covered by the traditional setup of (1.5).

For these reasons, a key objective of this work is a verification that recovery from non-linear and distributed observations is still achievable by simple Lasso estimators, whereby many known theoretical guarantees do naturally translate into this combined setting.

### 1.4 Outline and Notation

In Section 2, we will present our main recovery results for the direct (Theorem 2.4) and lifting method (Theorem 2.6). This also involves a precise definition of several model parameters that allow us to make qualitative and quantitative statements on the issues of (Q1)–(Q3). All related proofs are postponed to Section 6. Section 3 then elaborates on various important extensions, such as sub-Gaussian measurement designs and arbitrary convex constraint sets, which however require some additional technical preliminaries. Section 4 returns to the initial prototypical example of wireless sensor networks. In this course, we will study this specific application in greater detail and discuss the practical scope of our results. Final remarks can be found in Section 5, including potential improvements that could be investigated in future works.

Throughout this paper, we will use several (standard) notations and conventions, compiled by the following list:

- **Generic constants.** The letter $C$ is always reserved for a constant. We refer to $C$ as a numerical constant if its value is independent from all present parameters. Note that the value of $C$ might change from time to time, while we still use the same letter. If an (in-)equality holds true up to a numerical constant $C$, we sometimes simply write $A \lesssim B$ instead of $A \leq C \cdot B$, and if $C_1 \cdot A \leq B \leq C_2 \cdot A$ for numerical constants $C_1, C_2 > 0$, the abbreviation $A \asymp B$ is used.

- For an integer $d \in \mathbb{N}$, we set $[d] := \{1, \ldots, d\}$.

- **Vectors and matrices** are denoted by lower- and uppercase boldface letters, respectively. Their entries are indicated by subscript indices and lowercase letters, e.g., $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ for a vector and $B = [b_{kl}] \in \mathbb{R}^{d \times d}$ for a matrix.

- Let $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$. The support of $x$ is defined by the set of its non-zero entries $\text{supp}(x) := \{k \in [d] \mid x_k \neq 0\}$ and we set $\|x\|_0 := |\text{supp}(x)|$. For $1 \leq p \leq \infty$, the $\ell^p$-norm is given by

$$
\|x\|_p := \begin{cases} 
(\sum_{k=1}^d |x_k|^p)^{1/p}, & p < \infty, \\
\max_{k \in [d]} |x_k|, & p = \infty.
\end{cases}
$$
The associated unit ball is denoted by $B^d_p := \{ x \in \mathbb{R}^d \mid \| x \|_p \leq 1 \}$ and the (Euclidean) unit sphere is $S^{d-1} := \{ x \in \mathbb{R}^d \mid \| x \|_2 = 1 \}$. If $B, \tilde{B} \in \mathbb{R}^{d \times d}$ are matrices, then $\| B \|_2$ and $\langle B, \tilde{B} \rangle$ always refer to the Euclidean norm (Frobenius norm) and scalar product (Hilbert-Schmidt inner product), respectively. Moreover, we denote the spectral norm of $B$ by $\| B \|_{\text{op}}$.

- Let $L \subset \mathbb{R}^d$ and $x \in L$. The cone of $L$ at $x$ is given by
  \[ C(L, x) := \{ \lambda h \mid h \in L - x, \lambda \geq 0 \}. \tag{1.6} \]
  If $L$ is convex, then $C(L, x)$ is convex as well. For a linear subspace $U \subset \mathbb{R}^d$, we denote the orthogonal projection onto $U$ by $P_U$. And for $x \in \mathbb{R}^d \setminus \{0\}$, we just write $P_x := P_{\text{span}(x)} = \langle \cdot, \frac{x}{\| x \|_2} \rangle \frac{x}{\| x \|_2}$.

- Sub-Gaussian random variables. Let $a$ be a real-valued random variable. Then $a$ is sub-Gaussian if
  \[ \|a\|_{\Psi_2} := \sup_{p \geq 1} p^{-1/2} (\mathbb{E}[|a|^p])^{1/p} < \infty, \tag{1.7} \]
  and $\| \cdot \|_{\Psi_2}$ is called the sub-Gaussian norm. Throughout this work, we will frequently apply an inequality of Hoeffding-type for sub-Gaussian variables (cf. [Ver12, Lem. 5.9]): If $a_1, \ldots, a_N$ are independent mean-zero sub-Gaussian random variables, then $\sum_{k=1}^N a_k$ is also sub-Gaussian with zero mean, and we have
  \[ \left\| \sum_{k=1}^N a_k \right\|_{\Psi_2}^2 \lesssim \sum_{k=1}^N \|a_k\|_{\Psi_2}^2. \tag{1.8} \]
  Now, let $a$ be a random vector in $\mathbb{R}^d$. Then, $a$ is called isotropic if $\mathbb{E}[aa^T] = I_d$ or equivalently
  \[ \mathbb{E}[\langle a, x \rangle \langle a, x' \rangle] = \langle x, x' \rangle \quad \text{for all } x, x' \in \mathbb{R}^d. \tag{1.9} \]
  This particularly implies that
  \[ \mathbb{E}[\langle a, x \rangle^2] = \| x \|_2^2 \quad \text{for all } x \in \mathbb{R}^d. \tag{1.10} \]
  Adapted from the scalar case, the sub-Gaussian norm of $a$ is given by
  \[ \|a\|_{\Psi_2} := \sup_{x \in S^{d-1}} \| \langle a, x \rangle \|_{\Psi_2}. \]
  Finally, if $a$ is a (mean-zero) Gaussian random vector with covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$, we write $a \sim \mathcal{N}(0, \Sigma)$.

2 Main Results

In this section, we analyze the performance of our approaches in Algorithm 1.1 and Algorithm 1.2 for the situation of Gaussian measurements and sparse source vectors. While there are certainly other important examples of measurement designs, the Gaussian case typically
serves as a proof-of-concept that allows for a rigorous statistical analysis and highlights the key methodology of this paper. However, several relevant extensions are presented in Section 3. Before stating the actual results, let us set up a formal (random) measurement model, which is assumed to hold true for the remainder of this section.

**Model 2.1** (Measurement Scheme – Gaussian Case) Let \( a^1, \ldots, a^M \sim \mathcal{N}(0, I_n) \) be independent standard Gaussian random vectors and let \( x_0 \in \mathbb{R}^n \) with \( ||x_0||_2 = 1 \). We define the superimposed, non-linearly distorted measurement process by

\[
y := \sum_{j=1}^M f_j(\langle a^j, x_0 \rangle) + e, \quad (2.1)
\]

where \( e \) is independent, mean-zero, sub-Gaussian noise with \( ||e||_{\psi_2} \leq \nu \) and \( f_j: \mathbb{R} \to \mathbb{R}, \ j = 1, \ldots, M \) are (unknown) scalar functions. Moreover, we assume \( \mathbb{E}[f_j(\langle a^j, x_0 \rangle)] = 0 \) for all \( j = 1, \ldots, M \). Each of the \( m \) samples \( \{(a_j^j, y_i^j)\}_{i=1}^m \) is then drawn as an independent copy of the random ensemble \( \{(a_j^j, y_i^j)\}_{j=1}^M \).

**Remark 2.2** We would like to emphasize that a normalization of \( x_0 \) as in Model 2.1 is quite natural in the setup of non-linear measurements. Indeed, if \( x_0 \in \mathbb{R}^n \setminus \{0\} \), we observe that \( f_j(\langle a^j, x_0 \rangle) = f_j(\|x_0\|_2 \cdot \langle a^j, \frac{x_0}{\|x_0\|_2} \rangle) \).

Hence, changing the norm of \( x_0 \) in Model 2.1 can be “compensated” by rescaling the output functions \( f_1, \ldots, f_M \), i.e., replacing \( v \mapsto f_j(v) \) with \( v \mapsto \tilde{f}_j(v) := f_j(\|x_0\|_2 \cdot v) \). On the other hand, our estimators \( (P_{\text{Dir}}^R) \) and \( (P_{\text{Lift}}^R) \) are not aware of possibly non-linear output functions, so that it is reasonable to fix a certain “operating point.” Moreover, recovery of the magnitude of \( x_0 \) might be impossible for specific instances of Model 2.1, e.g., if \( f_j = \text{sign}(\cdot) \) for all \( j = 1, \ldots, M \), as these non-linearities are invariant under rescaling.

The only notable structural constraint on the output functions \( f_j \) in Model 2.1 is the mean-zero assumption \( \mathbb{E}[f_j(\langle a^j, x_0 \rangle)] = 0 \). However, this is usually not a big issue from an application viewpoint, since the non-linear distortions can be often expressed by odd functions, such as in the case of wireless sensor networks (cf. (4.1) and (4.2)). Apart from this, if the transmitted signal \( f_j(\langle a^j, x_0 \rangle) \) is affected by a known bias, it is a common step in practice to use an online-correction for this bias.

\[ \diamond \]

### 2.1 Recovery via the Direct Method

While Algorithm 1.1 does not explicitly depend on the output functions \( f_j \), it is not surprising that they should have a certain impact on its actual recovery performance. In order to quantify the degree of distortion that is generated by these non-linearities, let us first introduce the following quantities:

**Definition 2.3** For each node \( j = 1, \ldots, M \), we define the scaling parameter

\[
\mu_j := \mathbb{E}[f_j(g) \cdot g], \quad g \sim \mathcal{N}(0, 1),
\]

(2.2)
and the scaling vector $\mu := (\mu_1, \ldots, \mu_M) \in \mathbb{R}^M$. The mean scaling parameter is given by

$$\bar{\mu} := \frac{1}{M} \sum_{j=1}^{M} \mu_j.$$ 

From a statistical perspective, (2.2) just computes the covariance between the distortion function $g \mapsto f_j(g)$ of the $j$-th node and its linear counterpart. Intuitively, $\mu_j$ measures the expected rescaling and sign-change caused by $f_j$ (with respect to the identity), whereas $\bar{\mu}$ captures the “average” rescaling of the entire measurement process (2.1); see Figure 2. The simple “matching principle” of (2.2) resembles the definitions of [Bri82, Eq. (3.1)] and [PV16, Eq. (I.5)], where the case $M = 1$ is studied. The following recovery guarantee for the direct method shows that the empirical mean computed by $\bar{\mu}$ is the appropriate scaling parameter to handle superimposed measurements:

**Theorem 2.4** (Direct Method – Algorithm 1.1) Let Model 2.1 hold true and assume that $x_0$ is $s$-sparse. If $m \gg \delta^2 \cdot s \cdot \log(\frac{2n}{s})$, then any minimizer $\hat{x} \in \mathbb{R}^n$ of $(P_{\text{Dir}}^R)$ with $R = \|\bar{\mu} x_0\|_1$ satisfies

$$\|\hat{x} - \bar{\mu} x_0\|_2 \lesssim (\sigma_{\text{Dir}}^2 + \frac{\nu^2}{M})^{\frac{1}{2}} \cdot \delta,$$

where

$$\sigma_{\text{Dir}}^2 := \frac{1}{M} \sum_{j=1}^{M} \|f_j(g) - \bar{\mu} g\|_q^2 \quad \text{with } g \sim \mathcal{N}(0, 1).$$

Roughly speaking, Theorem 2.4 states that, with high probability, estimating $x_0$ via the direct method (Algorithm 1.1) is very accurate if $m$ (greatly) exceeds $s \log(2n/s)$ — which is

---

1. Note that we assume $\|x_0\|_2 = 1$ in Model 2.1 so that indeed $g = \langle a^j, x_0 \rangle \sim \mathcal{N}(0, 1)$.
2. That means $\|x_0\|_0 \leq s$. 

---

**Figure 2**: Illustration of the scaling parameters $\mu_j$. (a) In this case, $f_j$ “aligns well” with Id so that $\mu_j$ is close to 1. (b) Here, $f_j$ involves a sign-flip and therefore rather matches with $-\text{Id}$. This is particularly reflected by a sign-change of $\mu_j$.
a sampling rate that resembles the typical flavor of results from compressed sensing theory. We would like to emphasize that the non-linearities \( f_j \) as well as the sensor count \( M \) affect the error bound (2.4) only in terms of the (constant) factors \( \bar{\mu} \) and \( \sigma_{\text{Dir}} \): The mean scaling parameter \( \bar{\mu} \) leads to a rescaling of the source vector \( x_0 \), implying that \( \hat{x} \) yields a consistent estimator of \( \bar{\mu} x_0 \) but not of \( x_0 \) itself. Noteworthy, due to the assumption \( \|x_0\|_2 = 1 \) in Model 2.1, we therefore do not only obtain an approximation of \( x_0 \) (by computing \( \hat{x} / \|\hat{x}\|_2 \)) but also of the unknown factor \( \mu \) (by computing \( \|\hat{x}\|_2 \)). In comparison, the model deviation \( \sigma_{\text{Dir}} \) quantifies the absolute mismatch caused by non-linear perturbations, which in turn controls the variance of the estimator (\( P^{\text{Dir}}_R \)).

The impact of the additive noise term \( e \) becomes even smaller in (2.4) as \( M \) grows.\(^1\) Such a behavior is well-known from the linear case (i.e., when all \( f_j \) are linear functions) and Theorem 2.4 shows that this desirable “rule-of-thumb” even remains true in the general non-linear situation. This particularly reflects the fact that the signal-to-noise ratio of (2.1) increases as \( M \) gets larger, indicating that we can expect more accurate and stable reconstruction results.

Regarding our initial problem issues (Q1)–(Q3), we can therefore draw the following somewhat informal conclusion:

*The Lasso (\( P^{\text{Dir}}_R \)) with superimposed, non-linear measurements (2.1) essentially performs as well as if it would be applied to noisy linear observations (communicated by a single node). Since this estimator does not make explicit use of the non-linearities, the price to pay is the presence of an unknown factor \( \bar{\mu} \) that rescales the source vector \( x_0 \).*

**Remark 2.5**

1. The underlying proof techniques of Theorem 2.4 do only marginally rely on the fact that \( x_0 \) is assumed to be \( s \)-sparse (cf. Theorem 6.4). However, an extension to more general structural constraints requires some technical preliminaries, which will be presented in the course of Section 3.

2. The choice of the tuning parameter \( R \) in Theorem 2.4 is quite restrictive, since both \( \|x_0\|_1 \) and \( \bar{\mu} \) are often unknown in practice. In fact, this condition can be relaxed in the sense that the above statement essentially remains valid if \( R \) was not perfectly chosen (see Subsection 3.3, in particular Theorem 3.6).

\[\Box\]

### 2.2 Recovery via the Lifting Method

Operationally, as long as \( \bar{\mu} \neq 0 \), the recovered vector \( \hat{x} \) only needs to be rescaled by a factor of \( 1 / \bar{\mu} \) in order to become a reliable estimator of the normalized vector \( x_0 \). The significance of Theorem 2.4 is however lost if \( \bar{\mu} \approx 0 \), since dividing (2.4) by \( |\bar{\mu}| \) would blow up the error bound. Our next main result shows that this problematic situation can be resolved by the lifting method:

**Theorem 2.6** (Lifting Method – Algorithm 1.2) *Let Model 2.1 hold true and assume that \( x_0 \) is \( s \)-sparse. Then, there exists a numerical constant \( C > 0 \) such that the following holds true for every (fixed) \( \delta \in (0, 1] \) with probability at least \( 1 - 5 \exp(-C \cdot \delta^2 \cdot m) \): If*

\[
m \gtrsim \delta^{-2} \cdot s \cdot \max\{M, \log(\frac{2n}{s})\},
\]

\[\text{(2.5)}\]

\(^1\) Recall that Model 2.1 assumes \( \|e\|_{\psi_2} \leq \nu.\)
then any minimizer \( \hat{X} := [\hat{x}_1 \cdots \hat{x}_M] \in \mathbb{R}^{n \times M} \) of \( (P_{\text{Lift}}^R) \) with \( R = \| \mu_1 x_0 \cdots x_M \|_2 \) satisfies

\[
\frac{1}{\sqrt{M}} \| \hat{X} - x_0 \mu^T \|_2 = \left( \frac{1}{M} \sum_{j=1}^M \| \hat{x}_j - \mu_j x_0 \|_2^2 \right)^{1/2} \lesssim (\sigma_{Lift}^2 + \psi^2) \frac{1}{M} \cdot \delta, \tag{2.6}
\]

where

\[
\sigma_{Lift}^2 := \frac{1}{M} \sum_{j=1}^M \| f_j(\hat{x}) - \mu_j \|_2^2 \quad \text{with } \hat{x} \sim \mathcal{N}(0, 1).
\]

Moreover, if \( \text{Err} := (\sigma_{Lift}^2 + \psi^2 / M)^{1/2} \cdot \delta \lesssim \| \mu \|_2 / \sqrt{M} \), we also have the following: let \( \hat{x} \in S^{n-1} \) and \( \hat{\mu} \in S^{M-1} \) denote the dominating left and right singular vectors of \( \hat{X} \), respectively, and let \( \tau \) be the corresponding singular value. Then

\[
\| \hat{x} - \theta_1 x_0 \|_2 \lesssim \text{Err} \cdot \sqrt{\frac{M}{\| \mu \|_2}} \quad \text{and} \quad \| \tau \hat{\mu} - \theta_2 \mu \|_2 \lesssim \text{Err} \cdot \sqrt{M}, \tag{2.7}
\]

where \( \theta_1 := \text{sign}(\langle x_0, \hat{x} \rangle) \) and \( \theta_2 := \text{sign}(\langle \mu, \hat{\mu} \rangle) \).

First, we would like to point out that the mean scaling parameter \( \hat{\mu} \) does not appear in Theorem 2.6 anymore. Indeed, the model deviation parameter \( \sigma_{\text{Lift}} \) is also refined, since each mismatch term \( f_j(\hat{x}) - \mu_j x_0 \) now involves the correct scaling factor \( \mu_j \). The actual error bound (2.6) reads slightly more complicated; roughly speaking, each column \( \hat{x}_j \in \mathbb{R}^n \) of the minimizer estimates a scaled version of \( x_0 \) and (2.6) states that the \( \ell^2 \)-mean of all approximation errors is small. Interestingly, Theorem 2.6 tells us even more: the solution matrix \( \hat{X} \) of the Group-Lasso \( (P_{\text{Lift}}^R) \) approximates the rank-one matrix \( x_0 \mu^T \in \mathbb{R}^{n \times M} \). Hence, according to (2.7), we do not only obtain an estimate of the source \( x_0 \) but also of the unknown scaling parameters \( \hat{\mu} = (\mu_1, \ldots, \mu_M) \in \mathbb{R}^M \), by simply computing the dominating left and right singular vectors of \( \hat{X} \); see also the optional step in Algorithm 1.2. Note that the typical scaling ambiguity does only appear in form of sign-changes here, due to the unit-norm assumption in Model 2.1; see also Remark 2.2. This important observation underpins the relation to the bilinear problem of (1.5) and indicates that the lifting method (Algorithm 1.2) is indeed capable of handling more complicated scenarios than the direct method (Algorithm 1.1).

In terms of required measurements (2.5), this improvement comes at no extra costs as long as \( M = O(\log(2n/s)) \). But for larger distributed systems, one has to take significantly more measurements because \( m = O(s \cdot M) \) then grows linearly with the node count \( M \). However, the total number of unknown non-zero parameters is actually in the order of \( O(s + M) \). This gap between multiplicative and additive scaling of the (sample) complexity is due to the fact that \( (P_{\text{Lift}}^R) \) does not account for the low-rankness of \( x_0 \mu^T \). While our focus is rather on non-linear distortions than on solving a bilinear factorization problem, there is certainly space for improvements in this direction, which we intend to study in future works (see Section 5).

Thus, in light of (Q1)–(Q3), our discussion can be informally summarized as follows:

The Group-Lasso estimator \( (P_{\text{Lift}}^R) \), when combined with the optional step of Algorithm 1.2, is capable of recovering both the source vector \( x_0 \) and the scaling vector \( \mu \) (up to sign-changes). The price to pay is that the number of required measurement (at some point) scales linearly in \( M \).
Remark 2.7  (1) In some situations (especially in the proofs of Section 6), it is useful to restate \((P_{R}^{\text{Lift}})\) in its matrix version. For this purpose, we simply concatenate the measurement vectors \(A_i := [a_1^i \cdots a_M^i] \in \mathbb{R}^{n \times M}\) and source vectors \(X := [x^1 \cdots x^M] \in \mathbb{R}^{n \times M}\). Then, \((P_{R}^{\text{Lift}})\) takes the form

\[
\min_{X \in \mathbb{R}^{n \times M}} \sum_{i=1}^{m} (y_i - \langle A_i, X \rangle)^2 \quad \text{s.t.} \quad \|X\|_{1,2} \leq R.
\]

This perspective reveals that the lifting method actually tries to fit a bilinear structure to (bi-)non-linear observations, eventually estimating a rank-one matrix (cf. (2.6)). Note that a similar lifting approach combined with the \(\ell_{1,2}\)-norm was recently studied in [Fli18; LS15], considering problems from self-calibration and sparse blind deconvolution.

(2) Although the lifting method works in a quite general setting, there are still some scenarios which are (implicitly) excluded. More precisely, if all scaling factors \(\mu_j\) do vanish, Theorem 2.6 states that \((P_{R}^{\text{Lift}})\) just recovers the 0-matrix and there is particularly no hope to retrieve \(x_0\). An important example of such an undesirable situation is phase retrieval [She+15], \(f_j(v) = |v|\), where \(\mu_j = \mathbb{E}[|g| \cdot g] = 0\). Interestingly, it recently turned out that signal recovery is still possible in situations where \(\mu_j = 0\) (which includes even, non-linear functions), e.g., see [TR17] for a convex approach based on lifting and [Yan+17] for a non-convex method.

(3) As already pointed out in the above discussion of Theorem 2.6, the sampling rate \(m = O(s \cdot \max\{M, \log(\frac{2n}{s})\})\) proposed by (2.5) does not match with the best possible rate \(m = O(s + M)\). This gap is due to a fundamental limitation of the lifting method \((P_{R}^{\text{Lift}})\) and not of our statistical analysis, which is based on bounds for the conic mean width (see Proposition 6.7); in other words, the sampling rate \(m = O(s \cdot \max\{M, \log(\frac{2n}{s})\})\) is expected to be (asymptotically) optimal, even if one is only interested in recovery of \(x_0\) via \((P_{R}^{\text{Lift}})\), or if the measurement process is linear. On the other hand, there exists evidence that it is possible to break the multiplicative complexity barrier of Theorem 2.6 by using more advanced (non-convex) methods instead of \((P_{R}^{\text{Lift}})\); see Section 5.

\[\Box\]

3 Extensions

While the framework developed in Section 2 is quite elegant and simple, there are several undesirable restrictions regarding practical purposes. For example, we would like to allow for a larger class of sub-Gaussian distributions. The following model includes this extension. Note that it coincides with Model 2.1 in the Gaussian case. Moreover, we have also relaxed the unit-norm assumption on \(x_0\) (cf. Remark 2.2).

Model 3.1 (Measurement Scheme – Sub-Gaussian Case) Let \(x_0 \in \mathbb{R}^n \setminus \{0\}\) and assume that \(a^1, \ldots, a^M\) are independent, isotropic, mean-zero sub-Gaussian random vectors with \(\|a^j\|_{\psi_2} \leq \kappa\) for all \(j = 1, \ldots, M\). As before, we define the measurement process by

\[
y := \sum_{j=1}^{M} f_j(\langle a^j, x_0 \rangle) + e, \quad (3.1)
\]

where \(e\) is independent, mean-zero, sub-Gaussian noise with \(\|e\|_{\psi_2} \leq \nu\) and \(f_j: \mathbb{R} \to \mathbb{R}\), \(j = 1, \ldots, M\) are scalar functions. Again, we assume that \(\mathbb{E}[f_j(\langle a^j, x_0 \rangle)] = 0\) for all \(j = 1, \ldots, M\).
1, . . . , \( M \). The individual samples \( \{(\{a_j^i\}_{j=1}^M, y_i)\}_{i=1}^m \) are then drawn as independent copies of the random ensemble \( \{(a_j^i)_{j=1}^M, y\} \).

### 3.1 The Hybrid Method

A downside of Algorithm 1.1 and Algorithm 1.2 is that they do not offer an incorporation of prior knowledge about the model configuration. Let us consider a simple example: Suppose that the non-linearities take the form \( f_j(\cdot) = h_j \cdot f(\cdot) \), where \( h_j \in \mathbb{R} \) and \( f: \mathbb{R} \rightarrow \mathbb{R} \). Using the direct method with a “positive” superposition \( \bar{a} = \sum_{j=1}^M a_j \), we actually insinuate that all nodes align in the same direction, meaning that \( h_1, \ldots, h_M \) are all of the same sign. In this case, we would have

\[
|\bar{\mu}| = \frac{1}{M} \sum_{j=1}^M |h_j| \cdot |E[f(g)]| \gg 0.
\]

However, if \( h_1, \ldots, h_M \) have different signs, we might end up with

\[
|\bar{\mu}| = \frac{1}{M} \sum_{j=1}^M |h_j| \cdot |\mu| \approx 0,
\]

and the statement of Theorem 2.4 becomes essentially meaningless. The underlying problem is that one part of the summands of \( \bar{a} = \sum_{j=1}^M a_j \) “matches” with the superimposed measurement model (3.1), whereas the other part does not. On the other hand, if the signs of \( h_1, \ldots, h_M \) are available as prior information, we may easily circumvent this “cancellation” phenomenon by computing adapted superpositions \( \tilde{a} = \sum_{j=1}^M \text{sign}(h_j) a_j \). We will see below that this strategy is indeed very helpful (see Example 3.5(3)).

Let us now introduce an algorithmic framework that enables us to design such (linear) combinations of measurement vectors in a very general way:

**Algorithm 3.1: Hybrid Method**

**Input:** Measurement ensemble \( \{(\{a_j^i\}_{j=1}^M, y_i)\}_{i=1}^m \), convex set \( K \subset \mathbb{R}^n \times N \), weight matrix \( W = [w_{j,k}] \in \mathbb{R}^{M \times N} \)

**Output:** Estimated source vectors \( \hat{x}^1, \ldots, \hat{x}^N \in \mathbb{R}^n \)

**Compute**

1. Compute hybrid measurement vectors:

\[
\tilde{a}_i^k := \sum_{j=1}^M w_{j,k} a_j^i, \quad i = 1, \ldots, m, \quad k = 1, \ldots, N.
\] (3.2)

2. Solve the Group-Lasso and pick any minimizer:

\[
[\hat{x}^1 \cdots \hat{x}^N] = \underset{[x^1 \cdots x^N] \in \mathbb{R}^{m \times N}}{\text{argmin}} \frac{1}{m} \sum_{i=1}^m \left( y_i - \sum_{k=1}^N \langle \tilde{a}_i^k, x^k \rangle \right)^2 \quad \text{s.t.} \ [x^1 \cdots x^N] \in K. \quad (P_{K}^{\text{Hyb}})
\]
Picking $W = (1, \ldots, 1) \in \mathbb{R}^{M \times 1}$ for the direct method and $W = I_M \in \mathbb{R}^{M \times M}$ for the lifting method, we immediately obtain the measurement designs of Algorithm 1.1 and Algorithm 1.2, respectively. This particular shows that our initial approaches are special (extreme) cases of the hybrid method; see also Example 3.5(1) and (2) below. The above algorithm however leaves us much more freedom to tackle the recovery problem: It permits arbitrary linear combinations of the measurement ensembles $\{a_j^i\}_{j=1}^M$; each resulting hybrid measurement vector $\tilde{a}^k_i$ in (3.2) reflects a certain hypothesis on how the raw measurements vectors $\{a^i_j\}_{j=1}^M$ should be appropriately linked with each other. Thus, the total count $N$ of hybrid measurement vectors corresponds to the number of hypotheses made; in particular, there is only $N = 1$ “strong” hypothesis for the direct method, while there are $N = M$ “indendent” hypotheses for the lifting method, avoiding any additional presumptions. Finally, let us point out that Algorithm 3.1 is not restricted to sparsity-promoting constraints anymore but allows for general convex constraint sets.

3.2 Recovery Based on the Conic Mean Width

Before stating our main recovery guarantee, we first need to adapt the scaling parameters from Definition 2.3:

Definition 3.2 We define the scaling parameters

$$\mu_j := \frac{1}{\|x_0\|_2^2} \cdot \mathbb{E}_{a^j} [f_j(\langle a^j, x_0 \rangle)] \langle a^j, x_0 \rangle, \quad j = 1, \ldots, M,$$

and $\mu := (\mu_1, \ldots, \mu_M) \in \mathbb{R}^M$. Given $W \in \mathbb{R}^{M \times N}$, we introduce the hybrid scaling vector by

$$\tilde{\mu} = (\tilde{\mu}_1, \ldots, \tilde{\mu}_N) := \frac{N}{M} W^T \mu \in \mathbb{R}^N.$$

Furthermore, we call

$$\rho^j := \mathbb{E}_{a^j} [f_j(\langle a^j, x_0 \rangle) P_{\{x_0\}} (a^j)] \in \mathbb{R}^n \quad \text{for} \quad j = 1, \ldots, M,$$

the isotropy mismatch vectors and set $\rho := [\rho^1 \cdots \rho^M] \in \mathbb{R}^{n \times M}$.

Under the hypothesis of Model 2.1, the scaling parameters $\mu_j$ exactly coincide with those of (2.2), and the dependence on $\|x_0\|_2$ is due to the missing unit-norm assumption in Model 3.1. In contrast, the hybrid scaling vector $\tilde{\mu}$ arises from a linear transformation by the weight matrix $W$. Our recovery results and their proofs (in Subsection 6.2) will reveal that the above definitions of $\tilde{\mu}$ and $\rho$ are both quite natural, since they lead in a certain sense to the “best approximation” of the non-linear observation rule by a linear model.

The isotropy mismatch vectors vanish for Gaussian random vectors ($\rho^j = 0$) because $\langle a^j, x_0 \rangle$ and $P_{\{x_0\}}(a^j)$ are independent in this case (and not just uncorrelated). However, this does not happen in the general sub-Gaussian scenario, unless $f_j$ is linear. In fact, $\rho^j$ computes the covariance between the distorted projection $f_j(\langle a^j, x_0 \rangle)$ of $a^j$ onto $\text{span}\{x_0\}$ and its orthogonal complement $P_{\{x_0\}}(a^j)$. Thus, we may regard the mismatch vector $\rho^j$ as a compatibility measure of the non-linearity $f_j$ and the isotropic measurement vector $a^j$. Our next
result shows that these terms indeed play an important role in the estimation performance of the hybrid method:

**Theorem 3.3 (Hybrid Method – Algorithm 3.1)** Assume that Model 3.1 holds true. Let \( W = [w^1 \cdots w^N] \in \mathbb{R}^{M \times N} \) be a weight matrix satisfying \( W^T W = \frac{M}{N} I_N \). Moreover, suppose that \( x_0 \tilde{\mu}^T \in K \), where \( K \subset \mathbb{R}^{n \times N} \) is a convex set. Then, there exists a numerical constant \( C > 0 \) such that the following holds true for every (fixed) \( \delta \in (0, 1] \) with probability at least \( 1 - 5 \exp(-C \cdot \kappa^{-4} \cdot \delta^2 \cdot m) \):

\[
m \gtrsim \kappa^4 \cdot \delta^{-2} \cdot w_1(C(K, x_0 \tilde{\mu}^T))^2, \tag{3.3}
\]

then any minimizer \([\hat{x}^1 \cdots \hat{x}^N] \in \mathbb{R}^{n \times N} \) of \((P_K^{Hyb})\) satisfies

\[
\left( \frac{1}{N} \sum_{k=1}^{N} \left\| \hat{x}^k - \tilde{\mu}_k x_0 \right\|_2 \right)^{1/2} \lesssim \kappa^{-1} \cdot (\sigma^2_{Hyb} + \frac{1}{M})^{1/2} \cdot \delta + \frac{N}{M} \cdot \rho_{Hyb},
\]

where

\[
\sigma^2_{Hyb} := \frac{1}{M} \sum_{j=1}^{M} \| \langle a^j, \hat{x}_0 \rangle - f_j(\langle a^j, x_0 \rangle) \|_{q_2}^2 \quad \text{with} \quad [\hat{x}_0^1 \cdots \hat{x}_0^M] := \frac{N}{M} x_0 \mu^T W W^T \tag{3.4}
\]

and

\[
\rho_{Hyb} := \left( \frac{1}{N} \sum_{k=1}^{N} \| \rho w^k \|_2 \right)^{1/2} = \frac{1}{\sqrt{N}} \| \rho W \|_2. \tag{3.5}
\]

The statement of Theorem 3.3 strongly resembles Theorem 2.6. In particular, we observe again that

\[
\left( \frac{1}{N} \sum_{k=1}^{N} \left\| \hat{x}^k - \tilde{\mu}_k x_0 \right\|_2 \right)^{1/2} = \frac{1}{\sqrt{N}} \| [\hat{x}^1 \cdots \hat{x}^N] - x_0 \tilde{\mu}^T \|_2,
\]

implying that the Group-Lasso \((P_K^{Hyb})\) allows for estimation of both the desired source vector \( x_0 \) and the hybrid scaling vector \( \tilde{\mu} \) (up to a constant scaling factor).

While the sub-Gaussian parameter \( \kappa \) just appears as a constant factor, the impact of \( \rho_{Hyb} \) is much more significant. This additional model parameter involves the isotropy mismatch vectors \( \rho^1, \ldots, \rho^M \) and precisely quantifies the asymptotic bias (approximation error) of the estimator \( \hat{P}_K \) that is due to the sub-Gaussianity of the measurement vectors \( a^1, \ldots, a^M \). Note that an additive error term of this type did not occur in Section 2, since we always have \( \rho = 0 \) in the Gaussian case, and therefore \( \rho_{Hyb} = 0 \). Theorem 3.3 indicates that recovery is still feasible for sub-Gaussian distributions, but the resulting accuracy strongly depends on the size of \( \rho_{Hyb} \); in particular, the estimator \( \hat{P}_K \) is not necessarily consistent if \( \rho_{Hyb} > 0 \). Without any further assumptions, it is in fact very difficult to provide sharp bounds on \( \rho_{Hyb} \). However, it will turn out later in the context of Proposition 6.8 that \( \rho_{Hyb} \) is a specific version of the mismatch covariance, which is a key ingredient of our proofs in Section 6 (see Definition 6.2). The mismatch covariance is in turn very closely related to an expression studied in [ALPV14, Eq. (2.1)], dealing with signal recovery from binary, sub-Gaussian measurements. We therefore expect that the tools of [ALPV14] apply to our setting as well (at

\[1\]Here, \( w_1(C(K, x_0 \tilde{\mu}^T)) \) denotes the conic mean width of \( K \) at \( x_0 \tilde{\mu}^T \), which is formally introduced below in Definition 6.3.
least for special types of output functions $f_j$), leading to worst-case upper bounds on $\rho_{\text{Hyb}}$. An alternative way to control the size of $\rho_{\text{Hyb}}$ is based on dithering, which would involve a slight modification of the measurement process in Model 3.1 (see Subsection 3.4).

Compared to (2.3) and (2.5), the sampling rate of (3.3) is now determined by the conic mean width $\omega_1(C(K, x_0, \bar{\mu}^T))$. This condition is not as explicit as in the case of sparse vectors but clearly leaves space for many different structured representations, such as sparsity in dictionaries. We will return to this point in the course of Theorem 3.6, which can be regarded as a global version of Theorem 3.3. Let us conclude our discussion of Theorem 3.3 with the following informal summary:

*The hybrid method (Algorithm 3.1) is a natural extension of the direct and lifting method, allowing for a unified treatment of both. The theoretical recovery guarantees from Section 2 can be extended to general convex constraints on the source vector as well as sub-Gaussian measurement ensembles. However, going beyond Gaussian measurements comes along with an asymptotic bias of the estimator, which needs to be sufficiently small to ensure accurate reconstructions.*

**Remark 3.4** The semi-orthogonality condition $W^TW = \frac{M}{N}I_N$ in Theorem 3.3 is essential to ensure that the measurement designs $[\tilde{a}_1 \cdots \tilde{a}_N]$ are isotropic. Fortunately, this assumption can be easily relaxed by a simple trick that was already applied in [PV16, Cor. 1.6] and [Gen17, Thm. 2.8]: Let us assume that the weight matrix $W \in \mathbb{R}^{M \times N}$ in Algorithm 3.1 is just a matrix of full rank with $M \geq N$. Then, $U := \frac{M}{N} W^TW \in \mathbb{R}^{N \times N}$ is a positive definite matrix and $\bar{W} := WU^{-1/2} \in \mathbb{R}^{M \times N}$ is well-defined. This modified weight matrix satisfies the desired semi-orthogonality:

$$\bar{W}^T \bar{W} = \frac{N}{M} (W^TW)^{-1} (W^TW) = \frac{M}{N} I_N,$$

where we have used that $U^{-1/2}$ and $W^TW$ commute.

Adapting the notation from Remark 2.7(1), we set $A_i := [a_1^i \cdots a^M_i] \in \mathbb{R}^{n \times M}$ and $\bar{A}_i := AW = [\tilde{a}_1^i \cdots \tilde{a}_N^i] \in \mathbb{R}^{n \times N}$. Since $W = \bar{W}U^{1/2}$, the Group-Lasso ($p_{K}^{\text{Hyb}}$) can be rewritten as follows:1

$$\hat{X} = \arg\min_{X \in K} \frac{1}{2M} \sum_{i=1}^{m} \sum_{k=1}^{N} \left( y_i - \sum_{k=1}^{N} (\tilde{a}_i^k, x^k) \right)^2$$

$$= \arg\min_{X \in K} \frac{1}{2M} \sum_{i=1}^{m} \left( y_i - \langle \bar{A}_i, X \rangle \right)^2$$

$$= \arg\min_{X \in K} \frac{1}{2M} \sum_{i=1}^{m} \left( y_i - \langle A_iW, X \rangle \right)^2$$

$$= \arg\min_{X \in K} \frac{1}{2M} \sum_{i=1}^{m} \left( y_i - \langle A_i\bar{W}U^{1/2}, X \rangle \right)^2$$

1Note that if the corresponding minimizers are not unique, the following equalities are understood as identities of sets.
\[
= \arg\min_{X \in \mathcal{K}} \frac{1}{2m} \sum_{i=1}^{m} (y_i - \langle A_i \hat{W}, X U^{1/2} \rangle) \|^2
= \left[ \arg\min_{X \in kU^{1/2}} \frac{1}{2m} \sum_{i=1}^{m} (y_i - \langle A_i \hat{W}, X \rangle) \|^2 \right] \cdot U^{-1/2} =: \hat{X} \cdot U^{-1/2}.
\]

Hence, applying the hybrid method of Algorithm 3.1 with weight matrix \(W\) and constraint set \(K\) is actually equivalent to applying it with \(\hat{W} = WU^{-1/2}\) and \(\bar{K} := \hat{W} := KU^{1/2}\). Due to (3.6), we can apply Theorem 3.3 in the latter formulation, bounding the approximation error of \(\hat{X}\). And since \(\hat{X} = X U^{1/2}\), this particularly implies a recovery result for the hybrid method with input \(W\) and \(K\). We leave the formal details of this statement to the interested reader. ♦

Finally, let us illustrate the versatility of the hybrid method by some simple examples:

**Example 3.5** (1) **The direct method.** Selecting \(W := (1, \ldots, 1) \in \mathbb{R}^{M \times 1} (N = 1)\) and \(K := RB^{n}_{1}\), the direct method of Algorithm 1.1 coincides with Algorithm 3.1. We observe that \(W^{T}W = MI_{1}\) and

\[
\tilde{\mu} = \frac{1}{M} W^{T} \mu = \frac{1}{M} \langle W, \mu \rangle = \frac{1}{M} \sum_{j=1}^{M} \mu_{j} = \bar{\mu},
\]

which precisely corresponds to the mean scaling parameter introduced in Definition 2.3. And since

\[
w_{1}(C(K, \tilde{\mu}x_{0}))^{2} \lesssim s \cdot \log\left(\frac{2n}{\pi} \right)
\]

by Proposition 6.7(1) below, we can conclude that the statements of Theorem 2.4 \((R = \|\tilde{\mu}x_{0}\|_{1})\) and Theorem 3.3 are precisely the same under the hypothesis of Model 2.1.

(2) **The lifting method.** Choosing \(W := I_{M} \in \mathbb{R}^{M \times M} (N = M)\) and \(K := \{X \in \mathbb{R}^{n \times M} \mid \|X\|_{1,2} \leq \|x_{0} \mu^{T}\|_{1,2} = R\}\), Algorithm 3.1 equals the lifting approach of Algorithm 1.2. In this case, we have \(W^{T}W = I_{M}\) and \(\tilde{\mu} = \frac{M}{M} W^{T} \mu = \mu\). Moreover, by Proposition 6.7(2),

\[
w_{1}(C(K, x_{0} \mu^{T}))^{2} \lesssim s \cdot \max\{M, \log\left(\frac{2n}{\pi} \right)\},
\]

which implies that Theorem 2.6 and Theorem 3.3 do also coincide under Model 2.1.

(3) **Incorporating prior knowledge.** Motivated by the example discussed at the beginning of Subsection 3.1, let us assume that \(\text{sign}(\mu_{j}) \neq 0, j = 1, \ldots, M\) are available as prior information about the sensing model. Then, it is quite natural to apply the hybrid method with

\(W := (\text{sign}(\mu_{1}), \ldots, \text{sign}(\mu_{M})) \in \mathbb{R}^{M \times 1}\),

leading to the hybrid measurement vector \(\tilde{a} := \sum_{j=1}^{M} \text{sign}(\mu_{j}) a^{j}\). Similarly to Example 3.5(1), we now have \(W^{T}W = MI_{1}\) and

\[
\tilde{\mu} := \tilde{\mu} = \frac{1}{M} W^{T} \mu = \frac{1}{M} \sum_{j=1}^{M} \text{sign}(\mu_{j}) \mu_{j} = \frac{1}{M} \sum_{j=1}^{M} |\mu_{j}|.
\]

Hence, Theorem 3.3 states that \((P_{K}^{\text{Hyb}})\) recovers the vector \(\tilde{\mu}x_{0}\) under the hypothesis of Model 3.1.
In contrast, by Theorem 2.4, the direct method with $\tilde{a} := \sum_{j=1}^{M} a^j$ would just approximate $\bar{\mu}x_0$, which is not meaningful if $\bar{\mu} = \frac{1}{M} \sum_{j=1}^{M} \mu_j \approx 0$.

\section*{3.3 Recovery Based on the Global Mean Width}

The condition of (3.3) shows that the conic mean width $w_1(C(K, x_0\bar{\mu}^T))$ has a dramatic impact on the sampling rate of Theorem 3.3. Indeed, if $x_0\bar{\mu}^T$ does not lie on the boundary of $K$, the cone $C(K, x_0\bar{\mu}^T)$ might simply equal $\mathbb{R}^{n \times N}$ so that (cf. [Gen17, Ex. 3.1(a)])

$$w_1(C(K, x_0\bar{\mu}^T))^2 = w_1(\mathbb{R}^{n \times N})^2 \asymp n \cdot N.$$ 

This phenomenon is actually the reason why Theorem 2.4 and Theorem 2.6 both rely on a “perfect” tuning of the sparsity parameter $R$. Another drawback is that the mapping $x_0 \mapsto w_1(C(\|x_0\|_1 B_1^n, x_0))$ turns out to be discontinuous in the neighborhood of sparse vectors, which could be very problematic when dealing with compressible source vectors. As a way out, we now state a different version of Theorem 3.3 that is just based on the \textit{global mean width} of $K$.

\textbf{Theorem 3.6 (Hybrid Method – Global Version)} Assume that Model 3.1 holds true. Let $W = [w^1 \ldots w^N] \in \mathbb{R}^{M \times N}$ be a weight matrix with $W^TW = N \frac{\kappa}{\sqrt{M}} I_N$. Moreover, suppose that $x_0\bar{\mu}^T \in K$, where $K \subset \mathbb{R}^{n \times N}$ is a bounded convex set. Then, there exists a numerical constant $C > 0$ such that the following holds true for every (fixed) $\delta \in (0, 1]$ with probability at least $1 - 5 \exp(-C \cdot \kappa^{-4} \cdot \delta^2 \cdot m)$: If

$$m \geq \kappa^4 \cdot \delta^{-4} \cdot w(K)^2 , \quad (3.7)$$

then any minimizer $[\hat{x}^1 \ldots \hat{x}^N] \in \mathbb{R}^{n \times N}$ of $(P_{K}^{\text{Hyb}})$ satisfies

$$\left( \frac{1}{N} \sum_{k=1}^{N} \| \hat{x}^k - \tilde{\mu}_k x_0 \|_2^2 \right)^{1/2} \lesssim \max \left\{ \frac{1}{\sqrt{N}}, \kappa \cdot (\sigma_{\text{Hyb}}^2 + \nu^2 M)^{1/2} \right\} \cdot \delta + \frac{N}{M} \cdot \rho_{\text{Hyb}}, \quad (3.8)$$

where $\sigma_{\text{Hyb}}^2$ and $\rho_{\text{Hyb}}$ are given by (3.4) and (3.5), respectively.

The most striking difference to Theorem 3.3 is that sample-complexity condition of (3.7) only involves the \textit{global} mean width. Indeed, this particularly resolves the tuning issue (cf. Remark 2.5(2)), since the value of $w(K)$ does not depend on $x_0\bar{\mu}^T$ anymore and we just have to ensure that $x_0\bar{\mu}^T$ is contained (“somewhere”) in $K$. The price to pay for this simplification is the unusual oversampling factor of $\delta^{-4}$ in (3.7). In other words, the error decay in $m$ now just scales as $O(m^{-1/4})$, which is slower than the error rate $O(m^{-1/2})$ achieved by Theorem 3.3. Moreover, the appearance of the additional term $1/\sqrt{N}$ on the right-hand side of (3.8) implies that Theorem 3.6 is also suboptimal in the low-noise regime, i.e., $\sigma_{\text{Hyb}}^2 + \nu^2 M$ is small compared to $1/N$. In particular, Theorem 3.6 does not guarantee exact recovery of $x_0\bar{\mu}^T$ if $\sigma_{\text{Hyb}} = \rho_{\text{Hyb}} = \nu = 0$, while Theorem 3.3 would do.

Let us finally give an example that emphasizes the main benefit of Theorem 3.6, namely that the global mean width is oftentimes easier to control than its conic counterpart:

---

1For a formal definition of the global mean width, see Definition 6.3 below.

2If the set $K$ is unbounded, we may have $w(K) = \infty$ so that the statement of Theorem 3.6 becomes meaningless.

3For linear observations ($f_j = \text{Id}$), the error rate of Theorem 3.6 can be easily improved to $O(m^{-1/2})$, but as already mentioned, our focus is rather on the non-linear case which is more complicated.
Example 3.7 (Sparse representations in a dictionary) We assume that $K$ takes the form $K = RDB_{n'}^n$, where $D = [d_1 \cdots d_{n'}] \in \mathbb{R}^{n \times n'}$ is a dictionary. Then, by [Gen17, Ex. 3.1(b)], we have the following bound on the mean width:

$$w(K)^2 = R^2 \cdot w(DB_{n'}^n) = R^2 \cdot w(\text{conv}\{\pm d_1, \ldots, \pm d_{n'}\})^2 \lesssim R^2 \cdot \max_{1 \leq i \leq n'} \|d_i\|_2^2 \cdot \log(2n'),$$

where $\text{conv}\{\pm d_1, \ldots, \pm d_{n'}\}$ denotes the convex hull of the (signed) dictionary atoms of $D$. In particular, if $x_0 \in K$ possesses an $s$-sparse representation $c \in S^{n'-1}$ (i.e., $x_0 = Dc$), we can conclude that $w(K)^2$ can be essentially controlled by the sparsity $s$:

$$\|c\|_1 \leq \sqrt{\|c\|_0 \cdot \|c\|_2} \leq \sqrt{s} \cdot 1 = \sqrt{s} \approx R.$$
hold true in this advanced situation, but note that the expected values then have to
computed with respect to $f_j$ as well.

- **Anisotropic measurement vectors.** Instead of isotropy in Model 3.1, one could just assume that $E[a_j(a_j)^T] = \Sigma_j$ for $j = 1, \ldots, M$ and positive definite covariance matrices $\Sigma_j \in \mathbb{R}^{n \times n}$, which can be even unknown. Technically, this extension relies on the same argument as in Remark 3.4, with the difference that the unknown covariance matrices $\Sigma_j$ are only implicitly used by the estimator $(P^\text{Hyb}_K)$ here.

- **Dithering.** As pointed out in the discussion subsequent to Theorem 3.3, a typical problem with sub-Gaussian measurement ensembles is the presence of a bias term $\rho^\text{Hyb}_{K > 0}$, which may prevent $(P^\text{Hyb}_K)$ from being a consistent estimator. In fact, this shortcoming is not an artifact of our statistical analysis, but rather a limitation of the model setup, i.e., signal recovery from non-linear and non-Gaussian measurement is sometimes impossible; see also [ALPV14]. It therefore came as a surprise that in the situation of quantized compressed sensing, a slight modification of the measurement process, based on dithering, enables consistent estimation in the general sub-Gaussian case; see [DM18; TR18; XJ18] for recent advances in this direction. Being in line with the findings of [TR18], one can also apply the abstract framework of Section 6 to derive a recovery guarantee for the Lasso estimator with dithered 1-bit observations; more specifically, an appropriate dithering step allows us to control the bias term (i.e., the mismatch covariance) by the sample size $m$, in such a way that it tends to 0 as $m \to \infty$; see [Gen19, Subsec. 4.2.2] for details. However, it is worth pointing out that all these results are restricted to the case of $M = 1$ (i.e., single-index models) and do only consider specific types on non-linearities (uniform and 1-bit quantizers). But we still believe that dithering could be incorporated into the more general setup of this work at least up to a certain extent, although this is expected to be more challenging than the previously mentioned extensions.

4 Practical Applications and Numerics

In this part, we return to the prototypical example of wireless sensor networks, which was already sketched in the introduction and has served as motivation for our superposition model. In particular, we discuss the theoretical findings of the previous sections with respect to this specific application and provide some numerical simulations.

4.1 Wireless Sensor Networks

Distributed sparse parameter estimation using wireless sensor networks is a promising approach to many environmental monitoring problems [ASSC02] and forms a natural application of compressed sensing [BHSN06; CJSY16; LWSC09]. In fact, such network architectures have advantages over conventional sensing technologies in terms of costs, coverage, redundancy, and reliability. Typical applications are structural health monitoring, medical sensor solutions, traffic monitoring as well as warning systems for heat, fire, seismic activities, or meteorologic disturbances. While several communication standards, embedded platforms, and operating systems are available for this problem settings (e.g., TinyOS and IEEE
some of the inherent limitations of these transceiver designs are low transmission and computing power due to battery saving. It is therefore important to devise approaches to recovery under such non-ideal conditions (e.g., see “Dirty RF” [Fet+07]).

As prototypical setup, we may consider a model situation where multiple sensor nodes perform individual measurements on the same source. For example, each sensor reading could correspond to a spatial sample of a temperature field in a building or measurements of the water flow and quality taken at different locations. The fluctuation of these quantities are typically specified by only a small number of active parameters which can be often modeled as a sparse vector \( x_0 \in \mathbb{R}^n \) in a known transform domain (e.g., Fourier or wavelets). The task of the wireless sensor network is now to communicate \( x_0 \) to a central fusion center in an ad hoc and autonomous manner, bypassing an additional resource and time overhead. During the \( i \)-th communication step, all sensor nodes \( j = 1, \ldots, M \) transmit their measured data \( \langle a_j, x_0 \rangle \). But due to the overall processing, the low-quality hardware components as well as the wireless channel, the \( j \)-th transceiver node effectively only contributes a distorted signal \( f_j(\langle a_j, x_0 \rangle) \). Since the transmission procedure takes place within a shared wireless medium, this finally leads to a superposition of non-linear signals at the central receiver; see Figure 1 for an illustration. Mathematically, we precisely end up with our initial model from (1.4):

\[
y_i = \sum_{j=1}^{M} f_j(\langle a_j, x_0 \rangle) + e_i, \quad i = 1, \ldots, m.
\]

### The Non-Linear Functions \( f_1, \ldots, f_M \)

We have not specified yet how the non-linearities \( f_1, \ldots, f_M \) usually look like in practice. It was already pointed out that the main purpose of these functions is to capture the common effects caused by the wireless channel and hardware imperfections. For example, the latter issue is highly relevant to low-cost transceiver nodes whose radio-frequency (RF) components only provide very low signal quality. Here, severe degradations are caused by phase noise and non-linear distortions, such as ADC impairments or IQ imbalances. As an illustration, let us briefly discuss two typical phenomena that often arise in applications:

- **Power amplifiers.** An important type of disturbance is caused by the non-linear characteristics of low-cost amplifiers used at the nodes; see [Rap91] for a widely used model. In the extreme case, this leads to a clipping at a certain amplitude level (threshold) \( A > 0 \):

\[
f^{(A)}(v) := \text{sign}(v) \cdot \min\{|v|, A\}.
\] (4.1)

While the sign (phase) of the signal is still preserved in this generic model, the amplitude undergoes a (data-dependent) deformation.

- **Wireless channel.** In a realistic setup, each node modulates its sensor readings on particular waveforms, propagating through the wireless channel after amplification. A filtering and sampling step is then performed at the central receiver. As a simple model, we may assume that the effective channel is approximately constant over the entire communication period, including all transceiver operations. Formally, this corresponds to a scalar multiplication

\[
f^{(h)}(v) := h \cdot v,
\] (4.2)
where \( h \in \mathbb{R} \) is the channel coefficient, which might be unknown a priori. If the individual channel configuration of a sensor device is approximately known, one may determine the sign (phase) of \( h \) and consider \( f(h) \cdot v = |h| \cdot v \) instead. A common approach to achieve such a sign-compensation is the concept of channel reciprocity for narrow-band time-division multiplexing transmission. Here, pilot signals are periodically broadcasted by the receiver to all sensors (simultaneously). Each node is now capable of estimating its individual coefficient in the reverse direction (downlink), and in that way, also approximating the parameter \( h \). However, due to limited transmission power, this step usually only allows for specifying the sign of \( h \) and not its magnitude.

Therefore, put together, each contribution to the superposition of (1.4) could be modeled by a function of the form \( f_j = f(h_j) \circ f(A) \). These types of non-linearities will be also used for our numerical experiments below in Subsection 4.2. However, this is still just a simplified example of distortion, since the channel may be outdated in many applications and further disturbances could be present, like an oscillator mismatch or phase noise.

**Coherent vs. Non-Coherent Communication**

If all sensors use a common, synchronized clock (cf. [BPM05]) and possess sufficient knowledge about the wireless channel, a coherent cooperative transmission can be achieved, e.g., by channel reciprocity. This essentially means that the phases (signs) of the individually communicated signals \( \langle a_j, x_0 \rangle \) are preserved by the functions \( f_j \). In other words, (most of) the scaling parameters \( \mu_1, \ldots, \mu_M \) (cf. Definition 2.3) are of the same sign and we can expect that:

\[
|\bar{\mu}| = \frac{1}{M} \left| \sum_{j=1}^{M} \mu_j \right| \approx \frac{1}{M} \sum_{j=1}^{M} |\mu_j| \gg 0.
\]

With such a pre-compensation, the signals add up coherently at the receiver, so that the strategy of the direct method (Algorithm 1.1), i.e., computing “aligned” superimposed vectors \( \bar{a}_i = \sum_{j=1}^{M} a_{ji} \) turns out to be very natural. Moreover, due to the independent channel conditions, the probability of outage can be significantly reduced in that way, which is known as cooperative or multiuser diversity in communication engineering. The statement of Theorem 2.4 shows that Algorithm 1.1 is indeed very appropriate in the this scenario, since already \( O(s \log(2n/s)) \) superimposed measurements are sufficient for recovery. Thus, the Lasso estimator (\( P_{Dir}^R \)) basically achieves the same sampling rate as in the linear case. Our main results even suggest that the direct method should be preferred to the lifting method (Algorithm 1.2) in the situation of coherent transmission, since the latter one is computationally more challenging and requires more measurements.

On the other hand, Theorem 2.4 indicates that successful source estimation heavily relies on the assumption of \( |\bar{\mu}| \gg 0 \). Unfortunately, such a coherent setup is often difficult to implement in practice, especially for ad-hoc wireless sensor networks. For this reason, there also exists a research branch investigating non-coherent cooperative transmission, although most works rather focus on achieving higher power gains at the receiver (e.g., see [SH03]). The generic task of non-coherent network architectures is to estimate the structured data \( x_0 \) in the presence of unknown channel coefficients (cf. (4.2)), implying that the (signs of the) sensor parameters \( \mu_j \) are unknown. Note that, for ideal transmitters, i.e., \( A \to \infty \) in (4.1),
this challenge is actually an instance of a bilinear inverse problem for blind sensor calibration (see (1.5)). While the direct method may completely fail in these general situations, the lifting approach of Algorithm 1.2 now becomes advantageous. Theorem 2.6 shows that, with \( m = O(s \cdot \max\{M, \log(2n/s)\}) \) samples, \((P^{\text{Lift}}_R)\) does not only allow for recovery of the source vector \( x_0 \) but even allows for an estimate of the unknown scaling factors \( \mu_1, \ldots, \mu_M \) (cf. (2.7)). Hence, to a certain extent, \((P^{\text{Lift}}_R)\) enables us to “learn” the underlying system configuration. Once such a “calibration step” has been performed, one may continue using the hybrid approach of Algorithm 3.1, tuned by our additional information on the sensor environment (see Example 3.5(3)).

4.2 Numerical Experiments

In this part, we validate our recovery approaches by several numerical simulations. For this purpose, we have generated normalized \( s \)-sparse random vectors \( x_0 \in \mathbb{R}^n \) for two different parameter regimes, \((s, n) = (4, 64)\) and \((s, n) = (10, 256)\), where each of the non-zero entries was drawn from an independent Gaussian random variable. Following Model 2.1, every node \( j = 1, \ldots, M \) performs \( i = 1, \ldots, m \) measurements of \( x_0 \) with i.i.d. standard Gaussian vectors \( a_j^i \sim \mathcal{N}(0, I_n) \). Figure 3 visualizes the signal vectors \( \left[ f_j(\langle a_j^i, x_0 \rangle) \right]_{1 \leq i \leq m} \) of two exemplary nodes for \( m = 128 \). Here, each of the taken measurements (red) undergoes a clipping (4.1) with threshold \( A = 1 \) (green) and is then transmitted into the channel, which corresponds to a scalar multiplication according to (4.2) with coefficients \( h_j \sim \mathcal{N}(0, 1) \) (blue).

The plot of Figure 4 demonstrates the performance of the direct method (Algorithm 1.1) with respect to a “softcut” (clip) non-linearity (4.1), i.e., \( f_j = f(A) \) for \( j = 1, \ldots, M \). Not very surprisingly, the reconstruction becomes more accurate as \( A \) grows, since the \( f_j \) are then “closer to be linear.” The horizontal distances between the single curves are of particular interest here, since they determine the number of extra (sensor) nodes required to achieve the same recovery performance. This can be of consid-
Figure 4: Recovery of $s$-sparse vectors in $\mathbb{R}^n$ from $m = 32$ noisy measurements with a “softcut” non-linearity $f_j = f^{(A)}$ (cf. (4.1)) for $A \in \{1.7, 2, 3\}$ and $a_{j}^{i} \sim \mathcal{N}(0, I_{n})$ being standard Gaussian vectors. The additive Gaussian noise has variance $\nu^2 = -11$dB. The plots show the mean squared error (MSE) of the reconstruction via $(P_{\text{Dir}})$ for $(s, n) = (4, 64)$ (left) and $(s, n) = (10, 256)$ (right).

Figure 5 demonstrates the difference in recovery performance for $(s, n) = (4, 64)$ when the sensor readings are obtained from Gaussian and Bernoulli measurements, respectively. As expected, the Bernoulli setup is more robust against the distortions caused by a “softcut” non-linearity, since these measurements have a smaller tail in their amplitudes compared to the Gaussian distribution.

Coherent vs. non-coherent communication. For testing coherent transmission, we assume that the phases of the individual channel coefficients $h_1, \ldots, h_M$ have been already resolved, as discussed in the course of (4.2). Hence, we consider $f_j(v) = |h_j| \cdot f^{(A)}(v)$ as non-linearities with $A = 1$ here. The recovery is then performed by solving $(P_{\text{Dir}})$ with $R = \bar{\mu} \cdot \sqrt{s}$ and rescaling the minimizer by $1/\bar{\mu}$. In the non-coherent setting, we just use $f_j(v) = h_j \cdot f^{(A)}(v)$ and apply $(P_{\text{Lift}})$ with $R = \sqrt{M} \cdot \sqrt{s}$ for retrieval. The numerical results are shown in Figure 6 for different values of $m$ and $M$. For the direct method (red), the MSE decreases as $M$ grows. It becomes in fact almost constant for large $M$, which is in line with the observation that at some point, the model variance $\sigma_{\text{Dir}}^2$ dominates the noise term $\nu^2/M$ in the error bound of (2.4) in Theorem 2.4. In other words, enlarging a coherently communicating sensor network can improve the signal-to-noise ratio of the underlying measurement process, but as soon as
Figure 5: Recovery of 4-sparse vectors in $\mathbb{R}^{64}$ from $m = 32$ noisy measurements. Here, a “softcut” non-linearity $f_j = f(A)$ (cf. (4.1)) for $A \in \{1.3, 1.4, 1.7\}$ has been applied to the sensor readings, where the measurement vectors $a_j^i$ are either standard Gaussian vectors or i.i.d. Bernoulli vectors (symmetric $\pm 1$-valued). The additive Gaussian noise has variance $\nu^2 = -11$dB. The plots show the mean squared error (MSE) of the reconstruction via $(P_{\text{Dir}}^R)$.

$v^2 / M \approx \sigma_{\text{Dir}}^2$, adding further sensor devices does not bring any more gain. On the contrary, there is obviously a “turning point” when using the lifting method (blue). For sufficiently small node counts, the recovery error indeed drops with $M$ up to a certain level. Above this threshold, more measurements are required to achieve the same accuracy. This behavior is precisely reflected by the statement of Theorem 2.6, which indicates that $M = O(\log(2n/s))$ is the “ideal” size of a network.

Finally, it is worth pointing out that increasing $m$ improves the performance of both the direct and lifting method in Figure 6, which is also consistent with the respective guarantees of Theorem 2.4 and Theorem 2.6; indeed, by adjusting the parameter $\delta$, the error bounds of (2.4) and (2.6) certify a decay rate of $O(m^{-1/2})$. Thus, we can conclude that taking more measurements at each node decreases the variance of the estimators (regardless of non-linear distortions), while increasing the number of nodes is only beneficial up to a certain point (depending on the specific model configuration). In practice, this implies a trade-off between increasing $m$ and $M$ which is controlled by the additional costs of each increase.

5 Conclusion and Outlook

Regarding our initial problem statements from Section 1, we have shown that recovery from superimposed, non-linearly distorted observations (1.4) is already feasible by applying simple convex estimators of Lasso-type, which do not require any additional domain knowledge. The statistical analysis of our main results, Theorem 2.4 and Theorem 2.6, provides
detailed answers to the issues of (Q1)–(Q3), indicating that each of our two approaches comes along with its specific up- and downsides: While the direct method (Algorithm 1.1) has advantages with respect to sample complexity and efficiency, the lifting method (Algorithm 1.2) can handle more challenging model situations, such as blind sensor calibration. From a practical perspective, these findings may be relevant to the application of wireless sensor networks, for which these points can be translated into economical aspects like quality, efficiency, and time budget. Apart from that, it has turned out in Section 3 that the scope of our results is not just limited to sparse source estimation from Gaussian observations, but can be extended to sub-Gaussian distributions (with the price of an asymptotic bias of the estimators), general convex constraints as well as more involved (hybrid) measurement designs.

There are however several important open problems which could be investigated in the future works. The following list sketches some potential improvements of our results that we consider to be of particular interest:

- **Exploiting prior knowledge.** The hybrid method of Algorithm 3.1 provides a lot of flexibility in setting up measurement ensembles and structural constraints. We gave a brief illustration in Example 3.5 and Example 3.7, but our approach clearly offers much more possibilities. For example, it might be interesting to explore the following questions: Given limited information on the non-linearities $f_1, \ldots, f_M$, what is the optimal choice of the weight matrix $W$ for Algorithm 3.1? Or how to choose $W$ and $K$ if the number of active nodes ($f_j \neq 0$) is much smaller than $M$?

- **Structured measurements.** This point is very important from a practical perspective because the measurement vectors do not necessarily obey a sub-Gaussian distribution (with small $\kappa$). Unfortunately, there are only a very few things known for the case of non-linear observations. One of the main difficulties is that our proofs and auxiliary
results do heavily rely on statistical properties of sub-Gaussian distributions that fail to hold true for structured measurements like random Fourier samples.

• Breaking the multiplicative complexity barrier. We have already mentioned in the course of Theorem 2.6 that the multiplicative sampling rate $O(s \cdot M)$ of the Group-Lasso ($P_{R}^{\text{Dir}}$) is sub-optimal. Hence, we wish to come up with an algorithmic approach that is capable of recovering both $x_0$ and $\mu$ but only requires $O(s + M)$ distributed measurements.\footnote{This rate would precisely correspond to the degrees of freedom of $x_0$ and $\mu$.} In fact, there has been recent progress in low-rank matrix factorization successfully tackling this bottleneck, e.g., see [LWB18; ROV14]. But these approaches are still limited to the linear case of (1.5) and suffer either from restrictive model assumptions or involve computationally challenging (NP-hard) steps. Thus, in our non-linear setup, achieving the optimal additive sampling rate remains a big open problem.

• General distributed observations. In this work, we have only studied the case where the fusion function $F$ in (1.3) corresponds to computing a sum. But there are clearly more interesting examples that may arise in practical applications, for instance, see [GS13]. The abstract statement of Theorem 6.4 might be also useful in these general situations, since it does not make any restrictions on the actual observation model.

6 Proofs of the Main Results

6.1 Proofs of Theorem 2.4 and Theorem 2.6

The key idea of ($P_{R}^{\text{Dir}}$) and ($P_{R}^{\text{Lift}}$) (see Algorithm 1.1 and Algorithm 1.2, respectively) is to fit non-linear measurements $y_1, \ldots, y_m$ by an appropriate linear counterpart. This strategy is in fact a specific instance of a more general approach, which is based on the so-called $K$-Lasso with arbitrary observation rules:

$$\min_{x \in \mathbb{R}^d} \frac{1}{2m} \sum_{i=1}^{m} \left( y_i - \langle a_i, x \rangle \right)^2 \quad \text{s.t. } x \in K. \quad (P_K)$$

Here, $a_1, \ldots, a_m \in \mathbb{R}^d$ are again certain measurement vectors, while the convex constraint set $K \subset \mathbb{R}^d$ imposes structural assumptions on the solution. For the direct method, we have chosen $a_i := \bar{a}_i = \sum_{j=1}^{M} a_i^j \in \mathbb{R}^n$ and $K$ equals a rescaled $\ell^1$-unit ball ($d = n$), whereas for the lifting method, $a_i := A_i = [a_i^1 \cdots a_i^M] \in \mathbb{R}^{n \times M}$ and $K$ is a rescaled $\ell^{1,2}$-unit ball ($d = n \cdot M$, cf. Remark 2.7(1)).

A major challenge in the abstract setup of ($P_k$) is to establish a relationship between a minimizer of ($P_k$) and the underlying observations $y_1, \ldots, y_m$. For this purpose, let us first fix a general model:

**Model 6.1 (General Observations)** Let $\{(a_i, y_i)\}_{i=1}^{m}$ be independent samples of a joint random pair $(a, y) \in \mathbb{R}^d \times \mathbb{R}$, where $a$ is an isotropic, mean-zero sub-Gaussian random vector in $\mathbb{R}^d$ with $\|a\|_{\psi_2} \leq \kappa$ for some $\kappa > 0$. 


Our main goal is now to specify a linear mapping \( a \mapsto \langle a, x^\dagger \rangle \) with a certain \( x^\dagger \in \mathbb{R}^d \) that “mimics” the observation variable \( y \) as well as possible. In order to make this approach more precise, we introduce the following two quantities:

**Definition 6.2** Let \( x^\dagger \in \mathbb{R}^d \) be a vector. Under the hypothesis of Model 6.1 we define the *mismatch covariance* as
\[
\rho(x^\dagger) := \rho(x^\dagger; a, y) := \| \mathbb{E}_{(a,y)}[(\langle a, x^\dagger \rangle - y)a] \|_2.
\]
and *mismatch deviation*
\[
\sigma(x^\dagger) := \sigma(x^\dagger; a, y) := \| \langle a, x^\dagger \rangle - y \|_{\psi_2}.
\]

The purpose of these two parameters is to quantify the mismatch that results from approximating non-linear observations by a linear model. Intuitively, \( \rho(x^\dagger) \) measures the covariance between the mismatch term \( \langle a, x^\dagger \rangle - y \) and the measurement vector \( a \), whereas \( \sigma(x^\dagger) \) essentially captures its deviation from zero.

The impact of the constraint set \( K \), which forms the second important ingredient of \( (\mathcal{P}_K) \), can be handled with the well-known concept of Gaussian mean width:

**Definition 6.3** Let \( L \subset \mathbb{R}^d \) be a non-empty subset.

1. The *(global) mean width* of \( L \) is given by
\[
w(L) := \mathbb{E}_g[\sup_{h \in L} \langle g, h \rangle],
\]
where \( g \sim \mathcal{N}(0, I_d) \) is a standard Gaussian random vector.

2. The *local mean width* of \( L \) at scale \( t > 0 \) is defined as
\[
w_t(L) := w(L \cap tS^{d-1}).
\]

Moreover, for \( x \in \mathbb{R}^d \), we call \( w_t(\mathcal{C}(L, x)) \) the *conic mean width* of \( L \) at \( x \).

Note that these parameters originate from the field of geometric functional analysis (e.g., see [GM04; Gor85; Gor88]). For a more extensive discussion of their basic properties and their role in signal estimation problems, the reader is referred to [BM02; CRPW12; MPT07; PV13; PVY16; Ver15; Ver18]. Moreover, we would like to mention that the conic mean width is very closely related to the notion of *statistical dimension* [ALMT14], which is also widely used in the literature.

We are now ready to formulate an abstract recovery guarantee that gives a quite general answer to what the \( K \)-Lasso \( (\mathcal{P}_K) \) is doing to non-linear observations. In fact, this result will form the basis of proving Theorem 2.4 and Theorem 2.6.

**Theorem 6.4** We assume that Model 6.1 holds true. Let \( K \subset \mathbb{R}^d \) be a convex subset and let \( x^\dagger \in K \) be an arbitrary vector. There exist numerical constants \( C, C', C'' > 0 \) such that the following holds

\[\text{1} \text{We implicitly assume that } y \text{ is sub-Gaussian here, implying that } \sigma(x^\dagger) < \infty.\]

\[\text{2} \text{Recall that } \mathcal{C}(L, x) \text{ denotes the cone of } L \text{ at } x; \text{ see (1.6).}\]
true for every (fixed) \( \delta \in (0,1] \) with probability at least \( 1 - 5 \exp(-C \cdot \kappa^{-4} \cdot \delta^2 \cdot m) \): If the number of observations obeys

\[
m \geq C' \cdot \kappa^4 \cdot \delta^{-2} \cdot w_1(C(K,x^\delta))^2,
\]

then any minimizer \( \hat{x} \) of \( (P_K) \) satisfies

\[
\| \hat{x} - x^\delta \|_2 \leq C'' \cdot \left( \kappa^{-1} \cdot \sigma(x^\delta) \cdot \delta + \rho(x^\delta) \right).
\]

In particular, if \( \sigma(x^\delta) = \rho(x^\delta) = 0 \) (which holds if and only if \( y = \langle a, x^\delta \rangle \)), the error bound \((6.2)\) yields exact recovery, i.e., \( \hat{x} = x^\delta \).

The proof of Theorem 6.4 is given in Appendix A.1. At first sight, it is somewhat surprising that Theorem 6.4 is valid for every choice of \( x^\delta \). However, in order to turn the error bound of \((6.2)\) into a meaningful statement, one needs to ensure that the two mismatch parameters \( \rho(x^\delta) \) and \( \sigma(x^\delta) \) are sufficiently small. If the “ansatz-vector” \( x^\delta \) can be chosen in such a way, Theorem 6.4 states that any output of the Lasso \( (P_K) \) indeed forms a reliable estimate of \( x^\delta \).

Interpreting Theorem 6.4 statistically, the mismatch deviation \( \sigma(x^\delta) \) is associated with the variance of the estimator \( (P_K) \), controlling the size of the first term in the error bound \((6.2)\); most notably, this term can be made arbitrarily small by adjusting \( \delta \) and \( m \). The mismatch covariance \( \rho(x^\delta) \), in contrast, plays the role of an (asymptotic) bias that particularly specifies whether \( (P_K) \) is consistent or not. We refer the interested reader to [GK18] and [Gen19, Chap. 3 & 4] for a more detailed discussion of the mismatch parameters and their role in learning semi-parametric observations models.

The following proposition shows that we can even achieve \( \rho(x^\delta) = 0 \) under the hypothesis of Model 2.1, supposed that \( x^\delta = \bar{\mu}x_0 \) for the direct method and \( x^\delta = x_0 \bar{\mu}^\text{T} \) for the lifting method:

**Proposition 6.5** Let Model 2.1 hold true. Recalling the notation of Definition 2.3, we have:

1. **Direct method:** Set \( \bar{a} := \sum_{j=1}^M a^j \). Then, the measurement pair \( \left( \frac{1}{\sqrt{M}} \bar{a}, \frac{1}{\sqrt{M}} y \right) \) obeys Model 6.1 (with \( \kappa = 1 \) and \( d = n \)) and we have

\[
\rho(\bar{\mu}x_0; \frac{1}{\sqrt{M}} \bar{a}, \frac{1}{\sqrt{M}} y) = 0.
\]

2. **Lifting method:** Set \( A := [a^1 \cdots a^M] \). Then, the measurement pair \( (A, y) \) obeys Model 6.1 (with \( \kappa = 1 \) and \( d = n \cdot M \)) and we have

\[
\rho(x_0 \bar{\mu}^\text{T}; A, y) = 0.
\]

The proof of Proposition 6.5 is provided at the end of this subsection.

**Remark 6.6** The statement of Proposition 6.5 reflects the orthogonality principle in linear estimation theory: the scaling parameters in Definition 2.3 are precisely chosen such that the model mismatch (sometimes referred to as “noise”) is uncorrelated with the measurement vectors \( \bar{a} \) and \( A \), respectively. Note that this classical methodology was also applied in [Gen17; PV16], although not stated explicitly. \( \diamond \)

\(^{1}\)Hereafter, the matrix space \( \mathbb{R}^{n \times N} \) is canonically identified with \( \mathbb{R}^{n \cdot M} \). In particular, we regard \( A \) as a random vector in \( \mathbb{R}^{n \cdot M} \).
The second important quantity of Theorem 6.4 is the conic mean width $w_1(C(K, x^\diamond))$. Intuitively, this geometric parameter measures the complexity of the set $K$ in a local neighborhood of $x^\diamond$, and by (6.1), it gets related to the sampling rate of the actual estimation problem. It is therefore substantial to select a structural constraint for $(P_K)$ which is “compatible” with the target vector $x^\diamond$, implying that recovery succeeds with a very few measurements. In the specific setup of Section 2, this is indeed the case because we can establish (sharp) upper bounds on $w_1(C(K, x^\diamond))$ that only logarithmically depend on the dimension of the ambient space:

**Proposition 6.7**  
(1) Direct method: Let the assumptions of Theorem 2.4 be satisfied and set 
\[ K := \{x \in \mathbb{R}^n \mid \|x\|_1 = \|\bar{\mu}x_0\|_1 = R\}. \]  
Then  
\[ w_1(C(K, \bar{\mu}x_0)) \lesssim \sqrt{s \cdot \log(\frac{2n}{s})}. \]

(2) Lifting method: Let the assumptions of Theorem 2.6 be satisfied and set 
\[ K := \{X \in \mathbb{R}^{n \times M} \mid \|X\|_{1,2} = \|x_0\mu^T\|_{1,2} = R\}. \]  
Then  
\[ w_1(C(K, x_0\mu^T)) \lesssim \sqrt{s \cdot \max\{M, \log(\frac{2n}{s})\}}. \]

These bounds have been already established in the literature (e.g., see [CRPW12; Fli18]). For the sake of self-containedness, a proof is however provided in Appendix A.2. We are now ready to prove the two main results of Section 2:

**Proof of Theorem 2.4.** By Proposition 6.5(1), we know that \((\frac{1}{\sqrt{M}}\bar{a}, \frac{1}{\sqrt{M}}y)\) with \(\bar{a} := \sum_{j=1}^M a^j\) satisfies Model 6.1 for \(\kappa = 1\). Now, we would like to apply Theorem 6.4 with \(K = RB^n_1\) and \(x^\diamond = \bar{\mu}x_0\). Proposition 6.7(1) yields  
\[ w_1(C(K, x^\diamond))^2 \lesssim s \cdot \log(\frac{2n}{s}), \]
and therefore, the assumption of (2.3) indeed implies (6.1).

Next, we bound the mismatch deviation  
\[ \sigma(\bar{\mu}x_0) = \sigma(\bar{\mu}x_0; \frac{1}{\sqrt{M}}\bar{a}, \frac{1}{\sqrt{M}}y) = \frac{1}{\sqrt{M}}\|\langle \bar{a}, \bar{\mu}x_0 \rangle - y\|_{\psi_2} \overset{(2.1)}{=} \frac{1}{\sqrt{M}}\|\sum_{j=1}^M z_j - e\|_{\psi_2}, \]
where \(z_j := \langle a^j, \bar{\mu}x_0 \rangle - f_j(\langle a^j, x_0 \rangle), j = 1, \ldots, M\). Since Model 2.1 particularly assumes \(E[f_j(\langle a^j, x_0 \rangle)] = 0\), we can conclude that \(z_1, \ldots, z_M, e\) are independent, mean-zero sub-
Moreover, we set $\lambda$ rank-one matrix $x$ singular vectors of $\hat{\Sigma}$ proof of [IKV15, Cor. 1]. Let Gaussian variables.

Hence, by (1.8),

$$\sigma(\mu x_0)^2 = \frac{1}{M} \left\| \sum_{j=1}^{M} z_j - \epsilon \right\|_{\psi_2}^2 \leq \frac{1}{M} \left( \sum_{j=1}^{M} \left\| z_j \right\|_{\psi_2}^2 + \left\| \epsilon \right\|_{\psi_2}^2 \right) \leq \sigma^2_{\text{Dir}} + \frac{1}{M}.$$

Finally, observing that $\rho(\hat{\mu} x_0) = 0$ according to Proposition 6.5(1), the claim follows from Theorem 6.4. Note that $(P_K)$ and $(P_{\text{Dir}})$ are equivalent, since multiplying the objective function by a factor of $M$ does not change the set of minimizers. \hfill \blacksquare

**Proof of Theorem 2.6.** By Proposition 6.5(2), we know that $(A, y)$ with $A := [a^1 \cdots a^M]$ satisfies Model 6.1 for $\kappa = 1$. Now, we would like to apply Theorem 6.4 with $K = \{ X \in \mathbb{R}^n \times M \mid \| X \|_{1,2} \leq R \}$ and $x^* = x_0 \mu^T$. Proposition 6.7(2) yields

$$w_1(C(K, x^*))^2 \leq s \cdot \max \{ M, \log(\frac{2M}{s}) \},$$

and therefore, the assumption of (2.5) indeed implies (6.1).

Similarly to the proof of Theorem 2.4, we now bound the mismatch deviation

$$\sigma(x_0 \mu^T) = \sigma(x_0 \mu^T; A, y) = \| \langle A, x_0 \mu^T \rangle - y \|_{\psi_2} = \| \langle A \mu, x_0 \rangle - y \|_{\psi_2}$$

$$= \left\| \left( \sum_{j=1}^{M} \mu_j a_j, x_0 \right) - y \right\|_{\psi_2} \overset{(2.1)}{=} \left\| \sum_{j=1}^{M} z_j - \epsilon \right\|_{\psi_2},$$

where $z_j := \langle a^j, \mu, x_0 \rangle - f_j(\langle a^j, x_0 \rangle)$, $j = 1, \ldots, M$. Since Model 2.1 particularly assumes $\mathbb{E}[f_j(\langle a^j, x_0 \rangle)] = 0$, we can conclude that $z_1, \ldots, z_M, e$ are independent, mean-zero sub-Gaussians. Hence, by (1.8),

$$\sigma(x_0 \mu^T)^2 = \left\| \sum_{j=1}^{M} z_j - \epsilon \right\|_{\psi_2}^2 \leq \left( \sum_{j=1}^{M} \| z_j \|^2_{\psi_2} + \| \epsilon \|^2_{\psi_2} \right) \leq M \cdot \sigma^2_{\text{Lift}} + \nu^2.$$

From Proposition 6.5(2), we obtain $\rho(x_0 \mu^T; A, y) = 0$, so that the error bound of Theorem 6.4 reads as follows:

$$\left( \sum_{j=1}^{M} \| \hat{x}^j - \mu, x_0 \|_{\frac{3}{2}} \right)^{1/2} = \| [\hat{x}^1 \cdots \hat{x}^M] - x_0 \mu^T \|_2 \leq \sigma(x_0 \mu^T) \cdot \delta \leq (M \cdot \sigma^2_{\text{Lift}} + \nu^2)^{1/2} \cdot \delta.$$

Dividing both sides by $1/\sqrt{M}$ precisely gives the error bound (2.6) of Theorem 2.6.

It remains to show the error bounds in (2.7). To this end, we proceed analogously to the proof of [IKV15, Cor. 1]. Let $u_1, \ldots, u_n \in S^{n-1}$ and $v_1, \ldots, v_M \in S^{M-1}$ be the left and right singular vectors of $\hat{X} \in \mathbb{R}^{n \times M}$, respectively, and let $\tau_1 \geq \tau_2 \geq \cdots \geq \tau_r$ be the corresponding singular values with $r := \min\{ n, M \}$; in particular, note that $\hat{x} = u_1$, $\hat{\mu} = v_1$, and $r = \tau_1$. Moreover, we set $\lambda := \| x_0 \mu^T \|_2 = \| \mu \|_2$, which is the only positive singular value of the rank-one matrix $x_0 \mu^T \in \mathbb{R}^{n \times M}$.

---

1Note that we have implicitly assumed that $f_j(\langle a^j, x_0 \rangle)$ is sub-Gaussian because otherwise we would have $\sigma^2_{\text{Dir}} = \infty$ and the claim is trivial.
We now apply Weyl’s inequality (for non-hermitian matrices) to obtain
\[
\|\hat{X} - \lambda u_1 v_1^T\|_{\text{op}} = \left\| (\tau_1 - \lambda) u_1 v_1^T + \sum_{j=2}^{r} \tau_j u_j v_j^T \right\|_{\text{op}} \\
= \max\{ |\tau_1 - \lambda|, \tau_2, \tau_3, \ldots, \tau_r \} \\
\leq \|\hat{X} - x_0 \mu^T\|_{\text{op}} \leq \|\hat{X} - x_0 \mu^T\|_2 \overset{(6.4)}{\lesssim} \text{Err} \cdot \sqrt{M}. \tag{6.3}
\]
The triangle inequality and (2.6) again then yield
\[
\|x_0 \mu^T - \lambda u_1 v_1^T\|_{\text{op}} \leq \|x_0 \mu^T - \hat{X}\|_{\text{op}} + \|\hat{X} - \lambda u_1 v_1^T\|_{\text{op}} \lesssim \text{Err} \cdot \sqrt{M}.
\]
This implies
\[
\lambda^2 - \lambda \langle x_0, \hat{x} \rangle \langle \mu, \hat{\mu} \rangle = \frac{1}{2} \|x_0 \mu^T - \lambda u_1 v_1^T\|_2^2 \overset{(*)}{\leq} \|x_0 \mu^T - \lambda u_1 v_1^T\|_{\text{op}}^2 \lesssim \text{Err}^2 \cdot M,
\]
where \((*)\) follows from the fact that \(x_0 \mu^T - \lambda u_1 v_1^T\) is at most rank 2. Dividing by \(\lambda^2 = \|\mu\|_2^2\) then leads to
\[
1 - \langle x_0, \hat{x} \rangle \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \lesssim \text{Err}^2 \cdot \frac{M}{\|\mu\|_2^2}, \tag{6.4}
\]
and due to the additional assumption that \(\text{Err} \lesssim \|\mu\|_2 / \sqrt{M}\), we may also assume that \(1 - \langle x_0, \hat{x} \rangle \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \leq 1\), i.e., \(\langle x_0, \hat{x} \rangle \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \geq 0\). Since \(x_0, \hat{x} \in S^{n-1}\) and \(\frac{\mu}{\|\mu\|_2}, \hat{\mu} \in S^{M-1}\), we obtain the following error estimate from (6.4) (recall that \(\theta_1 = \text{sign}(\langle x_0, \hat{x} \rangle)\) and \(\theta_2 = \text{sign}(\langle \mu, \hat{\mu} \rangle)\)):
\[
\|\hat{x} - \theta_1 x_0\|_2^2 + \|\hat{\mu} - \theta_2 \frac{\mu}{\|\mu\|_2}\|_2^2 = 2 - 2 \langle \theta_1 x_0, \hat{x} \rangle + 2 - 2 \langle \theta_2 \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \\
= 4 - 4 \langle x_0, \hat{x} \rangle - 2 \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \overset{(*)}{\leq} 4 - 4 \sqrt{\langle x_0, \hat{x} \rangle \cdot \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle} \\
= 4 \left( 1 - \langle x_0, \hat{x} \rangle \langle \frac{\mu}{\|\mu\|_2}, \hat{\mu} \rangle \right) \overset{(6.4)}{\lesssim} \text{Err}^2 \cdot \frac{M}{\|\mu\|_2^2}, \tag{6.5}
\]
where \((*)\) follows from the inequality of arithmetic and geometric means. This already implies \(\|\hat{x} - \theta_1 x_0\|_2 \lesssim \text{Err} \cdot \sqrt{M} / \|\mu\|_2\), and the second bound in (2.7) follows from
\[
\|\tau \hat{\mu} - \theta_2 \mu\|_2 \leq \|\tau \hat{\mu} - \lambda \hat{\mu}\|_2 + \|\lambda \hat{\mu} - \theta_2 \mu\|_2 \lesssim |\tau - \lambda| + \text{Err} \cdot \sqrt{M} \lesssim \text{Err} \cdot \sqrt{M}.
\]

To conclude our proofs, it just remains to verify Proposition 6.5:

\textbf{Proof of Proposition 6.5.} (1) First, we observe that \(\frac{1}{\sqrt{M}} \hat{a} \sim \mathcal{N}(0, I_n)\), implying that \(\frac{1}{\sqrt{M}} \hat{a}\) is an isotropic sub-Gaussian vector with \(\kappa := \left\| \frac{1}{\sqrt{M}} \hat{a} \right\|_{\psi_2} = 1\) and the hypothesis of Model 6.1 is indeed satisfied.
Recalling the definition of $\rho(\bar{\mu}x_0; \frac{1}{\sqrt{M}}\bar{a}, \frac{1}{\sqrt{M}}y)$ (see Definition 6.2), it suffices to show that

$$E_{(a,y)}[(\bar{a}, \bar{\mu}x_0 - y)\bar{a}] = 0.$$ 

For this purpose, let $P_{x_0}(\cdot) = \langle \cdot, x_0 \rangle x_0$ denote the orthogonal projection onto span\{\(x_0\)\} and $P_{\{x_0\}^\perp} = I - P_{x_0}$ its orthogonal complement (note that $\|x_0\|_2 = 1$). The rotation invariance of Gaussian random vectors particularly implies that $\langle a^j, x_0 \rangle$ and $P_{\{x_0\}^\perp}(a^j)$ are independent (and not just uncorrelated) for every $j = 1, \ldots, M$. The independence of $a^1, \ldots, a^M, e$ and the definition of $\bar{\mu}$ now yield

$$E[(\bar{a}, \bar{\mu}x_0 - y)\bar{a}] = E\left[\sum_{j=1}^{M} (\langle a^j, \bar{\mu}x_0 \rangle - f_j(\langle a^j, x_0 \rangle)) \sum_{j'=1}^{M} a^{j'} - E[e \cdot \sum_{j=1}^{M} a^{j'}] \right] = \sum_{j=1}^{M} E[z_j a^j] = \sum_{j=1}^{M} E[z_j P_{x_0} + P_{\{x_0\}^\perp}(a^j)]$$

$$= \sum_{j=1}^{M} E[z_j \langle a^j, x_0 \rangle] + \sum_{j=1}^{M} E[(\bar{\mu} \langle a^j, x_0 \rangle - f_j(\langle a^j, x_0 \rangle))P_{\{x_0\}^\perp}(a^j)]$$

$$= \sum_{j=1}^{M} (E[(\bar{\mu} \langle a^j, x_0 \rangle)^2 - f_j(\langle a^j, x_0 \rangle)\langle a^j, x_0 \rangle]x_0)$$

$$= \left(\bar{\mu} \sum_{j=1}^{M} E[(a^j, x_0)]^2 - \sum_{j=1}^{M} E[f_j(\langle a^j, x_0 \rangle)\langle a^j, x_0 \rangle]\right)x_0$$

$$= (M \cdot \bar{\mu} - \sum_{j=1}^{M} \mu_j)x_0 = 0,$$

where $(\ast)$ is due to the fact that $f_j(\langle a^j, x_0 \rangle)$ and $P_{\{x_0\}^\perp}(a^j)$ are independent in the Gaussian case.

(2) Since $A \sim \mathcal{N}(0, I_{n \cdot M})$, the hypothesis of Model 6.1 is satisfied with $\kappa := \|A\|_{\psi_2} = 1$. Using the notation of the first part and the independence of $a^1, \ldots, a^M, e$, we obtain

$$E[(\langle A, x_0^T \rangle - y)a^j] = E\left[\sum_{j'=1}^{M} (\langle a^j, \mu_j x_0 \rangle - f_j(\langle a^j, x_0 \rangle))a^{j'}\right] - E[e \cdot a^j]$$

$$= E[(\langle a^j, \mu_j x_0 \rangle - f_j(\langle a^j, x_0 \rangle))a^j]$$

$$= E[(\langle a^j, \mu_j x_0 \rangle - f_j(\langle a^j, x_0 \rangle))(\langle a^j, x_0 \rangle x_0 + P_{\{x_0\}^\perp}(a^j))]$$

$$= E[(\langle a^j, \mu_j x_0 \rangle - f_j(\langle a^j, x_0 \rangle))\langle a^j, x_0 \rangle x_0]$$

$$= (\mu_j E[(a^j, x_0)^2] - E[f_j(\langle a^j, x_0 \rangle)\langle a^j, x_0 \rangle])x_0 = (\mu_j - \mu_j)x_0 = 0.$$
Since this holds true for every \( j = 1, \ldots, M \), we conclude that \( \mathbb{E}[(\langle A, x_0 \mu^T \rangle - y)A] = 0 \) and therefore \( \rho(x_0 \mu^T; A, y) = 0. \)

6.2 Proofs of Theorem 3.3 and Theorem 3.6

Similarly to the proofs of the previous part, we first set up a relationship between the hybrid approach of Algorithm 3.1 and Model 6.1, and compute the mismatch covariance in this specific case:

**Proposition 6.8** Suppose that Model 3.1 holds true and recall the notation of Definition 3.2. As in the lifting case, let \( A := [a^1 \cdots a^M] \in \mathbb{R}^{n \times M} \) and set \( \tilde{A} := AW \in \mathbb{R}^{n \times N} \). If \( W^TW = M/N \mathbb{I}_N \), the measurement pair \( (\sqrt{N/M} \tilde{A}, \sqrt{N/M} y) \) obeys Model 6.1 (with \( k \) from Model 3.1 and \( d = n \cdot N \)) and we have

\[
\rho(x_0 \mu^T; \sqrt{N/M} \tilde{A}, \sqrt{N/M} y) = \frac{N \cdot M}{M} \cdot \rho_{Hyb}.
\]

**Proof.** First, we note that the independence of \( a^1, \ldots, a^M \) implies that \( A \) is an isotropic, mean-zero random vector in \( \mathbb{R}^{n \times M} \) with \( \|A\|_{\psi_2} \leq \kappa \).

By linearity of \( W \), we conclude that \( \mathbb{E}[\tilde{A}] = 0 \). Moreover, for every \( X \in \mathbb{R}^{n \times N} \), we have

\[
\mathbb{E}[\langle \sqrt{N/M} \tilde{A}, X \rangle ^2] = \frac{N}{M} \cdot \mathbb{E}[\langle AW, X \rangle ^2] = \frac{N}{M} \cdot \mathbb{E}[\langle A, XW^T \rangle ^2] = \frac{N}{M} \cdot \mathbb{E}[\langle X, XW^T W \rangle] = \langle X, X \rangle = \|X\|^2_2,
\]

implying that \( \sqrt{N/M} \tilde{A} \) is indeed isotropic. Next, we show that \( \|\sqrt{N/M} \tilde{A}\|_{\psi_2} \leq \kappa \). For this purpose, let \( X \in \mathbb{R}^{n \times N} \) with \( \|X\|_2 = 1 \). Using that \( \|A\|_{\psi_2} \leq \kappa \), we observe (without loss of generality \( \|XW^T\|_2 \neq 0 \))

\[
\|\langle \sqrt{N/M} \tilde{A}, X \rangle\|_{\psi_2} = \sqrt{N/M} \cdot \|\langle AW, X \rangle\|_{\psi_2} = \sqrt{N/M} \cdot \|\langle A, XW^T \rangle\|_{\psi_2} = \sqrt{N/M} \cdot \|\langle A, \frac{XW^T}{\|XW^T\|_2} \rangle\|_{\psi_2} \leq \sqrt{N/M} \cdot \|XW^T\|_2 \cdot \kappa = \|X\|_2 \cdot \kappa = \kappa,
\]

where the assumption \( W^TW = M/N \mathbb{I}_N \) was used again. Taking the supremum over \( X \in S^{n \times N-1} \), it follows that \( \|\sqrt{N/M} \tilde{A}\|_{\psi_2} \leq \kappa \).

It remains to verify (6.6). For this, we set \( \hat{a}^k := Aw^k = \sum_{j=1}^M w_{j,k} a^j \) for \( k = 1, \ldots, N \), where \( w^1, \ldots, w^N \in \mathbb{R}^M \) denote the columns of \( W \). Since \( a^1, \ldots, a^M \), and \( e \) are independent, we can

\[
\text{Again, we regard } \tilde{A} \text{ as a random vector } \mathbb{R}^{n \times N}.
\]
compute
\[
\mathbb{E}[(\langle \tilde{A}, x_0 \tilde{\mu}^T \rangle - y) \tilde{a}^k] = \mathbb{E}
\left[
\left( \sum_{k' = 1}^N \langle \tilde{a}^{k'}, \tilde{\mu}_{k'} \rangle x_0 - \sum_{j=1}^M f_j(\langle a^j, x_0 \rangle) \right) \tilde{a}^k
\right] - \mathbb{E}[e \cdot \tilde{a}^k] = 0
\]
\[
\mathbb{E} \left[ \left( \sum_{k'=1}^N \sum_{j'=1}^M w_{j',k'} a^{j'} \tilde{\mu}_{k'} x_0 - \sum_{j=1}^M f_j(\langle a^j, x_0 \rangle) \right) \sum_{j'=1}^M w_{j',k} a^{j'} \right]
\]
\[
\sum_{j=1}^M w_{j,k} \left( \mathbb{E} \left[ \left( \sum_{k'=1}^N w_{j,k'} \tilde{\mu}_{k'} \right) \langle a^j, x_0 \rangle a^j \right] - \mathbb{E}[f_j(\langle a^j, x_0 \rangle) a^j] \right)
\]
\[
\sum_{j=1}^M w_{j,k} \left( \left( \sum_{k'=1}^N w_{j,k'} \tilde{\mu}_{k'} \right) \mathbb{E}[\langle a^j, x_0 \rangle a^j] - \mathbb{E}[f_j(\langle a^j, x_0 \rangle) a^j] \right)
\].

Next, we decompose \( a^j \) again by an orthogonal projection onto \( \text{span}\{x_0\} \) and its orthogonal complement, in order to simplify the remaining expected values:
\[
\mathbb{E}[\langle a^j, x_0 \rangle a^j] = \mathbb{E}[\langle a^j, x_0 \rangle (\langle a^j, \frac{x_0}{\|x_0\|_2} \rangle \frac{x_0}{\|x_0\|_2} + P_{\{x_0\}} \perp (a^j))] = \mathbb{E}[\langle a^j, x_0 \rangle^2] \frac{x_0}{\|x_0\|_2} = x_0/\|x_0\|_2 = x_0,
\]
\[
\mathbb{E}[f_j(\langle a^j, x_0 \rangle) a^j] = \mathbb{E}[f_j(\langle a^j, x_0 \rangle) (\langle a^j, \frac{x_0}{\|x_0\|_2} \rangle \frac{x_0}{\|x_0\|_2} + P_{\{x_0\}} \perp (a^j))] = \mu_j \cdot x_0 + \mathbb{E}[f_j(\langle a^j, x_0 \rangle) P_{\{x_0\}} \perp (a^j)] = \rho^j
\]

where in the first part, we have used the isotropy of \( a^j \) and (1.9), and the second identity follows from Definition 3.2. Using \( W^T W = \frac{M}{N} I_N = \frac{M}{N} \delta_{k,k'} \) once more, we now obtain
\[
\mathbb{E}[\langle \tilde{A}, x_0 \tilde{\mu}^T \rangle - y] \tilde{a}^k = \sum_{j=1}^M w_{j,k} \left( \left( \sum_{k'=1}^N \tilde{\mu}_{k'} \sum_{j'=1}^M w_{j,k'} \tilde{\mu}_{k'} \right) - \mu_j \right) \cdot x_0 - \sum_{j=1}^M w_{j,k} \rho^j
\]
\[
= \left( \sum_{k'=1}^N \tilde{\mu}_{k'} \sum_{j=1}^M w_{j,k} \tilde{\mu}_{k'} - \sum_{j=1}^M w_{j,k} \mu_j \right) \cdot x_0 - \sum_{j=1}^M w_{j,k} \rho^j
\]
\[
= \frac{M}{N} \cdot \left( \sum_{k'=1}^N \tilde{\mu}_{k'} \delta_{k,k'} - \tilde{\mu}_k \right) \cdot x_0 - \sum_{j=1}^M w_{j,k} \rho^j = - \sum_{j=1}^M w_{j,k} \rho^j.
\]
Hence,

\[
\rho(x_0 \tilde{\mu}^T; \sqrt{\frac{N}{M}} A, \sqrt{\frac{N}{M}} y) = \left\| \mathbb{E}[(\sqrt{\frac{N}{M}} A, x_0 \tilde{\mu}^T) - \sqrt{\frac{N}{M}} y]\right\|_2 \\
= \frac{N}{M} \cdot \left\| \mathbb{E}[\langle A, x_0 \tilde{\mu}^T \rangle y]\left\|_2 \\
= \frac{N}{M} \cdot \left\| \left[ \sum_{j=1}^{M} w_j \rho^j \cdots \sum_{j=1}^{M} w_j \rho \right]\right\|_2 \\
= \frac{N}{M} \cdot \left( \sum_{k=1}^{N} \left\| \rho w^k \right\|_2 \right)^{1/2} = \frac{N\sqrt{N}}{M} \cdot \rho_{Hyb}.
\]

\[\blacksquare\]

The proof of Theorem 3.3 is again a consequence of Theorem 6.4:

\textit{Proof of Theorem 3.3.} From Proposition 6.8, we know that \((\sqrt{\frac{N}{M}} A, \sqrt{\frac{N}{M}} y)\) with \(A := AW\) satisfies Model 6.1. Now, we would like to apply Theorem 6.4 with \(x^2 = x_0 \tilde{\mu}^T\).

Recalling the definition of \(\sigma^2_{Hyb}\) and the independence of \(a^1, \ldots, a^M\), we can bound the model deviation as follows:

\[
\sigma(x_0 \tilde{\mu}^T; \sqrt{\frac{N}{M}} A, \sqrt{\frac{N}{M}} y)^2 = \left\| \langle \sqrt{\frac{N}{M}} A, x_0 \tilde{\mu}^T \rangle - \sqrt{\frac{N}{M}} y \right\|_2^2 \\
= \frac{N}{M} \cdot \left\| \langle A, \sqrt{\frac{N}{M}} x_0 \tilde{\mu}^T WW^T \rangle - y \right\|_2^2 \\
= \frac{N}{M} \cdot \left\| \sum_{j=1}^{M} \langle a^j, x_0^j \rangle - f_j(\langle a^j, x_0 \rangle) \right\|_2^2 \\
\leq \frac{N}{M} \cdot N \cdot \sum_{j=1}^{M} \left\| \langle a^j, x_0^j \rangle - f_j(\langle a^j, x_0 \rangle) \right\|_2^2 + \frac{Nv^2}{M} \\
= N \cdot \sigma^2_{Hyb} + N \cdot \frac{v^2}{M}. \tag{6.7}
\]

Since \(\rho(x_0 \tilde{\mu}^T; \sqrt{\frac{N}{M}} A, \sqrt{\frac{N}{M}} y) = \frac{N\sqrt{N}}{M} \cdot \rho_{Hyb}\) by Proposition 6.8, the error bound of Theorem 6.4 states

\[
\left( \sum_{k=1}^{N} \left\| \hat{x}^i - \tilde{\mu} x_0 \right\|_2^2 \right)^{1/2} = \left\| [\hat{x}^1 \cdots \hat{x}^N] - x_0 \tilde{\mu}^T \right\|_2 \\
\leq \kappa^{-1} \cdot \sigma(x_0 \tilde{\mu}^T) \cdot \delta + \rho(x_0 \tilde{\mu}^T) \\
\leq \kappa^{-1} \cdot \sqrt{N} \cdot (\sigma^2_{Hyb} + \frac{v^2}{M})^{1/2} \cdot \delta + \frac{N\sqrt{N}}{M} \cdot \rho_{Hyb}.
\]

Dividing both sides by \(\sqrt{N}\) gives the bound of Theorem 3.3. Similarly to the proof of Theorem 2.4, note that by multiplying the objective function of \((P_{Hyb}^K)\) by \(N/M\), we precisely end up with the K-Lasso \((P_k)\) in the setup of Model 6.1.

\[\blacksquare\]

For the proof of Theorem 3.6, we cannot apply Theorem 6.4 anymore, since it is limited to the conic mean width. Instead, the refined version of Theorem A.1 turns out to be useful:
Proof of Theorem 3.6. As before, we first note that, by Proposition 6.8, the measurement pair \((\sqrt{\frac{N}{m}} \tilde{A}, \sqrt{\frac{N}{m}} y)\) indeed satisfies Model 6.1.

In contrast to the proof of Theorem 3.3, we now apply Theorem A.1 with \(x^2 = x_0 \tilde{\mu}^T\). Adapting the proof strategy of [Gen17, Thm. 1.3], we choose the (desired) error accuracy \(t\) as follows:

\[
t := D \cdot \left[ \kappa \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{u}{\sqrt{m}} \right] + D' \cdot \rho(x^2),
\]

where the constants \(D, D' \geq 1\) are specified later on. First, we observe that

\[
\left( \frac{1}{l} w_l(K - x^2) \right)^2 \leq \frac{1}{l} \int \frac{w((K - x^2) \cap tS^{N-1})^2}{\leq \sqrt{w(K-K)} \leq 4w(K)^2} \leq \frac{4}{D^2} \cdot \frac{\sqrt{m}}{w(K)} \cdot w(K)^2 = \frac{4}{D^2} \cdot \sqrt{m} \cdot w(K) \quad (6.8)
\]

and since we may just enlarge \(D\) later on, the condition (A.1) of Theorem A.1 is indeed satisfied. Next, we choose \(D \geq \max\{1, \kappa \cdot \sigma(x^2)\}\) and bound the right-hand side of (A.2):

\[
C'' \cdot \left( \kappa \cdot \sigma(x^2) \cdot \frac{1}{l} w_l(K - x^2) + u \right) \leq \frac{D^2}{2} \cdot \frac{1}{l} w_l(K - x^2) + \frac{D}{\sqrt{m}} \cdot u + D' \cdot \rho(x^2)
\]

\[
\leq \frac{D^2}{2} \cdot \frac{1}{l} w_l(K - x^2) + \frac{D}{\sqrt{m}} \cdot u + D' \cdot \rho(x^2) \leq \frac{D^2}{2} \cdot \frac{2}{D} \cdot \frac{\sqrt{w(K)} \cdot m^{1/4}}{\sqrt{m}} + \frac{D}{\sqrt{m}} \cdot u + D' \cdot \rho(x^2)
\]

\[
= D \cdot \kappa^{-1} \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{D}{\sqrt{m}} \cdot u + D' \cdot \rho(x^2) \leq 2x \leq \frac{D}{2} \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{D}{\sqrt{m}} \cdot u + D' \cdot \rho(x^2) = t.
\]

Thus, if \(D' > 0\) is large enough and \(D = \tilde{C} \cdot \max\{1, \kappa \cdot \sigma(x^2)\}\) for a sufficiently large numerical constant \(\tilde{C} > 0\), we can conclude that condition (A.2) is also satisfied. Therefore, under the assumptions of Theorem 3.6, the statement of Theorem A.1 yields the following error bound:

\[
\left( \sum_{k=1}^{N} \| \hat{\xi}' - \tilde{\mu}_j x_0 \|_2^2 \right)^{1/2} = \| [\hat{\xi}^1 \cdots \hat{\xi}^N] - x^2 \|_2 \leq t \lesssim \max\{1, \kappa \cdot \sigma(x^2)\} \cdot \left( \kappa \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{u}{\sqrt{m}} \right) + \rho(x^2)
\]

\[
\lesssim \max\{1, \kappa \cdot \sigma(x^2)\} \cdot \left( \kappa \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{u}{\sqrt{m}} \right) + \rho(x^2)
\]

\[
\lesssim \max\{1, \kappa \cdot \sigma(x^2)\} \cdot \left( \kappa \cdot \left( \frac{w(K)}{\sqrt{m}} \right)^{1/2} + \frac{u}{\sqrt{m}} \right) + \rho(x^2)
\]
\[ u = \delta \sqrt{m} \lesssim \max \{ 1, \kappa \cdot \sigma(x^\dagger) \} \cdot \delta + \rho(x^\dagger) \]

with probability at least \( 1 - 2 \exp(-C \cdot \delta^2 \cdot m) - 2 \exp(-C \cdot m) - \exp(-C \cdot \kappa^4 \cdot m) \).

Finally, using that \( \rho(x_0 \hat{\mu}^T) = \frac{N \sqrt{N}}{M} \cdot \rho_{\text{Hyb}} \) (see Proposition 6.8) and that \( \sigma(x_0 \hat{\mu}^T)^2 \lesssim N \cdot \sigma_{\text{Hyb}}^2 + N \cdot \frac{\nu^2}{M} \) (by (6.7)), we obtain

\[
\left( \frac{1}{N} \sum_{k=1}^{N} \| \hat{x}^k - \mu_1 x_0 \|^2 \right)^{1/2} \lesssim \frac{1}{\sqrt{N}} \cdot \max \left\{ 1, \kappa \cdot \sigma(x_0 \hat{\mu}^T) \right\} \cdot \delta + \frac{1}{\sqrt{N}} \cdot \rho(x_0 \hat{\mu}^T)) \\
\lesssim \max \left\{ \frac{1}{\sqrt{N}} \cdot \kappa \cdot \sigma_{\text{Hyb}}^2 + \frac{\nu^2}{M} \right\} \cdot \delta + \frac{N}{M} \cdot \rho_{\text{Hyb}}.
\]

Since \( \delta \leq 1 \) and \( \kappa \geq 1/\sqrt{2} \) (by (A.8)), the above probability of success can be bounded from below by \( 1 - 5 \exp(-C \cdot \kappa^{-4} \cdot \delta^2 \cdot m) \) for an appropriately chosen \( C > 0 \).

---

**A Appendix**

**A.1 Proof of Theorem 6.4 (Recovery via the K-Lasso)**

We shall first prove the following slightly more general version of Theorem 6.4. It involves the concept of local mean width introduced in Definition 6.3, which can be very helpful if the conic mean width \( w(C(K, x^\dagger)) \) in (6.1) behaves “inappropriately” (see also Subsection 3.3).

**Theorem A.1** We assume that Model 6.1 holds true. Let \( K \subset \mathbb{R}^d \) be a convex subset and let \( x^\dagger \in K \) be an arbitrary vector. There exist numerical constants \( C, C', C'' > 0 \) such that for every \( u > 0 \) and \( t > 0 \) the following holds true with probability at least \( 1 - 2 \exp(-C \cdot u^2) - 2 \exp(-C \cdot m) - \exp(-C \cdot \kappa^{-4} \cdot m) \): If

\[
m \geq C' \cdot \kappa^4 \cdot \left( \frac{1}{\sqrt{m}} w_1(K - x^\dagger) \right)^2,
\]

and

\[
t > C'' \cdot \left( \kappa \cdot \sigma(x^\dagger) \cdot \frac{1}{\sqrt{m}} w_1(K - x^\dagger) + u \right) + \rho(x^\dagger),
\]

then any minimizer \( \hat{x} \) of \( (P_k) \) satisfies \( \| \hat{x} - x^\dagger \|_2 \leq t \).

The proof of Theorem A.1 is based on two fundamental concentration results on empirical sub-Gaussian processes, originating from [LMPV17] and [Men16], respectively:

**Theorem A.2** Assume that Model 6.1 is satisfied and let \( L \subset tS^{d-1} \) for \( t > 0 \).

1. (See [LMPV17, Thm. 1.3]) There exists a numerical constant \( C_1 > 0 \) such that for every \( u \geq 0 \) the following holds true with probability at least \( 1 - \exp(-u^2) \):

\[
\sup_{h \in L} \left| \left( \frac{1}{m} \sum_{i=1}^{m} (a_i, h) \right)^{1/2} - t \right| \leq C_1 \cdot \kappa^2 \cdot \frac{w(L) + u \cdot t}{\sqrt{m}}.
\]

2. (See [Men16, Thm. 4.4]) Fix \( x^\dagger \in \mathbb{R}^d \) and set \( z_i(x^\dagger) := \langle a_i, x^\dagger \rangle - y_i \) for \( i = 1, \ldots, m \). There exist numerical constants \( C, C_2 > 0 \) such that for every \( u > 0 \) the following holds true with
probability at least \( 1 - 2\exp(-C \cdot u^2) - 2\exp(-C \cdot m) \):

\[
\sup_{h \in L} \left| \frac{1}{m} \sum_{i=1}^{m} \left( z_i(x^2) \langle a_i, h \rangle - \mathbb{E}_{(a_i, y_i)}[z_i(x^2) \langle a_i, h \rangle] \right) \right| \leq C_2 \cdot \kappa \cdot \sigma(x^2) \cdot \frac{w(L) + u \cdot t}{\sqrt{m}}. \tag{A.4}
\]

**Proof of Theorem A.1.** Let us denote the objective function of \((P_K)\) — typically referred to as the empirical loss — by

\[
\tilde{L}(x) := \frac{1}{2m} \sum_{i=1}^{m} (y_i - \langle a_i, x \rangle)^2, \quad x \in \mathbb{R}^d.
\]

A straightforward computation shows that the excess loss takes the following form:

\[
\tilde{L}(x) - \tilde{L}(x^\ast) = \frac{1}{m} \sum_{i=1}^{m} z_i(x^2) \langle a_i, x - x^\ast \rangle + \frac{1}{2m} \sum_{i=1}^{m} |\langle a_i, x - x^\ast \rangle|^2, \tag{A.5}
\]

where \( x \in \mathbb{R}^d \) and \( z_i(x^2) := \langle a_i, x^\ast \rangle - y_i \) for \( i = 1, \ldots, m \).

Now, we would like to use Theorem A.2 to bound both the multiplier process \( \mathcal{M}_L(x, x^\ast) \) and the quadratic process \( \mathcal{Q}_L(x, x^\ast) \) uniformly on a “small” neighborhood of \( x^\ast \). For this purpose, let us assume that the events of Theorem A.2 with \( L := (K - x^2) \cap tS^{d-1} \) have indeed occurred. For every \( x \in L + x^\ast = K \cap (tS^{d-1} + x^\ast) \), the bound of (A.3) yields

\[
\sqrt{2} \cdot \mathcal{Q}_L(x, x^\ast)^{1/2} = \left( \frac{1}{m} \sum_{i=1}^{m} |\langle a_i, x - x^\ast \rangle|^2 \right)^{1/2} \geq t - C_1 \cdot \kappa \sqrt{\frac{\omega_t(K - x^\ast)}{m}} - C_1 \cdot \frac{\kappa^2 \cdot u}{\sqrt{m}}.
\]

\[
= t \cdot \left( 1 - C_1 \cdot \frac{\kappa^2 \cdot \frac{\omega_t(K - x^\ast)}{m}}{\sqrt{m}} \right) \tag{A.1} \]

\[
\leq t \cdot \left( 1 - C_1 / \sqrt{Ct} - C_1 \sqrt{Ct} \right).
\]

\[
\geq t \cdot \left( 1 - C_1 / \sqrt{Ct} - C_1 \sqrt{Ct} \right) = t \cdot \left( \sqrt{2}C_0 \right)\tag{A.6}
\]

Adjusting the (numerical) constants \( C, C' \), we can always achieve that \( C_0 > 0 \), and therefore, we have

\[
\mathcal{Q}_L(x, x^\ast) \geq C_0 \cdot t^2
\]

for all \( x \in K \cap (tS^{d-1} + x^\ast) \) with probability at least \( 1 - \exp(-C \cdot \kappa^4 \cdot m) \).

The multiplier process can be handled in a very similar way: For every \( x \in K \cap (tS^{d-1} + x^\ast) \), the bound of (A.4) yields

\[
\mathcal{M}_L(x, x^\ast) = \frac{1}{m} \sum_{i=1}^{m} z_i(x^2) \langle a_i, x - x^\ast \rangle \geq \mathcal{M}_L(x, x^\ast) - C_2 \cdot \kappa \cdot \sigma(x^2) \cdot \frac{w(L) + u \cdot t}{\sqrt{m}}.
\]

\[
= \mathcal{M}_L(x, x^\ast) - C_2 \cdot \kappa \cdot \sigma(x^2) \cdot \frac{w(L) + u \cdot t}{\sqrt{m}}.
\]
lated approaches of [Gen17; PV16]. These works do only focus on dates back to classical works in geometric functional analysis and statistical learning (e.g., minimizers. Such a localization argument is in fact widely used in estimation theory and excess loss becomes positive outside of this region, excluding all those vectors as potential tools from statistical learning and concentration of measure, one may now show that the above proof strategy is closely related to the statistical learning framework of Mendelson [Men15; Men17]. It is based on the simple idea of decomposing the excess loss into a linear (multiplier) and a quadratic part, such as we did in (A.5). Using sophisticated remark A.3 The above proof strategy is closely related to the statistical learning framework of Mendelson [Men15; Men17]. It is based on the simple idea of decomposing the excess loss into a linear (multiplier) and a quadratic part, such as we did in (A.5). Using sophisticated tools from statistical learning and concentration of measure, one may now show that the quadratic term dominates the linear term except for a “small” neighborhood of $x_0$. Hence, the excess loss becomes positive outside of this region, excluding all those vectors as potential minizers. Such a localization argument is in fact widely used in estimation theory and dates back to classical works in geometric functional analysis and statistical learning (e.g., see [BBM05; Men02; MPT07; MP86; PT86]).

Apart from that, let us emphasize that the above analysis substantially improves the related approaches of [Gen17; PV16]. These works do only focus on Gaussian single-index models and handle the multiplier term by a more naive argument based on Markov’s inequality (e.g., see [PV16, Proof of Thm. 1.4]), which eventually leads to a very pessimistic probability of success. Applying the sophisticated chaining-based result of Theorem A.2(2), we are able to tackle these issues, while allowing for arbitrary observation rules and sub-Gaussian measurements.

The statement of Theorem 6.4 is now a direct consequence of Theorem A.1:
Proof of Theorem 6.4. Let us apply Theorem A.1 with
\[ t := 2C'' \cdot (\kappa \cdot \sigma(x^2) \cdot \frac{w_1(C(K,x^2)) + u}{\sqrt{m}} + \rho(x^2)). \tag{A.7} \]
Thus, we need to show that the conditions (A.1) and (A.2) in Theorem A.1 are indeed satisfied for this specific choice of \( t \). To see this, we first assume that \( t > 0 \) and observe that
\[
\frac{1}{t}w_1(K - x^2) = \frac{1}{t}w_1((K - x^2) \cap tS^{d-1})
= w\left(\frac{1}{t}(K - x^2) \cap S^{d-1}\right)
\leq w(C(K,x^2) \cap S^{d-1}) = w_1(C(K,x^2)).
\]
Hence
\[
t \geq 2C'' \cdot (\kappa \cdot \sigma(x) \cdot \frac{\frac{1}{t}w_1(K - x^2) + u}{\sqrt{m}} + \rho(x^2)) > C'' \cdot (\kappa \cdot \sigma(x) \cdot \frac{\frac{1}{t}w_1(K - x^2) + u}{\sqrt{m}} + \rho(x^2)),
\]
and together with the assumption of (6.1) and \( \delta \leq 1 \), we conclude that (A.1) and (A.2) are both fulfilled. Consequently, we obtain the error bound
\[
\|\hat{x} - x^2\|_2 \leq t = 2C'' \cdot (\kappa \cdot \sigma(x) \cdot \frac{\frac{1}{t}w_1(C(K,x^2)) + u}{\sqrt{m}} + \rho(x^2))
\]
with probability at least \( 1 - 2\exp(-C \cdot u^2) - 2\exp(-C \cdot m) - \exp(-C \cdot \kappa^{-4} \cdot m) \).

In order to derive the actual statement of Theorem 6.4, we just set \( u := \kappa^2 \cdot \delta \cdot \sqrt{m} \) and observe that
\[
\kappa \cdot \frac{w_1(C(K,x^2))}{\sqrt{m}} \leq \frac{1}{\sqrt{C}} \cdot \kappa^{-1} \cdot \delta.
\]
The probability of success results from adjusting the constant \( C \) and the basic fact that
\[
\kappa \geq \|a\|_{\psi_2} = \sup_{x \in S^{d-1}} \|\langle a, x \rangle\|_{\psi_2} \tag{1.7} \geq \sup_{x \in S^{d-1}} 2^{-1/2} E[|\langle a, x \rangle|^2]^{1/2}
\geq \sup_{x \in S^{d-1}} 2^{-1/2} \sup_{x \in S^{d-1}} \|x\|_2 = 2^{-1/2}. \tag{1.10}
\]

It remains to analyze the case of \( \sigma(x^2) = \rho(x^2) = 0 \), which is equivalent to \( t = 0 \) in (A.7). Theorem A.1 is not applicable in this situation and we have to argue in a slightly different way. Indeed, if \( \sigma(x^2) = \|\langle a, x^2 \rangle - y\|_{\psi_2} = 0 \), one has \( \langle a, x^2 \rangle = y \) and \( M_{\mathcal{E}}(x, x^2) = 0 \) for every \( x \in \mathbb{R}^d \). Repeating the argument of (A.6) for \( t = 1 \) and \( L = C(K,x^2) \cap S^{d-1} \), we obtain
\[
\mathcal{L}(x) - \mathcal{L}(x^2) = Q_L(x,x^2) = \frac{1}{2m} \sum_{i=1}^{m} |\langle a_i, x - x^2 \rangle|^2 > 0 \tag{A.9}
\]
for all \( x \in (C(K,x^2) \cap S^{d-1}) + x^2 \) with probability at least \( 1 - \exp(-C \cdot \kappa^{-4} \cdot m) \). At the same
time (event), if \( x \in K \setminus \{ x^2 \} \), we have \( \frac{x-x^2}{\|x-x^2\|} \in \mathcal{C}(K, x^2) \cap S^{d-1} \) by the convexity of \( K \). Hence,

\[
\mathcal{L}(x) - \mathcal{L}(x^2) = \mathcal{Q}_{\mathcal{L}}(x, x^2) = \|x - x^2\|^2 = \frac{1}{2m} \sum_{i=1}^{m} |\langle a_i, \frac{x-x^2}{\|x-x^2\|} \rangle |^2 \geq 0.
\]

This particularly implies that \( x \) cannot be minimizer of \( (P_K) \), and we can conclude that \( \hat{x} = x^2 \).

**A.2 Proof of Proposition 6.7 (Bounds on the Conic Mean Width)**

We need the following upper bound on the conic mean width, which is a consequence of standard duality arguments (see also [ALMT14, Sec. 4] for more details):

**Lemma A.4** ([CRPW12, Prop. 3.6]) Let \( \| \cdot \| \) be a norm on \( \mathbb{R}^d \). For \( x^2 \in \mathbb{R}^d \setminus \{0\} \), define the convex (descent) set \( K := \{ x \in \mathbb{R}^d \mid \|x\| \leq \|x^2\| \} \). Then, we have\(^1\)

\[
\omega_1(\mathcal{C}(K, x^2))^2 \leq \mathbb{E}[\inf_{\tau \geq 0} \text{dist}(g, \tau \cdot \partial \|x^2\|)]^2, \quad g \sim \mathcal{N}(0, I_d),
\]

where \( \partial \|x^2\| \subset \mathbb{R}^d \) denotes the subdifferential of \( \| \cdot \| \) at \( x^2 \):

\[
\partial \|x^2\| := \{ w \in \mathbb{R}^d \mid \|w\| \leq \|x^2\| + \langle w, x - x^2 \rangle \text{ for all } x \in \mathbb{R}^d \},
\]

where \( \| \cdot \| \) is the dual norm of \( \| \cdot \| \). For our specific situation, we have \( \| \cdot \|_{1,2} = \| \cdot \|_{\infty,2} \) with

\[
\| W \|_{\infty,2} := \max_{1 \leq k \leq n} \| w_k \|_2,
\]

as \( w_1, \ldots, w_n \in \mathbb{R}^M \) denote the rows of \( W \in \mathbb{R}^{n \times M} \). Now, let \( S \subset [n] \) be the support of \( x_0 = (x_{0,1}, \ldots, x_{0,n}) \in \mathbb{R}^n \). Then, \( W \in \partial \|x_0 \mu^T\|_{1,2} \) if and only if

\[
\|x_0 \mu^T\|_{1,2} = \langle W, x_0 \mu^T \rangle = \langle W \mu, x_0 \rangle = \sum_{k \in S} \langle w_k, \mu \rangle \cdot x_{0,k}, \quad (A.10)
\]

and \( \|w_k\|_2 \leq 1 \) for all \( k \in [n] \). Since \( \|x_0 \mu^T\|_{1,2} = \|x_0\|_1 \cdot \|\mu\|_2 = \|\mu\|_2 \cdot \sum_{k \in S} |x_{0,k}| \) and \( \|w_k\|_2 \leq 1 \), the condition (A.10) can be only satisfied if

\[
w_k = w'_k := \text{sign}(x_{0,k}) \cdot \frac{\mu}{\|\mu\|_2} \in S^{M-1} \quad \text{for all } k \in S.
\]

\(^1\)Here, dist\((g, L) := \inf_{w \in L} \|g - w\|_2 \) for a subset \( L \subset \mathbb{R}^d \).
Hence, we conclude that
\[
\bar{\partial} \|x_0 \mu^T\|_{1,2} = \{ W \in \mathbb{R}^{n \times M} \mid w_k = w_k' \text{ for } k \in S \text{ and } \|w_k\|_2 \leq 1 \text{ for } k \notin S \}.
\]

With this, we achieve the following bound from Lemma A.4 and Jensen’s inequality (here, \(g_1, \ldots, g_n \sim \mathcal{N}(0, I_M)\) denote the rows of \(G \sim \mathcal{N}(0, I_{n \times M})\)):

\[
w_1(C(K, x_0 \mu^T))^2 \leq \mathbb{E}[\inf_{\tau > 0} \text{dist}(G, \tau \cdot \partial \|x_0 \mu^T\|_{1,2})^2] \\
\leq \inf_{\tau > 0} \mathbb{E}[\text{dist}(G, \tau \cdot \partial \|x_0 \mu^T\|_{1,2})^2] \\
= \inf_{\tau > 0} \mathbb{E}\left[ \sum_{k \in S} \|g_k - \tau w_k\|_2^2 + \inf_{\|w_k\|_2 \leq 1} \sum_{k \notin S} \|g_k - \tau w_k\|_2^2 \right] \\
= \inf_{\tau > 0} \left( \sum_{k \in S} \left( \mathbb{E}[\|g_k\|_2^2] + \tau^2 \mathbb{E}[\|w_k\|_2^2] \right) + \mathbb{E}\left[ \sum_{k \notin S} \|g_k\|_2^2 - \tau \right] \right),
\]

where \([v]_+ := \max\{0, v\}\) for \(v \in \mathbb{R}\) and \(s = |S|\). Next, we would like to find an upper bound on the remaining expected value:

\[
\mathbb{E}[\|[g_1]_2 - \tau\|_2^2] = \int_{\tau}^{\infty} (t - \tau)^2 \cdot \mathbb{P}[\|[g_1]_2 > t] dt.
\]

For this purpose, let us apply the following tail bound for \(\chi^2\)-distributions from [LM00, Lem. 1]:

\[
\mathbb{P}[\|[g_1]_2^2 > M + 2\sqrt{Ma} + 2a] \leq \exp(-a), \quad a \geq 0.
\]

Setting \(a = (t - \sqrt{2M})^2/2\) for \(t \geq \sqrt{2M}\), we obtain

\[
\mathbb{P}[\|[g_1]_2 > t] = \mathbb{P}[\|[g_1]_2^2 > (\sqrt{2a} + \sqrt{2M})^2] \\
\leq \mathbb{P}[\|[g_1]_2^2 > M + 2\sqrt{Ma} + 2a] \\
\leq \exp(-a) = \exp(-\frac{(t - \sqrt{2M})^2}{2}).
\]

Hence, as long as \(\tau \geq \sqrt{2M}\), one has

\[
\mathbb{E}[\|[g_1]_2 - \tau\|_2^2] \leq \int_{\tau}^{\infty} (t - \tau)^2 \cdot \exp\left(-\frac{(t - \sqrt{2M})^2}{2}\right) dt \\
= \int_{0}^{\infty} t^2 \cdot \exp\left(-\frac{(t+\tau)^2}{2\sqrt{2M}}\right) dt \\
= \exp\left(-\frac{(\tau - \sqrt{2M})^2}{2}\right) \cdot \int_{0}^{\infty} t^2 \cdot \exp\left(-\frac{t^2 + 2t(\tau - \sqrt{2M})}{2}\right) dt \\
\leq \exp\left(-\frac{(\tau - \sqrt{2M})^2}{2}\right) \cdot \int_{0}^{\infty} t^2 \cdot \exp\left(-\frac{t^2}{2}\right) dt \leq \exp\left(-\frac{(\tau - \sqrt{2M})^2}{2}\right).
\]
Finally, we continue in (A.11) by fixing $\tau = \tilde{\tau} := \sqrt{2M} + \sqrt{2 \log(2n/s)}$:

$$
\frac{w_1(C(K, x_0 \mu^T))^2}{s \cdot (M + \tilde{\tau}^2) + (n - s) \cdot \mathbb{E}[\|g_1\|_2^2 - \tilde{\tau}^2]}
\lesssim s \cdot (M + \tilde{\tau}^2) + (n - s) \cdot \exp\left(-\frac{(\tilde{\tau} - \sqrt{2M})^2}{2}\right)
= s \cdot M + s \cdot \left(\sqrt{2M} + \sqrt{2 \log(2n/s)}\right)^2 + (n - s) \cdot \frac{s}{2n}
\lesssim s \cdot \max\{M, \log\left(\frac{2n}{s}\right)\}
\leq \frac{s}{2}
$$

which proves the claim. ■
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