Constraining $f(R)$ gravity with a $k$-cut cosmic shear analysis of the Hyper Suprime-Cam first-year data
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Using Subaru Hyper Suprime-Cam (HSC) year 1 data, we perform the first $k$-cut cosmic shear analysis constraining both ΛCDM and $f(R)$ Hu-Sawicki modified gravity. To generate the $f(R)$ cosmic shear theory vector, we use the matter power spectrum emulator trained on COLA (COMoving Lagrangian Acceleration) simulations [1]. The $k$-cut method is used to significantly down-weight sensitivity to small scale ($k > 1 \text{ Mpc}^{-1}$) modes in the matter power spectrum where the emulator is less accurate, while simultaneously ensuring our results are robust to baryonic feedback model uncertainty. We have also developed a test to ensure that the effects of poorly modeled small scales are nulled as intended. For ΛCDM we find $S_8 = \sigma_8(\Omega_m/0.3)^{0.5} = 0.789^{+0.039}_{-0.022}$, while the constraints on the $f(R)$ modified gravity parameters are prior dominated. In the future, the $k$-cut method could be used to constrain a large number of theories of gravity where computational limitations make it infeasible to model the matter power spectrum down to extremely small scales.

I. INTRODUCTION

Weak gravitational lensing offers a unique test of gravity on cosmological scales. The precision of these cosmological tests of gravity will increase in the coming decade thanks to large amounts of precise data coming from Stage IV experiments including Euclid[2], the Nancy Grace Roman Space Telescope[3] and the Rubin Observatory[4].

With the improved statistical precision of these surveys, extreme care must be taken to account for and remove systematic errors which could introduce biases in the parameter inference. Modeling biases are of particular concern as weak lensing is sensitive to scales down to $k \sim 10 \text{ hMpc}^{-1}$ in the matter power spectrum, deep into the nonlinear regime [4]. While it is not the primary focus of this work, the impact of baryonic feedback on these scales is also highly uncertain [5].

To perform parameter inference without loss of information, one must be able to model small scales over a large volume in cosmological parameter space. It is not possible to do this analytically [6], but one can obtain the nonlinear power spectrum from an emulator [7,9] (or halo model [10]) trained (calibrated) on a suite of $O(100)$[8] high resolution N-body simulations, run over a large volume of cosmological parameter space.

Simulations must be run with more than a trillion particles to meet the percent-level matter power spectrum accuracy requirements of upcoming surveys [11]. This makes a search for deviations from general relativity (GR) challenging as it is likely infeasible to run a suite of N-body simulations at this precision for every modified theory of gravity which we would like to test, particularly since we must also account for baryonic feedback. Thus, we must cut scales from the cosmic shear data vector.

Care must be taken to retain useful information while removing poorly modeled small scales to avoid bias. The $k$-cut [12] cosmic shear estimator and its generalization to the combination of cosmic shear and galaxy clustering [13] ($k$-cut $3 \times 2$ point statistics [13]) were developed to meet these criteria. The $k$-cut cosmic shear method works by applying the Bernardeau-Nishimichi-Taruya (BNT) transformation [16] to the tomographic weak lensing power spectra $C^\gamma_\ell$. This reorganizes the information so that it is possible to relate angular scales, $\ell$, to physical scales, $k$, in the matter power spectrum. Then angular scale cuts correspond to physical scale cuts, making it easier to remove small-scale data.
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4 These estimators achieve a similar aim to the nulling scheme developed in [14].
In this paper we use this method to constrain Hu-Sawicki $f(R)$ gravity [17] using the Hyper Suprime-Cam Year 1 cosmic shear data [10]. To generate the $f(R)$ matter power spectrum, $P(k, z)$, we use the emulator developed in [11]-[15]. As this emulator was trained on fast COLA (COmoving Lagrangian Accelerator) simulations [19]-[20], it becomes inaccurate above $k = 1$ hMpc$^{-1}$. Therefore we take a k-cut at this scale removing the smaller-scale data while preserving useful information at larger scales.

The primary aim of this work is to provide a roadmap for future tests of modified gravity with Stage IV surveys. We envisage a three step process:

- **Step 1:** For each theory of gravity, develop a model for the nonlinear power spectrum using an emulator trained on simulations as in this work, or using a halo model approach [21]-[24].

- **Step 2:** Determine the $k$-mode, $k_{\text{max}}$, where the emulator fails i.e. the scale at which the accuracy of the power spectrum model fails to meet the requirements of the survey.

- **Step 3:** Use k-cut cosmic shear to perform the inference removing sensitivity to scales with $k > k_{\text{max}}$.

In this paper, we first review k-cut cosmic shear in Sec. II. We discuss the Subaru Hyper Suprime-Cam Year 1 Survey (hereafter HSCY1) data and covariance matrix in Sec. III. Finally, in Sec. IV, we present the HSCY1 data and covariance.

**II. THEORY**

A. Lensing power spectrum

We use the lensing power spectrum, $C(\ell)$, to extract the two-point information of the shear field. Under the Limber [26]-[27], spatially-flat universe [28], flat-sky [27], reduced shear [29]-[30] and Zel’dovich approximations [27] it is given by

$$C^{ij}_{\ell} = \int_0^\chi d\chi \frac{n^i(\chi)q^j(\chi)}{\chi^2} P\left(\frac{\ell+1/2}{\chi}, \chi\right).$$ (1)

Here $\chi$ is the radial comoving distance, $P$ is the matter power spectrum, $\chi_H$ is the distance to the horizon and $q(\chi)$ is the lensing efficiency kernel, defined as:

$$q^i(\chi) = \frac{3}{2} \Omega_m \left(\frac{H_0}{c}\right)^2 \frac{\chi}{a(\chi)} \int_\chi^\chi d\chi' n^i(\chi') \frac{\chi' - \chi}{\chi'}. \quad (2)$$

In this expression, $H_0$ is the Hubble constant, $\Omega_m$ is the fractional matter density parameter today, $c$ is the speed of light, $a$ is the scale factor and $n^i(\chi')$ is the probability distribution of the effective number density of galaxies as a function of comoving distance. We also account for intrinsic alignments due to galaxy alignments with the local tidal field. The total angular power spectrum is given by

$$C^{ij}(\ell) = C^{ij}_{GG}(\ell) + C^{ij}_{IG}(\ell) + C^{ij}_{II}(\ell),$$ (3)

where $C^{ij}_{GG}(\ell)$ accounts for correlations between tidally aligned foreground galaxies with gravitationally sheared background galaxies and $C^{ij}_{II}(\ell)$ accounts for the auto-correlation between local tidally aligned galaxies. These are given by

$$C^{ij}_{IG}(\ell) = \int_0^\chi d\chi \frac{n^i(\chi)n^j(\chi)}{\chi^2} P_{IG}\left(\frac{\ell+1/2}{\chi}, \chi\right),$$ (4)

and

$$C^{ij}_{II}(\ell) = \int_0^\chi d\chi \frac{n^i(\chi)n^j(\chi)}{\chi^2} P_{II}\left(\frac{\ell+1/2}{\chi}, \chi\right).$$ (5)

We use the extended nonlinear alignment model (eNLA) [31] used in the HSCY1 analysis [32] and Dark Energy Survey (DES) Year 1 analysis [33]. This is similar to the standard nonlinear alignment model (NLA) [34], but the amplitude of the intrinsic alignments, $A_{IA}(z)$, is allowed to vary with redshift following

$$A_{IA}(z) = -A_{IA} \left[\frac{1+z}{1+z_0}\right]^\alpha,$$ (6)

where $A_{IA}$ and $\alpha$ are free nuisance parameters and we fix $z_0 = 0.62$ [35].

In all that follows we use CosmoSIS [36] to compute the lensing spectrum using CAMB [37] to generate the linear power spectrum and Halofit [38] to generate the $\Lambda$CDM nonlinear power spectrum. We describe how the nonlinear $f(R)$ power spectrum is generated in Sec. III-B.

B. The BNT transform and k-cut cosmic shear

Weakly lensed galaxies probe structure along the entire line-of-sight. Lensing structures of the same physical scale at different redshifts subtends different angles on the sky, breaking the correspondence between angular and physical scales. Hence, taking an angular scale cut does not correspond to taking a physical scale cut.

In order to find a more precise correspondence between physical and angular scales, in the k-cut method [12]-[14] we make use of the Bernaldeau-Nishimichi-Taruya (BNT) transform [15]. Specifically we take a linear combination of lensing kernels, $q^i$, so that

$$\tilde{q}^i(z) = M^{ij} q^j(z),$$ (7)
The BNT matrix is found by first setting $M^{ii} = 1$ for all $i$ and $M^{ij} = 0$ for $i < j$, the remaining BNT matrix elements are found by solving the system

\[ \sum_{j=i-2}^{i} M^{ij} = 0 \]

\[ \sum_{j=i-2}^{i} M^{ij} B^{j} = 0, \tag{8} \]

where

\[ B^{j} = \int_{0}^{z_{\text{max}}} dz' \frac{q^{j}(z')}{\chi(z')} \tag{9} \]

and $z_{\text{max}}$ is the maximum redshift of the survey. We use the publicly available code at: [https://github.com/pltaylor16/x-cut](https://github.com/pltaylor16/x-cut) to compute the BNT matrix.

The top row of Fig. 1 shows the four photometric redshift bins used in the HSCY1 cosmic shear analysis [35]. The corresponding lensing kernels are plotted in the second row. The kernels are broad in $z$, which as we have argued makes it difficult to relate physical and angular scales. Meanwhile the BNT kernels are shown in the bottom row of Fig. 1. These are much narrower in $z$, which will allow us to relate physical and angular scales at the two-point level.

Since the lensing power spectrum depends on two sets of kernels labeled by tomographic bin numbers $i$ and $j$, the correct transform at the two-point level is

\[ \tilde{C}^{ij}(\ell) = M^{k} C(\ell)^{kl} (M^T)^{lj}, \tag{10} \]

where we sum over repeated indices. We refer to $\tilde{C}^{ij}(\ell)$ as the $k$-cut cosmic shear power spectrum.

The power spectra (top right) and BNT-transformed power spectra (bottom right) are shown in Fig. 2. The linear and nonlinear contributions are shown in blue and orange respectively and the combination of the two is shown in black. We expect a bigger change between the BNT-transformed power spectrum and the standard power spectrum for higher redshift correlation, which we indeed find. Crucially the linear and non-linear power spectra contributions are comparable at higher-$\ell$ in the BNT-transformed case. This implies that we can take scale cuts at higher $\ell$-values in the BNT-transformed case, while still removing sensitivity to poorly modeled nonlinear scales.

Formally, since each kernel is narrow in $z$, we can define a “typical distance,” $\bar{\chi}$, which is given by comoving distance at the redshift where kernel $\tilde{q}^{i}(z)$ obtains its maximum value$^9$ assuming a fiducial cosmology. Then

\[ \bar{\chi} = \frac{1}{2} \sum_{i} \frac{\tilde{q}^{i}(z_{\text{max}})}{\tilde{q}^{i}(z_{\text{max}})} \]

the remainder of this work. It was found in [13] that the choice of fiducial cosmology has a negligible impact.

---

$^5$ The BNT matrix is implicitly a function of cosmology, but we compute it once at the fiducial cosmology and leave it fixed for

$^6$ One could alternatively take $\bar{\chi}$ as the co-moving distance at the average redshift over the kernel.
if we want to remove sensitivity to scales smaller than some $k$-mode in the matter power spectrum, we can use the Limber relation and cut all $\ell > k\tilde{\chi}_ij$, where $\tilde{\chi}_ij = \min(\tilde{\chi}_i, \tilde{\chi}_j)$. This procedure is referred to as $k$-cut cosmic shear.

The effectiveness of the method at removing sensitivity to small scales comes with several caveats. The BNT-transformed kernels, $\tilde{q}_j(z)$, shown in Fig. 1 still have some width so the $\ell - k$ correspondence is not exact. This will become less problematic in future surveys as the number of tomographic bins is increased and photometric redshift errors improve. Since the BNT transform depends on $n^j(z)$ the effectiveness of the transform also relies on the accuracy of the photometric redshift estimates. In light of these issues, we perform a test in Sec. IV A to ensure that $k$-cut method cuts sensitivity to small scales as intended.

7 Formally the BNT transform also depends on the background cosmology through the mapping from $z$ to $\chi$, but in practice it was shown in [13] that the transform is extremely insensitive to the choice of fiducial cosmology.
C. \( k \)-cut cosmic shear likelihood and covariance

We develop our own module to evaluate the \( k \)-cut cosmic shear likelihood in CosmoSIS \cite{39}, a modular open-source package for likelihood-based cosmological parameter inference.

We assume that the \( k \)-cut cosmic shear likelihood is Gaussian. This will need to be verified in a follow-up study following the method in \cite{40} or \cite{41}. The data and theory vectors are found by BNT transforming the theory and data vectors of the standard angular power spectra, \( C^{ij}(\ell) \).

The covariance matrix of the BNT transformed data vector, \( \hat{C}_{BNT}^{ab,cd}(\ell, \ell') \), can be computed from an estimate of the covariance of the tomographic angular power spectra. The elements are given by

\[
\hat{C}_{BNT}^{ab,cd}(\ell, \ell') = M^{ae}M^{bf}M^{cg}M^{dh}\hat{C}^{ef,gh}(\ell, \ell'),
\]  

(11)

where \( \hat{C}^{ef,gh}(\ell, \ell') \) denotes the covariance between \( C^{ij}(\ell) \) and \( C^{gj}(\ell') \). We list analogous expressions for the covariance elements in the \( k \)-cut 3 \( \times \) 2 point formalism \cite{14} in the Appendix \textsection A. One can also use the likelihood sampling method to compute the covariance of the BNT-transformed data vector (see \cite{42} for more details).

In this paper we used the covariance matrix, \( \hat{C}^{ef,gh}(\ell, \ell') \), computed in \cite{35} at the best-fit cosmology therein. This covariance includes all Gaussian, non-Gaussian and super-sample covariance terms. We refer the reader to the Appendix of \cite{32} for more details.

The HSCY1 and \( k \)-cut cosmic shear correlation matrices\footnote{For a covariance matrix, \( C \), the correlation matrix is \( C^{ij}/\sqrt{C^{ii}C^{jj}} \).} are shown in Fig. \textsection 3. The matrices are ordered into block matrices with tomographic bin ordering \( \{i, j\} = 11, 12, 13, 14, 21, 22, 23, 24, 33, 34, 44 \) and increasing \( \ell \) inside each block. The \( k \)-cut covariance is much sparser. This is expected as by construction the BNT transform reduces the redshift overlap between the lensing efficiency kernels (see Fig. \textsection 1) weakening the covariance between different tomographic bins.

D. \( f(R) \) gravity

In \( f(R) \) gravity, the Einstein-Hilbert action \( S \) is modified by including an extra function of the Ricci curvature, \( f(R) \) \cite{43} so that,

\[
S = \int d^4x\sqrt{-g}\left[\frac{R + f(R)}{16\pi G} + \mathcal{L}_M\right],
\]  

(12)

where \( \mathcal{L}_M \) gives the Lagrangian of matter in the Universe, \( G \) the gravitational constant and the speed of light, \( c \), is set to unity. In principle the extra degrees of freedom in this model can drive cosmic acceleration.

In this paper we consider the Hu-Sawicki parametrization \cite{17}, which to date has passed all observational tests in the GR limit \cite{44} and is well-studied in the literature, making it an ideal choice for the first application of the \( k \)-cut framework to a test of modified gravity. In this parametrization

\[
f(R) = -m^2\frac{c_1(R/m^2)^n}{c_2(R/m^2)^n + 1},
\]  

(13)

where \( m = H_0\sqrt{\Omega_m} \) and \( n, c_1 \) and \( c_2 \) are free parameters. Matching the background expansion to that of a \( \Lambda \)CDM universe imposes as additional constraint on the derivative of \( f(R) \) with respect to background Ricci scalar, \( \frac{df(R)}{dR} \), evaluated today

\[
f_{R_0} = -\frac{n}{c_2}\frac{c_1}{c_2}\left(\frac{\Omega_m}{3(\Omega_m + \Omega_\Lambda)}\right).
\]  

(14)

The Hu-Sawicki model is typically parameterized in

FIG. 3. Top: the angular power spectra correlation matrix from \cite{35}, computed at the best-fit cosmology from the HSCY1 analysis. The matrices are ordered into block matrices with tomographic bin ordering \( \{i, j\} = 11, 12, 13, 14, 21, 22, 23, 24, 33, 34, 44 \) and increasing \( \ell \) inside each block. Bottom: the \( k \)-cut cosmic shear correlation matrix. As expected the \( k \)-cut covariance is much sparser as the BNT transform reduces the redshift overlap between the lensing efficiency kernels (see Fig. \textsection 1) weakening the covariance between tomographic bins.
terms of two free parameters: $|f_{R_0}|$ and $n\!^9$ and the theory reduces to GR in the limit $f_{R_0} \to 0$.

E. $f(R)$ power spectrum emulator

We use the $f(R)$ Hu-Sawicki modified gravity Gaussian process emulator developed in [11] and available at https://github.com/LSSTDESC/mgemu to compute the nonlinear $f(R)$ power spectrum. This emulator was trained inside a five-dimensional parameter space using a suite of $f(R)$ comoving Lagrangian acceleration (COLA) simulations [20]. The parameters and their prior ranges are listed in Table I. The Hubble parameter is fixed as $h_0 = 0.67$ as assumed in [1]. Note in particular that we restrict $\log(f_{R_0})$ to a flat prior with $f_{R_0} \in [10^{-4}, 10^{-8}]$ as this is the range in which the $f(R)$ emulator is accurate [1].

COLA uses a combination of second order Lagrangian perturbation theory (2LPT) and an N-body component to retain most of the accuracy of full N-body simulations at a fraction of the computational cost. The emulator is accurate at the 5% level up to $k = 1 \text{hMpc}^{-1}$, achieving 1% accuracy for $f_{R_0} < 10^{-5}$. We refer the reader to [1] for more details.

The emulator computes the ratio of the $f(R)$ and $\Lambda$CDM nonlinear power spectra i.e. $P_{f(R)}(k, z)/P_{\Lambda\text{CDM}}(k, z)$. We use Halofit [38] to compute $P_{\Lambda\text{CDM}}(k, z)$ and we have developed our own CosmoSIS module to call the emulator and compute $P_{f(R)}(k, z)$.

Although baryonic feedback represents a subdominant effect on scales larger than 1 hMpc$^{-1}$ [5], it is noted in Appendix A of [35] that inaccuracies of the Halofit dark matter power spectrum model can result in 1σ biases on $\sigma_8$ for a cut at $\ell = 2000$. We expect this to serve as an upper bound on the biases in this $k$-cut study since [10] found that the Halofit model is accurate to within $\sim 4\%$ below 1 hMpc$^{-1}$ and typically accurate to $\sim 2\%$ below 1 hMpc$^{-1}$ over most of this $k$-range. As we will show in Sec. III B, this is smaller than our measurement error on $\sigma_8$. Nevertheless future studies can sidestep this issue by using a more accurate emulator such as [45] or [46].

### III. DATA

#### A. Hyper Suprime-Cam year 1 data

We use data from the first year of the Hyper Suprime-Cam (HSC) survey [16]. The data covers 136.9 deg$^2$ over 6 disjoint fields with an effective source number density of 17 galaxies per arcmin$^2$ [35]. We refer the reader to [16] for a detailed description of the shear estimation.

Galaxies were binned into 4 redshift bins inside the range $0.3 < z < 1.5$ with a magnitude cut of $i < 24.5$ [35] and redshifts were estimated from the COSMOS 30-band photo-z catalog (see [32] [17] [50] for more details). The resulting redshift probability density functions, $n^i(z)$, for each bin are plotted in Fig. 1. Power spectra were estimated in 15 logarithmically spaced bandpowers in the range $30 < \ell < 6500$ using the pseudo-$C_\ell$ pipeline described in Sec. III B. We cut all $\ell < 300$ as in [35] and take additional $\ell$-cuts after applying the BNT transform following the $k$-cut cosmic shear procedure. In this paper we remove sensitivity to all scales corresponding to $k > 1$ hMpc$^{-1}$ which corresponds to cutting bandpowers with effective $\ell > 1205$, 1814, 2329 and 2781 for the four tomographic bins respectively. In contrast the HSCY1 analysis took a global multipole cut at $\ell = 2000$ [35].

#### B. Residual systematics

As in [32], we consider two sources of residual bias: multiplicative shear bias and linear photometric redshift error.

The theoretical angular power spectra are rescaled by a multiplicative factor

$$C^{ij}(\ell) \rightarrow \delta m^i \delta m^j C^{ij}(\ell)$$

(15)

where

$$\delta m^i = (1 + \Delta m^i)(1 + m^i_{\text{sel}} + m^i_{\text{R}}).$$

(16)

Here $m^i_{\text{sel}}$ and $m^i_{\text{R}}$ are fixed parameters which account for the selection bias and a residual bias in the shear response in tomographic bin $i$ (see [32] Sec. 5.7 for more details), while $\Delta m^i$ is a residual multiplicative left as a free parameter in this analysis. We use the same values and prior ranges as in [32] [10] but they are outlined in Table II for convenience.

---

9 For convenience we will write $|f_{R_0}|$ as $f_{R_0}$ for the remainder of this work.

10 Unlike in [32] each tomographic bin is assigned its own residual multiplicative bias as there is no a priori reason to assume that they should be the same for each bin.
We also allow for a linear bias in the redshift probability distribution function
\[ n'(z) \rightarrow n'(z + \Delta z'). \] (17)

We use the same prior ranges for \( \Delta z' \) as in the fiducial HSCY1 [32] analysis. They are displayed in Table II.

We do not marginalize over any free parameters to account for point spread function residuals, as this was found to have negligible impact in [35].

IV. RESULTS

A. Verification of \( k \)-cut method

In this section we perform a test to ensure the \( k \)-cut method removes sensitivity to the desired scales. We fix the cosmological parameters choosing a Planck 2018 cosmology and constrain the amplitude, \( A_P \), of the power spectrum above the target \( k_{\text{cut}} = 1 \, \text{hMpc}^{-1} \) using: 1) a \( k \)-cut analysis and 2) a standard \( C(\ell) \) analysis. In both cases the largest bandpower has an effective \( \ell \sim 3080 \). The amplitude, \( A_P \), is taken relative to the Planck 2018 prediction so that \( A_P = 1 \) corresponds to the matter power spectrum for a Planck cosmology. Since the \( k \)-cut data vector should be insensitive to modes \( k_{\text{cut}} > 1 \, \text{hMpc}^{-1} \) by construction, if the errors on \( A_P \) are significantly larger in the \( k \)-cut case, this implies that small scales are nullled as intended.

Formally we rescale the power spectrum
\[ P(k, z) \rightarrow [1 + (A_P - 1)\Theta(k_{\text{cut}})] P(k, z) \] (18)

where
\[ \Theta(k_{\text{cut}}) = \begin{cases} 0, & \text{if } k < k_{\text{cut}} \\ 1, & \text{if } k \geq k_{\text{cut}} \end{cases} \] (19)

and use the Emcee sampler [51] in CosmoSIS to constrain \( A_P \).

The results of this analysis are shown in Fig. 4 The error on the amplitude, \( \sigma(A_P) \) increases from 0.06 to 0.31 or a factor of 5.5 validating that sensitivity to small scales is significantly down-weighted. We recommend this validation step is performed in all future \( k \)-cut analyses.

A similar rescaling of the power spectrum was used to search for deviations from \( \Lambda \)CDM in [32] using the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS) data. We find no evidence that our constraints on \( A_P \) are inconsistent with \( \Lambda \)CDM. Although we find the majority of the posterior lies below \( A_P < 1 \) in both the \( C(\ell) \) and \( k \)-cut analysis, this is the expected behavior for two reasons. First, we did not include baryonic physics which is known to suppress the power spectrum above \( k = 1 \, \text{hMpc} \). Second, we use the Planck 2018 cosmology. Weak lensing constraints are known to favor lower values for \( \sigma_8 \), i.e. the amplitude of the power spectrum.

![FIG. 4. Constraints on the amplitude of the power spectrum above \( k = 1 \, \text{hMpc}^{-1} \) with all other parameters fixed. Blue: standard power spectrum analysis. Orange: \( k \)-cut cosmic shear analysis. The error is 5.5 times larger in the \( k \)-cut case demonstrating that small uncertain scales are nulled as intended.](image)

B. \( \Lambda \)CDM comparison with HSCY1 analysis

Using our CosmoSIS pipeline and the Multinest sampler [52], we perform the first \( k \)-cut likelihood analysis using real data with a target \( k_{\text{cut}} = 1 \, \text{hMpc}^{-1} \). This scale cut was chosen as it is the point where the \( f(R) \) power spectrum becomes inaccurate [1] to maintain consistency with our \( f(R) \) results. Conveniently this choice also removes sensitivity to scales where baryonic corrections to the nonlinear matter power spectrum [3, 13] become important. Thus we use the dark matter-only power spectrum without marginalizing over any additional nuisance parameters to account for baryonic feedback.

The resulting HSCY1 \( k \)-cut parameter constraints in the \( \Omega_m - \sigma_8 \) and \( \Omega_m - S_8 \) planes are shown Fig. 5 and the full constraints are shown in Fig. 6. We find \( S_8 = 0.789^{+0.029}_{-0.022} \) in the \( k \)-cut analysis. Despite taking a very conservative choice of scale cut, the symmetric error on \( S_8 \) increases by just 3% compared to the HSCY1 constraints.

C. \( f(R) \) results

We perform a \( k \)-cut analysis to constrain Hu-Sawicki \( f(R) \) gravity using the nonlinear emulator developed in [1] to generate the nonlinear power spectrum. As in the \( \Lambda \)CDM case we take a target \( k_{\text{cut}} = 1 \, \text{hMpc}^{-1} \) corresponding to the scale where the emulator’s accuracy exceeds the 5% level [1]. We take our priors to cover the region of parameter space where the emulator was trained (see Table I), while for the nuisance and intrinsic alignment parameters we take the same priors as in the \( \Lambda \)CDM case.
FIG. 5. A comparison of the $k$-cut $\Lambda$CDM constraints in this analysis (green) with the HSCY1 fiducial analysis (red). Despite a conservative choice of scale cut at $k = 1$ hMpc$^{-1}$, the $k$-cut method extracts the majority of the information. The symmetric error on $S_8$ is 3% larger in the $k$-cut constraints compared to the fiducial analysis.

We show the results of the 2 Hu-Sawicki parameters in Fig. 7. Our constraints, $\log(f_{R_0}) = -6.38^{+0.94}_{-1.41}$ and $n = 1.8^{+1.5}_{-1.5}$, are almost completely prior dominated.

We also repeat the likelihood analysis fixing $n = 1$ as in the analysis of [55]. In this case we find $\log(f_{R_0}) = -6.67^{+1.37}_{-0.88}$. These results are consistent with those in [55] which found that $\log(f_{R_0})$ could not be constrained within a uniform prior $-8 < \log(f_{R_0}) < -2$ using Kilo-Degree Survey (KiDS) data. External constraints rule out $f_{R_0} > 10^{-6}$ [56–58], so we must wait for next generation weak lensing data sets to place tighter constraints.

Although the region of parameter space containing $\Lambda$CDM is not contained in the prior, i.e., ($f_{R_0} = 0$), there is a very weak preference for small values of $\log(f_{R_0})$ consistent with $\Lambda$CDM.

V. CONCLUSION

In this work, we have performed the first ever $k$-cut cosmic shear analysis to constrain $\Lambda$CDM and Hu-Sawicki $f(R)$ gravity. The $k$-cut method is ideally suited to test theories of modified gravity for which we do not have accurate models for the nonlinear power spectrum as deep into the nonlinear regime as for the $\Lambda$CDM case. We choose a target $k$-cut of $k_{\text{cut}} = 1$ hMpc$^{-1}$ for both analyses as this is the scale where the nonlinear $f(R)$ emulator becomes inaccurate.

By taking a simple linear transformation of the original data vector, the BNT transform tightens the correspondence between angular and physical scales. An-
FIG. 6. The 68% and 95% confidence regions for the $k$-cut analysis with a target $k$-cut of 1 hMpc$^{-1}$. It is worth comparing with the HSCY1 fiducial analysis shown in Fig. 21 of [35]. Despite the extremely conservative choice of scale cuts, the majority of the information is preserved (see also Fig. 4). All contour plots appearing in this work were generated using Chainconsumer [54] and the width of the kernel density estimator (KDE) bandpass is set to 1.5 unless explicitly stated otherwise.

Regular scale cuts can then be used to cut sensitivity to poorly modeled small scales. The method comes with virtually no additional computational overhead and the strength of the $\ell-k$ relationship will only tighten as the number of tomographic bins is increased and photometric redshift error is reduced with future datasets.

The $k$-cut cosmic shear method comes with several caveats. The BNT-transformed kernels although narrow in $z$-space still have some width, so the relationship between $\ell$ and $k$ is not exact. Furthermore the BNT transformation itself depends on the tomographic selection function $n^j(z)$, so the efficacy of the transformation at separating physical scales could in principle be compromised by photometric redshift errors.

To ensure that the method removes sensitivity to small scales as intended, we fix the cosmological param-
FIG. 7. $k$-cut constraints on the Hu-Sawicki modified gravity parameters $n$ and $\log(\mathcal{A}_p)$. The edge of the plot indicates the prior boundary. We find $\log(\mathcal{A}_p) = -6.38^{+0.94}_{-1.41}$ and $n = 1.8^{+1.1}_{-1.5}$. The constraints are nearly completely prior dominated although the posterior has slightly more weight at lower values of $\log(\mathcal{A}_p)$.

...parameters and constrain a single free parameter, $\mathcal{A}_p$, which controls the amplitude of the matter power spectrum above the target scale cut in $k$-space. We find the error on this amplitude increase by a factor of 5.5 in the $k$-cut case demonstrating that the sensitivity to these scales is significantly reduced as intended. We recommend this test is performed in all future $k$-cut cosmic shear and $k$-cut 3 $\times$ 2 point studies. In the $\Lambda$CDM case, we find $S_8 = 0.789^{+0.039}_{-0.022}$. Our choice of scale cut ensures the constraints are robust to baryonic physics model uncertainties. Despite a conservative choice of scale cut, the symmetric error on $S_8$ increases by just 3% relative to the HSCY1 angular power spectrum analysis.

To constrain $f(R)$ gravity, we used the nonlinear power spectrum emulator developed in [11]. After marginalizing over all other parameters we find $\log(\mathcal{A}_p) = -6.38^{+0.94}_{-1.41}$ and $n = 1.8^{+1.1}_{-1.5}$.

Although we find weak lensing constraints on $f(R)$ gravity are prior dominated, this will soon change as data from Euclid, Roman and the Rubin Observatory arrives over the next decade. The $k$-cut method, implemented for the first time in this paper, is a promising approach to test modified gravity into the nonlinear regime while avoiding model bias.

VI. ACKNOWLEDGEMENTS

L.V. acknowledges support from a Caltech Summer Undergraduate Research Fellowship (SURF) and thanks Alice and Edward Stone for providing the funding. P.L.T. acknowledges support for this work from a NASA Postdoctoral Program Fellowship. Part of the research was carried out at the Jet Propulsion Laboratory, California Institute of Technology, under a contract with the National Aeronautics and Space Administration. The work of G.V. is financially supported by NSF grant No. AST-1813694. N.S.R.’s work at Argonne National Laboratory was supported under the US Department of Energy contract No. DE-AC02-06CH11357. The authors are indebted to Chiaki Hikage for providing the HSCY1 extended scale data vector and covariance matrix and the tomographic photometric redshift distributions. We would also like to Alex Hall for pointing out a more streamlined approach to compute the BNT covariance matrix and Vincenzo Cardone for useful discussions.
[13] P. L. Taylor, F. Bernardeau, and E. Huff, Phys. Rev. D 103, 043531 (2021) arXiv:2007.00675 [astro-ph.CO]
[14] P. L. Taylor et al., (2020), arXiv:2012.04672 [astro-ph.CO]
[15] F. Bernardeau, T. Nishimichi, and A. Taruya, Mon. Not. Roy. Astron. Soc. 445, 1526 (2014) arXiv:1312.0430 [astro-ph.CO]
[16] R. Mandelbaum et al., (2017). 10.1093/pasj/psx130 arXiv:1705.06745 [astro-ph.CO]
[17] W. Hu and I. Sawicki, Phys. Rev. D 76, 064004 (2007) arXiv:0705.1158 [astro-ph]
[18] G. Valogiannis, N. Ramachandra, M. Ishak, and R. Mandelbaum, Mon. Not. Roy. Astron. Soc. 490, 4826 (2019) arXiv:1906.02742 [astro-ph.CO]
[19] M. Cataneo, L. Lombriser, C. Heymans, A. Mead, F. Bernardeau, T. Nishimichi, and A. Taruya, JCAP 12, 45–59 (2017), 10.1088/1475-7516/2017/12/030, arXiv:1705.06745 [astro-ph.CO]
[20] S. Tassev, M. Zaldarriaga, and D. Eisenstein, JCAP 12, 043 (2017), 10.1088/1475-7516/2017/12/043, arXiv:1705.06745 [astro-ph.CO]
[21] J. Zuntz, M. Paterno, E. Jennings, D. Rudd, A. Manzotti, S. Dodelson, S. Bridle, S. Schrish, and J. Kowalski, Astron. Comput. 12, 45 (2015) arXiv:1409.5409 [astro-ph.CO]
[22] A. Lewis, A. Challinor, and A. Lasenby, Astrophys. J. 538, 473 (2000) arXiv:astro-ph/9911177
[23] R. Takahashi, M. Sato, T. Nishimichi, A. Taruya, and M. Oguri, Astrophys. J. 761, 152 (2012) arXiv:1208.2701 [astro-ph.CO]
[24] P. L. Taylor, T. D. Kitching, J. Alsing, B. D. Wandelt, S. M. Feeney, and J. D. McEwen, Phys. Rev. D 100, 023519 (2019) arXiv:1904.05364 [astro-ph.CO]
[25] A. De Felice and S. Tsujikawa, Living Rev. Rel. 13, 3 (2010) arXiv:1002.4925 [gr-qc]
[26] C. Burrage and J. Sakstein, Living Rev. Rel. 13, 3 (2010) arXiv:1002.4925 [gr-qc]
[27] M. Knapen, R. E. Upham, M. L. Brown, and L. Whittaker, Mon. Not. Roy. Astron. Soc. 498, 4650 (2020) arXiv:2005.12184 [astro-ph.CO]
[28] N. Aghanim et al. (Planck), Astron. Astrophys. 641, A6 (2020) arXiv:1807.06209 [astro-ph.CO]
[29] M. LoVerde and N. Alshordi, Phys. Rev. D 78, 123506 (2008) arXiv:0809.5112 [astro-ph]
[30] T. D. Kitching, J. Alsing, A. F. Heavens, R. Jimenez, J. D. McEwen, and L. Verde, Mon. Not. Roy. Astron. Soc. 469, 2737 (2017) arXiv:1611.04954 [astro-ph.CO]
[31] P. L. Taylor, T. D. Kitching, J. D. McEwen, and T. Tran, Phys. Rev. D 98, 023522 (2018) arXiv:1804.03668 [astro-ph.CO]
[32] A. C. Deshpande et al., Astron. Astrophys. 636, A95 (2020) arXiv:1912.07326 [astro-ph.CO]
[33] S. Dodelson, C. Shapiro, and M. J. White, Phys. Rev. D 73, 023009 (2006) arXiv:astro-ph/0508296
[34] B. Joachimi, R. Mandelbaum, F. Abdalla, and S. Bridle, Astronomy & Astrophysics 527, A26 (2011), arXiv:astro-ph/1008.3491
[35] C. Hikage et al. (HSC), Publ. Astron. Soc. Jap. 71, Publications of the Astronomical Society of Japan, Volume 71, Issue 2, April 2019, 43, https://doi.org/10.1093/pasj/psz010 (2019) arXiv:1809.09148 [astro-ph.CO]
[36] J. Zuntz, M. Paterno, E. Jennings, D. Rudd, A. Manzotti, S. Dodelson, S. Bridle, S. Schrish, and J. Kowalski, Astron. Comput. 12, 45 (2015) arXiv:1409.5409 [astro-ph.CO]
[37] A. Lewis, A. Challinor, and A. Lasenby, Astrophys. J. 538, 473 (2000) arXiv:astro-ph/9911177
[38] R. Takahashi, M. Sato, T. Nishimichi, A. Taruya, and M. Oguri, Astrophys. J. 761, 152 (2012) arXiv:1208.2701 [astro-ph.CO]
[39] P. L. Taylor, T. D. Kitching, J. Alsing, B. D. Wandelt, S. M. Feeney, and J. D. McEwen, Phys. Rev. D 100, 023519 (2019) arXiv:1904.05364 [astro-ph.CO]
[40] R. E. Angulo, M. Zennaro, S. Contreras, G. Aricò, M. P. Hobson, and M. Bridges, Monthly Notices of the Royal Astronomical Society 484, 5509 (2019) arXiv:1809.04695 [astro-ph.CO]
[41] D. Gruen and F. Brinioûelle, Mon. Not. Roy. Astron. Soc. 468, 769 (2017) arXiv:1610.01160 [astro-ph.CO]
[42] D. Masters et al., Astrophys. J. 813, 33 (2015) arXiv:1509.03318 [astro-ph.CO]
[43] D. Foreman-Mackey, D. W. Hogg, D. Lang, and J. Goodman, Publications of the Astronomical Society of the Pacific 125, 306 (2013), arXiv:1202.3665 [astro-ph.IM]
[44] P. L. Taylor, T. D. Kitching, and J. D. McEwen, Phys. Rev. D 99, 043532 (2019) arXiv:1810.10552 [astro-ph.CO]
[45] F. P. Feroz, M. P. Hobson, and M. Bridges, Monthly Notices of the Royal Astronomical Society 398, 1601–1614 (2009) arXiv:0809.3437 [astro-ph]
[46] K. M. Tänaka, J. Coupon, B.-C. Hsieh, S. Mineo, A. J. Nishizawa, J. Speagle, H. Furusawa, S. Miyazaki, and H. Murayama, Publications of the Astronomical Society of Japan 70, S9 (2018), arXiv:1704.05988 [astro-ph]
[47] D. Masters et al., Astrophys. J. 813, 33 (2015) arXiv:1509.03318 [astro-ph.CO]
[48] D. Foreman-Mackey, D. W. Hogg, D. Lang, and J. Goodman, Publications of the Astronomical Society of the Pacific 125, 306 (2013), arXiv:1202.3665 [astro-ph.IM]
[49] P. L. Taylor, T. D. Kitching, and J. D. McEwen, Phys. Rev. D 99, 043532 (2019) arXiv:1810.10552 [astro-ph.CO]
[50] F. P. Feroz, M. P. Hobson, and M. Bridges, Monthly Notices of the Royal Astronomical Society 398, 1601–1614 (2009) arXiv:0809.3437 [astro-ph]
[51] S. R. Hinton, The Journal of Open Source Software 1, 00045 (2016)
[52] T. Tröster et al. (KiDS), Astron. Astrophys. 649, A88 (2021) arXiv:2010.16161 [astro-ph.CO]
[53] L. Lombriser, Annalen Phys. 526, 259 (2014) arXiv:1403.4268 [astro-ph.CO]
[54] V. Vikram, J. Sakstein, C. Davis, and A. Neil, Phys. Rev. D 102, 104060 (2020) arXiv:2009.08743 [astro-ph.CO]
Appendix A: $k$-cut 3 × 2 Point Covariance

The generalization of the $k$-cut method to 3 × 2 point statistics is developed in [14]. In this case the expression for the data vector covariance in Eqn. [11] must be extended to the full 3 × 2 point BNT-transformed data vector.

If $\hat{C}_{s_1s_2}^{ef,gh}(\ell, \ell')$ is an estimate of the covariance between $C_{s_1}^{ef}(\ell)$ and $C_{s_2}^{gh}(\ell)$, where $s_i \in \{L, G, GGL\}$ labels whether the power spectra correspond to cosmic shear, galaxy clustering or galaxy-galaxy lensing respectively, then the BNT-transformed covariance is given by

$$\hat{C}_{s_1s_2,BNT}^{ab,cd}(\ell, \ell') = X_s^{ab} X_s^{cd} \hat{C}_{s_1s_2}^{ef,gh}(\ell, \ell'),$$

(A1)

where

$$X_s^{ab} = \begin{cases} M_{ae} M_{bf}, & \text{if } s = L \\ \delta_{ae} \delta_{bf}, & \text{if } s = G \\ \delta_{ae} M_{bf}, & \text{if } s = GGL, \end{cases}$$

(A2)

$M^{ab}$ denotes the BNT matrix, $\delta^{ae}$ denotes the Kronecker delta and repeated indices are summed over.