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**A B S T R A C T**

The problem of stock market prediction is a challenging task owing to its complex nature and the numerous indirect factors at play. The sentiments regarding socio-political issues such as wars and pandemics can affect stock prices. The spread of the COVID-19 pandemic continues to take a toll on the economy and fluctuations in sentiment of the concerns about the health impacts of the disease can be captured from the microblogging platform, Twitter. We examined how these sentiments during the Covid-19 pandemic and the health impacts arising from the disease along with other macroeconomic indicators provide useful information to predict the stock indices in a more accurate manner. We developed a machine learning model namely, long-short term memory (LSTM) networks to predict the impact of the Covid-19 induced sentiments on the stock values of different sectors in the United States and India. We did the same predictions using the timeseries statistical models such as autoregressive moving average model and the linear regression model. We then compared the performance of the LSTM and the timeseries statistical models to find that the machine learning model has produced more accurate predictions of the stock indices. The performance of the models across the sectors and between the United States and India are compared to draw economic inferences.
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**Introduction**

The stock market has been observed to be a volatile signal and predicting these stock market movements has been the focus of analysts. Various models have been developed with the aim of capturing the patterns in stock market prices/indices Chen et al. [12] [10,11,13,34–36]). The most common approach in stock market analysis literature is the Technical analysis [1,2,11] which uses the stock prices or the derivatives of it as input. The underlying assumption is that the stock prices represent the macroeconomic indicators and news. Hence, the information embedded in stock prices is enough to predict the stock market. Macroeconomic variables like Gross Domestic Product, interest rates, currency exchange rates, customer price index, among others have been commonly used for stock indices forecasting [5,43]. Furthermore, text mining techniques are in use to include information such as financial news. However, with the advent of social network analysis more
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recently, using sentiment indices and other derived series as inputs, has proved useful for the stock forecasting ([44]; Barber and Terrance, [3]).

Global Health Emergency of the COVID-19 outbreak was declared by the World Health Organization (WHO) on 30th January 2020 [17,39]. With over 7 million confirmed cases and 400,000 deaths worldwide, the pandemic continues to have impact on the economy [45]. Some of these impacts include the spike in unemployment in the US which is over 20 million, where the prospect of a large number of marginalized people are pushed to poverty. In addition, COVID-19 has significant implication for the performances of the financial markets.

Twitter is an online microblogging platform and acts as a platform where an overall picture of the mood and general sentiment about specific topics can be observed. Twitter users across the world have been closely following the trends of the spread of the pandemic and share their views on the platform. Owing to the lockdown, more people are at home which explains the increased usage of the platform. In this paper, we study to what extent the twitter sentiment during the pandemic can help predict the stock indices in the US and India across a variety of sectors. Furthermore, the trends in healthcare conditions can help for useful information about the performance of the economy. The interpretation of the healthcare trends by people that produce expectations about the performance of the economy is also a crucial feature that we try to leverage.

The previous studies have shown the impact of monetary policy on stock movements. Sirucek [38] has used the DJIA index to represent stock market movement and M2 and M2M aggregates as the money supply to study the co-movement in the US. Li [23] showed how the money supply in Europe during the 2009 crisis had influenced the stock market. They used the Granger causality test and Vector Error Correction Model to shed light on both the short term as well as the long-term inter-relation. Studies have also examined the effect of floating foreign exchange rates on the stock market prices (Mechri et al., [24]). They used the monthly data on stock prices, gold prices, exchange rates and inflation rates for Tunisia from 2002 to 2017. Using the GARCH and multiple regression models, they found that the exchange rate does indeed have an effect on movement of the gold and oil prices and stock market prices. Zhou et al. [48] used the daily stock market (high frequency) data for the year 2016 and the Generative Adversarial Networks model using the Long Short-Term Memory (LSTM) and Convolutional Neural Networks, to predict the stock market prices in China.

Apart from these conventional economic determinants of the stock market performance, the sentiments and expectations have been used to predict stock indices. Bouktif et al. [5] have examined the use of sentiment features and provided an intricate pipeline to extract sentiment from tweets in the context of stock market. They used stock prices for 10 companies from NASDAQ from the year 2008 to 2018. A comparison between various models such as Logistic regression, Random Forest and Neural Networks is shown and the study highlighted how sentiment features help to increase the accuracy of the model. The complexity of the stock market signal is handled in Jin et al. [21] by using the Empirical Modal Decomposition method before feeding the features to the LSTM model which uses its memory units to optimize for timeseries data. Their work shows that the model also decreases the training time as well as increases prediction accuracy. The Stock tweets platform is used to scrape text and extract sentiment for the period from 2013 to 2018.

Furthermore, Twitter was used as the data source to monitor the public reaction and health during disasters e.g. hurricanes [22,37,47,48], floods [18], earthquakes [15], terrorist bombing Buntain et al. [9] public health related misinformation propagation [8,29,40] and others [19,42,44] and disease outbreaks [14,26,28,41].

Against this backdrop, our primary objectives in this paper are – (i) to study if Twitter sentiment and healthcare data during the pandemic periods are useful factors to predict stock market index movements, (ii) to compare the performance of different models for the prediction, and (iii) to study how the regression performance differs with respect to different sectors in United States (US) and India. The data used in this study are mainly of 4 kinds: Daily economic indicators, COVID-19 Health, Twitter Sentiment, Stock Index/ Price Related. Since our period of study is constrained to only 5 months, in order to have sufficient data points we use economic indicators that are available on a daily basis. This restricted us from using many other important indicators which do not have a daily frequency.

The results show that in this case, LSTM model shows better performance when compared to linear regression and ARIMA which may be due to its ability to capture nonlinear relationships between the features especially with respect to sentiment. When the sentiment-based features are used, the prediction ability of the model is improved and hence the sentiment features may provide additional useful information to model the stock price. The sentiment relationship with index is stronger in case of Finance and Consumer Goods sectors indices which have in general been more affected due to the pandemic unlike the Technology and Healthcare sectors. The relationship is in general stronger in US than in India which can be explained by greater percentage of people who are active on Twitter. The model performs best when the time lag is 1 day that is if we use the twitter sentiment of the previous day to predict the current stock price movement.

Materials and methods

The empirical analysis is carried out following the work-flow schematic presented in Fig. 1.

Data

The data is mainly collected for the period January - May 2020 (daily) as this was when the pandemic spread throughout the world and its effects on the economy were clearly evident.
Healthcare Data: The healthcare data was collected from [46] which is known to be a standard and accurate source of COVID-19 healthcare data. Apart from the global data, the dataset was grouped according to the country. The main variables that we use/ derive for our study are - daily number of active cases, number of deaths and number of recovered cases. We also calculate the corresponding daily rates for each of the mentioned variables. The testing coverage data is used to normalize the variables so as to level out the disparity in the number of cases which may be due to a low testing coverage in the country.

Economic: The Indian economy indicators used are mainly collected from the RBI’s daily press releases on Money Market Operations, Weekly Statistical Supplement [31] and India Government Bonds India Government Bonds, [20] which provides the daily Bond Yield Rates. The corresponding data for the US are collected from [32]. Foreign exchange rate is one of the variables considered as India has a floating exchange rate which depends on the demand and supply and is a good indicator of the economy.

Apart from this, the other indicators that are used are mainly related to the Money Market. The central bank of most countries maintains the liquidity which is the cash available in the economy by using monetary policies. The various measures taken, affect the way in which Banks respond with changes in interest rates among others. It also helps manage the amount of inflation and activity in the economy. It has short term effects on financial markets. Repo combines lending-borrowing and sale-purchase transactions. The securities are sold in exchange for cash and these securities can then be repurchased by the original holder. The reverse repo is used to reduce or absorb liquidity. Thus, we consider those variables that vary on a daily basis and therefore do not include important rates such as the Repo Rate, Reverse Repo Rate among others. It should be noted that The Net Liquidity injections also include other operations done to change liquidity but which may not be done on a regular basis. The central bank uses bond to borrow money. Government bonds (G-secs/ Treasury) are considered to be very safe investments. The yield rate changes with the price of the bond. The rise and fall of yields capture the expectation of stakeholders about the future growth of the economy. For example, the 10Y bond yield rate in the US has decreased owing to the worsening of the expectations of the economy due to COVID-19. Many of these factors are interdependent on each other by being only correlated or by having a causal relationship with a certain time lag. Since the time lag cannot be estimated directly we try different combinations and experiment to get the best results. The foreign exchange rates depend on various variables including the overall economic activity, prospects, etc. several factors a nation’s economic activity and growth prospects, interest rates, and geopolitical risk. Thus, the following variables are used: [Reverse Repo Operations (INR), Net Liquidity Injection (INR or $), Cash Balance (INR or $), 10Y Bond Yield Rates (%), 5Y Bond Yield Rates (%), 1Y Bond Yield Rates (%), Forex Rate ($/ INR)]

Stock Data: The data consists of the index values for major stock markets in the US and India collected from [33] and (NSE, [27]). The sector wise index (DJIA and Nifty) data is collected for the Financial, Consumer Goods, Healthcare and Technology sectors. Fig. 2 shows the timeseries data of Dow Jones U.S. Technology Index starting from 6 June 2019 to 6 June 2020.
Twitter Data: The twitter data was mainly collected from (PanaceaLab, [30]) and consisted only of tweet IDs. The tweets were categorized based on the location into Indian, US and others. The tweets were mainly filtered based on the keywords such as ‘COVID-19’, ‘Corona’, ‘Wuhan’, etc. The number of tweets is around a million.

Methods

Data pre-processing

Data pre-processing consists of various operations. Better predictive models can be built more efficient in terms of convergence and prediction using pre-processing operations. Some of the techniques that are commonly used with respect to numerical type data (since our data is numeric type) have been discussed below:

- Minmax scaling for numerical features using normalization, feature or sample wise (done by setting the axis of normalization). This is done by computing the overall minimum and maximum values of the feature taking all samples into consideration.
- Standard scaling (z-score normalization) numerical features using $\mu$ and $\sigma$ computed on the training dataset i.e. subtracting mean and dividing by standard deviation. It is also called Zero-mean scaling.
- Bucketizing features (of numeric type) using quantiles.
- Filling in missing values in the data using the median (for numerical features), mean or mode (for categorical features).
- Computing the PCA of the input features to project the data into a lower dimensional space (with linearly dependent features) to reduce the input size and prevent overfitting.

The min-max normalization procedure is used in this study to convert the data in the range between 0 and 1. We apply data pre-processing techniques on all the stock price of the indices that we collected for Indian and U.S. sectors. The DJIA and Nifty sector-wise indices are normalised using the min max scaling. After this operation, the stock prices obtained are in the range 0 to 1. This technique performs better if the distribution is not Gaussian or the standard deviation is very small. The sentiments obtained from the sentiment analyser are already scaled from $-1$ to $+1$, hence they do not require any scaling as such. The health data for number of COVID cases is also scaled before using in the model.

Sentiment analysis

Using the tweet ids based on the location, we use the Twitter Search API to fetch the tweet contents. The sentiment is based on 3 dimensions: Valence, Arousal and Subjectivity which are all values from $-1$ to $1$. By projecting the emotion along 3 different dimensions we can get useful information about the different aspects of the overall sentiment. Valence is a measure of how positive or negative the tweet is, Arousal is the intensity of the emotion and Subjectivity is used to ascertain if the text is an opinion or factual content. Each tweet must be pre-processed through an elaborate pipeline so as to get the best features and to remove noise. Some of the pre-processing includes:

- Removal of stop words which removes some of the common words such as ‘in’, ‘a’, etc. which do not add useful information.
- Named Entity and Parts of Speech tagging.
- Many tweets carry many slang words and contracted forms of words. We use a slang word dictionary to replace slang words and expressions to appropriate meaningful words.
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• The contracted words are expanded using a custom dictionary that maps the contracted versions of the word to the expanded version of the word(s).
• Correcting misspelled words and malformed sentences by replacing stray characters, URLs, username mentions, etc.
• We check if a particular tweet has a hashtag which corresponds to an emotional word and use this as well to predict sentiment.
• Sentences with lot of trailing shows high arousal thus this is taken into account.
• Emoticons are mapped to emotional states.

The Affective Norms for English Words (ANEW), consists of around 1000 words which are manually and accurately annotated a mean valence and arousal score, by experts [7]. The AFINN dataset, [16] also provides a similar list but with only Valence scores. These two lists were further extended by using the WordNet [25]. For every word in ANEW and AFINN, we add the same scores for all words in the synset of the word. This way we have a much larger list of EUs (Emotional Units). A valence and arousal score can be directly assigned to the words in the tweets that are present in the expanded ANEW and AFINN.

Principal component analysis

The Principal Component Analysis (PCA) is a linear method of dimensionality reduction that forms the underlying basis of multivariate data analysis based on projection methods. In PCA, the data is projected along the directions of in which there is maximum variance. Eigenvalues and eigenvectors of the covariance (see eqn. (1)) matrix of data are computed and each eigenvector corresponds to a principal component. The suitable number of features that can be extracted from this method is given by the number of the non-null eigenvalues or the number of principal components that can explain a statistically significant amount of variance in the data, generally kept as 99% explained variance. The functional form of PCA is –

\[ \text{Cov}(X,Y) = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{x})(Y_i - \bar{y}) \]

(1)

This method gives us a projection of the features (or high dimensional data points) in a vector space of a lower dimension. The principal components are mutually orthogonal. Fig. 3 shows the principal components for a dataset in 2 dimensions or a dataset with two features. In this work, we employ PCA to reduce the number of features to a few so that the correlated features can be minimized and only essential regressors can be considered for the prediction or classification model.

Auto regressive integrated moving average (ARIMA) model

Time Series forecasting can be of tremendous commercial value. Businesses use it for predicting demand and sales to manage the procurement of resources. The regression function can be written as a variable defined as a linear combination of the others -

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 \ldots \beta_n X_n \]

(2)

Regression can be linear or non-linear, depending on the variables and their correlation with other considered features. When considering a time series type of data, regression is used with respect to forecasting. It can be primarily of two types:
• Uni-variate Time Series Forecasting: The previous values of the time series alone are used to predict its future values.
• Multi-variate Time Series Forecasting: Predictors other than the past values of the series (also called as exogenous variables) are used for forecasting.

For our analysis, we use the Auto Regressive Integrated Moving Average (ARIMA) model and the linear regression model, two of the most used regression models under the univariate and multivariate timeseries data respectively.

An ARIMA, is a type of forecasting algorithm model used for statistical analysis. It uses time-series data to decipher patterns so as to predict future trends. While seasonal or periodic data can be best described by exponential smoothing
models, ARIMA models describe the autocorrelations in the data. Here, we limit our experimentation to only non-seasonal ARIMA models. To describe the model, we segregate the terms in it and study each term individually.

Autoregression model: Forecasting a variable using a regression of past values of the variable as regressors, hence the term “auto” regressors. Thus, an autoregressive model of order p can be written as:

$$y_t = c + \varphi_1 y_{t-1} + \varphi_2 y_{t-2} + \cdots + \varphi_p y_{t-p} + \epsilon_t,$$

where, $\epsilon_t$ is white noise and $y_{t-i}$ denotes the i-th backward lag of $y_t$. We refer to this as an AR(p) model, an autoregressive model of order p, also called as the lag order.

Moving average models: It uses past forecast errors in a regression-like fashion. It is referred to as an MA(q) model of order q, wherein q refers to the number of lag error values used.

$$y_t = c + \epsilon_t + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \cdots + \theta_q \epsilon_{t-q},$$

Furthermore, stationarity is a desired property in timeseries data for it to be used in forecasting. A time series is called stationary if its properties do not depend on the time at which the series is observed. Often, the timeseries data in level are not stationary. Hence to convert them into stationary series, the raw observations are differenced. The symbol $d$ is used to show the number of times that the raw data are differenced. It is also known as the degree of difference ($d$).

Giving the input parameters as p, q and d, we can estimate the regression coefficients and assess if past values of stock do indeed have an effect on the present value. Since past literature on the study of stocks with respect to this model suggests short term causations, we used $d$ as 1, i.e., single-differencing of raw data and q as 0, i.e., no past error is used. However, the p-value depends on the stock being assessed. So, we estimated the p-value for each stock such that the stock behaves as stationary. Apart from the AR and MA terms, other independent variables are included in the ARIMA model estimated in this study.

Long-Short-Term-Memory (LSTM) networks

Traditional neural networks cannot learn from past events and are not designed to persist information to use as a formulation for understanding current or future events. This seems like a major shortcoming. Recurrent neural networks (RNN) address this issue as they are networked with loops in them, allowing information to persist. A recurrent neural network can be thought of as multiple copies of the same network, each passing a message to a successor.

However, sometimes, we only need to look at recent information to perform the present task instead of the total past events. This issue of long-term dependencies is addressed by Long-Short-Term-Memory networks (LSTM’s). LSTM can help us model non-linear dependencies. This is done by using a series of “gates” (Fig. 4). These gates are contained in similar memory blocks which are connected layer by layer:

An LSTM unit consists of three types of gates: Input Gate: Scales input to cell (write) Output Gate: Scales output to cell (read) Forget Gate: Scales old cell value (reset). Each gate can be thought of as a switch that controls the read or write, incorporating the long-term memory function into the model (Fig. 4).

The present study applies several inputs like twitter sentiments, economic indicators, healthcare indicators and stock market indicators to LSTM. Iterative LSTM parameter tuning was performed for data fitting. Several hyperparameters were evaluated to identify the optimal LSTM architecture that provides ideal assessment metrics. The hyperparameters include:

1. number of LSTM layers;
2. number of nodes in each layer;
3. number of fully connected layers;
4. types of activation function;
5. number of dropout layers and percentage of dropout;
6. learning rate;
7. loss function;
8. optimizer;
9. batch size; and
10. number of epochs

The LSTM structure for the study comprises the following layers –
1. LSTM with 512 nodes.
2. Fully connected layers with 64 nodes and ReLU activation function
3. Dropout with 0.4%.
4. Fully connected layers with 1 node and Linear activation function.

The final hyperparameters are:
1. the learning rate is 0.001;
2. loss function of mean absolute error (MAE);
3. optimizer: ADAM;
4. epochs is 500; and
5. the batch size is 8

Though LSTM’s and ARIMA might look the same in principle, both have their pros and cons. The advantages of using ARIMA over LSTM’s are:
• Simple to implement, no parameter tuning
• Easier to handle multivariate data
• Quick to run

However, LSTM’s have proven to show better results more often and are hence more popular in time-series modeling for the following reasons:
• No pre-requisites (stationarity, no level shifts)
• Can model non-linear function with neural networks
• Needs more data

Results and discussion

The sentiment analyser is able to accurately capture the trends which vary according to the healthcare events that dominate every user’s Twitter feeds. In Fig. 5, it can be seen that on the day the WHO declared COVID-19 as an international concern and a health emergency, there is a sudden dip in the emotion i.e. there is a sudden increase in negative sentiment (Fig. 6).
The following is a sample run of the sentiment analyser.

Valence: $-0.31$
Arousal: $+0.44$
Subjectivity: $0.78$

The analyser is able to accurately capture the negative sentiment (negative valence), the intensity of the emotion (high arousal) and the opinionated nature of the text (high subjectivity).

Next, we perform correlation analysis by computing the Pearson correlation coefficients between the different regressors. The value of the coefficient primarily captures the variation along the line of best fit. We use 16 samples to observe any trend between the features. From the analysis, we aim to determine if there exists a linear or direct correlation between the stock prices and the twitter sentiment. We get a value of $0.634$ as the correlation coefficient, which might not be as too significant for small data size. It is possible that the same value of $0.6$ would be highly significant when the size of the data is huge. However, since our sample size is small, we cannot derive any strong inference about the association between the sentiments and the stock prices and further analysis is needed.

It is also possible that the features might be non-linearly related and since the Pearson correlation can only capture linear association, it is not able to produce a statistically significant result. This indicates that LSTM might have an advantage over linear techniques like ARIMA and LR in predicting the stock, if there is any sort of correlation between the features (sentiment and stock prices) at all.

We discuss three potential models with respect to stock price prediction. However, for our analysis, it would be difficult to interpret and manage results from all these models. Hence, we decide to derive further results by choosing the most suitable model for our data. This was implemented by running a sample analysis and comparing the Root Mean-Squared Error from all models. At last, we choose the model with the least RMSE. Using all the predictors as input, we fit all the models for finding the model with best fit.

For ARIMA, we try with values of $p$ from 0 to 6 and derive the best fit. Finally, we use the $p$, $q$, and $d$ values as 1, 1 and 0 respectively. Standard values of $q$ and $d$ are 1 and 0 respectively. For ARIMA, we use the stats model python library and multivariate ARIMA where we pass the other features as a numply array argument to the function separately (exogenous variables).

For LSTM, its multiple input series method is used where all the features are given as inputs to form a 2D array, derived at the same time step (i.e.1.day). A simple LSTM with the standard architecture is used without many LSTM layers. The used architecture is shown in the Fig. 4. The optimizer used is Adam and the loss function as Mean Squared Error (MSE). It is run for a total of 30 epochs as the model can be seen to converge by 10 epochs. The linear regression is run for simple OLS estimate.

As can be seen from Table 1, the LSTM model has the highest accuracy in predicting both Indian and U.S. stock index values of the technology companies, as this model has the lowest RMSE value compared to both linear regression and ARIMA models. This is in conjunction with the past studies that prove the credibility of LSTM for its higher stock price prediction ability. Linear regression model performs worse than ARIMA, possibly because the ARIMA can predict based on previously observed values of the time series (though linear) and is able to map more complicated relations. The success of LSTM and ARIMA over LR depict that there is indeed some dependence of the stock price on its previous values. From here on, we show all results using the LSTM model.

Further, to derive whether sentiments do have some correlation with the stock price, we fit the model with all the features and one without sentiment features. Tables 2 and 3 report the RMSE values from prediction of stock index values of finance and technology sectors respectively. We find that RMSE increases when the sentiment-based features are not used. This helps us to conclude that the twitter sentiments do have some impact on the stock price during this pandemic. This can be supported by the fact that due to social distancing more and more people expressed their opinions through social media platforms which is in turn affecting the sentiment of investors more profoundly. This effect is more evident in U.S. than in India, possibly because U.S. has a higher number of people expressing themselves over social media. This has

### Table 1

RMSE for different models.

|          | ARIMA | Linear Regression | LSTM |
|----------|-------|-------------------|------|
| US-Tech  | 1.047 | 1.248             | 0.874|
| India-Tech | 1.153 | 1.290             | 0.536|

Note: RMSE values are of order $10^2$, & MSE of the order $10^6$. 
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been corroborated with two industries, namely Finance and Technology (Tables 2 and 3). We infer that the Tech industry shows lesser improvement in the RMSE than the Finance. This may indicate that the Finance industry is likely more affected in the pandemic and is more correlated to public’s current sentiments.

Next, we performed the PCA to reduce the feature size to a manageable count. Initially, the feature set size is 16. After observing the features closely, 3 broad categories of features are found, namely healthcare, sentiment and macroeconomic indicators. Therefore, we perform PCA to reduce the feature set to 3. To support our assertion, the RMSE values of the prediction models before and after applying PCA are derived. As expected, the RMSE increases as the principal components are used instead of the original features as dimensionality reduction often leads to loss of desirable information. However, the increase in RMSE can be traded off for the lesser features.

We analyze how each sector in India and U.S. is affected by the pandemic, and more importantly how the twitter sentiments impact the same. As shown in Table 4, in the Indian scenario, the stock indices of the Consumer goods and Finance sectors are much more determined by the COVID-19 impact as compared to the stock indices of the Pharma and Technology sectors, with consumer goods being the most affected. The RMSE value of the LSTM prediction model is lowest for the Consumer goods sector followed by Finance sector. Similarly, the $R^2$ value, which is used as a measure of goodness of fit of a model, is highest in case of Consumer goods sector followed by the Finance sector. In the U.S scenario, as depicted by Table 5, the Financial Sector is most impacted by COVID-19 sentiments. Furthermore, we examined with what time lag the Twitter sentiment must be used to achieve most accurate prediction and found out that a lag of 1 day in Twitter sentiment is most useful in predicting the current stock market movement. Thus, this study sheds light on several interesting aspects of movement of the economic market during the COVID-19 pandemic. Although the results here do not derive a strong relationship between the factors, they provide further evidence and show scope for providing useful information to help predict economic movement which can further be taken up in subsequent studies.

### Table 2
RMSE of LSTM model for Finance Sector in India and U.S.

|                     | India- Finance | U.S.- Finance |
|---------------------|----------------|---------------|
| Without Sentiment features | 0.5142         | 0.5109        |
| With Sentiment features      | 0.4017         | 0.3010        |
| Principal components        | 0.4229         | 0.3119        |

Note: RMSE values are of order $10^3$, & MSE of the order $10^5$.

### Table 3
RMSE of LSTM model For Technology Sector in India and U.S.

|                     | Indian-Tech | U.S. Tech |
|---------------------|-------------|-----------|
| Without Sentiment features | 0.9102      | 0.6917    |
| With Sentiment features      | 0.8018      | 0.5075    |
| Principal components        | 0.8744      | 0.5364    |

Note: RMSE values are of order $10^3$, & MSE of the order $10^5$.

### Table 4
$R^2$, RMSE and MSE Metrics of LSTM model for Indian Sectors.

|        | $R^2$  | RMSE  | MSE  |
|--------|--------|-------|------|
| Financial | 0.5647 | 0.4229 | 0.1788 |
| Pharma   | 0.5315 | 0.5654 | 0.3196 |
| Tech     | 0.5019 | 0.8744 | 0.7645 |
| Consumer Goods | 0.5783 | 0.3723 | 0.1386 |

Note: RMSE values are of order $10^3$, & MSE of the order $10^5$.

### Table 5
$R^2$, RMSE and MSE Metrics of LSTM model for U.S. Sectors.

|        | $R^2$  | RMSE  | MSE  |
|--------|--------|-------|------|
| Financial | 0.5710 | 0.3119 | 0.0972 |
| Pharma   | 0.5475 | 0.4634 | 0.2147 |
| Tech     | 0.5142 | 0.5364 | 0.2877 |
| Consumer Goods | 0.5333 | 0.4923 | 0.2423 |

Note: RMSE values are of order $10^3$, & MSE of the order $10^5$. 
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Conclusion

In this study, we evaluated the usefulness of the Twitter sentiment for improving the prediction of stock market indices of several sectors in the U.S. and India. We described different methods involved in extracting the sentiment, pre-processing and the techniques applied for using these models to predict the stock market indices of four sectors. Mainly, the recurrent neural network model, namely the LSTM and the conventional linear timeseries models such as ARIMA are compared for their prediction accuracy. The LSTM model is found to be more accurate across the sectors. The variation of the results across different sectors has been examined and it is found that Finance and Consumer Goods sectors have a stronger relationship with the health and Twitter sentiment features more than the Technology and Pharmaceutical sectors. This may be due to the fact that these sectors are more adversely affected due to the pandemic. Especially, the Consumer Goods sector felt a huge demand side shock as consumers across the globe either experienced a complete lockdown and hence, not allowed to visit shops and malls, or were subjected to movement restriction that resulted in a drastic reduction in demand. Supply chain disruptions due to the pandemic severely affected the movement of consumer goods from production to distribution centres further affecting the consumer sentiment. Similarly, the Finance sector was also affected by the negative sentiments of the investors who felt safe to hold on to their money rather than investing in different financial instruments. On the other hand, since the Pharmaceutical and Technology sectors were mostly seen as the ones that developed products that can help people overcome the pandemic effects. Hence, the negative sentiments for these sectors were significantly less. Furthermore, the relationship between twitter sentiments and stock market performance was stronger in the case of US which denotes the higher percentage of people in that country who actively engage with the Twitter platform.

The contribution of the current study is it establishes a significant link between non-monetary factor such as social media sentiments and stock market variations. Though, some of the past studies have examined this link, they mostly used the linear timeseries models. We developed a nonlinear neural network model that could use the nonlinearity in the data and predicts with higher accuracy. Future work will mainly involve studying more sectors and using stronger economic indicators. Moreover, the interpretability of the models can be improved by trying other neural network models.
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