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ABSTRACT A triple active bridge (TAB) converter consisting of three full-bridge inverters and a three-winding transformer has been researched to improve its power conversion performance as a bi-directional isolated multiport converter. Previous research established a current control method using a decoupling system to solve the complex power transmission structure of the TAB converter. However, it is challenging to integrate voltage factors into the decoupling system because DC-bus voltages of the TAB converter are assumed to be constant. Active bridge control against voltage variations has become essential to achieving high-performance DC/DC power conversion systems using high-frequency transformers such as a TAB converter. This paper proposes a TAB converter control method, which is an expansion of the conventional method, to integrate the DC-bus voltage variation into the control model. Model predictive control is used to achieve tracking control by incorporating voltage variation factors into the control method using an established model structure as a basis for predictive calculations. Simulations were conducted to verify that the proposed method improves the output responses compared to the conventional methods when the DC-bus voltages change. Also, experiments using a prototype converter show that the proposed control method can achieve current tracking control during the voltage variation.

INDEX TERMS Bi-directional power flow, control design, DC-DC power converters, power control.

I. INTRODUCTION
Multiport converter topologies have attracted attention to achieve high efficiency and high-density power transmission in power distribution systems. An energy management system (EMS), which has been spread in recent years, is a system that efficiently operates multiple power sources owned by power consumers, such as photovoltaic cells and storage batteries [1], [2]. Moreover, EMS is expected to develop systems named vehicle to home (V2H) and vehicle to grid (V2G) that utilize automotive batteries for grid operations [3], [4]. While the demand for power converters increases, there are challenges such as efficiency deterioration, conversion cost, and conversion density due to the increase in the conversion stages. Multiport converters, a type of power converter, are being studied because of the ability of power flow control between multiple power sources with a small number of conversion stages [5], [6], [7], [8].

A triple active bridge (TAB) topology shown in Fig. 1(a) is a multiport converter topology with a standard circuit configuration as an isolated bidirectional topology designed by extending a dual active bridge (DAB) topology shown in Fig. 1(b). Inherited from the DAB topology, the TAB converter equips with bi-directional isolated power transmission, soft-switching operation, and wide-range voltage transformation [9], [10]. As shown in Fig. 1(a), the TAB converter consists of three full-bridge inverters as active bridges connected to independent DC-buses, a high-frequency three-winding transformer, and external inductors that adjust the leakage inductances of the transformer.

Due to the converter structure of the TAB converter, a large number of operating modes exist. In principle, the phase difference of the output AC voltages of each full-bridge inverter, called phase-shift, determines the transmission power.
Therefore, the converter’s operation and power control methods are generally designed around the phase-shift variables.

Because a change in the phase of one active bridge AC voltage affects the phase-shifts of the other two active bridge AC voltages, it is challenging to construct a single input single output control (SISO) model for the TAB converter. In order to solve this problem, the conventional decoupling control method was proposed [11]. In this method, decoupling for the interference is performed by inverse matrix using linearized relationships between phase-shift and fundamental component of output power at steady-state. Power tracking control was achieved by applying proportional-integral (PI) control to this conventional control model [12]. In addition, improvements in the control response using a feed-forward compensator are addressed for a voltage-fed type TAB converter [13], [14]. As for the current-fed type TAB converter, state feedback using the state-space averaging method was applied [15].

As well as maintaining soft-switching conditions, active voltage control are required to suppress the cross-current to the DC-bus voltage variation [16], [17]. Constant power transmission is also required when the TAB converter is applied to a power router application. However, the effects of voltage variation on tracking control performance have not been considered. The voltage variation, which is treated as constant in the decoupling matrix, deteriorates the performance of the current tracking control.

Model predictive control (MPC) is one of the methods used to solve these problems. MPC for the application to power converters has attracted attention for decades due to its effectiveness for nonlinearity and multi-input multi-output (MIMO) control structure in spite of its high computational cost, high implementation difficulty, and the requirement for convergence of the solution in a short time [18], [19], [20], [21]. Recently, a long-horizon MPC, which has more than one predictive horizon, has successfully been applied to power converters, including modular multilevel converter (MMC) [22], [23], [24]. The long-horizon MPC is also practical for the TAB converter because the control systems for MMC and TAB are similar in that both control systems have MIMO and nonlinearity characteristics. However, the challenge is that the standard MPC quadratic programming (QP) solver cannot be used for the control system of the TAB converter because of the state-space equation structure, including explicitly nonlinear expressions. In contrast, the standard QP solver can be applied to the control system of the MMC by using a linear or bilinear model [25].

This paper proposes a control method that considers the voltage variation to solve these problems. The proposed method is an extension of the conventional decoupling control method. The proposed method mainly consists of feed-forward control to derive the following control input from measured current and voltage values, assisted by simple feedback control to compensate for disturbances. The feed-forward control part is implemented as a model-based prediction controller represented by a discrete first-order delay system based on a steady-state power transmission operation of the TAB converter established in previous research [11], [12]. Error compensation systems, including output feedback, accompany the feed-forward control part. C/GMRES, a nonlinear fast algorithm, is adapted as an algorithm to solve the optimization problem of MPC to satisfy the requirement of the TAB converter control system. An additional integrator structures an expanded system to achieve servo control for current tracking.

This paper is organized as follows: the following section describes the principle of C/GMRES algorithm and modeling of the TAB converter; followed by simulation verification for performance comparison in Section III; Section IV describes the implementation and the experimental results; and at last, Section V is the conclusion.

II. CONTROL MODEL OF TAB CONVERTER FOR C/GMRES METHOD

This section introduces general numeric model predictive control formulation and C/GMRES algorithm. In addition, the steady-state transmission power model of the TAB converter is described. Finally, the proposed control model is explained in detail.

A. C/GMRES ALGORITHM [26]

The discretized predictive responses \( x_u(k) \), a function of time \( t \) and control input \( u \), are expressed as

\[
x_u(0) := x(0) = x(t)
\]

\[
x_u(k + 1) = f(x_u(k), u(k)) \quad (k = 0, \ldots, N - 1),
\]
where \( x_n \in X = \mathbb{R}^n \) represents the state variables, \( u(k) \in \mathbb{R}^m \) represents the input variables at discrete-time \( k \), \( f \) represents state equation, and \( N \) represents the term of prediction called horizon. The index \( u \) of the state variables means that control input \( u \) changes the predicted response of the state variables \( x \). In MPC, the optimal control input \( u^* \) is obtained for the initial state \( x(0) \) in each control cycle at time \( t \) by minimizing the following evaluation function \( J \) as

\[
J = \varphi(x(N)) + \sum_{k=0}^{N-1} L(x(k), u(k), k),
\]

where the scalar function \( \varphi \) represents the terminal cost, and the scalar function \( L \) represents the stage cost called Lagrangian. Both functions are artificially designed for optimality. In other words, MPC is the control law that determines optimal input \( u^* \) using state variables \( x(t) \) and evaluation function as

\[
u^*(t) = \mu(x(t)),
\]

where \( \mu \) represents the control law. The C/GMRES method derives the optimal solution from necessary and sufficient conditions under the assumption that the form of the evaluation function is a quadratic form. The necessary and sufficient conditions are represented known as Euler-Lagrange as

\[
x(k + 1) = f(x(k), u(k), k) \tag{5}
\]

\[
\lambda(k) = H_x(x(k), u(k), \lambda(k + 1), k)^T \tag{6}
\]

\[
\lambda(N) = \varphi_x(x(N))^T \tag{7}
\]

\[
H_u(x(k), u(k), \lambda(k + 1), k) = 0, \tag{8}
\]

where \( H_x, \varphi_u, H_u \) represents partial derivative of scalar functions \( H, \varphi \) by \( x, u \). \( H(x, u, \lambda, k) \) represents scalar function expressed as

\[
H(x, u, \lambda, k) = L(x, u) + \lambda^T f(x, u, k), \tag{9}
\]

where \( \lambda(k) \in \mathbb{R}^n \) represents a Lagrange multiplier called adjoint variable corresponding to the state variable \( x(k) \).

The algorithm to calculate the optimal solution \( u^* \) is the following. First, (5)–(7) are calculated sequentially to obtain the state variables \( x_n(k) \) and adjoint variables \( \lambda(k) \) using certain input \( u \). Second, calculate the variation of control input \( \Delta u \), which minimizes error matrix \( F \), defined as the following equation.

\[
F(U(t), x(t), t) := \begin{bmatrix}
H_u^T(x(0(t), \lambda(1(t), u(0(t))))
H_u^T(x(1(t), \lambda(2(t), u(1(t))))
\vdots
H_u^T(x(N-1(t), \lambda(N(t), u(N-1(t))))
\end{bmatrix}
\]

\[
(10)
\]

The vector \( U(t) \in \mathbb{R}^{mn} \) is defined as the sequence of the input vectors as

\[
U(t) = \left[ u^T(0)(t) \ u^T(1)(t) \cdots \ u^T(N-1)(t) \right]^T,
\]

where \( \tau \) represents the continuous-time variable used for calculations inside the controller. The following differential equation is numerically solved to minimize \( F \).

\[
\frac{d}{dt}F(U(t), x(t), \tau) = -\xi F(U(t), x(t), \tau) \quad (\xi > 0) \tag{12}
\]

For a solution \( U(0) \) satisfying the initial condition \( F(U(0), x(0), 0) = 0 \), error matrix \( F \) is maintained at 0 by the control input vector \( U \), which is derived from integrating the solution expressed as the following equation.

\[
\Delta U := \frac{dU}{d\tau} \Delta \tau
\]

\[
U(\tau + \Delta \tau) = U(\tau) + \Delta U
\]

If \( U(0) \) does not satisfy \( F(U(0), x(0), 0) = 0 \) caused by calculation error, \( F \) converges exponentially to 0 due to the effect of the \( \xi \) term in (12). At each continuous time \( \tau \), (12) is considered as a numerical linear equation for \( dU/d\tau \), and generalized minimum residual method (GMRES) is applied as the solution algorithm. In addition, the change of the optimal inputs \( \Delta U \) at each update period \( \Delta \tau \) [s] is traced.

Finally, when the state variables change at the next sampling period, the command value is updated with \( u_0(\tau) \), and the calculations (5)–(12) are repeated with the initial condition \( U(\tau) \). Since this method is a continuation method, the values at the end of the update period \( U(\tau + \Delta \tau) \) are saved and used as the initial value \( U(t) \) for the next update period.

\section*{B. Steady-state Power Transmission Model}

The steady-state operation model of the TAB converter is derived based on the operation model of the DAB converter. The AC-side equivalent circuit of the DAB converter, which dominantly determines the transmission power, is shown in Fig. 2(a). Where \( v_p \) and \( v_s \) [V] represent square waveform output voltages of each full-bridge inverter. \( L_{\text{dab}} \) [H] represents the sum of leakage inductance of the transformer and the external inductor, and \( \phi \) [rad] represents the phase-shift between \( v_p \) and \( v_s \). According to the equivalent circuit, the transmission power of DAB converter \( P_{\text{DAB}} \) [W] is expressed as

\[
P_{\text{DAB}} = \begin{cases}
\frac{V_p V_s}{2 \pi f_{\text{sw} \text{dab}}} \phi \left( 1 - \frac{\phi}{\pi} \right) & (\phi \geq 0) \\
\frac{V_p V_s}{2 \pi f_{\text{sw} \text{dab}}} \phi \left( 1 + \frac{\phi}{\pi} \right) & (\phi < 0)
\end{cases}
\]

\[
(15)
\]
where $V_p$ and $V_s$ [V] represent DC-bus voltages corresponding to $v_p$ and $v_s$, respectively; $f_{sw}$ [Hz] represents the switching frequency. As described later in Section IV, model prediction processes require high-speed calculation with a partial derivative of the power transmission model in NMPC. In addition, the calculation procedures are implemented by logic circuits in FPGA for fast calculations. Thus, the power transmission model with a simple derivative representation, which can be implemented by logic circuits, is desirable. To satisfy this requirement, this paper uses an arctangent approximation model expressed as

$$P_{\text{DAB}} = \frac{\gamma' V_p V_s}{\pi^3 f_{sw} L} \arctan \phi, \quad \quad \quad (16)$$

where $\gamma'$ represents the approximation coefficient to make fine adjustments of the function. In this paper, $\gamma'$ is set to 1.08 based on the least square error condition for (15).

Fig. 3 shows a comparison of the transmission power models normalized by $V_p V_s / (f_{sw} L_{\text{dab}})$. In addition to (15) and (16), the commonly used linear and fundamental wave approximation models are also shown in Fig. 3. The figure shows that the model shown in (12) provides a better approximation (16) adequately approximates (15) in the operating area.

This modeling part remains to be discussed for the following reasons. Approximation and its error in modeling affect the necessity for error compensation systems. Table modeling instead of functions is possible as another modeling approach. In this paper, the modeling is based on a simple configuration: an approximate model and an output compensation system, which is easy to implement.

The AC-side equivalent circuit of the TAB converter is obtained by applying the Y-Δ transformation to the three-winding transformer, as shown in Fig. 2(b). Where $v_1 \sim v_3$ [V] represent the output voltages of each full-bridge inverter, $L_{12}$, $L_{23}$, and $L_{31}$ [H] represent equivalent inductances derived by Y-Δ transformation of leakage inductance, and $\phi_{12}, \phi_{23}, \phi_{31}$ [rad] represent phase-shift amount between output voltages corresponding to the index numbers. As Fig. 2(b) shows, the circuit structure between two power sources equals the equivalent circuit of the DAB converter. Thus, the transmission powers of the TAB converter are described as

$$P_1 = -P_2 - P_3 \quad \quad \quad (17)$$

$$P_2 = \frac{\gamma' V_p V_s}{\pi^3 f_{sw} L} \left( V_1 \tan^{-1} \phi_{12} + V_3 \tan^{-1} (-\phi_{23}) \right) \quad \quad (18)$$

$$P_3 = \frac{\gamma' V_p V_s}{\pi^3 f_{sw} L} \left( V_1 \tan^{-1} \phi_{13} + V_2 \tan^{-1} (\phi_{23}) \right), \quad \quad (19)$$

where $P_1 \sim P_3$ [W] represent the transmission power received by each power source $v_1 \sim v_3$. Also, $V_1 \sim V_2$ [V] represent DC-bus voltages corresponding to $v_1 \sim v_3$, and $L$ represents equivalent inductance under the assumption that all equivalent inductors $L_{12}$, $L_{23}$, and $L_{31}$ have the same value to simplify the representation of the model.

C. MODELING OF THE PROPOSED CONTROL

In this chapter, the control model of the TAB converter is derived based on Section II-A and II-B. Fig. 4 shows an overview of the entire proposed control system. Since C/GMRES is a stabilization algorithm, an expanded system including an integrator is necessary to achieve tracking control [27]. Note that C/GMRES algorithm optimizes not $\phi$ itself but $\Delta \phi$ because the stabilization algorithm behaves as a regulator. An expanded system with an integrator is necessary to form a servo system, which is required as a control system for the TAB converter. Also, the expanded system includes measuring systems such as sensors, A/D converters, and low-pass filters. Index characters $n$, $m$, and $k$ represent the following meanings.

- Index $n \in \mathbb{N}$: sample-and-hold number in the main control loop subjected to actual time $t$ [s].
- Index $m$: state variables with index $m$ represent measured and calculated values that are only treated in the controller distinguished from actual parameters.
- Index $k \in \{0, 1, \ldots, N\}$: discretized prediction time step from 0 to horizon $N$ subjected to prediction time $t$ [s] in the controller.

It is assumed that the variations of the DC-bus voltages are sufficiently slow compared to the variation of the DC-bus currents. This assumption is reasonable because the operating frequency of the converter is in the order of microseconds, while the voltage variation speed of DC power supplies such as solar cells and lithium-ion batteries is in the order of...
seconds. When sensing, filtering, and response delays are expressed as a first-order delay system, the state equation of the current at each sampling period is derived according to (18) and (19) as

\[
\begin{align*}
I_{2m}(k + 1) &= \alpha I_{2m}(k) + P_a[V_{1m}(k) \arctan \phi_{12}(k) + V_{3m}(k) \arctan(\phi_{12}(k) - \phi_{13}(k))] \\
I_{3m}(k + 1) &= \alpha I_{3m}(k) + P_a[V_{1m}(k) \arctan \phi_{13}(k) + V_{2m}(k) \arctan(\phi_{13}(k) - \phi_{12}(k))],
\end{align*}
\]

where \( \alpha \) represents the coefficient of the first-order delay, and \( P_a \) is the active power coefficient defined as \( P_a := 4y/(\pi^3 f_{sw} 3L) \) from (18) and (19). (20) and (21) can be summarized as

\[
I_m(k + 1) = f(I_m(k), \phi(k) - \Delta \phi(k), V_m(k), k),
\]

where the vector variables are defined as

\[
\begin{align*}
I_m(k) &= [I_{2m}(k), I_{3m}(k)]^T \\
\phi(k) &= [\phi_{12}(k), \phi_{13}(k)]^T \\
V_m(k) &= [V_{1m}(k), V_{2m}(k), V_{3m}]^T \\
\Delta \phi(k) &= [\Delta \phi_{12}(k), \Delta \phi_{13}(k)]^T.
\end{align*}
\]

(22) represents the state equation of the C/GMRES control system with \( I_m(k) \) as the state variable and with \( \Delta \phi(k) \) as the control input. In addition, the current reference trajectory \( I_m^{ref}(k) = [I_{2m}^{ref}(k), I_{3m}^{ref}(k)]^T \) is defined as the ideal first-order response as

\[
I_m^{ref}(k + 1) = \alpha I_m^{ref}(k) + (1 - \alpha) I_m^{com},
\]

where \( I_m^{com} = [I_{2m}^{com}, I_{3m}^{com}]^T \) represents the command values of the currents.

Since the C/GMRES algorithm does not have an output feedback mechanism, output offsets due to disturbance and modeling errors occur. To solve this problem, a method to compensate for the offset by changing the command values and state variables in C/GMRES calculations was proposed [28], [29]. A previous study proposed exponential compensation for systems with a large time constant. In this paper, since the time constant of the system is very short, stepwise compensation is used as defined by the following equations.

\[
\begin{align*}
I_{com, offset}(k) &= \begin{cases} 
I_{com} - I_m(k) & (|I_{com} - I_m(k)| \leq I_{com, vic}) \\
0 & \text{(otherwise)}
\end{cases} \\
I_{offset}(k) &= \begin{cases} 
I_m(k) - I_m(k) & (|I_m(k) - I_m(k)| \leq I_{vic}) \\
0 & \text{(otherwise)}
\end{cases}
\end{align*}
\]

(25)

The terminal cost \( \varphi \) and the stage cost \( L \) are designed with the general quadratic equation as

\[
\varphi(I_{m(N)}) = \frac{1}{2}(I_{m(N)} - I_{com})^T R(I_{m(N)} - I_{com})
\]

\[
L(I_m(k), \Delta \phi(k), k) = \frac{1}{2}(I_m(k) - I_m^{ref})^T Q(I_m(k) - I_m^{ref}) + \frac{1}{2} \Delta \phi(k)^T W \Delta \phi(k),
\]

where \( R = \text{diag}(r, r), Q = \text{diag}(q, q), W = \text{diag}(w, w) \), and \( r, q, w \) are the design parameters to determine the operation.

Summarizing the above, Fig. 5 shows the block diagram of the entire proposed control system in detail. First, the reference trajectory \( \tilde{I}_m^r \) is calculated by the current reference generator using command value \( I_{com} \) and sensing parameters \( I_m(t_n) \). Second, state and adjoint equation calculators calculate state variables \( I_m(k) = [I_m(t_0), \ldots, I_m(N)] \) and adjoint variables \( \lambda(k) = [\lambda_{1}(k), \ldots, \lambda_{N}(k)] \) using initialized reference input vector \( \Delta \phi_{\text{horizon}}(0) \), the reference trajectory \( I_{ref, \text{horizon}} \), and measured parameters \( I_m(0) = I_m(t_n) \) and \( V_m(t_n) = V_m(t_n) \). The control input tracking calculator calculates the change of the control input \( \Delta \phi_{\text{horizon}}(k) \) that satisfies the optimal conditions as far as possible in each input update period by solving (12). Finally, at the next sample-and-hold timing \( t_n+1 \), the control inputs are updated by the initial term of the control input vector \( \Delta \phi(0) \).

### III. SIMULATIONS

In this section, the simulation results of the application of the control method are discussed. Section III-A describes the details behavior of the circuit operation applied with the method described in Section II. The design of each control parameter and the effect of the parameters on the circuit operations are verified. The following Section III-B verifies the validity of the control method by comparing the control methods when the DC-bus voltage changes.

#### A. PARAMETER DESIGN OF C/GMRES

Table 1 shows the basic parameter sets of the proposed control system. Control horizon \( N \) and update time of input vector \( \Delta t \) [s] strongly depend on the hardware configuration and implementation of the actual controller. In other words, \( N \) and \( \Delta t \) are determined by the limit of the controller resources. Also, \( \Delta t \), which includes the GMRES iteration calculations, determines the minimum calculation time interval so that other time variables are subordinate to \( \Delta t \). Note that \( \Delta t \) decides the response speed of the entire control system because the convergence speed of the integrator of the expanded system shown in Fig. 4 depends on the \( \Delta t \). Thus, the control response performance of the proposed method is strongly dependent on hardware performance, according to the above discussion. Based on the implementation results described later, the update time \( \Delta t \) was set to 500 \( \mu \)s, and the control horizon \( N \) was set to 5. The convergence coefficient \( \xi \) in (12) is proposed to
be defined as the $1/\Delta t$ to ensure the stability of numerical calculations [26]. In addition, the number of GMRES iterations $N_G$ was set to 2 since it is theoretically shown that $N_G$ should be equal to or greater than the dimension of the matrix being calculated [30].

The other parameters were derived based on simulations. The number of iterations $N_C$ was set to 4 based on the simulation described below. Consequently, the sampling period $\Delta \tau$ was derived to 2 ms, or sampling frequency $f_{\text{samp}}$ was derived to 500 Hz. The weighting factors $r$, $q$, and $w$ can be adjusted to match the desired response as parameters defining optimal operations. The operation of the control object is fundamentally determined based on the parameter ratios. In addition, it is known that the most robust condition is $w = 1$ from a disk margin theory [31]. Furthermore, basic ratios between input parameter $w$ and state parameters $r$, $q$ are derived from the open-loop gain of the control model (22). The open-loop gain determinant $\text{det}(G_{\text{open}})$ is expressed as the following equation at the operating point $\phi = 0$, where the determinant takes maximum value.

$$\text{det}(G_{\text{open}}) = \left| \frac{\partial I_{2m}}{\partial \phi_2} \right| \left| \frac{\partial I_{3m}}{\partial \phi_2} \right| \left| \frac{\partial I_{3m}}{\partial \phi_3} \right| = \frac{12 V}{\pi^3 f_{sw}^3 L}$$ (28)

From the terminal cost (26) and the stage cost (27), the fundamental ratios are expressed as the following equation.

$$r : q : w = \frac{1}{(\text{det}(G_{\text{open}}))^2} : \frac{1}{(\text{det}(G_{\text{open}}))^2} : 1$$ (29)

To verify the validity of the control parameters and to observe the behavior of the variables that are difficult to observe in the experiment, simulations were conducted under the condition that step command $(I_{2\text{com}}, I_{3\text{com}}) = (0, 2) [A]$ is input to the TAB converter. The parameters of the circuit elements in the simulation are the same as in the following experiment, as shown in Table 3.

Fig. 6(a) shows the time variation of the norm of the error matrix $F(U(t), I(t), t)$. When the norm $|F|$ equals zero, the optimal condition is satisfied according to (10). The value of the norm $|F|$ at each simulation step decreases as the number
TABLE 3. Specifications of a Prototype TAB Converter

| Parameter                             | Specification |
|---------------------------------------|---------------|
| Main controller board                 | DE 10-Standard|
| Switching device                      | SCTH35N65G2V (600 V 45 A) |
| Switching frequency                   | 100 kHz       |
| DC-bus voltage                        | V1 ~ V3       |
| Transformer winding ratio             | 1:1           |
| External inductance                   | L1, L2, L3    |
| DC-bus capacitor                      | 10.02, 9.99, 10.15 μH |
| Rated power of an inverter            | 1 kW          |

FIGURE 6. Transition of internal parameters of the proposed controller under a step response from \( (I_{2\text{com}}, I_{3\text{com}}) = (0, 0) \) to \( (2, 0) \) [A] at 0 ms when optimization iteration number \( N_C \) changes.

FIGURE 7. Current waveforms for step response comparison between with and without the compensator described in (25) when constant measurement error is imposed as \( \Delta V_2 = \Delta V_3 = -20 \) V against \( V_2 = V_3 = 100 \) V.

B. COMPARISON OF CONTROL METHODS

This section describes the simulation result of the comparison between control methods. Simple multi-loop PI control and the decoupling control methods established by previous research are compared to the proposed method. The decoupling method of C/GMRES iteration \( N_C \) increases from 1 to 4. In contrast, an increase in the number of iterations of \( N_C \) from 4 to 10 did not significantly affect the reduction of the norm. As \( N_C \) increases, the control response becomes slower because the finite calculation time is necessary for the actual system, unlike the simulation. Thus, \( N_C = 4 \) is a suitable parameter of iterations for the control system.

Figs. 6(b) and 6(c) show the transient response of \( \frac{d\phi}{dt} \) and \( I \) when the step current command is input. The convergence to the command value is faster with \( N_C = 4 \) compared to \( N_C = 1 \), where the norm of \( F \) is close to zero at each simulation time.

Simulation results are shown at the last of this section to verify the validity of the compensator (25). The parameters discussed above were selected for the simulation. Fig. 7 shows the current transient response when the step command \( (I_{2\text{com}}, I_{3\text{com}}) = (0, 2) \) [A] is input under the condition that the predictive calculation model has constant measurement errors in voltage \( V_2 \) and \( V_3 \), respectively. To make the difference clear between with and without the compensator, the error amounts \( (\Delta V_2, \Delta V_3) \) [V] are exaggeratedly set to 20% of each voltage \( (V_2, V_3) \).

As a result, constant offsets are observed in the current responses without the compensator because MPC has no output feedback mechanism. On the contrary, it is confirmed that the offset caused by the measurement error can be reduced in the current responses with the compensator as shown in Fig. 7. This result suggests the validities of the offset compensator not only for measurement error but also for modeling error because an effect of measurement error in the process of prediction calculation is equivalent to an effect of modeling error (e.g., error of leakage inductance \( \Delta L \)) in (20) and (21).
control method is an improved method of the multi-loop PI to solve the interference problem. The transient response of the proposed method is independent of the operating point because each current equally and asymptotically approaches the current command value according to the objective function (26) and (27). In contrast, the response of the decoupling compensator varies depending on the operating point. Thus, the comparison criteria are defined by the most advantageous conditions for the decoupling method. In other words, the control parameters of each control method are adjusted with the 2% settling time at the same operating point where the decoupler of the decoupling method is designed. In the previous research, it is clear that the decoupling effect enlarges when the current command value is set in the orthogonal direction \((I_{2\text{com}}, 0)\) or \((0, I_{3\text{com}})\) \cite{32}. In the following verifications, the transient responses are chosen where the effect of the decoupler is significant.

Fig. 8 shows the result of an adjustment of each control method. The 2%-settling time of each control method is adjusted with a step response when the current command \(I_{2\text{com}}, I_{3\text{com}}\) [A] is changed from \((0, 0)\) to \((2, 0)\) [A]. The parameters for the settling time adjustment are shown in Table 2. With these parameters, the transient response of multi-loop PI is accompanied by oscillations and overshoots, while the transient response of decoupling control is the ideal step response under the same settling time constraint. The proposed control method has intermediate performance between the two control methods:

- The transient responses of both the proposed and decoupling methods are similar for \(I_2\), whose command value changes in step.
- The transient response of the proposed method deteriorates than decoupling control for \(I_3\), whose command value is constant. These response characteristics are because the proposed method decreases the residual errors of the current references \(I_2\) and \(I_3\) simultaneously. In contrast, the residual error of the decoupling method does not occur at the operating point where the decoupler is designed.

Fig. 8 indicates that each current of the proposed method reaches the command value with a similar asymptotic waveform as results of optimization calculation with equal weighting factors for \(I_2\) and \(I_3\) in (26) and (27).

Fig. 9 shows transient responses when primary-side voltage changes from 100 V to 120 V with the adjustment parameters with constant current command \((I_{2\text{com}}, I_{3\text{com}}) = (0, 2)\) [A]. It is confirmed that the deviation of the current from the command value due to voltage variation is suppressed compared with the multi-loop PI control and decoupling control. The result shows that the proposed method compensates for the current deviation by feed-forward control using the voltage values as opposed to the other methods that operate as feedback operations. On the other hand, the fact is also shown that the response speed of the proposed method is as slow as the response speed of the feedback control methods despite the feed-forward control. The cause of this response speed deterioration are attributed to the integrator used to configure the expansion system shown in Fig. 4 in the proposed method. Direct calculation of the input phase-shift variables without the integrator or direct reference to input variables by table modeling is expected to improve the response speed, which will be conducted in future work.

At the last of this section, a simulation result shows that the calculation process of the proposed method is more stable than the decoupling method. The design of the decoupler is difficult under the specific voltage conditions that the voltage of the phase reference (e.g., primary side in this paper) comes close to 0 because a determinant of a matrix, which the inverse matrix of the nominal model acting as a decoupler, diverges. On the contrary, the calculation of the proposed method is numerically stable in such conditions because the calculations of the nominal model are achieved by only substituting the forward equation (20) and (21).

Fig. 10 shows the waveforms when current commands are changed when the primary voltage changes to 0 V. Current command \((I_{2\text{com}}, I_{3\text{com}})\) is set to \((1, 1)\) [A] at first, changed to \((2, 2)\) [A] and \((1, 1)\) [A] respectively when \(V_1\) begins to decline and after \(V_1\) becomes 0 V. The waveforms of Fig. 10 verify that
the current control can be achieved when the voltage changes. This result supports that the proposed method is numerically stable against voltage changes.

**IV. IMPLEMENTATION AND EXPERIMENTS**

In this section, the implementation of the proposed method and experimental results are explained. The experiments were conducted using a prototype TAB converter consisting of the circuit elements shown in Table 3. The control system for the experiments was implemented using FPGA as the central controller. Fig. 11 shows the entire implementation diagram of the control system.

As shown in Fig. 11(a), the main controller received the voltage and current values from sensors equipped with the TAB converter through each A/D converter. The gate signals are calculated by two soft-core CPU and RTL circuits implemented into the FPGA according to the proposed method, as shown in Fig. 11(b). The phase-shift as the control input is outputted through a D/A converter to observe the transient response. In the FPGA, one CPU calculates command values decided by the computer or the push switch, and the other
FIGURE 14. Experimental waveforms using the proposed current tracking control when the DC-bus voltages change.

(A) All voltages change at the same time when the current command is fixed to \((I_{2\text{com}}, I_{3\text{com}}) = (4, 1)\) [A].

(B) Each voltage changes individually when the current command is fixed to \((I_{2\text{com}}, I_{3\text{com}}) = (1, 2)\) [A].

V. CONCLUSION

A control system that can take voltage variation into the current tracking control model was constructed using the nonlinear model predictive control for the TAB converter. In the application process, steady-state transmission power and a discrete state-space model based on a first-order time delay model suitable for the control method are proposed. The simulations clarified that the proposed method improves current response during voltage variation and the validity of parameter design. The experiments also described the feasibility of the proposed method, which can design transient responses. These results contribute to the development of the application of real-time long-horizon MPC to power converter control.

Also, several issues that need to be resolved were identified. At first, the integrator of the expanded system and its update time restrict the response speed of the entire control system. In particular, this problem is a direct cause of the lack of significant improvement in control performance relative to the cost of implementation. Next, the band-type compensator cannot solve the periodic ripple in steady-state, although it shows a certain performance to the offset characteristic of MPC. Our next target is to improve the proposed method by solving these problems and applying long-horizon MPC to a TAB converter under the condition that the voltages continuously change.
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