Communication-Efficient Multimodal Split Learning for mmWave Received Power Prediction
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Abstract—The goal of this study is to improve the accuracy of millimeter wave received power prediction by utilizing camera images and radio frequency (RF) signals, while gathering image inputs in a communication-efficient and privacy-preserving manner. To this end, we propose a distributed multimodal machine learning (ML) framework, coined multimodal split learning (MultSL), in which a large neural network (NN) is split into two wirelessly connected segments. The upper segment combines images and received powers for future received power prediction, whereas the lower segment extracts features from camera images and compresses its output to reduce communication costs and privacy leakage. Experimental evaluation corroborates that MultSL achieves higher accuracy than the baselines utilizing either images or RF signals. Remarkably, without compromising accuracy, compressing the lower segment output by 16x yields 16x lower communication latency and 2.8% less privacy leakage compared to the case without compression.

Index Terms—Millimeter-wave communications, received power prediction, multi-modal deep learning, split learning.

I. INTRODUCTION

Wireless communication systems can benefit from peripheral data source information in addition to the radio frequency (RF) signal domain, such as location, motion sensory data, and camera images [1]–[5]. Incorporating these non-RF modalities can complement insufficient features in RF signals, enabling more accurate handover decisions [3], received power predictions [5], and so on. In view of this, in this letter we focus on the problem of millimeter-wave (mmWave) uplink received power prediction by efficiently integrating the received mmWave RF signal powers and depth camera images.

As shown by a prior work [5], depth image-based prediction exploiting machine learning (ML) reaches better accuracy by recognizing mobility blockage patterns to detect sudden changes between line-of-sight (LoS) and non-LoS conditions, which is hardly observable from received mmWave signal powers. By contrast, current received mmWave signal powers are useful for predicting short-term received power fluctuations for a given LoS or NLoS condition [6]. To reach their full potential, our goal is to fuse both RF received powers and depth images in an ML-based received power prediction.
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RF accuracy, compared not only to baseline schemes based solely (see Fig. 2), achieving higher communication efficiency while gradients (Fig. 1(c)). Before exchanging NN activations,

MultSL combines two different and do not consider communication efficiency. In contrast, RF and image modalities by only exchanging NN activations architecture [8], without sharing raw data, MultSL combines the aforementioned works focus on a single modality

The original SL framework in [8] combines NN activations and gradients that are generated from a single modality without exchanging raw data. In [11], to improve privacy guarantees in SL, the split NN is optimized to maximize the KL divergence between the distributions of raw health data and NN activations. The aforementioned works focus on a single modality and do not consider communication efficiency. In contrast, MultSL integrates NN activations originated from two different modalities and optimizes the split NN by compressing the last activations of depth images; thereby improving communication efficiency and privacy guarantees.

Related Works. For handover or positioning, RF-based received power or channel state information are utilized [9], [10]. For mmWave received power prediction, the prior study in [5] utilizes camera images. While the aforementioned works consider a single modality, the proposed MultSL utilizes both image and RF modalities for mmWave received power prediction, thereby achieving higher accuracy. Moreover, while the study in [5] does not take into account a communication efficiency and privacy in gathering images, MultSL integrates image and RF modalities in a communication-efficient and privacy-preserving manner by leveraging a novel split learning (SL) framework.

We notice that increasing the pooling dimension $w_w \times w_H$ in the convolutional layer, i.e., the compression intensity of the convolutional layer output, is suitable for reducing both the latency and privacy leakage. Given that the pooling dimension is $w_w \times w_H$, and pooling regions are non-overlapping (i.e., the horizontal and vertical strides are $N_w/w_w$ and $N_H/w_H$, respectively), the number of pixels to be forwarded to the BS is $L N_w N_H/w_w w_H$ as shown in Fig. 1(c). Thus, the payload size of FP signals and the consequent over-the-air latency for transmitting them can be reduced by increasing the pooling dimension. Moreover, the privacy leakage may be reduced by the increase of pooling dimension since compressed images make it harder to see what the images reflect (as depicted in Fig. 2). In the next section, we experimentally demonstrate that an increasing pooling dimension yields a smaller latency and privacy leakage.

II. MULTSL FOR FUTURE RECEIVED POWER PREDICTION

The MultSL structure is illustrated in Fig. 1(c), in which a convolutional long short-term memory (LSTM) NN is split and distributed across a UE and its associated BS. In Fig. 1(c), $k \in \mathbb{N}$ denotes the time index, $x_k$ denotes the observed image, $P_k$ denotes the corresponding received power in the uplink signal, and $\tau$ denotes the time-interval between successive images. The UE is equipped with a depth camera whose captured images $x_{k-L+1}, x_{k-L+2}, \ldots, x_k$ are processed by convolutional layers and then uploaded to the BS, where $L$ denotes the length of an image sequence. The BS stores an LSTM layer where the uploaded images are integrated with the uplink mmWave RF signal powers $P_{k-L+1}, P_{k-L+2}, \ldots, P_k$ received by the BS. By processing the integrated image and RF data at the last fully connected layer, the BS can predict its future mmWave received power $P_{k+T/\tau}$ with a look-ahead time $T$.

For training MultSL, the UE sends the output of its convolutional layers, termed a forward propagation (FP) signal to the BS. Based on the FP signal, the BS subsequently calculates the gradients of the weight parameters in its own NN and sends the gradients, termed a backward propagation (BP) signal, back to the UE. Finally, based on the BP signal, the UE updates the weight parameters of the convolutional layers.

The communication of the FP/BP signals is performed over a wireless channel. In this letter, we consider that the FP/BP signals are transmitted via the mmWave channel over which the aforementioned uplink signals are transmitted to achieve smaller transmission delay through exploiting a wider bandwidth in the mmWave channel. Section IV further details the mmWave communication channel.

MultSL is compared with two baselines based solely on a single-modality as shown in Figs. 1(a) and 1(b). The former baseline termed as RF is based only on consecutive received powers in which the LSTM layer and fully connected layer are located at the BS, and training is performed at the BS. The latter baseline, termed as Imq is based only on consecutive images, in which the entire NN is split similarly in MultSL.

III. COMPRESSION OF CNN OUTPUT VIA POOLING TOWARDS COMMUNICATION EFFICIENCY AND PRIVACY PRESERVATION

In addition to prediction accuracy, MultSL involves the following two key metrics: over-the-air latency for transmitting FP signals and data privacy [8]. Hence, it is important to optimize the operation of MultSL such that both latency and privacy leakage are minimized without compromising the prediction accuracy.

We notice that increasing the pooling dimension $w_w \times w_H$ in the convolutional layer: i.e., the compression intensity of the convolutional layer output, is suitable for reducing both the latency and privacy leakage. Given that the pooling dimension is $w_w \times w_H$, and pooling regions are non-overlapping (i.e., the horizontal and vertical strides are $N_w/w_w$ and $N_H/w_H$, respectively), the number of pixels to be forwarded to the BS is $L N_w N_H/w_w w_H$ as shown in Fig. 1(c). Thus, the payload size of FP signals and the consequent over-the-air latency for transmitting them can be reduced by increasing the pooling dimension. Moreover, the privacy leakage may be reduced by the increase of pooling dimension since compressed images make it harder to see what the images reflect (as depicted in Fig. 2). In the next section, we experimentally demonstrate that an increasing pooling dimension yields a smaller latency and privacy leakage.

![Fig. 2. Raw depth-images and output images of trained convolutional layers](image-url)
A. Setting

Datasets. The prediction accuracy achieved by the proposed MultSL is evaluated using the data set of received powers and depth images [5]. The experimental environment is shown in Fig. 3. We deployed a transmitter (TX), receiver (RX), and camera. As the TX, we utilized a commercial product of IEEE 802.11ad access points. As the RX, we utilized the measurement system developed in [12]. The usage of this measurement system is because it is validated to be capable of measuring the time-variance of the mmWave received powers due to moving obstacles, which is essential to train the NN models in Fig. 1 [5]. The TX transmits signals at the carrier frequency of 60.48 GHz towards the RX, and two pedestrians walk across the path between the TX and RX. The camera (Kinect sensor [13]) obtains depth images viewing the two pedestrians with the resolution of 512 × 480 and with the interval of successive image frames τ of 33.3 ms. The obtained images are compressed to have a pixel resolution of NW × NH = 40 × 40. The details of the measurement are discussed in [5].

Training, Validation, and Test. The training, validation, and test are performed with datasets that differ from one another. It is noted that the validation is performed during training to monitor the prediction accuracy while preventing overfitting. The test is performed after training to evaluate the final performance of the trained model. The procedures are both commonly performed in ML [14]. Let k ∈ K denote the time-index of the image and received power samples obtained in the aforementioned measurement with K = {1, 2, . . . , 15325}. We perform training, validation, and test with samples whose time-index is in the index set Ktrain, Kvalid, and Kenst, respectively, where Ktrain ∪ Kvalid ∪ Kenst = K. In this evaluation, the ratio of |Ktrain| and |Kvalid| is set as 75% and 25%, respectively, and that of |Ktrain| and |Kdiff| is set as 80% and 20%, respectively; hence, Ktrain = {1, 2, . . . , 9928}, Kvalid = {9929, 9930, . . ., 13228}, and Ktest = {9929, 9930, . . ., 15325}.

The training is performed such that the mean square error (MSE) between the predicted and actual received powers is minimal. Let the actual received power at the time-index k be denoted by Pk. Given the measured time-varying received power values. We use the shorthand notations [k] to denote the interval [(k − 1)τ, kτ) for k ∈ K, where τ = 33.3 ms denotes the interval between the successive received power samples. Given that the pooling is performed with the pooling dimension of NW × WH, the latency for transmitting FP signals within the interval [k] is denoted by TFP[k] and is calculated as follows:

\[
TFP[k] = \frac{L(NW/WH)(NW/WH)R}{W \log_2(1 + P_k/\sigma^2 W)},
\]

where \(\sigma^2 = -173 \text{ dBm/Hz} \) denotes the noise power spectral density, R = 32 denotes the number of bits for one pixel, and W = 40 MHz is the measurement bandwidth. Likewise, the
latency for transmitting BP signals within the interval \([k]\) is denoted by \(T_{\text{BP}}[k]\) and is calculated as follows:

\[
T_{\text{BP}}[k] = \frac{N_{\text{layer2}} R'}{W \log_2(1 + P_k / \sigma^2 W)},
\]

where \(N_{\text{layer2}} = 576\) denotes the number of weights in the upper convolutional layer, and \(R' = 32\) denotes the number of bits required for representing the BP gradients. The time duration during which a stochastic gradient step is performed is \(T_{\text{step}}[k]\) and is given by \(T_{\text{BP}}[k] + T_{\text{TP}}[k] + T_{\text{comp}}\), where \(T_{\text{comp}}\) is the sum of time duration for calculating the FP/BP signals.

It should be noted that the training speed is affected by \(T_{\text{step}}[k]\), and we also evaluate the impact of the pooling dimension on the training speed. For that, we calculate the number of bits required for representing the BP gradients. The time duration during which a stochastic gradient step is performed, \(T_{\text{comp}}\), is calculated as follows:

\[
T_n = \sum_{k=1}^{k_n-1} T_{\text{step}}[k] + \left(n - \sum_{k=1}^{k_n-1} N[k] + 1\right) T_{\text{step}}[k_n].
\]

**Privacy Leakage Level.** As the convolutional layer output becomes more similar to the input images, privacy is increasingly violated. Thus, we quantify the privacy leakage level with the inverse of the similarity between each raw image sample \(x_k\) and its CNN output. Let \(\phi(x_k)\) denote the CNN output resized such that it involves the same number of pixels as that in \(x_k\) via nearest neighbor interpolation. For measuring a similarity between \(x_k\) and \(\phi(x_k)\), the Euclidean-distance multidimensional scaling algorithm \([16]\) is utilized, where the low-dimensional representations of these images are embedded to an Euclidean-space, and the similarity between these images is quantitatively represented by the Euclidean-distance. Given the measured distance \(d(x_k, \phi(x_k))\), the privacy leakage is given as: \(1 / \max_{x_k \in \mathcal{K}_{\text{val}}} d(x_k, \phi(x_k))\).

**C. Results and Discussions**

**Validation Accuracy in Training.** We analyze the impact of the pooling dimension on the validation accuracies during training. Fig. 4 shows the time progress of the validation accuracy in RMSE in training. In \(\text{Img+RF}\) and \(\text{Img}\), the pooling dimensions of \(4\times4\) and \(1\times1\) were examined. The computation time \(T_{\text{comp}}\) in either \(\text{Img+RF}\) and \(\text{Img}\) was \(1\) ms while that in \(\text{RF}\) was \(0.21\) ms. The computation time \(T_{\text{comp}}\) in \(\text{Img+RF}\) and \(\text{Img}\) are same within the measurable accuracy (at second decimal digit); hence we treated \(T_{\text{comp}}\) as the same value as \(1\) ms in Fig. 4. The computation time is obtained by measuring the time-duration during which the aforementioned GPU computes updates of all model parameters in a stochastic gradient descent step. In the pooling dimension of \(4\times4\), the improvement in RMSE is faster compared to the training with the pooling dimension of \(1\times1\). This is attributed to the shorter \(T_{\text{TP}}[k]\) in the pooling dimension of \(4\times4\) relative to that in \(1\times1\), wherein more stochastic gradient descent steps can be performed within a certain period. The model in \(\text{RF}\) can be trained \(8\times\) faster than that in either \(\text{Img+RF}\) and \(\text{Img}\) with the pooling dimension of \(4\times4\). This faster training is because the training in \(\text{RF}\) does not involve communication of FP/BP signals, i.e., \(T_{\text{TP}}[k] = T_{\text{BP}}[k] = 0\), \(\forall k \in \mathcal{K}\). However, the RMSE reaches approximately \(3.7\) dB, which corresponds to the poorer prediction performance compared to \(\text{Img+RF}\) and \(\text{Img}\) wherein the RMSE ranges from \(2.7\) dB to \(3.0\) dB.

**Prediction after training.** We showed that the received powers predicted by \(\text{Img+RF}\) match the actual received powers better than the \(\text{Img}\) and \(\text{RF}\) baselines. Fig. 5(a) shows the time series of the actual received powers and of the received powers predicted 120 ms prior to the actual powers were observed. In \(\text{Img+RF}\) and \(\text{Img}\), the models with the pooling dimensions of \(4\times4\) and \(40\times40\) are examined as an example. First, \(\text{RF}\) did not match the ground truth as accurately as \(\text{Img+RF}\) and \(\text{Img}\) in particular \(\text{NLoS}\) conditions. Focusing on \(\text{LoS}\) conditions (a zoomed-in view in Fig. 5(a)), \(\text{Img+RF}\) matches the ground truth more accurately than \(\text{Img}\), which corresponds to the same computation time within the measurable accuracy is due to a much higher computational complexity in the convolutional layers shared between \(\text{Img+RF}\) and \(\text{Img}\) compared to one in the other upper layers. By counting the multiplying operation in a forward propagation, we can see that the computational complexity in the convolutional layers is approximately \(10\)–\(100\) higher than that in the other upper layers. Hence, the computation in the convolutional layers is dominant, and this is the reason for the almost same computation time.

---

1The same computation time within the measurable accuracy is due to a much higher computational complexity in the convolutional layers shared between \(\text{Img+RF}\) and \(\text{Img}\) compared to one in the other upper layers. By counting the multiplying operation in a forward propagation, we can see that the computational complexity in the convolutional layers is approximately \(10\)–\(100\) higher than that in the other upper layers. Hence, the computation in the convolutional layers is dominant, and this is the reason for the almost same computation time.
advantage of Img+RF over Img. This is also quantitatively validated in Fig. 5(b) showing the RMSE in LoS, NLoS, and LoS-NLoS-transition conditions in the time-duration in Fig. 5(a), where we can see that the RMSE in Img+RF under a LoS condition is smaller than that in Img. This can be attributed to the invariance of received powers under LoS conditions. In LoS conditions, the input of current received powers in Img+RF exhibits a value similar to future received power values and can be considerably informative in terms of predicting the future received power values. Hence, Img+RF predicted future received power values more accurately under LoS conditions than Img.

Test Accuracy vs. Latency and Privacy Leakage. Fig. 6 shows the impact of the pooling dimension on the RMSE and communication costs during inference. Drawing an inference requires a single FP transmission whose payload size is calculated by $L(N_H/w_H)(N_W/w_W)R$. The FP communication cost is monotonically decreased with the pooling dimension, and is minimized when the UE output is maximally compressed (i.e., $40 \times 40$ pooling dimension). By contrast, the prediction accuracy is convex-shaped over the pooling dimension. The maximum accuracy (i.e., minimum RMSE) is achieved when the UE output is 93% compressed (i.e., $4 \times 4$ pooling dimension), at which both accuracy and communication efficiency are improved compared to the case without compression (i.e., $1 \times 1$ pooling dimension). This counter-intuitive result is because the very large UE output dimension makes the LSTM layer biased instead towards the image sequences while almost ignoring the received power sequences, highlighting the importance of balancing image and RF modalities.

In Fig. 7, we investigate the impact of pooling dimension on the privacy leakage level as well as the uplink latency for uploading the FP signals. As the pooling dimension becomes larger, the raw image is converted to one with the smaller pixel resolutions as depicted in Fig. 2, which yields the lower latency and privacy leakage. Specifically, in the pooling dimension of $4 \times 4$, uplink latency and privacy leakage are reduced by 93% and 2.8%, respectively compared to the case of pooling dimension of $1 \times 1$ (i.e., without compressing the convolutional layer output).

V. CONCLUSIONS

In this letter, we proposed MultiSL in which a convolutional LSTM is split into two wirelessly connected segments to utilize both image and RF modalities for future mmWave received power prediction. With a single pair of image and RF signal sources, we demonstrated that optimally compressing the image segment’s output dimension reduces communication payload sizes and privacy leakage without compromising the prediction accuracy. Seeking an optimal MultiSL architecture for multiple image and RF signal sources under a generic network topology could be an interesting topic for future work.
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