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Abstract

We study the injectivity and surjectivity of the Borel map in three instances: in Roumieu-Carleman ultraholomorphic classes in unbounded sectors of the Riemann surface of the logarithm, and in classes of functions admitting, uniform or nonuniform, asymptotic expansion at the corresponding vertex. These classes are defined in terms of a log-convex sequence $\mathbb{M}$ of positive real numbers. Injectivity had been solved in two of these cases by S. Mandelbrojt and B. Rodríguez-Salinas, respectively, and we completely solve the third one by means of the theory of proximate orders. A growth index $\omega(\mathbb{M})$ turns out to put apart the values of the opening of the sector for which injectivity holds or not. In the case of surjectivity, only some partial results were available by J. Schmets and M. Valdivia and by V. Thilliez, and this last author introduced an index $\gamma(\mathbb{M})$ (generally different from $\omega(\mathbb{M})$) for this problem, whose optimality was not established except for the Gevrey case. We considerably extend here their results, proving that $\gamma(\mathbb{M})$ is indeed optimal in some standard situations (for example, as far as $\mathbb{M}$ is strongly regular) and puts apart the values of the opening of the sector for which surjectivity holds or not.
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1 Introduction

In 1886, H. Poincaré boosted the mathematical interest in formal (usually divergent) power series by introducing the notion of asymptotic expansion, which is a kind of Taylor expansion which provides successive approximations: a complex function $f$, holomorphic on a sector $S = \{ z \in \mathbb{C} : 0 < |z| < r, a < \arg(z) < b \}$, admits the complex formal power series $\hat{f} = \sum_{p=0}^{\infty} a_p z^p$ as its (uniform) asymptotic expansion at the origin if for every $p \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$ there exists a positive constant $C_p$ such that for every $z \in S$ one has

$$|f(z) - \sum_{n=0}^{p-1} a_n z^n| \leq C_p |z|^p,$$

and we write $f \in \tilde{A}(S)$. In this context it is natural to consider the asymptotic Borel map $\tilde{B} : \tilde{A}(S) \to \mathbb{C}[z]$ sending a function $f$ into its asymptotic expansion $\hat{f}$.

In 1916, J. F. Ritt showed that this map is surjective for any sector $S$, while it is never injective (given a sector bisected by direction 0, the exponential $\exp(-z^{-\alpha})$, $\alpha > 0$, is a nontrivial flat, i.e., asymptotically null, function for a suitable choice of $\alpha$). Hence, given a formal power
series \( \hat{f} \) and a sector \( S \), it is in general hopeless to try to assign a well-defined sum to it, in the sense that there is not a unique holomorphic function in \( S \) asymptotic to \( \hat{f} \).

Crucial and original advances were produced in this sense during the 1970’s with the works of J. P. Ramis [22] [23]. He noted that, although the formal power series solutions to differential equations are frequently divergent, under fairly general conditions the rate of growth of their coefficients is not arbitrary. Indeed, a remarkable result of E. Maillet [17] in 1903 states that for any solution \( \hat{f} = \sum_{p \geq 0} a_p z^p \) of an analytic differential equation there will exist \( C, A, k > 0 \) such that \( |a_p| \leq CA^p(p!)^{1/k} \) for every \( p \in \mathbb{N}_0 \). Inspired by this fact, Ramis introduces and studies the notion of \( k \)--summability, that rests on classical results by G. N. Watson and R. Nevanlinna and generalizes Borel’s summability method. His developments are based on a modification of Poincaré’s asymptotic expansion where the growth of the constant \( C_p \) in (1) is made explicit in the form \( C_p = CA^p(p!)^{1/k} \) for some \( A, C > 0 \), what entails the same kind of estimates for the coefficients \( a_p \) in \( \hat{f} \). The sequence \( M_{1/k} = (p!^{1/k})_{p \in \mathbb{N}_0} \) is the Gevrey sequence of order \( 1/k \), \( f \) is said to be \( 1/k \)--Gevrey asymptotic to \( \hat{f} \) (denoted by \( f \in \widetilde{A}_{M_{1/k}}(S) \)), and \( \hat{f} \), because of the estimates satisfied by its coefficients, is said to be a \( 1/k \)--Gevrey series (\( \hat{f} \in \mathbb{C}[[z]]_{M_{1/k}} \)).

The Borel map, defined in this case from \( \widetilde{A}_{M_{1/k}}(S) \) to \( \mathbb{C}[[z]]_{M_{1/k}} \), is surjective if and only if the opening of the sector \( S \) is smaller than or equal to \( \pi/k \) (Borel-Ritt-Gevrey Theorem), and it is injective if and only if the opening is greater than \( \pi/k \) (Watson’s Lemma). So, in this well-known Gevrey case it turns out that \((0, \infty)\) splits as the disjoint union of the intervals of surjectivity and injectivity.

However, motivated by the study of summability of formal power series solutions to different kind of equations, it is interesting to deal with \( M \)--asymptotic expansions, whose estimates in (1) correspond to a constant \( C_p = CA^pM_p \) for some \( A, C > 0 \) and for a suitable sequence \( M = (M_p)_{p \in \mathbb{N}_0} \) of positive real numbers. Such estimates then hold also for the coefficients of the power series involved in (1), and the corresponding class of formal power series is denoted by \( \mathbb{C}[[z]]_M \). The main aim of this paper is to widen the knowledge of injectivity and surjectivity results for the Borel map in this general context.

One should emphasize that one may consider three closely related, so-called ultraholomorphic classes of functions in a sector \( S \) of the Riemann surface of the logarithm: the class \( A^\infty_M(S) \) of holomorphic functions with uniform asymptotic expansion in \( S \); the class \( \widetilde{A}_M(S) \) consisting of holomorphic functions with nonuniform asymptotic expansion in \( S \), meaning that (1) holds for \( C_p(T) = C_T A^pM_p \) on every proper bounded subsector \( T \) of \( S \) (instead of uniformly on \( S \)), where \( C_T, A_T > 0 \) depend on the subsector; and, finally, the class \( A_{M}(S) \) of functions for which there exists \( A = A(f) > 0 \) such that

\[
\sup_{z \in S, p \in \mathbb{N}_0} \frac{|f^{(p)}(z)|}{A^{p}p!M_p} < \infty.
\]

In order to guarantee some stability properties for these classes, and to avoid trivial situations, we will always assume that \( M \) is a weight sequence, that is, a logarithmically convex sequence such that its sequence of quotients of consecutive terms, \( m = (m_p = M_{p+1}/M_p)_{p \in \mathbb{N}_0} \), tends to infinity. Moreover, since the problems under study do not depend on the bisecting direction of the sector, we will mainly work with sectors \( S \), bisected by the direction \( d = 0 \) and with opening \( \pi \gamma \).

Injectivity and surjectivity of the Borel map for the corresponding ultradifferentiable classes, consisting of smooth functions on intervals of the real line subject to uniform estimates for their derivatives, have been fully characterized: The Denjoy-Carleman theorem (see, for example, [17]) characterizes injectivity or, in other words, the quasianalyticity of the corresponding classes,
while the results of H.-J. Petzsche \cite{20} prove that the surjectivity amounts to a so-called ‘strong nonquasianalyticity’ condition for $\tilde{\mathcal{M}}$. As the terminology suggests, the Borel map in this case is never bijective.

Regarding the ultraholomorphic framework, the injectivity for the classes $\tilde{\mathcal{A}}^{\beta}_c(S)$ and $\mathcal{A}_c(S)$ was completely solved, respectively, by S. Mandelbrojt \cite{15} and B. Rodríguez-Salinas \cite{21} in the 1950’s (see Section 3), but the rest of the information was far from being complete.

The results of S. Mandelbrojt and B. Rodríguez-Salinas suggested the introduction of a growth index $\omega(\mathcal{M})$, initially given by the second author \cite{25} for strongly regular sequences (i.e. those logarithmically convex, strongly nonquasianalytic and of moderate growth, see Definition \ref{Def. growth index}), which puts apart the openings of quasianalyticity from those of nonquasianalyticity for the three ultraholomorphic classes considered. Nevertheless, in general it remained open the question about the quasianalyticity of the class $\tilde{\mathcal{A}}_m(S_{\omega(\mathcal{M})})$, that is, for sectors of optimal opening $\pi \omega(\mathcal{M})$.

A first and partial solution to this situation relies on the concept of proximate order, available since the 1920s and extremely useful in the theory of growth of entire functions, and on some related results of L. S. Maergoiz \cite{16} in 2001: if we define the auxiliary functions $\omega_d(t) = \sup_{p \in \mathbb{N}_0} \log(t^p/M_p)$ and $d_{\mathcal{M}}(t) := \log(\omega_{\mathcal{M}}(t))/\log(t)$ associated with $\mathcal{M}$, it was shown in \cite{25} that, whenever $\mathcal{M}$ is strongly regular and $d_{\mathcal{M}}(t)$ is a nonzero proximate order, one is able to produce nontrivial flat functions in $S_{\omega(\mathcal{M})}$, and a generalized version of Watson’s Lemma is available. Indeed, it was observed that, for the previous arguments to work, $d_{\mathcal{M}}$ need not be a nonzero proximate order, but rather be close enough to one such order (we say $\mathcal{M}$ admits a nonzero proximate order, see Theorem \ref{Thm. surjectivity}). It is then natural to ask oneself whether every strongly regular sequence admits a nonzero proximate order, and the authors found a negative answer in \cite{10} Examples 4.16 and 4.18. So, the quasianalyticity of $\tilde{\mathcal{A}}_m(S_{\omega(\mathcal{M})})$ remained open in some cases.

As said before, for the surjectivity only very partial information was available. After the aforementioned Borel-Ritt-Gevrey Theorem in 1978, and by applying techniques from the ultradifferentiable setting, V. Thilliez \cite{28} proved in 1995 that for the Gevrey class $\mathcal{A}_{\mathcal{M}_\alpha}(S_\gamma)$ one has surjectivity if and only if $\gamma < \alpha$, and gave a linear and continuous extension from $\mathbb{C}[[z]]_{\mathcal{M}_\alpha,A}$ to $\mathcal{A}_{\mathcal{M}_{\alpha,d\lambda}}(S_\gamma)$ for every $\lambda > 0$, where $d > 0$ depends only on $\alpha$ and $\gamma$. In 2000 J. Schmets and M. Valdivia \cite{27}, by working with some nonclassical ultradifferentiable classes $\mathcal{E}_{\tau,\mathcal{M}}, \mathcal{N}_{\tau,\mathcal{M}}$ and $\mathcal{L}_{\tau,\mathcal{M}}$ (see Subsection 4.1 for more details), obtained some consequences of surjectivity of the asymptotic Borel map for a general weight sequence $\mathcal{M}$ in the Roumieu and Beurling cases and, in particular, characterized the existence of linear and continuous global extension from $\mathbb{C}[[z]]_{\mathcal{M}}$ to $\mathcal{A}_{\mathcal{M}}(S)$ for any sector $S$ (which is much more demanding than surjectivity) as long as the weight sequence satisfies the property of derivation closedness, namely there exists $A > 0$ such that $M_{p+1} \leq A^{p+1}M_p$ for every $p \in \mathbb{N}_0$. In 2003, V. Thilliez \cite{29} improved their results for strongly regular sequences. He introduced the index $\gamma(\mathcal{M})$, which for such sequences is always a positive real, and showed that for $0 < \gamma < \gamma(\mathcal{M})$, $\overline{B} : \mathcal{A}_m(S_\gamma) \to \mathbb{C}[[z]]_{\mathcal{M}}$ is surjective and not injective, and again obtained right inverses for the Borel map with a control on the type appearing in the estimates, see Theorem \ref{Thm. main}. This theorem was reproved by A. Lastra, S. Malek and the second author \cite{14} using the technique of the truncated Laplace transform with a suitable kernel. Finally, in \cite{25} Theorem 6.1 the second author generalized the Borel–Ritt–Gevrey theorem for strongly regular sequences such that the auxiliary function $d_{\mathcal{M}}$ is a proximate order (or, less demanding, sequences admitting a nonzero proximate order): the Borel map $\overline{B} : \tilde{\mathcal{A}}_m(S_\gamma) \to \mathbb{C}[[z]]_{\mathcal{M}}$ is surjective if and only if $0 < \gamma \leq \omega(\mathcal{M})$.

So, some important issues arose:

(i) First, for the sequences appearing in applications the indices $\gamma(\mathcal{M})$ and $\omega(\mathcal{M})$ always
coincide, but only \( \gamma(M) \leq \omega(M) \) seemed to hold in general. The authors could prove in [10, Example 4.18] that these values may be different even for strongly regular sequences.

(ii) The admissibility of a nonzero proximate order, which happens to hold for most sequences appearing in applications, has some important consequences for a weight sequence \( M \): It will be strongly regular and \( \gamma(M) = \omega(M) \) (see [10, Remark 4.15], also [8]). So, these two different indices were hidden as being just one. Moreover, it is not strange that both indices have appeared in the different statements of Thilliez and the second author related to surjectivity.

(iii) Since the value of \( \omega(M) \) has been shown to be crucial for injectivity, one should decide whether \( \gamma(M) \) is really putting apart the values of surjectivity from those of nonsurjectivity, and so Thilliez’s result is optimal in this sense.

After Section 2 dedicated to the necessary preliminaries, Section 3 is devoted to solving the injectivity problem. Our first important result in this paper, Theorem 3.15, will show that even the aforementioned assumption of admissibility for \( M \) may be skipped thanks again to the theory of proximate orders and regular variation, concluding that the classes \( \tilde{A}_M(S_{\omega(M)}) \) are always nonquasianalytic. Moreover, with the help of the quasianalyticity results, we show in Theorem 3.17 that the Borel map is never bijective, as it occurred for ultradifferentiable classes.

Our results regarding surjectivity are gathered in Section 4. We start by showing (Lemma 4.5) that for arbitrary weight sequences, surjectivity for any opening requires \( \gamma(M) > 0 \) or, in other words, \( M \) has to be strongly nonquasianalytic. Without any other assumption on \( M \), no result stating the surjectivity of the Borel map is available, but we may give some information on the maximal possible opening for which surjectivity could occur by resting on results by Schmets and Valdivia [27] and on the use of suitable Borel-like integral transforms, see Theorems 4.10 and 4.14 (in the second case, by imposing also (dc), see Table 3).

Finally, in Subsection 4.3 we concentrate in the case of strongly regular sequences \( M \) and prove, by some ramification arguments, that the results of Thilliez are optimal, in the sense that the index \( \gamma(M) \) is really the critical value putting apart the openings of surjectivity from those of nonsurjectivity (although, in some situations, the limiting case \( S_{\gamma(M)} \) is still an open problem, see Table 4). In Remark 4.21 we comment on the implications of the fact that \( \gamma(M) < \omega(M) \) concerning the Borel map \( \tilde{B} \).

We conclude analyzing if the value \( \gamma(M) \) belongs to these intervals or not in case the sequence is even better behaved and satisfies, for example, \( \gamma(M) = \omega(M) \), or even the stronger condition of admitting a nonzero proximate order (see Table 5).

2 Preliminaries

2.1 Notation

We set \( \mathbb{N} := \{1, 2, \ldots\} \), \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). \( \mathcal{R} \) stands for the Riemann surface of the logarithm, and \( \mathbb{C}[[z]] \) is the space of formal power series in \( z \) with complex coefficients. For \( \gamma > 0 \), we consider unbounded sectors bisected by direction 0,

\[
S_{\gamma} := \{ z \in \mathcal{R} : |\arg(z)| < \frac{\gamma \pi}{2} \}
\]

or, in general, bounded or unbounded sectors

\[
S(d, \alpha, r) := \{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2}, \ |z| < r \}, \quad S(d, \alpha) := \{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2} \}
\]
with bisecting direction \( d \in \mathbb{R} \), opening \( \alpha \pi \) and (in the first case) radius \( r \in (0, \infty) \).

A sectorial region \( G(d, \alpha) \) with bisecting direction \( d \in \mathbb{R} \) and opening \( \alpha \pi \) will be a connected open set in \( \mathcal{R} \) such that \( G(d, \alpha) \subset S(d, \alpha) \), and for every \( \beta \in (0, \alpha) \) there exists \( \rho = \rho(\beta) > 0 \) with \( S(d, \beta, \rho) \subset G(d, \alpha) \). We simply write \( G_{\alpha} \) for any sectorial region bisected by direction \( d = 0 \) and opening \( \alpha \pi \). In particular, sectors are sectorial regions.

A bounded (respectively, unbounded) sector \( T \) is said to be a proper subsector of a sectorial region \( G \) (resp. of an unbounded sector \( S \)), and we write \( T \ll G \) (resp. \( T \ll S \)), if \( T \subset G \) (where the closure of \( T \) is taken in \( \mathcal{R} \), and so the vertex of the sector is not under consideration).

### 2.2 Sequences and associated functions

In what follows, \( \mathbb{M} = (M_p)_{p \in \mathbb{N}_0} \) will always stand for a sequence of positive real numbers, and we will always assume that \( M_0 = 1 \). The following properties for such a sequence will play a role in this paper.

**Definition 2.1.** We say that:

1. \( \mathbb{M} \) is *logarithmically convex* (for short, (lc)) if
   \[
   M_p^2 \leq M_{p-1}M_{p+1}, \quad p \in \mathbb{N}.
   \]

2. \( \mathbb{M} \) is stable under differential operators or satisfies the *derivation closedness condition* (briefly, (dc)) if there exists \( D > 0 \) such that
   \[
   M_{p+1} \leq D^{p+1}M_p, \quad p \in \mathbb{N}_0.
   \]

3. \( \mathbb{M} \) is of, or has, *moderate growth* (briefly, (mg)) whenever there exists \( A > 0 \) such that
   \[
   M_{p+q} \leq A^{p+q}M_pM_q, \quad p, q \in \mathbb{N}_0.
   \]

4. \( \mathbb{M} \) is *nonquasianalytic* (for short, (nq)) if
   \[
   \sum_{k=0}^{\infty} \frac{M_k}{(k+1)M_{k+1}} < \infty.
   \]

5. \( \mathbb{M} \) satisfies the *strong nonquasianalyticity condition* (for short, (snq)) if there exists \( B > 0 \) such that
   \[
   \sum_{q=p}^{\infty} \frac{M_q}{(q+1)M_{q+1}} \leq B \frac{M_p}{M_{p+1}}, \quad p \in \mathbb{N}_0.
   \]

According to V. Thilliez [29], if \( \mathbb{M} \) is (lc), has (mg) and satisfies (snq), we say that \( \mathbb{M} \) is strongly regular.

Obviously, (mg) implies (dc), and (snq) implies (nq).

**Definition 2.2.** For a sequence \( \mathbb{M} \) we define the *sequence of quotients* \( \mathbb{m} = (m_p)_{p \in \mathbb{N}_0} \) by

\[
m_p := \frac{M_{p+1}}{M_p}, \quad p \in \mathbb{N}_0.
\]
Remark 2.3. The sequence of quotients $m$ is nondecreasing if and only if $M$ is (lc). In this case, it is well-known that $(M_p^{1/p})_{p \in \mathbb{N}}$ is nondecreasing, and $\lim_{p \to \infty} (M_p^{1/p}) = \infty$ if and only if $\lim_{p \to \infty} m_p = \infty$.

We will restrict from now on to (lc) sequences $M$ such that $\lim_{p \to \infty} m_p = \infty$, which will be called weight sequences (the last assumption is included in order to avoid trivial situations, see for example Remark 2.12). It is immediate that if $M$ is (lc) and (snq), then $M$ is a weight sequence.

Example 2.4. We mention some interesting examples. In particular, those in (i) and (iii) appear in the applications of summability theory to the study of formal power series solutions for different kinds of equations.

(i) The sequences $M_{\alpha,\beta} := (p^{t\alpha} \prod_{m=0}^{p} \log^{\beta} (e + m))_{p \in \mathbb{N}_0}$, where $\alpha > 0$ and $\beta \in \mathbb{R}$, are strongly regular (in case $\beta < 0$, the first terms of the sequence have to be suitably modified in order to ensure (lc)). In case $\beta = 0$, we have the best known example of strongly regular sequence, $M_\alpha := M_{\alpha,0} = (p^{t\alpha})_{p \in \mathbb{N}_0}$, called the Gevrey sequence of order $\alpha$.

(ii) The sequence $M_{\alpha,0} := (\prod_{m=0}^{p} \log^\beta (e + m))_{p \in \mathbb{N}_0}$, with $\beta > 0$, is (lc), (mg) and $m$ tends to infinity, but (snq) is not satisfied.

(iii) For $q > 1$, $M_q := (q^{p^2})_{p \in \mathbb{N}_0}$ is (lc) and (snq), but not (mg).

For weight sequences, the auxiliary functions $\omega_M(t)$ and $h_M(t)$, already appearing in the works of S. Mandelbrojt [18], H. Komatsu [12] or V. Thilliez [29], play an important role. The map $h_M : [0, \infty) \to \mathbb{R}$ is defined by

$$h_M(t) := \inf_{p \in \mathbb{N}_0} M_p t^p, \quad t > 0; \quad h_M(0) = 0,$$

and it turns out to be a nondecreasing continuous map in $[0, \infty)$ onto $[0, 1]$. In fact

$$h_M(t) = \begin{cases} t^p M_p & \text{if } t \in \left[\frac{1}{M_p}, \frac{1}{m_{p-1}}\right), \quad p = 1, 2, \ldots, \\ 1 & \text{if } t \geq 1/m_0. \end{cases}$$

One may also consider the function

$$\omega_M(t) := \sup_{p \in \mathbb{N}_0} \log \left( \frac{t^p}{M_p} \right) = \log (h_M(1/t)), \quad t > 0; \quad \omega_M(0) = 0,$$

which is a nondecreasing continuous map in $[0, \infty)$ with $\lim_{t \to \infty} \omega_M(t) = \infty$. Indeed,

$$\omega_M(t) = \begin{cases} p \log t - \log (M_p) & \text{if } t \in [m_{p-1}, m_p), \quad p = 1, 2, \ldots, \\ 0 & \text{if } t \in [0, m_0]. \end{cases}$$

Definition 2.5 ([20], [3]). Two sequences $M = (M_p)_{p \in \mathbb{N}_0}$ and $M' = (M'_p)_{p \in \mathbb{N}_0}$ of positive real numbers are said to be equivalent, and we write $M \approx M'$, if there exist positive constants $L, H$ such that

$$L^p M_p \leq M'_p \leq H^p M_p, \quad p \in \mathbb{N}_0.$$

In this case, it is straightforward to check that

$$h_M(Lt) \leq h_M(t) \leq h_M(Ht), \quad t \geq 0.$$
2.3 Asymptotic expansions, ultraholomorphic classes and the asymptotic Borel map

In this paragraph $G$ is a sectorial region and $M$ a sequence. We start recalling the concept of asymptotic expansion.

We say a holomorphic function $f$ in $G$ admits the formal power series $\hat{f} = \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]]$ as its $M-$asymptotic expansion in $G$ (when the variable tends to 0) if for every $T \ll G$ there exist $C_T, A_T > 0$ such that for every $p \in \mathbb{N}_0$, one has

$$\left| f(z) - \sum_{n=0}^{p-1} a_n z^n \right| \leq C_T A_T^p M_p |z|^p, \quad z \in T.$$ 

We will write $f \sim_M \hat{f}$ in $G$. $A_M(G)$ stands for the space of functions admitting $M-$asymptotic expansion in $G$.

We say a holomorphic function $f : G \to \mathbb{C}$ admits $\hat{f}$ as its uniform $M-$asymptotic expansion in $G$ (of type $1/A$ for some $A > 0$) if there exists $C > 0$ such that for every $p \in \mathbb{N}_0$, one has

$$\left| f(z) - \sum_{n=0}^{p-1} a_n z^n \right| \leq C A^p M_p |z|^p, \quad z \in G. \quad (2)$$

In this case we write $f \sim_u^M \hat{f}$ in $G$, and $\tilde{A}_M^u(G)$ denotes the space of functions admitting uniform $M-$asymptotic expansion in $G$. Note that, taking $p = 0$ in (2), we deduce that every function in $\tilde{A}_M^u(G)$ is a bounded function.

Finally, we define for every $A > 0$ the class $A_{M,A}(G)$ consisting of the functions holomorphic in $G$ such that

$$\|f\|_{M,A} := \sup_{z \in G, n \in \mathbb{N}_0} \frac{|f^{(n)}(z)|}{A^n n! M_n} < \infty.$$ 

$(A_{M,A}(G), \|\cdot\|_{M,A})$ is a Banach space, and $A_M(G) := \cup_{A > 0} A_{M,A}(G)$ is called a Roumieu-Carleman ultraholomorphic class in the sectorial region $G$.

**Remark 2.6.** For any sequence $M$, the classes $A_M(G)$, $\tilde{A}_M^u(G)$ and $\tilde{A}_M(G)$ are complex vector spaces. If $M$ is (lc), they are algebras and if $M$ is (dc), they are stable under taking derivatives. Moreover, if $M \approx L$ the corresponding classes coincide.

For a sector $S$, since the derivatives of $f \in A_{M,A}(S)$ are Lipschitzian, for every $n \in \mathbb{N}_0$ one may define

$$f^{(p)}(0) := \lim_{z \in S, z \to 0} f^{(p)}(z) \in \mathbb{C}. \quad (3)$$

As a consequence of Taylor’s formula and Cauchy’s integral formula for the derivatives, there is a close relation between Roumieu-Carleman ultraholomorphic classes and the concept of asymptotic expansion (the proof may be easily adapted from [1, 4]).

**Proposition 2.7.** Let $M$ be a sequence, $S$ a sector and $G$ a sectorial region. Then,

(i) If $f \in A_{M,A}(S)$ then $f$ admits $\hat{f} = \sum_{p=0}^{\infty} \frac{1}{p!} f^{(p)}(0) z^p$ as its uniform $M-$asymptotic expansion in $S$ of type $1/A$, where $(f^{(p)}(0))_{p \in \mathbb{N}_0}$ is given by (3). Consequently, we have that $A_M(S) \subseteq \tilde{A}_M(S) \subseteq \tilde{A}_M(S)$. 

(ii) \( f \in \tilde{A}_M(G) \) if and only if for every \( T \ll G \) there exists \( A_T > 0 \) such that \( f|_T \in A_{M,A_T}(T) \).

In case any of the previous holds and \( f \sim_M \sum_{p=0}^{\infty} a_p z^p \), then for every \( T \ll G \) and every \( p \in \mathbb{N}_0 \) one has

\[
a_p = \lim_{z \searrow T} \frac{f^{(p)}(z)}{p!},
\]

and we can set \( f^{(p)}(0) := p!a_p \).

(iii) If \( S \) is unbounded and \( T \ll S \), then there exists a constant \( c = c(T,S) > 0 \) such that the restriction to \( T \), \( f|_T \), of functions \( f \) defined on \( S \) and admitting uniform \( M- \)asymptotic expansion in \( S \) of type \( 1/A > 0 \), belongs to \( A_{M,c}(T) \).

(iv) If \( f \in \tilde{A}_M(G) \), its \( M- \)asymptotic expansion \( \hat{f} \) is unique.

One may accordingly define classes of formal power series

\[
\mathcal{C}[[z]]_{M,A} = \left\{ \hat{f} = \sum_{n=0}^{\infty} a_n z^n \in \mathcal{C}[[z]] : |a_M| := \sup_{p \in \mathbb{N}_0} \frac{|a_p|}{A^p M^p} < \infty \right\},
\]

\((\mathcal{C}[[z]]_{M,A}, |.|_{M,A})\) is a Banach space and we put \( \mathcal{C}[[z]]_M := \cup_{A>0} \mathcal{C}[[z]]_{M,A} \).

Given \( f \in \tilde{A}_M(G) \) with \( f \sim_M \hat{f} \), and taking into account (4), it is straightforward that \( \hat{f} \in \mathcal{C}[[z]]_M \), so it is natural to consider the following map.

**Definition 2.8.** Given a sectorial region \( G \), we define the **asymptotic Borel map**

\[
\tilde{B} : \tilde{A}_M(G) \rightarrow \mathcal{C}[[z]]_M
\]
sending a function \( f \in \tilde{A}_M(G) \) into its \( M- \)asymptotic expansion \( \hat{f} \).

**Remark 2.9.** If \( G \) is a sector \( S \), by Proposition 2.7(i) we see that the asymptotic Borel map is also well defined on \( A_M(S) \) and \( \tilde{A}_M(S) \).

If \( M \) is (lc), \( \tilde{B} \) is a homomorphism of algebras; if \( M \) is also (dc), \( \tilde{B} \) is a homomorphism of differential algebras. Finally, note that if \( M \approx L \), then \( \mathcal{C}[[z]]_M = \mathcal{C}[[z]]_L \).

A fundamental role in the discussion about the injectivity and surjectivity of the asymptotic Borel map will be played by the flat functions.

**Definition 2.10.** A function \( f \) in any of the previous classes is said to be **flat** if \( \tilde{B}(f) \) is the null power series, in other words, \( f \sim_M 0 \).

One may express flatness in \( \tilde{A}_M(G) \) by means of the associated functions defined in Subsection 2.2.

**Proposition 2.11** ([20], Prop. 4). Given a sequence \( M \), a sectorial region \( G \) and a holomorphic function \( f \) in \( G \), the following are equivalent:

(i) \( f \in \tilde{A}_M(G) \) and \( f \) is flat,

(ii) For every bounded proper subsector \( T \) of \( G \) there exist \( c_1, c_2 > 0 \) with

\[
|f(z)| \leq c_1 e^{-\omega_M(1/(c_2|z|))} = c_1 h_M(c_2|z|), \quad z \in T.
\]

In the Gevrey case of order \( \alpha \) we recover the classical result that characterizes flatness in terms of exponential decrease of order \( 1/\alpha \).
2.4 Injectivity and surjectivity intervals for the asymptotic Borel map

By using a simple rotation, we see that the injectivity and the surjectivity of the Borel map in any of the previously considered classes do not depend on the bisecting direction \( d \) of the sectorial region \( G \), so we limit ourselves to the case \( d = 0 \). Moreover, in this paper we will restrict our study to the unbounded sectors \( S_\gamma \), and include comments on what can be said, to our knowledge, for more general sectorial regions. So, we define

\[
I_M := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is injective} \},
\]

\[
\tilde{I}_M^u := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M^u(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is injective} \},
\]

\[
\tilde{I}_M := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is injective} \}.
\]

Whenever \( \gamma > 0 \) belongs to any of these sets, we say that the corresponding class is quasianalytic. So, nonquasianalyticity amounts to the existence of nontrivial flat functions in the class.

We easily observe that, by restriction and the identity principle, if \( \gamma > 0 \) is in any of those sets then every \( \gamma' > \gamma \) also is. Hence, \( I_M, \tilde{I}_M^u \) and \( \tilde{I}_M \) are either empty or unbounded intervals contained in \((0, \infty)\), which we call quasianalyticity or injectivity intervals.

Similarly, we define

\[
S_M := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is surjective} \},
\]

\[
\tilde{S}_M^u := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M^u(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is surjective} \},
\]

\[
\tilde{S}_M := \{ \gamma > 0; \quad \tilde{B} : \mathcal{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \text{ is surjective} \}.
\]

It is also plain to check that if \( \gamma > 0 \) is in any of those sets then every \( 0 < \gamma' < \gamma \) also is, so \( S_M, \tilde{S}_M^u \) and \( \tilde{S}_M \) are either empty or left-open intervals having \( 0 \) as endpoint, called surjectivity intervals. Using Proposition 2.7 (i) we easily see that

\[
I_M \supseteq \tilde{I}_M^u \supseteq \tilde{I}_M,
\]

\[
S_M \subseteq \tilde{S}_M^u \subseteq \tilde{S}_M.
\]

Remark 2.12. In the forthcoming results we will only deal with weight sequences. The requirement of (lc) condition is motivated in Remarks 2.6 and 2.9. In order to justify the limit condition for \( m \), observe that for a (lc) sequence \( M \), if \( \lim_{p \to \infty} m_p \neq \infty \) then \( \lim_{p \to \infty} m_p < \infty \) and also \( \lim_{p \to \infty} (M_p)^{1/p} < \infty \) (see Remark 2.3). Then there exists \( A > 0 \) such that \( h_M(t) = 0 \) for all \( t \in [0, A] \). Hence, by Proposition 2.11 if \( G \) is any sectorial region and \( f \in \mathcal{A}_M(G) \) is flat, we have that \( f(t) = 0 \) for every \( t \in (0, A] \) which, by the identity principle, implies that \( f(z) \) identically vanishes in \( G \). Consequently, the Borel map is always injective.

On the other hand, in the same situation, the Borel map is never surjective: Choose \( R > 0 \) such that \( R < |z| \) for some \( z \in G \). We can consider a holomorphic function at the origin \( L(z) \) whose Taylor expansion at 0 is given by a convergent lacunary series \( \hat{L} \in \mathbb{C}[[z]]_M \), whose domain of convergence is the disc of radius \( R \) and has the circle of this radius as its natural boundary. We have that \( L \sim_M \hat{L} \) on a region \( G'' \subset \subset G \), so by the injectivity of the Borel map there cannot exist another function \( E \in \mathcal{A}_M(G) \subseteq \mathcal{A}_M(G') \) with \( E \sim_M \hat{L} \). Since \( L \) cannot be analytically continued to \( G \), the Borel map is not surjective.

3 Injectivity intervals: known results, and complete solution of the problem

The quasianalyticity intervals \( \tilde{I}_M^u \) and \( I_M \) were determined in the literature in the 1950’s. The first case is basically answered by the following result of S. Mandelbrojt in 1952.
Theorem 3.1 ([18], Section 2.4.III). Let \( M \) be a weight sequence, \( \gamma > 0 \), \( b \geq 0 \) and
\[
H_b = \{ z \in \mathbb{C} : \Re(z) > b \}.
\]

The following statements are equivalent:

(i) \[
\sum_{p=0}^{\infty} \left( \frac{1}{m_p} \right)^{1/\gamma} \text{ diverges},
\]

(ii) If \( f \) is holomorphic in \( H_b \) and there exist \( A, C > 0 \) such that
\[
|f(z)| \leq \frac{CA^p M_p}{|z|^\gamma}, \quad z \in H_b, \quad p \in \mathbb{N}_0,
\]

then \( f \) identically vanishes.

On the one hand, observe that a function \( f \) is holomorphic in \( H_0 \) and verifies the estimates (7) if and only if the function \( g \) given by \( g(z) := f(1/z^{1/\gamma}) \) belongs to \( \tilde{A}_{M_0}(S_{\gamma}) \) and is flat.

On the other hand, the study of the divergence of the series in (i) is governed by the so-called exponent of convergence of the sequence \( m \), appearing in the classical theory of growth and factorization of entire functions.

Proposition 3.2 ([6], p. 65). Let \((c_p)_{p \in \mathbb{N}_0}\) be a nondecreasing sequence of positive real numbers tending to infinity. The exponent of convergence of \((c_p)_{p}\) is defined as
\[
\lambda(c_p) := \inf\{ \mu > 0 : \sum_{p=0}^{\infty} \frac{1}{c_p^\mu} \text{ converges} \}
\]
(if the previous set is empty, we put \( \lambda(c_p) = \infty \)). Then, one has
\[
\lambda(c_p) = \limsup_{p \to \infty} \frac{\log(p)}{\log(c_p)}.
\]

We consider now the closely related growth index (introduced in [25], see also [9]) for weight sequences \( M \),
\[
\omega(M) := \liminf_{p \to \infty} \frac{\log(m_p)}{\log(p)} \in [0, \infty],
\]
and we easily see that
\[
\omega(M) = \frac{1}{\lambda_{(p+1)m_p}} = \frac{1}{\lambda_{((p+1)m_p)}} - 1,
\]
or, in other words,
\[
\omega(M) = \sup\{ \mu > 0 : \sum_{p=0}^{\infty} \frac{1}{(m_p)^{1/\mu}} < \infty \},
\]
\[
\omega(M) = \sup\{ \mu > 0 : \sum_{p=0}^{\infty} \frac{1}{((p+1)m_p)^{1/(\mu+1)}} < \infty \}.
\]

After all these remarks, we may rephrase Mandelbrojt’s result in the following way.

Theorem 3.3 ([15]). Let \( M \) be a weight sequence and \( \gamma > 0 \). The following statements are equivalent:
we have that \( \omega \) \[81x-1138]\]

In conclusion, we see that the only injectivity interval not determined by the previous results is the interval deduced from the classical results for the sequences \( \alpha, \beta \in \mathbb{R} \).

Example 3.7. We consider the sequence \( M_{\alpha, \beta} = (p!^\alpha \prod_{m=0}^{\infty} \log(\beta + m))^p \) for \( \alpha > 0, \beta \in \mathbb{R} \), we have that \( \omega(M_{\alpha, \beta}) = \alpha \). Hence, Table 2 contains all the information about the injectivity intervals deduced from the classical results for the sequences \( M_{\alpha, \beta} \).
The problem of quasianalyticity for classes of functions with uniformly bounded proximate orders. For more general regions, including sectorial regions, the solution was also given by Mandelbrojt’s theorem \cite{Mandelbrojt}, so \(I_{\mathbb{M}}(\omega(\mathbb{M}), \infty)\) or \([\omega(\mathbb{M}), \infty)\)? The information is known because the function \(M_{\mathbb{M}}(0, \gamma, r)\), which maps \(S(0, \gamma, r)\) into a region \(D\) contained in \(S(0, \gamma, r)\), Given a flat function \(g \in A_{\mathbb{M}}(S(0, \gamma, r))\), the function \(f(w) := g(z(w))\) is defined in \(H_0\) and, since for every \(w \in H_0\) we have \(|w + (1/r)^{1/\gamma}| > |w|\), we deduce that

\[
|f(w)| = |g(z(w))| \leq \frac{C A^p M_p}{|(w + (1/r)^{1/\gamma})|^{\gamma p}} \leq \frac{C A^p M_p}{|w|^{\gamma p}}, \quad w \in H_0, \quad p \in \mathbb{N}_0,
\]

for suitable \(C, A > 0\). By Mandelbrojt’s theorem \(\ref{mandelbrojt}\), \(f\) identically vanishes, and so does \(g\).

For more general regions, including sectorial regions, the solution was also given by Mandelbrojt \cite{Mandelbrojt} Sect. 2.4.1] and the answer depends on the way the boundary of the region approaches the origin.

Remark 3.9. The problem of quasianalyticity for classes of functions with uniformly bounded derivatives in bounded regions has also been treated. In the works of K. V. Trunov and R. S. Yulmukhametov \cite{Trunov} a characterization is given, for a convex bounded region containing 0 in its boundary, in terms of the sequence \(\mathbb{M}\) and also of the way the boundary approaches 0. In particular, for bounded sectors, if \(\gamma \leq 1, d \in \mathbb{R}\) and \(r > 0\), it turns out that the class \(A_{\mathbb{M}}(S(d, \gamma, r))\) is quasianalytic precisely when condition (ii) in Theorem \ref{quasianalyticity} is satisfied.

Now, our aim will be to construct nontrivial flat functions in \(\tilde{A}_{\mathbb{M}}(S(\tilde{S})\), what, according to Proposition \ref{quasianalyticity}, amounts to obtaining holomorphic functions in \(S(\tilde{S})\), whose growth is suitably controlled by \(\omega_{\mathbb{M}}(t)\). The notion of proximate order will play a prominent role in this respect.

### Tables

**Table 1:** Injectivity intervals for a weight sequence with \(\omega(\mathbb{M}) \in (0, \infty)\).

| Interval  | \(\beta \leq \alpha\) | \(\alpha < \beta \leq \alpha + 1\) | \(\beta > \alpha + 1\) |
|-----------|----------------------|----------------------|----------------------|
| \(I_{\mathbb{M}}\) | \([\omega(\mathbb{M}), \infty)\) | \([\omega(\mathbb{M}), \infty)\) | \((\omega(\mathbb{M}), \infty)\) |
| \(I_{\mathbb{M}}^u\) | \((\omega(\mathbb{M}), \infty)\) | \((\omega(\mathbb{M}), \infty)\) | \((\omega(\mathbb{M}), \infty)\) |
| \(I_{\tilde{\mathbb{M}}_{\alpha, \beta}}\) | \((\alpha, \infty)\) | \((\alpha, \infty)\) | \((\alpha, \infty)\) |

**Table 2:** Injectivity intervals for the sequence \(\mathbb{M}_{\alpha, \beta}\) with \(\alpha > 0, \beta \in \mathbb{R}\).

Note that even if the Gevrey case \(\mathbb{M}_\alpha = (p!)^p\) \(p \in \mathbb{N}_0\) belongs to the first column of Table 2 all the information is known because the function \(f(z) := \exp(-1/z^\alpha) \sim_{\mathbb{M}_\alpha} 0\) and \(f \in \tilde{A}_{\mathbb{M}_\alpha}(S_\alpha)\), so \(I_{\mathbb{M}_\alpha} = (\alpha, \infty)\). As mentioned before, we will find such functions for any sequence \(\mathbb{M}\) using proximate orders.

Watson’s Lemma will be proved below for the class \(\tilde{A}_{\mathbb{M}}\) for arbitrary sectorial regions; regarding the other two classes, the following information is available.

**Remark 3.8.** Theorem \ref{quasianalyticity} holds true for bounded sectors \(S(0, \gamma, r)\) with similar arguments. If \(\sum_{p=0}^\infty (m_p)^{-1/\gamma} < \infty\) the restriction to \(S(0, \gamma, r)\) of the nontrivial flat function defined in \(S_\gamma\) given by Theorem \ref{quasianalyticity} solves the problem. Hence, we only need to prove (ii)\(\Rightarrow\)(i).

Consider the transformation \(z(w) = 1/(w + (1/r)^{1/\gamma})\), which maps \(H_0\) into a region \(D\) contained in \(S(0, \gamma, r)\). Given a flat function \(g \in A_{\mathbb{M}}(S(0, \gamma, r))\), the function \(f(w) := g(z(w))\) is defined in \(H_0\) and, since for every \(w \in H_0\) we have \(|w + (1/r)^{1/\gamma}| > |w|\), we deduce that

\[
|f(w)| = |g(z(w))| \leq \frac{C A^p M_p}{|(w + (1/r)^{1/\gamma})|^{\gamma p}} \leq \frac{C A^p M_p}{|w|^{\gamma p}}, \quad w \in H_0, \quad p \in \mathbb{N}_0,
\]

for suitable \(C, A > 0\). By Mandelbrojt’s theorem \(\ref{mandelbrojt}\), \(f\) identically vanishes, and so does \(g\).
Definition 3.10 ([33]). We say a real function $\rho(t)$, defined on $(c, \infty)$ for some $c \geq 0$, is a proximate order if the following hold:

(i) $\rho(t)$ is continuous and piecewise continuously differentiable in $(c, \infty)$,

(ii) $\rho(t) \geq 0$ for every $t > c$,

(iii) $\lim_{t \to \infty} \rho(t) = \rho < \infty$,

(iv) $\lim_{t \to \infty} t\rho'(t) \log(t) = 0$.

In case the limit $\rho > 0$, we say that $\rho(t)$ is a nonzero proximate order.

Example 3.11. The following are proximate orders:

(i) $\rho_{\alpha,\beta}(t) = \frac{1}{\alpha} - \frac{\beta \log(\log(t))}{\alpha \log(t)}$, $\alpha > 0$, $\beta \in \mathbb{R}$.

(ii) $\rho(t) = \rho + \frac{1}{t^\gamma}$ and $\rho(t) = \rho + \frac{1}{\log(t)}$, $\rho \geq 0$, $\gamma > 0$.

The next result by L. S. Maergoiz is the key for the construction.

Theorem 3.12 ([16], Thm. 2.4). Let $\rho(t)$ be a nonzero proximate order with $\lim_{t \to \infty} \rho(t) = \rho$. For every $\gamma > 0$ there exists an analytic function $V(z)$ in $S_\gamma$ such that:

(i) For every $z \in S_\gamma$,

$$\lim_{t \to \infty} \frac{V(zt)}{V(t)} = z^\rho,$$

uniformly in the compact sets of $S_\gamma$ (i.e. $V$ is regularly varying in $S_\gamma$).

(ii) $V(z) = V(\overline{z})$ for every $z \in S_\gamma$ (where, for $z = (|z|, \arg(z))$, we put $\overline{z} = (|z|, -\arg(z))$).

(iii) $V(t)$ is positive in $(0, \infty)$, strictly increasing and $\lim_{t \to 0} V(t) = 0$.

(iv) The function $t \in \mathbb{R} \to V(e^t)$ is strictly convex (i.e. $V$ is strictly convex relative to $\log(t)$).

(v) The function $\log(V(t))$ is strictly concave in $(0, \infty)$.

(vi) The function $\log(V(t))/t^{\rho(t)}$, $t > 0$, is a proximate order and $\lim_{t \to \infty} V(t)/t^\rho(t) = 1$.

We denote by $MF(\gamma, \rho(t))$ the class of such functions $V$. As a consequence of its regular variation, they share a property that will be crucial.

Proposition 3.13 ([16], Property 2.9). Let $\rho(t)$ be a nonzero proximate order with $\lim_{t \to \infty} \rho(t) = \rho > 0$, $\gamma \geq 2/\rho$ and $V \in MF(\gamma, \rho(t))$. Then, for every $\alpha \in (0, 1/\rho)$ there exist constants $b > 0$ and $R_0 > 0$ such that

$$\Re(V(z)) \geq bV(|z|), \quad z \in S_\alpha, \ |z| \geq R_0,$$

where $\Re$ stands for the real part.
In [25] it was shown how one can construct flat functions in the class $\tilde{\mathcal{A}}_M(S_{\omega(M)})$ for strongly regular sequences such that the auxiliary function $d_M(t) := \log(\omega_M(t))/\log(t)$ is a proximate order. In particular, the sequences $M_{a,\beta}$ satisfy this condition, and so the Table 2 can be completed writing $(a, \infty)$ in its left lower corner. It was also mentioned, see [25, Remark 4.11], that the weaker condition of admissibility of a proximate order (see Theorem 4.22) is enough.

A better understanding of the connection between proximate orders and sequences has now been achieved, allowing us to extend this last result for arbitrary weight sequences. In fact, the admissibility of a proximate order $\rho(t)$ guarantees that the associated function $\omega_M$ is bounded above and below by a constant times the function $t^{\rho(t)}$. These bounds are needed for most of the results in [13, 25], but by suitably using the notion of regular variation we will see that the upper bounds are enough for the construction of flat functions. The existence of a proximate order such that the upper bounds are available is guaranteed for each nonnegative, nondecreasing continuous function of finite upper order by the following classical result.

**Theorem 3.14** ([8], Ch. 2, Thm. 2.1). Let $\omega : (a, \infty) \to (0, \infty)$ be a nonnegative, nondecreasing continuous function with $\rho[\omega] := \limsup_{t \to \infty} \log(\omega(t))/\log(t) < \infty$. Then, there exists a proximate order $\rho(t)$ with $\lim_{t \to \infty} \rho(t) = \rho[\omega]$ such that

$$\limsup_{t \to \infty} \frac{\omega(t)}{t^{\rho(t)}} \in (0, \infty).$$

We have all the ingredients for the main result in this section.

**Theorem 3.15.** Suppose $M$ is a weight sequence with $\omega(M) \in (0, \infty)$. Then, $\omega(M)$ does not belong to $\tilde{I}_M$.

**Proof.** For brevity, put $\omega := \omega(M)$. By Theorem 2.24 in [26] (see also Theorem 2.1.30 in [8]), for the associated function $\omega_M$ one has $\rho[\omega_M] = 1/\omega \in (0, \infty)$, and by Theorem 3.14 there exists a nonzero proximate order $\rho(t)$, with $\lim_{t \to \infty} \rho(t) = 1/\omega$, and constants $A_1 > 0$ and $t_1 > 0$ such that

$$\omega_M(t) \leq A_1 t^{\rho(t)}, \quad t \geq t_1. \quad (10)$$

Take now a function $V \in MF(2\omega, \rho(t))$. The proof will be complete if we show that $G(z) := \exp(-V(1/z))$, which is well defined and holomorphic in the sector $S_\omega$, belongs to $\tilde{\mathcal{A}}_M(S_\omega)$ and it is flat, for what we will use Proposition 2.11. It is enough to work in subsectors $S(0, \beta, r_0) \ll S_\omega$, where $0 < \beta < \omega$ and $r_0 > 0$. If $z \in S(0, \beta, r_0)$, we have $1/z \in S_\beta$. On the one hand, according to (vi) in Theorem 3.12 combined with (10), there exist $A_2 > 0$ and $t_2 > 0$ such that

$$\omega_M(t) \leq A_2 V(t), \quad t \geq t_2. \quad (11)$$

On the other hand, Proposition 3.13 provides us with constants $b > 0$ and $R_0 > 0$ such that

$$\Re(V(\zeta)) \geq bV(|\zeta|), \quad \zeta \in S_\beta, \quad |\zeta| \geq R_0. \quad (12)$$

Choose a positive constant $c$ such that $c > (A_2/b)^\omega$. By property (i) in Theorem 3.12 we have

$$\lim_{t \to \infty} \frac{V(t/c)}{V(t)} = \left( \frac{1}{c} \right)^{1/\omega} < \frac{b}{A_2},$$

so that there exists $R_1 > 0$ such that

$$bV(t) > A_2 V(t/c), \quad t \geq R_1. \quad (13)$$
Let \( R_2 := \max(R_0, R_1, cR_2) \) and \( r := R_2^{-1} \). Then, using (12), (13) and (11), for \( z \in S(0, \beta, r) \) we have
\[
-\Re(V(1/z)) \leq -bV(1/|z|) < -A_2V(1/(c|z|)) \leq -\omega_M(1/(c|z|)),
\]
and so
\[
|G(z)| = e^{-\Re(V(1/z))} \leq e^{-\omega_M(1/(c|z|))}.
\]
We are done whenever \( r \geq r_0 \). Otherwise, by compactness there exists \( K > 0 \) such that the inequality
\[
|G(z)| \leq Ke^{-\omega_M(1/(c|z|))}
\]
is valid throughout \( S(0, \beta, r_0) \).

So, the question mark in Table 1 can be deleted and the answer for that cell is \((\omega(M), \infty)\), what completes the study of injectivity for unbounded sectors.

Since flat functions in \( S_\gamma \) provide (by restriction) flat functions in any sectorial region \( G_\gamma \) of opening \( \pi\gamma \), Theorems 3.5 and 3.15 imply the following result.

**Corollary 3.16** (Generalized Watson’s Lemma for sectorial regions). Let \( M \) be a weight sequence, \( \gamma > 0 \) and \( G_\gamma \) be a sectorial region. The following statements are equivalent:

(i) The Borel map \( \tilde{B} : \tilde{A}_M(G_\gamma) \rightarrow \mathbb{C}[[z]]_M \) is injective.

(ii) \( \gamma > \omega(M) \).

We close this section proving that the Borel map is never bijective in this framework.

**Theorem 3.17.** Let \( M \) be a weight sequence. Then,
\[
S_M \cap I_M = \tilde{S}_M^\circ \cap \tilde{I}_M^u = \tilde{S}_M \cap \tilde{I}_M = \emptyset.
\]
In other words, the Borel map is never bijective.

**Proof.** In all three cases we will show that surjectivity for any \( \gamma > 0 \) implies noninjectivity.

(i) Let us see that \( \tilde{S}_M^\circ \cap \tilde{I}_M^u = \emptyset \). Suppose \( \tilde{B} : \tilde{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \) is surjective. Since it is clear that the series \( \sum_{n=0}^{\infty} z^n \) belongs to \( \mathbb{C}[[z]]_M \), there exists \( f \in \tilde{A}_M(S_\gamma) \) such that \( f(z) \sim_M \sum_{n=0}^{\infty} z^n \). The function \( g(z) := f(z) - \sum_{n=0}^{\infty} z^n = f(z) - 1/(1 - z) \) is holomorphic in \( S_\gamma \setminus \{1\} \), and, by the identity principle, cannot vanish identically. Moreover, \( g \in \tilde{A}_M(S(0, \gamma, 1/2)) \) and \( g(z) \sim_M 0 \), and so the Borel map is not injective in \( \tilde{A}_M(S(0, \gamma, 1/2)) \). By Corollary 3.16 we see that \( \gamma \leq \omega(M) \).

Again by Corollary 3.10 we conclude that \( \tilde{B} : \tilde{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \) is not injective.

(ii) Let us see that \( \tilde{S}_M^\circ \cap \tilde{I}_M^u = \emptyset \). Suppose \( \tilde{B} : \tilde{A}_M(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \) is surjective. Since \( z \in \mathbb{C}[[z]]_M \), there exists \( f \in \tilde{A}_M(S_\gamma) \) such that \( f(z) \sim_M z \) uniformly in \( S_\gamma \). The function \( g(z) := f(z) - z \) is holomorphic in \( S_\gamma \), and, since \( f \) is bounded in \( S_\gamma \), cannot vanish identically. Furthermore, \( g(z) \sim_M 0 \) uniformly in \( S(0, \gamma, 1) \), so there exist \( C, A > 0 \) such that for every \( z \in S(0, \gamma, 1) \) one has
\[
|g(z)| \leq CA^p M_p |z|^p, \quad p \in \mathbb{N}_0.
\]
Hence, the holomorphic function \( \psi : \{ z \in \mathbb{C} : \Re(z) > 0 \} \rightarrow \mathbb{C} \), defined by \( \psi(u) = g(1/u^\gamma) \), is not identically 0 and
\[
|\psi(u)| \leq \frac{CA^p M_p}{|u|^p}, \quad p \in \mathbb{N}_0, \quad \Re(u) > 1.
\]
Now, we can apply Theorem 3.1 in \( H_1 \) and we deduce that \( \sum_{n=0}^{\infty} m_n^{p-1/\gamma} < \infty \). By Theorem 3.3 we conclude that \( \tilde{B} : \tilde{A}_M^u(S_\gamma) \rightarrow \mathbb{C}[[z]]_M \) is not injective.
(iii) Finally, let us show that \( S_M \cap I_M = \emptyset \). If \( \overline{\mathcal{B}} : \mathcal{A}_M(S,\nu) \to \mathbb{C}[\{z\}]_M \) is surjective there exists \( f \in \mathcal{A}_M(S,\nu) \) such that \( f^{(p)}(0) = \delta_{1,p} \) for every \( p \in \mathbb{N}_0 \), where \( \delta_{1,p} \) is Kronecker’s delta. By definition of the class, there exist \( C, A > 0 \) (without loss of generality, we may assume that \( C \geq 1 \) and \( CAM_1 \geq 1 \)) such that

\[
|f^{(p)}(z)| \leq CAM_1 M_p, \quad z \in S, \quad p \in \mathbb{N}_0.
\]  

We consider the Laplace transform of the function \( f(z) - z \),

\[
g(z) := \int_0^{\infty} e^{-zt}(f(t) - t) \, dt, \quad z \in S_{\gamma+1},
\]

where the integration is over the half-line parameterized by \( r \in (0, \infty) \mapsto re^{i\varphi} \), whose argument is a real number

\[
\varphi \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \text{ such that } \arg(z) + \varphi \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right).
\]

This last condition guarantees the exponential decrease at infinity of the factor \( e^{-zt} \) which, together with the linear growth of \( f(t) - t \), ascertains that the function \( g \) is well defined and holomorphic in \( S_{\gamma+1} \). We proceed now to estimate \( |g(z)| \). Firstly, parameterizing we have that

\[
|g(z)| \leq \int_0^{\infty} e^{-re^{i\varphi}z} f(re^{i\varphi}) e^{re^{i\varphi}} \, dr - \int_0^{\infty} e^{-re^{i\varphi}z} r e^{re^{i\varphi} dr} \leq \int_0^{\infty} e^{-r|\Re(e^{i\varphi}z)|} f(re^{i\varphi}) \, dr + \int_0^{\infty} e^{-re^{i\varphi}z} r \, dr.
\]

In the first integral we use \ref{14} for \( p = 0 \) and compute the remaining integral, and in the second one we integrate by parts, and get that

\[
|g(z)| \leq \frac{C}{\Re(e^{i\varphi}z)} + \frac{1}{e^{i\varphi}z} \int_0^{\infty} e^{-re^{i\varphi}z} \, dr \leq \frac{C}{\Re(e^{i\varphi}z)} + \frac{1}{|z|\Re(e^{i\varphi}z)}
\]

for every \( z \in S_{\gamma+1} \). A different estimation is obtained by integration by parts in \ref{15}, taking into account that \( f(0) = 0 \):

\[
g(z) = \frac{1}{z} \int_0^{\infty} e^{-zt} (f'(t) - 1) \, dt, \quad z \in S_{\gamma+1}.
\]

Now we parameterize and split the integral as before, and use \ref{14} for \( p = 1 \) to obtain that

\[
|g(z)| \leq \frac{CAM_1}{|z|\Re(e^{i\varphi}z)} + \frac{1}{|z|\Re(e^{i\varphi}z)} \leq 2CAM_1.
\]

Finally, if we iterate the integration by parts in \ref{18} and use that \( f^{(p)}(0) = \delta_{1,p} \), we get for every \( p \geq 2 \) the identity

\[
g(z) = \frac{1}{z^p} \int_0^{\infty} e^{-zt} f^{(p)}(t) \, dt, \quad z \in S_{\gamma+1}.
\]

Using again \ref{14} for \( p \geq 2 \) we deduce that

\[
|g(z)| \leq \frac{CAM_1}{|z|^p\Re(e^{i\varphi}z)}.
\]
Our aim is to apply Theorem 3.1 to the function \( h \) given by \( h(w) = g(w^{\gamma+1}), \ w \in S_1 \), when restricted to the half-plane \( \{ w : \Re(w) > 1 \} \). Note that the estimates in (17) imply for \( \Re(w) > 1 \) (and so \(|w| > 1\) that

\[
|h(w)| \leq \frac{C}{\Re(e^{i\varphi}w^{\gamma+1})} + \frac{1}{|w^{\gamma+1}|\Re(e^{i\varphi}w^{\gamma+1})} \leq \frac{2C}{\Re(e^{i\varphi}w^{\gamma+1})}.
\]

These last estimates and the ones in (19) and (20) can now be summed up for \( h \) as

\[
|h(w)| \leq \frac{2CA^p p! M_p}{|w|^p(\gamma+1)\Re(e^{i\varphi}w^{\gamma+1})}, \ \Re(w) > 1, \ p \in \mathbb{N}_0.
\]

Now we choose \( \varphi \) in order to minimize the value \( \Re(e^{i\varphi}w^{\gamma+1}) \). We study two cases:

(i) If \( |\arg(w)| < \gamma\pi/(2(\gamma + 1)) \), then \( |\arg(w^{\gamma+1})| < \gamma\pi/2 \) and, according to (16), we may choose \( \varphi = -\arg(w^{\gamma+1}) \), and we deduce that \( \Re(e^{i\varphi}w^{\gamma+1}) = |w|^\gamma > 1 \). So, for such \( w \) we get

\[
|h(w)| \leq \frac{2CA^p p! M_p}{|w|^p(\gamma+1)}, \ p \in \mathbb{N}_0. \tag{21}
\]

(ii) If \( |\arg(w)| < [\gamma\pi/(2(\gamma + 1)), \pi/2) \), the previous choice is not possible, and we choose

\[
\varphi = \begin{cases} 
-\frac{\pi}{2} + \varepsilon & \text{if } \arg(w) \in \left( -\frac{\pi}{2}, -\frac{\pi}{2(\gamma+1)} \right), \\
\frac{\pi}{2} - \varepsilon & \text{if } \arg(w) \in \left[ \frac{\pi}{2(\gamma+1)}, \frac{\pi}{2} \right),
\end{cases}
\]

for any \( \varepsilon \in (0, \pi/2) \). So, \( \Re(e^{i\varphi}w^{\gamma+1}) = |w|^\gamma \cos((\gamma + 1)|\arg(w)| - \gamma\pi/2 + \varepsilon) \), and making \( \varepsilon \) tend to 0 we obtain that

\[
|h(w)| \leq \frac{2CA^p p! M_p}{|w|^p(\gamma+1)|w|^\gamma \cos((\gamma + 1)|\arg(w)| - \gamma\pi/2)}, \ p \in \mathbb{N}_0. \tag{22}
\]

Now, observe that in this case

\[
0 < \frac{\pi}{2} - |\arg(w)| \leq (\gamma + 1)(\frac{\pi}{2} - |\arg(w)|) \leq \frac{\pi}{2},
\]

and so

\[
|w| \cos \left( (\gamma + 1)|\arg(w)| - \frac{\gamma\pi}{2} \right) = |w| \sin \left( \frac{\pi}{2} - |\arg(w)| \right)
\geq |w| \sin \left( \frac{\pi}{2} - |\arg(w)| \right) = |w| \cos(\arg(w)) = \Re(w) > 1.
\]

Since we also have \(|w|^\gamma > 1\), from (22) we obtain the same estimates (21) given in the first case.

Since \( h \) is not identically 0, by Theorem 3.1, we deduce that the series \( \sum_{p=0}^{\infty} (p + 1)m_p)^{-1/(\gamma+1)} \) converges, and Theorem 3.4 implies that \( \tilde{B} : A_{\mathbb{M}}(S_{\gamma}) \to \mathbb{C}[[z]]_{\mathbb{M}} \) is not injective. \(\square\)

**Remark 3.18.** As an easy consequence we have that if \( \omega(\mathbb{M}) < \infty \), then

\[
S_{\mathbb{M}} \subseteq \tilde{S}_{\mathbb{M}}^u \subseteq \tilde{S}_{\mathbb{M}} \subseteq (0, \omega(\mathbb{M})].
\]
4 Surjectivity intervals for the Borel map

In the study of the surjectivity intervals a new index for the sequence $M$, introduced in this regard by V. Thilliez \[29, Section 1.3\], will play a central role.

**Definition 4.1.** Let $M = (M_p)_{p \in \mathbb{N}_0}$ be a strongly regular sequence and $\gamma > 0$. We say $M$ satisfies property $(P_{\gamma})$ if there exist a sequence of real numbers $m' = (m'_p)_{p \in \mathbb{N}_0}$ and a constant $a \geq 1$ such that: (i) $a^{-1} m_p \leq m'_p \leq a m_p$, $p \in \mathbb{N}$, and (ii) $((p+1)^{-\gamma} m'_p)_{p \in \mathbb{N}_0}$ is increasing.

The index $\gamma(M)$ is then defined as

$$\gamma(M) := \sup\{\gamma \in \mathbb{R} : (P_{\gamma}) \text{ is fulfilled}\} \in (0, \infty).$$

This definition makes sense for (lc) sequences, and in this case $\gamma(M) \in [0, \infty]$. Indeed, this index may be equivalently expressed by different conditions:

(i) A sequence $(c_p)_{p \in \mathbb{N}_0}$ is *almost increasing* if there exists $a > 0$ such that for every $p \in \mathbb{N}_0$ we have that $c_p \leq ac_q$ for every $q \geq p$. It was proved in \[12\] (for strongly regular sequences, but the argument works in general) that for any weight sequence $M$ one has

$$\gamma(M) = \sup\{\gamma > 0 : (m_p/(p+1)^\gamma)_{p \in \mathbb{N}_0} \text{ is almost increasing}\}.$$

(ii) For any $\beta > 0$ we say that $m$ satisfies $(\gamma_\beta)$ if there exists $A > 0$ such that

$$\gamma_\beta \leq \sum_{\ell = p}^{\infty} \frac{1}{(m_\ell)^{1/\beta}} \leq A(p + 1)/(m_p)^{1/\beta}, \quad p \in \mathbb{N}_0.$$

Using this condition, which was introduced for $\beta = 1$ by H. Komatsu \[12\] (and named $(\gamma_1)$ after H.-J. Petzsche \[20\]), and generalized for $\beta \in \mathbb{N}$ by J. Schmets and M. Valdivia \[27\], we can obtain (see \[11, 8\]) an alternative expression of the index:

$$\gamma(M) = \sup\{\beta > 0 ; m \text{ satisfies } (\gamma_\beta)\}.$$

Next we compare the two indices introduced so far.

**Proposition 4.2.** For any weight sequence $M$ we always have $\gamma(M) \leq \omega(M)$.
Proof. The statement is trivial if \( \gamma(M) = 0 \). Otherwise, it suffices to prove that whenever \( \gamma > 0 \) is such that \( (m_p/(p+1)^\gamma)_{p \in \mathbb{N}_0} \) is almost increasing, one has \( \gamma \leq \omega(M) \). By definition, there exists \( a > 0 \) such that for every \( p \in \mathbb{N}_0 \) one has \( m_0 \leq am_p/(p+1)^\gamma \), and so \( \log(m_p) \geq \gamma \log(p+1) + \log(m_0/a) \). From here and by the definition of \( \omega(M) \) the conclusion easily follows.

\[ \square \]

4.1 Weight sequences

Our first result is based on a theorem by H.-J. Petzsche in the ultradifferentiable setting and we need to consider the following space.

Definition 4.3. We say that \( f \in \mathcal{E}_M([-1,1]) \) if \( f \in C^\infty([-1,1]) \) and there exists a constant \( A > 0 \) for which

\[
\sup_{p \in \mathbb{N}_0, x \in [-1,1]} \left| \frac{f(p)(x)}{A^p!M^p_p} \right| < \infty.
\]

Correspondingly, we consider the Borel map \( \mathcal{B} : \mathcal{E}_M([-1,1]) \to \mathbb{C}[[z]]_M \) sending \( f \) into the formal power series \( \sum_{p=0}^\infty f(p)(0)/p!z^p \) (we warn the reader our notations differ from those in [20]).

All over the paper [20], H.-J. Petzsche assumes that \( \tilde{M} \) is a weight sequence and that \( M \) satisfies (snq). However, condition (snq) can be suppressed in the statement of the following theorem, since, if \( \tilde{m} = ((p+1)m_p)_{p \in \mathbb{N}_0} \) satisfies (\( \gamma_1 \)) then \( M \) satisfies (snq) and, consequently, (snq), and there is only one direction that needs to be checked. This can be done by carefully inspecting his proof.

Theorem 4.4 ([20], Thm. 3.5). Let \( M \) be a sequence such that \( \tilde{M} \) is weight sequence. Then, the Borel map \( \mathcal{B} : \mathcal{E}_M([-1,1]) \to \mathbb{C}[[z]]_M \) is surjective if and only if \( \tilde{M} \) satisfies (\( \gamma_1 \)).

We are ready to give the first connection between the growth index \( \gamma(M) \) with the surjectivity intervals which holds for arbitrary weight sequences.

Lemma 4.5. Let \( M \) be a weight sequence. If \( \tilde{S}_M \neq \emptyset \), then \( M \) has (snq) or, equivalently, \( \gamma(M) > 0 \).

Proof. Let \( \tilde{f} = \sum_{p=0}^\infty a_pz^p \in \mathbb{C}[[z]]_M \). Since there exists \( \gamma > 0 \) such that \( \tilde{B} : \tilde{A}_M(S_\gamma) \to \mathbb{C}[[z]]_M \) is surjective, we may take a function \( f_1 \in \tilde{A}_M(S_\gamma) \) such that \( \tilde{B}(f_1) = \tilde{f} \). A suitable rotation shows that also \( \tilde{B} : \tilde{A}_M(S(\pi,\gamma)) \to \mathbb{C}[[z]]_M \) is surjective and so there exists a function \( f_2 \in \tilde{A}_M(S(\pi,\gamma)) \) such that \( \tilde{B}(f_2) = \tilde{f} \). It is plain to check (by a recursive application of the Mean Value Theorem) that the function

\[
h(x) = f_1(x), \quad x \in (0,1]; \quad h(x) = f_2(x), \quad x \in [-1,0); \quad h(0) = a_0,
\]

belongs to \( C^\infty([-1,1]) \) and \( h^{(p)}(0) = p!a_p \) for every \( p \in \mathbb{N} \) (see Proposition 2.7). Moreover, considering suitable subsectors of \( S_\gamma \) (respectively, \( S(\pi,\gamma) \)) containing \((0,1] \) (resp., \([-1,0])\), and again by a double application of Proposition 2.7(ii), one obtains a constant \( A > 0 \) such that

\[
\sup_{p \in \mathbb{N}_0, x \in [-1,1]} \left| \frac{h^{(p)}(x)}{A^p!M^p_p} \right| < \infty.
\]

Hence, we deduce that the Borel map \( \mathcal{B} : \mathcal{E}_M([-1,1]) \to \mathbb{C}[[z]]_M \) is also surjective. Since \( M \) is a weight sequence, \( \tilde{M} \) also is, so by Theorem 4.4 this surjectivity amounts to the fact that the sequence of quotients of \( \tilde{M} = (p!M^p_p)_{p \in \mathbb{N}_0} \), namely \( \tilde{m} \), satisfies the condition (\( \gamma_1 \)), which is precisely condition (snq) for \( M \).

\[ \square \]
No other result concerning the surjectivity of the Borel map is present in the literature without adding some additional condition on the weight sequence \( M \) in this ultraholomorphic setting.

Our next results, Theorem 4.10 and Theorem 4.14, are inspired by statements of J. Schmets and M. Valdivia [27, Section 4] in the Beurling case. Although we do not treat this case here, some of their proofs can be adapted to, or suitably modified for, our Roumieu-like spaces.

While the aforementioned authors impose condition (dc) on the sequence \( M \), i.e., there exists \( A > 0 \) such that \( M_{p+1} \leq A p M_p \) for every \( p \in \mathbb{N}_0 \), we will show that, in some cases, one can obtain some information without it.

In the course of our arguments we will need to introduce suitable ultradifferentiable classes (the notations again differ from those in [27]):

For a natural number \( r \in \mathbb{N} \) and a sequence \( M \), we consider the space \( N_{r,M}([0, \infty)) \) of functions \( f \in C^\infty([0, \infty)) \) such that

(a) \( f^{(pr+j)}(0) = 0 \) for every \( p \in \mathbb{N}_0 \) and \( j \in \{1, \ldots, r-1\} \) (this condition is empty when \( r = 1 \)),

(b) there exists a constant \( A > 0 \) for which

\[
\sup_{p \in \mathbb{N}_0, x \in [0, \infty)} \frac{|f^{(pr)}(x)|}{A^p p! M_p} < \infty.
\]

The subspace of \( N_{r,M}([0, \infty)) \) consisting of those functions with support contained in \([0, 1]\) will be denoted by \( E_{r,M}([0, \infty)) \).

Similarly, we introduce the space \( E_{r,M}([0, 1]) \) of functions \( f \in C^\infty([0, 1]) \) such that

(a) \( f^{(pr+j)}(0) = 0 \) for every \( p \in \mathbb{N}_0 \) and \( j \in \{1, \ldots, r-1\} \) (this condition is empty when \( r = 1 \)),

(b) there exists a constant \( A > 0 \) for which

\[
\sup_{p \in \mathbb{N}_0, x \in [0, 1]} \frac{|f^{(pr)}(x)|}{A^p p! M_p} < \infty.
\]

Note that these spaces coincide with the classical ones for \( r = 1 \). In this context, it is natural to consider the next auxiliary sequence.

**Definition 4.6.** Given a sequence \( M \) and \( r \in \mathbb{N} \), its \( r \)-interpolating sequence \( P_{r,M} = P = (P_n)_{n \in \mathbb{N}_0} \) is defined by

\[
P_{kr+j} = (M_k^{r-j} M_{k+1}^j)^{1/r}, \quad k \in \mathbb{N}_0, \ j \in \{0, \ldots, r\}.
\]

Note that with \( j = r \) for \( k \) and \( j = 0 \) for \( k + 1 \) we obtain the same value. As it was pointed out in [27], a simple computation leads to

(i) \( P_{1,M} = M \),

(ii) \( P_{kr} = M_k \) for every \( k \in \mathbb{N}_0 \),

(iii) \( P_{kr+j} = (M_k)^{1/r} \) for all \( k \in \mathbb{N}_0 \) and \( j \in \{0, \ldots, r-1\} \),

(iv) If \( M \) is a weight sequence, then \( P \) also is.

We also deduce the following relation for their injectivity indices.
Lemma 4.7. Let \( M \) be a sequence and \( r \in \mathbb{N} \). Then
\[
\omega(M) = r\omega(P).
\]

Proof. Fix \( j \in \{0, \ldots, r-1\} \), the lemma is deduced from the next calculation
\[
\omega(M) = \liminf_{k \to \infty} \frac{\log m_k}{\log k} = r \liminf_{k \to \infty} \frac{\log m_k^{1/r}}{\log k} = r \liminf_{k \to \infty} \frac{\log p_{kr+j}}{\log(kr+j)} \cdot \frac{\log(kr+j)}{\log(k)}
\]
\[
= r \liminf_{k \to \infty} \frac{\log p_{kr+j}}{\log(kr+j)}.
\]

The introduction of this \( r \)-interpolating sequence is motivated by the following estimates, independently obtained by A. Gorny and H. Cartan (see [13 Sect. 6.4.IV]).

Lemma 4.8. If \( f \in C([1,1]) \) for some \( r \in \mathbb{N} \) and
\[
Q_0 := \sup_{x \in [-1,1]} |f(x)|, \quad Q_r := \sup_{x \in [-1,1]} |f^{(r)}(x)|,
\]
then
\[
\sup_{x \in [-1,1]} |f^{(j)}(x)| \leq (8er/j)^j \max(Q_0^{1-j/r}, Q_r^{j/r}, (r/2)^j Q_0).
\]
for every \( j \in \{1, \ldots, r-1\} \).

We will employ the integral representation for the reciprocal Gamma function, usually referred to as Hankel’s formula (see [11 p. 228]):
\[
\frac{1}{\Gamma(z)} = \frac{1}{2\pi i} \int_{\gamma_0} w^{-z} e^w dw
\]
for all \( z \in \mathbb{C} \) where \( \gamma_0 \) is a path consisting of a half-line in direction \(-\phi\pi/2\) (for any \( \phi \in (1,2) \)) with end point \( w_0 \) on the ray \( \arg(w) = -\phi\pi/2 \) then the circular arc \(|w| = |w_0| \) from \( w_0 \) to the point \( w_1 \) on the ray \( \arg(w) = \phi\pi/2 \) (traversed anticlockwise), and finally the half-line starting at \( w_1 \) in direction \( \phi\pi/2 \). Now, for every \( \beta \in (1,3/2) \) and any \( t \in S_{(\beta-1)/2} \), we define
\[
\phi_{\beta,t} := \beta + 2 \arg(t)/\pi \in ((\beta + 1)/2, (3\beta - 1)/2) \subseteq (1,7/4).
\]
Hence, the change of variables \( u = t/w \) maps \( \phi_{\beta,t} \) into \( \delta_{\beta} \) which is a path consisting of a segment from the origin to a point \( u_0 \) with \( \arg(u_0) = \beta\pi/2 \), then the circular arc \(|u| = |u_0| \) from \( u_0 \) to the point \( u_1 \) on the ray \( \arg(u) = -\beta\pi/2 \) (traversed clockwise), and finally the segment from \( u_1 \) to the origin. Therefore, for every \( z \in \mathbb{C} \) and all \( t \in S_{(\beta-1)/2} \) we have that
\[
\frac{t^{z-1}}{\Gamma(z)} = \frac{-1}{2\pi i} \int_{\delta_{\beta}} u^{z-1} e^{t/u} du.
\]

Our first result is obtained as a consequence of the next proposition and the proof is inspired by Theorem 4.6 in [27].

Proposition 4.9 ([27], Prop. 5.1). Let \( \hat{M} \) be a sequence such that \( \hat{M} \) is a weight sequence and \( r \in \mathbb{N} \). If the restriction map
\[
B_r : L_r,\hat{M}([0,\infty)) \rightarrow \mathbb{C}[z]^{\hat{M}}
\]
sending \( f \) to the formal power series \( \sum_{p=0}^{\infty} (f^{(p)}(0)/p!)z^p \) is surjective, then \( \hat{M} \) satisfies \((\gamma_r)\).
Theorem 4.10. Let $\mathcal{M}$ be a weight sequence.

(i) Let $\alpha > 0$, $\alpha \not\in \mathbb{N}$, be such that $\mathcal{B} : \tilde{A}_\mathcal{M}(S_\alpha) \to \mathbb{C}[|z|]_\mathcal{M}$ is surjective. Then, $\gamma(\mathcal{M}) > |\alpha|$.

(ii) If we have that $\tilde{S}_\mathcal{M} = (0, \infty)$, then $\gamma(\mathcal{M}) = \infty$.

Proof. (i) Consider first the case $\alpha \in (0, 1)$. Then, it suffices to apply Lemma 4.5 to obtain that $\mathcal{M}$ has (snq), or equivalently $\gamma(\mathcal{M}) > 0 = |\alpha|$, as desired.

Suppose now that $\alpha > 1$ and put $r = |\alpha|$, a positive natural number. Firstly, for $\mathcal{M} = (M_p/p!)_{p \in \mathbb{N}_0}$ we will prove that the restriction map $B_r : \mathcal{E}_{r,\tilde{M}}([0,1]) \to \mathbb{C}[|z|]_{\tilde{M}}$ is surjective. Since $r \not\in \mathbb{N}$, we may choose two numbers $\beta_1, \beta_2$ with

$$1 < \beta_1 < \beta_2 < \min\left\{\frac{\alpha}{r}, \frac{3}{2}\right\}.$$ 

Given $\hat{g} = \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[|z|]_{\tilde{M}}$, we write $b_p := a_p p!$ for all $p \in \mathbb{N}_0$, and there exist $C_0, A_0 > 0$ such that

$$|b_p| \leq C_0 A_0^p p! M_p = C_0 A_0^p A^0 p, \quad p \in \mathbb{N}_0.$$ 

Hence, the formal Laplace transform of $\hat{g}$, defined by $\hat{f} := \tilde{L} \hat{g} = \sum_{p=0}^{\infty} b_p z^p$ belongs to $\mathbb{C}[|z|]_\mathcal{M}$.

By hypothesis, there exists $\psi \in \tilde{A}_\mathcal{M}(S_\alpha)$ such that $\tilde{B}(\psi) = \hat{f}$. Hence, given $\beta_2$ and $R > 1$, there exist $C, A > 0$ such that for every $p \in \mathbb{N}_0$ one has

$$\left|\psi(z) - \sum_{k=0}^{p-1} b_k z^k\right| \leq C A^p M_p |z|^p, \quad z \in S(0, r\beta_2, R). \quad (25)$$

The function $\varphi : S_{\alpha/r} \to \mathbb{C}$ given by $\varphi(u) = \psi(u^r)$, is well defined and holomorphic in $S_{\alpha/r}$, which contains $S_{\beta_2}$ as a proper unbounded subsector. Moreover, according to (25) for $p = 0$, for every $w \in S(0, \beta_2, R)$ one has

$$|\varphi(u)| = |\psi(u^r)| \leq C M_0. \quad (26)$$

We consider now a path $\delta_{\beta_1}$ in $S(0, \beta_2, R)$ like the ones used in the classical Borel transform, made up of a segment $\delta_1$ from the origin to a point $u_0$ with $|u_0| = R_0 < R$ and $\arg(u_0) = \pi \beta_1/2$, then the circular arc $\delta_2$, traversed clockwise on the circumference $|u| = R_0$ and going from $u_0$ to the point $u_1$ on the ray $\arg(u_1) = -\pi \beta_1/2$, and finally the segment $\delta_3$ from $u_1$ to the origin.

Define the function $f : S(\beta_1-1)/2 \to \mathbb{C}$ given by

$$f(t) = \frac{-1}{2\pi i} \int_{\delta_{\beta_1}} e^{t/u} \varphi(u) \frac{du}{u}. \quad (27)$$

Observe that $\varphi(u)$ is holomorphic and bounded at 0 in $S(0, \beta_2, R)$, and for every $t \in S(\beta_1-1)/2$ one may easily check that $t/u$ runs over a half-line in the open left half-plane and tends to infinity as $u$ runs over any of the segments $\delta_1$ or $\delta_3$ and tends to 0. Hence, $f$ is holomorphic in the sector $S(\beta_1-1)/2$. We note that, by virtue of Cauchy’s theorem, the value assigned to $R_0$ in the definition of $\delta_{\beta_1}$ is irrelevant for the value of $f$.

Let us fix in the following estimations some $t \in S(0, (\beta_1-1)/2, R)$ and some natural number $p \in \mathbb{N}$. Hankel’s formula (21) for $z = kr + 1$ allows us to write

$$f(t) - \sum_{k=0}^{p-1} b_k \frac{t^kr}{(kr)!} = -\frac{1}{2\pi i} \int_{\delta_{\beta_1}} e^{t/u} \left(\varphi(u) - \sum_{k=0}^{p-1} b_k u^k r^k\right) \frac{du}{u}$$

$$= -\frac{1}{2\pi i} \sum_{j=1}^{3} \int_{\delta_j} e^{t/u} \left(\varphi(u) - \sum_{k=0}^{p-1} b_k u^k r^k\right) \frac{du}{u}. \quad (27)$$
So, if we choose $R$, the subsector $\{t \in \mathbb{C} : |t| < R\}$ is holomorphic in $\mathbb{C}$. Finally, we define the function $f$ as
\[ \varphi(u) = \sum_{k=0}^{p-1} b_k u^k. \]

According to (27), (29) and (30), and using Stirling’s formula, we find that there exist constants $\beta_1$ and (30). Hence one can show that
\[ \left| \psi(u) - \sum_{k=0}^{p-1} b_k u^k \right| \leq C A P M_p |u|^{pr}. \] (28)

On the other hand, by the same estimates (28) and by the choice made for $R_0$, for $j = 1, 3$ we have
\[ \left| \int_{J_{\delta_j}} e^{i/u} \left( \varphi(u) - \sum_{k=0}^{p-1} b_k u^k \right) \, du \right| \leq C A P M_p \int_{0}^{\frac{|t|}{p}} s^{pr} |e^{t/(se^{\pm i\beta_1/2})}| \, ds \]
\[ \leq C C_1 A P M_p \left( \frac{|t|}{p} \right)^{pr}, \] (30)

where $C_1$ is a constant, independent of both $t$ and $p$, given by
\[ C_1 = \sup_{t \in S(0, (\beta_1 - 1)/2, R)} \int_{0}^{\frac{|t|}{p}} e^{t/(se^{\pm i\beta_1/2})} \, ds \]
\[ = \sup_{t \in S(0, (\beta_1 - 1)/2, R)} \int_{0}^{\frac{|t|}{p}} e^{t|\cos(\arg(t)\pi\beta_1/2)/s} \, ds \]
\[ \leq \sup_{|t| < R, p \in \mathbb{N}} \int_{0}^{\frac{|t|}{p}} e^{-|t|\left|\cos(\beta_1 - 1)/4/s\right|} \, ds = \sup_{p \in \mathbb{N}} \int_{0}^{1/p} e^{-\cos(\pi(\beta_1 - 1)/4)/u} \, du \]
\[ \leq \int_{0}^{1} e^{-\cos(\pi\beta_1 - 1)/4}/u \, du < \infty. \]

According to (27), (29) and (30), and using Stirling’s formula, we find that there exist constants $C_2, A_2 > 0$ such that for every $p \in \mathbb{N}$ and $t \in S(0, (\beta_1 - 1)/2, R)$ one has
\[ \left| f(t) - \sum_{k=0}^{p-1} b_k t^k \right| \leq C_2 A_2 M_p |t|^{pr}. \] (31)

This last estimation also holds for $p = 0$, in a similar way, taking $R_0 = |t|$ and using the definition of $f$ and (26). Hence one can show that $f$ admits the series $\sum_{p=0}^{\infty} b_p t^{pr}/(pr)!$ as its asymptotic expansion as $t$ tends to 0 in the sector (if $r \geq 2$ observe that for $(p-1)r + 1 \leq n < pr$ we have $|t|^{pr} \leq |t|^n$ whenever $|t| \leq 1$). It is then a standard fact that for every $m \in \mathbb{N}_0$ and every proper subsector $T$ of $S(0, (\beta_1 - 1)/2, R)$ there exists
\[ \lim_{t \to 0, t \in T} f^{(m)}(t) = \begin{cases} b_p & \text{if } m = pr \text{ for some natural number } p \in \mathbb{N}_0, \\ 0 & \text{otherwise}. \end{cases} \] (32)

Finally, we define the function $F : [0, 1] \to \mathbb{C}$ given by $F(t) = f(t)$ for $t \in (0, 1]$, $F(0) = b_0$. Since $f$ is holomorphic in $S(0, (\beta_1 - 1)/2, R)$ and we have (52), we immediately deduce that $F$ belongs to $C^\infty([0, 1])$ and
\[ F^{(m)}(0) = \begin{cases} b_p & \text{if } m = pr \text{ for some } p \in \mathbb{N}_0, \\ 0 & \text{otherwise}. \end{cases} \]
Moreover, we may take $\varepsilon > 0$ such that for every $t \in (0, 1]$ the disk $D(t, \varepsilon t)$ is contained in $S(0, (\beta_1 - 1)/2, R)$. Then, Cauchy’s integral formula together with $|F(p)|$ allow us to deduce that for every $p \in \mathbb{N}_0$,

$$|F^{(pr)}(t)| = \left| \left( f(t) - \sum_{k=1}^{p-1} b_k \frac{t^k}{(kr)!} \right)^{(pr)} \right| \leq (pr)! \left( \frac{1 + \varepsilon}{r} \right)^{pr} C_2 A_{2M}^p M_p = C_3 A_{3M}^p M_p.$$

In conclusion, $F \in \mathcal{E}_{r,M}([0, 1])$ and $B_c(F) = \hat{g}$. So, $S$ is surjective.

Secondly, according to Theorem 3.11, the map $\tilde{B} : \tilde{A}_M(S_a) \to \mathbb{C}[z]_M$ is not injective, this means by Theorem 3.10 that $\alpha \leq \omega(M)$, then $r = |\alpha| < \omega(M)$ because $\alpha \notin \mathbb{N}$. By Lemma 1.7 and 23, if $P = P_{r,M}$ we have that

$$\omega(P) = \omega(P_{r,M}) - 1 = \omega(M)/r - 1 > 0.$$

Hence, since $P$ is (lc), one may take into account (b) and deduce that $P$ has (nq), so by the Denjoy-Carleman theorem (see [7 Ch. 1]) there exists a $C^\infty$ nonnegative function $\varphi$ in $\mathbb{R}$ with support contained in $[-1, 1]$ and which takes the value 1 in a neighborhood of 0, such that there exists $A > 0$ with

$$\sup_{t \in \mathbb{R}, \, n \in \mathbb{N}_0} \frac{\varphi^{(n)}(t)}{A^n P_n} < \infty.$$

Applying the Gorny-Cartan estimates of Lemma 4.3 for every $h \in \mathcal{E}_{r,M}([0, 1])$ one can check that the product $\varphi h$ belongs to $\mathcal{L}_{r,M}([0, \infty))$ and, moreover, $(\varphi h)^{(p)}(0) = h^{(p)}(0)$ for every $p \in \mathbb{N}_0$.

Since $B_c : \mathcal{E}_{r,M}([0, 1]) \to \mathbb{C}[z]_M$ is surjective, we deduce that $B_c : \mathcal{L}_{r,M}([0, \infty)) \to \mathbb{C}[z]_M$ also is. By Proposition 3.9 we conclude that $m$ satisfies $(\gamma_r)$, what amounts to $\gamma(M) > r = |\alpha|$.

(ii) It is an immediate consequence of (i). \qed

**Corollary 4.11.** Whenever $M$ is a weight sequence, if $\gamma(M) < \infty$ one always has

$$\tilde{S}_M \subseteq [0, |\gamma(M)| + 1].$$

In case $\gamma(M) \in \mathbb{N}$, then $\tilde{S}_M \subseteq (0, \gamma(M) + 1)$. Note that if $\gamma(M) = \infty$, the previous theorem does not provide any relevant information.

**Proof.** The case $\tilde{S}_M = \emptyset$ is trivial. So, we treat the case in which the surjectivity interval is not empty, what according to Lemma 1.7 implies $\gamma(M) > 0$.

Let $\alpha \in \tilde{S}_M$. On the one hand, if $\alpha \notin \mathbb{N}$, by Theorem 4.10 we have $|\alpha| < \gamma(M)$, and so $\alpha - 1 < |\alpha| \leq |\gamma(M)|$, from where $\alpha < |\gamma(M)| + 1$. On the other hand, if $\alpha \in \mathbb{N}$ then we can apply Theorem 4.10 for any $\beta \in (\alpha - 1, \alpha)$ (since $\beta \in \tilde{S}_M$ too) and deduce that $\alpha - 1 = |\beta| < \gamma(M)$, hence $\alpha < \gamma(M) + 1$. We deduce that $\alpha \leq |\gamma(M)| + 1 = |\gamma(M)| + 1$, except in case $\gamma(M) \in \mathbb{N}$, where moreover $\alpha$ cannot coincide with $\gamma(M) + 1$. The conclusion easily follows. \qed

**Remark 4.12.** Summing up, for a weight sequence $M$ and taking into account (b) and Theorem 3.11 we see that:

(i) if $\gamma(M) = 0$ (equivalently, if $M$ has not (snq)) then $S_M = \tilde{S}_M = \hat{S}_M = \emptyset$.

(ii) if $\gamma(M) \in (0, \infty)$ and

(a) $\gamma(M) \notin \mathbb{N}$, then $S_M \subseteq \tilde{S}_M \subseteq \hat{S}_M \subseteq (0, \gamma(M) + 1] \cap (0, \omega(M))$,

(b) $\gamma(M) \in \mathbb{N}$, then $S_M \subseteq \tilde{S}_M \subseteq \hat{S}_M \subseteq (0, \gamma(M) + 1) \cap (0, \omega(M))$.

If $\omega(M) = \infty$, the second interval in these intersections should be taken as $(0, \infty)$.
4.2 Weight sequences satisfying derivation closedness condition

As it has been pointed out in Remark 4.12, Corollary 4.11 provides also information about \( \tilde{S}_M^n \). In order to slightly improve it, one needs to impose (dc), which is a natural condition on the sequence \( M \), in the sense that it guarantees that the ultraholomorphic classes under consideration, consisting of holomorphic functions, are closed with respect to taking derivatives (see Remarks 4.9 and 4.10). We will also need the next result.

**Proposition 4.13** ([27], Prop. 5.2). Let \( r \in \mathbb{N} \) and \( M \) be a sequence such that \( \tilde{M} = (p!M_p)_{p \in \mathbb{N}_0} \) is a weight sequence. If the map \( B_r : \mathcal{N}_r M([0, \infty)) \to \mathbb{C}[[z]]_M \) sending \( f \) to the formal power series \( \sum_{p=0}^{\infty} (f^{(p)}(0)/p!) z^p \) is surjective, then the sequence \( \tilde{m} = ((p+1)m_p)_{p \in \mathbb{N}_0} \) satisfies the condition \( (\gamma_r) \).

Following the ideas in the proof of Proposition 4.6 in [27], we will be able to deal also with the case \( \alpha \in \mathbb{N} \) whenever \( \tilde{B} : \tilde{A}_M^\alpha(S_\alpha) \to \mathbb{C}[[z]]_M \) is surjective.

**Theorem 4.14.** Let \( M \) be a weight sequence satisfying (dc).

(i) Let \( \alpha > 0 \) be such that \( \tilde{B} : \tilde{A}_M^\alpha(S_\alpha) \to \mathbb{C}[[z]]_M \) is surjective. Then, \( \gamma(M) > \lfloor \alpha \rfloor \).

(ii) If we have that \( \tilde{S}_M^n = (0, \infty) \), then \( S_M = \tilde{S}_M^n = \tilde{S}_M = (0, \infty) \) and \( \gamma(M) = \infty \).

**Proof.** (i) Consider first the case \( \alpha \in (0, 1) \), then \( \alpha \in \tilde{S}_M^n \subseteq \tilde{S}_M \) and \( \alpha \notin \mathbb{N} \), so by Theorem 4.10 we conclude that \( \gamma(M) > 0 \). Note that in this case no use has been made of (dc).

Suppose now that \( \alpha \geq 1 \) and put \( r = \lfloor \alpha \rfloor \), a positive natural number (note that, by Theorem 4.10, we only need to consider the case \( \alpha = r \in \mathbb{N} \) but the proof works anyway). Our aim is to show that \( B_r : \mathcal{N}_r M([0, \infty)) \to \mathbb{C}[[z]]_{\tilde{M}} \) is surjective.

Given \( \tilde{g} = \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]]_{\tilde{M}} \), we write \( b_p := a_p p! \) for all \( p \in \mathbb{N}_0 \) and we see that there exist \( C_0, A_0 > 0 \) such that

\[
|b_p| \leq C_0 A^p p! M_p = C_0 A^p M_p, \quad p \in \mathbb{N}_0.
\] (33)

Consider the formal power series \( \tilde{f} = \sum_{p=0}^{\infty} (-1)^p b_p z^p \in \mathbb{C}[[z]]_{\tilde{M}} \). By hypothesis, there exists \( \psi \in \tilde{A}_M^\alpha(S_\alpha) \) such that \( \tilde{B} (\psi) = \tilde{f} \), and so there exist \( C, A > 0 \) such that for every \( p \in \mathbb{N}_0 \) one has

\[
|\psi(z) - \sum_{k=0}^{p-1} (-1)^k b_k z^k| \leq CA^p M_p |z|^p, \quad z \in S_\alpha.
\] (34)

The function \( \varphi : S_{\alpha/r} \to \mathbb{C} \) given by \( \varphi(w) = \psi(w^{-r}) - b_0 \), is well defined and holomorphic in \( S_{\alpha/r} \supseteq S_1 \). Moreover, according to (34) for \( p = 1 \), for every \( w \in S_1 \) one has

\[
\left| \frac{\varphi(w)}{w} \right| = \frac{1}{|w|} |\psi(w^{-r}) - b_0| \leq CAM_1 |w|^{r+1}.
\] (35)

So, the function \( f : \mathbb{R} \to \mathbb{C} \) given by

\[
f(t) = \frac{1}{2\pi i} \int_{1-i\infty}^{1+i\infty} e^{tu} \frac{\varphi(u)}{u} du
\]
is well defined and continuous on \( \mathbb{R} \). By the classical Hankel formula [27] for the reciprocal Gamma function, for every natural number \( p \geq 2 \) and every \( t \in \mathbb{R} \) we may write

\[
f(t) - \sum_{k=1}^{p-1} (-1)^k \frac{t^k}{(kr)!} = \frac{1}{2\pi i} \int_{1-i\infty}^{1+i\infty} e^{tu} \left( \frac{\varphi(u)}{u} - \sum_{k=1}^{p-1} (-1)^k \frac{b_k}{u^{kr+1}} \right) du.
\] (36)
Since, again by (34), we have
\[
\left| \frac{\varphi(u)}{u} - \sum_{k=1}^{p-1} (-1)^k r b_k \frac{1}{u^{r+1}} \right| = \frac{1}{|u|} \left| \psi(u^r) - \sum_{k=0}^{p-1} (-1)^k r b_k (u^{-r})^k \right| \leq \frac{CA_p M_p}{|u|^{pr+1}} \tag{37}
\]
for every \( u \in S_1 \), we can apply Leibniz’ theorem for parametric integrals and deduce that the function
\[
f(t) = \sum_{k=1}^{p-1} (-1)^k r b_k \frac{t^kr}{(kr)!}
\]
belongs to \( C^{pr-1}(\mathbb{R}) \). Moreover, all of its derivatives of order \( m \leq pr - 1 \) at \( t = 0 \) vanish. This fact can be checked by differentiating the right-hand side of (36) \( m \) times under the integral sign, evaluating at \( t = 0 \), and then computing the integral by means of Cauchy’s theorem. For that, consider the paths \( \Gamma_s \), \( s > 0 \), consisting of the arc of circumference centered at 1, joining \( 1 + si \) and \( 1 - si \) and passing through \( 1 + s \), and the segment \([1 - si, 1 + si]\). It is plain to check that \( \int_{\Gamma_s} u^{-m-1}(\varphi(u) - \sum_{k=1}^{p-1} (-1)^k r b_k u^{-kr})du = 0 \), and applying (37) a limiting process when \( s \to \infty \) leads to the conclusion.

As \( p \) is arbitrary, we have that \( f \in C^\infty(\mathbb{R}) \) and, moreover,
\[
f^{(m)}(0) = \begin{cases} (-1)^pr b_p & \text{if } m = pr \text{ for some } p \geq 1, \\ 0 & \text{otherwise.} \end{cases}
\]
Finally, we define the function
\[
F(t) = b_0 + f(-t), \quad t \geq 0.
\]
Obviously, \( F \in C^\infty([0, \infty)) \) and \( F^{(pr)}(0) = b_p \), \( p \in \mathbb{N}_0 \); \( F^{(m)}(0) = 0 \) otherwise. In order to conclude, we estimate the derivatives of \( F \) of order \( pr \) for some \( p \in \mathbb{N}_0 \). For \( p = 0 \) and \( t \geq 0 \), we take into account (33) and (35) in order to obtain that
\[
|F^{(0)}(t)| \leq |b_0| + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-t/y} \frac{C A_M^1}{1 + y^{r+1}} dy \leq C_0 + \frac{C A_M^1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{(1 + y^2)^{(r+1)/2}} dy, \tag{38}
\]
and so \( F \) is bounded. For \( p \geq 1 \) we may write formula (33) evaluated at \( -t \) as
\[
f(-t) = \sum_{k=1}^{p} b_k \frac{t^kr}{(kr)!} = \frac{1}{2\pi i} \int_{1-\infty i}^{1+\infty i} e^{-tz} \left( \frac{\varphi(z)}{z} - \sum_{k=1}^{p} \frac{(-1)^k r b_k}{z^{kr+1}} \right) dz.
\]
Then,
\[
F^{(pr)}(t) = b_p + \left( f(-t) - \sum_{k=1}^{p} b_k \frac{t^kr}{(kr)!} \right)^{(pr)}(t)
\]
\[
= b_p + \frac{1}{2\pi i} \int_{1-\infty i}^{1+\infty i} e^{-tz} (-z)^{pr} \left( \frac{\varphi(z)}{z} - \sum_{k=1}^{p} \frac{(-1)^k r b_k}{z^{kr+1}} \right) dz,
\]
and we may apply (33), and (37) in order to obtain
\[
|F^{(pr)}(t)| \leq C_0 A_0^p M_p + \frac{CA_p^{p+1} M_p+1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{(1 + y^2)^{(r+1)/2}} dy. \tag{39}
\]
From (38) and (39), and since $M$ satisfies (dc), we deduce that there exist $C_1, A_1 > 0$ such that for every $p \in \mathbb{N}$ one has

$$|F^{(pr)}(t)| \leq C_1 A_1^p M_p = C_1 A_1^p \tilde{M}_p, \quad t \geq 0,$$

and so $F \in N_{r,M}([0, \infty))$ and $E_\gamma(F) = \hat{g}$. In conclusion, $E_\gamma$ is surjective as desired, and by Proposition 4.13 we deduce that $m$ satisfies $(\gamma_\epsilon)$, what amounts to $\gamma(M) > r = [\alpha]$.

(ii) The fact that all the intervals of surjectivity are $(0, \infty)$ is an easy consequence of (6) and Proposition 2.7 (iii), while $\gamma(M) = \infty$ stems from (i).

**Corollary 4.15.** Whenever $M$ is a weight sequence satisfying (dc), one has

$$S_M \subseteq \tilde{S}_M^u \subseteq (0, [\gamma(M)] + 1).$$

If moreover $\gamma(M) \in \mathbb{N}$, then $S_M \subseteq \tilde{S}_M^u \subseteq (0, \gamma(M))$.

**Proof.** The arguments are similar to those in the proof of Corollary 4.11. The case $\tilde{S}_M^u = \emptyset$ is trivial. Otherwise, $\tilde{S}_M^u \neq \emptyset$ and, by Lemma 4.15, $\gamma(M) > 0$.

Let $\alpha \in \tilde{S}_M^u$. By Theorem 4.14 we have $|\alpha| < \gamma(M)$, and so $\alpha < [\alpha] + 1 \leq [\gamma(M)] + 1$, which is the first statement. In case $\gamma(M) \in \mathbb{N}$, the condition $[\gamma(M)] < \gamma(M)$ does not hold, and so $\gamma(M) \not\in \tilde{S}_M^u$ and the interval $\tilde{S}_M^u$ has to be contained in $(0, \gamma(M))$.

Recall that if $M$ has not (snq) the problem is solved (see Remark 4.12). Let $M$ be (lc), (snq) and (dc) (the first two conditions imply that $M$ is a weight sequence). Then $\gamma(M) \in (0, \infty)$, and we have the situation described in Table 3 with the corresponding conventions if $\gamma(M) = \infty$ or $\omega(M) = \infty$. With the same assumptions, one might be able to show at least that $S_M \subseteq \tilde{S}_M^u \subseteq (0, \gamma(M))$ and $\tilde{S}_M \subseteq (0, \gamma(M)]$ but it seems that a technique that only employs the properties of the spaces $\mathcal{L}_{r,M}, N_{r,M}$ and $\mathcal{L}_{r,M}$ is not sufficient.

We mention that there exist sequences that are not strongly regular such that $\gamma(M), \omega(M) \in (0, \infty)$, and these values still are referring to some concrete openings in the injectivity and surjectivity problems.

| $\gamma(M) \in \mathbb{N}$ | $\gamma(M) \in \mathbb{R} \setminus \mathbb{N}$ |
|--------------------------|--------------------------|
| $S_M \subseteq (0, \gamma(M))$ | $S_M \subseteq (0, [\gamma(M)] + 1) \cap (0, \omega(M)]$ |
| $\tilde{S}_M^u \subseteq (0, \gamma(M))$ | $\tilde{S}_M^u \subseteq (0, [\gamma(M)] + 1) \cap (0, \omega(M)]$ |
| $\tilde{S}_M \subseteq (0, \gamma(M) + 1) \cap (0, \omega(M)]$ | $\tilde{S}_M \subseteq (0, [\gamma(M)] + 1) \cap (0, \omega(M)]$ |

Table 3: Surjectivity intervals when $M$ is (lc), (snq) and (dc).

### 4.3 Strongly regular sequences

We need to impose more conditions on the sequence $M$ in order to get extra information about surjectivity. We recall that $M$ is said to be strongly regular if it is (lc), (snq) and (mg). As commented before, the first two conditions are natural in this context, and moderate growth, which is stronger than (dc), is our additional assumption. We recall that a (lc) sequence has (mg) if, and only if, $\sup_{p \in \mathbb{N}} m_p/M_p^{1/p} < \infty$ (see [21, Lemma 5.3]). Hence, since for a (lc) and
(mg) sequence one has, with Landau’s notation, \( \log(M_p) = O(p \log(p)) \) as \( p \) tends to infinity (see [19] Theorem 2), using (i) we deduce that

\[
\omega(M) = \liminf_{p \to \infty} \frac{\log(m_p)}{\log(p)} \leq \liminf_{p \to \infty} \frac{\log(M_p)}{p \log(p)} < \infty.
\]

With this, Proposition 4.12 and the equivalence of (snq) and the condition \( \gamma(M) > 0 \), for a strongly regular sequence one always has \( 0 < \gamma(M) \leq \omega(M) < \infty \) (see also [8, 11]).

The main known result regarding surjectivity for strongly regular sequences was provided by V. Thilliez [29, Theorem 3.2.1].

**Theorem 4.16** ([29], Theorem 3.2.1). Let \( M \) be a strongly regular sequence and \( 0 < \gamma < \gamma(M) \). Then there exists \( d \geq 1 \) such that for every \( A > 0 \) there is a linear continuous operator

\[
T_{M,A,\gamma} : C[[z]]_{M,A} \to A_{M,dA}(S_{\gamma})
\]

such that \( \tilde{B} \circ T_{M,A,\gamma} = \text{Id}_{C[[z]]_{M,A}} \), the identity map in \( C[[z]]_{M,A} \). Hence, \( \tilde{B} : A_M(S_{\gamma}) \to C[[z]]_M \) is surjective.

Except in the classical Gevrey classes, no information about the optimality of \( \gamma(M) \) was provided. Our next attempt will be to obtain as much information as possible in this direction. The following result rests on Theorem 4.14 and a ramification argument, what makes us consider only rational values for the constant \( r \) below.

**Theorem 4.17.** Let \( M \) be a strongly regular sequence, and let \( r \in \mathbb{Q}, r > 0 \) be given. The following assertions are equivalent:

(i) \( r < \gamma(M) \),

(ii) there exists \( d \geq 1 \) such that for every \( A > 0 \) there is a linear continuous operator

\[
T_{M,A,r} : C[[z]]_{M,A} \to A_{M,dA}(S_{r})
\]

such that \( \tilde{B} \circ T_{M,A,\gamma} = \text{Id}_{C[[z]]_{M,A}} \), the identity map in \( C[[z]]_{M,A} \),

(iii) the Borel map \( \tilde{B} : A_M(S_{r}) \to C[[z]]_M \) is surjective,

(iv) the Borel map \( \tilde{B} : A_M(S_{r}) \to C[[z]]_M \) is surjective.

**Proof.** (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) This is Theorem 4.16

(iii) \( \Rightarrow \) (iv) Trivial by contention.

(iii) \( \Rightarrow \) (i) In case \( r \in \mathbb{N} \), we use Theorem 4.14 (i) and we conclude.

Otherwise, we write \( r = p/q \) with \( p, q \in \mathbb{N} \) relatively prime, \( q \geq 2 \). Consider the sequence \( M^q = (M^n_q)_{n \in \mathbb{N}_0} \), which also turns out to be strongly regular (see [29, Lemma 1.3.4]). We will prove that \( \tilde{B} : A_{M^q}(S_p) \to C[[z]]_{M^q} \) is surjective, so, then by Theorem 4.14 (i), we see that \( p < \gamma(M^q) \). Hence, we get that \( r = p/q < \gamma(M) \), as desired.

Let us prove the aforementioned surjectivity. Given \( \hat{f} = \sum_{j=0}^{\infty} a_j z^j \in C[[z]]_{M^q} \), there exist \( C, A > 0 \) such that \( |a_j| \leq C A^j M^q_j \) for every \( j \in \mathbb{N}_0 \). Let us define a new formal power series \( \hat{g} = \sum_{j=0}^{\infty} b_j z^j \) with coefficients

\[
b_{aj} = a_j, \quad j \in \mathbb{N}_0; \quad b_m = 0 \text{ otherwise}.
\]
The log-convexity of $M$ implies that $M^q_j \leq M_{qj}$ for every $j$, so we have that

$$|b_{qj}| \leq CA^j M^q_j \leq C(A^{1/q})^{qj} M_{qj},$$

and consequently, $\hat{g} \in C[z][z].$ By hypothesis, there exists a function $g \in \hat{A}_M^q(S_r)$ such that $B(g) = \hat{g}$, and so there exist $C_1, A_1 > 0$ such that for every $z \in S_r$ and $n \in \mathbb{N}_0$ one has

$$\left|g(z) - \sum_{j=0}^{n-1} b_j z^j\right| \leq C_1 A_1^n M_n |z|^n.$$  \hfill (40)

Consequently, the function $f : S_p \to \mathbb{C}$ given by $f(w) = g(w^{1/q})$ is well-defined and holomorphic in $S_p$. Moreover, for every $w \in S_p$ and $n \in \mathbb{N}_0$ one deduces from (40) that

$$\left|f(w) - \sum_{j=0}^{n-1} a_j w^j\right| = \left|g(w^{1/q}) - \sum_{j=0}^{n-1} b_{qj} (w^{1/q})^j\right| = \left|g(w^{1/q}) - \sum_{k=0}^{qn-1} b_k (w^{1/q})^k\right| \leq C_1 A_1^{qn} M_{qn} |w^{1/q}|^n.$$  \hfill (41)

We apply now the property (mg) of $M$: it is straightforward to prove that there exists $A_0 > 0$ such that for all $n \in \mathbb{N}_0$ we have $M_{qn} \leq A_0^n M_n^q$. We may use this fact in (41) and obtain that

$$\left|f(w) - \sum_{j=0}^{n-1} a_j w^j\right| \leq C_1 (A_0 A_1^n)^n M_n^q |w|^n.$$  

So, $f \in \hat{A}_M^u(S_p)$ and $\hat{B}(f) = \hat{f}$, what shows the surjectivity as intended. \(\square\)

This result has several important consequences.

**Corollary 4.18.** Let $M$ be a strongly regular sequence with $\gamma(M) \in \mathbb{Q}$. Then, $S_M = \hat{S}_M^u = (0, \gamma(M))$.

**Proof.** By Theorem 4.17 and (3), we have $(0, \gamma(M)) \subseteq S_M \subseteq \hat{S}_M^u$, while (iii) $\Rightarrow$ (i) in Theorem 4.17 ensures that, $\gamma(M)$ being rational, it cannot be the case that $\gamma(M) \in \hat{S}_M^u$, and so $\hat{S}_M^u \subseteq (0, \gamma(M))$. \(\square\)

In the following I stands for the set of irrational numbers.

**Corollary 4.19.** Let $M$ be a strongly regular sequence, and let $t \in \mathbb{R}, t > 0$. Each assertion implies the following one:

(i) $t < \gamma(M)$,

(ii) the Borel map $\tilde{B} : \mathcal{A}_M(S_t) \to C[z][z]$ is surjective,

(iii) the Borel map $\tilde{B} : \hat{A}_M^u(S_t) \to C[z][z]$ is surjective,

(iv) the Borel map $\tilde{B} : \hat{A}_M(S_t) \to C[z][z]$ is surjective,

(v) for every $\xi \in I$ with $\xi < t$, the Borel map $\tilde{B} : \hat{A}_M(S_\xi) \to C[z][z]$ is surjective,

(vi) $t \leq \gamma(M)$. 
Hence, \((0, \gamma(M)) \subseteq S_M \subseteq \tilde{S}_M \subseteq \bar{S}_M \subseteq (0, \gamma(M))\).

Proof. Only \((v) \implies (vi)\) needs a short proof. For every \(q \in \mathbb{N}\) we have that \(\zeta = \xi q \notin \mathbb{N}\), we will deduce more information regarding the surjectivity intervals. In order to be able to infer \(\gamma(M)\) we remember that if \(\omega(\mathcal{M}) > 0\) if and only if \(\mathcal{M}\) has \((\text{snq})\), whereas for \(\omega(\mathcal{M})\) we remember that if \(\omega(\mathcal{M}) > 0\) then \(\mathcal{M}\) is \((\text{nq})\), but if \(\mathcal{M}\) is \((\text{nq})\) then only \(\omega(\mathcal{M}) \geq 0\) is known.

**Remark 4.20.** The situation for strongly regular sequences is summed up in Table 4. The conjecture is that, at least for strongly regular sequences, one always has \(\mathcal{S}_M = (0, \gamma(\mathcal{M}))\) and \(\mathcal{S}_{\mathcal{M}} = \mathcal{S}_{\mathcal{M}}^u = (0, \gamma(\mathcal{M}))\). The main difference with the injectivity problem, in which the belonging of the value \(\omega(\mathcal{M})\) to the injectivity interval depends on the convergence of a series, might lie in the fact that the value of \(\gamma(\mathcal{M})\) completely characterized \((\text{snq})\) condition, that is, \(\gamma(\mathcal{M}) > 0\) if and only if \(\mathcal{M}\) has \((\text{snq})\), whereas for \(\omega(\mathcal{M})\) we remember that if \(\omega(\mathcal{M}) > 0\) then \(\mathcal{M}\) is \((\text{nq})\), but if \(\mathcal{M}\) is \((\text{nq})\) then only \(\omega(\mathcal{M}) \geq 0\) is known.

| \(\gamma(M)\) | \(\gamma(M)\) |
|----------------|----------------|
| \(\mathcal{S}_M\) | \((0, \gamma(M))\) or \((0, \gamma(M))\) |
| \(\mathcal{S}_{\mathcal{M}}^u\) | \((0, \gamma(M))\) or \((0, \gamma(M))\) |
| \(\bar{S}_M\) | \((0, \gamma(M))\) or \((0, \gamma(M))\) |

Table 4: Surjectivity intervals for strongly regular sequences

**Remark 4.21.** A question which was open for some time is: Are \(\gamma(\mathcal{M})\) and \(\omega(\mathcal{M})\) always equal for strongly regular sequences? After some trial and error, a strongly regular sequence has been constructed with \(\gamma(\mathcal{M}) = 2 < \omega(\mathcal{M}) = 5/2\) (see Example 2.2.26 in [8], also Example 4.18 and Remark 4.19 in [11]. In fact, given any pair of values \(0 < \gamma < \omega < \infty\) we are able to provide a strongly regular sequence \(\mathcal{M}\) such that \(\gamma(\mathcal{M}) = \gamma\) and \(\omega(\mathcal{M}) = \omega\) (see Remark 2.2.27 in [8] and Subsection 4.3 in [11]). This means that for opening \(\alpha \pi\) with \(\alpha\) in the interval \((\gamma, \omega)\), the Borel map is neither injective nor surjective and the corresponding injectivity and surjectivity intervals for this sequence are either \([\omega, \infty)\) or \((\omega, \infty)\) and \((0, \gamma)\) or \((0, \gamma)\), respectively.

**4.4 Sequences admitting a nonzero proximate order**

In this final subsection, taking into account that the Borel map is never bijective, Theorem 3.17 we will deduce more information regarding the surjectivity intervals. In order to be able to infer from that result whether or not \(\gamma(\mathcal{M})\) belongs to \(\mathcal{S}_M\) and \(\mathcal{S}_{\mathcal{M}}^u\), strongly regularity is not enough and we need to assume \(\gamma(\mathcal{M}) = \omega(\mathcal{M})\). Then,

(i) If \(\sum_{p=0}^{\infty} (m_p)^{-1/\omega(M)} = \infty\), we know that \(\tilde{I}_M^u = I_M = [\omega(\mathcal{M}), \infty) = [\gamma(\mathcal{M}), \infty)\), and then \(S_M = \tilde{S}_M^u = (0, \gamma(M))\), \((0, \gamma(M)) \subseteq \bar{S}_M \subseteq (0, \gamma(M))\).

(ii) If \(\sum_{p=0}^{\infty} (m_p)^{-1/\omega(M)} < \infty\) and \(\sum_{p=0}^{\infty} ((p+1)m_p)^{-1/\omega(M)+1} = \infty\), we know that \(I_M = [\gamma(\mathcal{M}), \infty)\) and \(\tilde{I}_M^u = (\gamma(\mathcal{M}), \infty)\), and so \(S_M = (0, \gamma(M))\), \((0, \gamma(M)) \subseteq \tilde{S}_M^u \subseteq \bar{S}_M \subseteq (0, \gamma(M))\).
Hence, the information we have for strongly regular sequences with \( \gamma(M) = \omega(M) \) is summarized in the first two rows of Table 5. Note that for nonuniform asymptotics this assumption does not produce any improvements and we will need to go one step further.

Our final result was given by the second author, Theorem 6.1 in [25], for strongly regular sequences \( M \) such that the function \( d_M \), defined by \( d_M(t) := \log(\omega_M(t))/\log(t) \), \( t \) large enough, is a proximate order. For nonuniform asymptotics, he proved that \( \tilde{S}_M = (0, \gamma(M)) \) employing the truncated Laplace transform technique, where the classical exponential kernel was replaced by a function which is constructed using proximate orders and Maergoiz’s functions. The weight sequences \( M \) for which \( d_M \) is a proximate order have been characterized in [10] Theorem 3.6]. However, this property turned out not to be stable under equivalence, what motivated the study of a weaker condition which is indeed stable, as shown by the following statement.

**Theorem 4.22** ([10], Theorem 4.14). Let \( M \) be a weight sequence. The following are equivalent:

(a) There exists a weight sequence \( L \) and positive constants \( A \) and \( B \) such that \( A P L_p \leq M_p \leq B p L_p \) and \( d_L(t) \) is a nonzero proximate order.

(b) \( M \) admits a nonzero proximate order \( \rho(t) \), i.e., there exists a nonzero proximate order \( \rho(t) \) and constants \( C \) and \( D \) such that

\[
C \leq \log(t)(d_M(t) - \rho(t)) \leq D, \quad t \text{ large enough.}
\]

**Remark 4.23.** (i) The functions \( \rho_{\alpha,\beta} \) in the Example 5.11 are admissible for the corresponding sequences \( M_{\alpha,\beta} \) in the Example 2.4. This is useful even if, as it happens in this case, the functions \( d_{\alpha,\beta}(t) := \log(\omega_{M_{\alpha,\beta}}(t))/\log(t) \) already are proximate orders, since \( \rho_{\alpha,\beta} \) are easier to handle and enjoy better regularity properties.

(ii) In the Gevrey case in particular, i.e. for \( M_{\alpha} = (p^\alpha)_{\in \mathbb{N}_0} \), the constant proximate order \( \rho(r) \equiv 1/\alpha \) is admissible, and any \( V \in MF(2\alpha, \rho(r)) \) will provide us, by Theorem 5.15, with a flat function in the class \( \tilde{A}_{M_{\alpha}}(S_{\alpha}) \). Since the choice \( V(z) = z^{1/\alpha} \) is possible, we obtain the classical flat function \( G(z) = \exp(-z^{-1/\alpha}) \).

As it is deduced from [25] Remark 4.11.(iii)], the construction in [25] Theorem 6.1] is also available whenever \( M \) is a weight sequence admitting a nonzero proximate order. We recall that if \( M \) admits a nonzero proximate order then it is strongly regular and \( \gamma(M) = \omega(M) \in (0, \infty) \) (see [10] Remark 4.15]) but the converse does not hold [10] Example 4.16, so this is the most regular situation we will consider.

**Theorem 4.24** (Generalized Borel–Ritt–Gevrey theorem). Let \( M \) be a weight sequence admitting a nonzero proximate order and \( \gamma > 0 \) be given. The following statements are equivalent:

(i) \( \gamma \leq \omega(M) = \gamma(M) \),

(ii) For every \( \hat{f} = \sum_{p \in \mathbb{N}_0} a_p z^p \in \mathbb{C}[[z]]_M \) there exists a function \( f \in \tilde{A}_M(S_{\gamma}) \) such that

\[
f \sim_M \hat{f},
\]

i.e., \( \tilde{B}(f) = \hat{f} \). In other words, the Borel map \( \tilde{B}: \tilde{A}_M(S_{\gamma}) \rightarrow \mathbb{C}[[z]]_M \) is surjective.

Hence, \( \tilde{S}_M = (0, \gamma(M)) = (0, \omega(M)) \).
\[ \gamma(M) \in \mathbb{Q} \]

\[ \sum_{p=0}^{\infty} \left( \frac{1}{m_p} \right) = \infty \]

\[ \sum_{p=0}^{\infty} \left( \frac{1}{(p+1)m_p} \right) = \infty \]

\[ \sum_{p=0}^{\infty} \left( \frac{1}{(p+1)^2} \right) < \infty \]

\[ S_{M_0} \]

\[ (0, \gamma(M)) \]

\[ S_{M_0}^\ast \]

\[ (0, \gamma(M)) \text{ or } (0, \gamma(M]) \]

\[ \tilde{S}_{M_0} \]

\[ (0, \gamma(M]) \]

Table 5: Surjectivity intervals for weight sequences admitting a nonzero proximate order.

\[ \beta \leq \alpha \quad \alpha < \beta \leq \alpha + 1 \quad \beta > \alpha + 1 \]

\[ S_{M_{\alpha, \beta}} \]

\[ (0, \alpha) \]

\[ (0, \alpha) \]

\[ (0, \alpha) \text{ or } (0, \alpha] \]

\[ (0, \alpha) \text{ or } (0, \alpha] \]

\[ \tilde{S}_{M_{\alpha, \beta}} \]

\[ (0, \alpha] \]

\[ (0, \alpha] \]

Table 6: Surjectivity intervals for the sequences \( M_{\alpha, \beta} \), \( \alpha > 0 \), \( \beta \in \mathbb{R} \).

Table 5 gathers the information about surjectivity in case \( M \) admits a nonzero proximate order. For the sequence \( M_{\alpha, \beta} = (p!)^{\alpha} \prod_{m=0}^{\infty} \log^2(e + m) \) \( \in \mathbb{N}_0 \), \( \alpha > 0 \), \( \beta \in \mathbb{R} \), the information is summarized in Table 6; note that the Gevrey case always belongs to the first column.
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