Surface phase diagram of the three-dimensional kinetic Ising model in an oscillating magnetic field
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Abstract

We study the surface phase diagram of the three-dimensional kinetic Ising model below the equilibrium critical point subjected to a periodically oscillating magnetic field. Changing the surface interaction strength as well as the period of the external field, we obtain a non-equilibrium surface phase diagram that in parts strongly resembles the corresponding equilibrium phase diagram, with an ordinary transition, an extraordinary transition and a surface transition. These three lines meet at a special transition point. For weak surface couplings, however, the surface does not order. These results are found to remain qualitatively unchanged when using different single-spin flip dynamics.

PACS numbers: 64.60.Ht,68.35.Rh,05.70.Ln,05.50.+q
Introduction. The presence of surfaces can have a huge impact on local quantities close to a bulk critical point. For example, in magnetic spin systems a surface can not only change the local critical exponents, it can also yield a complicated surface diagram with different surface transitions [1–4]. At the ordinary transition the bulk alone is critical, yielding surface critical exponents which have been computed systematically using field-theoretical techniques. In the presence of strongly enhanced surface couplings, the surface of a $d$-dimensional system may order alone if the $(d-1)$-dimensional bulk system can order on its own. Lowering the temperature, this so-called surface transition is followed by the extraordinary transition at which the bulk orders in presence of an already ordered surface. These three transition lines meet at the special transition point at which both the surface and bulk correlation lengths diverge. The presence of external fields can yield additional interesting phenomena as for example critical wetting.

However, much less is understood when non-equilibrium systems with surfaces are considered. Here we may distinguish between systems that are prepared in a non-equilibrium initial state and allowed to relax toward equilibrium and systems with a truly non-equilibrium steady state. In the former case, novel collective dynamical properties emerge due to the simultaneous presence of a temporal and a spatial surface [5–8]. Very few attempts have been made to investigate surface criticality of systems with non-equilibrium steady states. These few studies focused on some absorbing phase transitions (as for example directed percolation) [9–12] or on the kinetic Ising model subjected to an oscillating magnetic field [13–15].

In this report we complement the investigation of the semi-infinite kinetic Ising model below the equilibrium critical point in a periodically oscillating magnetic field. In [13] surface critical exponents were investigated numerically for both the two- and three-dimensional systems in cases where the bulk and surface couplings have identical strengths [14], corresponding to the ordinary transition. This study revealed that the surface exponents at the ordinary transition differ markedly from those obtained from the corresponding equilibrium system. This is an interesting result, as it is well established that the bulk kinetic Ising model in a periodically oscillating magnetic field belongs to the same universality class as the equilibrium Ising model [16–19]. Clearly, the presence of a surface at a non-equilibrium phase transition results in effects that are not yet fully understood.

The aim of the present study is two-fold. On the one hand, by changing the ratio between...
surface and bulk couplings we want to elucidate numerically the surface phase diagram of the three-dimensional semi-infinite kinetic Ising model (The reader should note that the phase diagram presented in Fig. 4b of Ref. 13 is in fact the phase diagram for $J_s = J_b$ kept fixed but with varying coupling strength between the surface layer and the underlying layer, see the erratum 14). As we will see, our study reveals a surface phase diagram very similar to the equilibrium model, with an ordinary transition, a surface transition, an extraordinary transition, and a special transition point. This fully supports a recent study 15 where in the framework of an effective field theory the existence of a special transition point was predicted. On the other hand, we are also interested in understanding how a change of dynamics changes the steady-state properties of our system. In an equilibrium system static properties are the same for every choice of the dynamics that fulfills detailed balance. However, for a system with a non-equilibrium steady state, the choice of the dynamics can alter the properties of the system. As we show in this report, going from Glauber to Metropolis dynamics does not change qualitatively the surface phase diagram and has only small effects on the location of the phase transition lines.

Model. The non-equilibrium phase transition encountered in magnetic systems below their equilibrium critical points subjected to a periodically oscillating magnetic field has attracted much interest, both theoretically 17, 19–23 and experimentally 24–26. This is a dynamic order-disorder phase transition where changing the period of the field allows the system to move from one phase to the other. When the period of the field is large, the spins are able to follow the magnetic field and the magnetization averaged over one period is zero. This is the disordered phase. However, when the period of the field is small, the system is not able to fully reverse its magnetization before the sign of the magnetic field changes again. Consequently, the magnetization averaged over one period is no longer zero, which is the signature of the ordered phase. Here ’small’ and ’large’ period is to be understood with respect to the metastable lifetime, which is the time needed for the system to decay from a fully magnetized state in presence of a field pointing in the opposite direction.

Many insights regarding this non-equilibrium phase transition have been gained by studying Ising systems with periodic boundary conditions in all space directions. In the following we consider the three-dimensional Ising model on a cubic lattice with free boundary conditions in the $z$-direction and periodic boundary conditions in the $x$- and $y$-directions, thereby introducing two surfaces in the $z$-direction. We allow for different interaction strengths in
the surface layers as compared to the interactions elsewhere in the system. The Hamiltonian is then

\[ \mathcal{H} = -J_s \sum_{[x,y]} S_x S_y - J_b \sum_{\langle x,y \rangle} S_x S_y - H(t) \sum_x S_x , \]

where the first sum is exclusively over pairs of surface spins whereas the second term is over pairs of spins where at least one spin is not in the surface layer. Here \( S_x = \pm 1 \) is the Ising spin located at site \( x \). The surface and bulk coupling constants are both ferromagnetic, i.e. \( J_s > 0 \) and \( J_b > 0 \). The third term in (1) is due to the interaction of the spins with the time-dependent external field. We use square wave fields with strength \( H_0 \) and half-period \( t_{1/2} \). In this work we restrict ourselves to values for the field amplitude and temperature used in previous studies \[13, 17, 19\]: \( H_0 = 0.4 J_b \) and \( T = 0.8 T_c \), where \( T_c = 4.5115 J_b/k_B \) is the critical temperature of the three-dimensional equilibrium Ising model.

In all the simulations reported below we considered cubic systems with \( L^3 \) spins where \( L \) ranges from 32 to 128.

Due to the presence of surfaces all quantities of interest depend on the distance to the surface. We therefore study layer-dependent quantities, notably (i) the layer dependent order parameter

\[ Q(z) = \frac{1}{2t_{1/2}} \int m(z,t) \, dt , \]

i.e. the layer magnetization averaged over one period, where \( m(z,t) \) is the magnetization of layer \( z \) at time \( t \), (ii) the layer Binder cumulant

\[ U(z) = 1 - \frac{\langle [Q(z)]^4 \rangle}{3 \langle [Q(z)]^2 \rangle^2} , \]

and (iii) the layer dependent scaled variance of the order parameter

\[ \chi(z) = L^{d-1} \left( \langle [Q(z)]^2 \rangle - \langle Q(z) \rangle^2 \right) . \]

Here \( \langle \cdots \rangle \) indicates an average over many periods. The surface quantities are obtained for \( z = 1 \) and \( z = L \), whereas we take as bulk quantities the quantities in the middle of the sample.

In order to better understand the effect of the chosen dynamics we study two different single spin flip schemes, namely Glauber dynamics and Metropolis dynamics. After selecting a spin \( S_x \) at random, we compute the energy difference \( \Delta E = \mathcal{H}(-S_x) - \mathcal{H}(S_x) \) that would
entail when flipping this spin. This change of configuration is then accepted with the rate

$$w_G(S_x \rightarrow -S_x) = \frac{\alpha_G}{1 + e^{\Delta E/k_BT}}$$

for Glauber dynamics. For Metropolis dynamics a spin flip yielding a decrease of energy is always accepted, whereas a spin flip yielding an increase of energy is accepted with rate

$$w_M(S_x \rightarrow -S_x) = \alpha_M e^{-\Delta E/k_BT}.$$  \hspace{1cm} (6)

$\alpha_G$ and $\alpha_M$ are constants that only fix the time scale. We make the common choice $\alpha_G = \alpha_M = 1$.

The important reference time for the following discussion is the metastable lifetime. This is the average time needed for a fully magnetized sample to reach zero magnetization when a magnetic field pointing in the opposite direction is applied. Fig. 1 shows the time evolution of such a fully magnetized sample for our parameters $T = 0.8T_c$ and $H_0 = 0.4J$. The intersection with the zero magnetization line yields the metastable lifetimes $\tau = 47.05$ and $\tau = 35.95$ for Glauber and Metropolis dynamics, respectively.

**Numerical results.** In order to determine the surface phase diagram we consider surface couplings ranging from $J_s = J_b$ to $J_s = 2J_b$. The data reported in the following result from averaging over typically $10^5$ periods of the field after having reached the steady state. Error bars are of the order of the symbols used in the figures.

An important quantity is the parameter $\Theta = t_{1/2}/\tau$ that describes the competition between the oscillating magnetic field and the metastable state characterized by the lifetime $\tau$. In our kinetic model this quantity takes over the role played by temperature in the equilibrium system: when $\Theta$ increases (due to an increase of the half period $t_{1/2}$) a phase transition takes place between a dynamically ordered and a dynamically disordered phase. When using Glauber dynamics, this transition takes place at $\Theta_G = 1.285^{[19]}$. For Metropolis dynamics we locate the bulk transition point at $\Theta_M = 1.257$.

As shown in Figs. 2 and 3 for the case of Glauber dynamics, different scenarios prevail depending on the strength of the surface couplings. For weak surface couplings, with $J_s < 1.25 J_b$, the surface does not order dynamically at the bulk transition point, as demonstrated by the surface Binder cumulant which does not exhibit a crossing of the lines obtained for different system sizes, see Fig. 2b. Due to missing bonds surface spins can follow much easier the oscillating magnetic field than bulk spins, and no surface ordering takes place.
FIG. 1: (Color online) Determination of the metastable lifetime for both Glauber and Metropolis dynamics for $T = 0.8T_c$ and $H_0 = 0.4J$. The system is prepared in a fully positively magnetized state and a magnetic field pointing in the negative direction is applied. The metastable lifetime is defined as the average time the system needs to reach zero magnetization, as indicated by the dashed line. The data shown here, which result from averaging over 1000 independent runs, have been obtained for systems with $L = 128$, but the metastable lifetime is found to be independent of the system size.

at the bulk critical point. A partial dynamic ordering is observed for lower values of $\Theta$, see Fig. 2a, but this effect is not related to a phase transition. For surface couplings of intermediate strength, with $1.25 J_b \leq J_s < 1.45 J_b$, the surface orders at the bulk transition point, see Figs. 2c and 2d. At this ordinary transition, the surface quantities display a singular behavior governed by novel surface critical exponents, as discussed in [13]. Finally, for strong surface couplings, see Fig. 3 the surface orders alone at values of $\Theta$ larger than the bulk transition point, followed by the extraordinary transition where the bulk orders in presence of an already ordered surface. These two different phase transitions are also clearly observed when studying the layer dependent variance of the order parameter, see Fig. 4.
Based on our data, we encounter the two distinct phase transitions for values of $J_s > 1.45 J_b$. This allows us to locate the special transition point at $J_s \approx 1.45 J_b$.

Fig. 2 shows the resulting dynamic surface phase diagram for the kinetic semi-infinite Ising model exposed to a square wave field with field amplitude $H_0 = 0.4$ at the temperature $T = 0.8 T_c$. With the exception of the regime of weak surface couplings, where no surface ordering takes place at the bulk transition point, this phase diagram resembles very much the surface phase diagram observed for the semi-infinite equilibrium Ising model [4]. We include in Fig. 5 our results for both Glauber and Metropolis dynamics. The general features of the surface diagram are independent of the chosen dynamics. Especially, for both schemes the special transition point is found to be at $J_s \approx 1.45 J_b$. The only quantitative differences are given by small shifts of the phase transition lines, mainly due to the fact that for Metropolis
Conclusion. Our study reveals that the non-equilibrium surface phase diagram of the ordered three-dimensional kinetic Ising model in a periodically oscillating field exhibits all the phase transitions encountered in the corresponding equilibrium models. The existence of a special transition point is in agreement with the effective field calculations presented in [15]. A new feature in the non-equilibrium system is the absence of surface ordering at the bulk transition point for weak surface couplings, which is due to the physical mechanism underlying the ordering process.
FIG. 4: (Color online) Scaled variance of the local order parameter at the surface (open symbols) and in the middle of the system (filled symbols) for $J_s = 1.75 J_b$, using Glauber dynamics.
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