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Lingfeng Li · Xue-Cheng Tai · Jiang Yang

Received: date / Accepted: date

Abstract We study gradient-based regularization methods for neural networks. We mainly focus on two regularization methods: the total variation and the Tikhonov regularization. Applying these methods is equivalent to using neural networks to solve some partial differential equations, mostly in high dimensions in practical applications. In this work, we introduce a general framework to analyze the generalization error of regularized networks. The error estimate relies on two assumptions on the approximation error and the quadrature error. Moreover, we conduct some experiments on the image classification tasks to show that gradient-based methods can significantly improve the generalization ability and adversarial robustness of neural networks. A graphical extension of the gradient-based methods are also considered in the experiments.
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1 Introduction

Deep neural networks (DNNs), which are compositions of some linear and non-linear mappings, have become the most popular tool in artificial intelligence. Its ability to fit complex functions helps it achieve state-of-the-art performances and beat other methods by a huge margin in many areas, such as image processing,
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video processing, and natural language processing. For a complete introduction to deep learning, one can refer to [1,2]. Recently, some applied mathematicians have also successfully applied DNNs to solve some partial differential equations (PDEs) [3,4,5]. The main advantage of DNNs is that they can solve very high-dimensional problems that are intractable for traditional numerical methods. Some literature about the expressive power of DNNs are [6,7,8,9].

Though DNNs have such great expressive power, the training of DNNs is not easy, especially for those having enormous amounts of parameters. One of the most common issues in training DNNs is overfitting, i.e., the model fits the training data well but performs poorly on the testing data. Overfitting is very likely to happen when the number of parameters is significantly larger than the number of training samples. To prevent models from overfitting, some regularization techniques are usually applied. Two types of regularization methods are commonly used in practice: implicit regularization and explicit regularization. The implicit method is often induced by the optimization scheme, e.g., the early stopping method. The explicit method is introducing a regularization term directly into the loss function.

Another issue we concern about the DNNs is stability, which is also referred to as adversarial robustness. It has been shown that DNNs can be fooled by adding very small perturbation to the inputs [10,11]. The algorithms to find such a perturbation is called adversarial attacks, such as FGSM [10], PGD [12], and one-pixel attack [13]. To improve the robustness of our networks, various adversarial defensive strategies have been developed [10,14], and most of them are in the form of explicit regularization.

Regularization plays important roles not only in deep learning but also in variational models where the regularization terms are often designed based on some prior knowledge [15,16,17]. One of the most popular regularization methods is the gradient-based regularization like the total variation (TV) [15] and the Tikhonov regularization [18]. The Euler-Lagrangian equations of the regularized problems are some PDEs. Numerical methods like finite difference are commonly used to solve them. However, due to the curse of dimensionality, most of the traditional numerical methods are only able to handle low-dimensional problems. Therefore, using DNNs to approximate solutions to variational models and PDEs have attracted extensive attentions in recent years [4,5,3,19,20,21].

For classical numerical methods, error analysis is one of the most critical parts of the research. Usually, we would expect an explicit bound on the difference between the numerical solution and the true solution. If the error bound depends on the computed numerical solution, we call it a posterior error. Otherwise, we call it a priori error. However, because of the high complexities of neural networks and the randomness induced by the optimization scheme, obtaining such type of error bound for deep learning algorithms is not feasible in general. Instead, we can analyze the generalization error. Some generalization error analysis have been developed for some PDE-related problems [22,23,24,25], but the study of the generalization error for general variational problems is still very few, especially for total variation related problems.

In this work, we introduce a general framework for the generalization error analysis when DNNs are used to solve variational models. Our error estimate consists of two parts: the approximation error and the quadrature error. We also derive an error bound for two-layer neural networks using the proposed framework. In the numerical experiments, we test the DNNs trained with the TV and
the Tikhonov regularization for image classification problem. We also extend the TV and Tikhonov regularization methods to problems defined on graphs. Our results suggest that the gradient-based methods can significantly improve both the generalization ability and stability of DNNs, especially when the training samples are few.

The rest of this paper is organized as follows. In section 2, we first give a brief introduction to some popular explicit regularization methods and adversarial training methods in deep learning. Then we present the definition of the total variation and Tikhonov regularization along with their extensions for problems defined on graphs. In section 3, we develop our generalization error analysis for some regularized variational models. In section 4, we apply the proposed framework to derive an error estimate for the two-layer neural networks. Some numerical experiments of image classification tasks are conducted in section 5 to show the effectiveness of the gradient-based regularization methods for DNNs. Lastly, some discussions and conclusions are given in section 6.

2 Preliminaries

2.1 Explicit regularization and adversarial training for DNN

Let us start with an $n$-phase classification problem in deep learning. We assume the data belong to a bounded domain $\Omega \subset \mathbb{R}^d$ and follow a probability distribution $\rho_x(\Omega)$. There exist a ground true solution $y(x)$ that assign each $x \in \Omega$ an integer label. To solve the classification problems, we define a neural network $\phi(x; \theta) : \Omega \rightarrow \mathbb{R}^n$ where $\theta$ denotes the set of parameters in $\phi$. Let $\phi_k(x; \theta)$ be the $k$th component of $\phi(x; \theta)$ which represents the likelihood of $x$ belonging to the $k$th class. Then, the classification result of $\phi$ is obtained by arg max $k \{\phi_k(x; \theta)\}$. When $n = 2$, we can use a scalar-valued network to solve the problem and the labeling result is obtained by taking the sign of its output.

When training the neural network, we need a loss function $D(\phi(x; \theta), y(x))$ to measure how well the network outputs $\phi$ fit the ground truth $y$. Some popular choices for $D$ are $l_1$ loss, $l_2$ loss, and the cross-entropy loss. Our goal is to find an optimal $\theta$ to minimize the expected loss:

$$L(\theta) = \mathbb{E}_{\rho_x}[D(\phi(x; \theta), y(x))].$$  \hspace{1cm} (1)

In practice, we only observe a set of training data sampled from $\rho_x$: $\{(x_i, y_i)\}_{i=1}^N$ where $y_i = y(x_i)$. Therefore, the loss function we are actually working with is the empirical loss:

$$L_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} D(\phi(x_i; \theta), y_i),$$ \hspace{1cm} (2)

which is a discretized version of the expected loss (1).

A very common issue in machine learning is the overfitting. When the number of training samples is significantly less than the number of parameters, we may easily achieve very small empirical loss $L_N(\theta)$ but the expected loss $L(\theta)$ remains very large. To prevent models from overfitting the data, some regularization techniques are necessary during the training procedure. Generally, there are two types of regularization methods, namely the implicit regularization and the
explicit regularization. The implicit method is usually induced by optimization algorithms, e.g., early stopping strategies. The explicit method is directly adding a regularization term $R(\phi(x; \theta))$ to the loss function:

$$L^N_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} D(\phi(x_i; \theta), y_i) + \alpha R(\phi(x; \theta)),$$  

where $\alpha > 0$. In this work, we mainly focus on the explicit method. The simplest explicit regularization method for deep learning is the weight decay:

$$\frac{1}{N} \sum_{i=1}^{N} D(\phi(x_i; \theta), y_i) + \alpha \|\theta\|^2.$$  

Some other regularization methods have been proposed recently for defending adversarial attacks. Adversarial attacks are algorithms that find bounded perturbations of the input data to fool the neural networks. If a neural network is trained without any regularization or defensive strategies, its prediction results may easily be altered even under very small perturbations. A simple adversarial training method was first introduced to defend adversarial attacks. The idea is using the data term in (3) of perturbed images as the regularization:

$$\frac{1}{N} \sum_{i=1}^{N} (1 - \alpha) D(\phi(x_i; \theta), y_i) + \alpha D(\phi(x_i + \delta(x_i); \theta), y_i),$$  

where $\delta(x_i)$ is the perturbation generated by some attack methods for the input sample $x_i$. By Taylor expansion, (5) approximately equals to

$$\frac{1}{N} \sum_{i=1}^{N} D(\phi(x_i; \theta), y_i) + \alpha |\nabla D(\phi(x_i; \theta), y_i)|$$

or

$$\frac{1}{N} \sum_{i=1}^{N} D(\phi(x_i; \theta), y_i) + \alpha |\nabla D(\phi(x_i; \theta), y_i)|^2,$$

when $\delta = \nabla_{x_i} D \left/ |\nabla_{x_i} D| \right.$ or $\delta = \nabla_{x_i} D \left[19\right]$. This method is straightforward and effective for defending adversarial attacks, so it is adopted as the baseline method in many research papers. Later, another popular regularization method, called adversarial logit pairing (ALP), was introduced in [14]:

$$\frac{1}{N} \sum_{i=1}^{N} [D(\phi(x_i; \theta), y_i) + \alpha |\phi(x_i + \delta(x_i); \theta) - \phi(x_i; \theta)|],$$  

where $|\cdot|$ represents the vector $l_2$ norm and can be replaced by other norms.
2.2 TV and Tikhonov regularization

Variational models are used in many applications of image processing, such as denoising, inpainting and segmentation. Usually, we search for a solution $u(x) : \Omega \rightarrow \mathbb{R}^n$ from a certain space $U$ by minimizing an energy functional. Similar to (3), the energy usually consists of a data fidelity term $D(u(x))$ and a regularization term $R(u(x))$:

$$\int_{\Omega} D(u(x)) + \alpha R(u(x)) dx, \quad u \in U.$$  

One of the earliest regularization methods is the Tikhonov regularization:

$$R(u(x)) = \sum_{k=1}^{n} |\nabla u_k(x)|^2$$

for $n \geq 1$. However, in many image processing tasks, using the Tikhonov regularization may oversmooth the solutions and blur the edges. The more appropriate regularization for image problems is the total variation which was first introduced by Rudin, Osher and Fatemi in the famous ROF model [15]. The TV regularization for classification problems is written as:

$$R(u(x)) = \sum_{k=1}^{n} |\nabla u_k(x)|$$

for $n \geq 1$. The gradient here is the distributional derivative, so the total variation can be defined for some discontinuous functions. When $u_k(x)$ is the indicator function of a region, the integral $\int_{\Omega} |\nabla u_k(x)| dx$ equals the length of the boundary of this region. Various efficient algorithms have been developed to solve the TV regularized models [26,27,28,29,30]. In the early stage of the research of neural networks, the Tikhonov regularization method has also been introduced as the double backpropagation method [31].

$$L_{Tik}^N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \left( D(\phi(x_i; \theta), y_i) + \alpha \sum_{k=1}^{n} |\nabla_x \phi_k(x_i; \theta)|^2 \right), \quad \phi \in V,$$

where $V$ is a set of neural networks. This method can reduce the generalization error in many numerical experiments. When the data term $D$ is in the quadratic form, it has also been shown that training with Tikhonov regularization is equivalent to adding random noise to the training data [32]. Similarly, we can also apply the TV regularization to neural networks training:

$$L_{TV}^N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \left( D(\phi(x_i; \theta), y_i) + \alpha \sum_{k=1}^{n} |\nabla_x \phi_k(x_i; \theta)| \right), \quad \phi \in V.$$

2.3 Graphical TV and Tikhonov regularization

Graph models have many successful applications in data classification problems, especially in high dimensional cases. An undirected graph $G = (W, E, \omega)$ consists of a set of vertices $W = \{x_i\}_{i=1}^{N}$, a set of edges $E = \{(x_i, x_j)\}_{i \neq j}$, and the
weights assigned to edges \( \{ \omega_{ij} \}_{i \neq j} \). In our setting, each vertex \( x_i \) corresponds to a training sample. The weight \( \omega_{ij} \) is usually a monotonic decreasing function of \( d_{ij} \).

Like the finite difference method for numerical methods of PDEs, we can define the differential operators on graphs in the discrete sense. Let \( u : W \rightarrow \mathbb{R} \) be a function defined on \( G \). The gradient of \( u \) is defined as

\[
\nabla u(x_i)(x_j) = \omega_{ij}(u(x_j) - u(x_i)).
\]

Then, the total variation and Tikhonov regularization of \( u \) are given as:

\[
|\nabla u(x_i)| = \sum_{(i,j) \in E} \omega_{ij}|u(x_j) - u(x_i)|
\]

and

\[
|\nabla u(x_i)|^2 = \sum_{(i,j) \in E} \omega_{ij}|u(x_j) - u(x_i)|^2.
\]

Notice that the total variation defined here is an anisotropic version instead of an isotropic version. Computing the full total variation or Tikhonov regularization may be expensive when \( N \) is large, so some edges with small weights can be neglected. We usually select a set of nearest data to each \( x_i \) as the neighbor set \( N_i, i = 1, 2, \ldots, N \). Graph models have been successfully applied in neural network training before to enhance the robustness [33]. One main challenge is how to determine the weight \( \omega \) because it is not easy to define a suitable distance metric for high dimensional data. The most commonly used metrics is the Euclidean distance, but it is not appropriate for high dimensional data like images.

In this work, we adopt a very simple way to determine the weight without computing the distance. During the training stage, since we have access to the ground true labels of all training samples, we can simply assume that the distance between two data \( d_{ij} \) is 0 if \( y_i = y_j \), and is \( \infty \) if \( y_i \neq y_j \). Let \( \omega_{ij} = \exp(-d_{ij}) \), the weight can then be defined as

\[
\omega_{ij} = \begin{cases} 
1 & , y_i = y_j \\
0 & , y_i \neq y_j 
\end{cases},
\]

Consequently, the neighbor set \( N_i \) can simply be a set of samples belonging to the same class with \( x_i \). The graphical TV and Tikhonov regularization for neural networks training are then written as:

\[
L^{TV}_N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \left( D(\phi(x_i; \theta), y_i) + \alpha \sum_{x_j \in N_i} |\phi(x_j; \theta) - \phi(x_i; \theta)| \right), \quad \phi \in V
\]

and

\[
L^{Tikh}_N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \left( D(\phi(x_i; \theta), y_i) + \alpha \sum_{x_j \in N_i} |\phi(x_j; \theta) - \phi(x_i; \theta)|^2 \right), \quad \phi \in V.
\]
3 Generalization error analysis for regularized neural networks

We consider the regularized expected loss:

\[ L_R(u) = \mathbb{E}_{\rho_x} \left( D(u(x), y(x)) + \alpha R(u(x)) \right), \quad u \in U \]

(7)

where \( U \) id a function space and \( R \) is the TV or Tikhonov regularization. For the sake of simplicity, we assume \( \alpha = 1 \) in the rest of this paper and it is easy to extend our theory to any \( \alpha > 0 \). Let \( V \subset U \) be a set of neural networks with finite number of parameters. When training a neural network, what we actually minimize is the empirical loss which depends on a set of training data \( \{x_i\}_{i=1}^N \):

\[ L_R^N(\phi) = \frac{1}{N} \sum_{i=1}^{N} \left( D(\phi(x_i; \theta), y(x_i)) + R(\phi(x_i; \theta)) \right), \quad \phi \in V. \]

(8)

**Definition 1** (\( \delta \)-minimizer) A function \( \hat{u} \in U \) is said to be a \( \delta \)-minimizer of \( L(u) \) if

\[ L(\hat{u}) \leq \inf_{u \in U} L(u) + \delta. \]

Denote \( \hat{u} = \arg \min_{u \in U} L_R(u) \) and \( \hat{\phi}^N \in V \) be the \( \delta \)-minimizer of \( L_R^N(\phi) \). For a general variational problem, we are interested in the generalization error, i.e, \( \mathcal{E}(\hat{\phi}^N, \hat{u}) = L_R(\hat{\phi}^N) - L_R(\hat{u}) \). If \( \mathcal{E}(\hat{\phi}^N, \hat{u}) \) is small, we expect the network \( \hat{\phi}^N \) can fit the unseen data well.

To develop our theory, we first make the following assumptions on the approximation error of \( V \):

**Assumption 1** Let \( \hat{u} \) be the solution to (7). There exist a neural network \( \phi \in V \) such that

\[ \| \phi - \hat{u} \|_{H^1(\rho_\cdot)}^2 := \mathbb{E}_{\rho_x} \left( |\phi - \hat{u}|^2 + |\nabla \phi - \nabla \hat{u}|^2 \right) \leq C_1 \frac{\| \hat{u} \|^2}{m^\gamma} \]

where \( C_1 \) is a constant, \( \| \cdot \| \) is the norm associated with a certain space, \( m \) is a constant related to the number of parameters in \( \phi \), and \( \gamma \) is a constant order.

The second assumption we need is on the quadrature error:

**Assumption 2** Let \( \phi \) be any neural network in \( V \) and \( \{x_i\}_{i=1}^N \) be a set of points i.i.d. sampled from \( \rho_x \). Given any \( 0 < \epsilon < 1 \), we assume that the quadrature error satisfies

\[ \sup_{\phi \in V} |L_R^N(\phi) - L_R^N(\phi)| \leq \frac{C_2(V, m, \epsilon)}{\sqrt{N}} \]

with probability at least \( 1 - \epsilon \), where \( C_2 \) relies on the set \( V \), \( m \) and \( \epsilon \). Besides, \( C_2 \) may also depends on some other factors like \( d \).

Such an inequality can be obtained using some statistical learning theories like the Rademacher complexity. In the following part, we will bound the generalization error using the approximation error and the quadrature error.
3.1 Error analysis of TV regularized networks

We consider a general expected loss with TV regularization:

\[ L^{TV}(u) = \mathbb{E}_{\rho_x} (D(u(x), y(x)) + |\nabla u(x)|), \quad u \in U. \] (9)

We further assume that \( D(u, y) \) is \( \lambda \)-Lipschitz continuous with respect to \( u \), i.e.,

\[ |D(u_1(x), y(x)) - D(u_2(x), y(x))| \leq \lambda |u_1(x) - u_2(x)| \]

for any \( u_1, u_2 \) in \( U \) and \( x \in \Omega \). Let \( V \subset U \) be a set of neural networks with finite number of parameters. In practice, we train the networks with the empirical loss:

\[ L_N^{TV}(\phi) = \frac{1}{N} \sum_{i=1}^{N} (D(\phi(x_i; \theta), y(x_i)) + |\nabla \phi(x_i; \theta)|), \phi \in V. \] (10)

For this TV regularized deep learning problem, we give a bound for the generalization error in the following theorem.

**Theorem 3** Let \( \hat{u} \in U \) be the minimizer of \( L^{TV}(u) \), \( \hat{\phi} \in V \) be a \( \delta \) minimizer of \( L^{TV}(\phi) \), and \( \hat{\phi}^N \in V \) be a \( \delta \) minimizer of \( L_N^{TV}(\phi) \). Then

(a) \[ 0 \leq L^{TV}(\hat{\phi}) - L^{TV}(\hat{u}) \leq (\lambda + 1)C_1 \frac{\|\hat{\phi}\|_*}{m^{\gamma/2}} + \delta. \]

(b) Given \( 0 < \epsilon < 1 \),

\[ 0 \leq L^{TV}(\hat{\phi}^N) - L^{TV}(\hat{u}) \leq (\lambda + 1)C_1 \frac{\|\hat{\phi}\|_*}{m^{\gamma/2}} + \frac{2C_2(V, m, \epsilon)}{\sqrt{N}} + 2\delta \]

with probability at least \( 1 - \epsilon \) over the choice of \( x_i \).

**Proof** From Assumption 1, we know there exist a network \( \hat{\psi} \in V \) such that \( \|\psi - \hat{u}\|_{H^1} \leq C_1 \frac{\|\hat{\phi}\|_*}{m^{\gamma/2}} \). Then,

\[
L^{TV}(\hat{\phi}) - L^{TV}(\hat{u}) \\
\leq L^{TV}(\hat{\psi}) - L^{TV}(\hat{u}) + \delta \\
\leq \lambda \mathbb{E}_{\rho_x} (|\hat{\psi}(x; \theta) - \hat{u}(x)|) + \mathbb{E}_{\rho_x} (|\nabla \hat{\psi}(x; \theta) - \nabla \hat{u}(x)|) + \delta \\
\leq \lambda \sqrt{\mathbb{E}_{\rho_x} (|\hat{\psi}(x; \theta) - \hat{u}(x)|^2)} + \sqrt{\mathbb{E}_{\rho_x} (|\nabla \hat{\psi}(x; \theta) - \nabla \hat{u}(x)|^2)} + \delta \\
\leq (\lambda + 1)C_1 \frac{\|\hat{\phi}\|_*}{m^{\gamma/2}} + \delta.
\]

This completes the proof of (a).

From assumption 2, given \( 0 < \epsilon < 1 \), we have

\[ P \left( |L_N^{TV}(\phi) - L^{TV}(\phi)| \leq \frac{C_2(V, m, \epsilon)}{\sqrt{N}} \right) \geq 1 - \epsilon \]
for any $\phi \in V$. Then,
\begin{align*}
L_{TV}(\hat{\phi}^N) - L_{TV}(\hat{u}) &\leq L_{TV}(\hat{\phi}) - L_{TV}(\hat{u}) + \frac{C_2(V, m, \epsilon)}{\sqrt{N}} + \delta \\
&\leq L_{TV}(\hat{\phi}) - L_{TV}(\hat{u}) + 2\frac{C_2(V, m, \epsilon)}{\sqrt{N}} + \delta \\
&\leq (\lambda + 1)C_1\frac{\|\hat{u}\|_*}{m^{\gamma/2}} + \frac{2C_2(V, m, \epsilon)}{\sqrt{N}} + 2\delta.
\end{align*}

This theorem gives an upper bound for the generalization error between the numerical solution $\hat{\phi}^N$ found by solving the empirical loss $L_{TV}(\hat{\phi})$ and the true solution $\hat{u}$. We see that the error bound consists of three terms. The first term $(\lambda + 1)C_1\|\hat{u}\|_*$ corresponds to the approximation error given in Assumption 1, the second term $2\frac{C_2(V, m, \epsilon)}{\sqrt{N}}$ corresponds to the quadrature error given in Assumption 2, and the last term $2\delta$ corresponds to the training error. To reduce the generalization error, we need increase both the number of parameters and training samples. Meanwhile, the empirical loss is needed to be solved sufficiently well. Notice that the training samples are randomly generated, so the generalization error bound holds with certain probability.

### 3.2 Error analysis of Tikhonov regularized networks

Now we consider a Tikhonov regularized expected loss:
\begin{equation}
L_{\text{Tik}}(u) = \mathbb{E}_{\rho_x}\left(D(u(x), y(x)) + |\nabla u(x)|^2\right), \quad u \in U.
\end{equation}

Suppose $D(u(x), y(x))$ is also $\lambda$-Lipchitz continuous
\[|D(u_1(x), y(x)) - D(u_2(x), y(x))| \leq \lambda|u_1(x) - u_2(x)|.\]

The empirical loss is given as:
\begin{equation}
L_{\text{Tik}}(\phi) = \frac{1}{N} \sum_{i=1}^N \left(D(\phi(x_i), y(x_i)) + |\nabla \phi(x_i)|^2\right), \quad \phi \in V.
\end{equation}

Then, we can give the error estimate in the following theorem. The proof is very similar to Theorem 3.

**Theorem 4** Let $\hat{u} \in U$ be the minimizer of $L_{\text{Tik}}(u)$, $\hat{\phi} \in V$ be a $\delta$ minimizer of $L_{\text{Tik}}(\phi)$, and $\hat{\phi}^N \in V$ be a $\delta$ minimizer of $L_{\text{Tik}}(\phi)$. Then
\begin{enumerate}[(a)]
\item $0 \leq L_{\text{Tik}}(\hat{\phi}) - L_{\text{Tik}}(\hat{u}) \leq (\lambda + 2\|\nabla \hat{u}\|_2)C_1\frac{\|\hat{u}\|_*}{m^{\gamma/2}} + C_2\frac{\|\hat{u}\|_*^2}{m^{\gamma}} + \delta$
\end{enumerate}

where the $L_2$ norm is defined as $\|\nabla \hat{u}\|_2 = \sqrt{\mathbb{E}_{\rho_x}(|\nabla \hat{u}|^2)}$. 

(b) For any $0 < \epsilon < 1,$
\[
0 \leq L_{Tik}^{N}(\hat{\phi}^N) - L_{Tik}^{N}(\hat{u})
\]
\[
\leq (\lambda + 2\|\nabla \hat{u}\|_2)C_1 \frac{\|\hat{u}\|_2}{m^{\gamma/2}} + C_1 C_4 \frac{\|\hat{u}\|_2^2}{m^{\gamma}} + \frac{2C_2(V,m,\epsilon)}{\sqrt{N}} + 2\delta
\]

with probability at least $1 - \epsilon$ over the choice of $x_i$.

**Proof** From Assumption 1, there exist a neural network $\hat{\psi} \in V$ such that $\|\psi - \hat{u}\|_H^2 \leq C_1 C_4 \frac{\|\hat{u}\|_2^2}{m^{\gamma}}$. Then,
\[
L_{Tik}^{N}(\hat{\phi}) - L_{Tik}^{N}(\hat{u})
\]
\[
\leq L_{Tik}^{N}(\hat{\psi}) - L_{Tik}^{N}(\hat{u}) + \delta
\]
\[
\leq \lambda \mathbb{E}_{\mu_x}(\|\hat{\psi} - \hat{u}\|) + \mathbb{E}_{\mu_x}(\|\nabla \hat{\psi} - \nabla \hat{u}\|_2^2) + 2\mathbb{E}_{\mu_x}(\langle \nabla \hat{\psi} - \nabla \hat{u}, \nabla \hat{u} \rangle) + \delta
\]
\[
\leq (\lambda + 2\|\nabla \hat{u}\|_2)C_1 \frac{\|\hat{u}\|_2}{m^{\gamma/2}} + C_1 C_4 \frac{\|\hat{u}\|_2^2}{m^{\gamma}} + \delta,
\]

which proves (a).

From Assumption 2, we have
\[
|L_{Tik}^{N}(\hat{\phi}) - L_{Tik}^{N}(\hat{\phi}^N)| \leq \frac{C_2(V,m,\epsilon)}{\sqrt{N}}
\]

and
\[
|L_{Tik}^{N}(\hat{\phi}^N) - L_{Tik}^{N}(\hat{\phi}^N)| \leq \frac{C_2(V,m,\epsilon)}{\sqrt{N}},
\]

with probability at least $1 - \epsilon$ over the choice of $x_i$. Then,
\[
L_{Tik}^{N}(\hat{\phi}^N) - L_{Tik}^{N}(\hat{u})
\]
\[
\leq L_{Tik}^{N}(\hat{\phi}^N) - L_{TV}^{N}(\hat{u}) + \frac{C_2(V,m,\epsilon)}{\sqrt{N}}
\]
\[
\leq L_{Tik}^{N}(\hat{\phi}) - L_{Tik}^{N}(\hat{u}) + \frac{C_2(V,m,\epsilon)}{\sqrt{N}} + \delta
\]
\[
\leq L_{Tik}^{N}(\hat{\phi}) - L_{Tik}^{N}(\hat{u}) + \frac{2C_2(V,m,\epsilon)}{\sqrt{N}} + \delta
\]
\[
\leq (\lambda + 2\|\nabla \hat{u}\|_2)C_1 \frac{\|\hat{u}\|_2}{m^{\gamma/2}} + C_1 C_4 \frac{\|\hat{u}\|_2^2}{m^{\gamma}} + \frac{2C_2(V,m,\epsilon)}{\sqrt{N}} + 2\delta.
\]

□

This theorem gives the bound on the generalization error between the neural network solution $\hat{\phi}^N$ found by solving $L_{Tik}^{N}$ and the true solution $\hat{u}$. Similar to the results in Theorem 3, the error bounds also consists of three parts which correspond to the approximation error, quadrature error and training error respectively.

If the data term $D(u,y)$ is not Lipchitz continuous but Hölder continuous with component 2, we can also derive a generalization bound in the same way. Besides, when $D(u,y) = |u - y|^2$, we have the following error estimates.
Theorem 5 Suppose \( D(u(x), y(x)) = |u(x) - y(x)|^2 \) and \( y(x) \) is bounded. Let \( \hat{u} \in U \) be the unique minimizer of \( L_{Tik}^k(u) \), \( \hat{\phi} \in V \) be a \( \delta \) minimizer of \( L_{Tik}^k(\phi) \), and \( \hat{\phi}^N \in V \) be a \( \delta \) minimizer of \( L_{Tik}^N(\phi) \). Then

(a) \[ \| \hat{\phi} - \hat{u} \|^2_{H^1} \leq C_1^2 \| \hat{u} \|^2_{m^\gamma} + \delta. \]

(b) For any \( 0 < \epsilon < 1 \),
\[
\| \hat{\phi}^N - \hat{u} \|^2_{H^1} \leq C_1^2 \| \hat{u} \|^2_{m^\gamma} + \frac{2C_2(V,m,\epsilon)}{\sqrt{N}} + 2\delta
\]
with probability at least \( 1 - \epsilon \) over the choice of \( x_i \).

Proof Since \( \hat{u} \) is the solution to (11), we have
\[
E_{\rho_x}((\hat{u}(x) - y(x))v(x) + \langle \nabla \hat{u}(x), \nabla v(x) \rangle) = 0
\]
for any \( v \in U \). Thus, \( L_{Tik}^k(v) - L_{Tik}^k(\hat{u}) = \| v - \hat{u} \|^2_{H^1} \) for all \( v \in U \). Let \( \hat{\psi} \in V \) be a two layer network such that \( \| \hat{\psi} - \hat{u} \|^2_{H^1} \leq C_1^2 \| \hat{u} \|^2_{m^\gamma}. \) Then
\[
\| \hat{\phi} - \hat{u} \|^2_{H^1} = L_{Tik}^k(\hat{\phi}) - L_{Tik}^k(\hat{u}) \\
\leq L_{Tik}^k(\hat{\psi}) - L_{Tik}^k(\hat{u}) + \delta \\
= \| \hat{\psi} - \hat{u} \|^2_{H^1} + \delta \\
\leq C_1^2 \| \hat{u} \|^2_{m^\gamma} + \delta
\]
which proves (a). Using the same argument with the previous proofs, we can show that
\[
\| \hat{\phi}^N - \hat{u} \|^2_{H^1} \leq C_1^2 \| \hat{u} \|^2_{m^\gamma} + \frac{2C_2(V,m,\epsilon)}{\sqrt{N}} + 2\delta
\]
with probability at least \( 1 - \epsilon \). \( \square \)

This theorem is a special case of Tikhonov regularized problem. The generalization error equals to the Sobolev norm error when the data term has specific form. Let the space \( U \) be the Sobolev space \( H^1(S^d) \). If we further assume the probability distribution \( \rho_x \) is an uniform distribution, then \( \rho_x \) coincides with the Lebesgue measure. The original problem (11) is written as
\[
\min_{u \in U} L_{Tik}^k(u) = \min_{u \in H^1(S^d)} \int_{S^d} |u(x) - y(x)|^2 + |\nabla u(x)|^2 \, dx
\]
which is the weak formulation of the PDE
\[
u - \Delta u = y \text{ in } S^d, \tag{13}
\]
\[
\frac{\partial u}{\partial n} = 0 \text{ on } \partial S^d. \tag{14}
\]
Therefore, Theorem 5 can also be viewed as the generalization error estimate for the second order PDE \( u - \Delta u = y \) with Neumann boundary condition. A similar error estimate for this type of PDE is also derived in a recent work [24].
4 Error analysis of two-layer neural networks

We consider two variational problems

\[
\min_{u \in BV(\Omega)} L^TV(u) = \int_{\partial \Omega} u(x)^2 - 2u(x)y(x) + |\nabla u(x)| \, dx
\]
and

\[
\min_{u \in H^1(\Omega)} L^TV(u) = \int_{\partial \Omega} u(x)^2 - 2u(x)y(x) + |\nabla u(x)|^2 \, dx,
\]

where \(y\) is uniformly bounded by \(Y > 0\) for \(x \in \Omega\). The first problem is the ROF model and the second problem is the variational formulation of the second order PDE (13). We further assume that the solution to these two problems belong to the Barron space as well. In fact, for ROF models, this condition may only hold in some special cases, since the BV space contains functions with jumps and functions in Barron spaces are continuous. In this section, we will analyze the generalization error of these two problems solved by two-layer networks. Define the set of two-layer networks with bounded parameters by

\[
\mathcal{F}_m^\alpha(B) := \left\{ \phi(x; \theta) = c + \frac{1}{m} \sum_{k=1}^m a_k \sigma(\omega_k \cdot x + b_k) \right\}
\]

where \(|c| \leq 2B, |a_k| \leq 16B, |\omega_k|_1 = 1, |b_k| \leq 1\) for \(k = 1, \ldots, m\),

where \(\sigma\) is the activation function, \(B\) is a positive constant and \(m\) is the width of the network. The boundedness of parameters is necessary for the estimation of Rademacher complexity in the proofs of following lemmas. Moreover, we define the space of Barron function as:

**Definition 2** For a function \(f\) defined on \(\Omega\), if there exist an extension of \(f\) to \(\mathbb{R}^d\) with Fourier transform \(\hat{f}(\omega)\) such that

\[
f(x) = \int_{\mathbb{R}^d} e^{i\omega \cdot x} \hat{f}(\omega) d\omega = \int_{\mathbb{R}^d} e^{i\omega \cdot x} e^{i\zeta(\omega)}|\hat{f}(\omega)| d\omega, \quad x \in \Omega, \quad (15)
\]

and

\[
\int_{\mathbb{R}^d} (1 + |\omega|_1)^s |\hat{f}(\omega)| d\omega < +\infty,
\]

we say \(f \in \mathbb{B}\) belongs to the Barron space \(B^s(\Omega)\). \(\zeta(\omega)\) here denotes the phase of \(\hat{f}(\omega)\) and \(|\hat{f}(\omega)|\) is the magnitude. The associated Barron norm of \(f\) is defined by

\[
\|f\|_{B^s(\Omega)} := \inf_f \int_{\mathbb{R}^d} (1 + |\omega|_1)^s |\hat{f}(\omega)| d\omega,
\]

where the inf is taken over all the extension of \(f\) such that (15) holds. When \(s = 2\), we simply denote \(B^s\) as \(B\). We then give the approximation error of the set \(\mathcal{F}_{\text{ReLU}}^m(B)\) to the function in \(B\) in the sense of \(H^1\) norm, where ReLU \(z = \max\{0, z\}\).
Lemma 1 For any function \( f \in \mathcal{B}(\Omega) \) and \( m \in \mathbb{N}^+ \), there exist a two-layer ReLU network \( f_m \in \mathcal{F}_\text{ReLU}^m(\|f\|_B + \eta) \) such that
\[
\|f - f_m\|_{\mathcal{H}^1(\Omega)} \leq \sqrt{1345(\|f\|_B + \eta)} \frac{1}{\sqrt{m}}
\]
for any \( \eta > 0 \).

Neural networks with ReLU activations are very popular in machine learning applications. However, we may require the networks to be secondly differentiable sometimes. Instead, we can consider a smooth approximation to ReLU, named SoftPlus function [23].

\[
\text{SP}_\tau(z) = \frac{1}{\tau} \log(1 + e^{\tau z}).
\]

\( \text{SP}_\tau \) converges uniformly to ReLU when \( \tau \rightarrow +\infty \).

Lemma 2 For any function \( f \in \mathcal{B}(\Omega) \) and \( m \in \mathbb{N}^+\setminus\{1\} \), by setting \( \tau = \sqrt{m} \), there exist a two-layer SP network \( f_m \in \mathcal{F}_\text{SP}_\tau^m(\|f\|_B + \eta) \) such that
\[
\|f - f_m\|_{\mathcal{H}^1(\Omega)} \leq \frac{\|f\|_B + \eta}{\sqrt{m}} (24\log(m) + 65)
\]
for any \( \eta > 0 \).

Lemma 3 Let \( (x_1, \ldots, x_N) \) be a set of i.i.d variables sampled from \( \Omega \). Then, given any \( \epsilon \in (0,1) \), the probability of
\[
\sup_{\phi_m \in \mathcal{F}_\text{SP}_\tau^m(\mathcal{B})} \left| L_{N_k}^{TV}(\phi_m) - L_{N_k}^{TV}(\phi_m) \right| \leq \frac{2\sqrt{m}}{\sqrt{N}} (Z_1 + Z_2\sqrt{\log(m)}) + M_1\frac{\sqrt{-2\log(\epsilon)}}{\sqrt{N}}
\]
is at least \( 1 - \epsilon \). Similarly, given any \( \epsilon \in (0,1) \), the probability of
\[
\sup_{\phi_m \in \mathcal{F}_\text{SP}_\tau^m(\mathcal{B})} \left| L_{N_k}^{TV}(\phi_m) - L_{N_k}^{TV}(\phi_m) \right| \leq \frac{2\sqrt{m}}{\sqrt{N}} (Z_1 + Z_2\sqrt{\log(m)}) + M_2\frac{\sqrt{-2\log(\epsilon)}}{\sqrt{N}}
\]
is at least \( 1 - \epsilon \) as well. Moreover, \( \mathcal{F}_\text{SP}_\tau^m(\mathcal{B}) \) is the set of two-layer softplus network with bounded parameters, \( Z_1 \) is a constant depends on \( B, d \) and \( Y \); \( Z_2, Z_3 \) are constants depend on \( B \) and \( d \); \( M_1, M_2 \) are constants depend on \( B \) and \( Y \).

The proofs of Lemma 1 to 3 are deferred to the appendix. Combining the approximation error in Lemma 2 and the quadrature error in Lemma 3 we can give the generalization error for the two problems using the framework we developed before.

Theorem 6 Let \( \hat{u} = \arg\min_{u \in \mathcal{BV}(\Omega)} L_{TV}(u) \), and \( \mathcal{F}_\text{SP}_\tau^m(\mathcal{B}) \) be a set of softplus two-layer networks with \( B > 0 \) and \( \tau = \sqrt{m} \). We assume the solution \( \hat{u} \) belongs to the Barron space \( \mathcal{B}(\Omega) \) and \( B > \|\hat{u}\|_{\mathcal{B}(\Omega)} \). Suppose \( \phi^N \in \mathcal{F}_\text{SP}_\tau^m(\mathcal{B}) \) be a \( \delta \) minimizer of \( L_{TV}^N \). Then
\[
L_{TV}^N(\phi^N) - L_{TV}^N(\hat{u}) \leq (2Y + 49B + \|\hat{u}\|_{L^2(\Omega)} + 1)\frac{\|f\|_B}{\sqrt{m}} (24\log(m) + 65)
\]
\[
+ 4\frac{\sqrt{m}}{\sqrt{N}} (Z_1 + Z_2\sqrt{\log(m)}) + 2M_1\frac{\sqrt{-2\log(\epsilon)}}{\sqrt{N}} + 2\delta,
\]
with probability at least \( 1 - \epsilon \) over the choice of \( (x_1, \ldots, x_N) \), where \( Y \) is the uniform bound of \( y \); The constants \( Z_1, Z_2 \) and \( M_1 \) are defined in Lemma 3.
Remark. The functions in $BV(\Omega)$ may not necessarily belong to $H^1(\Omega)$. However, since we assume the solution belongs to the Barron space, the gradient of $\hat{u}$ exists $\square$.

Proof For any $\phi \in \mathcal{F}_{SP}^m(B)$, we have $\phi(x) \leq B + 16BSP_\tau(2) \leq B + 16B(2 + \frac{1}{2}) \leq 49B$ for $x \in \Omega$. Then,

$$|\phi - y|^2 - |\hat{u} - y|^2 = \langle \phi - \hat{u}, \phi + \hat{u} - 2y \rangle \leq \|\phi - \hat{u}\|_{L^2(\Omega)}((2Y + 49B)|S^d| + \|\hat{u}\|_{L^2(\Omega)}).$$

We require the data term to be Lipschitz continuous in Theorem 3. However, in the proof of the theorem, we just need $D(\phi, y) - D(\hat{u}, y) \leq \lambda \|\phi - \hat{u}\|_{L^2(\Omega)}$ for some $\lambda$ and any $\phi \in \mathcal{F}_{SP}^m(B)$. We apply Theorem 3 with $\lambda = 2Y + 49B + \|\hat{u}\|_{L^2(\Omega)}$ and let $\eta < B - \|\hat{u}\|_{B(\Omega)}$ go to 0. Then we get the generalization error. $\square$

Theorem 7 Let $\hat{u} = \arg\min_{u \in H^1(\Omega)} L^{TV}(u)$, and $\mathcal{F}_{SP}^m(B)$ be a set of softplus two-layer networks with $B > 0$ and $\tau = \sqrt{m}$. We assume the solution $\hat{u}$ belongs to the Barron space $B(\Omega)$ and $B > \|\hat{u}\|_{B(\Omega)}$. Suppose $\phi^N \in \mathcal{F}_{SP}^m(B)$ be a $\delta$ minimizer of $L^N_{TV}$. Then

$$\|\hat{\phi}^N - \hat{u}\|_{H^1(\Omega)}^2 \leq \frac{2f^2}{m} (24 \log(m) + 65)^2 + 4\sqrt{\frac{m}{N}}(Z_1 + Z_3 \sqrt{\log(m)}) + 2M_2 \sqrt{-2 \log(\epsilon)} + 2\delta,$$

with probability at least $1 - \epsilon$ over the choice of $(x_1, \ldots, x_N)$, where the constants $Z_1$, $Z_3$ and $M_2$ are defined in Lemma 3.

Proof The result is obtained by applying Theorem 5, Lemma 2 and Lemma 3, and let $\eta < B - \|\hat{u}\|_{B(\Omega)}$ go to 0. $\square$

Remark. In these two theorems, we require the original solution $\hat{u}$ belongs to the Barron space. In [6], we know functions with sufficiently high order square integrable derivatives belong to the Barron space. Besides, some regularity results [24] of certain types of PDEs can also guarantee $\hat{u}$ belongs to Barron type spaces. As we mentioned before, this condition is difficult for the ROF model to satisfy. To overcome this limitation, we need approximation results of neural networks to more general functions.

5 Numerical experiments

5.1 Experiment setup

In this section, we will compare the gradient-based methods with other explicit regularization methods on image classification datasets. All the neural networks will be tested on both the original test samples and adversarial samples. Generally, there are two types of adversarial attack methods to generate adversarial samples: white box attack and black box attack. The white box attacks, like the fast gradient sign method (FGSM) [10] (Algorithm 1) and the projected gradient descent method (PGD) [12] (Algorithm 2), use the information of the network structure and parameters to generate adversarial samples, and the black box attacks, like...
the One Pixel attack [13] and the transfer attack [34] (Algorithm 3), can only access the output of networks. Since the FGSM is a special case of the PGD attack, we only use the PGD attack for evaluating the robustness to white box attacks in this section.

The regularization methods we implement are the total variation (TV), Tikhonov regularization (Tik), graphical total variation (GTV), graphical Tikhonov regularization (GTik), L2 penalty (L2), adversarial training (AT), and adversarial logit pairing (ALP). The standard neural network training without any regularization is set as the baseline method.

Algorithm 1 Fast gradient sign method (FGSM)

Require: Targeted network $\phi$, a sample $x$ to be attacked and a step size $\delta$

Compute $dx = \text{sign}(\nabla_x D(\phi(x; \theta), y(x)))$

return $x + \delta \cdot dx$

Algorithm 2 Projected gradient descent method (PGD)

Require: Targeted network $\phi$, a sample $x$ to be attacked, the step size $\delta$, the perturbation bound $\epsilon$, and the number of iterations $N_{itr}$.

$x_0 = x$

for $i = 1: N_{itr}$ do

$x_i = x_{i-1} + \delta \cdot \text{sign}(\nabla_x D(\phi(x; \theta), y(x)))$

$dx = \text{Clip}(x_i - x, \min = -\epsilon, \max = \epsilon)$

$x_i = \text{Clip}(x + dx, \min = 0, \max = 1)$

end for

return $x_N$

Algorithm 3 Transfer attack

Require: Targeted network $\phi$, a small set of training data $\tilde{x}$, a sample $x$ to be attacked, the step size $\delta$, the perturbation bound $\epsilon$, and the number of iterations $N_{itr}$.

1. Construct a substitute network $\tilde{\phi}$.
2. Train $\tilde{\phi}$ with samples $\tilde{x}$ and labels $\arg\max(\tilde{\phi}(\tilde{x}))$.
3. Generate the adversarial sample for $x$ by using the PGD algorithm on $\tilde{\phi}$.

5.2 Training with the MNIST dataset

We first evaluate the methods on the MNIST dataset which consists of various gray scale hand-written digits images. We randomly generate 100 images from the MNIST dataset as the training set and another 100 images as the validation set which is used to determine the weight $\alpha$. The $\alpha$ we choose for different methods are listed in Table 1. Generally, the performance of the networks are not very sensitive to the choice of $\alpha$ within certain ranges. The full MNIST test set is used to evaluate the test accuracy and 1,000 randomly selected test samples are used
Table 1: The weight of regularization term for each method in the MNIST experiments.

|         | baseline | TV     | Tik    | GTV    | GTik   | L2     | AT     | ALP     |
|---------|----------|--------|--------|--------|--------|--------|--------|---------|
| no attack | 0.005    | 0.001  | 0.001  | 0.005  | 0.05   | 1.     | 1.     |

Table 2: Prediction accuracy of different methods on original samples and adversarial samples (trained with 100 MNIST samples). The first row shows the prediction accuracy on the original test samples without any adversarial attack. The last three rows show the prediction accuracy on the adversarial samples generated by different attack algorithms.

|         | baseline | TV     | Tik    | GTV    | GTik   | L2     | AT     | ALP     |
|---------|----------|--------|--------|--------|--------|--------|--------|---------|
| no attack | 78.45%   | 83.69% | 83.44% | **85.88**% | 85.33% | 78.77% | 81.86% | 82.6%   |
| PGD     | 15.70%   | 39.88% | 38.42% | 19.98% | 16.81% | 23.46% | 32.25% | **47.89**% |
| One Pixel | 37.78%   | **66.76**% | 65.85% | 36.37% | 37.01% | 37.32% | 46.32% | 48.77%   |
| Transfer | 38.55%   | 61.19% | 58.68% | **64.77**% | 64.17% | 42.41% | 50.68% | 57.35%   |

Table 3: Prediction accuracy of different methods on original samples and adversarial samples (trained with 10,000 MNIST samples). The first row shows the prediction accuracy on the original test samples without any adversarial attack. The last three rows show the prediction accuracy on the adversarial samples generated by different attack algorithms.

|         | baseline | TV     | Tik    | GTV    | GTik   | L2     | AT     | ALP     |
|---------|----------|--------|--------|--------|--------|--------|--------|---------|
| no attack | 98.11%   | 98.23% | 98.41% | 98.65% | **98.80**% | 98.64% | 98.27% | 98.10%   |
| PGD     | 20.76%   | 84.00% | 83.94% | 15.46% | 25.16% | 37.36% | 27.08% | **90.14**% |
| One Pixel | 77.06%   | 91.76% | **91.90**% | 25.18% | 20.80% | 87.44% | 76.94% | 82.04%   |
| Transfer | 78.18%   | 92.96% | **93.40**% | 89.34% | 90.54% | 69.18% | 81.38% | 91.92%   |

The prediction accuracy are shown in Table 2. All the regularization methods can improve the prediction accuracy on the test set. The highest accuracy is obtained by the graph-based methods. In terms of the robustness, the ALP method is the most robust to the white box PGD attack. This is not surprising because the adversarial samples for ALP training are generated by the same attack method. For the black box one pixel attack and transfer attack, the TV and GTV methods are the most robust respectively.

We also train the network on 10,000 images randomly selected from the MNIST dataset. All the hyperparameters remain the same with the previous experiment. The prediction accuracy, which is the average of 5 independent trials, is listed in Table 3. The accuracy of all the methods are very close when the number of training samples is sufficiently large. The ALP method is still the most robust to the PGD attack, and the gradient-based methods are the most robust to the black box attacks. We also notice that the graph-based methods are very unrobust with respect to PGD and one pixel attacks.
5.3 Training with the Fashion MNIST (FMNIST) dataset

We also conduct experiments on the FMNIST dataset and the setup is the same with MNIST experiments. The weights of regularization for each method are listed in Table 4 and Table 5. The results are listed in Table 6 and Table 7.

In the FMNIST experiments, we observe very similar results with the MNIST experiments. When the networks are trained with only 100 samples, almost all the regularization methods can significantly improve the prediction accuracy on the original dataset compared to the baseline method, and the graph-based methods achieve the highest accuracy. The ALP method is still the most robust with respect to the white box attacks and the gradient based methods are the most stable with respect to the black box attacks. We also notice that the GTV and GTik methods are very unstable under the PGD attack.

When we train the networks using 10,000 samples, all the regularization methods achieve similar prediction accuracy on the original test set. Only the gradient-based methods can improve the stability of neural networks with respect to all attack methods. The ALP method is the most robust to the PGD attack and one pixel attack in this experiments, but its robustness against the transfer attack is much lower than the baseline. The graph-based methods are unstable under various adversarial attacks.
6 Conclusion and future works

In this work, we use neural networks to solve some variational problems arising from machine learning applications. We give a general framework for the generalization error analysis of neural network approximations. We achieve generalization the error estimate based on two reasonable assumptions on the approximation error and the quadrature error.

We evaluate the gradient-based regularization methods for neural networks along with their graphical extensions in the experiments. When testing the networks on the original test set, most regularization methods can outperform the baseline if the number of training samples is small and obtain similar results with the baseline method if the number of training samples is large. When the test samples are attacked by some adversarial algorithms, TV and Tikhonov are the only two methods that can significantly improve the adversarial accuracy against every attack method.

The limitation of the gradient-based methods is the computational cost induced by computing the derivatives, which makes it difficult to apply to very large-scale problems. Besides, the approximation error of neural networks with complex structures is not easy to derive.

In the future works, we will be interested in the generalization error analysis for different types of variational models or PDEs. We may also try to apply the proposed framework to neural networks with complex structures.
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A Proof of Lemma [1]

Proof For any $\eta > 0$, there exist a complex measure $F(d\omega) = e^{i\zeta(\omega)} f(\omega)|d\omega$ such that

$$
\bar{f}(x) = f(x) - f(0) = \Re \int_{\mathbb{R}^d} (e^{i\omega \cdot x} - 1) F(d\omega)
$$

$$
= \int_{\mathbb{R}^d} (\cos(\omega \cdot x + \zeta(\omega)) - \cos(\zeta(\omega))) |f(\omega)| d\omega
$$

$$
= \int_{\mathbb{R}^d} \frac{C_f}{1 + |\omega|^2} (\cos(\omega \cdot x + \zeta(\omega)) - \cos(\zeta(\omega))) \tilde{F}(d\omega)
$$

where $C_f = \int (1 + |\omega|^2) \tilde{f}(\omega) d\omega \leq \|f\|_{L^1(\Omega)} + \eta; \tilde{F}(d\omega) = \frac{(1 + |\omega|^2)}{C_f} f(\omega)|d\omega$ is a probability distribution; and

$$
g(x, \omega) = \frac{C_f}{1 + |\omega|^2} (\cos(\omega \cdot x + \zeta(\omega)) - \cos(\zeta(\omega))).
$$

Define a set of function $G_{\cos}$ as:

$$
G_{\cos} := \left\{ \frac{\gamma}{1 + |\omega|^2} (\cos(\omega \cdot x + b) - \cos(b)) \bigg| \gamma \leq C_f, b \in \mathbb{R} \right\}.
$$

Consequently, $\bar{f}$ is in the $H^1$ closure of the convex hull of $G_{\cos}$. To see this, we suppose $\{\omega_k\}_{k=1}^m$ be a set of i.i.d. random variables generated from the distribution $\tilde{F}(d\omega)$. Notice that for each $g(x, \omega) \sim \tilde{F}$ and $x \in \Omega$, we have:

$$
|g(x, \omega)| \leq \frac{C_f}{1 + |\omega|^2} |\omega|^1 \leq C_f,
$$

and

$$
|\nabla g(x, \omega)|_2 \leq |\nabla g(x, \omega)|_1 = \frac{C_f}{1 + |\omega|^2} |\omega|^1 \sin|\omega \cdot x| \leq C_f,
$$

for any $x \in \Omega$. Then, by the Fubini’s theorem,

$$
E_{\omega_k \sim \tilde{F}} \left[ \left\| \bar{f} - \frac{1}{m} \sum_{k=1}^m g(x, \omega_k) \right\|_{H^1(\Omega)}^2 \right]
$$

$$
= \int_{\Omega} E_{\omega_k \sim \tilde{F}} \left[ \left| f(x) - \frac{1}{m} \sum_{k=1}^m g(x, \omega_k) \right|^2 + \left| \nabla f(x) - \frac{1}{m} \sum_{k=1}^m \nabla g(x, \omega_k) \right|^2 \right] dx
$$

$$
\leq \frac{1}{m} \int_{\Omega} E_{\omega_k \sim \tilde{F}} \left[ |g(x, \omega)|^2 + |\nabla g(x, \omega)|_2^2 \right] dx
$$

$$
\leq \frac{2C_f^2}{m}.
$$

The expected $H^1$ norm error would converge to 0 as $m$ goes to infinity, which implies that there exist a sequence of convex combination of functions in $G_{\cos}$ converges to $\bar{f}$.

We next define a one dimensional function $g(z) = \gamma (\cos(|\omega| z + b) - \cos(b))/(1 + |\omega|^2)$ where $\gamma \leq C_f$ and $z \in [-1, 1]$ Notice that $g(z, \omega)$ is just the composition of $g(z)$ and $z = \omega \cdot x/|\omega|$. Let $\tilde{g}(z) = g(z) + \gamma \sin(b)|\omega| z/(1 + |\omega|^2)$. We can examine that $\|g^{(s)}\|_{L^\infty([-1, 1])} \leq 2C_f$ for $s = 0, 1, 2$ and $\tilde{g}(0) = \tilde{g}'(0) = 0$. 
Lemma 4 (Lemma 4.5 in [24]) Given $g \in C^2([−1,1])$ with $\|g^{(s)}\|_{L^\infty([−1,1])} \leq B$ and $g'(0) = 0$ for $s = 0, 1, 2$. Define $\{z_k\}_{k=0}^{2m} = \{-1 + k/m\}_{k=0}^{2m}$ be a uniform partition of $[−1,1]$. Then, there exist a ReLU network $g_m$ of the form:

$$g_m(z) = c + \frac{1}{2m} \sum_{k=1}^{2m} a_k \text{ReLU}(\epsilon_k z + b_k),$$

where $c = g(0)$, $|a_k| \leq 4B$, $\epsilon_k \in \{-1,1\}$ and $|b_k| \leq 1$, such that

$$\|g - g_m\|_{W^{1,\infty}(−1,1)} \leq \frac{2B}{m}.$$ Consequently, for any $g \in G_{\cos}$, there exist a convex combination of ReLU functions such that

$$g - \frac{1}{2m} \sum_{k=1}^{2m} a_k \text{ReLU}(\epsilon_k z + b_k) \in W^{1,\infty}(−1,1)$$

with $a_0 = \frac{\gamma \sin(\theta|\omega|)}{1 + |\omega|^2}$, $|a_0| \leq C_f$, $|\epsilon_k| \leq 8C_f$, $\epsilon_k \in \{-1,1\}$, and $|b_k| \leq 1$ for $k = 1, \ldots, 2m$. Therefore, $g$ lies in the $H^1$-closure of the convex hull of the following set:

$$G_{\text{ReLU}} := \{ c + a \text{ReLU}(\omega \cdot x + b) \mid |a| \leq 16C_f, |\omega|_1 = 1, |b| \leq 1, |\epsilon| \leq C_f \},$$

and so does $\tilde{g}$. For any $g \in G_{\text{ReLU}}$, we have $\|g\|^2_{H^1(\Omega)} \leq ((32C_f + C_f)^2 + (16C_f)^2) = 1345C_f^2$. Therefore, by the Mauray Lemma (Lemma 1 in [6]), there exist a two-layer ReLU network

$$f_m = c + \frac{1}{m} \sum_{k=1}^{m} a_k \text{ReLU}(\omega_k \cdot x + b_k),$$

where $|a_k| \leq 16C_f$, $|\omega_k|_1 = 1$, $|b_k| \leq 1$ and $|\epsilon| \leq 2C_f$, such that

$$\|f - f_m\|_{H^1(\Omega)} \leq \frac{\sqrt{1345}C_f}{\sqrt{m}} \leq \frac{\sqrt{1345}(\|g^{(1)} + \eta\|_{L^2(\Omega)})}{\sqrt{m}}.$$ Notice that $f(0) = \int_\mathbb{R} F(dw) \leq C_f$ has been added to the constant term $c$. \hfill \Box

B Proof of Lemma [2]

Proof Define a set of SP functions as

$$G_{\text{SP}_{\tau}} := \{ c + a \text{SP}_{\tau}(\omega \cdot x + b) \mid |a| \leq 16C_f, |\omega|_1 = 1, |b| \leq 1, |\epsilon| \leq C_f \},$$

where $C_f$ is defined in the proof of Lemma [1]. For each $g \in G_{\cos}$, there exist a ReLU network $g_m \in G_{\text{ReLU}}$ such that $\|g - g_m\|_{W^{1,\infty}(−1,1)}$. If we replace the activation function of $g_m$ by $\text{SP}_{\tau}$, we get a softplus network $g_{r,m} \in G_{\text{SP}_{\tau}}$. Then, from the proof of lemma 4.7 in [24],

$$\|g - g_{r,m}\|_{W^{1,\infty}(−1,1)} \leq \|g - g_m\|_{W^{1,\infty}(−1,1)} + \|g_{r,m} - g_m\|_{W^{1,\infty}(−1,1)}$$

$$\leq \frac{4C_f}{m} + \left(1 + \frac{1}{\tau}\right)\frac{8C_f}{m} + 4C_f e^{-\tau/m} \leq 12C_f \delta.$$
where \( \delta_x = \frac{1}{2}(1 + \frac{1}{2})(\log(\frac{1}{\delta_x}) + 1) \). In Lemma \[\text{[3]}\] we have proven that \( \bar{f}(x) = f(x) - f(0) \) lies in the closure of the convex hull of \( G_{\text{conv}} \). Thus, there exist a function \( f_r \) in the closure of the convex hull of \( G_{\text{SP}} \) such that
\[
\| \bar{f} - f_r \|_{W^{1, \infty}([-1, 1])} \leq 12Cf \delta_x.
\]
For any \( g_r \in G_{\text{SP}} \), we can verify that
\[
\| g_r \|_{H^1(\Omega)}^2 \leq (16Cf)^2 \left( \| \text{SP}_r \|_{L^\infty([-2, 2])}^2 + \| \text{SP}' \|_{L^\infty([-2, 2])}^2 \right) + (Cf)^2
\]
\[
\leq (16Cf)^2 \left( \frac{1}{1 + e^{-2r}} + 1 \right) + (Cf)^2
\]
\[
\leq (16Cf)^2 \left( \frac{1}{1 + (2r)} + 1 \right) + (Cf)^2.
\]

By Mauray’s lemma, there exist a two-layer SP networks \( f_m \), which is the convex combination of \( m \) functions in \( G_{\text{SP}} \), such that
\[
\| \bar{f} - f_m \|_{H^1(\Omega)} = \| \bar{f} - (f(0) + f_m) \|_{H^1(\Omega)}
\]
\[
\leq \| \bar{f} - f_r \|_{H^1(\Omega)} + \| f_r - f_m \|_{H^1(\Omega)}
\]
\[
\leq 12Cf \delta_x + C'f (16(3 + \frac{1}{\tau}) + 1).
\]

Using the fact that \( \tau = \sqrt{m} \geq 1 \), we get
\[
\| \bar{f} - (f(0) + f_m) \|_{H^1(\Omega)}
\]
\[
\leq \frac{Cf}{\sqrt{m}} (24 \log(m) + 65)
\]
\[
\leq \frac{\| f \|_{2, \infty}^2}{\sqrt{m}} (24 \log(m) + 65).
\]

\( \square \)

C Proof of Lemma \[\text{[3]}\]

**Proof** Let \( \mathcal{F} \) be a class of functions defined on \( \Omega \), \( (\sigma_i)_{i=1}^N \) be a set of i.i.d variables drawn from the distribution \( P(\sigma_i = 1) = P(\sigma_i = -1) = 1/2 \), and \( (x_i)_{i=1}^N \) is a set of i.i.d. variables sampled from \( \Omega \). Then, the the Rademacher complexity of \( \mathcal{F} \) is defined as
\[
\mathcal{R}_N(\mathcal{F}) = E_{x_1, \ldots, x_N} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^N \sigma_i f(x_i) \right].
\]

**Lemma 5** (Section 5 in \[\text{[24]}\]) Define the function class \( \mathcal{F}^1(B) \), \( \mathcal{F}^2(B) \) and \( \mathcal{F}^3(B) \) as
\[
\mathcal{F}^1(B) := \left\{ \phi^2 - 2 \phi y : \phi \in \mathcal{F}_{\text{SP}}(B) \right\}
\]
\[
\mathcal{F}^2(B) := \left\{ \nabla \phi : \phi \in \mathcal{F}_{\text{SP}}(B) \right\}
\]
\[
\mathcal{F}^3(B) := \left\{ |\nabla \phi| : \phi \in \mathcal{F}_{\text{SP}}(B) \right\}.
\]
where \( y \) is assumed to be bounded by \( Y \). Then we have

\[
\mathcal{R}_N(F^1(B)) \leq Z_1 \frac{\sqrt{m}}{\sqrt{N}}
\]
\[
\mathcal{R}_N(F^2(B)) \leq Z_2 \frac{m \log(m)}{\sqrt{N}}
\]
\[
\mathcal{R}_N(F^3(B)) \leq Z_3 \frac{m \log(m)}{\sqrt{N}},
\]

where \( Z_1 \) is a constant depends on \( B, d \) and \( Y \); \( Z_2 \) and \( Z_3 \) are constants depends on \( B \) and \( d \).

**Lemma 6 (Theorem 4.10 in [37])** Let \( \mathcal{F} \) be a class of functions uniformly bounded by \( M \) and \((x_1, \ldots, x_N)\) be i.i.d sampled from \( \Omega \), then for any \( 0 < \epsilon < 1 \),

\[
\sup_{f \in \mathcal{F}} \left| \frac{1}{N} \sum_{i=1}^{N} f(x_i) - E_x(f(x)) \right| \leq 2\mathcal{R}_N(\mathcal{F}) + M \frac{\sqrt{-2 \log(\epsilon)}}{\sqrt{N}},
\]

with probability at least \( 1 - \epsilon \).

Combining Lemma 5 and 6, we have probability of

\[
\sup_{\phi_m \in \mathcal{F}_{\mathbb{D}_p}(B)} \left| L^T \mathcal{V}_N(\phi_m) - L^T \mathcal{V}(\phi_m) \right| \leq 2 \frac{\sqrt{m}}{\sqrt{N}} (Z_1 + Z_2 \sqrt{\log(m)}) + M_1 \frac{\sqrt{-2 \log(\epsilon)}}{\sqrt{N}}
\]

and

\[
\sup_{\phi_m \in \mathcal{F}_{\mathbb{D}_k}(B)} \left| L^{T_k} \mathcal{V}_N(\phi_m) - L^{T_k} \mathcal{V}(\phi_m) \right| \leq 2 \frac{\sqrt{m}}{\sqrt{N}} (Z_1 + Z_3 \sqrt{\log(m)}) + M_2 \frac{\sqrt{-2 \log(\epsilon)}}{\sqrt{N}},
\]

are at least \( 1 - \epsilon \) respectively, where \( M_1 = \sup_{f_1 \in \mathcal{F}^1(B), f_2 \in \mathcal{F}^2(B)} \| f_1 + f_2 \|_{L^\infty(D)} \) and \( M_2 = \sup_{f_1 \in \mathcal{F}^1(B), f_2 \in \mathcal{F}^2(B)} \| f_1 + f_2 \|_{L^\infty(D)} \) are constants depends on \( B \) and \( Y \). □

### D CNN Architecture

**The CNN model used in the MNIST experiments:**

Model: "CNN\_MNIST"

| Layer (type) | Output Shape | Param # |
|--------------|--------------|---------|
| conv1 (Conv2D) | (None, 28, 28, 16) | 160 |
| pooling1 (MaxPooling2D) | (None, 14, 14, 16) | 0 |
| relu1 (Activation) | (None, 14, 14, 16) | 0 |
| conv2 (Conv2D) | (None, 14, 14, 64) | 9280 |
| relu2 (Activation) | (None, 14, 14, 64) | 0 |
| pooling2 (MaxPooling2) | (None, 7, 7, 64) | 0 |
| flatten (Flatten) | (None, 3136) | 0 |
| dense (Dense) | (None, 1000) | 3137000 |
The CNN model used in the Fashion MNIST experiments:

Model: "CNN_FMNISt"

| Layer (type) | Output Shape | Param # |
|--------------|--------------|---------|
| conv_1 (Conv2D) | (None, 28, 28, 16) | 160 |
| relu_1 (Activation) | (None, 28, 28, 16) | 0 |
| conv_2 (Conv2D) | (None, 28, 28, 16) | 2320 |
| relu_2 (Activation) | (None, 14, 14, 16) | 0 |
| conv_3 (Conv2D) | (None, 14, 14, 64) | 9280 |
| relu_3 (Activation) | (None, 14, 14, 64) | 0 |
| conv_4 (Conv2D) | (None, 14, 14, 64) | 36928 |
| relu_4 (Activation) | (None, 7, 7, 64) | 0 |
| flatten (Flatten) | (None, 3136) | 0 |
| dense_1 (Dense) | (None, 1000) | 3137000 |
| relu_5 (Activation) | (None, 1000) | 0 |
| dense_2 (Dense) | (None, 10) | 10010 |

Total params: 3,195,698
Trainable params: 3,195,698
Non-trainable params: 0
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