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Abstract. The Pythagoras number of a sum of squares is the shortest length among its sums of squares representations. In many algebras, for example real polynomial algebras in two or more variables, there exists no upper bound on the Pythagoras number for all sums of squares. In this paper, we study how Pythagoras numbers in ∗-algebras over $\mathbb{C}$ behave with respect to small perturbations of elements. More precisely, the approximate Pythagoras number of an element is the smallest Pythagoras number among all elements in its $\varepsilon$-ball. We show that these approximate Pythagoras numbers are often significantly smaller than their exact versions, and allow for (almost) dimension-independent upper bounds. Our results use low-rank approximations for Gram matrices of sums of squares and estimates for the operator norm of the Gram map.

1. Introduction and Preliminaries

Artin’s solution to Hilbert’s 17th Problem states that every nonnegative rational function $f$ in $\mathbb{R}(x_1, \ldots, x_n)$ admits a decomposition into a sum of squares of rational functions. But how many squares are necessary to decompose an element? This is captured by its Pythagoras number, i.e. the minimum integer $r$ such that there exists a decomposition

$$f = \sum_{k=1}^{r} p_k^2.$$

For real rational functions, Pfister [5] showed that the Pythagoras number of all sums of squares is upper bounded by $2^n$, but it is still unknown how sharp this bound is in general.

The situation is very different for polynomial rings. Although for univariate polynomials every sum of squares is still a sum of two squares, for two or more variables there exists no upper bound for the Pythagoras numbers of all elements [2].
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Sums of squares of real polynomials have recently attained great interest from the point of view of optimization (see [4] for an overview). Polynomial optimization problems can be approached via semidefinite programming by relating sums-of-squares decompositions with positive semidefinite Gram matrices. The Pythagoras number here corresponds to the smallest rank of a positive semidefinite Gram matrix. Since almost all present algorithms for semidefinite optimization are numerical, a certain error in the results will usually occur and be accepted. This led us to the question of how Pythagoras numbers behave with regard to small errors/perturbations of the polynomials. This is closely related to low-rank approximations of Gram matrices (and the operator norm of the Gram map).

The concept of sum-of-squares decompositions and their corresponding Pythagoras numbers is not exclusive to polynomials. Given any complex $\ast$-algebra, we call an element $a$ a sum of (Hermitian) squares if it admits a decomposition

$$a = a_1^*a_1 + \cdots + a_m^*a_m,$$

and the smallest such $m$ is its Pythagoras number.

In this paper, we introduce and study approximate Pythagoras numbers in this broader context. Our main findings can be summarized by saying that approximate Pythagoras numbers are often significantly smaller than the known upper bounds for the exact case.

Let us emphasize here that our framework requires to fix some small approximation error. When letting this error go to zero, for example, when computing Border ranks of matrices or tensors, the results will not be meaningful anymore. However, numerical computations often work with a fixed precision, which is then covered by our approach.

Our approach further allows computing the approximate numbers efficiently (involving semidefinite programming) in cases where the exact Pythagoras numbers are very hard to compute, or even unknown. Moreover, we will apply these results to concrete algebras of commutative and non-commutative complex polynomials, and compute explicit upper bounds of the approximate Pythagoras numbers for sums of Hermitian squares. This also includes real polynomial rings, since any Hermitian square is just the same as a sum of two classical squares here.

This paper is structured as follows. In Section 1.1 we introduce Pythagoras numbers and their approximate versions. In Section 1.2 we explain the Gram map and some of its consequences. Section 2 contains our main result including an upper bound for the approximate Pythagoras number in general $\ast$-algebras over $\mathbb{C}$. In particular, we prove in Section 2.1 an approximation result for positive semidefinite matrices and deduce the main result for approximate Pythagoras numbers (Theorem 7). In Section 2.2 we apply

\[\text{approximate Pythagoras numbers on } \ast\text{-algebras over } \mathbb{C}\]
the results to non-commutative polynomials, and in Section 2.3 to commutative polynomials. The final Section 2.4 includes some considerations on the so-called sos-norm that appears as a relevant measure throughout our paper. Appendix A contains a table summarizing the notations and definitions of all norms we use throughout the paper.

1.1. Pythagoras Numbers.

Definition 1. Let \( \mathcal{A} \) be a \(*\)-algebra over \( \mathbb{C} \). For any sum of Hermitian squares \( a \in \sum \mathcal{A}^2 \) the Pythagoras number is defined as
\[
p(a) := \min \{ m \in \mathbb{N} \mid \exists a_1, \ldots, a_m \in \mathcal{A}: a = a_1^* a_1 + \cdots + a_m^* a_m \}
\]
i.e. as the shortest length of a sum of squares representation of \( a \) in \( \mathcal{A} \). For any subset \( \mathcal{S} \subseteq \mathcal{A} \) we define its Phythagoras number as
\[
p(\mathcal{S}) := \sup \left\{ p(a) \mid a \in \mathcal{S} \cap \sum \mathcal{A}^2 \right\}.
\]

Note that the Pythagoras number of a single element is also called sum of squares length in the literature (see for example [6]). To use only one name for similar concepts, we will call both \( p(a) \) and \( p(\mathcal{S}) \) a Pythagoras number.

Example 2. (i) In [5] it was shown that every sum of squares in the field \( \mathbb{R}(x_1, \ldots, x_n) \) is a sum of at most \( 2^n \) squares. This bound is tight for \( n \leq 2 \) but it is still unclear whether it can be improved for \( n \geq 3 \). The only known lower bound on this number is \( n + 2 \) (see for example [6] for an overview).

In our setting we consider the algebra \( \mathcal{A} = \mathbb{C}(x_1, \ldots, x_n) \) with involution acting as complex conjugation on the coefficients. Then a Hermitian square in \( \mathcal{A} \) is the same as a sum of two classical squares in \( \mathbb{R}(x_1, \ldots, x_n) \), so in our notation we have
\[
\frac{n}{2} + 1 \leq p(\mathbb{C}(x_1, \ldots, x_n)) \leq 2^{n-1}.
\]

(ii) In the commutative polynomial algebra \( \mathcal{A} = \mathbb{C}[x_1, \ldots, x_n] \), again with involution acting as conjugation on coefficients, we have \( p(\mathbb{C}[x_1]) = 1 \) and
\[
p(\mathbb{C}[x_1, \ldots, x_n]) = \infty
\]
for \( n \geq 2 \). For \( n = 1 \) this is easy to see from the decomposition of a non-negative polynomial into irreducible factors (we again get the factor of \( 1/2 \) when compared to the usual way of stating the result for real polynomials, since we use the complex Hermitian setup), the result for \( n \geq 2 \) was proven in [2].

(iii) The situation becomes more involved when considering polynomials of fixed degree, for example when computing
\[
p(\mathbb{C}[x_1, \ldots, x_n]_{2d})
\]
where \( \mathbb{C}[x_1, \ldots, x_n]_{2d} \) denotes the subspace of homogeneous polynomials (a.k.a. forms) of degree \( 2d \). We do not state the known results in detail, but refer to [6] instead. For a few small cases of \( n \) and \( d \) the value is known.
exactly, and in the general case an upper bound is known. The growth of this upper bound is
\[ \mathcal{O}\left(d^{\frac{n-1}{2}}\right) \]
and in [6] it is proven (up to a conjecture of Iarrobino-Kanev from algebraic geometry) that this is asymptotically tight as \( d \to \infty \).

(iv) For the free polynomial algebra \( \mathcal{A} = \mathbb{C}(z_1, \ldots, z_n) \) with involution defined by \( z_i^* = z_i \), we also get \( p(\mathcal{A}) = \infty \) for \( n \geq 2 \). This can either be shown directly (we will see this below), but it also follows immediately from the commutative result. Indeed every sum of squares in \( \mathbb{C}[x_1, \ldots, x_n] \) admits a sum of squares preimage in \( \mathbb{C}(z_1, \ldots, z_n) \) (w.r.t the commutative collapse map \( c: \mathbb{C}(z_1, \ldots, z_n) \to \mathbb{C}[x_1, \ldots, x_n] \)), whose Pythagoras number is as large as the initial one.

We now turn to approximate versions of Pythagoras numbers. We equip the algebra \( \mathcal{A} \) (or at least some subspace) with a norm \( \| \cdot \|_A \). Given \( a \in \sum \mathcal{A}^2 \), we study the smallest Pythagoras number realized by elements in the \( \varepsilon \)-ball around \( a \).

Some words of warning are required here. This approximate Pythagoras number clearly depends on \( \varepsilon \), but might also depend significantly on the subspace in which the approximating sum of squares is contained, or even on the subspace from which the elements to be squared are chosen. While the classical Pythagoras number does not change under positive scaling, the approximate version clearly does, and thus needs to involve some measure of the size of \( a \). It thus does not make sense to define it for a full subspace.

Not to overload notation, we thus refrain from introducing some symbol to denote the \( \varepsilon \)-Pythagoras number of an element or even a set of elements, but state all results about approximations as explicitly as possible. However, the main principle we will see in the following is the following: Approximate Pythagoras numbers are often significantly smaller than the exact Pythagoras numbers or the previously known upper bounds.

1.2. The Gram Map. An essential ingredient for the below results is the Gram map, which relates sums of squares to positive semidefinite matrices. It was introduced in [3] and has been used widely since.

For the rest of the paper, let \( \text{Mat}_d(\mathbb{C}) \) be the set of complex \( d \times d \) matrices and \( \text{Psd}_d(\mathbb{C}) = \text{Mat}_d(\mathbb{C}) \cap \text{Psd}_d(\mathbb{C}) \) the convex cone of positive semidefinite matrices. Further, let \( \mathcal{A} \) be a unital \(*\)-algebra over \( \mathbb{C} \). We fix a linear subspace \( V \subseteq \mathcal{A} \), together with a basis \( \mathcal{V} = (v_1, \ldots, v_d) \). Then the associated Gram map is
\[ G_{\mathcal{V}} : \text{Mat}_d(\mathbb{C}) \to \mathcal{A} \]
\[ M = (m_{ij})_{i,j} \mapsto (v_1^*, \ldots, v_d^*) M (v_1, \ldots, v_d)^t = \sum_{i,j=1}^d m_{ij} v_i^* v_j. \]

It is easy to see that \( G_{\mathcal{V}} \) is a \(*\)-linear map, whose image is
\[ \mathcal{V}^* \mathcal{V} = \text{span} \{ v_i^* v_j \mid i, j = 1, \ldots, d \}. \]
Moreover, the cone
\[ \sum \mathcal{V}^2 := \left\{ \sum_{k=1}^{m} w_k^* w_k \mid m \in \mathbb{N}, w_k \in \mathcal{V} \right\} \]
of sums of Hermitian squares of elements from \( \mathcal{V} \) coincides with the image
\[ G_{\mathbb{C}}(\text{Psd}_d(\mathbb{C})). \]
This follows directly from the following observation: Given \( w_1, \ldots, w_m \in \mathcal{V} \), express each \( w_k \) in the basis \( v \),
\[ w_k = \sum_{i=1}^{d} c_{ki} v_i, \]
and consider the matrix \( M = (m_{ij})_{i,j} \in \text{Psd}_d(\mathbb{C}) \) defined by
\[ m_{ij} := \sum_{k=1}^{m} c_{ki} \cdot c_{kj}. \]
We immediately obtain \( G_{\mathbb{C}}(M) = \sum_{k=1}^{m} w_k^* w_k \). Conversely, each positive semidefinite matrix \( M \) is a sum of rank(\( M \)) many Hermitian squares of rank one in \( \text{Mat}_d(\mathbb{C}) \). Then \( G_{\mathbb{C}}(M) \) is a sum of at most rank(\( M \)) many Hermitian squares from \( \mathcal{V} \).

This observation also implies that the Pythagoras number of an element equals the minimal rank among all of its positive semidefinite Gram matrices, which further implies
\[ p \left( \sum \mathcal{V}^2 \right) \leq \dim_{\mathbb{C}} (\mathcal{V}). \]

With the following lemma (see [1] II. 14, Problem 4), one can lower this general upper bound in certain cases.

**Lemma 3.** Let \( A_1, \ldots, A_k \in \text{Mat}_d(\mathbb{C}) \) be Hermitian and \( \alpha_1, \ldots, \alpha_k \in \mathbb{R} \).

If the system of equations \( \text{tr}(A_i X) = \alpha_i \) for \( i = 1, \ldots, k \) has a positive semidefinite solution \( X \in \text{Psd}_d(\mathbb{C}) \), then there is also a positive semidefinite solution \( X_0 \in \text{Psd}_d(\mathbb{C}) \) with \( \text{rank}(X_0) \leq r \), whenever \( r \) satisfies \( k \leq r^2 + 2r \).

**Corollary 4.** For every finite-dimensional subspace \( \mathcal{V} \subseteq A \) we have
\[ p \left( \sum \mathcal{V}^2 \right) \leq \left\lceil \sqrt{\dim(\mathcal{V}^* \mathcal{V})} \right\rceil. \]

**Proof.** Let \( v = (v_1, \ldots, v_d) \) be a basis of \( \mathcal{V} \), set \( k := \dim(\mathcal{V}^* \mathcal{V}) \), and equip the vector space \( \mathcal{V}^* \mathcal{V} \) with a basis \( w = (\omega_1, \ldots, \omega_k) \) such that \( \omega_i = \omega_i^* \) for all \( i = 1, \ldots, k \). For \( a \in \sum \mathcal{V}^2 \) there exists a positive semidefinite matrix \( M \in \text{Psd}_d(\mathbb{C}) \) such that
\[ a = G_{\mathbb{C}}(M) = \sum_{i,j=1}^{d} m_{ij} v_i^* v_j. \]
Write \( v_i^*v_j = \sum_{l=1}^{k} \lambda_l^{i,j} \omega_l \) and \( a = \sum_{l=1}^{k} \lambda_l \omega_l \) with all \( \lambda_l^{i,j}, \lambda_l \in \mathbb{C} \). We then have
\[
\sum_{i,j=1}^{d} m_{ij} v_i^* v_j = \sum_{l=1}^{k} \left( \sum_{i,j=1}^{d} m_{ij} \lambda_l^{i,j} \right) \omega_l = \sum_{l=1}^{k} \lambda_l \omega_l,
\]
which implies
\[
\sum_{i,j=1}^{d} m_{ij} \lambda_l^{i,j} = \lambda_l \quad \text{for } l = 1, \ldots, k.
\]
Consider the Hermitian matrices
\[
A_l := \left( \lambda_l^{i,j} \right)_{i,j} \in \text{Mat}_d(\mathbb{C})
\]
for \( l = 1, \ldots, k \). The positive semidefinite matrix \( M \) is then clearly a solution of the following equations:
\[
\text{tr}(A_l M) = \lambda_l \quad \text{for } l = 1, \ldots, k.
\]
Now \( r := \lceil \sqrt{k} \rceil \) satisfies the requirements of Lemma 3, and thus there also exists a positive semidefinite solution \( M_0 \) with \( \text{rank}(M_0) \leq \lceil \sqrt{k} \rceil \). Applying the Gram map to \( M_0 \) shows that \( a \) is a sum of at most \( r \) many squares. □

Note that \( \sqrt{\dim(V^*V)} \leq \dim(V) \), but the inequality can be strict, in which case Corollary 4 might give a better upper bound for \( p \left( \sum V^2 \right) \) than \( \dim(V) \).

**Example 5.** For the space \( V = \mathbb{C}[x_1, \ldots, x_n]_d \) of homogeneous polynomials of degree \( d \) we have \( V^*V = \mathbb{C}[x_1, \ldots, x_n]_{2d} \) with
\[
dim_{\mathbb{C}} (V^*V) = \binom{2d + n - 1}{n - 1}.
\]
This gives an upper bound for the Pythagoras number \( p \left( \sum V^2 \right) \) that grows like \( O \left( d^{\frac{n+1}{2}} \right) \) for \( d \to \infty \).

2. **Main Results**

2.1. **Approximating Sums of Squares.** For \( 1 \leq p < \infty \) we equip the space \( \text{Mat}_d(\mathbb{C}) \) with the the Schatten \( p \)-norm,
\[
\|M\|_p := \left( \text{tr}(M^*M^p) \right)^{1/p},
\]
and also use the Schatten \( \infty \)-norm \( \|M\|_{\infty} := \sigma_{\text{max}}(M) \), which is the largest singular value of \( M \). The following proposition is the main technical ingredient for all of our later results. It uses a well-known technique in low rank approximation theory, we include the proof for completeness.

**Proposition 6.** Let \( M \in \text{Psd}_d(\mathbb{C}) \) and \( \varepsilon > 0 \) be fixed.
(i) For $1 < p < \infty$, there exists a matrix $M' \in \text{Psd}_d(\mathbb{C})$ such that
$$\|M - M'\|_p \leq \varepsilon$$
and
$$\text{rank}(M') < \left(\frac{\text{tr}(M)}{\varepsilon}\right)^{\frac{p}{p-1}}$$

(ii) There exists a matrix $M' \in \text{Psd}_d(\mathbb{C})$ such that $\|M - M'\|_\infty \leq \varepsilon$ and
$$\text{rank}(M') < \frac{\text{tr}(M)}{\varepsilon}.$$

Proof. Let
$$M = \sum_{i=1}^d \lambda_i v_i v_i^*$$
be a spectral decomposition of $M$, where we assume $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0$.

(i) For each $k = 1, \ldots, d$ we have
$$\text{tr}(M) = \sum_{i=1}^d \lambda_i \geq \sum_{i=1}^k \lambda_i \geq k \lambda_k,$$
which implies $\lambda_k \leq \text{tr}(M)/k$. Choose $k \in \mathbb{N}$ with $k < \left(\frac{\text{tr}(M)}{\varepsilon}\right)^{\frac{p}{p-1}} \leq k + 1$, and define
$$M' := \sum_{i=1}^k \lambda_i v_i v_i^* \in \text{Psd}_d(\mathbb{C})$$
which fulfills $\text{rank}(M') \leq k < \left(\frac{\text{tr}(M)}{\varepsilon}\right)^{\frac{p}{p-1}}$. The following computation thus completes the proof of (i):
$$\|M - M'\|_p^p = \sum_{i=k+1}^d \lambda_i^p \leq \lambda_{k+1}^{p-1} \cdot \sum_{i=k+1}^d \lambda_i \leq \lambda_{k+1}^{p-1} \cdot \text{tr}(M) \leq \frac{\text{tr}(M)^p}{(k+1)^{p-1}} \leq \varepsilon^p.$$

(ii) Choose $k$ maximal with $\lambda_k > \varepsilon$ and define
$$M' = \sum_{i=1}^k \lambda_i v_i v_i^* \in \text{Psd}_d(\mathbb{C}).$$
Then $\|M - M'\|_\infty \leq \varepsilon$ and from $\text{tr}(M) > k \varepsilon$ we obtain
$$\text{rank}(M') \leq k < \frac{\text{tr}(M)}{\varepsilon}. \quad \Box$$

Now we also fix a vector space norm $\| \cdot \|_A$ on the algebra $A$. Since the Gram map
$$G_\mathbb{C}: \text{Mat}_d(\mathbb{C}) \to A$$
is linear and defined on a finite-dimensional space, it is bounded, i.e. for any constant $1 \leq p \leq \infty$ we can find some positive constant $C$ such that
$$\|G_\mathbb{C}(M)\|_A \leq C \cdot \|M\|_p.$$
for all $M \in \text{Mat}_d(\mathbb{C})$. For a fixed choice of $p$, the smallest such $C$ is called the operator norm of $G_{\mathbb{C}}$ and is denoted by $\|G_{\mathbb{C}}\|_p \rightarrow A$.

Recall that a sum of squares $a \in \sum \mathcal{V}^2$ might have several positive semidefinite Gram matrices. Since the trace of a Gram matrix plays a crucial role in the following, this motivates the subsequent definition for elements $a \in \sum \mathcal{V}^2$:

$$\|a\|_{\mathbb{C}, \text{sos}} := \min \left\{ \text{tr}(M) \mid M \in \text{Psd}_d(\mathbb{C}), G_{\mathbb{C}}(M) = a \right\}.$$  

Note that the minimum is attained since the set of positive semidefinite Gram matrices of $a$ is closed. Moreover, for elements in $\sum \mathcal{V}^2$, $\|\cdot\|_{\mathbb{C}, \text{sos}}$ indeed behaves like a norm, i.e. it is positive definite, homogeneous, and satisfies the triangle inequality.

For example, using trace-minimization to approximate rank minimization is a common technique in systems and control theory. Note that computation of $\|a\|_{\mathbb{C}, \text{sos}}$ is a semidefinite program, since it is a minimization of the linear function tr along the set of positive semidefinite Gram matrices of $a$. Nevertheless, computing $\|a\|_{\mathbb{C}, \text{sos}}$ analytically from $a$ might not be straightforward. Any explicit sum of squares representation of $a$ gives rise to a positive semidefinite Gram matrix of $a$, whose trace then upper bounds $\|a\|_{\mathbb{C}, \text{sos}}$. However, note that not all of the diagonal entries of a Gram matrix might be visible directly from $a$.

**Theorem 7.** Let $a \in \sum \mathcal{V}^2$ and let $\varepsilon > 0$ be fixed. Then the $\varepsilon$-ball around $a$ contains a sum of at most

$$\min_{1 < p \leq \infty} \left( \frac{\|G_{\mathbb{C}}\|_p \rightarrow A \cdot \|a\|_{\mathbb{C}, \text{sos}}}{\varepsilon} \right)^{\frac{p}{p-1}}$$

many Hermitian squares of elements from $\mathcal{V}$ (where we use the convention $\frac{\infty}{\infty-1} = 1$).

**Proof.** Let $M$ be a positive semidefinite Gram matrix for $a$ with

$$\text{tr}(M) = \|a\|_{\mathbb{C}, \text{sos}}.$$  

For any $1 < p \leq \infty$ we apply Proposition 6 to choose some $M'$ with

$$\|M - M'\|_p \leq \varepsilon/\|G_{\mathbb{C}}\|_p \rightarrow A$$

and of rank smaller than

$$r := \left( \frac{\|G_{\mathbb{C}}\|_p \rightarrow A \cdot \text{tr}(M)}{\varepsilon} \right)^{\frac{p}{p-1}}.$$  

We now simply apply $G_{\mathbb{C}}$ and obtain for $a' := G_{\mathbb{C}}(M')$:

$$\|a - a'\|_A = \|G_{\mathbb{C}}(M) - G_{\mathbb{C}}(M')\| = \|G_{\mathbb{C}}(M - M')\| \leq \|G_{\mathbb{C}}\|_p \rightarrow A \|M - M'\|_p \leq \varepsilon.$$  

Since $M'$ is a sum of at most $r$ many squares in $\text{Mat}_d(\mathbb{C})$, so is $a'$ in $\sum \mathcal{V}^2$.  \qed
Note that the last result does not involve the dimension of \( V \) explicitly; however, it is implicitly still contained in \( \| G_v \|_{p \to A} \) and also in \( \| a \|_{v, \text{sos}} \). While \( \| G_v \|_{p \to A} \) is constant for some instances when choosing a suitable basis, \( \| a \|_{v, \text{sos}} \) cannot be bounded independently of the dimension of \( V \) in general, as we will see. Nevertheless, in certain cases such a dimension-independent bound is possible, making Theorem 7 a dimension-independent result on approximate Pythagoras numbers.

2.2. Non-Commutative Polynomials. Let \( \mathbb{C}(\bar{z}) \) be the \(*\)-algebra of non-commutative polynomials in the Hermitian variables \( z_1, \ldots, z_n \). By \( \mathbb{C}(\bar{z})_d \) we denote the subspace of homogeneous polynomials of degree \( d \). We choose the basis \( v \) of \( \mathbb{C}(\bar{z})_d \) consisting of all words in the variables \( z_1, \ldots, z_n \) of length \( d \). Now note that the corresponding Gram map

\[
G_v : \text{Mat}_{n^d}(\mathbb{C}) \rightarrow \mathbb{C}(\bar{z})_{2d}
\]

is an isomorphism. Every word of length \( 2d \) is a unique product of two words of length \( d \) by splitting the word in the middle. It also follows that

\[
\| p \|_{v, \text{sos}} = \sum_{|\nu|=d} p_{\nu^*\nu}
\]

holds for every \( p \in \sum \mathbb{C}(\bar{z})_{2d} \), so this norm is directly computable from the coefficients of \( p \). Furthermore, \( \| G \|_{p \to \mathbb{C}(\bar{z})} = 1 \), whenever we equip \( \mathbb{C}(\bar{z})_{2d} \) with the norm inherited from the Schatten \( p \)-norm on matrices. Consequently, Theorem 7 provides a dimension-independent approximation result.

However, the only Schatten \( p \)-norm that gives rise to a natural norm on polynomials is the Schatten 2-norm, which in fact induces the 2-norm of coefficients on \( \mathbb{C}(\bar{z}) \), i.e., if for \( p = \sum_{\omega} p_{\omega} \omega \) we set

\[
\| p \|_2 := \left( \sum_{\omega} |p_{\omega}|^2 \right)^{1/2}
\]

**Theorem 8.** Let \( p \in \sum \mathbb{C}(\bar{z})_d^2 \) and let \( \varepsilon > 0 \) be fixed. Then the \( \varepsilon \)-ball around \( p \) with respect to \( \| \cdot \|_2 \) contains a sum of at most

\[
\left( \frac{\sum_{|\nu|=d} p_{\nu^*\nu}}{\varepsilon^2} \right)^2
\]

many Hermitian squares of elements from \( \mathbb{C}(\bar{z})_d \).

Note that given some \( p \in \sum \mathbb{C}(\bar{z})_d^2 \), an approximating sum of squares with small Pythagoras number attains an explicit construction. First, the (only) positive semidefinite Gram matrix \( M \) of \( p \) can be read off directly from the coefficients of \( p \). Next, we apply the construction in the proof of Proposition 6 to obtain an approximation \( M' \) of \( M \), and finally apply the Gram map again.
2.3. **Commutative Polynomials.** Let $S$ be a compact Hausdorff space and $C(S,\mathbb{C})$ the commutative $*$-algebra of complex-valued continuous functions on $S$, equipped with the usual sup-norm $\| \cdot \|_\infty$. The following lemma shows how we can bound $\|G_{\mathcal{U}}\|_\infty \to C(S,\mathbb{C})$, which is the largest among all operator norms, with a very natural choice of basis for polynomials.

**Lemma 9.** (i) Let $\mathcal{V} \subseteq C(S,\mathbb{C})$ be a subspace with a basis $\mathcal{U} = (v_1, \ldots, v_d)$ such that

$$\|(v_1(s), \ldots, v_d(s))\| \leq 1$$

for all $s \in S$ (here we use the standard Euclidean norm on $\mathbb{C}^d$). Then for the corresponding Gram map $G_{\mathcal{U}} : \text{Mat}_d(\mathbb{C}) \to C(S,\mathbb{C})$ we have

$$\|G_{\mathcal{U}}\|_\infty \to C(S,\mathbb{C}) \leq 1.$$

(ii) Let $S^{n-1} \subseteq \mathbb{R}^n$ be the real unit sphere and $\mathfrak{m}_d$ the tuple of all monomials in $x_1, \ldots, x_n$ of degree $d$. Then for every $s \in S^{n-1}$ and all $d \geq 1$ we have $\|\mathfrak{m}_d(s)\| \leq 1$.

**Proof.** (i) For $M \in \text{Mat}_d(\mathbb{C})$ and $\mathcal{U}(s) = (v_1(s), \ldots, v_d(s))^t$ we have

$$\|G_{\mathcal{U}}(M)\|_\infty = \max_{s \in S} |\mathcal{U}(s)^* M \mathcal{U}(s)|$$

$$\leq \max_{y \in \mathbb{C}^d, y^* y = 1} |y^* M y|$$

$$= \max_{y \in \mathbb{C}^d, y^* y = 1} |y^* M y|$$

$$\leq \|M\|_\infty.$$

This proves the claim.

(ii) For $s \in S^{n-1}$ and $d \geq 1$ we have

$$\|\mathfrak{m}_d(s)\|^2 = \sum_{|\alpha| = d} s^{2\alpha} \leq \left( \sum_{i=1}^n s_i^2 \right)^d = \|s\|^{2d} = 1.$$ 

The inequality is due to the fact that each term from the sum on the left appears at least once in the sum on the right. \qed

When homogeneous polynomials are considered as functions on $S^{n-1}$, the sup-norm $\| \cdot \|_\infty$ indeed defines a norm on $\mathbb{C}[x]_{2d}$.

**Theorem 10.** Let $p \in \sum \mathbb{C}[x]^2_{2d}$ and let $\varepsilon > 0$ be fixed. Then the $\varepsilon$-ball around $p$ with respect to $\| \cdot \|_\infty$ contains a sum of at most

$$\|P\|_{\mathfrak{m}_d, \text{pos}}$$

many Hermitian squares from $\mathbb{C}[x]_{2d}$.

**Proof.** Clear from Theorem 7 and Lemma 9. \qed
Example 11. Consider the family of polynomials
\[ p_{n,d} := \| m_d(x) \|^2 = \sum_{|\alpha|=d} x^{2\alpha} \in \sum_{\mathbb{C}[x]}^2. \]

To the best of our knowledge, the exact Pythagoras numbers of the \( p_{n,d} \) are unknown. Moreover, no upper bounds that are better than the general ones seem to exist.

The identity matrix is clearly a psd Gram matrix of \( p_{n,d} \), but with full rank. So the best known upper bound to \( p(p_{n,d}) \) is
\[ \sqrt{\binom{2d + n - 1}{n - 1}} \]
from Example 5.

Considering approximations of \( p_{n,d} \) with respect to the \( \infty \)-norm on the sphere, note that \( \| p_{n,d} \|_\infty = 1 \) for all \( n,d \) \( \leq \) is Lemma 9 (ii) and \( \geq \) is obvious by evaluating at \((1,0,\ldots,0) \in S^{n-1})\). This normalization condition allows for comparing the approximation results among different values of \( n \) and \( d \).

The trace of the identity matrix is \( \binom{d+n-1}{n-1} \), but it turns out that the sos-norm of \( p_{n,d} \) is actually significantly smaller. We have used a semidefinite programming solver with Python to compute \( \| p_{n,d} \|_{m_d,\text{sos}} \) for \( n = 3, 4, 5, 6 \) and several values of \( d \). Figure 1 shows that it grows much slower than the general upper bound.

Therefore, Theorem 10 implies the existence of approximations of \( p_{n,d} \) from \( \sum_{\mathbb{C}[x]}^2 \) that have a significantly smaller Pythagoras number than the general known upper bounds, for fixed approximation error \( \varepsilon > 0 \).

Beyond these numerical results we were not able to give asymptotic bounds of \( \| p_{n,d} \|_{m_d,\text{sos}} \). Such bounds would for example need an explicit sum of squares decomposition of \( p_{n,d} \), beyond the obvious one.

2.4. Some Remarks on the SOS-Norm. Finally, let us examine the sos-norm a little closer. We consider the same general setup as in the proof of Corollary 4, i.e. we fix bases \( v \) of \( \mathcal{V} \), \( w \) of \( \mathcal{V}^*\mathcal{V} \), express \( v_i^* v_j = \sum_{l=1}^{k} \lambda_l^{ij} \omega_l \), and set
\[ A_l := \begin{pmatrix} \lambda_l^{ij} \end{pmatrix}_{i,j} \in \text{Mat}_d(\mathbb{C}) \]
for \( l = 1, \ldots, k \). Then for \( a = \sum_{l=1}^{k} \lambda_l \omega_l \in \mathcal{V}^*\mathcal{V} \) we have \( a \in \sum \mathcal{V}^2 \) if and only if there exist some \( M \in \text{Psd}_d(\mathbb{C}) \) fulfilling
\[ \text{tr}(A_l M) = \lambda_l \quad \text{for } l = 1, \ldots, k, \]
and \( \|a\|_{2,\text{sos}} \) is the minimal value of \( \text{tr}(M) \) among all such \( M \). Computing this is clearly a semidefinite program (in primal form). It is easy to check
that the dual problem takes the following form:

\[
(D) \quad \sup \varphi(a) \\
\text{s.t.} \quad \varphi : V^*V \to \mathbb{C} \quad \ast\text{-linear} \\
\varphi(v^*v) \leq \|v\|^2 \text{ for all } v \in V,
\]

where \(\|v\|\) denotes the 2-norm of coefficients with respect to the basis \(v\).

The duality theory of semidefinite programming immediately implies:

**Corollary 12.** \(\|a\|_{\mathbb{L}^2_{\ast\text{sos}}}\) is bounded from below by the optimal value of (D). If \(a\) admits a positive definite Gram matrix, then \(\|a\|_{\mathbb{L}^2_{\ast\text{sos}}}\) equals the optimal value of (D).

**Corollary 13.** For \(p \in \sum \mathbb{C}[x]_d^2\) we have

\[
\|p\|_{\infty} \leq \|p\|_{m_d,\ast\text{sos}}.
\]

**Proof.** For \(s \in S^{n-1}\) we consider the \(\ast\)-linear evaluation map

\[\varphi_s : \mathbb{C}[x]_d \to \mathbb{C}; q \mapsto q(s).\]

We then have

\[
\varphi_s(q^*q) = |q(s)|^2 \\
\leq \|q\|^2 \cdot \|m_d\|_{(s)}^2 \\
\leq \|q\|^2,
\]

where the first inequality is Cauchy-Schwarz, and the second Lemma 9 (ii). Here, \(\|q\|\) denotes the 2-norm of coefficients of \(q\), with respect to the basis.
\( \mathfrak{m}_d \). So \( \varphi_s \) is feasible for the dual problem \((D)\) above, which implies

\[
|p(s)| = p(s) = \varphi_s(p) \leq \|p\|_{\mathfrak{m}_d}, \text{sos}.
\]

This proves the claim. \( \square \)

Note that the inequality from Corollary 13 can be strict. For the polynomials \( p_{n,d} \) from Example 11 we have \( \|p_{n,d}\|_\infty = 1 \), whereas the sos-norm is larger.
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### Appendix A. Notations and norms

In this section, we summarize all norms and notations used throughout the paper. We have:

- $\mathcal{A}$ is a $^*$-algebra over $\mathbb{C}$.
- $\mathbb{C}[x]_d$ is the space of homogeneous commutative polynomials of degree $d$ with complex coefficients.
- $\mathbb{C}(z)_d$ is the space of homogeneous non-commutative polynomials of degree $d$ with complex coefficients.
- $\text{Mat}_d(\mathbb{C})$ is the space of $d \times d$ complex matrices, $\text{Psd}_d(\mathbb{C})$ the convex cone of positive semidefinite matrices.
- $\mathcal{L}(\text{Mat}_d(\mathbb{C}), \mathcal{A})$ is the space of linear maps from $\text{Mat}_d(\mathbb{C})$ to $\mathcal{A}$

| Symbol | Domain | Definition |
|--------|--------|------------|
| $\|\cdot\|_A$ | $\mathcal{A}$ | arbitrary vector space norm |
| Euclidean norm | $\|\cdot\|$ | $\mathbb{C}^d$ | $\|v\| := \left( \sum_{i=1}^{d} |v_i|^2 \right)^{1/2}$ |
| $\|\cdot\|_\infty$ | $\mathbb{C}[x]_d$ | $\|p\|_\infty := \sup_{x \in S^{n-1}} |p(x_1, \ldots, x_n)|$ |
| coefficient 2-norm | $\|\cdot\|_2$ | $\mathbb{C}(z)_d$ | $\left\| \sum \omega p_\omega \right\|_2 := \left( \sum \omega |p_\omega|^2 \right)^{1/2}$ |
| Schatten $p$-norm | $\|\cdot\|_p$ | $\text{Mat}_d(\mathbb{C})$ | $\|M\|_p := \left( \text{tr}\left( \sqrt{M^* M}^p \right) \right)^{1/p}$ |
| Schatten $\infty$-norm | $\|\cdot\|_\infty$ | $\text{Mat}_d(\mathbb{C})$ | $\|M\|_\infty := \sigma_{\max}(M)$, largest singular value |
| $p \to A$ norm | $\|\cdot\|_{p \to A}$ | $\mathcal{L}(\text{Mat}_d(\mathbb{C}), \mathcal{A})$ | $\|G\|_{p \to A} := \max_{M \in \text{Mat}_d} \frac{\|G(M)\|_A}{\|M\|_p}$ |
| sos-norm | $\|\cdot\|_{\mathbb{S}, \text{sos}}$ | $\sum \mathbb{V}^2 \subseteq \mathcal{A}$ | $\|a\|_{\mathbb{S}, \text{sos}} := \min \left\{ \text{tr}(M) : M \text{ psd}, G_\mathbb{S}(M) = a \right\}$ |