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Sudarshan S Harithas¹, Rishabh Dev Yadav¹, Deepak Singh¹, Arun Kumar Singh², K Madhava Krishna¹

Abstract—We present CCO-VOXEL: the very first chance-constrained optimization (CCO) algorithm that can compute trajectory plans with probabilistic safety guarantees in real-time directly on the voxel-grid representation of the world. CCO-VOXEL maps the distribution over the distance to the closest obstacle to a distribution over collision-constraint violation and computes an optimal trajectory that minimizes the violation probability. Importantly, unlike existing works, we never assume the nature of the sensor uncertainty or the probability distribution of the resulting collision-constraint violations. We leverage the notion of Hilbert Space embedding of distributions and Maximum Mean Discrepancy (MMD) to compute a tractable surrogate for the original chance-constrained optimization problem and employ a combination of A* based graph-search and Cross-Entropy Method for obtaining its minimum. We show tangible performance gain in terms of collision avoidance and trajectory smoothness as a consequence of our probabilistic formulation via a vis state-of-the-art planning methods that do not account for such non-parametric noise. Finally, we also show how a combination of low-dimensional feature embedding and pre-caching of Kernel Matrices of MMD allow us to achieve real-time performance in simulations as well as in implementations on on-board commodity hardware that controls the quadrotor flight.

Fig. 1: Overview: Accurate gradient and distance to closest obstacles cannot be extracted from uncertain voxel grid representation built from noisy sensors. Fig.(a) illustrates this effect, wherein the gradient at a given point can be in any one of the directions shown by arrows. Similarly, the distribution of distance is shown as a confidence interval band. The noisy gradients and distance estimation tend to guide the trajectory towards the obstacle leading to a collision as shown in (b) (the collision is highlighted by a white circle). We propose CCO-VOXEL, a method that accounts for the uncertainty in the distance measurements and obtains an optimal solution through a gradient free Cross Entropy Minimization technique resulting in a safe and optimal trajectories as shown in (c).

I. INTRODUCTION

Many aerial navigation systems compute trajectories over Octomap [1], or Euclidean Signed-distance field (ESDF) [2] derived from a three-dimensional voxel grid representation of the world. These approaches assume accurate sensor readings during the process of map creation. However, sensor measurements (e.g., point clouds) are noisy and often non-parametric in nature. These noisy measurements get translated to incorrect estimates of the distance to the closest obstacle and gradient field. Consequently, deterministic planners [3]–[6] who rely on these two pieces of information being accurate are expected to lose their performance and safety guarantees under perception noise. For example, noisy gradients coupled with an incorrect estimate of the distance to the nearest obstacle can result in the UAV moving towards the obstacle and colliding. This paper proposes a chance-constrained optimization (CCO) over VOXEL grids as an antidote to this dures. CCO-VOXEL acknowledges that the distance to the closest occupied voxel is noisy and consequently takes this uncertainty into account while computing optimal trajectory plans. As a result, CCO-VOXEL avoids collisions where gradient-based deterministic planner fails (cf. 1).

Previous methods leveraging CCO for handling sensor noise had to rely on the assumption that the underlying random variables that constitute the chance constraint function are parametric or Gaussian [7]–[10]. However, as seen in Fig. (2) the distribution over the nearest voxel occupancy is non-parametric. Moreover, existing works on CCO such as [10] assume that the obstacles have a pre-defined shape which is crucial for obtaining tractable reformulations of the chance constraints. In this paper, we relax both the assumptions of...
parametric uncertainty and the analytical collision model. Yet, we maintain real-time performance in both simulation and hardware experiments with on-board computation. The core innovations behind our approach are summarized below.

**Algorithmic Contribution:** For the first time, we present a CCO-based probabilistically safe trajectory planning that is agnostic to both the nature of the underlying uncertainty and the obstacle geometry. Inspired by our prior works [11, 12], we use the notion of distribution embedding in Reproducing Kernel Hilbert Space (RKHS) and Maximum Mean Discrepancy (MMD) to reformulate CCO as a distribution matching problem. However, we overcome one of the key limitations of [11, 12]: estimating the so-called desired (or target) distribution for computing the distribution matching cost. We show that by embedding the distribution of constraint violation in RKHS instead of collision avoidance constraint themselves, as done in [11, 12], we can by-pass the need to estimate the desired distribution. Furthermore, distribution of constraint violation induces efficient structure in the algebraic form for MMD, allowing for pre-computation and caching of most computationally expensive parts. We also improve the computational performance of our approach by projecting the samples drawn from the distribution of constraint violations into some latent dimension before computing the MMD. We learn this projection through auto-encoder-based supervised learning. Finally, we combine a mixture of MMD and kinodynamic costs through the Cross-Entropy Method (CEM) to compute a smooth and probabilistically safe trajectory.

**State-of-the-art Performance:** We show tangible performance gain over deterministic gradient planners [3] and methods that handle uncertainty by growing the obstacle map by the co-variance of the distribution [13, 14]. The benefits are seen in the form of almost negligible collisions under the duress of varying levels of sensor noise even as the previous methods report high collision rates.

**II. Related Work**

Trajectory planning for quadrotor systems has a long history in the areas of optimal trajectory generation [7, 15, 16] and integrated perception and navigation [17, 18]. Gradient based planning over voxel representations have been popular in recent years [3, 6] though they have not handled uncertainty in their formulations. Meanwhile, Chance Constrained Optimization with suitable surrogates too have been well studied, however their inadequacy in handling non-parametric uncertainty was detailed in [11, 12]. Specifically there appears no known methods that handle non-parametric uncertainty of discretized volumetric voxel grids other than the proposed. While [19] provides for a chance constrained framework for nearest distance to obstacle it formulates over well defined obstacle shapes and not over voxel grids. Moreover, its computation of safe trajectories runs into minutes while the proposed method is in the order of tens of milliseconds.

**III. Problem Formulation**

**Assumptions:** We assume that the robot has precise motion capabilities but noisy perception. As a result, the built ESDF has imprecise information about the gradient field and distance to the closest obstacle. The distribution over the distance has the form $d = d_{\text{measured}} + \epsilon_i$, where $\epsilon_i$ are samples drawn from some black-box distribution whose parametric form is not known.

**Trajectory Parametrization:** We parametrize quadrotor trajectory in the following manner

$$\begin{bmatrix} x(t_1) \\ x(t_2) \\ \vdots \\ x(t_n) \end{bmatrix} = P_c x, \quad \begin{bmatrix} \dot{x}(t_1) \\ \dot{x}(t_2) \\ \vdots \\ \dot{x}(t_n) \end{bmatrix} = \dot{P_c} x. \quad (1)$$

where, $P, \dot{P}, \ddot{P}$ are matrices formed with time-dependent basis functions (e.g polynomials) and $c_x$ are the coefficients associated with the basis functions. Similar expressions can be written for $y(t), z(t)$ as well in terms of coefficients $c_y, c_z$, respectively.

**Safe Motion Planning:** Using the parametrization discussed above, we formulate our probabilistically safe motion planning as the following optimization problem, wherein $P(\cdot)$ represents probability.

$$\min \{l(c_x, c_y, c_z)\} \quad (2a)$$

$$P(f(d) \leq 0) \geq \eta, \forall t \quad (2b)$$

$$f(d) = r_{safe} - d(c_x, c_y, c_z, t) \quad (3)$$

Our cost function (2a) encourages smoothness in the trajectory by mapping the trajectory coefficients to penalties on higher-order motion derivatives such as jerk and penalising the violation of acceleration and velocity limit. The algebraic form is similar to that used in [3]. The function $d(\cdot)$ in (3) maps the coefficients to distance to the closest obstacle at a given time $t$. Consequently, the inequality (2b) ensures that the probability of the closest obstacle distance being less than safe value $r_{safe}$ is below some specified threshold $\eta$.

Constraints of the form (2b) are known as chance constraints [20]. Generally, chance-constrained optimization (CCO) are considered computationally intractable. Thus, existing works focuses on deriving tractable approximations of (2b) under two predominant assumption. Firstly, the obstacles are assumed to have defined geometric shapes (e.g ellipsoid) and as a result it becomes possible to derive an analytical expression for $d(c_x, c_y, c_z, t)$. Second, the perception uncertainty are often assumed to be Gaussian. When both the assumptions are made simultaneously it even becomes possible to formulate a convex approximation of (2b) [10], [21].
A distribution over \( d \) can be mapped to \( \bar{f} \) and we represent it as \( p_{\bar{f}} \). Although, computing the analytical form for \( p_{\bar{f}} \) is intractable, we can make the following remark regarding the best possible shape that it can take in the context of collision avoidance.

**Remark 1.** The best possible shape of \( p_{\bar{f}} \) is given by a Dirac Delta distribution \( p_{\delta} \). In other words, \( p_{\delta} \) acts as the desired distribution for \( p_{\bar{f}} \).

**Remark 2.** As \( p_{\bar{f}} \) becomes more and more similar to \( p_{\delta} \), the probability of collision avoidance goes up.

Remark 1 and 2 elucidates our motivation behind shifting from the distribution of constraints, as done in [11], [12], to distribution of constraint violations. The desired distribution in our case is always fixed and most importantly, exactly known. Remark 2 forms the basis of the following proposed reformulation of CCO.

\[
\min \left( \mu_{\bar{f}}, \mu_{p_{\delta}} \right) = \min \left( \mu_{\bar{F}}, \mu_{p_{\delta}} \right)
\]

Note that \( p_{\bar{f}} \) is in fact a function of \( d \) which in turn is a function of the trajectory coefficients \((c_x, c_y, c_z)\).

**B. Maximum Mean Discrepancy and Sample Approximation**

A common method to quantify similarity between two distributions is through Kullback Liebler Divergence (KLD). However, it requires us to know the analytical form for the distributions under consideration and thus is not suitable to quantify the similarity between \( p_{\bar{f}} \) and \( p_{\delta} \). One possible workaround is provided by the notion of Maximum Mean Discrepancy (MMD) that quantifies the similarity of two distributions in Reproducing Kernel Hilbert Space (RKHS). Importantly, both the embedding into RKHS and MMD can be obtained by just sample level information of distributions. To this end, let \( \mu_{p_{\bar{f}}} \) and \( \mu_{p_{\delta}} \) represent the RKHS embedding of \( p_{\bar{f}} \) and \( p_{\delta} \) computed in the following manner.

\[
\mu_{p_{\bar{f}}} = \sum_{i=0}^{N} \alpha_i k(d_i, \cdot)
\]

\[
\mu_{p_{\delta}} = \sum_{i=0}^{N} \beta_i k(0, \cdot)
\]

where, \( d_i \) refers to the \( i \)-th sample drawn from the distribution of \( d \) for a given \((c_x, c_y, c_z, t)\). Please note that (8) follows from the fact the samples from a Dirac Delta distribution are all zeroes. Using (7) and (8), we can formulate \( l_{dist} \) in the following manner.

\[
l_{dist} = \left\| \mu_{p_{\bar{f}}} - \mu_{p_{\delta}} \right\|^2_2
\]

It is worth reiterating that MMD (9) is a function of \((c_x, c_y, c_z, t)\). Each possible choice leads to a different distribution of \( d \) and consequently MMD. Thus the goal is to come up with the right trajectory coefficients which minimizes both MMD and the primary cost function. We achieved this through Cross-Entropy Method [22] [23] and is discussed in Sec. IV-D.

**C. Pre-Computation and Improving Sample Complexity**

**Computing MMD through Kernel Matrices:** Let \( d_0, d_1, d_2, \ldots, d_n \) be the samples drawn from the distribution of the closest obstacle at any given time \( t \) for a given \((c_x, c_y, c_z)\). The distance samples can then be mapped to samples from \( p_{\bar{f}} \) through (5). In this part, we derive the...
matrix representation of the MMD (8) to show how various parts of it can be pre-computed and cached. To this end, we expand (9) in the following manner.

$$\|\mu_{\mathcal{T}} - \mu_{\mathcal{T}_m}\|^2 = \langle \mu_{\mathcal{T}}(d), \mu_{\mathcal{T}_m}(d) \rangle - 2\langle \mu_{\mathcal{T}}, \mu_{\mathcal{T}_m} \rangle + \langle \mu_{\mathcal{T}_m}, \mu_{\mathcal{T}} \rangle$$

(10)

Substituting kernel mean functions (7) and (8) in (10)

$$\langle \mu_{\mathcal{T}}(d), \mu_{\mathcal{T}_m}(d) \rangle = \sum_{i=0}^{N} \alpha_i k(\mathcal{T}(d_i), \cdot) \cdot \sum_{j=0}^{N} \alpha_j k(\mathcal{T}(d_j), \cdot)$$

(11a)

$$\langle \mu_{\mathcal{T}_m}(d), \mu_{\mathcal{T}_m}(d) \rangle = \sum_{i=0}^{N} \alpha_i k(\mathcal{T}(d_i), \cdot) \cdot \sum_{j=0}^{N} \beta_j k(0, \cdot)$$

(11b)

$$\langle \mu_{\mathcal{T}_m}(d), \mu_{\mathcal{T}}(d) \rangle = \sum_{i=0}^{N} \beta_i k(0, \cdot) \cdot \sum_{j=0}^{N} \beta_j k(0, \cdot)$$

(11c)

Using the kernel trick Eq. (11) can be reduced to a matrix form and can be expressed as

$$\|\mu_{\mathcal{T}} - \mu_{\mathcal{T}_m}\|^2 = C_\alpha K_{TT} C_\alpha^T - 2C_\alpha K_{Td} C_\beta^T + C_\beta K_{d0} C_\beta^T$$

(12)

where $C_\alpha$ and $C_\beta$ are the weight vectors given by

$$C_\alpha = [\alpha_0, \alpha_1, \ldots, \alpha_N]$$

and $K_{TT}$, $K_{Td}$ and $K_{d0}$ are matrices defined as

$$K_{TT} = \begin{bmatrix} k(\mathcal{T}(d_0), \mathcal{T}(d_0)) & \cdots & k(\mathcal{T}(d_0), \mathcal{T}(d_N)) \\ \vdots & \ddots & \vdots \\ k(\mathcal{T}(d_N), \mathcal{T}(d_0)) & \cdots & k(\mathcal{T}(d_N), \mathcal{T}(d_N)) \end{bmatrix}$$

$$K_{Td} = \begin{bmatrix} k(\mathcal{T}(d_0), 0) & \cdots & k(\mathcal{T}(d_0), 0) \\ \vdots & \ddots & \vdots \\ k(\mathcal{T}(d_N), 0) & \cdots & k(\mathcal{T}(d_N), 0) \end{bmatrix}$$

$$K_{d0} = \begin{bmatrix} k(\mathcal{T}(d_0), 0) & \cdots & k(\mathcal{T}(d_0), 0) \\ \vdots & \ddots & \vdots \\ k(\mathcal{T}(d_N), 0) & \cdots & k(\mathcal{T}(d_N), 0) \end{bmatrix}$$

(13)

The final latent space dimension where MMD would be computed is given by $\text{dim}(D) = n^2$.

D. Trajectory Optimization

We minimize (6) in two steps. At the first step, we use graph-search technique to find a trajectory that approximately minimizes (6). This resulting trajectory is used to initialize the Cross Entropy Method (CEM) optimizer for computing an optimal solution of (6).

Initial Trajectory Search: Our initial trajectory search builds on Kinodynamic A* proposed in [3] but with a crucial difference that we use MMD as a part of the Edge Cost that connects two nodes of the graph. The typical process is as follows. Several motion primitives are generated by sampling different control inputs $u_t$ (acceleration). These primitives are then assigned an edge-cost (14), wherein $\Delta M$ (15) is the difference between MMD at the current, and the next node and $\tau$ is the time for which the control input is applied. The constant $\rho$ trades-off control costs with time. Apart from the edge cost, there is also a heuristic cost that measures the goal-reaching aspect of each primitive. The primitive with the best edge and heuristic cost combination is chosen for expansion in the next iteration.

In contrast to our approach, [3] uses the distance to the closest obstacle (or simply occupancy in an inflated map) to filter out unsafe primitives while the edge-cost only has the first two terms from (14). As mentioned earlier, if this distance information is noisy, the A* process itself can lead to unsafe trajectories (see Table III).

$$c_e = (\|u_t\|^2 + \rho)\tau + \Delta M$$

(14)

$$\Delta M = M_{i+1} - M_i$$

(15)

CEM Based Refinement: The trajectory produced by the graph search can be sub-optimal and might have a higher arc length. We use Cross Entropy Minimization (CEM) to further refine the trajectory and improve its smoothness while maintaining clearance from the obstacle. The various steps of CEM are summarized in Algorithm 1. The input to the CEM is the sub-optimal trajectory obtained from graph-search. The initial trajectory is converted into an initial estimate for trajectory coefficients $(c_{e_x}, c_{e_y}, c_{e_z})$ through simple curve-fitting (line 4). The first step in Algorithm 1 is drawing $N$ samples of trajectory coefficients, leading to $N$ possible trajectories (line 8). At each point of every sampled trajectory, we compute the cost function (6) (line 10). Note that as shown section IV-C, the MMD evaluation itself requires
drawing \( n \) samples from the collision distance distribution at each point of all the sampled \( N \) trajectories. We select the top \( q \) trajectory coefficient samples (line 13) that led to the lowest cost and use them to compute the mean and variance for the next iteration of CEM (line 15). The output of the CEM is the coefficients of the optimal trajectory.

In a standard CEM implementation after every iteration of the inner loop (line 8 to 13) all the elite samples are discarded. This decreases the efficiency and increases the convergence time. Authors in [23] propose CEM with memory where a small subset of the elite set is stored and added to the pool of samples for the next iteration. Our CEM uses this insight in line 14 of Algorithm 1.

![Algorithm 1: CEM based Trajectory Refinement](image)

### V. Experiments and Validation

In this section, we demonstrate the advantages of CCO-VOXEL over deterministic methods and other conservative approaches to handle uncertainty through qualitative and quantitative comparisons. We further show that with the convergence of CEM to an optimal solution the collision constraint violation distribution will also converge to the dirac delta function. Ablations confirm the real-time competency of CCO-VOXEL, while the actual experimental runs indicate its robustness and efficacy for on-board implementations.

**Benchmark Comparisons:** We benchmark our CCO-VOXEL against fast planner [3] and bounding volume [13, 14] algorithms. The comparison is done on two highly cluttered simulation environments named *Box Cylinder world* and *Wall Grid World* (cf. Fig. 6) of dimensions \( 30 \times 30 \times 7 \) and \( 7 \times 30 \times 7 \) respectively. Over 200 trials were conducted and the results presented in Table I are the cumulative statistics of these trials in both the testing environments. Maximum velocity and acceleration were set to \( 2m/s \) and \( 3m/s^2 \) respectively. We sample 50 random trajectories at every iteration of CEM. We implemented CCO-VOXEL in C++11, and used the PX4 SITL (Software in the Loop) for simulations. During simulation, a Gaussian noise of zero mean and \( 0.2m \) variance is added into the point cloud for testing purposes. Note that although the point cloud noise is Gaussian, its mapping to the distribution of the closest obstacle will be non-parametric.

The Fast-Planner [3] is a state-of-the-art algorithm known to generate optimal and safe trajectories. However, in a cluttered and noisy environment the distance to obstacle measurements are no longer reliable. Furthermore, the gradients are noisy and can push the trajectory towards the obstacle leading to a collision (cf. Fig. 1(a) and 1(b)) and a drop in the success rate and increase in the smoothness cost of the trajectory. On other hand, CCO-VOXEL is gradient free, and the MMD formulation takes into account the noise uncertainty in the collision distance (cf. Fig. 1(c)). As a result, it achieves a higher success rate and a lower smoothness cost.

A possible approach to account for uncertainty is to construct a bounding volume around the obstacle, which is obtained by increasing the robot’s footprint by the size of the covariance of the distance distribution. This technique has been used in several approaches such as [13]. Due to the increase in a safety margin, the bounding volume approaches have a higher accuracy in comparison to the fast planner [3], but they tend to generate conservative trajectories. Furthermore, this method prevents the planner from navigating in narrow spaces where it is difficult to maintain an appropriate safe margin after the covariance-based inflation.

As shown in Table I the proposed method out performs both the benchmarks by a fair margin. The results of our experiments demonstrate a \( 33.17\% \) and \( 44.94\% \) decrease in the overall trajectory smoothness cost in comparison to Fast-Planner and bounding volume based approaches respectively. Furthermore, the success rate of CCO-VOXEL is approximately 3 times higher in comparison to the benchmarked approaches. But our method has a slightly higher computation time, due to the relatively high computation requirement of the evaluating the MMD cost in CEM.

**Real World Autonomous Flight** We have conducted a fully autonomous flight test in unknown and cluttered environment. The demonstration results can be found here\(^1\). We used a customized self developed quadrotor platform, which is equipped with an Intel RealSense D415 depth camera [24], a Pixhawk flight controller is used along with the PX4 firmware, all the computation modules which include mapping, state estimation and motion planning is conducted online on a Intel NUC 10 board [25] with Core i7-10710U Processor,1.1 GHz – 4.7 GHz Turbo, 6 core, the system is equipped with a 16GB RAM and 1TB SSD.

### A. Convergence analysis

**Cross Entropy Minimization:** In this section we demonstrate the ability of the CEM to compute the minimum of our unconstrained reformulation of CCO (6). The CEM takes the output of the initial trajectory search and further

\(^1\)https://github.com/sudarshan-s-harithas/CCO-VOXEL/tree/main/Demo
TABLE I: Benchmark Comparison

| Method                  | Computation Time(s) | Smoothness (m²/s²) | Success |
|-------------------------|---------------------|--------------------|---------|
| Proposed                | mean: 0.0853        | 12.45              | 100     |
|                         | std: 0.014          |                    |         |
| FastPlanner             | mean: 0.012         | 18.63              | 32.37   |
|                         | std: 0.026          |                    |         |
| Bounding Volumes        | mean: 0.007         | 22.54              | 36.76   |
|                         | std: 0.001          |                    |         |

Fig. 4: With every iteration of our CEM based trajectory optimization we observe that the distribution of the collision-constraint violation approaches the Dirac delta function and therefore the MMD cost is minimized. Note that since plotting is based on approximate kernel density estimation from finite samples, a tiny part of distribution appears to the left of 0 as well.

Fig. 5: CEM Optimization: We observe that the normalized cost and the trace of the covariance has monotonically decreased and the trajectory has converged to an optimal solution.

Convergence of the Constraint Violation: We demonstrate that the convergence of CEM (and minimization of MMD) implies a greater match between the distribution of collision constraint violation and the Dirac Delta function. This in turn leads to an increased probability of collision avoidance (recall Remark 2). We observe from Fig. 4 that five iterations were enough for the constraint violation distribution to converge to the Dirac distribution. This convergence results have been empirically verified over a large number of trials.

B. Ablation Study

To study the impact of each component of our approach, we conducted an ablation study between the possible methods.

MMD Computation: In Sec. IV-C we described the use of an auto-encoder architecture to decrease the sample complexity and consequently time required for an MMD computation. As presented in Table II we compare this approach against the baseline method where RKHS embedding (Eq. 12) are directly computed for a large number of samples without any low dimensional projection. It can be observed that the use of an auto-encoder decreases the computation time by approximately 12 times. Furthermore, we observe from Fig.4 that the increase in computation time did not compromise the performance, we were still able to minimize the probability of constraint violations within a very few iterations of CEM.

TABLE II: Comparison between MMD computation methods

| Method                  | Computation Time(s) |
|-------------------------|---------------------|
| Autoencoder Embedding   | 0.00012             |
| Traditional Method      | 0.00146             |

Initial Trajectory Searching Algorithm: Here, we validate the effectiveness of using MMD as the edge-cost in A* based initial trajectory search. To this end, we compare it against the standard kinodynamic A* used in [3]. As shown in Table III, while our inclusion of MMD as edge cost increases the computation time, it comes up with a massive 2.82 times improvement in success rate. It is worth recalling that our computation time is higher because MMD is computed over the several samples of closest distance to the obstacle drawn from a black-box distribution.

TABLE III: Initial Trajectory Searching Comparison

| Method                  | Computation Time(s) | Success % |
|-------------------------|---------------------|-----------|
| Kinodynamic A* with MMD | 0.0798              | 100       |
| Kinodynamic A* [3]      | 0.017               | 35.4      |

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we made a fundamental contribution towards bringing the benefits of CCO-based safe trajectory planning to real-world settings commonly encountered in quadrotor navigation. Our CCO formulation works directly on the voxel grid representation of the world, wherein the collision constraints are not known in analytical form but rather in the form of a black-box query function. Existing approaches that assume known parametric nature in the underlying uncertainty and geometric collision avoidance models are not equipped to work under such minimalist assumptions. We outperformed state-of-the-art deterministic planners in success rate and smoothness metric. In the future, we aim...
to extend our work to handle state uncertainty in both static and dynamic environments.
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