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Abstract  Natural sciences such as biology and geology are characterised by empirically-based causal theories, which were developed by iteration between evidence and causal ideas. Economics could benefit from applying a similar methodology, given that it seeks to explain a similarly complicated, heterogeneous and open-ended reality. Causal accounts that correspond with the real world would replace “as if” theories, and the practice of seeking to explain the deviation of observed phenomena from standard theory rather than the phenomena themselves. As in those natural sciences, theory would be based on capacities – taking account of the human characteristics of interaction, incentive-following and initiative – and on flows and stocks, especially buying power (income and wealth). More generally, causal theories in economics should focus on power, in the sense of the ability to bring something about. This especially applies to the firm’s authority structure (legitimate power), which arises from its ability to pay its workers, but more fundamentally, to successful investment initiative. Finally, human interaction needs to be incorporated, in the form of system causation. The “price mechanism” is one example, and there are other important examples of systems that display feedback, e.g. bubbles, as well as complexity.
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1. Introduction

The natural sciences have proven highly successful in developing causal theories that explain important aspects of how the world works. In some cases, these causal theories are also useful in making predictions. Many of the natural sciences, such as biology and geology, investigate a complicated, heterogeneous and open-ended reality, much like the economy. Economists may be able to learn useful lessons from some of the methodologies used by scientists in these disciplines.

This focus is complementary to the more traditional concern of economic methodology with analysis of models, e.g. whether they contain – or can in principle contain – true statements about the real world [1], and the extent to which they can provide explanations [2-10].

There is an important precedent for this approach. Marshall suggested that “The Mecca of the economist lies in economic biology” [11, p. xii], on the basis that “economics, like biology, deals with a matter, of which the inner nature and constitution, as well as the outer form, are constantly changing” [11, p. 637]. This position is stronger today, given that the biological sciences have progressed enormously since Marshall’s day.

In this paper, I draw on the conclusions derived from three previously-published case studies, on the germ theory of disease, the circulation of the blood in humans, and continental drift/tectonic plate theory [12]. These are methodological lessons, the intention is not to import causal categories from other domains, as has already become a feature of some work in evolutionary economics.

2. Causation in the Natural Sciences

The three previous case studies were all instances of empirically-based causal theories, which is a characteristic feature of knowledge generation in these sciences [12]. In this context, the term “theory” denotes a very different entity from its usual meaning in economics, where it tends to indicate a model, a group of models, or a modelling approach, typically based on axioms and/or assumptions and involving mathematics, accompanied by a “story” [13].

In these natural sciences, a theory is primarily orientated towards causal explanation, aiming to show how a real-world phenomenon works, rather than prioritising prediction as economic theory often does. It aims to explain all aspects of the phenomenon – its diverse range of features together with the causal forces that bring them about. Central to this is to elucidate how these forces work, phrased in the language of capacities [14] or mechanisms – the composition/structure of entities, and their activities [15,16].

An important feature here is that the aim is to describe the whole phenomenon, with its range of causal processes,
and the possible interrelations between them. It does not seek to isolate just one or a few causal processes and to hold everything else constant, as one does when modelling. Typically, this involves quite a large and complicated system, with many causal processes.

In addition, the causal impact of flows emerged clearly from all three case studies. Infection results from a flow of micro-organisms. Blood flow generates pressure differences that have causal consequences. And underlying the movement of tectonic plates is the magma flow in the Earth’s upper mantle, resulting from convection currents [12].

In these natural sciences, theory development combines diverse types of evidence with hypothesis generation. Often the hypotheses arise out of description, generalisation and explanation, but sometimes more of an imaginative leap is involved. This is a cumulative process, not a one-off creation. It starts tentatively, then progresses, often with long delays, and possibly with some blind alleys. The first contribution is sometimes a causal idea and sometimes an observation or a group of observations. The first contribution is sometimes a causal idea and sometimes an observation or a group of observations.

In principle the process is iterative, alternating evidence with causally explanatory ideas, but it is not necessarily as neatly ordered as that description might imply. And even after the point is reached when the accumulated knowledge is secure – when one can safely say that the theoretical categories correspond to those of nature – further contributions continue to be added as new evidence is obtained, with the theory being extended, and modified if required.

Evidence is diverse. Experiments sometimes play an important role, but often the evidence is largely or entirely observational, especially in evolutionary biology, ecology and epidemiology, and in much of geology. Also, evidence is of two basic types [17]. One is “difference-making”: for example, showing that cigarette smokers have a higher risk of lung cancer than non-smokers. The other aims at elucidating the mechanism – its composition/structure as well as how it works: e.g. the muscular composition and the valves in the human heart bring about the unidirectional pumping action. Diversity of types of evidence is a key strength: a large number of distinct types mean that they can be mutually corroborative.

Other features of empirically-based causal theories can be illustrated using the example of the germ theory of disease, which has these core concepts that concern the capacities of micro-organisms: they can (i) invade the body; (ii) cause disease; and (iii) multiply. Such a theory encompasses heterogeneity: the biology of rabies, anthrax, tuberculosis and malaria are quite different, but the core concepts remain applicable – with the details depending on the specific evidence on each disease. The theory is “allowed” to be incomplete in the sense that it does not have to encompass the whole domain – not all diseases are infections, and not all micro-organisms (“germs”) cause disease – many are beneficial, and some are even essential. In addition, multiple causation is often a feature, and the theory includes an account of how the different causal factors interrelate – e.g. how nutritional status affects susceptibility to infection; in addition, infection can also affect nutritional status.

Several attributes distinguish empirically-based causal theories from models. A complete account of the theory may be quite complicated, whereas simplicity is a key virtue in models. In addition to the three features described in the previous paragraph, empirically-based causal theories have an ontic rather than an epistemic aim: they set out to accurately describe processes that occur in the real world. And they are phrased in the language of causation – e.g. composition/structure, capacities and flows – not of mathematics.

Mathematical models can be developed that relate to specific components of the theory. For example, epidemiological models of infectious disease transmission in populations have been developed, that are different for different diseases, according to the evidence on each one. These can be quantitative, which is useful not only scientifically but also for policy. An important feature is that such models are nested within the broader causal theory: the theory informs the modelling of the causal processes that are included in the model, as well as containing the ones that are not included. This crucially means that scientists are aware of what has been omitted in each model.

3. Causation in the Economy

These examples suggest that scientific theories succeed well in explaining how the world works if they are focused on the causal processes that actually operate in the real world – attempting to align the theoretical causal concepts with those actually operating in the world. This may seem obvious, a tautology even, but it is not the only view in economic methodology. Friedman [18] put forward the view that explanation in economics could rely on “as if” theories, which precisely means substituting a theoretical notion for the real-life process. Although it is difficult to know how influential this view has been, according to Boland [19], “Friedman’s essay is considered authoritative by almost every textbook writer who wishes to discuss the methodology of economics”. Hammond [20] calls it “the methodological Bible” of most economists. Among economic methodologists, its reception has been less favourable [21], but it was thought important enough to justify a volume of essays to commemorate its fiftieth anniversary [22].

In contrast, more recent methodological work on economics tends to emphasise the importance of a causal account that is similar to the actually-occurring process, albeit in the context of discussing models. For example, Rol [9] praises models that capture something important such as a causal mechanism. Alexandrova and Northcott [3] argue that in principle, models can be successful at isolating the capacities that occur in the target system – although they state that in practice this does not happen in economics (and in some biology). Grüne-YanofF [4]
emphasises the importance of the stability of the causal factor across different environments, which is an empirical question. Similarly, Rodrik [23] stresses causation: “economic models … [are] simplifications designed to show how specific mechanisms work by isolating them from other, confounding effects. A model focuses on particular causes and seeks to show how they work their effects through the system …”.

3.1. Specifying a Causal Rather than a Non-causal Mechanism

The importance of specifying a causal mechanism rather than some non-causal argument might seem obvious. But it is not universal in economics.

An example is the analysis of how prices are set. In the 1930s, economists at Oxford held informal interviews with several business leaders, and found that they saw price setting in a completely different way to the model found in economics textbooks [24]. More recent reviews of the extensive literature on price setting have found that firms add a mark-up to the unit cost, using one of a variety of methods [25, 26]. The size of the mark-up depends on what the market will bear (supply and demand), taking account of the trade-off between price and market share. The evidence shows that this is the causal process which occurs in the real world.

Standard theory ignores this, and introduces the concepts of marginal revenue and marginal cost, to fit with the methodological notion that economic reality depends on the intersection of curves with a particular functional form. This is a static, non-causal way of thinking, although the interaction of demand and supply can be interpreted causally [27]. Causal thinking would imply attention to the mechanism involved. In the case of price setting by firms, the textbook account was found to be completely meaningless to the business people actually setting the prices [24]. Nevertheless, the standard approach is to ignore that inconvenient fact, and even to invent the shape of one of the curves, the average cost curve, to suit the theory: it continues to be described as U-shaped, even though it has been known for several decades that this is rare in practice – at least among manufacturing firms, the proportion of firms that report a U-shaped cost curve has been estimated in the range of 5 to 11 percent [28, 29].

Of course, it is possible that the textbook notion has some merit in describing a quantitative constraint involved in firms’ price setting – for example an upper or lower bound – even if it does not represent the causal process. If that is the case, why not say so? And provide the relevant evidence?

But this is not all: some economic theories deny that firms set prices at all! In general equilibrium theory, which is undeniably brilliant and beautiful, the assumption of a competitive market means that firms “take” prices, rather than setting them. That leaves unanswered the question of how prices are set. Various imaginative stories are provided, the classic one being Walras’ idea of tatonnement. This is not intended to correspond with any actual reality, rather it is a story concocted to drive the abstract theory. Brilliance and beauty do not bring about correspondence with reality.

3.2. Getting the Causal Mechanism Right

Sometimes standard theory is found to conflict with the real world, leading to what is called a puzzle. In international economics, it has repeatedly been observed that people prefer to trade and to hold shares within their own country (the puzzle of home bias in trade and the puzzle of home bias in equity portfolios, respectively). There is also a strong tendency for investment to be funded by savings within the same country (the Feldstein-Horioka puzzle) [30]. These are in fact merely observations, not puzzles; the puzzle only arises if one starts by assuming that standard theory must be true. Or to put this in another way, the puzzle relates to the discrepancy between the theory and the reality it seeks – but fails – to explain.

Another variant is to take a story that may work in a limited context and assume it represents the way the world works more generally. The framework adopted in the international economics textbook by Obstfeld & Rogoff [31], based on intertemporal modelling, and illustrates this. The central story is that a country that has a temporary income shortfall can borrow from another one, thereby avoiding a sharp contraction of consumption and investment. At other times, the roles are reversed. This could well apply in a situation such as a war or a natural disaster. However, its relevance to longer-term, more structural, imbalances is assumed by using this model outside that particular context. Its applicability there seems unlikely, and certainly needs to be demonstrated.

The issue of structural imbalances is the focus of the “Lucas puzzle”. In a classic paper, Lucas [32] contrasted the theoretical prediction that all capital in rich countries should flow to poor ones, which have less capital and therefore higher returns, with his observation that this did not in fact occur. Subsequently, massive quantities of capital flowed from relatively poor countries such as China to rich ones such as the US – “uphill”, because contrary to theory.

This phenomenon is actually quite straightforward to explain, and indeed is widely understood, e.g. by high-quality financial journalists [e.g. 33]. China generated huge profits in hard currency from its success in exporting, and rising living standards plus inadequate social security led to massive private saving too – altogether much more than the Chinese economy could invest, even with its famously high rate of investment. It flowed abroad, to purchase US Treasury bonds, real estate, corporations, and much else [34]. A similar pattern had been seen in previous successful East Asian countries, albeit on a smaller scale.

No mystery there, until one looks at the academic literature that tries to explain capital exports by such relatively low-income countries. To explain the discrepancy from what is “typical”, i.e. standard theory, a
widely-supported story is that the weak Chinese financial system prevents the expected borrowing by firms and by households [35-38]. From a mechanistic viewpoint, this idea involves a double error.

First, the standard idea that growing economies need to import capital does not apply to China, or indeed to most of the earlier dynamic East Asian export-led economies, which have a different development model from that assumed in standard theory, with different causal relations regarding capital flows [39]. Secondly, these authors are trying to explain the discrepancy from what is expected, rather than the phenomenon itself. In any case, they are factually wrong about this too: they postulate that financial development would allow China to borrow more easily, whereas the evidence indicates that “especially for most of the East Asian emerging market countries, … more financial development leads to higher saving” [40, emphasis in the original].

In the case of Chinese capital exports, not only is the correct explanation obvious to almost everyone, it is also a coherent causal account that has many similarities to the practice of the natural sciences previously outlined. It is a causal explanation, that relies on the capacities of the key players – notably the capacity of Chinese industry to produce at very low unit cost, and hence to succeed in exporting. Flow is important – especially, tracing the source of the capital flow. In contrast, the traditional view based on Lucas [32] omits this, dealing only with the quantity of the already-existing capital stock and its implications for the rate of return as an incentive, and therefore gets the causal direction wrong [34].

The evidence is diverse: institutional analysis of the post-1978 Chinese reforms, data on capital – saving, profitability, etc. – and statistical data on the international capital flows. The account involves heterogeneity, because the East Asian development pattern does not fit with the “typical” pattern that the above-cited literature assumes should apply everywhere. In addition, the East Asian development pattern is itself heterogeneous, with the Chinese experience distinct in several ways [39]. And the explanation can encompass multiple causation: other factors are part of the overall causal account, including precautionary saving by Chinese households because social security provisions are weak, an exchange rate favourable to Chinese exports, and the desirability of rich-country assets such as US Treasury bills [34].

There are some examples of good practice in economics. One well-described causal account relates to the source of money in the modern economy. Most money is created when commercial banks make loans, and is destroyed when the loans are repaid. It is a side effect of bank lending, and depends on households’ and businesses’ demand for loans, together with banks’ perceptions of the risk-adjusted prospect of profit. This is the location of the main causal impulse.¹ The textbook account is wrong, both in saying that banks act simply as intermediaries, lending out savers’ deposits, and that the central bank determines the quantity of loans and deposits in the economy by controlling the quantity of base money. The primary causal role is given to households’ saving decisions in the first, and to the central bank in the second – and the latter is then alleged to be “multiplied up” to produce a much larger amount of broad money, the “money multiplier” idea which is commonly found in textbooks [41, 42].

The correct theory is based on a careful description of the actual behaviour of commercial banks, central banks and other participants, with special attention paid to the actually-occurring causal processes, and supported by statistical analysis. It is again “obvious”, not only for this reason, but because participants (e.g. central bankers) have apparently been aware of it all along. It is causal, based on the specific capacities of banks that lend money, and of central banks etc. The importance of flow again emerges, because banks prefer to lend where there is collateral, so that they channel the flow of newly-created money primarily to existing assets rather than to businesses. Heterogeneity is important, because the causal processes depend on the institutional features of a modern financial system, and these can change over time; they are not present in all parts of the world. And multiple causation is again a feature, because central banks and governments also have roles that are important, albeit less central than bank lending.

4. Capacities

One equivalent concept to capacities in the natural sciences, such as those of micro-organisms, is the capacities of economic agents. Humans are of course highly heterogeneous, so that their capacities depend on levels of skill, training, experience, strength, diligence, etc. – usually summed up as human capital. (In fact, capacities can be heterogeneous in the natural sciences too: e.g. within a population of micro-organisms, some may be resistant to an antibiotic whereas others are sensitive to it. And variation within species is central to Darwin’s theory of evolution.)

There are, however, at least three important differences. First, interaction between people is fundamental to human nature. This has many implications, some of which are briefly discussed below, in the section on System causation.

Secondly, humans tend to follow incentives. This makes incentives causal. But because it is only a tendency, rather than a deterministic relationship, the context is multi-causal – incentives are only one type of cause among others.

Thirdly, the exercise of human capacities involves both decision making and initiative. Decision making is well

¹ This account was standard in the early twentieth century, and was well understood by Schumpeter and others, but became displaced by other theories – for a historical review see Chick [73].
represented in economic theory – indeed, it is centre stage: standard theory is decision theory in algebraic form. But initiative is not, because the assumed optimization guarantees that a particular decision is taken, removing the role of human agency. The desire for a unique solution, whether or not it accurately represents reality, is dominant. This is seen as mathematical rigour – but is at the expense of scientific rigour, in the sense of doing justice to the actual causal processes. Heilbroner [43] may have had this in mind when he commented, “The prestige accorded to mathematics in economics has given it rigor, but, alas, also mortis”.

Initiative involves also expectations that are uncertain, in the sense that no probability distribution can describe the possible outcomes, even in principle. The future is open-ended.

Agency, or the ability to take initiatives, is especially important in the context of new investment, innovation, etc. Much of this is done by firms. Firms prosper, stagnate, decline or disappear over the medium and long term, and their fate depends on the quality of initiatives undertaken, as well as on luck and on the economic environment. This is how the extreme heterogeneity of firms [44, 45] is generated. It has long been recognised that the growth of the firm is limited by its managerial capacity [46], and also that standard economic theory lacks “the entrepreneur”, given that everything is seen as being automatically determined by optimization [47].

Schumpeter was responding to this when he introduced the concept of the entrepreneur, the type of person who is responsible for the creative destruction that characterises the modern economy. This has led to a very rich literature on innovation and entrepreneurship, but it has proved difficult to integrate this with traditional economic theory. Such integration would need to transform standard theory so as to focus on firms’ new investment activity, and how this brings about economic change; it is not clear that this is so as to focus on firms’ new investment activity, and how feasible, given that optimization implies a unique course of action, removing the possibility of diverse initiatives.

The state also takes economically important initiatives. In addition to economic and monetary policy, it is important in a complementary role, supporting the economy e.g. by building roads. In some places, for example the United States after World War II, it has provided support for basic research and for more applied research and development, nurturing innovation. It has also acted entrepreneurially, taking on risk, and creating and shaping markets [48].

Capacities are important in the economy also in the sense of the capacities of various types of organisation. We have already met the specific capacities of commercial banks and central banks in the context of money creation, which denote the types of causation that they perform, e.g. commercial banks creating money. The term can also convey a more quantitative sense, as in the productive capacity of industry.

5. Flows and stocks

An elementary observation about the economy is that it consists of flows. Students are typically introduced to economics with a flow diagram that depicts a whole economy with its component parts, e.g. households and firms, plus product markets and factor markets, and the flows between them: goods and services in one direction, and money in the other. This can be augmented by including also the state, the financial sector, and the overseas “sector”.

Methods of documenting flows in the economy include input-output analysis [49], flow-of-funds analysis [50], and stock-flow consistent modelling [51]. These trace the physical or monetary flows, e.g. using interlocking balance sheets, but do not emphasise their causal efficacy.

Why are flows important from a causal viewpoint? We have already seen that the export of copious quantities of capital from China is simple to understand as long as one is aware of the source of all those funds. And if one switches perspective to the recipient country, the inflow of Chinese money has an impact, whether on domestic interest rates across the world, or on the growth of infrastructure as in large parts of Africa.

Similarly, the money created when banks lend money is a flow that has a causal impact. The incentives facing the banks strongly push them towards lending for the purchase of existing assets, because repossession is possible in the event of default. This causes asset price inflation, leading to a tendency towards bubbles and crashes, and an inter-generational imbalance in home ownership. On the other hand, if the flow were to firms for real-economy investment, it would lead to increasing productive capacity.

There is a more general and systematic causal role for flows, and also stocks, in the economy: buying power – money in the hands of individuals and organisations that is available for purchasing something. It is similar to income (including transfers) and wealth, indeed these are the usual source of buying power, but here emphasising their causal impact on the economy. This focus is complementary to the more usual concern with the wellbeing or utility of individuals [52]. Inequality is not only a question of people’s wellbeing and satisfaction, it also has economic consequences.

Related to the causal concept of capacities, the capability approach seeks to provide an alternative to traditional welfare economics. In addition to the heterogeneity of human capital, it also emphasises the importance of agency, as well as stressing the non-economic dimension of human welfare. The agent’s actions are seen in the light of that person’s own values and goals [74-77]. Further discussion of this approach is beyond the scope of this paper.

The concept of purchasing power is discussed by Bowles and Gintis [78], who relate it to power as a relationship, using Dahl’s definition, “A has power over B to the extent that he can get B to do something that B would not otherwise do”. However, the main focus of that paper is on the exercise of short-side power. For them, power is necessarily interpersonal.
Again, this is an ancient concept in the history of economics, dating back at least to Adam Smith’s observation that having money gives one the ability to “command” the labour of others, and continued – at the aggregate level only – in Keynes’ concept of aggregate demand. Examples of its importance are everywhere. In attractive rural areas where the wage levels are generally low, holiday homes are bought by affluent urban dwellers, thus pricing out the local inhabitants. The spectrum of what is produced depends on the distribution of buying power – a large number of rich people encourages the production and sale of luxury goods – spending power is “voting” power, with people having unequal numbers of votes. The buying power of firms makes it possible for them to pay the wages of their employees, thereby enabling production, and it also gives them the ability to transform the world, as a side effect of making investments that they hope will be profitable. Shareholders are able to have a strong influence on firms, and this ability stems from their having had the buying power to purchase the shares. At the macro level, when Chinese industry was booming, China’s buying power led to a massive commodities boom throughout the world, a boom which is now subsiding along with the dynamism of Chinese manufacturing [52]. Buying power has a non-economic impact too, including on the political process, via lobbying, ownership of media outlets, think tanks, political influence, and the “revolving door” between officialdom and industry/commerce.

This leaves the question, what is it that flows? In one direction, it is money. In a modern economy, a large proportion of this occurs by the crediting of one account and the debiting of another – changes to an electronic record. In the other direction, the flow is not necessarily any more material than this. The purchase of a house, for example, involves the transfer of rights from one person to another. In fact, this is true more generally: even the sale of an object primarily involves claims and property rights. It corresponds with Sen’s work on famines, in which the ability of an individual or household to obtain something depends on their entitlement. This can arise from (a) being able to trade something in exchange for it; (b) arranging its production using one’s own resources; (c) producing it oneself with one’s own labour; and (d) receiving it as a result of inheritance or other transfer [53].

Flows can be depicted in diagrams, as with the aggregate circular flow diagrams already mentioned. An alternative, which has the advantage of being quantitative as well as rigorous, is the use of interlocking balance sheets, as used for example in stock-flow consistent modelling [54].

Flows can accumulate to become stocks. And stocks can be the sources of flows – a stock is the propensity to cause a flow. It is the same relationship as between income and wealth. Buying power is not only a manifestation of the flow, but also of the stock. This is often referred to as “deep pockets”, in the context of the power to control a situation by virtue of having reserves of wealth, e.g. in the context of a large firm facing a legal case relating to an alleged misdeed of theirs such as pollution. Of course, all economists recognise this phenomenon, and it features in non-theoretical discourse. But it is neglected by standard theory.

6. The Relationship of Decision Making with Flows

Two principal elements in economic causation are thus agency causation (decision making, response to incentives, and initiative) and flows/stocks. The next question is, how are the two related?

Generally, decisions are concerned with the channelling of flows, or the interconversion of flows and stocks, e.g. the decision about how much money to save. What makes them relevant to economics is how they impact on the economy.

When a consumer decides to buy a washing machine, he channels some of his buying power to the seller of the washing machine. It is a choice, as standard economic theory maintains, but is possible only because the consumer is prosperous enough – a question not only of choice but also of ability – the availability of buying power [55]. Also, the washing-machine industry’s existence and its size, depend on the number of people who have sufficient funds to afford to buy their product – in Adam Smith’s term, “the size of the market”. The aggregate causal effect of the flows directed towards washing-machine manufacturers by these purchasers is that it supports this industry. Again, this is something that all economists know, but is not incorporated into theory.

Similarly, initiatives tend to involve channelling flows. The most important type of initiative in modern economies is a real-economy investment, which typically involves two stages: the first is to spend money in order to buy something that will enhance future production and/or on Research and Development. In the second stage, over the medium term, the result will be a change in flows. This might be just the same type of production but at an increased volume (or even at the same volume, in the case of simple replacement). In the case of a process innovation, the flows may be similar to what was happening before, but now with a more favourable ratio between the outgoing flow of money and the incoming flow of inputs. A product innovation clearly involves new types of outflow of product in exchange for the inflow of money.

A technical invention is an example of an economically important initiative that does not necessarily involve flows at the first stage. But to be economically relevant, it must change the patterns of flow in the medium term. For example, an algorithm or item of new software may involve trivial flows in the first stage, but the second-stage transformative effect on subsequent flows of something rather than merely arising from the degree of strength that an individual or organisation has, and how this enables them to bring something about. For Bowles and Gintis, it also necessarily involves the threat and appropriate use of sanctions.
like Google’s search engine or the Uber app need no emphasis.

7. The Relationship between Causation, Initiative and Power

The concepts of causation and power are closely related, especially if one takes “power” in the sense of the ability to bring something about – the degree of strength. We have already seen how this works in the case of buying power. Initiative is another close relative, with its implication of bringing about something new.

Most forms of economic power are missing from economic theory, which focuses mainly on exchange between buyer and seller. Whilst this may not always be a relationship strictly of equals, e.g. if one of the parties has some degree of monopoly or monopsony power, no systematic inequality of power is involved. Bargaining power is also recognised, especially in the context of game theory. Apart from these two aspects, economic models do not generally recognise economic power.

Nevertheless, the idea of economic power cannot be dispensed with, if we want to understand the world. One frequently hears such phrases as the economic power of the United States [56], the shift of economic power from West to East [57], and corporate power [58]. What sense can be made of these phrases? Could they fit into a systematic account of how the economy works?

There is one other major context in which power is central to understanding the modern capitalist economy: within each firm there is an authority structure (although some firms are quite “horizontal”, especially technology firms and associations of professionals such as lawyers and accountants). Authority is not quite the same as power; it indicates the ability to assign tasks to a subordinate, to allow them access to certain of the firm’s resources (e.g. a machine) [59], to be responsible for their work, and to have some influence at least over their career prospects, e.g. their promotion or their dismissal. But it is different from, say, the use of violence or physical strength. One could say that authority is power that is regarded as legitimate.

The capitalist firm’s authority structure typically has a management group in control and various levels or grades of labour below that. This hierarchy is not only the authority structure just described, it also involves monetary differentiation. This refers to the different rates of wages and salaries that different grades or types of worker receive. Both have implications for the degree of power that a worker has: authority denotes the degree of influence s/he has within the firm, and pay grade denotes the extent of their buying power externally. A worker’s wage level depends on her degree of bargaining power, especially her skills, experience, qualifications, etc., as well as their scarcity.

What are the sources of these various types of power? We have already seen that buying power depends on income as well as on accumulated wealth, and also on transfers (including borrowing), and that income depends on the level of human capital, albeit imperfectly.

In the case of the power relationship and the monetary hierarchy in the firm, it is partly a question of money: the firm has the wherewithal to pay its workers. That is primarily why they turn up for work. But more fundamentally, it is traceable to initiative. By having an idea that is potentially profitable, nowadays normally in the form of a business plan, company directors are able to attract the funds (if necessary?) for acquiring premises, paying workers, buying inputs, etc. This puts the directors in the position to direct operations, and to decide on the wage levels for the different grades of staff, sometimes in negotiation with workers, individually or collectively. This applies both to new firms – start-ups – and to existing firms, whose investment strategies embody the ideas that keep them in business and determine their degree of success.

In the literature, where I have used the term “directors”, one commonly finds either “entrepreneurs” or “managers”. The term “director” is preferable, not least because in many legal jurisdictions it is the directors who take responsibility for what the firm does. More important, we are here concerned with causation, the setting of the firm’s direction, and the most natural word for the people who are doing this is the directors. In addition, there are problems with both of the other terms.

The issue with the term “entrepreneur” is that it is ambiguous. It is commonly used to refer to anyone who is self-employed. But it also often denotes someone who is successful in starting a business that then becomes an important firm that employs people, etc. If the two are confused, which happens frequently, then it implies that the sector of the economy that is self-employed is dynamic and makes a crucial contribution to the economy. The corollary is that policies should be developed to encourage more entrepreneurship. This neglects the considerable evidence that self-employment is associated with low productivity and an absence of dynamism [60].

Schumpeter introduced the concept of the entrepreneur as an antidote to the absence of human agency in standard theory, specifically in relation to innovation. He himself proposed a dual model of the economy, with the ultra-static “circular flow”, plus the entrepreneurial sector that was responsible for creative destruction [61, 62]. However, he provided no causal account [63], mainly relying on the idea that radical change was brought about by a specific category of individuals, entrepreneurs – but without any explanation of, for example, why modern capitalist economies have not only an abundance of entrepreneurs in this sense of change-makers, but also that their innovations have had the aggregate effect of producing unprecedented economic growth and transformation.

The problem with the term “manager” is that it can sometimes be used in a way that downplays the importance

5 If they already start off with the necessary funds, this is an additional source of power – the amount of buying power that they possess.
of what directors do. Managers can be hired and fired, they are not integral to the firm like directors are. This usage is especially entrenched in the literature on the relationship between the ownership and control of the firm, much of which promotes the doctrine of shareholder primacy, in other words, the view that those who have buying power and are willing to risk it are more important than those who are setting the direction of the firm [e.g. 64].

A further important aspect of economic power is in the relationship between firms. One way in which firms are heterogeneous is in their relative strength, which depends on their competitiveness. A major source of strength is unit costs: firms that can produce at lower cost have an advantage over their competitors; they can either cut prices while maintaining their profit margin, and expand market share at the expense of their rivals, or maintain a higher price and increase their profit [65]. Similar remarks apply to competitiveness deriving from a successful new product.

This relationship of relative strength could be described as a power relationship, but it is important to realise that no direct/personal relationship is necessary – a firm in China can put an Italian or a Zambian firm out of business simply by being able to sell at a lower price. The main source of the competitive edge is in the quality of their managerial capacity, specifically of their recent initiative(s), and their access to the necessary resources such as appropriate technology, workers and supply chains and the cost of these resources, plus luck.

8. Information and Power

We have seen that two major sources of economic power are agency/decision making/initiative, and buying power. This does not mean that they are the only sources; it is well known that information and knowledge are also sources of power. Insider trading is regarded as an unfair use of the power that information can confer.

One interesting example is the advantage of obtaining price information on stocks, especially fast-moving stocks, ahead of competitors. This became important with the increasing role of ICT in the financial sector in recent times. Traders who could do this were able to intercept orders from other, less professional traders. They could then block a trade at the previously-quoted price, and substitute it with one at a different price – one that was advantageous to themselves but inferior for the person whose bid had been intercepted [66,67]. The time advantage was measured in milliseconds or even in microseconds. This involved access to hardware that allowed a faster transmission time – it could be a direct, high-speed line from Chicago to New York, or even preferential locations close to the exchange where the trade was conducted, to minimise the cable length.

9. System Causation

Not all economic phenomena are caused by individual attributes – even if one includes initiative and uncertainty, and buying power etc. As previously stated, human beings are programmed to interact. An important consequence is that many economic phenomena are driven not by individual-level decision making and initiative, but by the consequences of human interaction. This is manifest as system causation.

One important example is the “price mechanism”, the cornerstone of economic theory: the individual attributes of buyers and sellers become coordinated in such a way that an agreed price is possible. This is an instance of balancing (negative) feedback. It is important to note that this is the result of a combination of causal processes acting together, over time; it is not a stable equilibrium, even if this is how it is typically conceptualised and modelled in standard economic theory.

The way that the price mechanism works is most clearly seen if something changes, such as a demand shock. If a product becomes more popular, e.g. as a result of a successful promotion campaign, a celebrity’s endorsement, or news reports that it is beneficial in some way (e.g. it is a “super-food”), the price is likely to rise. This is an incentive for more suppliers to enter this market. As the supply grows, the price rise is choked off, and a new balance of demand and supply is reached.

If one allows that this particular type of feedback system can occur in the economy, by a combination of causes, it is a short step to recognising that a similar feedback-systems approach can account for many other well-recognised features of the modern economy. One example is balancing feedback with delay, leading to regular fluctuations, as is typical of real estate markets [68, pp. 698-707]. Another is the type of reinforcing (positive) feedback that leads to multiple equilibria and path dependence [69]. Reinforcing feedback can also cause bubbles and crashes [70], and played an important part in the recent financial crisis [71]. In addition, reinforcing feedback, in the form of an arms race between firms, is the reason that successful capitalist economies are dynamic [65, 71]. Furthermore, some aspects of the economy go beyond feedback, and display the features of complexity [e.g. 72].

10. Conclusions

Causation in the economy can be analysed using concepts such as capacities or mechanisms, and flows/stocks. They can fruitfully be incorporated in empirically-based causal theories, developed from the interplay between diverse sources of evidence and causal hypotheses, in a manner similar to that used in the natural sciences. Some modifications or additions are necessary, especially to deal with human agency – response to incentives, and initiative as well as decision making. The concept of causation is also related to that of economic power, at least in the sense of the ability to bring something about, with the possibility of extending it specifically into relative strength and power relations.

The analysis presented here has remained at the micro and meso (e.g. firm) level, even though some of the
examples have involved the macroeconomy. The question of macro-level causation introduces further issues that are beyond the scope of the present paper, such as the issues of aggregation and fallacy of composition, of micro-foundations, and of methodological individualism. These will be the focus of further research.
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