ABSTRACT. We establish pointwise estimates expressed in terms of a nonli-
ear potential of a generalized Wolff type for $A$-superharmonic functions with
nonlinear operator $A : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ having measurable dependence on the
spacial variable and Orlicz growth with respect to the last variable. The result
is sharp as the same potential controls bounds from above and from below.
Applying it we provide a bunch of precise regularity results including contin-
uity and Hölder continuity for solutions to problems involving measures that
satisfies conditions expressed in the natural scales. Finally, we give a variant
of Hedberg–Wolff theorem on characterization of the dual of the Orlicz space.

1. Introduction

Potential estimates are well-established and precise tools in analysis of measure
data nonlinear elliptic partial differential equations [50]. Being influenced by [45,46]
settling the nonlinear potential theory for $p$-superharmonic functions related to the
Dirichlet problem $-\Delta_p u = -\text{div}(|Du|^{p-2}Du) = 0$, $1 < p < \infty$, and noticing the
special place of Orlicz growth measure data problems in recent nonlinear analysis [5]
[1][11][10][13][29][30][50][58], we aim to study nonstandard growth version of pointwise
estimates involving suitably generalized potential of the Wolff type. The estimates
are powerful and have multiple new regularity consequences for local behaviour
of very weak solutions to problems involving measure data that satisfy conditions
expressed in the relevant scales of generalized Lorentz, Marcinkiewicz, or Morrey
type. On the other hand, as an another application of the potential estimates,
we provide the proof of Orlicz version of Hedberg–Wolff Theorem yielding full
characterization of the natural dual space to the space of solutions by the means of
the Wolff potential.

Let us stress a few highlights. We treat whole the range of doubling growths
within one attempt. In particular, subquadratic and superquadratic cases are in-
cluded. In turn, we cover the case of $p$-Laplacian, $1 < p < \infty$, possibly with
measurable coefficients, but unlike the classical studies [11,15] the operator we con-
sider is not assumed to enjoy homogeneity of a form $A(x,k\xi) = |k|^{p-2}kA(x,\xi)$. Consequently,
our class of solutions is not invariant with respect to scalar multipli-
cation. We do not follow the scheme of the proof of [45], [50] nor [54]. Our main
inspirations are [48,69] and [50]. The tools of potential analysis used extensively in
the proof have been elaborated lately in [24] for $A$-superharmonic problems with
more general growth of Musielak-Orlicz type.

We investigate $A$-superharmonic functions and $A$-supersolutions to measure data
problem for nonlinear operators $A : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ having Orlicz growth with respect
to the second variable and built upon the model case

\begin{equation}
- \text{div} \left( a(x) \frac{G(|Du|)}{|Du|^2} Du \right) = \mu \quad \text{in} \quad \Omega,
\end{equation}

where \( a \in L^\infty(\Omega) \) is separated from zero, \( \mu \) is a nonnegative measure, and \( G \in \Delta_2 \cap \nabla_2 \), see Assumption (A) in Section 2. The subtlety in distinguishing these types of functions is exposed in detail in Sections 3.5 and 3.6. Briefly, \( \mu \)-superharmonic functions are defined by the Comparison Principle with respect to a family of continuous solutions to \(-\text{div} A(x, Du) = 0\) for \( A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \), such that \( x \mapsto A(x, \cdot) \) is merely measurable and bounded, whereas \( \xi \mapsto A(\cdot, \xi) \) is continuous and governed by a doubling Orlicz function. Observe that we cover the case of \( p \)-Laplacian when \( G_p(s) = s^p \), for every \( p > 1 \), together with operators governed by the Zygmund-type functions \( G_{p,\alpha}(s) = s^p \log^{\alpha}(1 + s) \), \( p > 1 \), \( \alpha \geq 0 \), as well as their multiplications and compositions with various parameters.

Let us remark that since weak solutions does not have to exist for arbitrary measure datum, we employ a notion of very weak solutions obtained by an approximation. The definition coincides with SOLA (Solutions Obtained as a Limit of Approximation) introduced in [11] except for the use of truncations [10] as in [8], which broadens the class of admissible solutions. See Section 3.5 for the precise definition of this notion of very weak solutions, [29] for the existence and basic regularity, and [2, 10, 23] for related existence results. Such solutions can be unbounded if the measure concentrates (see Corollary 2.5 and Remark 2.7 for examples), though still one can provide pointwise estimates by a relevant potential from above and below. In our study we include the celebrated case of \( p \)-superharmonic functions, for which Wolff-potential estimates were provided by Kilpeläinen and Malý in [45, 46] and reproved in [48]. In fact, it is established that a \( p \)-superharmonic function \( u \) satisfies estimates

\begin{equation}
\frac{1}{c} W_p^{\mu_u}(x_0, R) \leq u(x_0) \leq c \left( \inf_{B(x_0, R)} u + W_p^{\mu_u}(x_0, R) \right) \quad \text{for some} \quad c = c(n, p)
\end{equation}

with the so-called Wolff potential

\begin{equation}
W_p^{\mu_u}(x_0, R) = \int_0^R \left( \frac{\mu_u(B(x_0, r))}{r^{n-p}} \right)^{\frac{1}{p-1}} dr = \int_0^R \left( \frac{\mu_u(B(x_0, r))}{r^{n-1}} \right)^{\frac{1}{p-1}} dr.
\end{equation}

In the linear case \( (p = 2) \) estimates (2) retrieve the classical Riesz potential bounds. Potentials of this type are investigated since [10, 59] stemming from studies on Wiener criterion for \( p \)-Laplacian. See [50] for an overview, [12, 45, 46, 55] for results of fundamental meaning for the theory, [2, 10, 41] for well-present background, and [63, 64] for further consequences of Wolff potential estimates in the theory of existence. The preeminent role of estimates of a form (2) is played in the regularity theory. See [45, 46] for the classical results embraced and extended in Section 2.2.

The theorem of Hedberg and Wolff proven first in [42] characterizes the dual to the Orlicz-Sobolev space. In fact, it yields that for a nonnegative measure compactly supported in \( \Omega \) it holds that

\begin{equation}
\mu \in W^{-1,p'}(\Omega) \quad \text{if and only if} \quad \int_{\Omega} W_p^{\mu}(x, R) \, d\mu(x) < \infty \quad \text{for some} \quad R > 0.
\end{equation}
Since our goal is to provide estimates of a type (2) and a version of (3) for a possibly broad class of degenerate operators, let us give an overview on related results available with relaxed growth. The first generalization of [45] to the weighted case has been elaborated in [60]. Wolff-potential estimates for the problems stated in the variable exponent setting are provided and applied further in regularity theory [4, 6, 54]. Similar estimates in the Orlicz setting were available before [35, 56] and used in the theory of nonexistence [34, 35]. Potential estimates imply local regularity of solutions, for a different approach than the mentioned one see [27].

The statements of our results can be found in Section 2. Theorem 1 yields a result generalizing (2). Namely, for $A$-superharmonic functions related to distributional solutions to (1), we get estimates of a form (2) with the use of the following version of Wolff potential

$$W_{G}^{\mu}(x_{0}, R) = \int_{0}^{R} g^{-1}\left(\frac{\mu_{n}(B(x_{0}, r))}{r^{n-1}}\right) dr,$$

where $g(s) = G'(s)$ (where for $p$-Laplace case we have $g(s) = \frac{1}{p}s^{p-1} = (sp)'$). Further, in Section 2.2 we present a bunch of regularity consequences of these potential estimates. In particular, we find conditions on the measure datum formulated in the natural scales generalizing Morrey, Lorentz, and Marcinkiewicz scales, which ensure continuity or Hölder continuity of $A$-superharmonic functions essentially extending the known ones [17, 71]. The results are precise since the conditions are kept fully intrinsic, namely at no stage we compare the growth to the polynomial one. Our second accomplishment is Theorem 2 given in Section 2.3 and yielding the nonstandard growth version of theorem of Hedberg and Wolff. It states that for a nonnegative measure $\mu$ compactly supported in $\Omega$ it holds that

$$\mu \in (W_{0}^{1,G}(\Omega))' \text{ if and only if } \int_{\Omega} W_{G}^{\mu}(x, R) d\mu(x) < \infty \text{ for some } R > 0.$$

Similar result to our upper pointwise bound from Theorem 1 (generalizing (2)) for related variational problem exposing Orlicz of the type

$$w \mapsto G(w) = \int_{\Omega} a(x)G(|Dw|) dx$$

growth was provided by Malý [56]. Let us stress that not only we prove both lower and upper bounds, but also we infer multiple consequences of our main result. Moreover, we use completely other arguments than engaged in [56]. We also do not follow the classical way of [45], nor ideas of [54] provided for the variable exponent counterpart of $p$-Laplacian. In fact, for the method of our reasoning the most influential was later proof provided by Korte and Kuusi [48] based on the ideas by Trudinger and Wang [69]. Similar scheme was used also in [38, 52]. This approach requires a basic toolkit of potential analysis provided in [24].

Apart from multiple sharp local regularity consequences of Theorem 1 given in Section 2 this result can be used further to prove so-called Wiener criterion giving necessary and sufficient geometric conditions for boundary points to guarantee continuity up to the boundary whenever boundary values are continuous at that point, see [46]. On the other hand, since Wolff potential estimates can be used also...
to infer gradient regularity for measure data problems \cite{51,60,19,48}, it would be worth to study them in the context of Orlicz-growth problems and to compare to the known ones, cf. \cite{9,12,13,19,21,70}. Favorable versions of Theorems 1 and 2 in the generality of \cite{24} would be also very interesting.

The paper is organized as follows. Our assumptions, main results and their consequences in local behaviour of $A$-superharmonic functions are presented in Section 2. Section 3 is devoted to notation and information on the settings, as well as recalling the basal information on the nonstandard growth potential theory. Section 4 contains the proof of the potential estimates of Theorem 1, whereas Section 5 gives the proof of the Hedberg–Wolff theorem.

\section{The main result and its consequences}

\subsection{The statement of the problem and the main result.}

Let us give the details about the problem we study. $A$-superharmonic functions are defined in Section 3.5 by the Comparison Principle with respect to $A$-harmonic functions, i.e. continuous solutions to

\begin{equation}
- \text{div} A(x, Du) = 0
\end{equation}

with a vector field satisfying the following conditions.

\textbf{Assumption (A).} Given a bounded open set $\Omega \subset \mathbb{R}^n$, $n \geq 2$, let us consider a Carathéodory’s function $A: \Omega \times \mathbb{R}^n \to \mathbb{R}^n$, which is monotone, that is

\[(A(x, \xi) - A(x, \eta)) \cdot (\xi - \eta) > 0 \quad \text{for every} \quad \xi \neq \eta.
\]

We suppose that $A$ satisfies growth and coercivity conditions expressed by the means of a doubling $N$-function $G \in C^1((0, \infty))$ i.e. a nonnegative, increasing, and convex function such that

\begin{equation}
\begin{aligned}
&c_A^1 G(|\xi|) \leq A(x, \xi) \cdot \xi, \\
&|A(x, \xi)| \leq c_A^2 g(|\xi|),
\end{aligned}
\end{equation}

where $g$ is the derivative of $G$ and $c_A^1, c_A^2 > 0$ are absolute constants. We collect all parameters of the problem as data $= \text{data}(G, s_G, c_A^1, c_A^2)$.

Definitions of very weak solutions called ‘approximable solutions’, $A$-supersolutions, $A$-harmonic functions etc. are given below the introduction to the functional setting, that is in Section 3.5. In Section 3.6 we explain in what sense an $A$-superharmonic function generates a measure.

\textbf{Wolff potential estimates.} Our main accomplishment is the following pointwise estimate.

\textbf{Theorem 1.} Suppose a vector field $A: \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ satisfies Assumption (A) with an $N$-function $G \in \Delta_2 \cap \nabla_2$. There exists $R_W > 0$ such that if $u$ is a nonnegative, $A$-superharmonic function in $B(x_0, R_W) \Subset \Omega$ which is finite a.e., and if $\mu_u$ is generated by $u$, then for $R \in (0, R_W/2)$ we have

\begin{equation}
C_L (W_G^{\mu_u}(x_0, R) - R) \leq u(x_0) \leq C_U \left( \inf_{B(x_0, R)} u(x) + W_G^{\mu_u}(x_0, R) + R \right)
\end{equation}

with $C_L, C_U > 0$ depending only on data and $n$. 

Remark 2.1. The radius $R < R_W$ has to satisfy a smallness condition from Harnack’s inequality (Proposition \[3.21\]), namely $R < R_H(n)$ and it has to be such that $B_{3R} \subseteq \Omega$ and $\eta_{g,B_{3R}}(|Du|) \leq 1$, cf. Remark \[3.15\].

A remarkable point here is to realize that the same potential controls both estimates, so it cannot be replaced by any other smaller potential. In turn, the estimate \(7\) is essentially sharp. Note also that it is not essential that on the right-hand side we have infimum of $u$. Without loss of the strength of the result it could be substituted by some other finite quantity.

Potential estimates are known to be an efficient tool to bring precise information on the local behaviour of solutions. We refer to \[50\] for clearly presented overview of consequences of estimates like \(7\) in studies on $p$-superharmonic functions. Below we present applications of Theorem \[1\] in the regularity theory and in the proof of the Hedberg–Wolff Theorem for operators of general growth.

2.2. Local behaviour of solutions to measure data problems. In this section we investigate the great deal of powerful consequences of Theorem \[1\] in the regularity of $\mathcal{A}$-superharmonic functions related to ‘approximable solutions’ $u$ to a measure data problems

$$-\text{div} \mathcal{A}(x,Du) = \mu \geq 0,$$

see Sections \[3.5\] and \[3.6\]. Note that the conditions are expressed in the very natural scales and the results were not known in this generality before.

Let us start with the following trivial remark.

Corollary 2.2. Under Assumption \(A\) suppose $u$ is a nonnegative $\mathcal{A}$-superharmonic function in $\Omega$ and $\mu_u := -\text{div} \mathcal{A}(x,Du)$ in the sense of distributions. Then $u$ is locally bounded if and only if $W_G^\mu(\cdot , R)$ is locally bounded for all sufficiently small $R$.

Note that smallness of the potential is equivalent to continuity of the solution.

Corollary 2.3. Under Assumption \(A\) suppose $u$ is a nonnegative $\mathcal{A}$-superharmonic and finite a.e. in $\Omega$ and $\mu_u := -\text{div} \mathcal{A}(x,Du)$ in the sense of distributions. Then $u$ is continuous in $x_0$ if and only if for every $\varepsilon > 0$ there exists $r > 0$, such that $W_G^{\mu_u}(\cdot , r) < \varepsilon$ whenever $x \in B(x_0,r)$.

Proof. We suppose that $u$ is continuous in $x_0$. Let us fix $\varepsilon$ and choose $r \in (0, \varepsilon)$, such that $|u - u(x_0)| < \varepsilon C_L$ in $B(x_0,4r) \subseteq \Omega$. Set $B = B(x,r)$ for some $x \in B(x_0,r)$. We observe that $(u - \inf_B u)$ is a nonnegative, $\mathcal{A}$-superharmonic function and $\mu_u = \mu(u - \inf_B u)$ (see Section \[3.6\]), so we can apply Theorem \[1\] to get

$$W_G^{\mu_u}(x,r) \leq \frac{1}{r^n} (u(x) - \inf_B u) + r = \frac{u(x) - u(x_0)}{\kappa_L} + \frac{u(x_0) - \inf_B u}{\kappa_L} + r \leq 3\varepsilon.$$

On the other hand, for the reverse suppose $u(x_0) < \infty$. Since $u$ is lower semi-continuous, for any $\varepsilon > 0$ we may choose $r \in (0, \varepsilon)$ such that $u > u(x_0) - \varepsilon$ in $B(x_0,4r)$. Moreover, $(u - u(x_0) + \varepsilon)$ is $\mathcal{A}$-superharmonic in $B(x_0,4r)$ and generates the same measure as $u$. Observe that for every $x \in B(x_0,r)$ we have $B(x_0,r) \subseteq B(x,2r) \subseteq B(x_0,4r)$. Then function $(u - u(x_0) + \varepsilon)$ is $\mathcal{A}$-superharmonic in $B(x,2r)$, thus for every $x \in B(x_0,r)$ we infer by Theorem \[1\]

$$0 < u(x) - u(x_0) + \varepsilon \leq C_U \left( \inf_{B(x,2r)} (u - u(x_0) + \varepsilon) + 2r + W_G^{\mu_u}(x,2r) \right)$$

$$\leq C_U \left( \inf_{B(x_0,r)} (u - u(x_0) + \varepsilon) + 2r + W_G^{\mu_u}(x,2r) \right) \leq C_U (0 + 3)\varepsilon,$$
which ends the proof.

Corollary 2.3 has the following direct consequence.

**Remark 2.4.** If \( u \) and \( v \) are nonnegative and \( \mathcal{A} \)-superharmonic in \( \Omega \), \( u \) is continuous in \( x_0 \in \Omega \), and for some absolute constant \( c > 0 \) it holds \( \mu_v \leq c \mu_u \), then \( v \) is also continuous in \( x_0 \).

Let us concentrate on the estimate on the counterpart of the fundamental solution, retrieving the optimal conditions in the power-growth case, see Remark 2.7.

**Corollary 2.5.** Under Assumption (A) suppose \( u \) is a nonnegative \( \mathcal{A} \)-superharmonic function in \( B(x_0, R_W) \subset \Omega \), such that \( -\text{div} \mathcal{A}(x, Du) = \mu_u = \delta_{x_0} \) in the sense of distributions. Assume further that \( x \) is close to \( x_0 \), namely such that for \( r = |x - x_0| \) there holds \( B_r = B(x, r) \subset B(x, 2r) \subset B(x_0, R_W/4) \). Then there exists \( c = c(\text{data}, n) > 0 \), such that

\[
c^{-1} \left( \int_r^{2r} g^{-1}(s^{1-n}) \, ds - r \right) \leq u(x) \leq c \left( \int_r^{2r} g^{-1}(s^{1-n}) \, ds + \inf_{B_{2r}} u + r \right).
\]

If additionally \( G \) is so fast at infinity that

\[
(8) \quad \int_0^\infty g^{-1}(s^{1-n}) \, ds < \infty,
\]

then \( u \in L^\infty(B_r) \). This bound is optimal.

**Proof.** Since \( u \) is \( \mathcal{A} \)-superharmonic in \( B(x, 2r) \), we have by Theorem 1

\[
C \left( \mathcal{W}_G^{\mu_u}(x, 2r) - 2r \right) \leq u(x) \leq C \left( \inf_{B_{2r}} u(x) + \mathcal{W}_G^{\mu_u}(x, 2r) + 2r \right).
\]

On the other hand, recalling that \( \mu_u = \delta_{x_0} \), we get

\[
\mathcal{W}_G^{\mu_u}(x, 2r) = \int_r^{2r} g^{-1}(s^{1-n}) \, ds
\]

and hence the estimate from the claim follows.

Assumption (8) is precisely the one ensuring optimal embedding of Orlicz-Sobolev spaces into \( L^\infty \) or into the space of continuous bounded functions, see [25, 26, 28]. Indeed, it suffices to recall that \( g^{-1}(t) \simeq (\tilde{G}')(t) \) and \( \tilde{G}(t) \simeq t(\tilde{G}')(t) \) to get for \( 0 < a < b \) that

\[
\int_a^b g^{-1}(s^{1-n}) \, ds \simeq \int_a^b (\tilde{G}')^{(s^{1-n})} \, ds \simeq \int_a^b \tilde{G}(s^{1-n})s^{n-1} \, ds \simeq \int_{a^{1-n}}^{b^{1-n}} \frac{\tilde{G}(t)}{t^{1+n}} \, dt.
\]

Therefore, (8) is equivalent to

\[
\int_0^\infty \frac{\tilde{G}(t)}{t^{1+n}} \, dt < \infty.
\]
Remark 2.6. If $u$ is an $\mathcal{A}$-superharmonic function which solves the equation 
$-\text{div} \mathcal{A}(x,Du) = \mu$ with a bounded Radon measure $\mu$ in the distributional sense, 
and (21) holds, then $u$ is bounded. It follows that $u \in W^{1,G}_0(\Omega)$ (see e.g. [21]),
and therefore $\mu \in (W^{1,G}_0(\Omega))^\prime$. As a matter of fact, then the distributional solutions
are weak solutions and the classical regularity theory provide more information by
completely other strong tools.

Remark 2.7. When $G(t) \simeq t^p$, $1 < p < \infty$, by Corollary 2.5 we retrieve the
classical estimates for the fundamental solution to $p$-Laplace equation $-\Delta_p u = \delta_0$.
In fact, if $u$ is a nonnegative $\mathcal{A}$-superharmonic function satisfying $-\text{div} \mathcal{A}(x,Du) = \text{div}(a(x)|Du|^{p-2}Du) = \delta_0$ in the sense of distributions for $0 < a \in L^\infty(\Omega)$ separated from zero, then

\[
c^{-1}|x|^{-\frac{n-1}{p-1}} \leq u(x) \leq c\left(|x|^{-\frac{n-1}{p-1}} + \inf_{B(x,2|x|)} u\right) \quad \text{when} \quad 1 < p < n,
\]

\[
c^{-1} \log |x| \leq u(x) \leq c\left(\log |x| + \inf_{B(x,2|x|)} u\right) \quad \text{when} \quad p = n,
\]

\[
u(x) \leq c \quad \text{when} \quad p > n.
\]

Moreover, similarly Corollary 2.5 has one less precise, but more direct consequence
for the general growth operators expressed by the use of indices $i_G, s_G$ defined
in (21) for which it holds (22). In fact, when $i_G \neq n \neq s_G$ we have

\[
c^{-1}|x|^{-\frac{n-1}{p-1}} \leq u(x) \leq c(|x|^{-\frac{n-1}{p-1}} + \inf_{B(x,2|x|)} u).
\]

The above remark can be sharply extended to the Zygmund case.

Remark 2.8. Suppose that $1 < p < n$, $\alpha \in \mathbb{R}$, $0 < a \in L^\infty(\Omega)$ separated from
zero, and $u$ is a nonnegative $\mathcal{A}$-superharmonic function in $\Omega$, such that

\[\text{(9) } -\text{div} \mathcal{A}(x,Du) = -\text{div} \left(a(x)|Du|^{p-2}\log^a(e + |Du|)Du\right) = \delta_0\]

in the sense of distributions. Then

\[
c^{-1}|x|^{-\frac{n-1}{p-1}} \log^{-\frac{n-1}{p-1}}(e + |x|) \leq u(x) \leq c\left(|x|^{-\frac{n-1}{p-1}} \log^{-\frac{n-1}{p-1}}(e + |x|) + \inf_{B(x,2|x|)} u\right).
\]

We can infer local continuity of a solution if the datum belongs to a generalized
Lorentz space. This fact has the best possible consequence in the $p$-Laplace case,
see Remark 2.10. Note that this result is meaningful only when $G$ grows so slowly
that (8) is violated, cf. [26] and Remark 2.8 above.

For the reader’s convenience we recall some definitions. We define the decreasing
rearrangement $f^*$ of a measurable function $f : \Omega \to \mathbb{R}$ by

\[f^*(t) = \sup\{s \geq 0 : |\{x \in \mathbb{R}^n : f(x) > s\}| > t\},\]
the maximal rearrangement by

\[ f^{**}(t) = \frac{1}{t} \int_0^t f^*(s) \, ds \quad \text{and} \quad f^{**}(0) = f^*(0), \]

and finally the Lorentz space \( L(\alpha, \beta)(\Omega) \) for \( \alpha, \beta > 0 \) as the space of measurable functions such that

\[ \int_0^\infty \left( t^{1/\alpha} f^{**}(t) \right)^\beta \frac{dt}{t} < \infty \]

(see [68, Theorem 3.21]).

**Corollary 2.9.** Under Assumption (A) suppose \( u \) is a nonnegative \( \mathcal{A} \)-superharmonic function in \( \Omega \) and \( F_u := -\text{div}(\mathcal{A}(x, Du)) \) in the sense of distributions. If \( F_u \) satisfies

\[ \int_0^\infty t^{\frac{\beta}{\alpha}} g^{-1} \left( t^{\frac{1}{\alpha}} f^{**}(t) \right) \frac{dt}{t} < \infty \]

for \( \Omega_0 \subseteq \Omega \), then \( u \in C(\Omega_0) \).

**Proof.** Since \( \Omega_0 \) can be covered by a finite number of balls, it suffices to provide the estimates in the localized case only. Set \( x \in \Omega_0, R_k = 2^{-k} R \) and \( B_k = B(x, R_k) \subseteq B(x, R_W/2) \) for \( k = 0, 1, \ldots \). As \( F_u \) is taken in a place of a measure in Theorem 1, with a slight abuse of notation we will write \( F_u(B(x, R_k)) = \int_{B_k} F_u(y) \, dy \). We notice that we have

\[ W_{G_k}(x, R) = \sum_{k=1}^\infty \int_{R_k}^{R_{k+1}} g^{-1} \left( \frac{F_u(B(x, r))}{r} \right) \, dr \lesssim \sum_{k=1}^\infty R_{k+1} g^{-1} \left( \frac{F_u(B(x, R_k))}{R_k} \right) \]

\[ \lesssim \sum_{k=1}^\infty R_k g^{-1} \left( \frac{F_u(B(x, R_k))}{R_k^{n-1}} \right) \]

To estimate the series we employ the decreasing rearrangement \( F_u^* \) of \( F_u \) and its maximal rearrangement \( F_u^{**} \). When \( w_n \) is the volume of the unit ball, we have that

\[ \frac{F_u(B(x, R_k))}{R_k^{n-1}} = \frac{1}{R_k^{n-1}} \int_{B(x, R_k)} F_u(y) \, dy \]

\[ \leq w_n R_k \int_0^{w_n R_k^{m-1}} F_u^*(t) \, dt = w_n R_k F_u^{**}(w_n R_k^m) \]

Then we have

\[ R_k g^{-1} \left( \frac{F_u(B(x, R_k))}{R_k^{m-1}} \right) \lesssim R_k g^{-1} \left( w_n R_k F_u^{**}(w_n R_k^m) \right) \]

\[ \lesssim \int_{w_n R_k^{m-1}}^{w_n R_k^{m-1}} \rho^{\frac{1}{m}} g^{-1} \left( \rho^{\frac{1}{m}} F_u^{**}(\rho) \right) \frac{d\rho}{\rho} \]
with implicit constants independent of $k$. Therefore

\[
\sup_{x \in \Omega_0} W_{F_u}(x, R) \lesssim \sum_{k=1}^{\infty} \int_{w_k R_k}^{w_k R_k - 1} \rho^{\frac{\alpha}{p}} g^{-1} \left( \rho^{\frac{\alpha}{p}} F_u^\alpha (\rho) \right) \frac{d\rho}{\rho}
\]

\[
= \int_0^{w_n R_n} \rho^{\frac{\alpha}{p}} g^{-1} \left( \rho^{\frac{\alpha}{p}} F_u^\alpha (\rho) \right) \frac{d\rho}{\rho}
\]

By the assumption on $F_u$, we get the convergence of $W_{F_u}(x, R)$ to zero uniform with respect to $x \in \Omega_0$ as $R \to 0$. Then Corollary 2.10 gives the desired continuity of $u$ in every point of $\Omega_0$. 

By Corollary 2.9 we retrieve the following classical result.

**Remark 2.10.** If $u$ is a nonnegative $A$-superharmonic function satisfying 

\[-\text{div} A(x, Du) = -\text{div} \left( a(x) |Du|^{p-2} Du \right) = F_u \text{ in the sense of distributions for} \]

\[p > 1 \text{ and } 0 < a \in L^\infty(\Omega) \text{ separated from zero and} \]

\[F_u \text{ belongs locally to the Lorentz space } L^{(\frac{n}{p}, \frac{1}{p-1})}(\Omega) \text{ then } u \text{ is continuous.} \]

We can extend the above remark to the Zygmund case.

**Remark 2.11.** Suppose that $1 < p < n$, $\alpha \in \mathbb{R}$, $0 < a \in L^\infty(\Omega)$ separated from zero, and $u$ is a nonnegative $A$-superharmonic function in $\Omega$, such that

\[\lambda^{\frac{1}{p-1}} \log \lambda^{\frac{1}{p-1}} (e + \lambda). \text{ If } F_u \text{ satisfies (10), then } u \text{ is continuous.} \]

A density condition for a measure expressed in the relevant generalized Morrey-type scale is equivalent to Hölder continuity of the solution to measure data problem. Namely, we consider the class of measures for which there exist positive constants $c = c(\text{data}, n) > 0$ and $\theta \in (0, 1)$ such that

\[\mu_{u, \theta}(B(x, r)) \leq cr^{n-\theta} G(r^{\theta-1}) \]

for each $B(x, r)$ with $B(x, 2r) \subset \Omega$ and $r < \min\{1, R_0/2\}$. This condition is a natural Orlicz version of the related one from $[15, 45, 47, 65]$ and the one used to characterize removable sets for Hölder continuous solutions, cf. $[22]$. Notice that for $p$-growth problems $[13]$ reads as $\mu_{u, \theta}(B(x, r)) \leq cr^{n-\theta + \theta(p-1)}$.

**Corollary 2.12.** Under Assumption (A) suppose $u$ is a nonnegative $A$-superharmonic function in $\Omega$ and $\mu_u := -\text{div} A(x, Du)$ in the sense of distributions. Assume further that $u \in C^{0, \theta}_{\text{loc}}(\Omega)$ with certain $\theta \in (0, 1)$, then there exists a constant $c = c(\text{data}, n) > 0$, such that $\mu_u = \mu_{u, \theta}$ satisfies the density condition $[13]$.

**Proof.** Set $x \in B(x, r) \subset B(x, 2r) \subset \Omega$ with $r < \min\{1, R_0/2\}$. We observe that

\[u - \inf_{B(x, 2r)} u \text{ is } A\text{-superharmonic, so we can use lower estimate from Theorem 1 to conclude with} \]

\[g^{-1} \left( \frac{\mu(x, r)}{r^{\theta n-1}} \right) \leq c \int_r^{2r} g^{-1} \left( \frac{\mu(x, s)}{s^{\theta n-1}} \right) ds \leq c \frac{r}{r} (u(x) - \inf_{B(x, 2r)} u + r) \leq cr^{\theta-1} \]

equivalent to $[13]$. 

\[\square\]
Corollary 2.13. Under Assumption (A) suppose that \( u \) is a nonnegative \( A \)-superharmonic function finite a.e. in \( B(x_0,4r) \in \Omega \) with \( r < \min\{1,Rx/2\} \) in the sense of distributions, and \( \mu_{u,\theta} \) satisfies density condition (13) with certain \( \theta \in (0,1) \). Then for some \( c = c(\text{data},n) \)

\[
\sup_{B(x_0,r)} u \leq c \left( \inf_{B(x_0,r)} u + r^\theta \right)
\]

and, consequently, \( u \) is locally Hölder continuous.

Proof. Let us fix arbitrary \( x \in B(x_0,r) \). Then one has \( B(x_0,r) \subset B(x,2r) \subset B(x_0,4r) \). By the upper estimate from Theorem 1 we get

\[
u(x) \leq C_U \left( \inf_{B(x,2r)} u + 2r + \int_0^{2r} g^{-1} \left( \frac{c s^{n-1} g(s^{\theta-1})}{s^{n-1}} \right) ds \right)
\]

\[
\leq c \left( \inf_{B(x_0,r)} u + r^\theta \right).
\]

We take supremum over \( B(x_0,r) \) on the both sides of the inequality above and get the inequality from the claim. Further by classical iteration as in [41, Chapter 6] or [37, Chapter 6], we get Hölder continuity of \( u \).

Specializing Corollaries 2.12 and 2.13, we have the following results.

Remark 2.14. Suppose \( u \) is a nonnegative \( A \)-superharmonic function satisfying

\[
-\text{div} A(x,Du) = -\text{div} \left( a(x)|Du|^{p-2}Du \right) = \mu_u \text{ in the sense of distributions for } p > 1 \text{ and } 0 < a \in L^\infty(\Omega) \text{ separated from zero.}
\]

Assume further that \( u \in C^{0,\theta}_{\text{loc}}(\Omega) \) with certain \( \theta \in (0,1) \), then \( \mu_u \) satisfies

\[
(14) \quad \mu_u(B(x,r)) \leq cr^{n-p+\theta(p-1)}
\]

for some \( c > 0, \theta \in (0,1) \) and all sufficiently small \( r > 0 \). On the other hand, if (14), then \( u \) is locally Hölder continuous.

Remark 2.15. Suppose \( u \) is a nonnegative \( A \)-superharmonic function satisfying

\[
(15) \quad -\text{div} A(x,Du) = -\text{div} \left( a(x)|Du|^{p-2} \log^\alpha(e + |Du|)Du \right) = \mu_u
\]

in the sense of distributions for \( p > 1, \alpha \in \mathbb{R}, \) and \( 0 < a \in L^\infty(\Omega) \) separated from zero. Assume further that \( u \in C^{0,\theta}_{\text{loc}}(\Omega) \) with certain \( \theta \in (0,1) \), then \( \mu_u \) satisfies

\[
(16) \quad \mu_u(B(x,r)) \leq cr^{n-p+\theta(p-1)} \log^\alpha(e + r^{\theta-1})
\]

for some \( c > 0, \theta \in (0,1) \) and all sufficiently small \( r > 0 \). On the other hand, if (16), then \( u \) is locally Hölder continuous.

The sufficient condition for (13) and, in turn, for the Hölder continuity of the solution is to assume that \( \mu_u = F_u \) belongs to a relevant Marcinkiewicz-type space \( L(\psi,\infty)(\Omega) \). We say that \( f \in L(\psi,\infty)(\Omega) \) if the maximal rearrangement \( f^{**} \) of \( f \) satisfies

\[
\sup_{s \in (0,1]} \frac{f^{**}(s)}{\psi^{-1}(1/s)} < \infty,
\]

see [62].
Corollary 2.16. Suppose \( u \) is a nonnegative \( A \)-superharmonic function satisfying

\[-\text{div} A(x, Du) = \mu_u = F_u \text{ in the sense of distributions, and } F_u \text{ belongs locally to the Marcinkiewicz-type space } L(\psi, \infty)(\Omega) \text{ with } \psi^{-1}(1/\lambda) = \lambda^{-\frac{1}{\theta}}g(\lambda^{-\theta}) \text{ for some } \theta \in (0, 1), \]

then \( u \) is locally Hölder continuous.

Proof. By (11) and the assumption we get that

\[ rg^{-1}\left(\frac{F_u(B(x,r))}{r^{n-1}}\right) \leq cr^\theta, \]

which is equivalent to (13). By Corollary 2.13 we get Hölder continuity of \( u \). □

This fact has the best possible consequence in the \( p \)-Laplace case.

Remark 2.17. If \( u \) is a nonnegative \( A \)-superharmonic function in \( \Omega \) satisfying

\[-\text{div} A(x, Du) = -\text{div} (a(x)|Du|^{p-2}Du) = F_u \text{ in the sense of distributions for } p > 1 \text{ and } 0 < a \in L^\infty(\Omega) \text{ separated from zero, and } F_u \text{ belongs locally to the Marcinkiewicz space } L(\frac{n}{p+\theta(p-1)}, \infty)(\Omega) \text{ for some } \theta \in (0, 1), \]

i.e.

\[ \sup_{\lambda > 0} \left( \lambda^{\frac{n}{p+\theta(p-1)}} |\{x \in \Omega_0 : F_u(x) > \lambda\}| \right) < \infty \text{ for } \Omega_0 \subseteq \Omega, \]

then \( u \) is locally Hölder continuous.

Remark 2.18. When \( G(t) \simeq t^p \log^\alpha(e + t), 1 < p < n, \alpha \in \mathbb{R}, \) and \( u \) is a nonnegative \( A \)-superharmonic function satisfying (12) and such that

\[ \sup_{\lambda > 0} \left( \lambda^{\frac{n}{p+\theta(p-1)}} \log^{-\frac{n(1-\theta)}{p+\theta(p-1)}}(e + \lambda^{-\theta}) |\{x \in \Omega_0 : F_u(x) > \lambda\}| \right) < \infty \]

for \( \Omega_0 \subseteq \Omega, \) then \( u \) is locally Hölder continuous.

2.3. Hedberg–Wolff Theorem. We present the general growth version of the theorem by Hedberg and Wolff. Let us refer to [12] for the classical formulation and proof, later proof in [2], and the variable exponent version elaborated in [54]. Our proof applies the estimates from Theorem 1 and is given in Section 5.

Theorem 2. Let \( \mu \) be a nonnegative bounded Radon measure compactly supported in bounded open set \( \Omega \subset \mathbb{R}^n \). Then

(17) \[ \mu \in (W_0^{1, G}(\Omega))^f \]

if and only if

(18) \[ \int_{\Omega} W_0^G(x, R) d\mu(x) < \infty \text{ for some } R > 0. \]
3. Preliminaries

3.1. Notation. In the following we shall adopt the customary convention of denoting by $c$ a constant that may vary from line to line. Sometimes to skip rewriting a constant, we use $\lesssim$. By $a \simeq b$, we mean $a \lesssim b$ and $b \lesssim a$. By $B_R$ we shall denote a ball usually skipping prescribing its center, when it is not important. Then by $cB_R = B_{cR}$ we mean then a ball with the same center as $B_R$, but with rescaled radius $cR$. We make use of symmetric truncation on level $k > 0$, $T_k : \mathbb{R} \to \mathbb{R}$, defined as follows

\begin{equation}
T_k(s) = \begin{cases}
  s & |s| \leq k, \\
  k \frac{s}{|s|} & |s| \geq k.
\end{cases}
\end{equation}

With $U \subset \mathbb{R}^n$ being a measurable set with finite and positive $n$-dimensional Lebesgue measure $|U| > 0$, and with $f : U \to \mathbb{R}^k$, $k \geq 1$ being a measurable map, by

$$\frac{1}{|U|} \int_U f(x) \, dx$$

we mean the integral average of $f$ over $U$. By $C^0,\gamma(U)$, $\gamma \in (0, 1]$, we mean the family of Hölder continuous functions, i.e. those measurable functions $f : U \to \mathbb{R}$ for which

$$[f]_{0, \gamma} := \sup_{x,y \in U, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\gamma} < \infty.$$ 

3.2. Basic definitions. References for this section are [49, 66].

We say that a function $G : [0, \infty) \to [0, \infty)$ is an $N$-function if it is convex, vanishes only at 0, and satisfies the additional growth conditions

$$\lim_{t \to 0} \frac{G(t)}{t} = 0 \quad \text{and} \quad \lim_{t \to \infty} \frac{G(t)}{t} = \infty.$$ 

The complementary function $\tilde{G}$ (called also the Young conjugate, or the Legendre transform) to a nondecreasing function $G : [0, \infty) \to [0, \infty)$ is given by the following formula

$$\tilde{G}(s) := \sup_{t>0} (s \cdot t - G(t)).$$

In the general growth case Young’s inequality reads as inequality

\begin{equation}
ts \cdot s \leq G(t) + \tilde{G}(s) \quad \text{for all} \quad s, t \geq 0.
\end{equation}

We say that a function $G : [0, \infty) \to [0, \infty)$ satisfies $\Delta_2$-condition if there exist $c_{\Delta_2}, t_0 > 0$ such that $G(2t) \leq c_{\Delta_2}G(t)$ for $t > t_0$. It describes the speed and the regularity of the growth. We say that $G$ satisfy $\nabla_2$-condition if $\tilde{G} \in \Delta_2$. Note that it is possible that $G$ satisfies only one of the conditions $\Delta_2/\nabla_2$. For instance, when
Wolff potentials in elliptic problems with Orlicz growth

\( G(t) = (1 + |t|) \log(1 + |t|) - |t| \), its complementary function is \( \tilde{G}(s) = \exp(|s|) - |s| - 1 \). Then \( G \in \Delta_2 \) and \( \tilde{G} \not\in \Delta_2 \).

See [66, Section 2.3, Theorem 3] for equivalence of various definitions of this condition. In particular, \( G \in \Delta_2 \cap \nabla_2 \) if and only if

\[
1 < i_G = \inf_{t > 0} \frac{tg(t)}{G(t)} \leq \sup_{t > 0} \frac{tg(t)}{G(t)} = s_G < \infty,
\]

where \( g(t) = G'(t) \). This assumption implies a comparison with power-type functions i.e.

\[
\frac{G(t)}{t^{i_G}} \text{ is non-decreasing} \quad \text{and} \quad \frac{G(t)}{t^{s_G}} \text{ is non-increasing.}
\]

Lemma 3.1. If an N-function \( G \in \Delta_2 \cap \nabla_2 \), then

\[
g(t) \simeq G(t) \quad \text{and} \quad \tilde{G}(g(t)) \simeq G(t)
\]

with the constants depending only on the growth indexes of \( G \), that is \( i_G \) and \( s_G \). Moreover, \( g\left(2t\right) \leq c g^{-1}(t) \) with \( c = c(i_G, s_G) \).

3.3. Orlicz spaces. Basic reference for this section is [3].

We study the solutions to PDEs in the Orlicz-Sobolev spaces equipped with a modular function \( G \in C^1((0, \infty)) \) - a strictly increasing and convex function such that \( G(0) = 0 \) and satisfying (21). Let us define a modular

\[
\varrho_G,u(U) = \int_U G(|u|) \, dx.
\]

Definition 3.2. For any bounded \( \Omega \subset \mathbb{R}^n \), by Orlicz space \( L^G(\Omega) \) we understand the space of measurable functions endowed with the Luxemburg norm

\[
\|f\|_{L^G(\Omega)} = \inf \{ \lambda > 0 : \varrho_{G,\Omega} (\frac{\lambda}{\lambda}) \leq 1 \}.
\]

We define the Orlicz-Sobolev space \( W^{1,G}(\Omega) \) as follows

\[
W^{1,G}(\Omega) = \{ f \in W^{1,1}_{loc}(\Omega) : |f|, |Df| \in L^G(\Omega) \},
\]

where the gradient is understood in the distributional sense, endowed with the norm

\[
\|f\|_{W^{1,G}(\Omega)} = \inf \{ \lambda > 0 : \varrho_{G,\Omega} (\frac{\lambda}{\lambda}) + \varrho_{G,\Omega} (\frac{\lambda}{\lambda}|Df|) \leq 1 \}
\]

and by \( W^{1,G}_0(\Omega) \) we denote the closure of \( C_0^{\infty}(\Omega) \) under the above norm.

Lemma 3.3. For any N-function \( G \) we have that \( \|f\|_{L^G(\Omega)} \leq \varrho_{G,\Omega}(|f|) + 1 \). If additionally \( G \in \Delta_2 \cap \nabla_2 \), then \( \varrho_{G,\Omega}(|f|) \) is bounded if and only if \( f \in L^G(\Omega) \).
The counterpart of the H"older inequality in this setting reads
\begin{equation} \label{eq:holder}
\|fg\|_{L^1(\Omega)} \leq 2\|f\|_{L^\varphi(\Omega)}\|g\|_{L^{\varphi^*}(\Omega)} \quad \text{for all } f \in L^G(\Omega), \ g \in L^{\tilde{G}}(\Omega).
\end{equation}

**Remark 3.4.** Since condition \( \varphi \) imposed on \( G \) implies \( \tilde{G} \in \Delta_2 \), the Orlicz-Sobolev space \( W^{1,G}(\Omega) \) we deal with is separable and reflexive.

**Proposition 3.5 (Modular Poincaré inequality, \([5],[57]\)).** For an \( N \)-function \( G \in C^1((0,\infty)) \), such that \( G \in \Delta_2 \cap \nabla_2 \), there exists a constant \( c = c(n,i_G,s_G) \), such that
\[
\int_{B_R} G \left( \frac{|f|}{R} \right) \, dx \leq c \int_{B_R} G(|Df|) \, dx \quad \text{for every } f \in W_0^{1,G}(B_R).
\]

For other modular Poincaré inequalities in the framework of Orlicz spaces see e.g.\([33]\) Example 3.1, \([36]\), \([53]\) Lemma 2.2.

**Remark 3.6.** If \( T_k u \in W^{1,G}(\Omega) \) for every \( k > 0 \), then there exists a unique measurable function \( Z_u : \Omega \to \mathbb{R}^n \) such that \( D(T_k u) = 1_{\{|u| < k\}} Z_u \) a.e. in \( \Omega \), for every \( k \), see \([8]\) Lemma 2.1. For \( u \in W^{1,G}(\Omega) \), we have \( Z_u = Du \) a.e. in \( \Omega \). Thus, we call \( Z_u \) the generalized gradient of \( u \) and, abusing the notation, for \( u \) such that \( T_k u \in W^{1,G}(\Omega) \) for every \( k > 0 \) we write simply \( Du \) instead of \( Z_u \). In all cases this notation means \( Du = \lim_{k \to \infty} D(T_k u) \).

### 3.4. The operator
We notice that in such regime the operator \( \mathcal{A}_G \) acting as
\[
\langle \mathcal{A}_G u, \phi \rangle := \int_\Omega A(x,Du) \cdot D\phi \, dx \quad \text{for } \phi \in C_0^\infty(\Omega)
\]
is well defined on a reflexive and separable Banach space \( W^{1,G}(\Omega) \) and \( \mathcal{A}_G(W^{1,G}(\Omega)) \subset (W^{1,G}(\Omega))' \). Indeed, when \( u \in W^{1,G}(\Omega) \) and \( \phi \in C_0^\infty(\Omega) \), growth conditions \([8]\), H"older’s inequality \([24]\), and Lemma \([8]\) justify that
\[
|\langle \mathcal{A}_G u, \phi \rangle| \leq c \int_\Omega \frac{G(|Du|)}{|Du|} |D\phi| \, dx \leq c \left\| \frac{G(|Du|)}{|Du|} \right\|_{L^{\varphi^*}(\Omega)} \|D\phi\|_{L^\varphi(\Omega)} \leq c \|Du\|_{L^\varphi(\Omega)} \|D\phi\|_{L^\varphi(\Omega)} \leq c \|\phi\|_{W^{1,G}(\Omega)}.
\]

### 3.5. Solutions, approximable solutions, \( \mathcal{A} \)-supersolutions and \( \mathcal{A} \)-harmonic functions
All the problems are considered under Assumption \( (A) \), see Section 2. A continuous function \( u \in W^{1,G}_{loc}(\Omega) \) is an \( \mathcal{A} \)-harmonic function in an open set \( \Omega \) if it is a (weak) solution to the equation \( -\text{div} A(x,Du) = 0 \), i.e.
\[
\int_\Omega A(x,Du) \cdot D\phi \, dx = 0 \quad \text{for every } \phi \in C_0^\infty(\Omega).
\]
As a direct consequence of \([22]\) Theorem 2 we infer the following.

**Proposition 3.7 (Existence of \( \mathcal{A} \)-harmonic functions).** Under Assumption \( (A) \) if \( \Omega \) is bounded and \( w \in W^{1,G}(\Omega) \cap C(\Omega) \), then there exists a unique solution \( u \in W^{1,G}(\Omega) \cap C(\Omega) \) to problem
\[
\left\{ \begin{array}{l}
-\text{div} A(x,Du) = 0 \quad \text{in } \Omega,
\end{array} \right.
\]
\[
u - w \in W_0^{1,G}(\Omega).
\]
Moreover, for every \( E \subset \Omega \) we have
\[
\|u\|_{L^\infty(E)} \leq c(\text{data}, \|Du\|_{L^\varphi(\Omega)}).
\]
We call a function \( u \in W^{1,G}_{\text{loc}}(\Omega) \) a (weak) \( \mathcal{A} \)-supersolution to (5) if 
\[
-\text{div}\mathcal{A}(x,Du) \geq 0 \quad \text{weakly in } \Omega,
\]
that is
\[
\int_{\Omega} \mathcal{A}(x,Du) \cdot D\phi \, dx \geq 0 \quad \text{for all } 0 \leq \phi \in C_0^\infty(\Omega)
\]
and a (weak) \( \mathcal{A} \)-subsolution if 
\[
-\text{div}\mathcal{A}(x,Du) \leq 0 \quad \text{weakly in } \Omega,
\]
that is
\[
\int_{\Omega} \mathcal{A}(x,Du) \cdot D\phi \, dx \leq 0 \quad \text{for all } 0 \leq \phi \in C_0^\infty(\Omega).
\]

We consider a measure data problem
\[
\begin{cases}
-\text{div}\mathcal{A}(x,Du) = \mu \quad \text{in } \Omega, \\
u = 0 \quad \text{on } \partial\Omega.
\end{cases}
\] (26)

A function \( u \in W^{1,G}_{\text{loc}}(\Omega) \) is called a weak solution to (26), if
\[
\int_{\Omega} \mathcal{A}(x,Du) \cdot D\phi \, dx = \int_{\Omega} \phi \, d\mu(x) \quad \text{for every } \phi \in C_0^\infty(\Omega).
\] (27)

Recall that \( W^{1,G}_{0}(\Omega) \) is separable and by its very definition \( C_0^\infty(\Omega) \) is dense there.

**Remark 3.8** (Existence and uniqueness of weak solutions). For \( \mu \in (W^{1,G}_{0}(\Omega))' \), due to the strict monotonicity of the operator, there exists a unique weak solution to (26), see [44].

Obviously, for arbitrary measure one cannot expect that weak solutions to (26) exist, but there is a suitable notion of solutions we can employ here. They are called ‘approximable’, built like SOLA but involving the use of truncations [10]. We define them as in [29]. A function \( u \), such that \( T_s u \in W^{1,G}_{\text{loc}}(\Omega) \) for every \( s > 0 \), is called an ‘approximable solution’ to the Dirichlet problem (26) with a given bounded Radon measure \( \mu \), if there exists a sequence \( \{f_k\}_k \subset L^1(\Omega) \) converging weakly-* to \( \mu \) in the space of measures, i.e. such that
\[
\lim_{k \to \infty} \int_{\Omega} \phi \, f_k \, dx = \int_{\Omega} \phi \, d\mu \quad \text{for every } \phi \in C_0(\Omega)
\]
and a sequence of weak solutions \( \{u_k\}_k \subset W^{1,G}_{0}(\Omega) \) to problem (26) with \( \mu \) replaced by \( f_k \), satisfying \( u_k \to u \) a.e. in \( \Omega \).

**Remark 3.9** (Existence and uniqueness of ‘approximable solutions’). Due to [29] an ‘approximable solution’ exists for every bounded Radon measure \( \mu \) and then \( \mathcal{A}(x,Du_k) \to \mathcal{A}(x,Du) \) a.e. in \( \Omega \) with generalized gradient, cf. Remark 3.6. When the datum is absolutely continuous with respect to Lebesgue’s measure the solutions not only exist, but they are also proven to be unique.
Let us additionally comment that the use of truncations in the definition of ‘approximable solutions’ make us independent of typical restrictions for the growth of the operator from below (we do not need to assume \( p > 2 - \frac{1}{n} \)). Indeed, a very weak solution obtained as a limit of approximation may not have a locally integrable distributional gradient, but its truncation is \( W^{1,1}_{loc} \)-regular.

The classes of \( A \)-superharmonic and \( A \)-subharmonic functions are defined by the Comparison Principle.

**Definition 3.10.** A lower semicontinuous function \( u \) is said to be \( A \)-superharmonic if for any \( K \Subset \Omega \) and any \( A \)-harmonic \( h \in C(\bar{K}) \) in \( K \), \( u \geq h \) on \( \partial K \) implies \( u \geq h \) in \( K \). We say that an upper semicontinuous function \( u \) is \( A \)-subharmonic if \( (-u) \) is \( A \)-superharmonic.

Note that we do not assume for the definition that \( A \)-superharmonic function is finite a.e., though it is assumed in the hypotheses of our main theorems.

Directly from the definition we see that functions \( \min\{u,v\} \) and \( a_1u + a_2 \) are \( A \)-superharmonic provided \( u \) and \( v \) are and \( a_1, a_2 \in \mathbb{R} \), \( a_1 \geq 0 \).

We have the following relations between \( A \)-superharmonic functions and \( A \)-supersolutions.

**Lemma 3.11** (Lemma 4.4, [24]). If \( u \) is a continuous \( A \)-supersolution, then it is \( A \)-superharmonic.

**Lemma 3.12** (Lemma 4.6, [24]). If \( u \) is \( A \)-superharmonic in \( \Omega \) and locally bounded from above, then \( u \in W^{1,G}_{loc}(\Omega) \) and \( u \) is \( A \)-supersolution in \( \Omega \).

Note that within our regime \( g = G' \) is strictly increasing, but not necessarily convex. Although in general \( g \) does not generate the Orlicz space and does not support Poincaré inequality, we still can define modular \( \varrho_{g,\Omega} \) as in (23) and by its means describe fine properties of \( A \)-harmonic functions. When \( G \) is growing slowly, one cannot expect uniform integrability of gradients of truncations of solutions, but we can substitute it with the following result.

**Remark 3.13.** If \( u \) is an \( A \)-superharmonic function, which is finite a.e. in \( \Omega \), we can cover any set compactly included in \( \Omega \) with finite number of balls \( B \) of equal radius and such that \( \varrho_{g,B}(|Du|) \leq 1 \).

Indeed, due to [24, Remark 4.13] a generalized gradient of \( u \) is well-defined. Moreover, by [29, Lemma 4.5] or [24, Lemma 4.12] there exists a function \( \zeta_{\text{grad}} : [0,|\Omega|] \to [0,\infty) \), such that \( \lim_{s \to 0^+} \zeta_{\text{grad}}(s) = 0 \) and for every measurable set \( E \subset B \) it holds that \( \varrho_{g,E}(|Du|) \leq \zeta_{\text{grad}}(|E|) \).

3.6. \( A \)-superharmonic functions generate measures. \( A \)-supersolutions can be characterized as solutions to measure data problems. This follows from the fact that a nonnegative distribution is a nonnegative measure (see e.g. [67, Théorème VI]). As a consequence, we can state what follows.

**Lemma 3.14.** If a function \( u \in W^{1,G}_{loc}(\Omega) \) is an \( A \)-supersolution to (5), then there exists a nonnegative measure \( \mu_u \in (W^{1,G}_{0,loc}(\Omega))^\prime \), such that (26) holds with \( \mu_u \) being a nonnegative Radon measure, that is

\[
\int_{\Omega} A(x,Du) \cdot D\phi \, dx = \int_{\Omega} \phi \, d\mu_u(x) \quad \text{for all} \quad 0 \leq \phi \in C^\infty_{0}(\Omega).
\]
With $A$-superharmonic functions the situation is a bit more subtle. In general an $A$-superharmonic function does not have to belong to $W^{1,1}_{\text{loc}}(\Omega)$, it is only the limit of $\{T_k u\} \subset W^{1,1}_{\text{loc}}(\Omega)$ being $A$-supersolutions (see Lemma 3.12). Nonetheless by [24, Remark 4.13] generalized gradient of $u$, in the sense of Remark 3.6 is well-defined. Henceforth, we have the following observation.

**Proposition 3.15.** Suppose that $u$ is $A$-superharmonic and finite a.e. in $\Omega$, then there is a nonnegative Radon measure $\mu_u$ on $\Omega$, such that

$$\int_\Omega A(x, Du) \cdot D\phi dx = \int_\Omega \phi \, d\mu_u(x) \quad \text{for every } \phi \in C^\infty_0(\Omega).$$

Recall that $\mu_u$ as a nonnegative distribution is a nonnegative measure.

### 3.7. Auxiliary results from Orlicz potential theory.

In this section we present results of [24] specified to our case.

**Lemma 3.16** (Comparison Principle, Lemma 3.5, [24]). Let $u \in W^{1,1}_{\text{loc}}(\Omega)$ be an $A$-supersolution, and $v \in W^{1,1}_{\text{loc}}(\Omega)$ be an $A$-subsolution. If $\min(u - v) \in W^{1,1}_{\text{loc}}(\Omega)$, then $u \geq v$ a.e. in $\Omega$.

As a direct consequence of comparison with $v \equiv 0$ solving $-\text{div} A(x, Du) = 0$, we have the following conclusion.

**Remark 3.17.** $A$-supersolutions are nonnegative a.e.

**Proposition 3.18** (Harnack’s Principle, Theorem 2, [24]). Suppose that $u_i, i = 1, 2, \ldots$, are $A$-superharmonic and finite a.e. in $\Omega$. If the sequence $\{u_i\}$ is non-decreasing then the limit function $u = \lim_{i \to \infty} u_i$ is $A$-superharmonic or infinite in $\Omega$. Furthermore, if $u_i, i = 1, 2, \ldots$, are nonnegative, then up to a subsequence also $Du_i \rightharpoonup Du$ a.e. in $\{u < \infty\}$, where ‘$\rightharpoonup$’ stands for the generalized gradient.

**Proposition 3.19** (Minimum Principle, Theorem 4, [24]). Suppose $u$ is $A$-superharmonic and finite a.e. in $\Omega$. If $E \Subset \Omega$ a connected open subset of $\Omega$, then

$$\inf_E u = \inf_{\partial E} u.$$

**Proposition 3.20** (Maximum Principle, Corollary 4.16, [24]). Suppose $u$ is $A$-subharmonic and finite a.e. in $\Omega$. If $E \Subset \Omega$ a connected open subset of $\Omega$, then

$$\sup_E u = \sup_{\partial E} u.$$

Recall that by Remark 3.13 we can cover a compact set included in our domain with finite number of balls $B$ of equal radius and such that $g_{a,B}(|Du|) \leq 1$, so without any loss of generality we can state a favorable Harnack’s inequality over such small balls.

**Proposition 3.21** (Harnack’s inequality, Theorem 1, [24]). Suppose $u$ is an $A$-harmonic and nonnegative function in a connected set $\Omega$. Then there exist $R_H = R_H(n) > 0$ and $C = C(\text{data}, n, R_H, \text{ess sup}_{B_{R_H}} u) > 0$ such that

$$\sup_{B_R} u \leq C(\inf_{B_R} u + R)$$

for all $R \in (0, R_H]$ provided $B_{3R} \Subset \Omega$ and $g_{a,B_{3R}}(|Du|) \leq 1$. 

Inequality (28) was provided first for solutions to problems with Orlicz growth with a constant dependent on $\sup_{B_R} u$, see [53]. For superquasiminimizers a similar result is given in [39], but the proof for Orlicz $A$-harmonic functions was not proven before [24].

**Proposition 3.22** (Corollary 4.17, [24]). Suppose $u$ is $A$-harmonic in $B_{\frac{3}{2}R} \setminus B_R$, then there exist $R_H, C > 0$ from Proposition 3.21, such that

$$\sup_{\partial B_{\frac{3}{2}R}} u \leq C(\inf_{\partial B_{\frac{3}{2}R}} u + 2R)$$

for all $R \in (0, R_H]$ provided $B_{3R} \subseteq \Omega$ and $g_{g,B_{3R}}(|Du|) \leq 1$.

Since an $A$-supersolution is always a superminimizer (see [24, Lemma 3.7]), we can specify [39, Theorem 4.3] in the following way.

**Proposition 3.23** (Weak Harnack estimate for $A$-supersolutions). Suppose $u \in W^{1, G}_{\text{loc}}(\Omega)$ is a nonnegative $A$-supersolution. Then for $R_H(n) > 0$, $s_0 = s_0(\text{data}, n)$, and $c = c(\text{data}, n) > 0$, such that

$$\left(\int_{B_{2R}} u^{s_0} \, dx\right)^{\frac{1}{s_0}} \leq c(\text{ess inf}_{B_R} u + R),$$

for all $R \in (0, R_H]$ provided $B_{3R} \subseteq \Omega$ and $g_{g,B_{3R}}(|Du|) \leq 1$.

Let us note that after we completed our manuscript, the weak Harnack inequalities with an explicit exponent for unbounded supersolutions was proven in [9].

### 3.8. Properties of the Poisson modification

The Poisson modification of an $A$-superharmonic function in a regular set $E$ carries the idea of local smoothing of $A$-superharmonic functions. A boundary point is called regular if at this point the boundary value of any Orlicz-Sobolev function is attained not only in the Sobolev sense but also pointwise. See [39] for the result (in the generalized Orlicz case) that if the complement of $\Omega$ is locally fat at $x_0 \in \partial \Omega$ in the capacity sense, then $x_0$ is regular. A set is called regular if all of its boundary points are regular. In particular, polyhedra, balls $B_R$ and annuli $B_R \setminus B_{\varepsilon R}$, $\varepsilon \in (0, 1)$ are regular.

Let us consider a function $u$, which is $A$-superharmonic and finite a.e. in $\Omega$ and an open set $E \subset \Omega$ with regular $E$. We define

$$u_E = \inf\{v : v \text{ is } A\text{-superharmonic in } E \text{ and } \liminf_{y \to x} v(y) \geq u(x) \text{ for each } x \in \partial E\}$$

and the **Poisson modification** of $u$ in $E$ by

$$P(u, E) = \begin{cases} u & \text{in } \Omega \setminus E, \\ u_E & \text{in } E. \end{cases}$$

The Poisson modification has the following nice properties.

**Proposition 3.24** (Theorem 3, [24]). If $u$ is $A$-superharmonic and finite a.e. in $\Omega$, then its Poisson modification $P(u, E)$ is $A$-superharmonic in $\Omega$, $A$-harmonic in $E$, and $P(u, E) \leq u$ in $\Omega$. 
3.9. Caccioppoli-type estimate.

**Proposition 3.25.** Suppose \( v \in W^{1,G}_0(\Omega) \) is a nonnegative \( A \)-subsolution and a cutoff function \( \eta \in C^\infty_0(B_{2R}) \) is such that \( 1_{B_R} \leq \eta \leq 1_{B_{2R}} \) and \( |D\eta| \leq c/R \). For any \( q \geq s_G \) there exists \( c > 0 \), such that

\[
\int_{B_{2R}} G(|Dv|)\eta^q \, dx \leq c \int_{B_{2R}} G(v|D\eta|) \, dx.
\]

**Proof.** We test (25) with \( \xi = \eta^qv \) to get

\[
\int_\Omega A(x,Dv) \cdot Dv \eta^q \, dx \leq -q \int_\Omega A(x,Dv) \cdot D\eta \eta^q v \, dx.
\]

Therefore, due to coercivity of \( A \) and the Cauchy-Schwartz inequality we have

\[
\int_{B_{2R}} G(|Dv|)\eta^q \, dx \leq c \int_{B_{2R}} g(|Dv|)|D\eta|\eta^{q-1}v \, dx =: K
\]

Noting that \( q \) is large enough to satisfy \( s'_G \geq q' \), we have in turn that \( \tilde{G}(\eta^{q-1}t) \leq c\eta^q\tilde{G}(t) \) and \( \tilde{G}(\eta^{q-1}t) \leq c\eta^q\tilde{G}(g(t)) \leq c\eta^qG(t) \).

Then, using Young inequality (20) applied to the integrand of \( K \) we get

\[
K \leq \varepsilon \int_{B_{2R}} \tilde{G}(\eta^{q-1}|Dv|) \, dx + c_\varepsilon \int_{B_{2R}} G(v|D\eta|) \, dx
\]

\[
\leq \varepsilon \int_{B_{2R}} \eta^qG(|Dv|) \, dx + c_\varepsilon \int_{B_{2R}} G(v|D\eta|) \, dx
\]

with arbitrary \( \varepsilon < 1 \). Choosing \( \varepsilon \) small enough to absorb the term, and noticing that \( 1_{B_R} \leq \eta \leq 1_{B_{2R}} \), we obtain (30). \( \square \)

4. Main proof

The organization of this section is as follows. Subsection 4.1 provides a bunch of remarks on our proof. In Subsection 4.2 we prove the lower bound, while in Subsection 4.3 the upper bound.

4.1. Reductions and remarks on the proof. Our main steps follow the scheme of [48,69] and essentially employ nonstandard growth potential theory tools coming from recent paper [24] presented in Section 3.7.

We justify here that without loss of generality of the result itself, we can significantly simplify our proof. Namely, it is enough to prove Theorem 1 for continuous \( A \)-supersolutions. We recall that Section 3.6 explains how an \( A \)-superharmonic function generates a measure \( \mu_u \).

To motivate that in our proof \( u \) can be assumed to be continuous let us remark that it is lower semicontinuous by the very definition of an \( A \)-superharmonic function. To find approximation from below by continuous functions we proceed as in
the proofs of [24] Proposition 4.5 and Lemma 4.6. Let us consider a nondecreasing sequence \( \{\phi_j\}_j \) of nonnegative Lipschitz functions converging pointwise to \( u \). Considering the Dirichlet problems with obstacles \( \phi_j \), \( j = 1, 2, \ldots \), and boundary datum \( u \), we get the sequence \( \{u_j\}_j \) of nonnegative continuous \( \mathcal{A} \)-supersolutions converging to \( u \) pointwise with \( Du_j \to Du \) a.e. for some non-relabeled subsequence and generalized gradient \( 'D' \). For well-posedness and basic properties of the obstacle problem see [22] Section 4] and [43]. By Lemma 3.16 the sequence \( \{u_j\}_j \) is nondecreasing. Then for every \( j \), we have that \( \{T_k u_j\}_k \) is a nondecreasing sequence of continuous functions converging to \( u_j \) and by Lemma 3.14 they generate a sequence of measures \( \{\mu_{T_k u_j}\}_k \subset (W^{1,G}_0(\Omega))' \). Note that \( \{\mu_{T_k u_j}\}_k \) locally converge weakly-* to \( \mu_u \). Indeed, \( u_j \) is locally bounded and therefore, by Proposition 3.25 we infer that \( \{\mu_{G,G'}([DT_k u_j])\}_k \) is uniformly bounded for every \( \Omega' \subset \Omega \). Then by Lemma 3.3 we get that \( \{T_k u_j\}_k \) is locally uniformly bounded in \( W^{1,G}_0(\Omega) \) and, consequently, we may pass to its (non-relabeled) weakly convergent subsequence in \( W^{1,G}_0(\Omega) \). Thus, when we fix arbitrary \( \xi \in W^{1,G}_0(\Omega) \) with supp \( \xi \subset \Omega \), then reasoning as in [24, Lemma 4.6], we have

\[
\mathcal{A}(\cdot, DT_k u_j) \rightharpoonup \mathcal{A}(x, Du_j) \quad \text{weakly in} \quad (L^G(\Omega))^n
\]

and hence

\[
\lim_{k \to \infty} \int_{\Omega} \xi \, d\mu_{T_k u_j} = \lim_{k \to \infty} \int_{\Omega} \mathcal{A}(x, DT_k u_j) \cdot D\xi \, dx = \int_{\Omega} \mathcal{A}(x, Du_j) \cdot D\xi \, dx = \int_{\Omega} \xi \, d\mu_{u_j}.
\]

Choosing diagonally subsequence of \( \{T_k u_j\}_{k,j} \), we get a nondecreasing sequence \( \{u^i\}_i \) of continuous and bounded \( \mathcal{A} \)-supersolutions converging pointwise to \( u \) and such that \( Du^i \to Du \) a.e. in \( \Omega \). Then the corresponding measures \( \mu_{u^i} \) locally converge weakly-* to \( \mu_u \) in the space of measures.

**Lower bound.** We note that

\[
\mu_u(B(x_0, r)) \leq \liminf_{i \to \infty} \mu_{u^i}(B(x_0, r)).
\]

When we take \( R \) as in the hypothesis and \( \varepsilon \ll R \) we have

\[
W^G_{\mu_u}(x_0, R) \leq \int_0^{R+\varepsilon} \frac{g^{-1}(\mu_u(B(x_0, r)))}{r^{n-1}} \, dr.
\]

By making use of the above facts, Fatou’s lemma, and finally sending \( \varepsilon \to 0 \) we get the upper estimate.

**Upper bound.** We use analogous arguments and the observation that

\[
\limsup_{i \to \infty} \mu_{u^i}(B(x_0, r)) \leq \mu_u(B(x_0, r)).
\]
4.2. Proof of lower bound in Theorem 1

In Section 4.1 we motivate that it is enough to prove (7) for \( u \) being continuous and bounded \( \mathcal{A} \)-supersolutions.

**Proof.** Fix \( R \in (0, R_0/2) \), then \( B(x_0, 2R) \subseteq \Omega \). We set

\[
R_k = 2^{1-k}R \quad \text{and} \quad B_k = B(x_0, R_k), \quad k = 0, 1, \ldots.
\]

Since \( u \) is an \( \mathcal{A} \)-supersolution, then by Lemma 3.14 there exists a nonnegative measure \( \mu_u \in (W_0^{1,G}(B_k))' \) such that

\[
-\text{div} \mathcal{A}(x, Du) = \mu_u \geq 0.
\]

Then having \( \theta_k \in C_0^\infty(\mathbb{R}_+^{n+1}) \) such that \( \mathbb{1}_{\frac{5}{4}B_k+1} \leq \theta_k \leq \mathbb{1}_{\frac{5}{4}B_{k+1}} \), we set

\[
\mu_{w_k} := \theta_k \mu_u \quad \text{in} \quad B_k.
\]

Note that

\[
\mu_{w_k}(B_{k+1}) = \mu_u(B_{k+1}).
\]

Moreover, we have \( \mu_{w_k} \in (W_0^{1,G}(B_k))' \). Therefore, by Remark 3.18 there exists \( w_k \in W_0^{1,G}(B_k) \) being a weak solution to

\[
-\text{div} \mathcal{A}(x, Dw_k) = \mu_{w_k} \quad \text{in} \quad B_k.
\]

Since \( w_k \) is an \( \mathcal{A} \)-supersolution, by Comparison Principle (Lemma 3.16) we get that \( w_k \geq 0 \). Taking into account the support of \( \theta_k \), we notice that \( w_k \) is \( \mathcal{A} \)-harmonic in \( B_k \setminus \frac{5}{4}B_{k+1} \). Let us note that

\[
(w_k - u + \min_{\partial B_k} u)_+ \in W_0^{1,G}(B_k).
\]

By testing the equations for \( u \) and for \( w_k \) against this function and then subtracting, we arrive at

\[
0 \leq \int_{B_k} (w_k - u + \min_{\partial B_k} u)_+ \, d\mu_u - \int_{B_k} (w_k - u + \min_{\partial B_k} u)_+ \, d\mu_{w_k}
= \int_{B_k} \left( \mathcal{A}(x, Du) - \mathcal{A}(x, Dw_k) \right) \cdot D(w_k - u + \min_{\partial B_k} u)_+ \, dx
= -\int_{B_k \cap \{w_k - u + \min_{\partial B_k} u \geq 0\}} \left( \mathcal{A}(x, Du) - \mathcal{A}(x, Dw_k) \right) \cdot (Du - Dw_k) \, dx \leq 0,
\]

where the last inequality follows from the monotonicity of \( \mathcal{A} \). In turn, we directly infer that \( D(w_k - u + \min_{\partial B_k} u)_+ = 0 \) in \( B_k \), so

\[
w_k \leq u - \min_{\partial B_k} u \quad \text{in} \quad B_k.
\]
Take any \( \phi \in C^\infty_0(B_k) \) such that \( 1_{\frac{3}{2}B_k} \leq \phi \leq 1_{B_k} \) and \( |D\phi| \leq c/R_k \).

Then by Maximum Principle (Proposition 3.20) for \( w_k \) being \( A \)-harmonic in \( \text{supp} \, D\phi \)

\[
(35) \quad w_k(x) = \min\{w_k(x), \max_{\partial B_{\frac{3}{2}}B_k} w_k\} \quad \text{in} \quad \text{supp} \, D\phi
\]

and by Minimum Principle (Proposition 3.19)

\[
(36) \quad \min_{\partial \frac{3}{2}B_k} w_k \leq \min\{w_k(x), \max_{\partial \frac{3}{2}B_k} w_k\}.
\]

Recall that \( \min_{\partial B_k} w_k + R_k > 0 \). Taking into account (32), (36) and extending the domain of integration one can estimate

\[
\mathcal{I}_0 := \left( \min_{\partial \frac{3}{2}B_k} w_k + R_k \right) \mu_k(B_{k+1})
\]
\[
= \left( \min_{\partial \frac{3}{2}B_k} w_k + R_k \right) \mu_{w_k}(B_{k+1})
\]
\[
\leq \int_{B_k} \left( \min\{w_k(x), \max_{\partial \frac{3}{2}B_k} w_k\} + R_k \right) \phi^q \, d\mu_{w_k}(x) =: \mathcal{I}_1
\]

Take any \( q \geq s_G \). Since \( (\min\{w_k(x), \max_{\partial \frac{3}{2}B_k} w_k\} + R_k) \phi^q \in W^{1,G}_0(B_k) \), it is an admissible test function in (33), and therefore

\[
\mathcal{I}_1 = \int_{B_k} A(x, Dw_k) \cdot D\left( \min\{w_k(x), \max_{\partial \frac{3}{2}B_k} w_k\} + R_k \right) \phi^q \, dx
\]
\[
= \int_{B_k \cap \{w_k \leq \max_{\partial \frac{3}{2}B_k} w_k\}} A(x, Dw_k) \cdot D\left( \min\{w_k(x), \max_{\partial \frac{3}{2}B_k} w_k\} + R_k \right) \phi^q \, dx
\]
\[
= \int_{B_k \cap \{w_k \leq \max_{\partial \frac{3}{2}B_k} w_k\}} A(x, Dw_k) \cdot D(w_k + R_k) \phi^q \, dx
\]
\[
= \int_{B_k \cap \{w_k \leq \max_{\partial \frac{3}{2}B_k} w_k\}} A(x, Dw_k) \cdot Dw_k \phi^q \, dx
\]
\[
+ q \int_{B_k \cap \{w_k \leq \max_{\partial \frac{3}{2}B_k} w_k\}} A(x, Dw_k) \cdot D\phi \phi^{q-1} (w_k + R_k) \, dx =: \mathcal{I}_2,
\]
where we used (35). By the Schwartz inequality, growth conditions, and Lemma 3.1 we get

\[ I_2 \leq \int_{B_k \cap \{w_k \leq \max_{\partial B_r w_k}\}} |A(x, Dw_k)| |Dw_k| \varphi^q \, dx \\
+ q \int_{B_k \cap \{w_k \leq \max_{\partial B_r w_k}\}} |A(x, Dw_k)||D\varphi|^q |\min_{\partial B_r w_k} w_k + R_k| \, dx \\
\leq c \int_{B_k \cap \{w_k \leq \max_{\partial B_r w_k}\}} G(|Dw_k|) \varphi^q \, dx \\
+ c \int_{B_k} g(\min_{\partial B_r w_k} (w_k, \max w_k)) \|D\varphi\|^q |\min_{\partial B_r w_k} w_k + R_k| \, dx \\
\leq c \int_{B_k} G(\min_{\partial B_r w_k}(w_k, \max w_k)) \varphi^q \, dx \\
+ c \int_{B_k} g(\min_{\partial B_r w_k}(w_k, \max w_k)) |\varphi|^q \left( \max_{\partial B_r w_k} w_k + R_k \right) |D\varphi| \, dx \\
=: I_3^1 + I_3^2.

To estimate \( I_3^1 \) we note that \( \min_{\partial B_r w_k} w_k \) is \( A \)-supersolution, so

\[
\left( \max_{\partial B_r w_k} w_k - \min_{\partial B_r w_k} w_k \right)
\]

is a nonnegative \( A \)-subsolution,

and hence by the Caccioppoli estimate (Proposition 3.25) for this function we get

\[
I_3^1 = c \int_{B_k} G(\min_{\partial B_r w_k}(w_k, \max w_k)) \varphi^q \, dx \\
\leq c \int_{\supp_{D\varphi}} G \left( \frac{\max_{\partial B_r w_k} w_k}{R_k} \right) \, dx =: I_4^1,
\]

where we used also doubling properties of \( G \). As \( w_k \) is \( A \)-harmonic on \( \supp D\varphi \), we can use the Harnack inequality (Proposition 3.22) to end with

\[
I_4^1 \leq c \int_{\supp_{D\varphi}} G \left( \frac{\min_{\partial B_r w_k} w_k + R_k}{R_k} \right) \, dx \leq c R_k^q G \left( \frac{\min_{\partial B_r w_k} w_k + R_k}{R_k} \right) =: I_5^1.
\]
In order to estimate $T_3^2$, we use Young’s inequality, arguments contained in the proof of Proposition 3.25 and Lemma 3.1 to get

$$T_3^2 = c \int_{B_k} g(|D(\max w_k - \min \{ w_k(x), \max w_k \})|) \phi^{q-1} (\max w_k + R_k)|D\phi| \, dx$$

$$\leq c \int_{B_k} \tilde{G} \left( \left( \max w_k - \min \{ w_k(x), \max w_k \} \right) \phi^{q-1} \right) \, dx$$

$$+ c \int_{B_k} G \left( \max w_k + R_k \right) |D\phi| \, dx,$$

$$\leq c \int_{B_k} G \left( \left( \max w_k - \min \{ w_k(x), \max w_k \} \right) \phi^{q} \right) \, dx$$

$$+ c \int_{B_k} G \left( \max w_k + R_k \right) |D\phi| \, dx =: T_4^2,$$

Then, as in the case $T_3^1 \leq T_3^4$ above, by Propositions 3.25 and 3.22 we obtain

$$T_4^2 \leq c \int_{\text{supp } D\phi} G \left( \frac{\min_{\partial \bar{B}_k} w_k + R_k}{R_k} \right) \, dx \leq c R_k^n G \left( \frac{\min_{\partial \bar{B}_k} w_k + R_k}{R_k} \right) = c T_5^1.$$

Summing it up, we get $T_0 \leq T_3^1 + T_3^4 \leq c T_5^1$, which by Lemma 3.1 implies

$$\mu_u(B_{k+1}) \leq c R_k^n \frac{R_k}{\min_{\partial \bar{B}_k} w_k + R_k} G \left( \frac{\min_{\partial \bar{B}_k} w_k + R_k}{R_k} \right)$$

$$\leq c R_k^n g^{-1} \left( \frac{\min_{\partial \bar{B}_k+1} u - \min_{\partial \bar{B}_k} u + R_k}{R_k} \right).$$

In (34) we noticed that $w_k \leq u - \min_{\partial B_k} u$ in $B_k$, so we have

$$\mu_u(B_{k+1}) \leq c R_k^n g^{-1} \left( \frac{\min_{\partial \bar{B}_k+1} u - \min_{\partial \bar{B}_k} u + R_k}{R_k} \right)$$

and finally

$$R_k g^{-1} \left( \frac{\mu_u(B_{k+1})}{R_k^{n-1}} \right) \leq c \left( \min_{\partial \bar{B}_k+1} u - \min_{\partial \bar{B}_k} u + R_k \right).$$

(37)

Having $R_k$ as in (31) we estimate

$$\int_{j \leq r} g^{-1} \left( \frac{\mu_u(B_j(x_0, r))}{r^{n-1}} \right) \, dr = \sum_{k=1}^{\infty} \int_{R_{k+1}}^{R_k} g^{-1} \left( \frac{\mu_u(B(x_0, r))}{r^{n-1}} \right) \, dr$$

$$\leq \sum_{k=1}^{\infty} \int_{R_{k+1}}^{R_k} g^{-1} \left( \frac{\mu_u(B(x_0, R_k))}{R_k^{n-1}} \right) \, dr$$

$$\leq \sum_{k=1}^{\infty} (R_k - R_{k+1}) g^{-1} \left( \frac{4^{n-1} \mu_u(B_k)}{R_k^{n-1}} \right)$$

$$\leq c \sum_{j=1}^{\infty} \frac{R_k - R_{k+1}}{4} g^{-1} \left( \frac{\mu_u(B_k)}{R_k^{n-1}} \right).$$

(38)
Therefore by (37) we get
\[
\int_0^R g^{-1}\left(\mu_{u}(B(x_0,r))\right) dr \leq \sum_{k=1}^{\infty} \frac{c}{4} \left( \min_{\partial B_{R_k}} u - \min_{\partial B_{R_k}^{R-1}} u + R_{k-1} \right)
\]
\[
= c \left( \lim_{k \to \infty} \min_{\partial B_{R_k}} u + R \right).
\]

On the other hand, Minimum Principle from Proposition 3.19 for \( u \) being \( A \)-supersolution in \( B_{k+1} \) yields
\[
\min_{\partial B_{k+1}} u = \min_{B_{k+1}} u \leq u(x_0).
\]

Therefore, recalling the definition of \( W_{\mu u}^G \) given in (4), we can conclude with
\[
C_L (W_{\mu u}^G(x,R) - R) \leq u(x_0), \quad C_L = C_L(data, n),
\]
which ends the proof of the lower bound in (7). □

4.3. Proof of upper bound in Theorem 1. Let us remind that in Section 4.1 we motivate that it is enough to prove (7) for \( u \) being continuous and bounded \( A \)-supersolutions.

The main idea of the proof of the upper bound is to modify \( u \) to be a weak solution in a countable union of disjoint annuli shrinking to the reference point \( x_0 \). For this purpose, we construct a Poisson’s modification of \( u \) over a family of annuli, see Section 3.8 for its basic properties. The corresponding measure in each annulus concentrates on the boundary of the particular annulus, but in a way we can control, since the measure corresponding to the new solution stays also in the dual of \( W^{1,G}(B(x_0, R)) \). Since being a solution is a local property, we are equipped with a priori estimates for weak solutions in each annulus.

\textbf{Proof.} Our aim now is to compare an \( A \)-supersolution \( u \) with its Poisson modification. As previously let us fix \( R \in (0, R_W/2) \), so \( B(x_0, 2R) \subseteq \Omega \). We set again
\[
(39) \quad R_k = 2^{1-k} R \quad \text{and} \quad B_k = B(x_0, R_k), \quad k = 0, 1, \ldots
\]

Step 1. Construction of relevant Poisson’s modification. Namely, we modify \( u \) in the union of annuli around a chosen point \( x_0 \) in the following way. We denote
\[
\omega = \bigcup_{k=1}^{\infty} \left( \left( \frac{3}{4} B_k \right) \setminus B_k \right).
\]

Further, we define a Poisson modification \( v = P(u, \omega) \), see (29), and we use Proposition 3.24 to have that
\[
(40) \quad \begin{cases} v \text{ is } A\text{-harmonic in } \omega, \\ v = u \text{ otherwise}. \end{cases}
\]
Note that \( v \) is continuous, because of continuity of \( u \), and moreover it is an \( A \)-supersolution in \( B(x_0, 2R) \). Then by Lemma 3.14 there exists \( \mu_v \geq 0 \), such that

\[
-\text{div} A(x, Du) = \mu_v \quad \text{in} \quad B(x_0, 2R).
\]

Furthermore, we observe that

\[
(41) \quad \mu_v(B_k) = \mu_u(B_k) \quad \text{for} \quad k = 0, 1, \ldots .
\]

Indeed, when we take \( \phi \in C^\infty_0(B_k) \) such that \( \frac{1}{2} K \leq \phi \leq \frac{1}{2} B_k + 1 \), we get

\[
\int_{B_k} \phi \, d\mu_u - \int_{B_k} \phi \, d\mu_v = \int_{B_k} (A(x, Du) - A(x, Dv)) \cdot D\phi \, dx = 0,
\]

where the final equality above results from the fact that \( u = v \) on the support of \( D\phi \). By exhausting \( B_k \) with such \( K \), we get (41).

**Step 2. Comparison.** Let us consider \( w_k \in W^{1,G}_{0}(rac{4}{3}B_{k+1}) \) solving

\[
-\text{div} A(x, Dw_k) = \mu_u \quad \text{in} \quad \frac{4}{3}B_{k+1} \quad \text{for} \quad k = 0, 1, \ldots .
\]

The measure \( \mu_v \) belongs to \((W^{1,G}_{0}(rac{4}{3}B_{k+1}))'\), so such \( w_k \) exists for every \( k \) and

\[
(42) \quad \mu_{w_k}(\frac{4}{3}B_{k+1}) = \mu_v(\frac{4}{3}B_{k+1}).
\]

Moreover, by Remark 3.17, \( w_k \geq 0 \). Since \( w_k \) is \( A \)-harmonic in the neighbourhood of \( \partial \frac{4}{3}B_{k+1} \), it takes continuously zero boundary value on \( \partial \frac{4}{3}B_{k+1} \). Furthermore, we observe that

\[
\left(v - \max_{\partial \frac{4}{3}B_{k+1}} v - w_k\right)_+ \in W^{1,G}_{0}(rac{4}{3}B_{k+1}),
\]

so it can be used as a test function in equations for \( v \), as well as for \( w_k \). By subtracting them we get

\[
\int_{\left\{v - \max_{\partial \frac{4}{3}B_{k+1}} v - w_k \geq w_k\right\}} (A(x, Dv) - A(x, Dw_k)) \cdot D(v - w_k) \, dx = 0.
\]

Consequently, by the strong monotonicity of the operator, we get that

\[
D(v - \max_{\partial \frac{4}{3}B_{k+1}} v - w_k)_+ = 0
\]

and therefore

\[
(43) \quad v - \max_{\partial \frac{4}{3}B_{k+1}} v < w_k \quad \text{in} \quad \frac{4}{3}B_{k+1}.
\]
Since \( \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k > 0 \) near \( \partial \frac{1}{2} B_{k+1} \), we have

\[
(44) \quad \mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\} \left( \frac{1}{2} B_{k+1} \right) = \mu_{w_k} \left( \frac{1}{2} B_{k+1} \right) = \mu_v \left( \frac{1}{2} B_{k+1} \right).
\]

Indeed, let us notice that

\[
\mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\} \left( \frac{1}{2} B_{k+1} \right) = \sup_{K \subset \frac{1}{2} B_{k+1}} \mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\} (K),
\]

where the supremum is taken over compact sets \( K \). Then taking any \( \phi_K \in C_0^\infty \left( \frac{1}{2} B_{k+1} \right) \), such that \( \mathbf{1}_K \leq \phi_K \leq \mathbf{1}_{\frac{1}{2} B_{k+1}} \), we get

\[
sup_{K \subset \frac{1}{2} B_{k+1}} \mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\} (K)
= sup_{K \subset \frac{1}{2} B_{k+1}} \int_{\frac{1}{2} B_{k+1}} \phi_K d\mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\}
= sup_{K \subset \frac{1}{2} B_{k+1}} \int_{\frac{1}{2} B_{k+1}} A \left( x, D \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} \right) \right) : D\phi_K dx
= sup_{K \subset \frac{1}{2} B_{k+1}} \int_{\frac{1}{2} B_{k+1}} A(x, D w_k) : D\phi_K dx
= sup_{K \subset \frac{1}{2} B_{k+1}} \int_{\frac{1}{2} B_{k+1}} \phi_K d\mu_{w_k} = \mu_{w_k} \left( \frac{1}{2} B_{k+1} \right).
\]

We justify the second equality above by the fact that \( w_k \in W_0^{1,G} \left( \frac{1}{2} B_{k+1} \right) \), whereas the third one by recalling that \( w_k \) takes zero boundary value on \( \partial \frac{1}{2} B_{k+1} \) also continuously. When we sum it up, to get (44) it only suffices to remind (42).

Further, by (44), remembering that \( R_k \) is a positive constant, and by approximating \( w_k \) by an admissible test function we obtain that

\[
J_0 := \left( \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right) \mu_v \left( \frac{1}{2} B_{k+1} \right)
= \left( \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right) \mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\} \left( \frac{1}{2} B_{k+1} \right)
\geq \int_{\frac{1}{2} B_{k+1}} \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} + R_k \right) d\mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\}
\geq \int_{\frac{1}{2} B_{k+1}} \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} \right) d\mu_{\min} \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k + R_k \right\}
= \int_{\frac{1}{2} B_{k+1}} A \left( x, D \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} \right) \right) : D \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} \right) dx
= \int_{\frac{1}{2} B_{k+1}} A \left( x, D \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} + R_k \right) \right) : D \left( \min \left\{ w_k, \min_{\partial \frac{1}{2} B_{k+2}} w_k \right\} + R_k \right) dx
=: J_1.
\]
Using growth conditions, the Poincaré inequality (Proposition 3.5), Minimum Principle (Proposition 3.19) for $w_k$, we get

$$J_3 \geq c \int_{\frac{1}{4}B_{k+1}} G \left( \frac{\min \left\{ w_k, \min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k \right\}}{R_k} \right) dx$$

$$\geq c \int_{\frac{1}{4}B_{k+2}} G \left( \frac{\min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k}{R_k} \right) dx$$

$$= c \left( \frac{1}{4}B_{k+2} \right) G \left( \frac{\min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k}{R_k} \right)$$

$$= c R_k^6 G \left( \frac{\min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k}{R_k} \right) =: J_2.$$

Since $J_0 \geq J_2$ and $\min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k > 0$, Lemma 3.1 and Harnack’s inequality (Proposition 3.22) give

$$\mu_v \left( \frac{1}{4}B_{k+1} \right) \geq c R_k^{-1} g \left( \frac{\min_{\partial \frac{1}{4}B_{k+2}} w_k + R_k}{R_k} \right) \geq c R_k^{-1} g \left( \frac{\max_{\partial \frac{1}{4}B_{k+2}} w_k}{R_k} \right),$$

which is equivalent to

$$\max_{\partial \frac{1}{4}B_{k+2}} w_k \leq c R_k g^{-1} \left( \frac{\mu_v \left( \frac{1}{4}B_{k+1} \right)}{R_k^{n-1}} \right).$$

Therefore, having (43) and (41), we may conclude that

$$\max_{\partial \frac{1}{4}B_{k+2}} v \leq \max_{\partial \frac{1}{4}B_{k+1}} v \leq c R_k g^{-1} \left( \frac{\mu_v \left( B_k \right)}{R_k^{n-1}} \right).$$

Summing both sides from $k = 2$ to infinity, we obtain

$$\limsup_{k \to \infty} \max_{\partial \frac{1}{4}B_{k+2}} v \leq \max_{\partial \frac{1}{4}B_3} v + c \sum_{k=2}^{\infty} R_k g^{-1} \left( \frac{\mu_v \left( B_k \right)}{R_k^{n-1}} \right).$$

Since $v$ is $A$-harmonic and nonnegative in $\frac{1}{4}B_3 \setminus \overline{B}_3$, Harnack’s inequality (Proposition 3.22), properties of Poisson’s modification (Proposition 3.24), give

$$J_3 := \max_{\partial \frac{1}{4}B_3} v \leq c \left( \min_{\partial \frac{1}{4}B_3} v + R \right) \leq c \left( \min_{\partial \frac{1}{4}B_3} u + R \right) = c \left( \inf_{\frac{1}{4}B_3} u + R \right) =: J_4,$$

where the last equality is due to Minimum Principle (Proposition 3.19). We observe now that $\frac{1}{4}B_3 = \frac{1}{4}B(x_0, 2^{1-3}R) = \frac{1}{4}B(x_0, R)$. We fix $s > 0$ that will be chosen later and by scaling argument we have

$$\inf_{\frac{1}{4}B_3} u + R = \left( \inf_{\frac{1}{4}B(x_0, R)} u^s \right)^{\frac{1}{s}} + R \leq c \left[ \left( \frac{1}{4}B(x_0, R) \right) u^s dx \right]^{\frac{1}{s}} + R$$

$$\leq c \left( \frac{1}{4}B(x_0, R) \right) u^s dx \right]^{\frac{1}{s}} + R.$$
Therefore, taking any \( s = s_0 > 0 \) admissible in the weak Harnack inequality from Proposition 3.23 for nonnegative \( \mathcal{A} \)-supersolution \( u \) we can continue estimates (46) to get

\[
\mathcal{J}_4 = c \left( \inf_{\frac{1}{2}B_3} u + R \right) \leq c \left( \frac{\int_{B(x_0, R)} u^{s_0} \, dx}{R^{ns_0}} \right)^{\frac{1}{s_0}} + R \\
\leq c \left( \inf_{B(x_0, R)} u + R \right) =: J_5.
\]

(47)

To estimate \( u(x_0) \) we use the lower semicontinuity of \( u \), the fact that \( u = v \) in \( \Omega \setminus \omega \) due to (40), Comparison Principle (Lemma 3.16), estimate (45), and \( J_3 \leq J_5 \) by (46)-(47) getting

\[
\lim_{k \to \infty} \inf_{B_k(\frac{x_0}{2}, \frac{R}{2})} u = \lim_{k \to \infty} \inf_{B_k(\frac{x_0}{2}, \frac{R}{2})} v \leq \max_{\partial \frac{B}{2} B_3} v + c \sum_{k=2}^{\infty} R_k g^{-1} \left( \frac{\mu_u(B_k)}{R_k^{n-1}} \right) \\
\leq c \left( \inf_{B(x_0, R)} u + R \right) + c \sum_{k=2}^{\infty} R_k g^{-1} \left( \frac{2^{n-1} \mu_u(B_k)}{R_k^{n-1}} \right) \\
\leq c \left( \inf_{B(x_0, R)} u + R \right) + c \sum_{k=2}^{\infty} (R_{k-1} - R_k) g^{-1} \left( \frac{\mu_u(B_k)}{R_k^{n-1}} \right).
\]

By recalling (39) and the definition of \( \mathcal{W}_G^{\mu_u} \) given in (4), we get

\[
u(x_0) \leq \int_{B(x_0, R)} \frac{\mathcal{W}_G^{\mu_u}(B(x_0, R))}{R^{n-1}} \, dx \\
= \int_{B(x_0, R)} \frac{\mathcal{W}_G^{\mu_u}(B(x_0, R))}{\mu_u(B(x_0, R))} \, dx \\
\leq c \left( \inf_{B(x_0, R)} u + R + \mathcal{W}_G^{\mu_u}(B(x_0, R)) \right),
\]

which ends the proof of the upper bound in (7). \( \square \)

5. The Hedberg-Wolff Theorem

Having potential estimates from Theorem 1 we are in position to prove Theorem 2.

Proof of Theorem 2. We start with proving implication (18) \( \Rightarrow \) (17) and later on show the converse. For this proof we need to study solutions to an auxiliary equation involving the special instance of the operator. Namely, we set \( \mathcal{A}(x, \xi) = \xi G(|\xi|)/|\xi|^2 \) and thereby we consider

\[
- \text{div} \left( \frac{G(|Du|)}{|Du|^2} Du \right) = \mu \quad \text{in} \quad \Omega.
\]

(48)

Step 1. We assume that \( \int_{\Omega} \mathcal{W}_G^{\mu}(x, R) \, d\mu(x) < \infty \) for some \( R > 0 \) and aim at proving that \( \mu \in (W^{1, G}((\Omega))') \). We start with \( \mu \) supported in a small ball and then we use the partition of unity to cover supp\( \mu \).
In what follows we suppose that 
\[
\operatorname{supp} \mu \subset B(x_0, R_0/5) \subset B(x_0, R_0) =: B_0 \subset \Omega
\]
for some \( x_0 \in \operatorname{supp} \mu \) and \( R_0 \in (0, R_W/2) \) small enough for Theorem 1 to hold. Further we pick any \( R < R_0/5 \) and for \( j = 1, 2, \ldots \) we define
\[
K_j = \{ x \in \operatorname{supp} \mu : W_G^\mu(x, R) \leq j \} \quad \text{and} \quad \mu_j = \mu 1_{K_j}.
\]
Since \( W_G^\mu \) is lower semicontinuous, sets \( K_j \) are compact. For every \( j \) there exists a nonnegative \( \mathcal{A} \)-superharmonic function \( u_j \), such that \( T_k u_j \in W_{1,G}^0(\Omega) \), being a solution to
\[
-\operatorname{div} \mathcal{A}(x, Du_j) = \mu_j \quad \text{in} \ B_0
\]
in the approximable sense, see Remark 3.9 for the existence and Remark 3.17 for the nonnegativeness. Our aim is now to prove local boundedness of \( u_j \) in \( B_0 \).

Note that
\[
u_j \quad \text{i.e. a solution to} \quad -\operatorname{div} \mathcal{A}(x, Du_j) = 0 \quad \text{in this set and it is continuous due to Proposition 3.7. Therefore,} \ u_j \text{ locally bounded in } \Omega \setminus \operatorname{supp} \mu_j. \text{ In particular,} \sup_{B(x_0, R_0/5)} u_j =: c_j < \infty.
\]
By Theorem 1 we have the existence of \( C_U = C_U(\text{data}, n) > 0 \) such that for \( R < R_0/5 \)
\[
u_j(x) \leq C_U \left( \inf_{B(x, R)} u_j + W_G^\mu_j(x, R) + R \right) \quad \text{for } x \in B(x_0, R_0/5).
\]
As a consequence of \cite[Lemma 4.1 (i); (a) and (b)]{29}, there exists a function \( \zeta : [0, |\Omega|] \to [0, \infty) \), such that \( \lim_{s \to 0^+} \zeta(s) = 0 \) and for every measurable set \( E \subset B_0 \) it holds that
\[
\int_E g(u) \, dx < \zeta(|E|)
\]
for ‘approximable solution’ \( u \) to \( 30 \), see Section 3.5. Taking into account that \( \mu_j = \mu 1_{K_j} \) we infer that
\[
\int_E g(u_j) \, dx < \zeta(|E|)
\]
and consequently there exists \( C > 0 \) independent of \( j \) such that
\[
\nu_j(x) - 1 \left( \inf_{B_0} g(u_j) \, dx \right) < C.
\]
Note that for \( x \in B(x_0, R_0/5) \) and \( R < R_0/5 \), we have \( B := B(x, R) \subset B_0 \). Therefore, by the monotonicity of \( g \) and \( 32 \) we have
\[
\inf_B u_j = g^{-1} \left( \inf_B g(u_j) \right) \leq c g^{-1} \left( \inf_B g(u_j) \, dx \right) \leq c g^{-1} \left( \int_B g(u_j) \, dx \right) < C.
\]
Furthermore, using \((52), (53)\) and \((54)\) we get for \(x \in B(x_0, R_0/5)\) that
\[
(55) \quad u_j(x) \leq C_U (C + W^\mu_G(x, R) + R_0)
\]
and consequently, \(u_j\) is bounded in \(B\) and because of \((51)\) it is also locally bounded in \(B_0\) and in \(\Omega\). Hence, by Lemma 3.12 \(u_j\) is an \(A\)-super-solution and it belongs to \(W^{1,G}_0(\Omega)\). Then by Lemma 3.14 it follows that \(\mu_j \in (W^{1,G}_0(\Omega))'\) and, consequently, \(u_j \in W^{1,G}_0(\Omega)\).

Since the sequence \(\{\mu_j\}\) is nondecreasing (see \((49)\)), we can deduce the sequence \(\{u_j\}\) is nondecreasing by Comparison Principle (Lemma 3.16). Harnack’s Principle (Proposition 3.13) ensures in particular that the pointwise limit of \(\{u_j\}\) is \(A\)-superharmonic. Note that \((55)\) gives uniform bound \(\sup_{B(x_0, R_0/5)} u_j < c\). Since \(u_j \in W^{1,G}_0(\Omega)\), it can be used as a test function in \((50)\) with \(A\) as in \((18)\). Thus by \((50), (49), (55), (51)\) and finally \((18)\), we have
\[
\int_{B_0} G(|Du_j|) \, dx = \int_{B_0} u_j \, d\mu_j(x) \leq \int_{B_0} u_j \, d\mu(x) \\
\leq \int_{B(x_0, R_0/5)} u_j \, d\mu(x) + \int_{B_0 \setminus \operatorname{supp} \mu_j} u_j \, d\mu(x) \\
\leq c \left( \int_{B(x_0, R_0/5)} W^\mu_G(x, R) \, d\mu(x) + 1 \right) < \infty,
\]
where \(c = c(\text{data}, n) > 0\) does not depend on \(j\). Since \(G \in \Delta_2 \cap \nabla_2\), Lemma 3.3 implies that the sequence of norms is also uniformly bounded, that is there exists \(c = c(\text{data}, n)\) such that
\[
(56) \quad \sup_j \| Du_j \|_{L^\infty(B_0)} = c < \infty.
\]

By testing \((50)\) with operator \(A(x, \xi) = \xi G(|\xi|)/|\xi|^2\) against arbitrary \(\eta \in C^\infty_0(\Omega)\), Hölder’s inequality \((24)\), Lemma 3.1 and \((56)\) we get
\[
\left| \int_{\Omega} \eta \, d\mu \right| = \limsup_{j \to \infty} \left| \int_{B_0} \eta \, d\mu_j \right| = \limsup_{j \to \infty} \left| \int_{B_0} \frac{G(|Du_j|)}{|Du_j|^2} Du_j \cdot D\eta \, dx \right| \\
\leq 2 \limsup_{j \to \infty} \left\| \frac{G(|Du_j|)}{|Du_j|^2} \right\|_{L^\infty(B_0)} \| D\eta \|_{L^\infty(B_0)} \\
\leq c \limsup_{j \to \infty} \| Du_j \|_{L^\infty(B_0)} \| D\eta \|_{L^\infty(B_0)} \\
\leq c \| \eta \|_{W^{1,\infty}(\Omega)}.
\]
Thus \(\mu \in (W^{1,G}_0(\Omega))'\) when \(\operatorname{supp} \mu \subset B(x_0, R_0/5)\).

In the general case, we use partition of unity to decompose
\[
\mu = \sum_{i=1}^{i_0} \mu^{(i)}, \quad i_0 < \infty,
\]
where for every $i$ it holds $\mu^{(i)} \geq 0$ and $\text{supp} \mu^{(i)} \subset B(x_i, R_0/5)$. Since

$$\int_{\Omega} \mathcal{W}^\mu_G(x, R) d\mu^{(i)} \leq \int_{\Omega} \mathcal{W}^\mu_G(x, R) d\mu < \infty,$$

we obtained above that $\mu^{(i)} \in (W^{1,G}_0(\Omega))'$ for every $i$. Hence, we have the final conclusion that $\mu \in (W^{1,G}_0(\Omega))'$.

**Step 2.** We assume that $\mu \in (W^{1,G}_0(\Omega))'$ and justify that then it follows $\int_{\Omega} \mathcal{W}^\mu_G(x, R) d\mu(x) < \infty$.

Remark 3.8 explains that for such a measure there exists a unique weak solution $u \in W^{1,0}_0(\Omega)$ to equation $-\text{div} A(x, Du) = \mu$ in $\Omega$. Therefore, we can test the solution against $u$ to get

$$\int_{\Omega} u d\mu = \int_{\Omega} A(x, Du) \cdot Du \, dx = \int_{\Omega} G(|Du|) \, dx < \infty.$$

Since $\mathcal{W}^\mu_G$ is lower semicontinuous, it is also $\mu$-measurable. If now $R < \frac{1}{2} R_W$, then for fixed $x \in \text{supp} \mu$, by lower bound from Theorem 1 we have that there exists $c = c(\text{data}, n)$, such that

$$\mathcal{W}^\mu_G(x, R) \leq c(u(x) + R).$$

We conclude the proof upon integrating both sides of the above estimate. \hfill \Box
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