GWFISH: A simulation software to evaluate parameter-estimation capabilities of gravitational-wave detector networks
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An important step in the planning of future gravitational-wave (GW) detectors and of the networks they will form is the estimation of their detection and parameter-estimation capabilities, which is the basis of science-case studies. Several future GW detectors have been proposed or are under development, which might also operate and observe in parallel. These detectors include terrestrial, lunar, and space-borne detectors. In this paper, we present GWFISHa, a new software to simulate GW detector networks and to calculate measurement uncertainties based on the Fisher-matrix approximation. GWFISH models the impact of detector motion on PE and makes it possible to analyze multiband scenarios, i.e., observation of a GW signal by different detectors in different frequency bands. We showcase a few examples for the Einstein Telescope (ET) including the sky-localization of binary neutron stars, and ET’s capability to measure the polarization of GWs.

I. INTRODUCTION

The gravitational-wave (GW) community is currently in the phase of developing science cases and analysis tools of future GW detector networks [1, 2] including potential upgrades of the current infrastructures Virgo [3], LIGO [4], LIGO India [5], KAGRA [6], and the proposed Einstein Telescope [7, 8] and Cosmic Explorer [9]. The approved space-borne detector LISA is expected to begin observations in the second half of the 2030s [10]. Entirely new detector concepts are under study like the Lunar GW Antenna (LGWA) [11]. The networks can be formed between alike detectors observing at the same frequencies, but also combining observations in different frequency bands of the same GW sources [12–14]. Providing a simulation of conceivable observation scenarios formed by these detectors is an important part of the science-case development of future GW detector networks, but also a challenging and potentially computationally expensive task. In recent years, a few so-called Fisher-matrix codes were developed for this purpose [14–16].

In this article, we present the simulation software GWFISH, which uses frequency-domain GW models combined with a time-domain simulation of GW detector networks through the stationary-phase approximation. This creates a framework to study important aspects of PE with future detector networks, where the change of position and orientation of a detector during the observation of a signal can have an important impact especially on the sky localization [14, 15, 17, 18]. The calculation of PE errors is done using the Fisher-matrix approximation [19], which corresponds to a Gaussian approximation of the likelihood expected to be acceptable for signals with higher signal-to-noise ratio. When the Fisher matrix is used to directly evaluate PE errors like in GWFISH, then priors cannot be considered. As a consequence, overestimation and underestimation of PE errors are possible [20]. It should be noted that Gaussian likelihood approximations based on Fisher matrices can also be used for posterior sampling, which leads to a significant speed-up of the likelihood evaluation. This method can be combined with arbitrary priors.

A feature of GWFISH is that multiband scenarios can be simulated as well. It is a simple step to do with Fisher-matrix codes since Fisher matrices for different detectors are added irrespective of the frequency band that provided the signal information. Technically, it just requires to set up the code so that detector motion and signal waveforms can be simulated accurately in different frequency bands. This includes the application of the time-delay interferometry (TDI) formalism to simulate space-borne detectors like LISA beyond the long-wavelength regime [21–23], and the support of multiple components of a detector, e.g., multiple interferometers of a xylophone configuration [24] or multiple sensors for LGWA type detectors [11]. Each component can be assigned a duty cycle for more realistic assessments of the observing scenario. Details of the detector simulation are described in section II.

The Fisher-matrix formalism is computationally efficient, but numerically less robust than posterior sampling. The numerical challenges concern the calculation of waveform derivatives and the inversion of Fisher matrices. Waveform derivatives are best carried out in a hybrid analytical-numerical scheme to minimize the computational effort and numerical errors, and to keep it compatible with arbitrary waveform models (also referred to as waveform approximants). In GWFISH, the numerical differentiation is tuned to the properties of waveform models to reduce numerical errors. Concerning the inversion of Fisher matrices, the main issue is that these matrices can be very close to singular, i.e., with a huge range of
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possible eigenvalues, which is connected to signal-model degeneracies. To get accurate PE errors at least of the parameters not involved in the model degeneracy, one needs to systematically deal with matrix singularity. The general PE framework of GWFISH and how it addresses the numerical challenges are described in section III.

As a demonstration, we show basic PE results for Einstein Telescope (ET) in section III.D, which is a good example to understand the capabilities of GWFISH, but also its limitations since single-detector scenarios are especially difficult to model in the Fisher-matrix formalism due to unavoidable degeneracies in the signal model. As a direct scientific conclusion of these analyses, we confirm that the ET configuration has unique capabilities for PE of compact-binary coalescences. Other more detailed studies carried out with GWFISH have been published in separate papers. These include the evaluation of the perspectives of multi-messenger observations for ET (as single observatory and in network of GW detectors) operating in synergy with γ and X-ray satellites using astrophysically motivated populations of BNS mergers [25], and very high-energy observatories (Banerjee et al. 2022 in preparation). GWFISH was also used for the simulation of an astrophysical background in the ET null-stream study [26].

II. DETECTOR-NETWORK SIMULATION

The simulation of a detector network needs to consider several aspects, which are represented under different categories inside GWFISH:

- Component (laser interferometer, TDI channel, accelerometer): time-varying detector response to GWs, noise modeling, duty cycle;
- Detector: one or multiple components observing the same frequency band and added as a group to a detector network;
- Network: one or multiple detectors observing together.

Most of the effort of the detector simulation goes into the calculation of the detector response. We outline the basics and refer to other publications for details. The long-wavelength approximation is applied to all terrestrial GW detectors simulated with GWFISH, which assumes that the arm-length of a GW detector is much smaller than the length of a GW. It is not a fully accurate approximation above a kilohertz for a 40 km detector like the proposed Cosmic Explorer [27–29]. The response formalism for space-borne detectors can be adapted to ground-based detectors, e.g., to calculate the GW response of a Fabry-Perot cavity beyond the long-wavelength regime [27].

The response of a detector is complicated by the fact that the detector orientation and position can change with time. Especially the change in orientation is important to simulate. Since signals are represented in frequency domain in GWFISH, the question is how to convolve the detector response with the signal. In GWFISH, it is assumed that a function $t(f)$ exists mapping signal frequencies to times. To obtain this function, we exploit the stationary phase approximation, which underlies most analytical models of compact-binary signals and is known to lead to very accurate approximations of the Fourier spectrum of compact-binary signals [30]. This function can be calculated from the phase $\phi(f)$ of the waveform:

$$t(f) = \frac{1}{2\pi} \frac{d\phi(f)}{df}. \quad (1)$$

A technical issue with this approach to calculate $t(f)$ is that it requires a dense sampling in frequency space to have enough resolution of the phase $\phi(f)$ for a finite-difference method. Since we do not want to impose any unnecessary constraints on waveform modeling in GWFISH, we instead calculate $t(f)$ directly from the lowest-order term of the phase evolution, e.g., see equation (15) in [31]. This approximation is acceptable since only the early phase of the inspiral needs to be modeled accurately to account for the effects of detector motion on PE. Once $t(f)$ is calculated for a signal, it can be used as a time vector for the simulation of the motion of the detectors. The GW signal of a detector can then be written in terms of a response tensor $A(t(f))$ contracted with the GW strain tensor $h(f)$ [32]

$$R(f) = A(t(f)) : h(f). \quad (2)$$

For example, the response tensor for a laser interferometer with two arms along direction $\vec{e}_1$, $\vec{e}_2$ assumes the form

$$A = \frac{1}{2}(\vec{e}_1 \otimes \vec{e}_1 - \vec{e}_2 \otimes \vec{e}_2), \quad (3)$$

where all quantities are functions of $t(f)$. It should be noted that in the case of terrestrial detectors, the actual frequency-dependent response of a GW detector, e.g., any aspect going into detector calibration, is included in the instrument-noise spectrum referred to GW strain.

For LISA-type space detectors, another method must be used to calculate the GW response since the long-wavelength approximation does not hold [21]. The fundamental building blocks are the readouts $y_{ij}(f)$ of individual spacecraft links $j \rightarrow i$, which are then electronically combined with time delays to mimic the workings of a laser interferometer. The main purpose of combining different readouts is to reduce laser-frequency noise by several orders of magnitude, which is achieved in terrestrial detectors by optical interference. This method is called time-delay interferometry (TDI). Effectively, TDI makes each satellite of a triangular detector configuration a vertex of a laser interferometer. It turns out that the
instrument noise in the basic Michelson-type TDI combinations is correlated, which means that it is convenient to diagonalize the noise-correlation matrix, which yields the three (noise) independent TDI channels $A$, $E$, $T$ named after the three scientists who set up the TDI formalism for LISA (Armstrong, Estabrook, and Tinto). The $T$ channel has a strongly suppressed response to GWs below $f_0 = c/(2L)$, where $L$ is the average arm length of the space detector. The channel $T$ is the sum of the three Michelson-type TDI channels, and it is known as null stream in terrestrial GW detectors [33, 34]. The three independent channels $A$, $E$, $T$ are simulated in GWFISH for space detectors. An approximation made in the calculation is that the so-called breathing motion of the space-detector configuration, i.e., a small modulation of the arm lengths over the course of a year, is neglected. Correcting the TDI combination for this effect is important for the suppression of laser-frequency noise, but it has a small effect on signal detection and PE. In other words, the satellite configuration is simulated as rigid body orbiting the Sun and with a rotating detector plane known as cartwheel motion [23].

The third detector type simulated in GWFISH is LGWA, which consists of an array of seismometers measuring the surface displacement of the Moon produced by a passing GW. Here, the long-wavelength approximation applies again since the detector is designed for measurements in the decihertz band and below, and the length of the GWs need to be compared with the diameter of the Moon. Therefore, the response of a seismometer to GWs can again be described by equation (2), and the response tensor takes the form

$$A = \vec{e}_n \otimes \vec{e}_1,$$  

(4)

where $\vec{e}_1$ is the displacement direction measured by the seismometer, and $\vec{e}_n$ is the surface normal vector at the seismometer position. The time dependence of the response comes from the rotation of the Moon. The effect of its orbital motion around Earth is neglected.

### III. PARAMETER ESTIMATION

The PE is simulated in GWFISH through the Fisher-matrix formalism, which is based on a Gaussian approximation of the likelihood function:

$$\mathcal{L}(\vec{x}) \propto \exp(-\vec{x}^T \cdot C^{-1} \cdot \vec{x}/2).$$  

(5)

The covariance matrix $C$ is the inverse of the Fisher matrix $\mathcal{F}$, and its components can be calculated from the signal model $h(\vec{x})$,

$$\mathcal{F}_{ij} = \sum_{k=1}^{N} (\partial x_i h^k | \partial x_j h^k),$$  

(6)

where $N$ is the number of components of the GW detector network, and the derivatives of the waveform are calculated with respect to the model parameters $\vec{x} = (x_i)$. The expression makes use of an inner product defined on the signal-model manifold as follows:

$$\langle a|b \rangle = 4 \int_0^\infty df \frac{\Re(a(\vec{x}, f)b^*(\vec{x}, f))}{S_n(f)}.$$  

(7)

The product requires a model of the instrument noise spectral density $S_n(f)$. The theoretical framework is simple, but there are practical challenges. First, for some of the model parameters, the derivatives need to be calculated numerically. It is not necessary for all waveform models, but one ought to adopt an approach that is valid for all models. Numerical differentiation suffers from limitations of numerical precision, e.g., some derivatives might be calculated from tiny variations of potentially very large numbers. In GWFISH, derivatives with respect to waveform phase at merger $\phi_c$, merger time $t_c$, and source luminosity distance $D$ are calculated analytically. Derivatives of all other parameters (masses, spins, tidal deformation, sky location, inclination angle, polarization angle) are calculated numerically. The waveform phase is a sum of terms with large and small values. Especially the component $2\pi ft_c$ can take very large numerical values, and GWFISH eliminates this term in calculations of numerical derivatives involving the phase of the waveform.

Another numerical challenge is connected to the inversion of the Fisher matrix in equation (6) to obtain the PE errors. The first issue is that model parameters can have a large range of numerical values, e.g., $10^{30}$ for masses in kg and values of order 1 for all angular variables. The situation can be ameliorated by normalizing the Fisher matrix [35]:

1. Collect the diagonal elements $d_i = F_{ii}$ of the Fisher matrix.
2. Divide row $k$ of the Fisher matrix by $\sqrt{d_k}$. Divide column $k$ of the Fisher matrix by $\sqrt{d_k}$. This leaves a matrix with diagonal components equal to one and all off-diagonal elements in the range $[-1, 1]$.

3. Invert the matrix, then repeat step (2) with the inverted matrix using the same values for $d_k$.

A remaining potential numerical issue is when Fisher matrices are close to degenerate. To address this issue, GWFISH excludes all singular values lying below a certain numeric precision threshold from the matrix before inverting it [36]. The main outcome of this step is to make the matrix inversion robust with respect to all significant singular values containing physical information. In cases where components of small singular values need to be discarded, the waveform model is close to degenerate with respect to at least one parameter pair, e.g., distance and inclination angle can show strong correlations. The PE errors estimated for such strongly correlated parameters are typically substantially different from PE errors coming out of a full Bayesian analysis (posterior sampling). For example, usage of prior distributions in Bayesian analyses can substantially improve parameter estimates in these cases. Model degeneracy is one of the fundamental failure modes of the Fisher-matrix analysis.

GWFISH can use all waveform models of LALSimulation [37], and it provides independent implementations of the TaylorF2 (of 3.5th post-Newtonian order) and IMRPhenomD approximants. It is beyond the scope of this paper to provide a useful guideline for approximant usage with GWFISH. Generally, it is important to understand the physics that the LALSimulation approximant incorporates, and these can have an enormous impact on parameter estimation. For example, it should be clear that for the analysis of high-mass or high-redshift BBH signals, which appear only with several cycles in the observation band, an approximant like TaylorF2 is inappropriate since it does not include the merger and ringdown of the binary. In these cases, the safest choice is to use approximants that include higher-order modes. However, there are good use cases even for TaylorF2, e.g., if one wants to calculate signal-to-noise ratio (SNR) and localization of binary neutron stars. It is recommended to make comparison of results for a substantial random sample of signals (of order $10 - 100$ signals) before deciding, whether it is safe to use a simplified waveform model.

**A. Einstein Telescope**

The Einstein Telescope (ET) is a proposed underground infrastructure in Europe to host future-generations of GW detectors. With respect to its PE capabilities, three features stand out, which will make it a unique facility among future detectors:

- It has the geometry of an equilateral triangle and laser-interferometer arms launching from each of its vertices. It is expected that this triangular configuration will give it unique capabilities concerning the measurement of GW polarizations and parameters correlated with GW polarizations.

**• It will have 10 km arm length, which, together with several technology improvements with respect to current detectors, leads to a greatly improved peak sensitivity by about a factor 10. Binaries of compact objects will be detected along the cosmic history; BNS and BBH mergers are both expected to be detected with a rate of $10^5$ per year. The enormous increase of SNR for close events will enable accurate parameter estimation, enabling great precision in GW astronomy.**

- **It will consist of a total of 3 pairs of laser interferometers. Each pair includes a low-frequency interferometer and a high-frequency interferometer together covering an observation band from 3 Hz to several kHz. The observation is thus extended to much lower frequencies compared to current GW detectors, which leads to longer observation times of individual compact-binary signals, and it will also make it possible to observe larger-mass compact binaries well into the regime of intermediate-mass black-hole binaries. Long observation times enable stand-alone sky-location measurements by ET of neutron-star binaries exploiting amplitude modulations due to Earth’s rotation. Due to the fact that the observed mass is the redshifted source-frame mass, i.e., multiplication by $(1+z)$, the low-frequency sensitivity will make it possible to access BBH mergers in the early Universe where primordial BHs can be discriminated from BHs with stellar origin [e.g. 38, 39].**

**B. BILBY versus GWFISH**

We compare SNRs and PE between BILBY — a detector simulation and Bayesian analysis software [40] — and GWFISH for four signals observed with ET (see Table 1). Due to current constraints imposed by BILBY, and by other state-of-the-art PE software, it is not possible to carry out accurate Bayesian analysis of BNS signals for ET. This has to do with computational limitations. Standard representations of BNS waveforms for ET would require about $10^8$ samples due to the day-long observation time of these signals with ET, and BILBY also does not consider Earth’s rotation during the observation of GW signals for waveform modeling (an effect that does not play a role for analyses of compact binaries with current GW detectors). As a consequence, we carry out our comparison for BBHs, which, in some sense, is also more interesting since model degeneracies play a more important role. We do the comparison for each signal with a random realization of the detector noise in BILBY in
order to compare the GWFISH results with a more realistic simulation of the Bayesian analysis. However, while noise realizations can generally influence PE errors [41], it turns out that it has a negligible effect here since the SNRs of all signals are very high.

Signals 1 – 3 have randomly sampled angular parameters, while the fourth signal (Signal 3*) has the same parameters as Signal 3 except for the two masses which are the same as for Signal 1. The signals are at relatively low redshift to make sure that the SNRs are high. In this case, the Gaussian approximation of the likelihood function is expected to hold, but we will see, not entirely surprisingly, that PE errors produced by GWFISH and BILBY are still not identical. As for the detector, we employ ET alone with its three components. For both BILBY and GWFISH we are using the inspiral-merger-ringdown waveform IMRPhenomD from LALSimulation, setting the minimum frequency to 10 Hz and the maximum frequency to 1024 Hz. For GWFISH, we include results with 2 Hz lower bound to show the impact of ET’s low-frequency sensitivity on PE. The reason not to use a 2 Hz lower bound for waveforms in BILBY is that BILBY enforces a frequency resolution of about 1/(duration of signal), which means that the number of samples used for each waveform becomes very large even for BBHs with a 2 Hz lower bound compared to 10 Hz. Consequently, it takes too long to finish posterior sampling. In our analysis, we used a frequency resolution of 1/153 Hz for Signal 1, 2 and 3, and 1/108 Hz for Signal 3*. A simpler waveform model such as TaylorF2 would have been inappropriate here since model degeneracies would be higher especially when simulating BBH observations involving only ET. SNR results

TABLE I. Parameters of the signals used for SNR and PE comparisons between BILBY and GWFISH. The spins are assumed to be aligned with the orbital angular momentum.

| Signal | RA [rad] | DEC [rad] | Ψ [rad] | ι [rad] | dL [Mpc] | z | m1,src [M⊙] | m2,src [M⊙] | tc [GPS] | phase | spin α1 | spin α2 |
|--------|---------|----------|---------|--------|----------|---|------------|------------|-------|--------|---------|---------|
| 1      | 0.375   | −0.363   | 1.738   | 1.645  | 453      | 0.098 | 10.0       | 5.0        | 1120381489.604 | 3.472 | 0.729  | 0.620 |
| 2      | 3.026   | −0.282   | 4.552   | 1.143  | 453      | 0.098 | 30.0       | 15.0       | 1124867056.193 | 1.098 | 0.729  | 0.620 |
| 3      | 4.154   | −0.972   | 2.071   | 1.261  | 453      | 0.098 | 60.0       | 30.0       | 1122192865.797 | 3.441 | 0.729  | 0.620 |
| 3*     | 4.154   | −0.972   | 2.071   | 1.261  | 453      | 0.098 | 10.0       | 5.0        | 1122192865.797 | 3.441 | 0.729  | 0.620 |

*a For precise comparisons with more significant digits, one can access the injection files on the gwfish Github repository under the folder injections/injections_paper together with a Jupyter notebook, gwfish_paper1_table3.ipynb, to reproduce the results.

for these signals are summarized in table II. The SNRs match between GWFISH and BILBY with expected minor deviations, for example, because GWFISH simulates the effects of the rotation of Earth on the waveform while BILBY does not.

For the comparison of PEs between BILBY and GWFISH, we use the same signals of table I. Posterior sampling requires to specify a prior on the parameters (at the very least a uniform prior to constrain the reasonable/physical range of parameter values). We used:

- uniform priors for mass ratio and chirp mass
- uniform prior for the polarization angle Ψ
- uniform prior on the merger rate in comoving volume (fixing the prior on the luminosity distance dL)
- isotropic distribution in the sky (fixing the priors on right ascension RA and declination DEC)
- uniform prior for the cosine of the inclination angle i

The other 8 parameters (6 spin parameters, phase and time) are given a delta prior and therefore are not taken into consideration for posterior sampling and are excluded also from the Fisher matrices. BILBY results are obtained using the PESummary package [42]. In table III, we report the recovered median values for the parameters and the relative errors at the 90% confidence level for BILBY. The parameter values reported for GWFISH are the true waveform parameters. GWFISH outputs 1σ PE errors, which are converted to the 90% confidence level in Table III, which can be done in Gaussian approximation by multiplying the errors by 1.645. Moreover, under the GWFISH results column, for each signal, we have two results per parameter: the upper one is obtained using fmin = 10 Hz, the lower one with fmin = 2 Hz. Starting from 2 Hz yields smaller uncertainties on the parameters by about a factor 2.

Generally, there is good agreement between GWFISH and BILBY PE errors when taking GWFISH results with
10 Hz low-frequency cutoff. For example, mass errors typically match within a factor 2. There are exceptions, which are all connected to multi-modal posterior distributions, e.g., several errors estimated with bilby are significantly larger since they include the contribution of a second mode, which the Gaussian likelihood approximation cannot reproduce. Interesting to point out is that at least for these 4 signals, which all have very high SNR, \(\iota, d_1\) are both estimated well. This tells us that ET, as suspected in the past due to its triangular configuration, is able to break the inclination-distance degeneracy. It needs to be noted though that our small and high-SNR sample of signals is not sufficient to draw general conclusions about ET PE capabilities, and errors might also increase when spins, merger phase and time are included in the analysis. What we can conclude from this table is that correlations between model parameters do not necessarily invalidate the gwfish PE errors, which means that Fisher-matrix based analyses can produce useful estimates of PE errors.

Corner plots of the posterior samples with bilby are shown in the appendix in Figures 6 to 9. These also report the contours from gwfish estimates. We would like to highlight problems with the bilby parameter estimation for the low-mass system of Signal 1. This choice of parameters led to a multi-modal posterior distribution for the two masses. This happened with a rather broad prior on the mass values. We did not manage to tune the settings of the posterior sampling algorithm to correctly sample the posterior, e.g., by changing the number of sampling points or the correlation length. We then decided to reduce the width of the mass priors to a value just small enough to avoid a multi-modal distribution.

A Fisher matrix analysis is expected to break down when the signal SNR is low. Therefore, we show here a case for \(\text{SNR}=8\), where once again we compare bilby to gwfish parameter-estimation errors. For this analysis, we used the parameters from Signal 3, but we increased its distance to obtain \(\text{SNR}=8\). Since the observed masses now differ significantly from the intrinsic masses, we report the analysis for the two masses in the detector frame, instead of the source frame used in the previous analysis. We used a frequency range from 10 Hz to 1024 Hz, with a frequency resolution of 1/153. Table IV reports the results at 90% C.L. from both bilby and gwfish. In contrast to the high-SNR signals, gwfish does not accurately estimate the errors for sky location and polarization angles. The priors of the model parameters play a more important role in low-SNR observations. A comparison with the full posterior obtained from bilby is shown in the corner plot of Figure 10.

C. TaylorF2 versus IMRPhenomD versus IMRPhenomXPHM

Next, we compare results obtained with two approximants: TaylorF2 (see [43] and [44]) and IMRPhenomD (see [45] and [46]). The TaylorF2 model is the simplest frequency-domain approximant, which describes the inspiral phase, and accurately only the early inspiral, which is sufficient for estimates, e.g., of the chirp mass and BNS localization through Earth’s rotation. We apply a high-frequency cutoff at 4 times the frequency of the innermost stable circular orbit \(f_{\text{isco}} = 6^{-1.5} \pi^{-1} c^2/(GM)\) to approximately match the SNRs obtained with other waveform models. The IMRPhenomD model extends over the full inspiral-merger-ringdown of a compact-binary signal, but there are still constraints on the physics described by this model. For example, it only models the fundamental mode of the GW signal and systems with aligned spins. The purpose of this comparison is to show how a waveform model affects parameter estimation, even at the simple level of Fisher-matrix based error estimates.

![FIG. 2. Comparing TaylorF2 and IMRPhenomD waveforms of Signal 2 as observed with one of the components of ET. The signal spectra are plotted in units of Hz\(^{-1/2}\) to have them in one plot with the sensitivities of Einstein Telescope and Cosmic Explorer. A cut at 4\(f_{\text{isco}}\) is applied to the TaylorF2 waveform.](image)

To highlight the model differences we display in Figure 2 the normalized amplitudes for the two waveforms for Signal 2 (see Table I) adjusted to units Hz\(^{-1/2}\) in comparison also with the ET sensitivity curve. It can be observed that the IMRPhenomD model shows the characteristic bump towards the merger frequency and provides a more natural cut off at high frequency.

To compare the two approximants, we start with 1000 BBH signals and 1000 BNS signals. We constrain the BNS redshifts to a maximum of 0.4 so that the SNR distributions for BBHs and BNSs are similar. From these, 927 BBH and 966 BNS signals are seen with a minimum SNR of 8.0 using TaylorF2, IMRPhenomD, or IMRPhenomXPHM LALSimulation approximants. The distribution of SNR values of detected signals goes up to 200 peaking at 20. The signals are analyzed with a frequency resolution of 1/32 Hz. The analysis is carried out with ET alone over a frequency range from 2 Hz to 1024 Hz. The results are shown in Figure 3. We plot the ratios...
TABLE III. Comparing measurement uncertainties obtained with BILBY and GWFISH. We use the signals outlined in Table I and IMRPhenomD as waveform model ($f_{\text{min}} = 10$ Hz and $f_{\text{max}} = 1024$ Hz). The errors are at 90% confidence/credibility. The GWFISH column presents two results for each parameter: the upper one is obtained starting from $f_{\text{min}} = 10$ Hz, the one below is obtained starting from a minimum frequency of 2 Hz. The parameter values reported for GWFISH are the true waveform parameters, while the values reported for BILBY are the median values of the posterior distribution.

| Parameter | Signal 1 | Signal 2 | Signal 3 | Signal 3* |
|-----------|----------|----------|----------|----------|
| RA [rad]  | 0.37±0.3 | 0.37±0.3 | 0.37±0.3 | 0.37±0.3 |
|           | 0.39±0.18 | 0.39±0.1 | 0.39±0.18 | 0.39±0.1 |
| DEC [rad] | −0.36±0.19 | −0.36±0.19 | −0.36±0.19 | −0.36±0.19 |
|           | 0.12 | 0.12 | 0.12 | 0.12 |
| $\Psi$ [rad] | 1.7±0.3 | 1.7±0.3 | 1.7±0.3 | 1.7±0.3 |
|           | 1.7±0.18 | 1.7±0.18 | 1.7±0.18 | 1.7±0.18 |
| $t$ [rad] | 1.6±0.12 | 1.6±0.12 | 1.6±0.12 | 1.6±0.12 |
|           | 0.074 | 0.074 | 0.074 | 0.074 |
| $d_L$ [Mpc] | 453±390 | 453±390 | 453±390 | 453±390 |
|           | 376±170 | 376±170 | 376±170 | 376±170 |
| $m_{1,\text{src}}$ [$M_\odot$] | 10.0±0.35 | 10.0±0.35 | 10.0±0.35 | 10.0±0.35 |
|           | 9.8±0.33 | 9.8±0.33 | 9.8±0.33 | 9.8±0.33 |
| $m_{2,\text{src}}$ [$M_\odot$] | 5.0±0.15 | 5.0±0.15 | 5.0±0.15 | 5.0±0.15 |
|           | 5.0±0.15 | 5.0±0.15 | 5.0±0.15 | 5.0±0.15 |

TABLE IV. Comparison between BILBY and GWFISH for Signal 3 put at a distance such that SNR=8. The reported errors are at 90% C.L.

| Parameter | BILBY | GWFISH |
|-----------|-------|--------|
| RA [rad]  | 4.5±0.5 | 4.1±0.5 |
| DEC [rad] | −0.66±0.32 | −0.97±0.32 |
| $\Psi$ [rad] | 1.8±0.35 | 2.1±0.35 |
| $t$ [rad] | 1.2±0.31 | 1.3±0.31 |
| $d_L$ [Mpc] | 68508±26173 | 58115±64040 |
| $m_{1,\text{det}}$ [$M_\odot$] | 61.3±7.6 | 65.9±18 |
| $m_{2,\text{det}}$ [$M_\odot$] | 35.2±4.3 | 32.9±8 |

of the PE errors recovered for each of the parameters with TaylorF2 and IMRPhenomD as histograms over the detected signals. The BBH results are in gray, while the BNS ones are plotted in red. The upper graph shows the ratio of SNRs, while the other histograms show the ratio of the uncertainties on the other parameters. For BBH systems, the PE errors of the individual masses are underestimated with TaylorF2 (assuming that IMRPhenomD generally yields more accurate results), while all other parameters considered here are weakly biased towards larger errors compared to IMRPhenomD. For BNS signals there is no significant difference between the two considered approximants: the SNRs are coincident, and only the sky-localisation errors are slightly underestimated with TaylorF2.

We show a similar analysis for the IMRPhenomXPHM and IMRPhenomD approximants. The IMRPhenomXPHM approximant can describe precession (not considered in this study) and higher-order modes. The latter is well-known to have important consequences for BBH analyses (see, e.g., [47, 48]), and break the distance inclination degeneracy [49, 50]. Here, a significant improvement of PE can also be seen for a significant fraction of BNS signals. For about 5% of BNS, the sky-localization error is significantly reduced by up to a factor 5 using IMRPhenomXPHM. For about 10% of BNS, the distance error is significantly reduced by up to a few orders of magnitude. What this means is that some BNS signals show strong correlations in the likelihood between distance and inclination angle using IMRPhenomD, and the higher-order modes described with IMRPhenomXPHM lead to a suppression of these correlations.

D. Reference studies

In the following, we present a few reference PE results obtained from GWFISH, which can be used for comparison with other simulation software. We focus on sky-localization results, since these are more difficult to simulate accurately. A single detector can accurately localize a GW source if the observation is long enough so that the motion of the detector leads to amplitude and phase modulations of GW signals, which depend on the direction of the source. This is the case for BNSs, which are observed for several hours with ET. Even lighter NSBHs and BBHs can be localized this way by ET. For specific signals as well as for the average localization by Earth rotation, the localization errors depend on the latitude of
FIG. 3. Comparison between TaylorF2 and IMRPhenomD approximants for BBH signals (in shaded gray) and for BNS signals (in solid red). We analyze 927 BBH signals and 966 BNS systems observed by ET with SNR > 8. The frequency range is from 2 Hz to 1024 Hz. The frequency resolution used is 1/32 Hz. We applied a cut at $4 f_{\text{isco}}$ for the TaylorF2 waveform. The upper histogram shows the ratio between the SNRs. The histograms below show the ratio of the PE errors. The vertical dashed black line marks the equal ratio case.

FIG. 4. Comparison between IMRPhenomXPHM and IMRPhenomD approximants for BBH signals (in shaded gray) and for BNS signals (in solid red). Settings and number of signals are the same as in Figure 3.

the GW detector. Sky-localization is greatly improved if additional detectors are present to form a network. In the latter case, the information comes from measurements of phase differences between signals observed in different detectors (standard triangulation technique) [51].

We show in Figure 5 the sky-localization results for BNSs as 90% credible region. The results are presented as fraction of signals localized within a certain area in the sky. BNSs are considered at various fixed luminosity distances; 1000 BNS per curve. The BNS masses are set to $1.4+1.4M_\odot$. The plots confirm that ET has unique sky-localization capabilities for BNSs, which would enable...
multi-messenger studies without the need of other detectors, but it is also clear that the localization capabilities of a network are far superior even if only one other detector like Cosmic Explorer (CE) is added. Nearer systems are better localized and the network of ET+2CE manages to localize almost all of the injected signals within 10 deg$^2$. We find our results to be consistent with previously published results, e.g., [15, 52].

Next, we present an analysis of the 85 signals of GWTC-3 [54–56]. Only the merger time, masses and distance were taken from the catalogue. Angular parameters were drawn randomly, spins were set to zero. Observation of these signals with ET was simulated. The simulation was done for 10 realizations of the angular waveform parameters for each signal. Table V provides a summary of the median SNRs and sky-localization that would have been achieved with ET. The table only contains the signals whose sky-localization was within 1000 deg$^2$ for all random realizations of the angular variables of the waveform. As expected, these signals are among the lowest-mass systems in GWTC-3, which means that ET would have observed them for a long time. Also a low-mass BBH system like GW190707 could potentially be detected before the merger occurs.

### Table V. Median SNRs and sky-localization errors for simulated observations of GWTC-3 signals with ET. Only masses, merger times, and distances were taken from GWTC-3. The sky-localization errors were evaluated for several random realizations, and only the signals with error < 1000 deg$^2$ for all realizations are shown in the table. The waveform used here is IMRPhenomXPHM to include the potentially important higher-order modes, but for the signals reported in the table, the sky-localization results would have been the same using TaylorF2 or IMRPhenomD. The localization even of larger BBHs can be < 100 deg$^2$, but it depends strongly on the values of angular parameters.

| Parameter | GW170817 | GW190425 | GW190707 |
|-----------|----------|----------|----------|
| Median sky-localization error [deg$^2$] (90% conf.) | 1.0 | 4.0 | 67 | 34 |
| Masses [$M_\odot$] | 1.46, 1.27 | 2, 1.4 | 12, 8.4 |
| Luminosity distance [Mpc] | 40 | 160 | 800 |
| Time until merger starting from 3 Hz [s] | 2.6 · 10$^4$ | 1.8 · 10$^4$ | 930 |

E. Multi-band study: ET + LISA

Here, we present a multi-band study of ET together with LISA, whose observation band extends from about 0.1 mHz to 0.1 Hz. We study an IMBH system of 4000$M_\odot$ and 2000$M_\odot$ in the source frame at a distance of 1.2 Gpc, which can be observed by both detectors. The masses are chosen large enough such that the signal traverses the full LISA band within a few years. Other parameter values are the same as for Signal 1. However, we added the remaining four spin parameters ($\text{tilt}_1=0.91$, $\text{tilt}_2=1.8$, $\phi_{12}=6.1$ and $\phi_{\text{j}1}=4.6$) and used the IMRPhenomXPHM waveform approximant, since we anticipated that higher-order modes and precession might play a role. All the 15 parameters were analyzed. Table VI reports the results of the analysis with GWFISH. We can see that LISA provides better information about the component masses, the source distance and the sky localization, while the errors on the angular parameters are similar. Interestingly, when the two detectors are combined in a multi-band observation, then the sky-localization error and the errors on masses and luminosity distance are rather reduced compared to the individual errors thanks to the dominating role of LISA. The opposite happens to the time parameter, which is much better estimated with ET alone. Most of the other errors are reduced more strongly (almost one order of magnitude) than what one would expect from averaging independent errors.

| Parameter | inj_value | err LISA | err ET | err LISA ET |
|-----------|-----------|----------|--------|-------------|
| $m_1$ [M$_\odot$] | 4000 | ±0.036 | ±19 | ±0.032 |
| $m_2$ [M$_\odot$] | 2000 | ±0.016 | ±21 | ±0.015 |
| $d_0$ [Mpc] | 1200 | ±21 | ±218 | ±19 |
| RA [rad] | 0.37 | ±0.022 | ±0.029 | ±0.0072 |
| DEC [rad] | -0.36 | ±0.0082 | ±0.046 | ±0.0054 |
| $\phi$ [rad] | 1.6 | ±0.010 | ±0.040 | ±0.0081 |
| $\psi$ [rad] | 1.7 | ±0.015 | ±0.040 | ±0.0054 |
| Phase [rad] | 3.5 | ±0.72 | ±0.11 | ±0.028 |
| $t_c$ [s] | 1120381489.6 | ±0.59 | ±0.0050 | ±0.0020 |
| sky-loc [deg$^2$] | 7.2 | 56 | 1.1 |

IV. CONCLUSIONS

In this paper, we have presented GWFISH; a new Fisher-matrix code to investigate parameter-estimation capabilities of future GW detectors. GWFISH stands out as a robust and flexible detector simulation software:

- It implements modeling of the so-called $A, E, T$ channels of LISA-type space-borne detectors, of LGWA, and of triangular and L-shape terrestrial GW detectors;
- It can use all LALSimulation approximants supporting precession as well as tidal deformation;
- It incorporates the motion of detectors, e.g., because of Earth/Moon rotation, or the orbits of
FIG. 5. Sky-localization capabilities (90% credible regions) of future detector networks including ET and CE. We used the LIGO sites as locations for the two CE detectors. Left: ET alone, middle: ET and one CE detector at the LIGO Hanford site, right: ET with two CE detectors at the two LIGO sites. The sensitivity models used here is the ET sensitivity formerly known as ET-D [53], and the 40 km CE sensitivity [9].

satellites around the Sun, and it simulates the corresponding amplitude and phase modulations of GW signals;

• It can simulate multi-band observations;

• It takes several measures to reduce the impact of numerical errors on Fisher-matrix PE errors.

Certain analyses are currently not possible with state-of-the-art detector simulation and Bayesian analysis software like BILBY due to practical constraints on available computational resources. For example, if hundreds of thousands of GW signals need to be analyzed, sometimes repeatedly to study the effect of changes in population or waveform models, then Fisher-matrix codes like GW-FISH are the best option. Important is to understand the limitations of Gaussian approximations of the likelihood. We have shown a few comparisons in this article between BILBY and GW-FISH, and we generally find a good match between the two with exceptions that can be explained. In the cases studied here, discrepancies emerged when multiple modes of the posterior distribution contributed significantly to the PE errors. Tighter priors would significantly reduce the mismatch, as we have seen in the case of Signal 1.

We also investigated the impact of the choice of waveform model, i.e., TaylorF2 vs IMRPhenomD vs IMRPhenomXPHM. For BBH signals, all three approximants produce significantly different results. For the BNS analyses presented here, namely SNR and sky-localization, TaylorF2 vs IMRPhenomD produce almost identical results. However, for a significant fraction of BNS signals, PE errors with IMRPhenomXPHM are significantly reduced compared to IMRPhenomD. The reduction is strongest for distance errors (10% of signals significantly affected), because distance errors can be strongly correlated with errors of the inclination angle. The IMRPhenomXPHM approximant takes significantly longer to evaluate than TaylorF2 and IMRPhenomD (the latter two with similar evaluation times) when using the LALSimulation package with Python/SWIG [57]. We conclude that the choice of approximant is generally more important for BBH analyses. For BNS signals, broad population studies can still be carried out with IMRPhenomD or TaylorF2, but results especially for distance and inclination errors are more reliable for a significant fraction of signals when using IMRPhenomXPHM. Needless to say, it always depends on the type of analysis one wants to perform whether a certain waveform model is adequate or not. Precession and higher-order modes might have negligible effects in some analyses, and be crucial in others. The GW-FISH user must be familiar with the characteristics of the standard waveform models.

The scientific results presented in this paper confirm the long-standing claim that the triangular configuration of ET makes it possible to measure GW polarizations and thereby break certain model degeneracies. For example, for high-SNR BBH signals, we found that the inclination angle is measured precisely with ET, which also improves the estimates of source distance. Instead, when the SNR is rather low, as in the SNR=8 case, the Fisher matrix analysis starts to break down. We also found that ET itself would have estimated the sky location of the low-mass GWTC-3 signals to within 100 deg$^2$ at 90% confidence (depending on the exact sky location, the localization of GW170817 can be within 1 deg$^2$). This shows that multi-messenger astronomy with ET as sole GW detector is possible, but unlocking the full potential of multi-messenger astronomy with GWs would require at least another GW detector with a similar sensitivity.

The next developments of GW-FISH include the implementation of posterior-sampling algorithms starting from Gaussian likelihoods with priors. This will ameliorate one of the strongest short-comings of Fisher-matrix analyses, and at the same time still avoid the large computational cost of a full Bayesian analysis. It is also planned to include a greater variety of GW sources in the simulation, e.g., white-dwarf binaries, intermediate-mass ratio inspirals, tidal-disruption events, etc, which will make GW-FISH more useful for simulations of space-based and lunar GW detectors.
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Appendix A: Posterior samples

Figures 6, 7, 8 and 9 show corner plots of the posteriors obtained with BILBY for signals 1, 2, 3 and 3* respectively, whose parameters are described in Table 1. Superimposed we report the results from GWFISH. The last corner plot in Figure 10 shows a low-SNR example. The BILBY PE errors of all angular parameters except for the inclination angle are much smaller than the GWFISH error estimates, which causes the BILBY marginal distributions to be hardly visible in these.
cases.
FIG. 6. Posterior sampling output for Signal 1 ($5M_\odot + 10M_\odot$).
FIG. 7. Posterior sampling output for Signal 2 ($15M_\odot + 30M_\odot$).
FIG. 8. Posterior sampling output for Signal 3 ($30M_\odot + 60M_\odot$).
FIG. 9. Posterior sampling output for Signal 3* \((5M_\odot + 10M_\odot)\).
FIG. 10. Posterior sampling output for Signal 3 with increased distance so that SNR=8. Especially for the sky location and polarization angle, the posterior obtained from BILBY is much narrower than the GWFISH errors and invisible in the corner plot.