Accelerating the Training of Single Layer Binary Neural Networks using the HHL Quantum Algorithm
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Abstract—Binary Neural Networks are a promising technique for implementing efficient deep models with reduced storage and computational requirements. The training of these is however, still a compute-intensive problem that grows drastically with the layer size and data input. At the core of this calculation is the linear regression problem. The Harrow-Hassidim-Lloyd (HHL) quantum algorithm has gained relevance thanks to its promise of providing a quantum state containing the solution of a linear system of equations. The solution is encoded in superposition at the output of a quantum circuit. Although this seems to provide the answer to the linear regression problem for the training neural networks, it also comes with multiple, difficult-to-avoid hurdles. This paper shows, however, that useful information can be extracted from the quantum-mechanical implementation of HHL, and used to reduce the complexity of finding the solution on the classical side.

Index Terms—Quantum Computing, Binary Neural Networks, Quantum Machine learning

I. INTRODUCTION AND MOTIVATION

Machine Learning and in particular deep learning and neural networks, are almost ubiquitous in today’s world, from finances to healthcare. The growth of data and the size of the models, however, place increasing pressure on the computational resources that support them, and they constantly fall short of growing expectations and demands.

Although still in very early stages, Quantum Computing holds some promises of mitigating this issue, even if as a hybrid model that will partially solve the problem when combined with classical approaches. Current trends in this direction include the Quantum Approximate Optimization Algorithm, QAOA [1]. An optimization problem is at the core of any neural network training process, with the goal of finding the weights to be assigned to the nodes of the network. QAOA attempts to solve this optimization problem by combining implementing a parametrizable quantum circuit for which parameters are adjusted to find the solution within a predefined cost function. It is possible to implement this approach within the Noisy, Intermediate-Scale Quantum computing era [2], which unfortunately only provides approximate solutions for, at the moment, very small models. However, the fact that current quantum computing devices are physical systems subject to noise can also be exploited for aiding the training of classical machine learning models [3].

On the other hand, the optimization problem associated with the training of single-layer neural networks can be approximated as a linear regression problem. The HHL quantum algorithm [4], [5] was proposed as a potential solution linear systems of equations. However, plainly using HHL to solve the training of NN is unfeasible due to a number of reasons [6], even if the technology progresses to provide sufficient resources and low noise levels.

One of the hurdles is that HHL provides, at the output of the quantum circuit, a quantum state that encodes the solution of the linear system of equations in superposition. Extracting the value of each of the components of the solution vector requires in the best case scenario —i.e., the solution being in the $+\mathbb{R}$ field— to perform many measurements in the computational basis, which allegedly ruins the potential quantum advantage. The number of measurements required (computed as the number of runs of the protocol times the number of qubits measured at each run) to accurately extract the amplitudes of a superposition state with coefficients in $+\mathbb{R}$ is generally assumed to be in the order of $n$, where $n$ is the dimension of the quantum system, or in the particular case of neural network training, the number of weights. This, however, depends on the accuracy that is expected of the solution, and the shape of the...
outcome probability distribution. If the solution vector is not in the $+\mathbb{R}$ field, the situation is even worse, requiring quantum tomography to extract the amplitudes of the quantum states in superposition. This problem is discussed in more depth in Section IV.

It is possible, however, to apply operations to the solution in superposition. One of such operations is the SWAP test [7], which can be used to extract the distance between two quantum states, encoding it in the amplitudes of a single qubit as will be shown in Section III. In a similar context [5], the SWAP test has been used in the past to verify the correctness of proof of concept implementations of HHL. When the implementation is correct, the distance with the foreknown solution state is equal to zero. This is, however, not useful unless one is able to calculate the solution — classically — beforehand, and this solution is implementable as a quantum superposition.

This paper proposes that, instead of being used to compare the circuit’s preparation with the solution (which implies knowing the solution in advance), the SWAP test be performed against several, fixed, “reference” states, and the information obtained is used to reduce the computational complexity of the classical search for the optimal set of weights in the training process of Binary neural networks (BNN).

BNNs are promising as possible computationally efficient implementation to neural networks. BNNs are the specific realization of quantized NN in which the weights will be limited to one of two values 1 or -1, or for the implementation targeted in this paper, 0 or 1. BNNs are also promising as a possible candidate to the application of HHL in combination with the SWAP test to extract information for two reasons: (1) the solution is promised to be in the $+\mathbb{R}$ field, and (2) the vector to compare against is easy to implement as a quantum superposition state.

Figure 1 illustrates this approach. As this paper will show, given a “reference” test, the SWAP test can provide the distance from the solution to the this state, and hence, reduce the classical search of the solution to the hypersphere of distance $d$ from the reference state.

II. BACKGROUND AND RELATED WORK

A. Binary Neural Networks

Machine learning continues to make rapid advances in its ability to accurately model complex relationships in high-dimensional data. A prime example is the application of deep artificial neural networks (ANNs) for classification of objects in images. From automatic mail sorting to self-driving cars, this capability is a key enabler to automate some of the most critical aspects of human decision making. However, the size and complexity of ANNs performing these operations appears to grow exponentially with linear gains in their performance [8]. This has led to top-performing models with billions of parameters that require massive computational resources to train and evaluate. Consequently, there is a push to reduce the size of ANN models to enable their deployment on resource-constrained hardware such as edge devices. While several methods exist, one of the most popular approaches is to reduce the precision of ANN computations and parameters. In the extreme case of binary neural networks (BNN), the ANN weights and activation functions are reduced from 32- or 64-bit floating point values to 1-bit representations (e.g. -1 and 1, or 0 and 1).

BNNs are usually trained using quantization-aware methods, where a full-precision model is quantized during the forward pass and then updated using backpropagation with approximations for the gradient of the quantization operator. Given an ANN model $\Pi$ and a loss function $L$, a weight connecting neuron $i$ in layer $l-1$ and neuron $j$ in layer $l$ gets updated by gradient descent:

$$
\Delta w_{i,j}^l = -\alpha \frac{\partial L}{\partial w_{i,j}^l} \tag{1}
$$

where $q$ is the quantization function and $\alpha$ is the learning rate. The quantization function can take several forms. The simplest one is rounding the corresponding value (weights or activations) to the nearest valid quantization level. During training, the forward and backpropagation steps require matrix-vector multiplications at each layer. Here, we assume that the computation of the binary activation function, which requires only a scalar comparison operation, is much less costly than the matrix-vector product. Thus, the time complexity approximately scales as $O \left( \sum_{j=1}^{L} N_j N_{l-1} \right)$, where $L$ is the total number of layers and $N_l$ is the number of neurons in layer $l$. This can be bounded from above as $O \left( kL N_{max}^2 \right)$, where $N_{max}$ is the maximum layer size and $k$ is the number of training iterations. Generally the complexity of $k$ is $O(1/\epsilon)$, where $\epsilon$ is the loss level. If information about the solution is known a priori, then the gradient descent can be constrained, possibly leading to a smaller $k$. For example, if the Euclidean distance $d$ to the solution $w^*$ from a test point $c$ is known,
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\[ \mathbf{c} \cdot \mathbf{w} = N - \frac{d^2}{2} \] (2)

Later, we will show that restricting the search space of an N-dimensional linear least squares problem to an N – 1 dimensional hyperplane, and within the boundaries of the hypersphere defined by the possible solutions of the weights vector, can reduce the average number of iterations required to find the solution.

B. HHL algorithm for solving linear systems of equations

In 2009, Harrow, Hassidim and Lloyd published a paper describing a quantum algorithm for solving linear systems of equations [4]. The problem can be defined as, given a matrix \( A \) and a vector \( b \), find a vector \( x \) such that \( Ax = b \). In quantum notation, this is linear system of equations is expressed as

\[ A | x \rangle = | b \rangle, \]

where \( A \) is a Hermitian operator — a workaround exists when \( A \) is not Hermitian— and \( b \) has to be encoded in a quantum state \( | b \rangle \) and, hence, it has to be normalized. The solution to this linear system of equations is, therefore, expressed as

\[ | x \rangle = A^{-1} | b \rangle. \]

The algorithm assumes the case being considered is one in which the solution \( | x \rangle \) does not need to be fully known, but rather an approximation of the expectation value of some operator associated with the solution vector.

The problem boils down to finding \( A^{-1} \), like in any other algorithm to solve linear systems of equations. Classical algorithms usually have a computational complexity \( O(N^3) \) where \( N \) is the size of \( A \). If the operator were expressed as a diagonal matrix, the calculation of \( A^{-1} \) is almost immediate, creating a diagonal matrix in which the eigenvalues \( \lambda_i \) in the diagonal are replaced by their corresponding inverted values, \( \lambda_i^{-1} \). The computationally intensive portion of this solution in the classical context is precisely to calculate the eigenvalues of \( A \). This, however, can be solved rather easily in a quantum-mechanical manner through the use of the quantum phase estimation in which the eigenvalues are calculated and expressed as a phase.

The HHL algorithm can potentially estimate the function of the solution vector in running time complexity \( O(\log(N)s^2k^2/\epsilon) \) given that the matrix \( A \) is \( s \)-sparse and well-conditioned, where \( k \) denotes the condition number of the system and \( \epsilon \) the accuracy of the approximation [9].

The circuit implementation can be broken down into six different circuit stages: loading the \( | b \rangle \) input, Quantum Phase Estimation, Eigenvalue Inversion, inverse Quantum Phase Estimation, ancilla qubit measurement, and application of a function \( F(x) \) followed by measurement as shown in Figure 3. \( F(x) \) can be any linear equation in which some quantum mechanical operator is applied in order to obtain an estimate of the expectation value.

C. The SWAP test

The SWAP test routine is a quantum algorithm that expresses the scalar product of two input states [7], [10]. Two input states \( | A \rangle \) and \( | B \rangle \) are compared using controlled-SWAP gates and a control bit. The circuit for a two state comparison is shown in Figure 4.

The ancillary or control qubit is independent of the dimension of the state register and the application of the first Hadamard gate moves the qubit from \( | 0 \rangle \) to the superposition

Fig. 3: Generic HHL Algorithm with 5 stages: state \( | b \rangle \) preparation, Quantum Phase Estimation, Eigenvalue Inversion, inverse QPE, measurement of the flag qubit, and application of some function \( F(x) \). Note that only in the case of the measurement in the first register producing the outcome 1 the algorithm succeeds [4].
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\[ | 0 \rangle \rightarrow H \rightarrow H \rightarrow \]

| A \rangle

| B \rangle

Fig. 4: The standard SWAP test. The resulting state of the circuit is (without normalizations) \( | 0 \rangle (| AB \rangle + | BA \rangle) + | 1 \rangle (| AB \rangle - | BA \rangle) \), and thus the probability of obtaining outcome \( | 1 \rangle \) on the measurement is \( \frac{1}{2} (| AB \rangle - | BA \rangle)(| AB \rangle - | BA \rangle) = \frac{1}{2} - \frac{1}{2} | \langle AB | BA \rangle |^2 \), where if \( | A \rangle = \sum_i a_i | i \rangle \) and analogously for \( | B \rangle \), then \( \langle A | B \rangle \rangle = \sum_i a_i^* b_i \). This allows computing the overlap of \( | A \rangle \) and \( | B \rangle \) with additive error \( \epsilon \).
state $|+\rangle$ [11]. The CSWAP gates will then exchange the pair of input states $|A\rangle$ and $|B\rangle$ if the control qubit is in state $|1\rangle$. The second Hadamard gate will transform the input pair into a superposition of symmetric and anti-symmetric state coupled with the state of the ancillary qubit [11]. The probabilities of measuring the the ancillary qubit as $|0\rangle$ and $|1\rangle$ relate to the inner product of the two states:

$$
\begin{align*}
p_0 &= \frac{1}{2} + \frac{|\langle A|B \rangle|^2}{2}, \\
p_1 &= \frac{1}{2} - \frac{|\langle A|B \rangle|^2}{2}
\end{align*}
$$

(3)

where $\langle A|B \rangle$ represents the inner product of the two quantum states $|A\rangle$ and $|B\rangle$.

The overlap provides information about the relationship of the two states. If the outcome probability in the measured qubit is a uniform distribution, the states $|A\rangle$ and $|B\rangle$ are orthogonal. Conversely, if the output $|0\rangle$ is measured with 100% probability, the two states are equal. In addition, the SWAP test can be used to calculate the Euclidean distance between classical vectors encoded as quantum states. [10].

### D. Related work

The computational requirements for training ANNs and the large scale of the datasets that are typically employed in training have motivated many quests for finding faster and cheaper algorithms. These include, as discussed in Section II-A, the reduction of the precision in the ANNs’ parameters, but also novel ways of computing by exploiting the physical principles of quantum mechanics.

A popular approach to exploit quantum computing in the training of ANNs is the formulation of training of Quadratic Unconstrained Binary Optimization (QUBO) problems [12]. This choice is motivated by the existence of quantum annealers [13], which are physical systems whose ground state encodes the solution of such problems. Therefore, time evolution under suitable conditions naturally drives the system to the solution. In contrast to superconducting quantum circuits, quantum annealers already feature thousands of qubits, and it is generally accepted that the process uses quantum tunneling to overcome high energy barriers and increment the probability of obtaining the ground state [14]. Recently, the training of BNNs has been formulated as a QUBO problem, enabling its solution in quantum annealers [15], and showing promising results in state-of-the-art hardware. Moreover, the appearance of Ising machines [16], [17], which encode the same type of problems in classical physical systems, implies that quantum effects are not a necessity for obtaining good solutions to QUBOs.

Another quantum-based technique for training ANNs is found in Ref. [5]. There, the authors exploit the connection between the training of deep neural networks and of Gaussian processes [18], [19] in order to provide a quantum algorithm for training deep ANNs. In order to compute the mean and the variance of the corresponding Gaussian process predictor, Ref. [5] leverages the HHL algorithm and quantum inner product subroutines. By quantizing the necessary operations, the authors obtain an end-to-end algorithm that does not need of extracting individual entries of the HHL solution vector at any stage (for the case of neural networks with ReLU activation functions). Moreover, Ref. [5] provides small-scale demonstrations of the HHL subroutine, benchmarking it in classical simulators of quantum circuits and in the cloud-based quantum computers available at the time. In order to evaluate the accuracy of the subroutine when executed in real quantum processing units, the authors perform a SWAP test with the target state, known in advance, and prepared in an auxiliary register. This allowed to extract the information about the quality of the preparation by measuring just one qubit of the circuit in the standard basis, instead of having to perform tomography on the full circuit. With a slightly different goal (namely estimating the distance from the prepared state to a number of fixed, target states), this advantage is the one we exploit in the remainder of this article.

### III. ACCELERATED TRAINING

The proposed solution to the problem of training of NN is a hybrid Quantum-Classical solution as follows:

- Given the data for training a NN, the linear regression problem is expressed as system of linear equations. The optimal weights for this NN can be obtained by HHL, which encodes them in the amplitudes of a quantum state $|W\rangle$. In particular, in the case of a BNN, the fact that $|i\rangle$ is in the final state implies that the neuron $i$ is active (i.e., that the weight $w_i$ is 1).
- In order to access which amplitudes are nonzero, quantum tomography in the computational basis is necessary to recover the full state, but this is computationally expensive (see Section IV).
- However, if an additional state (test state $|tW\rangle$) is wisely selected and encoded to perform a SWAP test against, useful information can be extracted. Measuring the ancillary qubit at the output of this SWAP test is not computationally expensive (see Section IV).
- The information is then passed to the classical side of the algorithm to solve the final problem, which results in an optimization problem in a much reduced space.

This approach of extracting the solution state $|W\rangle$ out of the HHL circuit ($U$) to then perform a SWAP test against a test state $|tW\rangle$ is summarized in Figure 5. The information that can be extracted out of the output of the SWAP test can be easily related to the overlap of the two quantum states via Eq. (3).

Although the approach described above can be applied to solve NN with any weight values, BNNs are specially suitable for this approach for two reasons:

- The weights taking 1 or 0 values implies that the superposed state solution out of the HHL implementation — encoding in its amplitudes approximately the normalized weights vector — is guaranteed to be within the $\pm \mathbb{R}$ field.
- The test state can be easily encoded, simply using Hadamard gates.
Fig. 5: High-level schematic of the proposed quantum circuit, where $U$ represents the implementation of the HHL circuit solving the linear regression of a given binary neural network. $|W\rangle$ is the quantum superposition that contains all the weights of such solution. $|tW\rangle$ is the quantum state chosen as test state. The result of the SWAP test is related to the overlap $\langle W|tW \rangle$.

A. Relevant information for acceleration

Given the approach described above, this section discusses the kind of information that can be extracted out of the quantum portion of the hybrid solution.

| Variable | Definition |
|----------|------------|
| $|W\rangle$ | quantum superposition of weights vector |
| $|tW\rangle$ | quantum superposition of test weights vector |
| $|w_i\rangle$ | basis representing each of the NN weights |
| $\omega_i$ | amplitude of each $|w_i\rangle$ |
| $W$ | dimension of $|W\rangle$ and $|tW\rangle$ (total number of weights) |

The problem of training BNNs is the problem of finding the weights $W$ that minimize a certain cost function with the restriction that those weights can only take two values, 0 or 1. The vector of weights will have $N$ values equal to 1 and $W - N$ values equal to 0.

In the quantum representation, the weights vector is

$$|W\rangle = \sum_i \omega_i |w_i\rangle ,$$

where the $p(|w_i\rangle) = |\omega_i|^2$ probabilities of measuring the state $|w_i\rangle$ is equal to the value of the weight $w_i$. This is accurate when the probabilities are measured in the computational basis, and the weights are real and positive. This is the case for a BNN. Furthermore, in this case in which the probabilities are equal to either 1 or 0, and given that the quantum state is normalized, the weight vector can be expressed with a uniform distribution where $\omega_i = \frac{1}{\sqrt{N}}$ if $w_i = 1$, and $\omega_i = 0$ if $w_i = 0$.

IV. PROBABILITY DISTRIBUTION

One important aspect of the HHL algorithm is that it belongs to that category of quantum algorithms in which the solution to the problem is not given by the most probable outcome, but instead, it is encoded within the amplitudes of the state in the basis of the measurements. This means that ability to recreate the encoded state, and how accurately this can be done, has a direct impact on the ability to obtain the correct solution.

This is a major drawback that has been stated in the original paper discussing the HHL algorithm [4] and other papers published afterwards [6]. Building the probability distribution that contains the solution to the linear regression requires multiple “shots” (runs) and measurements, which grows the computational complexity to reach the problem’s solution.

The number of measurements necessary to extract such information varies depending on multiple factors, including the nature of the probability distribution, the smallest represented element of this distribution, and the number of potential outcomes of the measurements, which is the dimension of the problem at hand [20]–[23]. However, intuitively one can see how building a probability distribution of a single qubit (2 outcomes), should require fewer measurements than doing the same for, 5 qubits (32 possible outcomes) for instance. With that in mind, building the probability distribution of the ancillary bit for the controlled SWAP test should be computationally within reach, compared to the cost of recreating the actual solution state $|x\rangle$, and it is a foundational concept of the proposed approach in this paper.

To support the intuition above, sampling problems were simulated for two possible probability distributions, random and uniform. Multiple probability distributions of different sizes ranging from 2 to 32 were created, and samples from these were taken. The precision with which the probability distribution could be recreated was measured using the L1
distance from the original distribution. The plots of these are shown in Figures 6a and 6b. Each includes two plots with 2% and 5% L1 distance. Both show that a higher number of potential outcomes requires a significantly larger number of trials with polynomial growth. For example, for the random case, recreating the probability distribution with overall error under 2% requires approximately 87 samples for the two outcome case, while it requires almost 45,000 samples for the 32 outcome case. Moreover, and expected, a higher precision requires a larger number of trials.

Since the weight value for a BNN is expected to take either the values 0 or 1, reproducing the probability distribution to extract the weights can be better represented by a uniform distribution in which the binary vector has been normalized. Figure 6b can give an idea of the difficulty of recreating the values through sampling in this case. It is important to keep in mind when interpreting this figure that, although the simulations were made on fully uniform distributions—all outcomes are equally probable—, under zero-noise condition, the number of outcomes can be interpreted as the number of 1s in the weights vector. In other words, although the data point for size 16 was taken on a uniform distribution over 16 outcomes, the same data point is also valid for, say, a 32-outcome distribution out of which 16 represent 1 values and 16 represent 0 values; or it could be the data point of a probability distribution of dimension 40 with only 16 weights equal to 1 and 24 weights equal to 0. This is due to the fact that the weights equal to zero probability are never encountered in the sampling process, as long as there is no noise. Following this example, any probability distribution of arbitrary dimension, and with 16 equally probable events, will require over 3,000 samples to be accurately reproduced within to 5% L1 distance overall. When noise is part of the problem, there is no guarantee that samples will not be taken out of non-zero weights, and hence, more sampling will be necessary.

In conclusion, to extract the values of the weights for a BNN using the HHL quantum algorithm, the number of measurements makes the computational cost infeasible. The SWAP test on the other hand, applied to this HHL outcome and some other wisely chosen state, requires measuring only one qubit, no matter the dimension of the swapped states. The values measured at this one single qubit containing the $|d\rangle$ state after swap being applied are not necessarily in a uniform distribution. Looking at the random distribution plot (Figure 6a), fewer than 90 measurements per SWAP test were shown to be enough in this experiments to get a good idea of the overlap of the two states.

V. EXPERIMENTAL RESULTS

As a proof-of-concept, this work implemented systems of equations of size 2 and 4 successfully, simply following previously published solutions [5], [24], [25], with no new contribution on that end. Current Quantum Computers only allow for very small implementations of the HHL algorithm, such as those. However, the following results are presented for larger size BNN problems, under the assumption that the information discussed in the previous sections will be extracted quantum-mechanically for larger problem sizes in the future.

A. Accelerated on MNIST Linear Regression

Here, we show the results of accelerating training of a single-layer BNN for the MNIST handwritten digit dataset [26]. MNIST contains 60000 28 × 28 pixel training images and 10000 test images, evenly distributed across the 10 output classes. To match the quantum case, where linear regression is performed on a scalar-valued function, we classify each MNIST digit into only 2 classes: ‘0’ or not ‘0’. A validation set of size 6000 was used to check for training convergence with a mean squared error loss function. For each simulation run, the 784-inputs, 1-output BNN (with 785 weights including the bias) was first trained using the usual method of rounding each weight to the closest binary value in the forward pass and then updating the full-precision weights using gradient descent in the backward pass (see Section II-A). When training converged, the required number of iterations and loss were recorded, as well as the solution $w^*$. Then, the distance $d$ from $w^*$ to a random binary vector $c$ was calculated for comparison with this new approach. This distance calculation emulates the effect of the information extracted from the HHL + SWAP test implementation explained in previous sections. A new network was generated with the same random initialization as the first, and trained using the same BNN as the original, except the weights were rounded to the closest binary point on the plane defined by $c$ and $d$ (see Eq. (2)). After training converged, we recorded the number iterations required to achieve an equal or smaller loss value than that achieved by the original network. This whole procedure was repeated 100 times. The results are shown in Figure 7. For the original network (baseline), training converged after an average of 27.4 iterations. For the network with weights rounded onto the hyperplane, training converged after and average of 18.6 iterations, corresponding to a ∼32% improvement. In addition, 71 out of the 100 simulations led to the constrained BNN training giving equal or better loss than the unconstrained BNN. In the cases where the constrained BNN loss was larger, the difference in mean squared error was around 15% of the unconstrained BNN. While these results are encouraging, they also highlight that more work needs to be done to effectively incorporate partial information from quantum solutions to accelerate classical optimization.

VI. CONCLUSION

This paper proposes a form of accelerated training for Binary Neural Networks that combines quantum and classical approaches. The quantum portion of the training applies the HHL algorithm for solving linear systems of equations to solve the linear regression of a single layer BNN. This is is followed by a SWAP test applied at the output of the HHL implementation, to extract information out of its quantum superposed solution. Thanks to the states overlap that can be measured at the single qubit output of the SWAP test, two pieces of information can be extracted: (1) the distance with the test case, hence reducing the search to a hypersphere,
Fig. 7: Number of training iterations required for convergence for unconstrained (baseline) and hyperplane constrained training of a single-layer BNN on the MNIST dataset.

and (2) the overlap with a uniform superposition, hence, the number of 1s in the weights vector.

Extracting the solution out of the HHL algorithm is computationally expensive due to the multiple measurements required. This paper shows—through simulation of probability distributions—that measuring the overlap represented in a single qubit after the SWAP test can be done with significantly lower number of measurements than extracting the full state, output of HHL, even when the solution state is $+R$.

This information measured out of the SWAP test is used to reduce the computational complexity of the classical search for the optimal set of weights in the training process of Binary neural networks (BNN). In the experiments on a subset of the MNIST dataset, this translated into an average reduction of 32% on the number of iterations needed for convergence. Although most of the simulations resulted in equal or better loss than the unconstrained BNN, 29% resulted in higher loss, of 32% on the number of iterations needed for convergence.

Future continuation of this work will explore the best strategies to select the test states. In addition, although this approach was applied to BNN with 0 or 1 weights—states that can be measured and prepared with ease—it is possible to apply it to other ANN with weights outside this constraint. We also acknowledge that the implementation of the HHL algorithm, and quantum circuits in general, face hurdles that have not been discussed in this paper, such as the sparsity of the matrix $A$, the approximate solution limited by the width of the QPE registers, and the multiple sources of noise. These are to be solved in a different paper.
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