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Abstract—This paper investigates covert communication over an additive white Gaussian noise (AWGN) channel in finite block length regime on the assumption of Gaussian codebooks. We first review some achievability and converse bounds on the throughput under maximal power constraint. From these bounds and the analysis of TVD at the adversary, the first and second asymptotics of covert communication are investigated by the help of some divergences inequalities. Furthermore, the analytic solution of TVD, and approximation expansions which can be easily evaluated with given $\text{snr}$ (signal-to-noise ratio) are presented. In this way, the proper power level for covert communication can be approximated with given covert constraint of TVD, which leads to more accurate estimation of the power compared with preceding bounds. Moreover, the connection between Square Root Law and TVD is disclosed to be on the numerical properties of incomplete gamma functions. Finally, the convergence rates of root law and TVD is disclosed to be on the numerical properties of incomplete gamma functions. Thus, we see that the throughput of covert communication follows the following square root law (SRL) [3].

Square Root Law. In covert communication, for any $\epsilon > 0$, the transmitter is able to transmit $O(\sqrt{n})$ information bits to the legitimate receiver by $n$ channel uses while lower bounding the adversary’s sum of probability of detection errors $\alpha + \beta \geq 1 - \epsilon$ if she knows a lower bound of the adversary’s noise level $(\alpha$ and $\beta$ are error probabilities of type I and type II in the adversary’s hypothesis test). The number of information bits will be $o(\sqrt{n})$ if she doesn’t know the lower bound.

If $\theta_n$ is denoted to be the $\text{snr}$ at the main channel, then the maximal number of information bits that can be transmitted by $n$ channel uses is $\frac{1}{2} n \log(1 + \theta_n)$ over AWGN channels when the input distribution is Gaussian. From the Square Root Law, the maximal number of information bits by $n$ channel uses is $O(\sqrt{n})$ if a lower bound of the adversary’s noise is known, hence we have $n \theta_n = \omega(1)$, that is: there exists a constant $n_0 > 0$ such that $1 < n \theta_n$ for any $n \geq n_0$. Furthermore, we have $1 \leq \frac{1}{2} n \log(1 + \theta_n) = \frac{n \ln(1 + \theta_n)}{\ln 2} \sim \frac{n \theta_n}{\ln 2} \sim O(\sqrt{n})$. The first inequality is ensured by the feasibility of covert communication. If we assume that

$$\theta_n = n^{-\tau}, \quad 0 < \tau < 1,$$

Square Root Law implies that the appropriate power level is $\tau \geq \frac{1}{2}$ for covert communication in the asymptotic regime. In that case, K-L distance, as a metric of discrimination with respect to the background noise at the adversary will be bounded as $n \to \infty$. Consequently, the asymptotic capacity $\left(\frac{1}{2} n \log(1 + n^{-\tau})\right)$ with per channel use is zero.

A number of works focused on improving the communication efficiency by various means, such as using channel uncertainty in [7][8][9], using jammers in [10][11] and other methods in [12][13]. These methods are discussed in the asymptotic regime. However, in practical communication, we are more concerned about the behaviors in finite blocklength regime. For example, given a finite block length $n$, how many information bits can be transmitted with a given covert criterion and maximal probability of error $\epsilon$, under which the adversary is not able to determine whether or not the transmitter is communicating effectively. When the channels are discrete memoryless, this question has been answered by Bloch’s works [14][15], where the exact second-order asymptotics of the maximal number of reliable and covert bits are characterized when the discrimination metrics are relative entropy, total variation distance (TVD) and missed

I. INTRODUCTION

Security is very important aspect of wireless communication. Covert communication or communication with low probability of detection (LPD), where it is required that the adversary should not learn whether the legitimate parties are communicating nor not, has been studied in a lot of recent works. Typical scenarios arise in underwater acoustic communication [1] and dynamic spectrum access in wireless channels, where secondary users attempt to communicate without being detected by primary users or users wish to avoid the attention of regulatory entities [2]. The information theory for covert communication was first characterized on AWGN channels in [3] and DMCs in [2][4], and later in [5] and [6] on BSC and MIMO AWGN channels, respectively. It has been shown that
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order of asymptotics are shown to be \(O(n^{\frac{1}{2}})\) and \(O(n^0)\), respectively.

- Under moderate blocklength assumption, analytic formula of the TVD at the adversary is obtained. From the analytic formula, we show that there is close connection between SRL and the asymptotic behavior of incomplete gamma functions.
- The analytic formula leads to more accurate approximation of TVD, and further leads to more accurate evaluation of both achievability and converse bounds of the primary throughput, which will be illustrated by numerical results.
- For the analytical expression, we present its series expansions with different \(\text{snr}\) for convenient evaluation. Numerical results show that they approximate the total variation distance accurately, i.e., we can provide a simple but accurate numerical description of TVD as the discrimination metric at the adversary in covert communication with properly moderate blocklength.
- When \(\tau < \frac{1}{4}\), the convergence rate that TVD at the adversary approaches to 1 as \(n \to \infty\), is proved to be \(O(e^{-\frac{1}{4}n^{1-2\tau}})\). When \(\tau > \frac{1}{2}\), the rate that TVD goes to 0, is proved to be between \(O(n^{1-2\tau})\) and \(O(n^{\frac{1}{2}(1-2\tau)})\). These convergence rates could be quite useful for not only understanding the behavior of TVD as a metric of discrimination in probability theory, but also the practical design of covert communication.

The rest of this paper is arranged as follows. In Section II, we describe the model for covert communication over AWGN channels. In Section III, the hypothesis test at the adversary is introduced. The main results are presented in Section IV, Section V and Section VI. We then provide numerical results in Section VII. Section VIII concluded the paper.

II. THE CHANNEL MODEL AND THE CODING SCHEME

In this section, the channel model of covert communication over AWGN channels is presented. An \((n, 2^nR)\) code for the Gaussian covert communication channel consists of a message set \(W \in \mathbb{W} = \{1, \ldots, 2^n R\}\), an encoder at the transmitter Alice \(f_n : \mathbb{W} \to \mathbb{R}^n, w \mapsto x^n\), and a decoder at the legitimate user Bob \(g_n : \mathbb{R}^n \to \mathbb{W}, y^n \to \hat{w}\). Meanwhile, a detector is at an adversary Willie \(h_n : \mathbb{R}^n \to \{0, 1\}, z^n \to 0/1\). The error probability of the code is defined as \(P_e = Pr[g_n(f_n(W)) \neq \hat{w}]\). The channel model is defined by

\[
y_i = x_i + N_i, i = 1, \ldots, n
\]

and

\[
z_i = x_i + N_i, i = 1, \ldots, n
\]

as shown in Fig[1] where \(x^n = \{x_i\}_{i=1}^n, y^n = \{y_i\}_{i=1}^n, z^n = \{z_i\}_{i=1}^n\) denote Alice’s input codeword, the legitimate user Bob’s observation and the adversary Willie’s observation, respectively. Variables \(\{N_i, N_i\}, i = 1, \ldots, n\) are independent identically distributed (i.i.d) according to Gaussian distribution \(\mathcal{N}(0, \sigma_1^2)\) and \(\mathcal{N}(0, \sigma_2^2)\), respectively. Each \(x^n\) is a codeword from the \((n, 2^nR)\) codebook with rate \(R\). The generation of the codebook will be described later.\(^2\)

\(^1\)Part of this paper was submitted to ??

\(^2\)Although the asymptotic capacity of the covert communication is zero, the rate with finite \(n\) and nonzero decoding error probability \(\epsilon\) could be positive.
Bob wants to decode the received vector $y^n$ with small error probability $P^c_e$. The adversary Willie tries to determine whether Alice is communicating ($h_n = 1$) or not ($h_n = 0$) by statistical hypothesis test, and the worst performance by Willie in detection is thus to attain the error probability of detection being $\frac{1}{2}$. Thus, Alice, who is active about her choice, is obligated to seek for a code such that $\lim_{n \to \infty} P^c_e = 0$ and $\lim_{n \to \infty} P(h_n = 0) \to \frac{1}{2}$. There is usually a secret key to assist the communication between Alice and Bob (such as the identification code for the users in spread spectrum communication), which is not the focus of this work. The interested reader may refer to [2] and [3] for more details. For calculation convenience, it is further assumed that the noise levels at Alice and Willie are the same, i.e., $\sigma^2 = \sigma^2_w = \sigma^2$. Each codeword is randomly selected from a subset of candidate codewords. Each coordinate of these candidates are i.i.d generated from $\mathcal{N}(0, P(n))$ where $P(n)$ is a decreasing function of $n$. The detail of selection will be discussed later. The adversary is aware that the codebook is generated from Gaussian distribution $\mathcal{N}(0, P(n))$ with blocklength $n$ but he doesn’t know the specific codebook. Thus, the signal plus noise at Willie follows $\mathcal{N}(0, \sigma^2)$ with $\sigma^2 = p_n + \sigma^2$ if Alice is transmitting. As previously stated, we denote $\theta_n = \frac{\sigma^2}{\sigma^2_w}$ as snr, and the main concern in this work is the situation $\theta_n = n^{-\tau}$ with $\tau \in (0, 1)$.

The hypothesis test of Willie in covert communication is performed on his received signal $z^n$ which is a sample of random vector $Z^n$.

- The null hypothesis $H_0$ corresponds to the situation where Alice doesn’t transmit and consequently $Z^n$ has output probability distribution $P_0$. Otherwise, the received vector $Z^n$ has output probability distribution $P_1$ which depends on the input distribution.
- The rejection of $H_0$ when it is true will lead to a false alarm with probability $\alpha$. The acceptance of $H_0$ when it is false is considered to be a missed detection with probability $\beta$.

The aim of Alice is to decrease the success probability of Willie’s test by increasing $\alpha + \beta$, and meanwhile reliably communicating with Bob. The effect of the optimal test is usually measured by total variation distance $V_T(P_1, P_0)$ which is $1 - (\alpha + \beta)$ [25]. The total variation distance between two probability measures $P$ and $Q$ on a sigma-algebra $\mathcal{F}$ of subsets of the sample space $\Omega$ is defined as

$$V_T(P, Q) = \sup_{A \in \mathcal{F}} |P(A) - Q(A)|.$$  (4)

When $V_T(P_1, P_0)$ is close to 0, it is generally believed that any detector at Willie can not discriminate the induced output distribution and the distribution of noise effectively, hence can not distinguish whether or not Alice is communicating with Bob.

III. FIRST AND SECOND ASYMPTOTICS

In this section, we mainly focus on the asymptotics of covert communication over AWGN channel. Subsection A will review some results. Subsection B discusses the TVD at the adversary with the previous constructed codebook. Under that condition, we use divergence inequalities to get the sufficient and necessary condition of the power under covert constraint in Subsection B. In Subsection C, based on previous results, the achievability bound and converse bound under covert constraint are obtained, which lead to the first and second asymptotics of covert communication over AWGN channel. At first, some notions will be introduced as follows.

- $\mu$ is a parameter to constrain the candidates of codewords, which may depend on $n$.
- For each $n$, $\bar{F}_n \triangleq \{ x^n : \mu^2 \cdot nP \leq \| x \|^2 \leq nP \}$.
- $P$ is a decreasing function of $n$ and is usually written as $P(n)$.

A. Previous Results on the Throughput

In this section, we first present a coding scheme and corresponding achievability bound from the resulting codebook. The generation of our codebook is described as follows.

1) Firstly, a set of candidates are generated. Each coordinates of these candidates is drawn from i.i.d normal distribution $\mathcal{N}(0, \mu P(n))$, 0 < $\mu$ < 1 and satisfy:
   1) $\mu^2 n P(n) \leq \| x \|^2 \leq nP(n)$
   2) $\tau_0 \leq \tau_n(R) \leq \frac{n}{n + \epsilon}$.

Let $\epsilon = \frac{1}{2} \log(1 + \mu P(n))$, $\tau_n(R) = \frac{B_{\mu}(P, R)}{\sqrt{n}}$, $B_{\mu}(P, R) = 6T_{\mu}(P, R)^{3/2}$,

$$T_{\mu}(P, R) = E\left[ \frac{\log e}{2(1 + \mu P)} \cdot [\mu^2 P + 2\sqrt{R}Z_i - \mu^2 P Z_i^2] \right]$$

$$V_{\mu}(P, R) = \left( \frac{\log e}{2(1 + P)} \right)^2 (4R + 2P^2) = V(n) \cdot \left( \frac{2R + P^2}{2P + P^2} \right).$$

\[ \]
Then we have (maximal probability of error)
\[
\begin{align*}
\log M_m^+(n, \epsilon, P(n)) & \geq \sup_{0<\tau_0<\epsilon} \left\{ nC_m(n) + \frac{n(R^* - \mu P(n)) \log e}{2(1 + \mu P(n))} \\
&+ \sqrt{nV_\mu(P(n), R^*)Q^{-1}} \left( 1 - \epsilon + \frac{2B_\mu(P(n), R^*)}{\sqrt{n}} \right) \right\} + \log \tau_0 + \frac{1}{2} \log n - \log \left[ 2 \log 2 + 4B_\mu(P, R^*) \right].
\end{align*}
\]

The quantity \( R^* \) satisfies \( x_0^* = [\sqrt{R^*}, \cdots, \sqrt{R^*}] \in F_n \) and maximizes (42).

When \( n \) is sufficiently large, there exists some \( \tau_0 \) that \( \epsilon > \tau_0(R) > \tau_0 \) holds. We further have
\[
\begin{align*}
\log M_m^+(n, \epsilon, P(n)) & \geq nC_m(n) - \sqrt{nV_\mu(n)Q^{-1}}(\epsilon) + \frac{1}{2} \log n + \log \tau_0 + \log P_X[F_n] + O(1).
\end{align*}
\]  
holds for some \( \tau_0 \).

The following theorem (Formula (42) in [17]) provides normal approximation of the converse bound for the throughput with blocklength \( n \) under maximal power constraint \( P(n) \).

**Theorem 2.** For the AWGN channel with \( P = P(n) \) which is a decreasing function of \( n \), and \( \epsilon \in (0, 1) \) and maximal power constraint under a given \( n \): each codeword \( c_i \in X^n \) satisfies \( \|c_i\|^2 \leq nP(n) \), we have (maximal probability of error)
\[
\log M_m^+(n, \epsilon, P(n)) \geq nC_m(n) - \sqrt{nV_\mu(n)Q^{-1}}(\epsilon) + \frac{1}{2} \log n + O(1).
\]  

Fact 1. TVD is a distance and satisfies the triangle inequality [32]:
\[
|V_T(P_1, P_0) - V_T(P_1, P_1)| \leq V_T(P_1, P_0) \leq V_T(P_1, P_0) + V_T(P_1, P_1).
\]  

**Fact 2.**
\[
V_T(P_1, P_1) \leq V_T(P_X, P_X).
\]  

Under the conditions of \( \mu \in [0, 0.7, 0.85] \) and \( n \geq 400 \), \( V_T(P_X, P_X) \) will be small for most applications and the effect of truncation is regarded to be negligible due to sphere hardening effect. In the following analysis, it is assumed \( \mu \) and \( n \) are chosen so that the effect of truncation is constrained under a small threshold. Without loss of generality, it is assumed that the TVD constraint is satisfied if \( V_T(P_1, P_0) \leq \delta \) so that we can focus on the effect of the power on the asymptotics of the throughput.

**C. Power Constraint and Divergence Inequalities**

First, we introduce some well known bounds for the total variation distance.

1) K-L distance bound. K-L distance is used as an upper bound of the total variation distance \( V_T \) and Pinsker’s inequality.
\[
V_T(P, Q) \leq \sqrt{\frac{1}{2} D(P||Q)}.
\]

Since K-L distance is asymmetric, \( D(P, Q) \) and \( D(Q, P) \) are different, and both are upper bounds of the total variation distance \( V_T(P, Q) \). In our case, these two K-L distances are expressed as
\[
D(P_1, P_0) = \sum_{\theta_0} \left[ 1 + \epsilon_0(1 + \theta_0) \log e \right].
\]  

In [24], it is proved that the latter is smaller than the first, which is always used as a constraint for covert communication in the form of \( D(P_1, P_0) \leq \delta \) under the premise of Gaussian codebooks. From now on, we denote \( \sqrt{\frac{1}{2} D(P_1, P_0)} \) as K-L bound.

2) Hellinger distance. For probability distributions \( P \) and \( Q \), the square of the Hellinger distance between them is defined as,
\[
H^2(P, Q) = \frac{1}{2} \int (\sqrt{dP} - \sqrt{dQ})^2.
\]

In our case, the square of the Hellinger distance is expressed as [26]
\[
H^2(P_1||P_0) = 1 - \left( \frac{2\sigma_1}{\sigma_2 + \sigma_1^2} \right)^{\frac{n}{2}}.
\]
\[
nC_{\mu}(n) + \frac{n(R^* - \mu P(n)) \log e}{2(1 + \mu P(n))} + \sqrt{nV_{\mu}(P(n), R^*)} Q^{-1} \left( 1 - \epsilon + \frac{2B_{\mu}(P(n), R^*)}{\sqrt{n}} \right) \\
+ \frac{1}{2} \log n + \log \tau_0 + \log P_X[\bar{F}_n] - \log \left[ \frac{2 \log 2}{\sqrt{2nV_{\mu}(P, R^*)}} + 4B_{\mu}(P, R^*) \right].
\]  

(43)

Fig. 2. The candidates of codewords lies in a subset of n-dimensional sphere: \( F_n \triangleq \{ x^n : \mu^2 \cdot nP(n) \leq \| x \|^2 \leq nP(n) \} \).

The Hellinger distance \( H(P, Q) \) and the total variation distance (or statistical distance) \( V_T(P, Q) \) are related as follows

\[
H^2(P, Q) \leq V_T(P, Q) \leq \sqrt{2} \cdot H(P, Q). \quad (56)
\]

Recently, Igal Sason gave an improved bound on the Hellinger distance, see Proposition 2 in [27],

\[
1 - \sqrt{1 - V_T(P, Q)}^2 \leq H^2(P, Q). \quad (57)
\]

From (57),

\[
V_T(P, Q) \leq \sqrt{1 - (1 - H^2(P, Q))^2}. \quad (58)
\]

The right side of the inequality is a sharper upper bound for the total variation distance than the upper bound in (56) and it is also sharper than K-L bound, as shown in our numerical results section. We denote it as Hellinger upper bound. Thus, we have

\[
H^2(P_1, P_0) \leq V_T(P_1, P_0) \leq \sqrt{1 - (1 - H^2(P_1, P_0))^2} \quad (59)
\]

As we have lower bound and upper-bound on \( V_T(P_1, P_0) \) as \( B_L = H^2(P_1||P_0) \), and \( B_U = \sqrt{1 - (1 - H^2(P_1||P_0))^2} \), i.e. \( B_L \leq V_T(P_1||P_0) \leq B_U \).

(1) Let \( B_L = \delta \), from which we get a power \( P_{NEC} \) (i.e. necessary condition for the power). If \( P > P_{NEC} \), it is impossible to achieve \( V_T(P_1||P_0) \leq \delta \). However, if \( P \leq P_{NEC} \), we don’t necessarily achieve \( V_T(P_1||P_0) \leq \delta \), the corresponding throughput is \( \log M_{NEC}^* \). It is unlikely to attach a larger rate than this one given our TVD constraint. From (55) we get

\[
H^2(P_1||P_0) = \delta \iff 4\sigma^2(\sigma^2 + p_n) = (1 - \delta)^4 \quad (60)
\]

\[
\iff \frac{4(1 + \theta_n)}{4 + 4\theta_n + \theta^2_n} = (1 - \delta)^4. \quad (63)
\]

Denote \( \eta_n = 1 + \theta_n \) and \( y = \frac{1}{2}(1 - \delta)^4 \), we have

\[
\eta_n = (1 + \eta_n)^2 = y. \quad (61)
\]

Solving the above equation, we get

\[
P_{NEC} = \frac{1 - 2y + \sqrt{1 - 4y}}{2y} - 1 \cdot \sigma^2. \quad (62)
\]

(2) Let \( B_U = \delta \), from which we solve and find \( P_{SUF} \), which suggests: if \( P \leq P_{SUF} \), we for sure can achieve \( V_T(P_1||P_0) \leq \delta \), but it might be too conservative to use such power. Thus, the corresponding maximal throughput is \( \log M_{SUF}^* \), which is smaller than \( \log M_{NEC}^* \). The actual power \( P_n \) to meet the constraint of \( V_T(P_1||P_0) \leq \delta \), can be attained by setting \( V_T(P_1||P_0) = \delta \), which should be between these two bounds, i.e. \( P_{SUF} \leq P_n \leq P_{NEC} \).

\[
\sqrt{1 - (1 - H^2(P_1||P_0))^2} = \delta^2 \iff 4\sigma^2(\sigma^2 + p_n) = (1 - \delta)^4 \quad (63)
\]

\[
\iff \frac{4(1 + \theta_n)}{4 + 4\theta_n + \theta^2_n} = (1 - \delta)^4. \quad (63)
\]

Denote \( \eta_n = 1 + \theta_n \) as above and \( y_0 = \frac{1}{2}(1 - \delta^2)^4 \), and we have

\[
P_{SUF} = \frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0} - 1 \cdot \sigma^2. \quad (64)
\]

If the average power of the sending signal is smaller than \( P_{SUF} \), it is certain that \( V_T(P_1||P_0) \leq \delta \) will be satisfied. If the average power of the sending signal is larger than \( P_{NEC} \), it is certain that \( V_T(P_1||P_0) \geq \delta \).

D. First and Second order Asymptotics of the Maximal Throughput

From the previous analysis, the results on the power requirement are applied in the achievability and converse bounds on the throughput over AWGN channel, then we can get the achievability and converse bounds on the throughput under convert constraint. If we assume that \( n \) is sufficiently large, then the formula (6) could be used to characterized the first and second order asymptotics. More specifically,
1) If the quantity $P(n)$ in the achievability bound [3] is substituted by $P_{SUF}$ [64], then an achievability bound log $M^*_{SUF}(n, \epsilon)$ on the maximal throughput is obtained.
2) If the quantity $P(n)$ in the converse bound [44] is substituted by $P_{NEC}$ [62], then a converse bound log $M^*_{NEC}(n, \epsilon)$ on the maximal throughput is obtained.

The details are presented in the following theorem.

**Theorem 3.** For covert communication over AWGN channel with average decoding error probability $\epsilon$ and total variation distance constraint $V_T(P_1\|P_0) \leq \delta$ at the adversary, the maximal throughput should satisfy:

$$
\log M^*_{SUF}(n, \epsilon, \delta) \leq n \log \left[ \frac{1 - 2y + \sqrt{1 - 4y}}{2y} \right] - \frac{n \log^2 e}{2} \left[ 1 - \frac{1}{\left( \frac{1 - 2y + \sqrt{1 - 4y}}{2y} \right)^2} \right] Q^{-1}(\epsilon) + O(\log n),
$$

(65)

$$
\log M^*_{SUF}(n, \epsilon, \delta) \geq n \log \left[ \frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0} \right] - \frac{n \log^2 e}{2} \left[ 1 - \frac{1}{\left( \frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0} \right)^2} \right] Q^{-1}(\epsilon) + O(\log n)
$$

(66)

where $y = \frac{1}{2} (1 - \delta)\frac{1}{2}$ and $y_0 = \frac{1}{4} (1 - \delta^2)\frac{1}{2}$. Moreover, the first term of the maximal throughput under TVD constraint $\delta$: log $M^*(n, \epsilon, \delta)$ is of $O(n^2)$, and the second term is of $O(\frac{1}{n})$.

**Proof.** The necessary and sufficient condition on the maximal throughput are applications of Theorem 2 and Theorem 1 on the power $P_{NEC}$ and $P_{SUF}$. A sufficient condition on power level will both satisfy the covert constraint and obtain the achievability bound log $M^*_{SUF}(n, \epsilon)$. A necessary condition on power level will lead to the converse bound log $M^*_{NEC}(n, \epsilon)$. They provide achievability and converse bounds on the maximal throughput with given TVD constraint $V_T(P_1\|P_0) \leq \delta$.

In the following, we will analyze the order of the first and the second terms of the quantities log $M^*_{NEC}(n, \epsilon)$ and log $M^*_{SUF}(n, \epsilon)$. The following quantities are significant for our analysis.

- The quantity \( \frac{1 - 2y + \sqrt{1 - 4y}}{2y} \).

Denote $\lambda = \sqrt{1 - 4y}$, then $\lambda = \left[ 1 - (1 - \delta)^\frac{1}{2} \right]^{\frac{1}{2}}$. If we further denote $t = -\ln (1 - \delta)\frac{1}{2}$, we have $(1 - \delta)^\frac{1}{2} = e^{-t}$ and $-t = O(\frac{1}{n})$ as $n \to \infty$. Now

$$
\lambda = (1 - e^{-t})^{\frac{1}{2}} = (1 - 1 + t + \frac{t^2}{2} + \frac{t^3}{6} + \ldots)^{\frac{1}{2}} = O(\frac{1}{\sqrt{n}}).
$$

(67)

Since

$$
\frac{1 - 2y + \sqrt{1 - 4y}}{2y} = 1 + \frac{2\lambda(1 + \lambda)}{1 - \lambda^2},
$$

(68)

we have

$$
\log \frac{1 - 2y + \sqrt{1 - 4y}}{2y} = \ln \left[ 1 + \frac{2\lambda(1 + \lambda)}{1 - \lambda^2} \right] = O\left( \frac{1}{\sqrt{n}} \right).
$$

(69)

$$
1 - \frac{1}{\left( \frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0} \right)^2} = 1 - \frac{1}{\left[ 1 - \lambda^2 \right]^2} = O\left( \frac{1}{\sqrt{n}} \right).
$$

(70)

- The quantity $\frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0}$.

Denote $\lambda_1 = \sqrt{1 - 4y_0} = \sqrt{1 - (1 - \delta^2)^\frac{1}{2}}$ and $s = -\frac{2}{n} \ln (1 - \delta^2)$, we have $s = O(\frac{1}{n})$ and $(1 - \delta^2)^\frac{1}{2} = e^{-s}$. Moreover,

$$
\lambda_1 = O\left( \frac{1}{\sqrt{n}} \right),
$$

(71)

$$
1 - \frac{1}{\left[ 1 - 2\lambda_1(1 + \lambda_1) - \lambda_1^2 \right]} = 1 + O(\frac{1}{\sqrt{n}}).
$$

(72)

Thus,

$$
\log \frac{1 - 2y_0 + \sqrt{1 - 4y_0}}{2y_0} = O(\lambda_1) = O\left( \frac{1}{\sqrt{n}} \right),
$$

(73)

and

$$
1 - \frac{1}{\left[ 1 - 2\lambda_1(1 + \lambda_1) - \lambda_1^2 \right]^2} = O\left( \frac{1}{\sqrt{n}} \right).
$$

(74)

Now we analyze the first and the second term of log $M^*_{NEC}(n, \epsilon)$ and log $M^*_{SUF}(n, \epsilon)$.

- log $M^*_{NEC}(n, \epsilon, \delta)$ in (65). From the above bounds, especially (73) and (74), the first term is of order $O(\sqrt{n})$, and the second term is of order $O(n^2)$.

- log $M^*_{SUF}(n, \epsilon, \delta)$ in (66). The first term is of order $O(\sqrt{n})$, and the second term is of order $O(n^2)$.

The first-order asymptotics of the maximal throughput in log $M^*_{NEC}(n, \epsilon, \delta)$ and log $M^*_{SUF}(n, \epsilon, \delta)$ are both $O(n^2)$. Hence, the first-order asymptotic of log $M^*(n, \epsilon, \delta)$ must be $O(n^2)$. The second-order asymptotics of the maximal throughput in log $M^*_{NEC}(n, \epsilon, \delta)$ and log $M^*_{SUF}(n, \epsilon, \delta)$ are both $O(n^2)$. Hence, the second-order asymptotic of log $M^*(n, \epsilon, \delta)$ must be $O(n^2)$.

**IV. ANALYSIS OF TOTAL VARIATION DISTANCE IN COVERT COMMUNICATION OVER AWGN CHANNELS**

In this section, we extend the analysis of throughput to the TVD at the adversary under the same assumption that the effect of selection is negligible. In other words, we assume that $\mu$ is properly chosen and the blocklength $n$ is at least moderately large ($n \geq 500$) so that we can regard that each coordinate of the codewords is subject to normal distribution $N(0, \mu P(n))$. In this case, TVD at the adversary can be approximated by $V_T(P_1, P_0)$. 

\[\]
A. Analytic Formula of $V_T(P_1, P_0)$

Although we have gotten upper and lower bounds of the maximal throughput, the power we use is based on divergence inequalities, which will impair the accuracy of the power and hence the throughput when the interest is on the behavior with finite $n$. In this section, we will get analytic formula of $V_T(P_0, P_1)$ with $snr = \theta_n$. The formula will permit us to get accurate evaluation of TVD with given power level.

**Theorem 4.** With fixed block length $n$ and Gaussian signal with power $p_n$, the total variation distance at Willie is formulated as

$$V_T(P_0, P_1) = \frac{1}{\Gamma(n/2)} \left[ \gamma\left(\frac{n}{2}, f(\theta_n)\right) - \gamma\left(\frac{n}{2}, g(\theta_n)\right) \right].$$  (75)

In the above formula, $n$ is the blocklength, $\theta_n = \frac{p_n}{snr}$ is the $snr$, $\Gamma(z)$ is the well known Gamma function and $\gamma(a, x)$ is the incomplete gamma function. Moreover, $f(\theta_n) = \frac{1}{n} \ln\left(1 + \frac{1}{\theta_n}\right) \ln(1 + \theta_n)$ and $g(\theta_n) = \frac{1}{n} \ln\left(1 + \frac{\theta_n}{\theta_n}\right)$.

The proof can be found in Appendix $A$ and it can also be obtained by geometric integration methods from $[29]$.

**Remark.** The incomplete gamma functions

$$\gamma(a, z) = \int_0^z e^{-t} t^{a-1} dt, \quad (76)$$

$$\Gamma(a, z) = \int_z^{\infty} e^{-t} t^{a-1} dt \quad (77)$$

are related as follows:

$$\gamma(a, z) + \Gamma(a, z) = \Gamma(a).$$

**Theorem 4** provides an accurate quantitative measure of the discrimination respect to the noise level at the adversary, whose input variables are the block length $n$ and $snr$. It will help us understand the discrimination of two multivariate normal distribution with the same mean vector and different covariance matrices. There are several interesting facts about the total variation distance at the adversary from the conclusion of **Theorem 4**

(a) The numerator is the difference of two incomplete gamma functions, the first variables of which are the same, i.e., half of the blocklength.

(b) The second variables lie on the left and right of $n/2$, and the difference of which is $\frac{1}{n} \ln(1 + \theta_n)$, i.e., the capacity multiplied by the blocklength $n$.

B. Numerical Approximation for $V_T(P_1, P_0)$

Since the analytic formula for the total variation distance at the adversary is involved with Gamma function and incomplete gamma functions, it is not convenient to evaluate them in general. Therefore, it is necessary to give relatively simple formulae to evaluate these gamma functions. For Gamma function, we have String formula $[34]$ as asymptotic approximation,

$$\lim_{n \to \infty} \frac{n!}{e^{-n}n^n \sqrt{2\pi n}} = 1. \quad (78)$$

For the incomplete gamma functions $\gamma(a, z)$ and $\Gamma(a, z)$, we have the following expansions for approximate evaluation:

1) In the case of $\Re(a) > -1$ and $\Re(a) > \Re(z)$, if $z$ is away from the transition point $a$ $[33]$, Section 3,

$$\gamma(a + 1, z) = e^{-z} z^{a+1} \sum_{k=0}^{\infty} c_k(a) \Phi_k(z - a), \quad (79)$$

where $c_k(a)$ is expressed as

$$c_k(a) = \sum_{j=0}^{k} \frac{(-a)_j a^{k-j}}{j! (k-j)!} \quad (80)$$

with $(-a)_j = (-a) \cdot (-a+1) \cdots (-a+j-1)$ and has recurrence

$$c_{k+1}(a) = \frac{1}{k+1} \left[k c_k(a) - a c_{k-1}(a)\right] \quad (81)$$

In addition,

$$c_k(a) = O\left(\frac{1}{|z|}\right) \quad (82)$$

The function $\Phi_k(z - a)$ has recurrence

$$\Phi_k(z - a) = \frac{1}{z - a} \left[e^{z-a} - k \Phi_{k-1}(z - a)\right] \quad (83)$$

and satisfies the following equation

$$\Phi_k(z - a) = O\left((z - a)^{-k-1}\right), \quad |z - a| \to \infty. \quad (84)$$

The expansion in (79) is convergent, and also asymptotic for large $a - z = O(a^1/2+\epsilon)$, $\epsilon > 0$.

2) In the case of $\Re(a) > -1$ and $\Re(a) < \Re(z)$, if $z$ is away from the transition point $a$ $[33]$, Section 4,

$$\Gamma(a + 1, z) \sim e^{-z} z^{a+1} \sum_{k=0}^{\infty} \frac{c_k^*(a)}{(z - a)^{k+1}}, \quad (84)$$

where $c_k(a)$ is expressed as

$$c_k^*(a) = (-1)^k \sum_{j=0}^{k} \frac{(-a)_j a^{k-j}}{j! (k-j)!} \quad (85)$$

and has recurrence

$$c_{k+1}(a) = -k \left[c_k(a) - a c_{k-1}(a)\right]. \quad (86)$$

The expansion in (84) is not convergent, nevertheless, it is asymptotic for large $a - z = O(a^1/2+\epsilon)$ with $\epsilon > 0$. From the expressions of $c_k$ and $c_k^*$, we have

$$c_k^*(a) = (-1)^k k! c_k(a) \quad (87)$$

for case (1) and case (2).

3) For large $a$ and $z$ such that $a - z = O(a^2/3)$, if $\|\text{Arg}(z)\| < \pi$, there is asymptotic expansion

$$\Gamma(a + 1, z) \sim e^{-a} a^{a+1} \sum_{k=0}^{\infty} c_k(a) \Phi_k(a, z) \quad (88)$$

with

$$c_0(a) = 1, \quad c_1(a) = c_2(a) = 0,$$
The total variation distance between each fixed $z$ satisfying $|z - z_0| < r$. We say that, a function $f(z)$ has an asymptotic series expansion of $\sum_{n=0}^{\infty} a_n(z - z_0)^n$ as $z \to z_0$, i.e.

$$f(z) \sim \sum_{n=0}^{\infty} a_n(z - z_0)^n,$$

provided

$$R_n(x) = o((z - z_0)^N),$$

as $z \to z_0$ for each fixed $N$. Note that, in practical terms, an asymptotic expansion can be of more value than a slowly converging expansion.

We have the following theorem by utilization of the above conclusions properly, and the details could be found in the Appendix [4].

**Theorem 5.** TVD at the adversary could be approximated by

$$\frac{1}{n^2 \sqrt{\pi} \sum_{k=0}^{\infty} c_k(a) \left[ \Phi_k(a, g(\theta)) - \Phi_k(a, f(\theta)) \right]},$$

when $\tau \geq \frac{1}{2}$ and

$$1 - e^{-f(\theta_n) + \frac{\pi}{2}} \left( f(\theta_n) + \frac{\pi}{2} \right)^{\frac{\pi}{2}} \sum_{k=0}^{\infty} (-1)^k k! c_k(\frac{\pi}{2} - 1) \frac{1}{(f(\theta_n) + 1 - \frac{\pi}{2})^{k+1}} + e^{-g(\theta_n) + \frac{\pi}{2}} \left( g(\theta_n) + \frac{\pi}{2} \right)^{\frac{\pi}{2}} \sum_{k=0}^{\infty} (-1)^{k+1} k! c_k(\frac{\pi}{2} - 1) \frac{1}{(g(\theta_n) + 1 - \frac{\pi}{2})^{k+1}} + e^{-g(\theta_n) + \frac{\pi}{2}} \left( g(\theta_n) + \frac{\pi}{2} \right)^{\frac{\pi}{2}} \sum_{k=0}^{\infty} c_k \left( \frac{n}{2} - 1 \right) e^{g(\theta_n) + 1 - \frac{\pi}{2}} \cdot \frac{(-1)^j k!}{(k - j)! (g(\theta_n) + 1 - \frac{\pi}{2})^{j+1}}$$

when $\tau < \frac{1}{2}$, respectively.

Though we can get some bounds and second order asymptotic on the maximal throughput of covert communication over AWGN channels by some bounds on TVD, they are usually rather rough in the finite blocklength regime. From the equations (91) and (92), the approximation of the total variation distance with $\tau \geq \frac{1}{2}$ and $\tau < \frac{1}{2}$ can be obtained. They are easy to evaluate, and numerical results show that they are good approximations for the total variation distance. From the evaluations of TVD with given values of the power level, we can approximate the proper power with given TVD constraint directly, which will lead to more accurate evaluation of the maximal throughput with different TVD constraint. Hence, Theorem [5] provides us a tool for this approach and its importance will be more clear in Section V.

C. Analysis of the Convergence Rate of $V_T(P_0, P_1)$ with respect to $n$

Although the approximation numerical formulae for TVD are derived in the last section, we also wish to get its convergence rates when $n \to \infty$, which seems difficult to get from these expansions. In the follow-on analysis, we will discuss the rates by the lower and upper bounds of $V_T(P_0, P_1)$ when $\tau > \frac{1}{2}$ and $\tau < \frac{1}{2}$, respectively.

The following lemma is from the definition of Hellinger distance [5].

**Lemma 1.** When $P_n \sim n^{-\tau} \cdot \sigma^2$ with $0 < \tau < \frac{1}{2}$, the square of the Hellinger distance $H^2(P_0, P_1)$ will approach to 1 when $n \to \infty$.

**Proof.** For our case, the distributions $P_0$ and $P_1$ follow from multivariate normal distributions $N(0, \Sigma)$ and $N(0, \Sigma_1)$ with $\Sigma = \sigma^2 \cdot \mathbf{I}_n$ and $\Sigma_1 = (\sigma^2 + p_n) \cdot \mathbf{I}_n$, respectively. The square of the Hellinger distance of $P_0$ and $P_1$ is expressed as

$$H^2(P_0, P_1) = 1 - \left( \frac{2\sigma_1}{\sigma^2 + \sigma_1^2} \right)^2$$

where $\sigma_1^2 = \sigma^2 + p_n$. From the formula (93), we just need to prove that $(\frac{2\sigma_1}{\sigma^2 + \sigma_1^2})^2$ approaches 0 when the conditions are satisfied, denote $\theta = \frac{P_n}{n} = c \cdot n^{-\tau}$ with $c$ as a constant, and the logarithm of $(\frac{2\sigma_1}{\sigma^2 + \sigma_1^2})^2$ can then be formulated as follows,

$$\frac{1}{2} n \ln \frac{2\sigma_1}{\sigma^2 + \sigma_1^2} = \frac{1}{2} n \ln 2(1 + \theta)^{\frac{1}{2}} - \ln(2 + \theta) \sim \frac{1}{4} n \ln c^2 n^{-2\tau} + 4cn^{-\tau} \sim 4cn^{-\tau} + 4$$

When $\tau < \frac{1}{2}$, $1 - 2 \cdot \tau > 0$ and the above logarithm will approach $-\infty$ as $n \to \infty$. Consequently, $(\frac{2\sigma_1}{\sigma^2 + \sigma_1^2})^2$ approaches 0 as $n \to \infty$ and the conclusion is obtained. \hfill \Box

**Proposition 1.** The total variation distance between $P_0$ and $P_1$ will approach 1 at the rate of

$$O(e^{-\frac{1}{4} n^{1-2\tau}})$$
when $0 < \tau < \frac{1}{2}$ and $n \to \infty$

Proof. If we denote $(\frac{2\pi x}{\tau + \sqrt{\tau^2 + 1}})^\frac{1}{2}$ as $t$ in (93), then $H^2(P_0, P_1) = 1 - t$, and $\ln t = -\frac{1}{4}n \cdot \frac{3n^{-2\tau}}{4\tau + 1} \sim -\frac{1}{4}n^{1-2\tau}$. Thus, we have

$$t \sim e^{-\frac{1}{4}n^{1-2\tau}}$$

When $\tau < \frac{1}{2}$, we have $-\frac{1}{2}n^{1-2\tau} \to -\infty$ and $e^{-\frac{1}{4}n^{1-2\tau}} \to 0$ as $n \to \infty$, hence the rate that $H^2(P_0, P_1)$ approaches 1 is $e^{-\frac{1}{4}n^{1-2\tau}}$. Furthermore,

$$H(P_0, P_1) = \sqrt{1 - t} = 1 - \frac{1}{2} + o(t) \text{ as } t \to 0.$$ 

Therefore, $H(P_0, P_1)$ approaches 1 at the same rate. Consequently, from (56), the rate that $V_T(P_0, P_1)$ approaches 1 when $\tau < \frac{1}{2}$ is $c \cdot e^{-\frac{1}{4}n^{1-2\tau}}$, where $c$ is a constant.

Next, we consider the situation where $\tau > \frac{1}{2}$.

Proposition 2. The total variation distance between $P_0$ and $P_1$ will approach 0 at the rate between $O(n^{1-2\tau})$ and $O(n^{1/2})$ if $p_n \sim n^{-\tau} \cdot \sigma^2$ with $\tau > \frac{1}{2}$ and $n \to \infty$.

Proof. From (94), the logarithm of $(\frac{2\pi x}{\tau + \sqrt{\tau^2 + 1}})^\frac{1}{2}$ will approach 0 from the left as $n \to \infty$, hence $(\frac{2\pi x}{\tau + \sqrt{\tau^2 + 1}})^\frac{1}{2}$ will approach 1 from the left. Therefore, $H^2(P_0, P_1)$ will approach 0. From (56), $V_T(P_0, P_1)$ will approach 0. When $\tau > \frac{1}{2}$, $-\frac{1}{2}n^{1-2\tau}$ will approach 0 from the negative axis. From Taylor expansion, $e^x = 1 + x + o(x)$, we have

$$t \sim e^{-\frac{1}{4}n^{1-2\tau}} = 1 - \frac{1}{4}n^{1-2\tau} + o(\frac{1}{4}n^{1-2\tau}).$$

The rate that $e^x$ approaches 1 is almost determined by the rate that $x$ goes to 0. Therefore, $t$ approaches 1 at the rate of $\frac{1}{4}n^{1-2\tau}$, i.e., $H^2(P, Q)$ approaches 0 at the rate of $\frac{1}{4}n^{1-2\tau}$ when $\tau > \frac{1}{2}$.

$$H(P, Q) = \sqrt{1 - t} \sim \sqrt{1 - \frac{1}{4}n^{1-2\tau}} + o(\frac{1}{4}n^{1-2\tau}) \sim \frac{1}{2}n^{\frac{1}{2}(1-2\tau)}$$

Thus, the rate that $V_T(P_0, P_1)$ approaches 0 is between $O(n^{1-2\tau})$ and $O(n^{1/2})$.

The convergence rates of TVD provide a lot of information for covert communication over AWGN channels in finite blocklength regime, which are listed as follows.

Remarks.  

- With given $\epsilon > 0$, we can only talk about finite blocklength $n$. The blocklength $n$ and the power level $(\tau)$ should be chosen carefully to satisfy bounds on given decoding error probability $\epsilon$ and TVD $\delta$.
- Under any given $0 < \delta < 1$, and a fixed $\tau > \frac{1}{2}$, as $n$ increases it will definitely satisfy the requirement on the upper-bound imposed on TVD.
- If $\tau < 1/2$, increasing $n$ will eventually violate any given upper bound $0 < \delta < 1$ on TVD.
- With given $\delta$, if $p_n = C \cdot n^{-\tau}$ with proper constant $C$ and $\tau = 1/2$, we can increase $n$ to satisfy any small decoding error probability $\epsilon$ without worrying about the violation of TVD bound $\delta$ since the total variation distance will be stationary. Moreover, we can also provide the second order asymptotics in this case for $\log(M_n)$.
- The rate can be also testified by using (57). In our case, we have

$$\sqrt{1 - (1 - H^2(P_0, P_1))^2} \sim \sqrt{1 - e^{-\frac{1}{4}n^{1-2\tau}}} \sim \sqrt{1 - \left(1 - \frac{1}{2}n^{1-2\tau} + \frac{1}{8}n^{2-4\tau} + \ldots \right)} \sim \sqrt{\frac{2}{n}}n^{\frac{1}{2}(1-2\tau)}.$$ 

Hence, we have the same rate upper bound as Proposition 2.
- The rate bound in the last proposition can also be testified from the bound of total variation distance in terms of K-L distance. From (22) in [27],

$$D(P, Q) \geq \log \left(1 - \frac{1}{1 - V_T(P, Q)^2}\right).$$

We have

$$V_T(P, Q) \leq \sqrt{1 - e^{-D(P, Q)}}.$$ 

From (34) in [27],

$$V_T(P, Q) \geq \left(1 - \frac{\beta}{\log \frac{1}{\tau}}\right) D(P, Q).$$

The K-L distance in our case can be reformulated as follows

$$D(P_0, P_1) = \frac{n}{2} \left[\ln(1 + \theta_n) + \frac{1}{1 + \theta_n} - 1\right] \log e \sim \frac{n}{2 \ln 2} \left[\theta_n - 1 + \frac{1}{2} \theta_n^2 \right] \sim \frac{n}{2 \ln 2} \left[\frac{1}{2} \theta_n^2 + o(\theta_n^2)\right]$$

$$\sim \frac{1}{2 \ln 2} n^{1-2\tau}.$$ 

When $\tau > \frac{1}{2}$, it goes to 0 at rate $O(n^{1-2\tau})$. Hence, from (99), the lower bound goes to 0 at the rate of $O(n^{1-2\tau})$. For the upper bound, from (98),

$$\sqrt{\frac{1}{4 \ln 2} n^{1-2\tau} + o(n^{1-2\tau})}.$$ 

Hence, the upper bound of the total variation distance goes to 0 at the rate of $O(n^{1-2\tau})$. In summary, we also get that the rate that the total variation distance goes to 0 is between $O(n^{1-2\tau})$ and $O(n^{1/2})$.

V. Numerical Results

In this section, the numerical results are presented. The main results in Section III and Section IV are testified. Since we can only limit the effect of truncation by choosing proper $\mu$ and moderately large blocklength. In the following, the least
blocklength is 500 when \( \delta = 0.01 \), then the effect of selection (or truncation) is negligible. The least blocklength is even larger when \( \delta = 0.01 \). In these circumstances, the codewords could be regarded as Gaussian generated and the TVD at the adversary is approximated as \( V_T(P_0, P_1) \).

In Fig 3 and Fig 4 the necessary condition \( P_{NEC} \) and sufficient condition \( P_{SUF} \) of the power for \( V_T(P_1 || P_0) \leq \delta \) at different blocklength \( n \) are plotted when \( \delta \) is fixed as 0.1 and 0.01, respectively. They are compared with the power approximated directly from formula (75). We can see that the sufficient condition of the power for covert constraint is quite close to the approximation when \( \delta = 0.1 \) or \( \delta = 0.01 \). The maximal value of power proper for covert constraint \( V_T(P_1 || P_0) \leq \delta \) will always be in the zone between two curves of sufficient and necessary conditions with \( 0 < \delta < 1 \). In Fig 5 we plot the necessary condition \( P_{NEC} \) and sufficient condition \( P_{SUF} \) of the power for \( V_T(P_1 || P_0) \leq \delta \) with different \( \delta \) with fixed blocklength \( n = 2000 \). It is obvious that the approximation of power will be in the zone between the curve of \( P_{SUF} \) and the curve of \( P_{NEC} \). From the analytic solution in Proposition 2, the behavior of \( V_T(P_1 || P_0) \) when the power scaling law follows \( snr = \theta_n = n^{-\tau} \) with \( \tau < \frac{1}{2} \) at the main channel with different \( \tau \) can be found in Fig 6. As \( n \) tends to infinity, we can see that \( V_T(P_1 || P_0) \) approaches 1 exponentially if \( \tau < \frac{1}{2} \), and the rate it approaches 0 is polynomial if \( \tau > \frac{1}{2} \). When \( \tau = \frac{1}{2} \), \( V_T(P_1 || P_0) \) will be stationary even when \( n \) is very large.

We plot TVD \( V_T(P_1 || P_0) \) from (75), the square of the Hellinger distance from (92), Hellinger upper bound from (57) and the approximation expansion from (92) when \( \tau < \frac{1}{2} \) in Fig 7. It is obvious that the approximation from (92) is quite accurate and can be used in practical performance analysis of covert communication. Moreover, the validity that \( V_T(P_1 || P_0) \) goes to 1 exponentially is demonstrated again.

These quantities \( V_T(P_0, P_1), \sqrt{\frac{1}{2}D(P_0, P_1)} \) (K-L bound), Hellinger upper bound (57) and the approximation of \( V_T(P_0, P_1) \) in (160) with \( \tau > \frac{1}{2} \) are plotted in Fig 8. The accuracy of the approximation (92) is obvious. It is also clear that the rates that they approach 0 are polynomial. Moreover, the validity of these bounds is testified and the relationship between them with finite block length is demonstrated.

VI. CONCLUSION

In this work we consider covert communication over AWGN channels in finite block length regime. The maximal throughput with TVD constraint is investigated and the first and second asymptotics are obtained, which extends Square Root Law for covert communication. We also got close formula of TVD, between the distributions of the noise and the signal plus the noise at the adversary. The numerical approximation expressions for TVD with different signal noise ratio levels were further discussed, which are helpful for practical design and analysis of covert communication. Furthermore, our investigation about the convergence rates of TVD when \( n \to \infty \) are meaningful for understanding the total variation distance as a metric of discrimination of Gaussian distributions with different variances. In future work we plan on investigating covert communication over MIMO systems.

APPENDIX A

Proof of Theorem 4

We have \( 1-(\tau+\beta) = V_T(P_1, P_0) = \frac{1}{2}||P_1(x)-P_0(x)||_1, P_0 \) and \( P_1 \) are \( n \)-product Gaussian distributions with zero mean and variance \( \sigma^2 \) and \( \sigma_1^2 = \sigma^2 + p_n \), respectively. \( p_n \) is the average power per symbol. We derive from (132) and get (133) by integrating the variable in the \( n \) dimension ball.

In the derivation, the equation (a) follows from the following


inequalities:

\[
\frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{\Sigma x_i^2}{2\sigma^2}} - \frac{1}{(2\pi\sigma^2_1)^{n/2}} e^{-\frac{\Sigma x_i^2_1}{2\sigma^2_1}} \geq 0
\]

\[\iff 1 - \left(\frac{\sigma^2}{\sigma^2_1}\right)^n e^{-\frac{\Sigma x_i^2}{2\sigma^2}} \geq 0\]

\[\iff \exp\left(\frac{\Sigma x_i^2}{2\sigma^2} \right) \geq \left(\frac{\sigma^2}{\sigma^2_1}\right)^n/2\]

\[\iff \sum x_i^2/\sigma^2 \geq n/2 (\ln \sigma^2 - \ln \sigma^2_1)\]

\[\iff \sum x_i^2 \leq n(\sigma^2 - \sigma^2_1)\]

\[\iff \sum x_i^2 \leq n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})\]

\[\iff \sum x_i^2 \leq n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})/p_n\]

---

Fig. 6. Comparison of different total variation distances with the the code of length \(n\) and different \(\tau\).

---

Fig. 7. Comparison between \(V_T(P_0, P_1), H^2(P_0, P_1)\), Hellinger upper bound and the approximation by the expansions with the length of the code \(n\) with \(\tau < \frac{1}{2}\).

---

Fig. 8. Comparison between \(V_T(P_0, P_1), H^2(P_0, P_1)\), K-L bound, Hellinger upper bound and the approximation by the expansions with the length of the code \(n\) with \(\tau > \frac{1}{2}\). Since the square of Hellinger distance is too loose as a lower bound of the total variation distance when \(\tau > \frac{1}{2}\), it is not plotted here.

The equation (b) follows from the following equalities:

\[\int \int \cdots \int \sum_{i} x_i^2 \geq \frac{n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})}{p_n} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{\Sigma x_i^2}{2\sigma^2}}\]

\[=1 - \int \int \cdots \int \sum_{i} x_i^2 \leq \frac{n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})}{p_n} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{\Sigma x_i^2}{2\sigma^2}}\]

\[\iff \sum_{i} x_i^2 \leq \frac{n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})}{p_n} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{\Sigma x_i^2}{2\sigma^2}}\]

\[\iff \sum_{i} x_i^2 \leq \frac{n(\sigma_1\sigma)^2 \ln(1 + \frac{\sigma^2_1}{\sigma^2})}{p_n} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{\Sigma x_i^2}{2\sigma^2}}\].

\[
(134)
\]
\[ \|P_0(x) - P_1(x)\|_1 \]
\[ = \int \cdots \int_{x_1, x_2, \ldots, x_n} \left[ \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} - \frac{1}{(2\pi \sigma_1^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_1^2}} \right] \, dx_1 \cdots dx_n \]
\[ = \int \cdots \int_{x_1, x_2, \ldots, x_n} \left[ \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} - \frac{1}{(2\pi \sigma_1^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_1^2}} \right] \, dx_1 \cdots dx_n \]
\[ = \left( a \right) \int \cdots \int_{x_1, x_2, \ldots, x_n} \left[ \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} - \frac{1}{(2\pi \sigma_1^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_1^2}} \right] \, dx_1 \cdots dx_n \]
\[ + \left( b \right) \int \cdots \int_{x_1, x_2, \ldots, x_n} \left[ \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} - \frac{1}{(2\pi \sigma_1^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_1^2}} \right] \, dx_1 \cdots dx_n \]
\[ = 2 \cdot \int \cdots \int_{x_1, x_2, \ldots, x_n} \left[ \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} - \frac{1}{(2\pi \sigma_1^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_1^2}} \right] \, dx_1 \cdots dx_n. \quad (133) \]

Denote \( R^2 = \frac{n(\sigma_1^2 - \sigma_0^2)}{\sigma_0^2 - \sigma_1^2} \), to calculate the integration of (133), we need to calculate the following integration,
\[ \int \cdots \int_{x_1, x_2, \ldots, x_n} \frac{1}{(2\pi \sigma_0^2)^{n/2}} e^{-\frac{\sum_{i=1}^n x_i^2}{2\sigma_0^2}} \, dx_1 \cdots dx_n. \quad (136) \]

By the following variable substitution,
\[
\begin{align*}
x_1 &= r \cos \theta_1 \\
x_2 &= r \sin \theta_1 \cos \theta_2 \\
&\quad \vdots \\
x_{n-1} &= r \sin \theta_1 \sin \theta_2 \sin \theta_3 \cdot \ldots \cdot \sin \theta_{n-1} \\
x_n &= r \sin \theta_1 \sin \theta_2 \sin \theta_3 \cdot \ldots \cdot \sin \theta_{n-1} + 1 \\
0 &\leq r \leq R, 0 < \theta_1, \theta_2, \ldots, \theta_{n-1} < \pi, 0 < \theta_{n-1} < 2\pi
\end{align*}
\]

the integration can be rewritten as (137).

In (137), the function \( B(x, y) \) denotes the well known Beta function. If \( x_1, \ldots, x_n \) follow i.i.d Gaussian distribution with zero mean and variance \( \sigma^2 \), denote \( X = x_1^2 + \cdots + x_n^2 \), then the random variable \( X \) follows central \( \chi^2 \) distribution, the pdf of \( X \) is written as
\[ p(x) = \begin{cases} \frac{1}{2^n \pi^{n/2} \Gamma(n/2) \sigma^n} x^{n/2} e^{-\frac{x}{2\sigma^2}}, & x > 0 \\ 0 & \text{else} \end{cases} \]

The cdf of \( X \) is following when \( n = 2m \) is even:
\[ F(x) = \begin{cases} 1 - e^{-\frac{x}{2\sigma^2}} \sum_{k=0}^{m-1} \frac{1}{k!} (\frac{x}{2\sigma^2})^2, & x > 0 \\ 0 & \text{else} \end{cases} \]

Note that \( X = x_1^2 + \cdots + x_n^2 \), we have the following equation from (137),
\[ \frac{\pi^{n/2}}{\Gamma(n/2)} \int_0^R \frac{2}{(2\pi \sigma^2)^{n/2}} e^{-\frac{r^2}{2\sigma^2}} r^{n-1} \, dr \]

\[ \Leftrightarrow \frac{\pi^{n/2}}{\Gamma(n/2)} \frac{2}{(2\pi \sigma^2)^{n/2}} \int_0^R e^{-\frac{r^2}{2\sigma^2}} x^{n-1} \frac{1}{2} x^{-\frac{1}{2}} \, dx = \frac{1}{2^n \Gamma(n/2) \sigma^n} \int_0^R x^{n/2-1} e^{-\frac{x}{2\sigma^2}} \, dx. \quad (138) \]

Consequently, the integration in (136) can be reformulated as
\[ P(X < R^2) = \frac{1}{2^n \Gamma(n/2) \sigma^n} \int_0^R x^{n/2-1} e^{-\frac{x}{2\sigma^2}} \, dx. \quad (139) \]

Denote \( Y \) and \( X \) as the random variable corresponding the sums of i.i.d Gaussian random variable with variance \( \sigma_1 \) and \( \sigma \), respectively, then the equation (133) can be rewritten as following
\[ V_T(P_0, P_1) = \int_0^R \frac{1}{2^n \Gamma(n/2) \sigma^n} \int_0^R x^{n/2-1} e^{-\frac{x}{2\sigma^2}} \, dx. \quad (140) \]

Now we consider the integration
\[ \int_0^R \frac{1}{2^n \Gamma(n/2) \sigma^n} \int_0^R x^{n/2-1} e^{-\frac{x}{2\sigma^2}} \, dx. \quad (141) \]
\[
\int \cdots \int \sum_{i=1}^{n^2} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{x_i^2}{2\sigma^2}} dx_1 \cdots dx_n = \int \cdots \int_{0<e^2 \leq R^2,0<\theta_1,\ldots,\theta_n<2\pi} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{e^2 \pi^2 r^n}{2\sigma^2}} \sin^{n-2} \theta_1 \sin^{n-3} \theta_2 \cdots \sin \theta_n dr d\theta_1 \cdots d\theta_{n-1}.
\]
\[
= \int_0^{2\pi} d\theta_{n-1} \int_0^{\pi} \cdots \int_0^{\pi} d\theta_1 \int_0^{R} \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\frac{e^2 \pi^2 r^n}{2\sigma^2}} \sin^{n-2} \theta_1 \sin^{n-3} \theta_2 \cdots \sin \theta_n dr \int_0^{\pi} \sin^{n-2} \theta_1 d\theta_1 \int_0^{\pi} \sin^{n-3} \theta_2 d\theta_2 \cdots \int_0^{\pi} \sin \theta_{n-2} d\theta_{n-2}
\]
\[
= \int_0^{R} \frac{2\pi}{(2\pi\sigma^2)^{n/2}} e^{-\frac{e^2 \pi^2 r^n}{2\sigma^2}} r^{n-1} dr \int_0^{\pi} \sin^{n-2} \theta_1 d\theta_1 \int_0^{\pi} \sin^{n-3} \theta_2 d\theta_2 \cdots \int_0^{\pi} \sin \theta_{n-2} d\theta_{n-2}
\]
\[
= \frac{\Gamma(\frac{n}{2})}{\Gamma(\frac{n}{2})} \int_0^{R} \frac{2\pi}{(2\pi\sigma^2)^{n/2}} e^{-\frac{e^2 \pi^2 r^n}{2\sigma^2}} r^{n-1} dr
\]
\[
= \frac{n/2}{\Gamma(\frac{n}{2})} \frac{R^n}{(2\pi\sigma^2)^{n/2}}
\]
\[\tag{137}\]

Denote \(\frac{r}{2\sigma^2} = t\), then we get
\[
\int_0^{R^2} \frac{1}{\sigma^n} x^{\frac{n}{2}-1} e^{-\frac{x}{2\sigma^2}} dx
\]
\[
= \frac{1}{\sigma^n} \int_0^{R^2} (2\sigma^2 t)^{\frac{n}{2}-1} e^{-t} dt
\]
\[
= \frac{1}{\sigma^n} \int_0^{R^2/2\sigma^2} 2^{\frac{n}{2}} - 1 \sigma^{-\frac{n}{2}} t^{\frac{n}{2}-1} e^{-t} 2\sigma^2 dt
\]
\[
= \frac{1}{\sigma^n} \int_0^{R^2/2\sigma^2} 2^{\frac{n}{2}} - 1 \sigma^{-\frac{n}{2}} t^{\frac{n}{2}-1} e^{-t} dt
\]
\[
= 2^{\frac{n}{2}} \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right)
\]
where \(\gamma(a, z) = \int_0^z e^{-t} t^{a-1} dt\) is the incomplete gamma function.

By the same reasoning, we have
\[
\int_0^{R^2} \frac{1}{\sigma^n} x^{\frac{n}{2}-1} e^{-\frac{x}{2\sigma^2}} dx
\]
\[
= 2^{\frac{n}{2}} \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right)
\]
\[\tag{143}\]

Therefore, the integration in (140) is expressed as
\[
V_{\gamma}(F_1, F_0) = \frac{1}{2} \|F_1(x) - F_0(x)\|_1
\]
\[
= \frac{1}{2^{\frac{n}{2}} \Gamma(\frac{n}{2})} \frac{2^{\frac{n}{2}}}{\sigma^n} \left[ \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right) - \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right) \right]
\]
\[
= \frac{1}{\Gamma(\frac{n}{2})} \left[ \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right) - \gamma \left( \frac{n}{2}, \frac{R^2}{2\sigma^2} \right) \right]
\]
\[
= \frac{1}{\Gamma(\frac{n}{2})} \int_{\gamma(n, \frac{R^2}{2\sigma^2})}^{\gamma(n, \frac{R^2}{2\sigma^2})} e^{-t} t^{n/2-1} dt
\]
\[
= \frac{1}{\Gamma(\frac{n}{2})} \left[ \gamma \left( \frac{n}{2}, f(\theta_n) \right) - \gamma \left( \frac{n}{2}, g(\theta_n) \right) \right].
\]
\[\tag{144}\]

\textbf{APPENDIX B}

\textbf{PROOF OF THEOREM 5}

This proof consists of three steps. At first the numerical relationship between \(f(\theta_n)\) and \(g(\theta_n)\) is discussed, and then clarify their roles in the expansions of the incomplete gamma functions. At last we get different expansions for TVD in different cases. From the equations (1), (145) and (146),

\[f(\theta_n) \sim \frac{1}{2} n \left( 1 + \frac{1}{\theta_n} \right) \theta_n - \frac{\theta_n^2}{2} + \frac{\theta_n^3}{3} + O(\theta_n^4)\]
\[\sim \frac{1}{2} n \left[ 1 + \frac{1}{\theta_n} - \frac{1}{6} \theta_n^2 + O(\theta_n^3) \right] > \frac{1}{2} n,\]
\[\tag{149}\]

\[
\begin{align*}
\int_0^{R} & \frac{2\pi}{(2\pi\sigma^2)^{n/2}} e^{-\frac{e^2 \pi^2 r^n}{2\sigma^2}} r^{n-1} dr \\
& \int_0^{\pi} \sin^{n-2} \theta_1 d\theta_1 \int_0^{\pi} \sin^{n-3} \theta_2 d\theta_2 \cdots \int_0^{\pi} \sin \theta_{n-2} d\theta_{n-2}
\end{align*}
\]

Note that the Gamma function is related to the incomplete gamma function by \(\Gamma(n/2) = \gamma(n/2, \infty) = \int_0^{\infty} e^{-t} t^{n/2-1} dt\).
As \(R^2 = \frac{n(\sigma^2)^2}{(1 + \frac{\theta_n}{\sigma^2})}\), if we denote \(\theta_n = \frac{e^2}{\sigma^2}\), i.e.,

\[
snr. f(\theta_n) = \frac{R^2}{2\sigma^2} \text{ and } g(\theta_n) = \frac{R^2}{2\sigma^2}, \text{ we have the following relationships between these variables},
\]

\[
f(\theta_n) = \frac{1}{2} n \theta_n^2 \ln \left( 1 + \frac{\theta_n}{\sigma^2} \right) / \theta_n
\]
\[
= \frac{1}{2} n \frac{n \sigma^2 + \sigma^2}{\theta_n} \ln \left( 1 + \frac{n \sigma^2}{\theta_n} \right)
\]
\[
= \frac{1}{2} n \left( 1 + \frac{\theta_n}{\theta_n} \right) \ln \left( 1 + \theta_n \right),
\]
\[
g(\theta_n) = \frac{R^2}{2\sigma^2} = \frac{1}{2} n \sigma^2 \ln \left( 1 + \frac{n \sigma^2}{\theta_n} \right) / \theta_n
\]
\[
= \frac{1}{2} n \frac{\ln \left( 1 + \theta_n \right)}{\theta_n},
\]
\[
f(\theta_n) - g(\theta_n) = \theta_n g(\theta_n),
\]
\[
f(\theta_n) - g(\theta_n) = 1 + \theta_n.
\]
\[
g(\theta_n) \sim \frac{1}{2} n \left[ \frac{\theta_n - \frac{\theta_n^2}{2}}{2} + \frac{\theta_n^2}{6} + O(\theta_n^3) \right]
\sim \frac{1}{2} n [1 - \frac{1}{2} \theta_n + \frac{1}{4} \theta_n^2 + O(\theta_n^3)] \leq \frac{1}{2} n. \tag{150}
\]

In addition, the following equations are obvious,
\[
f(\theta_n) - \frac{n}{2} = \frac{1}{2} n (1 + \frac{1}{\theta_n}) \ln(1 + \theta_n) - \frac{n}{2}
= \frac{1}{2} n [\frac{\theta_n}{2} - \frac{1}{6} \theta_n^2 + \frac{1}{12} \theta_n^3 + \ldots]
= \frac{1}{2} n \times x
\]
where \(x = \frac{\theta_n}{2} - \frac{1}{6} \theta_n^2 + \frac{1}{12} \theta_n^3 + \ldots = \sum_{j=1}^{\infty} (-1)^{j+1} \frac{1}{j+1} \theta_n^j \rightarrow 0 \) with \(n \rightarrow \infty\).
\[
g(\theta_n) - \frac{n}{2} = \frac{1}{2} n \ln(1 + \theta_n) - \frac{n}{2}
= \frac{1}{2} n [-\frac{\theta_n}{2} + \frac{1}{3} \theta_n^2 - \frac{1}{4} \theta_n^3 + \ldots]
= \frac{1}{2} n \times y
\]
where \(y = \frac{\theta_n}{2} - \frac{1}{3} \theta_n^2 + \frac{1}{4} \theta_n^3 + \ldots = \sum_{j=1}^{\infty} (-1)^{j+1} \frac{1}{j+1} \theta_n^j \rightarrow 0 \) with \(n \rightarrow \infty\).

3) When \(\theta_n\) is small with a given \(n\), from (149) and (150),
\(f(\theta_n)\) and \(g(\theta_n)\) will be very close to \(\frac{1}{2} - \frac{1}{2} \theta_n\), which implies that we can approximate them by \(\frac{1}{2}\). Note that the premise condition is that \(a - z = o(a^{1/3})\), which implies the exponent of \(n\theta\) should satisfy
\[
1 - \tau \leq \frac{1}{2},
\]
that is
\[
\tau \geq \frac{1}{2}.
\]
Now we consider the expansions for \(V_T(P_1, P_0)\) when \(\tau \geq \frac{1}{2}\) and \(\tau \leq \frac{1}{2}\), respectively. First, from (78),
\[
n! \sim e^{-n} n^{n \sqrt{2 \pi n}} \tag{157}
\]
By Legendre’s duplication formula,
\[
\sqrt{\pi} \Gamma(2z) = 2^{2z-1} \Gamma(z) \Gamma(z + \frac{1}{2}) \tag{158}
\]
In our setting, \(z\) is an integer \(n\), hence
\[
\Gamma(n + \frac{1}{2}) = \left( n - \frac{1}{2} \right) \Gamma(n) \sqrt{\pi} \sim \sqrt{\pi} \cdot \Gamma(n). \tag{159}
\]
From the above analysis, we have
\[
\frac{f(\theta_n)}{n} = \frac{1}{2} n (1 + \frac{1}{\theta_n}) \ln(1 + \theta_n) \sim n \frac{\theta_n}{2}
= 1 + \frac{\theta_n}{2} - \frac{1}{6} \theta_n^2 + \frac{1}{12} \theta_n^3 + \ldots
= 1 + x
= \frac{1}{2} n \times y
\]
\[
g(\theta_n) = \frac{1}{2} n \ln(1 + \theta_n) \sim \frac{n}{2}
= \frac{1}{2} \theta_n - \frac{1}{3} \theta_n^2 + \frac{1}{4} \theta_n^3 + \ldots
= 1 - y.
\]
From the above analysis, we have
\[
\frac{1}{2} n (x + y) = g(\theta_n) - f(\theta_n) = -\frac{1}{2} n \ln(1 + \theta_n), \tag{155}
\]
\[
\frac{1 + x}{1 - y} = \frac{f(\theta_n)}{g(\theta_n)} = 1 + \theta_n. \tag{156}
\]
Now let \(a = \frac{1}{2} - 1\), and \(z\) equals \(f(\theta_n)\) and \(g(\theta_n)\), respectively. We have the following facts,
\begin{enumerate}
\item 1) \(f(\theta_n)\) and \(g(\theta_n)\) are on the right and left side of \(a = \frac{1}{2} - 1\) on \(R\), respectively.
\item 2) Given \(\theta_n, f(\theta_n) - (\frac{1}{2} - 1)\) and \(g(\theta_n) - (\frac{1}{2} - 1)\) tend to \(-\infty\) and \(\infty\), respectively if \(n \rightarrow \infty\), which implies that we can approximate them by (79) and (80) when \(n\) is large in case 1 and case 2 respectively. The premise condition for the above two expansions is that \(|a - z| = O(a^{1/2 + \epsilon})\), which implies the exponent of \(n\theta\) should satisfy
\[
1 - \tau \geq \frac{1}{2},
\]
that is
\[
\tau \leq \frac{1}{2}.
\]
\end{enumerate}
We have the following asymptotic expansion for \( \Gamma(\frac{1}{2}, f(\theta_n)) + \gamma(\frac{n}{2}, g(\theta_n))): \)
\[
\frac{1}{\Gamma(\frac{1}{2})} \left[ \Gamma\left(\frac{n}{2}, f(\theta_n)\right) + \gamma\left(\frac{n}{2}, g(\theta_n)\right) \right] 
\sim e^{-f(\theta_n) + \frac{1}{2} \left( \frac{f(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} \frac{1}{\sqrt{n}} \sum_{k=0}^{\infty} \frac{(-1)^k k! c_k(\frac{n}{2} - 1)}{(f(\theta_n) + 1 - \frac{n}{2})^{k+1}} 
+ e^{-g(\theta_n) + \frac{1}{2} \left( \frac{g(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} \frac{1}{\sqrt{n}} \sum_{k=0}^{\infty} \frac{(-1)^k k! c_k(\frac{n}{2} - 1)}{(g(\theta_n) + 1 - \frac{n}{2})^{k+1}} 
+ e^{-g(\theta_n) + \frac{1}{2} \left( \frac{g(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} \frac{1}{\sqrt{n}} \sum_{k=0}^{\infty} \frac{c_k(n^2 - 1) e^{g(\theta_n) + 1/2}}{(k-j)! (g(\theta_n) + 1 - \frac{n}{2})^{j+1}}. 
\]
(162)

For the terms \( e^{-f(\theta_n) + \frac{1}{2} \left( \frac{f(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} \) and \( e^{-g(\theta_n) + \frac{1}{2} \left( \frac{g(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} \), with the help of (151) - (159), we have
\[
e^{-f(\theta_n) + \frac{1}{2} \left( \frac{f(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} = e^{-\frac{1}{2} n x (1 + x)^{\frac{n}{2}}} = e^{-\frac{1}{2} n y (1 + y)^{\frac{n}{2}}},
\]
(163)
and
\[
e^{-g(\theta_n) + \frac{1}{2} \left( \frac{g(\theta_n)}{\theta_n} \right)^{\frac{n}{2}}} = 1.
\]
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