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Abstract: User-generated content on numerous sites is indicative of users’ sentiment towards many issues, from daily food intake to using new products. Amid the active usage of social networks and micro-blogs, notably during the COVID-19 pandemic, we may glean insights into any product or service through users’ feedback and opinions. Thus, it is often difficult and time consuming to go through all the reviews and analyse them in order to recognize the notion of the overall goodness or badness of the reviews before making any decision. To overcome this challenge, sentiment analysis has been used as an effective rapid way to automatically gauge consumers’ opinions. Large reviews will possibly encompass both positive and negative opinions on different features of a product/service in the same review. Therefore, this paper proposes an aspect-oriented sentiment classification using a combination of the prior knowledge topic model algorithm (SA-LDA), automatic labelling (SentiWordNet) and ensemble method (Stacking). The framework is evaluated using the dataset from different domains. The results have shown that the proposed SA-LDA outperformed the standard LDA. In addition, the suggested ensemble learning classifier has increased the accuracy of the classifier by more than ~3% when it is compared to baseline classification algorithms. The study concluded that the proposed approach is equally adaptable across multi-domain applications.
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1. Introduction

Amid the active usage of social networks and micro-blogs, especially during the COVID-19 pandemic, we may glean insights into any product or service through users’ feedback and opinions. Platforms such as micro-blogs, social media sites, online reviews, and discussion forums are rapidly growing. Therefore, it is challenging and time-consuming to go through all the reviews and analyse them with the intention of discovering the notion of the overall goodness or badness of these reviews. Accordingly, the essential endeavours to automatically analyse the sentiments of the users’ reviews are increasingly needed.

Opinion mining and sentiment analysis are automatic classifications of textual information that focus on classifying data according to polarity (positive or negative). These automatic techniques could possibly be among the adopted ways to gauge both user impressions and satisfaction. User-generated content usually contains unstructured text that is used in classification tasks such as information extraction (IE), text analysis and natural language processing (NLP). It is applied to a vast number of reviews. Therefore, there is urgent demand for an advanced framework and formulas that can deal with the massive amount of information in order to precisely handle them and provide the most accurate related results.
However, predicting overall polarities for each review is not enough since the review could provide comments on various aspects of the corresponding product or service. For instance, one review about a restaurant may mention the prices, cleanliness, services and more. Analysing these aspects, rather than the overall review, constructs a better understanding of the exact leading pros and cons of the product or service. Therefore, the study focuses on performing aspect-level sentiment classification that predicts every aspect.

This paper proposes a multi-aspect-oriented sentiment classification model by using a combination of the prior knowledge topic model algorithm (SA-LDA), automatic labelling (SentiWordNet) and ensemble method (Stacking). In this study, the multi-aspect sentiment analysis is addressed by using a topic model and an ensemble learning method. However, the challenge of the models is that documents are rich in excessively informal and colloquial language. Thus, this research aims to identify an approach that depends on the combination of probabilistic topic modelling, namely, Seeded Aspect Latent Dirichlet Allocation (SA-LDA) and an ensemble learning method, to analyse and visualize noticeable aspects of text documents and classify them afterwards. Different domains, methods and classifiers have been used to address the aspect extraction and sentiment analysis tasks.

Furthermore, to evaluate the effectiveness of the proposed model, we conduct extensive experiments on three different domains of online reviews (movie, restaurant, and domestic Saudi Airlines reviews). The proposed model shows promising results. As far as we know, no previous research has proposed a model similar to our proposed one, which consists of three main modules: (1) LDA-based topic modelling; (2) sentiment lexicon (SentiWordNet); (3) the ensemble classifier (stacked generalization method).

Section 2 of this paper describes several related works, whereas the description of data collection, multi-aspect extraction model, proposed methodology, and ensemble learning algorithm are presented in Section 3. The findings and the conclusion with future works are presented in Sections 4 and 5, respectively.

2. Related Work

In this section, we offer a brief summary of the previous work in the context of aspect extraction via prior knowledge topic modelling, sentiment lexicon classification, and ensemble learning methods for Sentiment Analysis.

2.1. Multi-Aspect Topic Modelling for Aspect Extraction (Prior Knowledge Models)

Aspect extraction is one of the central phases in analysing the expressed opinions, emotions and viewpoints in textual data shared for a certain topic. Despite the current aspect extraction procedures that are based on topic models, the result of engaging only topic-models leads to generate unrelated and incoherent aspects. Prior knowledge semi-supervised models are introduced to enhance the correctness of aspects extraction using topic models with minimal user involvement. These proposed models aim to use domain-specific knowledge to guide the model in the topics extraction task to border the amount of unrelated extracted topics.

Several studies revealed that employing prior knowledge of a topic model has raised the aspect extraction accuracy. However, existing research studies have concentrated on a single domain using knowledge to extract aspects from a specific domain. For instance, Shi et al. [1] proposed a novel clustering method by leveraging prior knowledge to enhance the web services clustering task accuracy using a semi-supervised technique. The results have confirmed that the approach provides a major improvement in the clustering accuracy.

There is a considerable amount of literature on the prior knowledge topic model, especially with the LDA model, for instance, Concept-LDA [2], MC-LDA [3], SLM [4], MDK-LDA [5], GK-LDA [6], AKL [7], LTM [8], UFL-LDA [9], and many more.

The overall performance of all these and most other prior knowledge topic modelling techniques have used LDA-based techniques for aspect extraction to indicate that the extracted aspects are more corresponding and more accurate, as they significantly optimize the execution of the baseline topic models [10,11].
2.2. Sentiment Lexicon Classification

Sentiment lexicon classification (sentiment analysis) is the computational analysis of people’s thoughts, ideas, and feelings towards an entity [12], and it involves classifying them into positive, neutral, or negative categories. Sentiment lexicon approaches are applied to label data and to measure the sentiment polarity. Sentiment lexicon classification relies on two sorts of approaches which are corpus-based and dictionary-based [13].

Many existing studies have applied sentiment lexicon to different domains and languages [14–18]. Most of these studies have used the lexicon SentiWordNet to extract sentiments and the results with little manual intervention. As it turns out, the chosen lexicon has improved the accuracy in terms of topic-specific lexical sentiments.

2.3. Ensemble Learning Method

Ensemble learning methods are among the top current research topics in machine learning [19]. Machine learning models are used for performing predictive classification in order to achieve a good performance, and special attention has been drawn to sentiment classification tasks. Some of the common ensemble learning methods include Averaging, Bagging, AdaBoost and Staking.

Many research studies investigated applying sentiment classification using ensemble methods [20–27]. Experiments were conducted on different domains such as restaurants [27–29], movies [30–33], products [34–37] and more. Additionally, the proposed ensemble models [23,38–42], with various characteristics such as domains, languages, and datasets have indicated that utilizing ensemble methods led to achieving optimized performance in the tasks of sentiment classification.

3. Materials and Methods

An overview of the proposed methodology is shown in Figure 1. It consists of data preprocessing followed by three core modules: (1) aspect extraction using the prior knowledge topic model (SA-LDA) algorithm; (2) automatic labelling (SentiWordNet); (3) ensemble learning classifier (Stacking). The details of each component are described in the following subsections.

3.1. Dataset and Pre-Processing

The first module of the proposed methodology consists of data collection and pre-processing. In this module, the data about users’ opinions towards different aspects is collected from different online reviews on several domains. Table 1 shows the basic descriptive information of the three datasets used in the experimental analysis.

| Datasets                          | No. of Reviews | Source of Datasets |
|----------------------------------|----------------|--------------------|
| Movie Reviews                    | 2000           | IMDB               |
| Restaurant Reviews               | 2000           | TripAdvisor        |
| Domestic Saudi Airlines Reviews   | 2000           | TripAdvisor        |
| **Total**                        | **6000 reviews** |                    |

A step-by-step procedure for data collection and pre-processing is outlined in Algorithm 1. The results were generated in a pre-processed textual corpus which contained an opinion unit (sentence) that would be ready to be handled to extract aspects and opinion aspects in the next step.
Algorithm 1: Algorithm for data collection and pre-processing

**Input:** Online reviews ($R_i$)

**Output:** Cleaned reviews ($CR_i$)

For each Review in $R_i$, where $i = 1, 2, 3, 4 \ldots n$

Apply:
1. Remove unwanted contents ($R_i$).
2. Remove Stop-word ($R_i$).
3. Converted to lowercase ($R_i$).
4. Tokenization ($R_i$).
5. Replace conjunction words with full-stop ($R_i$).
6. Detect sentence boundaries ($R_i$).
7. Repeat steps 2 to 5 until $R_i = R_n$.

Figure 1. The architecture of the proposed framework.

3.1. Dataset and Pre-processing

The first module of the proposed methodology consists of data collection and pre-processing. In this module, the data about users' opinions towards different aspects is collected from different online reviews on several domains. Table 1 shows the basic descriptive information of the three datasets used in the experimental analysis.

Table 1. Summary of the datasets.

| Datasets          | No. of Reviews | Source of Datasets |
|-------------------|----------------|-------------------|
| Movie Reviews     | 2000           | IMDB              |
| Restaurant Reviews| 2000           | TripAdvisor       |
| Domestic Saudi Airlines Reviews | 2000       | TripAdvisor       |
| Total             | 6000 reviews   |                   |

A step-by-step procedure for data collection and pre-processing is outlined in Algorithm 1. The results were generated in a pre-processed textual corpus which contained an opinion unit (sentence) that would be ready to be handled to extract aspects and opinion aspects in the next step.

3.2. Aspect Extraction

The next step of the proposed model pipeline is automatically extracting semantic aspects (which are also called topics) from the pre-processed textual corpus. In this paper, a modified LDA model, called Seeded-Aspects LDA (SA-LDA), is proposed. It has an unlabelled pre-processed textual corpus that contains opinion units of a specific domain and an aspect specification as an input. An aspect specification is known as predefined aspects (seed words). In basic LDA, the model tends to only detect the most obvious aspects of a text corpus which may not cover the expected and desired aspects. Thus, we proposed a modified LDA model by providing seed words (seed aspects) to guide the model to only generate words from analogous seed aspects as presented in Figure 2.
The SA-LDA at its basis comprises an LDA-based topic modelling, and it is extended with biased topic modelling hyper-parameters (β and α) that are based on continuous word embeddings. The number of aspects (k) is set based on the number of unique main aspects needed. Each review is modelled by an aspect and contains a sentence. The proposed model in plate notation is illustrated in Figure 2, where the generative hypothesis algorithm is described in Algorithm 2.

**Algorithm 2**: Algorithm for the generative hypothesis

1. For each aspect \( k = 1 \ldots K \),
   - Choose seed aspect \( \varphi^A_k \sim \text{Dir}(\beta) \).
2. For each review \( d \),
   - Choose \( \theta_d \sim \text{Dir}(\alpha) \).
   - For each token \( w_n, n = 1 \ldots N_d \),
     - Sample \( \pi_{d,n} \sim \text{MaxEnt}(\lambda, x_{w_{d,n}}) \).
     - Draw a topic \( Z_n \sim \text{Multi}(\theta_d) \).
     - Draw an indicator \( y_{d,n} \sim \text{Bern}(\pi_{d,n}) \)
       - if \( y_{d,n} = A \):
         - Sample a word \( w_n \sim \text{Multi}(\varphi^A_{z,n}) \).

We provided the model with several seed words for each main aspect as shown in Table 2. After feeding in unique aspects and seeded words for each dataset, each review sentence becomes ready for the next phase of the sentiment analysis task as described in the next subsection.

**Table 2**: Aspects and seed words for each domain.

| Domain               | Aspect          | Seed Words                                                                 |
|----------------------|-----------------|-----------------------------------------------------------------------------|
| Movie                | ACT, PLOT, SOND | performance, actor, play, character, role, scene story, script, sequence, scenario sound, audio, music, playlist, effect |
| Restaurant           | FOOD, SERVICE, PRICE | taste, dish, dinner, appetizer, menu internet, parking, delivery, location, seating, staff payment, price, discount, cost, pay offer |
| Domestic Saudi Airlines | FLIGHT, SERVICE, STAFF | meal, internet, entertainment, seat, cleanliness, drink lounge, ticket, baggage, upgrade, punctuality crew, captain, pilot, service, steward |
3.3. Automatic Labelling System

Automatic labelling uses the sentiment lexicon approach to label data and to measure the sentiment polarity. In order to label a dataset in this work, SentiWordNet is applied. SentiWordNet is obtained from the WordNet dictionary where each word is associated with a numerical score. In this phase, for each sentence, the SentiWordNet dictionary is applied to determine the polarity of each word, and then the polarity of the whole sentence is calculated by adding the polarity of each word. If the word is not in the SentiWordNet dictionary, it is searched for in the WordNet dictionary. WordNet is an English language dictionary that contains synonym words gathered into a set called syn-set. Thus, the analogous words related to the word in WordNet are fetched and searched in the SentiWordNet dictionary such that their sentiment score is selected for polarity calculation. This procedure increases the efficiency and effectiveness of automatic labelling.

Furthermore, some words, called negation words, may affect the sentiment orientation of other words in the sentence. Negation words are those words that reverse the polarity of the sentence when occurring in it. For example, in the text “the food is not good”, the negation word “not” reverses the polarity of the sentence. To handle this issue, a negation is considered in the polarity calculation. The algorithm of the automatic labelling phase is illustrated in Algorithm 3.

Algorithm 3: Algorithm of the automatic labelling

Input: Sentences, SentiWordNet, WordNet, NegationWords
Output: Labelled Dataset
for each sentence $S$:
  taggedSentence = POS($S$)
  for each WordCandidate (verb, adverb, and adjective) in taggedSentence
    LookupSentiWordNet (WordCandidate)
    if WordCandidate not in SentiWordNet
      LookupWordNet (WordCandidate)
    else if WordCandidate > 0
      polarity (WordCandidate) ← positive
    else if WordCandidate < 0
      polarity (WordCandidate) ← negative
    else if polarity (WordCandidate) ← neutral
    else (there is NegationWords near WordCandidate)
      polarity (WordCandidate) ← opposite (polarity (WordCandidate))
    PolarityScore += LookupSentiWordNet (WordCandidate)
    TotalWordCandidateCount++
  AveragePolarity = PolarityScore / TotalWordCandidateCount
  if AveragePolarity > 0
    return 1
  else
    return 0

The result demonstrates the label (1 for positive and 0 for negative) and the sentiment polarity. Then, it is used for the next phase, which is the ensemble learning classifier. The labelled dataset is used to train the classification model. The ensemble learning classifier method is used for sentiment classification. Precisely, in the ensemble method, stacked generalization is employed on different classifier algorithms as explained in the next sub-section.

3.4. Predicting Polarity of Largescale Social Data Using Supervised Learning (The Ensemble Learning Classifier Method)

An ensemble algorithm is trained on the labelled dataset to classify the unseen reviews as positive or negative on the go. Up-to-date numerous ensemble learning methods have been developed and introduced to enhance the performance of classification tasks. The major purpose of the ensemble models is to combine a set of classifiers with the intention of
achieving a better and more reliable predictive performance than a single classifier [43]. The focus will be on the capability of an ensemble model to generate a better result compared to each baseline classifier. In this experiment, a stacked generalization method was used, as shown in Figure 3, because it minimizes generalization error.

The idea of stacked generalization is meant to combine the prediction result of several base classifiers in the first level using a meta classifier in the next level in order to minimize the generalization error. The process of performing a stacked generalization with $k$-fold cross-validation is shown in Figure 3.

The first step includes training the base classifiers in the first level, which are support vector machine, logistic regression, random forest, decision tree, naïve Bayes, and K-nearest neighbours by employing $k$-fold cross-validation on each classifier. The dataset is divided into $k$ subsets. For each time in $k$ sequential rounds, one of the $k$ subsets is used as the test set and the other $k - 1$ subset is drawn from the training set. After that, each base classifier generates a prediction. Then, the prediction values from each classifier are combined and provided as the dataset for the second level. Finally, this step includes a training meta classifier on the second level with the first level dataset to produce the final prediction. Algorithm 4 describes the stacked generalization with $k$-fold cross-validation with $k = 10$.

![Figure 3. Steps of the ensemble learning.](image)

Algorithm 4: Stacked Generalization with $k$-fold cross-validation

| Input: Dataset $D$, Base classifiers $t$, base classifier prediction $p$, meta classifier $m$ | Output: Ensemble Classifier Prediction $P$ |
|---|---|
| Apply $k$-fold CV, $k = 10$, $D_n = \{D_1, D_2, \ldots, D_{10}\}$ //Split the dataset into 10 subsets |
| for $k \leftarrow 1$ to $n$ do |
| for each $t \leftarrow 1$ to $T$ //base classifiers |
| train the classifier $p_{kt}$ from $D_n$. |
| end for |
| for $D_p$ do //generate first level dataset |
| get a dataset $D_p$, where $D_p = \{p_{1t}, p_{2t}, \ldots, p_{T}\}$. |
| end for |
| train $m$ from $D_p$ //meta classifier |
| return $P$ //final prediction |
4. Evaluation Criteria and Experimental Results

The evaluation methods for classification models used in this paper are precision, recall and F-measure, as in [44]. They were used to estimate the performance result of each classifier. We evaluated our classifiers and models according to a 10-fold cross-validation scheme on the datasets. In this section, we will evaluate and discuss the three main modules of the proposed model. In the first module (aspect extraction), we evaluated the proposed model, named SA-LDA topic modelling. This evaluation relies on two parts: (1) manual evaluation of each extracted aspect; (2) comparison of results with the based topic modelling algorithm regarding each domain.

In the second module (automatic labelling), we tested the accuracy of the proposed lexicon-based approach and verified the results with the manually labelled dataset. We also compared three lexicon-based approaches with the related works and the present results.

In the third module (ensemble classifier), we illustrated the performance of the proposed classifier model for the purpose of aspect sentiment analysis. This evaluation relies on two parts: (1) evaluating the performance and accuracy of the proposed model on three different domains; (2) comparing the proposed model to the baseline classifiers as well as another ensemble method.

4.1. Aspect Extraction (SA-LDA Model)

The result shows that SA-LDA extracts valuable aspects and relates them to the main aspect. However, LDA extracts many unrelated aspects along with some adjective words which are considered as opinion words more than aspects. Table 3 compares the results obtained from both models for each domain. The coloured words in ‘red’ indicate the errors or unrelated aspects. We manually evaluated the model based on the number of words that are related to the seed words/aspect which is our manual evaluation of the models. Even with these upsetting words, the proposed models can produce better results. However, the proposed model is flexible in a way that enables it to be adapted in any domain by specifying the seed words for the needed aspects.

Additionally, when the two results are compared, it is obvious that the proposed model outperforms the baseline model. Tables 3 and 4 illustrate the results of the performance of the two models in light of the three domains. Concerning the accuracy of SA-LDA, as illustrated in Table 4, it is clear that the Restaurant has the highest score with 86.7% while the Movie comes second with a score of 83.3%. Yet, Domestic Saudi Airline has the lowest score of 80%. Conversely, the standard model (LDA) scored lower accuracy results with 54%, 41% and 32% for Movie, Restaurant and Domestic Saudi Airlines, respectively. In conclusion, these results indicate that the proposed model has been more successful in detecting more correlated aspects, and it is likely to yield improved results with better performance.

4.2. Automatic Labelling (SentiWordNet)

Sentiment classification is an indication of the task of sentiment analysis which is a subfield of natural language processing. The lexicon approach is applied to extract the opinion of each aspect by using SentiWordNet, which determines whether the text content specifies a positive or a negative review. Opinion extraction and automatic labelling are carried out in three steps: (1) applying part-of-speech tagging to each sentence; (2) extraction of all the opinion words and detecting the polarity of each opinion word; (3) looking for a negation word that is close to any opinion word, and once it is found, the polarity is reversed.

Opinion words are usually represented in the adjective, adverb, and verb forms such as “like” or “really” which affect the final result. For instance, the sentences “I like pizza” and “I really like pizza” both contain positive opinions, but the second sentence is more positive. Opinion words can be identified after applying POS tagging for each sentence, and it is typically found near the aspect.

The accuracy of SentiWordNet performance was measured by applying SVM classifier and five-fold cross-validation. The overall results of the accuracy for each domain are
shown in Table 5. The results are compared with the related work where SentiWordNet and SVM classifier have been used for different sentiment analysis tasks.

The results indicate that the accuracy of ‘Restaurant’ scores has recorded the highest percentage with 69.4%, while ‘Movie’ comes second with 65%, and the lowest score is recorded by the ‘Domestic Saudi Airline’ with 63.2%. The percentage distribution of the sentiment polarity for each aspect of the three domains is presented in Figure 4.

Table 3. Comparison between the proposed topic modelling results and the based topic modelling algorithm.

| Domain                | Aspect          | LDA Model                                                                 | SA-LDA Model                                                                 |
|-----------------------|-----------------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Movie                 | Act             | (actor, show, play, character, art, life, movie, appear, sound, only)     | (performance, act, actor, character, play, actress, part, scene, role, do)  |
|                       | Plot            | (story, play, series, know, role, line, set, sound, voice, say)          | (story, series, play, script, sequence, role, scenario, line, do, text)    |
|                       | Soundtrack      | (music, song, sound, great, play, musical, product, show, story, movie)  | (music, sound, audio, song, show, effect, playlist, soundtrack, play, movie) |
| Restaurant            | Food            | (food, restaurant, menu, good, chicken, dishes, street, visit, dinner, service) | (restaurant, menu, food, taste, appetizer, dinner, dishes, view, cook, flavor) |
|                       | Service         | (staff, manager, ask, service, food, said, friendly, restaurant, told, eat) | (service, staff, order, internet, view, location, delivery, parking, menu, seating) |
|                       | Price           | (price, card, feel, money, charged, payment, cheap, night, really, like)  | (price, cost, payment, offer, card, discount, pay, bill, charge, worth)     |
| Domestic Saudi Airlines | Flight         | (ticket, check, flight, bad, lounge, schedule, time, only, food, hour)   | (flight, seat, meal, internet, food, entertainment, movie, clean, drink, ticket) |
|                       | Service         | (staff, desk, check, airport, out, arrival, hour, ready, late, wait)     | (staff, service, lounge, flight, baggage, schedule, staff, upgrade, offer, punctuality) |
|                       | Staff           | (staff, friendly, service, direct, talk, helpful, front, desk, time, late) | (staff, service, facility, schedule, time, crew, ticket, pilot, flight, plane) |

Table 4. The performance of the proposed model and standard model across three domains.

| Domain                          | Accuracy (SentiWordNet) | Accuracy of Related Work |
|---------------------------------|-------------------------|--------------------------|
| Movie                           | 65%                     | 53.33% [45], 79% [46]    |
| Restaurant                      | 69.4%                   | 53% [47], 56% [48]       |
| The Domestic Saudi Airlines     | 63.2%                   | 65.2% [49], 46.41% [50]  |

Table 5. Performance evaluation of reviews using SVM and comparison of related work results.

| Domain                          | Accuracy of the Proposed Model SA-LDA (LDA with Seed Words) | Accuracy of the Baseline Model (LDA without Seed Words) |
|---------------------------------|-------------------------------------------------------------|--------------------------------------------------------|
| Movie                           | 83.3%                                                      | 54%                                                   |
| Restaurant                      | 86.7%                                                      | 41%                                                   |
| The Domestic Saudi Airlines     | 80%                                                        | 32%                                                   |
4.3. Ensemble Classifier (Stacking Generalization)

The performance evaluation of the proposed ensemble classifier model for the purpose of aspect sentiment analysis relies on two parts: (1) making a comparison between the proposed model and the baseline classifiers in addition to another ensemble method on three different domains; (2) evaluating the performance and accuracy of the proposed model on three different domains.

Tables 6 and 7 illustrate the comparison between the proposed model and the baseline classifiers as well as three other different ensemble methods including bagging, adaboost and majority voting for the selected domains.

As outlined in Tables 6 and 7, the proposed model has scored better results compared to the baseline classifiers and other ensemble classifier methods, with an accuracy level of 81.2%, precision of 81.1%, recall of 80.4%, and F1-scores of 81%. The lowest accuracy performance of other ensemble methods is for ‘majority voting’ with 77.5%. The lowest accuracy performance of the baseline classifier is ‘decision tree’ with 68.8%, whereas the highest accuracy result is 80.4% for the naïve Bayes classifier.

Table 6. Performance comparison of baseline classifiers on three various domains.

| Domain                  | Base Classifiers | Accuracy (%) | Precision (%) | Recall (%) | F1 (%) |
|-------------------------|-----------------|--------------|---------------|------------|--------|
| Restaurant              | SVM             | 80.2         | 80.9          | 79.1       | 80     |
|                         | LR              | 80.3         | 80.9          | 79         | 80     |
|                         | RF              | 76           | 74.5          | 79         | 76.7   |
|                         | DT              | 68.8         | 71.2          | 63.4       | 67.1   |
|                         | NB              | 80.4         | 81            | 78.9       | 80.1   |
|                         | KNN             | 68.9         | 65.9          | 78.5       | 71.6   |
| Movie                   | SVM             | 81.2         | 81            | 80.7       | 80.3   |
|                         | LR              | 80           | 71            | 73.5       | 72     |
|                         | RF              | 73           | 73            | 72.6       | 72.7   |
|                         | DT              | 72.2         | 69            | 75         | 71.8   |
|                         | NB              | 71.5         | 80.5          | 64         | 71.3   |
|                         | KNN             | 71           | 74            | 68.4       | 71     |
| The Domestic Saudi Airlines | SVM             | 73.6         | 73            | 73         | 73.5   |
|                         | LR              | 72           | 71            | 72.3       | 73     |
|                         | RF              | 62           | 56            | 75         | 57.5   |
|                         | DT              | 63.5         | 70.1          | 57         | 63     |
|                         | NB              | 72           | 81            | 65         | 72     |
|                         | KNN             | 73.2         | 76            | 70         | 73.4   |
Table 7. Performance comparison of different ensemble methods with proposed method on restaurant reviews.

| Domain                | Ensemble Method      | Acc. (%) | P (%)  | R (%)  | F1 (%) |
|-----------------------|----------------------|----------|--------|--------|--------|
| Restaurant            | Bagging              | 80.3     | 80.1   | 79     | 80.1   |
|                       | AdaBoost              | 79.5     | 81     | 76.4   | 78.8   |
|                       | Majority Voting       | 77.5     | 76.4   | 79.4   | 77.9   |
|                       | Stacked Generalization (Proposed) | 83.2 | 83 | 82.4 | 83.1 |
| Movie                 | Bagging              | 80       | 80.7   | 79.6   | 79.4   |
|                       | AdaBoost              | 77.8     | 79     | 77.7   | 77.7   |
|                       | Majority Voting       | 77.6     | 78     | 77.6   | 77.2   |
|                       | Stacked Generalization (Proposed) | 84 | 83.5 | 83 | 84 |
| The Domestic          | Bagging              | 74.1     | 74     | 74.3   | 74     |
| Saudi Airlines        | AdaBoost              | 77.5     | 77.3   | 76.2   | 76.3   |
|                       | Majority Voting       | 75       | 74     | 75.3   | 75.7   |
|                       | Stacked Generalization (Proposed) | 84.4 | 83.1 | 82 | 84.7 |

5. Conclusions

The main aim of this paper is to develop an efficient model to discover sentiments associated with different aspects of a given text in order to make a more accurate decision from the users’ perspective. The main objectives of the proposed system are: (1) Designing an efficient model to identify and extract all the possible aspects from given textual data. This is achieved by using natural language processing (NLP) to prepare the text in a format adopted by a topic model in addition to a topic model that extracts the main topics/aspects in that text. (2) Mapping between the extracted aspects and their opinions using linguistic and statistical techniques through utilizing a topic model and lexicon classification. (3) Developing a sentiment classification model in order to identify the sentiment orientation of the extracted aspect using an ensemble learning classifier.

To evaluate the performance of the proposed framework, we have compared each component to the baseline algorithms for the topic modelling, lexicon-based method and ensemble learning classifiers. The results have shown that the proposed framework is able to predict labels of the three review domains—restaurant, movie, and Saudi airlines—with an accuracy of 83.2%, 84% and 84.4% in each domain, respectively. Furthermore, once the proposed system is compared to the baselines algorithms, better results (higher than 2%) were scored in terms of the ability to predict the labels correctly.

This study has shown some promising results in the field of aspect-based sentiment analysis. It opened the windows wide for further research to enhance and expand this area of research. For future research, the proposed framework could be expanded to handle Arabic texts, which will be a challenging task. Likewise, future studies could apply more resources to the proposed framework to further enhance the results.
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