Graph Neural Networks for Image Classification and Reinforcement Learning using Graph representations
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Abstract

In this paper, we will evaluate the performance of graph neural networks in two distinct domains: computer vision and reinforcement learning. In the computer vision section, we seek to learn whether a novel non-redundant representation for images as graphs can improve performance over trivial pixel to node mapping on a graph-level prediction graph, specifically image classification. For the reinforcement learning section, we seek to learn if explicitly modeling solving a Rubik’s cube as a graph problem can improve performance over a standard model-free technique with no inductive bias.

1 Introduction

Many important real-world problems can be modeled as graphs, but due to the heterogeneous nature of graphs, which can have wildly different numbers of vertices and edges, as well as varying levels of sparsity, they are hard to encode directly to feed to a traditional feedforward network and define a gradient based optimisation mechanism for them. In this work, we aim to apply graph neural network techniques to two distinct problem domains: (1) Image classification (2) Solving a Rubik’s cube. The work is a mix of both understanding and analysis as well as exploratory research.

For image classification, the goal is to come up with a novel representation for images as graphs. The current techniques are much more ad-hoc and don’t generalize well, and suffer from curse of dimensionality. To this end, we propose a superpixel based image representation as graph where superpixels are encoded as nodes and nearby superpixels are found using k-nearest neighbor search. This leads to much condense and informative representation of an image over trivial mapping of each pixel to node referred to as dense graph. Further by experimental analysis, we find that the proposed superpixel representation outperforms dense graph representation and results in much more interpretable classifier.

For the solving a Rubik’s cube portion, the focus is on combining graph neural network techniques with reinforcement learning techniques. The objective is to see if they provide any benefit over a pure model-free approach which assumes no inductive bias that a Rubik’s cube can be thought of as a graph. Here we find the results match but do not exceed the model-free techniques.

2 Related work

The widely accepted approach is to represent a graph as a collection of Vertices, Edges, Adjacency Matrix and Global Graph attributes, and feed it to a neural network [Sanchez-Lengeling et al., 2021]. Daigavane et al. [2021] details the Graph Convolution layer, which works on message passing among these components of graph with a differentiable objective. Different proposals have been given for
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how to allow neural networks to predict properties of graphs at the node level [Wu et al., 2021], edge level, and graph level [Zhou et al., 2020].

2.1 Image Classification using Graph Neural Network

Our first task is to represent an image as a graph and then test its effectiveness over image classification a graph-level prediction task. The major issue with graph-based approaches is that they work well on node-level and edge-level tasks but not on graph-level tasks like image classification when the size of the graph is large than few nodes. Several approaches have been proposed for mapping images to graph structures to resolve this issue. Almost all present approaches are ad-hoc and are generally motivated by performance considerations. The most recent notable work is by Nikolentzos et al. [2020]. They propose King’s Graph and Coarsened Graph representations, but each representation has its own shortcomings. Further, their analysis is dated since they used MNIST as the dataset for comparison which is shown to be classified well even by learning to discriminate only a single pixel value.

The King’s Graph is the dense graph consisting of each pixel as a node and each pixel connected to its 8 neighboring pixels, corresponding to a valid move in the chessboard. We test this approach under the name Dense graph. The Coarsened graph is a sub-sampled version of King’s graph. The authors use community detection algorithms to reduce the number of nodes in a King’s graph to a representative subsample of pixels or regions in the Coarsened graph. But their Coarsened graph approach fails miserably even on the MNIST data set and performs much poorly in comparison to King’s graph approach. To this end, we propose a new method to encode an image as a graph. We then test the effectiveness of the proposed representation in contrast to the Dense graph representation.

2.2 Reinforcement Learning

The most relevant paper to solving the Rubik’s cube using reinforcement learning was McAleer et al. [2018]. In this paper, the authors manage to train the agent to find efficient strategies for solving 3 × 3 × 3 cubes in a model-free way. Khemani et al. [2019] propose using pure graph algorithms with no machine learning to solve the cube effectively. Mnih et al. [2013] proposed the deep Q-learning algorithm to great success, and Q-learning seems to be potentially well-suited to environments like the Rubik’s cube with a discrete and small action space.

3 Method

3.1 Image Classification

Our task is to come up with a representation of an image as a graph. We take the graph-level prediction task of image classification i.e. given an image encoded as graph predict the class of the most salient object in the image. We compare 2 approaches for image encoding as graph with a baseline CNN classifier working directly on image matrix.

1. Image represented as matrix and classified using a CNN classifier - 2 convolution layers with max pooling and ReLU activation. Classifier consists of 3 fully connected layers with ReLU activation. This is referred to as Vanilla CNN

2. Image encoded as graph with each pixel mapped to a node, and an edge containing each neighboring node in the graph. We then use Graph convolution layer with node level message passing. This is referred to as Dense Graph

3. Image encoded as graph with each super pixel as a node. We then use PointNet++ which has 2 phases (1) grouping phase which groups nearby nodes (super-pixels) using k-nearest neighbor search, (2) neighborhood aggregation phase, which uses Graph Neural Network for each node to aggregate information from its direct neighbors. This is referred to as SuperPixel Graph

3.1.1 Vanilla CNN

Vanilla CNN network is given below. Since vanilla CNN network has been extensively researched already, it is expected to give good results. The CNN network contains 2 parts - one image encoder and classifier. For image encoder we use 2 convolution layers with max pooling and ReLU activation.
For Classifier we use 3 fully connected layer with ReLU activation. The reader is referred to appendix A.2.1 for details on model definition.

### 3.1.2 Dense Graph

In a dense graph, each pixel of the input image is encoded as the a node, and feature vector assigned to each node is RGB value of the pixel. Then all direct neighboring pixels in original image are connected via edges in the encoded graph. This graph has lot of nodes. If the number of nodes is \( n \) then number of edges are \( O(n) \).

The classifier network uses GraphConv layers, which incorporates the current node features and message passing from all the direct neighbor in an iteration. The difference between Graph Convolution layer (GraphConv) used below and one defined in theory (GNN) is that we add a simple skip-connection to the GNN layer in order to preserve central node information. Hence 3 layer of GraphConv means a node has message passed from all nodes at most distance 3 from it. A Graph Convolution Layer with Skip connection is defined as

\[
x^{(\ell+1)}_v = W^{(\ell+1)}_1 x^{(\ell)}_v + W^{(\ell+1)}_2 \sum_{w \in \mathcal{N}(v)} x^{(\ell)}_w
\]

where \( W^{(\ell+1)}_i \) denotes a trainable weight matrix of shape \([\text{num_output_features}, \text{num_input_features}]\). In contrast, a single Linear layer is defined as

\[
x^{(\ell+1)}_v = W^{(\ell+1)} x^{(\ell)}_v
\]

We then use a readout layer similar to global average pooling which takes all learned node embeddings and returns an embedding for the graph by using the following equation.

\[
x^G = \frac{1}{|\mathcal{V}|} \sum_{v \in \mathcal{V}} x^{(L)}_v
\]

A linear classifier is finally stacked on top of graph embedding. The reader is referred to appendix A.2.2 for details on graph convolution layer, readout layer and model definition.

### 3.1.3 SuperPixel Graph

Superpixels provide a compact representation of image data by grouping perceptually similar pixels together. Hence a localized group of semantically similar pixels is defined a superpixel. This representation is much more informative and condense than corresponding Dense Graph representation. We first find superpixels for an image and encode each superpixel by its centroid pixel location and color. Without explicitly building the edge connections now, we pass the superpixels to PointNet++ [Chen et al., 2021] presented in figure 6. It has 2 phases - (1) grouping phase which groups nearby nodes (super-pixels) using k-nearest neighbor search. (2) neighborhood aggregation phase which uses Graph Neural Network for each node to aggregate information from its direct neighbors. This is similar to a GraphConv layer but uses a MLP with global max pooling instead of a linear projection to map features from neighboring nodes.

We then use a readout layer similar to global max pooling which takes all learned node embeddings and returns an embedding for the graph. A linear classifier is finally stacked on top of graph embedding. The reader is referred to appendix A.2.3 for details on PointNet and model definition.

The final encoded images by the 3 methods presented above are compared in the figure 1.

### 3.2 Reinforcement learning

In order to more explicitly capture the graph structure of the Rubik’s cube, we propose a graph network reinforcement learning (GNRL) algorithm. We call it Node(\( \lambda \)), as it relates to the TD(\( \lambda \)) algorithm [Sutton, 1988]. The pseudocode for the algorithm can be found in Appendix Algorithm 1.

This algorithm is specifically designed to be a model-based reinforcement learning algorithm applicable to reversible, goal-based environments with deterministic state transitions and a discrete action space. Here, goal-based means there is no reward needed other than hitting a certain goal state. The environment being deterministic and reversible means that you will always get the same state \( s' \) if
Figure 1: Various Image encoding taking the same action \( a \) in the same starting state \( s \), and that there is a single action \( a^R \) you can take in \( s' \) to get back to \( s \). Reversible environments like this were shown in Andrews et al. [2020] to have unstable training dynamics using traditional approaches like deep Q-learning, which provides theoretical motivation for our approach.

The basic idea of the algorithm is as follows. There are two main components. (1) We will train \(|A|\) different “next state” networks that will predict the next state \( s' \) given an input state \( s \), where \(|A|\) is the size of the action space. The goal of each network is to predict the transition dynamics for a single action. For instance, in the Rubik’s cube example, there would be 12 different “next state” networks, and one of them would be responsible for predicting the next state given an input state \( s \) and the action being to rotate the front face clockwise. In graph terms, these “next state” networks are doing an edge prediction task. Running a given state \( s \) through all \(|A|\) of the action networks predicts all of the available edges out of this node. (2) The second component is the distance network, whose job is to predict how far a given state \( s \) is from the goal. This is similar to a value network \( V(s) \) that is specifically designed for goal-based environments. Only one distance network is needed.

There are several theoretical reasons to believe this kind of architecture could perform well on the Rubik’s cube environment. Building the “next state” networks should not be too expensive as the state transitions in the cube are deterministic and only involve mapping the input colors to different locations in the output. Assuming the next state networks are trained correctly, this allows us to do planning with essentially arbitrary depth, as given a start state and a long sequence of actions we should know exactly what state we will be in. The distance network as formulated here should also have advantages over a traditional \( Q(s, a) \) or \( V(s) \) formulation. \( Q(s, a) \) and \( V(s) \) are sensitive to the magnitude of the reward signal, whereas this distance function is not, and without a model \( Q(s, a) \) targets are limited to TD(0) error, as they cannot see more than one state ahead.

4 Experiments

4.1 Image Classification

We use CIFAR-10 dataset with following 10 classes - plane, car, bird, cat, deer, dog, frog, horse, ship, truck. Our train set consists of 90% of given training data and validation set consists of remaining training data. We use the entire test data as our test set. In all settings we use Adam optimiser with default parameters for betas and weight_decay, and 0.001 learning rate for CNN model and 0.01 learning rate for graph based models. We use early stopping using validation set loss, with patience of 3 epochs i.e. our model keeps training until its finds 3 epochs where the validation loss increases. It then takes the optimal model based on the least validation loss. We also do a hyperparameter search for \( k \) nearest neighbors to choose for \( k = 2, 4, 8, 16 \). The results are summarized in Table 1.

The results should be taken with a pinch of salt, since vanilla CNN trains much faster, and was trained for a longer number of epochs than all other models. While dense graph and super-pixel took significantly more time i.e. 50-100x training time. Note this training time is after incorporating speed-up techniques discussed in appendix A.1. It is still high compared to CNN since the graph is generated on the fly for a given input image.

Our hypothesis is that SuperPixel network should achieve better results that Dense Graph as a dense graph has lot of redundant information. We expect the vanilla CNN to work the best as this directly operates on the original image space and wherein convolution operation is equivalent to applying a
Table 1: Image Classification accuracy on CIFAR-10 Test, our proposed SuperPixel representations works better than Dense Graph on all reasonable values of k. The best highlighted in bold

| Method              | Top-1 Accuracy |
|---------------------|---------------|
| Random Baseline     | 0.1000        |
| Vanilla CNN         | 0.5417        |
| Dense Graph         | 0.1943        |
| SuperPixel (k=2)    | 0.2107        |
| SuperPixel (k=4)    | **0.2144**    |
| SuperPixel (k=8)    | 0.2009        |
| SuperPixel (k=16)   | 0.1786        |

filter over the image. The results show that the Vanilla CNN is best suited for this task and achieves the best accuracy in the least train time. Next, we find that a smaller value of k is better than a larger value and our SuperPixel network using right k value always beats the Dense Graph network. Hence our hypothesis seems to hold well.

Therefore we can conclude that the superpixel based representation with k-nearest neighbors as edges leads to a reasonable graph representation. Note that both graph representations - dense and super-pixel achieve much better results than random baseline and hence demonstrate the effectiveness of learned representation.

4.1.1 Interpretability of Superpixels

To further test the effectiveness of Superpixel based representation, we see which superpixels were more salient for the classification. For the saliency method, we use the absolute value of the gradient as the attribution value for each superpixel:

\[
Attribution_{n_i} = \left| \frac{\partial F(x)}{\partial x_{n_i}} \right|
\]

Where \(x\) is the input and \(F(x)\) is the output of the GNN model on input \(x\). From figure 2 where radius denotes salience of a superpixel, we can find that the model has learnt well to differentiate foreground from background in all cases, noted by low salience of background superpixels. Further, the model has also learned class specific attributes like tires for car, torso of deer, and contrast of wings of bird for classification.

(a) Salience on the tires for car  (b) Salience on the torso for deer  (c) Differentiate foreground from background  (d) Salience on contrast of wings for bird

Figure 2: Salience of Superpixels denoted by radius

4.2 Reinforcement learning

The hypothesis we wanted to test was that an RL agent that explicitly models graphical structures should outperform a purely model-free agent on an environment with graph properties. The domain chosen to evaluate the new algorithm was that of a custom-made reinforcement learning environment based on a 2×2 Rubik’s cube. The goal here was to gain exposure not just to writing reinforcement learning agents, but also writing the environments from scratch, including choosing appropriate representations for the observation, action, and reward spaces. To do this, we wrote a custom OpenAI gym [Brockman et al., 2016] environment with different options for the state and reward spaces.

To evaluate the final trained agents, each was given 1,000 randomly initialized cubes of varying difficulties. Stable baselines [Raffin et al., 2021] was used as an off-the-shelf baseline for high quality implementations of various canonical RL algorithms, such as A2C [Mnih et al., 2016], DQN [Mnih
Figure 3: Results of running different trained RL agents on 1,000 randomly initialized cubes et al., 2013], and PPO [Schulman et al., 2017]. For this project, DQN, tabular Q-learning, and the graph network approach were all implemented by hand. Each agent was given between 100,000 and 1,000,000 time steps to train, and this number was treated as a hyperparameter because some agents appeared to perform worse with a higher number of timesteps.

Figure 3 shows the result of the experiments. Overall, tabular Q-learning performed by far the best out of all agents in terms of sample efficiency, stability of training, and average rewards. The graph network was able to slightly outperform the stable baselines [Raffin et al., 2021] implementations, but did not outperform by as much as the custom built DQN and tabular Q-learning agents. Thus, the hypothesis that a model-based graph network should outperform the model-free methods was somewhat nullified, though it did prove to be roughly equal at the task.

Each of the models takes around 2-6 hours to train on a single GPU. Google Colab [Google, 2021] was used to develop and train the models. The most impactful idea used in training was to generate rollouts by working backwards from a solved cube, which was inspired by McAleer et al. [2018]. The reason this is so helpful is because solving a Rubik’s cube by chance is extremely unlikely, so without training the agent on nearly solved cubes first, almost every rollout will provide only a small reward signal, making training much slower.

5 Conclusion

For the first task of representing image as graph, our proposed technique of encoding superpixels as nodes and connecting nearby superpixels by k-nearest neighbor search outperforms the trivial dense graph representation of mapping each pixel to node. Further this representation has smaller dimensionality and leads to much more interpretable results. For the reinforcement learning task, we are able to train agents competitive in performance with the current standard algorithms by using a novel algorithm.

6 Future Work

For the image representation task, there is still a large gap between performance of vanilla CNN and graph based image classification model. The major issue with graph based approach is that it works well on node-level and edge-level tasks but not on graph-level tasks like image classification. This may be due to lack of scale invariance in graph. The various layers in a CNN network, can be approximated to looking at an image at various scales, but the same is not true for graph neural network. An approach which adds this scale invariance should provide a large jump in prediction accuracy. Possible future directions involve (1) exploring a hierarchy based collapsing of nodes, where in nodes nearby are collapsed into a single node in a hierarchical manner to achieve scale invariance, (2) exploring graph attention layers.

For the Node(λ) algorithm, it would be beneficial to optimize the implementation to work better with larger batches to increase training speed. It may also make sense to consider a tweak to the algorithm that would average over distance estimates for various nodes to provide a less noisy estimate of the shortest path. Finally, we would like to benchmark it on other environments with graph structure.
References

Matthew Andrews, Cemil Dibek, and Karina Palyutina. Evolution of Q values for deep Q learning in stable baselines. CoRR, abs/2004.11766, 2020. URL https://arxiv.org/abs/2004.11766.

Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John Schulman, Jie Tang, and Wojciech Zaremba. Openai gym. CoRR, abs/1606.01540, 2016. URL http://arxiv.org/abs/1606.01540.

Yang Chen, Guanlan Liu, Yaming Xu, Pai Pan, and Yin Xing. Pointnet++ network architecture with individual point level and global features on centroid for ALS point cloud classification. Remote. Sens., 13(3):472, 2021. doi: 10.3390/rs13030472. URL https://doi.org/10.3390/rs13030472.

Wei-Lin Chiang, Xuanqing Liu, Si Si, Yang Li, Samy Bengio, and Cho-Jui Hsieh. Cluster-gcn: An efficient algorithm for training deep and large graph convolutional networks. In Ankur Teredesai, Vipin Kumar, Ying Li, Rómer Rosales, Evimaria Terzi, and George Karypis, editors, Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, KDD 2019, Anchorage, AK, USA, August 4-8, 2019, pages 257–266. ACM, 2019. doi: 10.1145/3292500.3330925. URL https://doi.org/10.1145/3292500.3330925.

Ameya Daigavane, Balaraman Ravindran, and Gaurav Aggarwal. Understanding convolutions on graphs. Distill, 6(9):e32, 2021. URL https://distill.pub/2021/understanding-gnns/.

Google. Google colab, 2021. URL https://colab.research.google.com/.

Chanchal Khemani, Jay Doshi, Juhi Duseja, Krapi Shah, Sandeep Udmale, and Vijay Sambhe. Solving rubik’s cube using graph theory. In Computational Intelligence: Theories, Applications and Future Directions-Volume I, pages 301–317. Springer, 2019. URL https://link.springer.com/chapter/10.1007/978-981-13-1132-1_24.

Stephen McAleer, Forest Agostinelli, Alexander Shmakov, and Pierre Baldi. Solving the rubik’s cube without human knowledge. CoRR, abs/1805.07470, 2018. URL http://arxiv.org/abs/1805.07470.

Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis Antonoglou, Daan Wierstra, and Martin A. Riedmiller. Playing atari with deep reinforcement learning. CoRR, abs/1312.5602, 2013. URL http://arxiv.org/abs/1312.5602.

Volodymyr Mnih, Adrià Puigdomènech Badia, Mehdi Mirza, Alex Graves, Timothy P. Lillicrap, Tim Harley, David Silver, and Koray Kavukcuoglu. Asynchronous methods for deep reinforcement learning. CoRR, abs/1602.01783, 2016. URL http://arxiv.org/abs/1602.01783.

Giannis Nikolentzos, Michalis Thomas, AdínRamírez Rivera, and Michalis Vaziriannis. Image classification using graph-based representations and graph neural networks. In Rosa M. Benito, Chantal Cherifi, Hocine Cherifi, Esteban Moro, Luis Mateus Rocha, and Marta Sales-Pardo, editors, Complex Networks & Their Applications IX - Volume 2, Proceedings of the Ninth International Conference on Complex Networks and Their Applications, COMPLEX NETWORKS 2020, 1-3 December 2020, Madrid, Spain, volume 944 of Studies in Computational Intelligence, pages 142–153. Springer, 2020. doi: 10.1007/978-3-030-65351-4_12. URL https://doi.org/10.1007/978-3-030-65351-4_12.

Antonin Raffin, Ashley Hill, Adam Gleave, Anssi Kanervisto, Maximilian Ernestus, and Noah Dormann. Stable-baselines3: Reliable reinforcement learning implementations. Journal of Machine Learning Research, 22(268):1–8, 2021. URL http://jmlr.org/papers/v22/20-1364.html.

Benjamin Sanchez-Lengeling, Emily Reif, Adam Pearce, and Alexander B Wiltschko. A gentle introduction to graph neural networks. Distill, 6(9):e33, 2021. URL https://distill.pub/2021/gnn-intro/.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy optimization algorithms. CoRR, abs/1707.06347, 2017. URL http://arxiv.org/abs/1707.06347.
Richard S. Sutton. Learning to predict by the methods of temporal differences. *Mach. Learn.*, 3:9–44, 1988. doi: 10.1007/BF00115009. URL https://doi.org/10.1007/BF00115009.

Zonghan Wu, Shirui Pan, Fengwen Chen, Guodong Long, Chengqi Zhang, and Philip S. Yu. A comprehensive survey on graph neural networks. *IEEE Trans. Neural Networks Learn. Syst.*, 32(1): 4–24, 2021. doi: 10.1109/TNNLS.2020.2978386. URL https://doi.org/10.1109/TNNLS.2020.2978386.

Jie Zhou, Ganqu Cui, Shengding Hu, Zhengyan Zhang, Cheng Yang, Zhiyuan Liu, Lifeng Wang, Changcheng Li, and Maosong Sun. Graph neural networks: A review of methods and applications. *AI Open*, 1:57–81, 2020. doi: 10.1016/j.aiopen.2021.01.001. URL https://doi.org/10.1016/j.aiopen.2021.01.001.
A Appendix

A.1 Training Speed-Up

A.1.1 Mini-batching in Graphs

Since graphs in graph classification datasets are usually small, we need to batch them to improve GPU utilization. In the image or language domain, this procedure is typically achieved by rescaling or padding each example into a set of equally-sized shapes which are then grouped. This strategy, however, is not practicable for GNNs. To accomplish parallelization over a lot of samples, we adopt a different technique. Adjacency matrices are stacked diagonally producing a large network with several isolated subgraphs, and node and target attributes are simply concatenated in the node dimension.

A.1.2 Scaling Graph Neural Networks

As the number of nodes and operation on the nodes in a graph increase we have issue of neighborhood explosion. Cluster-GCN [Chiang et al., 2019] works by first partitioning the graph into subgraphs based on graph partitioning algorithms. With this, GNNs are restricted to solely convolve inside their specific subgraphs, which omits the problem of neighborhood explosion.

However, after the graph is partitioned, some links are removed which may limit the model’s performance due to a biased estimation. To address this issue, Cluster-GCN also incorporates between-cluster links inside a mini-batch, which results in the following stochastic partitioning scheme.

Figure 4: Breaking a larger graph into smaller sub-graph to avoid neighborhood explosion

Figure 5: Stochastic partitioning scheme to mitigate effect of lost connections in sub-graphs
A.2 Image Classification

A.2.1 Vanilla CNN

class CNN(nn.Module):
    def __init__(self):
        super().__init__()
        self.conv1 = nn.Conv2d(3, 6, 5)
        self.pool = nn.MaxPool2d(2, 2)
        self.conv2 = nn.Conv2d(6, 16, 5)
        self.fc1 = nn.Linear(16 * 5 * 5, 120)
        self.fc2 = nn.Linear(120, 84)
        self.fc3 = nn.Linear(84, 10)

    def forward(self, x):
        x = self.pool(F.relu(self.conv1(x)))
        x = self.pool(F.relu(self.conv2(x)))
        x = torch.flatten(x, 1)  # flatten all dimensions except batch
        x = F.relu(self.fc1(x))
        x = F.relu(self.fc2(x))
        x = self.fc3(x)
        return x

A.2.2 Dense Graph

class GCN(torch.nn.Module):
    def __init__(self, hidden_channels):
        super(GCN, self).__init__()
        torch.manual_seed(12345)
        self.conv1 = GraphConv(3, hidden_channels)
        self.conv2 = GraphConv(hidden_channels, hidden_channels)
        self.conv3 = GraphConv(hidden_channels, hidden_channels)
        self.lin = Linear(hidden_channels, 10)

    def forward(self, x, edge_index, batch):
        # 1. Obtain node embeddings
        x = self.conv1(x, edge_index)
        x = x.relu()
        x = self.conv2(x, edge_index)
        x = x.relu()
        x = self.conv3(x, edge_index)

        # 2. Readout layer
        x = global_mean_pool(x, batch)  # [batch_size, hidden_channels]

        # 3. Apply a final classifier
        x = F.dropout(x, p=0.5, training=self.training)
        x = self.lin(x)

        return x
A.2.3 SuperPixel Graph

The figure 6 refers to various phases of PointNet++.

![Figure 6: PointNet++ phases](image)

```python
class PointNetLayer(MessagePassing):
    def __init__(self, in_channels, out_channels):
        # Message passing with "max" aggregation.
        super().__init__(aggr='max')

        # Initialization of the MLP:
        # Here, the number of input features correspond to the hidden node
        # dimensionality plus point dimensionality (=3).
        self.mlp = Sequential(Linear(in_channels + 2, out_channels),
                               ReLU(),
                               Linear(out_channels, out_channels))

    def forward(self, h, pos, edge_index):
        # Start propagating messages.
        return self.propagate(edge_index, h=h, pos=pos)

    def message(self, h_j, pos_j, pos_i):
        # h_j defines the features of neighboring nodes as shape [num_edges, in_channels]
        # pos_j defines the position of neighboring nodes as shape [num_edges, 3]
        # pos_i defines the position of central nodes as shape [num_edges, 3]
        input = pos_j - pos_i  # Compute spatial relation.

        if h_j is not None:
            # In the first layer, we may not have any hidden node features,
            # so we only combine them in case they are present.
            input = torch.cat([h_j, input], dim=-1)

        return self.mlp(input)  # Apply our final MLP.

class PointNet(torch.nn.Module):
    def __init__(self):
        super().__init__()
        torch.manual_seed(12345)
        self.conv1 = PointNetLayer(2, 32)

        self.conv2 = PointNetLayer(32, 64)

        self.conv3 = PointNetLayer(64, 128)

        self.conv4 = PointNetLayer(128, 256)

        self.conv5 = PointNetLayer(256, 512)
```
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self.conv2 = PointNetLayer(32, 32)
self.classifier = Linear(32, 10)

def forward(self, pos, batch):
    # Compute the kNN graph:
    # Here, we need to pass the batch vector to the function call in
    # order
    # to prevent creating edges between points of different examples.
    # We also add `loop=True` which will add self-loops to the graph in
    # order to preserve central point information.
    edge_index = knn_graph(pos, k=8, batch=batch, loop=True)
    # edge_index = radius_graph(pos, r=12, batch=None, loop=False)

    # 3. Start bipartite message passing.
    h = self.conv1(h=pos, pos=pos, edge_index=edge_index)
    h = h.relu()
    h = self.conv2(h=h, pos=pos, edge_index=edge_index)
    h = h.relu()

    # 4. Global Pooling.
    h = global_max_pool(h, batch) # [num_examples, hidden_channels]

    # 5. Classifier.
    return self.classifier(h)
A.3 Reinforcement Learning

Algorithm 1 GNRL Node($\lambda$) Learning

1: Initialize:
2: \( A \leftarrow \) the set of all actions
3: \( \theta_D \leftarrow \) initialize network to predict a state’s distance to goal
4: for \( a \in A \) do
5: \( \theta_{NS}^a \leftarrow \) initialize network to predict next state given action \( a \) taken in input state
6: end for
7: \( \lambda \leftarrow \) hyperparameter used for TD learning
8: \( b \leftarrow \) hyperparameter to control how often rollouts are generated by working backwards
9: \( M \leftarrow \) maximum number of episodes to train over
10: function DistanceToGoal($\lambda, s$)
11: if \( s = G \) then
12: return 0
13: else if \( \lambda = 0 \) then
14: return \( \theta_D(s) \)
15: else
16: \( s_{min} \leftarrow \) null
17: \( d_{min} \leftarrow \infty \)
18: for \( a \in A \) do
19: \( s^{pred} \leftarrow \theta_{NS}^a(s) \)
20: \( d^{pred} \leftarrow \theta_D(s^{pred}) \)
21: if \( d^{pred} < d_{min} \) then
22: \( s_{min} \leftarrow s^{pred} \)
23: \( d_{min} \leftarrow d^{pred} \)
24: end if
25: end for
26: return \( 1 + \text{DistanceToGoal}(\lambda - 1, s_{min}) \)
27: end if
28: end function
29: repeat
30: \( T \leftarrow \) GenerateRollout($b$)
31: for \( (s, a, s', is\_done) \in \text{Reverse}(T) \) do
32: \( s^{pred} \leftarrow \theta_{NS}^a(s) \)
33: \( d^{pred} \leftarrow \theta_D(s) \)
34: if \( is\_done = \) true then
35: \( d_{target} \leftarrow 1 \)
36: else
37: \( d_{target} \leftarrow 1 + \text{DistanceToGoal}(\lambda, s') \)
38: end if
39: update \( \theta_{NS}^a(s) \) using backprop based on \( \mathcal{L}_{NS}(s^{pred}, s') \)
40: update \( \theta_D(s) \) using backprop based on \( \mathcal{L}_D(d^{pred}, d_{target}) \)
41: end for
42: until \( \text{iterations} = M \)
A.4 Contributions of each team member

Overall, this project had an equal contribution from all authors. The image classification sections and cifar-10 Jupyter notebook were primarily written by Naman Goyal, and the reinforcement learning sections and RubiksRL Jupyter notebook were primarily written by David Steiner. The rest of the sections in the writeup were a joint effort.