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Abstract: In a cloud data centre the consolidation of the virtual machines (VMs) assist to optimize the resources need and diminish the energy consumption. In the consolidation of the VMs the VM placement acts an important role. By considering optimized energy consumption the researchers have developed various algorithms for VM placement. However, these algorithms be deficient in the exploitation mechanism use resourcefully. This paper attend to VM placement issues by offering meta-heuristic algorithms that is, the Modified Salp Swarm Algorithm (MSSA) presenting the comparative analysis relating to energy optimization. The comparison are made adjacent to the existing particle swarm optimization (PSO), and salp swarm algorithm (SSA) and the energy consumption results of all the contributing algorithms confirm that the proposed MSSA is more efficient than the other algorithms. The simulation result demonstrates that MSSA outperforms effectively than other presented approaches in optimal VM placement in cloud computing environment with maximal resource use, minimal energy consumption, minimum SLA violation and reduced migration cost.
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I. INTRODUCTION

The most recent emerging technology is cloud computing in which application and resources are shared and safely managed in cost effective way. In the course of last few years, because of the parallel computing paradigms and evolving data centers the cloud computing services have become progressively popular [1-3]. There are three noteworthy sorts of services gave by cloud are IaaS (Infrastructure-as-a-Service), SaaS (Software-as-a-Services) and PaaS (Platform-as-a-Service) [4, 5]. The four fundamental organization models in cloud computing are public, private, community and hybrid clouds [6]. To convey cloud computing services numerous computing services providers including Yahoo, Microsoft, IBM and Google are quickly sending data centers in various locations [7, 8]. With a specific end goal to increase high efficiency and save power through expansions of IT the cloud computing has walked to the IT business. The cloud computing worldwide uptake has subsequently driven remarkable increments in datacenter power consumption.

By the datacenters thousands of interconnected servers are composed and worked to give different cloud services [9].

Energy consumption has become very serious as development of cloud technology and creation of large number of data centres. The performance and efficiency of data center can be articulated in terms of total of abounding electrical energy [10]. To operate the data centers need a too much amount of energy. At lower than 50% CPU utilization most of the host in data center operates. This suggests that both energy efficiency and high performance of the data centers are important problems. The quality of service and energy consumption is included by energy efficiency [11]. With the aim to diminish the energy exploitation many organization for example, Green Grid has recently addressed the data center energy consumption problems. For managing the energy consumption the virtual machine relocation and server consolidation methodology present a new approach in data centers [12].

The objective of this work is to get better the energy effectiveness and surety of SLA by presenting a method which is based on heuristic knowledge for the allocation of resources dynamically by migrating the VMs from overloaded host sequentially to guarantee the response time and deadline of the work. The rest of the paper is prepared as follows. A review of the related work is presented in Section 2. Section 3 described our cloud architecture and proposed methodology. In part 4, we design a heuristic method by formulating the MSSA and its fitness function in order to relocate VMs in overload host. In Section 5, we evaluate our approach and analysis of simulation result. Finally Section 6 concludes the paper.

II. RELATED WORK: A BRIEF REVIEW

To solve the high energy consumption dilemma, an energy-efficient virtual machine consolidation prediction-based VM deployment algorithm for energy efficiency (PVDE) was presented by Zhou et.al [13]. For the classification of servers in the data center the linear weighted method was utilized and predicts the host load. They performed high performance analysis. In their work, the algorithm lessens the energy consumption and control SLA violation when compared to other energy saving algorithms in the experimental result. Li et.al [14] presented an elaborate thermal model to address the complexity of energy and thermal modeling that investigate the temperature distribution of airflow and server CPU. To minimizing the total datacenter energy consumption the author presented GRANITE - a holistic virtual machine scheduling algorithm.
The algorithm was expressed with respect to other existing workload scheduling algorithm IQR, TASA and MaxUtil and Random and should be used in real cloud workload characteristics taken from Google datacenter trace log. The GRANITE consumes less total energy and reduces the critical temperature probability when compared with existing that demonstrated in result.

A new scheduling approach named Pre Ant Policy was introduced by Hancong Duan et al. [15]. Based on fractal mathematics their method consists of forecast model and on the basis of enhanced ant colony algorithm (ABC) a scheduler. To activate the implementation of the scheduler by virtue of load trend prediction was determined by prediction model and under the premise of guaranteeing the quality-of-service, for resource scheduling the scheduler is responsible while maintaining energy consumption. The performance results demonstrate that their approach presents resource utilization and excellent energy efficiency. In sequence to elevate the exchange between energy consumption and application performance Rossi et.al [16] presented an automated coordination of different energy savings techniques. They implemented Energy-Efficient Cloud Orchestrator-e-eco and by using enlarging applications on a dynamic cloud in a real environment the infrastructure test were carried out to evaluate e-eco. Their evaluation result demonstrates that e-eco was able to reduce the energy consumption.

In cloud computing for energy saving, a three dimensional virtual resource scheduling method (TVRSM) was introduced by Zhu et.al [17]. For the cloud data center they build the resource and dynamic power model of the PM in their work. There are three stages of virtual resource scheduling process as follows; virtual resource optimization, virtual resource scheduling and virtual resource allocation. For diverse aim of each stage they design three different algorithms respectively. The TVRSM can successfully diminish the energy consumption of the cloud data center when compared with various traditional methods. For the runtime consolidation of VMs in cloud data centers, Khoshkholghi et.al [18] has exhibited several novel algorithms. Their aim is to diminish energy consumption and improve the computing resources consumption under SLA constraints regarding bandwidth, RAM and CPU. By conducting extensive simulation the efficiency of their algorithm is validated. While providing a high level of commitment their algorithm significantly reduces energy consumption. When judge against to the benchmark algorithms, the energy consumption can reduce by up to 28% and SLA can improve up to 87% based on their algorithms.

III. CLOUD ARCHITECTURE AND PROPOSED METHOD

In this work, the goal is energy effectiveness to save cost in our private cloud. At IaaS level in cloud, the fundamental methodology utilized for enhancing resource effectiveness in data centers is virtualization; over the similar hardware infrastructure it permits the deployment of existing computing environments. Nonetheless, the co-existence of environments frequently constructs scenarios of high contest for resources between operational workloads, leading to performance degradation. This phenomenon affects the data centers energy-efficiency. A new workflow scheduler service is introduced in this paper and in all kinds of workload energy efficiency is enhanced in our private Cloud data centers by dynamic VM replacement.

A. Cloud Architecture

In SaaS level, for consumer the cloud provides eternal services, and the consumer can pay for as little or as much computing power as they require. The unified resources (virtual machines) are virtualized as underlying heterogeneous resources. According to the request of workflow the number of virtual machine can easily scale. Cloud can set up on the earlier Grid infrastructure. Meanwhile, IaaS cloud service suppliers like Google and Amazon some of the virtual machines can be created. At the unified resource layer the virtual machines in the private Cloud are supervised for optimizing the VM to physical host. In this paper, the main objective is minimizing energy consumption in data center.

So as to accomplish this aim and maintain the cloud elasticity, allocation strategies and dynamic provisioning are required to control the internal settings of the cloud to address overload and under workload in cloud. We propose MSSA to guarantee the response time and deadline of the resource. A procedure of mapping migrated virtual machines to physical machines is migrated virtual machine placement and improves power efficiency and resource utilization.

Fig.1. Architecture of cloud

B. Proposed Methodology

In IaaS level to accomplish these aims the resource allocation ought to be enhanced, that usually are sorted as, find overload host, for migration select VM in overload host, VM placement, find underload host, VM placement and power off underload host. The VM replacement is the focus of this study. The bin packing issue is a VM replacement with variable prices and sizes of bin, where bins represent the physical nodes; VMs are the allocated items; bin sizes are the nodes existing ability of CPU; and costs match up to the power utilization by the nodes. An ordinal technique isn’t appropriate to solve it in an adequate complexity as the bin packing issue is NP-hard, hence that heuristic methods are suggested. In this paper to discover new placement for all candidates of VM the evolutionary algorithm as a heuristic method is chosen. By implementing
our heuristic technique dynamically, we need selecting a strategy with minor complexity and adjacent optimum solution; therefore, we utilize MSSA optimization which converges faster than many other global optimization algorithms [19].

In contrast to Genetic Algorithm (GA) [20], MSSA is usually quicker and it is more prominent in more complex cases. In further, MSSA is less complex to comprehend and execute because of its lower computational costs. At last, contrasted with different metaheuristics optimization strategies the MSSA has fewer parameters to change. Under all host of the data centre our algorithm has the entire perspective of placement of VM migrated and thinks the best likely permutation of them. In the final step, to lessen the number of hosts we utilize iterative technique and for the sake of cost saving the underload host is switched off. In different stages author utilized the best algorithm based on the result of Wu et al. [21]. The technique of our optimization algorithm to enhance VM allotment to hosts is presented below.

Method: To Enhance VM allocation to hosts.

| Migration Map optimize \( V_m \) Allocation(\( V_m \) List, 
| \( H \) (host list)) |
|-----------------------------------------------|
| Exclude all VMs in \( V_m \) List that in relocation or just assign |
| Discover all overload hosts (with local regression algorithm) |
| Select VM in overload host to be migrated (with MMT) |
| Placement this VM (call MSSA for this VM) |
| Sort ascending host by use |
| For (all under load host) |
| Until possible (capacity not full) |
| Transfer all VMs from first host of queue |
| Exclude host from first of queue and power it off |

The diminishing performance is avoided in the beginning of this strategy and from the list of VM choice under migrated VM was deleted. After that the host overload was noticed with Robust Local Regression method that forecast the prospect workload. In local regression method, localized plain models fitting to subsets of data to build up a curve that estimated the novel data. The version of Local Regression is susceptible to outliers that can be reasons by leptokurtic distributions. In Robust LRA algorithm, to build Loess robust, the addition of the robust estimation method bisquare to the least-squares method for fitting a parametric family Cleveland has proposed. This alteration change loess into an iterative method [22]. After the overload host is noticed, we choose particular VMs to transfer from this host, and in this step to choose the best VM in the active host we utilize MMT (minimum migration time) strategy, and we recur the technique until the host status is not overload. To decrease power in VMs selection location the new host is very essential, we do it by MSSA, and the fitness function is designed by total of power increase and cost of relocation to host. In the end, VMs merge to fewer hosts to diminish power consumption by lie dormant under load hosts.

IV. PROPOSED MODIFIED SALP SWARM ALGORITHM FOR VM MIGRATION

MSSA model is explained for the VM migration problem. The MSSA algorithm is planned in this paper for choosing the optimal VM. The SSA is a meta-heuristic algorithm, which relies on the conduct of swarming and salps population [23]. It could be implemented and useful to solve various function optimization problems. In MSSA, the fundamental structure of the SSA is customized by enhancing the updating phase of the population’s location. Hence, this alteration adds more flexibility in exploring the population and quickly reaches the optimal solution. The steps for MSSA technique is discussed beneath.

Step 1: Initialization

In the first step, the input parameters required in MSSA for VM placement are initialized as utilization of CPU, RAM and BW (bandwidth) of the PM.

Step 2: Population Initialization

Then, produce the population which signify a set of solution for VM placement and it is represented as,

\[ P_M (I) = [P_1, P_2, P_3, \ldots, P_M] \] for \( 1 \leq M \leq S \)

(1)

Where, the random number within the interval [0, 1] is represented as \( S \). In the population, the solution resembles the VM. The meta-heuristic behavior of the salps the solution updates its position over the course of iteration.

Step 3: Fitness Function

In this section, the fitness evaluation function for proposed VM migration strategy is described. To surmount the PM overload problem with the decrease in relocation cost and energy utilization, and increase in the resource use, the fitness function is defined. The objective function of the proposed technique is,

\[ \text{Fitness Function} = \text{Min} \{ \text{resource utilization, energy consumption, migration cost} \} \]

(2)

Where,

\[ \text{Resource utilization} = \frac{1}{M \times N} \left[ \sum_{i=1}^{N} \sum_{j=1}^{M} A_i B_j \right] \] with \( A_i \) and \( B_j \) for CPU and RAM consumption.

(3)

\[ \text{Migration Cost} = \frac{1}{M} \left[ \sum_{i=1}^{N} \frac{\text{Numbers of VMs movements}}{\text{Total no. of VMs}} \right] \]

(4)

Here, \( A_i \), \( 1 \leq i \leq N \) be the set of PM in cloud data centre, \( B_j \), \( 1 \leq j \leq M \) be the set of VM accessible in PM. \( A_{CPU}^j \) represent CPU utilized by PM, \( B_{CPU}^j \) represent CPU use by VM, \( A_{RAM}^j \) entire memory of PM, \( B_{RAM}^j \) total...
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memory of VM, \( A_i^{BW} \) total bandwidth of PM, \( B_j^{BW} \) total bandwidth of VM and N is number of VMs.

Next, depends on the quality of the fitness function (probability in eq. (11)) the proposed algorithm is to revise the present population by the SSA or modified algorithm.

**Step 4: Updating SSA Position**

**A. Updating Leader Position**

Based on the accompanying formula, the leader salps position is updated with respect to the source of food.

\[
p_i = \begin{cases} \frac{u_i}{r_2} & \text{if \( r_3 > 0 \)} \\ \frac{l_i}{r_2} & \text{if \( r_3 < 0 \)} \\ \end{cases}
\]

(5)

Where, \( u_i \) and \( l_i \) represents the upper and lower bounds respectively, \( P_i \) represents the salp leader position, \( F_{ij} \) is the position of food source in the dimension of i and \( r_1 \) to \( r_2 \) are the random numbers at uniform. The initial random number which makes the exploration and exploitation in the balanced state and it is derived as,

\[
R_i = 2 \exp \left[ -\left( \frac{4m}{i_{\text{max}}} \right)^2 \right]
\]

(6)

Where, \( m \) indicates iteration at current and \( i_{\text{max}} \) is the maximum number of iterations.

**B. Updating Follower Position**

After the evaluation process, the position of the followers is updated and the best and worst leader salps of the inputs are evaluated based on the best and worst leader salps. By relying on the stochastic attractor of leader salps, the searches for the best position of follower salp which are represented in the following equation:

\[
P_{j,i} = \left( x_i + v_0 \right) \frac{t}{2} \quad \forall i \geq 2
\]

(7)

A. Where, \( P_{j,i} \) is the \( i^{th} \) follower salp position in the \( j^{th} \) dimension, \( t \) denotes time, \( v_0 \) is the original speed which is normally assumed to be 0.

\[
P_{j,i} = \frac{P_{j,i} + P_{j,i-1}}{2} \quad \forall i \geq 2
\]

(8)

Equation (7) and (8) can be expressed to update salps follower.

**Step 5: Modified Updating position**

By producing a set of random particles with generating positions the swarm begins in the dimension. The SSA evaluates the food fitness for every solution as \( X_i \); for \( i = 1,2,3,...,N \). The modified updating position is expressed as below.

\[
X_{ij}^{(k+1)} = X_{ij}^{(k)} + V_{ij}^{(k+1)}
\]

(9)

\[
V_{ij}^{(k+1)} = WV_{ij}^{(k)} + r_1C_1(X_{ij}^{(k)} - X_{ij}) + r_2C_2(X_{ij}^{(k)} - X_{ij})
\]

(10)

Where, the \( i \)th position of particle and velocity at \( j \)th dimension is expressed as \( X_{ij} \) and \( V_{ij} \), an inertia weight is denoted as \( W \), which is applied to enhance the population convergence speed. The acceleration coefficients are \( C_2 \) and \( C_1 \) constant.

**Step 6: Probability of fitness function**

The probability of each fitness function is computed as follows,

\[
PB_i = \frac{(\text{fitness function})}{\sum_{i=1}^{N} (\text{fitness function})_i}
\]

(11)

Where, the probability of fitness function is denoted as \( PB_i \) and \( N \) is dimension. In our research, according to \( PB_i \) value the MSSA algorithm is performed. If \( PB_i > 0.5 \) then the current solution will be updated using the SSA (in step 4). Otherwise ( \( PB_i < 0.5 \)), the current solution will be updated using the modified function (in step 5). Hence, for each solution the fitness function is calculated and determined the finest resolution after revise the population.
Algorithm 1: Fitness function Evaluation

Fitness function($V_m$ List, $H$ (Host))
{
for (all $V_m$ in $V_m$ List)
{
if ( $H$ is appropriate for $V_m$ in CPU (MIPS) and RAM and BW)
{
maximum Utilization= get Maximum Utilization After Allocation ( $H$,$V_m$);
if (maximum Utilization < Utilization Threshold())
{
compute host powerDiff with add $V_m$ to $V_m$
if(powerDiff < minimum power) { save $V_m$ ;
minimum power= powerDiff; }
}
}
if (Discover appropriate $V_m$)
assign $V_m$ to $H$ ;
}
if(old Host = = new Host)
{Migration rate = 0}
else {compute Migration rate}
return(minimum power + Migration cost);
}

Where, MIPS represent million instructions per second of all processor in VM and host (PM). BW denotes bandwidth. In short, numerous steps perform in fitness function; first the host finds that by calculation the current VM utilization not departed of threshold and the power with adding the present VM minimize between VMs, final the cost of VM migration plus return the amount increased power.

V.RESULTS AND CONSIDERATION

In this part outcome of work and discussion of the proposed MSSA based VM migration technique are discussed.

A. Experimental Setup

It describes about the experimental outcomes of the proposed method implemented in a PC with 2 GB physical memory, 64-bit Windows 8 operating system and Intel(R) core(TM) i5 processor and for implementation the JAVA software tool is used. Here, over 3 cloud setups the experimentation of the proposed VM migration is determined. Utilizing CloudSim toolkit with JAVA the cloud setup with a various configuration is simulated.

- First Cloud setup: Simulation of cloud is executed with 20 VMs and 5 PMs.
- Second Cloud setup: Simulation of cloud is executed with 15 VMs and 4 PMs.
- Third Cloud setup: Simulation of cloud is executed with 10 VMs and 3 PMs.
- Fourth Cloud setup: Simulation of cloud is executed with 100 VMs and 30 PMs.
B. Performance Measures of Proposed Methodology

The performance of the planned MSSA method is evaluated with existing VM migration technique to confirm the efficiency of the proposed method. For the validation, the relative methodologies used are PSO (Particle Swarm Optimization), and SSA (Salp Swarm Algorithm). In the experimentation, for all the considered cloud setups the performance validation is conducted. The migration cost, resource use, and energy consumption are the performance measures utilized for the evaluation of the proposed method.

Migration cost

The cost of VM migration is called migration cost. The migration rate is defined in equation (3).

Resource use

It is the evaluation that identifies the utilized resource by the VM from the available PM resources. Resource usage is expressed in eq. (4).

6.3. Comparative Analysis of Various Methodologies

In this section the comparative analysis of various methodologies are deliberated. For different cloud setup by varying the number of rounds the analysis is performed distinctly and evaluates the corresponding performance measure value. Based on energy utilization, migration charge and resource exploit in this section the proposed analysis is presented.

The performance analysis of resource usage of various methodologies with four cloud setup is shown in figure 3. Between the resource use value and number of rounds the resource evaluation graph is plotted. In figure that the performance of the proposed method (MSSA) is higher of 39.4%, 37.9%, 32.1%, 30.7% and 20.7%, 22.5%, 22%, 20.9% with varying rounds for First Cloud setup when compared with PSO and SSA. Similarly, 14.3%, 17.9%, 18.6%, 15.7% and 8.6%, 6.7%, 7.8%, 4.2% for Second Cloud setup, 24.3%, 24.31%, 24.2%, 22.5% and 19.12%, 18.74%, 18.9%, 18.14% for Third Cloud setup and 21.6%, 25.4%, 27.49%, 27.46% and 3.4%, 7.4%, 3.5%, 4.9% for

Fourth Cloud setup when compared with PSO and SSA. The theoretical cause for better performance is the proposed method utilized the modified function for optimal VM selection.

Figure 4 shows the performance analysis of migration cost of various methodologies with four cloud setup. Between the migration cost value and number of rounds the migration cost evaluation graph is plotted. It the figure the performance of the proposed method is better for First Cloud setup as 23.6%, 23.4%, 25.4%, 25.2% and 8.8%, 7.4%, 8.9%, 4.6% with varying number of rounds when compared with PSO and SSA. For Second Cloud setup 31.4%, 28.2%, 27.8%, 34.3% and 23%, 22.4%, 21.1%, 27.5% with varying number of rounds when compared with PSO and SSA. In Third Cloud setup the performance of the proposed method is better of 27.4%, 40.3%, 55.8%, 82.8% and 42%, 46.9%, 58.7%, 81.8%, similarly for Fourth Cloud setup it is better of 77.4%, 85.8%, 85.1%, 87.5% and 79%, 87%, 85.9%, 86.4%, with varying number of rounds when compared with existing techniques.
The proposed Cloud setup explores various methodologies with different cloud setup. For second Cloud setup, SSA is used for better performance of the proposed system compared with PSO and SSA, with 62.8%, 72.8%, 74.2%, 75.4% and 48.4%. Based on the analysis, 12.7% for Third Cloud setup, 8.6%, 4.4% for First Cloud setup, 69.2%, 56.02%, 2.2% for Second Cloud setup when compared with PSO and SSA, 14.7%, 10.36% for First Cloud setup when compared with PSO and SSA, 8.6%, 4.4% for Second Cloud setup when compared with PSO and SSA, 12.7% for Third Cloud setup when compared with PSO, and 17.7%, 6.4% for Fourth Cloud setup when compared with PSO.

Figure 6 shows the performance analysis of SLA violation of various methodologies with different cloud setup. Between the SLA violation value and number of rounds the SLA violation evaluation graph is plotted. It is noticed in figure that the performance of the proposed method (MSSA) is higher of 14.7%, 10.36% for First Cloud setup when compared with PSO and SSA, 8.6%, 4.4% for Second Cloud setup when compared with PSO and SSA, 12.7% for Third Cloud setup when compared with PSO and SSA and 17.7%, 6.4% for Fourth Cloud setup when compared with PSO. The theoretical reason for better performance of proposed method is utilization of modified updation function for optimal VM migration. It is clear that from the analysis for all considered cloud setups for evaluation, the proposed MSSA resulted in VM migration with minimum relocation cost, minimum energy utilization and maximum resource use.

VI. CONCLUSION

This paper presents, an MSSA based VM migration for the cloud data center. The issue of VM placement was presented by resource utilize and migration cost of the VM, also energy consumption of PM. Based on the formulated VM migration algorithm named MSSA, for changing the VM from the overloaded PM, the optimal VM is selected. The VM migration is designed by modifying SSA. Moreover, to select the VM based on relocation cost, energy utilization and resource use a new fitness function was formulated. Using CloudSim the experimentation of the proposed VM migration strategy is verified over generated four cloud setups. We compare our work with existing methodologies and measures resource use, energy consumption and migration cost the performance of the proposed system. Additionally, the SLA Violation performance of the proposed method (MSSA) is higher of 14.7%, 10.36% for First Cloud setup when compared with PSO and SSA, 8.6%, 4.4% for Second Cloud setup when compared with PSO and SSA, 12.7% for Third Cloud setup when compared with PSO and SSA and 17.7%, 6.4% for Fourth Cloud setup when compared with PSO.
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