Identifying and localizing network problems using the PuNDIT project
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Abstract. In today’s world of distributed collaborations of scientists, there are many challenges to providing effective infrastructures to couple these groups of scientists with their shared computing and storage resources. The Pythia Network Diagnostic InfrasTructure (PuNDIT)¹ project is integrating and scaling research tools and creating robust code suitable for operational needs addressing the difficult challenge of automating the detection and location of network problems.

PuNDIT is building upon the de-facto standard perfSONAR² network measurement infrastructure deployed in Open Science Grid(OSG)³ and the Worldwide LHC Computing Grid(WLCG)⁴ to gather and analyze complex real-world network topologies coupled with their corresponding network metrics to identify possible signatures of network problems from a set of symptoms. The PuNDIT Team is working closely with the perfSONAR developers from ESnet and Internet2 to integrate PuNDIT components as part of the perfSONAR Toolkit. A primary goal for PuNDIT is to convert complex network metrics into easily understood diagnoses in an automated way.

We will report on the project progress to-date in working with the OSG and WLCG communities, describe the current implementation including some initial results and discuss future plans and the project timeline.

1. Introduction
Global research networks supporting data intensive science are rapidly moving towards terabit-per-second technologies; however, increases in bandwidth and network capacity may not necessarily translate to improved performance. Complexity is introduced when the end-to-end paths cross several autonomous systems, relying on diverse link and network technologies (e.g., hybrid packet and circuit switching), and the use of demanding scientific applications (e.g., remote visualization or distributed analysis of massive datasets). Performance problems may not manifest themselves as outright failures, but sporadic issues that go undetected, reducing the maximum possible performance. When performance problems are noticed by scientists they face significant challenges in finding the root cause and location in a multi-domain wide-area network.

To help address those challenges, the Open Science Grid(OSG)³ and the World-wide LHC Computing Grid(WLCG)⁴ have adopted a network monitoring framework based on...
perfSONAR [5] as a means to measure the networks that interconnect their broadly distributed resources and users. To do this they deployed an end-to-end monitoring infrastructure comprised of a number of commodity nodes co-located with data and compute facilities at their end-sites. These nodes perform active measurements amongst each other. A typical end-site monitoring deployment using perfSONAR consists of two commodity nodes that perform a full mesh of one-way delay, loss, reordering and throughput measurements between each other; perfSONAR uses active measurement tools such as OWAMP and BWCTL to do these measurements. In addition, perfSONAR nodes periodically record the IP-layer network topology using the traceroute or tracepath tool.

We note that network operators typically also deploy passive monitoring infrastructure such as SNMP traps, Netflow and syslogs from network devices. While active and passive methods are useful, they each have limitations. Passive monitoring gives detailed performance data, which can be used perform detailed diagnosis and localization (e.g., AT&T’s G-RCA [6], NICE [7] and Giza [8]; SyslogDigest [9] and Sherlock [10]). Active monitoring infrastructure, on the other hand, scales to large networks and works when paths in the ISP traverse other administrative domains such as transit networks.

While OSG and WLCG have implemented a perfSONAR infrastructure and have very capable network operators running the research and education networks they use to interconnect their sites, they still face significant challenges in identifying real problems in the wide-area network, localizing those problems and getting them resolved in a timely way. That is the primary motivation for our project, PuNDIT[11], which is building upon the de-facto standard perfSONAR[2] network measurement infrastructure deployed in OSG and WLCG to gather and analyze complex real-world network topologies coupled with their corresponding network metrics to identify possible signatures of network problems from a set of symptoms. A primary goal for PuNDIT is to convert complex network metrics into easily understood diagnoses in an automated way.

PuNDIT is based upon Pythia[11], an earlier project that developed a distributed network monitoring system incorporating novel techniques to identify and explain problems in inter-domain paths, attributing probable causes to the router interfaces responsible. We intend that PuNDIT will augment Pythia with additional tools and data analysis components that help identify problems in the network and contribute to our ability to locate them. PuNDIT is an OSG satellite project and has collaboration agreements with the perfSONAR development team to work on integrating PuNDIT into future versions of the perfSONAR toolkit, as well as with OSG and WLCG to use their sites and infrastructure to help develop and deploy PuNDIT at-scale.

In this paper, we describe the PuNDIT project, its current status and how it is working with the OSG and WLCG communities to develop a tool to find, localize and eventually alert on network problems in the wide area research and eduction networks. This paper is organized as follows. We cover the system architecture in Section 2. We then cover the current work in a number of specific areas in Section 3 followed by a summary of our future plans in Section 4.

2. System Architecture

The PuNDIT architecture will build upon Pythia as its core component, updating Pythia to work with the current perfSONAR v3.4 toolkit components. PuNDIT will integrate an agent, based upon Pythia code which analyzes OWAMP raw packets, and some additional needed tools into the perfSONAR toolkit as an optional component sites can choose to enable. Each PuNDIT enabled perfSONAR toolkit instance will analyze data from perfSONAR measurements, trying to identify signatures of network problems in near real-time. If problems are found, the problem-signature and current network path information is reported to a central PuNDIT service whose task is to gather and correlate data from PuNDIT agents to identify and localize network
problems.

Pythia algorithms identify problems that include standard ones like link failures and route changes, but also less obvious problems like router misconfiguration, intermittent congestion and underprovisioned buffers. Specifically, Pythia works on top of legacy monitoring infrastructure deployments to solve three objectives: (i) detect performance problems, (ii) diagnose root cause(s) of detected problems, and (iii) localize problems to network interfaces.

Pythia was designed to augment existing troubleshooting procedures that network operators use. Pythia provides operators with a near real time performance problem diagnosis and localization. Pythia focuses on short-term performance problems (shorter than five minutes). This is an important goal, since short-term problems may not be evident to the operator, unlike problems that last for hours; moreover, short-term problems may indicate a potential failure. Pythia provides operators with a visualization of problem summaries across the monitored network. Operators can extend the diagnosis functionality of Pythia by adding new definitions for performance problems based on experience or knowledge of the network.

Pythia works with legacy monitoring infrastructure. Pythia was designed to scale to hundreds (potentially thousands) of monitoring nodes, without affecting the accuracy and timing of measurement processes on the monitoring nodes. For PuNDIT we have deployed a testbed to validate that our PuNDIT agent doesn’t adversely impact any of the measurements a perfSONAR toolkit node makes.

There are design constraints when we work with legacy monitoring infrastructure. For PuNDIT, we decentralize computation (detection, diagnosis and localization) as much as possible, and at the same time, we implement efficient algorithms as agents at monitoring nodes. We implement computation that requires a view of measurements across multiple monitors using a central bulletin board, instead of communications between monitors.

Agent: We introduce a lightweight PuNDIT agent process on each monitoring node. Recall that each monitoring node records measurements as it receives probing packets generated by other monitoring nodes. The agent interfaces with these measurements in real time to: (i) detect if there is a performance problem at any point of time on each monitored path, (ii) diagnose root cause(s) of detected performance problems, and (iii) write real time diagnosis and summaries of path performance to the central database. We designed efficient algorithms and optimize CPU-bound logic in the agent process. On an average, the agent process takes about 60 µs to process each measurement; this allows the agent to scale to a large number of monitored paths.
We note that the typical path sampling rate in perfSONAR deployments is 10 Hz. **Database:** The agents write problem diagnosis and timeseries summaries to a central PuNDIT server hosting a relational database. The database is used as a bulletin board for agents to interface diagnosis information from other monitoring nodes, for localization and for generating the front end. We require data from other agents to diagnose certain classes of pathologies. The timeseries summaries are used for localization of performance problems. In our initial implementation, we have used a MySQL database; we are looking at methods to horizontally scale the data and to optimize the read paths. **Front end:** PuNDIT will use a browser-based front end to show summary statistics and visualizations of performance problems. We are implementing this functionality using a PHP engine on a web server; the PHP code interfaces with the database. The dashboard shows an overview of the health of the network, and allows operators to examine specific results or network paths in more detail using filters. The dashboard includes charts showing diagnoses aggregated by type and number of occurrences, and heatmaps visualizing frequency of diagnoses. The front end shows localization data using a network map, with a heatmap overlay for problem frequency. Operators will be able to select paths or IP interfaces to view problem summaries. While the information provided is not sensitive we do expect to authorize access via x509 credentials from IGTF certified CAs to track access and limit visibility.

3. Current Work

The PuNDIT project started in September 2014 and is currently working in a number of areas targeted at reaching our project goals. We are hosting the project code in GitHub (see [https://github.com/pundit-project/pundit](https://github.com/pundit-project/pundit)) and have setup a web page to provide project tracking and organization. In the following sub-sections we will briefly describe our ongoing work.

3.1. Pythia Adaptation for perfSONAR 3.4

One of the first tasks we needed to undertake was updating the Pythia code, originally developed with perfSONAR v3.3, to work as the core of a new PuNDIT agent on the new v3.4 release of perfSONAR. In v3.4 there were many changes to various toolkit components as well as a migration from web-services to a RESTful API. The measurement archive technology was changed to use a new ESnet developed datastore called Esmond, which couples a PostgreSQL relational database with Cassandra. The code changes required to work with v3.4 are mostly implemented and are being tested on the PuNDIT testbed (see Subsection 3.2).

As part of this adaptation, we are also verifying the the resulting PuNDIT agent doesn’t impact the primary purpose of the toolkit to make reliable, consistent network measurements. Of course we will also be evaluating the network problem sensitivity and accuracy at the same time.

3.2. Testbed and Development Systems

A very important part of PuNDIT is verifying that the older Pythia algorithms continue to work correctly with newer perfSONAR components while ensuring that PuNDIT doesn’t adversely impact perfSONAR services. To do this we have setup a PuNDIT testbed composed of perfSONAR testbed instances from OSG and WLCG. This testbed was originally created from older perfSONAR instances at various institutions to test new releases of perfSONAR at a representative scale. PuNDIT was fortunate to get most of those sites to agree to extend their role to also test PuNDIT as we develop it.

The testbed currently has 13 members, 10 of which are running a full mesh of OWAMP tests between each other. Figure 2 shows the list of our testbed instances which span the United States, east coast to west coast and north to south. The 3 members not running OWAMP tests...
are used to develop and prototype PuNDIT changes and host various project related services we mention below.

Figure 2. The summary OMD/Check\_mk monitoring of our PuNDIT testbed instances that the PuNDIT developers use to monitor testbed status and track the impact of various PuNDIT components as they are incorporated into the testbed.

As shown in Figure 2 we have setup an installation of the Open Monitoring Distribution ([http://omdistro.org/](http://omdistro.org/)) to allow us to monitor and measure the performance of the services and hosts involved in the testbed. The Check\_mk component of OMD makes it very easy for us to automatically find, monitor and graph services and operating system components. One of our primary use-cases for this is to measure the impact of adding PuNDIT components to the baseline perfSONAR toolkit instances. Using Check\_mk, we are able to track many components: host memory, cpu, load, network use, disk I/O, disk storage, thread use as well as the state of the various perfSONAR and PuNDIT services.

We are monitoring the PuNDIT testbed results using MaDDash (ESnet’s Monitoring and Diagnostic Dashboard) which tracks the perfSONAR metrics produced by the testbed so we can verify measurements are not impacted as we add-to and modify the testbed.

To track our project milestones and work plan we have deployed OpenProject on a virtual-machine host at Michigan. This is important to track progress and identify where we need to focus to keep the project on track.

3.3. Localization
One of the PuNDIT project’s primary goals it the ability to localize problems along wide-area network paths. The OSG/WLCG perfSONAR deployment gives us access to approximately 150 end-sites, distributed around the world. Each of the instances is performing network measurements with a large fraction of the total sites resulting in a very large number (up to
of network paths being monitored. This provides us with a unique dataset capable of being mined to identify problematic network-hops by correlating network metrics indicating problems with their corresponding traceroutes. To analyze this in PuNDIT, we delegate localization to a central server, since our localization algorithms require measurement data from the complete monitoring mesh (this simplifies the design by eliminating inter-agent communication). We are exploring message queuing systems to serve as the mechanism to get data reliably sent to the localization server.

The localization process interfaces with timeseries summaries for each monitored path, and with topology data (collected from periodic traceroutes between monitors). The timeseries summary consists of a \((\text{delay, loss, reordering})\) metric-tuple for back-to-back 5s time windows of measurements. The localization service periodically queries monitors for the most recent topology data and caches it before running localization.

### 3.4. Paris-Traceroute

![Real topology](image1.png)

![Classic traceroute](image2.png)

![Paris traceroute](image3.png)

**Figure 3.** For a given network topology using load-balancing, traceroute can provide a misleading topology as shown above. Paris traceroute was designed to deliver an accurate topology in this case. Figure from [http://www.paris-traceroute.net/](http://www.paris-traceroute.net/).

To properly localize problems PuNDIT needs to rely upon accurate network topologies associated to each set of network metric measurements. The typical tool to identify network topology at the IP layer is traceroute. However, traceroute has a few shortcomings that can lead to mis-represented topologies as shown in Figure 3.

We have contacted the Paris traceroute[12] developers about updating their tool so it could be incorporated as an optional topology tool distributed with the perfSONAR toolkit. As a result of this contact and subsequent discussions with the perfSONAR developers, the Paris traceroute developers have made a new effort to update their code so it will be suitable to include in perfSONAR.

### 3.5. Lightweight Bandwidth Estimation

A new tool to be developed in PuNDIT is a lightweight bandwidth estimator, which aims to be a non-intrusive application-layer method of estimating the available bandwidth between a client and server using TCP streams. Additionally, it may be able to infer whether the transfer is limited by a TCP buffer, or whether an intermediate buffer along the path is over-provisioned (bufferbloat).

Our approach leverages the fast increase in congestion window size during TCP slow start. We initiate a new TCP stream in one direction, sending data as fast as possible. Simultaneously, a loop performing RTT estimation will be started, measuring the time to exchange a single byte.
between sender and receiver. On the receiver side, the received bytes will be sampled every 100ms to generate a throughput estimate. We infer a loss when the time series of the throughput shows a decrease by half or more, and stop the transfer, producing a bandwidth estimate. Alternatively, if we find the throughput time series remains approximately constant for several seconds, we stop the transfer and examine the RTT time series: If it shows an increasing trend for that same time duration, there is a possibility of bufferbloat, otherwise it is possible that the receiver window is under provisioned. We repeat this test multiple times and perform clustering on the bandwidth estimates to produce a possible range for the available bandwidth.

The main issue with current methods of estimating bandwidth is the intrusiveness of the tests required when measuring high bandwidth-delay network paths. Tests like Iperf [13] and nuttcp [14] operate on the concept of saturating a network path for several seconds to generate a bandwidth estimate. For high speed research networks, this means transferring a large amount of data which can affect other transfers [15]. As a result, these tests are generally performed infrequently, reducing their effectiveness. We avoid this by stopping the transfer when a loss is inferred or a throughput plateau is detected, minimizing the amount of data transferred.

3.6. Bandwidth Analysis via Adaptive Plateau Detection

The Pythia component of PuNDIT only analyzes OWAMP data to find signatures of network problems and, as noted in the Architecture section above, is focused on near real-time problem detection. However there are other classes of network problems which are much more persistent yet still can escape detection for a long time. To allow PuNDIT to also be able to identify that class of problem, we are working on incorporating Adaptive Plateau Detection [16] processing on all the bandwidth data created within a PuNDIT deployment. Note the latency data doesn’t need APD because it already has a simple shift detection in its diagnosis modules.

As shown in Figure 4, there is useful information about long-term changes in the wide-area network performance as measured by Iperf bandwidth tests in the perfSONAR toolkit. Performance degradations, like the one shown, can often go undetected for weeks or months. When they are finally noticed the memory of changes made that may have contributed to the problem is often lost. We are working to automate the processing of all bandwidth measurements involved in a PuNDIT-monitored infrastructure so that we can quickly identify such issues which should lead to much quicker problem resolution.

Figure 4. An example plot of measured bandwidth using Iperf between two sites showing a significant change that could be easily identified by an Adaptive Plateau Detection algorithm.
4. Future Plans and Summary

The PuNDIT project has another 1.3 years to complete our work. We are targeting an initial integration with the perfSONAR Toolkit for the 3.6 release currently scheduled for January 2016. By that time we should have a robust PuNDIT agent that can be enabled through the regular perfSONAR toolkit interfaces and a well developed central server that can analyze topology and problem reports to localize their origin in the wide-area network.

An important topic we will handle in 2016 (the last year of the project) is developing an interface to third party alerting and alarming software, so that PuNDIT can provide customized notification of problems to the appropriate destinations at any scale.
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