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Abstract

We herein propose a variant of the projected inexact Levenberg–Marquardt method (ILMM) for solving constrained nonsmooth equations. Since the orthogonal projection onto the feasible set may be computationally expensive, we propose a local ILMM with feasible inexact projections. By using assumption of semi-smoothness and an error bound condition which is weaker than the standard full rank assumption, we establish its convergence results, including results on its rate. Finally, some computational results are reported in order to illustrate the advantages of the new schemes.
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1 Introduction

Here, we propose and investigate the inexact Levenberg–Marquardt method with feasible inexact projections for solving nonsmooth equations subject to a set convex, i.e., to solve the following problem: find $x \in \mathbb{R}^n$ such that

$$x \in C, \quad f(x) = 0, \quad (1)$$
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where $C$ is a nonempty closed convex set contained in an open set $\Omega \subset \mathbb{R}^n$ and $f : \Omega \to \mathbb{R}^m$ is a locally Lipschitz continuous function. Throughout this paper, we will assume that the solution set of (1), denoted by $C^*$, is nonempty. The problem (1) has aroused the interest of many researchers since different problems can be written with (1), for example, inequality feasibility problem and implicit complementarity problem, see [32, 31]. Recently, in [8] was proposed and analyzed a method for solving (1). See also [13, 22, 23]. It is worth mentioning that, if $f$ is a continuously differentiable function, then (1) reduces to a constrained smooth equation, which has been addressed in several studies, and several methods have been proposed for solving it. See, for example, the exact/inexact Newton-like methods in [27, 29, 18, 17, 27], projected Levenberg–Marquardt-type methods in [2, 3, 1], and trust-region methods in [4, 5].

Levenberg–Marquardt-type method has being a valuable tool for solving unconstrained/constrained equation, see [25, 28]. For solving a system of nonsmooth equations the exact version of this method is formulated as: given a current iterate $x_k \in \mathbb{R}^n$ and the parameter $\mu_k > 0$, the next iterate is compute as $x_{k+1} = x_k + d_k$, where the vector $d_k$ is the solution of the liner system

$$
(V_k^TV_k + \mu_k I_n)d = -V_k^Tf(x_k), \quad V_k \in \partial f(x_k),
$$

(2)

where $I_n$ is the identity matrix in $\mathbb{R}^n \times \mathbb{R}^n$, $V_k := V_{x_k}$ is an element of the Clarke generalized Jacobian of $F$ at $x_k$. For the definition of the Clarke generalized Jacobian, see [7]. It is worth mentioning that, the solution of system (2) is equivalent the solution of the problem

$$
\min_{d \in \mathbb{R}^n} \|f(x_k + V_kd)\|^2 + \mu_k \|d\|^2, \quad V_k \in \partial f(x_k).
$$

(3)

The inexact versions of Levenberg–Marquardt-type method are more studied to the large-scale problems. In this case, at each iteration the system (2) is not solved exactly, but only to within a certain tolerance, i.e, the vector $d_k$ is the solution of the system

$$
(V_k^TV_k + \mu_k I_n)d = -V_k^Tf(x_k) + r_k,
$$

(4)

where $r_k$ is a perturbation vector and measures how inexactly.

In this study, we propose a new scheme for solving (1), which we refer to as ILMM-IP. Basically, the proposed method combines the inexact Levenberg–Marquardt method with a procedure to obtain a feasible inexact projection onto $C$, thus ensuring the viability of the iterates. The concept
of feasible inexact projection was introduced in [10], which also accepts an exact projection that can be adopted when it is easily obtained. For instance, exact projections onto a box constraint or Lorentz cone can be easily obtained; see [30, p. 520] and [16, Proposition 3.3], respectively. It is noteworthy that a feasible inexact projection can be computed using any method that minimizes a quadratic function on a closed convex set efficiently by introducing a suitable error criterion. For instance, if the set $C$ is polyhedral, then some iterations of an interior point method or active set method can be performed to obtain a feasible inexact projection, see [21, 30, 33]. When $C$ is a simple convex compact set, a similar scheme is adopted [17, 20, 24], which uses the conditional gradient method to obtain a feasible inexact projection.

From the theoretical viewpoint, i.e., the local convergence of the proposed method as well as results on its rate are established by using assumption of semi-smoothness and an error bound condition. Specifically, let $\{x_k\}$ be the sequence generated by the method and $\text{dist}_{C^*}(x)$ the distance from $x$ to the solution set $C^*$. We show that the sequence $\{\text{dist}_{C^*}(x_k)\}$ converges to zero with a better rate than the linear. Moreover, we also deduce the convergence rate for the sequence $\{x_k\}$. To assess the practical behavior of the new method, some computational results are reported. In particular, we compare the performance of the proposed method with that of the inexact Levenberg–Marquardt method using feasible exact projections.

The outline of this paper is as follows. In Section 2, we present the notations and some technical definitions used herein. In Section 3, we describe the ILMM-IP and examine its local convergence analysis. Some preliminary numerical experiments for the proposed schemes are reported in Section 4. Finally, some concluding remarks are given in Section 5.

### 2 Notations and definitions

The inner product and its associated Euclidean norm in $\mathbb{R}^n$ are denoted by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively. The closed ball centered at $x$ with radius $\delta$ is denoted by $B_\delta(x) := \{y \in \mathbb{R}^n : \|y - x\| \leq \delta\}$. We define the distance from $x$ to the solution set $C^*$ by

$$\text{dist}_{C^*}(x) := \inf_{y \in C^*} \|y - x\|,$$  \hspace{1cm} (5)
We also represent by $\bar{x}$ a point in $C^*$ which realizes such distance, i.e.

$$\|x - \bar{x}\| := \text{dist}_{C^*}(x).$$

(6)

**Definition 1.** The norm of a mapping $T : \mathbb{R}^n \to \mathbb{R}^m$ is defined by

$$\|T\| := \sup \{\|Tx\| : x \in \mathbb{R}^n, \|x\| = 1\}.$$ 

In the following, we define the concept of a locally Lipschitz continuous function, which is crucial in our study.

**Definition 2.** A function $f : \Omega \subset \mathbb{R}^n \to \mathbb{R}^m$ regarded as locally Lipschitz continuous if for each $x \in \Omega$ there exist constants $L, \delta > 0$ such that

$$\|f(y) - f(z)\| \leq L\|y - z\| \quad \forall \ y, z \in B_\delta(x).$$

**Remark 3.** According to the Rademacher theorem, see [12, Theorem 2, p. 81], locally Lipschitz continuous functions are differentiable almost everywhere.

Next, we define the Clarke generalized Jacobian of a function, which has appeared in [7]. This Jacobian requires only the local Lipschitz continuity of the function $f$ and its well-definedness is ensured by the Rademacher theorem.

**Definition 4.** The Clarke-generalized Jacobian of a locally Lipschitz continuous function $f$ at $x$ is a set-valued mapping $\partial f : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ defined as

$$\partial f(x) := \text{co}\left\{ H \in \mathbb{R}^{m \times n} : \exists \{x_k\} \subseteq D_f, \lim_{k \to +\infty} x_k = x, H = \lim_{k \to +\infty} f'(x_k) \right\},$$

where “co” represents the convex hull, $\mathbb{R}^{m \times n}$ the set comprising all $m \times n$ matrices, and $D_f$ the set of points at which $f$ is differentiable.

**Remark 5.** It is noteworthy that if $f$ is continuously differentiable at $x$, then $\partial f(x) = \{f'(x)\}$. Otherwise, $\partial f(x)$ may contain other elements different from $f'(x)$, even if $f$ is differentiable at $x$, see [7, Example 2.2.3]. Furthermore, the Clarke-generalized Jacobian is a subset of $\mathbb{R}^{m \times n}$ that is typically nonempty, convex, and compact. In addition, the set-valued mapping $\partial f$ is closed and upper semi-continuous; see [7, Proposition 2.6.2, p. 70].
We finish this section with another important result about the set-valued mapping $\partial f$.

**Proposition 6.** The set-valued mapping $\partial f(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is locally bounded; that is, for all $\delta > 0$, there exists a $L > 0$ such that for all $y \in B_\delta (x)$ and $V \in \partial f(y)$, $\|V\| \leq L$ holds.

**Proof.** For simplicity, we define the auxiliary set $\partial_B f(x)$ as follows

$$\partial_B f(x) := \left\{ H \in \mathbb{R}^{m \times n} : \exists \{x_k\} \subset \mathcal{D}_f, \lim_{k \rightarrow +\infty} x_k = x, H = \lim_{k \rightarrow +\infty} f'(x_k) \right\}.$$ 

Since $V \in \partial f(y)$, there exist $H_1, \ldots, H_q \in \partial_B f(y)$ and $a_1, \ldots, a_q \in [0, 1]$ such that $V = \sum_{\ell=1}^q a_\ell H_\ell$ and $\sum_{\ell=1}^q a_\ell = 1$. On the other hand, because $H_1, \ldots, H_q \in \partial_B f(y)$, there exists $\{y_{k,\ell}\} \subset B_\delta (y) \cap \mathcal{D}_f$ with $\lim_{k \rightarrow +\infty} y_{k,\ell} = y$ such that $V = \sum_{\ell=1}^q a_\ell \lim_{k \rightarrow +\infty} f'(y_{k,\ell})$. Since $\{y_{k,\ell}\} \subset \mathcal{D}_f$, i.e., $f$ is differentiable at $y_{k,\ell}$ for each $\ell = 0, 1, \ldots, q$, we have $f'(y_{k,\ell}, v) = f'(y_{k,\ell}) v$, where $f'(y_{k,\ell}, v)$ is directional derivative of $f$ in the direction of vector $v$ at the point $y_{k,\ell}$. Using that $f'(y_{k,\ell}, v) = f'(y_{k,\ell}) v$ and that $f$ is locally Lipschitz continuous, we obtain that

$$\|f'(y_{k,\ell}) v\| = \left\| \lim_{t \rightarrow 0} \frac{f(x + tv) - f(x)}{t} \right\| \leq L \|v\|.$$ 

Hence, from Definition 1, we have $\|f'(y_{k,\ell})\| \leq L$. Now, using properties of the norm and the fact that $\sum_{\ell=1}^q a_\ell = 1$, we conclude

$$\|V\| = \left\| \sum_{\ell=1}^q a_\ell \lim_{k \rightarrow +\infty} f'(y_{k,\ell}) \right\| \leq \sum_{\ell=1}^q a_\ell \lim_{k \rightarrow +\infty} \|f'(y_{k,\ell})\| \leq L,$$

which is the desired inequality. \hfill \Box

### 3 Inexact Levenberg-Marquardt method with feasible inexact projections

In this section, we propose and analyze a local inexact Levenberg-Marquardt method with feasible inexact projections (ILMM-IP) to solve problem (1).

**Definition 7.** Let $x \in \mathbb{R}^n$ and $\epsilon \geq 0$ be given. We say that $P_C(x, \epsilon)$ is an $\epsilon$-projection of $x$ onto $C$ when

$$P_C(x, \epsilon) \in C \quad \text{and} \quad \langle x - P_C(x, \epsilon), y - P_C(x, \epsilon) \rangle \leq \epsilon, \quad \forall y \in C.$$
Next, we indicate some important information about the $\epsilon$–projection.

**Remark 8.** If $\epsilon = 0$, then $P_C(x, 0)$ corresponds to the orthogonal projection of $x$ onto $C$, which will be denoted, simply, by $P_C(x)$. On the other hand, $P_C(x, \epsilon)$ is an $\epsilon$–projection of $x$ onto $C$ in the sense of Definition 7 for any $\epsilon > 0$. In the case that orthogonal projection onto $C$ neither has a closed-form nor can be easily computed, an $\epsilon$–projection of $x$ onto $C$ can be obtained by means of an iterative method applied to solve the projection problem $\min_{y \in C} (0, 5\|y - x\|^2)$. For example, if $C$ is bounded, one can use the Frank–Wolfe method [15], to obtain an inexact projection in the sense of Definition 7. In particular, given $z_t \in C$, the t-th step of the Frank–Wolfe method first finds $w_t$ as a minimum of the linear function $(x - z_t, w_t - z_t) \leq \epsilon$ over $C$ and then set $z_{t+1} = (1 - \alpha_t)z_t + \alpha_tw_t$ for some $\alpha_t \in [0, 1]$.

In what follows, we establish a similar property for the operator $P_C(\cdot, \cdot)$ whose proof can be found in [19].

**Proposition 9.** For any $x, y \in \mathbb{R}^n$ and $\epsilon \geq 0$, we have

$$\|P_C(x, \epsilon) - P_C(y)\| \leq \|x - y\| + \sqrt{\epsilon}.$$

We are now ready to formally described the inexact Levenberg-Marquardt method with feasible inexact projections.

---

**Algorithm 1. ILMM-IP**

**Step 0.** Let $\eta \geq 1$, $\theta > 0$ and $\{\theta_k\} \subset [0, \theta)$ be given. Chose $x_0 \in C$ and a parameter $\sigma \in (0, 1)$.

Set $k = 0$.

**Step 1.** If $f(x_k) = 0$, then stop.

**Step 2.** Select an element $V_k \in \partial f(x_k)$ and set $\mu_k = \eta\|V_k^T f(x_k)\|^\sigma$. Take a residual control $\zeta_k > 0$ and compute an approximate solution $d_k \in \mathbb{R}^n$ of the system

$$(V_k^T V_k + \mu_k I_n) d = -V_k^T f(x_k) + r_k,$$

such that

$$\|r_k\| \leq \zeta_k.$$
**Step 2.** Define $\epsilon_k := \theta_k^2 \|d_k\|^2$. Compute $P_C(x_k + d_k, \epsilon_k)$, an $\epsilon_k$–projection of $x_k + d_k$ onto $C$, and set

$$x_{k+1} := P_C(x_k + d_k, \epsilon_k).$$  

(8)

**Step 3.** Set $k \leftarrow k + 1$, and go to **Step 1**.

**Remark 10.** In ILMM-IP, we first verify whether the current iterate $x_k$ is a solution of (1); otherwise, we select $V_k \in \partial f(x_k)$, $\mu_k > 0$ and $\zeta_k > 0$ to satisfy the criterion (7). In our algorithm, we take $\mu_k = \eta \|V_k^T f(x_k)\|^\sigma$ for every $k \geq 0$ and $\sigma \in (0, 1)$, which turns the problem (2) into a strongly convex one and hence it possesses a unique solution. Suggestions of different regularization parameters have been discussed, see for example, [14, 34]. As the point $x_k + d_k$ can be infeasible for the set of constraints $C$, ILMM uses a procedure to obtain a feasible inexact projection; consequently, the new iterate $x_{k+1}$ belongs to $C$. In particular, $x_{k+1}$ satisfies for $k \geq 0$ the inequality

$$\langle x - x_{k+1}, y - x_{k+1} \rangle \leq \epsilon, \quad \forall y \in C.$$

See Remark 8 for some comments regarding our concept of feasible inexact projection and the method to compute it. Finally, the choose of tolerance $\theta_k$ is important for obtaining the local convergence of the ILMM-IP.

In order to analyze the local convergence of the ILMM-IP, the following assumptions are made throughout this subsection.

**(H0)** $C^* \neq \emptyset$ and let $x_* \in C^*$ be an arbitrary element of solution set.

**(H1)** There exist constants $\delta_1$, $\tau > 0$ and $0 \leq p \leq 1$ such that

$$\|f(y) - f(x) - V(y - x)\| \leq \tau \|x - y\|^{1+p}, \quad \forall V \in \partial f(x), \forall x, y \in B_{\delta_1}(x^*).$$

**(H2)** There exist $\omega, \delta_2 > 0$ such that $\|f(x)\|$ provides a local error bound on $B_{\delta_2}(x_*)$, i.e.,

$$\omega \, \text{dist}_{C^*}(x) \leq \|f(x)\|, \quad \forall x \in B_{\delta_2}(x_*).$$
Lemma 11. Suppose that assumptions (H0) to (H2) hold. Let \( r_k \) the residual vector and consider \( \delta := \min\{\delta_1, \delta_2, 2(\omega^2/L\tau)^{1/p}\} \). If \( x_k \in B_{\delta/2}(x_*) \), then there exist constants \( c_1, c_2 > 0 \) such that

\[
\|d_k\| \leq c_1 \text{dist}_{C^*}(x_k) + \frac{\|r_k\|}{\mu_k},
\]

\[
\|V_k d_k + f(x_k)\| \leq c_2 \text{dist}_{C^*}(x_k)^{1+\frac{p}{2}} + \|V_k\| \frac{\|r_k\|}{\mu_k}.
\]

Proof. Since \( x_k \in B_{\delta/2}(x_*) \) from the triangular inequality, (5) and (6), we obtain that

\[
\|\bar{x}_k - x_*\| \leq \|\bar{x}_k - x_k\| + \|x_* - x_k\| \leq \|x_* - x_k\| \leq \delta,
\]

i.e., \( \bar{x}_k \in B_\delta(x_*) \) and, consequently \( \bar{x}_k \in B_{\delta/2}(x_*) \). On the other hand, because \( f(\bar{x}_k) = 0 \), we have

\[
\begin{align*}
\|f(x_k)^T V_k (x_k - \bar{x}_k)\| &= \|f(x_k)^T [f(\bar{x}_k) + V_k (x_k - \bar{x}_k)] - f(x_k)^T f(x_k) - f(\bar{x}_k) - V_k (x_k - \bar{x}_k)\| \\
&= \|f(x_k)^T f(x_k) - f(x_k)^T f(\bar{x}_k) - V_k (x_k - \bar{x}_k)\|,
\end{align*}
\]

where \( V_k \in \partial f(x_k) \). Taking the norm on both sides of the last equality and using the properties of the norm, we have

\[
\|f(x_k)^T V_k\| \|x_k - \bar{x}_k\| \geq \|f(x_k)\|^2 - \|f(x_k)\| \|f(x_k) - f(\bar{x}_k) - V_k (x_k - \bar{x}_k)\|.
\]

(11)

Since \( x_k \in B_{\delta/2}(x_*) \) and \( f(\bar{x}_k) = 0 \), we can use assumption (H2), Definition 2 and (6) to conclude that

\[
\omega \|x_k - \bar{x}_k\| \leq \|f(x_k)\| \leq L \|x_k - \bar{x}_k\| \leq L \|x_k - x_*\|.
\]

(12)

Using assumption (H1), (12) and the fact that \( x_k \in B_{\delta/2}(x_*) \), we have (11) reduces to

\[
\|f(x_k)^T V_k\| \|x_k - \bar{x}_k\| \geq \left[ \omega^2 - L \tau \|x_k - x_*\|^p \right] \|x_k - \bar{x}_k\|^2 \geq \left[ \omega^2 - L \tau \left( \frac{\delta}{2} \right)^p \right] \|x_k - \bar{x}_k\|^2.
\]

Because \( \delta \leq 2(\omega^2/L\tau)^{1/p} \) the last inequality reduces to

\[
\|f(x_k)^T V_k\| \geq \hat{c} \|x_k - \bar{x}_k\|,
\]

where \( \hat{c} := [\omega^2 - L \tau (\delta/2)^p] \). Now, note that

\[
\mu_k = \eta \|V_k^T f(x_k)\|^\sigma \geq \eta \hat{c}^\sigma \|x_k - \bar{x}_k\|^\sigma.
\]

(13)

On the other hand, using the properties of the norm, Proposition 4 that \( f(\bar{x}_k) = 0 \) and Definition 2
we have
\[ \mu_k = \eta \| V_k^T f(x_k) \|^\sigma \leq \eta L^\sigma \| f(x_k) - f(\bar{x}_k) \|^\sigma \leq \eta L^{2\sigma} \| x_k - \bar{x}_k \|^\sigma. \]  

(14)

Let \( \bar{d}_k \) be solution of problem (3), since \( f(\bar{x}_k) = 0 \), then by assumption (H1) and (13), we obtain that

\[ \| \bar{d}_k \|^2 \leq \frac{1}{\mu_k} \left[ \| V_k \bar{d}_k + f(x_k) \|^2 + \mu_k \| \bar{d}_k \|^2 \right] \]

\[ \leq \frac{1}{\mu_k} \left[ \| V_k (\bar{x}_k - x_k) + f(x_k) \|^2 + \mu_k \| \bar{x}_k - x_k \|^2 \right] \]

\[ \leq \frac{1}{\mu_k} \left[ \| \tau^2 \| \bar{x}_k + x_k \|^2 + \mu_k \| \bar{x}_k - x_k \|^2 \right] \]

\[ \leq \left( \frac{\tau^2}{\eta^2 \sigma} \| \bar{x}_k - x_k \|^{2p - \sigma} + 1 \right) \| \bar{x}_k - x_k \|^2. \]

(15)

Since \( x_k \in B_{\delta/2}(x_*) \) and \( \| \bar{x}_k - x_k \| \leq \| x_\ast - x_k \| \), we have

\[ \| \bar{d}_k \| \leq \sqrt{\left( \frac{\tau^2}{\eta^2 \sigma} \left( \frac{\delta}{2} \right)^{2p - \sigma} + 1 \right)} \| \bar{x}_k - x_k \|. \]

Moreover by (11), follows that

\[ d_k = -(V_k^T V_k + \mu_k I_n)^{-1} V_k^T f(x_k) + (V_k^T V_k + \mu_k I_n)^{-1} r_k = \bar{d}_k + (V_k^T V_k + \mu_k I_n)^{-1} r_k. \]

Taking the norm on both sides of the last equality, using the triangular inequality, (15) and (6), we conclude that

\[ \| d_k \| \leq \| \bar{d}_k \| + \| (V_k^T V_k + \mu_k I_n)^{-1} \| r_k \| \leq \sqrt{\left( \frac{\tau^2}{\eta^2 \sigma} \left( \frac{\delta}{2} \right)^{2p - \sigma} + 1 \right)} \text{dist}_C^\ast(x_k) + \| r_k \| \frac{\mu_k}{\mu_k}. \]

This implies that (9) holds with \( c_1 = \sqrt{(\tau^2/\eta^2 \sigma) (\delta/2)^{2p - \sigma} + 1} \). We proceed to prove the inequality in (10). Considering the left-hand of (10), we have

\[ \| V_k \bar{d}_k + f(x_k) \| = \| V_k [ \bar{d}_k + (V_k^T V_k + \mu_k I_n)^{-1} r_k] + f(x_k) \| \]

\[ \leq \| V_k \bar{d}_k + f(x_k) \| + \| V_k \| \| (V_k^T V_k + \mu_k I_n)^{-1} \| r_k \| \]

\[ \leq \| V_k \bar{d}_k + f(x_k) \| + \| V_k \| \frac{\| r_k \|}{\mu_k}. \]

(16)
Since $\tilde{d}_k$ is solution of problem (3) and $f(x_k) = 0$, using assumption (H1), and (14), we obtain that

$$\|V_k\tilde{d}_k + f(x_k)\|^2 \leq \|V_k\tilde{d}_k + f(x_k)\|^2 + \mu_k\|\tilde{d}_k\|$$

$$\leq \|V_k(x_k - x_k) + f(x_k)\|^2 + \mu_k\|x_k - x_k\|^2$$

$$\leq \tau^2\|x_k - x_k\|^{2+2\rho} + \eta L^2\|x_k - x_k\|^{2+\sigma}$$

$$\leq \left[\tau^2 \left(\frac{\delta}{2}\right)^{2p-\sigma} + \eta L^2\right] \|x_k - x_k\|^{2+\sigma}. \quad (17)$$

Therefore, extracting the square root on both sides of (17) and combining with (16), we obtain the desired result.

In the following, we give an assumption about the residual vector $r_k$.

**H3** Let $\sigma \in (0,1)$ and $\nu_k \subset \mathbb{R}_+$ for all $k = 0, 1, \ldots$. The residual vector $r_k$ satisfies

$$\frac{\|r_k\|}{\mu_k} \leq \nu_k \text{dist}_{C^*}(x_k).$$

In this paper, we choose $\nu_k \leq \text{dist}_{C^*}(x_k)^{\frac{\sigma}{2}}$ for all $k = 0, 1, \ldots$. If assumption (H3) holds, there exists $\delta_3 > 0$ such that

$$\text{dist}_{C^*}(x_k) \leq \delta_3 \Rightarrow \frac{\|r_k\|}{\mu_k} \leq \text{dist}_{C^*}(x_k)^{1+\frac{\sigma}{2}} \leq \text{dist}_{C^*}(x_k). \quad (18)$$

**Lemma 12.** Suppose that assumptions (H0) to (H3) hold and let $\{x_k\}$ be a sequence generated by Algorithm 1. Let $\delta \leq \min\{\delta_1, \delta_2, \delta_3, 2(\omega^2/L^\tau)^{1/p}\}$, where $\delta_1, \delta_2$ are defined in Lemma 11 and $\delta_3$ in assumption (H3). Then for any $x_k, x_k + d_k \in B_{\delta/2}(x_k)$, there exists $c_3 > 0$ such that

$$\text{dist}_{C^*}(x_{k+1}) < c_3 \text{dist}_{C^*}(x_k)^{1+\frac{\sigma}{2}},$$

for all $k = 0, 1, \ldots$.

**Proof.** Follows on from (5) and (8) that

$$\text{dist}_{C^*}(x_{k+1}) = \text{dist}_{C^*}(P_C(x_k + d_k, \epsilon_k)) = \inf_{x \in C^*} \|P_C(x_k + d_k, \epsilon_k) - x\|. \quad (19)$$
Since \( P_C(x) = x \) for each \( x \in C \), we obtain from Proposition 9 and 13 that

\[
\inf_{x \in C^*} \| P_C(x_k + d_k, \epsilon_k) - P_C(x) \| \leq \inf_{x \in C^*} (\| x_k + d_k - x \| + \sqrt{\epsilon_k})
\]

\[
= \sqrt{\epsilon_k} + \inf_{x \in C^*} \| x_k + d_k - x \|
\]

\[
= \sqrt{\epsilon_k} + dist_{C^*}(x_k + d_k).
\]  

(20)

Combining (19) and (20), and using assumption (H2) and the fact that \( \epsilon_k = \theta_k^2 \| d_k \|^2 \), we have

\[
dist_{C^*}(x_{k+1}) \leq \sqrt{\epsilon_k} + dist_{C^*}(x_k + d_k) \leq \theta_k \| d_k \| + \frac{1}{\omega} \| f(x_k + d_k) \|.
\]  

(21)

On the other hand by assumption (H1), we obtain that

\[
\| f(x_k + d_k) \| - \| f(x_k) \| + V_k \| d_k \| \leq \| f(x_k + d_k) - f(x_k) - V_k \| d_k \| \leq \tau \| d_k \|^{1+p},
\]  

(22)

where \( V_k \in \partial f(x_k) \). Combining (21) and (22), we have

\[
dist_{C^*}(x_{k+1}) \leq \theta_k \| d_k \| + \frac{1}{\omega} (\tau \| d_k \|^{1+p} + \| f(x_k) + V_k \| d_k \|).
\]

Now, we can use Proposition 6, Lemma 11 and 13 to conclude that

\[
dist_{C^*}(x_{k+1}) \leq \left[ \theta_k (c_1 + 1) dist_{C^*}(x_k) - \frac{p}{2} + \frac{\tau (c_1 + 1)^{1+p}}{\omega} dist_{C^*}(x_k) \right] \left[ dist_{C^*}(x_k) - \frac{p}{2} \right.
\]

\[
+ \frac{c_2 + L}{\omega} \right] dist_{C^*}(x_k)^{1+\frac{p}{2}}.
\]

Finally, since \( x_k \in B_{\delta/2}(x_*) \) and \( \theta_k < \theta \). Then, the last inequality reduces to

\[
dist_{C^*}(x_{k+1}) < \left\{ \left[ \theta(c_1 + 1) \left( \frac{2}{\delta} \right)^p + \frac{\tau (c_1 + 1)^{1+p}}{\omega} \left( \frac{\delta}{2} \right)^{p - \frac{p}{2}} + \frac{c_2 + L}{\omega} \right] dist_{C^*}(x_k)^{1+\frac{p}{2}},
\]

for all \( k = 0, 1, \ldots \). Therefore, the proof of the lemma is complete with constant \( c_3 = [\theta(c_1 + 1)(2/\delta)^p + \tau (c_1 + 1)^{1+p}/\omega](\delta/2)^{p - \frac{p}{2}} + (c_2 + L)/\omega \).

\( \square \)

In the next result, we show that \( x_k, x_k + d_k \in B_{\delta/2}(x_*) \) if the starting point \( x_0 \) in the proposed algorithm is chosen sufficiently close to the solution set \( C^* \).

Lemma 13. Let \( \hat{\delta} := \min\{1/2c_3^{-1/p}, \delta/2(c_1 + 2)[1 + (1+\theta)(c_1 + 1)\varsigma]\} \), where \( \varsigma \geq \sum_{\ell=0}^{\infty} (1/2)^{(1+p)\ell - 1} \).
If $x_0 \in B_{\hat{\delta}}(x^*) \cap C$, then $x_k, x_k + d_k \in B_{\hat{\delta}/2}(x_*)$ for every $k \geq 0$.

Proof. We will proceed by induction on $k$. We start with $k = 0$. By assumption, we have $x_0 \in B_{\hat{\delta}}(x^*)$. Since $\hat{\delta} \leq \delta/2$, we conclude that $x_0 \in B_{\delta/2}(x^*)$. Moreover, using the triangular inequality, (9), (18) and (5), we obtain

\[
\|x_0 + d_0 - x_*\| \leq \|x_0 - x_*\| + \|d_0\| \leq \hat{\delta} + (c_1 + 1) \text{dist}_{C^*}(x_0) \leq \hat{\delta} + (c_1 + 1)\|x_0 - x_*\| \leq (c_1 + 2)\hat{\delta}.
\]

Since, in particular, $\hat{\delta} \leq \delta/(c_1 + 2)$, we conclude that $x_0 + d_0 \in B_{\delta/2}(x_*)$. Let $k \geq 0$ be arbitrarily given and assume that $x_\ell, x_\ell + d_\ell \in B_{\delta/2}(x_*)$ for all $\ell = 0, 1, \ldots, k$. Now, we proceed to prove that $x_{k+1}, x_{k+1} + d_k \in B_{\delta/2}(x_*)$. By induction assumption $x_\ell, x_\ell + d_\ell \in B_{\delta/2}(x_*)$ for all $\ell = 0, 1, \ldots, k$, thus from Lemma 12 and (5), we have

\[
\text{dist}_{C^*}(x_\ell) < c_3 \cdot c_3^{1+p} \cdot c_3^{(1+p)^2} \cdot \ldots \cdot c_3^{(1+p)^{\ell-1}} \text{dist}_{C^*}(x_0)^{(1+p)^\ell} \leq c_3^{k(1+p)^{\ell-1}} \|x_0 - x_*\|^{(1+p)^\ell} \leq c_3^{k(1+p)^\ell} \hat{\delta}^{(1+p)^\ell}.
\]

On the other hand, using (5) and Proposition 9, we find that

\[
\|x_{k+1} - x_*\| = \|P_C(x_k + d_k, \epsilon_k) - P_C(x_*)\| \leq \|x_k + d_k - x_*\| + \sqrt{\epsilon_k}.
\]

By the triangle inequality and the facts that $\epsilon_k = \theta_k^2\|d_k\|^2$ and $\theta_k < \theta$, we obtain that

\[
\|x_{k+1} - x_*\| < \|x_k - x_*\| + (1 + \theta)\|d_k\|.
\]

Since $x_\ell \in B_{\delta/2}(x_*)$, for all $\ell = 0, 1, \ldots, k$ and $x_0 \in B_{\delta}(x^*)$, we can use the last inequality recursively together with (9) and (18) to conclude that

\[
\|x_{k+1} - x_*\| < \|x_0 - x_*\| + (1 + \theta)\sum_{\ell=0}^k \|d_\ell\|
\]

\[
\leq \hat{\delta} + (1 + \theta)(c_1 + 1)\sum_{\ell=0}^k \text{dist}_{C^*}(x_\ell)
\]

\[
\leq \hat{\delta} + (1 + \theta)(c_1 + 1)\sum_{\ell=0}^{\infty} \text{dist}_{C^*}(x_\ell).
\]

(24)
Now combining (23) and (24), we obtain that
\[
\| x_{k+1} - x^{\ast} \| < \hat{\delta} + (1 + \theta)(c_1 + 1) \sum_{\ell=0}^{\infty} c_3^\ell [(1+p)^{\ell-1}] \hat{\delta}(1+p)^\ell \\
\leq \hat{\delta} + (1 + \theta)(c_1 + 1) \hat{\delta} \sum_{\ell=0}^{\infty} \left( \frac{1}{2} \right)^{(1+p)^\ell-1} \\
\leq [1 + (1 + \theta)(c_1 + 1)\varsigma] \hat{\delta},
\]
(25)
where the second inequality follows from definition \( \hat{\delta} \). Therefore, \( x_{k+1} \in B_{\delta/2}(x^\ast) \). It remains to prove that \( x_{k+1} + d_{k+1} \in B_{\delta/2}(x^\ast) \). Since \( x_{k+1} \in B_{\delta/2}(x^\ast) \), it follows from the triangle inequality, (13) and (18) that
\[
\| x_{k+1} + d_{k+1} - x^\ast \| \leq \| x_{k+1} - x^\ast \| + \| d_{k+1} \| \leq (c_1 + 2)\| x_{k+1} - x^\ast \|,
\]
which, combined with (25) and the definition of \( \hat{\delta} \), yields
\[
\| x_{k+1} + d_{k+1} - x^\ast \| < (c_1 + 2)[1 + (1 + \theta)(c_1 + 1)\varsigma] \hat{\delta} \leq \frac{\delta}{2}.
\]
This implies \( x_{k+1} + d_{k+1} \in B_{\delta/2}(x^\ast) \) and then the proof is complete.

We are now ready to prove the convergence of the sequences \{\text{dist}_{C^\ast}(x_k)\} and \{x_k\}.

**Theorem 14.** Suppose that assumptions (H0) to (H3) hold and let \( \{x_k\} \) be a sequence generated by Algorithm 1 with \( x_0 \in B_{\hat{\delta}}(x^\ast) \cap C \). Let \( \delta \) and \( \hat{\delta} \) be the constants given in Lemmas 11 and 13, respectively. Then the sequence \{\text{dist}_{C^\ast}(x_k)\} converges to zero at \((1 + \sigma/2)\) - order rate and the sequence \( \{x_k\} \) converges to a point belonging to \( C^\ast \).

**Proof.** The first part follows immediately from Lemmas 12 and 13. Now, we proceed to prove the second part. Since \{\text{dist}_{C^\ast}(x_k)\} converges to zero and from Lemma 13, \( \{x_k\} \subset B_{\hat{\delta}}(x^\ast) \cap C \subset B_{\delta/2}(x^\ast) \cap C \), it suffices to show that \( \{x_k\} \) converges. Let us prove that \( \{x_k\} \) is a Cauchy sequence. For this end, take \( p, q \in \mathbb{N} \) with \( p \geq q \). It follows from Proposition 9, triangular inequality, and the
facts that $\epsilon_k = \theta_k^2 \|d_k\|^2$ and $\{x_k\} \subset C$ that

$$
\|x_p - x_q\| = \|P_C(x_{p-1} + d_{p-1}, \epsilon_{p-1}) - P_C(x_q)\| \\
\leq \|x_{p-1} + d_{p-1} - x_q\| + \theta_{p-1} \|d_{p-1}\| \\
\leq \|x_{p-1} - x_q\| + (1 + \theta_{p-1}) \|d_{p-1}\|.
$$

Repeating the process above, we get

$$
\|x_p - x_q\| \leq (1 + \theta_q) \|d_q\| + \cdots + (1 + \theta_{p-2}) \|d_{p-2}\| + (1 + \theta_{p-1}) \|d_{p-1}\|,
$$

which, combined with the fact that $\theta_k < \theta$, for every $k \geq 0$, yields

$$
\|x_p - x_q\| < (1 + \theta) \sum_{\ell=q}^{p-1} \|d_\ell\| \leq (1 + \theta) \sum_{\ell=q}^{\infty} \|d_\ell\|.
$$

On the other hand by (15), (18), (23) and definition of $\hat{\delta}$, we have

$$
\|d_k\| \leq (c_1 + 1) dist_{C^*}(x_k) \leq (c_1 + 1) c_3^{1/(1+p)^{f-1}} \hat{\delta}^{(1+p)^f} \leq (c_1 + 1) \hat{\delta} \left(\frac{1}{2}\right)^{(1+p)^f-1}.
$$

Combining the last two inequalities, we obtain that

$$
\|x_p - x_q\| < (1 + \theta)(c_1 + 1) \hat{\delta} \sum_{\ell=q}^{\infty} \left(\frac{1}{2}\right)^{(1+p)^f-1} = (1 + \theta)(c_1 + 1) \hat{\delta} \left[\sum_{\ell=0}^{\infty} \left(\frac{1}{2}\right)^{(1+p)^f-1} - \sum_{\ell=0}^{q-1} \left(\frac{1}{2}\right)^{(1+p)^f-1}\right].
$$

Taking the limit in the last inequality as $q$ goes to $\infty$, we have $\|x_p - x_q\|$ goes to 0. Therefore, $\{x_k\}$ is a Cauchy sequence and hence it converges. Let us say $\bar{x} = \lim_{k \to \infty} x_k$. Since $x_k \in C$, $\forall k$, and $C$ is closed, then $\bar{x} \in C$. Moreover, because $\omega \dist_{C^*}(x_k) \leq \|f(x_k)\| \leq L \dist_{C^*}(x_k)$, $f$ is continuous and $\{\dist_{C^*}(x_k)\}$ converges to zero, we conclude that $\bar{x} \in C^*$.

The following theorem proves the local convergence rate of the sequence $\{x_k\}$ generated by the ILMM-IP.

**Theorem 15.** Suppose the assumptions (H0) to (H3) hold and let $\{x_k\}$ be a sequence generated by Algorithm 2 with $x_0 \in B_{\delta}(x_*) \cap C$. Let $\delta$ and $\hat{\delta}$ be the constants given in Lemmas 11 and 13. Then
the sequence \(\{x_k\}\) converges to \(\bar{x}\) at \((1 + \sigma/2)\) - order rate.

**Proof.** It follows from Proposition [9] that

\[
\|d_k\| = \|x_k + d_k - x_k\| \geq \|P_C(x_k + d_k, \epsilon_k) - P_C(x_k)\| - \sqrt{\epsilon_k}.
\]

Using [8] and the facts that \(\epsilon_k = \theta_k^2 \|d_k\|^2\) and \(\theta_k < \theta\), we conclude that

\[
|d_k| \geq \|x_{k+1} - x_k\| - \theta \|d_k\|.
\]

Now let \(\bar{x}_{k+1}\) be satisfying \(dist_{C^*}(x_{k+1}) = \|x_{k+1} - \bar{x}_{k+1}\|\). Thus, from the previous inequality and [9], we have

\[
(1 + \theta) \|d_k\| \geq \|x_k - \bar{x}_{k+1}\| - \|\bar{x}_{k+1} - x_{k+1}\| = dist_{C^*}(x_k) - dist_{C^*}(x_{k+1}).
\]

From Lemma [12] we can get that \(dist_{C^*}(x_{k+1}) < dist_{C^*}(x_k)/2\), when \(k\) is sufficiently large. Hence, \(\|d_k\| > dist_{C^*}(x_k)/2(1 + \theta)\) and from [9], [13] and Lemma [12] we conclude that

\[
\|d_{k+1}\| \leq (c_1 + 1) dist_{C^*}(x_{k+1}) < c_3(c_1 + 1) dist_{C^*}(x_k)^{1 + \frac{\sigma}{2}} < c_3(c_1 + 1) 2^{1 + \frac{\sigma}{2}} (1 + \theta)^{1 + \frac{\sigma}{2}} \|d_k\|^{1 + \frac{\sigma}{2}}. \tag{26}
\]

For sufficiently large \(k\), we assume without loss of generality that the condition \(c_3(c_1 + 1) 2^{1 + \frac{\sigma}{2}} (1 + \theta)^{1 + \frac{\sigma}{2}} \|d_k\|^{\frac{\sigma}{2}} \leq 1/2\) holds. Therefore, we can get that \(\|d_{k+1}\| < 1/2 \|d_k\|\) and consequently, we have

\[
\|d_{k+j}\| < \frac{1}{2} \|d_{k+j-1}\| < \cdots < \left(\frac{1}{2}\right)^j \|d_k\|, \quad j = 0, 1, \cdots. \tag{27}
\]

Using Proposition [9] and the fact that \(\epsilon_k = \theta_k^2 \|d_k\|^2\), we obtain that

\[
\|x_k - x_{x+l}\| = \|P_C(x_k) - P_C(x_{k+l-1} + d_{k+l-1}, \epsilon_{k+l-1})\|
\leq \|x_k - x_{k+l-1} + d_{k+l-1}\| + \sqrt{\epsilon_{k+l-1}}
\leq \|x_k - x_{k+l-1}\| + (1 + \theta_{k+l-1}) \|d_{k+l-1}\|.
\]

Repeating the process above, we get

\[
\|x_k - x_{x+l}\| \leq (1 + \theta_k) \|d_k\| + \cdots + (1 + \theta_{k+l-2}) \|d_{k+l-2}\| + (1 + \theta_{k+l-1}) \|d_{k+l-1}\|,
\]
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which, combined with the fact $\theta_k < \theta$, for every $k \geq 0$, and (27), yields

$$
\|x_k - x_{k+l}\| < (1 + \theta) \sum_{j=0}^{l-1} \|d_{k+j}\| < (1 + \theta) \|d_k\| \sum_{j=0}^{l-1} \left(\frac{1}{2}\right)^j.
$$

Since $\bar{x}$ is the limit point of $\{x_k\}$ taking the limit in the last inequality as $l$ goes to $\infty$, we obtain that

$$
\|x_k - \bar{x}\| = \lim_{l \to \infty} \|x_k - x_{k+l}\| \leq (1 + \theta) \|d_k\| \sum_{j=0}^{\infty} \left(\frac{1}{2}\right)^j.
$$

(28)

Considering that $\sum_{j=0}^{\infty} (1/2)^j = 2$, we conclude from (28) that $\|x_k - \bar{x}\| \leq 2(1 + \theta) \|d_k\|$. Therefore, from (9), (18), (26) and (6), we have

$$
\|x_{k+1} - \bar{x}\| \leq 2(1 + \theta) \|d_{k+1}\| < c_3(c_1+1)[2(1 + \theta)^2 + \frac{\sigma}{2}] \|d_k\|^{1+\frac{\sigma}{2}} \leq c_3[2(c_1+1)(1 + \theta)^2 + \frac{\sigma}{2}] \|x_k - \bar{x}\|^{1+\frac{\sigma}{2}},
$$

which implies that $\{x_k\}$ converges to $\bar{x}$ at $(1 + \sigma/2)$-order rate. \hfill \Box

4 Computacional results

Here, we present some computational results to assess the practical behavior of inexact Levenberg-Marquardt method with exact projections (ILMM-EP) and inexact Levenberg-Marquardt method with feasible inexact projections (ILMM-IP). Specifically, we consider one class of constrained nonsmooth equations, i.e., of the form (1). We worked with one class of medium- and large-scale problems called CAVEs (constrained absolute value equations). It is worth mentioning that in [9] a version of inexact Newton method was used for solving CAVEs. The Constrained absolute value equation (CAVE) is described as

$$
\text{find } x \in C \text{ such that } Ax - |x| = b,
$$

where $C := \{x \in \mathbb{R}^n : \sum_{i=1}^n x_i \leq d, x_i \geq 0, i = 1, 2, \ldots, n\}$, $A \in \mathbb{R}^{n \times n}$, $b \in \mathbb{R}^n \equiv \mathbb{R}^{n \times 1}$, and $|x|$ denotes the vectors whose $i$-th component is equal to $|x_i|$.

In our implementation, the CAVEs have been generated randomly. We used the Matlab routine *sprand* to construct matrix $A$. In particular, this routine generates a sparse matrix with predefined dimension, density, and singular values. Initially, we defined the dimension $n$ and randomly generated the vector of singular values from a uniform distribution on $(0, 1)$. To ensure that $\|A^{-1}\| < 1/3,$
i.e., so that the assumptions of [6, Theorem 2] are fulfilled, we rescale the vector of singular values by multiplying it by 3 divided by the minimum singular value multiplied by a random number in the interval \((0, 1)\). To generate the vector \(b\) and the constant \(d\), we chose a random solution \(x_*\) from a uniform distribution on \((0.1, 100)\) and computed \(b = Ax_* - |x_*|\) and \(d = \sum_{i=1}^{n}(x_*)_i\), where \((x_*)_i\) denotes the \(i\)-th component of the vector \(x_*\). In both methods, \(x_0 = (d/2n, d/2n, \ldots, d/2n)\) was defined as the starting point, the initialization data \(\theta\) was taken equal to \(10^{-2}\). We stopped the execution of Algorithm 1 at \(x_k\), declaring convergence if \(\|Ax_k - |x_k| - b\| < 10^{-6}\). In case this stopping criterion was not respected, the method stopped when a maximum of 100 iterations had been performed. The procedure to obtain feasible projections used in our implementation was the CondG Procedure; see, for example, [11, 17]. In particular, this procedure stopped when either the stopping criterion, i.e., the condition \(\langle x_k - x_{k+1}, y - x_{k+1}\rangle \leq \epsilon\) was satisfied for all \(y \in C\) and \(k = 0, 1, \ldots\) or a maximum of 100 iterations was performed. For this class of problems, an element of the Clarke generalized Jacobian at \(x\) (see [6, 26]) is given by

\[
V = A - \text{diag}(\text{sgn}(x)), \quad x \in \mathbb{R}^n,
\]

where \(\text{diag}(\alpha_i)\) denotes a diagonal matrix with diagonal elements \(\alpha_1, \alpha_2, \ldots, \alpha_n\) and \(\text{sgn}(x)\) denotes a vector with components equal to \(-1, 0,\) or \(1\) depending on whether the corresponding component of the vector \(x\) is negative, zero, or positive. The ILMM-EP and ILMM-IP requires that the linear system \((V_k^T V_k + \mu_k I_n)d + V_k^T f(x_k) - r_k = 0\) to be solved approximately, in the sense of [7] be satisfied. Matlab has several iterative methods for solving linear equations. For our class of problems, the routine \texttt{bicgstab} was the most efficient; thus, in all tests, we used \texttt{bicgstab - BiConjugate Gradients Stabilized Method} as an iterative method to solve linear equations approximately. The numerical results were obtained using Matlab version R2016a on a 2.5 GHz Intel® Core™ i5 2450M computer with 6 GB of RAM and Windows 7 ultimate system.

Table 1 displays the numerical results obtained for the test set proposed. The methods were compared on the total number of iterations (It) and CPU time in seconds (Time).

Observe that as for the CPU time the ILMM-IP behaved better than the ILMM-EP for this problem set. In particular, this becomes more evident for problems of large-scale. Regarding the total number of iterations, both methods behaved quite similarly.

In summary, the numerical experiments indicate that the ILMM-IP seems to be reliable and competitive for solving medium- and large-scale constrained nonsmooth mainly when the orthogonal
projection onto the feasible set cannot be easily computed.

5 Conclusions

This paper proposed and analyzed a ILMM-IP. It basically, consists of combining the inexact Levenberg-Marquart method step with feasible inexact projections. The local convergence as well as results on its rate were established under assumption of semi-smoothness and an error bound condition, which is weaker than the standard full-rank condition of Clarke-generalized Jacobian of $f$ at $x$. Finally, some numerical experiments were carried out in order to illustrate the numerical behavior of proposed method. In particular, they indicate that the ILMM-IP represent a useful tool for solving medium- and large-scale constrained nonsmooth equations mainly when the orthogonal projection onto the feasible set cannot be easily computed.
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