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Abstract—Registration is a basic yet crucial task in point cloud processing. In correspondence-based point cloud registration, matching correspondences by point feature techniques may lead to an extremely high outlier (false correspondence) ratio. Current outlier removal methods still suffer from low efficiency, accuracy, and recall rate. We use an intuitive method to describe the 6-DOF (degree of freedom) curtailment process in point cloud registration and propose an outlier removal strategy based on the reliability of the correspondence graph. The model constructs the corresponding graph according to the given correspondences and designs the concept of the reliability degree of the graph node for optimal candidate selection and the reliability degree of the graph edge to obtain the global maximum consensus set. The presented method achieves fast and accurate outliers removal along with gradual aligning parameters estimation. Extensive experiments on simulations and challenging real-world datasets demonstrate that the proposed method can still perform effective point cloud registration even the correspondence outlier ratio is over 99%, and the efficiency is better than the state-of-the-art. Code is available at https://github.com/WPC-WHU/GROR.
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1 INTRODUCTION

The point cloud records the 3D information, which can reflect the objective world intuitively and realistically. With the rapid development of 3D laser scanning and computer technology, 3D point clouds are widely used in many fields, such as computer vision [1], photogrammetry [2], forest survey [3], smart city [4], robotics [5], etc. However, the point cloud scanned by one station is usually incomplete and cannot obtain all the required information. To improve the integrity and quality of point cloud data, it is necessary to integrate multi-angle, multi-platform, multi-station, and multi-temporal scanning data into the same coordinate system through registration technology [6].

Suppose there are two point clouds \( P \) (target) and \( Q \) (source), their coordinate systems are \( O_P = X_P Y_P Z_P \) and \( O_Q = X_Q Y_Q Z_Q \) respectively. The classical coordinate system transformation is completed by the Bursa-Wolf model [7] according to the Euler angle. The model adopts seven parameters, including three rotation parameters \( ^eX, ^eY, ^eZ \), three translation parameters \( \delta X, \delta Y, \delta Z \), and one scale parameter \( \delta u \). To solve the seven parameters, three non-collinear correspondence points are needed at least. When there are more than three correspondences, the most probable value of the transformation parameters \( R, t \) can be estimated by the least-square method [8]. Obviously, obtaining accurate correspondences is very crucial for registration. ICP [9] algorithm takes the nearest points as the correspondence and iteratively optimizes the transformation parameters until the accuracy meets requirements. However, the algorithm needs initial parameters, otherwise, it often falls into a local optimum [10].

In order to identify a point between laser scans more clearly, many descriptors based on the geometric characteristic histogram are designed, such as FPFH [11], SHOT [12], BSC [13], etc. The descriptor-based correspondence matching method can effectively match the point pair with similar features. However, there are also a large fraction of outliers in the initial correspondences. Two main difficulties appear in the research of outlier removal: 1) The features of different point cloud scenes are diverse, the applicability of current methods is limited due to the simple geometric constraints (such as distance and angle) are used. Usually, one method can not complete the task of outlier removal of multiple type scenarios which leads to low robustness and adaptability; 2) When there is a great number of correspondences to be checked or an extremely high outlier ratio (ratio of false correspondences to all correspondences), the effect of outlier removal is difficult to be satisfactory, which affects the accuracy of registration. In addition, the classic removal strategies usually need a lot of trails, resulting in
low efficiency. In order to solve the above problems, a robust outlier removal strategy based on the reliability of the correspondence graph is proposed for fast point cloud registration. The main contribution of this paper includes:

- An intuitive method is designed to describe the curtailment process of the degree of freedom in point cloud registration. According to this process, an outlier removal strategy based on the reliability of correspondence graph is proposed and we named it GROR (graph reliability outlier removal).
- The concept of reliability degree of graph nodes is proposed which can be measured by the adjacency matrix $A$ of the correspondence graph. Then, $K$ correspondences with the highest node reliability are selected as the optimal candidates for further processing.
- An edge-node affinity matrix $M$ is defined to measure the reliability degree of graph edges in the same constraint function space. A loose constraint function $F_1$ is designed for accelerating the tight function $F_2$ to obtain the maximum consensus by comparing the edge reliability.

## 2 RELATED WORK

As a basic but challenging task in the fields of photogrammetry, computer vision, and robotics, point cloud registration has been widely studied and applied. The current point cloud registration technology generally adopts the registration strategy from coarse to fine. The mode of fine registration has basically been fixed to use the ICP algorithm [9] and its variants [14], [15]. Since the ICP needs a proper initial transformation matrix, when the relative position between the two point clouds is completely unclear, calculating the approximate transformation matrix through the coarse registration becomes crucial for the registration technology. The proposed GROR belongs to the coarse registration technology based on correspondence. In correspondence-based registration research, two steps are vital, one is correspondence matching, and the other is outlier removal.

### 2.1 Correspondence Matching

The random sampling consensus (RANSAC) [14] algorithm is one of the earliest methods for robust fitting of models and used for point clouds alignment. It randomly selects three pairs of points from $P$ and $Q$ to calculate the transformation matrix and the registration score, then it repeats the sampling and test process until the largest registration score is found or the highest sampling time is reached [15]. RANSAC algorithm requires a large number of iterations to seek a satisfactory solution which results in low efficiency. In order to reduce the attempts to establish reliable matches, some methods match correspondences according to geometric constraints [16]. The most representative is 4PCS [17]. Based on the RANSAC framework, the 4PCS constructs the non-collinear four-point congruent sets in point clouds $P$ and $Q$, and uses affine invariance to find similar correspondence pairs in $P$ and $Q$. The final transformation matrix is estimated according to optimal four-point congruent which is measured by the overlap of aligned point clouds. However, when the amount of points is huge, enormous four-point congruent are constructed which causes poor efficiency. In order to further reduce the matching primitives, Xu et al. [18] took the line feature in the point cloud scene as the matching primitives. Similar to the four-point congruent sets, they completed the 4-DOF urban scene registration by constructing 2-lines congruent sets (2LCS). Xu et al. [19] took the plane as the matching primitive and proposed voxel-based 4-plane congruent sets (V4PCS) based on the 4PCS strategy. The improved strategies by line features and planar features can greatly reduce the matching primitives and improve the efficiency and stability of registration. However, the application of these algorithms is limited which generally suitable for urban scenes. Using key points with recognition features instead of the original point cloud for correspondence matching can improve efficiency and reduce the impact of noise and outliers. The key points are generally the points with changed features such as inflection points and intersections [20]. The popular key point detection algorithms include Difference of Gaussian (DOG) [21], Harris 3D [22], Intrinsic shape signatures (ISS) [23], Local Surface Patches (LSP) [24]. Key-point 4PCS [25] is the most commonly used improvement of 4PCS based on key points. The algorithm improves the matching efficiency by extracting DOG key points instead of random sampling points. However, the algorithm needs to estimate the degree of overlap in advance. Inaccurate parameters affect the selection range of four-point congruent sets and then affect the registration accuracy.

The 3D point feature descriptor can encode the information of geometry relationship between a point with its neighbors, and then it is convenient to calculate the similarity of features between point pairs according to the coding, which can help more clearly find the correspondence. Feature descriptor technology has been widely used in the field of point cloud registration. So far, the most widely used descriptors are fast point feature histogram (FPFH) [11], signature of histogram of orientations (SHOT) [12], rotational project statistics (ROPS) [26], 3D scale-invariant feature transform (3D-SIFT) [27], and rotation-invariant descriptor in the frequency domain (RIDF) [28], etc. With the development of deep learning, learning-based descriptors also show robust feature description ability, such as RPM-Net [29], 3DMatch [30], 3DFeat-Net [31], etc. In addition, line and planar primitives in the scene can also establish descriptors. For example, Wei et al. [10] proposed a plane shape descriptor, which can be less affected by noise and occlusion in the point cloud than the point-based descriptor. Finally, correspondences are matched by the matching score between each primitive descriptor histogram or directly using KD-Tree to conduct the neighbor query of multidimensional features histogram. The methods to calculate the matching score include nearest neighbor distance ratio strategy and chisquare test, etc. [32]. Although most of the current descriptors have strong feature description ability, affected by the noise, uneven density, occlusion, and the repeated structure in the point cloud scene the correspondences matched according to the descriptor often contain a large number of mismatches (outliers). Outliers need to be processed correctly to complete the task of point cloud registration.
2.2 Outlier Removal

At present, there are two mainstream methods to cope with the outliers in the correspondence set.

One is the not guaranteed removal strategy represented by fast global registration (FGR) [33], it randomly selects 1000 pairs as candidate matches from the correspondence set, a tuple geometric test is used to remove partial outliers, then, they use the Geman McClure as objective function and proposed a global method by combining line process with robust estimation to improve the optimization process. FGR can get a high-precision registration result even if there are still outliers in candidates. Although the efficiency of FGR is very fast, when the outlier ratio is high or the registration scene is complex, the 1000 pairs selected by random may contain less correct correspondence. This will force the optimization function to handle too many outliers, which is easy to cause the wrong result. Similarly, Li et al. [34] constructed a topological graph according to correspondences, then proposed an edge voting strategy to remove outliers and proposed a new cost function Cauchy-weighted $l_q$-norm, which is still robust even if the outlier rate exceeds 80% ~ 90%.

Another is the guaranteed outlier removal strategy. This method focuses on how to eliminate all outliers, so it does not need outlier optimization functions that can simplify the whole processing steps. A representative of this method is Gore [35]. For each correspondence, Gore first regards it as an inlier and seeks the lower and upper bounds for consensus size. If the upper bound conflicts with the lower bound, the correspondence will be removed as a true outlier [36]. Gore can effectively remove all outliers and obtain satisfactory registration results, but the complexity of the algorithm is high which leads to low efficiency. In order to improve the efficiency, Cai et al. [37] took the point cloud obtained by laser scan equipped with compensator as the research target and reduced the 6DOF registration problem to 4DOF, they significantly reduced the candidate correspondence set through a deterministic selection scheme and then a fast branch-and-bound (BnB) algorithm is applied to quickly find the optimal alignment parameters. The algorithm greatly improves the efficiency, but when the number of correspondences is very large, the algorithm is still time-consuming. Yang et al. [38] proposed a drastic pruning of outliers method by finding the maximum clique named TEASER++, it used a general graph-theoretic framework to decouple the scale, rotation, and translation estimation. The scale and translation estimation are solved via an adaptive voting scheme and the rotation estimation is relaxed to a semidefinite program (SDP). TEASER++ is currently the fastest robust registration algorithm, but similarly, when the number of correspondences is vast, the efficiency of the algorithm decreases significantly and requires a lot of memory size. Due to the points of correspondence can be seen as the nodes of the graph, and the geometric relationship between the correspondences can be represented by the edges of the graph, the outlier removal method combined with graph-theoretic has attracted extensive attention. Clipper [39] formulated the outlier removal problem in a graph-theoretic framework using the notion of geometric consistency. It finds the consistent association (inliers) by finding the densest graph and maintains low time complexity through the projection gradient ascent with backtracking line search. Clipper was shown to consistently execute with low runtime and to outperform the state-of-the-art. However, it has not been verified in the registration of real-world data. In addition, the outlier removal strategy based on RANSAC is also widely studied [40], [41], [42]. However, the main limitation of these methods is that they need a lot of iterations to find a satisfactory solution under a high outlier rate.

In summary, the main difficulty in the current outlier removal methods is that when the number of correspondences to be processed is large, the algorithms are inefficient. When the outlier rate is very high, it will affect the accuracy of outlier removal and recall rate of inliers, and further affect the performance of the point cloud registration. Even the current state-of-the-art methods can not do well in efficiency and accuracy at the same time when there are extremely high outlier rates and a large number of correspondence candidates.

3 THE THEORY BASIS

3.1 A DOF Curtailment Process Based on Point-By-Point Alignment

Since point clouds acquired by the laser scan are usually with the same scale factor, i.e., $\delta u = 1$, this paper aims to complete a 6-DOF rigid registration task. In the Bursa-Wolf model, the angle transformation process is performed as follows: firstly, rotate the coordinate around the $Z - axis$ with $E_2$, then rotate the coordinate system around the new $Y - axis$ with $E_1$ to obtain the rotation matrix $R_y$, then rotate the coordinate system around the new $X - axis$ with $E_3$ to get $R_x$, then the rotation matrix $R(E_x, E_y, E_z) = R_y R_z R_x$. Different from the coordinate transformation process of the Bursa-Wolf model, in order to combine the coordinate transformation process with the outlier removal to implement an efficient and accurate registration, this paper presents the coordinate transformation process with point-by-point alignment of three correspondences and decouples the registration process into one translation process and two rotation processes around the axis. As shown in Fig. 1: there are three correspondences without noise and outliers $\{(p_i, q_i)\}_i = \{p_1, q_1, p_2, q_2, p_3, q_3\} \in \mathbb{R}^4$. 1) Align $q_1$ to $p_1$ is a translation process with the translation matrix obtained as $t_1 = p_1 - q_1$, this step curtails the
degree of freedom from 6 to 3; 2) Let \( a = p_2 - p_1, b = \mathbf{q}'_2 - \mathbf{q}'_1 \), then the alignment of \( \mathbf{q}'_2 \) to \( p_2 \) can be achieved by rotating vector \( b \) around rotation axis \( k_{ab} = a \times b \) by a given angle \( \theta_{ab} = \arccos(\langle a \cdot b / |a||b| \rangle) \). This process fixes two DOF and reduces it from 3 to 1. Let the matrix computed in this step be \( R_2 \); 3) The alignment between \( p_3 \) and \( \mathbf{q}'_3 \) is also a rotation transformation around the axis. It takes \( a \) as the axis of rotation and the angle of rotation is \( \theta \) (the method to calculate \( \theta \) will be given in Section 4.3.2), this process solves the last one DOF of the registration problem. Let the matrix calculated in this step be \( R_3 \). Then the overall rotation matrix \( R = R_3 R_2 \).

### 3.2 Problem Formulation

The above alignment process is based on the premise that there is no noise and outliers in the correspondences. However, there are a large number of outliers in the set of correspondences which are obtained by feature descriptor matching. Given a correspondence set \( \mathcal{H} = \{(\mathbf{p}_i, \mathbf{q}_i)\}^N_{i=1} \), the correspondence-based 6-DOF point cloud registration can be formulated as a Truncated Least Squares (TLS) problem [38] considering the noise of noise and outliers:

\[
\min_{\mathbf{R} \in SO(3), \mathbf{t} \in \mathbb{R}^3} \sum_{i=1}^{N} \min \left( \frac{1}{\delta_i^2} \| \mathbf{p}_i - (\mathbf{R} \mathbf{q}_i + \mathbf{t}) \|^2, \delta^2 \right)
\]

where \( \mathbf{R} \in SO(3) \) is an orthonormal matrix, \( \mathbf{t} \) is a \( 3 \times 1 \) translation vector, \( \delta_i \) is a noise bound, and \( \delta^2 \) is a proportional coefficient which can dispose of potential outliers in a rigorous or more tolerant way [43] and it is usually set to 1 [38]. And for a correspondence:

\[
\begin{align*}
\frac{1}{\delta_i^2} \| \mathbf{p}_i - (\mathbf{R} \mathbf{q}_i + \mathbf{t}) \|^2 & \leq \delta^2, \text{inlier} \\
\frac{1}{\delta_i^2} \| \mathbf{p}_i - (\mathbf{R} \mathbf{q}_i + \mathbf{t}) \|^2 & > \delta^2, \text{outlier}
\end{align*}
\]

Essentially, TLS estimation is related to Consensus Maximization [44], and the problem (1) can be reformulated as a maximum consensus problem.

\[
\begin{align*}
\text{maximize} & \quad |\mathcal{I}| \\
\text{subject to} & \quad \| \mathbf{p}_i - (\mathbf{R} \mathbf{q}_i + \mathbf{t}) \| < \delta, \forall (\mathbf{p}_i, \mathbf{q}_i) \in \mathcal{I}
\end{align*}
\]

where \( \| \cdot \| \) is defined as the euclidean distance and the subset \( \mathcal{I} \) is often referred to as the consensus set (inliers). The optimal transformation parameter \( \hat{\mathbf{R}}, \hat{\mathbf{t}} \) enables (3) to obtain the maximum consensus set.

### 4 Methodology

#### 4.1 Preparation

Before presenting our method, we first give the approach for obtaining the correspondences: 1) To align the point cloud with a large-scale, the original point cloud is downsampled using the voxel grid method [45], and the grid size \( \rho \) is set as the resolution of the new point cloud; 2) The ISS algorithm [23] is used to obtain the key points for correspondences matching, let the key point set of the source and target point clouds be \( \mathcal{Q} = \{ \mathbf{q}_i \}^M_{i=1} \) and \( \mathcal{P} = \{ \mathbf{p}_j \}^m_{j=1} \), respectively; 3) Use the FPFH descriptor [11] to describe the feature relationship between the key points and its neighbors; 4) Based on the FPFH vector of key points, \( \mathbf{q}_i \in \mathcal{Q} \) is used as a query point and \( \mathbf{p}_j \in \mathcal{P} \) is obtained by nearest neighbor query using KD-Tree, then the set of correspondences is obtained as \( \mathcal{H} = \{(\mathbf{p}_j, \mathbf{q}_i)\}^N_{i=1} \).

#### 4.2 An Optimal Selection Strategy Based on the Reliability of Correspondence Graph Nodes

An undirected graph can be represented as \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{V_i\}^N_{i=1} \) is defined as a discrete set of nodes, \( \mathcal{E} \) is a set of undirected edges, and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) such that \( (V_i, V_j) = (V_j, V_i) \). In this paper, the FRGM [46] method is used to define the properties of the graph: in Euclidean space, the property of graph nodes is defined as the point coordinate of correspondences i.e. \( V_i = \mathbf{p}_i, V_j = \mathbf{q}_j \). The edge property of the graph is defined as the length between nodes i.e. \( \| \mathcal{E}_{ij} \| = \| V_i - V_j \| \), \( \| \cdot \| \) is Euclidean L2-norm. We use the adjacency matrix \( \mathcal{A} \) to denote the adjacency relations between the nodes of a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{A} \) is a symmetric matrix, if there exists an edge \( \mathcal{E}_{ij} \) between nodes \( V_i \) and \( V_j \), then \( a_{ij} = 1 \), otherwise \( a_{ij} = 0 \). We establish two undirected graphs \( \mathcal{G}^p = (\mathcal{V}^p, \mathcal{E}^p) \) and \( \mathcal{G}^q = (\mathcal{V}^q, \mathcal{E}^q) \) based on correspondences \( \mathcal{H} = \{(\mathbf{p}_j, \mathbf{q}_i)\}^N_{i=1} \) as the correspondence graphs \( (\mathcal{G}^p, \mathcal{G}^q) \). First, connect each pair of nodes \( (V_i^p, V_j^p), (V_i^q, V_j^q) \) in \( \mathcal{G}^p \) with \( \mathcal{G}^q \) with an edge \( \mathcal{E}_{ij}^p(\mathcal{E}_{ij}^q) \) to form two complete graphs. Then we have \( a_{ij}^p(a_{ij}^q) = 1, a_{ij}^p(a_{ij}^q) = 0, (i = 1, 2, ... N, i \neq j) \) in the matrix \( \mathcal{A}^p(\mathcal{A}^q) \). If \( \mathcal{G}^p \) and \( \mathcal{G}^q \) are two sets of correctly matched correspondences, and \( \| \mathcal{E}^p_{ij} \| = \| V_i^p - V_j^p \|, \| \mathcal{E}^q_{ij} \| = \| V_i^q - V_j^q \| \), then, if \( \| \mathcal{E}^p_{ij} \| - \| \mathcal{E}^q_{ij} \| < \delta \), we define \( \mathcal{E}^p_{ij} \) and \( \mathcal{E}^q_{ij} \) as corresponding edges. Considering the noise, the constraint condition is \( \| \mathcal{E}^p_{ij} \| - \| \mathcal{E}^q_{ij} \| < \delta \). Based on this principle, the elements in the adjacency matrix \( \mathcal{A} \) that do not satisfy the constraint are reassigned values as:

\[
\begin{align*}
a_{ij}^p &= a_{ij}^q = \begin{cases} 1, & \| \mathcal{E}^p_{ij} \| - \| \mathcal{E}^q_{ij} \| < \delta \\ 0, & \| \mathcal{E}^p_{ij} \| - \| \mathcal{E}^q_{ij} \| \geq \delta \end{cases} \\
&\text{, } i = 1, 2, ..., N, i \neq j
\end{align*}
\]

Since \( \mathcal{A}^p \equiv \mathcal{A}^q \), we directly use \( \mathcal{A}^{pq} \) to denote these two identical adjacency matrices.

**Definition 1**: The sum of the elements of the i-th row (column) in \( \mathcal{A} \) is equal to the degree of vertex (node) in a graph, denoted as:

\[
\mathcal{D}_q(V_i) = \sum_{j=1}^{N} a_{ij} \quad \text{a}_{ij} \in \mathcal{A}
\]

**Proposition 1**: The matching reliability of the correspondence \( (V_i^p, V_i^q) \) can be measured by the degree \( \mathcal{D}_q(V_i) \) of the adjacency matrix \( \mathcal{A} \). The larger the reliability of a node \( V_i \), represents that the node satisfies more constraints between corresponding graphs \( \mathcal{G}^p, \mathcal{G}^q \), and the higher the matching reliability it has.

Fig. 2 shows an example, there are 10 correspondences: \( \mathcal{H} = \{(\mathbf{p}_j, \mathbf{q}_i)\}^{10}_{i=1} \), where 6,7,8,10 are outlier correspondences as shown in Fig. 2a. First, two undirected complete topological graphs are constructed based on the correspondences as in Fig. 2b, then the adjacency matrix \( \mathcal{A} \) according to the constraint of correspondence edges is reassigned using (4).
Fig. 2. An example for computing the node reliability metric. (a) Ten correspondences for example, (b) undirected complete graph, (c) compact graph, and (d) adjacency matrix and degree of nodes.

Fig. 2c shows a compact graph retaining the edges that satisfy the constraint, and Fig. 2d shows the corresponding adjacency matrix $A$ of the compact graph and the degree matrix $D$ for each node. In $D$, the reliability degrees of the outlier nodes 6, 7, 8, 10 are 1, 4, 0, 1, respectively, and their degrees rank last among all nodes and have the lowest matching reliability.

The point cloud registration requires at least three correspondences to complete the 6-DOF curtailment. Due to the existence of noise and outlier points, more correspondences are used to obtain the optimal registration accuracy, so selecting a subset of correspondences with high reliability can effectively reduce the influence of outliers and the number of correspondences to be checked, thus improving the efficiency of the algorithm. According to the above principle, we sort all the elements in the matrix $D$ and then select the top $K$ sets of reliable point pairs to form a reliable set of correspondences $\mathcal{H}_r = \{(p_i, q_i)\}_{i=1}^K$, $\mathcal{H}_r \subseteq \mathcal{H}$, and proceed to the next alignment step.

4.3 Alignment Based on Point-By-Point Method With Edge Reliability

4.3.1 Two Point Pairs Alignment Based on the Correspondence Graph

Based on the reliable correspondence set $\mathcal{H}_r = \{(p_i, q_i)\}_{i=1}^K$, we reconstruct two undirected graphs $\mathcal{G} = (V^p, \mathcal{E}^p)$ and $\mathcal{G} = (V^q, \mathcal{E}^q)$, whose edges satisfy the constraint $\|\mathcal{E}^p\| - \|\mathcal{E}^q\| < \delta$. As shown in Fig. 3a: we choose a correspondence edge $(\mathcal{E}^p_{ij}, \mathcal{E}^q_{ij})$ from $\mathcal{G}^p$ and $\mathcal{G}^q$, where the vertices of $\mathcal{E}^p_{ij}$ are $V^p_i$ and $V^p_j$, the vertices of $\mathcal{E}^q_{ij}$ are $V^q_i$ and $V^q_j$. Following the point-by-point alignment method described in Section 3.1, we should first perform a translation process to align $V^p_i$ and $V^q_i$, then $V^p_j$ and $V^q_j$, and then align $V^p_i$ and $V^q_i$ and $V^q_j$ by a rotation process around the axis. In practice, two edges $\mathcal{E}^p_{ij} = V^p_i - V^p_j = V^q_i - V^q_j = \mathcal{E}^q_{ij}$ can be represented by two vectors, and then the process of 1) 2) in Section 3.1 can be combined into the process of aligning the two vectors. Let $k = (\mathcal{E}^p_{ij} || \mathcal{E}^q_{ij}) \times (\mathcal{E}^p_{ij} || \mathcal{E}^q_{ij}))$, $s = ||k||$ (size of angle), $c = \mathcal{E}^p_{ij} : \mathcal{E}^q_{ij}$ (cosine of angle). Then the rotation matrix $R_{ij}$ and translation matrix $t_{ij}$ can be calculated by the following equation:

$$\begin{align*}
R_{ij} &= I + \frac{k}{s} - \frac{k k^T}{s^2} \\
t_{ij} &= \frac{1}{s} (p - R_{ij} q) + \frac{1}{s^2} (p - R_{ij} q) \\
E_{ij} &= \frac{1}{s} (p - R_{ij} q) + \frac{1}{s^2} (p - R_{ij} q) \\
\end{align*}$$

Fig. 3. Two point pairs (correspondences) aligning process based on the correspondence graph. (a) Before aligning, and (b) after aligning.

Where $E_{ij}$ denotes the aligned edge vector and $|k|$ is the skew-symmetric cross-product matrix of $k$:

$$|k| = \begin{bmatrix}
0 & -k_2 & k_1 \\
k_2 & 0 & -k_3 \\
-k_1 & k_3 & 0
\end{bmatrix}$$

The last part of the formula for $R_{ij}$ can be simplified as:

$$\frac{1 - c}{s^2} = \frac{1 - c^2}{1 + c}$$

$t_{ij}$ denotes the average translation vector of two correspondences $(p_i, q_i)$ and $(p_j, q_j)$ after alignment. All the source points are transformed using transformation parameters $R_{ij}$ and $t_{ij}$, then a new set of correspondence $\mathcal{H}'_r = \{(p'_i, q'_i)\} = R_{ij} \mathcal{H}_r + t_{ij}$ can be obtained. The result after alignment is shown in Fig. 3b.

4.3.2 Reliability of the Correspondence Edge After Alignment

The above procedure combines the 1) and 2) steps in Section 3.1 to fix 5-DOF in the registration problem, leaving only the last one DOF to be solved. After the two correspondences $(p_i, q_i)$ and $(p_j, q_j)$ are aligned, there are still $K - 2$ correspondences in $\mathcal{H}'_r$ have not been aligned. Let $(V_k^p \in G^p, V_k^q \in G^q) \in \mathcal{H}'_r$, $k = 1, 2, ..., K; k \neq i, j$ is a correspondence that is unaligned. We define an Edge-Node Affinity Matrix (ENAM) $M$ (the size is $(K - 2) \times 1$) to evaluate the reliability of a correspondence edge after alignment. The values of the elements in the matrix $M$ of $E_{ij}$ can be obtained as follows:

$$m(k, 1) = \begin{cases}
1, & \mathcal{F}(E_{ij}, V_k^p, V_k^q) < 0, (i, j, k = 1, 2, ..., K; i \neq j \neq k) \\
0, & \mathcal{F}(E_{ij}, V_k^p, V_k^q) \geq 0,
\end{cases}$$

Where, $E_{ij} = (E_{ij}, E_{ij}^q) = (V^p_i, V^p_j), \mathcal{F}(E_{ij}, V_k^p, V_k^q)$ denotes the constraint function satisfied by the aligned edge $E_{ij}$ and the unaligned correspondence node $(V^p_i, V^q_j)$ in the three-dimensional space $R^3$. 
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are checked for the above constraints, and the edge-node association matrix $M_i$ can be obtained according to (9), then the reliability of the aligned edge $\mathcal{E}_{ij}$ under $\mathcal{F}_1(\mathcal{E}_{ij}^P, \mathcal{V}_{i}^P)$ constraint is $D_2(\mathcal{E}_{ij}^P)/D_1(\mathcal{E}_{ij}^P)$.

Although the constraint function $\mathcal{F}_1(\mathcal{E}_{ij}^P, \mathcal{V}_{i}^P)$ can further reject some outliers, it is not able to complete the alignment of the point cloud under this constraint, so it is a loose constraint function.

**B. Tight Function $\mathcal{F}_2(\mathcal{E}_{ij}^P, \mathcal{V}_{i}^P)$ to Complete the Registration.**

If two point clouds can be aligned according to a constraint, then this constraint is a tight constraint for the registration problem. We define the tight constraint function as:

$$\mathcal{F}_2(\mathcal{E}_{ij}^P, \mathcal{V}_{i}^P) = \|V_{k}^P - R(\theta, \mathcal{E}_{ij}^P)\mathcal{V}_{k}^P\| - \delta$$

(12)

The (12) indicates that the aligned edge vector $\mathcal{E}_{ij}^P$ is used as the rotation axis, and the rotation angle $\theta$ aligns the third correspondence $(\mathcal{V}_{k}^P, \mathcal{V}_{k}^Q)$. This completes the reduction of the last 1-DOF and finishes the 6-DOF curtailment problem based on three correspondences (step 3) in Section 3.1. $R(\theta, \mathcal{E}_{ij}^P)$ represents the rotation matrix obtained by rotating the angle $\theta$ with $\mathcal{E}_{ij}^P$ as the axis. Now, we introduce the method to calculate the angle $\theta$.

Assuming that $(p_i, q_i)$ is an inlier, we first compute the rotation matrix $R_{\theta}$ according to (6), align the vector $\mathcal{E}_{ij}^P$ to $Z = (0, 0, 1)$, let $p_{ik} = R_{z}(p_i)$, $q_{ik} = R_{z}(q_i)$. As shown in Fig. 5a, the alignment between $p_{ik}$ and $q_{ik}$ can be regarded as a rotation process of $p_{ik}$ around the Z-axis by an angle $\theta$. Considering noise, it can be expressed as:

$$\|p_{ik} - R(\theta, Z)q_{ik}\| < \delta$$

(13)

Where, $R(\theta, Z)$ is the rotation matrix corresponding to the rotation angle $\theta$ with Z-axis as the rotation axis. We refer to the work of Cai et al. [37] to represent the alignment error between $p_{ik}$ and $q_{ik}$ in 3D space as a ball with the center $p_{ik}$ and the radius $\delta$:

$$ball(\delta) = \{p'_{ik} \in \mathbb{R}^3 | \|p'_{ik} - q_{ik}\| < \delta\}$$

(14)

The trajectory of $R(\theta, Z)q_{ik}$ is a circle which is denoted as:

$$circ(\theta) = \{R(\theta, Z)q_{ik} | \theta \in [0, 2\pi]\}$$

(15)

It is obvious that $(p_{ik}, q_{ik})$ is aligned by the rotation matrix $R(\theta, Z)$ only when $circ_k$ and $ball(\delta)$ intersect (red part of...
Fig. 5. As shown in Fig. 5c, suppose $\text{circ}_c$ and $\text{ball}_c(\delta)$ intersect at points $R(\alpha_k)q_i^c$ and $R(\beta_k)q_i^c$ which are rotated by the angles $\alpha_k$ and $\beta_k$, respectively. Then:

$$\theta \in [\alpha_k, \beta_k] \subseteq [0, 2\pi]$$

(16)

Where $\alpha_k$ and $\beta_k$ are calculated as shown in Figs. 5b and 5c.

According to the above approach, taking $\bar{E}_{ij}^PQ$ as the reference edge, $\forall (p_i, q_j)^c \in H^c(k \neq i \neq j)$ can calculate an angle interval $\theta \in [\alpha_k, \beta_k]$, and there are $K-2$ in total. However, in $H^c$, there are both inliers and outliers that are not removed in Section 4.2. So obtaining an optimal $\theta$ can be defined as the problem of finding the maximum consensus set of $\theta$:

$$O_{ij} = \max_{\theta} \sum_{k=1}^{K} I_{ij}(\theta \in [\alpha_k, \beta_k]), (k \neq i \neq j)$$

(17)

Where $O_{ij}$ is defined as the maximum number of correspondences that can be aligned by the same rotation angle $\theta$ in the premise that edges $E_{ij}^P$ and $E_{ij}^Q$ are aligned. $I_{ij}(\cdot)$ is an indicator function with values 0, 1. This is a classical interval stabbing problem in computational geometry [48], and the detailed solution can be found in [35], [37], whose algorithmic time complexity is $O(K \log K)$.

We assign the edge-node affinity matrix $M_2$ based on the value of $I_{ij}(\cdot)$. The reliability of the aligned correspondence edge $E_{ij}^PQ$ subject to the function $F_2(E_{ij}^PQ, V_{ij}^PQ)$ is $D_\theta(E_{ij}^PQ)_{|F_2}$. The maximum consensus set of correspondence computed according to this edge is $I_{ij} = I_{ij}(H^c) \subseteq \mathcal{H}$.

The final point cloud registration parameters obtained based on the correspondence edge $(E_{ij}^P, E_{ij}^Q)$ are:

\[
\begin{align*}
R_{ij} &= R(\theta, E_{ij}^PQ)R_{ij}^PQ \\
T_{ij} &= \frac{1}{H} \sum_{k=1}^{K} I_{ij}(k - R_{ij}q_k)
\end{align*}
\]

(18)

Where $H$ is the sum of the elements in the indicator function $I_{ij}(\cdot)$.

4.3.3 Obtain the Global Maximum Consensus Set of $\mathcal{H}$ and Refine Results

In the correspondence graphs $(G^P, G^Q)$, the reliability $D_\theta(E_{ij}^PQ)_{|F_2}$ and $D_\theta(E_{ij}^PQ)_{|F_2}$ of each correspondence edge $(E_{ij}^P, E_{ij}^Q)$ with its attached nodes $(V_{ij}^P, V_{ij}^Q)$ can be calculated according to the method in Section 4.3.2. By comparing the reliability of each correspondence edge, we select the consensus set $I_{ij}$ of the correspondence edge which has maximum tight reliability as the global maximum consensus set $\bar{I}$ in the reliable set $\mathcal{H} \setminus \{H\}$ (Algorithm 1 (19-24)).

The alignment parameters based on the correspondence edge $(E_{ij}^P, E_{ij}^Q)$ can be obtained with the process of calculating the reliability $D_\theta(E_{ij}^PQ)_{|F_2}$ by selecting the tight constraint function $F_2(E_{ij}^PQ, V_{ij}^PQ)$, but the time complexity is $O(K \log K)$. The time complexity of using the loose function $F_1(E_{ij}^PQ, V_{ij}^Q)$ to calculate $D_\theta(E_{ij}^PQ)_{|F_1}$ is $O(K)$, but it can’t finish the registration. In the process of calculating the reliability of edges, we follow the order of $D_\theta(E_{ij}^PQ)_{|F_1}$ to $D_\theta(E_{ij}^PQ)_{|F_2}$. Since $F_1$ is a more loose constraint function compared to $F_2$, the two reliabilities of one correspondence edge have the following relationship: $D_\theta(E_{ij}^PQ)_{|F_1} > D_\theta(E_{ij}^PQ)_{|F_2}$. To obtain the global maximum consensus set, we need to compare the reliability of each edge. Given two edges $E_{ij}^P$ and $E_{ij}^Q$, if the $D_\theta(E_{ij}^PQ)_{|F_2}$ is greater than $D_\theta(E_{ij}^PQ)_{|F_1}$, we skip the calculation of $D_\theta(E_{ij}^PQ)_{|F_1}$ with higher time complexity and improve the efficiency. Based on this principle, a simple and efficient algorithm is designed for fast comparing the reliability of edges and obtaining the global maximum consensus set of the candidate set $\mathcal{H} \setminus \{H\}$. The detail is shown in Algorithm 1.

Algorithm 1. Maximum Consensus Set Based on Edge Reliability

Input: Corresponding edge set $E = \{(E_{ij}^P, E_{ij}^Q)\}$

(1, i, j = 1, 2, ..., $K$, $k \neq i \neq j$); $E_{ij} = V_i^PV_j^P$, $E_{ij} = V_i^QV_j^Q$;

Node set for each edge pair: $V_{ij}^PQ = \{(V_k^P, V_k^Q)\}_{k=1}^{K}$

Maximum number of correspondences that can be aligned by the same rotation angle $\theta$ in the premise that edges $E_{ij}^P$ and $E_{ij}^Q$ are aligned. $I_{ij}(\cdot)$ is an indicator function with values 0, 1. This is a classical interval stabbing problem in computational geometry [48], and the detailed solution can be found in [35], [37], whose algorithmic time complexity is $O(K \log K)$.

We assign the edge-node affinity matrix $M_2$ based on the value of $I_{ij}(\cdot)$. The reliability of the aligned correspondence edge $E_{ij}^PQ$ subject to the function $F_2(E_{ij}^PQ, V_{ij}^PQ)$ is $D_\theta(E_{ij}^PQ)_{|F_2}$. The maximum consensus set of correspondence computed according to this edge is $I_{ij} = I_{ij}(H^c) \subseteq \mathcal{H}$.

The final point cloud registration parameters obtained based on the correspondence edge $(E_{ij}^P, E_{ij}^Q)$ are:

\[
\begin{align*}
R_{ij} &= R(\theta, E_{ij}^PQ)R_{ij}^PQ \\
T_{ij} &= \frac{1}{H} \sum_{k=1}^{K} I_{ij}(k - R_{ij}q_k)
\end{align*}
\]

(18)

The optimal selection strategy in Section 4.2. may incorrectly remove inliers, especially when the parameter $K$ is set small, so after obtaining the initial alignment parameters $\bar{R}$ and $\bar{T}$ by Algorithm 1, we re-calculate the inliers based on the original corresponding set $\mathcal{H} = \{(p_i, q_i)\}^N_i$ and further optimize the alignment parameters. The source key points in
Fig. 6. The generation of simulation data. (a) Key points in downsampling data, (b) inlier correspondences, (b) 50% outliers are added, (c) 90% outliers are added, and (d) 99% outliers are added.

| Method      | Parameters                                                                 | Implementations                      |
|-------------|-----------------------------------------------------------------------------|--------------------------------------|
| RANSAC      | Subset size: 3; confidence: 0.99; maximum number of iterations: $2 \times 10^3$ | C++ code; Single thread; https://github.com/PointCloudLibrary |
| GC-RANSAC   | Inlier threshold: $5\rho$; spatial coherence weight: 0.1; max iteration number: $1 \times 10^3$ | C++ code; Single thread; https://github.com/danini/graph-cut-ransac |
| FGR         | Annealing rate: 1.4; maximum correspondence distance: $2\rho$; maximum number of iterations: 100 | C++ code; single thread; https://github.com/intel-isl/FastGlobalRegistration |
| Gore        | Lower bound: 0; repeat: true; $\xi = 2\rho$.                                 | C++ code; single thread; https://cs.adelaide.edu.au/aparra/project/gore |
| Teaser++    | Noise bound: $3\rho$; rotation max iterations: 100; rotation gnc factor: 1.4; rotation cost threshold: 0.005 | C++ code; single thread; https://github.com/MIT-SPARK/TEASER-plusplus |
| Clipper     | Sigma: 0.015; epsilon: 0.05.                                                 | MATLAB code; single thread; https://mit-acl.github.io/clipper |
| Our method  | $K = 800$; $\delta = 2\rho$.                                               | C++ code; single thread; https://github.com/WPC-WHU/GROR |

5 EXPERIMENTS AND EVALUATIONS

In the experiments, the proposed algorithm is implemented using C++ code. Both simulations and challenging real-world data are adopted to evaluate the performance of our method.

5.1 Simulations

Testing Setup. In the simulation experiment, we mainly test the performance of our algorithm in outlier removal. As shown in Fig. 6a, firstly, we downsampled the Stanford Bunny point cloud data by setting the resolution $\rho = 0.002$. Then, we extracted $N_{in} = 80$ key points using the ISS method as the source $Q_{in} = \{q_i\}^{N_{in}}_i$. The correspondence target is $P_{in} = \{p_i\}^{N_{in}}_i$, which is obtained by transformation operation: $p_i = (Rq_i + t)$, where $R, t$ are the given transformation parameters, as shown in Fig. 6b. To make the simulation realistic, we add Gaussian noise $N(0, \rho^2)$ to the point set $P_{in}$, obtaining an inlier set $H_{in} = (P_{in}, Q_{in})$. To get outliers, we generate $N_{out}$ random points with the center of the point set $P_{in}$ as the circle center and the diagonal of the bounding box of $P_{in}$ as the radius, and randomly select $N_{out}$ point pairs in $Q_{in}$ and $P_{in}$ to form the outlier set $H_{out} = (P_{out}, Q_{out})$. Finally, we merge $H_{in}$ and $H_{out}$ into the correspondence set $H$, as shown in Figs. 6c, 6d, and 6e. To evaluate the effectiveness and robustness of the algorithm, we add $N_{out} = (50\%, 60\%, 70\%, 80\%, 90\%, 95\%, 96\%, 97\%, 98\%, 99\%)$ for testing, and each test is repeated 100 times. Some baseline as well as state-of-the-art outlier removal methods are selected for comparison, they are RANSAC [14], GC-RANSAC [41], FGR [33], Gore [35], Teaser++ [38], and Clipper [39] respectively. See Table 1 for the setting of algorithm parameters.

First, we evaluate the registration results, adopting widely used quality evaluation metrics: rotation error $\delta_R$ and translation error $\delta_t$ [10]:

\[
\delta_R = \arccos \frac{tr(R(R^T)T) - 1}{2}
\]

Where $R'$ and $t'$ are rotation and translation matrix of reference (ground truth) parameter, $R$ and $t$ are rotation and translation matrix of estimation parameter; $tr(\cdot)$ is the trace of a matrix. $\delta_R$ measures the angular distance between $R'$ and $R$, and $\delta_t$ is the euclidean distance between $t$ and $t'$.

In addition, to evaluate the performance of outlier removal we adopt the metrics in Clipper [39] which calculate the Precision of outlier removal and the Recall rate of inliers. Let $P$ be the number of ground truth inliers, $TP$ is the number of ground truth inliers in the maximum consensus set $I$ which is
obtained by the algorithm, \( FP \) is the number of outliers in \( I \), and the metrics are calculated as follows:

\[
\begin{align*}
\text{Precision} &= \frac{TP}{TP + FP} \\
\text{Recall} &= \frac{TP}{TP + \text{FN}}
\end{align*}
\]  

Finally, we calculate the average time of each test to evaluate the efficiency of the algorithm.

The metrics statistics are shown in Fig. 7. It can be seen from the figure that: 1) The RANSAC and GC-RANSAC perform well when the outlier ratio is less than 0.97, but when the outlier ratio is greater than 0.97, the metrics drop significantly. Because theoretically, they need more than 4 million trials to produce a good sample under 99% outliers [36]. 2) The FGR algorithm has poor performance in Precision and Recall. When the outlier ratio is less than 0.90, the FGR can obtain good rotation and translation performance, which is benefited from its optimization function. However, when the outlier ratio is greater than 0.90, although it still maintains high efficiency, the other four metrics become negative, which may be that the high outlier ratio makes the optimization function fail. 3) The Gore algorithm performs stably, when the outlier ratio is greater than 0.90, the rotation error of Gore is about 1.2”, the translation error is about 0.002. The Precision and Recall rate are all greater than 98%. However, when the outlier ratio is low,
the registration accuracy of the Gore is lower than that of RANSAC and FGR, and it takes 20s to complete the outlier removal and registration when the outlier ratio is greater than 0.99. 4) Teaser++ is an excellent point cloud registration method. It can be seen from Fig. 7 that Teaser++ maintains high registration accuracy and outlier removal performance in the whole experiment. However, when the outlier ratio is greater than 0.99, the whole process is about 8s on average, and the memory occupation is high when there are too many correspondences. 5) Clipper is a data association method with high outlier removal accuracy and inlier recall rate, but its efficiency is greatly reduced when there are more input correspondences.

As can be seen from Fig. 7, when the outlier ratio exceeds 95%, the performance of the proposed GROR is superior to the listed algorithms in rotation error, translation error, precision, and recall rate metrics. In terms of time performance, our algorithm is significantly better than other stable registration or outlier removal methods. The excellent performance of GROR in the simulation experiments could be illustrated by 1) The proposed method based on the node reliability with geometric constraint and the edge reliability theory with alignment constraints makes the average accuracy of outlier removal greater than 99%, which is the best among all the algorithms. 2) The rotation matrix calculated directly by SVD based on exact inliers is more accurate, and thus obtains a more accurate translation vector, while Teaser++ uses a relaxed optimization method to calculate the rotation matrix, which affects the accuracy. 3) The presented optimal selection strategy based on node reliability removes most outliers which greatly reduces the number of correspondences. The edge reliability comparison method

| Dataset | Scene | Scans | Overlap ratios | Points (10^6) | Key points | Correspondence number | Outlier ratio |
|---------|-------|-------|----------------|-------------|------------|-----------------------|---------------|
| ETH     | 1-Arch | 1-2   | 50%            | 23.56-30.90 | 8584-5208  | 9827                  | 98.74%        |
|         | 2-Courtyard | 1-2 | 40%            | 13.32-18.80 | 4045-7546  | 13675                  | 96.27%        |
|         | 3-Facade | 1-2  | 35%            | 25.08-15.25 | 668-1129   | 1614                   | 96.84%        |
|         | 4-Office | 1-2  | 80%            | 10.72-10.71 | 1692-1681  | 3351                   | 97.79%        |
|         | 5-Trees  | 1-2  | 65%            | 19.63-19.92 | 12495-12719| 17523                  | 99.64%        |
| WHU-TLS | 6-Campus | 1-2 | 30%            | 12.44-11.68 | 8745-9991  | 14364                  | 99.07%        |
|         | 7-Excavation | 1-2 | 30%            | 40.01-39.65 | 893-3815   | 3123                   | 97.37%        |
|         | 8-Heritage | 1-2 | 70%            | 31.48-28.50 | 4972-3619  | 5706                   | 97.32%        |
|         | 9-Mountain | 1-2 | 85%            | 37.46-36.82 | 4804-4662  | 10838                  | 93.84%        |
|         | 10-Park   | 1-2  | 50%            | 5.66-5.07   | 2706-3096  | 4350                   | 98.85%        |
|         | 11-Railway | 1-2 | 60%            | 6.16-5.06   | 1619-3061  | 3894                   | 99.26%        |
|         | 12-Residence | 1-2 | 60%            | 5.56-7.36   | 3651-2299  | 4049                   | 99.04%        |
|         | 13-Riverbank | 1-2 | 80%            | 14.64-14.98 | 12719-12406| 15564                  | 99.70%        |
|         | 14-Subway | 1-3  | 65%            | 38.22-38.97 | 373-368    | 560                    | 97.50%        |
|         | 15-Tunnel | 1-2  | 80%            | 22.36-22.42 | 910-722    | 1482                   | 97.03%        |

| Method       | Parameters | Implementations |
|--------------|------------|-----------------|
| RANSAC       | Subset size: 3; confidence: 0.99; maximum number of iterations: 2 × 10^3; inlier threshold: 2ρ. | C++ code; Single thread; https://github.com/PointCloudLibrary |
| GC-RANSAC    | Inlier threshold: 3.0; confidence: 0.99; spatial coherence weight: 0.1; max iteration number: 1 × 10^5. | C++ code; Single thread; https://github.com/danini/graph-cut-ransac |
| K4PCS        | Delta: 2ρ; score threshold: 0.001. | C++ code; Multiple thread; https://github.com/PointCloudLibrary |
| FGR          | Annealing rate: 1.4; maximum correspondence distance: 2ρ; maximum number of iterations: 100. | C++ code; Single thread; https://github.com/intel-isl/FastGlobalRegistration |
| Gore         | Lower bound: 0; repeat: false; ξ = 2ρ. | C++ code; Single thread; https://cs.adelaide.edu.au/aparra/project/gore/ |
| Teaser++     | Noise bound: 3ρ; rotation max iterations: 100; rotation gnc factor: 1.4; rotation cost threshold: 0.005. | C++ code; Single thread; https://github.com/MIT-SPARK/TEASER-plusplus |
| FMP+BNB      | ε = 2ρ. | C++ code; Single thread; https://github.com/ZhipengCai/ |
| Proposed     | K = 800; δ = 2ρ. | C++ code; Single thread; https://github.com/WPC-WHU/GROR |
combining the loose and the tight constraint function could effectively reduce the high time-consuming operations.

5.2 Challenging Real-World Data
In order to evaluate the performance of the proposed algorithm on real-world data, two datasets are selected for the experiment. One is the classical point cloud registration benchmark data: ETH dataset [49], which contains five scenes: Arch, Courtyard, Facade, Office, and Trees. Another is WHU-TLS BENCHMARK [50], it contains 10 different scenes (subway station, high-speed railway platform, mountain, park, campus, residence, riverbank, heritage building, underground excavation, and tunnel) with varying point density, clutter, and occlusion. Completing the registration task of these 15 data sets is challenging. Since our algorithm is a pair-
wise registration algorithm, the first and second scans of each scene from two data sets are chosen for the experiment to ensure generality. The details of each data set are shown in Table 2.

In the challenging real-world experiment, we mainly test the performance of our algorithm in registration, so the rotation error $d_R$, the translation error $d_t$, and running time are selected to evaluate the performance. The RANSAC [14] and GC-RANSAC [41], a classical geometric constraint-based registration method K4PCS [51], FGR [33], Gore [35], Teaser++ [38], and a 4-DOF based method FMP+BNB [37] are selected for comparison. The resolution of the down-sampling for the ETH dataset is set to $\rho = 0.1m$ and the WHU-TLS benchmark is set to $\rho = 0.2m$ due to its large-scale data number. The detailed settings of the compared algorithms in the real-world experiment are shown in Table 3.

Fig. 8 shows the registration results of all algorithms. Visually, seven scenes (Office, Trees, Campus, Park, Railway, Riverbank, and Subway) failed to be aligned by RANSAC, GC-RANSAC performs slightly better and there are four scenes (Trees, Railway, Riverbank, and Subway) aligned not exactly. K4PCS performs poorly, with large rotation or translation errors on the Arch, Excavation, Heritage, Park, and Railway. Gore and Teaser++ failed to complete the alignment of the Subway. FMP+BNB produces a large translation error when aligning the Railway data. Our algorithm (GROR) completed the alignment for all 15 data sets effectively, which demonstrates its robustness.

**TABLE 4**
Comparison of the Rotation Error $d_R$ (DEG) for Eight Registration Methods in 15 Scenes

| Method    | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   |
|-----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| RANSAC    | 0.079| 0    | 0.088| 179.1| 13.78| 90.00| 0.056| 0    | 0.048| 42.37| 58.13| 6.915| 16.70| 90.00| 0.692|
| GC-RANSAC | 0.217| 0.069| 0.271| 1.194| 5.955| 0.849| 0.745| 0.808| 0.202| 0.781| 0.455| 1.399| 168.7| 5.225| 5.465|
| K4PCS     | 4.700| 0.631| 2.782| 0.776| 2.189| 1.444| 41.52| 174.6| 0.119| 179.0| 16.90| 0.759| 0.220| 1.260| 1.313|
| FGR       | 0.097| 0.048| 0.291| 0.407| 127.0| 167.9| 86.78| 0.048| 0.056| 0.217| 0.739| 0.110| 19.72| 8.238| 179.3|
| Gore      | 0.137| 0.056| 0.338| 0.193| 0.088| 0.084| 0.748| 0.097| 0.088| 0.290| 0.112| 0.108| 0.112| 9.305| 1.669|
| Teaser++  | 0.427| 0.063| 0.236| 1.402| 0.384| 0.188| 0.281| 0.108| 0.056| 0.619| 0.714| 0.500| 0.253| 1.735| 0.659|
| FMP+BNB   | 0.040| 0.040| 0.101| 0.400| 0.125| 0.137| 0.063| 0.523| 0.056| 2.510| 0    | 0.048| 0    | 0.293| 0.293|
| Proposed  | 0.056| 0    | 0.175| 0.325| 0.125| 0.148| 0.079| 0    | 0.048| 0.329| 0.055| 0.227| 0.084| 0.496| 0.101|

Fig. 9. Quantitative evaluation results for 15 data sets (a) Box-plot of rotation error, (b) Box-plot of translation error, and (c) running time.
To quantitatively evaluate the registration effect, we counted the rotation error \( \delta_R \) and translation error \( \delta_t \): Table 5 and Fig. 9a, translation error \( \delta_t \): Table 5 and Fig. 9b, and running time: Table 6 and Fig. 9c. The RANSAC, GC-RANSAC, K4PCS, and FGR algorithms are based on random sample consensus, and their registration results are unstable. From the quantitative evaluation results, we can see that 1) the registration performance of K4PCS is worse, the rotation error of 10 sets of data is more than 1°, and the translation error of 9 sets of data is more than 1m. 2) The FGR algorithm is very efficient, but it is also very easy to fail when the outlier ratio is high or the registration scene is complex. There are 7 groups of data with rotation error of more than 1°, and 8 groups of data with translation error of more than 1m. 3) The performance of the RANSAC is unstable, a total of 7 scene data were not correctly registered. Especially when the outlier ratio exceeds 99%, the RANSAC is difficult to complete the registration task within the given iterations, and the time consuming to complete these iterations is at least an order of magnitude longer than our method GROR. 4) The performance of GC-RANSAC is more stable and faster than RANSAC, which can be seen from Fig. 9a. However, it is still unsatisfactory in our 3D registration task. 5) The registration result of the Gore algorithm is favorable, the alignment error of three data (Excavation, Subway, Tunnel) is more than 1° (\( \delta_R \)) or 1m (\( \delta_t \)), but the algorithm was not efficient overall, even when the number of correspondences is few or the outlier ratio is low. 6) The Teaser++ algorithm is capable of aligning most scenes, but the overall alignment accuracy is lower than Gore, FMP+BNN, and GROR, and the computation time increases significantly when the number of correspondences is large. 7) The FMP+BNN algorithm performs very well in real-world data, with low registration error overall, but it produces a 2.510° rotation error and a large translation error of 50.61m in Railway data. Moreover, FMP+BNN has high computational efficiency, but the computation time increases when the number of correspondences is large. In addition, FMP+BNN is a 4-DOF registration algorithm and cannot accomplish 6-DOF alignment, which is why we did not show it in the simulation experiment.

Finally, our algorithm GROR has a high translation and rotation registration accuracy, which is as good as FMP+BNN in the overall view, and our algorithm does not produce extreme errors, only a translation error of 3.636m appears in the Subway data. In the real-world data experiment, the
biggest advantage of our algorithm is its efficiency. GROR can effectively complete the registration of all data and the efficiency of outlier removal for each data is higher than that of the state-of-the-art (Gore, Teaser++, and FMP+BNB), which benefits from our outlier removal strategy based on the reliability of the correspondence graph.

5.3 Comparison With Learning Baseline

To further evaluate our algorithm, we selected three learning-based methods 3DRegNet [52], DGR [53], and PointDSC [54] as the baseline for comparison. Following PointDSC, 1623 pairs of point cloud fragments from eight test scenarios in 3DMatch [55] are selected as experimental data. Since our method mainly focuses on the robust matching outlier removal instead of the point feature extraction process, we directly used the key points and features provided by PointDSC as input for GROR. Six generic evaluation metrics in learning-based methods are used for evaluation: (1) Rotation Error (RE), (2) Translation Error (TE), (3) Registration Recall (RR), the percentage of successful registration whose RE < 15° and TE < 30 cm, (4) Inlier Precision (IP), (5) Inlier Recall (IR), and (6) F1 = 2×IP×IR/IP+IR.

Since the performance of the registration algorithm based on outlier removal is affected by the correspondence matching results, we chose the learning-based descriptor FCGF and the traditional hand-crafted descriptor FPFH for testing respectively. The results are reported in Table 7. When combined with FCGF, our GROR achieves 92.6% in RR metric which is slightly lower than PointDSC with 93.28%, but the F1 metric is higher than PointDSC which reflects the comprehensive performance of IP and IR, overall, the performance of GROR is close to PointDSC and better than 3DRegNet and DGR. When combined with traditional FPFH descriptors, our GROR achieves state-of-the-art performance with RR=80.78%, IP=72.54%, and IR=76.08% which are obviously higher than those compared learning-based methods. It indicates that GROR relies less on descriptor capabilities than other methods and has a better practical ability.

The 3DLoMatch dataset that contains 10~30% partial overlapping scene pairs is often used to evaluate the performance of learning methods under low-overlapping scenarios. We also conduct an experiment on 3DLoMatch and compared GROR with state-of-the-art baseline Predator [56] and PointDSC [54]. The results are reported in Table 8. Compared with RANSAC and PointDSC, our GROR always achieves the best registration recall combined with Predator, and realized competitive results combined with FCGF descriptor.

In general, compared with the learning baseline, the presented GROR can achieve comparable or even better outlier removal and registration performance. Additionally, due to the fact that GROR does not require additional specific training process and expensive GPU memory, it is enabled to run efficiently on a relatively low-cost device.

5.4 Sensitivity of Parameters

GROR needs two parameters: the optimal selection parameter K and the downsampling parameter ρ. The ETH dataset is used to test the sensitivity of the parameter K. We keep ρ = 0.1, K ∈ [0.01, 0.12] and the interval is 0.1. The rotation and translation errors and running time evaluated by GROR at each K is counted in Figs. 10a, 10b, and 10c. It can be seen that all the rotation and translation errors are less than 1° and 0.1m. When K ≥ 800, the rotation and translation errors tend to be stable. In terms of time performance, the running time increases slightly with the increase of K. So our algorithm is not sensitive to K parameters. The parameter K is set in the Optimal Selection Strategy (OSS) which is used to select top K reliable correspondence and improve the efficiency of the algorithm. An ablation experiment is conducted to evaluate the effect of the parameter K. Three test data: Facade, Heritage, and Trees-with different scales correspondence numbers (CN) are selected. The experimental results are shown in Table 9. It can be seen from the table that OSS can effectively reduce the running time of the algorithm, and its effect is more obvious when there are more correspondences to be checked. Another ablation experiment results about the combination of two constraint functions (only TCF and LCF+TCF) are also recorded in Table 9. From the results, it can be seen that the running time by adding the loose constraint function is reduced significantly compared with using only tight constraint. The outlier removal strategy designed in this paper (OSS+LCF+TCF) has the highest time performance and good registration accuracy.

Generally, setting the downsampling parameter ρ to 0.1m can obtain a good registration result for real-world data, but for larger-scale scene data such as WHU, it will produce a large number of correspondences, which will affect the performance of the algorithm. Therefore, in Section 5.2, we set ρ to 0.2m to enable all methods to complete the registration task within a comparable time frame. To test the sensitivity of ρ, K is kept at 800 and ρ ∈ [0.1, 0.5] with an interval of 0.1m. The rotation and translation errors and running times are counted in Figs. 10d, 10e, and 10f. It can be seen that the parameter ρ has an impact on registration accuracy. On the whole, the registration accuracy will decrease with the increase of parameter ρ, but at the same time, there is a significant increase in the time performance.
Meanwhile, the parameter $\rho$ can be set according to the scene scale, the data with a large-scale scenario need a larger $\rho$, and the small-scale scenario needs a smaller $\rho$. The parameter $\rho$ affects the results of feature extraction and correspondence matching. Generally, all registration algorithms based on correspondence removal will be affected by the matching results.

The inlier threshold $\delta$ also plays an important role in our method. It is essential to discuss it independently. We keep $K = 800$ and downsample parameter $\rho = 0.2m$, then change $\delta = \{1, 2, 3, 4, 5\} \rho$ respectively. The results are shown in Figs. 10g, 10h, and 10i. From the results, the inlier threshold $\delta$ also affects the result but it is insensitive, all rotation errors are less than 1° even if we set $\delta = 5\rho$, and translation errors are less than 1m, except for Excavation data whose $\delta_1 > 1m$ when $\delta \geq 3\rho$.

6 Conclusion

In this article, a new outlier removal strategy based on the reliability of correspondence graph for fast point cloud registration is proposed. The algorithm defines the concept of matching reliability of nodes and edges, designs the optimal candidate selection strategy according to the node reliability, and designs an algorithm for obtaining the global maximum consensus set according to the edge reliability, which can effectively and robustly remove outliers from a given correspondence, even if the outlier ratio exceeds 99%. The 6-DOF transformation parameters of the pair-wise point cloud are calculated according to the accurate correspondences. The proposed algorithm is tested on simulation and real-world data respectively and compared with the classical baseline and state-of-the-art. The simulation experiments show that when the outlier ratio exceeds 95%, the proposed algorithm has obvious advantages in the robustness of outlier removal. The real-world data experimental results show that the proposed method can complete the registration of all 15 test data. Compared with the classical registration algorithm, it has better scene practicability and is obviously better than the state-of-the-art in efficiency performance. Our method focuses on 6-DOF alignment, in future work, we will add a scale estimation module for multi-source point clouds registration (7-DOF).
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