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Abstract In this paper we introduce the multi-phase version of the so-called Quadrature Domains (QD), which refers to a generalized type of mean value property for harmonic functions. The well-established and developed theory of one-phase QD was recently generalized to a two-phase version, by one of the current authors (in collaboration). Here we introduce the concept of the multi-phase version of the problem, and prove existence as well as several properties of such solutions. In particular, we discuss possibilities of multi-junction points.
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1 Introduction

A Quadrature domain is a domain that admits a quadrature identity with respect to a given measure, and a class of functions. The most simple example is any ball in \( \mathbb{R}^N \) \((N \geq 2)\),
which admits the mean-value property for harmonic functions. Here the measure is an appropriate constant multiple of Dirac mass at the center of the ball

$$\int_{B_r(x^0)} h(x) \, dx = \langle h, c_{N,r} \delta_{x^0} \rangle = c_{N,r} h(x^0) \quad \forall \ h \in H^1(L^1(B_r(x^0))),$$

where $c_{N,r}$ is the volume of the ball $B_r$, and $H^1(L^1(B_r(x^0)))$ denotes the class of integrable harmonic functions over $B_r(x^0) := \{ |x - x^0| < r \}$.

More generally, suppose that we are given a finite, non-negative measure $\mu$ with compact support in $\mathbb{R}^N$, and we want to find a domain $\Omega \supset \text{supp}(\mu)$ such that

$$\int_{\Omega} h \, dx = (\geq) \int h \, d\mu, \quad (1)$$

for all harmonic (subharmonic) integrable functions $h$ over the set $\Omega$. There is vast literature on the topic, which has many connection to diverse areas of analysis. We refer to [12] and references therein for further background, as well as its connection to other problems.

The concept of two-phase quadrature domain was introduced by one of the current authors (with collaborators) in [5], and was further developed in [1, 8, 17]. The interested reader is also referred to the survey [9], for the recent advances in quadrature domain theory.

**Definition 1** (Two-phase QD) Suppose we are given constants $\lambda_{\pm} > 0$, bounded non-negative measures $\mu_{\pm}$, and disjoint domains $\Omega_{\pm}$ such that $\text{supp}(\mu_{\pm}) \subset \Omega_{\pm}$. If for every integrable harmonic function $h$ on $\Omega_+ \cup \Omega_-$, that also has continuous extension to $\partial \Omega_+ \cap \partial \Omega_-$, the following integral identity holds: $^1$

$$\int_{\Omega_+} \lambda_+ h \, dx - \int_{\Omega_-} \lambda_- h \, dx = (\geq) \int h (\mu_+ - \mu_-), \quad (2)$$

then we call $\Omega = \Omega_+ \cup \Omega_-$ a Two-phase quadrature domain with respect to $\mu_{\pm}$, and $\lambda_{\pm}$.

It is more convenient to reformulate the problem in terms of partial differential equation, by using the fundamental solution as the integrand $h$ above that results in the following PDE formulation: The integral identity (2) is equivalent with the existence of solutions to the following problem (see [5, 8]):

$$\begin{cases}
\Delta u = (\lambda_+ \chi_{\Omega_+} - \lambda_- \chi_{\Omega_-}) - (\mu_+ - \mu_-) & \text{in } \mathbb{R}^N, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega, \end{cases} \quad (3)$$

where $\chi_A$ stands for the characteristic function of the set $A$.

Examples of non-trivial two-phase QD are not easily found. One example can be given by solving the one-phase version of the PDE in Eq. 3, for a measure $\mu_+$, inside a half-space $\Pi_{v,a} = \{ x \cdot v > a \}$, with zero boundary values on the plane $\partial \Pi_{v,a}$, and then consider an odd reflection of this solution, which will then produce a two-phase QD for $\mu_+$, and $\mu_-$, where the latter is an (even) reflection of $\mu_+$ in the same plane.

Although there are yet many unanswered questions concerning two-phase QD, we shall mostly focus on multi-phase version of this problem, and only in Section 3, discuss some geometric results for the two-phase case. Also, from time to time we shall need a few known results from both one- and two-phase problems that we shall invoke when needed.

---

1For an inequality as in Eq. 1, one needs to assume that $\pm h\chi_{\Omega_A}$ is subharmonic.
2 Multi-Phase Version

2.1 The Model Equation

We shall now consider a generalization of the two-phase version, by allowing several phases. To do so, we have to more carefully look into the structure of a two-phase QD, across the common free boundary, and also the one-phase part of the free boundary. It seems easier to do this from the PDE formulation (3).

The setting of the problem in terms of partial differential equation is as follows: Given are \( m \) positive measures \( \mu_i \) and constants \( \lambda_i, (i = 1, \ldots, m) \). We want to find functions \( u_i \geq 0, (i = 1, \ldots, m) \), with \( \Omega_i \cap \Omega_j = \emptyset (i \neq j \text{ and } \Omega_i = \{ u_i > 0 \}) \) and such that

\[
\Delta(u_i - u_j) = (\lambda_i \chi_{\Omega_i} - \lambda_j \chi_{\Omega_j}) - (\mu_i - \mu_j) \text{ in } \mathbb{R}^N \setminus \bigcup_{k \neq i, j} \Omega_k. \tag{4}
\]

This, in other words, means that for each pair \((i, j)\) with \(i \neq j\) the function \(u_i - u_j\) solves a two-phase problem outside the union of the supports of the other functions.

Although there are numerical constructions of the multi-phase quadrature domains for some particular cases (see [2]), the general existence, uniqueness, and stability of such domains so far has been untouched.

2.2 The Minimizing Functional

In this section we consider certain minimization problem motivated by the recent work [4]. In [4] the authors consider a class of stationary states for reaction-diffusion systems of \( k \geq 3 \) densities having disjoint supports. This problem is arising in population dynamics and turns out to be very useful in studying the problems in potential theory.

We start with the definition of the minimization sets \( K \) and \( S \). Define

\[
K = \{(u_1, u_2, \ldots, u_m) \in (W^{1,2}_0(\mathbb{R}^N))^m, \text{ s.t. } u_i \geq 0, \text{ for all } i = 1, \cdots, m\},
\]

and

\[
S = \{(u_1, u_2, \ldots, u_m) \in (W^{1,2}_0(\mathbb{R}^N))^m, \text{ s.t. } u_i \geq 0, \text{ and } u_i \cdot u_j = 0, \text{ for all } i \neq j\}.
\]

Obviously we have \( S \subset K \). Next we define

\[
J(u_1, \ldots, u_m) = \sum_{i=1}^{m} \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u_i|^2 - f_i \cdot u_i \right) dx, \tag{5}
\]

where each function \( f_i \) satisfies the following condition.

**Condition A:** (see [11]):

\[
\left\{
\begin{array}{l}
\text{For all } i = 1, \cdots, m \text{ we have } f_i \in L^\infty(\mathbb{R}^N), \text{ supp}(f_i^+) \text{ is compact;} \\
\text{ } \quad f_i \leq \text{const.} < 0 \text{ holds outside a compact set.}
\end{array}
\right. \tag{6}
\]

**Remark 1** Note that for studying the existence of minimizers to Eq. 5 one could assume more general conditions on \( f_i \) rather than only those in Condition A. E.g., one may let \( f_i^- \) to approach zero with reasonable speed as \( x \) tends to infinity, and still have minimizers with compact support.
We need the following lemma.

**Lemma 1** Let all $f_i(x)$ satisfy Condition A. Then $J(u_1, u_2, \ldots, u_m)$ is bounded from below and its unique infimum $(v_1, v_2, \ldots, v_m)$ is attained over the set $K$. Moreover, each component $v_i$ is a unique minimizer to the functional

$$j_i(U) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U|^2 - f_i \cdot U \right) \, dx,$$

over the convex set

$$K_0 = \{ U \in W_0^{1,2}(\mathbb{R}^N), \text{ s.t. } U \geq 0 \}.$$

**Proof** Observe that $K$ is a closed set, and $J(u_1, u_2, \ldots, u_m)$ is lower semi-continuous. Assume $||f_i||_{\infty} \leq c_i$, for all $i = 1, \cdots, m$. According to Condition A there exist balls $B_{R_i}(0)$ such that

$$J(u_1, u_2, \ldots, u_m) \geq \sum_{i=1}^m \int_{\mathbb{R}^N} \frac{1}{2} |\nabla u_i|^2 \, dx - \sum_{i=1}^m \int_{B_{R_i}(0)} f_i \cdot u_i \, dx$$

$$\geq \sum_{i=1}^m \int_{B_{R_i}(0)} \frac{1}{2} |\nabla u_i|^2 \, dx - \sum_{i=1}^m \int_{B_{R_i}(0)} |f_i| \cdot u_i \, dx$$

$$\geq \frac{1}{2} \sum_{i=1}^m \left( ||u_i||_{L^2(B_{R_i}(0))}^2 - 2c_i p_i ||\nabla u_i||_{L^2(B_{R_i}(0))} \right) \geq \sum_{i=1}^m \frac{-(c_i p_i)^2}{2}.$$

Here for each component $u_i$ we have used Poincare’s inequality

$$||u_i||_{L^2(B_{R_i}(0))} \leq p_i ||\nabla u_i||_{L^2(B_{R_i}(0))},$$

where the positive constants $p_i$ depend only on the given balls $B_{R_i}(0)$. Thus $J$ is bounded from below, and by lower semi-continuity $J$ attains it’s infimum in $K$. It is easy to see that $J(u_1, u_2, \ldots, u_m)$ is a strictly convex functional. It is well-known that there exists a unique minimizer $(v_1, v_2, \ldots, v_m)$ in $K_0$, when $K$ is closed and convex set.

Now, we turn to the second part of the lemma. Indeed, using the previous argument we can deduce that the functional

$$j_i(U) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U|^2 - f_i \cdot U \right) \, dx,$$

is coercive and strictly convex, therefore has a unique minimizer in the closed and convex set $K_0$. Thus the only thing we have to prove is that for every $i$, the corresponding component $v_i$ is a minimizer to Eq. 7. To this end we fix an index $i_0$, and assume $U_{i_0} \in K_0$ is a unique minimizer to Eq. 7. Apparently, we have

$$(v_1, v_2, \ldots, v_{i_0-1}, U_{i_0}, v_{i_0+1}, \ldots, v_m) \in K.$$

Thus,

$$J(v_1, v_2, \ldots, v_{i_0-1}, U_{i_0}, v_{i_0+1}, \ldots, v_m) \geq J(v_1, v_2, \ldots, v_m),$$

which implies

$$\int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U_{i_0}|^2 - f_{i_0} \cdot U_{i_0} \right) \, dx \geq \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla v_{i_0}|^2 - f_{i_0} \cdot v_{i_0} \right) \, dx.$$
According to the definition of the functional (7), we can write the last inequality in the following form:

\[ j_{i_0}(U_{i_0}) \geq j_{i_0}(v_{i_0}). \]

But we know that \( U_{i_0} \) is a unique minimizer to Eq. 7, and \( v_{i_0} \in K_0 \). Thus, we have \( v_{i_0} = U_{i_0} \), and this completes the proof of the lemma.

Now we are ready to prove the main result of this section.

**Theorem 1** Let \( f_i(x) \) satisfy Condition A. Then \( J(u_1, u_2, \ldots, u_m) \) has at least one minimizer \((\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)\) in \( S \), and also all minimizers have compact support. Moreover, the following inclusion of supports holds: For any minimizer \((\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)\) of \( J \) over \( S \), and (the unique) minimizer \((v_1, v_2, \ldots, v_m)\) of \( J \) over \( K \), we have

\[ \text{supp}(\tilde{u}_i) \subseteq \text{supp}(v_i), \quad i = 1, \ldots, m. \]  

**(8)**

**Proof** From Lemma 1 we know that the functional \( J(u_1, u_2, \ldots, u_m) \) is lower semi-continuous, coercive and convex. Since the set \( S \) is closed, then the existence of a minimizer follows from standard arguments of calculus of variations. Note that the minimizer is not necessarily unique. Assume that \((\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)\) is one of the minimizers.

For simplicity, we make the following notations:

\[
\begin{align*}
\tilde{U} &\equiv (\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m), \quad V \equiv (v_1, v_2, \ldots, v_m), \\
\min(\tilde{U}, V) &\equiv (\min(\tilde{u}_1, v_1), \min(\tilde{u}_2, v_2), \ldots, \min(\tilde{u}_m, v_m)), \\
\max(\tilde{U}, V) &\equiv (\max(\tilde{u}_1, v_1), \max(\tilde{u}_2, v_2), \ldots, \max(\tilde{u}_m, v_m)).
\end{align*}
\]

To see the ordering of the supports (Eq. 8) for every \( i \) we write the following identities, which are easy to verify:

\[ \min(\tilde{u}_i, v_i) + \max(\tilde{u}_i, v_i) = \tilde{u}_i + v_i, \]

and

\[ \int_{\mathbb{R}^n} \left( |\nabla \min(\tilde{u}_i, v_i)|^2 + |\nabla \max(\tilde{u}_i, v_i)|^2 \right) dx = \int_{\mathbb{R}^n} \left( |\nabla \tilde{u}_i|^2 + |\nabla v_i|^2 \right) dx. \]

Thus, above identities lead us to the following equation

\[ J(\min(\tilde{U}, V)) + J(\max(\tilde{U}, V)) = J(\tilde{U}) + J(V). \]

Since \( \tilde{U} \in S \) and \( V \in K \), then \( \min(\tilde{U}, V) \in S \). Therefore

\[ J(\min(\tilde{U}, V)) \geq J(\tilde{U}), \]

which implies

\[ J(\max(\tilde{U}, V)) \leq J(V). \]

Observe that \( \max(\tilde{U}, V) \in K \) and \( V \equiv (v_1, v_2, \ldots, v_m) \) is a unique minimizer to \( J(u_1, u_2, \ldots, u_m) \) in \( K \). Hence,

\[ \max(\tilde{U}, V) = V, \]

which is equivalent to

\[ (\max(\tilde{u}_1, v_1), \max(\tilde{u}_2, v_2), \ldots, \max(\tilde{u}_m, v_m)) = (v_1, v_2, \ldots, v_m), \]

therefore \( \max(\tilde{u}_i, v_i) = v_i \), for all \( i = 1, \ldots, m \). Thus \( \tilde{u}_i \leq v_i \), which leads to

\[ \text{supp}(\tilde{u}_i) \subseteq \text{supp}(v_i) \]
for all $i = 1, \ldots, m$. Due to Lemma 1, every component $v_i$ is a minimizer to the functional $j_i(U)$ in the set $K_0$. For this type of functionals and under more general setting it has been proved (see [11, Theorem 1.4]) that all minimizers have support in a fixed compact set. Thus, $supp(v_i)$ is compact, which in turn yields the compactness of $supp(\bar{u}_i)$, for all $i = 1, \ldots, m$. This completes the proof of the theorem. □

2.3 Special case $m = 2$

The minimization problem we are considering is regarded as a multi-phase free boundary problem. Thus, for the case $m = 2$, it would be natural to expect that the minimization of functional (5) over the set $S$ is somehow related to the two-phase version considered in [5]. For the readers’ convenience we recall the problem discussed in [5]. The authors considered the following functional

$$J_{RN}(u) = \int_{\mathbb{R}^N} \left\{ \frac{1}{2} |\nabla u|^2 - f(x) \max(u, 0) - h(x) \min(u, 0) \right\} \, dx,$$

where $f$ and $-h$ satisfy Condition A, and the minimization is taken over the set $W^{1,2}_0(\mathbb{R}^N)$. Using convexity and coercivity they obtain the existence of the minimizer $u$. In this regard, the minimization functional for our case reads:

$$J(u_1, u_2) = \sum_{i=1}^2 \int_{\mathbb{R}^N} \left\{ \frac{1}{2} |\nabla u_i|^2 - f_i \cdot u_i \right\} \, dx,$$

where $f_1 = f$ and $f_2 = -h$. The minimization set for the case $m = 2$ will be:

$$S = \{ (u_1, u_2) \in (W^{1,2}_0(\mathbb{R}^N))^2, \text{ s.t. } u_i \geq 0, \text{ and } u_1 \cdot u_2 = 0 \}.$$

The connection between these two minimization problems is presented in the next theorem.

**Theorem 2** Let $\bar{u}$ be a minimizer to the functional $\tilde{J}_{RN}(u)$ over the set $W^{1,2}_0(\mathbb{R}^N)$. Then $(\max(\bar{u}, 0), -\min(\bar{u}, 0))$ is a minimizer to the functional $J(u_1, u_2)$ over the set $S$. Conversely, if $(\bar{u}_1, \bar{u}_2)$ is a minimizer to the functional $J(u_1, u_2)$ over the set $S$, then $\bar{u}_1 - \bar{u}_2$ is a minimizer to the functional $\tilde{J}_{RN}(u)$ over the set $W^{1,2}_0(\mathbb{R}^N)$.

**Proof** It is apparent that $(\max(\bar{u}, 0), -\min(\bar{u}, 0)) \in S$. We have

$$J(\max(\bar{u}, 0), -\min(\bar{u}, 0)) = \int_{\mathbb{R}^N} \left\{ \frac{1}{2} |\nabla \bar{u}|^2 - f(x) \max(\bar{u}, 0) - h(x) \min(\bar{u}, 0) \right\} \, dx = \tilde{J}_{RN}(\bar{u}).$$

Now, for every $(w_1, w_2) \in S$ we consider $w = w_1 - w_2 \in W^{1,2}_0(\mathbb{R}^N)$. Due to $w_1 \cdot w_2 = 0$ we have $w_1 = \max(w_1 - w_2, 0)$ and $w_2 = -\min(w_1 - w_2, 0)$. Then,

$$\tilde{J}_{RN}(\bar{u}) \leq \tilde{J}_{RN}(w_1 - w_2) = \int_{\mathbb{R}^N} \left\{ \frac{1}{2} |\nabla w|^2 - f(x) \max(w_1 - w_2, 0) - h(x) \min(w_1 - w_2, 0) \right\} \, dx$$

$$= \int_{\mathbb{R}^N} \left( \frac{|\nabla w_1|^2}{2} + \frac{|\nabla w_2|^2}{2} - f(x)w_1 + h(x)w_2 \right) \, dx,$$

$$= J(w_1, w_2).$$
Thus, \[ J(\max(\tilde{u}, 0), -\min(\tilde{u}, 0)) = \tilde{J}_{R^N}(\tilde{u}) \leq J(w_1, w_2), \]
for every \((w_1, w_2) \in S\). Hence, \((\max(\tilde{u}, 0), -\min(\tilde{u}, 0))\) is a minimizer to the functional \(J(u_1, u_2)\).

Suppose \((\tilde{u}_1, \tilde{u}_2)\) is a minimizer to the functional \(9\) subject to \(S\). We take arbitrary \(w \in W^{1,2}_0(\mathbb{R}^N), \) it is clear that \((\max(w, 0), -\min(w, 0)) \in S\). Thus, following the same steps of the above computation, yields
\[
\tilde{J}_{R^N}(\tilde{u}_1 - \tilde{u}_2) = J(\tilde{u}_1, \tilde{u}_2) \leq J(\max(w, 0), -\min(w, 0)) = \tilde{J}_{R^N}(w).
\]
Therefore \((\tilde{u}_1 - \tilde{u}_2)\) is a minimizer of the functional \(\tilde{J}_{R^N}(u)\). This completes the proof of the Theorem.

\[\square\]

**Remark 2** In [5, Section 2] the authors define \(U_+\) and \(U_-\) to be the minimizers of functionals \(J_+(u)\) and \(J_-(u)\), respectively. Here, for the case \(\Omega = \mathbb{R}^N\), the corresponding functionals are:
\[
J_+(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - f(x) \cdot \max(u, 0) \right) dx,
\]
and
\[
J_-(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - h(x) \cdot \min(u, 0) \right) dx.
\]
According to Theorem 2 we have \(v_1 \equiv U_+\) and \(v_2 \equiv -U_-\), where \(v_i\) is a unique minimizer to the functional \(j_i(U)\) defined in Lemma 1. Thus, we obviously see that the embedding obtained in Theorem 1 is the same as in [5, Theorem 2.1].

We shall now discuss some geometric properties of two-phase case. Indeed, minimizers to our functional, in the case of one phase problem seem to inherit geometric features that the data enjoys, see [11]. We shall apply the so-called moving plane method to the two-phase problem, to obtain geometric properties of minimizers, that are inherited from data. The technique seems to fail to be applied to the multi-phase case, due to the simple fact that the class \(S\) is not closed under the operation \(\max(\tilde{u}_1, \tilde{u}_2)\). Therefore we only consider the two-phase problem in this section. Consider a fixed unit vector \(n \in \mathbb{R}^N\), and for \(t \in \mathbb{R}\) set
\[
T_t = T_{t,n} = \{x \cdot n = t\}, \quad T_t^- = T_{t,n}^- = \{x \cdot n < t\}, \quad \text{and} \quad T_t^+ = T_{t,n}^+ = \{x \cdot n > t\}.
\]
For \(x \in \mathbb{R}^N\) let \(x^t\) be a reflected point with respect to \(T_t\). We also set \(\varphi^t(x) \equiv \varphi(x^t)\), for a function \(\varphi\). If \(\Omega \subset \mathbb{R}^N\) we define
\[
\Omega_t = \Omega \cap T_t^+ \quad \text{and} \quad \bar{\Omega}_t = \{x^t \text{ s.t. } x \in \Omega_t\}.
\]
The following simple lemma will be used in the next theorem

**Lemma 2** ([7]) If \(\Phi(t)\) is a nondecreasing function of \(t \in \mathbb{R}\), and \(h_1, h_2\) are \(L^\infty\) functions such that \(h_1(x) \leq h_2(x)\). Then the following inequality holds:
\[
\int (h_1 \Phi(z_1) + h_2 \Phi(z_2)) \, dx \leq \int (h_1 \Phi(\min(z_1, z_2)) + h_2 \Phi(\max(z_1, z_2))) \, dx.
\]

**Theorem 3** Let \(f_1\), and \(f_2\) satisfy Condition A and moreover that for some unit vector \(n \in \mathbb{R}^N\), and some \(t_0 \in \mathbb{R}\) we have
\[
f_1(x) \leq f_1^t(x), \quad f_2(x) \geq f_2^t(x) \quad \text{in} \quad T_t^+,
\]

for all \( t \geq t_0 \). Then for every minimizer \((\bar{u}_1, \bar{u}_2) \in S\), we have

\[
\bar{u}_1 - \bar{u}_2 \leq \bar{u}_1' - \bar{u}_2' \text{ in } \Omega_t \text{ for all } t \geq t_0.
\]

\( \bar{\Omega}_t \subset \Omega \) for all \( t \geq t_0 \).

**Proof** We set

\[
v' = \begin{cases}
\min(\bar{u}_1 - \bar{u}_2, \bar{u}_1' - \bar{u}_2'), & \text{in } T_t^+; \\
\max(\bar{u}_1 - \bar{u}_2, \bar{u}_1' - \bar{u}_2'), & \text{in } T_t^-.
\end{cases}
\]

Let

\[
L(\varphi) = \int_{T_t^+} \left( \frac{1}{2} |\nabla \varphi|^2 - f_1 \varphi^+ - f_2 \varphi^- \right) \, dx,
\]

and

\[
L_t(\varphi) = \int_{T_t^+} \left( \frac{1}{2} |\nabla \varphi|^2 - f_1 \varphi^+ - f_2 \varphi^- \right) \, dx.
\]

Now if we apply Lemma 2 one time for \( z_1 = \bar{u}_1 - \bar{u}_2, z_2 = \bar{u}_1' - \bar{u}_2' \), \( h_1 = f_1, h_2 = f_1' \), and \( \Phi(t) = \max(t, 0) \), and the second time for \( z_1 = \bar{u}_1 - \bar{u}_2, z_2 = \bar{u}_1' - \bar{u}_2' \), \( h_1 = -f_2, h_2 = -f_2' \) and \( \Phi(t) = \min(t, 0) \) we will get

\[
\int_{T_t^+} (f_1 z_1^+ + f_1' z_2^+) \, dx \leq \int_{T_t^+} (f_1 (\min(z_1, z_2))^+ + f_1' (\max(z_1, z_2))^+) \, dx,
\]

and

\[
\int_{T_t^+} (f_2 z_1^- + f_2' z_2^-) \, dx \leq \int_{T_t^+} (f_2 (\min(z_1, z_2))^-) + f_2' (\max(z_1, z_2))^-) \, dx.
\]

Hence,

\[
\tilde{J}_{\mathbb{R}^N}(v') = L(\min(\bar{u}_1 - \bar{u}_2, \bar{u}_1' - \bar{u}_2')) + L_t(\max(\bar{u}_1 - \bar{u}_2, \bar{u}_1' - \bar{u}_2')) \\
\leq L(\bar{u}_1 - \bar{u}_2) + L_t(\bar{u}_1' - \bar{u}_2') = \tilde{J}_{\mathbb{R}^N}^{\mathbb{R}^N}(\bar{u}_1 - \bar{u}_2),
\]

for all \( t \geq t_0 \). Thus, \( v' \) is also a minimizer to the functional \( \tilde{J}_{\mathbb{R}^N} \). It is easy to see that the minimizer of \( \tilde{J}_{\mathbb{R}^N} \) must be unique due to its coercivity and convexity. Hence, \( v' = \bar{u}_1 - \bar{u}_2 \), which yields

\[
\bar{u}_1 - \bar{u}_2 \leq \bar{u}_1' - \bar{u}_2' \text{ in } T_t^+ \text{ for all } t \geq t_0.
\]

and \( \bar{\Omega}_t \subset \Omega \) for all \( t \geq t_0 \). This also implies that \( n \cdot \nabla (\bar{u}_1 - \bar{u}_2) \leq 0 \) in \( \Omega_{t_0} \).

\( \square \)

**Corollary 1** Let \((\bar{u}_1, \bar{u}_2) \in S\), and \( f_i(x), i = 1, 2 \) be as in Theorem 3. If we assume \( f_i(x), i = 1, 2 \) are symmetric in \( T_{t_0} \), then \( \bar{u}_1 - \bar{u}_2 \) is symmetric in \( T_{t_0} \).

### 2.4 Local Properties of Minimizers

In this section we obtain the local properties of the minimizers \((\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m) \in S\), considered in the Theorem 1. The next result shows that for every \( i \neq j \) the difference \( \bar{u}_i - \bar{u}_j \) locally satisfies the two-phase obstacle equation.

**Proposition 1** If \((\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m) \) is a minimizer to the functional (5) subject to the set \( S \), then the following holds in the sense of distributions:

\[
\Delta(\bar{u}_i - \bar{u}_j) = -f_i \chi_{\{\bar{u}_i > 0\}} + f_j \chi_{\{\bar{u}_j > 0\}} \quad \text{in } \mathbb{R}^N \setminus \bigcup_{k \neq i,j} \bar{\Omega}_k, \tag{10}
\]

where \( \Omega_i = \{\bar{u}_i > 0\} \).
Proof Let \( a^+ = \max(a, 0) \) and \( a^- = -\min(a, 0) \). Take a non-negative test function \( \psi \in C^\infty_0 (\mathbb{R}^N) \), such that \( \text{supp}(\psi) \subset \mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k \). For arbitrary \( \varepsilon > 0 \) we set
\[
Q_\varepsilon = \{ x \in \mathbb{R}^N, \text{ s.t. } \tilde{u}_i - \tilde{u}_j \leq \varepsilon \psi \}.
\]

Then we define a new vector \( (z_1, z_2, \ldots, z_m) \) as follows:
\[
z_l = \tilde{u}_i, \quad \text{if } l \neq i, j \quad \text{and} \quad z_i = (\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^+, \quad z_j = (\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^-.
\]

Thus, we clearly have \( (z_1, z_2, \ldots, z_m) \in S \). Keeping in mind that due to \( \tilde{u}_i \cdot \tilde{u}_j = 0 \) the following identities hold \( \tilde{u}_i = (\tilde{u}_i - \tilde{u}_j)^+ \) and \( \tilde{u}_j = (\tilde{u}_i - \tilde{u}_j)^- \), we obtain
\[
0 \leq J(z_1, z_2, \ldots, z_m) - J(\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)
= \int_{\mathbb{R}^N} \left( \frac{1}{2}(|\nabla(\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^+|^2 - |\nabla\tilde{u}_i|^2) + \int_{\mathbb{R}^N} \left( \frac{1}{2}(|\nabla(\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^-|^2 - |\nabla\tilde{u}_j|^2) \right)
\right.
\]
\[
\left. + \int_{Q_\varepsilon} f_i(\tilde{u}_i - (\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^+) + \int_{Q_\varepsilon} f_j(\tilde{u}_j - (\tilde{u}_i - \tilde{u}_j - \varepsilon \psi)^-) \right)
\]
\[
= -\varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} \nabla(\tilde{u}_i - \tilde{u}_j) \nabla \psi + \frac{1}{2} \varepsilon^2 \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} |\nabla \psi|^2
\]
\[
+ \varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} f_i \chi(\tilde{u}_i > \tilde{u}_j) \psi - \varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} f_j \chi(\tilde{u}_i < \tilde{u}_j) \psi + o(\varepsilon)
\]
\[
\leq -\varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} \nabla(\tilde{u}_i - \tilde{u}_j) \nabla \psi + \frac{1}{2} \varepsilon^2 \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} |\nabla \psi|^2
\]
\[
+ \varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} f_i \chi(\tilde{u}_i > \tilde{u}_j) \psi - \varepsilon \int_{\mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k} f_j \chi(\tilde{u}_i < \tilde{u}_j) \psi + o(\varepsilon).
\]

If we divide both sides by \( \varepsilon \) and letting \( \varepsilon \to 0 \) we obtain
\[
0 \leq -\Delta(\tilde{u}_i - \tilde{u}_j) \leq f_i \chi(\tilde{u}_i > \tilde{u}_j) - f_j \chi(\tilde{u}_i < \tilde{u}_j) \quad \text{in} \quad \mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k.
\]

(11)

Interchanging the roles of \( i, j \) gives in the same way
\[
-\Delta(\tilde{u}_j - \tilde{u}_i) \leq f_j \chi(\tilde{u}_j > \tilde{u}_i) - f_i \chi(\tilde{u}_j < \tilde{u}_i) \quad \text{in} \quad \mathbb{R}^N \setminus \bigcup_{k \neq i,j} \overline{\Omega}_k.
\]

(12)

In view of Eqs. 11 and 12 we will get the two phase equation in the system (10).
3 Multi-Phase Quadrature Identity

3.1 Minimization with Mollified Radon Measures

Throughout this section we will consider the existence of solutions to Eq. 5 for the case when each $f_i$ is replaced by $\mu_i \ast \psi - \lambda_i$, where $\mu_i \ast \psi$ is a mollified version of $\mu_i$ which is a positive Radon measure with compact support and $\lambda_i > \text{constant} > 0$ are positive $L^\infty$ functions. Our main concern is to consider the existence of solutions satisfying the system (10), with $f_i = \mu_i - \lambda_i$.

In the sequel, the following approximation theorem, will play a crucial role.

**Theorem 4** ([5], Theorem 3.3) Let $f = \mu - \lambda$ where $\mu$ is a Radon measure with compact support, and let $\varphi_n$ be a sequence of smooth functions with compact support, contained in a a fixed compact set, and such that $\varphi_n \to \mu$ weakly as measures. Let $u_n$ be the minimizer for the functional

$$E_n(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - (\varphi_n(x) - \lambda(x))u \right) dx,$$

over the set $K_0$. Then there exists a compact set $F$ such that $\text{supp}(u_n) \subset F$ for all $n$.

The main result of this section reads as follows.

**Theorem 5** Given are $m$ positive Radon measures $\mu_i$ with compact support and bounded functions $\lambda_i$ such that $\lambda_i > \text{const.} > 0$. Then there exists at least one $(u_1^*, u_2^*, \ldots, u_m^*)$ solution of the system (10), with $f_i = \mu_i - \lambda_i$, $\forall i = 1, \ldots, m$.

**Proof** For every measure $\mu_i$ we take the sequence $\varphi_i^n$ of smooth functions with compact support such that $\varphi_i^n \to \mu_i$ as defined in Theorem 4. It is clear that for all $n$ and every $i$ the differences $f_i^n = \varphi_i^n - \lambda_i$ will satisfy the Condition A, and $f_i^n \to (\mu_i - \lambda_i)$ in the sense defined in Theorem 4. We consider the following functional:

$$J_n(u_1, \ldots, u_m) = \sum_{i=1}^m \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u_i|^2 - (\varphi_i^n - \lambda_i)u_i \right) dx. \tag{13}$$

Due to Theorem 1 the functional (13) has at least one minimizer subject to $S$, which we denote by $(\tilde{u}_1^n, \tilde{u}_2^n, \ldots, \tilde{u}_m^n)$. According to Proposition 1 the minimizer satisfies the system (10), with right-hand side $f_i^n$, in the distributional sense. Theorem 1 also implies that for all $n$ we have the following embedding

$$\text{supp}(\tilde{u}_i^n) \subseteq \text{supp}(v_i^n),$$

for all $i = 1, \ldots, m$, where $(v_1^n, v_2^n, \ldots, v_m^n)$ is the unique minimizer to $J_n(u_1, u_2, \ldots, u_m)$ over the set $K$. Now, in view of Lemma 1 we have that every component $v_i^n$ is a unique minimizer to the following functional:

$$j_n^p(U) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U|^2 - (\varphi_i^n - \lambda_i)U \right) dx, \tag{14}$$

over the set $K_0$. Thus, for every $i$ due to Theorem 4 there exists a compact set $Q_i$ such that for all $n$ we have

$$\text{supp}(\tilde{u}_i^n) \subseteq \text{supp}(v_i^n) \subset Q_i.$$
Hence, the support of the minimizers \((\tilde{u}_1^n, \tilde{u}_2^n, \ldots, \tilde{u}_m^n)\) remain in a compact set \(\bigcup_{i=1}^m Q_i\) in the limit. This implies that there exists a subsequence which is \(weak^*\)-convergent as distributions to the limit \((u_1^*, u_2^*, \ldots, u_m^*)\), which will clearly satisfy the system (10), in the distributional sense, with right-hand side \(\mu_i - \lambda_i\), for all \(i = 1, \cdots, m\). This completes the proof of Theorem.

Another interesting approach of solution existence for the system (10), when \(f_i = \mu_i - \lambda_i\), can be performed for certain sufficiently concentrated (in the sense defined in [11]) measures \(\mu_i\). To this aim, we are going to use Lemma 4.6 in [11]. Thus, as in the previous Theorem 4, we consider the minimization problem for the case \(f_i = \mu_i * \psi - \lambda_i\) for every fixed \(i\). Here, the mollifier \(\psi\) is chosen such that \(0 \leq \psi \in L^\infty(\mathbb{R}^N)\) be a non-increasing, radially symmetric function satisfying \(\int \psi dx = 1\).

The result for the concentrated measures considered in [11, Theorem 4.7] will be the following theorem below:

**Theorem 6** Let the positive measures \(\mu_i\) be sufficiently concentrated in some balls \(B(x_i, R_i)\) such that

\[
\begin{align*}
\mu_i(B_{R_i}^c) &= 0, \\
\mu_i(B_{R_i}) &> (b_i + \frac{Nc_i}{3R_i}6^N|B_{R_i}|),
\end{align*}
\]

where \(b_i, c_i \geq 0\) are constants with \(b_i + c_i > 0\), for all \(i = 1, 2, \ldots, m\). Then there exists \((\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)\) solution of the system (10), with \(f_i = \mu_i - \lambda_i\), \(\forall i = 1, \cdots, m\), where \(\lambda_i > \text{const.} > 0\) are \(L^\infty\) functions.

**Proof** Assume that there exists constants \(l_i > 0\) such that \(\lambda_i(x) > l_i > 0\), and the measures \(\mu_i\) are sufficiently concentrated in balls \(B(x_i, R_i)\). Theorem 4.7 in [11] provides the existence of \((w_1, w_2, \ldots, w_m) \in K\) which satisfy (in the sense of distributions)

\[
\begin{align*}
&\Delta w_i = \lambda_i - \mu_i \quad \text{in} \quad \{w_i > 0\} \\
&w_i = |\nabla w_i| = 0 \quad \text{on} \quad \partial\{w_i > 0\} \\
&\text{supp}(\mu_i) \subset \{w_i > 0\},
\end{align*}
\]

for every \(i = 1, \ldots, m\). According to Lemma 4.6 in [11] every component \(w_i\) can be viewed as a minimizer of the following functional

\[
E^\psi_i(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - ((\mu_i * \psi)(x) - \lambda_i(x))u \right) dx,
\]

subject to the set \(K_0\). Here \(\psi\) is defined as in [11, Lemma 4.6]. We can always choose the radially symmetric function \(\psi = \psi_r\) such that \((\mu_i * \psi_r)(x) - \lambda_i(x)\) satisfies the Condition A. Thus, the minimizer to the functional \(E^\psi_i(u)\) will have a compact support. After applying Theorem 1 we obtain \(\text{supp}(u_i^*) \subseteq \text{supp}(w_i)\), where \((u_1^*, u_2^*, \ldots, u_m^*)\) is a minimizer of

\[
E^\psi(u_1^*, u_2^*, \ldots, u_m^*) = \sum_{i=1}^m \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u_i|^2 - ((\mu_i * \psi)(x) - \lambda_i(x))u_i \right) dx,
\]

subject to the set \(S\), for \(\psi = \psi_r\). Thus, the vector \((u_1^*, u_2^*, \ldots, u_m^*)\) remain in a compact set. Again as in Theorem 5 one can pass to the limit \(r \to 0\), and since the function \(\psi_r\) has a compact support in \(B_r(0)\), then apparently we will obtain \((\mu_i * \psi_r)(x) \to \mu_i\), and \(u_i^* \to \tilde{u}_i\). This completes the proof of Theorem.
Remark 3 Observe that although for every \(i\) we have \(\text{supp}(\mu_i) \subset \{w_i > 0\}\). This may easily fail for the multi-phase case, i.e. we in general cannot claim \(\text{supp}(\mu_i) \subset \text{supp}(\tilde{u}_i)\), where \((\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)\) is the solution of the system (10).

3.2 Multi-phase QD

In this section we discuss the concept of Balayage and Quadrature Domains for the general (multi-phase) case. The one phase problem has been well studied in the literature and we refer the reader to the following works \([10, 12, 15, 16]\). The concept of two phase version of the so-called Quadrature domain has been defined and studied recently, in the works \([5, 8]\). The key point is that the measures have to be concentrated enough and also in balance. Indeed, if one of the measures \(\mu_i\), say, has a very high density on its support, but not the others, then the support of the corresponding \(u_i\) will have the possibility of covering the support of \(\mu_j\), for \(j \neq i\). This naturally makes it impossible to find an \(m\)-QD for our measures. Finding right conditions for this balance is a question to be answered in the future. Here we will illustrate this for measures that satisfy Sakai’s condition. First of all, we take \(\lambda_i > 0\) to be constant for all \(i = 1, \ldots, m\). The main difficulty is to provide conditions which lead to the existence of solution of the system (10) with property \(\text{supp}(\mu_i) \subset \{u_i > 0\}\), for all \(i = 1, \ldots, m\). The latter property implies the following condition

\[
\mu_i \equiv \mu_i \chi_{\{\tilde{u}_i > 0\}}, \quad \text{for all} \quad i = 1, \ldots, m.
\]

Thus, system (10), for \(f_i = \mu_i - \lambda_i\), and \(\Omega_i = \{u_i > 0\}\) can be rewritten as follows:

\[
\Delta(\tilde{u}_i - \tilde{u}_j) = (\lambda_i \chi_{\Omega_i} - \lambda_j \chi_{\Omega_j}) - (\mu_i - \mu_j) \quad \text{in} \quad \mathbb{R}^N \setminus \bigcup_{k \neq i, j} \overline{\Omega_k}.
\]

For every \(i \neq j\) let \(h \in H^1(\Omega_i \cup \Omega_j)\), which has also continuous extension to \(\Omega_i \cup \Omega_j \cup (\partial \Omega_i \cap \partial \Omega_j) \cup (\cup_{k \neq i, j} \partial \Omega_k)\), and \(h = 0\) on \(\cup_{k \neq i, j} \partial \Omega_k\). Next we formally write (leaving the verification to the reader\(^2\))

\[
\int_{\Omega_i \cup \Omega_j} h(\lambda_i \chi_{\Omega_i} - \lambda_j \chi_{\Omega_j}) dx = \int_{\Omega_i \cup \Omega_j} h(\Delta(\tilde{u}_i - \tilde{u}_j) + (\mu_i - \mu_j)) dx,
\]

which (using the properties of \(h\) mentioned above) leads to

\[
\int_{\Omega_i} h\lambda_i dx - \int_{\Omega_j} h\lambda_j dx = \int h(d\mu_i - d\mu_j).
\]

It is easy to see that the standard mollifier technique (see \([11]\)) will also work in this case, and we may replace the measures with smooth functions, with support close to the support of measures.

**Definition 2** (Multi-phase Quadrature domain) Suppose we are given \(m\) bounded positive measures \(\mu_i\), and disjoint domains \(\Omega_i\) such that \(\text{supp}(\mu_i) \subset \Omega_i\). For each \(i \neq j\) let \(h \in H^1(\Omega_i \cup \Omega_j)\), \(h\) is continuous across \(\partial \Omega_i \cap \partial \Omega_j\), and \(h = 0\) on \(\cup_{k \neq i, j} \partial \Omega_k\). If for each \(i \neq j\) the above class of harmonic functions admit the following QI

\[
\int_{\Omega_i} h\lambda_i dx - \int_{\Omega_j} h\lambda_j dx = \int h(d\mu_i - d\mu_j),
\]

\(^2\)To verify this one needs to show \(\int_{\Omega_i \cup \Omega_j} h\Delta(\tilde{u}_i - \tilde{u}_j) = 0\). This can be done using a sequence of smooth \(C^\infty\) functions \(\omega_k\) with compact support in \(\text{interior}(\Omega_i \cup \Omega_j)\) and further properties as described in \([16]\), the proof of Proposition 4. It should be remarked that for the boundary part \((\partial \Omega_i \cup \partial \Omega_j) \cap \partial \Omega_k\) where \(k \neq i, j\) one has to use the assumption that \(h = 0\) there.
then we call \( \Omega = \{ \Omega_i \}_{i=1}^m \) an \( m \)-phase QD with respect to the measure \( \{ \mu_i \}_{i=1}^m \), and the positive constants \( \{ \lambda_i \}_{i=1}^m \). (In general \( \lambda_i \) can be taken to be strictly positive functions.)

If we reduce the test class \( h \) to be subharmonic in \( \Omega_i \) and super-harmonic in \( \Omega_j \) (due to negative sign in front of the integral) then the equality in Eq. 18 is replaced with an inequality (\( \geq \)).

Observe also if \( m = 1 \), then we may take \( \lambda_2 = \cdots = \lambda_m = 0 \), \( \Omega_i = \emptyset \) for \( i = 2, \ldots, m \), and we have the definition of a one-phase quadrature domain

\[
\int_{\Omega_1} h \lambda_1 \, dx = \int h \, d\mu_1. \tag{19}
\]

**Definition 3** (Sakai’s concentration condition) We say that the measures \( \mu_i \) satisfy Sakai’s concentration condition if for every \( i \) and \( x \in \text{supp}(\mu_i) \)

\[
\limsup_{r \to 0^+} \frac{\mu_i(B_r(x))}{|B_r|} \geq 2^N \lambda_i,
\]

where \( \lambda_i \) are positive constants for \( i = 1, \ldots, m \).

Theorem 7 Let \( \mu_i \) be given Radon measures with compact supports, and \( \lambda_i \) are positive constants that satisfy Sakai’s concentration condition. Suppose that for each \( \mu_i \) the corresponding one-phase quadrature domain \( Q_i \) (see (19)) is such that \( Q_i \cap \text{supp}(\mu_j) = \emptyset \), for every \( i \neq j \).

Then, we have a solution to our multi-phase free boundary problem (17).

**Proof** We consider mollifiers \( \mu_i * \psi_i \), of the measures \( \mu_i \) \( (i = 1, \ldots, m) \) and minimize the functional (5) for \( f_i = \mu_i * \psi_i - \lambda_i \). Since \( \text{supp}(\mu_i * \psi_i) \) is a subset of a \( \epsilon \)-neighborhood of \( \text{supp}(\mu_i) \), it suffices (by taking \( \epsilon \) arbitrary small) to show the theorem for smooth \( \mu_i \). We thus from now on assume \( \mu_i \) is smooth enough such that a minimizer \((\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m)\) belongs to \( S \).

Next, if we prove that \( \text{supp}(\mu_i) \subset \text{supp}(\bar{u}_i) \), then obviously \((\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m)\) will solve the multi-phase free boundary problem (17). To this end, first observe that due to Sakai condition we have the following embedding \( \text{supp}(\mu_i) \subset Q_i \), for all \( i = 1, \ldots, m \). We argue by contradiction. Assume that there exists a number \( i_0 \) such that \( \text{supp}(\mu_{i_0}) \setminus \text{supp}(\bar{u}_{i_0}) \neq \emptyset \). Then, according to condition (20) and Theorem 1, there exists a point \( z_0 \in \text{supp}(\mu_{i_0}) \setminus \text{supp}(\bar{u}_{i_0}) \), such that \( \text{dist}(z_0, \tilde{\Omega}) > 0 \), where \( \tilde{\Omega} = \bigcup_{i=1}^m \text{supp}(\bar{u}_i) \). Thus, one can easily take a ball \( B_R(z_0) \) such that \( \text{dist}(z_0, \tilde{\Omega}) > 0 \).

Let \( \min_i \lambda_i \geq \epsilon > 0 \), and \( \sup_i |\mu_i| \leq M < \infty \) such that \( \epsilon < M \). We define \( r = \left( \frac{\epsilon}{M} \right)^{1/N} \cdot R \) and consider the following measure, which satisfies Sakai’s condition with respect to \( \lambda_{i_0} \)

\[
v_{i_0} \equiv \mu_{i_0} \cdot \chi_{B_r(z_0)}.
\]

We have

\[
v_{i_0} - \lambda_{i_0} \leq M \cdot \chi_{B_r(z_0)} - \lambda_{i_0} \leq M \cdot \chi_{B_r(z_0)} - \epsilon.
\]

Define

\[
L_{M, \epsilon}(U) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U|^2 - (M \cdot \chi_{B_r(z_0)} - \epsilon)U \right) \, dx.
\]
According to Lemma 1.2 in [11] every minimizer of $L_{M,\varepsilon}(u)$ over the set $K_0$ is radially symmetric, radially non-increasing and vanishes outside a compact set. Moreover, the minimizer is unique (in our case $c = 0$) and its support is a ball centered at $z_0$ and with radius $\sigma = \left(\frac{M}{\varepsilon}\right)^{1/N} \cdot r = R$ (see Example 1.5 in [11]). The proof of this result relies on the so-called symmetric decreasing rearrangement technique, and we refer for its background to the book [13]. Using the same arguments as in the proof of Theorem 1.4 in [11], and inequality (21), one can easily conclude that $\text{supp}(v_{i_0}) \subset B_R(z_0)$. Where $v_{i_0}$ is a unique minimizer to the functional

$$J_{v_{i_0},\lambda_{i_0}}(U) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla U|^2 - (v_{i_0} - \lambda_{i_0}) U \right) dx,$$

over the set $K_0$. Observe that the set $\{v_{i_0} > 0\}$ is a one-phase Quadrature domain with respect to the measure $v_{i_0}$ and constant $\lambda_{i_0}$ (see Section 4 in [11]). Since $v_{i_0}$ satisfies Sakai’s concentration, then the set $\{v_{i_0} > 0\}$ is not empty, namely $v_{i_0} \neq 0$. Moreover, due to $J_{v_{i_0},\lambda_{i_0}}(0) = 0$, we clearly have $J_{v_{i_0},\lambda_{i_0}}(v_{i_0}) < 0$, which will be used later on.

Thus, $B_R(z_0) \cap \tilde{\Omega} = \emptyset$ implies $\text{supp}(v_{i_0}) \cap \tilde{\Omega} = \emptyset$, and therefore

$$W \equiv (\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_{i_0-1}, \tilde{u}_{i_0} + v_{i_0}, \tilde{u}_{i_0+1}, \ldots, \tilde{u}_m) \in S.$$

Hence,

$$J(W) = \sum_{i \neq i_0} \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla \tilde{u}_i|^2 - (\mu_i - \lambda_i) \tilde{u}_i \right) dx$$

$$+ \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla (\tilde{u}_{i_0} + v_{i_0})|^2 - (\mu_{i_0} - \lambda_{i_0}) (\tilde{u}_{i_0} + v_{i_0}) \right) dx$$

$$= J(\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m) + \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla v_{i_0}|^2 - (\mu_{i_0} - \lambda_{i_0}) v_{i_0} \right) dx$$

$$\leq J(\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m) + \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla v_{i_0}|^2 - (v_{i_0} - \lambda_{i_0}) v_{i_0} \right) dx$$

$$< J(\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m),$$

which contradicts the minimality of $(\tilde{u}_1, \tilde{u}_2, \ldots, \tilde{u}_m)$. Thus $\text{supp}(\mu_{i_0}) \setminus \text{supp}(\tilde{u}_{i_0}) = \emptyset$, and this implies $\text{supp}(\mu_{i_0}) \subset \text{supp}(\tilde{u}_{i_0})$. This completes the proof of Theorem.

\[\square\]

### 4 Analysis of Junction Points

In this section we shall discuss junction points, where several phases meet. We shall keep the discussion partially at an informal and heuristic level, as the analysis needed to support our argument could be quite complicated and outside the scope of this paper. However, our main results Theorems 8 and 9 are proven with complete mathematical rigor.

It is also obvious that only junction points away from the supports of the measures are interesting, and subject for study. Nevertheless, we shall also give examples when the support of the measures hit a junction point (see Fig. 2).

Let us first remark that if the measure doesn’t hit the junction point, then there is a quadratic non-degeneracy for solutions to our problem, due to $\Delta u_i = \lambda_i$ in the set $\Omega_i$, i.e. one has

$$\sup_{B_r(x^0)} u_i(x) \geq \frac{\lambda_i r^2}{2n} + u_i(x^0), \quad \forall x^0 \in \Omega_i$$
by a simple application of the maximum principle to the function \( u_i(x) - u_i(x^0) - \frac{\lambda_i}{2n} |x - x^0|^2 \) in the domain \( \Omega_i \cap B_r(x^0) \) (see [3]). Letting \( x^0 \) tend to a junction point we have the quadratic non-degeneracy

\[
\sup_{B_r(x^0)} u_i(x) \geq \frac{\lambda_i}{2n} r^2, \quad \forall \, x^0 \in \partial \Omega_i.
\]  

(22)

This non-degeneracy, along with a barrier argument implies that the set \( \Omega_i \cap B_r(x^0) \), where \( x^0 \) is a junction point, cannot be too narrow in the sense that it cannot be confined within a cone of aperture less than \( \pi/2 \) (see footnote below. 3) Indeed, in such cones we have nonnegative (homogeneous) harmonic functions \( h \) that decay faster than quadratic, we can always make \( u_i \leq Ch \) (for some large \( C \)). But then the quadratic non-degeneracy is violated, and we have a contradiction.

The above argument seems also to work for domains \( \Omega_i \), where \( \Omega_i \cap \partial B_r(x^0) \) is small enough such that the corresponding eigenvalue problem on the sphere \( \partial B_r(x^0) \) admits the first eigenvalue strictly larger than 2, for all \( r \leq r_0 \) (for some \( r_0 > 0 \)). This then allows for a barrier and a contradiction argument through maximum principle.

The, partially heuristic, analysis above show that at a junction point (which is outside the support of the measure) each domain \( \Omega_i \) cannot be confined in a cone of small size (in two dimensions the cone cannot have an angle smaller than \( \pi/2 \)). This suggests that, formally, we cannot have junction points (in two-dimensions) where the support of five solutions meet, provided the junction point doesn’t hit the measure. It is not straightforward whether a junction point of four solution can exists or not, as this seems to be a border line, see Section 4.2. The junctions point with three phases are possible, which is proven below, in Section 4.1.

Remark 4 Note that when the junction point hits the measure we will have \( \Delta u_i = \lambda_i - \mu_i \) close to the junction point, instead of \( \Delta u_i = \lambda_i \). Thus, the non-degeneracy argument fails, and it might be possible that the set \( \Omega_i \cap B_r(x^0) \), where \( x^0 \) is a junction point, is narrow enough in the sense that it can be confine within a cone of aperture less than \( \pi/2 \).

Remark 5 At this stage it is interesting to raise several questions, once we have a junction point:

- What is the maximum “degree” of a junction point? I.e. What is the largest number of phases that can meet at a junction point. Is this degree dimension dependent?
- How regular is the solution \( u \) to our free boundary problem close to a junction point?
- What is the asymptotic behavior of the free boundary, close to a junction point?
- Can two junction points of the same (or different) degree come as close as possible to each other?

4.1 Multi-Phase QD with Triple Junctions

As discussed above it is far from obvious if there are multi-phase QD with a three junction point. We shall now prove that such QD can be constructed. We shall confine the construction to two-space dimension.

\[\text{(3}\text{.) The reader familiar with the topic of minimal partition and segregation problem, will see a qualitative difference of the analysis of junctions for our problem and minimal partition, in the sense of the “degree” of the junction.}\]
We start with three non-negative measures
\[ \mu_i = \chi_{B_{1/3}(z_i)}, \quad \text{where } z_i = (\cos((2i - 1)\pi/3), \sin((2i - 1)\pi/3)), \quad \text{and } i = 1, 2, 3. \]

We can solve (in a standard way) a one phase minimization problem (obstacle type)
\[ \int_{\Pi} \frac{1}{2} |\nabla u|^2 - f_j u \]
in the large cone
\[ \Pi = \{ x : x = (r \cos(\theta), r \sin(\theta)), 0 < \theta < 2\pi/3 \}, \]
with force term \( f_j = -1 + j \cdot \mu_1 \) and zero boundary value on \( \partial \Pi \). This problem has a solution \( u_j \), with bounded \( \Omega^j = \{ u_j > 0 \} \). Next consider an even reflection of \( u_j \) in both boundaries rays of \( \Pi \). This gives us two symmetric copies of \( u_j \), and \( \Omega^j \).

Moreover it is not hard to see that \( u = (u_j^1, u_j^2, u_j^3) \) is a solution to our three-phase problem and along with \( \Omega^j_i = \{ u_i^j > 0 \} \) gives us a three phase QD for the measures \( \mu_i \), where \( i = 1, 2, 3 \).

Now let \( v = x_2(x_2 + \sqrt{3}x_1)/2 \) in the cone \( \Pi \), and observe that \( v \geq 0 \) there, and \( \Delta v = 1 \), along with zero boundary values on \( \partial \Pi \). It is also apparent that
\[ \exists j_0 : \quad u^j \geq v \text{ on } \partial B_{3/4} \cap \Pi \quad \forall j \geq j_0. \quad (23) \]
Suppose for the moment this is true. Then by comparison principle, for the obstacle problem (see Theorem 3.3. in [6]), we must have \( u^j \geq v \) in \( B_{3/4} \cap \Pi \), for \( j \geq j_0 \). In particular then \( u^j(x) > 0 \) for \( x \in B_{3/4} \cap \Pi \) for large values of \( j \). This in turn implies that \( B_{3/4} \cap \Pi \subset \Omega^j \), and we have thus created a junction point.

To close the argument we need to prove the obvious statement (23). We use the simple geometry of the problem. As long as \( j \) is small, the QD is completely inside the cone, and it is a ball with center \( z_1 \). For some values of \( j = j_1 \) (not necessarily integer) this ball-solution will hit the boundary of the cone (at two points, \( y^1, y^2 \), symmetric with respect to the line \( \{ t z_1, t > 0 \} \)) for the first time. Hence for all integer values of \( j \geq j_1 \) the positivity set \( \Omega^j \) of the minimizer \( u^j \), contains this ball. In particular, due to Hopf’s boundary lemma, the solution \( u^j \) (when \( j > j_1 + 1 \)) being strictly larger than \( u^j_1 \) has a non-vanishing gradient at the first touching points \( y^1, y^2 \). It is also apparent (by the same way of comparison as above) that at any relative interior free boundary point of \( (\partial \Omega^j \cap \partial \Pi) \setminus \{ 0 \} \) (which consists of two an open line segments) we have \( |\nabla u^j| > 0 \). This obviously means that on the curve, that goes from one side of the boundary of \( \Pi \) to another side and that lies on \( \partial B_{3/4} \cap \Pi \), we have \( u^j(x) \geq c_0 \text{dist}(x, \partial \Pi) \geq v(x) \), for a universal \( c_0 \), provided \( j \) is large enough. This proves (23).

We summarize the above result in the following theorem.

**Theorem 8 Quadrature Domains with triple junction points, which does not touch the support of the measure, do exist.**

In Fig. 1 a triple junction point has been depicted. The small red disks correspond to the above defined measures \( \mu_i \). The tangential touch of any two-phases are also shown in the picture, and this is a result of deep theorems for two-phase problems, see [14].

---

4It should be remarked that this approach will fail for proving existence of a four-junction point, due to the simple fact that we cannot create explicit examples like the solution \( v \) in a cone with an angle small enough to allow four junctions or more and still having \( v \geq 0 \) in its support.
It seems plausible that one can also prove (with complete mathematical rigor) that in dimension two, triple junction points are isolated among points where the gradient for at least one component vanishes. This can be seen more easily at a heuristic level by a blow-up technique, and classification of global solutions. However, one needs several strong tools such as monotonicity formulas along with complete classification of degree two homogeneous global solutions (see below the section for Null QD), in order to achieve such a result. This is outside the scope of the present paper.

4.2 Multi-Phase QD with Quadruple Junctions

In dimension two, we shall prove that a multi-phase QD with four junction point does not exist, when there is a simple geometry, and provided the junction point stays away from the support of the measure. The proof presented here does not work in very complicated geometries, but we still believe the result should hold within some reasonable geometry (still unclear to the authors).5

Let the origin be a quadruple junction point, for a given multi-phase QD, and that for some \( r > 0 \) we have \( B_r \cap \text{supp}(\mu) = \emptyset \), where \( \mu \) is the measure corresponding to that multi-phase QD. Let further \( u_i \) \((i = 1, \ldots, 4)\) be the corresponding function for each phase \( \Omega_i \). Suppose we have the following simple geometry

\[
(B_r \cap \partial \Omega_1 \cap \partial \Omega_3) \setminus \{0\} = \emptyset, \quad (B_r \cap \partial \Omega_2 \cap \partial \Omega_4) \setminus \{0\} = \emptyset. \tag{24}
\]

5The referee kindly pointed out to us Lakes of Wada, as an almost impossible geometry that may cause substantial problems, and we can not exclude such cases at this stage.

---

![Fig. 1  Three-phase QD with junction point at (0,0)](image-url)
Set now \( u = \lambda_3 u_1 - \lambda_4 u_2 + \lambda_1 u_3 - \lambda_2 u_4 \). Then in \( B_r \setminus \{0\} \), \( u \) solves a two-phase problem (see Proposition 1) outside the origin, i.e.
\[
\Delta u = \lambda_3 \chi_{\{u>0\}} - \lambda_4 \chi_{\{u<0\}}, \quad \text{in } B_r \setminus \{0\}.
\] (25)

It is also apparent that at the origin \( \Delta u \) has no mass, so we can extend \( u \) to \( B_r \) and still have that it solves a two-phase problem.\(^6\) Hence, we can apply the theory developed for such problems (see [14]). Next we observe that \( \nabla u(0) = 0 \), since otherwise the zero level surface has to be a \( C^{1,\alpha} \)-graph, which contradicts the construction. Hence the origin is a branch-point according to [14], and the regularity theory for two-phase problems can be applied to conclude that both \( \partial(\pm u > 0) \) are locally \( C^1 \)-graphs touching each other tangentially. This again contradicts the construction and that the origin is a four-junction point. A similar argument can be applied to any junction point of order \( 2k \), with \( k \geq 2 \). It is however not clear how we can exclude junction points of order \( 2k+1 \) with \( k > 1 \), i.e. odd numbers larger than three.\(^7\)

We have thus proven the following theorem.

**Theorem 9** Quadrature Domains with a quadruple junction point, and the geometry described in Eq. 24, do not exist.

If we allow the junction point to hit the support of the measure, one can actually create a quadruple point as follows. Take the following Quadrature domain \( D \)
\[
D = \left\{ (x, y) \text{ s.t. } 0 < x < 2, \ |y| < \frac{(1-(x-1)^2)}{2} \right\},
\]
with respect to the measure \( \mu \) defined as follows
\[
d\mu = 2(1-\sqrt{|x-1|})\chi_{[0,2]}dx.
\]

It can be easily verified that
\[
\int_D h dxdy = \int h d\mu, \quad \forall h \in HL^1(D).
\]

Now, we rotate the domain \( D \) clockwise with respect to the origin, by angle \( \pi/2 \). Repeating this process three times we will end up with a picture as in Fig. 2. The orange dash-lines are the tangents at a point \((0, 0)\). The red dash-lines indicate the measures support of corresponding rotated quadrature domain \( D \). It is clear that this new domain is a four-phase QD with quadruple junction point at \((0, 0)\), but with support of the measure meeting the origin.

---

\(^6\)This is obvious by a simple argument. Indeed the function \( h := v - u \), where \( v \) solves \( \Delta v = f(u) \), in \( B_r \), where \( f(u) \) is the right hand side in Eq. 25, and has (some fixed bounded boundary values on \( \partial B_r \)), is harmonic in \( B_r \setminus \{0\} \), and bounded on \( B_r \). Obviously this function has harmonic extension to \( B_r \).

\(^7\)We remark that this argument will not work for a triple-junction point, unless at least one of the boundary curves emanating from the origin completely separates from all other boundaries, or that gradients of all solutions on this boundary curve are zero. This would in turn imply that the triple junction point is non-isolated among boundary points with vanishing gradient for the components. Now if this happens, then we may consider the same analysis as done in our proving non-existence of four-junction points, by grouping together two of the components (say \( j = 1, 3 \)) that are completely separated on one boundary curve and on the other they have zero gradient. Now setting \( u = \lambda_3 u_1 + \lambda_1 u_3 - u_2 \), we shall have a solution to a two phase problem, and therefore we can use the argument done in the text above to come to a contradiction.
Fig. 2 Quadruple junction in the support of the measure

4.3 Null QD with Triple Junctions

We shall now give explicit examples of a global three-phase QD, with zero measure, i.e. a Null QD of three phases. The explicit form of the three phase version example reads as follows

\[
\begin{align*}
   u_1(x, y) &= \frac{\lambda_1}{2} \cdot y(y - ax) & \text{in } y \geq 0, \; y \geq ax, \\
   u_2(x, y) &= -\frac{\lambda_2}{2} \cdot y(bx - y) & \text{in } y \leq 0, \; y \leq bx, \\
   u_3(x, y) &= \frac{\lambda_1 \lambda_2}{2(\lambda_1 + \lambda_2)} \cdot (ax - y)(y - bx) & \text{in } bx \leq y \leq ax,
\end{align*}
\]

(26)

where

\[ a = -\frac{\sqrt{\lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3}}{\lambda_1}, \]

and

\[ b = \frac{\sqrt{\lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3}}{\lambda_2}. \]

Observe that the pairing \( u_{ij} := u_i - u_j \), for \( i \neq j \) satisfies a two-phase equation

\[ \Delta u_{ij} = \lambda_i \chi_{[u_{ij} > 0]} - \lambda_j \chi_{[u_{ij} < 0]} \text{ in } \text{interior}(\Omega_i \cup \Omega_j), \]

with \( u_{ij} = 0 \) on \( \partial \Omega_i \cup \partial \Omega_j \), where \( \Omega_i = \{ u_i > 0 \} \).

A classification of global solutions (Null QD) seems to be a key element in any local analysis of junction points, as discussed at the beginning of this section, see Remark 5. For the moment, lack of techniques to analyze such problems prevent us from any further study of the junction points.
5 An Application from Control Theory

We shall now present an application of our problem which can be related to optimal control theory. Let \( U_{ad} \) be the admissible class consisting of all vectors \( h = (h_1, \cdots, h_m) \), according to

\[
U_{ad} := \{ h_i \in L^\infty(\Omega) : 0 \leq h_i \leq \lambda_i, \; h_i h_j = 0, \; \text{for} \; i \neq j, \; \{ h_i > 0 \} \supset \text{supp}(\mu_i) \},
\]

where \( \mu_i \) are given measures, with mutually disjoint supports. Let further \( \Omega_i := \{ h_i > 0 \} \), and \( v_i \) be the solution of the linear problem

\[
\begin{align*}
\Delta v_i &= h_i - \mu_i & \text{in} \; \Omega_i \\
v_i &= 0 & \text{on} \; \partial \Omega_i,
\end{align*}
\]

and extended as zero outside of \( \Omega_i \). Here \( h_i \) is a control function. Define

\[
I(h_1, \cdots, h_m) := \sum_{i=1}^m \int_{\Omega} |\nabla v_i|^2 + v_i^+ \lambda_i - v_i \mu_i,
\]

for all \( h_i \in U_{ad} \). Observe that the functional depends on \((h_1, \cdots, h_m)\) implicitly through \( v_i \).

Using integration by parts for the gradient part we easily calculate that

\[
I(h_1, \cdots, h_m) = \sum_{i=1}^m \int_{\Omega} (\Delta v_i \cdot v_i + v_i^+ \lambda_i - v_i \mu_i) = \sum_{i=1}^m \int_{\Omega_i} (\mu_i - h_i) v_i + v_i^+ \lambda_i - v_i \mu_i = \sum_{i=1}^m \int_{\Omega_i} (v_i^+ (\lambda_i - h_i) + h_i v_i^-) \geq 0.
\]

Here \( I(h) = 0 \) iff \( h_i = \lambda_i \chi_{\{ v_i > 0 \}} \), and \( v_i^- = 0 \). Hence \( h_i = \lambda_i \chi_{\{ v_i > 0 \}} \), with \( v_i \geq 0 \), minimizes the functional \( I \) if \((v_1, \cdots, v_m)\) is a minimizer to our functional.

Acknowledgments Authors are grateful to the referee’s careful reading and commenting the first (submitted) version, that resulted in more exact and rigorous statement.
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