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ABSTRACT

In this paper, we establish a novel unique continuation property for two-dimensional anisotropic elasticity systems with partial information. More precisely, given a homogeneous elasticity system in a connected open bounded domain, we investigate the unique continuation by assuming only the vanishing of one component of the solution in a subdomain. Using the corresponding Riemann function, we prove that the solution vanishes in the whole domain provided that the other component vanishes at one point up to its second derivatives. Further, we construct several examples showing the possibility of further reducing the additional information of the other component. This result possesses remarkable significance in both theoretical and practical aspects because the required data are almost halved for the unique determination of the whole solution.
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1 Introduction and Motivation

The unique continuation for partial differential equations (PDEs) usually refers to such properties that solutions to PDEs in small domains can uniquely determine those in larger ones. For a linear partial differential operator \( P \) defined in a domain \( \Omega \), the unique continuation is concerned with the following type of problems.

**Problem 1.1.** If a solution \( u \) to the homogeneous problem

\[ P u = 0 \quad \text{in} \; \Omega \]

vanishes in some subdomain \( \omega \subset \Omega \), does \( u \) vanish in a larger subdomain of \( \Omega \)?

As one of the most fundamental properties of PDEs, the unique continuation characterizes the essential features of the equations. For instance, it is well known that Laplace and heat equations possess strong unique continuation in such a sense that the vanishing of a solution in an arbitrary subdomain \( \omega \subset \Omega \) indicates its vanishing in the whole domain \( \Omega \). In contrast, due to the finite propagation speed of waves, the vanishing of a solution to a wave equation only implies its vanishing in a slightly larger “cone-like” domain. Regarding the classical theory on the unique continuation, we refer to the monographs [15, 18, 29] and the review [32].

Other than the qualitative analysis of PDEs, unique continuation properties (UCPs) are also frequently applied to such topics in PDEs as the determination of global solutions or other partial information by local measurements of solutions. Such applications are not only important theoretically, but also of practical significance in engineering and industry. For example, for the uniqueness of linear inverse problems, one can usually employ UCPs to extend the observation data to larger (sub) domains and then, in combination with some other methods, obtain the uniqueness of some coefficients in the PDEs (see e.g. [7, 35, 37]). On the other hand, UCPs are also closely related to the controllability theory (see e.g. [19, 31, 33]).

Due to the limitation of observable information in practices, it remains a persistent and challenging issue in applied mathematics that how to effectively exploit the local information of solutions or equivalently, the maximal reduction of required measurements. Especially, owing to the mutual effects and influence of the components, a natural question arising in the treatment for coupling systems of PDEs is the possibility of acquiring the information of the whole systems by using only the local observation data of a part of components. In the context of inverse problems for PDEs, this is equivalent to the simultaneous identification of several unknown coefficients by partial information, and is related to controlling the whole system via less control force. On this direction, pioneering works have been carried out e.g. in [5, 6, 10, 11, 14, 17, 26, 30] for parabolic systems, [8, 13] for Schrödinger systems, and [20] for dynamical Lamé systems. It is witnessed in the above literature that the stronger the systems are coupled, the tighter the components are related and thus, the higher possible to “visualize the whole leopard by just looking at one spot on it”.

The main purpose of this article is to establish a new UCP for two-dimensional elasticity systems with partial information. To articulate the problem, we formulate the system under consideration as follows. Let \( \Omega \subset \mathbb{R}^2 \) be a connected open bounded domain, and \( \omega(x_0, y_0) \subset \Omega \) be an open neighborhood of some fixed point \((x_0, y_0) \in \Omega \). We consider the following two-dimensional general anisotropic elasticity system for the displacement vector \( u = (u_1, u_2)^T = (u_1(x, y), u_2(x, y))^T \):

\[
\sum_{j,k = 1}^{2} a_{ijk\ell}(x, y) \partial_j \partial_k u_\ell + \sum_{j = 1}^{2} b_{ijk}(x, y) \partial_j u_j + \sum_{j = 1}^{2} c_{ij}(x, y) u_j = 0, \quad i = 1, 2 \quad \text{in} \; \Omega, \tag{1.1}
\]

where \((a_{ijk\ell})_{1 \leq i, j, k, \ell \leq 2}\) is a fully symmetric fourth order tensor, that is,

\[
a_{ijk\ell} = a_{jik\ell} = a_{kij\ell}, \quad \forall i, j, k, \ell = 1, 2 \quad \text{on} \; \Omega. \tag{1.2}
\]

Here \((\cdot)^T\) denotes the transpose of a matrix, and it is understood that \( \partial_1 = \partial_x = \frac{\partial}{\partial x} \) and \( \partial_2 = \partial_y = \frac{\partial}{\partial y} \). Various assumptions concerning the involved coefficients, especially \((a_{ijk\ell})\) will be specified later in Section 2.

In this paper, we investigate the following problem.

**Problem 1.2.** Let \( u = (u_1, u_2)^T \) satisfy the homogeneous elasticity system \((1.1)\) in a connected open bounded domain \( \Omega \subset \mathbb{R}^2 \), and \( \omega(x_0, y_0) \subset \Omega \) be an open neighborhood of some fixed point \((x_0, y_0) \in \Omega \). If the first component \( u_1 = 0 \) in \( \omega(x_0, y_0) \), does it imply \( u \equiv 0 \) in \( \Omega \) under certain conditions?
The researches on UCPs of elasticity systems can be traced back to about 25 years ago. For isotropic medium, Dehman and Robbiano [12] first proved the UCP for Lamé systems with $C^\infty$ coefficients, and the coefficient regularity was reduced later in Ang et al. [11]. For anisotropic medium, Nakamura and Wang [27] proved the UCP for elasticity systems with residual stress, and the same results were established later in [28] with coefficients of Lipschitz continuity. For the corresponding strong UCP, we refer to [2, 16, 22–24]. It turns out that most existing literature focused on the reduction of coefficient regularity to generalize the results, whereas all of them required the vanishing of both components in a subdomain, i.e., $u = (u_1, u_2)^T = 0$ in $\omega(x_0, y_0)$. On the contrary, in this paper we only assume the vanishing of one component $u_1$ in $\omega(x_0, y_0)$, and then take advantage of the coupling property of the system to transfer such information to the other component $u_2$, so that we can further deduce the vanishing of the solution $u$ in the whole domain $\Omega$. To the authors’ best knowledge, such an aspect has remarkable novelty in the researches of UCPs of elasticity system, which also has potential real-world applications.

On this direction, only [36] treated the same problem for the isotropic prototype of (1.1), that is, the Lamé system

$$\text{div}(\mu(\nabla u + (\nabla u)^T)) + \nabla(\lambda \text{div} u) = 0 \quad \text{in} \Omega,$$

(1.3)

where $\mu = \mu(x, y)$ and $\lambda = \lambda(x, y)$ are the Lamé coefficients satisfying the strong elliptic condition (2.1), i.e., $\mu > 0$ and $2\mu + \lambda > 0$ on $\Omega$. One of the motivations of this paper is to generalize the result obtained in [36] to the anisotropic elasticity system (1.1).

Theoretically, we are mainly inspired by the simplest situation of (1.3) that both $\mu$ and $\lambda$ are constants. In this case, direct calculations and the vanishing assumption in Problem 1.2 immediately yield

$$\begin{cases}
(\mu + \lambda)\partial_x \partial_y u_2 = 0, \\
\mu \partial^2_x u_2 + (2\mu + \lambda)\partial^2_y u_2 = 0
\end{cases} \quad \text{in} \omega(x_0, y_0).
$$

(1.4)

Therefore, it is readily seen that as long as $\mu + \lambda \neq 0$, the second component $u_2$ should take the form of

$$u_2(x, y) = C_0 + C_1 x + C_2 y + C_3 \left(x^2 - \frac{\mu}{2\mu + \lambda} y^2\right) \quad \text{in} \omega(x_0, y_0),$$

(1.5)

where $C_0, C_1, C_2, C_3$ are constants determined by extra information e.g. on $u_2$ and its derivatives at $(x_0, y_0)$. Hence, if such information implies $C_0 = C_1 = C_2 = C_3 = 0$ and thus $u_2 = 0$ in $\omega(x_0, y_0)$, then a direct application of some existing UCPs such as Lemma 2.2 gives a positive answer to Problem 1.2.

Regardless of its simplicity, the isotropic Lamé system (1.3) with constant coefficients provides informative messages to our problem. First, the vanishing of one component is indeed a rather strong restriction in such a sense that it forces the other to satisfy an overdetermined system like (1.4). Further, the equations in (1.4) are in principle of hyperbolic and elliptic types, which is expected to be inherited in the general anisotropic case (1.1). Second, the overdetermined system (1.4) is still not enough to determine the solution, but the required additional information should be definitely much less than that in traditional UCPs.

The rest of this article is organized as follows. In Section 2, we recall a representative UCP of elasticity systems and state the main result (Theorem 2.3) answering Problem 1.2 along with remarks and examples. Then Section 3 is devoted to the proof of Theorem 2.3 and we provide further explanations and construct several examples on reducing the additional information in Section 4. Finally, we close this paper with concluding remarks in Section 5.

## 2 Preliminary and the Main Result

We start with some general settings in Problem 1.2. Throughout this paper, we restrict ourselves to considering only classical solutions $u \in (C^2(\Omega))^2$ satisfying the governing system (1.1) pointwisely, which is guaranteed by suitably chosen coefficients and boundary conditions. As the well-posedness issue of (1.1) is not the main focus of this paper, we omit the details and refer the interested readers to e.g. Li and Qin [21].

Next, we fix the assumptions on the coefficients that appear in the governing system (1.1). Besides the condition (1.2) for symmetry, we recall two kinds of conditions on the tensor $(a_{ijk\ell})$ for the well-posedness of (1.1) appearing frequently in the literature (see e.g. [21]).
Definition 2.1. Let $(a_{ijkl})$ be a fully symmetric tensor satisfying (1.2).

(a) We say that $(a_{ijkl})$ satisfies the strong elliptic condition, if there exists a constant $\kappa_0 > 0$ such that for all $(x, y) \in \Omega$ and all $(\xi_1, \xi_2), (\eta_1, \eta_2) \in \mathbb{R}^2$, there holds

$$
\sum_{i,j,k,\ell=1}^2 a_{ijkl}(x, y)\xi_i\eta_j\xi_k\eta_\ell \geq \kappa_0(\xi_1^2 + \xi_2^2)(\eta_1^2 + \eta_2^2). \tag{2.1}
$$

(b) We say that $(a_{ijkl})$ satisfies the strong convexity condition, if there exists a constant $\kappa_1 > 0$ such that for all $(x, y) \in \overline{\Omega}$ and all symmetric matrices $e_{ij}$ for $1 \leq i, j \leq 2$, there holds

$$
\sum_{i,j,k,\ell=1}^2 a_{ijkl}(x, y)e_{ij}e_{k\ell} \geq \kappa_1 \sum_{i,j=1}^2 e_{ij}^2. \tag{2.2}
$$

Obviously, the strong convexity condition is stronger than the strong elliptic condition. Throughout this paper, we basically assume the strong elliptic condition (2.1) unless otherwise specified.

Concerning the regularity, we assume that for all $i, j, k, \ell = 1, 2$, the second order coefficients $a_{ijkl}$ are locally Lipschitz and the lower order ones $b_{ijk}, c_{ij}$ are locally bounded in $\Omega$. In accordance with the notations in [28], we can rewrite (1.1) as

$$
\Lambda_{11}\partial^2_\xi u + \Lambda_{12}\partial_\xi \partial_\eta u + \Lambda_{22}\partial^2_\eta u + D(u) = 0 \quad \text{in} \ \Omega, \tag{2.3}
$$

where

$$
\Lambda_{11} = \begin{pmatrix} a_{1111} & a_{1112} \\ a_{1112} & a_{1212} \end{pmatrix}, \quad \Lambda_{12} = \begin{pmatrix} 2a_{1112} & a_{1212} + a_{1122} \\ a_{1212} + a_{1122} & 2a_{1222} \end{pmatrix}, \quad \Lambda_{22} = \begin{pmatrix} a_{1212} & a_{1122} \\ a_{1222} & a_{2222} \end{pmatrix},
$$

and $D$ is a first order differential operator with locally bounded coefficients.

As a representative of existing UCPs for two-dimensional anisotropic elasticity systems, we recall the following result.

Lemma 2.2. Let $u$ satisfy (1.1), $\omega(x, y) \subset \Omega$ be a sufficiently small open neighborhood of $(x, y) \in \Omega$, and $(\theta, (z_1, z_2)^T)$ be a local eigenpair of the quadratic pencil $\Lambda_{11}\zeta^2 + \Lambda_{12}\zeta + \Lambda_{22}$, i.e.

$$
(\Lambda_{11}\theta^2 + \Lambda_{12}\theta + \Lambda_{22})(z_1, z_2)^T = 0 \quad \text{in} \ \omega(x, y).
$$

Assume that for all $(x, y) \in \Omega$, the functions $\theta, (z_1, z_2)^T$ are Lipschitz and the matrix function \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} is nonsingular in $\omega(x, y)$. Then $u = (u_1, u_2)^T = 0 \quad \text{in} \ \omega(x_0, y_0)$ implies $u \equiv 0 \quad \text{in} \ \Omega$.

The conclusion in the above lemma is a straightforward corollary of Nakamura and Wang [28, Theorem 2.4], which only required $u$ to vanish at some $(x_0, y_0) \in \Omega$ of any exponential order. On the other hand, note that [28] only treated the divergence form

$$
\nabla \cdot ((a_{ijkl}(x, y))\nabla u) = 0 \quad \text{in} \ \Omega
$$

without any other lower order terms. However, the argument there works in the more general formulation (1.1) because the lower order terms collected in $D(u)$ are unimportant.

With the above preparation, keeping the motivation in Section [1] in mind, now we state the main result of this article.

Theorem 2.3. Let $(x_0, y_0) \in \Omega$ be arbitrarily fixed. Let $\mathbf{u} = (u_1, u_2)^T \in (C^2(\Omega))^2$ be a classical solution of (1.1), and $\omega(x_0, y_0) \subset \Omega$ be an open neighborhood of $(x_0, y_0)$. Assume that the fully symmetric tensor $(a_{ijkl})$ satisfies the strong elliptic condition (2.1), and the assumptions of Lemma 2.2 are fulfilled throughout $\Omega$. If

$$
\Delta := (a_{1212} + a_{1122})^2 - 4a_{1112}a_{1222} > 0 \quad \text{on} \ \omega(x_0, y_0), \tag{2.4}
$$

then $u_1 = 0 \quad \text{in} \ \omega(x_0, y_0)$ implies $u \equiv 0 \quad \text{in} \ \Omega$ with the additional information

$$
u_2 = \partial_x u_2 = \partial_y u_2 = \partial^2_x u_2 = \partial^2_y u_2 = 0 \quad \text{at} \ (x_0, y_0). \tag{2.5}$$
The new UCP in the above theorem gives an affirmative answer to Problem 1.2 which enables us to reduce almost half information of \( u \) under certain assumptions. In replace of taking efforts to observe \( u_2 \) throughout \( \omega(x_0, y_0) \), it suffices to perform single point observation such as \( \omega(x_0, y_0) \). Nevertheless, the essential assumption \( \omega(x_0, y_0) \) looks unusual in the related literature, and thus some explanations are necessary to demonstrate its feasibility.

In fact, the propose of \( \omega(x_0, y_0) \) is simply to preserve the hyperbolic-elliptic structure as the simplest case \( B_2 \), which seems natural and reasonable. On the other hand, in view of the formulation \( B_3 \), we observe that \( \omega(x_0, y_0) \) is equivalent to assuming

\[
\det \Lambda_{12} = -\Delta = 4a_{1112}a_{1222} - (a_{1212} + a_{1122})^2 < 0 \quad \text{on } \omega(x_0, y_0),
\]

which is, of course, absent in the assumption of Lemma 2.2. Since such an extra assumption is only imposed in the subset \( \omega(x_0, y_0) \), we understand that \( \omega(x_0, y_0) \) is basically independent of the assumption of Lemma 2.2 in general.

Next, we further compare \( \omega(x_0, y_0) \) with the strong convexity condition \( \omega(x_0, y_0) \) in two special cases. In the isotropic medium, we have

\[
a_{1111} = a_{2222} = 2\mu + \lambda, \quad a_{1212} = \mu, \quad a_{1122} = \lambda, \quad a_{1112} = a_{1222} = 0.
\]

Then it is readily seen that condition \( \omega(x_0, y_0) \) reduces to

\[
\mu + \lambda \neq 0 \quad \text{on } \omega(x_0, y_0). \tag{2.6}
\]

Meanwhile, it is easily verified that the condition \( \omega(x_0, y_0) \) in the isotropic case reads

\[
\mu > 0, \quad \mu + \lambda > 0 \quad \text{on } \Omega,
\]

which is definitely stronger than \( \omega(x_0, y_0) \). Indeed, if \( \mu + \lambda = 0 \) in \( \omega(x_0, y_0) \), then the Lamé system \( \mathbf{1} \) becomes

\[
\begin{cases}
\text{div}(\mu \nabla u_1) + (\partial_y \mu)\partial_x u_2 - (\partial_x \mu)\partial_y u_2 = 0, \\
(\partial_x \mu)\partial_y u_1 - (\partial_y \mu)\partial_x u_1 + \text{div}(\mu \nabla u_2) = 0
\end{cases}
\quad \text{in } \omega(x_0, y_0). \tag{2.7}
\]

Even if \( u_1 = 0 \) in \( \omega(x_0, y_0) \), the remaining equations for \( u_2 \) fail to indicate \( u_2 = 0 \) in \( \omega(x_0, y_0) \) with the additional information \( \omega(x_0, y_0) \). Because now \( \omega(x_0, y_0) \) is at most a weakly coupling system, it is understood that the connection between \( u_1 \) and \( u_2 \) is not strong enough for \( u_1 \) to determine \( u_2 \) uniquely. By the way, since the assumption in Lemma 2.2 holds automatically in the isotropic case (see \[28, Example 2\]), we conclude that \( \omega(x_0, y_0) \) or \( \omega(x_0, y_0) \) is an intermediate condition between \( \omega(x_0, y_0) \) and \( \omega(x_0, y_0) \) in this case.

Now we turn to the orthotropic medium, that is, only \( a_{1112} = a_{1222} = 0 \). In this case, the condition \( \omega(x_0, y_0) \) becomes

\[
a_{1212} + a_{1122} \neq 0 \quad \text{on } \omega(x_0, y_0), \tag{2.8}
\]

which preserves the form of \( \omega(x_0, y_0) \) as that in the isotropic case. However, the strong convexity condition \( \omega(x_0, y_0) \) does not necessarily imply \( \omega(x_0, y_0) \) any more; a simple counterexample can be

\[
a_{1111} = 2, \quad a_{1212} = a_{2222} = 1, \quad a_{1122} = -1.
\]

Therefore, it can be inferred that \( \omega(x_0, y_0) \) is also basically independent of \( \omega(x_0, y_0) \) in general.

Next we discuss the additional data \( \omega(x_0, y_0) \), which consists of 5 pieces of information in the single point observation of \( u_2 \). Recall that in the simplest case of constant Lamé coefficients, \( u_2 \) takes the form of \( \omega(x_0, y_0) \), which is uniquely determined by 4 constants. Then it is readily seen that the extra information on \( u_2 \) can be reduced to 4 pieces as

\[
u_2 \partial_x u_2 = \partial_y u_2 = 0, \quad \partial_x^2 u_2 = 0 \quad \text{or} \quad \partial_y^2 u_2 = 0 \quad \text{at } (x_0, y_0). \tag{2.9}
\]

Actually, it follows immediately from \( \omega(x_0, y_0) \) that either \( \partial_y^2 u_2 = 0 \) or \( \partial_y^2 u_2 = 0 \) implies the vanishing of the other at \( (x_0, y_0) \). However, we will provide examples in Section 3 showing that 4 pieces of information such as \( \omega(x_0, y_0) \) are possibly insufficient in general. On the opposite side, we will also construct several examples with special choices of coefficients, such that the extra pieces of information on \( u_2 \) can be less than 4. Consequently, it turns out that \( \omega(x_0, y_0) \) is a sufficient condition to conclude Theorem 2.3.
3 Proof of Theorem 2.3

Thanks to the powerful UCP result in Lemma 2.2, it is sufficient to prove $u_2 = 0$ in some neighborhood of $(x_0, y_0)$, which is not necessarily $\omega(x_0, y_0)$. We divide the proof into two steps.

Step 1. First we perform changes of variables to transform the equations for $u_2$ into specified forms. Simply substituting $u_1 = 0$ in $\omega(x_0, y_0)$ into the governing system (1.1) yields

$$
a_{1112}\frac{\partial_s^2 u_2}{\partial_x^2} + (a_{1212} + a_{1122})\frac{\partial_x \partial_y u_2}{\partial_x \partial_y} + a_{1222}\frac{\partial_{ss} u_2}{\partial_x^2} + b_{1212}\frac{\partial_x u_2}{\partial_x} + b_{1122}\frac{\partial_y u_2}{\partial_y} + c_{12} u_2 = 0, \tag{3.1}
$$

$$
a_{1212}\frac{\partial_s^2 u_2}{\partial_x^2} + 2a_{1222}\frac{\partial_x \partial_y u_2}{\partial_x \partial_y} + a_{2222}\frac{\partial_{ss} u_2}{\partial_x^2} + b_{2212}\frac{\partial_x u_2}{\partial_x} + b_{2122}\frac{\partial_y u_2}{\partial_y} + c_{22} u_2 = 0 \tag{3.2}
$$

in $\omega(x_0, y_0)$. Due to the essential assumption (2.4), we see that equation (3.1) is of hyperbolic type. Therefore, there exist invertible changes of variables

$$
s = s(x, y), \quad t = t(x, y)
$$

such that upon introducing $w(s(x, y), t(x, y)) := u_2(x, y)$, the auxiliary function $w$ satisfies

$$
\partial_s \partial_t w + B_{11} \partial_s w + B_{12} \partial_t w + C_1 w = 0 \tag{3.3}
$$

on $\tilde{\omega} := \{(s(x, y), t(x, y)) \in \mathbb{R}^2; (x, y) \in \omega(x_0, y_0)\}$. More precisely, we accomplish the changes of variables in the following way.

- If $a_{1112} = a_{1222} = 0$, then changes of variables are not necessary, and we simply put

$$
B_{11} = \frac{b_{121}}{a_{1212} + a_{1122}}, \quad B_{12} = \frac{b_{122}}{a_{1212} + a_{1122}}, \quad C_1 = \frac{c_{12}}{a_{1212} + a_{1122}}.
$$

Note that in this case, the condition (2.4) guarantees $a_{1212} + a_{1122} \neq 0$ (see (2.8)).

- If $a_{1112} \neq 0$, then we choose $\frac{\partial_x}{\partial s}$ and $\frac{\partial_t}{\partial s}$ as the two distinct solutions of the quadratic equation

$$
a_{1112} \eta^2 + (a_{1212} + a_{1122}) \eta + a_{1222} = 0,
$$

that is,

$$
\frac{\partial_x}{\partial_s} s = -\frac{a_{1212} + a_{1122} - \sqrt{\Delta}}{2a_{1112}}, \quad \frac{\partial_t}{\partial_s} s = \frac{a_{1212} + a_{1122} + \sqrt{\Delta}}{2a_{1112}}.
$$

Here we recall $\Delta = (a_{1212} + a_{1122})^2 - 4a_{1112}a_{1222} > 0$ on $\omega(x_0, y_0)$ (see (2.4)).

- Similarly, if $a_{1222} \neq 0$, then we choose $\frac{\partial_x}{\partial s}$ and $\frac{\partial_t}{\partial s}$ as the two distinct solutions of

$$
a_{1222} \eta^2 + (a_{1212} + a_{1122}) \eta + a_{1112} = 0,
$$

that is,

$$
\frac{\partial_x}{\partial_s} s = -\frac{a_{1212} + a_{1122} - \sqrt{\Delta}}{2a_{1222}}, \quad \frac{\partial_t}{\partial_s} s = \frac{a_{1212} + a_{1122} + \sqrt{\Delta}}{2a_{1222}}.
$$

Recall that we assumed the locally Lipschitz continuity of all $a_{ijk} \in \Omega$ and the strict positivity of $\Delta$ on $\omega(x_0, y_0)$. Therefore, in all the above cases we can suitably specify $s(x, y)$ and $t(x, y)$, such that their first order derivatives are also locally Lipschitz and their second order ones are locally bounded on $\omega(x_0, y_0)$. Moreover, we can suppose $s(x_0, y_0) = t(x_0, y_0) = 0$ so that the origin $(0, 0) \in \tilde{\omega}$ without loss of generality, or otherwise it suffices to replace $s$ and $t$ by

$$
s(x, y) - s(x_0, y_0), \quad t(x, y) - t(x_0, y_0)
$$

respectively.

Now we turn to the second equation (3.2). Taking $\xi_1 = 0$, $\xi_2 = 0$, $\eta_1 \neq 0$ and $\eta_2 \neq 0$ in the strong elliptic condition (2.1), we obtain

$$
a_{1212} \eta^2 + 2a_{1222} \eta + a_{2222} > 0 \quad \text{on} \quad \overline{\Omega}, \quad \eta := \frac{\eta_1}{\eta_2} \in \mathbb{R}.
$$
This implies $a_{1222}^2 - a_{1212}a_{2222} < 0$ on $\Omega$ and thus equation (3.2) is automatically elliptic. In correspondence with the changes of variables, (3.2) is transformed as

$$L_{s,t}w := A_{11} \partial_{ss}^2 w + 2A_{12}\partial_{s}w + A_{22}\partial_{tt}^2 w + B_{21}\partial_sw + B_{22}\partial_tw + C_2w = 0. \quad (3.4)$$

By the invertibility of $(s(x,y), t(x,y))$, we have

$$\text{det} \begin{pmatrix} \partial_{x}s & \partial_{t}s \\ \partial_{y}s & \partial_{y}t \end{pmatrix} \neq 0 \quad \text{on } \omega(x_0, y_0), \quad (3.5)$$

and equation (3.4) keeps the ellipticity because

$$A_{12}^2 - A_{11}A_{22} \propto (a_{1222}^2 - a_{1212}a_{2222}) \left( \text{det} \begin{pmatrix} \partial_{x}s & \partial_{t}s \\ \partial_{y}s & \partial_{y}t \end{pmatrix} \right)^2 < 0 \quad \text{on } \bar{\omega}.$$

Now that $s(x,y)$ and $t(x,y)$ are well-defined up to their second order derivatives, direct calculations immediately give the relations

$$\partial_xu_2 = (\partial_x s)\partial_x w + (\partial_t s)\partial_t w, \quad \partial_yu_2 = (\partial_y s)\partial_x w + (\partial_y t)\partial_t w \quad (3.6)$$

and further,

$$\partial_{xx}^2 u_2 = (\partial_x s)^2 \partial_{xx}^2 w + 2(\partial_x s)(\partial_x t)\partial_x \partial_t w + (\partial_t s)^2 \partial_{tt}^2 w + (\partial_x^2 s)\partial_x w + (\partial_t^2 s)\partial_t w, \quad \partial_{xy}u_2 = (\partial_x s)(\partial_y s)\partial_{xx}^2 w + (\partial_x^2 s)\partial_x w + (\partial_t s)\partial_t w + (\partial_x^2 t)\partial_t w \quad (3.7)$$

$$\partial_{yy}^2 u_2 = (\partial_y s)^2 \partial_{yy}^2 w + 2(\partial_y s)(\partial_y t)\partial_x \partial_t w + (\partial_t s)^2 \partial_{tt}^2 w + (\partial_y^2 s)\partial_x w + (\partial_y^2 t)\partial_t w.$$

Based on the above relations, we can calculate all the coefficients involved in (3.3) and (3.4), and we omit the details here.

Now we convert the additional information (2.5) of $u_2$ at $(x_0, y_0)$ into that of $w$ at $(0,0)$. First, $w(0,0) = 0$ is trivial. To see $\partial_x w = \partial_t w = 0$ at $(0,0)$, it suffices to take $(x,y) = (x_0, y_0)$ in (3.6) and employ the invertibility condition (3.5). For the second order derivatives, we shall plug (2.5) into the original equations (3.1–3.2), which gives

$$(a_{1212} + a_{1122})\partial_x \partial_y u_2 = a_{1222} \partial_x \partial_y \partial_x w = 0 \quad \text{at } (x_0, y_0). \quad (3.8)$$

According to condition (2.4), it reveals that $a_{1212} + a_{1122}$ and $a_{1222}$ cannot vanish simultaneously at $(x_0, y_0)$, indicating $\partial_x \partial_y u_2(x_0, y_0) = 0$. Now that

$$\partial_{xx}^2 u_2 = \partial_{xy}u_2 = \partial_{yy}^2 u_2 = 0 \quad \text{at } (x_0, y_0), \quad \partial_x w = \partial_t w = 0 \quad \text{at } (0,0),$$

taking $(x,y) = (x_0, y_0)$ in (3.6) yields a homogeneous $3 \times 3$ linear system

$$\begin{cases}
(\partial_x s)^2 \partial_{xx}^2 w + 2(\partial_x s)(\partial_x t)\partial_x \partial_t w + (\partial_t s)^2 \partial_{tt}^2 w = 0, \\
(\partial_x s)(\partial_y s)\partial_{xx}^2 w + (\partial_x^2 s)\partial_x w + (\partial_t s)\partial_t w + (\partial_x^2 t)\partial_t w = 0, \quad \text{at } (x_0, y_0), \\
(\partial_y s)^2 \partial_{yy}^2 w + 2(\partial_y s)(\partial_y t)\partial_x \partial_t w + (\partial_t s)^2 \partial_{tt}^2 w = 0
\end{cases}$$

Employing the invertibility condition (3.5) again, we find

$$\text{det} \begin{pmatrix} (\partial_x s)^2 & 2(\partial_x s)\partial_x t & (\partial_t s)^2 \\ (\partial_x s)(\partial_y s) & (\partial_x s)\partial_y t + (\partial_y s)\partial_x t & (\partial_y s)\partial_t t \\ (\partial_y s)^2 & 2(\partial_y s)\partial_y t & (\partial_y s)^2 \end{pmatrix} = \text{det} \begin{pmatrix} \partial_{x}s & \partial_{t}s \\ \partial_{y}s & \partial_{y}t \end{pmatrix}^3 \neq 0 \quad \text{on } \omega(x_0, y_0).$$

Eventually, all derivatives of $w$ up to the second order vanish at $(0,0)$, i.e.,

$$w = \partial_x w = \partial_t w = \partial_x^2 w = \partial_y \partial_x w = \partial_y^2 w = 0 \quad \text{at } (0,0). \quad (3.8)$$

**Step 2.** We shall prove the claim by showing that there only exists a trivial solution of the overdetermined system (3.3–3.4) with the additional information (3.8).

Let $\bar{\omega}_1 := [-\epsilon, \epsilon]^2 \subset \bar{\omega}$ be a sufficiently small closed neighborhood square of $(0,0)$. According to the following key lemma, we can represent the solution of (3.3) on $\bar{\omega}_1$ by using the corresponding Riemann function.
Lemma 3.1 (Vekua [34]). (a) For any fixed \((\xi, \eta) \in \bar{\omega}_1\), there exists a unique Riemann function \(R(s, t, \xi, \eta)\) of (3.3) satisfying
\[
R(s, t, \xi, \eta) = \int_{\xi}^{s} B_{12}(\sigma, t) R(\sigma, t, \xi, \eta) \, d\sigma - \int_{\eta}^{t} B_{11}(s, \tau) R(s, \tau, \xi, \eta) \, d\tau \\
+ \int_{\xi}^{s} \, d\sigma \int_{\eta}^{t} C_1(\sigma, \tau) R(\sigma, \tau, \xi, \eta) \, d\tau = 1, \quad (s, t) \in \bar{\omega}_1.
\] (3.9)

(b) The solution \(w\) of (3.3) takes the form of
\[
w(s, t) = w(0,0)R(0,0,s,t) + \int_{0}^{s} R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} R(0,\tau,s,t)\psi(\tau) \, d\tau
\] for \((s,t) \in \bar{\omega}_1\), where
\[
\varphi(s) := \partial_s w(s,0) + B_{12}(s,0)w(s,0), \quad \psi(t) := \partial_t w(0,t) + B_{11}(0,t)w(0,t).
\] (3.11)

Our strategy is to show \(\varphi = \psi = 0\) on \([-\varepsilon, \varepsilon]\) and thus \(w = 0\) on \(\bar{\omega}_1\) by substituting the explicit solution (3.10) into the elliptic equation (3.4). To this end, we first utilize the vanishing condition (3.3) to obtain
\[
\varphi(0) = \varphi'(0) = \psi(0) = \psi'(0) = 0,
\] (3.12)
and simplify (3.10) as
\[
w(s, t) = \int_{0}^{s} R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} R(0,\tau,s,t)\psi(\tau) \, d\tau.
\]

Then direct calculations yield
\[
\partial_s w(s, t) = R(s,0,s,t)\varphi(s) + \int_{0}^{s} \partial_s R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} \partial_s R(0,\tau,s,t)\psi(\tau) \, d\tau,
\]
\[
\partial_t w(s, t) = R(0,t,s,t)\psi(t) + \int_{0}^{s} \partial_t R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} \partial_t R(0,\tau,s,t)\psi(\tau) \, d\tau,
\]
\[
\partial^2_s w(s, t) = R(s,0,s,t)\varphi'(s) + (\partial_s + 2\partial_{\xi}) R(s,0,\xi,t)\varphi(s) + \int_{0}^{s} \partial^2_s R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} \partial^2_s R(0,\tau,s,t)\psi(\tau) \, d\tau,
\]
\[
\partial_s \partial_t w(s, t) = \partial_t R(s,0,s,t)\varphi(s) + \partial_s R(0,t,s,t)\psi(t) + \int_{0}^{s} \partial_s \partial_t R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} \partial_s \partial_t R(0,\tau,s,t)\psi(\tau) \, d\tau,
\]
\[
\partial^2_t w(s, t) = R(0,t,s,t)\psi'(t) + (\partial_t + 2\partial_{\eta}) R(0,t,s,\eta)\psi(t) + \int_{0}^{s} \partial^2_t R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + \int_{0}^{t} \partial^2_t R(0,\tau,s,t)\psi(\tau) \, d\tau.
\]

Plugging the above representations into (3.4) and rearranging to separate the terms with \(\varphi\) and \(\psi\), we arrive at
\[
A_{11}(s,t)R(s,0,s,t)\varphi'(s) + P(s,t)\varphi(s) + \int_{0}^{s} L_{s,t}R(\sigma,0,s,t)\varphi(\sigma) \, d\sigma + A_{22}(s,t)R(0,t,s,t)\psi'(t) + Q(s,t)\psi(t) + \int_{0}^{t} L_{s,t}R(0,\tau,s,t)\psi(\tau) \, d\tau = 0
\] (3.13)

where
\[
P(s,t) := A_{11}(s,t)(\partial_s + 2\partial_{\xi}) R(s,0,\xi,t)|_{\xi=s} + 2A_{12}(s,t)\partial_t R(s,0,s,t) + B_{21}(s,t) R(s,0,s,t),
\]
\[
Q(s,t) := A_{22}(s,t)(\partial_t + 2\partial_{\eta}) R(0,t,s,\eta)|_{\eta=t} + 2A_{12}(s,t)\partial_s R(0,t,s,t) + B_{22}(s,t) R(0,t,s,t).
\]
and \( L_{s,t} \) is the elliptic operator with respect to \( s, t \) defined by (3.4).

By the ellipticity of (3.4), we see that \( A_{11}A_{22} > 0 \) on \( \omega \) and thus both \( A_{11} \) and \( A_{22} \) never vanish on \( \tilde{\omega} \). In addition, taking \( s = \xi \) and \( t = \eta \) in (3.9), we have \( R(s, t, s, t) = 1 \) for all \((s, t) \in \tilde{\omega}_1\). Taking \( t = 0 \) in (3.13) and using (3.12), we obtain an initial value problem for an integro-differential equation

\[
\begin{aligned}
A_{11}(s, 0)\varphi'(s) + P(s, 0)\varphi(s) + \int_0^s L_{s,t} R(\sigma, 0, s, 0)\varphi(\sigma) \, d\sigma &= 0, \\
\varphi(0) &= 0,
\end{aligned}
\]  

(3.14)

By the unique existence of the solution (see, e.g., [9]), we have \( \varphi = 0 \) on \([\varepsilon, \varepsilon]\). In a completely parallel manner, taking \( s = 0 \) in (3.13) and using (3.12) again yield

\[
\begin{aligned}
A_{22}(0, t)\psi'(t) + Q(0, t)\psi(t) + \int_0^t L_{s,t} R(0, \tau, 0, t)\psi(\tau) \, d\tau &= 0, \\
\psi(0) &= 0,
\end{aligned}
\]  

(3.15)

implying \( \psi = 0 \) on \([\varepsilon, \varepsilon]\). In view of formula (3.10), we finally obtain \( w = 0 \) on \( \tilde{\omega}_1 \) and thus

\[
\begin{aligned}
u_2 &= 0 \quad \text{on} \quad \omega_1 := \{(x, y) \in \mathbb{R}^2; (s(x, y), t(x, y)) \in \tilde{\omega}_1\}.
\end{aligned}
\]

Since obviously \((x_0, y_0) \in \omega_1 \subset \omega(x_0, y_0)\), we conclude \( u = (u_1, u_2)^T = 0 \) in a smaller neighborhood \( \omega_1 \) of \((x_0, y_0)\). Eventually, we finish the proof with the help of Lemma 2.2.

We close this section by illustrating the outline of the above proof in Figure 1. At the starting point, we have \( u_1 = 0 \) in \( \omega(x_0, y_0) \) and thus \( u_2 \) satisfies the overdetermined hyperbolic-elliptic system (3.1)–(3.2) in \( \omega(x_0, y_0) \).

Next, we perform the invertible changes of variables \( s = s(x, y) \), \( t = t(x, y) \) and introduce an auxiliary function \( w(s(x, y), t(x, y)) := u_2(x, y) \), so that the hyperbolic equation that \( w \) satisfies is reduced to (3.3) on \( \tilde{\omega} \). Employing the Riemann function of (3.3) and the condition (2.5), we can conclude the vanishing of \( w \) on a subdomain \( \tilde{\omega}_1 \subset \tilde{\omega} \), which implies the vanishing of \( u_2 \) on a corresponding subdomain \( \omega_1 \subset \omega(x_0, y_0) \). Finally, the application of Lemma 2.2 immediately completes the proof.

![Figure 1. Outline of the proof of Theorem 2.3](image)

4 Some Remarks and Examples

In this section, we mainly construct various examples to illustrate the necessity of the additional information (2.5) as well as its possible reduction under special choices of coefficients.

Actually, by reviewing the argument of Step 2 in Section 3 it turns out that in principle we only need

\[
w = \partial_s w = \partial_t w = 0, \quad \partial_s^2 w = \partial_t^2 w = 0 \quad \text{at} \quad (0, 0)
\]

(4.1)

instead of a stronger one (3.3). Indeed, without loss of generality, let us assume

\[
w = \partial_s w = \partial_t w = \partial_s^2 w = 0 \quad \text{at} \quad (0, 0).
\]
Recalling the definition (3.11) of \( \varphi \) and \( \psi \), we find that the condition (3.12) is now weakened as
\[
\varphi(0) = \psi(0) = \psi'(0) = 0.
\]
Even though, still we are able to derive the initial value problem (3.14) for \( \varphi \). This indicates \( \varphi = 0 \) on \([-\varepsilon, \varepsilon]\), and then simply taking \( s = 0 \) in (3.13) again leads us to (3.15) and thus \( \psi = 0 \) on \([-\varepsilon, \varepsilon]\).

On the other hand, it follows from (4.1) that (4.1) implies \( \partial_x \partial_y \psi(0, 0) = 0 \) immediately. Moreover, by the ellipticity of (3.4), we see that (4.1) automatically implies (3.8), that is, \( w \) vanishes at \((0, 0)\) up to all its second order derivatives. Therefore, it reveals that (4.1) is equivalent to (3.8) though the latter looks stronger. According to the relation (3.7), this further results in
\[
\partial^2_s u_2 = \partial_x \partial_y u_2 = \partial^2_y u_2 = 0 \quad \text{at} \ (x_0, y_0).
\] (4.2)

Unfortunately, we will illustrate in the following example that the above facts no longer hold true on the opposite side. More precisely, it may happen that a similar assumption (2.9) of \( w \) does not necessarily imply (3.8).

**Example 1.** We shall construct constant tensors \((a_{ijkl})\) satisfying conditions (2.1) and (2.4) whereas (2.9) fails to imply (3.8).

(a) In the case of \( u_2 = \partial_x u_2 = \partial_y u_2 = \partial^2_y u_2 = 0 \) at \((x_0, y_0)\), we choose
\[
a_{1111} \gg 1, \quad a_{1112} = a_{1122} = 0, \quad a_{1212} = 2, \quad a_{1222} = a_{2222} = 1.
\]

Then equations (3.1)–(3.2) are linearly dependent at \((x_0, y_0)\) and we only have
\[
2\partial_x \partial_y u_2 + \partial^2_y u_2 = 0 \quad \text{at} \ (x_0, y_0),
\]
which allows nontrivial solutions.

(b) In the case of \( u_2 = \partial_x u_2 = \partial_y u_2 = \partial^2_y u_2 = 0 \) at \((x_0, y_0)\), one possible choice can be
\[
a_{1111} \gg 1, \quad a_{2222} \gg 1, \quad a_{1212} = 2, \quad a_{1122} = 4, \quad a_{1112} = 2, \quad a_{1222} = 3.
\]

Then again (3.1)–(3.2) give only one equation
\[
\partial^2_s u_2 + 3\partial_x \partial_y u_2 = 0 \quad \text{at} \ (x_0, y_0).
\]

As long as two of the second derivatives of \( u_2 \) do not vanish at \((x_0, y_0)\), it is clear that the second derivatives of \( w \) cannot vanish simultaneously at \((0, 0)\) in view of (3.7).

The above counterexamples result from the fact that such conditions on \((a_{ijkl})\) as (2.1) and (2.4) are irrelevant of the linear dependency issue. Since it is unrealistic to make assumptions on \( w(s, t) \) after changes of variables, we conclude from Example 1 that the original assumption (2.9) cannot be weakened e.g. to (2.9) in general.

Nevertheless, as was mentioned at the end of Section 2 the vanishing assumption (2.5) can be reduced e.g. to (2.9) in the case of constant Lamé coefficients. Actually, the same reduction works as long as \( a_{1222}(x_0, y_0) = 0 \) in the general case. To see this, we simply substitute (2.9) and \( a_{1222}(x_0, y_0) = 0 \) into (3.1)–(3.2) to deduce
\[
\begin{align*}
\partial_{1111}^2 u_2 + (a_{1212} + a_{1122}) \partial_x \partial_y u_2 = 0, \\
\partial_{1212}^2 u_2 + a_{1222} \partial_y u_2 = 0,
\end{align*}
\]
\((x_0, y_0)).

Since conditions (2.1) and (2.4) guarantee \( a_{1212} > 0 \), \( a_{2222} > 0 \), \( a_{1212} + a_{1122} \neq 0 \) at \((x_0, y_0)\), it turns out that either \( \partial^2_s u_2(x_0, y_0) = 0 \) or \( \partial^2_s u_2(x_0, y_0) = 0 \) implies (4.2), and thus all the subsequent arguments follow. As the condition \( a_{1222}(x_0, y_0) = 0 \) definitely includes the orthotropic case, we see that the weakened assumption (2.9) works in a rather wide range of applications.

In this direction, we can even proceed further by specifying the coefficients in the governing equation (1.1). In the following four examples, we will illustrate the possibility of determining \( u_2 \) by less than 4 constants. We will restrict ourselves in the isotropic Lamé case (1.3) possibly with some lower order terms, so that the assumptions in Lemma 2.2 are fulfilled (see [28, Example 2]).
Example 2 (2 constants). In the isotropic Lamé system \((1.3)\), we simply choose \(\mu(x, y) = e^x\), \(\lambda(x, y) = e^y\). Then \(u_1 = 0\) in \(\omega(x_0, y_0)\) gives
\[
\begin{align*}
\begin{cases}
(e^x + e^y)\partial_x \partial_y u_2 = 0, \\
\partial_x(e^x \partial_x u_2) + \partial_y((2 e^x + e^y)\partial_y u_2) = 0
\end{cases}
\quad \text{in } \omega(x_0, y_0).
\end{align*}
\]
(4.3)

Obviously, the first equation of (4.3) indicates that \(u_2\) takes the form of separated variables
\[
u_2(x, y) = p(x) + q(y).
\]
(4.4)

Plugging (4.4) into the second equation of (4.3) yields
\[
(e^x p'(x))' + 2 e^x q''(y) + (e^y q'(y))' = 0.
\]
(4.5)

Taking \(y\)-derivative in (4.5), we obtain \(2 e^x q'''(y) + (e^y q'(y))'' = 0\). By the linear independence of 1 and \(e^x\), we obtain \(q'''(y) = (e^y q'(y))'' = 0\). Then \(q\) should be a quadratic function, i.e., \(q(y) = C_0 + C_1 y + C_2 y^2\). Further, we know
\[
0 = (e^y q'(y))'' = e^y((C_1 + 4 C_2) + 2 C_2 y) \quad \text{near } y_0
\]
and thus \(C_1 = C_2 = 0\). This means \(q(y)\) is a constant, or equivalently \(u_2(x, y) = p(x)\) only depends on \(x\). Now (4.3) reduces to an ordinary differential equation with respect to \(x\) near \(x_0\), whose solution takes the form of \(u_2(x, y) = p(x) = C_0 + C_3 e^{-x^2}\) in \(\omega(x_0, y_0)\). In other words, \(u_2\) only depends on 2 constants \(C_0, C_3\).

In the following three examples, we fix the two Lamé coefficients \(\mu, \lambda\) as constants satisfying \(\mu + \lambda \neq 0\), and set
\[
a_{1111} = a_{2222} = 2\mu + \lambda, \quad a_{1212} = \mu, \quad a_{1122} = \lambda, \quad a_{1112} = a_{1222} = b_{121} = b_{122} = c_{12} = 0.
\]

This means that we restrict \((a_{ij\ell})\) in the constant Lamé case, but we add some nonzero lower order coefficients. Then \(u_1 = 0\) in \(\omega(x_0, y_0)\) implies
\[
\begin{align*}
\begin{cases}
(\mu + \lambda)\partial_x \partial_y u_2 = 0, \\
\mu \partial_x^2 u_2 + (2\mu + \lambda)\partial_y^2 u_2 + b_{221}\partial_x u_2 + b_{222}\partial_y u_2 + c_{222} u_2 = 0
\end{cases}
\quad \text{in } \omega(x_0, y_0).
\end{align*}
\]
(4.6)
in \(\omega(x_0, y_0)\). Again, it follows from the first equation above that \(u_2\) takes the form (4.4). By adjusting \(b_{221}, b_{222}\) and \(c_{222}\), we explore other possibilities of determining \(u_2\) by less constants than 4.

Example 3 (3 constants). Choosing \(b_{221}(x, y) = e^y\) and \(b_{222} = c_{222} = 0\), we substitute (4.4) into (4.6) to deduce
\[
\mu p''(x) + (2\mu + \lambda)q''(y) + e^y p'(x) = 0 \quad \text{in } \omega(x_0, y_0).
\]
(4.7)

Differentiating with respect to \(x\) gives \(\mu p'''(x) + e^y p''(x) = 0\), and again the linear independence of 1 and \(e^y\) implies \(p'''(x) = 0\) or equivalently \(p(x) = C_0 + C_1 x\). Similarly to Example 2, we plug \(p(x)\) back into (4.7) and arrive at an ordinary differential equation
\[
(2\mu + \lambda)q''(y) + C_1 e^y = 0 \quad \text{near } y_0.
\]
Therefore, it turns out that \(u_2\) depends on 3 constants \(C_0, C_1, C_2\) in such a way that
\[
u_2(x, y) = C_0 + C_1 \left(x - \frac{e^y}{2\mu + \lambda}\right) + C_2 y \quad \text{in } \omega(x_0, y_0).
\]

In the next two examples, we set \(x_0 = y_0 = 0\) without loss of generality.

Example 4 (1 constant). Choosing \(b_{221}(x, y) = xy, b_{222}(x, y) = xy^2\) and \(c_{222} = 0\), we have
\[
\mu p''(x) + (2\mu + \lambda)q''(y) + x y (p'(x) + y q'(y)) = 0 \quad \text{in } \omega(0, 0).
\]
(4.8)

Taking \(x = 0, y = 0\) and \(x = y = 0\) respectively in the above equation, we obtain
\[
\begin{align*}
\mu p''(0) + (2\mu + \lambda)q''(y) = 0, \\
\mu p''(x) + (2\mu + \lambda)q''(0) = 0, \\
\mu p''(0) + (2\mu + \lambda)q''(0) = 0.
\end{align*}
\]
We subtract the third identity from the summation of the first two to conclude

\[ \mu p''(x) + (2\mu + \lambda)q''(y) = 0 \quad \text{in } \omega(0,0), \quad (4.9) \]

which, in combination with (4.8), yields \( p'(x) + q'(y) = 0 \) in \( \omega(0,0) \). Taking \( y = 0 \) gives \( p'(x) = 0 \) and further \( q'(y) = 0 \). Consequently, both \( p \) and \( q \) are constants and so is \( u_2 \), i.e., \( u_2(x,y) = C_0 \).

Obviously, a constant is always a solution of (4.6) if \( c_{22} = 0 \). As a result, the last example achieves the unique determination of \( u_2 \) without any additional information by choosing a nonzero zeroth order term \( c_{22} \).

**Example 5** (0 constant). Motivated by Example 2, we simply choose \( c_{22}(x,y) = xy \) and \( b_{221} = b_{222} = 0 \), which gives \( \mu p''(x) + (2\mu + \lambda)q''(y) + xy(p(x) + q(y)) = 0 \) in \( \omega(0,0) \). Taking \( x = 0 \), \( y = 0 \) and \( x = y = 0 \) respectively as before, again we can conclude (4.9). However, this time we are directly led to \( u_2(x,y) = p(x) + q(y) = 0 \) in \( \omega(0,0) \). In other words, the function \( u_2 \) does not depend on any constant and vanishes automatically.

### 5 Conclusions

In this paper, we established a new unique continuation property (UCP) for two-dimensional anisotropic elasticity systems in such a sense that the information of one component of the solution in a subdomain can uniquely determine the solution in the whole domain up to (at most) 5 constants. Our main Theorem 2.3 seems to be the first affirmative conclusion on this direction for anisotropic elasticity systems. Needless to say, such a result has remarkable practical significance because the required observation data can be almost halved in practice. Meanwhile, this also provides concrete evidence for the fact that small amounts of data sometimes result in satisfactory result in some practical problems.

As the first attempt to the UCPs with minimal information for elasticity systems, this paper is merely a starting point for a series of related problems awaiting investigation. Possible future topics include but by no means be restricted to the following aspects.

1. For simplicity, throughout this paper we required \( u \in (C^2(\Omega))^2 \) for the additional information (2.5) to make sense. However, it is achieved with rather smooth coefficients in view of the well-posedness of forward problems, which is usually invalid in such cases like Lamé coefficients with discontinuity. Hence, it is desirable to avoid the access to higher derivatives of \( u_2 \) at \( (x_0,y_0) \) for practical applications. Therefore, an interesting problem is to find alternatives of (2.5), e.g. \( u_2 = 0 \) at five distinct points.

2. Compared with the two-dimensional case treated in this paper, the case of three-dimensional anisotropic elasticity systems for \( u = (u_1, u_2, u_3)^T \) is definitely more challenging. We shall start from some special cases, e.g., the transversely isotropic case. Besides, the three-dimensional Riemann function also deserves closer studies.

3. Since Theorem 2.3 is definitely a qualitative result, it is natural to further consider the quantitative UCP, that is, to estimate \( u \) in \( \Omega \) by some norm of \( u_1 \) in \( \omega(x_0,y_0) \) and \( |\partial_\alpha u_2(x_0,y_0)| \) (\( |\alpha| \leq 2 \)). If this is done, we can proceed to some related inverse and control problems as direct applications.

4. In Section 4 we constructed several examples to illustrate the possibility of further reducing the additional information (2.5). In order to clarify the underlying mechanism, we shall look into details to find the conditions for the possible alleviation of additional information.

5. In some applications, the surface Cauchy data \( \{u, Tu\} \) are taken as observation data, where \( T \) is the stress operator on an accessible subboundary. It is important to establish similar unique continuation results by such boundary data, instead of the volume measurement of \( u_1 \) considered here, which should be a future topic.

6. Finally, in the light of potential real-world applications, it is necessary to develop corresponding numerical methods and perform numerical verifications to support the theoretical achievement.
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