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Abstract—This paper proposes a multiobjective multitasking optimization evolutionary algorithm based on decomposition with dual neighborhood. In our proposed algorithm, each subproblem not only maintains a neighborhood based on the Euclidean distance among weight vectors within its own task, but also keeps a neighborhood with subproblems of other tasks. Gray relation analysis is used to define neighborhood among subproblems of different tasks. In such a way, relationship among different subproblems can be effectively exploited to guide the search. Experimental results show that our proposed algorithm outperforms four state-of-the-art multiobjective multitasking evolutionary algorithms and a traditional decomposition-based multiobjective evolutionary algorithm on a set of test problems.
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I. INTRODUCTION

MULTITASKING evolutionary optimization [1] is a new growing research area. Borrowing the idea from multitasking learning, multitasking optimization (MTO) explores relationship among different tasks for improving the search efficiency, and it can also distinguish and make use of differences among these tasks.

Evolutionary algorithms (EAs) are widely used for solving optimization problems [2], [3]. Multitasking evolutionary algorithms (MTEAs) [1], [4] help the optimization of different tasks by sharing a same population and mining the implicit information among tasks. On the one hand, such sharing and mining strategies can speed up the optimization process of different tasks. On the other hand, it can help each individual optimization process escape its local optima through the interaction between tasks. Typically, for bi-level optimization problems [5], when multiple upper level candidate solutions are analyzed simultaneously, the lower level optimization problem can be considered as an MTO problem [6]. In the field of expensive optimization [7], knowledge of computationally cheap optimization problems is transferred to expensive optimization problem through multitasking evolutionary algorithm to improve the convergence speed of expensive problem. Yi et al. [8] transformed the problem with interval uncertainty into an MTO problem. Feng et al. [9] used a multitasking evolutionary algorithm to deal with a generalized variant of vehicle routing problem with occasional drivers to cope with the requirement that multiple tasks in cloud computing services should be optimized at the same time. In addition, MTEAs have been studied and employed to successfully solve different problems such as the optimization of operational indices in beneficication processes [10], composition of cloud computing service [11], sparse reconstruction [12], bi-fidelity optimization [13], hyper-heuristics [14], and multiobjective pollution-routing problem [15].

Based on NSGA-II [16], Gupta et al. [4] proposed an evolutionary algorithm for solving multiobjective multitasking optimization problems, called MO-MFEA, and used it to solve two composites manufacturing problems (two multiobjective optimization problems, i.e., MOPs).

Decomposition-based multiobjective evolutionary algorithm (MOEA/D) has been widely used in multiobjective optimization [17], [18]. Yao et al. [19] proposed a decomposition based algorithm for solving multiobjective multitasking optimization problem. Their algorithm does not make use of relationship among different tasks very well. Neighborhood structure is used for establishing relationship among different subproblems in MOEA/D algorithms. It is assumed that subproblems with close Euclidean distances between weight vectors have similar optimal solutions [20] in MOEA/D. However, relationship between subproblems of different tasks cannot be measured by weight vectors because they belong to different tasks. To efficiently mine and use the relationship between subproblems of different tasks, this paper proposes a multiobjective multitasking optimization evolutionary algorithm based on decomposition with dual neighborhood, denoted as MTEA/D- DN. It defines and uses a neighborhood structure based on the Euclidean distance between the weight vectors within its own task, denoted as internal neighborhood, and between subproblems of other tasks defined by grey relation analysis [21]. During the evolution of the population, the transfer of information between different tasks is achieved by exchanging information between these two neighborhoods.
II. BACKGROUND AND RELATED WORK

In this section, we first describe some basic definitions of the multiobjective MTO. Then, the decomposition strategy and the grey relation analysis are briefly introduced. Finally, a review of currently existing evolutionary algorithms for multiobjective MTO is presented.

A. Multiobjective Multitasking Optimization

In general, a multiobjective multitasking optimization problem that minimizes all objectives of each task can be defined as follows [4]:

\[
\begin{align*}
\min & \quad \mathcal{F}(x_1, x_2, \ldots, x_K) \\
\text{s.t.} & \quad x_i \in \Omega_i, \quad i \in \{1, 2, \ldots, K\}
\end{align*}
\]

where, \( F_i \) is the \( i \)-th task to be optimized (an MOP), \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iD_i}) \) is the \( D_i \)-dimensional decision variable vector, and \( \Omega_i \) denotes the feasible domain of task \( i \). Here, for each task, there are multiple objectives that need to be optimized at the same time, and there are conflicting relationships between these objectives. The goal is to find a representative Pareto front (PF) for each multiobjective optimization task, so as to help decision makers analyze the relationship between different objectives and then make reasonable trade-offs and decisions [22]. Optimizing each task individually is the most straightforward approach. However, in similar environments, there may be implicit relationship between these tasks, so it is necessary to explore and exploit potentially useful information between them to improve the efficiency of task solving.

B. Decomposition Strategy

A series of weight vectors and a scalarizing function [23] are two components of the decomposition strategy in decomposition-based multiobjective evolutionary algorithms. Each weight vector and multiple objectives based on the scalarizing function constitute a single-objective optimization subproblem, and then a population is employed to optimize these subproblems simultaneously [17], [18]. The Euclidean distance between the weight vectors defines the neighborhood structure between these subproblems. It is generally assumed that subproblems with closer weight vectors in the same multiobjective optimization problem have similar optimal solutions [20]. Therefore, during population evolution, the exploitation and exploration of the algorithm are balanced by the neighborhood structure (whether the selection and update of parents comes from the neighborhood). Based on the idea of decomposition, some variants of decomposition-based evolutionary algorithm have been proposed, such as embedded dynamical resource allocation [20], [24], [25], angle-based decomposition [26], decomposing a multiobjective problem into some simple MOPs [27], [28], combining domination-based strategy [29]–[31], etc..

C. Grey Relation Analysis

Grey relation analysis quantifies the degree of similarity or dissimilarity between different factors by calculating the numerical relationship between them, i.e., reference sequence and a number of compared sequences, in order to evaluate whether the factors are closely related or not. For a given normalized reference sequence \( Y = \{y(k) \mid k = 1, 2, \ldots, n\} \) and the compared sequence \( X_i = \{x_i(k) \mid k = 1, 2, \ldots, n\} \), \( i = 1, 2, \ldots, m \), the grey relational degree of the reference sequence to a compared sequence can be calculated in the following form [21]:

\[
r_i = \frac{1}{n} \sum_{k=1}^{n} \min_{k=1}^{m} \min_{k=1}^{n} \Delta_i(k) + \rho \times \max_{i=1}^{m} \max_{k=1}^{n} \Delta_i(k)
\]

where, \( \Delta_i(k) = |y(k) - x_i(k)| \), \( n \) is the dimension of each factor, and \( m \) is the number of compared sequences. \( \rho \in [0, 1] \) is the distinguished coefficient, the smaller the value of \( \rho \), the greater its distinguished ability will be, and its value is usually set as \( \rho = 0.5 \) [21].

D. Related Work

The basic scheme of MTEA is to map the decision space of all tasks into a unified search space, and to optimize these tasks simultaneously with a single population that is encoded in the unified search space [1], [4]. Furthermore, information transfer between tasks is performed by updating the current population with offspring that is generated by the genetic operator, with a certain probability (i.e., random mating probability \( rmp \)), from individuals associated with different tasks. Such information transfer is also known as implicit information transfer [32]. Feng et al. [32] argued that the method of knowledge transfer through genetic operator in [1], [4] limits the use of other evolutionary search operators so that some high-performance evolutionary search operators cannot be embedded in existing multitasking evolutionary algorithms. Further, Feng et al. [32] established the mapping relationship of different tasks in the decision space through autoencoder technology to transfer knowledge, which is called explicit transfer. It should be noted that training an autoencoder network is a time-consuming process. Tang et al. [33] applied principle component analysis method to map the domains of multiple tasks to low-dimensional aligned subspace, and employed this subspace for information transfer. In addition, Feng et al. [34] tackled the problem of knowledge transfer between tasks by constructing weighted \( l_1 \)-norm-regularized reconstruction error between different combinatorial optimization problems. In order to harness the unique performance of different crossover operators, Zhou et al. [35] proposed an adaptive knowledge transfer strategy based on multiple crossover operators. Yao et al. [19] proposed a multiobjective multitasking evolutionary
algorithm based on decomposition strategy \cite{17}, in which the way of information transfer between tasks can be summarized as: the offspring generated by the parents associated with the same task can be used to update the individuals associated with other tasks. However, this information transfer method did not explore and mine the relationship between tasks.

On the other hand, Lin et al. \cite{36} used incremental Naive Bayes classifier to select several individuals from other task to the target task as transfer knowledge to participate in the production of offspring, and then used these selected individuals as training data to update the classification model. Bali et al. \cite{37,38} pointed out that negative information transfer may impair the solution of the task. Furthermore, they employed data-driven technology to analyze the overlaps in the probabilistic search distributions between the different tasks and adjusted the probability of information transfer between tasks to prevent negative transfer. Similarly, Zheng et al. \cite{39} suggested that the fixed probability of information transfer limits the sharing and utilization of useful knowledge between tasks, and proposed a self-regulated strategy based on the ability vector.

III. Proposed Algorithm

In this section, we first give a detailed description of our proposed algorithm, and then some discussion of the proposed algorithm are presented.

A. Algorithm Framework

The framework of our proposed algorithm is shown in Algorithm 1. At the beginning, the initialization of the items such as the internal and external neighborhoods structure \(B\) and \(\bar{B}\), and the task index \(\Phi\) in the proposed algorithm are carried out, as shown in line 1, which is explained in detail in Algorithm 2. In the main loop of the algorithm, the joint set \(U\) of each sub-population \(P^i\) that corresponds to task \(i\) after shuffling is firstly traversed, as shown in line 3. Then, for each individual \(x\) in the joint set \(U\), the following procedure will be performed step by step. First, the index of the task for which the current individual \(x\) belongs to and the subproblem index that \(x\) is matched are obtained respectively (lines 5 and 6). Secondly, the candidate set \(Q\), i.e., a set of subproblem indexes that is used to generate the offspring, is determined (line 7). It should be noted that the determination of \(Q\) is preceded by determining which task the candidate set \(Q\) comes from (please refer to Algorithm 3 for details). The next step is the production of offspring, which is introduced in Algorithm 4. Finally, the generated offspring is used to update the current state of some items, whose detailed steps are shown in Algorithm 5. In the following, we further elaborate on Algorithms 2-5 respectively.

1) Initialization: We use superscripts to symbolize the index of tasks that an item is associated with. For task \(k\), the items to be initialized include: the set of weight vectors \(W^k\), the internal neighborhood structure \(B^k\) of each subproblem, the task index \(\Phi^k\) of the external neighborhood of each subproblem, the external neighborhood structure \(\bar{B}^k\) of each subproblem, and the sub-population \(P^k\) and the ideal point \(Z^k\). For the weight vectors, we use the method mentioned in \cite{40} to initialize them. The internal neighborhood of each subproblem is defined as the \(T\) closest weight vectors based on the Euclidean distance between the weight vectors \cite{17}. And its external neighborhood, at the initialization step, is defined as all the subproblems of a randomly selected task. All individuals are encoded within the unified search space \cite{11}. Note that when an individual is evaluated by a task, e.g., task \(k\), it is necessary to map the individual from the unified search space to its decision space, as shown in formula (3).

\[
y_j^k = L_j^k + (U_j^k - L_j^k) \ast x_j^k (3)
\]

where \(L_j^k\) and \(U_j^k\) represent the lower and upper bounds of the \(j\)-th decision variable of task \(k\), respectively, \(j \in \{1, 2, \ldots, D_k\}\), and \(x_j^k\) denotes the value of the \(j\)-th dimension of the individual in the unified search space. Finally, the ideal point \(Z^k\) is initialized. The main procedure of the initialization process is presented in Algorithm 2.

2) Candidate Set Selection: Here, the neighborhood selection probability \(\beta\) is used to control whether the candidate set comes from the sub-population of the current task or the neighborhood of the current subproblem. If it comes from the neighborhood, then it is randomly selected from the internal neighborhood and external neighborhood of the current subproblem, as shown in lines 3-8 of Algorithm 3.

3) Reproduction: We employ the differential evolution (DE) \cite{41} crossover operator to generate the offspring, as shown in Algorithm 4. Here, \(P^{task}(Q)\) denotes the set of individuals whose index values belong to \(Q\) in the sub-population \(P^{task}\) which are associated with task \(tar\). Finally, the offspring is obtained by the polynomial mutation (PM) \cite{42} operator.

4) Update: Specifically, the update process is organized into two parts. One is to update the candidate set of the
Algorithm 2: Initialization

**Input:** sub-population size \( N \), internal neighborhood size \( T \);

**Output:** weight vectors \( W \), internal neighborhood \( B \), task index of external neighborhood \( \Phi \), population set \( \mathcal{P} \), ideal point \( Z \);

1. for \( k := 1..K \) do
2. \( W^k := \{ w^1_k, w^2_k, \ldots, w^N_k \} \) \( \leftarrow \) Generate a set of weight vectors by the method proposed in [40];
3. \( \mathcal{B}^k := \{ B^1_k, B^2_k, \ldots, B^N_k \} \), where \( \mathcal{B}^k \) represents the index set of the \( T \) weight vectors that are closest to \( w^k \) in \( W \);
4. \( \phi^k := \{ \phi^1_k, \phi^2_k, \ldots, \phi^N_k \} \), where \( \phi^i_k \) is randomly select from set \( \{ 1, 2, \ldots, K \} \), and \( \phi^i_k \neq k \);
5. \( \mathcal{B}^k := \{ B^1_k, B^2_k, \ldots, B^N_k \} \), where \( B^i_k := \{ 1, 2, \ldots, N \} \);
6. \( \mathcal{P}^k := \{ x^1_k, x^2_k, \ldots, x^N_k \} \) \( \leftarrow \) Randomly generate \( N \) individuals to form a sub-population for task \( k \);
7. \( Z^k := (z^1_k, z^2_k, \ldots, z^m_k) \) \( \leftarrow \) Initialize the ideal point of task \( k \) that is represented by \( \mathcal{P}^k \);
8. return \( \{ W, \mathcal{B}, \mathcal{B}, \Phi, \mathcal{P}, Z \} \);

Algorithm 3: CandidateSetSelection

**Input:** current task index \( \text{cur} \), current subproblem index \( \tau \), neighborhood selection probability \( \beta \);

**Output:** target task index \( \text{tar} \), candidate set \( Q \);

1. \( \text{tar} := \text{cur} \);
2. \( Q := \{ 1, 2, \ldots, N \} \);
3. if \( \text{rand}(0,1) < \beta \) then
   // randomly select a neighborhood
4. if \( \text{rand}(0,1) < 0.5 \) then
5. \( Q := B^\text{cur} \); // internal neighborhood
6. else
7. \( \text{tar} := \phi^\text{cur} \);
8. \( Q := B^\text{cur} \); // external neighborhood
9. return \( \{ \text{tar}, Q \} \);

Algorithm 4: Reproduction

**Input:** individual \( \tilde{x} \), index of target task \( \text{tar} \), candidate set \( Q \), population set \( \mathcal{P} \);

**Output:** offspring \( \tilde{x} \);

1. \( x_1 := \tilde{x} \);
2. \( u \leftarrow \) Randomly select two individuals from \( \mathcal{P}^\text{tar}(Q) \), which are denoted as \( x_2 \) and \( x_3 \), generate an offspring \( u \) through the differential evolution operator (DE-rand/1/bin) based on \( x_1, x_2, \) and \( x_3 \);
3. \( \tilde{x} \leftarrow \) Polynomial mutation operator is employed on \( u \) to generate the offspring;
4. return \( \tilde{x} \);

Algorithm 5: Update

**Input:** current task index \( \text{cur} \), target task index \( \text{tar} \), offspring \( \tilde{x} \), subproblem index \( \tau \), ideal point \( Z \), weight vector \( W \), candidate set \( Q \), population set \( \mathcal{P} \), task index of external neighborhood \( \Phi \), external neighborhood \( \mathcal{B} \);

**Output:** updated ideal point \( Z \), population \( \mathcal{P} \), task index of external neighborhood \( \Phi \), and external neighborhood \( \mathcal{B} \);

1. if \( \text{cur} \neq \text{tar} \) then
   // randomly select a neighborhood
2. if \( \text{rand}(0,1) < 0.5 \) then
3. \( Q := B^\text{cur} \);
4. \( \text{tar} := \text{cur} \);
5. Evaluate \( \tilde{x} \) by task \( \text{tar} \);
6. Update ideal point \( Z^\text{tar} \);
7. \( A := \emptyset \); // record the updated subproblem
8. foreach \( q \) in \( Q \) do
9. if \( w(F(\tilde{x}), w^q_{\text{tar}}) < w(F(x^q_{\text{tar}}, w^q_{\text{tar}}) \) then
10. \( x^\text{tar} \leftarrow \tilde{x} \);
11. \( \text{tar} := \text{cur} \); // external neighborhood
12. if \( \text{cur} \neq \text{tar} \) then
13. if \( |A| = 0 \) then
14. \( \phi^\text{cur} \leftarrow \text{Randomly select an element from } \{ 1, 2, \ldots, K \} \), and \( \phi^\text{cur} \neq \text{cur} \);
15. \( \mathcal{B}^\text{cur} := \{ 1, 2, \ldots, N \} \);
16. else
17. \( Y \leftarrow \) Set the mean value of the decision variables of \( \mathcal{P}^\text{cur}(B^\text{cur}) \) as the reference sequence;
18. \( X := \{ x^\text{tar} \}_{i \in A} \), set the compared sequences, where \( x^\text{tar} \) is the mean value of the decision variables of \( \mathcal{P}^\text{tar}(B^\text{cur}) \);
19. \( n := \arg \max r_i \), where \( r_i \) is the grey relational degree calculated by \( \phi^\text{tar}(B^\text{cur}) \);
20. \( \mathcal{B}^\text{cur} := \mathcal{B}^\text{cur} \);
21. return \( \{ Z, \mathcal{P}, \Phi, \mathcal{B} \} \);

Target task, as shown in lines 1-11 of Algorithm 5, and the other is to update the external neighborhood of the current subproblem, as shown in lines 12-20 of Algorithm 5. Here, if the external neighborhood of a subproblem participates in the production of the offspring, the updated candidate set is chosen at random from the internal and external neighborhoods of that subproblem, as in lines 1-4 of Algorithm 5. It can be called a bidirectional update. Next, the target task is used to evaluate the offspring and the updating of the ideal point of the target task, as shown in lines 5-6. Lines 8-11 are the specific steps...
for updating the candidate set, and Achievement Scalarizing Function (ASF) \[^{23}\] is used as the scalarizing function, and its expression is shown in \([^4]\):

\[
u^{ASF}(F(x); w) = \max_{i=1}^{m} \frac{1}{w_i} |f_i(x) - z^*_i| \quad (4)
\]

The index set \(A\) is used to record which subproblems have been updated by the newly generated offspring. When the current task and the target task are inconsistent, those subproblems that can bring benefits are worth further mining the valuable information between them. Here, that is, the subproblem in set \(A\) and the current subproblem are more worth exploring, and the corresponding tasks have more investment value. If \(A\) is an empty set, i.e., the current subproblem fails to update any of the subproblems within its external neighborhood, then the external neighborhood of the current subproblem is reset, as shown in lines 13-15 of Algorithm \[^5\]. Otherwise, we use the grey relation analysis to select the internal neighborhood of a subproblem (in set \(A\)) in the target task with the largest correlation value as the external neighborhood of the current subproblem, as shown in lines 17-20 of Algorithm \[^5\].

B. Discussion

In our proposed algorithm, the internal neighborhood constructs the relationship between subproblems within the same optimization task. Whereas, the external neighborhood constructs the relationship between the subproblems belonging to different tasks. For a subproblem, its internal neighborhood is determined by the pre-defined weight vectors, and the weight vectors fix the internal neighborhood structure. Whereas its external neighborhood is explored and mined through the exchange of information between tasks, and will change dynamically with the evolutionary process of the population. When the optimization of a subproblem of the current task can give a promotion to a subproblem of the target task, then the neighborhood of this subproblem in the target task is also more worthy to be explored and mined. Of course, for a stochastic algorithm, it is difficult to guarantee that each exchange of information between tasks will get a significant reward. That is, individuals in the candidate set (external neighborhood) might not be updated by their offspring. In this case, then, taking all subproblems of a task as the external neighborhood of the current subproblem can make the communication between tasks more exploratory. Besides, we consider the internal and external neighborhoods of the subproblem to be equally important, and this is the reason that the candidate set to be updated is randomly selected (lines 2-4 of Algorithm \[^5\]) from the internal and external neighborhoods of the subproblem when there is an exchange of information between different tasks. A more detailed discussion of internal neighborhood and external neighborhood is presented in Section \[^IV\F\].

IV. EXPERIMENTAL STUDIES

In this section, we first compare our proposed algorithm with five state-of-the-art algorithms. Then, the effect of internal and external neighborhoods on our proposed algorithm is further analyzed. Finally, sensitivity analysis experiments are conducted on some parameters of our proposed algorithm.

A. Competing Algorithms

Four state-of-the-art algorithms, namely MO-MFEA \[^4\], MO-MFEA-II \[^38\], EMTIL \[^36\], MFEA/D-DE \[^19\] and a traditional decomposition-based multiobjective evolutionary algorithm, MOEA/D \[^18\], are used as the compared algorithms. Among them, MO-MFEA is the first paradigm of the multiobjective multitasking evolutionary algorithm. MO-MFEA-II is a variant of MO-MFEA which employs data-driven technology to establish a similar relationship model between different tasks. This model is used to adjust the frequency of information transfer in order to guarantee that useful information can be fully utilized and at the same time useless information can be abandoned. Incremental learning method is utilized in EMTIL to exploit potentially valuable information between different tasks. The selection pressure in the above three algorithms is based on the dominant strategy. MFEA/D-DE is the first attempt to use the decomposition-based strategy in MOMTO. Our algorithm is also based on a decomposition strategy, so here, the traditional decomposition-based multiobjective evolutionary algorithm MOEA/D \[^18\] is also used as a compared algorithm.

B. Test Instances

We evaluate the MTEA/D-DN algorithm on 9 multiobjective MTO benchmark test instances, and each test instance is composed of two MOPs. In terms of similarity between the tasks of a test instance, these test instances can be categorized into three groups: high similarity (HS), medium similarity (MS) and low similarity (LS). From the intersection of the global minima, they can be categorized into complete intersection (CI), partial intersection (PI) and no intersection (NI). Combining these two perspectives together, these 9 test instances can be denoted as CIHS, CIIM, CILS, PIHS, PIMS, PILS, NIH, NIMS and NILS. Taking CIHS as an example, it indicates that the test instance is Complete Intersection with High Similarity. For the detailed settings of these test instances, such as the variable range and dimension of each task, etc., please refer to the literature \[^43\].

C. Performance Metrics

The most straightforward manner of evaluating the performance of a multitasking optimization algorithm is to analyze the quality of solutions of each task independently. For an MOP, it is difficult to comprehensively measure the performance of an algorithm with a single metric. In general, the diversity and convergence of the approximate PF obtained by the algorithm are two important metrics to measure the performance of an algorithm. The inverse generation distance (IGD) \[^44\] and Hypervolume (HV) \[^45\] are both composite metrics that measure the quality of the approximate PF obtained by the algorithm. Herein, the formula for calculating the IGD metric can be described in the following form:

\[
IGD(S, PF^*) = \frac{1}{|PF^*|} \sqrt{\sum_{x \in PF^*} (\min_{y \in S} dist(x, y))^2} \quad (5)
\]

where, \(S\) represents the set of approximate PF obtained by the algorithm, and \(PF^*\) represents the subset of true PF.
dist(x, y) is the Euclidean distance between points x and y. A smaller IGD metric means a better performance of the algorithm.

Then, given a reference point \( z^r = (z_1^r, z_2^r, \ldots, z_m^r) \), the Hypervolume metric can be computed by using formula (6).

\[
HV(S, z^r) = \text{VOL} \left( \bigcup_{y \in S} [y_1, z_1^r] \times \cdots \times [y_m, z_m^r] \right)
\]

(6)

where, \( \text{VOL}(\cdot) \) represents a Lebesgue measure, and nadir point can be used as reference point or defined by the user. The HV metric is the opposite of the IGD metric, where a larger value indicates a better performance of the algorithm.

Note that for both metrics, we have normalized the points on the approximate PF obtained by the algorithm by using the nadir point and ideal point derived from the true PF. For each test instance, all algorithms are run independently 21 times.

D. Parameter Settings

For the same test instance, the termination condition for all algorithms is the number of evaluations (\( \text{Eva} \)) of the objective function, which is set to \( K \times 50,000 \), where \( K \) is the number of tasks. Here, the number of evaluations of the objective function refers to the sum of the number of evaluations of all tasks in a test instance.

**TABLE I**

| Operator Parameters |
|---------------------|
| \( \eta_c \) | \( \eta_c \) | \( \beta \) | \( T \) | \( n_c \) |
| MO-MFEA | 10 | 1.0 | -- | -- | 10 | \( 1/D \) |
| MO-MFEA-II | 10 | 1.0 | -- | -- | 10 | \( 1/D \) |
| EMTIL | 15 | 1.0 | -- | -- | 20 | \( 1/D \) |
| MFEA/D-DE | -- | -- | 0.5 | 0.9 | 20 | \( 1/D \) |
| MOEA/D | -- | -- | 0.5 | 0.9 | 20 | \( 1/D \) |
| MTEA/D-DN | -- | -- | 0.5 | 0.9 | 20 | \( 1/D \) |

For the reproduction of offspring, the MO-MFEA, MO-MFEA-II and EMTIL algorithms apply the simulated binary crossover (SBX) operator [46], and the MFEA/D-DE, MOEA/D and MTEA/D-DN algorithms apply the DE [41] crossover operator. Moreover, the final offspring in all algorithms are obtained from PM [42] operator. The parameter settings of these operators for producing offspring are shown in Table I. Here, \( \eta_c \) and \( \eta_c \) are the distribution index and crossover probability for SBX operator, \( F \) and \( Cr \) are constant factor and crossover constant for DE operator, and \( \eta_m \) and \( \eta_m \) are the distribution index and mutation probability for PM operator. The symbol \( D \) represents the dimension of the decision variable in the unified search space (except for MOEA/D, which is the dimension of the decision variable of the optimized task).

In addition, the special parameters of some algorithms, such as the random mating probability \( r_{mp} \) in the MO-MFEA and MFEA/D-DE algorithms, are set to 0.3 and 0.1 respectively. The number of transferred solutions in EMTIL is set to 10. The settings of neighborhood selection probability \( \beta \), neighborhood size \( T \), and the maximum number of replacement \( n_r \) in MFEA/D-DE, MOEA/D and our proposed algorithm are shown in Table II.

**TABLE II**

| Decomposition Strategy Parameters |
|-----------------------------|
| \( \beta \) | \( T \) | \( n_r \) |
| MFEA/D-DE | 0.8 | 10 | 2 |
| MOEA/D | 0.9 | 20 | 2 |
| MTEA/D-DN | 0.1 | 10 | -- |

E. Compared to State-of-the-Art Algorithms

Tables III and IV show the results of the statistical analysis of the means and standard deviations of our proposed algorithm and its rival algorithms with respect to the IGD and HV metrics, respectively. Here, the algorithm that achieves the best performance is marked with dark gray shading and the one that achieves the second best is marked with light gray shading. On the whole, it is clear that, for both IGD and HV metrics, the statistical results demonstrate that our proposed algorithm performs better than its rival algorithms. Since all the algorithms failed to obtain a solution that dominates the reference point each time they were run, the HV metrics corresponding to PIHS2, PIMS2, NIHIS1, and NILS2 are all 0 in Table IV. The multitasking evolutionary algorithm MFEA/D-DE, also based on the decomposition strategy, performs second best, with the light gray shading covering the most. This means that the decomposition-based multiobjective evolutionary algorithms are more preferred to solve the MOMTO problems.

Taking the test instances of CHS, CIMS and CILS as examples, we present the final non-dominated solution sets of all testing algorithms in terms of the median IGD metric in Figure 1. From this figure, it can be found that our proposed MTEA/D-DN can always achieve the best or competitive results.

F. Discussion of the Internal and External Neighborhoods

To analyze the effect of the proposed dual neighborhood strategy, in this experiment we further discuss the performance of our proposed algorithm under the condition of employing only internal neighborhood, or only external neighborhood. In the case of employing only the internal neighborhood, we denote the corresponding algorithm as MTEA/D-IN, which means that the information exchange channel between different tasks is closed, and that the external neighborhood of the subproblem is not participated in the candidate set selection and update. On the other hand, in the case of employing only the external neighborhood, the resulting algorithm is denoted as MTEA/D-EN, which means that the generated offspring will only be used to update its external neighborhood. In this situation there is some information exchange between tasks, but it is unidirectional. Here, the above 9 test instances are used as benchmark test problems and the IGD metric is adopted as a performance metric. Our proposed algorithm is taken as the compared algorithm and statistical analysis is performed utilizing the Friedman’s test. The results of average ranking obtained by the three algorithms are shown in Table V. Based on the results, it can be seen that the proposed algorithm performs much better when it has the dual neighborhood, and that the algorithm with only the external neighborhood (i.e.,
Further, the convergence curves of the median process IGD metrics for these test instances are shown in Figures [4]. From Figure 2 focusing on the tasks with complete intersections, it indicates that the adoption of external neighborhood can significantly improve the convergence speed. The main reason is that the information exchange will become more efficient between subproblems with external neighborhoods because the tasks have complete intersections. From Figure 3 focusing on the tasks with partial intersections, the power of external neighborhood tends to deteriorate, but it is still very efficient for some tasks. With respect to Figure 4 focusing on the tasks
with no intersections, the performance difference between the internal neighborhood and the external neighborhood becomes insignificant. Based on these results, it can be concluded that mining valuable information between tasks (i.e., MTEA/D-DN and MTEA/D-EN) can improve the convergence speed when solving different tasks, especially when the tasks have high intersections between each other. However, when the internal and external neighborhoods of the subproblem work together, they can make the algorithm perform better and more robust.

G. Sensitivity Analysis

In this experiment, we analyze the sensitivity of two hyper-parameters in our proposed algorithm, i.e., the probability of neighborhood selection $\beta$ and the internal neighborhood size $T$, on the performance of the proposed algorithm. The values of the two parameters are set as $\beta \in \{0.0, 0.1, \ldots, 1.0\}$, and $T \in \{10, 20, \ldots, 90\}$, respectively, and the other parameters are the same as the above settings. Based on the test instances mentioned before, the Friedman’s test is adopted for statistical analysis. Figure 5 illustrates the change of average ranking.
obtained by different values of \( \beta \) and \( T \). Here, Figure 5(a) shows that for a certain internal neighborhood size, the performance of the algorithm (in terms of average ranking) first gets better but then worse as the increase of the neighborhood selection probability. This indicates that when \( \beta \) increases from 0, the selection strategy of internal neighborhood and external neighborhood starts to work and thus improves the algorithm’s performance. But when \( \beta \) becomes too large, most of the search efforts are allocated to information exchange, instead of the search within each task, which will in turn deteriorate the performance of the algorithm. Therefore, the setting of \( \beta \) should be able to guarantee a good balance between the search within each task and the information exchange between different tasks. The results indicate that the algorithm is more competitive for the neighborhood selection probabilities of 0.1-0.4. In addition, Figure 5(b) shows that the average ranking of the algorithm is relatively robust to changes of the internal neighborhood size for a given neighborhood selection probability. Based on the two sub-figures, it can be concluded that the adoption of external neighborhood has
more significant effect on the performance of our proposed algorithm, which is consistent with the analysis and conclusion derived in section IV-F.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a multiobjective multiskating evolutionary algorithm based on decomposition with dual neighborhood. For each optimization task, an MOP, like the traditional decomposition strategy, is decomposed into a number of single-objective optimization subproblems by using a set of pre-defined weight vectors. Further, in addition to an internal neighborhood defined by the Euclidean distance between the weight vectors, each subproblem is also associated with subproblems of other tasks, which is called the external neighborhood, using grey relation analysis. The internal and external neighborhoods of the subproblem are used to explore the correlations and potentially valuable information between different tasks to further improve the efficiency of solving different tasks. The experimental results demonstrated that our proposed algorithm works better than four state-of-the-art algorithms and a traditional decomposition-based multiobjective evolutionary algorithm. Our future work will be focused on how to prevent negative transfer of information between tasks and how to explore the valuable information between tasks in the case of many tasks.
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