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Abstract. We consider shallow (single hidden layer) neural networks and characterize their performance when trained with stochastic gradient descent as the number of hidden units \( N \) and gradient descent steps grow to infinity. In particular, we investigate the effect of different scaling schemes, which lead to different normalizations of the neural network, on the network's statistical output, closing the gap between the \( 1/\sqrt{N} \) and the mean-field \( 1/N \) normalization. We develop an asymptotic expansion for the neural network's statistical output pointwise with respect to the scaling parameter as the number of hidden units grows to infinity. Based on this expansion, we demonstrate mathematically that to leading order in \( N \), there is no bias-variance trade off, in that both bias and variance (both explicitly characterized) decrease as the number of hidden units increases and time grows. In addition, we show that to leading order in \( N \), the variance of the neural network's statistical output decays as the implied normalization by the scaling parameter approaches the mean field normalization. Numerical studies on the MNIST and CIFAR10 datasets show that test and train accuracy monotonically improve as the neural network's normalization gets closer to the mean field normalization.

1. Introduction. Neural networks are nonlinear parametric models whose coefficients can be estimated from data using stochastic gradient descent (SGD) methods. Neural networks have received a lot of attention in recent years due to their success in many applications. Neural networks have revolutionized fields such as speech, text and image recognition, see for example [23, 13, 5, 41, 2, 25, 43] to name a few. In addition, there is a growing interest in using neural network models in scientific fields such as medicine, robotics, finance and engineering, see for example [27, 26, 14, 32, 9, 1, 35, 34, 37]. Due to their success in applications, a deep understanding of their mathematical properties becomes more and more important.

The noticeable impact on applications has led to an increased interest in studying their mathematical properties. Despite the progress in recent years [4, 28, 42] and more recently [6, 19, 7, 8, 29, 33, 40, 39, 38, 36] in regards to optimization properties and limiting theorems as well as earlier classical results regarding the approximation power of neural networks [3, 16, 15], many questions are still open.
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In this paper we characterize the performance of neural networks trained with SGD as number of hidden units and gradient descent steps grow to infinity. Our contribution is four-fold. First, we provide a stochastic Taylor kind of approximation of the neural network’s statistical output, see (4) below, as the number of hidden units $N$ grow to infinity. Second, using the stochastic Taylor expansion, we identify the main contributions to the neural network’s bias and variance and we find that to leading order in $N$, there is no bias-variance trade-off in the sense that both decay as the number of hidden units increases and time grows. Third, we identify how the learning rate should be scaled with $N$, in order to have meaningful statistical behavior of the neural network’s output. Fourth, we explore different normalization (equivalently initialization) schemes and demonstrate numerically that train and test accuracy monotonically improve as the neural network’s normalization approaches the mean field normalization.

Our starting point is the single-layer neural network with varying scale initialization factor $\gamma \in \left[\frac{1}{2}, 1\right]$: 

$$g^N(x; \theta) = \frac{1}{N^\gamma} \sum_{i=1}^{N} C^i(x; \theta), \quad (1)$$

where $C^i \in \mathbb{R}$, $W^i \in \mathbb{R}^{d}$, $x \in \mathbb{R}^{d}$, and $\sigma(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$. For convenience, we write $W^i x = \langle W^i, x \rangle_2$ as the standard $l^2$ inner product for the vectors. The neural network model has parameters $\theta = (C^1, \ldots, C^N, W^1, \ldots, W^N) \in \mathbb{R}^{(1+d)N}$, which are to be estimated from data $(X, Y) \sim \pi(dx, dy)$. The objective function is 

$$L(\theta) = \frac{1}{2} \mathbb{E}_{X,Y} [(Y - g^N(X; \theta))^2], \quad (2)$$

and the model parameters $\theta$ are trained by the stochastic gradient descent:

$$C^i_{k+1} = C^i_k + \frac{\alpha_k^N}{N^\gamma} (y_k - g^N_k(x_k)) \sigma(W^i_k x_k),$$

$$W^i_{k+1} = W^i_k + \frac{\alpha_k^N}{N^\gamma} (y_k - g^N_k(x_k)) C^i_k \sigma'(W^i_k x_k)x_k, \quad (3)$$

for $k \in \{0, 1, 2, \cdots\}$, $\alpha_k^N$ is the learning rate that in principle may depend on both the number of hidden units $N$ and on the iteration $k$ and $(x_k, y_k)$ are i.i.d data samples from the distribution $\pi(dx, dy)$. In this paper we take $\alpha_k^N = \alpha^N$ to only depend on the number of hidden units $N$. Let us also define

$$g^N_k(x) = g^N(x; \theta_k) = \frac{1}{N^\gamma} \sum_{i=1}^{N} C^i_k \sigma(W^i_k x),$$

and the empirical measure

$$\nu^N_k = \frac{1}{N} \sum_{i=1}^{N} \delta_{C^i_k, W^i_k}.$$

The neural network output can be re-written as $g^N_k(x) = \langle \sigma(wx), N^{1-\gamma} \nu^N_k \rangle$, where $\langle f, h \rangle$ denotes the inner product of $f$ and $h$, i.e. $\langle f, h \rangle = \int f \nu^N_k (dc, dw)$. It turns out that in order to correctly pass from discrete time to continuous time we need to re-scale the training time $k$ in the discrete stochastic gradient descent algorithm as $k = \lfloor Nt \rfloor$. Here, $t$ is interpreted as training time in the related continuous time limiting algorithm as $N \rightarrow \infty$. Then, we define

$$\mu^N_t = \nu^N_{\lfloor Nt \rfloor}, \quad h^N_t = g^N_{\lfloor Nt \rfloor}.$$
where $g_k^N$ is an $M$-dimensional vector whose $i$-th entry is $g_k^N(x^{(i)})$ for a fixed data set $(x^{(i)}, y^{(i)})_{i=1}^M$. Hence, $h_t^N$ is the $M$-dimensional vector whose $i$-th entry is $h_t^N(x^{(i)}) = g_k^N(x^{(i)})$. If $t \leq T$ then one can interpret $h_t^N$ as the output of the network after $(t/T)100\%$ of the training has been completed. Notice that the neural network’s output $h_t^N$ depends on $\gamma \in [1/2, 1]$ and we will write $h_t^{N,\gamma}$ when we want to emphasize this.

The behavior of the neural network has been studied in recent years in the cases $\gamma = 1/2$ and $\gamma = 1$. When $\gamma = 1/2$, one has the Xavier initialization which is widely used in applications, see [12]. The subsequent works [19, 17, 7] analyze the evolution of the network by studying the behavior of the so called neural tangent kernel, and [8, 36] analyze the limiting behavior of $h_t^{N,1/2}$ and of related reinforcement learning algorithms as $N \to \infty$. On the other side of the aisle, when $\gamma = 1$, one has the so called mean field normalization, which has also received considerable attention in recent years, see for example [6, 29, 33, 40, 39, 38] for a representative but not exhaustive list. In both cases, i.e., when $\gamma = 1/2$ and when $\gamma = 1$, the aforementioned papers study the behavior of the neural network $h_t^{N,\gamma}$ and of the related empirical measure of trained parameters $\mu_t^N$ and under various sets of assumptions prove convergence to the global minimum.

In this paper, we pose three questions:

(i) What is the behavior of the neural network’s output $h_t^{N,\gamma}$ for $\gamma \in (1/2, 1)$ and for fixed but large number of hidden units $N$ and training time $t$?

(ii) What about variance-bias trade off in terms of the number of hidden units $N$ and training time $t$?

(iii) How can one compare the different scalings $\gamma \in [1/2, 1]$ in terms of performance and test accuracy?

To answer these questions, we look at $h_t^{N,\gamma}$ and for given $\gamma$ we investigate a stochastic Taylor kind of expansion of $h_t^{N,\gamma}$ around its limiting behavior as $N \to \infty$ and its interaction with time $t$ as $t \to \infty$. For each fixed $\gamma \in (1/2, 1)$ we demonstrate heuristically that as $N \to \infty$, and when $\gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right)$ for fixed $\nu \in \{1, 2, 3, \ldots\}$:

$$h_t^{N,\gamma} \approx h_t + \sum_{j=1}^{\nu-1} N^{-j(1-\gamma)}Q_t^j + N^{-(\gamma-1/2)}e^{-At}\mathcal{G} + \text{lower order terms in } N, \quad (4)$$

where $h_t$ is the limit of $h_t^{N,\gamma}$ as $N \to \infty$, $Q_t^j$ are deterministic quantities, $A$ is a positive definite matrix and $\mathcal{G}$ is a Gaussian vector of mean zero and known variance-covariance structure. All of $h_t$, $Q_t^j$, $A$ and $\mathcal{G}$ are independent of $N < \infty$ and $\gamma > 0$. For all $\gamma \in (1/2, 1)$, the limit of the network output recovers the global minimum as $t \to \infty$, i.e. $h_t \to \hat{Y}$, where $\hat{Y} = (y^{(1)}, \ldots, y^{(M)})$ (note that this is also true for $\gamma = 1/2$, see [36]). For fixed $j \in \mathbb{N}$, one can also show that $Q_t^j \to 0$ exponentially fast as $t \to \infty$. The Gaussian vector $\mathcal{G}$ is related to the variance of the network at initialization which then propagates forward, see (5). The behavior at the boundary points $\gamma \in \left\{\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right\}$ is more subtle and is presented in detail in Section 2.

An expansion such as (4) suggests that for fixed $N < \infty$ and $t < \infty$, to leading order in $N$, the variance of the neural network’s statistical output is smaller when $\gamma \to 1$. Indeed, the variance of the leading random correction is of the order $N^{-2(\gamma-1/2)}$ which goes to zero faster when $\gamma \to 1$. On the other hand, when $\nu \geq 2$, ...
i.e., when $\gamma > 3/4$, there is, to leading order in $N$, a bias effect captured by the term $\sum_{j=1}^{\gamma-1} N^{-j(1-\gamma)}Q_{j}$, and it asymptotically vanishes as $N,t \to \infty$. The formal expansion equation (4) shows that, to leading order in $N$, there is no bias-variance trade-off, in the sense that as the number of hidden units $N$ and the time $t$ increase, both the variance and the bias decrease for all $\gamma \in [1/2, 1)$.

To further investigate the performance and generalization properties of the different scaled networks, various numerical studies were conducted and the results are shown in Section 4. We see that test and train accuracy of the trained neural networks behave better as $\gamma \to 1$. In particular, as $\gamma$ increases from $1/2$ to 1, test and train accuracy increase monotonically for both the MNIST [24] and the CIFAR10 [20] data sets.

Lastly, we mention that our conclusions are also related to recent (mostly empirical) observations in the literature which supports the idea that generalization error can decrease with over parametrization. In [11, 31], ideas based on bias-variance characterization of the neural network output for the $\gamma = 1/2$ case are being utilized to make the case that both bias and variance decay as training moves forward, which indeed is also seen to be the case from (4). These papers use scaling arguments to study out-of-sample performance of the neural network’s output based on its leading order behavior as the number of hidden layers increases. We also point out that the results presented in our paper are also related to function approximation. For example, this can be seen by replacing the data $y$ in (2) and (3) by an unknown target function, say $\phi(x)$, that we seek to learn.

The rest of the paper is organized as follows. In Section 2, we state our assumptions, notation and main results that lead to the expansion (4). Section 3 reviews the relevant known results for the so called Xavier normalization ($\gamma = 1/2$) and for the mean field normalization ($\gamma = 1$) and connects them to the results of this paper. In Section 4, we discuss our theoretical results and present our numerical studies comparing the different scaling schemes with respect to $\gamma \in [1/2, 1)$. In Section 5, we present our conclusions. The proofs of this paper are in the appendix, which is presented as follows. Section A discusses the law of large numbers, i.e. the convergence of $h_{t}^{N,\gamma} \to h_{t}$ as $N \to \infty$ for $\gamma \in (1/2, 1)$. Sections B and C discuss the fluctuation behaviors of $h_{t}^{N,\gamma}$ around $h_{t}$. Section D presents the derivation of the asymptotic expansion of $h_{t}^{N,\gamma}$ for general $\gamma \in (1/2, 1)$, which is based on an induction argument.

2. Assumptions, notation and main results. The purpose of this section is to present our main assumption for the optimization problem (1)-(3), establish notation and present the main theoretical results that make the expansion (4) rigorous.

Assumption 2.1. (i) The activation function $\sigma \in C_{b}^{\infty}(\mathbb{R})$, i.e. $\sigma$ is infinitely differentiable and bounded.

(ii) There is a fixed dataset $\mathcal{X} \times \mathcal{Y} = (x^{(i)}, y^{(i)})_{i=1}^{M}$, and set

$\pi(dx, dy) = \frac{1}{M} \sum_{i=1}^{M} \delta_{(x^{(i)}, y^{(i)})}(dx, dy)$.

(iii) The initialized parameters $(C_{0}, W_{0})$ are i.i.d. generated from a mean-zero random variable with a distribution $\mu_{0}(dc, dw)$. Furthermore, the random variables $C_{0}$ and $W_{0}$ are independent.

(iv) The random variables $C_{0}$ have compact support, $\mathbb{E}(C_{0}) = 0$, and $\mathbb{E}(\|W_{0}\|) < \infty$.

For some of our results we would need to further assume the following.
Assumption 2.2.  
(i) The activation function $\sigma$ is smooth, non-polynomial and slowly increasing\(^1\).
(ii) The fixed dataset $(x^{(i)}, y^{(i)})_{i=1}^M$ from part (ii) of Assumption 2.1 has data points that are in distinct directions (per definition on page 192 of [18]).

Examples of activation functions that are non-polynomials and slowly increasing are tanh and sigmoid activation function. Note that by Assumption 2.1, as $N \to \infty$, we have $\nu_0^N \Rightarrow \mu_0$, and for $x \in \mathcal{X}$, by the Central Limit Theorem (CLT),

$$N^{\gamma - \frac{1}{2}} h_0^N(x) = \left\langle \sigma(wx), \sqrt{N} \nu_0^N \right\rangle \xrightarrow{d} \mathcal{G}(x),$$

where $\mathcal{G}(x)$ is a Gaussian random variable with mean zero and variance $\tau^2(x) = \langle |\sigma(wx)|^2, \mu_0 \rangle$. We will always denote $\mathcal{G}(x) \sim N(0, \tau^2(x))$. For notational convenience, we define the following three quantities

$$A_{x,x'} = (B_{x,x'}(c, w), \mu_0),$$

$$B_{x,x'}(c, w) = \sigma(wx)\sigma(wx) + c^2 \sigma'(wx)\sigma'(wx)x,$$

$$C_{x,x'}^{T}(c, w) = \nabla f(c, w) \cdot \nabla (\sigma(wx)) = \partial_c f(c, w)\sigma(wx) + \sigma'(wx)\nabla_w f(c, w)x,$$

for $f \in C_b^2(\mathbb{R}^{1+d})$.

We will study the limiting behavior of the network output as well as its first and second order fluctuation processes as the width $N$ and the stochastic gradient descent steps $|TN|$ approaches infinity simultaneously. To be precise, we study the behavior of $\{(x^N_t, h^N_t), t \in [0, T]\}_{N \in \mathbb{N}}$ as $N \to \infty$ in the Skorokhod space $D_E([0, T])^2$, where $E = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M$ and $\mathcal{M}(\mathbb{R}^{1+d})$ is the space of probability measures on $\mathbb{R}^{1+d}$. The first order convergence, i.e. the typical behavior as $N \to \infty$, is given in Theorem 2.1 below.

**Theorem 2.1.** Let $T < \infty$ be given. Under Assumption 2.1, for fixed $\gamma \in (1/2, 1)$ and learning rate $\alpha^N = \alpha / N^{2(1-\gamma)}$ with constant $0 < \alpha < \infty$, as $N \to \infty$, the process $(\mu_t^N, h_t^N)$ converges in probability in the space $D_E([0, T])$ to $(\mu_t, h_t)$, which for $t \in [0, T]$, satisfies the evolution equation

$$h_t(x) = h_0(x) + \alpha \int_0^t \iint_{X \times Y} (y - h_s(x')) (B_{x,x'}(c, w), \mu_0) \pi(dx', dy) ds,
\tag{7}$$

where $h_0(x) = 0$. Furthermore, for any $f \in C_b^2(\mathbb{R}^{1+d})$ and $t \in [0, T]$, $\langle f, \mu_t \rangle = \langle f, \mu_0 \rangle$.

The proof of Theorem 2.1 is in Section A of the appendix. We now discuss some of the implications of this result. Notice that (7) can simply be written as

$$h_t(x) = \alpha \int_0^t \iint_{X \times Y} (y - h_s(x')) A_{x,x'} \pi(dx', dy) ds.
\tag{8}$$

In [36], the case $\gamma = 1/2$ was studied and it was proven there that $h_t^{N,1/2} \to h_t(x)$ with the only difference from (7) being that if $\gamma = 1/2$ then $h_0(x) = \mathcal{G}(x)$ whereas $h_0(x) = 0$ when $\gamma \in (1/2, 1)$. This means that even though in the $\gamma = 1/2$ case the limit is random (due to the randomness at initialization), when $\gamma > 1/2$ the first order limit is deterministic.

\(^1\)A function $\sigma(x)$ is called slowly increasing if $\lim_{x \to \infty} \frac{\sigma(x)}{x} = 0$ for every $a > 0$.

\(^2\)The set of maps from $[0, T]$ into $E$ which are right-continuous and which have left-hand limits.
In analogy with [36] where the $\gamma = 1/2$ case was studied, if we further assume Assumption 2.2, then the matrix $A \in \mathbb{R}^{M \times M}$, whose elements are $\alpha A_{x,x'}$ with $x, x' \in \mathcal{X}$, is positive definite (see Lemma 3.3 of [36] and Proposition 2 in [19]). The latter immediately implies that we have convergence to the global minimum, see Theorem 4.3 in [36]:

$$h_t \to Y \quad \text{as} \quad t \to \infty,$$

where $h_t = (h_t(x^{(1)}), \ldots, h_t(x^{(M)}))$ and $Y = (y^{(1)}, \ldots, y^{(M)})$.

The fact that for $\gamma \in (1/2, 1)$ the first order convergence, as given by Theorem 2.1, is deterministic, motivates us to look at the second order convergence, i.e., at the fluctuations around the typical behavior:

$$K_t^{N} = N^\varphi (h_t^{N} - h_t)$$

and study its behavior as $N \to \infty$ for the appropriate value of $\varphi$. In Theorem 2.3, we prove a central limit theorem for the network, which shows how the finite neural network fluctuates around its limit for large $N$. It also quantifies the speed of convergence of the finite neural network to its limit. To study the limiting behavior of $K_t^{N}$, we need to study the convergence of $l_t^{N}(f) = \langle f, \eta_t^{N} \rangle$ for a fixed $f \in C_0^2(\mathbb{R}^{1+d})$, where $\eta_t^{N} = N^\varphi (\mu_t^{N} - \mu_0)$. One can also show that the limit of $K_t^{N}$ goes to 0 exponentially fast as $t \to \infty$. The relevant results are given in Proposition 2.2, Theorem 2.3 and Theorem 2.4 below and proven in Section B of the appendix.

**Proposition 2.2.** Under Assumption 2.1, for fixed $\gamma \in (1/2, 1)$, learning rate $\alpha_N = \alpha / N^{2(1-\gamma)}$ with constant $0 < \alpha < \infty$ and fixed $f \in C_0^2(\mathbb{R}^{1+d})$, if $\varphi \leq 1 - \gamma$, the processes $\{l_t^{N}(f) = \langle f, \eta_t^{N} \rangle, t \in [0, T]\}_{N \in \mathbb{N}}$ converges in probability in the space $D_R([0, T])$ as $N \to \infty$, and

- **Case 1.** If $\varphi < 1 - \gamma$, $\langle f, \eta_t^{N} \rangle \to 0$.
- **Case 2.** If $\varphi = 1 - \gamma$, $l_t^{N}(f) \rightarrow l_t(f)$, where $l_t(f)$ is given by

$$l_t(f) = \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) \langle C_{x'}(c, w), \mu_0 \rangle \pi(dx', dy)ds.$$

**Theorem 2.3.** Let $G(x)$ be the Gaussian random variable defined in (5). Under Assumption 2.1, for fixed $\gamma \in (1/2, 1)$ and learning rate $\alpha_N = \alpha / N^{2(1-\gamma)}$ with constant $0 < \alpha < \infty$, as $N \to \infty$, the sequence of processes $\{K_t^{N}, t \in [0, T]\}_{N \in \mathbb{N}}$ converges in distribution in the space $D_{R,M}([0, T])$ to $K_t$, which satisfies one of the following evolution equations, depending on the values of $\gamma$ and $\varphi$:

**Case 1.** When $\gamma \in \left(\frac{1}{2}, \frac{3}{4}\right)$ and $\varphi \leq \gamma - \frac{1}{2}$, or when $\gamma \in \left[\frac{3}{4}, 1\right)$ and $\varphi < 1 - \gamma \leq \gamma - \frac{1}{2}$,

$$K_t(x) = K_0(x) - \alpha \int_0^t \int_{X \times Y} K_s(x') A_{x,x'} \pi(dx', dy) ds$$

where $K_0(x) = 0$ if $\varphi < \gamma - \frac{1}{2}$, and $K_0(x) = G(x)$ if $\varphi = \gamma - \frac{1}{2}$.

**Case 2.** When $\gamma \in \left[\frac{3}{4}, 1\right)$ and $\varphi = 1 - \gamma$,

$$K_t(x) = K_0(x) + \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) l_s(B_{x,x'}(c, w)) \pi(dx', dy) ds$$

$$- \alpha \int_0^t \int_{X \times Y} K_s(x') A_{x,x'} \pi(dx', dy) ds,$$

where $K_0(x) = 0$ if $\gamma \in \left(\frac{3}{4}, 1\right)$, $K_0(x) = G(x)$ if $\gamma = \frac{3}{4}$, and $l_t(f)$ is given by equation (10) for any $f \in C_0^2(\mathbb{R}^{1+d})$. 
Theorem 2.4. Suppose parts (iii)-(iv) of Assumption 2.1 and Assumption 2.2 hold. In both cases of Theorem 2.3, $l_s (B_{x,x'}(c, w))$ is uniformly bounded, and $K_t(x) \to 0$ exponentially fast for all $x \in X$ as $t \to \infty$. In particular, there is a constant $C < \infty$, potentially depending on the normal random vector $\mathcal{G}$ and on the magnitude of the data $Y$, such that $||K_t|| \leq C(1 + t)e^{-\lambda_0 t}$, where $\lambda_0 > 0$ is the smallest eigenvalue of the positive definite matrix $A$.

Theorem 2.3 shows that when $\gamma > 3/4$, the limit of $K_t^N$ follows a deterministic evolution equation, which implies that the convergence is in fact in probability and further motivates us to investigate the convergence of the second order fluctuations $\Psi_t^N = N^{\zeta - \varphi}(K_t^N - K_t)$ for $\gamma \in (3/4, 1)$. The results of this section is given by Proposition 2.5, Theorem 2.6 and Theorem 2.7 below and their proofs are in Appendix C.

Proposition 2.5. Under Assumption 2.1, for fixed $\gamma \in (3/4, 1)$, $\varphi = 1 - \gamma$, learning rate $\alpha^N = \alpha/N^{2(1-\gamma)}$ with constant $0 < \alpha < \infty$ and fixed $f \in C_0^0(\mathbb{R}^{1+d})$, if $\zeta \leq 2\varphi$, the processes $\{L_t^N(f) = N^{\zeta - \varphi}[f^N_t(f)] - l_t(f)\}, t \in [0, T]\} \{N \in \mathbb{N}\}$ converges in probability in the space $D_2([0, T])$ as $N \to \infty$, and

Case 1. If $\zeta < 2\varphi = 2 - 2\gamma$, $L_t^N(f) \to 0$.

Case 2. If $\zeta = 2\varphi = 2 - 2\gamma$, $L_t^N(f) \to L_t(f)$, where $L_t(f)$ is given by

$$L_t(f) = \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) l_s (C_{x'}^f(c, w)) \pi(dx', dy)ds$$

$$- \int_0^t \int_{X \times Y} \alpha K_s(x') \langle C_{x'}^f(c, w), \mu_0 \rangle \pi(dx', dy)ds.$$ 

Theorem 2.6. Let $\mathcal{G}(x)$ be the Gaussian random variable defined in (5). Under Assumption 2.1, for fixed $\gamma \in (3/4, 1)$, $\varphi = 1 - \gamma$ and learning rate $\alpha^N = \alpha/N^{2(1-\gamma)}$ with constant $0 < \alpha < \infty$ as $N \to \infty$, the sequence of processes $\{\Psi_t^N, t \in [0, T]\} \{N \in \mathbb{N}\}$ converges in distribution in the space $D_{RM}([0, T])$ to $\Psi_t$, which satisfies the following evolution equations, depending on the values of $\gamma$ and $\zeta$:

Case 1. When $\gamma \in (3/4, 1)$ and $\zeta \leq \gamma - \frac{1}{2}$, or when $\gamma \in (\frac{3}{4}, 1)$ and $\zeta < 2 - 2\gamma \leq \gamma - \frac{1}{2}$,

$$\Psi_t(x) = \Psi_0(x) - \alpha \int_0^t \int_{X \times Y} \Psi_s(x') A_{x,x'} \pi(dx', dy)ds,$$  

where $\Psi_0(x) = 0$ if $\zeta < \gamma - \frac{1}{2}$, and $\Psi_0(x) = \mathcal{G}(x)$ if $\zeta = \gamma - \frac{1}{2}$.

Case 2. When $\gamma \in [\frac{3}{4}, 1)$ and $\zeta = 2 - 2\gamma$,

$$\Psi_t(x) = \Psi_0(x) + \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) L_s (B_{x,x'}(c, w)) \pi(dx', dy)ds$$

$$- \alpha \int_0^t \int_{X \times Y} K_s(x') l_s (B_{x,x'}(c, w)) \pi(dx', dy)ds$$

$$- \alpha \int_0^t \int_{X \times Y} \Psi_s(x') A_{x,x'} \pi(dx', dy)ds,$$

where $\Psi_0(x) = 0$ if $\gamma \in (\frac{3}{4}, 1)$, $\Psi_0(x) = \mathcal{G}(x)$ if $\gamma = \frac{3}{4}$, $K_s$ satisfies equation (12), and $L_s$ satisfies (12).

Theorem 2.7. Suppose parts (iii)-(iv) of Assumption 2.1 and Assumption 2.2 hold. In both cases of Theorem 2.6, $L_s (B_{x,x'}(c, w))$ is uniformly bounded, and $\Psi_t(x) \to 0$ exponentially fast for all $x \in X$ as $t \to \infty$. In particular, there is a constant $C < \infty$, potentially depending on the normal random vector $\mathcal{G}$ and on the magnitude of the
data \( \bar{Y} \), such that \( \|\Psi_t\| \leq C(1 + t + t^2)e^{-\lambda_0t} \) where \( \lambda_0 > 0 \) is the smallest eigenvalue of the positive definite matrix \( A \).

Theorems 2.3 and 2.6 indicate that for large \( N \) the neural network output behaves as

- \( \gamma \in \left(\frac{1}{2}, \frac{3}{2}\right] \):
  \[
  h_t^N \approx h_t + \frac{1}{N^{1-\gamma}} K_t, \quad (13)
  \]

  where \( K_t \) satisfies either of equations (11) or (12) and has a Gaussian distribution.

- \( \gamma \in \left(\frac{3}{4}, \frac{5}{4}\right] \):
  \[
  h_t^N \approx h_t + \frac{1}{N^{1-\gamma}} K_t + \frac{1}{N^{1-\gamma} \frac{1}{2}} \Psi_t,
  \]

  where \( K_t \) satisfies equation (12) with \( K_0(x) = 0 \), \( \Psi_t \) satisfies either equations (12) or (13) and has a Gaussian distribution.

These results indicate that there is an inductive process that gives the appropriate expansion of the neural network’s output \( h_t^{N,\gamma} \) as \( N \to \infty \) in terms of \( \gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right] \) pointwise with respect to \( \nu \in \mathbb{N} \). In Theorems 2.3 and 2.6 we have provided the rigorous derivation for \( \nu = 1 \) and \( \nu = 2 \). Proceeding the same way, one can get the expansion for all \( \gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right] \) with \( \nu \in \mathbb{N} \).

In Appendix D we present an alternative, formal asymptotic expansion, that does exactly that, i.e., derives the asymptotic expansion of \( h_t^{N,\gamma} \) as \( N \to \infty \) for any \( \gamma \in (1/2, 1) \). Note that the methodology of Appendix D does recover the rigorous results of \( h_t^{N,\gamma} \) as \( N \to \infty \) for \( \nu = 1 \) and \( \nu = 2 \). The methodology of Appendix D demonstrates via an induction argument with respect to \( \nu \in \{3, 4, 5, \ldots\} \) that indeed (4) holds. Let us now briefly describe below the conclusion of the asymptotic expansion of Appendix D.

Let \( \nu \in \mathbb{N} \) and let \( G(x) \) be the Gaussian random variable defined in (5). Then, when \( \gamma \in \left[\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right) \), we obtain that for any fixed \( f \in C_b^\infty(\mathbb{R}^{1+d}) \), as \( N \to \infty \),

\[
\langle f, \mu_t^N \rangle \approx \sum_{j=0}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} l_j^t(f) + \text{lower order terms in } N, \quad (14)
\]

where we have identified \( l_j^t(f) = \langle f, \mu_0 \rangle, l_1^t(f) = l_t(f), l_2^t(f) = L_t(f) \). When \( j \geq 3 \),

\[
l_j^t(f) = \alpha \int_0^t \int_{X \times Y} (y - h_s(x')) P_s^{-1}(C_s^f(c, w)) \pi(dx', dy) ds
\]

\[
- \alpha \sum_{m=1}^{j-1} \int_0^t \int_{X \times Y} Q_s^{j-m-1}(x') P_s^{-1}(C_s^f(c, w)) \pi(dx', dy) ds.
\]

As \( N \to \infty \) and when \( \gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right] \), we have the asymptotic expansion

\[
h_t^N(x) \approx \sum_{j=0}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} Q_j^t(x) + \frac{1}{N^{1-\gamma} \frac{1}{2}} Q_t(x) + \text{lower order terms in } N, \quad (16)
\]
where \(Q^0_t = h_t, Q^1_t = K_t, Q^2_t = \Psi_t\), per Theorems 2.1, 2.3 and 2.6 respectively. For \(j = 0, \ldots, \nu - 1\), \(Q^j_t\) satisfy the deterministic evolution equations

\[
Q^j_t(x) = \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \left( y - Q^j_s(x') \right) l^j_s(B_{x,x'}(c,w)) \pi(dx',dy)ds
\]

\[
- \alpha \sum_{m=1}^j \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} Q^{m}_s(x') l^{j-m}_s(B_{x,x'}(c,w)) \pi(dx',dy)ds.
\]

When \(\gamma \in \left( \frac{2\nu - 1}{2\nu + 1}, \frac{2\nu + 1}{2\nu + 2} \right)\),

\[
Q^\nu_t(x) = G(x) - \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} Q^\nu_s(x') A_{x,x'} \pi(dx',dy)ds,
\]

and when \(\gamma = \frac{2\nu + 1}{2\nu + 2}\),

\[
Q^\nu_t(x) = G(x) + \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \left( y - Q^\nu_s(x') \right) l^\nu_s(B_{x,x'}(c,w)) \pi(dx',dy)ds
\]

\[
- \alpha \sum_{j=1}^\nu \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} Q^j_s(x') l^{\nu-j}_s(B_{x,x'}(c,w)) \pi(dx',dy)ds.
\]

Lastly, proceeding inductively based on Theorems 2.4 and 2.7 one gets that \(Q^j_t(x) \to 0\), exponentially fast, as \(t \to \infty\) for all fixed \(j \geq 1\) and \(x \in \mathcal{X}\).

**Remark 2.1.** A careful examination of the proofs in Appendixes A-C shows that the convergence Theorems 2.1, 2.3 and 2.6 also hold if we assume that the sequence of data samples \((x_k, y_k)\) is i.i.d. from a probability distribution \(\pi(dx, dy)\) that is compactly supported. We chose to make the somewhat more restrictive assumption of part (ii) of Assumption 2.1 for reasons of brevity and uniformity in the presentation.

**Remark 2.2.** For presentation purposes we have not explicitly denoted the bias term in the model (1). However, it is clear that this is easily handled by designating the first component of the vector \(x\) in (1) to always be fixed, let’s say equal to one, which would result in replacing (1) by \(g^N(x; \theta) = \frac{1}{N} \sum_{i=1}^N C^i \sigma(W^x + b^i)\). We leave the rest of the related details to the interested reader.

3. Comparisons to the results for \(\gamma = 1/2\) and \(\gamma = 1\). In Section 2 we presented our main results when \(\gamma \in (1/2, 1)\). Let us briefly review in this section the related existing results for \(\gamma = 1/2\), see [8, 17, 36], and when \(\gamma = 1\), see [6, 29, 33, 40, 39], for completeness, for comparison and for consistency purposes.

3.1. The case \(\gamma = 1/2\). We first discuss the so-called Xavier normalization [12], where \(\gamma = 1/2\).

**Theorem 3.1** (See [36]). Let Assumption 2.1 hold, set \(\alpha^N = \frac{\alpha}{N}\) with \(0 < \alpha < \infty\) and define \(E = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M\). The process \((\mu^N_t, h^N_t)\) converges in distribution in the space \(D_E([0, T])\) as \(N \to \infty\) to \((\mu_t, h_t)\) which satisfies, for every \(f \in C^2_b(\mathbb{R}^{1+d})\) and \(t \in [0, T]\),

\[
h_t(x) = G(x) + \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \left( y - h_s(x') \right) A_{x,x'} \pi(dx',dy)ds,
\]

\[
\langle f, \mu_t \rangle = \langle f, \mu_0 \rangle.
\]
As we discussed after Theorem 2.1, as far the first order typical behavior of the neural network’s output is concerned the only difference between the case $\gamma = 1/2$, Theorem 3.1, and $\gamma \in (1/2, 1)$, Theorem 2.1, is that in the case of $\gamma = 1/2$ $h_0(x) = G(x)$, which means that the law of large numbers is random, whereas in the case $\gamma \in (1/2, 1)$ it is deterministic. Also, under the additional Assumption 2.2 the matrix $A$ is positive definite (see Lemma 3.3 of [36] and Proposition 2 in [19]) which then implies that the neural network recovers the global minimum as $t \to \infty$, i.e. (9) holds.

As it has already been observed in the applied literature, see [31, 36], in the case of $\gamma = 1/2$, the randomness of the neural network’s output in the limit is due to the randomness at initialization as specified by the Gaussian random variable $\mathcal{G}(x) \sim N(0, \tau^2(x))$ where we recall that $\tau^2(x) = \langle |c\sigma(w|x)|^2, \mu_0 \rangle$.

Lastly, we mention here that by comparing the outcome of Theorems 2.1 and 2.3 to that of Theorem 3.1 one sees that there is consistency of the results as $\gamma \to 1/2$. By this we mean that if one heuristically plugs in $\gamma$ to that of Theorem 3.1 one sees that there is consistency of the results as $\gamma \to 1/2$, i.e., plug in $\gamma = 1/2$ to the outcome of Theorems 2.1 and 2.3, i.e., plug in $\gamma = 1/2$ in expansion (13), one gets the result of Theorem 3.1.

3.2. The case $\gamma = 1$. We now discuss the existing results for the mean field normalization, where $\gamma = 1$. As we saw before in the case $\gamma \in [1/2, 1)$ we have that $\mu^N \to \mu$ with $\mu_t$ being constant in time in the sense that for every $f \in C_b^2(\mathbb{R}^{1+d})$ $\langle f, \mu_t \rangle = \langle f, \mu_0 \rangle$. In contrast to that, the behavior is different when $\gamma = 1$. In particular, when $\gamma = 1$, the limit measure $\mu_t$ is not constant over time. The details are in Theorem 3.2.

**Theorem 3.2** (See [40]). Let Assumption 2.1 hold and additionally assume that $W_0^1$ have bounded fourth moments. Set the learning rate $\alpha^N = \alpha$ with $0 < \alpha < \infty$ (independent of $N$). The scaled empirical measure $\mu^N_t$ converges in probability to $\mu_t$ in $D_E([0, T])$ as $N \to \infty$. For every $f \in C_b^2(\mathbb{R}^{1+d})$, $\mu$ satisfies the measure evolution equation

$$\langle f, \mu_t \rangle = \langle f, \mu_0 \rangle + \int_0^t \left( \int_{X \times Y} \alpha (y - \langle c\sigma(w \cdot x), \mu_s \rangle) \langle C_f^f(c, w), \mu_s \rangle \pi(dx, dy) \right) ds.$$  \hspace{1cm} (20)

The article [39] establishes the fluctuations around the mean-field limit of $\mu^N \overset{p}{\to} \mu$ as $N \to \infty$ defined by the fluctuation process

$$\eta^N_t = \sqrt{N}(\mu^N_t - \mu_t).$$

Then, by Theorem 3.3 below we obtain that the fluctuations process $\{\eta^N_t\}_{N \in \mathbb{N}}$ in the limit as $N \to \infty$ behaves as a Gaussian process.

**Theorem 3.3** (See [39]). Let Assumption 2.1 hold and additionally assume that the measure of the initial distribution $\mu_0$ has compact support. Set the learning rate $\alpha^N = \alpha$ with $0 < \alpha < \infty$ (independent of $N$). Let $J \geq 3\left[\frac{d+1}{2}\right] + 7$. Let $0 < T < \infty$ be given. The sequence $\{\eta^N_t, t \in [0, T]\}_{N \in \mathbb{N}}$ is relatively compact in $D_{W^{J+2}}([0, T])^3$. The sequence of processes $\{\eta^N_t, t \in [0, T]\}_{N \in \mathbb{N}}$ converges in $W^{-J, 2} - W^{-J, 2}(\Theta)$ is the dual of the Sobolev space $W^{J, 2}_0 = W^{J, 2}(\Theta)$ with $\Theta \subset \mathbb{R}^{1+d}$ a bounded domain. For a bounded domain $\Theta \subset \mathbb{R}^{1+d}$, the space $W^{J, 2}_0(\Theta)$ is the closure of functions of class $C^{\infty}_0(\Theta)$ in the norm defined by $\|f\|_J = (\sum_{|\alpha| \leq J} \int_{\Theta} |D^\alpha f(x)|^2 dx)^{1/2}$. $C^\infty_0(\Theta)$ is the space of all functions in $C^\infty(\Theta)$ with compact support. See [39] for details.
distribution in $D_{W^{-1/2}}([0, T])$ to the process $\{\tilde{\eta}_t, t \in [0, T]\}$, which, for every $f \in W_0^{1, 2}$, satisfies the stochastic partial differential equation

$$
\langle f, \tilde{\eta}_t \rangle = \langle f, \tilde{\eta}_0 \rangle + \int_0^t \int_{X \times Y} \alpha(y - \langle c \sigma(wx), \mu_s \rangle) \langle C_{x}^f(c, w), \tilde{\eta}_s \rangle \pi(dx, dy)ds
- \int_0^t \int_{X \times Y} \alpha \langle c \sigma(wx), \tilde{\eta}_s \rangle \langle C_{x}^f(c, w), \mu_s \rangle \pi(dx, dy)ds + \langle f, \tilde{M}_t \rangle. \quad (21)
$$

$\tilde{M}_t$ is a mean-zero Gaussian process such that for every $f, g \in W_0^{1, 2}$ the covariance structure is

$$
\text{Cov}\left[\langle f, \tilde{M}_t \rangle, \langle g, \tilde{M}_t \rangle\right] = \alpha^2 \int_0^t \left[ \int_{X \times Y} \left( R_{x,y,\mu_s}[f] - \int_{X \times Y} R_{x,y,\mu_s}[g] \pi(dx, dy) \right) \times \left( R_{x,y,\mu_s}[g] - \int_{X \times Y} R_{x,y,\mu_s}[g] \pi(dx, dy) \right) \pi(dx, dy) \right] ds.
$$

where for $h \in C_0^1(\mathbb{R}^{1+d})$ we have defined $R_{x,y,\mu}[h] = (y - \langle c \sigma(wx), \mu \rangle) \langle C_{x}^h(c, w), \mu \rangle$. Finally, the stochastic evolution equation (21) has a unique solution in $W^{-1/2}$, which implies that $\tilde{\eta}$ is unique.

Let us choose now in Theorem 3.2, the test function to be $f(c, w; x) = c \sigma(wx)$. Then we have that the neural network’s output in the limit as $N \to \infty$ satisfy the equation

$$
h_t(x) = \int_0^t \left( \int_{X \times Y} \alpha(y - h_s(x')) \langle B_{x,x'}(c, w), \mu_s \rangle \pi(dx', dy) \right) ds, \quad (22)
$$

where the measure $\mu_s$ is not constant any more in time and is given as the unique weak solution of the stochastic evolution equation (20). Comparing now (22) with the result of Theorems 2.1 and 3.1 we notice that the main difference is that in the case of $\gamma = 1$, $h_t$ is driven by the measure $\mu_s$ for $s \in [0, t]$ which in the case of $\gamma = 1$ is not a constant, whereas when $\gamma \in [1/2, 1)$ the limiting neural network’s output $h_t$ is driven by the constant measure $\mu_0$ at initialization.

In regards to the first order fluctuations (see Theorem 3.3) we have that in the case $\gamma = 1$, $\phi = 1/2$ and that the limit of $K_t^N = \sqrt{N} (h_t^N - h_t)$ as $N \to \infty$, $K_t$ satisfies

$$
K_t(x) = \mathcal{G}(x) + \int_0^t \int_{X \times Y} \alpha(y - h_s(x')) \langle \nabla(c \sigma(wx)) \cdot \nabla(c \sigma(wx')), \tilde{\eta}_s \rangle \pi(dx, dy)ds
- \int_0^t \int_{X \times Y} \alpha \langle c \sigma(wx), \tilde{\eta}_s \rangle \langle \nabla(c \sigma(wx)) \cdot \nabla(c \sigma(wx')), \mu_s \rangle \pi(dx, dy)ds
+ \langle c \sigma(wx), \tilde{M}_t \rangle. \quad (23)
$$

where the limiting $\mu_s$ and $\eta_s$ are given as the unique weak solutions to the evolution equations (20) and (21) respectively.

Notice that in the case $\gamma = 1$, the fluctuations are of the order $\frac{1}{\sqrt{N}}$ as opposed to the order $\frac{1}{\sqrt{N^{1/2}}}$ for $\gamma \in (1/2, 1)$ as we saw in Theorem 2.3. This means that for fixed finite $N$, the order of the variance monotonically decreases in $\gamma \in [1/2, 1]$ with the smallest order observed as $\gamma \to 1$. In addition, the limiting fluctuations $K_t$ as described by (23) have two sources of randomness, one is the Gaussian randomness due to the initialization given by the Gaussian field $\mathcal{G}(x)$ and the other one being the zero mean Gaussian noise given by the martingale term $\langle c \sigma(wx), \tilde{M}_t \rangle$ with variance stricture given by Theorem 3.3 with $f(c, w; x) = c \sigma(wx)$. 
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Lastly, even though we do not show this here, as there is consistency in the results as $\gamma \to 1/2$, there is consistency in the results as $\gamma \to 1$ as well. In particular, by putting together $(14)-(15)$ and $(16)-(17)-(18)$ and then taking $\gamma \to 1$ and $N \to \infty$ one recovers, at least at a heuristic level, the $\gamma = 1$ results of Theorem 3.2 and (22). Given that the theoretical analysis for the $\gamma = 1$ case is considerably more complicated than the theoretical analysis for the $\gamma < 1$ case, see for example [6, 29, 33, 40, 39, 38], the latter observation may be useful in studying the $\gamma = 1$ case by viewing it as an approximation of the $\gamma < 1$ case as $\gamma \to 1$. Studying this here is beyond the scope of this work and thus we leave this for future work.

4. Further discussion of the theoretical results and numerical studies.

The results of Section 2 establish that the neural network’s output $h_t^{N,\gamma}$ has an expansion as $N \to \infty$ given by (4). Beyond the observations made in Section 3 we can also draw the following general conclusions.

- The theoretical results, and thus expansion (4), hold if the learning rate is chosen to be of the order of $\alpha^N = \alpha/N^{2-2\gamma}$ for $0 < \alpha < \infty$ a constant of order one.
- Expansion (4) shows that, to leading order in $N$, there is no bias-variance trade-off, in the sense that as the number of hidden units $N \to \infty$ and the training time $t \to \infty$, both the variance and the bias decrease exponentially fast for all $\gamma \in (1/2,1)$. Indeed, to leading order in $N$, the expression (4) shows that the norm of the variance-covariance matrix of the vector $h_t^{N,\gamma}$ is of the order of $N^{-2(\gamma-1/2)}\|e^{-At}\text{Var}(G)e^{-A^\top t}\|$ and the bias is of the order of $\sum_{j=1}^{\nu-1} N^{-j(1-\gamma)}\|Q_j^\gamma\|$. This directly implies that for fixed $\gamma$ both variance and bias decay as $N, t \to \infty$. Recall that, under Assumption 2.2, the matrix $A$ is positive definite and for each $j = 1, \ldots, \nu-1$, and fixed $\nu \in \mathbb{N}$, $\|Q_j^\gamma\|$ decay exponentially fast to zero as $t \to \infty$.
- For fixed (but large) $N < \infty$ and $t \to \infty$, we see that the magnitude of the variance of the network output $N^{-2(\gamma-1/2)}\|e^{-At}\text{Var}(G)e^{-A^\top t}\|$ is monotonically decreasing as $\gamma \to 1$. In addition, as also implied by Theorem 3.1, when $\gamma = 1/2$, the variance, to leading order, is of order $\|e^{-At}\text{Var}(G)e^{-A^\top t}\|$, i.e., is independent of $N$.
- When $\gamma > 3/4$ (which corresponds to $\nu > 1$), there is, to leading order in $N$, a bias effect, which for fixed $N$ is larger when $\gamma \to 1$. Notice that for $\gamma \in (1/2, 3/4)$ there is no bias involving $N$ to leading order. In particular, $\nu = 1$ in this case and there is no contribution from the term $\sum_{j=1}^{\nu-1} N^{-j(1-\gamma)}\|Q_j^\gamma\|$.
- As the following numerical results demonstrate, both train and test accuracy of the fitted neural networks increases monotonically as $\gamma$ approaches the value 1 which corresponds to the mean field normalization.

In this section, we investigate numerically the performance of neural networks scaled by $1/N^\gamma$ with $\gamma \in [1/2, 1]$. Apart from characterizing performance based on the behavior of bias and variance of the neural network’s output from the leading order terms, one would also like to characterize performance based on train and test accuracy. For this reason, we have performed a number of numerical studies to compare train and test accuracy for neural networks scaled by the normalization $1/N^\gamma$. Our numerical studies involve the well known MNIST [24] and the CIFAR10 [20] data sets. To be more precise, for each numerical study in this section, we train scaled neural networks with different hidden units $N = 100$, $N = 500$, $N = 1,000$, ...
and \( N = 3,000 \), and for each \( N \), with \( \gamma = 0.5 \), \( \gamma = 0.6 \), \( \gamma = 0.7 \), \( \gamma = 0.8 \), \( \gamma = 0.9 \), and \( \gamma = 1 \). We compare the test accuracy for different \( \gamma \)-scaled networks for each hidden unit \( N \). We find numerically that both train and test accuracy of the fitted neural networks increases monotonically in \( \gamma \in [1/2, 1] \). This suggests that the mean-field normalization \( 1/N \) that corresponds to \( \gamma = 1 \) may have certain advantages over scalings \( 1/N^\gamma \) for \( \gamma \in [1/2, 1) \) when it comes to test accuracy.

The result of the first numerical study is presented in Figure 1. Scaled single layer neural networks are trained via cross entropy loss function to classify images from the MNIST dataset [24], which includes 70,000 images of handwritten integers from 0 to 9. The learning rate is taken to be \( \alpha^N = 1/N^{2-2\gamma} \), as suggested by our theoretical analysis. The neural networks are trained to identify the handwritten numbers using the image pixels as an input. In the MNIST dataset, each image has 784 pixels, 60,000 images are used as train images and 10,000 images are test images. We train scaled single layer neural networks with different hidden units for each \( \gamma \), and the test accuracy for each network as the number of epochs increases are shown in Figure 1. While for each number of hidden units, all scaled networks eventually achieve reasonably high test accuracy, we can see that as \( \gamma \) increases from 0.5 to 1, the test accuracy increases. As the number of hidden units increases, the dispersion in test accuracy for different values of \( \gamma \) increases.

![Figure 1](image1.png)

**Figure 1.** Performance of scaled neural networks on MNIST test dataset (cross entropy loss).

The result of the second numerical study is presented in Figure 2. Scaled single layer neural networks are trained via mean squared error loss function to classify
images from the MNIST dataset. Specifically, we apply the standard one-hot encoding to the image labels and apply the MSE loss to the encoded labels and the model output. The learning rate is taken to be \( \alpha^N = 1/N^{2-2\gamma} \) as in the first numerical study. We train scaled neural networks for each \( \gamma \) and hidden units \( N \), and the test accuracy for each network as the number of epochs increases are shown in Figure 2. As for the models trained via cross entropy loss, the test accuracy increases as \( \gamma \) increases from 0.5 to 1, and the dispersion in test accuracy for different values of \( \gamma \) increases as the number of hidden units increases. As expected though, the test accuracy is consistently worse for the models trained via mean squared error loss than for those trained via cross entropy loss.

For the third numerical study, scaled neural networks are trained to classify images from the CIFAR10 dataset [20], which contains 60,000 color images in 10 classes (airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck). The dataset is divided into 50,000 training images and 10,000 test images, and each image has \( 32 \times 32 \times 3 \) pixels. Neural networks are trained to correctly classify each image using image pixels as the input. We train scaled convolutional neural networks for the CIFAR10 dataset, and the results are shown in Figure 3. For each of the networks, there are 8 convolution layers which each have 64 channels. A fully-connected layer then follows. We note that for all cases shown in Figure 3, the test accuracy is improved as \( \gamma \) gets closer to 1. The dispersion in test accuracy for
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Figure 3. Performance of scaled convolutional neural networks on CIFAR10 test dataset (cross entropy loss).

different values of $\gamma$ does not seem to change significantly as the number of hidden units increases.

Finally, we considered in-sample training accuracy for all models. In each case, the performance showed the same pattern as for the out-of-sample data. Namely, the in-sample accuracy increases monotonically in $\gamma \in [1/2,1]$. Two examples are shown in Figure 4 for the models trained using the mean squared error loss for the MNIST dataset.

Figure 4. Performance of scaled neural networks on MNIST training dataset (MSE loss).
5. **Conclusions.** In this work we studied the behavior of shallow neural networks as the number of hidden units \(N\) and gradient descent steps grow to infinity. We provided a stochastic Taylor kind of expansion up to second order of the neural network’s output around its limit as the number of hidden units grow to infinity. The asymptotic expansion reveals what the main contribution to the variance and the bias of the neural network’s output is, depending on the normalization as this ranges from the square-root normalization to the mean-field normalization. We found that, to leading order in \(N\), there is no variance-bias trade-off. Also, we found empirically for the MNIST and CIFAR10 data sets that both train and test accuracy improve monotonically as the normalization approaches the mean-field normalization.

**Appendix A. Proof of Theorem 2.1: Convergence of the network output.**

In this section, we will study convergence in distribution of the random process \((\mu_N^t, h_N^t)\) as \(N \to \infty\) in \(D_E([0, T])\) where \(E = M(\mathbb{R}^{1+d}) \times \mathbb{R}^M\). After making the appropriate identifications, the proofs in this section follow as in [40]. Instead of repeating the proofs here, we will provide sufficient motivation for the results and mention what is needed for the later sections. Our focus in this section is to recall the main arguments needed for the proof of Theorem 2.1, but mainly to highlight the different terms in the expansions for \(h_N^t\) and \(f, \mu_N^t\) as those terms will play a crucial role in the proofs that follow in the later sections B and C.

Recall that \(\alpha_N = \alpha/N^{\beta}\) for \(\beta = 2 - 2\gamma\). A useful a-priori bound for the parameters \((C_i^k, W_i^k)\) given by (3) is given in Lemma A.1, whose proof follows along the same lines as that of Lemma 2.1 in [40].

**Lemma A.1.** For \(k \leq \lfloor TN \rfloor, i \in \mathbb{N}\) and \(p \geq 1\), there exists a constant \(C(T, p) < \infty\) such that

\[
\sup_{N \in \mathbb{N}, k \leq \lfloor TN \rfloor} \sup_{1 \leq \gamma \leq N} \left[ \left| C_i^k \right|^p + \mathbb{E}(\|W_i^k\|) \right] \leq C(T, p).
\]

In addition, we have that

\[
\sup_{i, k \in \mathbb{N}} \left| C_i^{k+1} - C_i^k \right| = O \left( N^{-(2\gamma + \beta - 1)} \right) \text{ and } \sup_{i, k \in \mathbb{N}} \left\| W_i^{k+1} - W_i^k \right\| = O \left( N^{-(2\gamma + \beta - 1)} \right).
\]

**A.1. Evolution of the pre-limit process.** Let us next consider the evolution of the network’s output \(g_k^N(x)\). Using a Taylor expansion, we have

\[
g_{k+1}^N(x) - g_k^N(x) = \frac{1}{N^\gamma} \sum_{i=1}^N C_{k+1}^i \sigma(W_i^k x) - \frac{1}{N^\gamma} \sum_{i=1}^N C_i^k \sigma(W_i^k x)
\]

\[
= \frac{1}{N^\gamma} \sum_{i=1}^N \left( C_{k+1}^i - C_i^k \right) \left[ \sigma(W_i^k x) + \sigma'(W_i^k x) \left( W_i^{k+1} - W_i^k \right) x \right]
\]

\[
+ \frac{1}{N^\gamma} \sum_{i=1}^N \left[ \sigma'(W_i^k x) \left( W_i^{k+1} - W_i^k \right) x + \frac{1}{2} \sigma''(W_i^k x) \left( W_i^{k+1} - W_i^k \right) x \right]^2 C_i^k,
\]

(24)
for some points $W_{k+1}^*$ and $W_{k+1}^{**}$ in the line segment connecting $W_k^*$ and $W_{k+1}^*$. Substituting (3) in (24), we have

\begin{equation}
\begin{aligned}
g_{k+1}^N(x) - g_k^N(x) &= \frac{\alpha}{N^{2\gamma + \beta}} \sum_{i=1}^{N} \left( y_k - g_k^N(x_k) \right) \sigma(W_k^i x_k) \sigma(W_k^i) \\
+ \frac{\alpha}{N^{2\gamma + \beta}} \sum_{i=1}^{N} \sigma'(W_k^i x_k) (y_k - g_k^N(x_k)) (C_k^i)^2 \sigma'(W_k^i x_k) x_k x + \frac{G_k^N(x)}{N^{5\gamma + 2\beta - 3}},
\end{aligned}
\end{equation}

where

\[ G_k^N(x) = N^{4\gamma + 2\beta - 3} \sum_{i=1}^{N} \left\{ (C_{k+1}^i - C_k^i) \sigma'(W_k^{i*} x_k) (W_{k+1}^i - W_k^i) x \right. \\
\left. + \frac{1}{2} C_k^i \sigma''(W_k^{i*} x_k) \left[ (W_{k+1}^i - W_k^i) x \right]^2 \right\}. \]

Due to Lemma A.1, we have $\sup_{x \in \mathcal{X}} |G_k^N(x)| < C < \infty$. Rewriting the evolution of network in terms of the empirical measure $\nu_k^N$ gives

\begin{equation}
\begin{aligned}
g_{k+1}^N(x) - g_k^N(x) &= \frac{\alpha}{N^{2\gamma + \beta - 1}} \sum_{i=1}^{N} \left( y_k - g_k^N(x_k) \right) \left\langle \sigma(wx_k) \sigma(wx), \nu_k^N \right\rangle \\
+ \frac{\alpha}{N^{2\gamma + \beta - 1}} \left( y_k - g_k^N(x_k) \right) x_k x \left\langle \sigma'(wx) \sigma'(wx_k) c^2, \nu_k^N \right\rangle + \frac{G_k^N(x)}{N^{5\gamma + 2\beta - 3}}
\end{aligned}
\end{equation}

We can then write the evolution of $h_t^N(x)$ for $t \in [0, T]$ as

\begin{equation}
\begin{aligned}
h_t^N(x) - h_0^N(x) &= \sum_{k=0}^{[Nt] - 1} \left( g_{k+1}^N(x) - g_k^N(x) \right) \\
&= \frac{\alpha}{N^{2\gamma + \beta - 1}} \sum_{k=0}^{[Nt] - 1} \left( y_k - g_k^N(x_k) \right) \left\langle \sigma(wx_k) \sigma(wx), \nu_k^N \right\rangle \\
+ \frac{\alpha}{N^{2\gamma + \beta - 1}} \sum_{k=0}^{[Nt] - 1} \left( y_k - g_k^N(x_k) \right) x_k x \left\langle \sigma'(wx) \sigma'(wx_k) c^2, \nu_k^N \right\rangle \\
+ \frac{1}{N^{5\gamma + 2\beta - 3}} \sum_{k=0}^{[Nt] - 1} G_k^N(x)
\end{aligned}
\end{equation}

The summations in the above equation can be decomposed into a drift and martingale component:

\begin{equation}
\begin{aligned}
h_t^N(x) - h_0^N(x) &= \frac{\alpha}{N^{2\gamma + \beta - 1}} \sum_{k=0}^{[Nt] - 1} \int_{\mathcal{X} \times \mathcal{Y}} \left( y - g_k^N(x') \right) \left\langle \sigma(wx') \sigma(wx), \nu_k^N \right\rangle \pi(dx', dy) \\
+ \frac{\alpha}{N^{2\gamma + \beta - 1}} \sum_{k=0}^{[Nt] - 1} \int_{\mathcal{X} \times \mathcal{Y}} \left( y - g_k^N(x') \right) x' x \left\langle \sigma'(wx) \sigma'(wx') c^2, \nu_k^N \right\rangle \pi(dx', dy)
\end{aligned}
\end{equation}
Lemma A.2.

Following uniform bound for the network.

\[
\sup_{N \in \mathbb{N}, k \leq |TN|} \frac{1}{N^{2\gamma + 3}} \sum_{k=0}^{(\gamma N) - 1} \left( y_k - g_k^N(x_k) \right) \langle \sigma(wx_k) \sigma(wx), \nu_k^N \rangle \\
- \int_{X \times Y} \left( y - g_k^N(x') \right) \langle \sigma(wx') \sigma(wx), \nu_k^N \rangle \pi(dx', dy) \\
+ \sum_{k=0}^{(\gamma N) - 1} \left( y_k - g_k^N(x_k) \right) x_k x \langle \sigma'(wx) \sigma'(wx) c^2, \nu_k^N \rangle \\
- \int_{X \times Y} \left( y - g_k^N(x') \right) x' x \langle \sigma'(wx) \sigma'(wx) c^2, \nu_k^N \rangle \pi(dx', dy) \\
+ \frac{1}{N^{2\gamma + 3}} \sum_{k=0}^{(\gamma N) - 1} G_k^N(x).
\]

Since \(2\gamma + \beta - 1 = 1\), we can rewrite the equation for \(h_i^N(x)\) in terms of a Riemann integral and the scaled measure \(\mu_t^N\). In particular, we get

\[
h_i^N(x) - h_0^N(x) = \alpha \int_0^t \int_{X \times Y} \left( y - h_k^N(x') \right) \langle B_{x,x'}(c, w), \mu_s^N \rangle \pi(dx', dy) ds \\
+ V_t^N(x) + M_t^1(x) + M_t^2(x),
\]

where \(M_t^1(x) = M_t^{1,N}(x) + M_t^{2,N}(x)\).

\[
V_t^N(x) = -\int_0^t \int_{X \times Y} \alpha \left( y - h_k^N(x') \right) \langle B_{x,x'}(c, w), \mu_s^N \rangle \pi(dx', dy) ds,
\]

\[
M_t^{1,N}(x) = \frac{\alpha}{N} \sum_{k=0}^{(\gamma N) - 1} \left( y_k - g_k^N(x_k) \right) \langle \sigma(wx_k) \sigma(wx), \nu_k^N \rangle \\
- \int_{X \times Y} \left( y - g_k^N(x') \right) \langle \sigma(wx') \sigma(wx), \nu_k^N \rangle \pi(dx', dy),
\]

\[
M_t^{2,N}(x) = \frac{\alpha}{N} \sum_{k=0}^{(\gamma N) - 1} \left( y_k - g_k^N(x_k) \right) x_k x \langle \sigma'(wx) \sigma'(wx) c^2, \nu_k^N \rangle \\
- \int_{X \times Y} \left( y - g_k^N(x') \right) x' x \langle \sigma'(wx) \sigma'(wx) c^2, \nu_k^N \rangle \pi(dx', dy).
\]

Since \(h_s^N(x) = g_{[X_s]}^N(x) = \langle c \sigma(wx), N^{1-\gamma} \mu_s^N \rangle\), by Assumption 2.1, Lemma A.1, and Lemma A.2, we have \(\sup_{t \in [0, T]} \mathbb{E} \left( |V_t^N|^2 \right) \leq C T^2\) for some \(C < \infty\). We also note that \(\frac{1}{TN} \sum_{k=0}^{(\gamma N) - 1} G_k^N = O(N^{-\gamma})\). As in Lemma 5.6 of [36], we can obtain the following uniform bound for the network.

Lemma A.2. For any \(k \leq |TN|\) and any \(x \in \mathcal{X}\),

\[
\sup_{N \in \mathbb{N}, k \leq |TN|} \mathbb{E} \left( |g_k^N(x)|^2 \right) \leq \sup_{N \in \mathbb{N}, k \leq |TN|} \mathbb{E} \left( |g_k^N(x)|^2 \right) < C,
\]

for some constant \(C < \infty\).
By using conditional independence of the terms in $M_{t}^{1,N}$ and $M_{t}^{2,N}$ and the results from Lemmas A.1 and A.2, we can also derive the following lemma. The proof for this lemma follows that of Lemma 3.1 in [40], and thus is omitted here.

**Lemma A.3.** For any $N \in \mathbb{N}$, $t \in [0,T]$ and $x \in X$, there exists positive constant $C < \infty$ such that

$$
E \left[ \left( M_{t}^{N,1}(x) \right)^2 + \left( M_{t}^{N,2}(x) \right)^2 \right] \leq \frac{C}{N}.
$$

Next, we analyze the evolution of the empirical measure $\nu_{k}^{N}$ in terms of test functions $f \in C_{k}^{d}(\mathbb{R}^{1+d})$. First order Taylor expansion gives that

$$
\langle f, \nu_{k+1}^{N} \rangle - \langle f, \nu_{k}^{N} \rangle = \frac{1}{N} \sum_{i=1}^{N} \left[ f(C_{k+1}^{i}, W_{k+1}^{i}) - f(C_{k}^{i}, W_{k}^{i}) \right]
$$

$$
= \frac{1}{N} \sum_{i=1}^{N} \partial_{c} f(C_{k}^{i}, W_{k}^{i}) (C_{k+1}^{i} - C_{k}^{i}) + \frac{1}{N} \sum_{i=1}^{N} \partial_{w} f(C_{k}^{i}, W_{k}^{i}) (W_{k+1}^{i} - W_{k}^{i})
$$

$$
+ \frac{1}{N} \sum_{i=1}^{N} \partial_{c}^{2} f(C_{k}^{i}, W_{k}^{i}) (C_{k+1}^{i} - C_{k}^{i})^2
$$

$$
+ \frac{1}{N} \sum_{i=1}^{N} (W_{k+1}^{i} - W_{k}^{i})^{T} \partial_{w} f(C_{k}^{i}, W_{k}^{i}) (W_{k+1}^{i} - W_{k}^{i})
$$

$$
+ \frac{1}{N} \sum_{i=1}^{N} (C_{k+1}^{i} - C_{k}^{i}) \partial_{cw} f(C_{k}^{i}, W_{k}^{i}) (W_{k+1}^{i} - W_{k}^{i})
$$

for some points $(\tilde{C}_{k}^{i}, \tilde{W}_{k}^{i}), (\bar{C}_{k}^{i}, \bar{W}_{k}^{i})$ and $(\tilde{C}_{k}^{i}, \tilde{W}_{k}^{i})$ in the line segments connecting $C_{k}^{i}$ and $C_{k+1}^{i}$ or $W_{k}^{i}$ and $W_{k+1}^{i}$, respectively. Similar to the analysis for the evolution of the network output, we substitute (3) into (27) and rewrite the evolution in terms of the empirical measure $\nu_{k}^{N}$,

$$
\langle f, \nu_{k+1}^{N} \rangle - \langle f, \nu_{k}^{N} \rangle = \frac{\alpha}{N^{\beta+\gamma}} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \partial_{s} f(c, w) \sigma(w x_{k}), \nu_{k}^{N} \right)
$$

$$
+ \frac{\alpha}{N^{\beta+\gamma}} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \sigma'(w x_{k}) \partial_{w} f(c, w) x_{k}, \nu_{k}^{N} \right) + O \left( N^{-2(2\gamma+\beta-1)} \right)
$$

$$
= \frac{\alpha}{N^{2-\gamma}} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \partial_{s} f(c, w) \sigma(w x_{k}), \nu_{k}^{N} \right)
$$

$$
+ \frac{\alpha}{N^{2-\gamma}} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \sigma'(w x_{k}) \partial_{w} f(c, w) x_{k}, \nu_{k}^{N} \right) + O \left( N^{-2} \right),
$$

where the last equality holds because $\gamma + \beta = 2 - \gamma$. To write the evolution in terms of the scaled measure $\mu_{k}^{N}$, for $t \in [0,T]$, we have for large $N$

$$
\langle f, \mu_{k}^{N} \rangle - \langle f, \mu_{k}^{N} \rangle = \sum_{k=0}^{\left\lfloor N t \right\rfloor - 1} \left( \langle f, \nu_{k+1}^{N} \rangle - \langle f, \nu_{k}^{N} \rangle \right)
$$

$$
= \frac{\alpha}{N^{2-\gamma}} \sum_{k=0}^{\left\lfloor N t \right\rfloor - 1} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \partial_{s} f(c, w) \sigma(w x_{k}), \nu_{k}^{N} \right)
$$

$$
+ \frac{\alpha}{N^{2-\gamma}} \sum_{k=0}^{\left\lfloor N t \right\rfloor - 1} \left( y_{k} - g_{k}^{N}(x_{k}) \right) \left( \sigma'(w x_{k}) \partial_{w} f(c, w) x_{k}, \nu_{k}^{N} \right) + O \left( N^{-1} \right).
$$

(27)
By similar analysis as for the network, one can decompose the above equation into a drift and martingale component and rewrite the equation for \( \langle f, \mu_t^N \rangle \) in terms of a Riemann integral and the scaled measure \( \mu_t^N \).

\[
\langle f, \mu_t^N \rangle - \langle f, \mu_0^N \rangle = \frac{\alpha}{N^{1-\gamma}} \int_0^t \int_{X \times Y} (y - h_s^N(x')) \langle C_{x'}(c, w), \mu_s^N \rangle \pi(dx', dy)ds + O_p \left( N^{\gamma - \frac{3}{2}} \right) + O \left( N^{-1} \right).
\]

(28)

A.2. Proof of Theorem 2.1. We note now that as in Lemma 5.10 in [36] one obtains the relative compactness of the processes \( \{\mu_N, h_N\}_{N \in \mathbb{N}} \). The proof is similar to that of Lemma 5.10 in [40], and thus it is omitted.

**Lemma A.4.** The sequence of processes \( \{\mu_N, h_N\}_{N \in \mathbb{N}} \) is relatively compact in \( D_E([0, T]) \).

It remains to identify the limit in order to prove Theorem 2.1. We denote \( \pi^N \in \mathcal{M}(D_E([0, T])) \) the probability measure corresponding to \( (\mu^N, h^N) \). Relative compactness implies that there is a subsequence \( \pi^{N_k} \) that converges weakly. In the following lemma, we show that the limit point \( \pi \) of any convergent subsequence \( \pi^{N_k} \) will satisfy the evolution equation (7).

**Lemma A.5.** The limit point \( \pi \) of a convergent subsequence \( \pi^{N_k} \) is a Dirac measure concentrated on \( (\mu, h) \in D_E([0, T]) \), which satisfies equation (7). Furthermore, for any \( t \in [0, T] \) and \( f \in C^2_b(\mathbb{R}^{1+d}) \), \( \langle f, \mu_t \rangle = \langle f, \mu_0 \rangle \).

*Proof.* For any \( t \in [0, T] \), \( f \in C^2_b(\mathbb{R}^{1+d}) \), \( g_1, \ldots, g_p \in C_b(\mathbb{R}^{1+d}) \), \( q_1, \ldots, q_p \in C_b(\mathbb{R}^M) \), and \( 0 \leq s_1 < \cdots < s_p \leq t \), we define \( F(\mu, h) : D_E([0, T]) \to \mathbb{R}_+ \) as

\[
F(\mu, h) = \left| \langle f, \mu_t \rangle - \langle f, \mu_0 \rangle \right| \times \langle g_1, \mu_{s_1} \rangle \times \cdots \times \langle g_p, \mu_{s_p} \rangle + \sum_{x \in X} \left( h_t(x) - h_0(x) - \alpha \int_0^t \int_{X \times Y} (y - h_s(x')) \langle \sigma(wx')\sigma(wx), \mu_s \rangle \pi(dx', dy)ds - \alpha \int_0^t \int_{X \times Y} (y - h_s(x')) x' x' \langle \sigma'(wx')\sigma'(wx)c^2, \mu_s \rangle \pi(dx', dy)ds \times q_1(h_{s_1}) \times \cdots \times q_p(h_{s_p}) \right|.
\]

By equations (26), (27), Lemma A.3 and the Cauchy-Schwartz inequality, we have

\[
E_{\pi^N} [F(\mu, h)] = E \left[ F(\mu^N, h^N) \right] = E \left[ O \left( N^{-(1-\gamma)} \right) \times \prod_{i=1}^p \langle g_i, h_{s_i}^N \rangle \right] + E \left[ \left( M_{t+1}^N + M_{t+2}^N + O \left( N^{-\gamma} \right) \right) \times \prod_{i=1}^p q_i(h_{s_i}^N) \right] \leq E \left[ \left| M_{t+1}^N \right|^2 \right]^{\frac{1}{2}} + E \left[ \left| M_{t+1}^N \right|^2 \right]^{\frac{1}{2}} + O \left( N^{-(1-\gamma)} \right) \leq C \left( \frac{1}{N^{1/2}} + \frac{1}{N^{1-\gamma}} \right).
\]
Therefore, \( \lim_{N \to \infty} \mathbb{E}_{\pi_N} [F(\mu, h)] = 0 \). Since \( F(\cdot) \) is continuous and \( F(\mu^N, h^N) \) is uniformly bounded, we have \( \mathbb{E}_{\pi} [F(\mu, h)] = 0 \). Hence, \((\mu, h)\) satisfies equation (7) and \( \langle f, \mu_t \rangle = \langle f, \mu_0 \rangle \) for any \( f \in C^2_b(\mathbb{R}^{1+d}) \).

We now finish the proof for Theorem 2.1. Relative compactness proved in Lemma A.4 implies that every subsequence \( \pi^N_k \) has a further subsequence \( \pi^{N_k} \) which weakly converges. By Lemma A.5, the limit point \( \pi \) of any convergent subsequence \( \pi^{N_k} \) satisfies the evolution stated in Theorem 2.1. Since equation (7) is a finite-dimensional linear equation, it has a unique solution. By Prokhorov’s theorem, \( \pi^N \) converges weakly to \( \pi \), which is the distribution of \((\mu, h)\), the unique solution of (7).

Hence, \((\mu^N, h^N)\) converges in distribution to \((\mu, h)\). Recall that \( h_0^N(x) = g_0^N(x) \xrightarrow{d} 0 \), which implies \( h_0(x) = 0 \) for any \( x \in \mathcal{X} \).

**Appendix B. Proof of Theorem 2.3: Convergence of the first order fluctuation process.** Recall from Theorem 2.1, for any \( t \in [0, T] \), the limit \( \mu_t \) of the empirical measure \( \mu^N_t \) satisfies the equation \( \langle f, \mu_t \rangle = \langle f, \mu_0 \rangle \), for any \( f \in C^2_b(\mathbb{R}^{1+d}) \). In addition, since \( h_0(x) = 0 \), (7) can be reduced to (8).

In this section, we prove a central limit theorem for the scaled one-layer neural network as the width of the network and the number of training steps become large. In particular, we study the convergence of the first order fluctuation process of the network’s output \( K^N_t = N^\varphi (h^N_t - h_t) \), where the parameter \( \varphi \) is dependent on the scaling parameter \( \gamma \). For our analysis in this section, we also denote \( \eta^N_t = N^\varphi (\mu^N_t - \mu_0) \).

**B.1. Evolution of the fluctuation process.** Using the evolution analysis of the network in Section A.1, for \( t \in [0, T] \) and \( x \in \mathcal{X} \), the evolution of \( K^N_t(x) \) can be written as

\[
K^N_t(x) = N^\varphi \left( h^N_t(x) - h_t(x) \right) = N^\varphi \left[ (h^N_t(x) - h^N_0(x)) - h_t(x) + h^N_0(x) \right]
= \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - h_s(x')) \langle B_{x',c,w}, \eta^N_s \rangle \pi(dx',dy)ds - \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_s(x') A_{x',c} \pi(dx',dy) + \Gamma^N_t(x) + K^N_0(x) + N^\varphi \Gamma^N_t(x)
+ N^\varphi M^N_t(x) + \frac{1}{N^{\gamma+1+\varphi}} \sum_{k=0}^{[Nt]} G^N_k(x),
\]

where \( K^N_0(x) = N^\varphi h^N_0(x) = N^{1-\gamma+\varphi} \langle c\sigma(wx), \mu_0^N \rangle \) and

\[
\Gamma^N_t(x) = -\frac{\alpha}{N^\varphi} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_s(x') \langle B_{x',c,w}, \eta^N_s \rangle \pi(dx',dy)ds.
\]

We also consider the evolution of \( l^N_t(f) = \langle f, \eta^N_t \rangle \) for a fixed function \( f \in C^2_b(\mathbb{R}^{1+d}) \). By the analysis of the evolution of the empirical measure \( \mu^N_t \) in Section
Proof. By equation (29), we have
\[ \langle f, \eta^N_t \rangle - \langle f, \eta^N_0 \rangle = \frac{\alpha}{N^{2-\gamma-\varphi}} \sum_{k=0}^{\lfloor Nt \rfloor - 1} (y_k - g^N_k(x_k)) \langle \partial_c f(c, w) \sigma(wx_k), \nu^N_k \rangle + \frac{\alpha}{N^{2-\gamma-\varphi}} \sum_{k=0}^{\lfloor Nt \rfloor - 1} (y_k - g^N_k(x_k)) \langle \sigma'(wx_k) \nabla_w f(c, w)x_k, \nu^N_k \rangle + O \left( N^{-(1-\varphi)} \right). \] (29)

B.2. Proof of Proposition 2.2: Convergence of \( \langle f, \eta^N_t \rangle \). In this section, we establish the convergence of the process \( \langle f, \eta^N_t \rangle \) as \( N \to \infty \) in \( D([0, T]) \) for any fixed \( f \in C^2_b(\mathbb{R}^{1+d}) \).

To show that relative compactness holds, we need to show that the compact containment condition and appropriate regularity for the process holds. Then, we will be able to conclude by Theorem 8.6 of Chapter 3 of [10] that the relative compactness claim holds. The following lemma implies compact containment of the process \( \{\langle f, \eta^N_t \rangle \} \).

Lemma B.1. For any fixed \( f \in C^2_b(\mathbb{R}^{1+d}) \), when \( \varphi \leq 1 - \gamma \), there exist a constant \( C < \infty \), such that
\[ \sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E} \left[ |\langle f, \eta^N_t \rangle|^2 \right] \leq C. \]

Furthermore, for any \( \epsilon > 0 \), there exist a compact subset \( U \subset \mathbb{R} \) such that
\[ \sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{P} \left( \langle f, \eta^N_t \rangle \notin U \right) < \epsilon. \]

Proof. By equation (29), we have
\[ |\langle f, \eta^N_t \rangle| \leq |\langle f, \eta^N_0 \rangle| + \frac{C}{N^{2-\gamma-\varphi}} \sum_{k=0}^{\lfloor Nt \rfloor - 1} |y_k - g^N_k(x_k)| + \frac{C}{N^{1-\varphi}}. \]

Squaring both sides, we get
\[ |\langle f, \eta^N_t \rangle|^2 \leq 3 \left( |\langle f, \eta^N_0 \rangle|^2 + \frac{C}{N^{2(1-\gamma-\varphi)}} |g^N_k(x_k)|^2 + \frac{C}{N^{2(1-\gamma-\varphi)}} \right). \] (30)

Since \( \langle f, \eta^N_0 \rangle = N^{\varphi - \frac{1}{2}} \left( f, \sqrt{N} (\mu^N_0 - \mu_0) \right) \), \( \mathbb{E} \left[ |\langle f, \eta^N_0 \rangle|^2 \right] \leq C(N^{2\varphi - 1}) \). Taking expectation on both sides of equation (30), by Lemma A.2, we have
\[ \sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E} \left[ |\langle f, \eta^N_t \rangle|^2 \right] \leq C \]
for some \( C < \infty \). By Markov's inequality, the compact containment condition of \( \langle f, \eta^N_t \rangle \) follows.

We now establish the regularity of \( \langle f, \eta^N_t \rangle \). For the following lemma, we define the function \( q(z_1, z_2) = \min\{|z_1 - z_2|, 1\} \), where \( z_1, z_2 \in \mathbb{R} \).

Lemma B.2. For \( f \in C^2_b(\mathbb{R}^{1+d}) \), \( \delta \in (0, 1) \), there exist a constant \( C < \infty \) such that for any \( 0 \leq u \leq \delta \), \( 0 \leq v \leq \delta \land t \), and \( t \in [0, T] \),
\[ \mathbb{E} \left[ q \left( \langle f, \eta^N_{t+u} \rangle, \langle f, \eta^N_t \rangle \right) q \left( \langle f, \eta^N_t \rangle, \langle f, \eta^N_{t+v} \rangle \right) \right] \leq \frac{C \delta}{N^{1-\gamma-\varphi}} + \frac{C}{N^{2-\gamma-\varphi}}, \]
where $\varphi \leq 1 - \gamma$.

Proof. Recall that $\langle f, \mu_i \rangle = \langle f, \mu_0 \rangle$ for any $t \in [0, T]$ and $f \in C_b^2(\mathbb{R}^{1+d})$. For any $0 \leq s < t \leq T$, we have

$$\left| \langle f, \eta_t^N \rangle - \langle f, \eta_s^N \rangle \right| = \left| \langle f, N^\varphi (\mu_t^N - \mu_s^N) \rangle \right| = N^\varphi \left| \langle f, \mu_t^N - \langle f, \mu_s^N \rangle \rangle \right|.$$  

By the regularity result for $\mu_t^N$ proved in Lemma 5.8 of [36], we have

$$E \left[ | \langle f, \eta_t^N \rangle - \langle f, \eta_s^N \rangle | \right|_F^N = N^\varphi E \left[ | \langle f, \mu_t^N \rangle - \langle f, \mu_s^N \rangle | \right|_F^N \leq C \delta + \frac{C}{N^{1-\gamma - \varphi}},$$

for $0 < s < t \leq T$ with $0 < t - s \leq \delta < 1$. If $\varphi \leq 1 - \gamma$, both terms in the last inequality above are bounded as $N$ grows. The statement of the lemma follows. \hfill $\Box$

Using Lemmas B.1 and B.2, we are now ready to present the proof of Proposition 2.2. We first show the convergence of $l^N_t(f)$ for the case when $\varphi < 1 - \gamma$.

Proof of Proposition 2.2 Case 1: $\varphi < 1 - \gamma$. For fixed $f \in C_b^2(\mathbb{R}^{1+d})$, when $\varphi \leq 1 - \gamma$, the family of processes $\{ \langle f, \eta_t^N \rangle, t \in [0, T] \}_{N \in \mathbb{N}}$ is relatively compact in $D_{\mathbb{R}}([0, T])$ due to Lemmas B.1, B.2, and Theorem 8.6 of Chapter 3 of [10].

For simplicity, denote $l^N_t = \langle f, \eta_t^N \rangle$. Let $\pi^N \in \mathcal{M} \big( D_{\mathbb{R}}([0, T]) \big)$ be the probability measure corresponding to $l^N_t$. Relative compactness implies that there is a subsequence $\pi^{N_k}$ that converges weakly to a limit point $\pi$. We show that $\pi$ is a Dirac measure concentrated on $l = 0 \in D_{\mathbb{R}}([0, T])$ when $\varphi < 1 - \gamma$. For $t \in [0, T]$, $g_1, \ldots, g_p \in C_b(\mathbb{R})$, and $0 \leq s_1 < \cdots < s_p \leq t$, define a map $F(l) : D_{\mathbb{R}}([0, T]) \to \mathbb{R}_+$ as

$$F(l) = \left| (l_t - 0) \times g_1(l_{s_1}) \times \cdots \times g_p(l_{s_p}) \right|.$$  

By equation (29) and the fact that $\langle f, \eta_t^N \rangle = N^{\varphi - \frac{1}{2}} \left( f, \sqrt{N} (\mu_t^N - \mu_0) \right) = O_p(N^{\varphi - \frac{1}{2}})$, we have

$$E_{\pi^N} \left[ F(l) \right] = E \left[ F(l^N_t) \right] = \left[ \left( \langle f, \eta_t^N \rangle - \langle f, \eta_0^N \rangle \right) \times \prod_{i=1}^p g_i(l^N_{s_i}) \right] \leq \left[ \left( \langle f, \eta_t^N \rangle - \langle f, \eta_0^N \rangle \right) \times \prod_{i=1}^p g_i(l^N_{s_i}) \right] + E \left[ \langle f, \eta_0^N \rangle \times \prod_{i=1}^p g_i(l^N_{s_i}) \right] \leq C \left( \frac{1}{N^{1-\gamma - \varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^2} \right).$$

Note that $\gamma > \frac{1}{2}$ implies that $\varphi < 1 - \gamma < \frac{1}{2}$ and $1 - \gamma - \varphi > 0$. Since $F(\cdot)$ is continuous and $F(l^N)$ is uniformly bounded, we have

$$\lim_{N \to \infty} E_{\pi^N} \left[ F(l) \right] = E_\pi \left[ F(l) \right] = 0,$$

where $\pi$ is the Dirac measure concentrated on 0. We have shown that the limit point $\pi$ of any convergence subsequence (which exists due to relative compactness) is the Dirac measure concentrated on 0. Therefore, by Prokhorov's theorem, $\pi^N$ weakly converges to 0. That is, $l^N_t = \langle f, \eta^N \rangle \xrightarrow{d} 0$ and thus the limit is in probability. This concludes the proof of Proposition 2.2 in case 1: $\varphi < 1 - \gamma$. \hfill $\Box$

Next, we present the proof of Proposition 2.2 for the case when $\varphi = 1 - \gamma$.
Proof of Proposition 2.2 Case 2: $\varphi = 1 - \gamma$. The proof of Proposition 2.2 in the case $\varphi = 1 - \gamma$ is more subtle and is given in different steps below. We see that equation (29) becomes

\[
\langle f, \eta_t^N \rangle - \langle f, \eta_0^N \rangle = \langle f, N^{\varphi} (\mu_t^N - \mu_0^N) \rangle = N^{\varphi} (\langle f, \mu_t^N \rangle - \langle f, \mu_0^N \rangle)
\]

\[
= \frac{\alpha}{N} \sum_{k=0}^{[Nt]-1} \int_{X \times Y} (y - g_k^N (x')) \langle \partial_c f(c, w) \sigma(wx'), \nu_k^N \rangle \pi(dx', dy)
\]

\[
+ \frac{\alpha}{N} \sum_{k=0}^{[Nt]-1} \int_{X \times Y} (y - g_k^N (x')) \langle c \sigma'(wx') \nabla_w f(c, w)x', \nu_k^N \rangle \pi(dx', dy)
\]

\[
+ M_{f,t}^{1,N} + M_{f,t}^{2,N} + O (N^{-\gamma}),
\]

where

\[
M_{f,t}^{1,N} = \frac{\alpha}{N} \left\{ \sum_{k=0}^{[Nt]-1} (y_k - g_k^N (x_k)) \langle \partial_c f(c, w) \sigma(wx_k), \nu_k^N \rangle
\]

\[
- \int_{X \times Y} (y - g_k^N (x')) \langle \partial_c f(c, w) \sigma(wx'), \nu_k^N \rangle \pi(dx', dy) \right\},
\]

\[
M_{f,t}^{2,N} = \frac{\alpha}{N} \left\{ \sum_{k=0}^{[Nt]-1} (y_k - g_k^N (x_k)) \langle c \sigma'(wx_k) \nabla_w f(c, w)x_k, \nu_k^N \rangle
\]

\[
- \int_{X \times Y} (y - g_k^N (x')) \langle c \sigma'(wx') \nabla_w f(c, w)x', \nu_k^N \rangle \pi(dx', dy) \right\}.
\]

As $N$ grows, we can rewrite this equation in terms of Riemann integrals and scaled measure $\mu_t^N$,

\[
\langle f, \eta_t^N \rangle - \langle f, \eta_0^N \rangle = \int_0^t \int_{X \times Y} \alpha (y - h_s^N (x')) \left\langle C_x^f(c, w), \mu_s^N \right\rangle \pi(dx', dy) ds
\]

\[
+ M_{f,t}^{1,N} + M_{f,t}^{2,N} + O (N^{-\gamma}),
\]

(32)

For any fixed $f \in C_2^2(\mathbb{R}^{1+d})$, similar analysis as in Lemma 3.1 in [40], we have the following bound for terms $M_{f,t}^{1,N}, M_{f,t}^{2,N}$.

Lemma B.3. For any $N \in \mathbb{N}$, there is a constant $C < \infty$ such that

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |M_{f,t}^{1,N}|^2 + \sup_{t \in [0,T]} |M_{f,t}^{2,N}|^2 \right] \leq \frac{C}{N}.
\]

Denote $l_t^N(f) = \langle f, \eta_t^N \rangle$. From equation (32), we see that the evolution of $l_t^N(f)$ involves the evolution of $\mu_t^N$ and $h_t^N$. Lemma B.4 below addresses the convergence of the processes $(\mu_t^N, h_t^N, l_t^N(f))$ in distribution in the space $D_E([0,T])$, where $E' = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \times \mathbb{R}$. The proof of Lemma B.4 follows right after.

Lemma B.4. For any fixed $f \in C_2^2(\mathbb{R}^{1+d})$, if $\varphi = 1 - \gamma$, the processes $(\mu_t^N, h_t^N, l_t^N(f))$ converges in distribution in $D_E([0,T])$ to $(\mu_0, h_t, l_t(f))$, where $h_t$ satisfies equation (7) and $l_t(f)$ is given by

\[
l_t(f) = \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) \left\langle C_x^f(c, w), \mu_0 \right\rangle \pi(dx', dy) ds.
\]
This completes the proof of Proposition 2.2. \qed

Proof of Lemma B.4. By Lemmas B.1 and B.2, \( \{l^N(f)\}_{N \in \mathbb{N}} \) is relatively compact in \( D_R([0, T]) \). By Lemma A.4, \( \{\mu^N, h^N\}_{N \in \mathbb{N}} \) is relatively compact in \( D_E([0, T]) \), where \( E = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \). Since relative compactness is equivalent to tightness, we have that the probability measures of the family of processes \( \{l^N(f)\}_{N \in \mathbb{N}} \) and the probability measures of the family of processes \( \{\mu^N, h^N\}_{N \in \mathbb{N}} \) are tight. Therefore, \( \{\mu^N, h^N, l^N(f)\}_{N \in \mathbb{N}} \) is tight. Hence, \( \{\mu^N, h^N, l^N(f)\}_{N \in \mathbb{N}} \) is also relatively compact.

Denote \( \pi^N \in \mathcal{M}(D_E([0, T])) \) the probability measure corresponding to the family \( (\mu^N, h^N, l^N(f)) \). We now show that any limit point \( \pi \) of a convergent subsequence (existing due to relative compactness) \( \pi^N \) is a Dirac measure concentrated on \( (\mu, h, l(f)) \in D_E([0, T]) \), where \( (\mu, h, l(f)) \) satisfies equations (7) and (33). We define the map \( F_1(\mu, h, l(f)) : D_E([0, T]) \to \mathbb{R}_+ \) for each \( t \in [0, T], m_1, \ldots, m_p \in C_b(\mathbb{R}), \) and \( 0 \leq s_1 < \cdots < s_p \leq t \).

\[
F_1(\mu, h, l(f)) = F(\mu, h)
+ \left| \left( l_1(f) - \int_0^t \int_{X \times Y} \alpha(y - h_s(x')) \left( C^f_{c', w}(c, w), \mu_s \right) (dx' dy) ds \right) \times m_1(l_{s_1}(f)) \times \cdots \times m_p(l_{s_p}(f)) \right|
\]

where \( F(\mu, h) \) is as given in equation (29). Using equation (32), Lemma B.3, the analysis of \( F(\mu, h) \) in the proof of Lemma A.5 and the fact that \( \left\langle f, \eta_0^N \right\rangle = N^{\varphi - \frac{1}{2}} \left\langle f, \sqrt{N}(\mu_0^N - \mu_0) \right\rangle = O_p(N^{\varphi - \frac{1}{2}}) \), we obtain

\[
\mathbb{E}_{\pi^N} [F_1(\mu, h, l(f))] = \mathbb{E} [F(\mu^N, h^N)]
+ \mathbb{E} \left[ \left( \left\langle f, \eta_0^N \right\rangle + M_{f, t, 1} + M_{f, t, 2} + O(N^{-\gamma}) \right) \times \prod_{i=1}^p m_i(l_s^N(f)) \right]
\leq C \left( \frac{1}{N^{\frac{1}{2}}} + \frac{1}{N^{1 - \gamma}} \right) + C \left( \mathbb{E} \left[ \left| M_{f, t, 1} \right|^2 \right] + \mathbb{E} \left[ \left| M_{f, t, 2} \right|^2 \right] \right)
+ C \left( \frac{1}{N^{\frac{1}{2}} - \gamma} \right)
\leq C \left( \frac{1}{N^{1 - \gamma}} \right).
\]

Therefore, \( \lim_{N \to \infty} \mathbb{E}_{\pi^N} [F_1(\mu, h, l(f))] = 0 \). Since \( F(\cdot) \) is continuous and the sequence \( F(\mu^N, h^N) \) is uniformly bounded, together with analysis in Section B.2, we have that \( F_1(\cdot) \) is continuous and \( F_1(\mu^N, h^N, l^N(f)) \) is uniformly bounded. Hence,

\[
\lim_{N \to \infty} \mathbb{E}_{\pi^N} [F_1(\mu, h, l(f))] = \mathbb{E}_\pi [F_1(\mu, h, l(f))] = 0.
\]

We have shown that any limit point \( \pi \) of a convergent subsequence must be a Dirac measure concentrated on \( (\mu, h, l(f)) \in D_E([0, T]) \), where \( (\mu, h, l(f)) \) satisfies equations (7), (33) and \( \mu_t = \mu_0 \) weakly. Since the solution to equation (7) is unique, by Prokhorov’s theorem, the processes \( (\mu^N, h^N, l^N(f)) \) converges in distribution to \( (\mu_0, h_t, l_t(f)) \). \qed

B.3. Bounds for remainder terms. By definition \( h_s^N(x) = \langle c \sigma(wx), N^{1 - \gamma} \mu_s^N \rangle \). Then, by Assumption 2.1, Lemma A.1, Lemma A.2, and our analysis in Section
A.1, we have that \( \frac{1}{N^{\gamma+2}} \sum_{k=0}^{[N t] - 1} G_k^N = O(N^{-\gamma}) \) and \( \sup_{t \in [0,T]} \mathbb{E} (|V_t^N|^2) \leq \frac{C}{N^\gamma} \) for some \( C < \infty \). It is easy to see that if \( \varphi < \gamma \),

\[
\frac{1}{N^{\gamma+1-\varphi}} \sum_{k=0}^{[N t] - 1} G_k^N = O \left( N^{-(\gamma-\varphi)} \right) \quad \text{and} \quad N^{\varphi} V_t^N = O_p \left( N^{-(1-\varphi)} \right).
\]

In addition, if \( \varphi = \gamma - \frac{1}{2} \), by the classical central limit theorem for i.i.d random variables,

\[
K_0^N(x) = N^{\varphi} h_0^N(x) = N^{1-\gamma+\varphi} \left( \mathbb{C} \sigma(wx), \mu_0^N \right) = N^{1-\gamma+\varphi-\frac{1}{2}} \left( \mathbb{C} \sigma(wx), \sqrt{N} \mu_0^N \right)
\]

\( \xrightarrow{d} \mathcal{G}(x) \)

where \( \mathcal{G}(x) \in \mathbb{R} \) is the Gaussian random variable defined in (5). On the other hand, if \( \varphi < \gamma - \frac{1}{2} \), then \( N^{\varphi} h_0^N(x) \xrightarrow{d} 0 \). Note that combining with our analysis in Lemma B.2, we have \( \varphi \leq \min \{ 1 - \gamma, \gamma - \frac{1}{2} \} \). If \( \gamma < \frac{3}{4} \), we can take \( \varphi = \gamma - \frac{1}{2} < 1 - \gamma \) in order to obtain a limiting Gaussian process for \( K_i^N \). If \( \gamma \geq \frac{3}{4} \), the limiting process for \( K_i^N \) is Gaussian only if \( \gamma = \frac{3}{4} \) and \( \varphi = 1 - \gamma = \gamma - \frac{1}{2} \).

We finish this section by proving the following lemma for the terms \( N^{\varphi} M_{t,1}^{1,N} \) and \( N^{\varphi} M_{t,2}^{2,N} \).

**Lemma B.5.** For any \( N \in \mathbb{N} \) and \( x \in \mathcal{X} \), there is a constant \( C < \infty \) such that

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left| N^{\varphi} M_{t,1}^{1,N}(x) \right|^2 \right] + \mathbb{E} \left[ \sup_{t \in [0,T]} \left| N^{\varphi} M_{t,2}^{2,N}(x) \right|^2 \right] \leq \frac{C}{N^{1-2\varphi}}.
\]

**Proof.** Let \( \mathfrak{F}_t \) be the \( \sigma \)-algebra generated by \( \mu_s^N, M_{s,1}^{1,N} \) and \( M_{s,2}^{2,N} \) for \( s \leq t \). Since for any \( t > r \), we have

\[
\mathbb{E} \left[ N^{\varphi} \left( M_{t,1}^{1,N}(x) - M_{r,1}^{1,N}(x) \right) | \mathfrak{F}_r \right] = \frac{\alpha}{N^{1-\varphi}} \sum_{k=0}^{[N r] - 1} \mathbb{E} \left[ \left( y_k - g_k^N(x_k) \right) \left\langle \mathbb{C} \sigma(wx), \nu_k^N \right\rangle \right.
\]

\[
\left. - \int_{\mathcal{X} \times \mathcal{Y}} \left( y - g_k^N(x') \right) \left\langle \mathbb{C} \sigma(wx'), \nu_k^N \right\rangle \pi(dx', dy) | \mathcal{F}_r^N \right]
\]

\[
+ \frac{\alpha}{N^{1-\varphi}} \sum_{k=0}^{[N r] - 1} \mathbb{E} \left[ \left( y_k - g_k^N(x_k) \right) \left\langle c^2 \mathbb{C} \sigma'(wx') \sigma'(wx_k) x_k x, \nu_k^N \right\rangle \right.
\]

\[
\left. - \int_{\mathcal{X} \times \mathcal{Y}} \left( y - g_k^N(x') \right) \left\langle c^2 \mathbb{C} \sigma'(wx') \sigma'(wx_k) x_k x', \nu_k^N \right\rangle \pi(dx', dy) | \mathcal{F}_r^N \right]
\]

\[
= \frac{\alpha}{N^{1-\varphi}} \cdot 0 = 0.
\]

Therefore, for \( i = 1, 2 \), we have

\[
\mathbb{E} \left[ N^{\varphi} M_{t,i}^{i,N}(x) | \mathfrak{F}_r \right] = \mathbb{E} \left[ N^{\varphi} \left( M_{t,i}^{i,N}(x) - M_{r,i}^{i,N}(x) \right) | \mathfrak{F}_r \right] + \mathbb{E} \left[ N^{\varphi} M_{r,i}^{i,N}(x) | \mathfrak{F}_r \right] = 0 + N^{\varphi} M_{r,i}^{i,N}(x),
\]
proving the martingale property for the process \( N^x M^{i,N}_t(x) \) with \( i = 1, 2 \) and \( x \in \mathcal{X} \). Hence, by Lemma A.3 and Doob’s martingale inequality, we have for \( i = 1, 2 \)
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left| N^x M^{i,N}_t(x) \right|^2 \right] \leq CN^{2\varphi} \mathbb{E} \left[ \left| M^{i,N}_T(x) \right|^2 \right] \leq \frac{C}{N^{1-2\varphi}},
\]
where the constant \( C < \infty \). Note that since \( \gamma < 1 \) and \( \varphi \leq \gamma - \frac{1}{2} \), we have \( 1 - 2\varphi > 0 \).

**B.4. Relative compactness of \( \{K^N_t, t \in [0,T]\}_{N \in \mathbb{N}} \).** In this section, we prove relative compactness of the family \( \{K^N_t, t \in [0,T]\}_{N \in \mathbb{N}} \) in \( D_{[0,T]}([0,T]) \). As discussed earlier, it is sufficient to show compact containment and regularity of \( K^N_t \). We first show compact containment in the next lemma.

**Lemma B.6.** There exist a constant \( C < \infty \), such that for each \( x \in \mathcal{X} \),
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E} \left[ |K^N_t(x)|^2 \right] < C.
\]
In particular, for any \( \epsilon > 0 \), there exist a compact subset \( U \subset \mathbb{R}^M \) such that \( \sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{P} (K^N_t \notin U) < \epsilon \).

**Proof.** Recall from (29), we have
\[
|K^N_t(x)|^2 \leq C \left\{ (I)^2 + (II)^2 + |\Gamma^N_t|^2 + N^{1-\gamma+\varphi} \langle c\sigma(x), \mu_0^N \rangle \right\} + |N^x M^N_t|^2
\]
where
\[
(I) = \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha |y - h_s(x')| \left| \langle B_{x,x'}(c, w), \eta^N_s \rangle \right| \pi(dx', dy)ds,
\]
\[
(II) = \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha |K^N_s(x')| \left| A_{x,x'} \right| \pi(dx', dy)ds.
\]

By the Cauchy-Schwarz inequality, Theorem 2.1, Assumption 2.1, and Lemma A.1, we have
\[
|h_t(x)|^2 \leq C \left[ \left( \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |y| \left| A_{x,x'} \right| \pi(dx', dy)ds \right)^2
\]
\[
+ \left( \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |h_s(x')| \left| A_{x,x'} \right| \pi(dx', dy)ds \right)^2 \right],
\]
which implies that,
\[
\sup_{t \in [0,T]} \int_{\mathcal{X} \times \mathcal{Y}} |h_t(x)|^2 \pi(dx, dy) \leq C_1 T^2 + C_2 T \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |h_s(x')|^2 \pi(dx', dy)ds.
\]

By Grönwall’s inequality,
\[
\sup_{0 \leq t \leq T} \int_{\mathcal{X} \times \mathcal{Y}} |h_t(x)|^2 \pi(dx, dy) \leq \sup_{0 \leq t \leq T} C_1 T^2 \exp(C_2 T t) < C(T), \quad (34)
\]
for some constant $C(T) < \infty$ depending on $T$. Since $\sigma \in C_b^{0}(\mathbb{R})$, for $f(w, c) = B_{x, x'}(c, w)$, by Lemma B.1, we have

$$E \left[ \left| \langle \sigma(wx'), \eta_i^N \rangle \right|^2 \right] < C, \quad E \left[ \left| \langle c^2 \sigma'(wx') \sigma'(wx) x', \eta_i^N \rangle \right|^2 \right] < C,$$

for $t \in [0, T]$, and some constant $C < \infty$. By the Cauchy-Schwarz inequality, equations (34), (35), and Assumption 2.1, we have

$$E[|I|] \leq C t^2, \quad (\text{II}) \leq C_3 t \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |K^N_{s}(x')|^2 \pi(dx', dy) ds.$$

By the definition of $\Gamma^N_t$ in Section B.1 and Assumption 2.1,

$$|\Gamma^N_t|^2 \leq C_4 \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |K^N_s(x')|^2 \pi(dx', dy) ds \times \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \left| \langle B_{x, x'}(c, w), \mu^N_s - \mu_0 \rangle \right|^2 \pi(dx', dy) ds \leq C_5 t \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |K^N_s(x')|^2 \pi(dx', dy) ds.$$

Therefore, by the definition of $\pi(dx, dy)$, we have

$$E \left( |K^N_t(x)|^2 \right) \leq C t^2 + \frac{C_3 + C_5}{M} t \int_0^t \sum_{x' \in \mathcal{X}} E \left( |K^N_s(x')|^2 \right) ds + E \left( |N^{1-\gamma+\varphi} \langle c\sigma(wx), \mu_0^N \rangle |^2 \right) + E \left( |N^{\varphi} M^N_t(x)|^2 \right) + O \left( N^{-2(1-\varphi)} \right) + O \left( N^{-2(\gamma-\varphi)} \right).$$

Summing both side of the above inequality over all $x \in \mathcal{X}$, where $\mathcal{X}$ is a fixed data set of size $M$ gives

$$\sum_{x \in \mathcal{X}} E \left( |K^N_t(x)|^2 \right) \leq C M T^2 + (C_3 + C_5) T \int_0^t \sum_{x' \in \mathcal{X}} E \left( |K^N_s(x')|^2 \right) ds + \sum_{x \in \mathcal{X}} E \left( |N^{1-\gamma+\varphi} \langle c\sigma(wx), \mu_0^N \rangle |^2 \right) + \sum_{x \in \mathcal{X}} E \left( |N^{\varphi} M^N_t(x)|^2 \right) + O \left( N^{-2(1-\varphi)} \right) + O \left( N^{-2(\gamma-\varphi)} \right).$$

Since for $\varphi \leq \gamma - \frac{1}{2}, 2(\gamma - \varphi) \geq 1$, we have

$$E \left( |N^{1-\gamma+\varphi} \langle c\sigma(wx), \mu_0^N \rangle |^2 \right) \leq E \left[ \left| \frac{1}{N^{\gamma-\varphi}} \sum_{i=1}^N C^i_0 \sigma(W^i_0 x) \right|^2 \right] \leq C \sum_{i=1}^N \left( |C^i_0|^2 \right) \leq C.$$

Then, by applying Grönwall’s inequality to equation (36) and using Lemma B.5 we have

$$\sum_{x \in \mathcal{X}} E \left( |K^N_t(x)|^2 \right) \leq C(M) T^2 \exp \left[ \tilde{C} t \right],$$
where \( C(M), \tilde{C} \) are some finite constants. Hence, for any \( x \in \mathcal{X} \), there exist \( C < \infty \) such that
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E} \left[ |K^N_t(x)|^2 \right] < C(M)T^2 \exp \left[ \tilde{C}T^2 \right] \leq C.
\]

By Markov’s inequality, the compact containment condition for \( K^N_t \) follows, concluding the proof of the lemma.

We next establish the regularity of the process \( K^N_t \) in \( D_{\mathbb{R}^M}([0, T]) \). For the purpose of this lemma, we denote \( q(z_1, z_2) = \min\{\|z_1 - z_2\|_1, 1\} \) for \( z_1, z_2 \in \mathbb{R}^M \).

**Lemma B.7.** For any \( \delta \in (0, 1) \), there is a constant \( C < \infty \) such that for \( 0 \leq u \leq \delta \), \( 0 \leq v \leq \delta \land t \), and \( t \in [0, T] \),
\[
\mathbb{E} \left[ q(K^N_{t+u}, K^N_t) q(K^N_t, K^N_{t-v}) | \mathcal{F}_t \right] \leq C \delta + \frac{C}{N^{1-\varphi}}.
\]

**Proof.** For \( 0 \leq s < t \leq T \), by equation (29), we have
\[
|K^N_t(x) - K^N_s(x)| \leq \int_s^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha |y - h_\tau(x')| \left|\langle B_{x,x'}(c, w), \eta^N_t \rangle\right| \pi(dx', dy)d\tau
+ \int_s^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha |K^N_\tau(x')| \left|\langle B_{x,x'}(c, w), \mu^N_\tau \rangle\right| \pi(dx', dy)d\tau
+ |\Gamma^N_t(x) - \Gamma^N_s(x)| + N^\varphi |V^N_t(x) - V^N_s(x)| + N^\varphi |M^N_t(x) - M^N_s(x)|
+ \frac{1}{N^{\gamma + 1 - \varphi}} \sum_{k=[N_s]}^{[N_t]-1} |G^N_k(x)|.
\]

Taking expectation on both sides of the above inequality, by Assumption 2.1, Lemma A.1, and analysis in Lemmas B.5 and B.6, we have for \( 0 \leq t - s \leq \delta < 1 \)
\[
\mathbb{E} \left[ |K^N_t(x) - K^N_s(x)| | \mathcal{F}^N_s \right]
\leq C(t - s) + C_1 \int_s^t \int_{\mathcal{X} \times \mathcal{Y}} \mathbb{E} \left[ |K^N_\tau(x')| | \mathcal{F}^N_s \right] \pi(dx', dy)d\tau
+ N^\varphi \mathbb{E} \left[ |V^N_t(x) - V^N_s(x)| | \mathcal{F}^N_s \right] + C \mathbb{E} \left[ |N^\varphi (M^N_t(x) - M^N_s(x))|^2 | \mathcal{F}^N_s \right]^{\frac{1}{2}}
+ \frac{1}{N^{\gamma + 1 - \varphi}} \sum_{k=[N_s]}^{[N_t]-1} \mathbb{E} \left[ |G^N_k(x)| | \mathcal{F}^N_s \right]
\leq C \delta + \frac{C}{N^{1-\varphi}}.
\]

Note that
\[
\mathbb{E} \left[ |N^\varphi (M^N_t(x) - M^N_s(x))|^2 | \mathcal{F}^N_s \right] \leq \frac{C \delta}{N^{1-2\varphi}} + \frac{C}{N^{2-2\varphi}},
\]
following an analysis similar to Lemma 3.1 of [40]. Since \( x \in \mathcal{X} \) is arbitrary, we get the statement of the lemma.

Combining Lemmas B.6 and B.7, we have the following lemma for the relative compactness of the processes \( \{K^N_t, t \in [0, T]\}_{N \in \mathbb{N}} \). The result then follows from Theorem 8.6 of Chapter 3 of [10].

**Lemma B.8.** The sequence of processes \( \{K^N_t, t \in [0, T]\}_{N \in \mathbb{N}} \) is relatively compact in \( D_{\mathbb{R}^M}([0, T]) \).
B.5. Proof of convergence for \( \{K^N_t, t \in [0, T]\}_{N \in \mathbb{N}} \). In this section, we show that the processes \((\mu^N_t, h^N_t, t^N_B(B_{x,x'}(c, w)), K^N_t)\) converges in distribution in the space \(D_{E'}([0, T])\) to \((\mu_0, h_0, t_0(B_{x,x'}(c, w)), K_0)\), where \(E'_t = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \times \mathbb{R} \times \mathbb{R}^M\), and \(l_i(\cdot), K_i\) are as given in Proposition 2.2 and Theorem 2.3. For simplification, we denote \(l_{B,t} = l_i(B_{x,x'}(c, w))\) and \(l_{B,t}^N = l_i^N(B_{x,x'}(c, w)) = \langle B_{x,x'}(c, w), \eta^N \rangle\) in this section.

By Lemmas A.4, B.1 and B.2, \(\{\mu^N, h^N, l^N_B\}_{N \in \mathbb{N}}\) is relatively compact in the space \(D_{E'}([0, T])\), where \(E' = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \times \mathbb{R}\). By Lemma B.8, \(\{K^N\}_{N \in \mathbb{N}}\) is relatively compact in \(D_{\mathbb{R}^M}([0, T])\). Since relative compactness is equivalent to tightness, we have that the probability measures of the family of processes \(\{\mu^N, h^N, l^N_B\}_{N \in \mathbb{N}}\) and the probability measures of the family of processes \(\{K^N\}_{N \in \mathbb{N}}\) are tight. Therefore, \(\{\mu^N, h^N, l^N_B, K^N\}_{N \in \mathbb{N}}\) is also relatively compact.

Denote \(\pi^N \in \mathcal{M}(D_{E'_1}([0, T]))\) the probability measure corresponding to the family \((\mu^N, h^N, l^N_B, K^N)\). We now show that any limit point \(\pi\) of a convergence subsequence \(\pi_{N_k}\) is a Dirac measure concentrated on \((\mu, h, l_B, K) \in D_{E'_1}([0, T])\), where \((\mu, h)\) satisfies equation (7) and \((l_B, K)\) satisfies equations given in in Proposition 2.2 and Theorem 2.3 for different values of \(\gamma\) and \(\varphi\).

Case 1. When \(\gamma \in \left(\frac{1}{2}, \frac{3}{4}\right)\) and \(\varphi \leq \gamma - \frac{1}{2}\), or when \(\gamma \in \left[\frac{3}{4}, 1\right)\) and \(\varphi < 1 - \gamma \leq \gamma - \frac{1}{2}\), for any \(t \in [0, T]\), \(m_1, \ldots, m_p \in C_b(\mathbb{R})\), \(z_1, \ldots, z_p \in C_b(\mathbb{R}^M)\), and \(0 \leq s_1 < \cdots < s_p \leq t\), we define \(F_2(\mu, h, l_B, K) : D_{E'_1}([0, T]) \to \mathbb{R}_+^+\) as

\[
F_2(\mu, h, l_B, K) = F(\mu, h) + \left| (l_{B,t} - 0) \times m_1(l_{B,s_1}) \times \cdots \times m_p(l_{B,s_p}) \right|
+ \sum_{x \in \mathcal{X}} \left| \left( K^N_t(x) - K^N_0(x) \right) - \frac{\alpha}{\varphi} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - h^N_t(x')) l^N_{B,s} \pi(dx', dy)ds 
+ \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_t(x') \langle B_{x,x'}(c, w), \mu^N_0 \rangle \pi(dx', dy)ds \times z_1(K_{s_1}) \times \cdots \times z_p(K_{s_p}) \right|
\]

where \(F(\mu, h)\) is as given in equation (29). We now note that for any \(x \in \mathcal{X}\), by equation (29),

\[
K^N_t(x) - K^N_0(x) - \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - h^N_t(x')) l^N_{B,s} \pi(dx', dy)ds 
+ \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_t(x') \langle B_{x,x'}(c, w), \mu^N_0 \rangle \pi(dx', dy)ds
= \frac{\alpha}{\varphi} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_t(x') \langle B_{x,x'}(c, w), \eta^N_0 \rangle \pi(dx', dy)ds + \Gamma^N_t(x) + N^\varphi V^N_t(x)
+ N^\varphi M^N_t(x) + \frac{1}{N^\gamma + 1 - \varphi} \sum_{k=0}^{[Nt]} G^N_k(x),
\]

and by the Cauchy-Schwarz inequality, Lemmas B.1 and B.6, for any \(t \in [0, T]\),

\[
E \left( \left| \frac{\alpha}{\varphi} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_t(x') \langle B_{x,x'}(c, w), \eta^N_0 \rangle \pi(dx', dy)ds \right| \right)
\leq \frac{C}{\varphi} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} E \left( \left| K^N_t(x') \right| \left| \langle B_{x,x'}(c, w), \eta^N_0 \rangle \right| \pi(dx', dy)ds \right)
\]
\[
\frac{C}{N^\varphi} \int_0^t \int_{X \times Y} \mathbb{E} \left( \left| K_s^N(x') \right|^2 \right)^{\frac{\varphi}{2}} \mathbb{E} \left( \left| \langle B_{x,x'}(c, w), \eta_0^N \rangle \right|^2 \right)^{\frac{\varphi}{2}} \pi(dx', dy) ds \\
\leq \frac{C(T)}{N^\varphi},
\] 

(36)

where \( C(T) < \infty \) is some finite constant depending on \( T \). By equation (36), the analysis in the proofs of Lemma A.5 and Proposition 2.2 Case 1, and Section B.3, we have

\[
\mathbb{E}_{\pi_N} [F_2(\mu, h, l_B, K)] = \mathbb{E}_{\pi_N} [F(\mu, h)] \\
\quad + \mathbb{E} \left[ \left( \langle f, \eta_0^N \rangle - \langle f, \eta_0^N \rangle^{\prime} \right) \times \prod_{i=1}^p m_i(l_{B,i}^N) \right] \\
\quad + \sum_{x \in X} \mathbb{E} \left\{ \left( K_t^N(x) - K_0^N(x) - \alpha \int_0^t \int_{X \times Y} (y - h_s^N(x')) l_{B,s}^N \pi(dx', dy) ds \right. \\
\left. + \alpha \int_0^t \int_{X \times Y} K_s^N(x') \langle B_{x,x'}(c, w), \mu_0^N \rangle \pi(dx', dy) ds \right) \times \prod_{i=1}^p z_i(K_s^N) \right\} \right\} \\
\leq C \left( \frac{1}{N^\varphi} + \frac{1}{N^{1-\gamma}} \right) + C \left( \frac{1}{N^{1-\gamma - \varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^{\frac{1}{2}-\varphi}} \right) \\
\quad + C \mathbb{E} \left[ \left| N^\varphi M_t^N \right|^2 \right]^{\frac{1}{2}} + C \left( \frac{1}{N^{1-\gamma - \varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^{\varphi}} \right) \\
\leq C \left( \frac{1}{N^{1-\gamma - \varphi}} + \frac{1}{N^{\frac{1}{2}-\varphi}} + \frac{1}{N^{\varphi}} \right).
\]

Therefore, \( \lim_{N \to \infty} \mathbb{E}_{\pi_N} [F_2(\mu, h, l_B, K)] = 0 \). Since \( F(\cdot) \) is continuous and the sequence \( F(\mu_N^N, h_N^N) \) is uniformly bounded, together with analysis in Sections B.2 and B.4, we have that \( F_2(\cdot) \) is continuous and \( F_2(\mu_N^N, h_N^N, l_B^N, K_N^N) \) is uniformly bounded. Hence, by weak convergence we have

\[
\lim_{N \to \infty} \mathbb{E}_{\pi_N} [F_2(\mu, h, l_B, K)] = \mathbb{E} [F_2(\mu, h, l_B, K)] = 0.
\]

We have shown that any limit point \( \pi \) of a convergence sequence must be a Dirac measure concentrated \((\mu, h, l_B, K) \in D_{E_1}([0, T])\), where \((\mu, h, l_B, K)\) satisfies equations (7), \( l_{B,t} = 0 \), and (11). Since the solutions to equations (7) and (11) are unique, by Prokhorov’s theorem, the processes \((\mu_t^N, h_t^N, l_B^N, K_t^N)\) converges in distribution to \((\mu_0, h_0, 0, K_t)\).

Case 2. When \( \gamma \in \left[ \frac{3}{4}, 1 \right) \) and \( \varphi = 1 - \gamma \), for any \( t \in [0, T] \), \( z_1, \ldots, z_p \in C_b(\mathbb{R}^M) \), and \( 0 \leq s_1 < \cdots < s_p \leq t \), we define \( F_3(\mu, h, l_B, K) : D_{E_1}([0, T]) \to \mathbb{R}_+ \) as

\[
F_3(\mu, h, l_B, K) = F_1(\mu, h, l_B) \\
\quad + \sum_{x \in X} \left| \left( K_t(x) - K_0(x) - \alpha \int_0^t \int_{X \times Y} (y - h_s(x')) l_{B,s} \pi(dx', dy) ds \right. \\
\left. + \alpha \int_0^t \int_{X \times Y} K_s(x') \langle B_{x,x'}(c, w), \mu_0 \rangle \pi(dx', dy) ds \right) \times z_1(K_{s_1}) \times \cdots \times z_p(K_{s_p}) \right|,
\]
where \( F_1(\mu, h, l_B) \) is as given in equation (34). By equation (36), and the analysis in the proof of Lemma B.4 and Section B.3, we obtain

\[
E_{\pi_\gamma} [F_3(\mu, h, l_B, K)] = E_{\pi_\gamma} [F_1(\mu, h, l_B)] + \sum_{x \in \mathcal{X}} E \left\{ \left( K^N_t(x) - K^N_0(x) - \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - h^N_s(x')) l^N_{B,s}(dx',dy) ds \right) \right. \\
+ \left. \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K^N_s(x') A_{x,x'}(dx',dy) ds \right) \times \prod_{i=1}^D z_i(K^N_{s_i}) \right\} \\
\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^\varphi} \right).
\]

Therefore, \( \lim_{N \to \infty} E_{\pi_\gamma} [F_3(\mu, h, l_B, K)] = 0 \). Since \( F_1(\cdot) \) is continuous and \( F_1(\mu^N, h^N, l^N_B) \) is uniformly bounded, together with analysis in Sections B.2 and B.4, we have that \( F_3(\cdot) \) is continuous and \( F_3(\mu^N, h^N, l^N_B, K^N) \) is uniformly bounded. Hence,

\[
\lim_{N \to \infty} E_{\pi_\gamma} [F_3(\mu, h, l_B, K)] = E_{\pi} [F_3(\mu, h, l_B, K)] = 0.
\]

We have shown that any limit point \( \pi \) of a convergence sequence must be a Dirac measure concentrated \((\mu, h, l_B, K) \in D_{E_1}([0, T]), \) where \((\mu, h, l_B, K) \) satisfies equation (7), (10), and (12). Since the solutions to equations (7) and (12) are unique, by Prokhorov's theorem, the processes \((\mu_t^N, h_t^N, l_t^N, K_t^N)\) converges in distribution to \((\mu_0, h_0, l_{B,t}, K_t)\).

**B.6. Proof of Theorem 2.4.** Let \( \tilde{h}_t = h_t - \hat{Y} \), where \( \hat{Y} = (y^{(1)}, \ldots, y^{(M)}) \). By Theorem 2.1, we have that for any \( \gamma \in \left( \frac{1}{2}, 1 \right) \)

\[
dh_t = -A\tilde{h}_t dt, \quad \tilde{h}_0 = -\hat{Y}.
\]

Since \( A \in \mathbb{R}^{M \times M} \), this initial value problem has unique solution \( \tilde{h}_t = e^{-tA}\tilde{h}_0 \). Since, under the additional Assumption 2.2, Lemma 3.3. of [36] and Proposition 2 in [19] guarantee that \( A \) is positive definite, there exists \( \lambda_0 > 0 \) such that for any eigenvalue \( \lambda \) of \( A \), \( \lambda > \lambda_0 > 0 \). For any vector \( v \), there exist a constant \( C \geq 1 \) such that

\[
\|e^{-tA}v\| \leq Ce^{-\lambda_0 t}\|v\|, \text{ for any } t \geq 0.
\]

Considering \( v = \tilde{h}_0 \), we have \( \|\tilde{h}_t\| = Ce^{-\lambda_0 t}\|\tilde{h}_0\| \), which implies that \( \tilde{h}_t \to 0 \) as \( t \to \infty \).

To show that \( K_t = (K_t(x^{(1)}), \ldots, K_t(x^{(M)})) \to 0 \) as \( t \to \infty \), we consider the two cases in Theorem 2.3 separately.

**Case 1.** When \( \gamma \in \left( \frac{1}{2}, \frac{3}{4} \right) \) and \( \varphi \leq \gamma - \frac{1}{2} \), or when \( \gamma \in \left[ \frac{3}{4}, 1 \right) \) and \( \varphi < 1 - \gamma \leq \gamma - \frac{1}{2} \), by equation (11), we have

\[
dK_t = -AK_t dt, \quad \text{with } K_0 = \begin{cases} G, & \text{if } \gamma \in \left( \frac{1}{2}, \frac{3}{4} \right), \varphi = \gamma - \frac{1}{2}, \\ 0, & \text{if } \gamma \in \left( \frac{3}{4}, 1 \right), \varphi < \gamma - \frac{1}{2}, \end{cases}
\]

where \( G \in \mathbb{R}^M \) is a Gaussian random variable with elements \( G(x) \) as given in equation (5) for \( x \in \mathcal{X} \). Since \( A \in \mathbb{R}^{M \times M} \) is positive definite, we have \( K_t = e^{-tA}K_0 \to 0 \) as \( t \to \infty \) when \( \gamma \in (1/2, 3/4) \).

**Case 2.** When \( \gamma \in \left[ \frac{3}{4}, 1 \right) \) and \( \varphi = 1 - \gamma \), by (12), we have

\[
dK_t = -AK_t - B_t\tilde{h}_t dt, \quad \text{with } K_0 = \begin{cases} G, & \text{if } \gamma = \frac{3}{4}, \\ 0, & \text{if } \gamma \in \left( \frac{3}{4}, 1 \right), \end{cases}
\]

where \( B_t \in \mathbb{R}^{M \times M} \) is a non-negative definite matrix.
where $B_t \in \mathbb{R}^{M \times M}$ has elements $\alpha l_t(B_{x,x'}(c, w))$ for $x, x' \in \mathcal{X}$. The solution of this equation can be written as

$$K_t = e^{-tA}K_0 - \int_0^t e^{-(t-s)A}B_s \tilde{h}_s ds.$$  

To find the bound for $\|K_t\|$, we first need to show that $l_t(B_{x,x'}(c, w))$ is uniformly bounded. Since $B_{x,x'}(c, w) \in C^2_0(\mathbb{R}^{1+d})$ and for any $t \geq 0, f \in C^2_0(\mathbb{R}^{1+d})$, by equation (10) and Assumption 2.1, we have

$$|l_t(f)| \leq C \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} |y - h_s(x')| \pi(dx', dy) ds \leq C \int_0^t \frac{1}{M} \sum_{x' \in \mathcal{X}} \tilde{h}_s(x') ds \leq C e^{-\lambda_0 t} \|	ilde{h}_0\| ds \quad (37)$$

where the unimportant finite constant $0 < C < \infty$ may change from line to line. Then, by the fact that $\|\tilde{h}_t\| \leq C e^{-\lambda_0 t} \|	ilde{h}_0\|$ and equation (37), we have

$$\|K_t\| \leq C e^{-\lambda_0 t} \|K_0\| + C \int_0^t e^{-(t-s)\lambda_0} \|B_s \tilde{h}_s\| ds \leq C e^{-\lambda_0 t} \|K_0\| + C \int_0^t e^{-(t-s)\lambda_0} \|\tilde{h}_s\| ds \leq C e^{-\lambda_0 t} \|K_0\| + C t e^{-\lambda_0 t} \|	ilde{h}_0\|.$$  

Since $\lim_{t \to \infty} t e^{-\lambda_0 t} = 0$, we have $\|K_t\| \to 0$ as $t \to \infty$. Hence, $|K_t(x)| \to 0$ exponentially fast for all $x \in \mathcal{X}$ as $t \to \infty$.

Appendix C. Proof of Theorem 2.6: Convergence of the second order fluctuation process. For $\gamma \in \left(\frac{3}{2}, 1\right), \varphi = 1 - \gamma$, we can further look at the fluctuation process $\Psi_t^N = N^{\zeta-\varphi}(K_t^N - K_t)$, for $\zeta > \varphi$. The evolution of $\Psi_t^N(x)$ can be written as

$$\Psi_t^N(x) = N^{\zeta-\varphi}(K_t^N - K_t(x)) = \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha(y - h_s(x')) N^{\zeta-\varphi} \left(t_s^N(B_{x,x'}(c, w)) - l_s(B_{x,x'}(c, w))\right) \pi(dx', dy) ds$$

$$- \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \alpha \Psi_s^N(x') A_{x,x'} \pi(dx', dy) ds + N^{\zeta-\varphi} \Gamma_t^N(x) + \Psi_0^N(x) + N^{\zeta} V_t^N(x) + N^{\zeta} M_t^N(x) + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]} G_k^N(x),$$

$$= N^{\zeta-\varphi} \Gamma_t^N(x) + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]} G_k^N(x),$$

where $\Psi_0^N(x) = N^{1-\gamma+\zeta} \left(c_\sigma(wx), \mu_0^N\right)$, and $\Gamma_t^N, V_t^N, M_t^N, G_k^N$ are as given in Sections A and B. In particular, we can write

$$N^{\zeta-\varphi} \Gamma_t^N(x) = -\frac{\alpha}{N^{\varphi}} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} \Psi_s^N(x') l_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds$$

$$- \frac{\alpha}{N^{\varphi+\zeta}} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} K_s(x') l_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds.$$
We see that if $\zeta \leq \gamma - \frac{1}{2}$, the last 3 remainder terms in equation (38) converge to 0 as $N \to \infty$ by the analysis in Section B.3. In addition, if $\zeta = \gamma - \frac{1}{2}$,
\[
\Psi_0^N(x) = N^{1-\gamma+\zeta} \langle \sigma(wx), \mu_0^N \rangle = \langle \sigma(wx), \sqrt{N}\mu_0^N \rangle \xrightarrow{d} \mathcal{G}(x),
\]
where $\mathcal{G}(x)$ is the Gaussian random variable defined in (5).

For any fixed $f \in C_b\left(\mathbb{R}^{1+d}\right)$, let $L_t^N(f) = N^{\zeta-\varphi} \left[ l_t^N(f) - l_t(f) \right]$ its evolution can be written as
\[
L_t^N(f) = N^{\zeta-\varphi} \left[ l_t^N(f) - l_t^0(f) - l_t(f) + l_t^0(f) \right]
\]
\[
= \frac{\alpha}{N^{2\varphi-\zeta}} \int_0^t \int_{X \times Y} (y - h_s(x')) \left\langle C_x^f(c, w), N^\varphi(\mu_s^N - \mu_0) \right\rangle \pi(dx', dy)ds
\]
\[
- \frac{\alpha}{N^{2\varphi-\zeta}} \int_0^t \int_{X \times Y} N^\varphi (h_{s}^N(x') - h_s(x')) \left\langle C_x^f(c, w), \mu_0 \right\rangle \pi(dx', dy)ds
\]
\[
+ \Gamma_{2,t}^N + N^{\zeta - \frac{1}{2}} \left\langle f, \sqrt{N}(\mu_0^N - \mu_0) \right\rangle + N^{\zeta + \gamma - 1} M_{f,t}^{1,N} + N^{\zeta + \gamma - 1} M_{f,t}^{2,N} + O\left(N^{-1+\zeta}\right),
\]
where $\Gamma_{2,t}^N = - \frac{\alpha}{N^{2\varphi-\zeta}} \int_0^t \int_{X \times Y} K_s^N(x') \left\langle C_x^f(c, w), (\mu_s^N - \mu_0) \right\rangle \pi(dx', dy)ds$.

Following lemmas show compact containment and regularity of $L_t^N(f)$ for any fixed $f \in C_b\left(\mathbb{R}^{1+d}\right)$.

**Lemma C.1.** When $\zeta \leq 2 - 2\gamma$, for any fixed $f \in C_b\left(\mathbb{R}^{1+d}\right)$, there exists a constant $C < \infty$, such that
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E}\left[ |L_t^N(f)|^2 \right] < C.
\]
Thus, for any $\epsilon > 0$, there exist a compact interval $U \subset \mathbb{R}$, such that
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{P}\left( L_t^N(f) \notin U \right) < \epsilon.
\]

**Proof.** By equation (39) and the Cauchy-Schartz inequality, we have
\[
|L_t^N(f)|^2 \leq \frac{C}{N^{2(2\varphi-\zeta)}} \int_0^t \int_{X \times Y} |y - h_s(x')|^2 \pi(dx', dy)ds \times
\]
\[
\times \int_0^t \int_{X \times Y} \left\langle C_x^f(c, w), \eta_s^N \right\rangle^2 \pi(dx', dy)ds
\]
\[
+ \frac{C}{N^{2(2\varphi-\zeta)}} \int_0^t \int_{X \times Y} |K_s^N(x')|^2 \pi(dx', dy)ds \times
\]
\[
\times \int_0^t \int_{X \times Y} \left\langle C_x^f(c, w), \mu_0 \right\rangle^2 \pi(dx', dy)ds
\]
\[
+ C \left( |\Gamma_{2,t}^N|^2 + N^{\zeta - \frac{1}{2}} \left\langle f, \sqrt{N}(\mu_0^N - \mu_0) \right\rangle^2 + N^{\zeta + \gamma - 1} M_{f,t}^{1,N} \right)^2
\]
\[
+ \left| N^{\zeta + \gamma - 1} M_{f,t}^{2,N} \right|^2 + O\left(N^{-2+2\zeta}\right),
\]
When $\zeta \leq 2\varphi = 2 - 2\gamma$, $0 \leq t \leq T$, the expectation of the first two terms and $|\Gamma_{2,t}^N|^2$ are bounded by Assumption 2.1, Lemmas B.1 and B.6. Since $\gamma > \frac{3}{4}$, $\zeta < \frac{1}{2}$ and $\zeta + \gamma - 1 \leq 1 - \gamma < \frac{1}{2}$, by similar analysis as in Section B.3, the remainder terms all converges to 0 as $N \to \infty$. The result of the lemma follows. \qed
Lemma C.2. When $\zeta \leq 2 - 2\gamma$, for any $f \in C^3_b(\mathbb{R}^{1+d})$, $\delta \in (0, 1)$, there is a constant $C < \infty$ such that for $0 \leq u \leq \delta$, $0 \leq v \leq \delta \wedge t$, and $t \in [0, T]$,

$$E\left[\left|q(L^N_{i,u}(f), L^N_{i,v}(f)) - q(L^N_{i,u}(f), L^N_{i,v}(f))\right| \mathcal{F}^N_t\right] \leq \frac{C}{N^{2-2\gamma-\zeta}} \delta + \frac{C}{N^{2-\zeta-\gamma}}.$$

Proof. For $0 \leq s < t \leq T$, the leading terms of $L^N_i$ in equation (39) gives

$$E\left[\left|L^N_i(x) - L^N_s(x)\right| \mathcal{F}^N_s\right] \leq \frac{C}{N^{2-2\gamma-\zeta}} (t-s) + \frac{C_1}{N^{2-2\gamma-\zeta}} \int_s^t \int_{X \times Y} E\left[\left|K^N_s(x')\right| \mathcal{F}^N_s\right] \pi(dx', dy) d\tau + E\left[\left|N^{\zeta+\gamma-1} \left(M^1_{f,s} - M^1_{f,s}\right)\right| \mathcal{F}^N_s\right] \leq \frac{C}{N^{2-2\gamma-\zeta}} (t-s) + E\left[\left|N^{\zeta+\gamma-1} \left(M^2_{f,s} - M^2_{f,s}\right)\right| \mathcal{F}^N_s\right].$$

The last inequality holds because one can show that for $i = 1, 2$

$$E\left[\left|N^{\zeta+\gamma-1} \left(M^1_{f,s} - M^1_{f,s}\right)\right| \mathcal{F}^N_s\right] \leq \frac{C_1}{N^{1-2(\zeta+\gamma-1)}} + \frac{C}{N^{1-2(\zeta+\gamma-1)}},$$

following an analysis similar to Lemma 3.1 of [40].

Denote $\tilde{\mathcal{R}}^N_i = (\mu^N_i, h^N_i, l^N_i(B_{x,x'}(c, w)), K^N_i)$. In the next lemma, we prove the convergence of the processes $(\tilde{\mathcal{R}}^N_i, L^N_i(f))$ in distribution in the space $D_{E_1}([0, T])$, where $E_2 = M(\mathbb{R}^{1+d}) \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$.

Lemma C.3. When $\gamma \in (\frac{3}{4}, 1)$, $\varphi = 1 - \gamma$ and $\zeta \leq 2\varphi$, for any fixed $f \in C^3_b(\mathbb{R}^{1+d})$, the processes $(\tilde{\mathcal{R}}^N_i, L^N_i(f))$ in distribution in the space $D_{E_1}([0, T])$ to $(\tilde{\mathcal{R}}_i, L_i(f))$, where $\tilde{\mathcal{R}} = (\mu, h, l, B_{x,x'}(c, w), K)$ satisfying equations (7), (10), and (12). When $\zeta \leq 2\varphi$, $L_i(f) = 0$. When $\varphi = 2\varphi$, $L_i(f)$ satisfies equation (12).

Proof. By the analysis in Section B.5, $\{\tilde{\mathcal{R}}^N\}_{N \in \mathbb{N}}$ is relatively compact in $D_{E_1}([0, T])$, where $E_1 = M(\mathbb{R}^{1+d}) \times \mathbb{R} \times \mathbb{R}$. By Lemmas C.1 and C.2, $\{L^N_i(f)\}_{N \in \mathbb{N}}$ is relatively compact in $D_{E_2}([0, T])$. These imply that the probability measures of the family of processes $\{\tilde{\mathcal{R}}^N\}_{N \in \mathbb{N}}$ and the probability measures of the family of processes $\{L^N_i(f)\}_{N \in \mathbb{N}}$ are tight. Therefore, $\{\tilde{\mathcal{R}}^N, L^N_i(f)\}_{N \in \mathbb{N}}$ is tight. Hence, $\{\tilde{\mathcal{R}}^N, L^N_i(f)\}_{N \in \mathbb{N}}$ is relatively compact in $D_{E_2}([0, T])$.

Denote $\pi^N \in M(D_{E_2}([0, T]))$ the probability measure corresponding to the process $(\tilde{\mathcal{R}}^N, L^N_i(f))$. We now show that any limit point $\pi$ of a convergence subsequence $\pi_{N_k}$ is a Dirac measure concentrated on $(\tilde{\mathcal{R}}, L(f)) \in D_{E_2}([0, T])$.

Case 1. When $\zeta < 2\varphi$, for any $t \in [0, T]$, $b_1, \ldots, b_p \in C^3_b(\mathbb{R})$, and $0 \leq s_1 < \cdots < s_p \leq t$, we define $F_3(\tilde{\mathcal{R}}, L(f)) : D_{E_2}([0, T]) \to \mathbb{R}$ as

$$F_3(\tilde{\mathcal{R}}, L(f)) = F_3(\mu, h, l_B, K) + \left|\left(L(t) - 0\right) \times b_1(L_1(s_1(f)) \times \cdots \times b_p(L_{s_p}(f))\right|,$$

(40)
where $F_3(\mu, h, l_B, K)$ is as given in equation (37). By equation (39), Lemma B.3, and similar analysis as in Lemma C.1, we have

$$E_{\pi_N} [F_4(\mathbf{R}, L(f))] = E_{\pi_N} [F_3(\mu, h, l_B, K)] + E \left[ \left( L^N_t(f) - 0 \right) \times \prod_{i=1}^p b_i(L^N_{s_i}(f)) \right]$$

$$\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{\frac{1}{2}-\varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^{\gamma-\varphi}} \right)$$

$$+ \frac{C}{N^{2\varphi-\zeta}} + \frac{C}{N^{\frac{1}{2}-\zeta}} + E \left[ \left| N^{\zeta+\gamma-1} M_{f,t}^{1,N} \right|^2 \right]^{\frac{1}{2}} + E \left[ \left| N^{\zeta+\gamma-1} M_{f,t}^{2,N} \right|^2 \right]^{\frac{1}{2}} + \frac{C}{N^{1-\zeta}}$$

Therefore, $\lim_{N \to \infty} E_{\pi_N} [F_4(\mathbf{R}, L(f))] = 0$. Since $F_4(\cdot)$ is continuous and uniformly bounded,

$$\lim_{N \to \infty} E_{\pi_N} [F_4(\mathbf{R}, L(f))] = E_{\pi} [F_4(\mathbf{R}, L(f))] = 0.$$

We have shown that any limit point $\pi$ of a convergence sequence must be a Dirac measure concentrated $(\mathbf{R}(L(f)) \in D_{E_2}(0, T))$, where $\mathbf{R} = (\mu, h, l_B, K)$ satisfies equation (7), (10), and (12), and $L_4(f) = 0$. Since the solutions to equations (7) and (12) are unique, by Prokhorov’s theorem, the processes $(\mathbf{R}^N_t, L^N_t(f))$ converges in distribution to $(\mathbf{R}, 0)$.

**Case 2.** When $\zeta = 2\varphi$, for any $t \in [0, T]$, $b_1, \ldots, b_p \in C_b(\mathbb{R})$, and $0 \leq s_1 < \cdots < s_p \leq t$, we define $F_4(\mathbf{R}, L(f)) : D_{E_2}([0, T]) \to \mathbb{R}_+$ as

$$F_5(\mathbf{R}, L(f)) = F_3(\mu, h, l_B, K)$$

$$+ \left| \left( L_t(f) - \int_0^t \int_{X \times Y} \alpha \left( y - h_s(x') \right) l_s(C^f_s(c, w)) \pi(dx', dy) ds \right) \right|$$

$$+ \int_0^t \int_{X \times Y} \alpha K_s(x') \left( C^f_s(c, w), \mu_0 \right) \pi(dx', dy) ds \times b_1(L_{s_1}(f)) \times \cdots \times b_p(L_{s_p}(f)),$$

where $F_3(\mu, h, l_B, K)$ is as given in equation (37). We first note that by equation (39)

$$L^N_t(f) - \int_0^t \int_{X \times Y} \alpha \left( y - h^N_s(x') \right) l^N_s(C^f_s(c, w)) \pi(dx', dy) ds$$

$$+ \int_0^t \int_{X \times Y} \alpha K^N_s(x') \left( C^f_s(c, w), \mu_0^N \right) \pi(dx', dy) ds$$

$$= N^{\zeta-\frac{1}{2}} \left( f, \sqrt{N}(\mu_0^N - \mu_0) \right) + N^{\zeta+\gamma-1} M_{f,t}^{1,N} + N^{\zeta+\gamma-1} M_{f,t}^{2,N} + O \left( N^{-1+\zeta} \right)$$

$$+ \frac{\alpha}{N^{\zeta}} \int_0^t \int_{X \times Y} K^N_s(x') \left( C^f_s(c, w), \eta^N_0 \right) \pi(dx', dy) ds$$
Then by Lemma B.3, and similar analysis as for equation (36), we have
\[
\mathbb{E}_{\pi} [F_5(\mathcal{R}, L(f))] = \mathbb{E}_{\pi} [F_3(\mu, h, l_B, K)] \\
+ \mathbb{E} \left[ \left( L_t^N(f) - \int_0^t \int_{X \times Y} \alpha(y - h^N_s(x')) l_s^N(C^f_s(c, w)) \pi(dx', dy) ds \right) \right. \\
+ \left. \int_0^t \int_{X \times Y} \alpha K_s^N(x') \langle C^f_s(c, w), \mu_0 \rangle \pi(dx', dy) ds \right] \times \prod_{i=1}^p b_i(L_{s_t}(f)) \right| \\
\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{\frac{2}{3} - \varphi}} + \frac{1}{N^{1-\varphi}} + \frac{1}{N^{\gamma - \varphi}} \right) \\
+ \frac{C}{N^{\frac{2}{3} - \varphi}} + \mathbb{E} \left[ \left| N^\gamma \right|^2 \right]^{\frac{1}{2}} + \mathbb{E} \left[ \left| N^\gamma \right|^2 \right]^{\frac{1}{2}} + \frac{C}{N^{1-\gamma}} + \frac{C}{N^{\varphi}} \\
\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{\frac{2}{3} - \varphi}} \right).
\]

Therefore, \( \lim_{N \to \infty} \mathbb{E}_{\pi} [F_5(\mathcal{R}, L(f))] = 0 \). Since \( F_5(\cdot) \) is continuous and uniformly bounded,
\[
\lim_{N \to \infty} \mathbb{E}_{\pi} [F_5(\mathcal{R}, L(f))] = \mathbb{E}_{\pi} [F_3(\mathcal{R}, L(f))] = 0.
\]

We have shown that any limit point \( \pi \) of a convergence sequence must be a Dirac measure concentrated \( (\mathcal{R}, L(f)) \in D_{\mathcal{E}}([0, T]) \), where \( \mathcal{R} = (\mu, h, l_B, K) \) satisfies equation (7), (10), and (12), and \( L_t(f) \) satisfies (12). Since the solutions to equations (7) and (12) are unique, by Prokhorov’s theorem, the processes \( (\mathcal{R}_t^N, L_t^N(f)) \) converges in distribution to \( (\mathcal{R}_t, L_t(f)) \).

Moving back to the analysis of \( \Psi_t^N \), when \( \sigma \in C_b^4(\mathbb{R}^{1+d}), \zeta \leq \min\{\gamma - \frac{1}{2}, 2 - 2\gamma\} \), we first show compact containment of \( \Psi_t^N \) in the next lemma.

**Lemma C.4.** There exist a constant \( C < \infty \), such that
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{E} \left[ \left| \Psi_t^N(x) \right|^2 \right] < C.
\]

Thus, for any \( \epsilon > 0 \), there exist a compact subset \( U \subset \mathbb{R}^M \), such that
\[
\sup_{N \in \mathbb{N}, 0 \leq t \leq T} \mathbb{P} \left( \Psi_t^N \notin U \right) < \epsilon.
\]

**Proof.** In the proof below, \( C < \infty \) represents some positive constant, which may be different from line to line. Since by equation (C), the term \( N^{\gamma - \varphi} T_t^N \) involves the term \( K_t(x) \), we first look at the bound for \( K_t(x) \). By the Cauchy-Schwarz inequality, equations (7), (10) and the analysis in Lemma B.6, for any \( t \in [0, T] \), we have
\[
\left| K_t(x) \right|^2 \leq C t^2 + C t \int_0^t \int_{X \times Y} |K_s(x')|^2 \pi(dx', dy) ds \leq C T^2 \\
+ \frac{C T}{M} \int_0^t \sum_{x \in X} |K_s(x')|^2 \pi(dx', dy) ds.
\]

Summing over \( x \in X \) on both sides gives
\[
\sum_{x \in X} |K_t(x)|^2 \leq C T^2 M + C T \sum_{x \in X} |K_s(x')|^2 \pi(dx', dy) ds.
\]
Then by applying Grönwall’s inequality, we have
\[ \sup_{0 \leq t \leq T} \sum_{x \in \mathcal{X}} |K_t(x)|^2 \leq \sup_{0 \leq t \leq T} CT^2 M \exp(CTt) < C, \]
which implies that \( \sup_{0 \leq t \leq T} |K_t(x)|^2 < C \) for any \( x \in \mathcal{X} \). By equation (38) and the analysis in Section B.3, we have
\[ \mathbb{E} \left[ |\Psi_t^N(x)|^2 \right] \leq C t^2 + C t \int_0^t \mathbb{E} \left[ |\Psi_t^N(x')|^2 \right] \pi(dx',dy)ds + \frac{CT^2}{N^{2(2\gamma-\zeta)}} \]
\[ + C \mathbb{E} \left[ |N^\gamma M_t^N(x)|^2 \right] + O \left( \frac{1}{N^{-2(1-\zeta)}} \right) + O \left( \frac{1}{N^{-2(2-2\gamma)}} \right). \]
Summing over \( x \in \mathcal{X} \) on both sides gives
\[ \sum_{x \in \mathcal{X}} \mathbb{E} \left[ |\Psi_t^N(x)|^2 \right] \leq C M T^2 + C T \int_0^T \sum_{x' \in \mathcal{X}} \mathbb{E} \left[ |\Psi_t^N(x')|^2 \right] \pi(dx',dy)ds. \]
By Grönwall’s inequality, we get
\[ \sup_{0 \leq t \leq T} \sum_{x \in \mathcal{X}} \mathbb{E} \left[ |\Psi_t^N(x)|^2 \right] \leq \sup_{0 \leq t \leq T} CT^2 M \exp(CTt) < C, \]
which implies that \( \sup_{0 \leq t \leq T} \mathbb{E} \left[ |\Psi_t^N(x)|^2 \right] < C \) for any \( x \in \mathcal{X} \). The result of the lemma then follows. \( \square \)

The next lemma establishes the regularity of the process \( \Psi_t^N \) in \( D_{\mathbb{R}^M}([0,T]) \). For the purpose of this lemma, we denote \( q(z_1, z_2) = \min \{ ||z_1 - z_2||_M, 1 \} \) for \( z_1, z_2 \in \mathbb{R}^M \). The proof of the lemma is similar to that for Lemma B.7, which we omit here.

**Lemma C.5.** For any \( \delta \in (0,1) \), there is a constant \( C < \infty \) such that for \( 0 \leq u \leq \delta, \ 0 \leq v \leq \delta \wedge t, \) and \( t \in [0,T] \),
\[ \mathbb{E} \left[ q \left( \Psi_{t+u}^N, \Psi_t^N \right) q \left( \Psi_{t+v}^N, \Psi_{t+u}^N \right) | \mathcal{F}_t \right] \leq C \delta + \frac{C}{N^{1-\zeta}}. \]

Combining these with our analysis of \( L_t^N(f) \), we can now identify the limit for \( \Psi_t^N \). Note that if \( \zeta = \gamma - \frac{1}{2} \),
\[ \Psi_0^N(x) = N^{1-\gamma+\zeta} \langle c\sigma(wx), \mu_0^N \rangle = \left( c\sigma(wx), \sqrt{N} \mu_0^N \right) \xrightarrow{d} \mathcal{G}(x), \]
where \( \mathcal{G}(x) \) is the Gaussian random variable defined in (5). And if \( \zeta < \gamma - \frac{1}{2} \), \( \Psi_0^N(x) \xrightarrow{d} 0 \). We denote \( \Sigma_t^N = (\mathbb{R}^N, L_t^N(B_{x,x'}(c,w))) \). In the next lemma, we prove the convergence of the processes \( (\Sigma_t^N, \Psi_t^N) \) in distribution in the space \( D_{E_3}([0,T]) \), where \( E_3 = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \times \mathbb{R} \times \mathbb{R}^M \times \mathbb{R} \times \mathbb{R}^M \).

**Lemma C.6.** When \( \gamma \in \left( \frac{1}{2}, 1 \right), \ \varphi = 1 - \gamma \) and \( \zeta \leq \gamma - \frac{1}{2} \), the processes \( (\Sigma_t^N, \Psi_t^N) \) in distribution in the space \( D_{E_3}([0,T]) \) to \( (\Sigma_t, \Psi_t) \). In particular, we have that \( \Sigma_t = (\mu_t, h_t, l_t(B_{x,x'}(c,w)), K_t, L_t(B_{x,x'}(c,w))) \) satisfies equations (7), (10), and (12). When \( \zeta < 2\varphi, L_t(B_{x,x'}(c,w)) = 0 \) and \( \Psi_t \) satisfies equation (12). When \( \zeta = 2\varphi, L_t(B_{x,x'}(c,w)) \) satisfies equation (12) and \( \Psi_t \) satisfies equation (13).

**Proof.** By analysis in Lemma C.3, \( \{\Sigma_t^N\}_{N \in \mathbb{N}} \) is relatively compact in \( D_{E_3}([0,T]) \), where \( E_3 = \mathcal{M}(\mathbb{R}^{1+d}) \times \mathbb{R}^M \times \mathbb{R} \times \mathbb{R}^M \times \mathbb{R} \). By Lemmas C.4 and C.5, \( \{\Psi_t^N\}_{N \in \mathbb{N}} \) is relatively compact in \( D_{\mathbb{R}^M}([0,T]) \). These imply that the probability measures of
the family of processes \( \{ \mathcal{L}^N \}_{N \in \mathbb{N}} \) and the probability measures of the family of processes \( \{ \Psi^N \}_{N \in \mathbb{N}} \) are tight. Therefore, \( \{ \mathcal{L}^N, \Psi^N \}_{N \in \mathbb{N}} \) is tight. Hence, \( \{ \mathcal{L}^N, \Psi^N \}_{N \in \mathbb{N}} \) is relatively compact in \( D_{E_1}([0, T]) \).

Denote \( \pi^N \in \mathcal{M}(D_{E_1}([0, T])) \) the probability measure corresponding to \( \{ \mathcal{L}^N, \Psi^N \} \). We now show that any limit point \( \pi \) of a convergence subsequence \( \pi^N_i \) is a Dirac measure concentrated on \( \{ \mathcal{L}, \Psi \} \in D_{E_1}([0, T]) \).

Case 1. When \( \gamma \in \left( \frac{4}{7}, \frac{5}{6} \right) \) and \( \zeta \leq \gamma - \frac{1}{2} \), or when \( \gamma \in \left[ \frac{5}{6}, 1 \right) \) and \( \zeta < 2 \gamma \leq \gamma - \frac{1}{2} \), for any \( t \in [0, T] \), \( d_1, \ldots, d_p \in C_0(\mathbb{R}^M) \), and \( 0 \leq s_1 < \cdots < s_p \leq t \), we define \( F_0(\mathcal{L}, \Psi) : D_{E_1}([0, T]) \to \mathbb{R}_+ \) as

\[
F_0(\mathcal{L}, \Psi) = F_1(\mathcal{L}, L(B_{x,x'}(c, w)))
+ \sum_{x \in X} \left| \Psi_t(x) - \Psi_0(x) - \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) L_s(B_{x,x'}(c, w)) \pi(dx', dy) ds \right|
+ \int_0^t \int_{X \times Y} \alpha \Psi_s(x') \langle B_{x,x'}(c, w), \mu_0 \rangle \pi(dx', dy) ds \times d_1(\Psi_{s_1}) \cdots \times d_p(\Psi_{s_p})
\]

where \( F_1(\mathcal{L}, L(B_{x,x'}(c, w))) \) is as given in equation (40). Note that by equation (38),

\[
\Psi_t^N(x) - \Psi_0^N(x) - \int_0^t \int_{X \times Y} \alpha (y - h_s^N(x')) L_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds
+ \int_0^t \int_{X \times Y} \alpha \Psi_s^N(x') \langle B_{x,x'}(c, w), \mu_0^N \rangle \pi(dx', dy) ds
= \frac{\alpha}{N^\varphi} \int_0^t \int_{X \times Y} K_s^N(x') L_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds
+ \frac{\alpha}{N^\varphi} \int_0^t \int_{X \times Y} \Psi_s^N(x') \langle B_{x,x'}(c, w), \eta_0^N \rangle \pi(dx', dy) ds
+ N^{-\varphi} \Gamma_t^N(x) + N^\varphi V_t^N(x) + N^\varphi M_t^N(x) + \frac{1}{N^{7+1-\varphi}} \sum_{k=0}^{[Nt]-1} G_k^N(x).
\]

By the Cauchy-Schwartz inequality, Lemmas B.1, C.1, and C.4, we have

\[
\frac{\alpha}{N^\varphi} \mathbb{E} \left[ \int_0^t \int_{X \times Y} K_s^N(x') L_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds \right]
+ \frac{\alpha}{N^\varphi} \mathbb{E} \left[ \int_0^t \int_{X \times Y} \Psi_s^N(x') \langle B_{x,x'}(c, w), \eta_0^N \rangle \pi(dx', dy) ds \right] \leq \frac{C}{N^\varphi},
\]

and

\[
\mathbb{E} \left[ \left| N^{-\varphi} \Gamma_t^N \right| \right] \leq \frac{C}{N^\varphi} \int_0^t \int_{X \times Y} \mathbb{E} \left[ \left| \Psi_s^N(x') \right|^2 \right] \pi(dx', dy) ds \times \int_0^t \int_{X \times Y} \mathbb{E} \left[ \left| L_s^N(B_{x,x'}(c, w)) \right|^2 \right] \pi(dx', dy) ds
+ \frac{C}{N^{2\varphi-\varepsilon}} \int_0^t \int_{X \times Y} \mathbb{E} \left[ \left| \Gamma_s^N(B_{x,x'}(c, w)) \right| \right] \pi(dx', dy) ds
\leq C \left( \frac{1}{N^\varphi} + \frac{1}{N^{2\varphi-\varepsilon}} \right).
\]
Putting everything together, by equation (38), Lemmas C.1, C.3, C.4, and the analysis in Section B, we have

\[
\begin{align*}
\mathbb{E}_{\pi^N} \left[ F_6(\mathcal{L}, \Psi) \right] &= \mathbb{E}_{\pi^N} \left[ F_4(\mathcal{R}, L(B_{x,x'}(c, w))) \right] + \sum_{x \in X} \mathbb{E} \left[ (\Psi_t^N(x) - \Psi_0^N(x) \right. \\
&\quad - \int_0^t \int_{X \times Y} \alpha \left( y - h_s^N(x') \right) L_s^N(B_{x,x'}(c, w)) \pi(dx', dy)ds \\
&\quad + \int_0^t \int_{X \times Y} \alpha \Psi_s^N(x') A_{x,x'} \pi(dx', dy)ds \\
&\quad + \int_0^t \int_{X \times Y} \alpha K_s(x') l_s(B_{x,x'}(c, w)) \pi(dx', dy)ds \\
&\quad \left. \times d_1(\Psi_{s_1}) \times \cdots \times d_p(\Psi_{s_p}) \right] \\
&\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^2\varphi^-} \right) + C \left( \frac{1}{N^\varphi} + \frac{1}{N^2\varphi^-} \right) \\
&\quad + C \mathbb{E} \left[ \left( N^\gamma V_t^N + N^\gamma M_t^N + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]-1} G_k^N \right) \times \prod_{i=1}^p d_i(\Psi_{s_i}) \right] \\
&\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^2\varphi^-} \right).
\end{align*}
\]

Therefore, \( \lim_{N \to \infty} \mathbb{E}_{\pi^N} [F_6(\mathcal{L}, \Psi)] = 0 \). Since \( F_6(\cdot) \) is continuous and uniformly bounded,

\[
\lim_{N \to \infty} \mathbb{E}_{\pi^N} [F_6(\mathcal{L}, \Psi)] = \mathbb{E}_{\pi} [F_6(\mathcal{L}, \Psi)] = 0.
\]

We have shown that any limit point \( \pi \) of a convergence sequence must be a Dirac measure concentrated \( (\mathcal{L}, \Psi) \in D_{E^1}([0, T]) \), where \( \mathcal{L} = (\mathcal{R}, L(B_{x,x'}(c, w))) = (\mu, h, (L(B_{x,x'}(c, w))), K, L(B_{x,x'}(c, w))) \) satisfies equation (7), (10), and (12) respectively, \( L_t(B_{x,x'}(c, w))) = 0 \), and \( \Psi_t \) satisfies equation (12). Since the solutions to equations (7), (12) and (12) are unique, by Prokhorov’s theorem, the processes \((\mathcal{L}_N, \Psi_N)\) converges in distribution to \((\mathcal{L}, \Psi_t)\).

Case 2. When \( \gamma \in \left[ \frac{5}{2}, 1 \right) \) and \( \zeta = 2 - 2\gamma = 2\varphi \), for any \( t \in [0, T] \), \( d_1, \ldots, d_p \in C_b(\mathbb{R}^M) \), and \( 0 \leq s_1 < \cdots < s_p \leq t \), we define \( F_7(\mathcal{L}, \Psi) : D_{E^1}([0, T]) \to \mathbb{R}_+ \) as

\[
F_7(\mathcal{L}, \Psi) = F_5(\mathcal{R}, L(B_{x,x'}(c, w))) \\
+ \sum_{x \in Y} \left| \left( \Psi_t(x) - \Psi_0(x) - \int_0^t \int_{X \times Y} \alpha (y - h_s(x')) L_s(B_{x,x'}(c, w)) \pi(dx', dy)ds \\
+ \int_0^t \int_{X \times Y} \alpha \Psi_s(x') A_{x,x'} \pi(dx', dy)ds \\
+ \int_0^t \int_{X \times Y} \alpha K_s(x') l_s(B_{x,x'}(c, w)) \pi(dx', dy)ds \\
\times d_1(\Psi_{s_1}) \times \cdots \times d_p(\Psi_{s_p}) \right|,
\]
where \( F_5(\mathfrak{R}, L(B_{x,x'}(c, w))) \) is as given in equation (41). Note that by equation (38),

\[
\begin{align*}
\Psi_t^N(x) - \Psi_0^N(x) &= - \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \alpha (y - h_s^N(x')) L_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds \\
&\quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \alpha \Psi_s^N(x') \langle B_{x,x'}(c, w), \mu_0' \rangle \pi(dx') dy ds \\
&\quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \alpha K_s^N(x') \eta_s^N(B_{x,x'}(c, w)) \pi(dx') dy ds \\
&\quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \Psi_s^N(x') \langle B_{x,x'}(c, w), \eta_s^N \rangle \pi(dx') dy ds \\
&\quad + N^c V_t^N(x) + N^c M_t^N(x) + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]-1} G_k^N(x).
\end{align*}
\]

By equation (38), Lemmas C.1, C.3, C.4, and analysis in Section B, we have

\[
E_{\pi^N} [ F_7(\mathfrak{L}, \Psi) ] = E_{\pi^N} [ F_5(\mathfrak{R}, L(B_{x,x'}(c, w))) ] + \sum_{x \in X} E \left[ \left| \left( \Psi_t^N(x) - \Psi_0^N(x) \right) - \right. \right.
\]

\[
\left. \int_0^t \int_{X \times Y} \alpha (y - h_s^N(x')) L_s^N(B_{x,x'}(c, w)) \pi(dx', dy) ds \\
\left. \quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \alpha \Psi_s^N(x') \langle B_{x,x'}(c, w), \mu_0' \rangle \pi(dx') dy ds \\
\left. \quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \alpha K_s^N(x') \eta_s^N(B_{x,x'}(c, w)) \pi(dx') dy ds \\
\left. \quad + \frac{\alpha}{N^2} \int_0^t \int_{X \times Y} \Psi_s^N(x') \langle B_{x,x'}(c, w), \eta_s^N \rangle \pi(dx') dy ds \\
\left. \quad + N^c V_t^N(x) + N^c M_t^N(x) + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]-1} G_k^N(x) \right]\right|
\]

\[
\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{2-\zeta}} \right) + \frac{C}{N^2}
\]

\[
+ C E \left[ N^c V_t^N(x) + N^c M_t^N(x) + \frac{1}{N^{\gamma+1-\zeta}} \sum_{k=0}^{[Nt]-1} G_k^N(x) \right]
\]

\[
\leq C \left( \frac{1}{N^{1-\gamma}} + \frac{1}{N^{\gamma-\zeta}} \right).
\]

Therefore, \( \lim_{N \to \infty} E_{\pi^N} | F_7(\mathfrak{L}, \Psi) | = 0 \). Since \( F_7(\cdot) \) is continuous and uniformly bounded,

\[
\lim_{N \to \infty} E_{\pi^N} | F_7(\mathfrak{L}, \Psi) | = E_{\pi} | F_7(\mathfrak{L}, \Psi) | = 0.
\]

We have shown that any limit point \( \pi \) of a convergence sequence must be a Dirac measure concentrated \( (\mathfrak{L}, \Psi) \in E_\mu([0, T]) \), where \( \mathfrak{L} = (\mathfrak{R}, L(B_{x,x'}(c, w))) = (\mu, h, l((B_{x,x'}(c, w)), K, L(B_{x,x'}(c, w))) \) satisfies equation (7), (10), (12), (12), and \( \Psi_t \) satisfies equation (13). Since the solutions to equations (7), (12) and (13) are unique, by Prokhorov’s theorem, the processes \( (\mathfrak{L}_t^N, \Psi_t^N) \) converges in distribution to \( (\mathfrak{L}_t, \Psi_t) \).
C.1. Proof of Theorem 2.7. Recall that \( \bar{h}_t = h_t - \bar{Y} \) and that \( A, B_t \in \mathbb{R}^{M \times M} \) are matrices whose elements are \( \alpha A_{x,x'} \) and \( \alpha_l(B_{x,x'}(c,w)) \), respectively, for any \( x, x' \in X \). To show that \( \Psi_t = (\Psi(x^{(1)}), \ldots, \Psi(x^{(M)}) \to 0 \) as \( t \to \infty \), we consider the two cases of Theorem 2.6 separately.

Case 1. When \( \gamma \in \left( \frac{3}{4}, \frac{5}{6} \right) \) and \( \zeta \leq \gamma - \frac{1}{2} \), or when \( \gamma \in \left[ \frac{5}{6}, 1 \right) \) and \( \zeta < 2 - 2\gamma \leq \gamma - \frac{1}{2} \), by equation (12), we have

\[
d\Psi_t = -A\Psi_t dt, \quad \text{with } \Psi_0 = \begin{cases} G, & \text{if } \gamma \in \left( \frac{3}{4}, \frac{5}{6} \right), \zeta = \gamma - \frac{1}{2}, \\ 0, & \text{if } \gamma \in \left( \frac{5}{6}, 1 \right), \zeta = \gamma - \frac{1}{2}. \end{cases}
\]

where \( G \in \mathbb{R}^M \) is a Gaussian random variable with elements \( G(x) \) as given in equation (5) for \( x \in X \). Since \( A \in \mathbb{R}^{M \times M} \) is positive definite, we have \( \Psi_t = e^{-tA} \Psi_0 \to 0 \) exponentially fast as \( t \to \infty \) for \( \gamma \in (3/4, 5/6) \).

Case 2. When \( \gamma \in \left[ \frac{5}{6}, 1 \right) \) and \( \zeta = 2 - 2\gamma \), by equation (13), we have

\[
d\Psi_t = -A\Psi_t - B_tK_t - C_t\bar{h}_tdt, \quad \text{with } \Psi_0 = \begin{cases} G, & \text{if } \gamma = \frac{5}{6}, \\ 0, & \text{if } \gamma \in \left( \frac{5}{6}, 1 \right). \end{cases}
\]

where \( C_t \in \mathbb{R}^{M \times M} \) has elements \( \alpha L_t(B_{x,x'}(c,w)) \) for \( x, x' \in X \). By similar calculation as for Case 2 in Section B.6, we have the following integral equation for the solution:

\[
\Psi_t = e^{-tA} \Psi_0 - \int_0^t e^{-(t-s)A} \left( B_sK_s + C_s\bar{h}_s \right) ds.
\]

To find the bound for \( \|\Psi\| \), we first show that \( L_t(B_{x,x'}(c,w)) \) is uniformly bounded. Since \( B_{x,x'}(c,w) \in C^0_b(\mathbb{R}^{1+d}) \) and for any \( t > 0, f \in C^0_b(\mathbb{R}^{1+d}) \), by equation (12), Assumption 2.1, and the proof for Theorem 2.4, we have

\[
|L_t(f)| \leq \frac{C}{\lambda_0} \int_0^t \int_{X \times X} \|y - h_s(x')\| \|\pi(dx', dy)\| ds + C \int_0^t \int_{X \times X} \|K_s(x')\| \|\pi(dx', dy)\| ds
\]

\[
\leq \frac{C}{\lambda_0} \int_0^t \frac{1}{M} \sum_{x' \in X} |h_s(x')| ds + C \int_0^t \frac{1}{M} \sum_{x' \in X} |K_s(x')| ds
\]

\[
\leq \frac{C}{\lambda_0} \left( \int_0^t e^{-\lambda_0 s} \left\| \bar{h}_0(x') \right\| ds + C \int_0^t se^{-\lambda_0 s} \left\| \bar{h}_0(x') \right\| ds \right)
\]

\[
\leq \frac{C}{\lambda_0} + C \left[ \frac{1}{\lambda_0^2} (1 - e^{-\lambda_0 t}) - \frac{t}{\lambda_0} e^{-\lambda_0 t} \right] \leq C \left( \frac{1}{\lambda_0} + \frac{1}{\lambda_0^2} \right),
\]

where the unimportant finite constant \( C \) may change from term to term. Note that the last inequality holds because \( te^{-\lambda_0 t} \to 0 \) as \( t \to \infty \), which implies that the \( te^{-\lambda_0 t} \) is bounded in \( t \).

By the proof of Theorem 2.4 in Section B.6 and equation (41), we have

\[
\|\Psi_t\| \leq Ce^{-t\lambda_0} \|\Psi_0\| + C \int_0^t e^{-(t-s)\lambda_0} \left( \|B_sK_s\| + \|C_s\bar{h}_s\| \right) ds
\]

\[
\leq Ce^{-t\lambda_0} \|\Psi_0\| + C \int_0^t e^{-(t-s)\lambda_0} \|K_s\| ds + C \int_0^t e^{-(t-s)\lambda_0} \|\bar{h}_s\| ds
\]

\[
\leq Ce^{-t\lambda_0} \|\Psi_0\| + Cte^{-\lambda_0 t} \left\| \bar{h}_0 \right\| + C \int_0^t e^{-(t-s)\lambda_0} e^{-\lambda_0 s} \left\| \bar{h}_0 \right\| ds
\]

\[
\leq Ce^{-t\lambda_0} \|\Psi_0\| + C \left( t + t^2 \right) e^{-\lambda_0 t} \left\| \bar{h}_0 \right\|.
\]
Appendix D. Derivation of the asymptotic expansion of $h_t^{N,\gamma}$ for $\gamma \in (1/2, 1)$. The goal of this section is to provide an inductive argument to derive the asymptotic expansion for $(f, \mu_t^N)$ and $h_t^{N,\gamma}$ claimed in (14) and (16) respectively.

Let $\nu \in \mathbb{N}$ and $\gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu+2}\right]$. In regards to $h_t^{N,\gamma}$ for example, starting with the assumption that $Q_t^0 = h_t$, the strategy is to use expression (26), plug in the ansatz (14) and (16) and then match coefficients in terms of powers of $N$ to derive an expression for $Q_t^\nu$. The outcome of this process agrees with the results of Theorems 2.3 and 2.6 for $\nu = 1$ and $\nu = 2$ respectively and shows what one expects for $\nu = \{3, 4, \cdots \}$. For the asymptotic expansion for $(f, \mu_t^N)$, we start with assuming $l_t^0(f) = (f, \mu_0)$, and derive an expression for $l_t^\nu(f)$ by using equation (28) for different $\nu \in \mathbb{N}$ and the corresponding intervals for $\gamma$.

We note that the process presented in this section, does recover the rigorous results for $\nu = 1$ and $\nu = 2$ as obtained in Theorems 2.3 and 2.6 and it consistently gives the expansion for $k \in \{3, 4, 5, \cdots \}$. The results of this section can be rigorously derived inductively as Theorem 2.6 was derived using Theorem 2.3. However, the formal approach used here is sufficient for our purposes and consequently, without loss of generality, the presentation will be less rigorous than before.

D.1. General $\nu > 2$ case. To find an expression for $Q_t^\nu$ for any $\nu > 2$, we assume that $Q_t^0(x) = h_t(x)$ and $l_t^0(f) = (f, \mu_0)$, that the result holds for $\nu = 1$ and for $\nu = 2$ (proven in Sections B and C respectively) and that for $j = 3, \ldots, \nu - 1$, $Q_t^j$ and $l_t^j(f)$ satisfy the deterministic evolution equations (15) and (17) respectively

\[
Q_t^j(x) = \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - Q_s^0(x')) l_s^j(B_{x', x}(c, w)) \pi(dx', dy) ds
\]

\[ - \alpha \sum_{m=1}^{j} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} Q_s^m(x') l_s^{j-m}(B_{x', x}(c, w)) \pi(dx', dy) ds,
\]

and

\[
l_t^j(f) = \alpha \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} (y - Q_s^0(x')) l_s^{j-1}(C_{x', x}(c, w)) \pi(dx', dy) ds
\]

\[ - \alpha \sum_{m=1}^{j-1} \int_0^t \int_{\mathcal{X} \times \mathcal{Y}} Q_s^{j-m}(x') l_s^{j-m-1}(C_{x', x}(c, w)) \pi(dx', dy) ds.
\]

The presentation below uses an inductive argument. We have already rigorously shown that the statement holds for $\nu = 1$ and $\nu = 2$. We will assume that it holds for $j = 1, \ldots, \nu - 1$ and demonstrate that it should also hold for $j = \nu$ for any $\nu \in \mathbb{N}$. Furthermore, we will also show that $Q_t^\nu \to 0$ as $t \to \infty$ for any fixed $\nu > 2$ assuming that for $j = 1, \ldots, \nu - 1$, $Q_t^j \to 0$ as $t \to \infty$ and $l_t^j(f)$ is uniformly bounded for any $t \geq 0$ and $f \in C_b^\infty(\mathbb{R}^{1+d})$. In particular, we have

\[
\|Q_t^\nu\| \leq C \left( \sum_{m=1}^{j} t^m \right) e^{-\lambda_0 t} \|h_0\|,
\]

(42)

for an unimportant finite constant $C < \infty$. Note that Theorems 2.4 and 2.7 proved the convergence of $Q_t^\nu$ to zero for $\nu = 1$ and $\nu = 2$. 

Since $\lim_{t \to \infty}(t + t^2)e^{-\lambda_0 t} = 0$, we have $\|\Psi_t\| \to 0$ as $t \to \infty$ exponentially fast. Hence the result of Theorem 2.7 follows.
When $\gamma \in \left(\frac{2\nu-1}{2\nu}, \frac{2\nu+1}{2\nu} \right)$, plugging equations (16) and (14) into the left hand side of equation (26) gives (the symbol $\approx$ is used below in place of the remainder term $V_t^N(x) + M_t^N(x) + \frac{1}{N^{\gamma-\frac{1}{2}}} G_k^N(x)$ in (26))

$$h_t^N(x) - h_0^N(x) \approx \alpha \int_0^t \int_{X \times Y} \left( y - \sum_{j=0}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} Q_s^j(x') - \frac{1}{N^{\gamma-\frac{1}{2}}} Q_s^\nu(x') \right) \times \sum_{j=0}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} l_s^j(B_{x,x'}(c,w)) \pi(dx',dy)ds$$

$$= \alpha \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) A_{x,x'} \pi(dx',dy)ds$$

$$+ \left\{ \alpha \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^j(B_{x,x'}(c,w)) \pi(dx',dy)ds \right\}$$

$$- \alpha \int_0^t \int_{X \times Y} \left( \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} Q_s^j(x') \right) \left( \sum_{i=0}^{\nu-1} \frac{1}{N^{i(1-\gamma)}} l_s^i(B_{x,x'}(c,w)) \right) \pi(dx',dy)ds$$

$$- \frac{\alpha}{N^{\gamma-\frac{1}{2}}} \int_0^t \int_{X \times Y} Q_s^\nu(x') A_{x,x'} \pi(dx',dy)ds$$

$$- \frac{\alpha}{N^{\gamma-\frac{1}{2}}} \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} \int_0^t \int_{X \times Y} Q_s^j(x') l_s^j(B_{x,x'}(c,w)) \pi(dx',dy)ds.$$

The second term in the last equality can be re-arranged to

$$\alpha \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^j(B_{x,x'}(c,w)) \pi(dx',dy)ds$$

$$- \alpha \int_0^t \int_{X \times Y} \left( \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} Q_s^j(x') \right) \left( \sum_{i=0}^{\nu-1} \frac{1}{N^{i(1-\gamma)}} l_s^i(B_{x,x'}(c,w)) \right) \pi(dx',dy)ds$$

$$= \alpha \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^j(B_{x,x'}(c,w)) \pi(dx',dy)ds$$

$$- \alpha \sum_{j=1}^{\nu-1} \sum_{i=0}^{\nu-1} \frac{1}{N^{(j+i)(1-\gamma)}} \int_0^t \int_{X \times Y} Q_s^j(x') l_s^i(B_{x,x'}(c,w)) \pi(dx',dy)ds.$$
\[ \begin{align*}
\frac{\nu-1}{\nu} & \sum_{j=1}^{\nu-1} \frac{1}{N^{1/(\gamma-\nu)}} \int_{t=0}^{t} \int_{X \times Y} (\mathbf{y} - \mathbf{Q}^0_N(x')) \mathbf{h}_j^0(B_{x',\nu}(c, w)) \pi(dx', dy) ds \\
& - \frac{\alpha}{N^{\gamma-\frac{1}{2}}} \sum_{n=1}^{\nu-1} \sum_{m=1}^{n} \frac{1}{N^{n/(1-\gamma)}} \int_{t=0}^{t} \int_{X \times Y} Q^m_s(x') l_s^{n-m}(B_{x',\nu}(c, w)) \pi(dx', dy) ds \\
& - \frac{2^{\nu-2}}{N^{1/(\gamma-\nu)}} \sum_{n=\nu}^{\nu-1} \int_{t=0}^{t} \int_{X \times Y} Q^m_s(x') l_s^{n-m}(B_{x',\nu}(c, w)) \pi(dx', dy) ds \\
& = \sum_{j=1}^{\nu-1} \frac{1}{N^{1/(\gamma-\nu)}} \int_{t=0}^{t} \int_{X \times Y} (\mathbf{y} - \mathbf{Q}^0_N(x')) \mathbf{h}_j^0(B_{x',\nu}(c, w)) \pi(dx', dy) ds \\
& - \frac{\alpha}{N^{\gamma-\frac{1}{2}}} \sum_{n=1}^{\nu-1} \sum_{m=1}^{n} \frac{1}{N^{n/(1-\gamma)}} \int_{t=0}^{t} \int_{X \times Y} Q^m_s(x') l_s^{n-m}(B_{x',\nu}(c, w)) \pi(dx', dy) ds \\
& + O \left( N^{-\nu(1-\gamma)} \right) \\
& = \sum_{j=1}^{\nu-1} \frac{1}{N^{1/(\gamma-\nu)}} Q^j_t(x) + O \left( N^{-\nu(1-\gamma)} \right). \tag{43}
\end{align*} \]

Therefore,

\[ h^\nu_t(x) - h^N_0(x) = Q^0_N(x) + \sum_{j=1}^{\nu-1} \frac{1}{N^{1/(\gamma-\nu)}} Q^j_t(x) \]

for some \( \Omega_{\nu} > \gamma - \frac{1}{2} \). Adding \( h^N_0(x) = \frac{1}{N^{\gamma-\frac{1}{2}}} (N^{\gamma-\frac{1}{2}} h^N_0(x)) \) and subtracting \( Q^0_t(x) + \sum_{j=1}^{\nu-1} \frac{1}{N^{1/(\gamma-\nu)}} Q^j_t(x) \) to both sides, we have

\[ \frac{1}{N^{\gamma-\frac{1}{2}}} Q^\nu_t(x) = \frac{1}{N^{\gamma-\frac{1}{2}}} (N^{\gamma-\frac{1}{2}} h^N_0(x)) - \frac{\alpha}{N^{\gamma-\frac{1}{2}}} \int_{t=0}^{t} \int_{X \times Y} Q^\nu_s(x') A_{x',\nu} \pi(dx', dy) ds. \]

Since \( N^{\gamma-\frac{1}{2}} h^N_0(x) \) converges in distribution to the Gaussian random variable \( \mathcal{G}(x) \) as defined in (5), we have an expression for \( Q^\nu_t \)

\[ Q^\nu_t(x) = \mathcal{G}(x) - \alpha \int_{t=0}^{t} \int_{X \times Y} Q^\nu_s(x') A_{x',\nu} \pi(dx', dy) ds, \]

which coincides with (18). This also implies that \( Q^\nu_t \) (the vector whose elements are \( Q^\nu_t(x) \) for \( x \in \mathcal{X} \)) satisfies the equation

\[ dQ^\nu_t = -A Q^\nu_t dt, \text{ and } Q^0_0 = \mathcal{G}, \]

where \( \mathcal{G} \in \mathbb{R}^M \) is a Gaussian random variable with elements \( \mathcal{G}(x) \) as given in equation (5) for \( x \in \mathcal{X} \). Since \( A \in \mathbb{R}^{M \times M} \) is positive definite, we have \( Q^\nu_t = e^{-tA} Q^\nu_0 \) and \( \|Q^\nu_t\| \to 0 \) as \( t \to \infty \) exponentially fast.

- When \( \gamma \geq \frac{2\nu+1}{\nu+2} \), we first derive an expression for \( l^\nu_t(f) \) by plugging (16) and (14) into equation (28) (as before, for notational convenience, we use the
symbol $\approx$ to account for the remainder terms in (28) that go to zero,}

$$\langle f, \mu_N^N \rangle \approx \langle f, \mu_0^N \rangle + \frac{\alpha}{N^{1-\gamma}} \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') - \sum_{j=1}^{\nu} \frac{1}{N^{j(1-\gamma)}} Q_s^j(x') - O(N^{-(k+1)(1-\gamma)}) \right) \pi(dx', dy) ds$$

$$\times \left[ \sum_{j=0}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} l_s^j(C_s^f(c, w)) + O(N^{-(k+1)(1-\gamma)}) \right] \pi(dx', dy) ds$$

$$= \langle f, \mu_0^N \rangle + \sum_{j=1}^{\nu-1} \frac{1}{N^{j(1-\gamma)}} l_s^j(f)$$

$$+ \frac{\alpha}{N^{\nu(1-\gamma)}} \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds$$

$$- \frac{\alpha}{N^{\nu(1-\gamma)}} \sum_{j=1}^{\nu-1} \int_0^t \int_{X \times Y} Q_s^{\nu-j}(x') l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds + O(N^{-(\nu+1)(1-\gamma)}) .$$

Note that the second term in the last equation above can be obtained by manipulating the middle terms following a similar idea as in equation (43). Rearranging terms in the equation above yields

$$l_s^\nu(f) = N^{\nu(1-\gamma)} \left( \langle f, \mu_0^N \rangle - \langle f, \mu_0 \rangle \right)$$

$$+ \alpha \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds$$

$$- \frac{\alpha}{N^{\nu(1-\gamma)}} \sum_{j=1}^{\nu-1} \int_0^t \int_{X \times Y} Q_s^{\nu-j}(x') l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds + O(N^{-(1-\gamma)}) .$$

Since $N^{\nu(1-\gamma)} \left( \langle f, \mu_0^N \rangle - \langle f, \mu_0 \rangle \right)$ converges to zero in distribution when $\gamma \geq \frac{2\nu+1}{2\nu+2}$, we can get the following evolution equation for $l_s^\nu(f)$,

$$l_s^\nu(f) = \alpha \int_0^t \int_{X \times Y} \left( y - Q_s^0(x') \right) l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds$$

$$- \frac{\alpha}{N^{\nu(1-\gamma)}} \sum_{j=1}^{\nu-1} \int_0^t \int_{X \times Y} Q_s^{\nu-j}(x') l_s^{\nu-1}(C_s^f(c, w)) \pi(dx', dy) ds,$$

which concludes the inductive step for $l_s^\nu(f)$.

Next, we derive $Q_s^\nu$ by plugging equations (16) and (14) into the left hand side of equation (26) (using the symbol $\approx$ to ignore the same remainder terms
as before):

\[ h_t^N(x) - h_0^N(x) \approx \int_0^t \int_{X \times Y} \left( y - \sum_{j=0}^{\nu} \frac{1}{N_j(1-\gamma)} Q_s^j(x') \right) \pi(dx', dy) ds \]

\[ \times \left( \sum_{j=0}^{\nu} \frac{1}{N_j(1-\gamma)} u_s(B_{x,x'}(c, w)) + O(N^{-(\nu+1)(1-\gamma)}) \right) \]

\[ \pi(dx', dy) ds \]

\[ = Q_t^0(x) + \sum_{j=1}^{\nu-1} \frac{\alpha}{N_j(1-\gamma)} Q_t^j(x) \]

\[ + \frac{\alpha}{N_0(1-\gamma)} \int_0^t \int_{X \times Y} (y - Q_s^0(x')) l_s^\nu(B_{x,x'}(c, w)) \pi(dx', dy) ds \]

\[ \sum_{j=1}^{\nu-1} \int_0^t \int_{X \times Y} Q_s^j(x') l_s^\nu(B_{x,x'}(c, w)) \pi(dx', dy) ds + O(N^{-\Omega_{\nu+1}}), \]

where \( \Omega_{\nu+1} > (\nu+1)(1-\gamma) \). Following the same idea as earlier, when \( \gamma = \frac{2\nu+1}{2\nu+2} \), we note that \( \nu(1-\gamma) = \gamma - \frac{1}{2} = \frac{\nu}{2\nu+2} \), we can obtain an expression for \( Q_t^\nu \) (which coincides with (17)):

\[ Q_t^\nu(x) = G(x) + \alpha \int_0^t \int_{X \times Y} (y - Q_s^0(x')) l_s^\nu(B_{x,x'}(c, w)) \pi(dx', dy) ds \]

\[ - \alpha \sum_{j=1}^{\nu} \int_0^t \int_{X \times Y} Q_s^j(x') l_s^{\nu-j}(B_{x,x'}(c, w)) \pi(dx', dy) ds, \]

where \( G(x) \) is the Gaussian random variable as in (5). When \( \gamma > \frac{2\nu+1}{2\nu+2} \), \( Q_t^\nu \) is driven by the deterministic equation

\[ Q_t^\nu(x) = \alpha \int_0^t \int_{X \times Y} (y - Q_s^0(x')) l_s^\nu(B_{x,x'}(c, w)) \pi(dx', dy) ds \]

\[ - \alpha \sum_{j=1}^{\nu} \int_0^t \int_{X \times Y} Q_s^j(x') l_s^{\nu-j}(B_{x,x'}(c, w)) \pi(dx', dy) ds. \]

This concludes the inductive step for the derivation of \( Q_t^\nu(x) \). Let us now show that, for fixed \( \nu \in \mathbb{N} \), \( Q_t^\nu(x) \) decay to zero exponentially fast as \( t \to \infty \). For \( \gamma \geq \frac{2\nu+1}{2\nu+2} \), we can write that \( Q_t^\nu \) satisfies the system of equations

\[ dQ_t^\nu = -D_t^\nu \hat{h}_t - \sum_{j=1}^{\nu} D_t^{\nu-j} Q_t^j, \] with \( Q_0^\nu = \begin{cases} G, & \text{if } \gamma = \frac{2\nu+1}{2\nu+2}, \\ 0, & \text{if } \gamma > \frac{2\nu+1}{2\nu+2}. \end{cases} \]

where for \( j = 0, \ldots, \nu \), \( D_t^j \in \mathbb{R}^{M \times M} \) whose elements are \( \alpha l_s^j(B_{x,x'}(c, w)) \) with \( x, x' \in X \). Note that \( D_t^0 = A \) is positive definite, and \( D_t^1 = B_t, \) \( D_t^2 = C_t \) as defined in the proofs for Theorems 2.4 and 2.7. By similar analysis as in Section A, one can show that solution for this system is

\[ Q_t^\nu = e^{-tA} Q_0^\nu - \int_0^t e^{-(t-s)A} \left( D_s \hat{h}_s + \sum_{j=1}^{\nu} D_s^{\nu-j} Q_s^j \right) ds. \]
To show that $Q_i^\nu \to 0$ as $t \to \infty$, for $\gamma \geq \frac{2\nu+1}{\nu+1}$, we first show that $l_i^\nu(f)$ is uniformly bounded. Since $l^j(f)$ is uniformly bounded for $j = 1, \ldots, \nu - 1$, by equation (42), we have

$$|l_i^\nu(f)| \leq C \int_0^t \int_{X \times Y} |y - Q_i^0(x')| \pi(dx', dy) ds$$

$$+ C \sum_{j=1}^{\nu-1} \int_0^t \int_{X \times Y} |Q_{s}^{\nu-j}(x')| \pi(dx', dy) ds$$

$$\leq C \int_0^t \frac{1}{M} \sum_{x' \in X} |\tilde{h}_s(x')| ds + C \sum_{j=1}^{\nu-1} \int_0^t \frac{1}{M} \sum_{x' \in X} |Q_{s}^{\nu-j}(x')| ds$$

$$\leq C \int_0^t e^{-\lambda_0 s} \|\tilde{h}_0\| ds + C \sum_{j=1}^{\nu-1} \int_0^t \left( \sum_{s=1}^{\nu-j} s^n \right) e^{-\lambda_0 s} \|\tilde{h}_0\| ds$$

$$\leq \frac{C}{\lambda_0} + C \sum_{j=1}^{\nu-1} \int_0^t s^n e^{-\lambda_0 s} ds.$$

Since for each $n = 1, \ldots, \nu - j$, as $t \to \infty$, we have

$$\lim_{t \to \infty} \int_0^t s^n e^{-\lambda_0 s} ds = \int_0^\infty s^n e^{-\lambda_0 s} ds = \frac{\Gamma(n+1)}{\lambda_0^{n+1}} = \frac{n!}{\lambda_0^{n+1}} \leq C_n,$$

where $\Gamma(\cdot)$ is the gamma function and $C_n$ is some finite number depending on $n$, this implies that $l_i^\nu(f)$ is uniformly bounded.

We shall proceed inductively. Since $Q_i^0 \to 0$ as $t \to \infty$, $Q_i^j(f)$ is uniformly bounded for $j = 1, \ldots, \nu - 1$, and $l_i^\nu(f)$ is uniformly bounded, by equations (42) and (44), we have

$$\|Q_i^\nu\| \leq C e^{-\lambda_0 t} \|Q_i^0\| + C \int_0^t e^{-\lambda_0 (t-s)} \left( \left\| D_s^\nu \tilde{h}_s \right\| + \sum_{j=1}^{\nu-1} \left\| D_s^{\nu-j} Q_i^j \right\| \right) ds$$

$$\leq C e^{-\lambda_0 t} \|Q_i^0\| + C \int_0^t e^{-\lambda_0 (t-s)} \left\| \tilde{h}_s \right\| ds + C \sum_{j=1}^{\nu-1} \int_0^t e^{-\lambda_0 (t-s)} \|Q_i^j\| ds$$

$$\leq C e^{-\lambda_0 t} \|Q_i^0\| + C t e^{-\lambda_0 t} \left\| \tilde{h}_0 \right\| + C e^{-\lambda_0 t} \left\| \tilde{h}_0 \right\| \sum_{j=1}^{\nu-1} \int_0^t s^m ds$$

$$\leq C e^{-\lambda_0 t} \|Q_i^0\| + C t e^{-\lambda_0 t} \left\| \tilde{h}_0 \right\| + C e^{-\lambda_0 t} \left\| \tilde{h}_0 \right\| \frac{\nu - 1}{2} \sum_{j=1}^{\nu-1} (\nu - j) t^{j+1}$$

$$\leq C e^{-\lambda_0 t} \|Q_i^0\| + C \left( \sum_{j=1}^{\nu} t^j \right) e^{-\lambda_0 t} \left\| \tilde{h}_0 \right\|.$$

Therefore, $\|Q_i^\nu\| \to 0$ as $t \to \infty$ exponentially fast, which concludes the inductive step and thus the derivation of the result.
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