Abstract—Given a network of multiple agents, the pointing consensus problem asks all agents to point toward a common target. This paper proposes a simple method to solve the pointing consensus problem in the plane. In our formulation, each agent does not know its own position, but has information about its own heading vector expressed in a common coordinate frame and some desired relative angles to the neighbors. By exchanging the heading vectors via a communication network described by a rooted out-branching graph and controlling the angle between the heading vectors, we show that all agents’ heading vectors asymptotically point towards the same target for almost all initial conditions. Simulations are provided to validate the effectiveness of the proposed method.

I. INTRODUCTION

Recently, there has been a large amount of research on the consensus algorithm and its applications. Given $n$ agents having different initial state values, by exchanging and updating the states based on the weighted sum of differences, all agents’ states eventually reach a same value [6]. The states of the agents could be auxilliary variables used for decision and control tasks, or physical variables such as positions or velocities in the rendezvous and formation control problems [8].

Unlike the usual consensus algorithm in the literature, the pointing consensus problem requires all agents in a network to direct their heading vectors to a common point in the space. This problem is motivated from applications in camera networks, satellite formations, and antenna arrays. In camera networks, camera targets are desired, while in satellite networks, satellite formations are studied. In satellite formations, satellite vectors are collinearly located on a line in a two-dimensional space, and (ii) at the beginning, two agents at the ends of the line already pointed toward the target. However, these assumptions are quite strict when applied to satellite formations since satellites usually do not line-up perfectly.

In this paper, we firstly formulate a different framework to study the pointing consensus problem. In our setup, each agent can be positioned freely in the plane and can control its heading direction around its position. The position of each agent and the target are not given, but all agents’ local reference frames are aligned. The agent has information about its heading vector and some desired relative angles with its neighbors. Further, each agent can receive the heading vectors from its neighboring agents. The inter-agent communication is described by a fixed and rooted out-branching graph. The information of the common target point is given to each agent in the form of a desired heading direction and some subtended angles between the heading vectors. More specifically, the agent at the root of the communication graph knows the direction to the target. The other agents know some relative angles that their heading needs to achieve with regard to its neighbors‘ heading vectors such that if all these angles are satisfied, their heading vectors will target a common point. Secondly, we propose a decentralized control strategy for all agents to target a desired common point. Since the graph is rooted out-branching, the dynamics of the $n$-agent system has a cascade structure. Using notions of almost-global input-to-state stability, we show that all agents’ headings will point towards the same target point for almost all initial conditions under the proposed control strategy. Thus, comparing with [14], the control strategy in this paper relaxes the assumption on collinearity of all agents and further does not require two agents to specify the target from beginning. Finally, we provide a numerical simulation of a six-agent system to illustrate the control strategy. Since the heading direction of each camera can be modeled as a unit vector, there is an interesting link between the pointing consensus problem with the bearing-only navigation [5], [11] and bearing-based formation control/network localization problems [3], [15], [16] in the literature. It is also worth noting that performing a consensus on the agents’ heading vectors leads to the orientation alignment/attitude synchronization problem [9], or more generally, consensus on nonlinear manifolds [10]. In order to solve the pointing consensus problem, beside the local heading directions, we need some relative information between the agents’ positions and a common pointing target.

The rest of this paper is organized as follows. In section II, the pointing consensus problem is formulated. The control strategy is proposed, analyzed, and discussed in section III. Section IV provides a simulation result of a six-agent system. Finally, we summarize the paper and discuss further research directions in section V.
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A fixed position $\mathbf{v}$ about the origin of the coordinate system. Given a vector rotates points in the plane counterclockwise through an angle $\omega$. 

**A. Notations and Preliminaries**

In this paper, lower-case characters are used to denote scalars, while bold-font lower-case (capital) letters and calligraphic letters denote vectors (matrices) and sets, respectively. The rotation matrix

$$
\mathbf{R}(\alpha) = \begin{bmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{bmatrix},
$$

rotates points in the plane counterclockwise through an angle $\alpha$ about the origin of the coordinate system. Given a vector $\mathbf{v} \in \mathbb{R}^2$, the result of rotating $\mathbf{v}$ by an angle $\alpha$ is $\mathbf{R}(\alpha)\mathbf{v}$.

For $2 \times 2$ rotation matrix, we have the following properties: 

$$
\mathbf{R}(\alpha)^{-1} = \mathbf{R}(\alpha)^T, \quad ||\mathbf{R}(\alpha)|| = 1, \quad \text{and} \quad \mathbf{R}(\alpha_1)\mathbf{R}(\alpha_2) = \mathbf{R}(\alpha_2)\mathbf{R}(\alpha_1), \quad \forall \alpha_1, \alpha_2 \in \mathbb{R}.
$$

Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ denote a directed graph with the vertex set $\mathcal{V} = \{1, \ldots, n\}$ and the edge set $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$. A directed edge $(j, i)$ in the graph describes that $i$ receives information from $j$ and not vice versa. The in-neighbor set of a vertex $i$ is defined as $\mathcal{N}_i = \{j \in \mathcal{V} : (j, i) \in \mathcal{E}\}$. A directed path is a sequence of vertices $i_1, i_2, \ldots, i_p$ such that $(i_l, i_{l+1}) \in \mathcal{E}$. A directed cycle is a directed path having the same start and end vertices, i.e., $i_1 \equiv i_p$. A directed acyclic graph is a graph without any directed cycle. If there exists a vertex (called the root) such that for any vertex $i$ in the graph, there exists a directed path from the root to this vertex $i$, the graph is called rooted out-branching.

**II. PROBLEM FORMULATION**

Consider a network of $n$ agents in a two-dimensional ambient space, each agent $i$ ($i = 1, \ldots, n$) is located at a fixed position $\mathbf{p}_i \in \mathbb{R}^2$ (i.e., $\mathbf{p}_i = 0$). The agent $i$ has a heading direction described by a unit vector $\mathbf{b}_i \in \mathbb{R}^2$. Suppose that each agent can control its own heading direction by rotating its heading direction around the point $\mathbf{p}_i$ with an angular velocity $\omega_i$, as illustrated in Fig. 1. Define $\mathbf{p}'_i = \mathbf{p}_i + \mathbf{b}_i$. It can be seen from Fig. 1 that the rotational motion of the heading direction is equivalent to the motion of the point $\mathbf{p}'_i$, which is perpendicular to the heading direction $\mathbf{b}_i$. Let $\mathbf{P}_b_i := I_2 - \mathbf{b}_i\mathbf{b}_i^T$ denote the orthogonal projection matrix corresponding to $\mathbf{b}_i$. Note that $\mathbf{P}_b_i = \mathbf{P}_b_i^T = \mathbf{P}_b_i^2$. Further, $\mathbf{P}_b_i$ is positive semidefinite, and $\mathcal{N}(\mathbf{P}_b_i) = \text{span}(\mathbf{b}_i)$ [15]. The control effort to change $\mathbf{b}_i$ can be given as

$$
\mathbf{p}'_i = \mathbf{P}_b_i \mathbf{u}_i,
$$

where $\mathbf{u}_i \in \mathbb{R}^2$ will be designed later. Then, we have

$$
\mathbf{b}_i = \mathbf{P}_b_i \mathbf{u}_i.
$$

Note that a relationship between $\omega_i$ and $\mathbf{u}_i$ is given as follows

$$
||\mathbf{P}_b_i \mathbf{u}_i|| = ||\omega_i|| |\mathbf{b}_i| = |\omega_i|.
$$

**A. The pointing consensus problem**

In order to focus the headings on a common point, each agent needs to exchange its heading information with its neighbors through a directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$. In this paper, we assume that $\mathcal{G}$ is a rooted out-branching. Without loss of generality, we can label the vertices of $\mathcal{G}$ such that vertex 1 is the root of the graph. Suppose that we want all agents to point to a given target in the plane. To guide all headings, we assume that agent 1 knows the direction to the target. Each agent $i$ ($i \geq 2$) is given a set of desired angles $\alpha_{ij}^* \in (-\pi, \pi)$ ($\forall j \in \mathcal{N}_i$). Here, $\alpha_{ij}^*$ is the angle between $\mathbf{b}_j$ and $\mathbf{b}_i$ when $i$ and $j$ are pointing at the target. For example, a six-agent system is depicted in Fig. 2.
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**Fig. 1:** The rotational velocity $\omega_i$ of the camera $i$’s heading direction can be equivalently represented as the velocity $\mathbf{u}_i = \mathbf{P}_b \mathbf{u}_i$ of the head point $\mathbf{p}'_i$.

**Fig. 2:** A six-agent system. (a) The agents want to consent their heading direction into a common point $\mathbf{p}^*$. (b) The information graph $\mathcal{G}$ is a connected directed acyclic graph (rooted at vertex 1).

In Assumption 2.2, it is remarked that the condition (4) is equivalent to having $\mathbf{p}^* \in \mathbb{R}^2$ such that

$$
\frac{\mathbf{p}^* - \mathbf{p}_i}{||\mathbf{p}^* - \mathbf{p}_i||} = \mathbf{R}(\alpha_{ij})\frac{\mathbf{p}^* - \mathbf{p}_j}{||\mathbf{p}^* - \mathbf{p}_j||}, \quad \forall (i, j) \in \mathcal{E}.
$$

The assumption that agent 1 knows $\mathbf{b}_1^*$ is important to guide all agents’ heading vectors to point to a common target. Miscontrolling the heading of the agent 1 will lead the other
Fig. 3: A three-agent system with the communication graph (a) and the desired angles $\alpha_{21}^* = \alpha_{32}^* = -\alpha_{13}^* = 2\pi/3$. In (b), although all desired angles are satisfied, the agents do not target a common point. In (c), by changing the direction of $b_1$, a pointing consensus is achieved.

agents to not point to a common target even though all the sub-tended desired angles are satisfied. Consider Fig. 3, a three-agent system located at the vertices of an acute triangle $p_1, p_2, p_3$. The desired sub-tended angles are selected as $\alpha_{21}^* = \alpha_{32}^* = -\alpha_{13}^* = 2\pi/3$. When the heading $b_1$ does not point into the Torricelli point (Fig. 3(b)), there is a configuration where all desired angles are satisfied, but the heading vectors do not target a common point. This ambiguity does not happen in Fig. 3(c), when $b_1$ points toward the Torricelli point of the triangle.

Finally, we make an assumption for the later analysis.

**Assumption 2.3:** The initial heading vector of agent 1 satisfies $b_1(0) \neq -b_1^*$. Also, the desired angles are such that $\alpha_{21}^* \notin \{0, -\pi \text{ (mod 2\pi)}\}$.

We can now state the main problem in this paper:

**Problem 2.1:** Given the $n$-agent system satisfying Assumption 2.1–2.3, design a decentralized control law such that all agents’ heading target a common point as $t \to \infty$.

### III. MAIN RESULTS

#### A. The proposed control law

We propose the following control law for each agent to solve the pointing consensus problem with rooted out-branching graphs:

$$\dot{p}'_i = P_{b_i}b'_i, \quad (6a)$$

$$\dot{p}'_i = P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j, \quad \forall i = 2, \ldots, n. \quad (6b)$$

It is easy to see that $\dot{p}'_i$ vanishes when $b_i$ aligns with $R(\alpha_{ij}^*)b_j$, or the desired sub-tended angle between two agents $i$ and $j$ is satisfied for all $i \in \{2, \ldots, n\}$. Intuitively, when the agent $j$’s heading $b_{i+1}$ is fixed, the control law (6b) steers $b_i$ toward $R(\alpha_{i,j}^*)b_j$ (see Figs. 4a–4b). We refer readers to [12], [13], [15] for some related explanations of the control law (6b).

From equation (2), we can also write the heading direction

$$b'_i = P_{b_i}b_i, \quad (7a)$$

$$\dot{b}_i = P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j, \quad i = 2, \ldots, n. \quad (7b)$$

We have the following remark on the control law (6b):

**Remark 3.1:** Suppose that instead of receiving the heading direction from agent $j$, agent $i$ can measure the heading direction $b'_j$ of agent $j$ in its local reference frame $\Sigma_j$, which is identified by the rotation matrix $R_i$ with regard to the global reference frame. The control law can be written in the local reference frame of agent $i$ as follows:

$$\dot{b}'_i = P_{b_i}^\Sigma \sum_{j \in N_i} R(\alpha_{ij}^*)b'_j, \quad (8)$$

where $b'_i = R_i^\Sigma b_i$, $b'_j = R_i^\Sigma b_j$. Observe that $P_{b'_i} = I_2 - b'_i(b'_i)^T$, $\Sigma_i = I_2 - b'_i(b'_i)^T$, $R_i = R_i^\Sigma P_{b_i} R_i$, and $R(\alpha_{ij}^*)R_i^\Sigma = R_i^\Sigma R(\alpha_{ij}^*)$. Substituting into (8), we get

$$\dot{b}'_i = R_i^\Sigma P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j, \quad (9)$$

Thus, the control law (9) written in the local reference frame is $\dot{b}_i = R_i^\Sigma b'_i = P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j$, which is exactly the same as (7b). Hence, if the agents can sense the relative heading of its neighbors, (7b) does not require the agents’ reference frames to be aligned.

#### B. Analysis

In this subsection, we study the system (7). Firstly, we examine the equilibrium set of (7a). We will prove that the proposed control law solves the pointing consensus problem for almost all initial conditions. It will be shown that the $n$-agent system has the form of a cascade system. Then, we adopt the notions of almost global input-to-state stability to establish the convergence result.

**Lemma 3.1:** The equilibrium set of (7a) is:

$$E_1 = \{b_1 \in \mathbb{R}^2 \mid b_1 = \pm b_1^*\}. \quad (10)$$

The equilibrium $b_1 = b_1^*$ is almost globally exponentially stable while the equilibrium $b_1 = -b_1^*$ is unstable.

**Proof:** Any equilibrium point of (7a) must satisfy $P_{b_i}b_i = 0$. Since $\mathcal{N}(P_{b_i}) = \text{span}(b_1)$ and $\|b_i^*\| = 1$,
it follows that $b_1 = \pm b_1^*$. We examine the stability of the equilibrium $b_1 = -b_1^*$ by linearization. Since $\frac{\partial b}{\partial b_1} = \frac{\partial b}{\partial b_2} = \frac{\partial b}{\partial b_3} = 0$, it follows that $A = \frac{\partial b}{\partial b_1} |_{b_1 = b_2 = b_3} = I_2 + b_1^* b_1^T$, it is positive definite. Thus, the equilibrium $b_1 = -b_1^*$ is stable.

Next, consider the potential function $V = \frac{1}{2}\|b_1 - b_1^*\|^2$, which is continuously differentiable. Moreover, $\dot{V} \geq 0$ and $V = 0$ if and only if $b_1 = b_1^*$. The derivative of $V$ along a trajectory of (7a) is

$$\dot{V} = (b_1 - b_1^*)^T \frac{\partial b}{\partial b_1} = (b_1 - b_1^*)^T P_{b_1} b_1^* = -\|P_{b_1} b_1^*\|^2 \leq 0.$$  \hspace{1cm} (11)

Obviously, $\dot{V} = 0$ if and only if $b_1 = \pm b_1^*$. Since the equilibrium $-b_1^*$ is unstable, for all $b_1(0) \neq -b_1^*$, $b_1 \to b_1^*$ due to LaSalle’s invariance principle. Further, let $\alpha_1$ be the angle between $b_1$ and $b_1^*$. For $b_1(0) \neq -b_1^*$, we have $\alpha_1 \in [0, \pi)$, and $\|P_{b_1}(b_1 - b_1^*)\| = \|b_1 - b_1^*\| \cos \frac{\alpha_1}{2}$.

As a result, since $\alpha_1(t) \to 0$ as $b_1 \to b_1^*$ and the $(\cos(\cdot)$ function is decreasing in $[0, \frac{\pi}{2}]$, we have

$$\dot{V} \leq -\cos^2 \frac{\alpha_1(t)}{2} \|b_1 - b_1^*\|^2 \leq -\cos^2 \frac{\alpha_1(0)}{2} V.$$  \hspace{1cm} (12)

Thus, $b_1 = b_1^*$ is almost globally exponentially stable.

**Lemma 3.2:** Under Assumptions 2.1–2.3, the equilibrium set of agent 2 is:

$$\mathcal{E}_2 = \{b_2 \in \mathbb{R}^2 : b_2 = \pm R(\alpha_2^*) b_1^*\}.$$  \hspace{1cm} (13)

The equilibrium $b_2 = R(\alpha_2^*) b_1^*$ is almost globally asymptotically stable while the equilibrium $b_2 = -R(\alpha_2^*) b_1^*$ is unstable.

**Proof:** Consider the agent 2’s heading dynamics:

$$\dot{b}_2 = P_{b_2} R(\alpha_2^*) b_1,$$  \hspace{1cm} (14)

Observe that the equilibria of (14) depends on the agent 1’s equilibria. We therefore rewrite the dynamics of agents 1 and 2 in form of a cascade system as follows:

$$\dot{b}_1 = P_{b_1} b_1^* = f_1(b_1),$$  \hspace{1cm} (15a)

$$\dot{b}_2 = P_{b_2} R(\alpha_2^*) b_1 = f_2(b_1, b_2).$$  \hspace{1cm} (15b)

In (15), $b_1$ is an input to the system (15b). Further, when $b_1 = b_1^*$, we may express (15b) as follows:

$$\dot{b}_2 = f_2(b_1^*, b_2) = P_{b_2} R(\alpha_2^*) b_1^* = P_{b_2} b_2^*.$$  \hspace{1cm} (16)

which has the same form as (15a). From Lemma 3.1, the equilibria of (14) satisfies $b_2 = \pm R(\alpha_2^*) b_1^*$. Moreover, the equilibrium $b_2 = b_2^*$ of (16) is almost globally exponentially stable while $b_2 = -b_2^*$ is isolated and unstable. Letting $b_2^* = R(\alpha_2^*) b_1^*$, we consider the function $V = \frac{1}{2} \|b_2 - b_2^*\|^2$ which is continuously differentiable. Moreover, $\dot{V} \geq 0$ and $V = 0$ if and only if $b_2 = b_2^*$. The derivative of $V$ along a trajectory of (14) is given as follows:

$$\dot{V} = (b_2 - b_2^*)^T P_{b_2} R(\alpha_2^*) b_1 = -b_2^T P_{b_2}(b_2^* + R(\alpha_2^*) (b_1 - b_1^*)) \leq -\|P_{b_2} b_2^*\|^2 + \|P_{b_2} b_2\| \|b_1 - b_1^*\|.$$  \hspace{1cm} (17)

It follows from (12) that there exists $\delta_1, \eta_1 > 0$ such that $\|b_1 - b_1^*\| \leq \delta_1 e^{-\eta_1 t}$. Thus,

$$\dot{V} \leq -\|P_{b_2} b_2^*\|^2 + \delta_1 e^{-\eta_1 t} \|P_{b_2} b_2\| \leq \frac{\delta_1^2}{4} e^{-2\eta_1 t},$$  \hspace{1cm} (18)

where the inequality holds if and only if $\|P_{b_2} b_2^*\| = \frac{\delta_1}{2 e^{-\eta_1 t}}$. Thus, there holds

$$V(\infty) - V(0) \leq \int_0^\infty \frac{\delta_1^2}{4} e^{-2\eta_1 t} dt = \frac{\delta_1^2}{2\eta_1},$$  \hspace{1cm} (19)

which shows that $V$ is bounded. Therefore, the system (15b) satisfies the ultimate boundedness property [2][Proposition 3], and thus (15b) is also almost globally Input-to-State-Stable (ISS) with regard to the input $b_1$.

It follows from $\|b_1 - b_2^*\| \to 0$ (Lemma 3.1) and [1][Theorem 2] that the equilibrium $b_2 = b_2^*$ of (15b) is almost globally asymptotically stable.

We have the following remark on the uniqueness of the common point from Lemma 3.2.

**Remark 3.3:** The headings $b_1^*$ and $b_2^*$ of agents 1 and 2 at their equilibrium states uniquely determine a point $p^* \in \mathbb{R}^2$. Indeed, the equations

$$\frac{p^* - p_1}{\|p^* - p_1\|} = b_1^*,$$  

and

$$\frac{p^* - p_2}{\|p^* - p_2\|} = R(\alpha_2^*) b_1^* := b_2^*,$$

imply that $P_{b_1^*} \frac{p^* - p_1}{\|p^* - p_1\|} = P_{b_1^*} b_1^* = 0$, and $P_{b_2^*} \frac{p^* - p_2}{\|p^* - p_2\|} = P_{b_2^*} b_2^* = 0$. Thus, $(P_{b_1^*} + P_{b_2^*}) p^* = P_{b_1^*} p_1 + P_{b_2^*} p_2$ and for $\alpha_2^* \not\in \{0, \pi\}$ (or, i.e., $b_1^* \neq b_2^*$) we can uniquely determine

$$p^* = (P_{b_1^*} + P_{b_2^*})^{-1} (P_{b_1^*} p_1 + P_{b_2^*} p_2),$$  \hspace{1cm} (20)

which is the common point for all agents’ heading direction.

Now, consider an arbitrary agent $i$ ($i \geq 3$) with the heading dynamics as given in (7b). The system (7) can be written in the following form:

$$\dot{b}_i[1:i-1] = f_i[1:i-1](b_i[1:i-1])$$  \hspace{1cm} (21a)

$$b_i = f_i(b_i[1:i-1], b_1),$$  \hspace{1cm} (21b)

where $b_i[1:i-1] = [b_1^T, \ldots, b_{i-1}^T]^T$ can be considered as an input to the system (21b).

**Lemma 3.3:** Under Assumptions 2.1–2.3, given that all agents $1, \ldots, i-1$’s heading vectors are pointing toward the point $p^*$ determined from (20), i.e., $b_i = b_i^*$, $\forall j = 1, \ldots, i-1$, the heading $b_i$ of agent $i$ ($i \geq 2$) converges asymptotically to $b_i$.

**Proof:** Assumption 2.2 guarantees the existence of the point $p^*$ which is uniquely determined from (20). From condition (5), for $b_i = \frac{p^* - p_j}{\|p^* - p_j\|}$, we conclude that $b_i^*$ satisfies $b_i^* = R(\alpha_j^*) b_j^*$, $\forall j \in \mathcal{N}_i$.

Further, the dynamics of $b_i$ when $b_j = b_j^*$, $\forall j = 1, \ldots, i-1$ can be rewritten as follows:

$$\dot{b}_i = P_{b_i} \sum_{j \in \mathcal{N}_i} R(\alpha_j^*) b_j^*.$$  \hspace{1cm} (22)

The equilibria of (21b) is the solution of $b_i = ...
Given any $i$, $b_i = \pm b_i^*$ are two equilibria of (22). The system (22) has the same form as (7a). Thus, we conclude that $b_i = b_i^*$ is an almost globally exponential stable equilibrium of (22), while the equilibrium $b_i = -b_i^*$ is unstable.

We can now state the main result of this paper.

**Theorem 1:** Under the Assumptions 2.1-2.3, the headings asymptotically target a common point, i.e., $b_1 \to b_1^*$ and $b_i \to R(\alpha_{ij}^*)b_j, \forall (i, j) \in E$ as $t \to \infty$.

**Proof:** We will show that for all $i = 1, \ldots, n$, the agent $i$’s heading will point to $p^*$ determined by (20) by mathematical induction. For $i = 1, 2$, we have proved in Lemmas 3.1 and 3.2 that $b_1 \to b_1^*$, $b_2 \to b_2^*$ asymptotically if $b_1(0) \neq -b_1^*$.

Suppose that the claim holds until $i - 1$ ($i \geq 3$), i.e., the heading of every agent $j \in \{1, 2, \ldots, i - 1\}$ asymptotically points toward $p^*$. We prove that $b_i = b_i^*$ is an asymptotically stable equilibrium of the system (21b). Consider the potential function $V = \frac{1}{2} \sum_{j \in N_i} \|b_i - R(\alpha_{ij}^*)b_j\|^2$, which is positive definite, continuously differentiable. Further, $V \to 0$ if and only if $b_i = b_i^*$. For any trajectory of (21) with $b_1(0) \neq -b_1^*$, we have

\[
\dot{V} = (b_i - b_i^*)^T P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j
- b_i^T P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j^*
- b_i^T P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j - b_i^* T P_{b_i} \sum_{j \in N_i} R(\alpha_{ij}^*)b_j^*
\leq -|N_i||P_{b_i}b_i^*||^2 + \sum_{j \in N_i} \|b_j - b_j^*\|.
\]

(23)

Given any $\epsilon > 0$ such that $\|P_{b_i}b_i^*\| > \epsilon$. Since $b_j \to b_j^*$ asymptotically $\forall j = 1, \ldots, i - 1$, for a small $\epsilon$ > 0 there exists a time instance such that $\max_{j=1,\ldots,i-1} \|b_j - b_j^*\| < \epsilon$. It follows that

\[
\dot{V} < -|N_i||P_{b_i}b_i^*||^2 + \epsilon|N_i||P_{b_i}b_i^*||
< -|N_i||P_{b_i}b_i^*||(\|P_{b_i}b_i^*\| - \epsilon) < 0.
\]

Equation (24) shows that the system (21b) fulfills the ultimate boundedness property [2][Proposition 3]. Together with the result in Lemma 3.3, it follows that (15b) is almost globally ISS with regard to the input $b_{i-1, i-2}$. It follows from the induction assumptions $b_{i+1, i-2} \to [b_1^*, \ldots, b_{i-1}^*, b_i, b_{i+1}^*, \ldots, b_n^*]$ and [1][Theorem 2] that the equilibrium $b_i = b_i^*$ of (15b) is almost globally asymptotically stable.

Finally, since the claim holds for any $i \geq 2$, it is true for $i = n$. Therefore, the heading vectors of $n$ agents asymptotically point toward the common point $p^*$ determined from (20).

**C. Discussions**

In this subsection, we have two remarks on our proposed approach to solve the pointing consensus problem.

**The assumption on the communication graphs:** In this paper, we only study pointing consensus problem with rooted out-branching graphs. The restriction is made because we do not know how to solve the problem for general graphs. The solution of pointing consensus in this case may give some insight to address the problem in general. The assumption on rooted out-branching graph allows us to define the set of desired angles $\alpha_{ij}^*$. Further, the $n$-agent dynamics has form of a cascade structure under this assumption. Without the rooted out-branching assumption, the $n$-agent dynamics has some equilibrium sets that are hard to analyze.

**The choice of the set points:** Suppose the set points, which contain information on the target (heading directions or angles), are sent to the $n$-agent system from a command center located far from the system. For example, one can consider a satellite formation orbiting the Earth and a central ground control station on Earth sending the data. The command center knows the exact positions of the agents as well as the desired target point. From Lemma 3.1, if the command center sends each agent $i$ the direction toward a common target, i.e., $b_i^*$, agent $i$ can directly point to ward the target under the control law (6a) without exchanging any information with its neighbors.

In this paper, the set points are given as a desired heading $b_i^*$ and some angles $\alpha_{ij}^*$. Thus, each agent $(2, \ldots, n)$ blindly follows the heading directions of its neighbors and controls its heading under (6b) accordingly. Although our approach is indirect, it is advantageous in terms of security as explained by the following scenario. Suppose that there is an attacker who knows the positions of all agents $p_i, \forall i$, and tries to figure out the target’s position by decoding the set points sent from the command center. Based on Remark 3.2, the attacker can compute the target point if he can decode the information of $b_i^*$ and $\alpha_{ij}^*$ from equation (20). However, if the attacker cannot decode both $b_i^*$ and $\alpha_{ij}^*$ from the sent information, he cannot find the target point from the remaining set points.3 Meanwhile, if the set points are given as $\{b_i^*\}_{i=1,\ldots,n}$, the attacker can locate the target point if any two desired heading vectors are decoded. For example, given $b_1^*, b_2^*$, the target point can be computed by $p^* = (P_{b_1^*} + P_{b_2^*})^{-1}(P_{b_1^*}p_1 + P_{b_2^*}p_2)$. Therefore, by giving the set points with one desired heading vector and some desired angles allows a higher privacy level on masking the target.

**IV. SIMULATIONS**

Consider a six-agent system with the interaction topology as described by Figure 2.b. Six agents are positioned at the vertices of a regular hexagon: $p_1 = [2, 0]^T$, $p_2 = [1, \sqrt{3}]^T$, $p_3 = [-1, \sqrt{3}]^T$, $p_4 = [-2, 0]^T$, $p_5 = [-1, -\sqrt{3}]^T$, $p_6 = [1, -\sqrt{3}]^T$. We aim to control all agents to point toward the origin $[0, 0]^T$. To this end, the desired heading of agent 1 is set to be $b_1^* = [-1, 0]^T$. The desired angles are given as follows: $\alpha_{21}^* = \alpha_{32}^* = \alpha_{43}^* = \alpha_{54}^* = \frac{\pi}{3}$, $\alpha_{31}^* = \alpha_{45}^* = \frac{2\pi}{3}$, and $\alpha_{61}^* = -\frac{\pi}{3}$.

3Note that in the example depicted in Fig. 3, the set of desired angles do not give enough information to determine the target.
We simulate the six-agent system under the control law (7). The initial heading vectors were randomly chosen. The simulation results are provided in Fig. 5. It can be seen from Fig. 5a that all agents’ heading vectors gradually point toward the origin. Figure 5b shows that the heading vector errors eventually vanish under the control law (7).

Next, we simulate the system with the same initial condition except that the desired heading of agent 1 was changed to $b_1^* = [-\sqrt{2}, \sqrt{2}]^T$, i.e., $b_1^*$ does not point to the desired target. Simulation results are shown in Fig. 6. Although all desired angles $\alpha_{ij}^*$ are satisfied (Fig. 6b), the agents’ headings do not target a common point. Observe from Fig. 6a that the intersections of the lines containing the heading directions are vertices of a regular hexagon.

V. CONCLUSIONS

In this paper, a framework for studying the pointing consensus problem was formulated. A control strategy was proposed to solve the problem with rooted out-branching graphs. The analysis in this paper was based on mathematical induction and the notion of almost global input-to-state stability theory.

When the graph is not restricted to directed acyclic graph, there may exist some undesired equilibria that are nontrivial to examine their stability. Studying the pointing consensus with general graphs is a further research direction. It is observed that some relative information on the positions of the agents need to be available to solve this problem completely.
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