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Abstract
Acknowledging the devastating consequences of past earthquakes, current research efforts focus on the development of tools for assessing and controlling the risk and losses associated with future earthquakes, in addition to trying to minimize construction costs. Apart from providing a control of these levels, earthquake engineering can also provide solutions to manage the financial implications of the expected hazardous events. The first part of this article focuses on the management of the expected losses through the mechanism of transfer of the financial risk via earthquake insurance. Various insurance models are explained and applied in different case studies, and numerous analyses are performed across Europe, for a benchmark four-storey reinforced-concrete frame building. The results highlight significant variation in the premiums with seismicity, design practices and properties of the insurance model. It is crucial that any mitigation or transfer framework should use probabilistic methods to consider the uncertainties inherent in the hazard and structural response estimates. For example, different studies for the same region often indicate considerable differences in seismic hazard estimates. The uncertainty inherent in the hazard input model is transferred to and affects the results of the structural design and the performance assessment. Thus, the second part of the article investigates the impact of the epistemic uncertainty in the hazard model on the structural design and consequently the estimated future losses and risk levels, again for the benchmark building. First, a comparison is performed between the hazard data from two studies for different locations in Italy, in order to assess the possible range of variation in estimated hazard levels amongst different studies. The effects of these hazard variations on the seismic design and risk and loss metrics for the benchmark building are also investigated for these locations. Finally, a simplified approach for modelling hazard uncertainty is introduced and various sensitivity analyses are performed to investigate the effects of the hazard uncertainty across Europe. It is shown that hazard uncertainty can be of differing importance for the various involved stakeholders.
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1 Introduction

Two mechanisms are usually employed to manage the implications of earthquakes: mitigation and transfer (Goda et al. 2014). The first mechanism aims to reduce the risk levels a structure or facility is exposed to and thus mitigate the losses, in addition to increasing the safety levels. This can be achieved, for example, by developing and enforcing seismic provisions in national regulations for the design of new buildings. Improving seismic design standards can sometimes be difficult, since the future benefits are more uncertain compared to the immediate costs involved. It is often achievable, however (Olshansky 2005). Moreover, attempts have been made at the national level to promote strengthening strategies by providing tax deductions for such improvements, for instance in Berkeley, USA (Spence 2007), or more recently in Italy with the Sismabonus project (Cosenza et al. 2018).

In the transfer mechanism, a percentage of the losses is covered by a third party (e.g. an insurance or re-insurance company). Usually, it is agreed that the homeowners will still have to cover losses from small events that happen frequently, but they will transfer the responsibility of dealing with the effect of more catastrophic events to the insurer. It is surprising though that even in seismically active areas earthquake insurance is not very widespread. For example, in California fewer than 20% of the residential buildings are insured (Spence 2007). As explained by Kunreuther (1993), one reason is that homeowners either question the benefits compared to the insurance cost or they feel that a disaster will not happen to them. A survey by Palm (1995) showed that a person’s response to earthquake hazard can be affected by various parameters, such as equity, income, age, gender, proximity to risk-prone areas, and experience from past events. Insurance companies can also be reluctant to promote this type of insurance, fearing the uncertainty of major earthquakes, which can be devastating for the economic survival of the company. This reluctance is usually overcome by reinsurance, which aims to transfer the risk of a very large loss from (often national) insurance companies to (international) reinsurance companies.

It is also interesting that earthquake insurance penetration rates (i.e. percentage of global insurance premiums over a country’s gross domestic product) are unevenly distributed among different countries. Apart from the differences in the seismicity and exposure levels of the various regions, other factors can explain this heterogeneity, e.g. societal (income, educational level, and available information that can influence public willingness to insure) and political (government involvement in the insurance sector). Globally, these rates vary from 1% to almost 100% (Michel 2014). Maccaferri et al. (2011) find significant variation of the penetration rates (from 5 to 90%) in the different EU member states. It is noted that many regions of high seismicity (e.g. Greece and Italy) have very low penetration rates (below 10%). On the other hand, high penetration rates can be seen in locations of low seismicity (e.g. the UK). This is attributed to the fact that earthquake insurance is usually bundled with other policies (e.g. insurance for fire, personal accidents, life assurance and property loss) in the countries with high penetration rates. Maccaferri et al. (2011) also highlight the importance of “risk-based” insurance, as opposed to flat pricing. They note that only six member states have risk-based insurance policies.

The evaluation of the seismic risk of a structure, a necessary input in the definition of any mitigation or transfer framework, is affected by significant uncertainties. These uncertainties are often denoted by the adjectives “aleatory” and “epistemic”, and affect the three key components of seismic risk, namely the hazard, the structural vulnerability and the exposure. The definition of seismic hazard curves for a site is affected by substantial epistemic uncertainty, in addition to the randomness inherent in the occurrence of a
major earthquake and its ground motions. This is reflected in the significant difference in the assessed seismic hazard according to different studies for the same region. For example, Belvaux et al. (2014) compared the results of two different hazard studies for France, showing that the values of the mean peak ground acceleration (PGA) for a 475-year return period from the 2013 European Seismic Hazard Model (ESHM13) (Giardini et al. 2013; Woessner et al. 2015) are on average half of those obtained by the MATE-02 project (Martin et al. 2002). Significant differences are noted also in Germany in Grünthal et al. (2014) between the results from ESHM13 and an older national hazard map. An updated PSHA for Romania was performed by Pavel et al. (2016). They observed that ESHM13 gives on average significantly lower values of PGA for a mean return period of 475 years compared to their results. This epistemic uncertainty is particularly influenced by the choice of the ground motion prediction equations used for describing the seismic attenuation from the source to the site (Grünthal et al. 2018; Douglas et al. 2014; Stucchi et al. 2011; Bradley 2009) as well as choices made in the characterization of the seismic sources (e.g. fault recurrence intervals).

This article presents an investigation of how the seismic hazard, and its uncertainty can affect risk management plans. For this purpose, the four-storey reinforced-concrete (RC) building of a previous article by the same authors of this work is considered (Gkimprixis et al. 2020), together with different seismic hazard scenarios in Europe. Section 2 illustrates a brief overview of the design and risk and loss assessment of the building, whereas Sect. 3 discusses the topic of loss-based earthquake insurance. The effect of the assumptions made for the insurance model on the resulting premium rates is first investigated. Then a procedure for defining the insurance model’s properties based on a target limit for the loss coverage is suggested and applied across Europe, using the data for the aforementioned building.

The second part of the article investigates the effect of the epistemic uncertainties inherent in the definition of the seismic hazard on the design and consequently on the seismic risk estimates, the construction costs and the expected losses (i.e. the parameters that define any risk management framework) for the benchmark building. The study’s results shed light on the levels of accuracy to be sought in the definition of the hazard by considering the impact of the hazard uncertainty on the building’s cost and safety.

It is highlighted that an important aspect to be considered when applying a framework among different countries is data harmonization. For this reason, a harmonized (during a three-year European project with inputs from hundreds of experts) seismic hazard model for Europe (ESHM13) is used herein. Also, there is a move in Europe to define harmonized design standards through the adoption of the design criteria in the Eurocodes. Data harmonization becomes more difficult, however, when the involved construction costs are considered, since material and labour costs can differ significantly among different countries. This subject needs further investigation in the future, if further harmonization is sought.

2 Overview of the risk and loss assessment methodology

This section presents a brief summary of previous research by the authors (Gkimprixis et al. 2020), to demonstrate the risk and loss assessment methodology that is the basis of the work presented here. The study concerns a 4-storey 3-bay RC building (Fig. 1), designed according to Eurocodes (CEN 2004a, b) considering different levels of the design peak ground acceleration (PGAₜ), namely 0.0 g, 0.1 g, 0.3 g and 0.5 g (infills
considered only in the assessment), and using the Type 1 horizontal design acceleration spectrum of Eurocode 8 (EC8) (CEN 2004b), together with the assumption of class B soil conditions.

The seismic performance of the models under increasing seismic intensity was estimated via incremental dynamic analyses (Vamvatsikos and Cornell 2002). The results of these analyses were fitted using the maximum-likelihood approach (Shinozuka et al. 2000) to derive fragility curves for every component (structural and non-structural) of each storey explicitly (76 fragility curves for each model). A lognormal distribution function was used for the analytical expression of the fragility curves, and inter-storey drift and acceleration thresholds were defined to consider different limit state conditions of the drift-sensitive and acceleration-sensitive components.

A risk analysis was then performed to evaluate the annual collapse risk of the designed models, using as a risk metric the mean annual frequency (MAF) of collapse, $\lambda_c$. This is obtained from the convolution of the fragility curve of the building for ‘global collapse’ (i.e. the building collapses if the collapse criterion is met at any storey) and the hazard curve of the assessed location, $H(IM)$. Analytically it can be expressed as (Kennedy 2011):

$$\lambda_c = \int P(C|IM) \cdot |dH(IM)|$$  \hspace{1cm} (1)

where $|dH(IM)|$ denotes the absolute value of $dH(IM)$, with $d$ being the differential operator. The hazard curve provides the MAF of exceeding various levels of the seismic intensity measure (IM), whereas the fragility, $P(C|IM)$, refers to the probability of collapse conditional on the IM level.

The construction costs for the four PGA levels and a damage and loss model were used to convert the fragility curves to vulnerability curves, expressing the expected value of annual losses conditional on the IM, $E(AL|IM)$. The total vulnerability of the building equals the sum of the vulnerability of each component at every storey, which is based on the fragility curves of the component for the various damage states and the costs associated with each damage state. The inputs and approach for loss assessment were based on various studies (e.g. Wen and Kang 2001; Lagaros 2007; Kappos and Dimitrakopoulos 2008; Padgett et al. 2010; Crowley et al. 2012; Ramirez et al. 2012; Ordaz et al. 2017). The losses derived from the cost of repairing/replacing the damaged structure. In addition to these, additional losses (e.g. from personal property damage, injuries or fatalities, and loss of function of the building) were also considered.
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Following Ramirez et al. (2012), the collapse (C) and no-collapse (NC) cases are considered separately in the loss assessment, according to the following expression:

\[
E[AL|IM] = E[AL|NC, IM] \cdot [1 - P(C|IM)] + C_r \cdot P(C|IM)
\]  

(2)

where \(C_r\) is the cost associated with the case of collapse. If the collapse criterion is met at any storey, then it is assumed that the whole building has collapsed (‘global collapse’ case), and consequently it has to be replaced.

The convolution of the vulnerability, \(E[AL|IM]\), with the hazard gives the expected annual losses, \(EAL\), as:

\[
EAL = \int E[AL|IM] \cdot dH(IM)
\]

(3)

The expected cost due to the future losses over a time period \(t\) is calculated as:

\[
E[FL] = EAL \cdot (1 - e^{-r_d t}) / r_d
\]

(4)

where \(r_d\) is a constant discount rate/year, which converts the future losses into present monetary value.

Finally, the expected value of the life-cycle cost, \(E[LCC]\), over the time period \(t\), can be expressed as:

\[
E[LCC] = C_0 + E[FL]
\]

(5)

where \(C_0\) is the initial construction cost and \(E[FL]\) is the expected cost due to future losses.

Focusing on the risk mitigation mechanism, the previous work (Gkimprixis et al. 2020) investigated three alternative seismic design approaches. According to the uniform hazard approach, which is the basis of most design regulations, the design acceleration is chosen as the value that has a predefined probability of exceedance in a given time period (e.g. 10% in 50 years). This simplifying approach was compared to two more advanced and rigorous methods that aim to control the risk and loss levels at the design stage. In the following section, this approach and the results of the study described in this section are used to investigate possible strategies for seismic loss management through the transfer mechanism. In the final section, the problem of uncertainty in the hazard is discussed and various sensitivity analyses are performed to highlight its importance when defining a risk mitigation or transfer plan.

3 Insurance strategies for seismic loss management

A typical insurance strategy involves the definition of two quantities, namely the deductible (\(D\)) and the limit (\(L\)), denoting respectively the minimum and maximum losses covered by insurance in the case of an incident/hazardous event (Goda et al. 2014). Assuming that all the losses between \(D\) and \(L\) are covered by the insurer (i.e. there is no coinsurance), the total amount covered (claim) is obtained as (Goda et al. 2014):

\[
\text{claim} = \begin{cases} 
0, & \text{for loss} \leq D \\
\text{loss} - D, & \text{for} \ D < \text{loss} < L \\
L - D, & \text{for} \ \text{loss} \geq L
\end{cases}
\]

(6)
The claim sets the minimum (or pure) premium that the company should charge to cover the expected losses. Obviously, the insurance premium must be increased for the company to make a profit. The insurance premium can be expressed as (Yucemen 2013):

\[
\text{insurance premium} = \frac{\text{claim}}{1 - \text{LF}}
\]  

(7)

where LF is a load factor introducing hidden uncertainties, other expenses and the profit of the insurer. The minimum insurance premium that the company should charge just to cover the expected costs/expenses and have no profit is obtained by setting LF = 0, and is equal to the homeowner’s claim. The premium would need to be increased by assuming a higher LF value for the company to make a profit. For example, Yuceman (2013) reports for Turkey that LF equals 0.4, which translates into an increase of 67% over the minimum premium.

With the deductible the insurance company avoids dealing with small claims that can happen more often and that can be covered directly by the owner. The aim of the limit point is to protect the insurance company from extreme scenarios that can jeopardize the economic survival of the company. These points are defined based on the needs of the involved stakeholders (e.g. property owners, insurance and reinsurance companies, capital market and government). In a typical insurance scheme, \( D = 10\% \) and \( L = 50\% \) of the insured value (Yoshikawa and Goda 2014), though different schemes can be defined. A review of the existing insurance systems applied in various countries by Goda et al. (2014) shows that deductible values between 1 and 15% are usual. Other techniques to define the deductible and limit points can be found in the literature, for example based on the return period (Pakdel-Lahiji et al. 2015).

As an example, Fig. 2a shows the insurance model for \( D \) and \( L \) set to 10% and 50% of the construction cost, respectively. With this model, the owner cannot claim anything if the losses are less than 10% of the construction cost, while for more extensive damage the company will pay the difference, with a maximum coverage of 50%-10% = 40% of the building’s value. The extreme case of full insurance \((D = 0, L = 100\% \text{ of the construction cost})\) is given as well, which means that all losses are covered by the insurance company. Also, a second example for the partial insurance model is shown in Fig. 2b, with \( D \) and \( L \) assumed equal to 2% and 25%, respectively. These models are implemented in the case studies of the following section. It is clarified that the construction cost herein refers to the

![Fig. 2 Claim for the case of full insurance (claim = losses), and partial insurance with: a D = 10%, L = 50%, and b D = 2%, L = 25%](image-url)
cost of structural and non-structural components only. No additional losses are included (e.g. due to personal contents loss, income and rental losses or injuries and fatalities) since they can be considered separately with different insurance models.

3.1 Application of the insurance models

This section presents an application of earthquake insurance modelling for the 4-storey 3-bay RC building which was designed (using the uniform-hazard approach) and analysed in Gkimprixis et al. (2020) (see Sect. 2). In this example, the building is located in Aigio, Greece (38.2°N-22.082°E). First, the hazard curve for the location is obtained from ESHM13 (Giardini et al. 2013; Woessner et al. 2015). Then, the acceleration level, PGA\textsuperscript{UH} corresponding to a MAF of exceedance equal to 1/475 (10%-in-50-years probability of exceedance) is obtained from the hazard curve (see Fig. 5). Using this value (0.48 g) as the design acceleration, the corresponding vulnerability curve is derived based on the results of Gkimprixis et al. (2020). In that work, site class B was assumed in the seismic design stage. Therefore, the hazard curve of the location is multiplied by the soil factor 1.2 (expressing the ratio between PGAs on site classes B and A in EC8) to consider class B soil conditions. With this hazard curve and the vulnerability curve of the designed building, the loss exceedance curve (red curve) of Fig. 3 is derived. In particular, the losses and the MAF are equal to the \(E_{\text{AL/|IM}}\) calculated with Eq. (2) and the corresponding \(H(\text{IM})\), respectively. This curve gives the MAF of exceeding different levels of losses and the area under the curve gives the EAL. In this example, the EALs (accounting for repair costs only) are equal to 1,584€.

In the case of a fully insured building, these losses would all be covered by the insurance company (claim = EAL). If the partial insurance model of Fig. 2a \((D = 10\%, \ L = 50\%)\) is applied instead, a new curve is derived (black curve) for the owner, which shows the percentage of the losses that can be claimed. This can be obtained by evaluating, for each loss level, the portion of costs covered by the owner and those covered by the insurer. The owner has to cover the losses that are under the black curve, while the rest are covered by the insurance contract and thus transferred to the insurance company. In other words,
from the 1,584€ mentioned above, 478€ are covered by the insurance and the remaining repair costs (1,106€) would need to be covered by the homeowner alone. Thus 478€ is the minimum amount that the company should charge to cover their expenses, i.e. insurance premium = claim, assuming LF = 0 in Eq. (7).

Given that only 30% of the EAL (i.e. 478€ of 1,584€) are covered in this example, a different insurance scheme is investigated, by implementing the model of Fig. 2b ($D = 2\%$, $L = 25\%$) and the results are presented in Fig. 3b. With these parameters, 60% of the losses (945€) would be covered by the insurer, leaving the homeowner to deal with the remaining EAL (639€). It is obvious from Fig. 3 that the amount of 1,584€ considers the whole range of potential losses together with their MAF of exceedance. In order to understand which levels of losses contribute most to the total EAL, a disaggregation of the 1,584€ in terms of the different levels of the incurred losses is presented in Fig. 4. The horizontal axis in that figure is $E[AL|IM]$, and the vertical is the corresponding percentage of the EAL (i.e. of 1,584€ in this example). Almost 50% of the EAL is derived from losses that are smaller than 5% of the initial cost, which have high MAF of exceedance (Fig. 3), while the contribution of losses higher than 30% is negligible. A sensitivity analysis of the claim with regard to the values of $D$ and $L$ is also presented in the same figure. As stated before, the typical assumption of $D = 10\%$ and $L = 50\%$ gives a 30% coverage of the EAL by the insurance, i.e. the owner has to manage the remaining 70%.

Similar observations were made by other researchers. Yucemen (2013), for example, mentions that the very small deductible (2% in contrast to the more usual value of 10%) suggested by the current insurance policy in Turkey leads to increased premium rates. This is because the small to moderate earthquake events that cause small losses but happen more frequently contribute more to the EAL. For example, earthquakes causing macroseismic intensity VI (corresponding to slight damage) can contribute from 29 to 64% to the EAL, depending on the location considered. By ignoring the contribution of macroseismic intensity V events (to account for the deductible point), the ‘pure risk premium rates’ (equal to an ‘expected annual damage ratio’ times the ‘insured value of the building’) were found between 0.082 and 0.313%, of the replacement cost, for RC buildings that comply with the seismic regulation, and increased to 0.155% and 0.85% for the case of no seismic provisions. Another study for the insurance modelling of residential buildings in Turkey

| Percentage of EAL covered [%] | $D$ [%] | $L$ [%] |
|-------------------------------|---------|---------|
| 45% of EAL: 4% loss          | 0       | 25      |
| 95% of EAL: 36% loss         | 2       | 60      |
| 100% of EAL is equal to 1,584€ in this example | 5       | 39      |
|                               | 10      | 21      |
|                               | 25      | 89      |
|                               | 50      | 60      |
|                               | 100     | 30      |

**Fig. 4** Disaggregation of the EAL and their coverage for characteristic $D$ and $L$ values
(Bommer et al. 2002) suggested values of EAL less than 0.2% of the construction cost. Motamed et al. (2019) estimated EAL for residential buildings in Iran between 0.12 and 0.5% of the replacement cost. The review of the international insurance systems of Goda et al. (2014) showed that the premium rates can vary from 0.018% to 0.9% of the construction cost, while Yucemen (2013) gave values of 0.525% for California, 0.43% for Japan and 0.727% for Mexico.

From the above it is clear that different insurance models can be defined based on national guidelines and other research works. However, as mentioned in the introduction, many homeowners are reluctant to buy earthquake insurance, as they are sceptical about the benefits compared to the premium (insurance cost). Various approaches can be proposed to help overcome this reluctance. Herein, a way to define $D$ and $L$ with the objective of sharing the EAL evenly between the insurer and the owner is investigated. Of course, this can be accomplished with many different combinations of $D$ and $L$, but the aim here is to have a deductible between 2 and 5% of the initial cost. Therefore, we consider it more reasonable to set $D$ and $L$ as the points where 45% and 95% of the EAL are concentrated. This will result in the owner covering the 45% of EAL that come from small earthquake events and 5% of the losses that come from very rare events, leaving the remaining 50% (from 45 to 95%) to the insurer. Other $D$ and $L$ values could also be considered, but this is outside the goal of this study. If this scheme is applied in the case study, the deductible and limit points are $D = 4\%$ and $L = 36\%$ (see Fig. 4).

### 3.2 Investigation for Europe

This subsection investigates the sensitivity of the percentage of the EAL that is transferred to the insurer, on the assumptions made for the deductible and limit points, considering various sites in Europe characterized by different seismicity. In Europe, there is a strong variation in the hazard from site to site, with changes not only in the PGA levels for the design return period, but also in the shape of the hazard curve. This obviously affects the risk estimates and the losses expected to be incurred. Figure 5a shows the selected locations across Europe, together with the uniform hazard PGA with a return period of 475 years, $\text{PGA}_UH$, obtained from ESHM13 (Giardini et al. 2013; Woessner et al. 2015). The hazard curves of the selected locations are plotted in Fig. 5b.

First, the vulnerability of the structure is estimated, based on the design acceleration, considered equal to the $\text{PGA}_UH$ for a 475-year return period. Then, the EAL are calculated by convolving the vulnerability and hazard curves. The results expressed as a percentage of the initial construction cost are presented in Table 1. It is observed that the EAL are increased in regions of higher seismicity, even though the design acceleration is also increased (higher design requirements). A second case is also examined, which refers to buildings with no seismic provision ($\text{PGA}_d = 0$), designed only with the gravity loads combination (i.e. $1.35G + 1.5Q$, where $G$ and $Q$ are the permanent and live loads, respectively).

Using the partial insurance model of Fig. 2a ($D = 10\%, \ L = 50\%$) and the procedure explained in the previous subsection, the claim values are estimated for each location. It is recalled that this parameter shows the percentage of the EAL that is covered by insurance, based on the insurance model applied. The results of Table 1 for the five locations show that the EAL covered by the insurance are small, and vary roughly between 20 and 40%. If the deductible and limit points change to 2% and 25%, respectively, then the percentage of the EAL that is covered by the insurance is increased, and is found in the range between 55 and 65%.
These results were expected, based on the conclusions of the previous subsection. In the previous section, we also discussed the possibility of defining $D$ and $L$ as the points where 45% and 95% of the total EAL are concentrated. Using this approach for the assessed locations herein, $D$ is found roughly between 3 and 5% and $L$ between 20 and 45% of the initial construction cost.

In order to repeat the procedure for every location across Europe, the PGA values that correspond to 1%- , 2%- , 5%- , 10%- , 39%- and 50%-in-50-years exceedance probabilities for the different locations are obtained from the ESHM13 project. The second-order polynomial function in log-space proposed by Vamvatsikos (2013) is used to extrapolate the hazard curves to a wider range of PGA, if required. Figure 6 presents the PGA$^{\text{UL}}$ values for site class A that correspond to a 10%-in-50-years exceedance probability (MAF of exceedance $2.1 \cdot 10^{-3}$). As the seismic designs of the case study buildings were undertaken in Gkimprixis et al. (2020) using the EC8 spectrum for site class B, the PGAs for site class A
from the ESHM13 are multiplied by the soil factor 1.2, expressing the ratio between PGAs on site classes B and A in EC8, to construct the ‘reference’ hazard curves.

For each location the EAL are calculated based on the design PGA. The insurance premium is set equal to the EAL (case of full insurance) to calculate the minimum amount (no profit) the company should charge just to cover the expenses for the repair/replacement costs. In other words, LF in Eq. (7) is taken equal to zero. Two cases are considered: one for buildings designed with the uniform hazard approach consistent with the seismic provisions (Fig. 7a), and one for buildings designed for gravity loads only (Fig. 7b).

The maximum value of the EAL for the case of seismically designed buildings is around 2,455€, which increases to 11,566€ in the case of no seismic provision, which are equal to 0.35% and 1.8% of the construction costs of these buildings, respectively. These values are the expenses of the insurance company in the case of full insurance ($D = 0, L = 100\%$) and can be seen as the minimum premium (no profit) for full insurance the company has to charge.

The results from the various maps can be summarized in one graph, as shown in Fig. 8, where each point refers to one specific location in Europe. In particular, the ordinate of each point gives the EAL obtained from Fig. 7a, while the abscissa gives the $\text{PGA}_{\text{UH}}$ associated with that location, obtained from Fig. 6. This plot helps to present the results in a clearer and more concise way than the various associated maps.

Next, the impact of the deductible and limit points on the EAL coverage is investigated, firstly for the case where seismic provisions are considered. For each location the EAL are assessed based on the hazard of the location, and the claim is defined for three insurance models: (a) full insurance ($D = 0, L = 100\%$), (b) $D = 10\%$ and $L = 50\%$, and (c) $D = 2\%$ and $L = 25\%$. The assessed claims for every considered location across Europe with respect to the $\text{PGA}_{\text{UH}}$ of the location (Fig. 6) are shown in Fig. 9a. In the case of full insurance, the claim is equal to the EAL and as stated above, a maximum value of 0.35% of the construction cost is obtained in this case. For the insurance models b and c, the maximum claim is found to be 0.10% and 0.19% of the initial construction cost, respectively.

Figure 9b shows the percentage of the EAL covered by the insurance company when the other two models are applied instead of full insurance. Each point on these graphs shows the value obtained for a given location across Europe with respect to the $\text{PGA}_{\text{UH}}$ of this
Fig. 7 Minimum premium (% of construction cost) for full insurance when the building is designed considering gravity loads and a seismic provisions, and b no seismic provisions (notice the difference in the scales).

Fig. 8 Explanation of the graphs presented in the following case studies; example of summarizing the EAL calculated across the various locations.
location (Fig. 6). In general, it is observed that by applying model b, this percentage varies from 2 to 42% and for the model c from 19 to 70%. It can be concluded that for high seismicity regions the coverage is higher than 20% and 50% when model b and model c are applied, respectively.

In order for the coverage to equal 50% (equal share between insurance company and building owner) in every location, a disaggregation of the EAL is performed. The points where 45% and 95% of the EAL are concentrated are plotted in Fig. 10a, b, respectively. If these values are used for the $D$ and $L$, respectively, then half of the EAL are transferred to the insurance company. A further increase of the obtained $L$ values in each location does not affect the minimum premium by more than 5%, though it would expose the insurer to higher financial risk.

As explained above, for low PGA values the gravity loads are most critical for the design and this leads to over-designing in some cases. This results in a high dispersion of the results in the vicinity of $PGA_{UH} = 0$. Nevertheless, the losses in this area are quite small (see Fig. 7a). In general, it can be concluded that values roughly between 2 and 6% for the deductible are more reasonable in high seismicity regions, whereas $L$ can be set between 20 and 50%.
The above procedure is repeated considering the structure designed only for gravity loads ($\text{PGA}_{d} = 0$). The results are summarized in Fig. 11. As expected, the claim (Fig. 11a) is much higher than for the previous case study, with the maximum value for full insurance equal to 1.76%. When the partial insurance models b ($D = 10\%, \ L = 50\%$) and c ($D = 2\%, \ L = 25\%$) are implemented, then these percentages are 0.51% and 0.96%, respectively. The percentage of the EAL covered (Fig. 11b) ranges from 2 to 56% and 19 to 80%, for models b and c, and is generally higher than 15% and 40% in the high seismicity regions. The deductible (Fig. 11c) and limit (Fig. 11d) points vary from 0.4 to 12% for model b, and 6 to 73% for model c. The general trend suggests a value of $D$ between 2 and 10%, and a value of $L$ between 20 and 50%.

4 Sensitivity of the estimates to the uncertainty in the hazard

As mentioned before, the estimates used in a risk management framework are sensitive to the epistemic uncertainties associated with the hazard input. For example, Fig. 12a and Fig. 12b show the 84th and 50th percentile hazard maps from the current Italian national seismic hazard assessment produced by INGV (Gruppo di Lavoro MPS 2004; Meletti and Montaldo 2007). The uncertainty results from multiple seismic source
zonnations and many ground-motion models within the logic tree of the seismic hazard assessment (see, e.g., Douglas et al. 2014 for a discussion of these uncertainties and their sizes in recent seismic hazard assessments). The difference in the PGAs for the 84th and 50th percentiles for a given site ranges between 0.005 g and 0.063 g, according to Stucchi et al. (2011), who report higher differences when comparing the 84th and 16th percentiles (up to 0.12 g).

Differences can be observed between the results from different studies for the same area, too, as it can be inferred by comparing the results of Fig. 12b with those of Fig. 12c, showing the 50th percentile (median) PGAs obtained from the ESHM13. A comparison between the uncertainties for PGAs and response pseudo-spectral accelerations at 1 s obtained from different hazard studies and for different percentiles can be found in Douglas et al. (2014). The impact of the hazard uncertainty on the safety of the designed structures and the cost implications are investigated in the following sections by considering various case studies.

4.1 Epistemic uncertainty from different seismic hazard models: case study for Italy

Four different locations are considered in Italy (Fig. 13a), for which the hazard curves (50th percentiles) in terms of MAF of exceedance of the PGA (Fig. 13b) are obtained from the INGV and ESHM13 projects. The latter gives higher values of PGAs for the 475-year return period, in the considered areas, as can also be noticed in Fig. 12. That is not the case for the whole range of the PGA levels though, because the slopes of the INGV curves are generally steeper than those from the ESHM13 project and hence the INGV curves often show higher PGAs at higher MAFs.

In the selected locations, the values of the PGAs corresponding to a 475-year return period are found to be 40% to 95% higher for the ESHM13 compared to INGV, as shown in Table 2. These differences in the hazard estimates result in different design accelerations for the reference building, which is translated into different construction costs. The structural performance is also changed, and this affects the risk and loss levels from the expected future seismic activity. These are quantified following the procedure outlined in Sect. 2 and the results are reported in Table 2. EAL<sub>r</sub> and E[LCC]<sub>r</sub> refer to the expected value of the annual losses and of the life-cycle cost when only the repair/replacement costs are considered. When the additional losses are also included in the estimates, the notation is changed to EAL<sub>r,a</sub> and E[LCC]<sub>r,a</sub>. It is clarified that class B is assumed for the soil
conditions in every location; thus the hazard curves are multiplied by the soil factor 1.2, expressing the ratio between PGAs on site classes B and A in EC8.

First, the initial construction cost is calculated considering as design acceleration, $\text{PGA}_{d}$, the $\text{PGA}^{\text{UH}}$ values with a 10%-in-50-years exceedance probability. Because the initial construction costs are not very sensitive to the design acceleration, the relative differences for the two hazard models are less than 2.2% for the various sites. It is also important to mention that the variation of the initial cost in the vicinity of 0.1 g is very low, as discussed in Gkimprixis et al. (2020). This explains why the impact of the considered hazard uncertainty on the construction cost is negligible for Milan (low hazard) and much larger for Cosenza (high hazard).

The MAF of collapse, $\lambda_{C}$, evaluated via Eq. (1), is very sensitive to the hazard model choice, and the variations can be of two orders of magnitude from the estimates obtained considering the hazard from one project rather than the other. These results give a measure of the importance of considering hazard uncertainty in risk assessment.

![Fig. 13 Case study for Italy: a selected locations, b hazard curves (site class A) of the locations from two projects](image-url)
The life-cycle cost derives from the sum of the initial costs and the expected future losses evaluated from Eq. (4) for a 50-year time period and a discount rate of 3% per year. It is noticed that the life-cycle cost is less sensitive to the hazard uncertainty than the risk. This is mainly because the construction cost (which is not very sensitive to the PGA) contributes more than the future losses to the E[LCC]. Nevertheless, the relative variation of E[LCC] (up to 4%) is higher than that of the construction cost. Higher variations in the life-cycle cost are observed if the additional losses are included.

### 4.2 Sensitivity analysis for Europe based on a simplified approach

This section investigates, through a sensitivity study, the effect of the uncertainty in the hazard input on the design and consequently on the risk and loss levels attained for the same reference building considered in the previous sections. To demonstrate the approach, five locations of different seismicity are first studied in detail, and then the procedure is repeated for all locations across Europe.

First, the same locations selected in Sect. 3.2 (Fig. 5) are considered here. A simple approach is followed to investigate the effect of hazard uncertainty, by assuming that the hazard curves of Fig. 5b, considered as the ‘reference’ ones, underestimate or overestimate the PGA levels by 50% at all the MAFs of exceedance. This corresponds to a translation of the hazard curves towards the left or the right. It is clarified that the variation in the hazard curves is described by the variations of the PGA for a given MAF, rather than by variations of the MAF for a given PGA, which would not lead to exactly the same results but the overall conclusions would likely be similar.

The varied curves are assumed to describe the actual hazard of the site, which is different than that described by the ‘reference’ one, and thus will be referred to hereafter as the ‘true’ curves. Having defined the ‘reference’ and the ‘true’ curves, the values of $\lambda_c$, $C_0$, EAL, E[LCC] are calculated for three different cases (based on the consideration of the uncertainty in the design and assessment stages):

- **‘Case 1’ (R/T):** the building is designed with the ‘reference’ (R) curve, and the performance is assessed by evaluating the output parameters of interest using the ‘true’ (T) ones (i.e. varied by 50%, higher or lower than the ‘reference’ one), which could refer to a case where the building has already been designed for a hazard level, but at the assessment stage the hazard input is updated;
- **‘Case 2’ (T/T):** the ‘true’ (varied) hazard curves are used both for the design and the assessment of the various output parameters, corresponding to the situation where the true hazard at a site is known at both the stages;
- **‘Case 3’ (R/R):** the design and assessment of the building are both performed using the ‘reference’ curve, which corresponds to a situation of reduced knowledge of the true hazard.

Then, sensitivity analyses are performed, by comparing the results obtained from the above three cases to each other. Figure 14 summarizes the various analyses performed, using the results from the above cases. The local sensitivity of the generic parameter $p$ (e.g. initial cost, risk, loss, life-cycle cost) is defined as follows:

$$\Delta p[\%] = \frac{(p_B - p_A)}{p_A} \cdot 100$$

(8)
where $p_A$ denotes the value of the parameters obtained from analysis A (for either ‘Case 3’ or ‘Case 1’), and $p_B$ denotes the value of the parameters obtained from analysis 2 (for either ‘Case 1’ or ‘Case 2’), as defined in Fig. 14. The values of $\Delta p$ provide information on the sensitivity of costs, losses, and safety to the hazard, for different sites, thus allowing quantification of the importance of a more accurate hazard assessment.

4.2.1 Scenario I: ‘Case 3’ versus ‘Case 1’

In the first scenario, a comparison is made between the results obtained from ‘Case 3’ versus those obtained from ‘Case 1’. Figure 15 shows the results obtained based on Eq. (8), for the five considered locations. The red and blue points refer to the cases of respectively higher and lower ‘true’ hazards compared to the ‘reference’ one (i.e. hazard underestimated and overestimated by the ‘reference’ curve, respectively). Given that the design in both cases is performed with the ‘reference’ hazard curve, the initial construction costs are the same. The rest of the output parameters are all increased or decreased when the ‘true’ curve is higher or lower, respectively, than the ‘reference’ one. It is interesting to observe that the estimated values are not symmetrical around zero, although the design is the same and the hazard is increased and decreased by the same percentage. This is attributed to the fact that the fragility and vulnerability functions are not constant, but change with the IM level, resulting in higher sensitivity when the hazard is increased rather than decreased.

It can also be observed that the parameter that is most sensitive to the hazard uncertainty is the risk (differences of up to 200%). Of course, it is important to have in mind that

![Fig. 14 Summary of the scenarios considered within the sensitivity analyses (R = Reference, T = True)](image)

![Fig. 15 Variation of the studied parameters for Scenario I](image)
the risk is very small in absolute terms. The EALs are also very sensitive to the hazard (differences of up to 150%), though the actual numbers are quite small compared to the initial cost. The variation of the E[LCC] is lower, given that it is affected mainly by the change in the initial cost, which is zero in this scenario. It is interesting that the seismic hazard of the site does not play an important role in the sensitivity of the considered parameters, with the exception of the E[LCC].

This type of investigation can be used, for example, to incorporate uncertainties to the insurance model suggested above. For example, the minimum premium (equal to the EAL in the case of full insurance) for Aigio should be increased by a percentage higher than the assumed hazard uncertainty, i.e. by 75% and 105% when the hazard is decreased or increased, respectively, by 50%.

4.2.2 Scenario II: ‘Case 3’ versus ‘Case 2’

A second sensitivity analysis is performed, where a comparison is carried out between the results for ‘Case 3’ and ‘Case 2’. The sensitivities of all the parameters in the assessed locations are calculated according to Eq. (8), and the results are presented in Fig. 16. This investigation highlights the effects of updating the design, previously done with the ‘reference’ hazard, based on the ‘true’ hazard. In contrast to the previous scenario, now the construction cost is changed to meet the true hazard needs. Because of the updated design, the variation of the rest of the parameters is reduced, in comparison with the previous scenario. Also, the variation of the parameters is more dependent on the seismic hazard of the location in contrast to the previous scenario.

4.2.3 Scenario III: ‘Case 1’ versus ‘Case 2’

A final sensitivity analysis is performed by comparing the results obtained from ‘Case 1’ versus those obtained from ‘Case 2’. The results of this sensitivity analysis for the five locations are presented in Fig. 17. As expected, if the design is carried out assuming a ‘true’ hazard that is higher than the ‘reference’ (red points), then the initial construction cost increases, but on the other hand there is a reduction of the risk and losses. The opposite applies in the case of a ‘true’ hazard that is lower than the ‘reference’ one (blue points). The life-cycle cost variations are influenced by changes in both the initial cost and the future losses, and thus they do not follow a constant trend. It can also be observed that the parameter that is most sensitive to the hazard uncertainty is

**Fig. 16** Variation of the studied parameters for Scenario II
the risk. Of course, it is important to have in mind that the risk values are very small numbers. In Aigio, for example, if the ‘true’ hazard is lower than the ‘reference’ one used for the design, the risk is $2.58 \times 10^{-5}$. This is significantly lower than the risk corresponding to the design performed using the ‘true’ hazard curve, which is $1.00 \times 10^{-4}$ (i.e. 289% higher). For the rest of the parameters, it is clear that the differences are in general greater in higher hazard areas than in lower hazard areas (e.g. Cologne). This suggests that ±50% differences in hazard are relatively unimportant in low hazard areas and hence there is less need to refine hazard assessments there. It should be noted, however, that only a single building type and geometry is considered here and hence more analyses are required before drawing wider conclusions.

The EALs are very sensitive to the hazard, with a maximum difference of -30% and 98% in the case of underestimation and overestimation of the hazard, respectively. On the other hand, the sensitivity of the initial cost is lower than 4%, given that the initial cost does not present a significant variation for the different design levels (see Fig. 18a). Although the EALs are significantly affected by the hazard variations, the actual numbers are quite small compared to the initial cost. Thus, the E[LCC] exhibits a reduced sensitivity, being affected mainly by the change of the initial cost.

The graph for the initial cost is almost symmetrical, meaning that under- and over-estimating the hazard has roughly the same effect in absolute terms. That is not the case for the other studied parameters. For example, the impact of overestimating the hazard (‘true’ hazard curve 50% smaller than the ‘reference’ one) on the EAL is higher than when the hazard is underestimated.

To better understand these trends, the location of Catania is selected for further investigation. Figure 18a shows the relation between the initial cost $C_0$ (normalized to the one for PGA_d = 0, i.e. 655,840€) and the design acceleration. This relationship is almost linear for PGA_d values higher than 0.1 g. This is why the 50% increased or decreased hazard results in roughly 2% change of $C_0$ in both cases. Figure 18b shows the results in terms of EAL, normalized to those corresponding to PGA_d = 0 for each case (i.e., 729€, 2,357€, and 4,362€ for -50%, ‘reference’, and +50%, respectively). For reference, a black curve is also plotted which corresponds to considering the ‘reference’ hazard curve both for design and assessment (‘Case 3’ above). The EALs are also evaluated again considering the ‘reference’ hazard curve only for design while the assessment is done with the curve increased by 50% (red line) or decreased by 50% (blue line). Similarly, the colour of the dots shows which hazard curve was used for the design.

![Fig. 17 Variation of the studied parameters for Scenario III](image-url)
The same sensitivity study is performed for the $E[LCC]$ and the results are presented in Fig. 19a, b, with the additional losses disregarded or considered along with the repair/replacement cost, respectively. In this case, the hazard uncertainty does not affect the lifecycle costs in a consistent direction, as mentioned before. This is attributed to the fact that the relation of LCC with the $PGA_d$ is not monotonic, given that the initial cost and the future losses are affected in opposite ways by a change in the $PGA_d$.

### 4.2.4 Investigation across Europe

In this section, the effect of the hazard uncertainty on the cost and performance of the structure is investigated for all locations across Europe. As explained in Sect. 3.2, first, the PGA values that correspond to various exceedance probabilities for the different locations are obtained from the ESHM13 project and the second-order polynomial function in log-space (Vamvatsikos 2013) is used to extrapolate the hazard data to a wider range of PGA, if required. As the seismic designs were undertaken using the EC8 spectrum for site class B, the PGAs for site class A from the ESHM13 are multiplied by the soil factor 1.2,
expressing the ratio between PGAs on site classes B and A in EC8, to construct the ‘reference’ hazard analyses. These PGAs are further increased or decreased by 50% to perform the sensitivity analyses. In order to avoid biasing the conclusions by extrapolating the vulnerability curves to very high values of PGA (e.g. 0.60 g would become 0.90 g for a 50% increased hazard) the results presented here refer to PGAs up to 0.5 g.

The first column of Fig. 20 presents the values of $C_0$ (normalized to the value for $\text{PGA}_{d}=0$, i.e. 655,840€), EAL, E[LCC] (both normalized to the $C_0$ value of each location) and $\lambda_c$, for all the considered locations across Europe. The parameters are evaluated for ‘Case 3’ (defined above), and the resulting values are summarized in the first column of Fig. 20 versus the value of the 475-year-return-period $\text{PGA}^{\text{UH}}$. Each point refers to a given location across Europe, for example the figure for the EAL’ summarizes Figs. 7a and 6 (see explanation in Fig. 8). Similarly, the remaining graphs of the column summarize the values of the parameters for all locations across Europe. These results have already been discussed (and presented as maps) in Gkimprixis et al. (2020), but are summarized here to help with the interpretation of the sensitivity analyses.

The variations in $C_0$, EAL, E[LCC] and $\lambda_c$ for all the considered locations across Europe are then calculated based on Eq. (8). In particular, in the second column of Fig. 20, the sensitivity of the parameters is evaluated for ‘Case 3’ and ‘Case 1’ and in the third column by comparing ‘Case 3’ and ‘Case 2’. The resulting variations show how much the values of the first column will be affected, considering the hazard uncertainty described by Scenarios I and II.

The trends are similar in both scenarios, for all the considered parameters, in the sense that the results of both cases present the same trend (increased or decreased) as the hazard variation. Overall, it can be observed that overestimating hazard (‘true’ lower than ‘reference’, i.e. blue points) introduces lower levels of uncertainty in the estimates, when compared to the case of underestimation of hazard. The most sensitive parameters are the EAL and the risk, mainly in low seismicity regions and for the case of underestimating hazard (red points). In the second scenario the levels of uncertainty in the high seismicity regions are smaller and close to level of the hazard uncertainty. The variation of E[LCC] is mainly affected by the variation in $C_0$, and are both lower than the hazard uncertainty.

For the second scenario (third column of Fig. 20) and for $\text{PGA}^{\text{UH}}$ values higher than 0.1 g, the variations of $C_0$ due to increased or decreased hazards are almost symmetrical. This is a consequence of the relation between $C_0$ and the design acceleration, which is almost linear for $\text{PGA}^{\text{UH}}$ values higher than 0.1 g (see plot for $C_0$ in first column of Fig. 20). In the vicinity of 0.1 g the change in $C_0$ when the hazard is reduced by 50% is smaller than when the hazard is increased (see also Fig. 18a). This is attributed to the minimum requirements of the design code and the fact that for low levels of $\text{PGA}_{d}$ the design is mainly influenced by the gravity loads. This leads to an overdesign in the case of $\text{PGA}_{d}=0$, influencing the slopes of the $C_0$ and EAL curves (Fig. 19a, b).

As previously discussed, the EAL’ variation graphs can be used to account for the effects of hazard uncertainty on insurance premiums. If the ‘true’ hazard is different to the ‘reference’, then the premiums obtained from ‘Case 3’ (Fig. 7a or the equivalent graph of EAL’ in the first column of Fig. 20) should be modified by the percentages reported in the second and the third column, if the design is performed with the ‘reference’ or the updated/‘true’ hazard model, respectively. It is worth noting that in many cases the level of uncertainty introduced in the insurance model is more than twice that of the hazard uncertainty (assumed 50%) for Scenario I, which is reduced to roughly equal the hazard uncertainty when the design is updated to match the ‘true’ hazard (Scenario II).
**Fig. 20** Investigation across Europe: parameters obtained from the analysis for ‘Case 3’ (left) and their variation based on the analyses associated with Scenario I (middle) and with Scenario II (right)
The variations in $C_0$, EAL, $E[LCC]$ and $\lambda_c$ for all the considered locations across Europe are also calculated for Scenario III, using Eq. (8), and the results are summarized in Fig. 21. It is noted that, in contrast to the two previous scenarios, there is no connection of these results to the first column of Fig. 20 (i.e. with ‘Case 3’), since the variations refer to the difference in the estimates resulting from ‘Case 1’ versus ‘Case 2’.

Overall, it can be observed that the effects of the hazard variations change significantly from location to location. For example, the changes in the observed parameters are negligible for low hazard sites with PGA$_{UH}$ less than 0.1 g. It should be clarified that this observation is based on analyses for a single example of a code-compliant structure and may not hold for other types of structure or infrastructure. The parameter that is most sensitive to the hazard uncertainty is the risk, for the case of overestimating the hazard. It is observed that, in high seismicity regions, overestimating the actual hazard of the site can lead to underestimation of the risk by up to 500%. Significant also are the variations of the EAL, which as discussed above for the case of Catania, increase monotonically with PGA$_{UH}$, while the $E[LCC]$ does not exhibit a clear trend in its variation.

As previously commented, the results can provide useful information for the insurance sector. For example, the results for the EAL' (presented in Fig. 20 and in Fig. 21) can be interpreted as the sensitivity of the minimum premium (no profit) in the extreme case of a full insurance contract (no deductible or limit point). Similarly, the sensitivity of the premium in the case of partial insurance can be determined. As an example, the analyses for the three defined scenarios are repeated for the insurance model of Fig. 2a ($D = 10\%$ and $L = 50\%$), which significantly changes the insurance premiums, as seen in Fig. 9a.

The results for Scenarios I and II are presented in Fig. 22a, b, respectively. It is very interesting to observe that the effect of the hazard uncertainty on the partial insurance premiums is increased, compared to the case of full insurance investigated above. This effect is larger in areas of low to moderate seismicity (e.g. with a PGA$_{UH}$ lower than 0.3 g) for Scenarios I and II and a ‘true’ hazard curve 50% higher than the ‘reference’ one. It is recalled though that the obtained EALs are quite low in low seismicity regions (see Fig. 9a). For

---

**Fig. 21** Results for the studied parameters across Europe based on the analyses associated with Scenario III
Scenario III on the other hand, similar results to the case of full insurance in Fig. 21 are observed in Fig. 22 (observe EAL results of the two figures), with some increased impacts in high seismicity regions and for the case of a ‘true’ hazard curve 50% lower than the ‘reference’ one.

Overall, from these results it is concluded that the necessary precision in the definition of the hazard curve depends on the parameter of interest. In other words, the need to invest in the accuracy of the hazard model depends on the stakeholder. For example, a study on the risk sensitivity can be of interest when updating design guidelines and defining the design seismic input and the target reliability levels to be achieved. On the other hand, the information on the sensitivity of the EALs would be more useful for insurance companies that cover losses from future earthquakes, since the uncertainties can seriously affect the insurance premiums.

5 Conclusions

The first part of this article investigates the management of the expected losses due to damage in structures by future seismic events, through the mechanism of transfer of the financial risk via earthquake insurance. Analyses are carried out considering a case-study building (four-storey, three-bay reinforced-concrete frame building) designed following seismic codes, and various assumptions for the insurance model are examined. Based on the obtained results, the following conclusions can be drawn:

- For the prototype building designed with seismic provisions, the amount that should be charged by insurance companies to cover their expenses (no profit) associated with the case of full insurance (all the expenses for repairing the damage are covered by insurance) is found to vary between 0.15 and 0.35% (of the construction cost), in high seismicity regions. This amount substantially increases (values between 0.3 and 1.8% for high seismicity regions) if the prototype building is designed with no seismic design provisions. Of course, these values should be increased for the company to make a profit.
- The expected annual losses are dominated by more frequent events that cause minor damage to the structure. This means that deductibles higher than 10% result in low
insurance rates but at the same time the homeowner has to deal with most of the repair costs.

- Sensitivity analyses suggest using low deductible points (between 2 and 5%) together with limit points between 25 and 50% to obtain a roughly equal share of the losses between the insurer and owner.

The second part of the article investigates the effects of the epistemic uncertainties inherent in the hazard input definition. First, a comparison between two studies for Italy shows that:

- Significant variations in the hazard are noticeable amongst seismic hazard studies for the same location;
- Significant variation of the hazard is noticed even within the same study (e.g. if we compare the median with other percentiles) due to epistemic uncertainty in the seismic hazard inputs (e.g. zonation, maximum magnitudes and ground-motion models).

Then, the effect of the differences between two hazard models for Italy on the seismic design of structures and consequently on the construction cost, the life-cycle cost and the risk estimates are investigated. To expand the investigation to the whole of Europe, a simplifying approach to model hazard uncertainty is introduced, and various sensitivity analyses are made. The general conclusions are:

- The necessary precision in the definition of the hazard input depends on the parameter of interest, and consequently, the need of investing in the accuracy of the hazard model depends on the stakeholder;
- The initial construction cost presents small variations and consequently the life-cycle cost also does not vary significantly;
- The parameters exhibiting the most significant variations from site to site are the annual collapse risk and the expected annual losses;
- The sensitivity of the insurance premium to the hazard uncertainty depends on the defined deductible and limit points.

More specifically, three scenarios are investigated, and the most important findings are summarized in the following:

- Scenario I: A first analysis is performed in which the design and the assessment are both performed with a ‘reference’ hazard curve. Then, a different hazard curve, which represents the ‘true’ hazard by varying the ‘reference’ one, is defined. The uncertainty introduced in the most sensitive parameters (i.e. the risk and the losses) is higher than that of the hazard;
- Scenario II: The design is changed to meet the ‘true’ hazard. The change of the design means that the initial construction cost is affected. However, this update reduces the effect of the hazard uncertainty on the parameters (compared to the previous scenario), especially in high seismicity areas; and
- Scenario III: The building has been designed with the ‘reference’ hazard and assessed with the ‘true’, in comparison with performing both the design and the assessment with the ‘true’ hazard. The effects of the hazard variations are negligible for low hazard sites. For high seismicity regions and for overestimating the hazard, the levels of uncertainty
introduced to the loss and the risk estimates are moderately higher than the assumed hazard uncertainty.

It is highlighted that the investigations refer to a single case-study structure, assumed to be built in all locations across Europe using the same materials and construction costs and hence the conclusions may not hold for other types of structures or other elements at risk.
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