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ABSTRACT

The four-dimensional effective action for D5-branes in generic compact Calabi-Yau orientifolds is computed by performing a Kaluza-Klein reduction. The $\mathcal{N} = 1$ Kähler potential, the superpotential, the gauge-kinetic coupling function and the D-terms are derived in terms of the geometric data of the internal space and of the two-cycle wrapped by the D5-brane. In particular, we obtain the D5-brane and flux superpotential by integrating out four-dimensional three-forms which couple via the Chern-Simons action. Also the infinitesimal complex structure deformations of the two-cycle induced by the deformations of the ambient space contribute to the F-terms. The superpotential can be expressed in terms of relative periods depending on both the open and closed moduli. To analyze this dependence we blow up along the two-cycle and obtain a rigid divisor in an auxiliary compact threefold with negative first Chern class. The variation of the mixed Hodge structure on this blown-up geometry is equivalent to the original deformation problem and can be analyzed by Picard-Fuchs equations. We exemplify the blow-up procedure for a non-compact Calabi-Yau threefold given by the canonical bundle over del Pezzo surfaces.
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1 Introduction

In recent years much progress has been made in the study of supersymmetric four-dimensional effective actions arising from Type II compactifications with D-branes and background fluxes \[1, 2, 3, 4\]. In these set-ups gauge theories are localized on space-time filling D-branes while chiral matter arises along their intersections \[5, 2, 4\]. For consistent compactifications one needs to include an orientifold projection by dividing out the reversal of the world-sheet parity as well as some geometric involutions. The orientifold planes are located on the fixpoint set of the geometric involution and have to cancel the positive tension of the space-time filling D-branes. In order that the four-dimensional effective theory admits \(\mathcal{N} = 1\) supersymmetry, all D-branes have to preserve the same supersymmetry as the orientifold planes. The implementation of all the consistency requirements in phenomenologically appealing set-ups has been successfully carried out for compactifications with O3 and O7-planes and the corresponding D-branes \[5, 2, 4, 3\].

In this work we will focus on the class of orientifold compactifications admitting O5-planes and space-time filling D5-branes. Our aim is to determine the four-dimensional \(\mathcal{N} = 1\) effective action for the D5-brane moduli coupling to the closed string zero modes from the internal Calabi-Yau orientifold geometry. This will be done by performing a Kaluza-Klein reduction of the Dirac-Born-Infeld and Chern-Simons action for the D5-brane. Similar analysis for D3- and D7-branes on generic Calabi-Yau orientifolds has been carried out in refs. \[6, 7, 8, 9, 10\]. For D5-branes the effective action including the bulk couplings has been evaluated for orbifold compactifications \[11, 12\]. A review of these results can be found in ref. \[2, 4\].

In the open string sector one finds \(\mathcal{N} = 1\) vector multiplets for the gauge theory on the D-brane. In addition, there are chiral multiplets parametrizing the Wilson line moduli as well as the deformations of the D-brane. For D5-branes the Wilson lines arise if the wrapped Riemann surface is of genus one or higher. In this work we will not consider intersecting branes, such that there are no additional charged matter fields. In the \(\mathcal{N} = 1\) effective four-dimensional theory the kinetic terms for all chiral multiplets must arise from a Kähler potential. We will be able to derive its explicit form, generalizing the expressions for the closed string moduli found in refs. \[13\]. It will be shown that the deformation moduli of the D5-brane correct the \(\mathcal{N} = 1\) complex coordinates on the Kähler moduli space of the closed sector, while the Wilson line moduli correct the dilaton complex coordinate. The situation is thus similar to the one encountered in compactifications of the Type I string \[2, 4\].

In order that the D5-branes preserve the \(\mathcal{N} = 1\) supersymmetry of the background they have to wrap holomorphic cycles in the internal space \[14\]. In addition, also the combination of the NS–NS B-field and the gauge flux on the D5-brane have to vanish. However, this will no longer be the case if one considers fluctuations around the background configuration. One expects that in this case there will be a scalar potential induced for these variations. We will explicitly derive this potential.
by reducing the D-brane effective actions and show that it splits into F- and D-term contributions. In order to do that, we find that it is crucial to also include non-dynamical three-forms arising in the reduction of the bulk R–R fields. These couple via the Chern-Simons action to the D5-brane moduli and induce additional contributions to the scalar potential. Moreover, we also have to account for contributions in the Dirac-Born-Infeld action which are induced by the variations of the complex structure of the ambient Calabi-Yau orientifold. These new insights together with explicit knowledge of the $\mathcal{N} = 1$ Kähler metric on the field space allow us to compute the $\mathcal{N} = 1$ superpotential and D-terms by direct dimensional reduction of the bosonic D-brane actions.

In our study of $\mathcal{N} = 1$ theories with D5-branes and background fluxes the superpotential $W$ is of particular interest. Its holomorphicity protects it from perturbative corrections and allows it to be computable using topological models associated to the physical string $[15, 16, 17, 18, 19, 20, 21]$.

It thus plays a crucial role in the extension of mirror symmetry between Type IIA and Type IIB compactifications on mirror dual Calabi-Yau manifolds $X$ and $Y$ from the closed to the open string topological sector. In fact, the mirror dual of the D5-brane superpotential in Type IIA is, in the mirror large radius expansion, the generating function for suitably counted holomorphic disk worldsheet instantons ending on a D6-brane wrapped on a special Lagrangian submanifold of $X$. This is analogous to the closed string case where the prepotential is the generating function for suitably counted genus zero worldsheet instantons on $X$ in Type IIA. Recall that the prepotential in Type IIB topological model is computed by considering the dependence of the holomorphic three-form $\Omega$ on the complex structure of the Calabi-Yau manifold $Y$. More precisely, one notes that the variation of the Hodge structure of $H^3(Y)$ with respect to the complex structure deformations has a flat Gauß-Manin connection and leads to a system of differential equations for the holomorphic three-form called Picard-Fuchs equations. The periods of $\Omega$ contain the information about the Type IIB prepotential, together with preferred coordinates defining the mirror map to Type IIA. This provides a much simpler calculation for this quantity in the Type IIB than in the Type IIA theory due to the use of classical geometry. Note that mapping the Type IIB to the mirror Type IIA configurations also provides an extension of the latter to stringy length scales.

Including also the open string sector and deriving the superpotential is more involved$^3$. It has been realized in $[23, 24, 19, 20]$ that in the generalization to the open string sector the variation of the Hodge structure has to be replaced by the variation of the mixed Hodge structure. This replacement is due to the D5-brane contribution to the superpotential $W$ that is calculated by an integral of the holomorphic three-form $\Omega$ over a three-chain $\Gamma$, whose boundary includes the curve $\Sigma$ on which the D5-brane is supported $[15]$.

$$W_{\text{open}} = \int_\Gamma \Omega .$$

---

$^2$The second key quantity of the open string is the gauge kinetic function, which encodes the annulus contributions.

$^3$An idea alternative to the following discussion has been developed and exploited for concrete examples in $[22]$ where the superpotential has been computed using methods from conformal field theory and Landau-Ginzburg techniques.
Then, the variation of the mixed Hodge structure leads again to Picard-Fuchs systems for the periods and the chain integrals as well as to preferred coordinates. This has been extensively studied for non-compact Calabi-Yau manifolds with special brane configurations [19, 20, 21]. In particular, the open string superpotential has been analyzed in some generality and depth for a non-compact toric Calabi-Yau manifold with Harvey-Lawson type branes [19, 20]. In these cases the chain integral reduces to an integral of a meromorphic one-form over a one-chain. Since all basic ideas are realized here in an elementary fashion and all quantities can be explicitly calculated, we will recall this construction in section 4. In the non-compact case the results have been obtained for all world-sheet topologies and checked successfully against calculations in the Type IIA models using the topological vertex, localization and large $N$ methods at various points in the moduli space [25, 26, 21].

Significant progress in the extension of these ideas to compact Calabi-Yau spaces has been made in [27], where the open string Picard-Fuchs system for the rigid special Lagrangian, defined as the fixpoint locus of the anti-holomorphic involution in the quintic in $\mathbb{P}^4$, has been suggested and the resulting predictions for the disk instantons have been checked. Also the order of the obstruction of the open string moduli by $W$ in certain situations has been analyzed earlier in [17]. So far, however, the compact examples are restricted to very special cases and the general dependence of $W$ on the open string deformations has not passed independent checks. Recently, extending the works [23, 24] to compact examples, a suggestion for a related problem with open string deformations has been made in [28] together with some predictions for disk orbifold instantons, whose status is unclear. The crucial idea in the works [23, 24] is to introduce, following Griffiths [29], an auxiliary divisor containing the curve whose deformations model deformations of the chain integrals. For example, in [28], it is claimed that the Picard-Fuchs equations for a meromorphic differential defined via the auxiliary divisor on a Calabi-Yau space are solved by the chain integrals which define the superpotential and the preferred open coordinates.

In this work we propose an alternative route and map the calculation of the superpotential to the ordinary deformation space of pure Hodge theory on a manifold $\tilde{Y}$, which is obtained by blowing up along the curve $\Sigma$ which supports the D5-brane. This blow-up procedure replaces $\Sigma$ by the projectivization of its normal bundle which is a divisor $D$ in $\tilde{Y}$, so that the mixed Hodge structures of $H^3(Y, \Sigma)$ is equivalent to $H^3(\tilde{Y}, D)$. The manifold $\tilde{Y}$ has negative Chern class. It has a single holomorphic three-form, which vanishes however on $D$. In this way we can argue that the original deformation problem in $H^3(Y, \Sigma)$ is mapped to the complex structure deformations of $\tilde{Y}$. As we start with an arbitrary $\Sigma$ in $Y$ the construction is very general, however concrete calculations are relegated to forthcoming work.

This paper is organized into two parts. The first part is dedicated to the derivation of the four-dimensional effective action governing the low-energy dynamics of the D5-brane system. In section 2 we perform the Kaluza-Klein reduction of the Dirac-Born-Infeld and Chern-Simons action...
of the D5-brane. We summarize the four-dimensional spectrum of the closed and open string sector in section 2.1. Additionally, in section 2.2 we discuss the interdependency of the bulk and brane moduli focusing on the complex structure deformations of the Calabi-Yau Y and the fluctuations of the position Σ of the wrapped D5-brane. We obtain relations useful throughout our whole first order analysis of the effective action. In 2.3 we turn to the detailed calculation of the effective action. Particular emphasis is put on the computation of the scalar potential discussed in section 2.4. We show that crucial F-type potential terms are contributed by the interaction and kinetic terms of non-dynamical three-form fields coupling via the Chern-Simons action to the D5-brane. Finally, we also identify D-terms due to a non-vanishing combination of the NS–NS B-field and the gauge flux on the D5-brane as well as background NS–NS fluxes.

In section 3 we cast the results of the dimensional reduction into the standard N = 1 supergravity form by determining the N = 1 characteristic data. In section 3.1 we summarize the N = 1 complex coordinates that are corrected due to scalar fields arising from the D5-brane and derive the Kähler potential by bringing the kinetic terms of chiral multiplets into the standard N = 1 form. We encounter a no-scale like property of the Kähler potential which enables us to derive the effective N = 1 superpotential in section 3.2. We complete the characteristic data in section 3.3 by giving the gauge kinetic functions for the brane and bulk vectors and analyzing the gauging of shift symmetries. We conclude by evaluating the D-term potential due to the gauged shift symmetries and show that this perfectly matches the result of the dimensional reduction.

In the second part of the paper we turn to a more mathematical treatment of the N = 1 superpotential. In section 4 we complete the D5-brane superpotential into the chain integral expression of [15, 19]. Following [23, 24], we unify it with the flux superpotential to a pairing in relative cohomology. This allows us to study the dependence of the superpotential on the complex structure and D5-brane moduli in more detail. After reviewing the calculations yielding the superpotential for non-compact Calabi-Yau threefolds in section 4.1, we introduce the necessary mathematical tools for the general analysis in sections 4.2 and 4.3. First, we review the situation with complex structure moduli only in section 4.2. After this motivation and a brief repetition of relative cohomology in section 4.3, we present the main idea of our analysis of the open-closed moduli dependence of the superpotential. In section 4.4 we construct an auxiliary divisor in an auxiliary Kähler threefold by blowing up the curve Σ wrapped by the D5-brane. In section 4.5 we discuss in detail how these auxiliary geometrical objects are helpful to analyze the moduli dependence of the superpotential. The presented mathematical machinery can be applied to potentially derive open-closed Picard-Fuchs equations obeyed by the effective superpotential. We conclude in section 4.6 with an example of the described blow-up procedure by considering non-compact curves in the total space of the canonical bundle over the del Pezzo surface B₃.

Our paper has four appendices which provide more detailed computations and definitions omitted in the main text. The appendix A contains standard expressions for the N = 2 gauge-coupling
functions. In appendix B we determine the kinetic mixing between the bulk and brane vectors. In appendix C we present the detailed calculation of the $\mathcal{N} = 1$ F-term scalar potential and list the explicit form of the $\mathcal{N} = 1$ Kähler metric and its inverse. Finally, in appendix D we describe the mixed Hodge structure in more detail.

2 The D5-brane action

In this section we derive the four-dimensional effective action of Type IIB string theory on a generic Calabi-Yau orientifold with O5-planes and D5-branes extended along Minkowski space and wrapped on an internal two-cycle. We begin with the discussion of the four-dimensional field content in section 2.1. On the one hand, it arises from the Kaluza-Klein zero modes for the fields in the ten-dimensional Type IIB bulk supergravity action. On the other hand, the D5-brane dynamics are encoded by the Dirac-Born-Infeld and Chern-Simons action. They describe the dynamics and couplings of the open string modes that are localized on the D5-brane world-volume. We discuss some special relations between the open and closed string modes in section 2.2. In section 2.3 we proceed with the discussion of the calibration conditions for supersymmetric D5-branes in orientifolds with O5-planes and work out the complete effective action of the D5-brane by performing the dimensional reduction of both the Dirac-Born-Infeld and Chern-Simons action. This also includes a discussion of the global consistency conditions imposed to cancel R–R tadpoles. Finally, in section 2.4 we conclude with the derivation and discussion of the complete scalar potential due to the presence of the D5-brane and possible R–R and NS–NS background fluxes.

2.1 The four-dimensional spectrum

Here we discuss the four-dimensional spectrum emerging from compactification of the Type IIB theory. We start our discussion by fixing the background geometry of our setup. In the following, we consider the direct product of a compact Calabi-Yau orientifold $Y/O$ and flat Minkowski space $\mathbb{R}^{1,3}$ with metric in the string frame given by

$$ds_{10}^2 = \eta_{\mu\nu}^{SF} dx^\mu dx^\nu + 2g_{ij} dy^i dy^j .$$

We are interested in compactifications which allow the inclusion of space-time filling D5-branes and O5-planes which preserve $\mathcal{N} = 1$ supersymmetry in four space-time dimensions. This fixes the orientifold projection to be of the form

$$O = \Omega_p \sigma^* , \quad \sigma^* J = J , \quad \sigma^* \Omega = \Omega .$$

Here $\Omega_p$ is the world-sheet parity reversal and $\sigma$ is a holomorphic and isometric involution of the compact Calabi-Yau manifold $Y$. The spectrum consists of two classes of fields. Firstly, there are
zero modes arising from the expansion of the ten-dimensional closed string fields into harmonics of the internal space. Secondly, one finds zero modes arising from open strings ending on the D5-branes. In the following we will discuss both sets of fields in turn.

2.1.1 The closed string spectrum

In order to determine the zero modes from the closed string sector, we first recall the massless bosonic spectrum of the Type IIB theory. It consists of the ten-dimensional metric $g_{10}$, the antisymmetric two-form $B_2$ as well as the dilaton $\phi$ in the NS–NS sector. The R–R sector comprises the form fields $C_0, C_2, C_4, C_6$ and $C_8$ with field strengths $\Theta^{(p)} = \begin{cases} dC_0, & p = 1, \\ dC_{p-1} - dB_2 \wedge C_{p-2}, & \text{else .} \end{cases}$ (2.3)

Note that not all degrees of freedom in the $C_p$ are physical and we have to additionally impose the duality constraints $G^{(1)} = *_{10} G^{(9)}, \quad G^{(3)} = (-1) *_{10} G^{(7)}, \quad G^{(5)} = *_{10} G^{(5)}.$ (2.4)

As in $\mathcal{N} = 2$ Calabi-Yau compactifications the four-dimensional fields arise in the expansions of the ten-dimensional fields into harmonic forms of $Y$. However, in the orientifold setup only fields survive which are invariant under the projection $O$ given in (2.2). One first recalls that $g_{10}, \phi$ as well as $B_2$ and $C_0, C_6, C_8$ are odd under the world-sheet parity operation $\Omega$. This implies that $\sigma^* g_{10} = g_{10}$, $\sigma^* B_2 = -B_2$, $\sigma^* \phi = \phi$, $\sigma^* C_p = (-1)^{(p+2)/2} C_p$. (2.5)

The expansions of the ten-dimensional fields as well as of $J$ and $\Omega$ into harmonics of $Y$ have to be in accord with (2.5) and (2.2). One thus splits the Dolbeault cohomology groups into the two eigenspaces $H^{(p,q)}_+ (Y)$ under $\sigma^*$ with eigenvalues $\pm 1$, respectively. We introduce a basis $(\omega_\alpha, \omega_a)$ of $H^{(1,1)}_+, H^{(1,1)}_-$ with dual basis $(\tilde{\omega}^a, \tilde{\omega}^\alpha)$ of $H^{(2,2)}_+, H^{(2,2)}_-$ such that $\int_Y \omega_\alpha \wedge \tilde{\omega}^\beta = \delta_\alpha^\beta$, $\int_Y \omega_a \wedge \tilde{\omega}^b = \delta_a^b$, (2.6)

where $\alpha, \beta = 1, \ldots, h^{(1,1)}_+$ and $a, b = 1, \ldots, h^{(1,1)}_-$. Moreover, we denote by $(\alpha_K, \beta^K), (\alpha_\tilde{K}, \beta^{\tilde{K}})$ a real symplectic basis of $H^3_+$ and $H^3_-$, respectively. This basis is chosen such that the intersection pairings take the form $\int_Y \alpha_K \wedge \beta^L = \delta^K_L$, $\int_Y \alpha_\tilde{K} \wedge \beta^{\tilde{L}} = \delta_{\tilde{K}}^{\tilde{L}}$, (2.7)

and vanish otherwise. Note that the holomorphic three-form $\Omega$ is contained in $H^3_+(Y)$, hence, $K = 0, \ldots, h^{(2,1)}_+$, but $\tilde{K} = 1, \ldots, h^{(2,1)}_-$. Our conventions are summarized in Table 2.1.
To determine the four-dimensional bulk spectrum we use the cohomology basis of Table 2.1, and
expand the NS–NS as well as the R–R fields. Let us start with the holomorphic three-form $\Omega$. In
accord with (2.2) we expand

$$\Omega = X^K(z)\alpha_K - f_K(z)\beta^K.$$  \hspace{1cm} (2.8)

The $2h_+^{(2,1)} + 2$ coefficient functions $X^K, f_K$ are the periods of $\Omega$. They can be expressed as period
integrals for a symplectic homology basis $(A_K, B^K)$ dual to $(\alpha_K, \beta^K)$ as

$$X^K = \int_{A_K} \Omega, \quad f_K = \int_{B^K} \Omega.$$  \hspace{1cm} (2.9)

where $\int_{A_L} \alpha_K = \delta_{L}^{K} = -\int_{B^K} \beta^L$. The periods depend on the complex structure deformations $z^K, K = 1, \ldots, h_+^{(2,1)}$ of $Y$. We denote the complex $h_+^{(2,1)}$-dimensional field space spanned by $z^K, \bar{z}^\bar{K}$ by $\mathcal{M}^{cs}$. Infinitesimally the $z^K$ parameterize the variations of the internal Calabi-Yau metric with purely holomorphic or anti-holomorphic indices

$$\delta g_{ij} = \frac{i\mathcal{V}}{\int_{\Omega}^{\wedge} \Omega} \Omega^i_{\bar{j}} (\bar{\chi}_K)_{\bar{i}\bar{j}} \delta z^K,$$  \hspace{1cm} (2.10)

where we introduced the string-frame volume $\mathcal{V} = \int_{\Omega} d^6y \sqrt{g}$ of the Calabi-Yau manifold $Y$. We also denoted by $\chi_K$ the basis of $H_+^{(2,1)}(Y)$. This cohomology thus also determines the change of $\Omega$ under complex structure deformations as

$$\partial_{z^K} \Omega = \chi_K - K_\kappa \Omega,$$  \hspace{1cm} (2.11)

where $K_\kappa$ will later be identified with the first derivative of the Kähler potential on $\mathcal{M}^{cs}$. We note that there are only $h_+^{(2,1)}$ complex structure deformations $z^K$ which preserve (2.2). In special coordinates they are expressed through the $h_+^{(2,1)} + 1$ periods $X^K$ as $z^K = X^K/X^0$. Here one uses the fact that $\Omega$ is only defined up to holomorphic rescalings. In the effective four-dimensional theory the $z^K(x)$ will be complex scalar fields and correspond to bosonic components of $h_+^{(2,1)}$ chiral multiplets.

Similarly, we proceed with the remaining NS–NS fields and expand

$$J = v^\alpha(x)\omega_\alpha, \quad B_2 = b^\alpha(x)\omega_\alpha, \quad \phi = \phi(x),$$  \hspace{1cm} (2.12)
where \((v^\alpha, b^a, \phi)\) are scalars in four space-time dimensions. The R–R fields are expanded as

\[
\begin{align*}
C_6 &= A^{(3)}_K \wedge \alpha_K + \tilde{A}^{(3)}_K \wedge \beta^K + \tilde{c}^{(2)}_a \wedge \tilde{\omega}^a + h m_6, \\
C_4 &= V\tilde{K} \wedge \alpha_{\tilde{K}} + U_{\tilde{K}} \wedge \beta^{\tilde{K}} + \tilde{\rho}^{(2)}_a \wedge \rho_a \omega^a, \\
C_2 &= C^{(2)} + c^\alpha \omega_\alpha,
\end{align*}
\]

where \(m_6 = \Omega \wedge \bar{\Omega} / \int_Y \Omega \wedge \bar{\Omega}\) is a top form on \(Y\) normalized such that \(\int_Y m_6 = 1\). In (2.13) the \((A^{(3)}_K, \tilde{A}^{(3)}_K)\) are three-forms, \((\tilde{c}^{(2)}_a, \tilde{\rho}^{(2)}_a, C^{(2)})\) are two-forms, \((V\tilde{K}, U_{\tilde{K}})\) are vectors and \((h, \rho_a, c^\alpha)\) are scalars in the four non-compact dimensions of \(\mathbb{R}^{1,3}\).

Let us comment on the general expansion (2.13) before turning to the D5-brane sector. Note that due to the duality constraints (2.4) not all degrees of freedom in (2.13) are physical. On the level of the four-dimensional effective action one can eliminate half of the degrees of freedom in the R–R fields by introducing Lagrange multiplier terms. However, in order to couple the bulk fields to the brane sector, it turns out to be useful to work with the democratic formulation (2.13). Only at the very end of our analysis we will choose a set of physical degrees of freedom and eliminate the remaining fields using (2.4). This will leave us with \(h^{(1,1)}_+\) chiral multiplets with bosonic components \((v^\alpha, c^\alpha)\), \(h^{(1,1)}_-\) chiral multiplets with components \((b^a, \rho_a)\) and the chiral dilaton multiplet \((\phi, h)\). In addition, there are \(h^{(2,1)}_-\) vector multiplets with vectors \(V\tilde{K}\), cf. Table 2.2.

A second point to note is that the expansion (2.13) also contains three-form fields \((A^{(3)}_K, \tilde{A}^{(3)}_K)\). Clearly, in four space-time dimensions a massless three-form does not carry dynamical degrees of freedom. However, we will show that the inclusion of the three-forms is crucial to determine the scalar potential of a compactification with background fluxes and D-branes from a purely bosonic reduction. In case these terms are omitted a fermionic reduction must be invoked to derive the induced brane and flux superpotential as done, for example, for D7-branes and D5-branes in refs. [10, 32].

### 2.1.2 The open string spectrum

Let us now include space-time filling D5-branes into our setup. In general, they can be arranged in a complicated way as long as the consistency constraints for the compactification are met. We consider a stack of \(N\) D5-branes on a two-cycle \(\Sigma\) in \(Y\). If \(\Sigma\) is in the fix-point set of the involution \(\sigma\), the D5-branes lie on top of an orientifold five-plane and \(\Sigma\) is its own \(\sigma\)-image. More generally \(\Sigma\) can be mapped to a two-cycle \(\Sigma' = \sigma(\Sigma)\) which is not pointwise identical to \(\Sigma\).

In this work we will mostly focus on the simplest situation, for which \(N = 1\), \(\Sigma \cap \Sigma' = 0\) and \(\Sigma, \Sigma'\) are in different homology classes. Hence, we consider one D5-brane on \(\Sigma\) and its image brane on \(\Sigma'\). For this situation the pair of the D5-brane and its image D5-brane is merely an auxiliary description of a single smooth D5-brane wrapping a cycle in the orientifold \(Y/\mathcal{O}\). On \(Y\) it is natural
to define
\[ \Sigma_+ = \Sigma + \Sigma', \quad \Sigma_- = \Sigma - \Sigma', \] (2.14)
where \( \Sigma_+ \) is the union of \( \Sigma \) and \( \Sigma' \) while \( \Sigma_- \) contains the orientation reversed cycle \( \Sigma' \). Clearly, one finds that \( \sigma(\Sigma_\pm) = \pm \Sigma_\pm \).

Let us first discuss the degrees of freedom due to \( U(1) \) Wilson lines arising from non-trivial one-cycles on the six-dimensional D5-brane world-volume. These enter the expansion of the \( U(1) \) gauge boson \( A(\xi) \) on the D5-brane as
\[ A(x, u^a) = A_\mu(x)dx^\mu P_-(u^a) + a_I(x)A^I(u^a) + \bar{a}_I(x)\bar{A}^I(u^a). \] (2.15)
Here we introduce real coordinates \( \xi = (x, u^a), a = 1, 2, \) for the Minkowski space and the two-cycle \( \Sigma_+ \), respectively. We denote complex coordinates \( u, \bar{u} \) in the complex structure induced by the ambient space \( Y \), i.e., by the complex coordinates \( y^i, \bar{y}^\bar{i} \). The one-forms \( \hat{A}^I = A_\hat{u}^Idu, \bar{A}^I = \bar{A}_I^\bar{u}^I du \) denote a basis of the Dolbeault cohomology \( H^{0,1}(\Sigma_+) \) and \( H^{1,0}(\Sigma_+) \), respectively, and \( P_- \) is the step function equaling 1 on \( \Sigma \) and \( -1 \) on \( \Sigma' \). Note that generally the \( U(1) \) field strength \( F = dA \) can admit a background flux \( \langle F \rangle = f \). Since \( F \) is negative under \( \sigma \), this flux enjoys the expansion
\[ f = f^a i^a \omega_a = f^a (i^a \omega_a)_{u\bar{u}} du \wedge d\bar{u}, \] (2.16)
where \( i^a \omega_a \) are the pullbacks of the basis \( \omega_a \) of \( H^{1,1}(Y) \) introduced in Table 2.1. As we will recall later on, \( F \) naturally combines with the NS–NS B-field into the combination \( \ell F - i^a B_2 \) with \( \ell = 2\pi \alpha' \).

The dynamics of the D5-brane is more complicated and is encoded by fluctuations of the embedding map \( \iota : \Sigma_+ \hookrightarrow Y \). These fluctuations are described by sections \( \zeta \) of the normal bundle \( N^Y_\Sigma_+ \) of \( \Sigma_+ \) and its conjugates \( \bar{\zeta} \). In other words, they give rise to real sections \( \hat{\zeta} \) in \( H^0_+ (\Sigma_+, N^Y_\Sigma_+) \) which enjoy the expansion
\[ \hat{\zeta} = \hat{\zeta}^A \hat{s}_A = \zeta + \bar{\zeta} = \zeta^A s_A + \bar{\zeta}^A \bar{s}_A. \] (2.17)
Here the split into \( \zeta \) and \( \bar{\zeta} \) arises from the choice of complex structure on the real normal bundle \( N^R_\Sigma_+ \) which decomposes into the holomorphic normal bundle \( N^Y_\Sigma_+ \) and anti-holomorphic normal bundle \( \bar{N}^Y_\Sigma_+ \). In particular, we will mostly work with \( \zeta \in H^0_+ (\Sigma_+, N^Y_\Sigma_+) \) instead of its real counterpart \( \hat{\zeta} \). In (2.17) we also introduced the real basis \( \hat{s}_A \) and the complex basis \( s_A \) and \( \bar{s}_A \) of the respective cohomology groups. The coefficients \( \zeta^A \) in this expansion become fields \( \zeta^A(x) \) in the four-dimensional effective theory.

We conclude by summarizing the \( \mathcal{N} = 1 \) field content in four dimensions emerging from the bulk and the brane sector in Table 2.2. The precise organization of these fields into \( \mathcal{N} = 1 \) complex coordinates is postponed to section 3.
Table 2.2: The spectrum cast into multiplets of the four-dimensional $\mathcal{N} = 1$ supersymmetry.

| Type          | Number | Fields                   | Type          | Number | Fields                   |
|---------------|--------|--------------------------|---------------|--------|--------------------------|
| chiral multiplet | $h^{(1,1)}_+$ | $t^\alpha = (v^\alpha, c^\alpha)$ | open          | $h^0_+ (\Sigma_+, N\Sigma_+)$ | $\zeta^A$ |
|               | $h^{(1,1)}_+$ | $P_\alpha = (b^\alpha, \rho_\alpha)$ |               | $h^{(1,0)}_+ (\Sigma_+)$     | $a_I$     |
|               | 1      | $S = (\phi, h)$          |               | 1      | $A$                      |
|               | $h^{(2,1)}_+$ | $z^\kappa$               |               |        |                          |
| vector multiplet | $h^{(2,1)}_-$ | $V^K$                   |               |        |                          |

2.2 Special relations on the $\mathcal{N} = 1$ moduli space

In this section we discuss a subtlety in the decomposition (2.17). The notion of $\zeta^A$ being a complex scalar field depends on the background complex structure chosen on the ambient Calabi-Yau $Y$, i.e. on the split (2.17), $N^R Y \Sigma_+ \otimes \mathbb{C} = N_Y \Sigma_+ \oplus \overline{N_Y \Sigma_+}$, into holomorphic and anti-holomorphic parts. To explore this dependence further it is natural to consider the contractions of the $s_A$ with the holomorphic $(3,0)$-form $\Omega$, the $(2,1)$-forms $\chi^\kappa$ introduced in (2.10) and their complex conjugates.

In the background complex structure defined at $z_0$ we find, in the cohomology of $Y$ as well as in the cohomology of $\Sigma$, that

$$s_A \cdot \Omega(z_0) = 0, \quad s_A \cdot \overline{\chi^\kappa}(z_0) = 0, \quad s_A \cdot \overline{\Omega}(z_0) = 0.$$  \hspace{1cm} (2.18)

These contractions vanish on $Y$ since there are no non-trivial $(2,0)$-forms in $H^2(Y)$. Moreover, they also vanish on $\Sigma$ for a supersymmetrically embedded D5-brane. As we will recall in section 2.3, every two-form pulled back to $\Sigma$ has to be proportional to the $(1,1)$-Kähler form $J$. Therefore, only $s_A \cdot \chi^\kappa$ can be a non-trivial $(1,1)$-form on $\Sigma$. Note that also $s_A \cdot \chi^\kappa$ is trivial in the cohomology of $Y$ due to the primitivity of $H^{(2,1)}(Y)$.

However, in the four-dimensional effective theory we also have to allow for possible fluctuations around the supersymmetric background configuration, including those corresponding to complex structure deformations of $Y$. The holomorphic three-form $\Omega$ as well as the complex scalars $\zeta$ are then functions of the complex structure parameters $z^\kappa$. Now, the notion of holomorphic and anti-holomorphic coordinates for $Y$ expressed by $\Omega(z)$ has not to be aligned with the splitting into complex scalars (2.17) in general. To exemplify this, we consider the pullback $\iota^*(s_A \cdot \Omega(z))$ on $\Sigma$. For $z = z_0 + \delta z$ near a background complex structure $z_0$ we expand $\Omega(z)$ to linear order in $\delta z$ to obtain

$$\iota^*(s_A \cdot \Omega(z)) = (1 - K_\kappa \delta z^\kappa) \iota^*(s_A \cdot \Omega(z_0)) + \iota^*(s_A \cdot \chi^\kappa(z_0)) \delta z^\kappa = \iota^*(s_A \cdot \chi^\kappa(z_0)) \delta z^\kappa,$$  \hspace{1cm} (2.19)

where we used (2.11) and (2.18). In other words, the form $s_A \cdot \Omega$ is a $(2,0)$-form on $\Sigma$ in the complex structure $z$ but a $(1,1)$-form on $\Sigma$ in the complex structure $z_0$ to linear order in the...
complex structure variation \( \delta z \). Here we used the fact (2.18) that \( s_A \cdot \Omega \) vanishes in the background complex structure \( z_0 \) when the complex structure of \( Y \) and \( \Sigma \) are aligned. However, a similar argument shows that

\[
(s_A \cdot \Omega)(z) = (s_A \cdot \bar{\chi})(z^\kappa) = 0, \tag{2.20}
\]
even to linear order in \( \delta z^\kappa \). These forms only appear at higher order in the complex structure variations as we will discuss in section 4.

The above considerations allow us to describe the metric deformations of the induced metric \( \iota^*g \) on the two-cycle \( \Sigma_+ \). In general, both the complex structure deformations of \( Y \) and the fluctuations of the embedding map \( \iota \) contribute. Here, we will discuss those variations \( \delta(\iota^*g) \) originating from complex structure deformations and postpone the analysis of all possible metric variations to section 2.3.1. Analogously to (2.10) the complex structure deformations on \( \Sigma_+ \) are encoded in the purely holomorphic metric variation

\[
\iota^*(\delta g)_{uu} = \frac{2iv^\Sigma}{\Omega \wedge \bar{\Omega}} \iota^*(s_A \cdot \Omega)_{uu}(\iota^*g)^{uu} \iota^*(\bar{s}_B \cdot \bar{\chi}_\kappa)_{uu} G^{\bar{A}\bar{B}} \delta z^\kappa. \tag{2.21}
\]
Here we have introduced the volume of the holomorphic two-cycle \( \Sigma_+ \) as

\[
v^\Sigma = \int_{\Sigma_+} d^2u \sqrt{g} = \int_{\Sigma_+} \iota^*J \tag{2.22}
\]
and a natural hermitian metric \( G_{A\bar{B}} \) given by

\[
G_{A\bar{B}} = -\frac{i}{V} \int_{\Sigma_+} s_A \cdot \bar{s}_B \cdot (J) \iota^*J. \tag{2.23}
\]
We will show later on that it can be obtained by dimensional reduction, cf. section 2.3.1. Thus, it can be identified with the metric for the moduli \( \zeta \) on the open string moduli space and is independent of the coordinates \( u, \bar{u} \).

The metric variation (2.21) can be explained by application of some useful formulas for the open string moduli space. First, we use the fact that \( H^{(1,1)}(\Sigma_+) \) is spanned by the pullback \( \iota^*J \). This can be exploited to rewrite the pullback of any closed \((1,1)\)-form \( \omega \) to \( \Sigma_+ \) in cohomology, cf. (2.45).

Especially for \( \iota^*(s_A \cdot \chi_\kappa) \) we obtain

\[
\iota^*(s_A \cdot \chi_\kappa) = \frac{\iota^*J}{v^\Sigma} \int_{\Sigma_+} \iota^*(s_A \cdot \chi_\kappa), \tag{2.24}
\]
which can be written after multiplication with \( V^{-1} G^{AB} g(s_C, \bar{s}_B) \) and using (2.23) as

\[
\int_{\Sigma_+} \iota^*(s_A \cdot \chi_\kappa) = -\frac{v^\Sigma}{V} \int_{\Sigma_+} g(s_A, \bar{s}_B) G^{BC} \iota^*(s_C \cdot \chi_\kappa). \tag{2.25}
\]
We evaluate this for every choice of \( s_A \) and compare the coefficients on both sides to relate the metric on the normal bundle \( N_Y \Sigma \) and the metric \( G^{AB} \).
Thus, the identity (2.25) allows us to infer the metric variations (2.21) from the complex structure deformations on $Y$. First, we consider the pullback to $\Sigma_+$ of the metric variations $\delta g_{ij}$, cf. (2.10), of the ambient Calabi-Yau $Y$

$$
\iota^*(\delta g)_{uu} = \frac{i\nu}{\Omega \wedge \bar{\Omega}} \Omega_u^{ij} (\bar{\chi}_\kappa)_{ij} \delta \bar{z}^\kappa.
$$

Then we replace, motivated by (2.25), the inverse metric $g_{ij}$ occurring in the contraction of $\bar{\chi}_\kappa$ and $\Omega$ by $s_A s_B G^{AB}$ to obtain our ansatz for the induced metric deformation on $\Sigma_+$ given in (2.21).

However, there are some remarks in order. Since there are no $(2,0)$-forms on $\Sigma_+$ in the background complex structure $z_0$, the form $\iota^*(s_A \Omega)$ should vanish identically. Thus, in order to make sense of the metric variation (2.21) we have to consider it, following the logic of (2.19), in the complex structure $z = z_0 + \delta z$. Applying this to (2.21) we expand $\delta (\iota^* g)$ to linear order in $\delta z$, i.e. $\iota^*(\delta g)_{uu}(z) = \iota^*(\delta g)_{uu}(z_0) + \iota^*(\delta g)_{u\bar{u}}(z_0) \cdot \delta z$, to obtain

$$
\iota^*(\delta g)_{u\bar{u}}(z_0) = 2iv\Sigma \int \Omega \wedge \bar{\Omega} \iota^*(s_A \chi_\kappa)_{u\bar{u}} (\iota^* g)^{u\bar{u}} \iota^*(\delta_B \chi_\kappa)_{u\bar{u}} G^{AB} \delta \bar{z}^\kappa \delta z^\kappa.
$$

Here we emphasize the change in type from purely holomorphic indices $\delta g_{uu}$ at $z$ to mixed type $\delta g_{u\bar{u}}$ at $z_0$. It is important to note that there are no metric deformations linear in the complex structure parameter $\delta z$ nor any of pure type.

We have just stressed that the analysis of the open string moduli space depends on the chosen background complex structure encoded by the moduli $z^\kappa$. It is hence natural that the complex structure parameters $z^\kappa$ of $Y$ and the open string moduli $\zeta^A$ should be treated on an equal footing to characterize the structure of the $\mathcal{N} = 1$ field space. This led the authors of refs. [23, 24] to introduce $\mathcal{N} = 1$ special geometry for open-closed fields and we will explore this in our context further in section 4. In the next sections we derive the four-dimensional effective D5-brane action and show that the superpotential is naturally encoded by the forms $s_A \Omega$ and $s_A \chi_\kappa$.

### 2.3 Reduction of the D5-brane action

Now we are prepared to derive the four-dimensional effective action of the D5-brane in a Calabi-Yau orientifold. It is obtained by reducing the bulk supergravity action $S_{\text{IIB}}$ as well as the effective D-brane actions using a Kaluza-Klein reduction. The string-frame Type IIB action is used in its democratic form

$$
S_{\text{IIB}}^{\text{SF}} = \int \frac{1}{2} e^{-2\phi} R \ast_{10} 1 - \frac{1}{4} e^{-2\phi} (8d\phi \wedge \ast_{10} d\phi - H \wedge \ast_{10} H) + \frac{1}{2} \sum_{p \text{ odd}} G^{(p)} \wedge \ast_{10} G^{(p)},
$$

where $H = dB_3$ and the R–R field strengths have been introduced in (2.3) and obey the duality constraints (2.4) imposed on the level of the equations of motion. In addition, one includes the
string-frame D5-brane action

\[ S_{D5}^{SF} = -\mu_5 \int d^6\xi e^{-\phi} \sqrt{-\det (\iota^* (g_{10} + B_2) - \ell F)} + \mu_5 \int_{W} \sum_{q \text{ even}} \iota^* (C_q) \wedge e^{\ell F - \iota^* (B_2)}. \]  

The two parts of \( S_{D5}^{SF} \) are the Dirac-Born-Infeld and Chern-Simons action, respectively. The Kaluza-Klein reduction of the bulk action (2.28) on the orientifold background introduced in section 2.1 has been carried out in ref. \[33\] and we refer to this work for further details. Here we will mainly concentrate on the reduction of the D5-brane action (2.29) and later include the contributions entirely due to bulk fields in the determination of the \( \mathcal{N} = 1 \) characteristic functions.

It is important to note that there are conditions on the D5-branes in a supersymmetric orientifold background. These calibration conditions have been determined in \[14, 34\]. For vanishing background fields these conditions imply \( \Sigma \) to be a holomorphic curve, i.e. the embedding \( \iota \) to be a holomorphic map obeying \( \partial \bar{y}(u^a)/\partial u = \partial y^i(u^a)/\partial \bar{u} = 0 \). In particular, this implies a natural choice of complex structure on \( \Sigma \) by aligning it with the ambient complex structure using the holomorphic embedding. As a consequence the volume form on \( \Sigma \) is just proportional to the pullback of \( J \), a well-known fact for complex submanifolds of Kähler manifolds. Moreover, the D5-branes have to obey the same calibration conditions as the O5-planes arising as fix-point set of the holomorphic involution \( \sigma \). This fixes the supersymmetric calibration condition also in the presence of a non-vanishing NS–NS B-field and a background gauge field configuration completely. Explicitly, the calibration conditions on the D5-brane background reduce to

\[ du^1 \wedge du^2 \sqrt{-\det (\iota^* (g_{10} + B_2) - \ell F_{ab})} = \iota^* J + i \langle \ell F - \iota^* B_2 \rangle, \]  

(2.30)

where we restrict the consideration to the internal coordinates of the D5-brane. This implies by separating into imaginary and real part the two conditions

\[ \langle \iota^* B_2 - \ell F \rangle = 0, \quad du^1 \wedge du^2 \sqrt{-\det (\iota^* g_{10})} = \iota^* J. \]  

(2.31)

Once again, these formulas are given in the string frame and can be translated to the Einstein frame by multiplying the second equation of (2.31) by \( e^\phi \). Note that the first condition in (2.31) implies that a non-vanishing flux \( f \) on the D5-brane as in (2.16) has to be cancelled in the background by a non-vanishing B-field. Clearly, we still need to include the variations of \( B_2 \) around such a vacuum configuration. We will denote the variations of the two-form part of \( \iota^* B_2 - \ell F \) on \( \Sigma_\perp \) by

\[ B^\Sigma = B^a \int_{\Sigma_\perp} \iota^* \omega_a = \int_{\Sigma_\perp} \iota^* B_2 - \ell F, \quad B^a(x) = b^a(x) - \ell f^a, \]  

where \( f^a \) is the background flux (2.16) of the D5-brane field strength.
2.3.1 Dirac-Born-Infeld action and tadpole cancellation

In the following we will perform the Kaluza-Klein reduction of the Dirac-Born-Infeld action given in (2.29). Firstly, we expand the determinant using

\[ \sqrt{\det(\mathcal{A} + \mathcal{B})} = \sqrt{\det \mathcal{A}} \cdot \left[ 1 + \frac{1}{2} \text{Tr} \mathcal{A}^{-1} \mathcal{B} + \frac{1}{8} \left( (\text{Tr} \mathcal{A}^{-1} \mathcal{B})^2 - 2 \text{Tr} (\mathcal{A}^{-1} \mathcal{B})^2 \right) + \ldots \right] . \tag{2.33} \]

Here, the matrix \( \mathcal{A} \) encodes the background configuration of the Minkowski spacetime and the six-dimensional Calabi-Yau for which we can use (2.31). Additionally, \( \mathcal{B} \) contains the fluctuations around this background. These are precisely the fluctuations of the embedding \( \iota \) of the two-cycle \( \Sigma_+ \) parametrized by the fields \( \zeta^A \) of (2.17), the Wilson lines \( a_I \) introduced in (2.15) as well as the perturbations about the calibrated NS–NS B-field defined in (2.31) and about the background complex structure. We use the normal coordinate expansions of the metric (2.1) and the NS–NS B-field (2.12) on the D5-brane world-volume as well as the metric variation \( \delta(\iota^* g)_{u\bar{u}} \) of (2.27) to obtain

\[ \iota^* g_{00} = \mathcal{V}^{-1} e^{2\phi} \eta_{\mu\nu} dx^\mu \cdot dx^\nu + (\iota^* g + \delta(\iota^* g))_{u\bar{u}} du \cdot d\bar{u} + g(\partial_\mu \zeta, \partial_\nu \bar{\zeta}) dx^\mu \cdot dx^\nu , \tag{2.34} \]
\[ \iota^* B_2 - \ell F = \mathcal{B}^a \iota^* \omega_a - \ell F + \mathcal{B}^a \iota^* \omega_a (\partial_\mu \zeta, \partial_\nu \bar{\zeta}) dx^\mu \wedge dx^\nu , \tag{2.35} \]

where \( \cdot \) is the symmetric product and \( \mathcal{V}, g_{u\bar{u}} \) are the string frame volume and the induced hermitian metric on \( \Sigma_+ \). Note that the Minkowski metric \( \eta \) is rescaled to the four-dimensional Einstein frame. The combination \( \mathcal{B}^a \) containing the fluctuations of the internal B-field and the D5-brane background flux was introduced in (2.32). Using this we obtain

\[ \mathcal{A} = \begin{pmatrix} \mathcal{V}^{-1} e^{2\phi} \eta_{\mu\nu} & 0 & 0 \\ 0 & 0 & g_{u\bar{u}} \\ 0 & g_{u\bar{u}} & 0 \end{pmatrix} , \tag{2.36} \]
\[ \mathcal{B} = \begin{pmatrix} (2g + \mathcal{B}^a \omega_a)(\partial_\mu \zeta, \partial_\nu \bar{\zeta}) - \ell F_{\mu\nu} & -\ell \partial_\mu \bar{a}_j \bar{A}^j_u - \ell \partial_\mu a_I \bar{A}^I_u & 0 \\ -\ell \partial_\nu \bar{a}_j \bar{A}^j_u & 0 & (\delta g + \frac{1}{2} \mathcal{B}^a \omega_a)_{u\bar{u}} \end{pmatrix} , \tag{2.37} \]

where we omitted the pullback \( \iota^* \) for notational convenience. Only the terms

\[ \frac{1}{2} \text{Tr} \mathcal{A}^{-1} \mathcal{B} - \frac{1}{4} \text{Tr} \left( (\mathcal{A}^{-1} \mathcal{B})^2 \right) \tag{2.38} \]

of the Taylor expansion (2.33) contribute to the effective action up to quadratic order in the fields. We insert the result into the first part of (2.29) and use (2.31) to obtain the four-dimensional action

\[ S_{\text{DBI}} = -\mu_5 \int \left[ \frac{\ell^2}{4} e^{-\phi} \mathcal{V} F \wedge * F + \frac{\ell^2}{4} e^\phi \mathcal{C}^{IJ} da_I \wedge * d\bar{a}_j + \frac{1}{2} e^\phi G_{AB} d\zeta^A \wedge * d\bar{\zeta}^B + V_{\text{DBI}} * 1 \right] \tag{2.39} \]

\( ^4 \)Recall that the four-dimensional metric in the Einstein frame \( \eta \) is related to the string frame metric \( \eta^{\text{SF}} \) via \( \eta = e^{-2\phi} \mathcal{V} \eta^{\text{SF}} \).
in the four-dimensional Einstein frame. The potential term in (2.39) is of the form
\[ V_{\text{DBI}} = \frac{e^{3\phi}}{2V^2} (v^\Sigma + 2iG^{AB} \int \Omega & \wedge \Omega \int_{\Sigma^+} s_{A \cdot J} \chi \delta \zeta^k \delta \bar{\zeta}^\bar{k} + \frac{(B^\Sigma)^2}{8v^\Sigma}) . \] (2.40)

In the following we will discuss the separate terms appearing in the action \( S_{\text{DBI}} \) in turn.

The first term in (2.39) is the kinetic term for the \( U(1) \) gauge boson \( A \). The gauge coupling is thus given by \( 1/g^2_{D5} = \frac{1}{2} \mu_5 e^{-\phi} v^\Sigma \), where \( v^\Sigma \) is the volume of the two-cycle \( \Sigma^+ \) using the calibration condition (2.31). The second term is the kinetic term for the Wilson line moduli \( a^I \). The appearing metric takes the form
\[ \mathcal{G}_{IJ} = \frac{1}{2} \int_{\Sigma^+} A^I \wedge *_2 \bar{A}^J = \frac{i}{2} \int_{\Sigma^+} A^I \wedge \bar{A}^J , \] (2.41)
where we have used \( *_2 \bar{A}^I = i \bar{A}^I \) on the \((1,0)\)-form basis introduced in (2.13). The third term in (2.39) contains the field space metric for the deformations \( \zeta^A \) and is of the form
\[ G^{AB} = -\frac{i}{2V} \int_{\Sigma^+} s_{A \cdot J} s_{B \cdot J} (J \wedge J) = \frac{K_\alpha}{2V} \mathcal{L}^\alpha_{AB} , \quad \mathcal{L}^\alpha_{AB} = -\frac{i}{2} \int_{\Sigma^+} s_{A \cdot J} s_{B \cdot \bar{J}} \tilde{\omega}^\alpha . \] (2.42)
where \( K_\alpha = \int \omega_\alpha \wedge J \wedge J \) and we have used \( J \wedge J = K_\alpha \tilde{\omega}^\alpha \).

Finally, let us comment on the potential terms \( V_{\text{DBI}} \). In fact, the first of the three terms represents an NS–NS tadpole and takes the form of a D-term. To guarantee a consistent compactification with D-branes, we have to ensure R–R as well as NS–NS tadpole cancellation. Hence the two-cycle \( \Sigma^+ \) wrapped by the D5-brane has to lie in the same homology class as an O5-plane arising from the fix-points of \( \sigma \). Consequently, we have to add the contribution of the orientifold plane
\[ S^\text{SF}_{\text{ori}} = \mu_5 \int_{\mathcal{W}_{\text{ori}}} d^6 \xi e^{-\phi} \sqrt{-\text{det} (\varphi^* (g_{10} + B))} \rightarrow S^\text{EF}_{\text{ori}} = \mu_5 \int \frac{e^{3\phi}}{2V^2} v^\Sigma \ast 1 , \] (2.43)
to the action (2.39). Here we again applied a calibration condition of the form (2.31) to obtain the two-cycle volume \( v^\Sigma \). Having rescaled \( S^\text{SF}_{\text{ori}} \) into the Einstein frame one compares it with (2.39) and notes that the O5-plane contribution precisely cancels the D-term potential of the D5-brane.

The last two terms in \( V_{\text{DBI}} \) describe deviations of the calibration conditions (2.31). The first potential term accounts for the metric deformations (2.27) induced by the change of the ambient complex structure and the second term describes the field fluctuation \( B^a \) of the NS–NS B-field of (2.32). Later on, we will show that this term is actually a D-term consistent with the analysis of (2.35). Clearly, both terms vanish at the supersymmetric ground state with the calibration conditions (2.31). Let us comment on the dimensional reduction yielding these two terms. The evaluation of \( \text{Tr} \mathcal{A}^{-1} \mathcal{B} \) in the expansion (2.33) of the DBI-action yields a term given by
\[ \delta \mathcal{L}_\delta = \frac{ie^{3\phi} v^\Sigma G^{AB}}{V^2 \int \Omega \wedge \Omega} \delta \zeta^k \delta \bar{\zeta}^{\bar{k}} \int_{\Sigma^+} \tau^* (s_{A \cdot J} \chi) \bar{u}_a (\tau^* g)^{ui} (\tau^* g)^{\bar{u}i} (\bar{\tau}^* (\bar{s}_{B \cdot J} \bar{\chi}) \bar{u}_a \tau^* J . \] (2.44)
This is the only contribution to the four-dimensional effective action originating from the metric variation \( \delta (\ell^* g) \) of \((2.27)\) that is relevant at our lowest order analysis. As discussed before, cf. section 2.2, the \((1,1)\)-form \( \ell^* J \) is essentially the only non-trivial element in the cohomology \( H^{(1,1)}(\Sigma_+) \). Thus, we can rewrite the pullback of any closed \((1,1)\)-form \( \omega \) to the two-cycle \( \Sigma_+ \) as

\[
\ell^* \omega = \frac{\int_{\Sigma_+} \omega}{\ell^* J} \tag{2.45}
\]

in cohomology, where we used again \( \int_{\Sigma_+} \ell^* J = v^\Sigma \). In particular, we can apply this to the closed \((1,1)\)-forms \( s_{A,J} \chi_\kappa \) to obtain the second term of \( V^{\text{DBI}} \) given in \((2.40)\). Considering the fluctuation \( B^a \), the only contribution arises from \( \text{Tr}(A^{-1} B)^2 \) in \((2.33)\). Then, we obtain the four-dimensional effective term

\[
\delta \mathcal{L}^B = \frac{e^{3\phi}}{16\ell^2} B^a B^b \int_{\Sigma_+} (\ell^* \omega_a) u_\alpha (\ell^* \omega_b) u_\beta g^{u_\alpha u_\beta} \ell^* J . \tag{2.46}
\]

Again we use \((2.45)\) to expand \( P_- B^a \ell^* \omega_a = B^\Sigma \ell^* J / v^\Sigma \) in the cohomology \( H^{(1,1)}(\Sigma_+) \) and obtain the geometrical dependence of the volume \( v^\Sigma \) of the cycle as given in \((2.40)\). Here, \( P_- \) again denotes the step function introduced in \((2.15)\). Later on in section 3 we show explicitly that the above results of the dimensional reduction are necessary to match the F- and D-term potential arising from a superpotential \( W \) and a gauging of a shift symmetry by the \( U(1) \) vector \( A \) on the D5-brane, respectively.

### 2.3.2 Chern-Simons action

Let us now turn to the dimensional reduction of the Chern-Simons part of the D5-brane action. For this purpose we need the normal coordinate expansion of the R–R fields \((2.13)\) pulled back to the world-volume of the D5-brane. Here we will only display the relevant terms for the reduction of the Chern-Simons action which read

\[
(\ell^* C_p)_{i_1...i_p} = \frac{1}{p!} C_{i_1...i_p} + \frac{1}{p!} \zeta^m \partial_m C_{i_1...i_p} - \frac{1}{(p-1)!} \nabla_{i_1} \zeta^n C_{ni_2...i_p} + \frac{1}{2p!} \zeta^m \partial_m (\zeta^n \partial_n C_{i_1...i_p}) - \frac{1}{(p-1)!} \nabla_{i_1} \zeta^m \partial_m C_{ni_2...i_p} + \frac{1}{2(p-2)!} \nabla_{i_1} \zeta^n \nabla_{i_2} \zeta^m C_{ni_3...i_p} + \frac{p-2}{2p!} R^{\alpha}_{n_1 n_2 n_3} \zeta^n \zeta^m C_{j_2...i_p} , \tag{2.47}
\]

where the indices \( i_n \) label the coordinates \( \xi^{i_n} \) on the D5-brane world volume. Inserting this expansion into the Chern-Simons part of \((2.20)\), one finds up to second order

\[
S_{\text{CS}} = \mu_5 \int \left[ \frac{\ell^2}{4} \mathcal{C}^F \wedge F - \frac{\ell^2}{4} d(p^\Sigma) - C(2) B^\Sigma \right] \wedge A + \frac{1}{4} \mathcal{L}_{AB}^{(2)} d\mathcal{C}^{(2)}_{\alpha} \wedge (d\zeta^A \zeta^B - d\zeta^B \zeta^A) - \frac{1}{2} \mathcal{L}^{(2)}_{abAB} d(B^a)^2 \wedge (d\zeta^A \zeta^B - d\zeta^B \zeta^A) + \frac{1}{4} (N_A^K A^{(3)}_K + N_A^K A^{(3)}_K) \wedge d\zeta^A - \frac{\ell^2}{8} \mathcal{A}(N_A^K dV^K + N_A^K dU^K) \wedge F , \tag{2.48}
\]
where $B^\Sigma, B^a$ are introduced in (2.32) and we similarly define $\tilde{\rho}^{\Sigma}_{(2)} = \int_{\Sigma^-} C_4$ as well as $c^\Sigma = \int_{\Sigma^+} C_2$. In the action $S_{\text{CS}}$ we also used the abbreviations

$$
N_{AK} = \int_{\Sigma^+} \hat{s}_A \omega_K, \quad N^R_{\bar{A}} = \int_{\Sigma^+} \hat{s}_{A \beta} \hat{R}^K, \quad N_{A \bar{K}} = \int_{\Sigma^-} \hat{s}_A \omega_{\bar{K}}, \quad N^\bar{R}_{\bar{A}} = \int_{\Sigma^-} \hat{s}_{A \alpha} \bar{\beta}^K,
$$

where the forms and their orientifold parity can be found in Table 2.1. We also evaluated the coupling

$$
L_{abA} = -i \int_{\Sigma^+} s_A \omega_a \omega_b = L^\alpha_{AB} K_{a\bar{b}},
$$

where $L^\alpha_{AB}$ was introduced in (2.42) and $K_{a\bar{b}} = \int Y \omega_a \land \omega_b$ are the only non-vanishing triple intersection numbers involving the negative $(1, 1)$-forms $\omega_a$ of Table 2.1. We note that in the action (2.48) and the definitions (2.49) we have used the expansion $\hat{\zeta} = \hat{\zeta}^A \hat{s}_A$ into a real basis $\hat{s}_A$ given in (2.17). Clearly, the expressions involving $\hat{\zeta}^A, \hat{s}_A$ are readily rewritten into complex coordinates $\zeta^A, \bar{\zeta}^A$. Let us also recall that in general both combination $\Sigma^+$ and $\Sigma^-$ occur in (2.49) depending on whether the integrand transforms with a positive or negative eigenvalue under the involution $\sigma$. However, terms involving $\Sigma^-$ can by translated to $\Sigma^+$ by using the function $P_-(y)$ introduced after (2.15).

Let us now discuss the interpretation of the different terms appearing in the action (2.48). The first term in $S_{\text{CS}}$ corresponds to the theta-angle term of the gauge theory on the D5-brane and thus contains the imaginary part of the gauge-kinetic function. The second term is a Green-Schwarz term which indicates the gauging of the scalar fields dual to the two-forms $\tilde{\rho}^a_{(2)}$ and $C_{(2)}$ with the D5-brane vector field $A$. In fact, we will show in section 3 that this term indeed induces a gauging of one chiral multiplet in the four-dimensional spectrum and that the corresponding D-term is precisely the one encountered in the reduction of the DBI action in section 2.3.1.

The interpretation of the remaining terms in (2.48) is of more technical nature. The third, fourth and fifth terms are mix terms which will contribute in the kinetic terms of the scalars $c^a, h$ and $\rho_a$ dual to the two-forms $c^a_{(2)}, C_{(2)}$ and $\tilde{\rho}^a_{(2)}$. In section 3 they will help us to identify the correct complex coordinates which cast the kinetic term into the standard $N = 1$ form. The sixth term contains the four-dimensional three-forms $A^K_{(3)}$ and $\tilde{A}^\bar{K}_{(3)}$. We will show in the next section 2.3.1 that these terms are crucial in the calculation of the scalar potential. Finally, the last term in $S_{\text{CS}}$ indicates a mixing of the field strength on the D5-brane with the $U(1)$ bulk vector fields $V_K, U^K$. The precise form of the redefined gauge-couplings will be discussed in appendix B.

### 2.4 The scalar potential

In this section we will compute the scalar potential of the four-dimensional effective theory. The potential due to background R–R and NS–NS fluxes $F_3 = \langle dC_2 \rangle$ and $H_3 = \langle dB_2 \rangle$ has already been studied in ref. [33]. Here we will show that there are additional contributions in the presence of the
space-time filling D5-branes.

A first contribution to the scalar potential is induced by the couplings of the three-forms $A^K_3$ and $\tilde{A}_K^3$ in the Chern-Simons action \(2.48\). Here it is crucial to keep these forms in the spectrum despite the fact that a massless three-form has no propagating degree of freedom in four dimensions. Moreover, if this potential is treated quantum mechanically, as described in ref. [36], one is able to also account for the possible R–R three-form flux

\[
F_3 = m^K \alpha_K - e^K \beta^K ,
\]

(2.51)

where the flux quanta \((m^K, e^K)\) are interpreted as labeling the discrete excited states of the system and \((\alpha_K, \beta^K)\) is the real symplectic basis introduced in \((2.7)\). This is in accord with the fact that the duality condition $G^{(3)} = (-1)^{*10} G^{(7)}$ given in \((2.4)\) relates the three-form containing $F_3$ to a seven-form containing \((dA^K_3, d\tilde{A}_K^3)\).

Let us collect the terms involving the non-dynamical three-forms $A^K_3$ and $\tilde{A}_K^3$. The first contribution arises from the effective bulk supergravity action containing the kinetic term \(\frac{1}{4} \int dC_6 \wedge *dC_6\) for the R–R-form field $C_6$. Together with the contribution from the effective Chern-Simons action \((2.48)\) we obtain

\[
S_{A(3)} = \int \left[ \frac{1}{4} e^{-4\phi} V^2 d\tilde{A}_3 \wedge *E d\tilde{A}_3 + \frac{1}{2} \mu_5 \vec{N}^T d\tilde{A}_3 \right] ,
\]

(2.52)

where the factor $e^{-4\phi} V^2$ arises due to the rescaling to the four-dimensional Einstein frame. Note that we have introduced a vector notation to keep the following equations more transparent. More precisely, we define the matrix $E$, the vector-valued forms $\vec{A}_3$ and the vector $\vec{N}$, cf. \((2.49)\), as

\[
E = \begin{pmatrix}
\int \alpha_K \wedge *\alpha_L & \int \alpha_K \wedge *\beta_L \\
\int \beta_K \wedge *\alpha_L & \int \beta_K \wedge *\beta_L
\end{pmatrix},
\]

\[
\vec{A}_3 = \begin{pmatrix}
A^K_3 \\
\tilde{A}_K^3
\end{pmatrix},
\]

\[
\vec{N} = \vec{\xi}^A \begin{pmatrix}
N_A \\
A_A^K
\end{pmatrix}.
\]

(2.53)

Our aim is to integrate out the forms $dA^K_3$ and $d\tilde{A}_K^3$ similar to [36] by also allowing for the discrete excited states labeled by the background fluxes \((e^K, m^K)\) in \((2.51)\). In fact, we can treat this as dualizing the three-forms $A^K_3$ and $\tilde{A}_K^3$ into constants \((e^K, m^K)\) [37]. We thus add to $S_{A(3)}$ the Lagrange multiplier term \(\frac{1}{2}(e_K dA^K_3 + m^K d\tilde{A}_K^3)\) such that

\[
S'_{A(3)} = \int \left[ \frac{1}{4} e^{-4\phi} V^2 d\tilde{A}_3 \wedge *E d\tilde{A}_3 + \frac{1}{2} \mu_5 (\vec{N} + \vec{m})^T d\tilde{A}_3 \right] ,
\]

(2.54)

where we abbreviated $\vec{m} = (e_K, m^K)^T$. Formally replacing $\vec{F}_4 = d\tilde{A}_3$ with its equations of motion, one finds the scalar potential

\[
V_{A(3)} = e^{4\phi} \frac{4V^2}{(\mu_5 \vec{N} + \vec{m})^T E^{-1} \left( \mu_5 \vec{N} + \vec{m} \right)}.
\]

(2.55)

The factor $\frac{1}{4}$ arises due to the fact that we can eliminate $dC_2$ contributions in this analysis by the duality condition \((2.3)\).
Here we used the results of appendix A to determine the inverse matrix given by
\[ E^{-1} = \begin{pmatrix} \int \beta^K \wedge \beta^L & -\int \alpha_K \wedge \beta^L \\ -\int \alpha_K \wedge \beta^L & \int \alpha_K \wedge \alpha_L \end{pmatrix} \quad (2.56) \]
It is convenient to rewrite the potential \( V_{A(3)} \) of (2.55) in a more compact form
\[ V_{A(3)} = \frac{e^{4\phi}}{4V^2} \int_Y \mathcal{G} \wedge \ast \mathcal{G}, \quad \mathcal{G} = F_3 + \mu_5 \dot{\zeta}^A (\mathcal{N}_A^K \alpha_K - \mathcal{N}_A K^B) \]  
(2.57)
where we identified \( F_3 \) as given in (2.51). We note that the scalar potential contains the familiar contribution from the R–R fluxes \( F_3 \). In addition, there are terms linear and quadratic in the D5-brane deformations \( \dot{\zeta} \). In section 3.2 we will show that the scalar potential (2.57) supplemented by the second term of \( V_{DBI} \) in (2.40) can be obtained from a superpotential.

In order to prepare for the derivation of \( V_{A(3)} \) from this superpotential, it is necessary to introduce the holomorphic and anti-holomorphic variables \( \zeta^A \) and \( \bar{\zeta}^A \). Therefore we expand the three-form \( \mathcal{G} \) in a complex basis \((\Omega, \chi_{\kappa}, \bar{\chi}_{\bar{\kappa}}, \Omega) \) of \( H^3(Y) = H^{(3,0)} + H^{(2,1)} + H^{(1,2)} + H^{(0,3)} \). Explicitly, we find the expansion
\[ \mathcal{G} = \left( \int \Omega \wedge \bar{\Omega} \right)^{-1} [I \Omega + G^{\kappa \bar{\kappa}} I_{\kappa} \chi_{\kappa} - G^{\kappa \bar{\kappa}} I_{\kappa} \bar{\chi}_{\bar{\kappa}} - I \Omega] \]  
(2.58)
where the coefficient functions are given by
\[ I = \int_Y \Omega \wedge \mathcal{G} = \int_Y \Omega \wedge F_3 - \mu_5 \int_{\Sigma^+} \zeta \Omega, \quad I_{\kappa} = \int_Y \chi_{\kappa} \wedge \mathcal{G} = \int_Y \chi_{\kappa} \wedge F_3 - \mu_5 \int_{\Sigma^+} \zeta \chi_{\kappa} \]  
(2.59)
Here we have used the relations (2.19) and (2.20) as well as the familiar metric \( G_{\kappa \bar{\kappa}} \) on the space of complex structure deformations of \( Y \). Using its explicit form
\[ G_{\kappa \bar{\kappa}} = -\int \chi_{\kappa} \wedge \bar{\chi}_{\bar{\kappa}} \int \Omega \wedge \bar{\Omega} \]  
(2.60)
the expansion (2.58) together with (2.59) is readily checked. Finally, we insert (2.58) into (2.57) and use \( \ast \Omega = -i \Omega \) to cast the complete potential \( V_F \) into the form
\[ V_F = \frac{ie^{4\phi}}{2V^2} \int \Omega \wedge \bar{\Omega} \left[ G^{\kappa \bar{\kappa}} I_{\kappa} \bar{I}_{\bar{\kappa}} + |I|^2 + 2\mu_5 G^{AB} e^{-\phi} \int_{\Sigma^+} s_A \chi_{\kappa} \int_{\Sigma^+} \bar{s}_B \bar{\chi}_{\bar{\kappa}} \delta z^K \delta \bar{z}^K \right]. \]  
(2.61)
Here we have added the potential term in (2.40) originating from the reduction of the DBI-action. Once we have computed the \( \mathcal{N} = 1 \) Kähler metric of the effective theory in appendix C we will be able to derive \( V_F \) from a superpotential depending on the complex structure and D5-brane deformations. This will show that \( V_F \) is indeed an F-term potential as indicated by the notation.

Let us now turn to the remaining potential terms arising from the DBI action (2.39) and the NS–NS fluxes \( H_3 \). For simplicity, we will only discuss electric NS–NS flux such that \( H_3 \) admits the expansion
\[ H_3 = -\tilde{e}_K \beta^K \]  
(2.62)
In ref. [33] it was shown that the electric fluxes $\tilde{e}_K$ result in a gauging of the scalar $h$ dual to $C_2$ in (2.13). The effect of magnetic fluxes $\tilde{m}_K$ is more involved since they directly gauge the two-from $C_2$ [33]. In order to be able to work with the scalar $h$, we will not allow for the additional complication and set $\tilde{m}_K = 0$. Together with the last term in (2.39) we find the potential

$$V_D = \mu_5 \frac{e^{3\phi}}{V^2} \left( \frac{B^\Sigma}{160\Sigma} \right)^2 + \mu_5 \frac{e^{2\phi}}{4V^2} \int_Y H_3 \wedge *H_3 ,$$

which will turn out to be a D-term potential arising due to the gauging of two chiral multiplets. Recall that the first potential term in the DBI action (2.40) is cancelled by the contribution (2.43) of the O5-planes.

3 The $\mathcal{N} = 1$ characteristic data

In this section we bring the four-dimensional effective action for the brane and bulk fields into the standard $\mathcal{N} = 1$ supergravity form. More precisely, we first determine the correct complex coordinates $M^I$ forming the bosonic part of the $\mathcal{N} = 1$ chiral multiplets. Their kinetic terms are expressed by a Kähler potential $K(M, \bar{M})$, while their F-term scalar potential is encoded by a holomorphic superpotential $W$. The $\mathcal{N} = 1$ vector multiplets contribute kinetic terms and theta-angles that are expressed through holomorphic gauge-kinetic coupling functions $f(M)$. We will also identify a D-term potential arising through the gauging of the scalars $M^I$ of the chiral multiplets. The general form of the bosonic $\mathcal{N} = 1$ action is given by [38, 39]

$$S^{(4)} = - \int \frac{1}{2} R * 1 + K_{IJ} D M^I \wedge * D \bar{M}^J + \frac{1}{2} \text{Re} f_{\kappa\lambda} F^\kappa \wedge F^\lambda + \frac{1}{2} \text{Im} f_{\kappa\lambda} F^\kappa \wedge F^\lambda + V * 1 ,$$

where

$$V = e^K \left( K^{IJ} D_I W D_J W - 3 |W|^2 \right) + \frac{1}{2} (\text{Re} f)^{-1} \kappa_{\lambda} D_{\kappa} D_{\lambda} .$$

Note that $K_{IJ}$ and $K^{IJ}$ are the Kähler metric and its inverse, where locally one has $K_{IJ} = \partial_I \partial_J K(M, \bar{M})$. The scalar potential is expressed in terms of the Kähler-covariant derivative $D_I W = \partial_I W + (\partial_I K) W$. To simplify our results, we have set the four-dimensional gravitational coupling $\kappa_4 = 1$ in the following discussion.

3.1 The Kähler potential and $\mathcal{N} = 1$ coordinates

Now we are ready to read off the $\mathcal{N} = 1$ data from the effective action. Let us first define the $\mathcal{N} = 1$ complex coordinates $M^I$ which are the bosonic components of the chiral multiplets. We note that the $M^I$ consist of the D5-brane deformations $\zeta^A$ and Wilson lines $a_I$ introduced in section 2.1. In
addition there are the complex structure deformations $z^\kappa$ as well as the complex fields

$$
t^\alpha = e^{-\phi} v^\alpha - i e^\alpha + \frac{1}{2} \mu_5 L^\alpha_{A\bar{B}} \zeta^A \bar{\zeta}^B,
$$

$$
P_a = \Theta_{ab} B^b + i \rho_a,
$$

$$
S = e^{-\phi} V + i \tilde{h} - \frac{1}{4} (\text{Re} \Theta)^{ab} P_a (P + \bar{P})_b + \mu_5 \ell^2 C^{I\bar{J}} a_I \bar{a}_J,
$$

(3.3)

where $v^\alpha, b^a, c^\alpha, \rho_a$ as well as $B^a$ are given in (2.12), (2.13) and (2.32) as well as $\tilde{h} = h - \frac{1}{2} \rho_a B^a$. The complex symmetric tensor appearing in (3.3) is given by $\Theta_{ab} = K_{ab\alpha} t^\alpha$ and $(\text{Re} \Theta)^{ab}$ denotes the inverse of $\text{Re} \Theta_{ab}$. The function $L^\alpha_{A\bar{B}}$ is defined in (2.42). Note that we recover the $\mathcal{N} = 1$ coordinates found in refs. [33, 40] from an analysis of the effective bulk action if we set $\zeta^A = a_I = 0$. The completion (3.3) is inferred from the couplings in the D5-brane action (2.39) and (2.48).

The full $\mathcal{N} = 1$ Kähler potential is determined by integrating the kinetic terms of the complex scalars $M^I = (S, t^\alpha, P_a, z^\kappa, \zeta^A, a_I)$. It takes the form

$$
K = - \ln \left[ - i \int \Omega \wedge \bar{\Omega} \right] + K_q, \quad K_q = -2 \ln \left[ \sqrt{2} e^{-2\phi} V \right],
$$

(3.4)

where $K_q$ has to be evaluated in terms of the coordinates (3.3). In contrast to general compactifications with O3/O7 orientifold planes, this can be done explicitly for O5-orientifolds yielding

$$
K_q = - \ln \left[ \frac{1}{16} K_{\alpha\beta\gamma} \Xi^\alpha \Xi^\beta \Xi^\gamma - \ln \left[ S + \bar{S} + \frac{1}{4} (\text{Re} \Theta)^{ab} (P + \bar{P})_a (P + \bar{P})_b - 2 \mu_5 \ell^2 C^{I\bar{J}} a_I \bar{a}_J \right] \right],
$$

(3.5)

where we write

$$
\Xi^\alpha = t^\alpha + \bar{t}^\alpha - \mu_5 L^\alpha_{A\bar{B}} \zeta^A \bar{\zeta}^B.
$$

(3.6)

Note that the expression (3.4) for $K$ can already be inferred from general Weyl rescaling arguments, e.g. from the factor $e^K$ in front of the $\mathcal{N} = 1$ potential (3.2). However, the explicit form (3.5) displaying the field dependence of $K$ has to be derived by taking derivatives of $K$ and comparing the result with the bulk and D5-brane effective action. Let us also note that the expression (3.5) reduces to the results found in [11, 12] in the orbifold limit.

### 3.2 The superpotential

Having defined the right $\mathcal{N} = 1$ chiral coordinates as well as the Kähler potential we have to compute the effective superpotential $W$ to complete the $\mathcal{N} = 1$ data of the chiral multiplets. Using the general supergravity formula (3.2) for the scalar potential in terms of $W$ we are able, as presented below, to deduce the superpotential $W$ entirely by comparison to the derived scalar potential $V_F$ (2.61) after dimensional reduction. Thus, it is indeed an F-term potential of the $\mathcal{N} = 1$ effective theory as indicated by the notation.

The superpotential $W$ yielding the potential $V_F$ consists of two parts, a truncation of the familiar Gukov-Vafa-Witten flux superpotential for the closed string moduli [11] and a contribution encoding
the dependence on the open string moduli of the wrapped D5-brane,

\[ W = \int_Y F_3 \wedge \Omega + \mu_5 \int_{\Sigma_+} \zeta \omega , \tag{3.7} \]

where we introduced the field strength \( F_3 = dC_2 \). Now, it is a straightforward but lengthy calculation to obtain the F-term contribution of the scalar potential (3.2). The detailed calculations of appendix C yield a positive definite F-term potential

\[ V = \frac{i e^{4\phi}}{2^{12}} \Omega \wedge \Omega \left[ |W|^2 + D_{z^i} W D_{\bar{z}^i} \bar{W} G^{i\bar{k}} + \mu_5 \mathcal{G}^{AB} e^{-\phi} \int_{\Sigma_+} s_{A,B} \Omega \int_{\Sigma_+} \bar{s}_{A,B} \bar{\Omega} \right] \tag{3.8} \]

of no-scale type. Here the covariant derivatives with respect to the complex structure coordinates \( z^i \) and the open string moduli \( \zeta^A \) have to be inserted,

\[ D_{z^i} \zeta = \int F_3 \wedge \chi^i + \mu_5 \int \zeta \wedge \chi^i, \quad D_{\zeta^A} W = \mu_5 \int s_{A,B} \Omega + \bar{K}_{\zeta^A} W . \tag{3.9} \]

Finally, we have to use the first order expansion of \( s_{A,B} \Omega \) discussed in (2.19) to make sense of the integration over the two-cycle \( \Sigma_+ \),

\[ \int_{\Sigma_+} s_{A,B} \Omega = \int_{\Sigma_+} s_{A,B} \delta \chi^i . \tag{3.10} \]

Inserting this into (3.8), the F-term potential perfectly matches the scalar potential \( V_F \) of (2.61) obtained by dimensional reduction of the D5-brane as well as the bulk supergravity action.

We conclude with a discussion of the derivation and special structure of the F-term potential. We first note that the potential (3.8) is positive definite unlike the generic F-term potential of supergravity. This is due to the no-scale structure \([42, 43, 44]\) of the underlying \( \mathcal{N} = 1 \) data. Indeed, the superpotential (3.7) only depends on \( z \) and \( \zeta \) and is independent of the chiral fields \( S, P, a \) and \( t \). Consequently, the \( \mathcal{N} = 1 \) covariant derivative \( D_{M^I} W \) of the superpotential simplifies to \( K_{M^I} W \) when applied with respect to the fields \( M^I = (S, P, a, t) \). The Kähler potential (3.4) for these fields has the form

\[ K = -m \ln(t + i + f(\zeta, \bar{\zeta})) - n \ln(S + \bar{S} + g(P + \bar{P}, t + i) + h(a, \bar{a})) \tag{3.11} \]

with \( m = 3 \) and \( n = 1 \). In order to clarify our exposition we concentrate on the one-modulus case for each chiral multiplet. The generalization to an arbitrary number of moduli is straightforward, cf. appendix C where also the functions \( f, g \) and \( h \) can be found. The contributions of the fields \( M^I = (S, P, a, t, \zeta) \) to the scalar potential \( V \) take a characteristic form given by

\[ K^{\tilde{I} \tilde{J}} D_{\tilde{M}^I} W D_{\tilde{M}^J} \bar{W} = |\partial_i W|^2 K^{\bar{\zeta} \zeta} + (n + m)|W|^2 \tag{3.12} \]

as familiar from the basic no-scale type models of supergravity\(^6\). Consequently, this turns the negative term \(-3|W|^2\) in (3.2) into the positive definite term \(|W|^2\) of (3.8) for the case \( n = 1 \)

\(^6\)This no-scale structure will be clarified further, extending the example of [33], in appendix C using the dual description of \( S + \bar{S} \) in terms of a linear multiplet \( L \).
and $m = 3$. A similar structure for the underlying $\mathcal{N} = 1$ data has been found for D3- and D7-branes as shown in [45, 6, 7, 8, 9, 10]. In particular, this form for the scalar potential $V$ implies that a generic vacuum for the complex structure and D-brane deformations is de Sitter, i.e. has a positive cosmological constant, while in a supersymmetric vacuum $V$ and $W$ vanishes. However, the potential depends on the Kähler moduli only through an overall factor of the volume and thus drives the internal space to decompactify.

### 3.3 The gauge-kinetic function, gaugings and D-term potential

In the following we will discuss the terms of the four-dimensional effective action arising due to the $U(1)$ vector multiplets in the spectrum. Firstly, there are the kinetic terms of the D5-brane vector $A$ and the vectors $V^K$ arising from the expansion (2.13) of the R–R form $C_4$. The gauge-kinetic function is determined from the actions (2.39) and (2.48) and reads

$$ f_{\Sigma\Sigma}(t^\Sigma) = \frac{1}{2} \mu_5 t^\Sigma, \quad f_{\tilde{K}\tilde{L}}(z^\kappa) = -\frac{i}{2} \tilde{M}_{\tilde{K}\tilde{L}} = -\frac{i}{2} \mathcal{F}_{\tilde{K}\tilde{L}} \bigg|_{z^\kappa = 0}. \tag{3.13} $$

Here $f_{\Sigma\Sigma}$ is the gauge-coupling function for the D5-brane vector $A$ and $f_{\tilde{K}\tilde{L}}$ is the gauge-coupling function for the bulk vectors $V^K$. Note that the latter can be expressed via $\mathcal{F}_{\tilde{K}\tilde{L}} = \partial_{z^\kappa} \partial_{z^{\kappa'}} \mathcal{F}$ as the second derivative of the $\mathcal{N} = 2$ prepotential $\mathcal{F}$ with respect to the $\mathcal{N} = 2$ coordinates $z^{\tilde{K}}$ which are then set to zero in the orientifold set-up. This ensures that the gauge-coupling function is holomorphic in the coordinates $z^\kappa$ which would be not the case for the full $\mathcal{N} = 2$ matrix $\tilde{M}_{KL}$ given in (A.2). The gauge-kinetic function encoding the mixing between the D5-brane vector and the bulk vectors is discussed in appendix B. The quadratic dependence of $f_{\Sigma\Sigma}$ on the open string moduli $\zeta$ through the coordinate $t^\Lambda$ in (3.3) is not visible on the level of the effective action. These corrections as well as further mixing with the open string moduli are due to one-loop corrections of the sigma model and thus not covered by our bulk supergravity approximation nor the DBI- or Chern-Simons actions of the D5-brane.

Let us now turn to the potential terms induced by the gauging of global shift symmetries. There will be two sources for such gaugings. The first gauging arises due to the source term proportional to $d(\tilde{\rho}^\Sigma - C_{(2)} B^\Sigma) \wedge A$ in (2.48). It enforces a gauging of the scalars dual to the two-forms $\tilde{\rho}^\Sigma$ and $C_{(2)}$. In fact, eliminating $d\tilde{\rho}^\Sigma$ and $dC_{(2)}$ by their equations of motion, the kinetic terms of the dual scalars $\rho_a$ and $h$ contain the covariant derivatives

$$ D\rho_a = d\rho_a + \mu_5 t^\Sigma A, \quad Dh = dh + \mu_5 t^\Sigma A, \tag{3.14} $$

where $A$ is the $U(1)$ vector on the D5-brane. We note that the plus sign in the covariant derivative of $h$ arises due to the minus sign in the duality conditions (2.3) and ensures that the complex scalar $S$ defined in (3.3) remains neutral under $A$. However, the gaugings (3.14) imply a charge for the

---

7See ref. [46] for a similar discussion in heterotic M-theory.
chiral field $P_\Sigma$. It is gauged by the D5-brane vector $A$. Its covariant derivative is given by
\[ \mathcal{D}P_\Sigma = dP_\Sigma + i\mu_5 \ell A. \]

The second gauging arises in the presence of electric NS–NS three-form flux $\tilde{e}_K$ introduced in (2.62). It was shown in ref. [33], that the scalar $h$ is gauged by the bulk $U(1)$ vectors $V^\tilde{K}$ arising in the expansion (2.13) of $C_4$. This forces us to introduce the covariant derivative
\[ \mathcal{D}S = dS - i\tilde{e}_\tilde{K} V^\tilde{K}. \]

The introduction of magnetic NS–NS three-form flux is more involved and leads to a gauged linear multiplet $(\phi, \mathcal{C}(2))$ as described in ref. [33].

Having determined the covariant derivatives (3.15) and (3.16) it is straightforward to evaluate the D-term potential. Recall the general formula for the D-term [38]
\[ K_{IJ} X^I_k = i \partial_I D_k, \]
where $X^I$ is the Killing vector of the $U(1)$ transformations defined as $\delta M^I = \Lambda^I_0 X^I_k \partial_J M^J$. For the gaugings (3.15) and (3.16) we find the Killing vectors $X^{P_\Sigma} = i\mu_5 \ell$ and $X^S = -i\tilde{e}_\tilde{K}$ which are both constant. Integrating (3.17) one evaluates using $K_{P_\Sigma}$ and $K_S$ given in (C.4) of appendix C the D-terms
\[ D = -\frac{1}{4} \mu_5 \ell e^\phi B^\Sigma V^{-1}, \quad D_\tilde{K} = \frac{1}{2} \tilde{e}_\tilde{K} e^\phi V^{-1}. \]

Inserting these D-terms into the $\mathcal{N} = 1$ scalar potential (3.2) and using the gauge-kinetic functions (3.13), we precisely recover the D-term potential (2.63) found by dimensional reduction.

4 The structure of the $\mathcal{N} = 1$ open-closed field space

In the last section we derived the data of the four-dimensional $\mathcal{N} = 1$ effective action for an D5-brane coupled to Type IIB supergravity by dimensional reduction in the large radius limit. Our analysis incorporated the D-brane moduli to linear order around a background configuration. We found that at this order the D5-brane moduli correct the $\mathcal{N} = 1$ dilaton and Kähler coordinates and mix with the complex structure deformations only in the scalar potential. In this section we discuss whether one can extend this analysis to higher orders in the deformations.

Let us first recall the more familiar situation in $\mathcal{N} = 2$ compactifications. In these theories the complex and Kähler structure moduli decouple at generic points in the moduli space. In particular, it is possible in Type IIB compactifications to study the Kähler potential and the gauge kinetic function analytically over the entire complex structure moduli space. This is due to the underlying $\mathcal{N} = 2$ special Kähler geometry which relates them to the holomorphic prepotential whose dependence on the moduli is exactly calculable by period integrals. In absence of such
strong non-renormalizations arguments in $\mathcal{N} = 1$ theories the same problem is much more difficult to address. Let us discuss it for the Kähler potential, the superpotential and the gauge-kinetic function, which are introduced in section 3.

The $\mathcal{N} = 1$ Kähler potential is not protected by any non-renormalization theorems against corrections. This makes it hard to infer reliable information on its precise form beyond the approximations in sections 3. For example, one expects that the split $K_{\text{cs}}(z, \bar{z}) + K_q$ in (3.4), with $K_q$ being independent of the complex structure moduli $z$, will no longer persist at higher orders in the D5-brane deformations $\zeta$. This is due to the fact that the definitions of the $\zeta$ and $\bar{\zeta}$ depend on the complex structure of the background as discussed in section 2.2. Both perturbative and non-perturbative corrections are expected to modify $K$ and it is beyond the scope of this work to examine their form.

The situation improves when considering the $\mathcal{N} = 1$ superpotential. In a compactification with background three-form fluxes the dependence of the superpotential on the closed string moduli is encoded by a truncation of the familiar Gukov-Vafa-Witten superpotential \[ W_{\text{closed}} = \int_Y F_3 \wedge \Omega = \int_{\bar{\Gamma}} \Omega. \] (4.1)

Here $F_3$ is the R–R three-form (2.51) which is an element of $H^3(Y, \mathbb{Z})$ since we henceforth restrict to the case that $h_{2,1}(Y) = 0$. Using Poincaré duality this three-form is related to a three-cycle $\bar{\Gamma} \in H_3(Y, \mathbb{Z})$. It admits the explicit expansion $\bar{\Gamma} = m^K A_K - e^K B^K$, where $(A_K, B^K)$ is the symplectic basis introduced in (2.9) and $(e^K, m^K)$ are the flux quanta in (2.51). The superpotential $W_{\text{closed}}$ depends on the complex structure moduli through $\Omega(z)$ and with analytic continuation of the periods it can be studied everywhere in the moduli space [47, 1, 2, 4].

Perturbative string theory completes the closed string holomorphic superpotential by an open string holomorphic superpotential. On the Type IIA side it is generated by disc instanton contributions and is calculable by topological string theory [17, 19, 20]. In our application, i.e. on the Type IIB side, these terms localize to a chain integral\[ W_{\text{open}} = \int_{\Gamma} \Omega, \] (4.2)

where $\Gamma$ is a three-chain whose boundary is given by curves $\Sigma - \Sigma_0$, where $\Sigma_0$ is a fixed reference curve in the same homology class as $\Sigma$. The dependence on the closed string parameters is through $\Omega$ and on the open string variables is through the deformation parameters of $\Sigma$. Using the general power series expansion of a functional about a reference function, we recover our result for the superpotential \[ (4.7) \] to linear order.\(^9\) In section 4.1 we will review how (4.2) is directly calculated

\(^8\)In this section we set $\mu_5 = 1$.

\(^9\)The general Taylor expansion is given by $F[g] = \sum_{k=0}^{\infty} \int dx_1 \cdots dx_k \frac{\partial^k F[g]}{\partial g(x_1) \cdots \partial g(x_k)} |_{g = \tilde{g}} \delta g(x_1) \cdots \delta g(x_k)$. For $W$ as a functional of the embedding $\iota$ and $\delta \iota \equiv \zeta$ as well as $\tilde{g} = \iota$ we to first order derive the second term of (3.7).
on non-compact Calabi-Yau manifolds. As will be explained in more detail in section 4.3, it is natural to view combination of the cycle $\hat{\Gamma}$ and the chain $\Gamma$ as an element $\Gamma^\Sigma$ of the relative homology group $H_3(Y,\Sigma,Z)$ and write

$$W = W_{\text{closed}} + W_{\text{open}} = \int_{\Gamma^\Sigma} \Omega.$$  (4.3)

In the $\mathcal{N} = 1$ theory there is no spacetime argument for the decoupling of the Kähler and the complex structure moduli. However, it was argued that the Kähler moduli dependence to the superpotential can only arise through D-instanton contributions due to its holomorphicity, see e.g. [48]. This implies that at large volume these corrections are strongly suppressed by powers of the instanton action. It is believed that the part of the Type IIB superpotential which is independent of the Kähler moduli is exactly given by (4.3). Thus it can be computed from the topological sector of the physical string. In this sense the integrals (4.1) and (4.2) contain the exact analytic dependence of $W$ on the open moduli and closed complex structure moduli in Type IIB Calabi-Yau compactifications with D5-branes. In the orientifold set-ups, (4.3) should still be valid for D5-branes which are sufficiently separated from the O5-planes.

One can also calculate the topological string contributions to the gauge kinetic terms (3.13). They are given by the annulus amplitude which can be evaluated in the non-compact Calabi-Yau manifolds at large radius by localization [26, 49] or more effectively by large-$N$ techniques [25]. In particular, in the Type IIB models the term is given by the Bergman kernel [50, 51], whose analytic dependence on the moduli is exactly known and whose expansions in flat coordinates at various points in the moduli space have been studied in [52].

This section contains six parts. First we discuss the problem of computing the superpotential for non-compact toric Calabi-Yau in section 4.1. Here the Type IIB geometry is governed by a Riemann surface and all essential ideas are realized in the simplest context. In the next subsection 4.2 we prepare our discussion of the open-closed moduli dependence of the superpotential by reviewing the complex structure dependence of the Gukov-Vafa-Witten superpotential through the closed periods. Then, we introduce the appropriate geometric quantities, namely relative (co)homology theory to describe also the open moduli contribution to the superpotential. Next, we proceed by describing a new method to circumvent the difficulties in handling the relative group of the curve $\Sigma$. We associate a canonically constructed divisor $D$ to the given curve which enables us to replace the relative group in two different ways. One possibility is to replace it by the cohomology of forms with logarithmic singularities along $D$ and to study the moduli dependence using the so-called mixed Hodge structure. Another possibility is to embed the open-closed moduli into the complex structure deformations of a canonically constructed Kähler manifold $\tilde{Y}$. Then, we can investigate the complex structure moduli space of $\tilde{Y}$ instead. Next, we present an application of this rather abstract discussion by giving recipes to obtain Picard-Fuchs equations whose solutions describe the open-closed moduli dependence of the superpotential. Finally, we apply the described blow-up procedure to the non-compact example of the total space of the canonical bundle over the del Pezzo
surface $B_3$ where the D5-brane is represented by a point in $B_3$.

### 4.1 Non-compact Calabi-Yau spaces

While field theory considerations restrict $\mathcal{N} = 1$ supergravity much less than $\mathcal{N} = 2$ supergravity, we expect additional structures, when the $\mathcal{N} = 1$ theory arises as the effective action of a string theory. The stringy origin of the superpotential and the gauge kinetic terms can be explored best in Type II string theory in the background of non-compact Calabi-Yau spaces. The main ideas and concept related to these quantities are realized in this context in a very simple way, which makes it worthwhile to introduce them here. Moreover, explicit calculations are feasible and the mirror symmetry picture between the Type IIB geometry and Type IIA geometry has been developed for local Calabi-Yau spaces and used for predictions as well as checks.

While our focus will be on the Type IIB geometries, let us briefly recall the Type IIA geometry first. In the non-compact case of interest the internal manifold $X$ is typically a complex line bundle over a del Pezzo surface. Here one specifies charge vectors $Q^\alpha_i \in \mathbb{Z}$ which describe toric group actions. We use the notation of \[53\]. More precisely $X$ is given by the quotient

$$X = (\mathbb{C}^{k+3} - Z)/(\mathbb{C}^*)^k.$$ (4.4)

Here $(\mathbb{C}^*)^k$ acts by $x_i \mapsto \lambda^Q_{\alpha_i} x_i$, $\alpha = 1, \ldots, k$ on the complex coordinates $x_i$ of $\mathbb{C}^{k+3}$ with $\lambda_{\alpha} \in \mathbb{C}^*$ and $Z$ is the Stanley-Reisner ideal. The geometry has vanishing first Chern class, iff the constraint

$$\sum_{i=1}^{k+3} Q^\alpha_i = 0 \quad \forall \alpha.$$ (4.6)

The $z_\alpha$ denote the complex structure moduli of $Y$, while $x$ and $y$ in (4.5) denote the independent variables that remain after solving the constraints (4.6) and using the additional $\mathbb{C}^*$-action on the coordinates $x_i$.

---

\[10\] They are dual to the complexified Kähler parameters $t_{\alpha}$ of compact two-cycles in $X$, so $\alpha = 1, \ldots, h^{(1,1)}_{\text{comp}}(X)$.
The main simplification of the non-compact models is the dimensional reduction in the $B$-model geometry. The holomorphic three-form of $Y$ reduces to a meromorphic differential

$$\lambda = \log(x) \frac{dy}{y} \quad (4.7)$$
on the genus $g$ Riemann surface $\mathcal{Y}$. The three-cycles in $H_3(Y, \mathbb{Z})$ reduce either to one-cycles $a_i, b^i$, $i = 1, \ldots, g$ in $H_1(\mathcal{Y}, \mathbb{Z})$ or to one-cycles $c_k$ enclosing the poles of $\lambda$ at $p_i$. The flat closed string modulus, its mirror map and the closed string prepotential are encoded in periods of $\lambda$ over paths in the homology of $\mathcal{Y} \setminus \{p_i\}$. The closed string potential reduces to $W_{\text{closed}} = \int_{\hat{\Gamma}} \lambda$, where $\hat{\Gamma} = e^j c_j + e^i a_i - m_k b^k$.

The holomorphic cycle $\Sigma$ in $Y$, which is mirror to the special Langrangian on $X$, reduces to a point $x$ on $\mathcal{Y}$, so that the triple $(\mathcal{Y}, \lambda, x)$ contains the non-trivial information of the Type IIB geometry with one non-compact D5-brane. It provides the geometrical realization of the non-trivial superpotential. The latter is obtained by reduction of (4.2) to the Riemann surface

$$W_{\text{open}}(x, z, m) = \int_{\Gamma^x} \lambda(m, z) , \quad (4.8)$$

where the integral is over a path $\Gamma^x$ from an irrelevant reference point $x_0$ to $x$. After the mirror map, $W_{\text{open}}(x, z, m)$ has been identified with the disk instanton generating function [20]. Beside the open modulus $x$ dependence, whose domain is simply the Riemann surface $\mathcal{Y}$, the integral depends on the complex modulus $z$ of $\mathcal{Y}$ and potentially on constants $m_i$, which are the non-vanishing residua of $\lambda(m, z)$. The evaluation of the integrals

$$\int_{\hat{\Gamma}} \lambda + \int_{\Gamma^x} \lambda = \int_{\Gamma^x} \lambda , \quad (4.9)$$

is a simple example of a problem in relative homology. Here $\hat{\Gamma}$ is a one-cycle of $\mathcal{Y}$ and $\Gamma^x$ a relative one-cycle, i.e. an element of the group $H_1(\mathcal{Y}, \{p_i\}, \mathbb{Z})$ which contains the one-cycles of $\mathcal{Y}$ as well as one-chains which end on $p_i$. On the Riemann surface (4.9) can be solved by evaluating the integrals explicitly [20]. The specific elements $H_1(\mathcal{Y}, \{p_i\}, \mathbb{Z})$, that yield the closed string flat coordinates, the closed string mirror flat coordinates and the superpotential have been described in [20].

Differential equations for ordinary periods are encoded in the variation of Hodge structure. They can be quite generically derived using the Griffith residua formulas for the periods [56, 57]. Differential equations for relative period integrals, i.e. the integrals over the elements of the relative homology $\int_{\Gamma^x} \lambda$ are mathematically encoded in the variation of the mixed Hodge structure. In certain situations they can be derived from residua expressions for the normal function [29]. For the local models such differential equations have been described in [23, 24].

On a Riemann surface $\mathcal{Y}$ the integral $W = \int_{\Gamma^x} \lambda$ defines an Abel-Jacobi map, albeit with meromorphic 1-forms instead of the holomorphic ones. Other canonical invariants of the pair $(\mathcal{Y}, \lambda(z, m))$ have been studied [50] and can be associated to analytic expressions for the topological
string amplitudes on \(Y\). Most notably the Bergman kernel is identified with the annulus amplitude and gives a global definition of the gauge kinetic function.

### 4.2 Hodge structure for complex structure moduli

First, we describe the situation of closed strings only where we focus on the complex structure moduli. Generally, infinitesimal deformations of the complex structure are described by elements of \(H^1(Y, T Y)\), cf. [58]. For Kähler manifolds the infinitesimal study of the complex structure moduli space can be carried out by the study of the variation of the Hodge structure on its cohomology groups. For Calabi-Yau manifolds as discussed in section 2.1.1 the analysis simplifies since there is an unique non-vanishing holomorphic three-form \(\Omega\). On the one hand, this enables us to map the infinitesimal deformations in \(H^1(Y, T Y)\) simply to forms in \(H^{2,1}(Y)\). On the other hand, the fact \(h^{3,0} = 1\) allows us to study the variation of the Hodge structure explicitly, as will be discussed below. Here, we review the concepts of complex structure deformations and the simplifications for Kähler threefolds with \(h^{3,0} = 1\), in particular Calabi-Yau manifolds, as will be relevant for our later discussion.

If we consider \(H^3(Y)\) over every point of the complex structure moduli space \(\mathcal{M}^{cs}\), it forms a holomorphic vector bundle over \(\mathcal{M}^{cs}\) which we will denote by \(\mathcal{H}^3(Y)\). We define a decreasing filtration on \(H^3(Y)\), the Hodge filtration, which equips \(H^3(Y)\) with a (pure) Hodge structure

\[
F^m H^3(Y) = H^{(3,0)}(Y),
F^2 H^3(Y) = H^{(3,0)}(Y) \oplus H^{(2,1)}(Y),
F^1 H^3(Y) = H^{(3,0)}(Y) \oplus H^{(2,1)}(Y) \oplus H^{(1,2)}(Y),
F^0 H^3(Y) = H^{(3,0)}(Y) \oplus H^{(2,1)}(Y) \oplus H^{(1,2)}(Y) \oplus H^{(0,3)}(Y) = H^3(Y),
\]

where we recover the familiar decomposition of the de Rham group \(H^3(Y)\) into \((p, q)\)-forms for Kähler manifolds. This filtration is decreasing since \(F^m H^3(Y)\) is contained in \(F^{m-1} H^3(Y)\) for all \(m\).

We study the filtration \(F^m H^3(Y)\) instead of \(H^{(p,q)}(Y)\) because the \(F^m H^3(Y)\) form a holomorphic subbundle \(\mathcal{F}_{cs}^m\) of \(\mathcal{H}^3(Y)\), but \(H^{(p,q)}(Y)\) do not. The bundle \(\mathcal{H}^3(Y)\) has a flat connection \(\nabla_{cs}\) which is called the Gauß-Manin connection. It has the so-called Griffiths transversality property

\[
\nabla_{cs} \mathcal{F}_{cs}^m \subset \mathcal{F}_{cs}^{m-1} \otimes \Omega^1_{\mathcal{M}^{cs}}.
\]

This together with \(h^{3,0} = 1\) is one of the main ingredients for the formulation of the \(\mathcal{N} = 2\) special geometry for Calabi-Yau manifolds. We can study the variation of the complex structure by looking at how \(\Omega\) changes under the complex structure deformations. The form \(\Omega\) and its derivatives \(\nabla_{cs}^k \Omega\) span the complete space \(H^3(Y)\), thus a derivative of any element of \(H^3(Y)\) can be expressed as a linear combination of \(\nabla_{cs}^k \Omega\). These linear combinations yield the Picard-Fuchs equations.
4.3 Relative cohomology

As discussed at the beginning of this section, the $\mathcal{N} = 1$ superpotential is expressed as integrals of the holomorphic three-form over cycles and chains whose boundaries contain the curve $\Sigma$. In order to give a unified description of integrals of these kinds it is necessary to generalize the well-known homology theory for the manifold $Y$. This is achieved by relative homology which, by definition, includes additionally to the closed three-cycles also three-chains with boundary containing the curve $\Sigma$ on which the D5-brane is supported. Therefore, we review in the following its construction and essential properties and refer the reader to ref. [59] for a more detailed description.

First, we start dual to homology with the definition of the relative de Rham cohomology $H^k(Y, S)$ where $S$ denotes an arbitrary submanifold embedded into the ambient space $Y$ by $\iota : S \hookrightarrow Y$. This definition will guide us directly to the appropriate algebraic definition of relative homology exhibiting all the intuitive features mentioned above by simply applying Stokes theorem. To construct the relative cohomology group $H^k(Y, S)$, we define relative forms by forming the direct sum of modules

$$\Omega^k_\iota = \Omega^k(Y, S) = \Omega^k(Y) \oplus \Omega^{k-1}(S).$$

(4.12)

Then, the relative differential $d$ on $\Omega^k_\iota$ is given by

$$d(\Theta, \theta) = (d_Y \Theta, \iota^* \Theta - d_S \theta),$$

(4.13)

where $d_Y$, $d_S$ denote the de Rham differentials on $Y$ and $S$, respectively. It is easily checked that $d^2 = 0$, thus, we obtain a complex of relative forms $(\Omega^\bullet_\iota, d)$. As usual the relative cohomology measures the difference between $d$-closed and $d$-exact relative forms. Hence, relative cohomology groups $H^k(Y, S)$ are constructed from the forms (4.12) and the differential (4.13) as quotients of closed relative $k$-forms by exact relative $k$-forms. In particular, an element in $H^k(Y, S)$ is represented by a pair of forms $(\Theta, \theta)$ obeying $d(\Theta, \theta) = 0$ or equivalently

$$d_Y \Theta = 0, \quad \iota^* \Theta = d_S \theta.$$

(4.14)

This implies that $\Theta$ is a non-trivial element in $H^k(Y)$ whose restriction $\iota^* \Theta$ to $S$ is trivial in $H^k(S)$. Furthermore, the equivalence relation in relative cohomology allows us to represent a class with representative $(\Theta, \iota^* \theta)$ seemingly very different, i.e.

$$(\Theta, \iota^* \theta) \sim (\Theta, \iota^* \theta) - d(\theta, 0) = (\Theta - d_Y \Theta, 0).$$

(4.15)

This is particularly helpful to relate calculations with usual forms and chains to those with relative forms and cycles by carefully treating the de Rham exact form $d_Y \theta$ for the pullback forms $(0, \iota^* \theta)$ in relative cohomology. Note that the relative cohomology covers also the de Rham cohomology as a special case obtained by setting $S$ to the empty set.
Parallel to the definition of relative cohomology, we define the relative homology group by introducing relative chains by
\[ C^k_i = C_k(Y) \oplus C_{k-1}(S) . \] (4.16)
Next, we need an appropriate definition of a relative boundary operator. This is achieved by first introducing a natural pairing between relative forms and chains defined as
\[ \langle (\Theta, \theta), (A, a) \rangle = \int_A \Theta - \int_a \theta , \] (4.17)
where we represent also relative chains by a pair \((A, a)\). Then, the relative boundary operator \(\partial\) on \(C^k_i\) is introduced as the unique operator that is dual to the relative de Rham differential \(d\) with respect to the pairing (4.17). By considering an exact relative form \(d(\Omega, \omega)\) and application of Stokes theorem we obtain
\[ \partial(A, a) = (\partial_Y A - \iota_* a, -\partial_S a) , \] (4.18)
where \(\partial_Y\) and \(\partial_S\) denote the boundary operators on \(Y\) and \(S\), respectively. This squares also to zero and we define the relative homology groups \(H_k(Y, S)\) as \(\partial\)-closed \(k\)-chains divided out by \(k\)-chains, that are \(\partial\)-boundaries of \((k+1)\)-chains. Then, it is easily checked that the pairing (4.17) descends to a well-defined pairing between the (co-)homology groups as well. Again, every element in the relative group \(H_k(Y, S)\) is represented by chains \((A, a)\) obeying \(\partial(A, a) = 0\) or
\[ \partial_S a = 0 , \quad \partial_Y A = \iota_* (a) \] (4.19)
i.e. \(a \in H_{k-1}(S)\) is again trivial in \(H_{k-1}(Y)\). Therefore, these groups consist, as expected, of \(k\)-chains which are closed up to boundaries on \(S\) and \(k\)-chains which have no boundaries, i.e. are usual cycles. We note that there might be no additional \(k\)-chains in \(H_k(Y, S)\) in case that there are no \((k-1)\)-cycles \(a\) which are trivial in the homology \(H_{k-1}(Y)\). This happens, for example, when we consider \(H_3(Y, S)\) for a non-trivial two-cycle \(S\) in \(Y\) like the curve \(\Sigma\).

There is also a relative version of Poincaré duality which relates the relative (co-)homology groups due to the pairing (4.17) in the usual fashion as
\[ H^k(Y, S) \cong H_{6-k}(Y, S) . \] (4.20)

To gain a better understanding of the relative cohomology groups, one notes that there is the following short exact sequence of modules
\[ 0 \longrightarrow \Omega^{k-1}(S) \overset{\alpha}{\longrightarrow} \Omega^k(Y, S) \overset{\beta}{\longrightarrow} \Omega^k(Y) \longrightarrow 0 , \] (4.21)
which is just the definition (4.12) rewritten in an equivalent way. More precisely, the map \(\alpha\) is the natural embedding to the second summand of (4.12) and \(\beta\) is the projection to the first summand. From this sequence one obtains the long exact cohomology sequence
\[ \cdots \longrightarrow H^{k-1}(Y) \longrightarrow H^{k-1}(S) \longrightarrow H^k(Y, S) \] (4.22)
\[ H^k(Y) \longleftarrow H^k(S) \longrightarrow H^{k+1}(Y, S) \longrightarrow \cdots \]
The definition of an exact sequence gives the splitting of the relative cohomology group

\[ H^k(Y, S) = \text{Ker} \left( H^k(Y) \to H^k(S) \right) \oplus \text{Coker} \left( H^{k-1}(Y) \to H^{k-1}(S) \right), \tag{4.23} \]

where we observed the first summand already in the explicit construction presented above. In the following, we denote the first and second summand by \( H^k(Y) \) and \( H^{k-1}(S) \) for convenience.

We now consider the case of \( S = \Sigma - \Sigma_0 \) where the two-cycle \( \Sigma \) is wrapped by the D5-brane. Since \( \Sigma \) is complex one-dimensional, the first summand of \( H^3(Y, \Sigma) \) only consists of \( H_3(Y) \). The second summand just consists of two-forms on \( \Sigma \) which do not arise from the pull-back of non-trivial two-forms of \( Y \). As an example we note that the two-forms \( s_A \chi^\kappa \) introduced in section 2.2 are elements of \( H^2(\Sigma) \) when considered as forms on \( \Sigma \).

As an application of the pairing (4.17) we rewrite the superpotential (4.3) as

\[ W = \hat{N}_A \int_{\hat{\Gamma}_A} \Omega + N_a \int_{\Gamma_a} \Omega = \hat{N}_A \hat{\Pi}^A + N_a \Pi^a \equiv \sum_i N_i \langle \Omega, \Gamma_i^\Sigma \rangle, \tag{4.24} \]

where \( \hat{\Gamma}_A \equiv (\hat{\Gamma}_A, 0) \) and \( \Gamma_a \equiv (\Gamma_a, \Sigma - \Sigma_0) \) denote a basis of three-cycles and three-chains in \( H_3(Y, \Sigma) \) and \( \Omega \equiv (\Omega, 0) \) the holomorphic three-form in \( H^3(Y, \Sigma) \). As introduced before, \( \hat{N}_A, N_a \) are the flux numbers and brane windings, respectively. On the right hand side of the equation \( \Gamma_i^\Sigma \) form an integral basis of the relative homology group \( H_3(Y, \Sigma) \). Thus, we view the superpotential consisting of Gukov-Vafa-Witten potential and the chain integral as sum of relative periods.

We conclude with a remark about the expansion (4.24). In contrast to the chain integral (4.2) where we integrate over an arbitrary chain \( \Gamma \) with \( \partial \Gamma = \Sigma - \Sigma_0 \), the chain integrals in the above expansion are performed with an integral basis \( \Gamma_i^\Sigma \) of \( H_3(Y, \Sigma) \). As in the non-compact case of section 4.1 this integral basis of the relative group may consist of chains \( \Gamma_a \) that have, in order to be integral, contributions of cycles \( \hat{\Gamma}_A \) as well. Thus, the chain integrals in (4.24) may incorporate closed periods.

### 4.4 From curves to divisors

Now let us turn to the open-closed moduli space \( M \). As discussed in section 2.1.2 the infinitesimal open moduli are described by the holomorphic sections in the normal bundle of the curve which the D5-brane wraps. Analogously to the consideration of \( H^3(Y) \) for the closed string moduli, we use the elements of the relative group \( H^3(Y, \Sigma) \) to probe the open-closed moduli space. Mimicking as much of the familiar structure for complex structure moduli as possible, we proceed as follows. We again obtain an absolute cohomology group by using the Lefschetz and Poincaré duality

\[ H_3(Y, \Sigma) \cong H^3(Y, \Sigma) \cong H_3(Y - \Sigma) \cong H^3(Y - \Sigma). \tag{4.25} \]

\(^{11}\)In order to work with the developed formalism of relative cohomology we have to consider \( H^3(Y, \Sigma - \Sigma_0) \). However, we simplify our notation by just writing \( H^3(Y, \Sigma) \) for the relative group.

\(^{12}\)In the following we will use this isomorphism between relative and absolute group quite frequently without referring to it at every place.
In order to infinitesimally analyze the moduli dependence of the objects in this group, we have to study the so-called mixed Hodge structure of \( H^3(Y, \Sigma) \). For completeness we have given the mixed Hodge structure of \( H^3(Y, \Sigma) \) in appendix [D]. However, it will turn out, for practical as well as conceptual purposes, it is mathematically more adequate to consider codimension one objects, i.e. divisors, than higher codimensional objects.

The cohomology group (4.25) as well as the mixed Hodge structure governing the moduli dependence only depend on the open manifold \( U \equiv Y - \Sigma \). Hence, we can replace \( Y \) and \( \Sigma \) by objects \( \hat{Y} \) and \( D \) satisfying
\[
\hat{Y} - D = U = Y - \Sigma .
\] (4.26)
The deformations of the pair \((Y, \Sigma)\) which we denote by Def\((Y, \Sigma)\) are described more adequately by an auxiliary pair \((\hat{Y}, D)\). One canonical way to construct \( \hat{Y} \) and \( D \) is to blow-up \( Y \) along \( \Sigma \) \([60]\). We set \( D \) to be the exceptional divisor of the blow-up procedure. By construction, it is clear that \( H^3(\hat{Y} - D) \cong H^3(Y - \Sigma) \). Furthermore, the deformation theory Def\((Y, \Sigma)\) is equivalent to Def\((\hat{Y}, D)\) such that the variation of mixed Hodge structures of \( H^3(Y, \Sigma) \) and \( H^3(\hat{Y}, D) \) over the moduli space are equivalent.

Before we proceed let us discuss the geometry of \( D \) and \( \hat{Y} \) in more detail. First, we turn to the exceptional divisor \( D \). It is the projectivization of the normal bundle of \( \Sigma \) in \( Y \), i.e. \( \mathbb{P}(N_Y \Sigma) \) which is a \( \mathbb{P}^1 \)-bundle over \( \Sigma \). On any projectivization of a complex vector bundle there exists a natural line bundle which is called tautological bundle \( T \) which is the analogue of \( O_{\mathbb{P}^n}(-1) \) on \( \mathbb{P}^n \). The line bundle \( T \) is also the normal bundle of \( D \) in \( \hat{Y} \). Since \( T \) does not have any holomorphic section, \( D \) is rigid and thus has no deformation moduli. Furthermore, the cohomology ring of \( D \) is generated by \( \eta = c_1(T) \) as an \( H^*\Sigma \)-algebra, i.e.
\[
H^*\Sigma(D) = H^*\Sigma(\eta)
\] (4.27)
with the following relation
\[
\eta^2 = c_1(N_Y \Sigma) \wedge \eta = -c_1(\Sigma) \wedge \eta .
\] (4.28)
Thus, \( H^*\Sigma(D) \) is generated by \( c_1(T) = \eta \) with elements of \( H^*\Sigma \) as coefficients. Consequently, the Hodge diamond looks as follows
\[
\begin{array}{ccc}
1 & & \\
0 & g & 2g \\
g & g & 0 \\
1 & & \\
\end{array}
\] (4.29)
where \( g \) is the genus of \( \Sigma \). Here, the holomorphic one-forms are the Wilson lines \( a_I \) of \( \Sigma \), the \((2,1)\)-forms are of the form \( a_I \wedge \eta \) and the two \((1,1)\)-forms are given by \( \eta \) and \( c_1(N_D \Sigma) \). Using twice the adjunction formula, one time for \( \Sigma \) as a divisor in \( D \) and another time for \( D \) as a divisor in \( \hat{Y} \), we obtain with (4.31):
\[
c_1(N_D \Sigma) = -c_1(\Sigma) - 2\eta .
\] (4.30)
Now we describe the geometry of $\tilde{Y}$ in more detail. We first observe that the blow-up $\tilde{Y}$ is again a compact Kähler manifold \[61\] since the blow-up of a Kähler manifold along a complex submanifold is always Kähler, too. Secondly, $\tilde{Y}$ can still be embedded into $\mathbb{P}^N$ for some $N$, i.e. it is projective, if $Y$ is projective. In the case of $Y$ being a Calabi-Yau threefold this is always true. This implies that we can always find algebraic equations defining $Y$ and $\tilde{Y}$. However, $\tilde{Y}$ is not a Calabi-Yau manifold anymore. Using the general formula for the first Chern class of a blow-up \[60\]

$$c_1(\tilde{Y}) = \pi^* c_1(Y) - \eta,$$

we see that the first Chern class of $\tilde{Y}$ does not vanish. Here, we used the usual notation $\pi^*$ for the pullback of forms from $Y$ to $\tilde{Y}$ induced by the projection $\pi: \tilde{Y} \to Y$. Furthermore, we also use that the Poincaré dual of the exceptional divisor is just the first Chern class of its normal bundle in $\tilde{Y}$. Secondly, the cohomology ring of $\tilde{Y}$ has the form \[60\]

$$H^\bullet(\tilde{Y}) = \pi^* H^\bullet(Y) \oplus H^\bullet(D)/\pi^* H^\bullet(\Sigma).$$

Since $H^{3,0}(\Sigma) = H^{3,0}(D) = 0$ for dimensional reasons, it follows that $H^{3,0}(\tilde{Y}) \cong \pi^* H^{3,0}(Y)$, i.e. it is still one-dimensional as for the original Calabi-Yau space $Y$. However, the holomorphic three-form on $\tilde{Y}$ has $D$ as its zero locus as can be seen as follows. The first Chern class of a holomorphic vector bundle $E$ describes the zero locus of a single section of the determinant line bundle $\det E$. We can apply this for $E = T^*\tilde{Y}$ by reading \[4.31\] in terms of its Poincaré dual $D$ and using $c_1(Y) = 0$.

### 4.5 Two ways towards Picard-Fuchs equations

Now we are aiming at the description of the moduli dependence of $H^3(\tilde{Y} - D)$. This dependence can be characterized by Picard-Fuchs equations. In the following we will discuss two possible ways to derive these equations in principle. The cases of most interest are those where $Y$ and $\tilde{Y}$ are described as complete intersections in (weighted) projective spaces where powerful methods like residue representation of cohomology, Griffiths-Dwork reduction method etc. are available.

The first way is to use the mixed Hodge structure\[13\] and its variations. However, we will quickly specialize to the case of the divisor $D$. In general, the mixed Hodge structure is a free abelian group $H_Z$ with a decreasing Hodge filtration $F^m H_C$ and an increasing weight filtration $W_k H_C$ where $H_C$ is the complexification $H_Z \otimes \mathbb{C}$. For a divisor $D$ this takes the following form. First, we note the following isomorphism

$$\phi: H^3(\tilde{Y} - D) \xrightarrow{\sim} \bigoplus_{p+q=3} H^q(\tilde{Y}, \Omega_Y^p (\log D)).$$

By $\Omega_Y^k(\log D)$ we mean holomorphic $k$-forms on $\tilde{Y}$ that are locally generated by e.g. $dz^1, dz^2$ and $d \log z_3 = dz^3/z_3$ with holomorphic functions as coefficients for a divisor locally given by $z_3 = 0$\[14\].

---

\[13\] For more details, cf. appendix \[13\].

\[14\] Because of $d \log z_3$ these forms are denoted by $\Omega_Y^1(\log D)$. In general they have logarithmic singularities along $D$. As usual $\Omega_Y^k(\log D)$ is then given by the $k$-th exterior power of $\Omega_Y^1(\log D)$.
One can use $\Omega^k_Y(\log D)$ to define the Hodge and weight filtrations for $H^3(\tilde{Y} - D)$. Then the filtrations have the form

$$F^m H^3 = \bigoplus_{p \geq m} H^{3-p}(\tilde{Y}, \Omega^p_Y(\log D))$$

(4.34)

and

$$W_{-1} H^3 = 0, \quad W_0 H^3 = H^3(\tilde{Y}), \quad W_1 H^3 = H^3(\tilde{Y} - D).$$

(4.35)

Additionally, the mixed Hodge structure has graded weights $\text{Gr}^W_k H^3 = W_{-k+3} H^3 / W_{-(k+1)+3} H^3$ that take the following form for the divisor $D$

$$\text{Gr}^W_3 H^3 = W_0 H^3 / W_{-1} H^3 \cong H^3(\tilde{Y}), \quad \text{Gr}^W_2 H^3 = W_1 H^3 / W_0 H^3 \cong H^2(D).$$

(4.36)

The reason to consider these (graded) weights is the following: The mixed Hodge structure is defined such that the Hodge filtration $F^m H^3$ induces a pure Hodge structure on each graded weight, i.e. on $\text{Gr}^W_2 H^3$ and on $\text{Gr}^W_3 H^3$. Thus, the following two induced filtrations on $\text{Gr}^W_3 H^3$

$$H^3(\tilde{Y}) \cap F^3 H^3 \subset H^3(\tilde{Y}) \cap F^2 H^3 \subset H^3(\tilde{Y}) \cap F^1 H^3 \subset H^3(\tilde{Y}) \cap F^0 H^3 = H^3(\tilde{Y})$$

(4.37)

and on $\text{Gr}^W_2 H^3$

$$H^2(D) \cap F^2 H^3 \subset H^2(D) \cap F^1 H^3 \subset H^2(D) \cap F^0 H^3 = H^2(D)$$

(4.38)

lead to pure Hodge structures on $H^3(Y)$ and $H^2(D)$, respectively. Here, for example, $H^2(D) \cap F^1 H^3$ should be understood as follows: The second summand $H^2(D)_{\nu}$ of (4.23) represents the part of $H^2(D)$ which is contained in the relative group $H^3(\tilde{Y}, D)$. Thus, we use the isomorphism $\phi$ of (4.33) to obtain their logarithmic counterparts. Then, we intersect $\phi(H^2(D))$ with $F^1 H^3$. Analogously to the case of closed string moduli, $H^3(\tilde{Y} - D)$ forms a bundle $\mathcal{H}^3$ over the open-closed moduli space $\mathcal{M}$ with the Gauß-Manin connection $\nabla$. Each $F^m H^3$ forms a subbundle $\mathcal{F}^m$ of $\mathcal{H}^3$. As already discussed, the Gauß-Manin connection has the following important transversality property

$$\nabla \mathcal{F}^p \subset \mathcal{F}^{p-1} \otimes \Omega^1_{\mathcal{M}}.$$ 

(4.39)

Combining this with (4.37) and (4.38) and assuming that $\{\nabla_{z,u} \mathcal{F}^k\}$ span $\mathcal{F}^{k-1}$, we see that

$$\mathcal{H}^3(\tilde{Y}) \cap \mathcal{F}^3 \xrightarrow{\nabla_z} \mathcal{H}^3(\tilde{Y}) \cap \mathcal{F}^2 \xrightarrow{\nabla_z} \mathcal{H}^3(\tilde{Y}) \cap \mathcal{F}^1 \xrightarrow{\nabla_z} \mathcal{H}^3(\tilde{Y}) \cap \mathcal{F}^0$$

$$\mathcal{H}^2(D) \cap \mathcal{F}^2 \xrightarrow{\nabla_{z,u}} \mathcal{H}^2(D) \cap \mathcal{F}^1 \xrightarrow{\nabla_{z,u}} \mathcal{H}^2(D) \cap \mathcal{F}^0$$

(4.40)

where $z$ denotes the closed string moduli and $u$ the open string moduli. Here, again, we should understand the groups under the isomorphism $\phi$, i.e. all forms occurring in (4.40) are logarithmic three-forms. If we want to obtain a two-form representative of e.g. $\eta \in \mathcal{H}^2(D) \cap \mathcal{F}^2$, we consider $\phi^{-1}(\eta)$ which is an element of $H^2_\nu(D)$ and thus also an element of $H^2(D)$. As we can see the
variations of the mixed Hodge structure has two levels: The closed string sector and a sector which mixes the open and closed moduli. As has been pointed out in [29], there exist differential equations obeyed by the relative periods of $H^3(Y_t, D_t)$ where $D_t$ denotes a family of divisors in the family of manifolds $Y_t$. In particular this covers our setting for the blow-up $\tilde{Y}$ by $D$. The resulting equations for the relative periods of $H^3(\tilde{Y}, D)$ are the advertised Picard-Fuchs equations. One possible way to obtain these Picard-Fuchs equations explicitly may be given by residue representations for the relative forms of $H^3(\tilde{Y}, D)$ making explicit use of algebraic equations defining $\tilde{Y}$ and $D$ as complete intersections in the ambient space, cf. section 4.4. The main difficulty of this approach is to find explicit residue representation of $H^3(\tilde{Y}, D)$.

The second ansatz relies on the study of the complex structure moduli of the blow-up $\tilde{Y}$. Since $\text{Def}(\tilde{Y}, D)$ form a subset of deformations of $\tilde{Y}$, we can use the available techniques for ordinary complex structure deformations to describe the relevant Picard-Fuchs equations. Using the algebraic equations for $\tilde{Y}$ as a complete intersection, it is possible to apply the Griffiths-Dwork reduction method for residue representation of the unique holomorphic three-form $\tilde{\Omega}$ which is the proper transform of $\Omega$ in $H^{3,0}(\tilde{Y})$. This can be seen from $\iota^*(\tilde{\Omega}) \equiv 0$ on the divisor $D$ as argued in section 4.4. implying that $\tilde{\Omega}$ is an element of the first summand $\text{Ker}(H^3(\tilde{Y}) \to H^3(D))$ in (4.23), i.e. it can be represented as $(\tilde{\Omega}, 0)$ in the relative cohomology on $\tilde{Y}$. Thus, (4.32) allows us to represent $\tilde{\Omega}$ as a pull-back form of $H^3(Y)$. In this way we obtain Picard-Fuchs operators $L_i$ for $\tilde{\Omega}$ with

$$L_i\tilde{\Omega} = d\alpha_i$$

(4.41)

where $\alpha_i$ denote two-forms constructed by the Griffiths-Dwork method. Furthermore, we expect that the full effective superpotential $W$ is a linear combination of the solutions to the corresponding Picard-Fuchs system with the inhomogeneous piece given by functions obtained by integrating $d\alpha_i$ over chains. Indeed, we can replace all quantities occurring in the expansion of the superpotential into relative periods (4.24) by corresponding relative periods on $\tilde{Y}$. First, we use the isomorphism (4.25) to replace

$$H_3(Y, \Sigma) \cong H_3(\tilde{Y}, D)$$

(4.42)

as well as the corresponding integral basis $\Gamma_3_i^\Sigma$ and $\Gamma_3_j^D$. Then, we replace the holomorphic three-form $\Omega$ on $Y$ by its proper transform $\tilde{\Omega}$ on $\tilde{Y}$. This leads to the following expression for the superpotential,

$$W = \sum_j \tilde{N}_j \langle \tilde{\Omega}, \Gamma^D_j \rangle$$

(4.43)

where $\tilde{N}_j$ denote appropriately chosen integers. Next, we observe that the superpotential is annihilated by the Picard-Fuchs operators $L_i$ for $\tilde{\Omega}$ as it just consists of the integral of $\tilde{\Omega}$ over the relative cycles of $H_3(\tilde{Y}, D)$. Due to the rigidness of the exceptional divisor $D$ in $\tilde{Y}$ all deformations are now complex structure deformations of $\tilde{Y}$. Thus we can choose a topological integral basis of $H_3(\tilde{Y}, D)$ which is not affected by the complex structure deformations on $\tilde{Y}$. This is in contrast to the original chains which depend on deformations of the boundary curves $\Sigma$ in $Y$. It is a main
advantage of the prescribed blow-up procedure that all moduli dependence of the relative periods of $\hat{\Omega}$ is captured by the dependence of $\hat{\Omega}$ itself.

The superpotential $W$ is a linear combination of the solutions to the Picard-Fuchs system on $\hat{Y}$. In general there might be more complex structure deformations of $\hat{Y}$ than $\text{Def}(\hat{Y}, D)$, so that one has to identify the deformations, that correspond to the original deformation problem $\text{Def}(\hat{Y}, D)$ and to restrict the dependence of the solutions to the Picard-Fuchs system accordingly.

Comparison of the two methods reveals their advantages and drawbacks. On the one hand, it is necessary for the starting point of the first approach to find the residue representation of the logarithmic forms. Then the remaining calculations should follow straightforwardly. On the other hand, it is clear for the second approach how to start, i.e. the residue representation of the holomorphic three-form of $\hat{Y}$. However, the identification of the right moduli for the pair $(\hat{Y}, D)$ from the complex structure moduli $H^1(\hat{Y}, T\hat{Y})$ is crucial to obtain the relevant moduli dependence.

4.6 An explicit example of the blow-up

In this section we construct an example for which the blow-up procedure can be carried out explicitly. We will start with a non-compact example and later comment on possible compact realizations. The non-compact Calabi-Yau space we will consider is a complex line bundle $Y \to B_n$ over a del Pezzo surface $B_n$. The del Pezzo surface $B_n$ is a $\mathbb{P}^2$ for which $n$ generic points are blown-up to $\mathbb{P}^1$. We also wrap a space-time filling D5-brane on $Y$ such that it sits at a point $x$ on $B$ and also extends along the non-compact complex fiber in $Y$. The D5-brane can move on the del Pezzo surface which corresponds to moving the point $x$. Let us first examine what is the minimal number of blow-ups $n$ in $B_n$ for which the point $x$ can be moved with respect to a fixed reference point $x_0$ in $B_n$ such that the movement cannot be compensated by a coordinate redefinition. We count eight coordinate redefinition symmetries of $\mathbb{P}^2$ which is the dimension of $\text{PGL}(3, \mathbb{C})$ acting on the projective coordinates $(x_1, x_2, x_3)$. Hence, we have to mark at least four points in $\mathbb{P}^2$, each specified by two coordinates, to fix the coordinate freedom on $\mathbb{P}^2$. The movement of the fifth point then cannot be compensated by a coordinate redefinition. Thus, the fifth point gives rise to two complex open moduli describing its position in $\mathbb{P}^2$. Hence, we are lead to minimally consider $B_3$ with one fixed reference point $x_0$ in order to have open moduli\textsuperscript{15}

The canonical class of $B_3$ is given by $K_{B_3} = -3\ell + e_1 + e_2 + e_3$, where $\ell$ is the hyperplane divisor and $e_i$ are the three exceptional $\mathbb{P}^1$ blow-up divisors. The Calabi-Yau manifold $Y$ is then given by

$$Y = \mathcal{O}_{B_3}(K_{B_3}) \longrightarrow B_3$$

\textsuperscript{15}This should be compared to the non-compact examples of section where the D5-brane is a point on a Riemann surface $\mathcal{Y}$. If $\mathcal{Y}$ has genus $g = 1$, one needs to fix the reference point $x_0$ to fix the freedom of coordinate choice.
and can described torically as in \((4.4)\) by the four charge vectors

\[
\begin{align*}
Q^1 &= (-1, -1, 1, 0, 0, 0, 1), \\
Q^2 &= (-1, 1, 0, 0, 0, 1, -1), \\
Q^3 &= (-1, 0, 1, -1, 1, 0, 0), \\
Q^4 &= (-1, 1, -1, 1, 0, 0, 0).
\end{align*}
\] (4.45)

The latter can be viewed as coefficients of linear relations among the vectors \((1, 0, 0), (1, 1, 0), (1, 1, 1), (1, 0, 1), (1, -1, 0), (1, -1, -1)\) and \((1, 0, -1)\) which span the non-compact toric fan for \(Y\) from the origin in \(\mathbb{R}^3\). In the plane \((1, x, y), (x, y) \in \mathbb{R}^2\) the fan contains the hexagonal toric polyhedron for \(B_3\), see Figure 1. Each point in the Figure 1 is associated to a coordinate \(x_i \in \mathbb{C}\)

![Figure 1: Polyhedron for \(B_3\).](image)

and the Stanley-Reisner ideal \(Z\) is generated by all sets \(\{x_{i_1} = \ldots = x_{i_r} = 0\}\), where \(\{i_1, \ldots, i_r\}\) are not indices of a common triangle in the figure.

Since \(Y\) is toric, it has no complex structure moduli. However, once we include the D5-brane on the fiber at \(x\) (and fix the reference line at \(x_0\)) one finds two complex open moduli \(\zeta_1, \zeta_2\) which correspond to the two complex dimensions in which \(x\) can move on \(B_3\).

Next we want to use the insights of section \([4.4]\) and blow up the line \(\Sigma\) wrapped by the D5-brane and a reference line \(\Sigma_0\) into a divisor. We note that \(\Sigma\) intersects \(B_3\) in the point \(x\) while a reference line \(\Sigma_0\) intersects \(B_3\) in the rigid point \(x_0\). We recall that the blow-up divisors are the projectivizations of the normal bundles \(\mathbb{P}(N_Y \Sigma)\) and \(\mathbb{P}(N_Y \Sigma_0)\). However, for \(x\) and \(x_0\) not on the exceptional \(\mathbb{P}^1\)’s in \(B_3\) we can simply identify the blow-up divisors as the blow-ups of \(x\) and \(x_0\) into two new \(\mathbb{P}^1\)’s. Therefore, the new base of \(\tilde{Y}\) is the del Pezzo surface \(B_5\). We can construct \(\tilde{Y}\) as the line bundle

\[
\tilde{Y} = \mathcal{O}_{B_5}(K_{B_3}) \longrightarrow B_5,
\] (4.46)

where \(K_{B_3} = -3\ell + e_1 + e_2 + e_3\) only includes \(e_1, e_2, e_3\) as in \(Y\). Now, however, the first Chern class does not vanish

\[
c_1(\tilde{Y}) = -\nu^*(e_4) - \nu^*(e_5),
\] (4.47)

where \(\nu: \tilde{Y} \rightarrow B_5\) is the projection to the base. This is in accord with the general formula \((4.31)\) and matches our expectation that \(\tilde{Y}\) is not Calabi-Yau.
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We can also investigate what happened to the open moduli of the D5-brane in this set-up. Clearly, after blowing-up the exceptional $\mathbb{P}^1$'s cannot be moved within $\mathcal{B}_5$. This corresponds to the general fact the blow-up divisors are rigid. Thus, the two deformations $\zeta_1, \zeta_2$ of $\Sigma$ have disappeared, but the del Pezzo surface $\mathcal{B}_5$ has now two complex structure deformations $z_1, z_2$. These complex structure deformations can be canonically identified with $\zeta_1, \zeta_2$, and, by studying the periods depending on $z_1, z_2$, we implicitly solve the original deformation problem for the curve $\Sigma$. Hence the complex structure moduli space of $\tilde{Y}$ captures the deformation space of the brane moduli on $Y$.

Even for this non-compact Calabi-Yau threefolds, we have to ensure tadpole cancellation. Since all directions normal to the D5-brane are compact, O5-planes with negative D5-brane charge have to be included in order to obtain a vanishing net R–R charge. Therefore we consider the following involution on the del Pezzo base whose action on the basis $(\ell, e_1, e_2, e_3)$ of the cohomology lattice is given by \[ \sigma = \begin{pmatrix} 2 & 1 & 1 & 1 \\ -1 & 0 & -1 & -1 \\ -1 & -1 & 0 & -1 \\ -1 & -1 & -1 & 0 \end{pmatrix}. \] (4.48)

This involution has four fixpoints on the del Pezzo surface. We extend this involution to $Y$ by demanding it to act trivially on the fiber such that the O5-planes extend along the fiber and intersect $\mathcal{B}_3$ in four points. Therefore a consistent configuration requires eight D5-branes in the covering space. We conclude the example by noting that this non-compact situation can be generalized to compact examples. We replace the fibration of $Y$ with an elliptic fibration giving rise to a well-known elliptically fibered Calabi-Yau. The methods discussed in section 4.5 should be directly applicable to these examples and the open mirror symmetry can be studied in detail.

5 Conclusions

In this work we have analyzed the four-dimensional $\mathcal{N} = 1$ effective action for a D5-brane wrapping a two-cycle in a Calabi-Yau orientifold. We have performed the dimensional reduction of the six-dimensional Dirac-Born-Infeld and Chern-Simons actions coupled to the ten-dimensional bulk supergravity action. We were able to derive the $\mathcal{N} = 1$ characteristic data encoding the kinetic terms for the chiral and vector multiplets including the gaugings. Of particular interest was the derivation of the $\mathcal{N} = 1$ potential which was shown to consist of both F- and D-term contributions.

Before performing the actual dimensional reduction we discussed that it is important to consider the interrelations of the complex structure deformations of the Calabi-Yau orientifold $Y/O$ and the moduli of the D5-brane. This was captured by the infinitesimal analysis of section 2.2 where concrete relations on the open-closed moduli space were derived. We found an explicit form for the deformations $\delta(\iota^*g)$ of the induced metric on the two-cycle $\Sigma$ due to complex structure deformations of the ambient space. These variations led to an essential contribution to the F-term potential. In
order to complete the calculation of the F-term potential, we also had to consider the couplings of four-dimensional non-dynamical three-form fields in the D5-brane action. After performing a formal dualization procedure for these fields we were able to derive the complete scalar potential in the presence of a D5-brane and background R–R three-form flux $F_3$. In fact, the correct interpretation of the flux quantum numbers of $F_3$ was given in [36] as labeling quantum mechanical states of the system. Together with the knowledge of the $\mathcal{N} = 1$ Kähler potential we then determined the complete effective superpotential (4.3) entirely by dimensional reduction of the bosonic fields.

After the discussion of this F-term potential we identified the remaining terms in the scalar potential as D-terms. One D-term arose due to the NS–NS-tadpole and needed to be cancelled by the tension of the O5-planes in order for the set-up to be stable. The other terms were induced by gaugings of chiral fields by the brane vector and the bulk vectors. We showed that if the D5-brane and its orientifold image are in different homology classes, a D-term enforces the NS–NS B-field moduli to be identical to the D5-brane gauge flux. The second D-term was induced by non-trivial NS–NS three-form flux. Studying the dimensional reduction of the complete action we also succeeded in giving a complete list of the $\mathcal{N} = 1$ coordinates incorporating the corrections due to open string moduli. Besides the effective superpotential, we read off the effective $\mathcal{N} = 1$ Kähler potential and gauge kinetic function.

The derived effective action describing a generic compactification allows for various phenomenological applications. Let us mention three examples here. Firstly, it can be used to study mechanisms of D-brane inflation using e.g. D5-branes on the vanishing $S^2$ of the conifold [63] or D-brane Wilson line moduli [64]. Secondly, our results can be used to study dynamical supersymmetry breaking in the presence of D5-branes. In particular, [65] used geometric transitions to construct stringy scenarios of dynamical supersymmetry breaking with dynamical D5-branes on vanishing two-cycles. These scenarios were constructed in non-compact Calabi-Yau geometries where many of the bulk and D5-brane fields are non-dynamical. To study the compact embedding of these models the derived effective action of the full supergravity with D5-branes will be of importance. This also applies to explicit GUT model constructions in Type IIB compactifications on non-trivial Calabi-Yau orientifolds. It would be interesting to find explicit models with intersecting D5-branes using similar techniques as developed for intersecting D7-branes in refs. [62, 66].

Since the main focus of our work concentrated on the derivation of the effective action for a generic compactification, we have not addressed the question of moduli stabilization so far. However, there are some immediate conclusions which can be drawn from our analysis. Most importantly, one notes that the dilaton multiplet $S$ does not appear in the superpotential which is induced by three-form fluxes or the presence of the D5-brane. Similar to the heterotic string the flux, which allows to tuneably stabilize the dilaton in a compactification with O3- and O7-planes, is projected out in the O5-orientifolds. However, the R–R flux does induce an additional D-term potential with a different dilaton power. Unfortunately, this is not sufficient to stabilize
the dilaton since both the D-terms as well as the F-terms contribute positive definite terms to the scalar potential. The latter fact can be traced back to the presence of the no-scale structure with a positive definite scalar potential (3.8). Clearly, this no-scale structure can be broken due to perturbative and non-perturbative corrections. It would be interesting to investigate whether these corrections can stabilize the dilaton and compare the situation with the well-known heterotic string results. Furthermore, it is of equal relevance to study the backreaction of the included fluxes on the geometry. In a fully backreacted set-up the background might no longer be a Calabi-Yau manifold or may be strongly warped.

In the second part of this work we discussed the geometric structure underlying the effective \( \mathcal{N} = 1 \) theory. Our analysis was concentrated on the effective flux and D5-brane superpotential. This superpotential can be expressed in terms of relative periods which encode the closed string flux as well as the brane windings. To investigate the moduli dependence of the superpotential we developed a canonical procedure to study the deformations of the complex structure of \( Y \) and the deformations of the curve \( \Sigma \) on an equal footing. We associated to \( \Sigma \) a divisor \( D \) by means of the blow-up along \( \Sigma \) of \( Y \) to \( \tilde{Y} \). We gave two possible ways to describe the deformations of the pair \( (\tilde{Y}, D) \). For the first one, we used \( H^3(\tilde{Y}, D) \) to replace \( H^3(Y, \Sigma) \) and the fact \( \text{Def}(Y, \Sigma) = \text{Def}(\tilde{Y}, D) \). Then we employed the representation of \( H^3(\tilde{Y}, D) \) by cohomologies of the forms with logarithmic singularities along \( D \) to define a mixed Hodge structure and its variations. This enabled us to recover as many methods as possible familiar from the closed string moduli. In particular, we can use the flat Gauß-Manin connection to obtain Picard-Fuchs equations obeyed by relative periods of \( H^3(\tilde{Y}, D) \). For the second approach, we embed the deformations of the pair \( (\tilde{Y}, D) \) into the complex structure deformations of \( \tilde{Y} \). This way the derivation of the Picard-Fuchs equations reduces to the Griffiths-Dwork method for \( \tilde{Y} \) and the identification of moduli.

For future works it would be interesting to work out explicit examples in more detail using one or both of the two presented methods. This would involve the determination of the embedding equations for \( \tilde{Y} \) and/or \( D \), the residue representations of logarithmic forms and the analysis of the mapping of \( \text{Def}(\tilde{Y}, D) \) into \( \text{Def}(\tilde{Y}) \). A successful computation would allow us to compare with the results of 27, 67, 68, 69, 28 and investigate the question of unobstructed open moduli. It would also be interesting to study the connection of the exceptional divisor \( D \) with the divisor given in 23, 24, 28.
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Appendices

A The $\mathcal{N} = 2$ gauge-kinetic coupling function

In this appendix we collect some useful formulas applied in the derivation of the $\mathcal{N} = 1$ scalar potential and the $\mathcal{N} = 1$ gauge-kinetic function for the bulk vectors. Both quantities depend on the complex structure deformations of the internal Calabi-Yau manifold $Y$. In the underlying $\mathcal{N} = 2$ theory the complex structure deformations are in vector multiplets together with vectors $V^K$ in the expansion $C_4 = V^K \alpha_K + \ldots$, where we abuse the notation and use the same indices as for the $\mathcal{N} = 1$ case. However, note that here $K = 0, \ldots, h^{(2,1)}$ and $V^0$ is actually the graviphoton in the gravity multiplet. The four-dimensional $\mathcal{N} = 2$ action for the vectors $V^K$ is of the form

$$S_{V^K} = \int \left[ \frac{1}{4} \text{Im} \mathcal{M}_{KLD} V^K \wedge *dV^L + \frac{1}{4} \text{Re} \mathcal{M}_{KLD} V^K \wedge dV^L \right].$$

(A.1)

The complex matrix $\mathcal{M}_{KL}$ can be expressed in terms of the periods $(X^K, F_K)$ in the expansion $\Omega = x^K \alpha_K - \mathcal{F}_K \beta^K$ as

$$\mathcal{M}_{KL} = \hat{\mathcal{F}}_{KL} + 2i \frac{\left( \text{Im} \mathcal{F} \right)_{KLM} \left( \text{Im} \mathcal{F} \right)_{LN} X^N}{X^N \left( \text{Im} \mathcal{F} \right)_{NM} X^M},$$

(A.2)

where $\mathcal{F}_{KL} = \partial_K \mathcal{F}_L$. To derive this expression one uses the natural scalar product on the cohomology $H^3(Y)$. This can be encoded in the following matrix

$$E = \begin{pmatrix} \int \alpha_K \wedge * \alpha_L & \int \alpha_K \wedge * \beta_L \\ \int \beta_K \wedge * \alpha_L & \int \beta_K \wedge * \beta_L \end{pmatrix} = \begin{pmatrix} -(A + BA^{-1}B) & -BA^{-1} \\ -A^{-1}B & -A^{-1} \end{pmatrix},$$

(A.3)

where $A = \text{Im} \mathcal{M}$ and $B = \text{Re} \mathcal{M}$. A matrix of this form can be easily inverted where the inverse matrix reads

$$E^{-1} = \begin{pmatrix} -A^{-1} & A^{-1}B \\ BA^{-1} & -(A + BA^{-1}B) \end{pmatrix} = \begin{pmatrix} \int \beta_K \wedge * \beta_L & \int \alpha_K \wedge * \alpha_L \\ \int \alpha_K \wedge * \beta_L & \int \beta_K \wedge * \alpha_L \end{pmatrix}.$$ 

(A.4)

These matrices will be used in the derivation of the $\mathcal{N} = 1$ scalar potential in section 2.3 where the indices $K = 0, \ldots, h^{(2,1)}$ are in the positive eigenspace $H_+^3(Y)$. The complex matrix $\mathcal{M}_{KL}$ will also appear in the $\mathcal{N} = 1$ gauge-kinetic coupling function in section 3.3 where now the indices $K = 1, \ldots, h^{(2,1)}$ are in the negative eigenspace $H_-^3(Y)$.

B Kinetic mixing of bulk and brane gauge groups

The reduction of the Chern-Simons action to the effective Lagrangian (2.48) contains also mixing terms between the bulk vector fields $V^K, U^*_L$ and the D5-brane $U(1)$-field $F$. Since the vectors $U^*_L$ are the magnetic duals to the vector $V^K$, a dualization procedure has to be performed in order to
reveal the effective action of the propagating fields, only. Here, we will present this dualization in detail and how it affects the kinetic term of the D5-brane vector $F$ such that a further intertwining between open and closed moduli appears.

First, we have to collect all terms of the effective action that are relevant for the dualization procedure. These are the kinetic terms of the bulk vectors $V^K$, $U_L$ of the bulk supergravity action, the kinetic as well as instanton term of the D5-brane vector $F$ given in the DBI-action (2.39) and the Chern-Simons action (2.48), respectively, and mixing terms between bulk and brane vectors of (2.48). Thus, the starting point of the dualization is the action

$$S_{\text{vec}} = - \int \left[ \frac{1}{8} d\tilde{V}^T \wedge *E d\tilde{V} + \frac{1}{2} \mu_5 \ell^2 (v^\Sigma e^{-\phi} F \wedge *F - c^\Sigma F \wedge F) + \frac{1}{2} \mu_5 \ell \tilde{N}^T d\tilde{V} \wedge F \right], \quad (B.1)$$

where we again used the matrix $E$ introduced in (2.53) and the convenient shorthand notation

$$\tilde{V} = \begin{pmatrix} V^K \\ U_K \end{pmatrix}, \quad \tilde{N} = \zeta^A \begin{pmatrix} \tilde{N}^A_K \\ \tilde{N}^A_L \end{pmatrix} = \begin{pmatrix} N_K \\ \bar{N}_K \end{pmatrix}. \quad (B.2)$$

Next we have to add the Lagrange multiplier term $\frac{1}{4} d\tilde{V}^K \wedge F_{\tilde{K}}$ to the Lagrangian (B.1) in order to integrate out the magnetic field strength $F_{\tilde{K}} = dU_K$. However, the equations of motion for the vectors $V^K$ and their duals $U_L$ are not compatible with each other after the naive addition of this term. In order to restore consistency of the equations of motion, we have to shift the field strengths $dV^K$, $dU_K$ in the kinetic terms appropriately by

$$dV^K \rightarrow \tilde{F}^K = dV^K - 2 \mu_5 \ell \tilde{N}^K F, \quad dU_L \rightarrow \tilde{F}_L = dU_L - 2 \mu_5 \ell \tilde{N}_L F. \quad (B.3)$$

Now, we can integrate out the magnetic dual $\tilde{F}_L$ consistently and obtain

$$S_{\text{vec}} = \int \left[ \frac{1}{4} \text{Im} \text{M}_{K\tilde{L}} F^K \wedge *F^L + \frac{1}{4} \text{Re} \text{M}_{K\tilde{L}} F^K \wedge F^L \right. \left. - \frac{1}{2} \mu_5 \ell^2 (v^\Sigma e^{-\phi} + 2 \mu_5 \text{Im} \text{M}_{K\tilde{L}} (N^K + \tilde{N}^K)(N^L + \tilde{N}^L) F \wedge *F ight. \right. \left. + (c^\Sigma + i \mu_5 \text{Im} \text{M}_{K\tilde{L}} (N^K \tilde{N}^L - \tilde{N}^K N^L) F \wedge F) ight. \right. \left. + \mu_5 \ell (\text{Im} \text{M}_{K\tilde{L}} *F + \text{Re} \text{M}_{K\tilde{L}} F) \wedge F^L (N^L + \tilde{N}^L) \right]. \quad (B.4)$$

Here we introduced the complex fields

$$N^K = \int_{\Sigma_{-}} \zeta \beta \tilde{K}, \quad \tilde{N}^K = \int_{\Sigma_{-}} \bar{\zeta} \beta \tilde{K}. \quad (B.5)$$

The crucial point of this dualization is the change of the gauge-kinetic term in (B.4) compared to the form in (B.1) before dualization.

C Derivation of the F-term scalar potential

The calculation of the F-term contribution of the scalar potential (3.2) using the superpotential (3.7) and Kähler potential (3.4) is straightforward but tedious. To simplify this computation it is
convenient to exploit one of the shift symmetries of the Kähler potential $S \rightarrow S + i \Lambda$ and dualize the chiral multiplet with bosonic scalar $S$ into a linear multiplet with bosonic components $(L, C_2)$. Here $L$ is a real scalar associated to Re$S$ while $C_2$ is a two-form dual to Im$S$. In the context of O5 orientifolds without D5-brane moduli this dualization has been carried out in refs. \cite{33, 40}, and we refer the reader to these references for more details on the linear multiplet formalism and references. Here we will be mainly interested in the scalar potential in the new scalar variables $L$ and \( M^I = (P_a, a_I, t, \zeta) \). First we express the Kähler potential \( (3.4) \) in terms of the new variables $L = -K_S = \frac{1}{2} e^\phi V^{-1}$ and $M^I$ such that

\[
K = -\ln \left[ -i \int \Omega \wedge \bar{\Omega} \right] - \ln \left[ \frac{i}{48} K_{\alpha \beta \gamma} \Xi^\alpha \Xi^\beta \Xi^\gamma \right] + \ln |L| ,
\]

where $\Xi^\alpha$ is given in \( (3.6) \). The kinetic terms in the effective action with a linear multiplet are now obtained as derivatives of the kinetic potential

\[
\bar{K}(L, M^I, \bar{M}^I) = K + (S + \bar{S})L ,
\]

where $S + \bar{S}$ is now a function of $(L, M^I)$. In fact, we have performed a Legendre transformation starting with $S + \bar{S}, K$ to obtain $L, \bar{K}$. In terms of these data the scalar potential takes the general form

\[
V = e^K (\bar{K}^{IJ} D_I W D_J \bar{W} - (3 - L K_L) |W|^2) ,
\]

where $D_I W = \partial_I W + K_I W$ and $K_L = \partial_L K$. Note that in front of $|W|^2$ as well as in $D_I W$ only the derivatives of the Kähler potential \( (3.1) \) appear.

With this formalism at hand we evaluate the scalar potential. We first take derivatives of \( (3.1) \) and \( (3.2) \) such that

\[
K_{t_\alpha} = -\frac{e^\phi}{4V} K_{\alpha} , \quad K_{P_a} = 0 , \quad K_{a_I} = 0 , \quad K_{\zeta A} = \frac{1}{2} \mu_5 e^\phi \bar{G}_{A B} \bar{\varepsilon}^B ,
\]

as well as

\[
\bar{K}_{t_\alpha} = \frac{e^\phi}{4\bar{V}} (K_{a a B^a B^a} - K_{\alpha} ) , \quad \bar{K}_{P_a} = -\frac{e^\phi}{2\bar{V}} B^a , \quad \bar{K}_{a_I} = \frac{\mu_5^2 e^\phi}{\bar{V}} C^{IJ} \bar{a}_J , \quad \bar{K}_{\zeta A} = K_{\zeta A} .
\]

From this we can easily determine the metric $\bar{K}_{IJ}$ for the remaining fields which is block-diagonal with one block $\bar{K}_{a_I \bar{a}_J} = \mu_5 \ell^2 e^\phi V^{-1} C^{IJ}$ for the Wilson lines and another block of the following type

\[
\bar{K}_{IJ} = \begin{pmatrix}
A + B^{\dagger} GB & -B^{\dagger} G & 0 \\
-GB & G + D^{\dagger} CD & D^{\dagger} C \\
0 & CD & C
\end{pmatrix}
\]

for the moduli $(\zeta, t, P)$. Its inverse $\bar{K}^{IJ}$ is then given by

\[
\bar{K}^{IJ} = \begin{pmatrix}
A^{-1} & A^{-1} B^{\dagger} & -A^{-1} B^{\dagger} D^{\dagger} \\
B A^{-1} & G^{-1} + B A^{-1} B^{\dagger} & -G^{-1} + B A^{-1} B^{\dagger} D^{\dagger} \\
-D A^{-1} & -D(G^{-1} + B A^{-1} B^{\dagger}) & C^{-1} + D(G^{-1} + B A^{-1} B^{\dagger}) D^{\dagger}
\end{pmatrix} .
\]
Here, we abbreviated the various matrices as follows,

\[ A = \frac{1}{2} e^\phi \mu_5 G_{AB}, \quad G = e^{2\phi} (G_{ks})_{\alpha\beta}, \quad B = \mu_5 \mathcal{E}^A_{AB} \tilde{B}, \quad C = -\frac{e^\phi}{2\mathcal{V}} (R \Theta)_{ab}, \quad D = \frac{1}{2} K_{\alpha a} B^\alpha \](C.8)

where the matrix \( G \) is defined in (2.42) and we introduced the Kähler metric on the Kähler moduli space

\[ (G_{ks})_{\alpha\beta} = \frac{1}{4\mathcal{V}} \left( \mathcal{K}_\alpha \mathcal{K}_\beta - \mathcal{K}_{\alpha\beta} \right). \] (C.9)

Now we use this to compute the F-term scalar potential. First we note the no-scale structure of \( K \) and \( W \). The superpotential does not depend on the moduli \( (S, a, P) \) as well as on \( t^\alpha \) such that the covariant derivative \( D_I = \partial_I + K_I \) reduces just to \( K_I \). Moreover, for the dual linear multiplet to \( S \) we find a contribution \( 1 \cdot |W|^2 \) to the scalar potential which is an immediate consequence of \( K_L L = 1 \) in (C.3). The block matrix for the Wilson lines \( a \) does not contribute to \( V \) since \( K_{\alpha a} = 0 \). However, the block for the moduli \( (\zeta, t, P) \) yields a contribution of the form

\[ D(\zeta, t, P) W D(\tilde{\zeta}, \tilde{t}, \tilde{P}) \tilde{W} K(\zeta, t, P)(\tilde{\zeta}, \tilde{t}, \tilde{P}) = \frac{\mathcal{K}_\alpha (G_{ks})_{\alpha\beta} \mathcal{K}_\beta}{4\mathcal{V}} |W|^2 + 2\mu_5 \left( \int_{\Sigma_+} s_A \Omega \int_{\Sigma_+} \bar{s}_B \bar{\Omega} \right) e^{-\phi} G^{\tilde{A} \tilde{B}}. \] (C.10)

Using the various intersection matrices \( v^\alpha = \int J \wedge \varpi^\alpha, \mathcal{K}_\alpha, \mathcal{K}_{\alpha\beta} \) and its formal inverse \( \mathcal{K}^{\alpha\beta} \) as well as the inverse metric

\[ G_{ks}^{\alpha\beta} = 2v^\alpha v^\beta - 4\mathcal{V} \mathcal{K}^{\alpha\beta}, \] (C.11)

we deduce the useful relation

\[ \mathcal{K}_\alpha (G_{ks})_{\alpha\beta} \mathcal{K}_\beta = (8\mathcal{V})^2 v^\alpha (G_{ks})_{\alpha\beta} v^\beta = 3(4\mathcal{V})^2. \] (C.12)

Finally, we obtain the F-term contribution to the scalar potential \( V \) of the form

\[ V = \frac{i e^{4\phi}}{2\mathcal{V}^2} \int \bar{\Omega} \wedge \Omega \left[ |W|^2 + D_x W D_{\bar{x}} \bar{W} G^{x\bar{x}} + 2\mu_5 e^{-\phi} G^{\tilde{A} \tilde{B}} \int_{\Sigma_+} s_A \Omega \int_{\Sigma_+} \bar{s}_B \bar{\Omega} \right]. \] (C.13)

### D Detailed discussion of mixed Hodge structure

In this appendix we give a detailed description of the mixed Hodge structures for the relative groups \( H^3(Y, \Sigma) \) and \( H^3(Y, D) \). Our main references are [71] [61].

First we discuss \( H^3(Y, \Sigma) \). Let \( \iota: \Sigma \hookrightarrow Y \) be an embedding of \( \Sigma \) into \( Y \) and \( \Omega^k_Y \) the sheaf of local holomorphic sections in \( \wedge^k T^*Y \). Let us consider the following complex of sheaves

\[ \Omega^\bullet = \{ \Omega^\bullet_Y \oplus \Omega^{\Sigma^{-1}}_\Sigma, \partial \} \] (D.1)

with the differential \( \partial(\alpha, \beta) = (\partial \alpha, f^* \alpha - \partial \beta) \). We also have a complex of cochains

\[ C^\bullet(t, G) = C^\bullet(Y, G) \oplus C^{\bullet-1}(\Sigma, G) \] (D.2)
with $\delta(\alpha, \beta) = (\delta \alpha, \iota^* \alpha - \delta \beta)$ and $G$ denoting the coefficient, e.g. $\mathbb{C}$, $\mathbb{Z}$. Furthermore, we define the following double complex

$$C^{p,q}_i := C^p(\Omega_i^q) = \{C^p(Y, \Omega_i^q) \oplus C^p(\Sigma, \Omega_{\Sigma_i}^{q-1}); \delta, \partial\} \quad (D.3)$$

from which we construct the hypercohomology groups $\mathbb{H}^k(\Omega_i^*)$. We define $H^k(\iota, G) := H^k(C^*(\iota, G))$. Then we have $H^k(\iota, \mathbb{C}) = H^k(Y, \Sigma, \mathbb{C}) \cong \mathbb{H}^k(\Omega_i^*)$. The spectral sequence computing $\mathbb{H}^k(\Omega_i^*)$ has $E_1^{p,q}(\Omega_i^*) = H^q_\delta(\Omega^p_i)$ and degenerates at the $E_2$-term which has the form $H^q_\delta(H^p_\delta(\Omega_i^*)$. Thus, $\mathbb{H}^k(\Omega_i^*) = \bigoplus_{p+q=k} E_2^{p,q}(\Omega_i^*)$. The Hodge filtration on $H^k(Y, \Sigma)$ is given as follows:\footnote{For hypercohomology and spectral sequences see for example \cite{60}.} \footnote{Also the familiar Hodge filtration on $H^k(Y)$ \cite{11} can be shown to be $F^m H^k(Y) = \text{Im}(\mathbb{H}^k(\Omega_i^*_{\leq m}))$.} \footnote{This means that if we would ignore the modding out by $\partial(E_1^{p,q}(\Omega_i^*))$, then the image of $E_1^{p,q}(\Omega_i^*_{\leq m})$ would be just itself since $E_1^{p,q}(\Omega_i^*) = E_2^{p,q}(\Omega_i^*)$.}

$$F^m \mathbb{H}^k(\Omega_i^*) = \text{Im}(\mathbb{H}^k(\Omega^*_i_{\leq m})) \quad (D.4)$$

where $\text{Im}(\cdot)$ denotes the image of the induced map on the cohomology from the embedding of $\Omega_i^*_{\leq m}$ into $\Omega_i^*$. Now, we want to describe $F^m \mathbb{H}^k(\Omega_i^*)$ in easier terms. We obtain for $E_2^{p,q}(\Omega_i^*_{\leq m})$

$$E_2^{p,q}(\Omega_i^*_{\leq m}) = \begin{cases} E_2^{p,q}(\Omega_i^*) & \text{for } p > m, \\ \text{Ker}(H^q_\delta(\Omega^p_i) \longrightarrow H^q_\delta(\Omega^{p+1}_i)) & \text{for } p = m, \\ 0 & \text{otherwise} \end{cases} \quad (D.5)$$

If we consider the image of $E_2^{m,q}(\Omega_i^*_{\leq m})$ in $\mathbb{H}^k(\Omega_i^*)$, it is obvious that it equals $E_2^{p,q}(\Omega_i^*)$. Thus

$$F^m \mathbb{H}^k(\Omega_i^*) = \text{Im}(\mathbb{H}^k(\Omega^*_i_{\leq m})) = \bigoplus_{p \geq k} E_2^{p,k-p}(\Omega_i^*) \quad (D.6)$$

Furthermore, the weight filtration for $H^k(Y, \Sigma)$ is defined as follows

$$W_k \mathbb{H}^k(\Omega_i^*) = \mathbb{H}^k(\Omega_i^*) \quad ,$$
$$W_{k-1} \mathbb{H}^k(\Omega_i^*) = \text{Im}(H^k(\Omega_{\Sigma_i}^{*,-1}) \longrightarrow \mathbb{H}^k(\Omega_i^*)) \quad , \quad (D.7)$$
$$W_{k-2} \mathbb{H}^k(\Omega_i^*) = 0 \quad .$$

For convenience we write $W_m$ for $W_m \mathbb{H}^k(\Omega_i^*)$. We want to show the following

$$W_{k-1} \cong \text{Coker}(\iota^*: H^{k-1}(Y, \Sigma) \longrightarrow H^{k-1}(\Sigma, \mathbb{C})) = H^{k-1}_{\text{v}}(\Sigma, \mathbb{C}) \quad (D.8)$$

Using the fact $E_1^{p,q}(\Omega_i^*) \cong H^q(\Omega^p_Y) \oplus H^q(\Omega_{\Sigma_i}^{*,-1})$ and $E_2^{p,q}(\Omega_i^*) = H^p_\delta(H^q_\delta(\Omega_i^*))$, we see that $E_1^{p,q}(\Omega_i^*_{\leq m})$ gets mapped to classes of $E_2^{p,q}(\Omega_i^*)$ of the $H^q(\Omega_{\Sigma_i}^{*,-1})$-part which are closed\footnote{This means that if we would ignore the modding out by $\partial(E_1^{p,q}(\Omega_i^*))$, then the image of $E_1^{p,q}(\Omega_i^*_{\leq m})$ would be just itself since $E_1^{p,q}(\Omega_i^*) = E_2^{p,q}(\Omega_i^*)$.} under $\partial$ without involving classes of $H^q(\Omega^p_Y)$. Additionally, we mod out classes of the form $\partial(\alpha, 0) = (0, \iota^* \alpha)$ which are the images under $\iota^*$. Since the spectral sequence computing $\mathbb{H}^k(\Omega_i^*_{\leq m})$ degenerates at the $E_1$-term, we see $W_{k-1}$ corresponds exactly to $\text{Coker} \iota^*$ which consists of classes of $(k-1)$-forms on $\Sigma$.
which do not contain pull-back of \((k-1)\)-forms on \(Y\). Thus, we obtain the isomorphism \((D.8)\). We now define the graded weights as follows

\[
\Gr_m^W \mathbb{H}^k(\Omega^\bullet_Y) = W_m/W_{m-1}.
\]  

(D.9)

Using the decomposition \((4.23)\) and \((D.8)\), we can write

\[
\Gr_k^W \mathbb{H}^k(\Omega^\bullet_Y) \cong H^k(Y, \mathbb{C}) \quad \text{and} \quad \Gr_{k-1}^W \mathbb{H}^k(\Omega^\bullet_Y) \cong H^{k-1}(\Sigma, \mathbb{C}).
\]

(D.10)

Now, we give a detailed description for the mixed Hodge structure of \(H^3(\tilde{Y}, D)\). Let \(D\) be a smooth divisor of \(\tilde{Y}\), i.e. \(D\) can be locally written as \(\{z_n = 0\}\) where \(n\) is the (complex) dimension of \(\tilde{Y}\). For \(\tilde{Y}\) and \(D\) we have the isomorphisms \(H^\bullet(\tilde{Y}, D, \mathbb{C}) \cong H^\bullet(\tilde{Y} - D, \mathbb{C}) \cong \mathbb{H}^\bullet(\Omega^\bullet_Y(\log D))\). For the hypercohomology of the log-complex there exists Hodge- and weight-filtration which gives rise to a mixed Hodge structure. The filtrations has the following form

\[
F^p H^k = \text{Im} \left( \mathbb{H}^k(\Omega^>_p(\log D)) \right), \quad W_q H^k = \text{Im} \left( \mathbb{H}^k(W_{q-k}\Omega^>_Y(\log D)) \right),
\]

(D.11)

where

\[
W_q\Omega^>_Y(\log D) = \begin{cases} 
0 & \text{for } q < 0, \\
\Omega^p_Y(\log D) & \text{for } q \geq p, \\
\Omega^{p-q}_Y \wedge \Omega^>_Y(\log D) & \text{for } 0 \leq q \leq p.
\end{cases}
\]

(D.12)

On \(H^k(\tilde{Y} - D)\), \(F^\bullet H^k\) and \(W^\bullet H^k\) gives a mixed Hodge structure. Since the hypercohomology computing \(\mathbb{H}^\bullet(\Omega^\bullet_Y(\log D))\) degenerates at the first term, we obtain \(F^m H^k = \bigoplus_{p \geq m} E^{p,k-p}(\Omega^>_Y(\log D))\). The weight filtration can then be described as follows

\[
W_{-1} H^k = 0, \quad W_0 H^k = H^k(\tilde{Y}, \mathbb{C}), \quad W_1 H^k = H^k(\tilde{Y} - D, \mathbb{C}).
\]

(D.13)

Defining the graded weights to be \(\Gr_m^W H^k = W_{-m+k}H^k/W_{-(m+1)+k}H^k\), we obtain

\[
\Gr_k^W H^k \cong H^k(\tilde{Y}, \mathbb{C}), \quad \Gr_{k-1}^W H^k \cong H^{k-1}(D, \mathbb{C}).
\]

(D.14)
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