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LncRNA and miRNA are two non-coding RNA types that are popular in current research. LncRNA interacts with miRNA to regulate gene transcription, further affecting human health and disease. Accurate identification of lncRNA–miRNA interactions contributes to the in-depth study of the biological functions and mechanisms of non-coding RNA. However, relying on biological experiments to obtain interaction information is time-consuming and expensive. Considering the rapid accumulation of gene information and the few computational methods, it is urgent to supplement the effective computational models to predict lncRNA–miRNA interactions. In this work, we propose a heterogeneous graph inference method based on similarity network fusion (SNFHGILMI) to predict potential lncRNA–miRNA interactions. First, we calculated multiple similarity data, including lncRNA sequence similarity, miRNA sequence similarity, lncRNA Gaussian nuclear similarity, and miRNA Gaussian nuclear similarity. Second, the similarity network fusion method was employed to integrate the data and get the similarity network of lncRNA and miRNA. Then, we constructed a bipartite network by combining the known interaction network and similarity network of lncRNA and miRNA. Finally, the heterogeneous graph inference method was introduced to construct a prediction model. On the real dataset, the model SNFHGILMI achieved AUC of 0.9501 and 0.9426 ± 0.0035 based on LOOCV and 5-fold cross validation, respectively. Furthermore, case studies also demonstrate that SNFHGILMI is a high-performance prediction method that can accurately predict new lncRNA–miRNA interactions. The Matlab code and readme file of SNFHGILMI can be downloaded from https://github.com/cj-DaSE/SNFHGILMI.

Introduction

Non-coding RNAs are a class of RNA that does not encode proteins, so for a long time, it was considered a “dark matter” on the genome. However, with the accumulation of research, scientists found that only about 2% of the RNA encoded proteins in the human genome and the remaining 98% of the RNA no longer continues to be translated into proteins, but functions in various biological processes as non-coding RNA. In the vast majority of human transcript expression, the length of non-coding RNA ranges from 22 nucleotides to hundreds of kb. According to the length of non-coding RNA, the length of more than 200 nucleotides is defined as long non-coding RNA (lncRNA), which are involved in various cellular processes such as cell differentiation, growth, death, etc. It is also involved in chromatin modification, transcription complex targeting, mRNA splicing and protein translation. And more and more studies have shown that it is associated with diseases such as gastric cancer, lung cancer, prostate cancer and so on. MicroRNA (miRNA) is a short non-coding RNA with a length of approximately 22 nucleotides, which usually binds to target mRNA or proteins and acts as a negative regulator at the post-transcriptional level. Studies have shown that miRNAs play important roles in biological life processes such as cell growth, tissue differentiation, embryo development and apoptosis, cross-species gene expression variation, and coordinated regulation with transcription factors. Both lncRNA and miRNA are closely related to human health and disease. However, only a few lncRNA/miRNA annotations have experimental information, and there is still a lot of improvement for their research. LncRNAs have been found can exert biological functions by interacting with DNA, RNA, and proteins. Such interactions between lncRNA and biomolecule are very important for the regulation of life activities. Recently, it has been found that lncRNA can act as a sponge of miRNA and reduce the regulation effect of miRNA on mRNA by playing the function of competitive endogenous RNA, thus acting as a decoy to regulate the behavior of miRNA. Similarly, miRNAs also play an important role in the molecular mechanism of lncRNA. Mutual regulation of miRNA and lncRNA has a great influence on the pathological process of human diseases. For example, the
The regulatory network of lncRNA–miRNA in prostate cancer,21 gastric cancer,23 and vascular disease23 has been constructed. However, it is very limited to identify lncRNA–miRNA interaction through biological experiments. To understand the role of lncRNA–miRNA interactions in pathophysiology in more detail and to discover new biomarkers and therapeutic. A reasonable and efficient method for predicting lncRNA–miRNA interaction is necessary.

Recently, there are various computational methods have been developed to predict lncRNA–miRNA interactions. These prediction methods were developed based on the known lncRNA–miRNA heterogeneous network, the similarity network between lncRNAs, and the similarity network between miRNAs. Huang et al. proposed a two-way diffusion model called EPLMI,24 which predicts potential lncRNA–miRNA interactions based on known lncRNA–miRNA interactions and lncRNA/miRNA expression profile information. This is also the first model dedicated to the prediction of lncRNA–miRNA interactions and has made a significant contribution to future research. INLMI is a new model proposed by Huang and Hu based on previous research.25 This model uses network integration on two similarity networks of lncRNA/miRNA, and they predict new lncRNA–miRNA interactions by a non-negative matrix factorization method with integrated network and known lncRNA–miRNA interactions. Zhang et al. proposed a sequence-derived linear neighborhood propagation model (SLNPM).26 This model proposed a novel similarity measure named fast linear neighborhood similarity approach (FLNS) and used the FLNS to calculate the lncRNA–lncRNA similarity and miRNA–miRNA similarity. And then, the label propagation algorithm is introduced to predict the potential lncRNA–miRNA interactions based on the known lncRNA–miRNA interaction, integrated lncRNA similarity, and integrated miRNA similarity. Subsequently, based on previous study, Zhang et al. proposed a sequence-derived linear neighborhood propagation method with information combination for lncRNA–miRNA interaction prediction.27 Compared with SLNPM, this model proposed two strategies of similarity-based information combination and interaction profile-based information combination. Construct two editions of SLNPM based two strategies, and the weighted averages of their results are adopted as final scores. Wong et al. proposed LNRLMI model,28 which constructed a binary network based on known associated lncRNA–miRNA interaction network, lncRNA similarity, and miRNA similarity, and used a semi-supervised learning model called linear neighbor representation method to predict lncRNA–miRNA interaction. Recently, Liu et al. predicted lncRNA–miRNA interactions based on logical matrix factorization with neighborhood regularized.29 Neighborhood regularization takes into account the strong correlation between lncRNA–lncRNA and miRNA–miRNA, and the logical matrix factorization algorithm can use latent vectors to predict potential relationships globally. The combination of the two algorithms further improves the prediction accuracy of the model. In addition, the rich association prediction research in bioinformatics also provide meaningful references for our work (e.g., lncRNA–disease,30–32 miRNA–disease,33–36 lncRNA–protein,34–41 drug-target,42–47 and drug-disease48–50 interaction prediction). However, although previous work of lncRNA–miRNA interaction prediction has achieved excellent predictions, it is not difficult to find that there are some issues to improve the lncRNA–miRNA interaction prediction. It is noted that the fusion of heterogeneous data is a key factor to improve the accuracy of interaction prediction. Recently, prediction models based on the integration of diverse information and similarity have been proposed and show excellent performance.41,51,52

In this paper, we explored a heterogeneous graph inference method based on similarity network fusion technology, named is SNFHGILMI, to predict lncRNA–miRNA interaction. The similarity network fusion technology was originally proposed by Wang et al.,53 and applied to patient similarity network fusion, which can obtain shared and complementary information from various kernel matrices so that the integrated matrix reveals lncRNA/miRNA information as much as possible. The heterogeneous graph inference algorithm is an iterative process to find the optimal solution based on the similarity information of the global network. All the information about nodes and interactions are expressed on the heterogeneous graph, and only the links of different types of nodes need to be derived to predict lncRNA–miRNA interaction.39,43,54 Based on these two algorithms, the classification model SNFHGILMI was constructed. Specifically, SNFHGILMI firstly integrated the similarity of lncRNA/miRNA based on sequence and interaction profile. Then, based on the integrated lncRNA–lncRNA similarity network, miRNA–miRNA similarity network, and known lncRNA–miRNA interaction, a heterogeneous lncRNA–miRNA network was constructed. Finally, a heterogeneous graph inference algorithm was introduced to calculate the lncRNA–miRNA interaction score. The experimental results show that our approach has an excellent performance over other existing methods.

Materials and methods

Datasets

The data used in this work is from the Huang’s paper,24 which includes information on known lncRNA–miRNA interactions and the ID of lncRNA/miRNA. The specific information refers to the following three public databases. The database lncRNAsNP provides comprehensive information about lncRNA–miRNA interaction, and these known lncRNA–miRNA interactions confirmed by laboratory studies (http://bioinfo.life.hust.edu.cn/lncRNAsNP).55 lncBase is a comprehensive human lncRNA database (https://lncipedia.org/) containing human lncRNA transcript sequences and annotation information, and lncRNA in this database with a uniform nomenclature system.56 The miBase is a publicly available database, which provides information of miRNA sequence, annotations and known gene targets (http://www.mirbase.org/index.shtml).58

First, 8091 known lncRNA–miRNA interaction data were collected from the lncRNAsNP database. After deleting the duplicate data, and 5118 lncRNA–miRNA entries were obtained. These entries involved 780 lncRNAs and 275 miRNAs. Then, the sequence of each lncRNA was extracted from the LNCipedia.
database, and only 770 lncRNA sequence information was available. Similarly, the sequence of each miRNA was extracted from the miRBase database. Finally, we removed interaction whose lncRNA sequence is unavailable and 4966 lncRNA-miRNA interactions were obtained as the experimental dataset. Constructing an adjacency matrix $A$ of lncRNA-miRNA interaction. We defined $A(i, j) = 1$ if lncRNA $i$ interacts with miRNA $j$, and $A(i, j) = 0$ if there is an unknown interaction.

Problem formalization

The visualization of the lncRNA–miRNA interaction problem is shown in Fig. 1. Heterogeneous graph consists of nodes and edges. Defined $L = \{l_1, ..., l_n\}$ and $M = \{m_1, ..., m_m\}$ to represent the nodes of the $nl$ lncRNA and $nm$ miRNA, respectively. Inside the lncRNA (miRNA) network, the weight of the edge is determined by the similarity value of two lncRNA (miRNA) corresponding to two nodes. Between the lncRNA and miRNA network, the weight of the edge is determined by the known interaction. Inside the lncRNA (miRNA) network, the weight of the edge is determined by the similarity value of two lncRNA (miRNA) corresponding to two nodes. Between the lncRNA and miRNA network, the weight of the edge is determined by the known interaction. Based on the above description, the heterogeneous graph can be represented as $G = \{L, M, \{E_{ll}, E_{lm}, E_{mm}\},\{W_{ll}, W_{lm}, W_{mm}\}\}$, where $E_{ll}$, $E_{mm}$ and $E_{lm}$ represent lncRNA-lncRNA, miRNA-miRNA, and lncRNA-miRNA edges, respectively. And $W_{ll}$, $W_{mm}$ and $W_{lm}$ represent the values of the weights on these three kinds of edges. It can be seen that there are missing edges between the lncRNA node and the miRNA node, and these missing edges are unknown lncRNA-miRNA interactions. Our goal is to elucidate new potential lncRNA-miRNA interactions based on lncRNA-lncRNA similarity, miRNA-miRNA similarity and known lncRNA-miRNA interaction.

Construct lncRNA/miRNA interaction network

Similar sequences may have similar structures, and similar structures may have similar functions. Based on the hypothesis that functionally similar lncRNA/miRNAs tend to interact with similar miRNA/lncRNA, we calculated the lncRNA/miRNA sequence similarity. Here, the sequence global alignment algorithm Needleman–Wunsch is used to calculate and construct the lncRNA/miRNA sequence similarity matrix. Referring to previous studies, the parameters are set in the Needleman–Wunsch algorithm as follows, the identification score is 2, the gap-open penalty is $-0.5$ and the gap-extend penalty is $-0.1$. Finally, the sequence similarity matrix of lncRNA is defined as $SL$, the sequence similarity matrix of miRNA is defined as $SM$.

Construct lncRNA/miRNA Gaussian interaction profile kernel similarity

Considering that a single similarity network cannot provide comprehensive bioinformatics, the Gaussian interaction profile kernel similarity is added here. Given the adjacency matrix $A_{nl \times nm}$ of the known lncRNA-miRNA interactions, $nl$ is the number of lncRNA and $nm$ is the number of miRNAs. The interaction profile (IP) of each lncRNA is represented by a row in the adjacency matrix $A_{nl \times nm}$ that is, $IP(l_i)$ is defined as all elements of the $i$th row of the adjacency matrix. Similarly, the IP of each miRNA is represented by a column in the adjacency matrix $A_{nl \times nm}$ that is, $IP(m_j)$ is defined as all elements of the $j$th column of the adjacency matrix. Therefore, the Gaussian interaction profile kernel similarity of lncRNA $l_i$ and lncRNA $l_j$ is defined as follows.

$$KL(l_i, l_j) = \exp(-\gamma_l \| IP(l_i) - IP(l_j) \|^2)$$  \hspace{1cm} (1)
$$\gamma_l = \gamma_1 / \left( \frac{1}{nl} \sum_{i=1}^{nl} \| IP(l_i) \|^2 \right)$$  \hspace{1cm} (2)

Here, the parameter $\gamma_1$ is used to constrain the bandwidth of the kernel, which is affected by the new bandwidth parameter $\gamma_l$. The parameter $\gamma_1$ is the average number of associations of each lncRNA with the miRNA. Referring to the parameter setting of the previous paper, we set $\gamma_1 = 1$. Similarly, the same method is used to construct the Gaussian interaction profile kernel similarity of miRNA.

$$KM(m_i, m_j) = \exp(-\gamma_m \| IP(m_i) - IP(m_j) \|^2)$$  \hspace{1cm} (3)
$$\gamma_m = \gamma_m / \left( \frac{1}{nm} \sum_{j=1}^{nm} \| IP(m_j) \|^2 \right)$$  \hspace{1cm} (4)

Integrate the similarity matrix of lncRNA/miRNA

Using the above similarity calculation method, four similarity matrices are obtained, lncRNA sequence similarity matrix $SL$, lncRNA Gaussian kernel interaction similarity matrix $KL$, miRNA sequence similarity matrix $SM$, miRNA Gaussian kernel interaction similarity matrix $KM$. It is a key issue that how to use a reasonable and effective method to fuse the two similarity matrices of lncRNA/miRNA so that the information after fusion can better improve the predictive performance of the model. Two matrix fusion methods are given here.
One is a simple linear fusion method called SLF, the calculation process is as follows. $\alpha$ is the weight parameter ($\alpha$ is the values between 0 and 1).

$$WL(i, j) = \alpha \times SL(i, j) + (1 - \alpha) \times KL(i, j)$$  \hspace{1cm} (5)

$$WM(i, j) = \alpha \times SM(i, j) + (1 - \alpha) \times KM(i, j)$$  \hspace{1cm} (6)

The other is a nonlinear combination method called Similarity Network Fusion (SNF), which is used in this paper. This method utilizes the nonlinear iterative method of information to fuse the similarity matrix and achieves good performance.

Considering that the use of discrete data by SNF is not ideal, the lncRNA/miRNA sequence similarity matrix is calculated as follows, so that the values in the matrix are converted to continuous values between 0 and 1.

$$W(i, j) = \frac{B(i, j)}{\sum_j B(i, j)}$$  \hspace{1cm} (7)

$$W_{sym} = \frac{(W + (W)^T)/2}{2}$$  \hspace{1cm} (8)

Here, B represents the sequence similarity matrix of the lncRNA or miRNA. $(W)^T$ denotes the transpose of W and making them symmetric using the formula (8). Because of the self-similarity of the diagonal elements of the matrix, the similarity matrix is positively semi-determined by adding a small multiple of the diagonal elements of the matrix, the similarity matrix is symmetrized by formula (8), and the resulting matrices are converted into $SL_{kern}$ and $SM_{kern}$.

Given four kernel matrices, $SL_{kern}$, $SM_{kern}$, $KL$ and $KM$. Here we take lncRNA as an example to fuse matrix. First, we normalize the kernel matrix by dividing by the sum of the rows, so that the sum of all the elements in each row is 1. Then the normalized matrix is symmetrized by formula (8), and the resulting matrices are defined as $P^{(1)}$ and $P^{(2)}$, corresponding to matrix $SL_{kern}$ and $KL$, respectively. Next, the K nearest neighbor method is used to calculate the local similarity of the matrix for each P.

$$S(i, j) = \frac{P(i, j)}{\sum_{k \in N_i} P(i, j)}$$  \hspace{1cm} (9)

Here, $N_i$ represents the set of neighbors nearest to lncRNA $l_i$ (including lncRNA $l_i$), k is the number of nearest neighbors, and the value of k is set by the user, where k = 3. For neighbors that are not in the nearest neighbor, the value converted to 0. The generated matrices $S^{(1)}$ and $S^{(2)}$ correspond to matrices $P^{(1)}$ and $P^{(2)}$, respectively. This process strengthens the strong links and eliminates weak links in the network, this greatly reduces noise interference. Finally, after a nonlinear iterative process, the fusion matrices is implemented. The specific process is as follows.

$$P^{(1)}_{t+1} = S^{(1)} \times P^{(1)}_t \times (S^{(1)})^T$$  \hspace{1cm} (10)

$$P^{(2)}_{t+1} = S^{(2)} \times P^{(2)}_t \times (S^{(2)})^T$$  \hspace{1cm} (11)

Here, $P^{(1)}_{t+1}$ is the state matrix transformed by lncRNA sequence kernel matrix after $t$ iteration, and $P^{(2)}_{t+1}$ is the state matrix transformed by lncRNA Gaussian kernel similarity matrix after $t$ iteration. Each iteration exchanges information of different original networks. After $t$ iterations (in this work $t = 20$), the final state matrix of lncRNA is calculated as follows.

$$WL = (P^{(1)}_t + P^{(2)}_t)/2$$  \hspace{1cm} (12)

Then, the matrix $WL$ is normalized and further transformed as follows.

$$WL = (WL + (WL)^T + I)/2$$  \hspace{1cm} (13)

Here, $(WL)^T$ denotes the transpose of $WL$, and I is an identity matrix. Similarly, the fusion of miRNA also uses the above steps. In addition, the fusion method for three or more similarity matrices is not introduced here. For details, please refer to Wang’s literature.\textsuperscript{33}

**Constructing prediction model**

Combining the lncRNA similarity matrix, the miRNA similarity matrix, and the known lncRNA–miRNA interaction matrix, a SNFHGILMI computational model was established to predict potential lncRNA–miRNA interactions. The SNFHGILMI method proposed in this paper combines SNF and heterogeneous graph inference (HGI) algorithms to improve the performance of lncRNA–miRNA interaction prediction. Fig. 2 shows that the lncRNA–miRNA interaction network can combine independent lncRNA and miRNA internal similarities to predict new interactions between lncRNA–miRNAs. That is, if there is no known association between lncRNA $l_i$ and miRNA $m_j$, then the potential association probability values between them can be solved by the following definition.

$$W(l_i, m_j) = \sum_{l_a} \sum_{m_a} WL(l_i, l_a) \times A(l_a, m_a) \times WM(m_a, m_j)$$  \hspace{1cm} (14)

The above formula indicates that the potential interaction probability between lncRNA $l_i$ and miRNA $m_j$ is calculated by summing all paths of length three ($l_i$, and $l_a$, $m_j$ and $m_m$, $l_a$ and $m_m$) in the heterogeneous graph. To obtain the potential interaction probabilities for all unlabeled lncRNA and miRNA pairs in one iteration, we convert the above formula into a multiplication calculation between matrices as follows.

$$W_{t+1} = \lambda WL \times W_t \times WM + (1 - \lambda)W_0$$  \hspace{1cm} (15)

Here, $\lambda$ is a decay factor with a value between 0 and 1. In this work, we set $\lambda = 0.1$. $W_0$ is the initial interaction adjacency matrix of lncRNA–miRNA. Each iteration will generate a new interaction matrix. When the matrix difference between $W_{t+1}$ and $W_t$ is less than a certain threshold, the matrix converges, which means that the information propagation tends to be stable. According to the previous literature,\textsuperscript{24} the lncRNA–miRNA correlation probability matrix will converge when the matrices $WL$ and $WM$ are properly normalized using the following formula, respectively.

$$W_{sym} = \frac{(W + (W)^T)/2}{2}$$  \hspace{1cm} (8)

$$W_{sym} = \frac{(W + (W)^T)/2}{2}$$  \hspace{1cm} (8)
Results and discussion

Convergence performance

Convergence is a very important problem for iterative algorithms. Therefore, we analyzed the number of iterations of the SNF. Specifically, the experiment defines the relative change index as $E_t = \frac{|P_{t+1} - P_t|}{P_t}$ in the iterative process, and the range of $t$ was set to $t \in \{1, 2, 3, \ldots, 28, 29, 30\}$. The change of relative change index with the number of iterations is shown in Fig. 3. We find that after 15 iterations, the state matrix tends to be stable, which also indicates that the SNF algorithm has good convergence. In this paper, we set the number of iterations $t = 20$ to ensure sufficient convergence.

Parameter settings

The parameters have a great influence on the performance of the algorithm. There are two parameters in SNFHGILMI, i.e. $k$ and $\lambda$. In this section, we will discuss the influence of parameters on the performance of the SNFHGILMI model in a 5-fold cross-validation experiment. $K$ is defined as the number of neighbors. For the selection of parameter $k$, we set the range $k \in \{1, 2, 3, \ldots, 10\}$. The AUC value of model SNFHGILMI keeps a small fluctuation range from 0.001 to 0.005, we finally choose parameter $k = 3$. $\lambda$ is a decay factor, and the range of $\lambda$ is set to $\lambda \in \{0.1, 0.2, 0.3, \ldots, 0.9\}$. The change of the AUC value of the model SNFHGILMI with the parameter $\lambda$ is shown in Fig. 4. When $\lambda = 0.1$, the model has high prediction performance.

Performance evaluation for SNFHGILMI

5-foldCV (5-fold cross validation) and LOOCV (Leave One Out cross validation) are two popular methods to evaluate the performance of the model. In this paper, these two methods are
also used to evaluate the performance of our proposed computational model SNFHGILMI. Area under the Receiver Operator Characteristics curve (AUC) is an important metrics to evaluate classification models. In addition, there are several popular metrics, i.e. sen, acc, F 1-score.

For LOOCV, each known lncRNA–miRNA interaction is taken as a test sample, and all remaining known interactions are used as training samples to construct a prediction model. We compare and rank the test sample prediction scores with the all unknown interaction lncRNA–miRNA in the dataset. If the score is higher than the given threshold, we will consider the test sample to be a positive sample. For each of the different thresholds set in the experiment, we obtained the corresponding true positive rate (TPR, sensitivity) and false positive rate (FPR, specificity). As shown in Fig. 5, we plot the TPR and FPR values under different thresholds to obtain the ROC curve (Receiver Operating Curves), and we calculate the value of AUC. Implementing LOOCV on the SNFHGILMI, we have an AUC value of 0.9501. For 5-foldCV, the lncRNA–miRNA interaction was randomly divided into equal 5 subsets. Then, one subset was selected as the test sample in turn, and the remaining four subsets were used as the training samples to construct the prediction model. In order to avoid the error caused by randomly dividing data, the calculation model SNFHGILMI was verified by 5-foldCV for 100 times, and the average of AUC was used as the final prediction performance. As shown in Fig. 5, SNFHGILMI’s average AUC values are 0.9426 ± 0.0015.

Comparison among different similarity network integrate methods

The fusion of similarity networks is a very important part of the model construction process. In order to prove the superiority of the SNF method, the model was constructed using SLF and SNF, respectively. The performance of the above two models on the benchmark dataset was evaluated using 5-foldCV. As shown in Fig. 6, the model based on the SNF is significantly better than the model based on the SLF, which shows that SNF can share and complement the kernel matrix information more effectively and improve the prediction performance of the model. In addition, model performance based on SNF and SLF methods is superior to model performance based on single sequence information or single Gaussian interaction profile kernel information, which also illustrates the importance of similarity network fusion from another aspect.

Compared with other methods

To further demonstrate the good performance of the model SNFHGILMI. We compared SNFHGILMI method with other state-of-the-art methods and some network-based methods. Among them, EPLMI calculated the expression profiles similarity of lncRNA and miRNA, and constructs a model based on the network two-way diffusion algorithm. INLMI integrates sequence similarity and expression profile similarity of lncRNA and miRNA, and constructs
a model using non-negative matrix factorization. In addition, we also compared SNFHGILMI method with some classical network propagation algorithms such as RWR (Random Walk with Restart), LncCF (LncRNA-based collaborative filtering) and MiCF (MiRNA-based collaborative filtering) that were widely used in bio-informatics. RWR simulates a random walker that randomly transitions from the current seed node to the neighbor nodes, and can return to the start node with a given restart probability. LncCF and MiCF are based on the same assumption that if a lncRNA (miRNA) interacts with a miRNA (lncRNA), similar lncRNAs (miRNAs) tend to interact with this miRNA (lncRNA). On the benchmark dataset, 5foldCV was used for evaluation of all model’s performance, and the results are shown in Table 1. Our method achieved an AUC value of 0.9457, which was significantly higher than EPLMI, INLMI, RWR, LncCF, and MiCF. The results show that SNFHGILMI has reliable and effective prediction performance.

Case studies
We conducted case studies in known lncRNA–miRNA interaction to further validate the predictive capability of the model. Here, lnc-CHSY1-5:1 and hsa-miR-17-5p were selected as candidate prediction objects, respectively. The lncRNA lnc-CHSY1-5:1 is associated with breast cancer, which is the leading cause of cancer death in women worldwide. The miRNA hsa-miR-17-5p is associated with a variety of cancers and can act as both oncogene and suppressor genes in different cellular environments. As shown in Table 2, for lncRNA lnc-CHSY1-5:1, all miRNAs are sorted according to the interaction score predicted by the model, and the top miRNAs will have a greater probability of interacting with lnc-CHSY1-5:1. We selected the top 10 potential miRNAs, and six of them have been confirmed by biochemical experiments to be searched in starBase2.0 and LncRNAsNP2. Similarly, as shown in Table 3, for miRNA hsa-miR-17-5p, seven of the top 10 potential lncRNAs have been confirmed by biochemical experiments. This shows that our model can effectively predict new potential interactions.

Conclusions
LncRNA–miRNA interactions can reveal various biological functions and mechanisms. Therefore, the study of LncRNA–miRNA interactions is an important direction. At present, only some experimental data and a few calculation methods still have great limitations on the study of LncRNA–miRNA. It is urgent to propose more computational methods to predict novel LncRNA–miRNA interactions. Compare with other state-of-the-art methods, the SNFHGILMI method proposed in this work has the following advantages: (1) it integrates similarity data using a nonlinear network fusion technology, which not only characterizes the valuable information of each individual network but also shows better performance when combining two or more networks without obvious linear relationship; (2) all the information about LncRNA, miRNA and LncRNA–miRNA interactions are expressed on the heterogeneous graph, and only the links of different types of nodes need to be derived; (3) the heterogeneous graph inference algorithm can be used to

Table 1 Performance comparison among different methods by using SNFHGILMI in the framework of 5-foldCV

| Method   | AUC     | SEN     | ACC     | F1      |
|----------|---------|---------|---------|---------|
| EPLMI    | 0.8451  | 0.1343  | 0.9940  | 0.1078  |
| INLMI    | 0.8323  | 0.1541  | 0.9938  | 0.1085  |
| RWR      | 0.9231  | 0.3841  | 0.9951  | 0.4283  |
| LncCF    | 0.7147  | 0.3051  | 0.9963  | 0.4403  |
| MiCF     | 0.8272  | 0.2823  | 0.9932  | 0.2824  |
| SNFHGILMI| 0.9457  | 0.4882  | 0.9959  | 0.5318  |

Table 2 Top 10 predictions for lnc-CHSY1-5:1 by SNFHGILMI

| No. | LncRNA            | Confirmed? |
|-----|-------------------|------------|
| 1   | lnc-SLTM-3:1      | YES        |
| 2   | lnc-CPT2-3:1      | YES        |
| 3   | lnc-LIRG1-2:1     | YES        |
| 4   | lnc-FAS-1:1       | YES        |
| 5   | lnc-CALCOCO2-3:1  | YES        |
| 6   | lnc-MYC-2:16      | YES        |
| 7   | lnc-KB-1507C5.2.1:3:3 | YES |
| 8   | lnc-ACER2-1:1     | YES        |
| 9   | lnc-RPGRIP1P-1:1  | YES        |
| 10  | lnc-PIGM-1:1      | YES        |

Table 3 Top 10 predictions for hsa-miR-17-5p by SNFHGILMI

| No. | MiRNA             | Confirmed? |
|-----|-------------------|------------|
| 1   | hsa-mir-424-5p    | YES        |
| 2   | hsa-mir-195-5p    | YES        |
| 3   | hsa-mir-15a-5p    | YES        |
| 4   | hsa-mir-15b-5p    | YES        |
| 5   | hsa-mir-485-3p    | YES        |
| 6   | hsa-mir-24-3p     | YES        |
| 7   | hsa-mir-421       | YES        |
| 8   | hsa-mir-27a-3p    | YES        |
| 9   | hsa-mir-155-5p    | YES        |
| 10  | hsa-mir-27b-3p    | YES        |
predictions for new lncRNAs which have no known related miRNAs and miRNAs without any known associated lncRNAs; (4) it converted iterative process into matrix multiplications, which can predict potential interactions score for all lncRNA–miRNA pairs simultaneously. The performance of the model was evaluated by LOOCV and 5-foldCV on the benchmark dataset. The experimental results show that our method has excellent performance in predicting lncRNA–miRNA interactions.

Although SNFHGILMI showed good performance in lncRNA–miRNA prediction as described above, it still has some limitations. SNFHGILMI used two lncRNA-related and two miRNA-related information to integrate the lncRNA/miRNA similarity matrices, we hope that more information (e.g., lncRNA/miRNA functional annotations, lncRNA/miRNA expression profile) will be used to integrate similarity matrices. In addition, the SNFHGILMI relies on known interactions, we expect lncRNA and miRNA are well studied further to better predict lncRNA–miRNA interactions.
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