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Abstract Inexact graph matching algorithms have proved to be useful in many applications, such as character recognition, shape analysis, and image analysis. Inexact graph matching is, however, inherently an NP-hard problem with exponential computational complexity. Much of the previous research has focused on solving this problem using heuristics or estimations. Unfortunately, many of these techniques do not guarantee that an optimal solution will be found. It is the aim of the proposed algorithm to reduce the complexity of the inexact graph matching process, while still producing an optimal solution for a known application. This is achieved by greatly simplifying each individual matching process, and compensating for lost robustness by producing a hierarchy of matching processes. The creation of each matching process in the hierarchy is driven by an application-specific criterion that operates at the subgraph scale. To our knowledge, this problem has never before been approached in this manner. Results show that the proposed algorithm is faster than two existing methods based on graph edit operations. The proposed algorithm produces accurate results in terms of matching graphs, and shows promise for the application of shape matching. The proposed algorithm can easily be extended to produce a sub-optimal solution if required.
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1 Introduction

Graphs have proved to be extremely useful and versatile tools in the areas of image processing, computer vision, and pattern recognition. The versatility of graphs stems from their ability to represent virtually any kind of information in a way that is amenable to various forms of interpretation and manipulation.

Graph matching is the process of forming correspondences between parts of one graph and parts of another graph. Graph matching has been used in many applications, particularly in the field of visual media processing. They include 2D and 3D image analysis (e.g., shape recognition), interactive image editing (e.g., patch-based image synthesis), document processing (e.g., handwritten character recognition), biometric identification (e.g., human face recognition), image databases (e.g., image retrieval), video analysis (e.g., object tracking), and biomedical applications (e.g., identification of coronary arteries from medical images) [1–4]. A typical problem in shape recognition can be tackled in three steps, namely, the decomposition of a shape into parts, the representation of the parts and their relations using a graph, and the search for correspondence between this graph and that of a known object. In this case, the skeleton of the shape is often used as the graph for shape representation and matching [5]. For a typical problem in patch-based image synthesis, an image is divided into regions and then described by a graph where nodes represent the regions and edges represent spatial relations between the regions. The image can then be modified by replacing some of its regions by suitable regions obtained from an image database using contextual graph matching [2]. The image can
also be augmented by adding extra regions based on graph matching [4]. Interested readers are referred to relevant review papers, e.g., Refs. [1, 3], for other problems in visual media processing which can be posed as graph matching problems.

A graph matching algorithm can generally be placed into one of three broad categories: graph isomorphism, subgraph isomorphism, and inexact graph matching. If the two graphs being matched are not identical, correspondences cannot be formed by a graph isomorphism algorithm. Subgraph isomorphism relaxes this constraint somewhat, and allows matching of one graph with a subgraph of another graph. However, the subgraph must represent the other graph exactly for a match to be made. Occlusion, articulation, and other forms of noise are often present in real-world applications, which only the third form of graph matching, inexact graph matching, is robust enough to resolve. Rather than indicating whether a match exists or not, inexact graph matching outputs some kind of similarity measure in addition to forming correspondences between graph nodes and/or edges. Inexact graph matching is the most useful and commonly-used form of graph matching. Inexact graph matching is the topic of this paper.

Tree search algorithms are commonly used to perform inexact graph matching. In these methods, a tree (state space) is constructed, where each state represents a partial mapping between nodes and/or edges in the two graphs being matched. The goal is to find the state that has the lowest cost, which represents the optimal match between the two graphs.

The first method using tree search techniques was developed by Tsai and Fu [6, 7]. Here, the concepts of graph edit cost and graph deformation are introduced. To guarantee that an optimal match is always found, a large number of states will often need to be searched. To reduce the number of states searched, Tsai and Fu utilise any available heuristic information to guide the search. For every child state of a given state, they estimate a lower bound on the cost from that child state to a goal state. This information is then used to prioritise the searching of different branches in the tree.

Various modifications to this idea were subsequently proposed, in both branch-and-bound algorithms and look-ahead algorithms such as A* [6, 8]. Such algorithms have previously been used in artificial intelligence [9]. While such estimates using heuristics can drastically reduce the time taken to search the state space, they often do not guarantee that the optimal solution will be found. Other techniques have also been applied to the inexact graph matching problem, such as relaxation labeling [10] and graduated assignment [11]. While many of these algorithms do not guarantee that an optimal solution will be found, they are often very fast (they typically run in polynomial-time). We refer readers to Refs. [12–14] for more comprehensive reviews of inexact graph matching algorithms.

Optimal inexact graph matching is an NP-hard problem, with expected exponential-time computational complexity. As in many graph-related tasks of high computational complexity, inexact graph matching algorithms often trade optimality for faster time, and vice versa. Finding an optimal solution may not be critical in many applications. In other applications, however, an optimal solution will be desirable [15]. Where optimality is required, many inexact graph matching algorithms will only be of practical use when matching graphs with a few nodes and/or edges. The high computational complexity of current optimal methods poses a significant problem, which we attempt to address in this paper. Indeed, there has been some recent interest in reducing the computational complexity of inherently NP-hard problems, particularly in the field of graph theory [16–20].

We presume that the optimal solution not only depends on the properties of the graphs being matched, but also depends on the application of the graph matching algorithm. This is often implemented by embedding application-specific attributes in the nodes and edges of the graphs, but this is on a local scale only. A hierarchical matching scheme is proposed, that includes an application-specific criterion that operates on the subgraph scale. This scheme allows an optimal match to be found for the given application. The proposed algorithm is based on graph edit operations, but is less computationally intensive than the typical method based on graph edit operations. The proposed algorithm does not require heuristics or
estimations, but rather allows optimizations through
the use of more application-specific information. To
our knowledge, the problem of high computational
complexity in inexact graph matching has never
before been approached in this way.

This paper is organised in the following manner.
In Section 2, the proposed algorithm is described
by building on the existing graph matching theory.
Section 3 presents a comparison between the
computational complexities of the proposed method
and an existing method that is typical of many
previous inexact graph matching algorithms. Results
are given in Section 4, and finally, conclusions and
opportunities for further research are discussed in
Section 5.

## 2 Hierarchical graph matching

### 2.1 Graphs

A graph is defined by a tuple $g = (V, E, \alpha, \beta)$ where
- $V$ is the finite set of vertices (nodes),
- $E$ is the finite set of edges,
- $\alpha : V \to L$ is the node labeling function, and
- $\beta : E \to L$ is the edge labeling function.

$L$ is a finite alphabet of labels for nodes and edges.
Labels, or attributes, are values derived from the
application-specific information on which the graph
is based. Assigning labels to nodes and edges, using
$\alpha$ and $\beta$, respectively, adds semantic information
to the graph representation. Edges are directed;
the edge $e = (x, y)$ originates at node $x \in V$ and
terminates at node $y \in V$. In this paper, the
notation $e_{xy}$ is used to denote an edge originating
at node $x$ and terminating at node $y$. Given an
directed edge $e$, $\text{orig}(e)$ determines the node from
which $e$ originates, and $\text{term}(e)$ determines the node at
which $e$ terminates. Let $g_1 = (V_1, E_1, \alpha_1, \beta_1)$ and
$g_2 = (V_2, E_2, \alpha_2, \beta_2)$ be two graphs to be matched.

**Example 1**

A graphical representation of two graphs being
matched is shown in Fig. 1(b). These graphs have
been derived from shape silhouettes, which are
shown in Fig. 1(a). Such a process might be applied,
for example, to the recognition of mechanical parts
in a manufacturing line. The appearance of noise in
any part of the image capture process may mean that
the derived graphs, such as the ones shown in Fig. 1,
do not match exactly. An *inexact* graph matching
process is therefore required.

Because the nodes in this example represent
locations in 2D space, they have been labeled with
2D Cartesian coordinates (shown in Fig. 1(c)).
Edges are not labeled in this example; they capture
only the structural information of the graphs.

The graphs shown in Fig. 1 are used throughout
this paper to illustrate various concepts of the
proposed algorithm. In particular, forming sequences
of correspondences and calculating the associated
costs are described in Section 2.2. Transforming
one graph into the other using graph edit operations
is described in Section 2.3. Finding the minimum
cost match by tree search is presented in Section 2.4.
Identifying collapsible partial matches is presented in
Section 2.5. Grouping collapsible partial matches is
presented in Section 2.6. Collapsing for new graphs
is presented in Section 2.7. The overall hierarchy of
matching processes is described in Section 2.8.

### 2.2 Inexact graph matching

Let a *correspondence* be an association between a
node $v_1 \in V_1$ in $g_1$, and a node $v_2 \in V_2$ in $g_2$, $(v_1, v_2) = V_1 \times V_2$. Let $C$ be the set of all possible
correspondences between nodes in $g_1$ and nodes in
$g_2$. One node in a correspondence $c$ may be the
null node, $\Lambda$, which represents a node that is part of
neither $g_1$ nor $g_2$. A *match*, $m$, represents a sequence
of correspondences $C_m = (c_1, c_2, \ldots)$, and a cost of
forming its correspondences, $m\text{cost}$:

$$m = (C_m, m\text{cost})$$

In other words, a match is a binary relation
from a subset of $V_1$, $\hat{V}_1 \subseteq V_1$, to a subset of
$V_2$, $\hat{V}_2 \subseteq V_2$, along with the cost of performing
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such a mapping. A match’s cost is aligned with the degree of similarity of the nodes that appear in the correspondences (differences between the labels of corresponding nodes), and the subgraphs implied by the nodes that appear in the correspondences.

Note that the correspondences that appear in a match are dependent on the edges in both graphs, and the allowed graph edit operations (described in Section 2.3). While this research focuses on correspondences between graph nodes, it can easily be extended to include correspondences between graph edges.

The method of forming sequences of correspondences and calculating the associated costs is specific to the matching algorithm used. The method used in this research is discussed in the following sections. An optimal inexact graph matching algorithm is required to find the match that represents the optimal set of correspondences, where the optimal match is the match with the minimum global cost. A sub-optimal inexact graph matching algorithm, however, is in general only required to find a local minimum-cost set of correspondences. The local minimum may or may not be close to the global minimum.

**Example 2**

A sequence of correspondences for a match with a possible global minimum cost, for the graphs shown in Fig. 1(b), is \{(1,1),(2,2),(3,3),(4,3),(5,4),(6,5)\}. ■

### 2.3 Graph edit operations

One of the oldest and most commonly used measures of match optimality is the graph edit distance. Graph edit distance defines the similarity of two graphs in terms of the minimum set of changes required to transform one graph onto the other. Graph edit operations are used to obtain the graph edit distance between two graphs. A sequence of graph edit operations is applied to one graph to transform it into the other graph. This sequence is implied by a match and its sequence of correspondences. Three types of graph edit operations may be used to transform any graph into another. These are node/edge substitution, deletion, and insertion. We define a mapping function \( f \) of a match \( m \) that places nodes of the two graphs into correspondence, determining \( C_m \):

\[
 f : \{V_1,A\} \rightarrow \{V_2,A\}
\]

A node \( x \in V_1 \) is substituted for node \( y \in V_2 \) if \( f(x) = y \). A node \( x \in V_1 \) is deleted from \( g_1 \) if \( f(x) = \Lambda \), and a node \( y \in V_2 \) is inserted into \( g_1 \) if \( f^{-1}(y) = \Lambda \).

### 2.4 Tree search algorithm

A tree (state space) search algorithm is often used to find the minimum cost match. The state space consists of a number of states, which represent matches, arranged in a tree structure. The match at the root of the state space contains no correspondences. The first layer of states represents matches with one correspondence, the second layer with two correspondences, and so on. Throughout this paper, the concepts of states and matches are used interchangeably in the context of the tree search algorithm. The tree search algorithm determines a cost of placing any two nodes into correspondence, \( c_{\text{cost}} \). The cost associated with any given match is equal to the sum of the costs of the match’s correspondences.

A state (other than the root state) is produced by embedding a new correspondence in the state’s parent state. We define a function \( \varphi \) that determines, for a given state and its associated match, the possible new correspondences that can be embedded in the match to form new child states. The form that \( \varphi \) takes is dependent on the specific tree search matching algorithm used.

**Example 3**

Various definitions of \( \varphi \) have been proposed in the literature. The following is an example that is similar to that used in Ref. [21]. Let \( V_{m,i} \) denote the set of nodes in match \( m \) that belong to the graph \( g_i \), \( i \in \{1,2\} \). Given \( m \), \( \varphi \) returns correspondences between nodes in \( g_1 \) and nodes in \( g_2 \) that are currently not matched (i.e., not in any correspondences of match \( m \)), and are connected by edges to nodes that are matched. In addition, correspondences between these nodes and \( \Lambda \) can be made:

\[
\varphi(m) = \{\bar{V}_{m,1} \times \bar{V}_{m,2}\} \cup \{(x,A) : x \in \bar{V}_{m,1}\} \cup \{(A,y) : y \in \bar{V}_{m,2}\}
\]

(1)

where \( \bar{V}_{m,i} = \{v : v \in (V_i - V_{m,i}), v \in \{\text{term}(e) : e \in E_i, \text{orig}(e) \in V_{m,i}\}\} \) defines those nodes that are not currently matched, but are connected to nodes that are matched. \( \bar{V}_{m,i} \) defines the nodes that can appear in any sub-match of match \( m \). A sub-match of a match \( m \) is a match that is produced by embedding
a new correspondence in \( m \). ■

There are two considerations to take into account when defining this function: (1) it affects whether the optimal match can be found, and (2) it affects the number of matches produced in the state space. In many cases, these considerations are traded off against each other. For example, a large number of matches must often be produced in order to find the optimal match. It is highly desirable that the number of matches produced (searched) should be minimised, whilst guaranteeing that the optimal match will be found.

The first of the proposed changes in this research is to vastly restrict the number of correspondences returned by \( \phi \) for any given match. The implementation of \( \phi \) used in this research is based on that used by Eshera and Fu, given in Eq. (1). We simplify this definition of \( \phi \) by preventing it from forming correspondences with \( A \). This function therefore becomes:

\[
\phi(m) = \{ \bar{V}_{m,1} \times \bar{V}_{m,2} \} \quad (2)
\]

Modifying \( \phi \) in this way has both the positive effect of reducing the number of matches in the state space, and the negative effect of reducing the algorithm’s ability to find the optimal match. In the following sections, we describe the methods that we use to ensure that the optimal match is found after simplifying \( \phi \) in this way.

It should be noted that other definitions of \( \phi \) may be used to implement the proposed algorithm. The goal is to simplify \( \phi \) in such a way as to reduce the computational complexity of the matching process. The other requirement of \( \phi \) is that “good” partial matches should still be found by the tree search algorithm. The importance of this requirement will become apparent later.

### 2.5 Collapsibility criterion

During the tree search, partial matches will be produced that have a low cost. Such matches identify correspondences between nodes that have similar attributes, and similar relationships between corresponding nodes, but are incomplete. These matches are likely to appear in a complete match that has a low overall cost. The intention of the collapsibility criterion of the proposed method is to identify such partial matches, which we loosely term “good” partial matches.

The proposed simplification of \( \phi \) has the effect of preventing structural alterations during the matching process. Structural alterations are required to compensate for noise such as articulation and occlusion. The introduced collapsibility criterion reinstates the possibility of structural alterations, but only at certain points in the process. The collapsibility criterion allows structural alterations to occur where “good” low cost partial matches have been identified. Allowing structural alterations to occur at these points may be required to find the lowest cost complete match. It is impossible to provide an exact general definition of a “good” partial match, as it is application-specific. However, a “good” partial match should adhere to two properties:

1. **Low cost.** If the partial match has a low cost, then its correspondences are likely to appear in a complete match that has a low overall cost, which may be the global optimal match.
2. **Minimum number of correspondences.** To determine in a meaningful way that a partial match is likely to appear in a low cost complete match, it should contain a number of correspondences whose number is greater than or equal to a defined minimum number of correspondences. This also serves to improve the efficiency of the proposed method.

A mathematical example of the collapsibility criterion is given in Eq. (3). This example reflects the above properties of a “good” partial match, and gives an indication of the form that the collapsibility criterion may take. Results presented in Section 4 demonstrate the practicality of this form of collapsibility criterion.

**Example 4**

A “good” partial match for the graphs shown in Fig. 1(b) may contain the sequence of correspondences \{(1,1), (2,2), (3,3)\}. The cost of forming these correspondences would be low, yet the match contains some minimum number of correspondences (three). ■

Identifying “good” partial matches is an important aspect of the proposed algorithm. For reasons that will become apparent, we label such matches **collapsible** during the creation of the state space. The condition that a match must satisfy in order to be labeled collapsible is called the collapsibility criterion: **collapsible** = \( f(m,g_1,g_2) \).
A partial match represents a match between subgraphs of the two graphs being matched. The collapsibility criterion therefore allows application-specific information at the subgraph scale to be applied to the matching process.

**Example 5**

The definition of the collapsibility criterion is largely application-specific. In this example, we define a “good” partial match as one that has a cost that is substantially lower than the cost of any of the match’s sub-matches, and has a number of correspondences that is greater than some threshold:

\[
\text{collapsible} = (\min(C_{S_m}) - c_m > c_{\text{thresh}}) \quad \text{and} \quad (n_m > n_{\text{thresh}})
\]

where \( m \) is the match being tested for collapsibility, \( C_{S_m} \) is the set of costs of the sub-matches of match \( m \), \( c_m \) is the cost of match \( m \), \( n_m \) is the number of correspondences in match \( m \), and \( c_{\text{thresh}} \) and \( n_{\text{thresh}} \) are the minimum thresholds for cost and number of correspondences, respectively. Using this collapsibility criterion, the match with correspondences \( \{(1,1),(2,2),(3,3)\} \) between the two graphs shown in Fig. 1(b) will be considered collapsible, as it has a small cost in comparison to the cost of its sub-matches (e.g., the match with correspondences \( \{(1,1),(2,2),(3,3),(4,4)\} \)), and it has the required number of correspondences, assuming suitable values for \( c_{\text{thresh}} \) and \( n_{\text{thresh}} \). While the collapsibility criterion is application-specific, the example given in Eq. (3) is general enough to apply to many applications.

In Example 5, two thresholds are used. While the collapsibility criterion is application-specific, it is likely that one or more thresholds will be needed. It is unfortunate that thresholds and application-specific heuristics are often introduced when a graph matching algorithm is used in a specific application. It will be interesting to see if future inexact graph matchings can remove such dependencies on thresholds.

### 2.6 Combining collapsible partial matches

After collapsible matches are identified, they are combined to form groups of collapsible matches. This is done to realise “good” matches between groups of subgraphs. We define a grouping function, \( \delta(M_c, g_1, g_2) \), which determines the possible groups of matches given a set of collapsible matches, \( M_c \).

The simple grouping function that we use in this research determines all possible combinations of collapsible matches such that no two matches in a combination have any common nodes:

\[
\delta(M_c, g_1, g_2) = \{\text{comb}(M_c, 2) \cup \text{comb}(M_c, 3) \cup \cdots \cup \text{comb}(M_c, |M_c|) : V_n \cap V_m = \emptyset, \ m \neq n, \ m, n \in \text{comb}(M_c, k), \ k = 2, 3, \ldots, |M_c|\}
\]

where \( \text{comb}(M_c, i) \) denotes the set of all \( i \)-combinations of set \( M_c \), and \( V_j \) denotes the set of nodes in match \( j \).

Note that this step may not be strictly necessary; the optimal match will be found without applying a grouping function. However, this step allows the representation of application-specific information across matched subgraphs, which may be useful in some applications, and may serve to reduce the running time of the proposed algorithm.

### 2.7 Collapsing for new graphs

For each group of collapsible matches, a collapse operation is performed on \( g_1 \) and \( g_2 \), in order to form new graphs, \( g'_1 \) and \( g'_2 \). The purpose of the collapse operation is to preserve the fact that matches are “good”, so that the remainder of the nodes in the two graphs can be matched with this knowledge. As discussed earlier, collapsing also allows matching to continue from different parts of the two graphs, allowing for structural alterations.

A collapse operation is performed for both graphs being matched, given a group of collapsible matches. In summary, for each graph, a new graph is produced that is identical to the original graph with exceptions regarding those nodes that appear in the group of collapsible matches. For each collapsible match in the group, the matched nodes are replaced by a single node in the new graph with a label that is derived from the labels of the original nodes in the match. Edges in the original graph are either deleted, modified, or copied directly to the new graph, depending on the originating and terminating nodes of each edge. This process is defined formally in the remainder of this section.

Let a new graph created by a collapse operation be \( g'_i = (V'_i, E'_i, \alpha'_i, \beta'_i) \), where \( i \in \{1,2\} \) identifies the graph undergoing the collapse operation. Let \( M \) denote a group of collapsible matches, and \( V_i \) the
set of nodes in $\hat{M}$ that belong to the graph $g_i$. $\hat{V}_{i,j}$ denotes the set of nodes in graph $g_i$, that belong to a particular collapsible match $j$. The set of nodes in the new graph $V'_i$ is defined as

$$V'_i = (V_i - \hat{V}_i) \cup \{v_j : 1 \leq j \leq |\hat{M}|\}$$

where $v_j$ are new nodes, each of which replaces a set of nodes of a collapsible match. Let $V'_{i,new} = \{v_j : 1 \leq j \leq |\hat{M}|\}$ denote the new nodes in graph $g'_i$. The set of edges in the new graph is defined as follows:

$$E'_i = \{e_{xy} : x \in V'_i, y \in \hat{V}_i \} \cup \{\beta_i : E_{i \rightarrow L}, \text{ if } x, y \notin \hat{V}_i, e_{xy} \in E_i \} \cup \{\beta_{new} : E'_{i,new} \rightarrow L_{new}, \text{ otherwise} \}$$

where $E'_{i,new}$ denotes the new edges in graph $g'_i$. $\beta_{new}$ is used to label those edges whose originating node, terminating node, or both originating and terminating nodes, are new nodes. Note that if both nodes $x$ and $y$ connected to edge $e_{xy}$ are being collapsed and are from the same collapsible match ($x \in \hat{V}_{i,j}$ and $y \in \hat{V}_{i,k}$, where $j = k$), $\beta'_i$ is not defined (see $E'_i$ above).

**Example 6**

As mentioned previously, $\alpha'_i$ and $\beta'_i$ are application-specific. In this example, we describe a simple definition of $\alpha'$ that might be used in matching graphs with node labels derived from points in 2D space, such as those shown in Fig. 1. We wish to define $\alpha_{new}$, the function that assigns labels to new nodes formed through applying the collapse operation. If we apply the collapse operation to a set of nodes $\hat{V}_{i,j}$ in collapsible match $j$, belonging to graph $g_i$, we produce a new node $v'_j$ in the new graph $g'_i$. The label of node $v'_j$ is equal to the average of the labels of the nodes in $\hat{V}_{i,j}$:

$$\alpha_{new}(j) = \frac{1}{|\hat{V}_{i,j}|} \sum_{k=1}^{V_{i,j}} \alpha(v_k)$$

where $v_k \in \hat{V}_{i,j}$. Here, the node labels are treated as 2D vectors that, in the above equation, undergo vector addition and scalar multiplication. As an example, if nodes 1, 2, and 3 of graph $g_1$ in Fig. 1(b) were to be collapsed, the label of the resulting node in the new graph would be $\left(2, \frac{16}{3}\right)$. \hfill \blacksquare

### 2.8 Hierarchy of matching processes

The overall algorithm, which uses the previously defined steps, will now be described with reference to Fig. 2. The two graphs are first matched using a matching process that has been simplified in the manner described in Section 2.4 ($\ell$ in Fig. 2). This matching process is referred to as Matching Process 0 in Fig. 2. A portion of this matching process is shown in the figure, with the correspondences of some of the states that are produced, and the costs associated with these states. During the matching
process, matches are marked as *collapsible* if they satisfy the collapsibility criterion. The state of one such collapsible match is State 3 of Matching Process 0. A number of combinations of collapsible matches are then formed. Each match in a combination represents a subgraph of $g_1$, and a subgraph of $g_2$. Collapsing a combination is the process of deriving two new graphs from $g_1$ and $g_2$, denoted by $g'_1$ and $g'_2$. The process of collapsing State 3 of Matching Process 0 is shown as 2 in Fig. 2.

Each pair of new graphs, $g'_1$ and $g'_2$, produced by performing the collapse operation, is input to a new matching process (3 in Fig. 2). This matching process is referred to as Matching Process 1 for one of the possible pairs and Matching Process 2 for another possible pair in Fig. 2. Correspondences between new nodes resulting from the collapse operation are forced to appear in all matches produced by the new matching process. The new matching process may produce new collapsible matches based on the new graphs $g'_1$ and $g'_2$, such as the match associated with State 3 of Matching Process 1, which are treated the same way as in the initial matching process. That is, the matches are grouped, each group is collapsed, and each new pair of graphs is input to a new matching process. This new matching process is referred to as Matching Process 3 in Fig. 2. The
result of this recursive procedure is a hierarchy of matching processes. The overall hierarchical matching algorithm is summarised in Algorithm 1.

**Example 7**

In Fig. 2, nodes are labeled with 2D Cartesian coordinates. These labels are used to calculate the cost of forming each correspondence, in each match in the state space. The initial correspondences formed for the states in the first level of the state space incur no cost. The cost of forming a new correspondence is determined by first measuring the average direction from nodes previously put into correspondence to the nodes in the new correspondence, for each graph. The cost is then the absolute difference between these two directions. Other cost functions can be defined in a similar way, for other forms of node and/or edge labels. More details can be found in Ref. [22].

With each collapse operation, the original graphs are changed in some way, with the goal of finding a match that represents a more optimal set of correspondences. Just as each correspondence formed by a matching process incurs a cost, a collapse operation must also have an associated cost or penalty. This cost is added to the cost of all matches formed by any matching process that is the result of applying the collapse operation (line 10 of Algorithm 1). For example, referring to Fig. 2, any matches produced by Matching Process 1, or any of its descendants in the hierarchy, will incur the cost of performing the collapse operation at step 2 in the diagram. In this research, and in the example shown in Fig. 2, the cost of performing a collapse operation is set to a fixed value (0.1 in the diagram). However, it may easily be a function of the matches being collapsed. Once the hierarchy of matching processes has been constructed, the optimal match is simply the match with the lowest overall cost.

The proposed method differs from the traditional inexact graph matching method in two main ways. Firstly, the proposed method simplifies $\phi$, which drastically reduces the number of states that are searched by a single matching process and consequently removes the guarantee of optimality. Optimality is restored using the second aspect of the proposed method: the collapsibility criterion and hierarchical matching processes. The collapsibility criterion allows additional states to be searched that will possibly lead to the optimal solution. The guarantee that the optimal solution is found amongst the additional states is dependent on the application-specific collapsibility criterion; the criterion must identify those states that can lead to the optimal solution. If this condition is satisfied, the optimal solution is guaranteed to be found.

In general, the collapsibility criterion is application-specific. In designing the collapsibility criterion, it is useful to consider the sources of noise that are likely to appear in the chosen application, that will cause differences between graphs representing similar information. These sources of noise include articulation, occlusion, changes in viewpoint, and spurious noise that may cause additional nodes and/or edges in one or both graphs being matched.

It may seem that the proposed method depends heavily on knowledge of the chosen application. It is true that additional application-specific knowledge is required to implement the proposed collapsibility criterion, and that this may effect the optimality of the proposed method. In practice, however, the application will always be known. Many known optimisations, such as A*, utilise additional

---

**Algorithm 1**: Hierarchical graph matching procedure

```
Input: two graphs to be matched: $g_1$ and $g_2$.
Output: the lowest cost match between $g_1$ and $g_2$.
1 return MATCH($g_1$, $g_2$)
2 function MATCH($g_1$, $g_2$)
3 perform matching process on $g_1$ and $g_2$
4 lcm ← lowest cost match from the matching process
5 identify collapsible matches from the matching process (Section 2.5)
6 form groups of collapsible matches (Section 2.6)
7 for each group of collapsible matches do
8 apply the collapse operation, to form $g'_1$ and $g'_2$ (Section 2.7)
9 sub_lcm ← MATCH($g'_1$, $g'_2$) (create a new branch of the hierarchy using $g'_1$ and $g'_2$, and obtain the lowest cost match from these matching processes)
10 add cost of performing collapse to sub_lcm
11 if sub_lcm has a lower cost than lcm then
12 lcm ← sub_lcm
13 end
14 end
15 return lcm
```
application-specific knowledge to achieve the same goals (gains in efficiency). Relaxation-based methods require additional information in order to determine good initial assignments or probabilities. We have found that a simple collapsibility criterion that has the properties discussed in Section 2.5 is tolerant toward noise, produces the optimal solution, and reduces the time taken to find the match.

3 Computational complexity analysis

3.1 Standard tree search

In this section, we analyse the computational complexity of a typical inexact graph matching algorithm using tree search. We use the definition of $\varphi$ that is similar to Eshera and Fu’s, given in Eq. (1). While this makes the following analysis specific to one particular algorithm, this algorithm is typical of many. We aim only to capture the general complexity of a class of algorithms so that the benefits of the proposed method can be demonstrated.

As before, let $g_1$ and $g_2$ be two graphs being matched. Let $n_1$ and $n_2$ be the number of nodes in $g_1$ and $g_2$, respectively. For the purpose of this analysis, we assume that all edges are bi-directional, and that both graphs are fully-connected. We also assume that all states in the tree must be searched to find the optimal solution, which allows us to analyse the algorithm as a depth-first tree search algorithm. The computational complexity of depth-first tree search algorithm, as given by Ref. [23], is $O(b^m)$, where $b$ is the branching factor (the maximum number of successors of any state in the tree), and $m$ is the maximum depth of any state in the tree.

The upper bound on $b$ occurs when a single pair of nodes has been put into correspondence (the first level in the tree). A state with maximum depth $m$ is produced by applying a sequence of correspondences between a node in $g_1$ and $\Lambda$, followed by a sequence of correspondences between $\Lambda$ and a node in $g_2$, or vice versa. These correspond to the second and third sets in the union of sets of $\varphi$, shown in Eq. (1). We can apply $n_1$ or $n_2$ of these correspondences followed by $n_2$ or $n_1$ of these correspondences. The computational complexity of the standard tree search algorithm, subject to the exact definition of $\varphi$ is therefore:

$$O \left( (n_1n_2 + 1)^{n_1 + n_2} \right) \quad (4)$$

3.2 The proposed algorithm

The proposed algorithm uses a matching process with a lower computational complexity, but involves the use of multiple matching processes. As discussed in Section 2.8, the matching processes are arranged in a hierarchy (tree). The overall algorithm may therefore also be analysed as a depth-first tree search algorithm. The computational complexity of the proposed algorithm is $O(b_{h}^m b_p^m)$, where $b_h$ and $m_h$ are the branching factor and maximum depth for the overall hierarchy, respectively, and $b_p$ and $m_p$ are the branching factor and maximum depth for an individual matching process within the hierarchy, respectively.

The branching factor for the overall hierarchy, $b_h$, is the maximum number of sub-matching-processes produced by a single matching process through applying the collapse operation. This has a one-to-one correspondence with the maximum number of groups of collapsible states produced by a matching process, and therefore depends on the number of collapsible matches produced. The chosen definitions of $\varphi$ and $\delta$ (the grouping function) therefore play a role. Since the number of nodes in each graph, and therefore the number of states in each matching process, reduce as the depth in the hierarchy increases, the upper bounds on the branching factor applies to the first (root) matching process in the hierarchy. $b_h$ can be derived by analysing the number of collapsible matches produced by the root matching process. The maximum depth of any matching process in the hierarchy, $m_h$, occurs when a sequence of collapses of single-match groups of collapsible matches is performed, and each match being collapsed contains the minimum number of nodes from each graph, $n_{\text{thresh}}$.

We now turn our attention to the complexity of a single matching process within the hierarchy of matching processes. Recall that the proposed algorithm aims to reduce the computational complexity of a single matching process. If we simplify $\varphi$ as described in Section 2.4, that is, we remove the algorithm’s ability to perform correspondences of nodes in either graph with $\Lambda$, the branching factor of a single matching process can easily be found. The maximum depth of a state in a
single matching process, \( m_p \), occurs when a sequence of correspondences between a node in \( g_1 \) and a node in \( g_2 \) are made, in the root matching process of the hierarchy. The overall computational complexity of the proposed algorithm, subject to choice of \( \varphi \), is

\[
O \left( \left( \frac{\min(n_1,n_2)}{n_{\text{thresh}}} \right)^{1} \frac{\min(n_1,n_2)-1}{n_{\text{thresh}}-1} \right) \times ((n_1-1)(n_2-1))^{\min(n_1,n_2)}
\]

(5)

In our analysis of this complexity, a number of simplifications have been made. Equation (5) provides an absolute worst-case complexity. In a real application, the branching factor and maximum depth will typically be much smaller than the worst case.

3.3 Computational complexity comparison

To more easily compare the computational complexity of the two algorithms, we input various values of \( n_1 \) and \( n_2 \) into Eq. (4) and Eq. (5) to give upper bounds on the number of matches produced. The value of \( n_{\text{thresh}} \) for the proposed method is also varied. These comparisons are shown in Table 1.

Observe that the worst-case computational complexity of the proposed algorithm is much smaller than the standard tree search algorithm. By increasing \( n_{\text{thresh}} \), we can significantly reduce the number of matches produced (as there will be fewer collapsible matches in each state space). However, depending on the application, increasing \( n_{\text{thresh}} \) may reduce the algorithm’s ability to find the optimal match. In this research, a value of three has proved to be the most useful.

4 Experimental results

This section presents some results of the proposed algorithm, in comparison with two previous optimal inexact graph matching algorithms that are based on graph edit operations. The proposed method is then extended to produce sub-optimal solutions, and is compared with a recent sub-optimal shape matching method. To distinguish the optimal and sub-optimal variants of the proposed method, this section refers to them as the “optimal proposed method” and the “sub-optimal proposed method”, respectively.

The cost function used for the proposed method and other optimal methods is described in Example 7. A fixed cost of 0.1 is used for correspondences between one node from either graph, and the null node. The collapsibility criterion used is described in Example 5, with \( c_{\text{thresh}} \) and \( n_{\text{thresh}} \) set to 0.1 and 3, respectively. All collapse operations incur a fixed cost of 0.1. All algorithms have been implemented using the C++ programming language, and have been tested with a 2.52 GHz Intel CPU with 3.5 GB of RAM.

4.1 Optimal inexact graph matching

In this section, the optimal proposed method is compared with other optimal inexact graph matching methods. The purpose of this section is to show the benefits of the proposed method when searching for the optimal solution. The first of the previous optimal algorithms chosen for comparisons is due to Eshera and Fu [21]. This seminal algorithm utilises a state-space search method such as the one described in Section 2.4, and performs graph edit operations of node insertion, node deletion, and node substitution. This algorithm is typical of many inexact graph matching algorithms in the literature.

The second previous optimal algorithm chosen for comparison is that of Berretti et al. [24]. Berretti et al. use an additional “node merging” operation, which essentially replaces a set of connected nodes with a new node. Whereas the proposed algorithm implements a merging-like operation between matching processes, Berretti et al. perform their node merging operation as part of a single matching process. The addition of this operation therefore increases the complexity of a single matching process. The suboptimal heuristic also proposed by Berretti et al. is explored in Section 4.2.

These two previous algorithms have been chosen for comparison to highlight the role that the employed graph edit operations and the complexity of \( \varphi \), play in determining the time taken to perform a
match. We believe that, while the adverse influence of the number of graph edit operations on match time may be apparent to those in the field, this influence has received rather little analysis. The following results demonstrate this effect and the proposed algorithm’s ability to reduce it. Since all three methods compared in this section are optimal, we compare match time only.

4.1.1 Shape matching

The three optimal methods are first tested using shapes from the Kimia-216 shape database [25]. The graphs input to the three methods are derived from the skeletons of shape silhouettes. A sample of the shape silhouettes from the Kimia-216 database are shown in Fig. 3 with their derived graphs overlaid. The shape skeletons were extracted using the method described by Morrison and Zou [26]. The nodes of the derived graphs correspond to skeleton junction and end points, and the edges of the derived graphs correspond to the skeleton branches between junction and end points. The positions of the nodes in the plane are used for node attributes, and are therefore used to calculate the costs of forming correspondences between nodes.

Figure 4 shows a histogram of the match time using the three optimal methods for shapes from the Kimia-216 database. The optimal proposed method performs almost all matches in under 10 seconds. While this is mostly true for the other methods, a significant number of their matches are not made in reasonable time (taking longer than 60 seconds). We have also observed (though it is not shown) that the proposed method always takes a shorter time than these previous methods to perform any given match. Also, the method of Eshera and Fu matches most combinations of graphs faster than that of Berretti et al., who introduce an additional operation. This demonstrates the influence of the number of available graph edit operations on the complexity of the function that determines each state’s successors. The proposed method’s simplification of a single matching process more than offsets the additional time introduced by performing multiple matching processes.

4.1.2 Random graphs

In order to more fully test the proposed algorithm, “random” graphs were used to test the three optimal algorithms. The number of nodes and edges in each graph was controlled, while the node labels and configuration of edges were randomised. What resulted were graphs with known sizes, but varying complexity. The purpose of these tests is to demonstrate the limitations of the three algorithms in a controlled setting.

Figure 5 shows a plot of the average match time for each of the algorithms, as the number of nodes in the graphs is increased. For a given number of nodes and edges, five graphs were generated. The node attributes, and the originating and terminating nodes of each edge, were randomised. The node attributes are, once again, 2D Cartesian coordinates, selected in the range 0.0 to 5.0 in the x- and y-directions.
y-directions. Each graph is matched only with other graphs with the same number of nodes and edges. Results of matching graphs with different characteristics are presented in Section 4.1.1.

All three algorithms are able to complete matching in a reasonable time when the number of nodes in the graphs is small (four or fewer nodes). As the number of nodes is increased, there is a point at which any algorithm becomes unable to complete in under 60 seconds. The optimal proposed method is faster than the two previous methods, but fails to perform the match in a reasonable time with some number of nodes (seven nodes). This is due to the inherent complexity of the inexact graph matching process, which is retained by the proposed algorithm.

Note that we have presented here match time for three algorithms implemented without the use of heuristics or estimations to guide the search; all three algorithms perform an exhaustive search of the state space. This has been done in order to more clearly demonstrate the effect that available operations has on match time, and the advantages of the proposed method.

### 4.2 Sub-optimal inexact graph matching

In the previous section, the proposed method was compared with two other optimal methods that are based on tree search and graph edit operations. While the proposed method shows a clear advantage in terms of match time, it cannot escape the underlying high computational complexity of optimal matching. In this section, we compare the optimal proposed method with two other matching methods that are sub-optimal. The first sub-optimal method is the (optimal) proposed method augmented with a simple technique proposed by Berretti et al. [24] for improving match speed while producing only a sub-optimal solution. We name this method the “sub-optimal proposed method”, as opposed to the “optimal proposed method”. The second sub-optimal method is the method of Bai and Latecki [5]. Bai and Latecki also use shape skeletons to match shapes, but their technique is somewhat different. Their approach is to compare shape widths sampled from the shortest “skeleton paths” between pairs of end points, and they do not consider skeleton junction points or the structure of the skeleton explicitly. Despite the different approaches of these methods, comparing their results allows us to evaluate the proposed method in the context of shape matching, and the state of the art in this field. We set all parameters of Bai and Latecki to those values given in Ref. [5]. All methods are compared in terms of accuracy using the Kimia-216 shape database. The sub-optimal algorithms tested always produce a match quickly (usually in less than one second), so a comparison in terms of match time is not given.

Out of 2376 matches (the 11 closest matches for each of the 216 shapes), the optimal proposed method matches 767 shapes from the same category as the query shape. The retrieval rate of the optimal proposed method for the Kimia-216 database is therefore 32.3%. Using similar calculations, the sub-optimal proposed method and the method of Bai and Latecki have retrieval rates of 31.8% and 34.8%, respectively. While these retrieval rates do not appear promising, it should be noted that they apply to the current use of the proposed method in the shape matching application. The performance of the three methods for the shape matching application is explored in more detail in the remainder of this section, and various improvements are proposed.

Figure 6 shows a selection of matches made using the optimal proposed method. The optimal proposed method performs reasonably well for most shapes, considering it utilises skeleton information only. Contour information, while used to produce the skeleton, is not used by the proposed matching algorithm directly. In addition, the implementation of the proposed method uses the simple cost function described in Example 7 that is based purely on relative angle differences. The results shown in Fig. 6 should therefore be evaluated in terms of the underlying graphs only. For the shape matching

![Fig. 6 Selected results of the proposed method on the Kimia-216 database.](image-url)
application, the proposed method can potentially be improved with a more sophisticated cost function that utilises more information.

The proposed method can easily be modified to produce a sub-optimal solution in much shorter time, if required. Berretti et al. [24] have chosen to explore only the best cost match of the possible next matches at each iteration. This means that there are many branches of the state space that are left unsearched, one of which may contain the global optimal match. To demonstrate that the proposed method can be extended to provide a sub-optimal solution if required, it is modified using the approach taken in Ref. [24]. Sample results from this method are shown in Fig. 7. The results from the sub-optimal proposed method deviate slightly from those of the optimal proposed method. Overall, the sub-optimal proposed method is not as accurate as the optimal proposed method, in terms of matching the underlying graphs. However, in most cases, the difference is not significant.

As mentioned previously, the implementation of the proposed method does not consider shape contour information explicitly during the matching process. This clearly affects the results, from the perspective of matching shape silhouettes. Bai and Latecki have recently proposed a shape matching method that uses shape skeletons combined with shape widths at equidistant locations along skeleton paths between endpoints. Some results from testing this method using the same shapes from the Kimia-216 database are shown in Fig. 8.

For the shape silhouette matching task, the method of Bai and Latecki outperforms both the optimal and sub-optimal proposed methods in most cases. The overall retrieval rate of Bai and Latecki is also slightly higher than the proposed method. We believe that this is because they make use of important shape contour information directly in the matching process. We note that we could not obtain the outstanding results given by Bai and Latecki [5]. This is most likely due to the use of a different skeletonization method. Shape matching accuracy is heavily dependent on both the shape representation (in this case, the skeleton) and the shape matching method itself. To achieve high accuracy, the shape representation and matching method must be closely aligned.

There are some cases where the method of Bai and Latecki clearly does not produce accurate results. Bai and Latecki do not use structural information contained in the skeleton. This appears to put their method at a disadvantage for some shapes, such as the second query shape of Fig. 8. Here, the skeleton captures the structure of the underlying shape but, because the shape does not consist primarily of ribbon-like parts, shape widths along skeleton branches may not be a good representation of contour information. The skeleton representation is known to be of most utility when representing ribbon-like shapes. The fourth query shape in Fig. 8, on the other hand, consists entirely of ribbon-like parts and the method of Bai and Latecki performs extremely well. This highlights that, while placing more emphasis on shape structure definitely adds complexity, it is required for robust shape matching.

Finally, we illustrate the applicability of the proposed method to the text character recognition problem. From a matching perspective, text characters are somewhat different to the shapes contained in the Kimia-216 database. Because text
characters consist mainly of strokes of comparatively uniform width, structural information must play a key role in matching. Furthermore, text characters often contain loops, which presents problems to many matching methods. Figure 9 shows some results of matching in a database of eight characters (“a” to “h”) from six different fonts.

While the proposed inexact graph matching algorithm can match graphs containing loops or cycles, the current application of the algorithm to the shape matching problem does not capture shape loops effectively (observe results for the “b” character in Fig. 9). The graphs derived from shape skeletons contain nodes placed on skeleton junctions and end points only. To capture loops, nodes must be placed on skeleton branches (e.g., at locations of high curvature), or graph edges must somehow represent positions along branches. The proposed inexact graph matching algorithm can easily accommodate such additional information. Loops appear to play a large role in differentiating text characters, and are therefore a very important aspect of the character recognition problem.

4.3 Discussion

While sub-optimal methods outperform the proposed method and other optimal methods in terms of match time, some sacrifice in quality is made. The sub-optimal proposed method performs well in most cases, and shape matching retrieval rates are similar. However, when results are analysed in terms of the graph information only, the sub-optimal proposed method is not as accurate as the optimal proposed method.

The proposed method matches nodes in a way that corresponds with a human’s perception of the graph structures. However, in order to match shape silhouettes in a more meaningful way, contour information must be used directly in the matching process. The simple cost function used in this application of the proposed method does not consider shape contour information. The absence of this information is reflected in the results. In future research, the cost function used here will be extended to include contour information.

While contour information appears to be important for matching shapes from the Kimia-216 database, structural information is more important for text character recognition. The relative importance of contour and structural shape information varies depending on the type of shapes being matched. A balance between the two is clearly required for generic shape matching. The proposed method’s performance in text character matching can further be improved by using additional skeleton-based information (such as nodes in areas of high curvature) to aid in differentiating characters that contain loops.

The proposed method, being based on early attributed relational graph (ARG) matching methods, can easily be extended in these directions without any change to the underlying algorithm. These changes will improve the proposed method’s performance in the application of shape matching.

Most recent work on inexact graph matching has attempted to produce good sub-optimal solutions. This paper takes a very different approach, and attempts to reduce the complexity of finding the optimal solution. Such an approach is, of course, beneficial only if the optimal solution is required or presents a significant improvement over the expected sub-optimal solution. The results shown in this section demonstrate both the advantages and disadvantages of the proposed approach: there is a limit to the size of the graphs that can be matched, but it produces better results than a sub-optimal method in many cases. We believe that optimal solutions are of high interest to the community, and that finding optimal solutions will become more feasible in the near future.

It may be argued that the inexact graph matching problem itself implies uncertainty, and therefore an optimal solution is not necessary. However, we argue that the uncertainty inherent in the problem itself

| Query | 1st | 2nd | 3rd | 4th | 5th | 6th |
|-------|-----|-----|-----|-----|-----|-----|
| a     | a   | a   | d   | e   | d   | f   |
| b     | b   | b   | b   | g   | b   | g   |
| c     | f   | f   | f   | f   | h   | h   |
| d     | e   | e   | e   | e   | e   | g   |

Fig. 9 Selected results of the proposed method on a text character database.
should be separated from the uncertainty incurred by the matching algorithm. The ultimate goal of a matching algorithm is to determine how similar two graphs are. Erroneous or sub-optimal results may have a detrimental effect on the decisions made using such similarity measures. Many applications, such as handwriting recognition or optical character recognition (OCR), rely on accurate similarity measures in order to match shapes correctly.

We have already mentioned that reducing the complexity of computationally-intensive graph-theoretic algorithms is gaining renewed interest. Also, with the increasing use of parallel processing techniques, computationally-intensive algorithms designed for such parallelism will make many previously-intractable methods useful. The proposed method is amenable to such techniques, which will be used to develop the proposed method in future research.

5 Conclusions

In this paper, we have proposed a method of reducing the computational complexity of the inexact matching process. The proposed method is able to produce the optimal solution, subject to an application-specific criterion that operates at the subgraph level. Experimental results and a comparison of the computational complexity of the proposed algorithm with a previous algorithm that is based on tree search demonstrate that our aim has been achieved.

We believe that this work contributes significantly to the community, by proposing an approach to the inexact graph matching problem that is substantially different to the existing literature, demonstrating the method’s application to a common use of inexact graph matching, and demonstrating the method’s potential use in other applications by including an estimation that allows for sub-optimal matches. For the application of shape matching, various potential improvements to the implementation of the proposed method are discussed.

While the implementation presented in this paper is based on the tree search algorithm of a particular previous study, we believe that the technique may be expanded to other methods of performing inexact graph matching. These ideas may even be extended to inexact graph matching algorithms that are not based on tree search and graph edit operations. This is an area for future research. By breaking the overall matching process down into a number of smaller matching processes, the proposed method can easily be implemented with parallel processing in mind.

Results show that the proposed method is able to match graphs with more nodes in a reasonable amount of time.
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