Clinical neuroscience and neurotechnology: An amazing symbiosis
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SUMMARY

In the last decades, clinical neuroscience found a novel ally in neurotechnologies, devices able to record and stimulate electrical activity in the nervous system. These technologies improved the ability to diagnose and treat neural disorders. Neurotechnologies are concurrently enabling a deeper understanding of healthy and pathological dynamics of the nervous system through stimulation and recordings during brain implants. On the other hand, clinical neurosciences are not only driving neuroengineering toward the most relevant clinical issues, but are also shaping the neurotechnologies thanks to clinical advancements. For instance, understanding the etiology of a disease informs the location of a therapeutic stimulation, but also the way stimulation patterns should be designed to be more effective/naturalistic. Here, we describe cases of fruitful integration such as Deep Brain Stimulation and cortical interfaces to highlight how this symbiosis between clinical neuroscience and neurotechnology is closer to a novel integrated framework than to a simple interdisciplinary interaction.

INTRODUCTION

The history of clinical neuroscience unfolds across the millennia, with brain injuries and their treatment being notably the first topic treated in the Edwin Smith Papyrus describing surgical procedures used in the Ancient Egypt and dating approximately 1600 BC (Moore, 2011). In the following centuries, clinical neuroscience used a very broad range of tools to explore the dynamics of the nervous system and to fix its dysfunctions. New therapeutic and surgical approaches have been developed to address different types of neurological issues. Each in turn led to a better neuroscientific understanding of the human brain, which again fostered novel concepts for neuromodulation.

After the groundbreaking intuition of Luigi Galvani that electricity was the driving force of the nervous system (Piccolino, 1998), the scientific and technological progress achieved during the 19th and 20th centuries allowed the development of new electrical tools. In particular, electrodes for recording and stimulating the activity of the neurons could be used to probe and understand how the nervous system works (Table 1). These kinds of tools can be broadly referenced as neurotechnologies, and they started having a prominent role in clinical neuroscience. Among the pioneers we can cite the electroencephalographic recordings of Hans Berger (Haas, 2003) and the electroconvulsive therapies of Ugo Cerletti (1950).

Neurotechnologies have been developed in the past 40 years with the crucial help of clinical neuroscientists to restore sensory (House, 1976), motor (Micera et al., 2020) and recently cognitive functions (Roelfsem et al., 2018). Indeed, clinical neuroscience has always been and must be the key driver for the development of neurotechnology, but at the same time, neurotechnology can not only support clinical practice by leading to treatments, but also support clinical neuroscience by shedding light on how neural activity shapes our behavior (Figure 1).

The field of functional neurosurgery is a prime example of this idea. Out of medical necessity (i.e., significant burden of disease without alternative therapeutic options), patients consensually undergo procedures that would be otherwise unthinkable in humans (e.g., open skull surgery). From a scientific perspective, this opens a unique window of opportunity to record directly from the brain, and to focally stimulate it by delivering weak electrical pulses. In their famous “final summary and discussion” about the brain’s
responses to auditory and visual experience following electric stimulation of the cortex, Wilder Penfield and Phanor Perot wrote:

“...it is fair to say that, over the years, every accessible part of the cortical mantle of the two hemispheres has been subjected to stimulation at one time or another”. (Penfield and Perot, 1963)

In other words, the authors meant that since the foundation of the Montreal Neurological Institute in 1934 until the retirement of Wilder Penfield in 1960, his team had direct access to most if not all parts of the cortical mantle. They used this opportunity to probe responses of awake surgical patients (most often operated because of treatment refractory or drug-resistant epilepsy) after modulating small portions (1.5 mm² in size) with 200–500 μs pulses delivered at 40–100 Hz with a stimulation amplitude of around 0.5 mA (Penfield and Perot, 1963).

Along a similar vein, modern-day neurosurgeons have been associated with the quote ”No neuron is safe” (Ponce et al., 2018), indicating that one time or the other, each part of the brain could become, and has been, subject to electrical stimulation. Among the many insights that the Penfield team has brought us, one of the most salient ones is arguably the homunculus of the motor and sensory cortices. Famously described by Penfield and Rasmussen in 1950, these maps have refined our knowledge of human anatomy, with a reproducible pattern of somatotopic segregation of primary motor and sensory cortices that by size map to importance of sensorimotor functions (Penfield and Rasmussen, 1950). Because fingers and hands are needed to carry out fine motor skills, their regions on M1 and S1 are comparably large, with the trunk region – huge on the body – comparing to the same size of the one attributed to the ring-finger.

In the following sections of this review, we will follow the inspiration of these seminal works and we will illustrate the interplay between clinical neuroscience and neurotechnology focusing on two of the main neurotechnologies for the central nervous system (CNS): deep brain stimulation to subcortical structures and cortical brain machine interfaces.

### UNDERSTANDING AND RESTORING MOTOR CONTROL THROUGH DEEP BRAIN STIMULATION

The use of deep brain stimulation (DBS) (Figures 2A and 2B) to mitigate the symptoms of motor disorders (Lozano et al., 2019) could be seen as both one of the most effective neurotechnologies developed to alleviate clinical symptoms, and as an invaluable method to explore the dynamics relating neural activity and behavior in the human brain. The first input was from clinical neurosurgery to neurotechnology: tests of

| Table 1. Main types of electrodes for recording/stimulating central nervous system |
|---------------------------------|-----------------|-----------------------------|
| Type                            | Technical characteristics | Application                      |
| Deep-brain stimulation (DBS) leads | 1–2 mm thick probes with several ~1 mm long electrodes. | Stimulation and recording from subcortical structures. |
| Microelectrodes recordings (MER) leads | Thin probes with a single recording contact in the μm scale. | MER are acquired intraoperatively at different depths. Compared to recordings done through DBS leads, MER allows a more localized characterization of activity. |
| Microelectrode arrays (MEAs) | Tens to hundreds of ~1 mm long electrodes with diameters of some μm densely packed in rectangular arrays. | Cortical recordings and intracortical microstimulation (ICMS). ICMS differs from DBS in that ICMS delivers a targeted electrical stimulation through MEAs at the cortical level, whereas DBS lead stimulate larger volumes of subcortical structures. |
| Stereo-electroencephalography (SEEG) leads | Depth electrodes with ~1 mm diameter and tens of contacts in the mm scale. | Stimulation and recording from cortical and subcortical structures. |
| Electrocorticography (ECoG) grids | 64 to 128 electrodes with a diameter of some mm and spaced apart ~1 cm. | Recording from the cortical surface. |
electrical stimulation preceding surgical ablation led to the idea of a DBS therapy (Cooper et al., 1980). This therapy was initially grounded only on phenomenological observation of motor symptoms suppression (Montgomery, 2017) (although later refined on the ground of physiological studies) but later the neurotechnology provided clinical neuroscience with rich datasets on neural circuitry dysfunctions (Lozano et al., 2019). Clinical neuroscience integrated these functional studies with molecular and anatomical studies to advance the understanding of the pathological circuital dynamics underlying motor disorders, and this in turn allowed advancements in the neurotechnology such as adaptive DBS (aDBS) (Meidahl et al., 2017). This movement from clinical neuroscience to neurotechnologies and back and back again is highly representative of the symbiosis between the two fields (Figure 2C).

Deep brain stimulation and mapping of subcortical structures

Pioneered already in 1948 by stimulating the caudate nucleus in a patient with Parkinson’s disease with the aim of alleviating psychiatric symptoms (Pool, 1954), the breakthrough of DBS came after the success of the Grenoble group to treat motor diseases in the 1990s (Benabid et al., 1991; Limousin et al., 1995). Non-surprisingly, DBS was used to probe and study the brain as a by-product of therapy soon thereafter.

Mirroring the work of Penfield in subcortical structures, for instance, the Montpellier group used DBS to the pallidum to map its homuncular structure in 19 patients with dystonia – a neurological disorder characterized by involuntary muscle contractions that cause abnormal movements or postures (Balint et al., 2018) - that affected different parts of the body (Vayssiere et al., 2004) elucidating the functional and clinical relevance of its somatotopic organization, previously described through neuronal recordings in non-human primates (DeLong et al., 1985). This way, a homunculus of the pallidum could be confirmed in the human brain.

Along similar lines, Krack et al. studied how stimulating subregions of the pallidum would lead to anti- and prodyskinetic effects (i.e., that increases or decreases involuntary muscle movements), among other symptoms (Krack et al., 1998). A crucial prerequisite for these types of analyses is to precisely reconstruct DBS electrode placements after surgery.

To learn something, we need to know exactly where we stimulated to associate location with observed effects. Also, although this factor is bluntly visible on the cortex (see next sections), it is not when stimulating in the deep regions of the brain.

Numerous methodological advances were necessary to achieve high precision in DBS electrode localizations. Imaging procedures have advanced both in terms of resolution, signal to noise ratio and their ability

Figure 1. Interplay between clinical neuroscience and neurotechnology

Representative scheme of the positive feedback loop between neurotechnology and clinical neuroscience.
to visualize deep brain targets, as well as processing procedures (Ewert et al., 2019; Neudorfer et al., 2022). Magnetic resonance imaging data have been integrated with high resolution histology (Edlow et al., 2019) and structural connectivity data to provide detailed subcortical atlases (Ewert et al., 2018). Several toolboxes, such as Cicerone (Miocinovic et al., 2007), cranial vault (D’Haese et al., 2012) and Lead-DBS (Horn et al., 2019a; Horn and Kuhn, 2015) now allow the scientists to estimate not only the location of the DBS probes but also to estimate the associated volume of tissue activated based on pre- and postmortem neuroimaging data.

To map the subcortex in similar ways as Wilder Penfield could, these developments were crucial, as well as making approaches openly available in open-source research software (Horn et al., 2019a, p. 2). Since ~2015, this has made it possible for laboratories, world-wide, to map stimulation effects in the subcortex to observed behavioral and clinical effects — and by doing so learn and understand more about human brain function. Examples include mapping the sites for stimulation-induced panic (Elias et al., 2020), seizures (Boutet et al., 2019) or aggressiveness (Yan et al., 2019a) based on individual case-reports with DBS. In larger attempts, Irmen et al. investigated the effects of risk-taking behavior after stimulating different subregions of the subthalamic nucleus (STN) (Irmen et al., 2019) or the modulation of affect following the same procedure (Irmen et al., 2020). Mosley et al. studied effects on impulsivity following stimulations of specific subcortical tract connections in Parkinson’s disease (Mosley et al., 2020). In a prime example integrating systems-level with translational neuroscience research, Lofredi et al. used data from

**Figure 2. Deep-brain stimulation and basal ganglia neuroscience**

(A) Reconstruction of bilateral directional deep brain stimulation (DBS) electrodes (model Boston Scientific Cartesia) implanted to the subthalamic nucleus (orange), view from right posterior. The right electrode shows a stimulation volume (red) steering the current toward the target nucleus. Small white arrows surrounding the right electrode depict the magnitude and direction of the electric field generated by a 3mA anodal stimulation. Internal (green) and external (blue) pallidum and subthalamic nucleus (STN) defined by the DISTAL atlas (Ewert et al., 2018). The backdrop shows a section of the 100um postmortem brain template (Edlow et al., 2019).

(B) Schematic illustration of the volume of tissue activated by a DBS electrode in the STN (putative functional divisions are represented). Active contacts (displayed in white) generate electric fields of decaying intensity (high in red, medium in orange, low in yellow and threshold in dashed black). Eddy currents that diffuse from the target regions are represented as radial black arrows. From (Vissani et al., 2020).

(C) Positive feedback loop between DBS neurotechnologies (left) and associated advancements in the understanding of neural underpinnings of motor control and cognitive brain disorders (right). LFPs: local field potentials. Pink areas in the inset identifies basal ganglia.
DBS patients to invasively validate the “stopping triangle” (Lofredi et al., 2020) – a network connecting inferior frontal gyrus, supplementary motor area and STN that had been described using functional imaging studies, before (Aron et al., 2007; Aron and Poldrack, 2006). Finally, in what may be the most detailed analysis of these types of studies to date, Neudorfer et al. mapped group-level data of DBS responses to the hypothalamic region to investigate functionality of specific hypothalamic nuclei in humans (Neudorfer et al., 2021). When including brain connectivity metrics, subcortical DBS research can close the circle to the Penfieldian cortical stimulation sites. Namely, in patients with essential tremor syndrome (a neurological condition characterized by rhythmic shaking of the patients’ body (Welton et al., 2021)), Al-Fatly et al. demonstrated that stimulating subzones of the thalamus that were most strongly connected to the hand region of Penfield’s homunculus in primary motor cortex would maximize the effect of suppressing hand tremor (Al-Fatly et al., 2019). Correspondingly, DBS electrodes strongly connected with homuncular head region led to maximal effect when treating head tremor. Examples like these illustrate how invasive access to human brains that undergo functional neurosurgery procedures can broaden our horizon about human brain function. Mapping stimulation sites in precise and comparable fashion is key to our understanding of the human brain. Brain connectivity data can integrate information learned from cortical with subcortical stimulation experiments. Altogether, advances in localization of functionally heterogeneous stimulation sites and their connectivity to distributed brain networks (within a framework referred to as Connectomic DBS (Horn and Fox, 2020)) allow to identify circuits, which, when modulated, affect specific symptoms (Horn et al., 2022). Connectomic DBS has been used extensively in recent years, starting from movement disorders (Ferreira and Akram, 2022; Horn and Fox, 2020). Connectivity studies enabled the prediction of DBS effects on PD across cohorts and surgeons (Horn et al., 2017b, 2019b); Tourette Syndrome (Johnson et al., 2020) and Essential Tremor (Al-Fatly et al., 2019). Of interest, the approach has also been extended to psychiatric disorders (Irmen et al., 2022) with applications to DBS target localization for obsessive-compulsive disorder (Baldermann et al., 2021; Li et al., 2020) and treatment-resistant depression (Riva-Posse et al., 2018; Zhu et al., 2021). These findings may inform the next generation of personalized therapies for neurological and psychiatric disorders while providing a plethora of new hypotheses to mechanistically test for basic neuroscience research (Hollunder et al., 2022).

**Insights on subcortical functions from DBS-related recordings**

The functional role of the basal ganglia and their subregions has been investigated by correlating the stimulation sites and resulting clinical effects, but also through the analysis of neural signals recorded in different locations from the DBS electrodes or microelectrodes recordings (MER) used during the implant for the localization of the optimal spot (Montgomery, 2017). This latter kind of recordings have some advantages compared to the analysis of recordings from DBS electrodes. First, it allows a more extensive mapping of the activity because recordings are performed at different depths and along three to five directions (“tracks”) (Bjerknes et al., 2018). Second, it allows a more localized characterization of activity thanks to the ability of recording action potentials, whose identification is hindered in DBS electrodes (van Wijk et al., 2020). Thanks to this, MER performed during awake DBS surgery are not only used for online target localization (in many diseases such as Parkinson, dystonia (Valsky et al., 2020), essential tremor (Pedrosa et al., 2018) and Tourette syndrome (Vissani et al., 2019)), but also to shed light on the functional structure of the STN. Studies range from the somatotopic body map within the nucleus (Romanelli et al., 2004) to phenomena as diverse as the synchronization between basal and cortical activity (Lipski et al., 2017), and the role of subthalamic neural populations in speech (Lipski et al., 2018) or decision making, as we will see below. Local field potentials (LFPs) provide complementary information to multi-unit recordings, as they provide a network-wide integrated view and information about the network input rather than the network output (Buzsáki et al., 2012), hence also the LFP acquired from microelectrodes have been used for both target localization (Telkes et al., 2016) and functional characterization (Telkes et al., 2018). On the other hand, there are a limited number of tasks that can be performed during a DBS surgery, and it is therefore necessary to make use of LFPs recorded from DBS electrodes after surgery to have a complete picture. LFPs have been acquired from macroelectrodes during surgery over decades. Spectral analysis of STN LFPs can help in the localization of optimal DBS target during the implant (Horn et al., 2017a; Milosevic et al., 2020). Recently, clinicians world-wide are beginning to make use of LFP recorded from STN from aDBS sensing devices to clarify the role of STN in movements. For instance, beta bursts in DBS-recorded STN LFP have been associated with peak velocity (Torrecillos et al., 2018) and the realization of the different phases of movement execution (Vissani et al., 2021) in reaching movements, and a frequency shift in the beta band toward higher frequencies has been associated with onset of gait (Canessa et al., 2020; Tinkhauser et al., 2019). Of course, further investigation is necessary to assess whether these mechanisms...
subserve movement control also in subjects without movement disorders. Following a similar pattern, directional DBS electrodes have been introduced to optimize clinical outcome of stimulation (Pollo et al., 2014), but are currently used “in reading mode”, not only to help finding the optimal stimulation site (Nguyen et al., 2020), but also to characterize basal ganglia activity (Telkes et al., 2020) and functional segregation (Aman et al., 2020) to a finer degree than previously achieved.

Other key applications for LFPs recorded from DBS electrodes can be seen in identifying motor symptom markers to control the stimulation. In the past decade, the paradigm shifted from continuous DBS (active the whole time) to an adaptive DBS (aDBS) capable of activating or modulating the stimulation depending on patient’s biomarkers. In particular, the onset of specific motor symptoms detected from the local field potential recorded from the DBS electrodes have been used (Little et al., 2013; Priori et al., 2013), but different solutions are also possible (see (Lozano et al., 2019; Vissani et al., 2020) for a review). The search for motor symptom biomarkers could in principle lead to a clarification of the dynamics associated with different motor dysfunctions, but so far the only commonly accepted marker subthalamic beta power (Arlotti et al., 2018; Little and Brown, 2014; Rosa et al., 2015) or the duration of beta bursts (Tinkhauser et al., 2017). Although use of these markers is becoming popular, a single marker will not be able to represent the broad spectrum of Parkinson’s symptoms, i.e., this concept has obvious limitations. We believe that more advanced approaches that take in multiple factors or apply machine learning concepts will be necessary going forward (Ewert et al., 2018; Little and Brown, 2020; Merk et al., 2022). One of them could be the use of information theory to dissect the role of beta band in motor control, taking into account both frequency (rather than power) modulations (Canessa et al., 2020) and investigating the possibility of subband functional ranges (Vissani et al., 2021). Similar investigations are undergoing for other motor disorders as Tourette syndrome (Marceglia et al., 2017).

Although DBS has proven to be an incredible tool to dissect the anatomical and physiological basis of natural and pathological motor control, much is still uncharted on its circuit underpinnings. In fact, a detailed mechanistic circuit-level understanding of most movement disorders is still lacking together with a definitive explanation for the astounding effects of functional neurosurgical therapies. In this regard, basal ganglia invasive studies on motor control can also be performed on animal models where a broader set of techniques can be used to investigate neural circuits and their activity. Rodent models provide the ability to access neuronal circuits in health and disease in a cell-type specific manner through genetics and viral vectors (Kim et al., 2017; Kravitz et al., 2010), whereas non-human primates have been useful to study the functional architecture of the basal ganglia (Shink et al., 1996) and both the dysfunction associated to Parkinson’s disease and the effects of DBS (Vitek and Johnson, 2019). We believe that intense crosstalk between basic/clinical neuroscience and neuroengineering will enable the next major advancements and help fill these gaps to build an integrated understanding of the motor system and its disorders.

**DEEP BRAIN STIMULATION BEYOND MOTOR CONTROL: MOOD AND DECISION-MAKING DISORDERS**

The previous section was dedicated to clinical studies on the effects of DBS that contributed to our understanding of neural circuits underlying motor dynamics and the associated pathologies, whereas here we will review selected contributions in the field of mood and cognition. Also in this case animal studies can be performed to investigate other functions of the basal ganglia, as mood control (e.g., (Bostan and Strick, 2018) or decision making (e.g., (Hikosaka et al., 2018; Thura and Cisek, 2017) in primates or rodents (Cenci et al., 2015)), but in this case the complexity of human behavior renders specific investigations on humans, as those provided by clinical DBS studies, even more necessary.

In recent years, research efforts were focused on identifying the boundaries of associative/limbic areas within the STN (Jahanshahi et al., 2015; Mosher et al., 2021). Once again this research has been boosted by a clinical drive, i.e., the need to avoid the collateral effects of DBS associated with the stimulation of functional areas not directly affected by the addressed motor disorder (Montgomery, 2014). Indeed, non-motor outcomes in DBS of PD patients have depended on stimulation localization (Heiden et al., 2017; Mosley et al., 2018; Petry-Schmelzer et al., 2019). DBS clinical studies have not only set the question but have also provided the practical tools to answer it. The hypothesis that ventral STN might be dedicated to cognitive functions and dorsal STN to motor functions (Jahanshahi et al., 2015) stems from the observation that prefrontal cortical areas project to the former, whereas motor and premotor cortices project to the latter (Haynes and Haber, 2013). This observation has been corroborated by the effects on DBS outcome of
the location of the target stimulation in the dorsoventral/occipitorostral axis of the STN (Greenhouse et al., 2013; Scherrer et al., 2020; van Wouwe et al., 2017, 2020).

The spectral analysis of LFP recorded from DBS electrodes during cognitive tasks highlighted that the functional activity of the STN in cognitive tasks involves mainly frequency below the beta band usually associated with movement control (see above). Incongruent trials in stroop and flanker tasks (in which selective attention and executive and inhibition control are required (Voelcker-Rehage et al., 2016)) have been associated with beta (12–30 Hz) desynchronization and theta (4–8 Hz) synchronization increase (Brittain et al., 2012; Zavala et al., 2013). In high conflict decisions (Cavanagh et al., 2011) delta-theta (2–5 Hz) frequencies were increased during high conflict trials. Theta band activity was found to be more synchronized in patients with impulsive compulsive behaviors (ICB) both at rest (Rodriquez-Oroz et al., 2011) and during decision making tasks (Mazzoni et al., 2018). In particular, theta power was stronger in the presence of highly conflicting decisions (Rosa et al., 2013). Theta band was found to increase further when the conflict was an ethical one (Fumagalli et al., 2011) rather than a perceptive or cognitive one. However, conflict might not represent the whole story as low frequency LFP in STN have been attributed to subjective value in both non impulsive (Zénon et al., 2016) and impulsive subjects (Mazzoni et al., 2018). In agreement with these results, STN-prefrontal cortex coherence has been found to be particularly strong in the theta band (Herz et al., 2017; Horn et al., 2017a; Rodriguez-Oroz et al., 2011) and that this coherence associates with behavior (Herz et al., 2016).

The involvement of STN in (conflictual) decision making has been investigated also with MER studies (Zaghoul et al., 2012) MER studies observed ICB-related changes at the level of single neurons in STN but not in the pallidum (Rossi et al., 2017) further confirming the relevance of the former in the decision making circuit, and a complementary role corroborated by complementary LFP studies (Eisinger et al., 2021). MER studies can also help understand the link between ICB and dopamine agonists (DA): in DA off condition the activity of STN neurons displayed less beta activity in ICB rather than non-ICB patients (Micheli et al., 2021), suggesting that DA exerts an overcompensation leading an abnormal disinhibition of behavioral impulses.

The results reported above, although not yet combined in an integrated model of the contribution of basal ganglia to decision making, testify the key relevance of the clinical stimulation and recordings for our understanding of the matter. In turn, these advancements will be a critical asset to develop novel stimulation therapies addressing ICB, as current DBS therapies are sub-optimal in this respect (Santin et al., 2021). We have focused on impulse control as an example of an associative function, also because of its relevance as a non-motor symptom in PD, with the prospective of shedding light on the mechanisms of plastic reorganization of neural circuitry. These are hypothesized to underlie the effects of DBS on the timescales of weeks and months, that are particularly relevant for psychiatric/cognitive disorders (Ashkan et al., 2017).

UNDERSTANDING AND RESTORING MOTOR CONTROL THROUGH CORTICAL BRAIN MACHINE INTERFACES

Brain-machine interfaces use cortical neuronal signals to control an artificial device (Nicolelis, 2003). Deeply rooted in our knowledge of the motor system, they have become an effective solution to restore function of the upper limb in sundry neurological disorders. As mentioned in the Introduction, it was in the 30s that Penfield and colleagues started to map the cortical surface through neurosurgical exploration and micro-stimulation, identifying body maps in primary motor cortex (Penfield and Boldrey, 1937). Later, single unit recordings in this brain region revealed how ensembles of neurons jointly represent movement direction (Georgopoulos et al., 1982). Thus, readings from this area could be employed to direct an artificial effector (Georgopoulos and Carpenter, 2015). On these theoretical premises and thanks to new recording technologies, the first BMIs were implemented, recording cortical neurons and using their firing to control an
The challenge of operating an effector lies in the need to concurrently control different movement dimensions, using a subset of neurons from one brain region. Advanced neuroprosthetic devices entail many degrees of freedom (DoF), akin to the primate upper limb, increasing control complexity. Understanding the principles of neuronal encoding of native arm movements in different cortical areas is thus fundamental to guide neurotechnological development.
During upper limb movement, motor cortical neurons have been reported to represent different variables, e.g., movement direction of the hand, joint angles and velocities, torques (Ethier et al., 2012; Geogopoulos et al., 1988; Geogopoulos and Carpenter, 2015; Hepp-Reymond et al., 1999; Kalaska et al., 1989; Kurtzer et al., 2005; Morrow et al., 2007; Scott and Kalaska, 1997; Sergio et al., 2005). At the single neuron level, these variables might be encoded in a segregated or mixed manner, i.e., with neurons solely representing one of them or jointly encoding many. Analogous reasoning can be applied to the neuronal encoding of different movements, like reaching and grasping. Paralleling native arm movement and BMI control of an actuator, researchers have shown that each neuron contributes to the control of different movement parameters concerning the proximal and distal limb, like arm-end velocity and gripping force (Carmena et al., 2003; Wessberg et al., 2000). These first results pointed toward a mixed coding model of movements and parameters concerning the proximal and distal limb, like arm-end velocity and gripping force (Carmena et al., 2003; Wessberg et al., 2000). These first results pointed toward a mixed coding model of movements and kinematic variables. Mixed and relatively shallow selectivity supports, in fact, high-dimensional encoding of behavioral variables, facilitating optimal readout from downstream, decoding brain regions, as well as BMIs (Fusi et al., 2016; Rigotti et al., 2013). Taking advantage of this feature of cortical circuitry and, particularly, mixed encoding of movement of proximal and distal limb segments, researchers enabled a tetraplegic patient to control a robotic arm with a ten-DoF hand (three-dimensional translation and orientation and four hand shape dimensions), using a small motor cortical neuronal population (Wodlinger et al., 2015). Single neuron tuning within this population often spanned many of these artificial ten dimensions. This consolidated further the idea that mixed tuning and the ensuing high dimensionality are key to motor cortical computation. Recently, high-density recordings in the motor cortex of non-human primates have estimated this dimensionality to be around $10^2$ and, in line with this finding, researchers have shown successful offline decoding of complex hand movements with up to 30 DoF from the activity of cortical neuronal ensembles, paving the way for development of high-complexity BMIs (Okorokova et al., 2020).

To the end of enabling restoration of arm movements in patients, there is not only the need to control the prosthetic actuator but also the requirement to do so stably in different conditions and for long timeframes. From a neuroscientific standpoint, how stable movement control of the native arm is achieved by brain circuits is an active area of investigation.

The encoding properties of cortical circuits have been found to not only be high-dimensional, as described above, but also to vary in different contexts like fast and slow executions of the same movement or on changes in initial conditions, casting doubt on the meaning of single-neuron responses (Churchland and Shenoy, 2007; Ethier et al., 2012; Fetz, 1992; Hepp-Reymond et al., 1999; Kalaska et al., 1989; Kurtzer et al., 2005; Morrow et al., 2007; Scott et al., 2008; Scott and Kalaska, 1997; Sergio et al., 2005) but see (Jensen et al., 2021). In neuroengineering context, single-neuron tuning heterogeneity is paired with the problem of recording instability because of movement of the electrode array and inflammation around it, making long-term stable BMIs very hard to develop. In the past fifteen years, caveats of the representational view of motor cortical activity, together with new technologies for neuronal recordings and statistical methods to make sense of them, have prompted the development of a subsuming theory. This suggests that motor cortex function consists in the generation of coordinated neuronal population dynamics driving downstream circuits for action (Churchland et al., 2012; Gallego et al., 2017; Kao and Hennequin, 2019; Russo et al., 2018; Shenoy et al., 2013; Vyas et al., 2020). Despite the high dimensionality of recordings from motor cortex, few (in the order of 10) linear combinations of recorded neurons (from here on latent factors) are sufficient to capture most variance during upper limb motor tasks, resulting in a low-dimensional manifold most activity patterns lie (Gallego et al., 2018). Latent factors have been correlated with specific actions or with general movement, during execution of different tasks (Churchland et al., 2012; Gallego et al., 2018; Russo et al., 2018), but see (Suresh et al., 2020). Modeling single trial neuronal activity with a dynamical systems framework improved online BMI performance, highlighting the evolution of neuronal population activity according to the rules of a dynamical system (Kao et al., 2015). Furthermore, recent work shows that, opposite to single or multi-unit recordings, extracted latent factors can be aligned across months and then be used as input features for long-term stable movement decoding, suggesting their time-invariant correlation with movement (Gallego et al., 2020). In line with this, another research group, developed a different strategy of manifold alignment based on stable recording electrodes, enabling robust control of a computer cursor by motor cortical neuronal activity in the face of severe recording instabilities (Degenhart et al., 2020).

Learning to move bodies and machines

Motor learning consists in the acquisition of new skills through modification of neuronal activity patterns. Pivotal lesion and functional imaging studies have revealed potential plasticity of adult motor cortical circuits (Dayan and Cohen, 2011; Sanes and Donoghue, 2000). Using the precision of animal models, single-neuron dynamics, cortical
regions, corticocortical pathways and subcortical circuits have been implicated in skill learning (Barnes et al., 2005; Dhawale et al., 2021; Huber et al., 2012; Kawai et al., 2015; Komiyama et al., 2010; Makino et al., 2017; Masamizu et al., 2014; Miyachi et al., 1997; Peters et al., 2014, 2017; Rioult-Pedotti et al., 1998; Veuthey et al., 2020; Wang et al., 2011; Xu et al., 2009; Yin, 2010). Nonetheless, given the massive convergence from neurons to muscles and inevitable experimental undersampling, it is very hard to map how these adaptive changes in brain dynamics contribute to learning. BMIs offer an incredible entry point to tackle this problem because of their known, controllable mapping between neuronal activity and effector movement. Subjects using BMIs rapidly improve their performance, with parallel changes in the relationship between movement and neuronal activity (Carmena et al., 2003; Collinger et al., 2013; Taylor et al., 2002; Wodlinger et al., 2015). As subjects switch from natural to artificial motor control with a fixed decoder, neurons remap their tuning to proficiently guide the actuator. Error detection drives changes in neuronal tuning and modulation depth to enhance BMI control (Carmena et al., 2003; Ganguly et al., 2011; Jarosiewicz et al., 2008; Lebedev et al., 2005; Zacksenhouse et al., 2007). Dynamic changes in neuronal tuning during natural skill learning have, in fact, been reported using longitudinal imaging of the same cortical neurons across days in rodents (Huber et al., 2012; Komiyama et al., 2010; Peters et al., 2014, 2017). Over the course of learning a BMI task, a small motor cortical population stabilizes. After an increase in variability, day-to-day correlation in neuronal tuning properties progressively increases and plateaus suggesting the formation of a motor memory (Ganguly and Carmena, 2009). The establishment of stable activity patterns has similarly been observed recording the activity of excitatory layer 2/3 cortical neurons as rodents learned a lever pressing task (Peters et al., 2014) and during learning in other species (Katlowitz et al., 2018), suggesting the generality of stabilization as a neuronal learning mechanism.

At the population level, intrinsic circuit properties constrain the ability of cortical circuits to generate new activity patterns (Golub et al., 2018; Sadlter et al., 2014). By manipulating the neuron to movement transform through a BMI, researchers have shown that subjects easily learn to generate activity patterns within the low-dimensional manifold where activity naturally lies but need days to produce “new” patterns outside of this space (Oby et al., 2019). Interestingly, during learning neuronal covariance increases and progressively aligns with the behavior relevant subspace (Athalye et al., 2017). Such population level changes can be recapitulated by selectively reinforcing cortical activity patterns through optogenetic stimulation of midbrain dopaminergic neurons (Athalye et al., 2018), hinting at the importance of basal ganglia circuits in neuroprosthetic learning. In fact, the striatum, input nucleus in the basal ganglia, is needed by cortical neurons to learn arbitrary activity patterns (Koralek et al., 2012; Neely et al., 2018), as well as natural patterns leading to action (Miyachi et al., 1997).

When executing and learning natural actions, specific ensembles of neurons interact and adapt (Arber and Costa, 2018). Such functional specificity seems to be present at all hierarchical levels within the nervous system, but it becomes more and more difficult to identify going up from spinal cord to cortex. The difficulty of identifying these neuronal ensembles solely based on their topographical location has hindered our ability to study how neuronal circuits refine their activity patterns and behavior. Plasticity could occur exclusively at the level of these action-specific ensembles or result from a general modulation of different neuronal populations. Interestingly, BMI systems allow the assignation of a control role to only a subset of recorded neurons (“direct” neurons), mimicking physiologically action-specific ensembles. By doing so, as the subject learns to operate the BMI, it is possible to discern differential changes in the activity of neurons directly involved in moving the actuator and remaining, “indirect”, neurons (Ganguly et al., 2011; Koralek et al., 2012, 2013; So et al., 2012). Once proficient performance is achieved, direct neurons display stronger tuning and they are more redundant in encoding of behavior-related information compared to indirect neurons (Ganguly et al., 2011; Koralek et al., 2013; So et al., 2012). On the other hand, indirect cells significantly decrease their modulation depth across learning, independently of their anatomical distance from direct neurons. Interestingly, they display changes in their tuning of a magnitude similar to those observed in direct neurons, suggesting the existence of both selective and general plasticity mechanisms (Ganguly et al., 2011). Various candidates such as neuromodulators, cortico-basal ganglia-thalamocortical loops, cerebello-thalamocortical loops are being implicated in general and specific refinement of neuronal activity during natural action learning. Nonetheless, further study is needed to understand their differential contributions and verify if the same principles apply during neuroprosthetic skill acquisition.

Many questions are still unanswered concerning neuronal tuning, low-dimensional dynamics, learning in motor circuits. Nonetheless, learned principles have prompted major advances in neurotechnological development, leading to further discoveries on the relationship between brain and behavior. As we go
forward, more effective, clinically viable and durable BMIs will be implemented, allowing extensive longitudinal study of the relationship between neurons and movement, falsification of existing theoretical models of motor function and generation of new hypotheses on brain circuits for action.

**Artificial somatosensory feedback to improve action and understand sensation**

The attempt to develop ever improving BMIs has also improved our understanding of the somatosensory cortex and its functional role in motor control. These findings have resulted in the development of brain-machine-brain interfaces, in which the prostheses have a bidirectional connection with the cortex, for reading motor intentions and eliciting controlled sensations (Bensmaia et al., 2020; Flesher et al., 2021; Pandarinath and Bensmaia, 2022; Shokur et al., 2021). We will discuss these aspects in the next paragraph, together with a glance at the possible future developments. Then, we will also see that such BMIs are unique opportunities for unveiling the importance of sensory feedback for motor control (Schroeder and Chestek, 2016). Here again, the positive feedback loop between neuroscience and neuroengineering emerges as a source of powerful scientific development.

The implementation of bidirectional BMIs is grounded on the neurophysiological basis of the sense of touch. Tactile and proprioceptive information are transduced by various mechanoreceptors and conveyed to the somatosensory cortex, where they are processed (Delhaye et al., 2018; Mountcastle, 2011). Subsequent elaborations result in the brain learning to tailor motor outputs to the constant incoming flow of sensory information and the physical properties of the external world (Johansson and Flanagan, 2009; Mathis et al., 2017; Wolpert et al., 2011). The first step toward the implementation of bidirectional BMIs is the ability to elicit controlled sensation from a prosthetic device. Intracortical microstimulation (ICMS) in somatosensory cortex allows us to elicit controllable sensations thanks to its potential time, amplitude and frequency modulation (Armenta Salas et al., 2018; Callier et al., 2019; Collinger et al., 2018; Flesher et al., 2016; Hughes et al., 2021a). Studies in non-human primates from the beginning of 2010s provided the first concrete demonstrations of the feasibility of a bidirectional BMI based on S1 microstimulation (J. A. Berg et al., 2013; O’Doherty et al., 2012, 2011; Tabot et al., 2013). In humans, sensations associated with palm and finger pressure can be elicited with ICMS, according to somatotopic rules (Flesher et al., 2016). Promisingly, not only these sensations were reported to remain similar if replicated long after the implantation (Callier et al., 2015; Fifer et al., 2022; Hughes et al., 2021b), but also they seem to be effective in subjects suffering from long-standing loss of sensory inputs (Makin and Bensmaia, 2017). Percept intensity can be modulated using high or low frequencies, depending on the somatosensory cortex stimulation sites (Callier et al., 2019; Hughes et al., 2021a). Continuous high frequency stimulation causes a rapid decrease in perceived sensations, highlighting the dynamical nature of cortical sensory processing and suggesting that intermittent pacing strategies may be more effective to restore the sense of touch and natural motor control (Hughes et al., 2022). In fact, recent studies on non-human primates, investigating cortical representations of object contact and texture have shown that neuronal population dynamics are more responsive to initiation and termination of touch, rather than its maintenance and that texture representation involves high dimensional encoding (190,195). Tailoring ICMS based on these findings will extend our ability to elicit controlled sensations, like vibrations (Christie et al., 2022), needed for everyday tasks like object manipulation and identification (Osborn et al., 2021) and will ultimately allow development of more principled and effective prostheses, as happened for the peripheral nervous system (George et al., 2019; Raspopovic et al., 2014).

Flesher and colleagues have harnessed the potential of ICMS to improve control of a prosthetic 7-DoFs arm, equipped with pressure sensors, by a tetraplegic patient (Flesher et al., 2021). The researchers implanted the stimulator in area 1, a cutaneous region of sensory cortex already investigated in previous studies (Flesher et al., 2016), as well as recording electrodes in motor cortex. The reproduction of sensorimotor feedback loop through coherent activity in S1 allowed to obtain a more effective prosthesis, cutting down the total grasping time and improving dexterity. This seminal work constituted the first implementation of a bidirectional BMI (Flesher et al., 2021). From a neuroscientific standpoint, a bidirectional prosthesis is a unique discovery tool, because the feedback loop between movements and evoked sensations is available to the experimenter (O’Doherty et al., 2012; Schroeder and Chestek, 2016). Indeed, bidirectional BMIs enable to investigate the functionality of the sensory cortex, besides the perceived effects of its stimulation: in practice, amplitude-modulated ICMS cut down the learning time of the grasp and move task, proving that it constitutes intuitive feedback for sensorimotor coordination. Most importantly, the experiment showed that the peripheral information of transient subtasks (i.e., object grasping and
releasing) is fundamental for motor control. Indeed, grasp and release were the phases in which the subject performance was significantly enhanced. The example above demonstrates that naturalistic sensation can help in the control of a prosthetic actuator as predicted by the view of the motor system as a very complex feedback controller (Todorov, 2004). Nonetheless, extending this notion, artificial feedback physically distinct from the actuator also improved the performance of a tetraplegic subject controlling a computer cursor (Deo et al., 2021). In particular, the patient was receiving haptic feedback at the back of the neck, highlighting the capability of the sensorimotor system to learn arbitrary associations between motor cortical activity patterns and sensations.

Up to now, all mentioned studies investigated the sense of touch and its utility to restore motor control. Nonetheless, one main driver of skilled action is our ability to perceive our body without the need for visual feedback or contact: proprioception. Loss of proprioception can have devastating consequences in the clinical realm (Cole, 2016), thus, its restoration holds incredible potential to improve usability in BMIs. Involved mechanisms are relatively well understood from a molecular and circuit perspective at the periphery (Wu et al., 2021), but how cerebellar and cortical systems make use of this information is not fully understood. Artificial S1 stimulation to achieve a sense of bodily pose has received less focus, but has also shown promising results (Tomlinson and Miller, 2016). A tetraplegic subject reported repeatable cutaneous and proprioceptive sensations, still respecting somatotopy despite chronic loss of spinal input (Armenta Salas et al., 2018). Reiterating on the ability of cortical circuits to learn the “meaning” of arbitrary stimulation patterns, an experimental work in non-human primates used ICMS to convey information in S1 about the position of the hand of the subject relative to an occluded target and showed optimal performance even in absence of other feedback modalities, highlighting cortical learning capacity (Dadarlat et al., 2015). Most recently, experimental work in rodents and newly developed analytical approaches have revealed that action – more than posture or trajectory - is relevant to explain neuronal encoding of proprioception in sensory areas of the cortex and brainstem (Sandbrink et al., 2020). In fact, the strong intertwining of action and sensation even at the neuronal level, is of extreme relevance, as suggested by pioneering bidirectional BMIs implemented in non-human primates (Suminski et al., 2010). In particular, Suminski et al. trained non-human primates to perform a reaching task, using a cursor controlled by motor cortical activity. During task execution, the arm of the subject was passively displaced with a robotic exoskeleton to provide feedback additional to vision. When hand position was controlled to strictly replicate cursor motion, the reaching task was performed faster and straighter. Thus, the authors demonstrated that the consistent proprioceptive feedback enhanced kinematic performance. Most importantly, proprioceptive feedback also induced an increase in movement-related information in M1 neurons. The presence of feedback induced activity in otherwise silent neurons just before cursor movement and reduced the average dimensionality of recorded spiking activity. This suggests that better performance was obtained thanks to a better state estimate and more effective decoding of intended movement from M1 population activity. Interestingly, in a similar study, the presence of coherent visual and proprioceptive feedback, without voluntary movement, evoked M1 firing very similar to that generated during overt action (Suminski et al., 2009). These findings highlight the driving role of feedback for motor cortical circuits and give clinicians the chance to calibrate M1 BMIs in subjects who are not able to physically perform calibration movements.

To summarize, not only bidirectional BMIs are confirming the central role of sensory signals for motor control, but also, they are revealing the importance of functional relationships within different cortical areas and the incredible learning properties of the sensorimotor cortex. As researchers started venturing in the meanders of the brain, the vision of the motor system as an intricate feedback controller has been gaining increasing value (Kalidindi et al., 2021; Todorov, 2004). Based on this view, we foresee incredible advancements in the development of bidirectional BMI, which will reveal, in return, yet unknown properties of cortical circuits.

Although we focused on cortical and subcortical neural interfaces, peripheral neural interfaces are potentially also part of the clinical neuroscience-neurotechnology positive feedback loop. Neurotechnology based on peripheral neural interfaces was able to restore sensory feedback in amputees (Mazzoni et al., 2020; Oddo et al., 2016; Raspopovic et al., 2014; Shokur et al., 2021). The search for the optimal code delivering useful feedback through the peripheral neural interfaces (Valle et al., 2018) was able to give insights about the code with which the human nervous system encodes tactile sensory information (Graczyk et al., 2016). A biomimetic stimulation may improve the naturalness of the sensory feedback, increase the embodiment of the artificial limb, and improve the performance on object manipulation tasks.
et al., 2019; Saal and Bensmaia, 2015; Valle et al., 2018). The analysis of anatomy and function of peripheral nerves can in turn drive the design of the peripheral neural interfaces (Romeni et al., 2020).

CORTICAL BMIS BEYOND MOTOR CONTROL

Brain machine interfaces for surgical treatment of epilepsy

About 30–40% of patients with focal epilepsy suffer from drug-resistant epilepsy (Rugg-Gunn et al., 2020). For those, there is the need to intervene surgically. The surgery is done by resecting the parts of the brain responsible for the initiation of the epileptic seizure (i.e., the epileptogenic zones) (Cossu et al., 2005). Pre-operative evaluation is done to precisely locate the epileptogenic zones. The presurgical evaluation is performed mainly with non-invasive methods such as scalp electroencephalography (EEG), magnetoencephalography (MEG), magnetic resonant imaging (MRI), and positron emission tomography (PET), but intracranial recordings may be needed if the non-invasive investigations do not allow to precisely locate the epileptogenic zones (Baumgartner et al., 2019). Tailored resections based on a careful presurgical evaluation may lead to achieving a good balance between surgical resection and quality of life following the surgery (Freri et al., 2017; Sonoda et al., 2022). Intracranial recordings can also provide biomarkers to predict the surgical outcome for focal epilepsy, thus guiding the clinicians in the decision on whether to perform the surgery (Klimes et al., 2022). The intracranial recordings can be done using two different techniques (or a combination of both): electrocorticography (ECoG) and stereo-electroencephalography (SEEG) (Figure 4A).

ECoG was developed in the 1950s by Penfield and Jasper at the Montreal Neurological Institute (Penfield and Perot, 1963). It consists of grids (or stripes) of electrodes placed under the dura mater, after craniotomy. Modern ECoG setups consist of square grids of 64–128 platinum electrodes with about 1 cm of
intercontact distance (Asano et al., 2005). The placement of the ECoG grids is guided by the results of scalp EEG, MRI, and/or PET. SEEG was developed in the 1960s by Talairach and Blancaud at Sainte-Anne Hospital, Paris (Talairach and Francaise, 1974). It is generally performed using 8–15 depth electrodes with a 0.8 mm diameter and 5 to 18.2 mm long contacts spaced by 1.5 mm (Bartolomei et al., 2017). The SEEG implantation is done stereotactically and thus craniotomy is not necessary. The absence of craniotomy drastically reduces the complications associated with SEEG implantation, which are significantly less than those of ECoG (Iida and Otsubo, 2017). Compared to ECoG grids, SEEG depth electrodes sample a larger volume of gray matter (Anderson et al., 2021), but ECoG could be preferred if the non-invasive analysis failed at locating a precise surgical intervention area (Englot, 2018). In a 2019 review, Yan et al. reported that SEEG was associated with 61.0% seizure freedom, 4.8% morbidity, and 0.2% mortality, whereas ECoG was associated with 56.4% seizure freedom, 15.5% morbidity, and 0.4% mortality (Yan et al., 2019b). Thus, SEEG depth electrodes make a better and safer alternative to subdural ECoG electrodes for the presurgical evaluation done on subjects suffering from drug-resistant epilepsy. However, epidural grid electrodes have recently been shown to decrease the possibility of post-operative complications while maintaining a quality of the signal comparable to that of subdural ECoG (Park et al., 2022).

Intracranial recordings are not exclusively used for pre-operative evaluation but can also guide the clinicians during the surgery. This is the case for brain tumor surgery. Epileptic activity often arises in patients with gliomas (Ghinda et al., 2021; Saito et al., 2018), thus some patients with brain tumors undergo intraoperative ECoG monitoring, typically during awake craniotomy (Goldstein and Feyissa, 2018; Yao et al., 2018). The presence of high-frequency oscillations in the ECoG signal seems to be a spatial marker of the epileptogenic zones in brain tumor-related epilepsy (Feyissa et al., 2018; Peng et al., 2021; Quitadamo et al., 2018; Sun et al., 2022; van Klink et al., 2021; Zhang et al., 2021), even though there is some disagreement between researchers (Robertson et al., 2019; Zhu et al., 2022). Apart from epileptogenic zone identification, intracranial recordings are also used to functionally map cortical regions before or during surgery. Functional mapping is essential to optimize resection boundaries while not affecting functional sites (Vakani and Nair, 2019). Intraoperative functional mapping of the brain during awake surgery is usually performed using direct electrical stimulation (DES). DES temporarily disturbs behavior or cognition, thus allowing the identification of cortical areas essential for a function (Boyer et al., 2021). ECoG signal processing has been proposed as a valid alternative to DES to avoid the risks associated with cortical stimulation. Functional mapping can be done by analyzing the ECoG signal while the patient executes tasks during awake surgery (Erez et al., 2021) (Figure 4B). As an example, changes in the somatosensory evoked potentials can inform the clinicians and thus improve the outcome of brain tumor surgery (Simon et al., 2021). ECoG during awake craniotomy has also been shown to be a suitable option for the surveillance of the patients’ consciousness during the surgery (Lange et al., 2019).

One other key application of SEEG electrodes is the non-surgical treatment of drug-resistant epilepsy through radiofrequency thermocoagulation. In radiofrequency thermocoagulation, SEEG contacts are connected to a radiofrequency lesion generator which delivers a continuous current through SEEG electrodes near the epileptogenic zone (Mirandola et al., 2017). The parameters of the stimulation are defined to increase the tissue temperature and induce a lesion around the selected contacts (Cossu et al., 2017).

Overall, the intracortical recordings give a unique opportunity to acquire data with unmatched temporal and spatial resolutions and without the common limitations associated with non-invasive recordings (He et al., 2019). For this reason, clinicians and scientists are focusing increasingly their attention on these invasive recordings to develop new treatments for focal epilepsy. For example, researchers used SEEG delivered stimulation to investigate the semiology of temporal lobe epilepsy (Mariani et al., 2021), study uncommon forms of epilepsy such as musicogenic epilepsy (Pelliccia et al., 2019), or predict seizure onset (Wang et al., 2022), type (Sanz-Garcia et al., 2022), duration (Liu et al., 2022), and termination (Salami et al., 2022). Results from these studies pave the way to closed-loop treatment strategies that could minimize the clinical impact of seizures. We observe here that the interplay between clinical neuroscience and neuroengineering led to the same path we already discussed above for DBS and cortical BMIs for movement control: from clinical surgical procedures to novel neurotechnologies to clinical neuroscience understanding of pathological dynamics to closed loop neurotechnologies (Figure 4C).

Cortical brain machine interfaces for cognitive disorders

The intrinsic characteristics of intracortical recordings give the researchers the unparalleled opportunity to unravel the complex brain mechanisms associated with human behavior and cognition (Parvizi and Kastner,
A common element between all cognitive functions is the cooperation between several brain regions needed to accomplish them. A typical example is constituted by arithmetic processing. Intracranial recordings revealed cooperation between the intraparietal sulcus, the superior parietal lobe, and the posterior inferior temporal gyrus (Das and Menon, 2022). The latter may have a role in the early identification of the problem difficulty (Pinheiro-Chagas et al., 2018), regardless of input format (digits or number words) (Baek et al., 2018). Depth electrodes allow direct access to deep brain zones such as the hippocampus and the amygdala. SEEG studies revealed the activation of the hippocampus for speech segmentation (Ramos-Escobar et al., 2022), recent and remote autobiographical events recollection (Norman et al., 2021), and working memory processing (Li et al., 2022). Notably, in a 2022 study, Castelhano et al. identified three hippocampal-centered task-related networks for visual attention, memory, and face recognition or object-based search (Castelhano et al., 2022). The functional role of the amygdala was investigated using both SEEG recordings and SEEG delivered stimulation. Amygdala electrical stimulation was reported to alter the emotional perception of images (Bujarski et al., 2021), whereas Manssuer et al. identified a network constituted by the amygdala, hippocampus, and the orbitofrontal cortex for reward and loss coding, using a monetary incentive delay task during SEEG recording (used to study the neural correlates of incentive receipt anticipation) (Helfinstein et al., 2013) (Manssuer et al., 2022). The orbitofrontal cortex has a role also in decision making (Saez et al., 2018), and emotional processing (Weisholtz et al., 2022). The latter function is carried out by the anterior insula as well (Frot et al., 2022).

Intracranial recordings have provided unique understandings of the spatiotemporal dynamics of speech production and perception. This is because high-frequency activity (from 50 Hz up to 300 Hz) is important in encoding speech-related information, as shown by many intracortical studies (Flinker et al., 2015; Korzeniewska et al., 2011; Magrassi et al., 2015; Murphy et al., 2022; Iiś et al., 2017). For example, in 2020, Artoni et al. found that high gamma band activity (150–300 Hz) recorded using SEEG electrodes showed a significant difference during the presentation of noun phrases or verb phrases (Artoni et al., 2020). Because of the intrinsic limitations of other non-invasive recording methods, it would be impossible to record such high frequencies without directly accessing the brain. Another way of studying the brain networks related to speech is the use of cortico-cortical evoked potentials (CCEPs). CCEPs are an invasive method to estimate effective connectivity (Matsumoto and Kunieda, 2019). They consist of the direct electrical stimulation (usually 1 Hz pulses) of cortical structures followed by the detection of evoked potentials at distant channels. CCEPs are an indicator of the presence of a direct corticocortical or cortico-subcortico-cortical anatomical pathway (Matsumoto et al., 2004). CCEPs had been used to map cortical networks responsible for speech processing (Jahangiri et al., 2021; Sonoda et al., 2022). The knowledge of speech production and perception acquired using intracranial recordings can in turn be leveraged to develop speech prostheses (Anumanchipalli et al., 2019; Luo et al., 2022).

The default mode network (DMN) is a large-scale brain network comprising the angular gyrus, the medial prefrontal cortex, and the posterior cingulate cortex and plays a critical role in behavior, internally directed cognition (Fox et al., 2018), and mentalizing about self and others (Tan et al., 2022). Non-invasive methods are not able to fully capture the network dynamics of the DMN because of their intrinsic limitations, thus intracortical recordings are critical for its investigation (Das et al., 2022). The DMN is composed of many subnetworks, one of which is the postero medial cortex (PMC). Intracortical recordings and direct electrical stimulation of the PMC have shown that it has a pivotal role in spontaneous thought and goal-driven internally oriented processes (Daitch and Parvizi, 2018), and more broadly in the sense of self (Parvizi et al., 2021).

Other brain networks such as the frontoparietal network and the salience network support other aspects of human cognition and behavior (Corbetta and Shulman, 2002; Uddin, 2015). But how are these large-scale networks interacting? Intracranial electrodes have been used to answer this question. Some works investigated the directionality of information flow within and between networks (Das and Menon, 2020). Other trials studied the timing of activation or de-activation of different networks during task-related processing (Kucyi et al., 2020; Raccah et al., 2018) or task switching (Mitsuhashi et al., 2022). Finally, there has been an attempt to map the connections between these networks using CCEPs (Shine et al., 2017).
CONCLUSIONS

Contemporary science is mostly about interdisciplinarity ("Mind meld", 2015), in an attempt to make established scientific fields able to evolve and cope with novel challenges. However, as illustrated, the interaction between clinical neuroscience and neurotechnologies goes deeper than a simple interdisciplinary collaboration and can in perspective become a framework on its own. This process is far from being over and far from being an easy one: for neurotechnology to become a branch of clinical neuroscience both disciplines must change, starting from education paths and science organization, with the establishment of novel graduate and undergraduate programs as well as integrated research centers. However, the promise lies in a dramatic increase of our ability to understand and treat the dysfunctions of the human nervous system. For instance, a foreseeable key challenge will be to understand the long-term dynamics between nervous system and neurotechnologies (e.g., some of the improvements seen in movement disorders only weeks after the implant (Ashkan et al., 2017), the displacement of sensory perception weeks after the implant of neuropsychotic devices (Pettri et al., 2019)). A better understanding of these dynamics will pave the way to improve neurotechnologies and to shed light on learning, plasticity and circuits in our brain.
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