Quantifying effects of inhomogeneities and curvature on gravitational wave standard siren measurements of $H(z)$
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For a flat $\Lambda$CDM universe, the dipole of the luminosity distance can be utilized to measure the Hubble parameter. It is here shown that this is not the case in more general settings where curvature and cosmic backreaction is permitted. This implies that a discordance between $H(z)$ measurements obtained using such dipole luminosity distance data and “true”/actual $H(z)$ data obtained from e.g. cosmic chronometers is a signal of curvature and/or cosmic backreaction.

By considering mock future gravitational wave measurements of the Hubble parameter obtained through the dipole luminosity distance, it is shown that already a 1% curvature could in principle just barely show up in the determination. However, for realistic mock data generation using models with as much as 5% curvature, parameter estimates do not yield reliable measures of inconsistency between the false $H(z)$ measurements and true measurements of $H(z)$. At the same time, cosmic backreaction is hard to detect even if it makes up 10% of the “energy budget” in the current universe, even when considering a highly idealized situation with low errors. The results concerning backreaction are based on specific “scaling solutions” to the backreaction problem and the study shows that the possibility of detecting a signal of backreaction through the dipole of the luminosity distance depends strongly on the particular backreaction model.

I. INTRODUCTION

Direct measurements of the Hubble parameter, $H(z)$, are a valuable tool in cosmology, not the least because $H(z)$ depends strongly on the dark energy density and hence on dark energy phenomenology, but also e.g. because measurements of $H(z)$ may hold key insights into the $H_0$-tension [1–3] as studied in e.g. [4–6] (see e.g. the introduction of [7] for a summary of the Hubble-tension and possible solutions). Currently, the Hubble parameter has been measured directly by using baryon acoustic oscillations (BAO) [8–11] and cosmic chronometers [12–15] data and the data is usually combined when used for constraining model parameters. The measurements of especially the latter type are still in their infancy and more data as well as a better understanding of uncertainties and systematics are needed for the probes to become useful for a precise determination of $H(z)$. Other future direct probes of the Hubble parameter are also known, such as redshift drift measurements [16, 17] and measurements of the dipole of the luminosity distance [18].

These probes have all mainly been developed within the framework of Friedmann-Lemaître-Robertson-Walker (FLRW) models which describe universes that are exactly spatially homogeneous and isotropic. However, the real universe has structures which can affect the large scale “average” evolution of the Universe through cosmic backreaction [19–21] (see e.g. [22–24] for reviews and [25, 26] for further considerations on generalizations of the original scheme). It is not clear to what extent backreaction actually affects the dynamics of our universe – while it may be entirely negligible, it is also possible that backreaction is important at percent-level and it may even lead to accelerated expansion and hence mimic dark energy [27–30].

As discussed in [31], multiple probes of the Hubble parameter may help us understand what role backreaction plays in our universe because the different probes actually measure different things if we are not in a universe that behaves as an FLRW universe on large scales. In particular, the results of [32–34] imply that redshift drift determinations of the Hubble rate will not measure the volume averaged expansion rate in a universe with non-negligible backreaction (or any other significant deviation of FLRW geometry which has been illustrated using various models [35–38]). Indeed, as pointed out in [31], the only currently known probe of the Hubble parameter which clearly yields a measurement of the actual volume averaged/large scale expansion rate in a spatially statistically homogeneous and isotropic spacetime with non-negligible backreaction is that based on cosmic chronometers. It does not seem likely that the dipole luminosity distance and BAO measurements of the Hubble parameter actually measure the volume averaged expansion rate but a definite answer is not given by the current literature. The work presented here seeks to partially remedy this by studying the dipole luminosity distance determination of the Hubble parameter.

In [18] it was shown that under certain conditions, the dipole of the luminosity distance can be used to directly measure the Hubble parameter. Specifically, if the Universe is well-described by a perturbed flat FLRW model, then the monopole luminosity distance is the well-known relation

\[
d_L^0(z) = (1 + z) \int_0^z \frac{dz'}{H(z')}
\]  

(1)
and the main contribution to the dipole will be due to our peculiar motion. In that case, the dipole is given by

\[ d_L^1(z) = \frac{|v_0|(1+z)^2}{H(z)}, \]  

where \( v_0 \) is the peculiar velocity of the observer relative to a cosmological reference frame. Assuming that \( v_0 \) is the main source of the dipole seen in the CMB as well as in the mean luminosity distance, we can infer \( |v_0| \) from the CMB dipole. In that case, the dipole of the luminosity distance directly yields the Hubble parameter. Although it is usually assumed that our peculiar velocity can be deduced from the dipole of the CMB, it should be noted that there are some indications in observational data that this expectation is violated [39–41]. Nonetheless, it will here be assumed that \( |v_0| \) can be extracted from other data than that used for obtaining the luminosity distance.

While [18] considered supernova data, it was in [42] noted that a percent-level determination of \( H(z) \) would require \( \sim 10^6 \) supernova observations, which is not realistic. Gravitational waves can be used as standard sirens though [43, 44] and have already been used for measuring the Hubble constant [45, 46] (see e.g. also [47] for the latest constraint of \( H_0 \) based on cross-correlation of gravitational wave sources with galaxies [48, 49]). With the expected high number of detected gravitational wave signals in the near future, luminosity distance measurements based on these standard sirens are expected to yield estimates of the Hubble parameter at percent precision [42, 50]. However, if the Universe is not well-described by a flat FLRW spacetime on large scales, the expression in equation 2 is not correct. A comparison of “\( H(z) \)” measurements obtained from standard siren dipole luminosity distances with true measurements based on cosmic chronometers, should therefore reveal a discordance between the measurements. Moreover, the expression used for obtaining \( H(z) \) through measurements of the dipole of the luminosity distance is only correct for a flat FLRW universe. If we live in a curved universe, erroneously using equation 2 will lead to \( H(z) \) measurements in discordance with \( H(z) \) measurements from e.g. cosmic chronometers and future redshift drift measurements. This discordance can e.g. be measured through the “index of consistency”, IOI, defined in [51].

In the following sections, the expression for the dipole component of the luminosity distance is studied for general spacetimes with spatial statistical homogeneity and isotropy. After presenting the theoretical considerations, a numerical investigation is used to estimate how large deviations from flat FLRW are required for obtaining a signal in the \( H(z) \) measurement. The investigation is first done qualitatively, where-after a quantitative analysis is conducted with the final goal being computing the IOI.

II. THE DIPOLE LUMINOSITY DISTANCE BEYOND FLAT FLRW SPACETIMES

This section serves to present the computation of the dipole of the luminosity distance in a general spacetime exhibiting statistical spatial homogeneity and isotropy.

If the considered spacetime is only statistically and not exactly spatially homogeneous and isotropic, even a Copernican (i.e. random) observer will see some directional dependence of the redshift-distance relation. Although the spacetimes considered here are not necessarily close to a specific FLRW model, it will be assumed that the statistical homogeneity and isotropy still leads the observed dipole of the luminosity distance to be induced by the peculiar motion of the observer, as it was shown to be the case in standard perturbed FLRW spacetimes in [52]. In that case, the expression for the dipole can be obtained using a derivation similar to that used in [18, 42] for the flat FLRW case.

In order to most easily take the peculiar velocity of the observer into account, it is prudent to start by considering the angular diameter distance which is defined as

\[ d_A^2 := \frac{\delta A}{\delta \Omega}, \]  

where \( \delta A \) is the area of the light beam at the emitter and \( \delta \Omega \) is the solid angle of the beam. For an observer with peculiar velocity \( |v_0| << 1 \) (setting \( c = 1 \)) on the spatial hypersurfaces of statistical homogeneity and isotropy, the observed angular diameter distance will (through the special relativistic transformation of \( \delta \Omega \)) be modified by a factor of \( (1 + n_i v_0^i) \), where \( n_i \) is the direction of observation. In addition, the redshift is modified by a Doppler term according to (first order in \( v^i \))

\[ z_{\text{obs}} = z_{\text{monopole}} - (1 + z_{\text{monopole}}) \cdot n_i v_0^i, \]  

where \( z_{\text{obs}} \) is the observed redshift and \( z_{\text{monopole}} \) is the redshift which would be observed by an observer comoving on the hypersurfaces of statistical homogeneity and isotropy.

Introducing the luminosity distance by the distance duality relation and combining with the above considerations and a Taylor expansion of \( d_L \) around \( z_{\text{monopole}} \), the luminosity distance is seen to be given by

\[ d_L(z) = d_L^1(z) + \left( 1 + z \right) \frac{d}{dz} d_L^1(z) - d_L^1(z) \cdot n_i v_0^i \]  

For an FLRW metric, this implies

\[ d_L^1(z) = \frac{|v_0|(1+z)^2}{H(z)}, \]  

\begin{align*}
\cos \left( R_0^{-1} \int_0^z \frac{dz'}{H(z')} \right) & \text{ if } K = 1 \\
\cosh \left( R_0^{-1} \int_0^z \frac{dz'}{H(z')} \right) & \text{ if } K = -1
\end{align*}

\[ \frac{1}{H(z)} \]  

If \( K = 0 \),
where $R_0$ is the curvature radius and
\[ d_L^h/|v_0| := (1 + z) \frac{d}{dz} d_L^h(z) - d_L^0(z) \] (7)
is the size of the dipole contribution to the luminosity distance.

While equation 6 requires the monopole contribution of the luminosity distance to be given by that of
an FLRW universe, the derivation up to and including equation 5 is more general. Equation 5 is valid under the assumptions that the universe is spatially statistically homogeneous and isotropic for a random observer with peculiar velocity $v_0$ in the hypersurfaces of statistical homogeneity and isotropy. It is also assumed that structure evolution is slow compared to the time it takes a light ray to traverse the homogeneity scale so that effects of inhomogeneity on $d_L$ and $z$ other than those due to the peculiar velocity of the observer can be ignored when considering mean observations. Under these same assumptions, the mean redshift–distance relation – i.e. the redshift-distance relation obtained by averaging over many random lines of sight – is given by [53, 54]
\[ \frac{d^2}{dz^2} x_D^l = -\frac{4\pi G \rho_D}{((1 + z)H_D)^2} d_A^l - \frac{d}{dz} d_A^l \left( \frac{2}{1 + z} + \frac{dH_D}{dz} H_D \right), \] (8)
where $H_D$ is a third of the spatially averaged expansion rate and $\rho_D$ is the spatially averaged energy density of the content of the universe. Spatial averages are defined according to Buchert’s averaging scheme [19] such that 1
\[ \langle x \rangle_D = x_D := \frac{\int_D x \sqrt{|det g^{(3)}|}}{\int_D \sqrt{|det g^{(3)}|}} \] (9)
for a scalar $x$ and where the spatial domain $D$ is assumed larger than the homogeneity scale in order for the average quantities to describe the large scale universe. In order to connect spatial averages with observations as done with the angular diameter distance above, it is crucial that spatial averages are computed on the spatial hypersurfaces of statistical homogeneity and isotropy.

It was also argued in [53, 54] that the relation between the redshift and the volume scale factor, $a_D$, upon averaging over many lines of sight is
\[ 1 + z_D = \frac{1}{a_D}, \] (10)
where $a_D$ is defined through the proper volume, $V_D$, of the domain $D$ according to $a_D := (V_D/V_{D,0})^{1/3}$. The relations 8 and 10 have been tested in various inhomogeneous cosmological models and generally seem robust as long as opaque regions are not introduced and the above mentioned assumptions of statistical homogeneity and isotropy and slowly evolving inhomogeneities are fulfilled [32, 33, 55, 56].

As discussed in [53], equation 8 does not generally reduce to a simple integral expression - this only happens in the FLRW limit. As the superscript on $d_A^l$ in equation 8 indicates, the angular diameter distance obtained from that equation corresponds to the monopole contribution. Solving the equation and applying the distance-duality relation thus gives $z, d_A^l, d_A^l/dz$ from which the dipole can be computed using equation 5. Although it is not immediately apparent how the resulting dipole will depend on $H_D$, it is apparent that the relation will not be as simple as for the flat FLRW models. Indeed, already for non-flat FLRW models, the relation becomes more complicated. Thus, if we do not live in a universe which is well described by a single flat FLRW model on large scales, using equation 2 on luminosity distance data will not actually yield a measure of the large scale expansion rate. This will be illustrated below for models with modest curvature and modest signatures of inhomogeneities through cosmic backreaction. Before this, the concept of cosmic backreaction will be elaborated in the next section together with an introduction to specific models of cosmic backreaction.

### III. MODELS OF COSMIC BACKREACTION

By employing Buchert’s averaging scheme on Raychaudhuri’s equation and the Hamiltonian constraint, the equations (setting $G = 1$)
\[ 3H_D^2 := \frac{1}{3} \Theta_D^2 + 3 \left( \frac{a_{D,t}}{a_D} \right)^2 = 8\pi \rho_D - \frac{1}{2}R_D + \Lambda + \frac{1}{2}Q \] (11)
and
\[ 3 \frac{a_{D,tt}}{a_D} = -4\pi \rho_D + \Lambda + Q, \] (12)
are obtained. $\Theta$ is the local dust expansion rate and $\sigma^2 := \frac{1}{2} \sigma_{\mu\nu} \sigma^{\mu\nu}$ is the shear scalar of the dust. The term $Q := \frac{2}{3} \left( (\Theta_D^2 - \langle \Theta \rangle_D^2) - 2 \langle \sigma^2 \rangle_D \right)$ is the kinematical backreaction. The two equations above describe the large-scale/average evolution of an inhomogeneous universe. The equations are reminiscent of the Friedmann equations but the kinematical backreaction drives the

---

1 This average is strictly only valid when assuming a dust content of the Universe comoving on those hypersurfaces which are here taken to be those of statistical homogeneity and isotropy. Here the observer may have peculiar velocity with a non-comoving velocity field. The physical picture is, however, similar to what is assumed in standard cosmology based on FLRW backgrounds: the content of the Universe can be described as a comoving dust on the hypersurfaces of statistical homogeneity and isotropy on sufficiently large scales, still small enough for averaging over inhomogeneities to be relevant. See e.g. also [54] for considerations of how to include peculiar velocity of the observer.
large scale evolution away from FLRW dynamics. When $Q$ is non-vanishing, it is coupled to the spatially averaged spatial Ricci scalar $R_D$ according to the integrability condition
\[ a_D^{-6} \partial_t (a_D^6 Q) + a_D^{-2} \partial_t (a_D^2 R_D) = 0 \quad (13) \]
which ensures consistency between the two previous equations. When the kinematical backreaction vanishes identically, the averaged Ricci scalar is proportional to $a_D^{-2}$ and the averaged dynamical equations reduce to the Friedmann equations.

The above set of equations does not form a closed set. Families of solutions can nonetheless be found by introducing ansätze on e.g. the form of $Q$ and $R_D$. One simple family of solutions is the scaling solutions of [57].

For quantifying the “size” of backreaction in the present time “energy budget” that can be attributed to cosmic backreaction.

IV. NUMERICAL INVESTIGATION

In this section, the luminosity distance including its dipole will be computed for different non-flat and/or non-FLRW models. This will then be used together with equation 2 to extract measurements of “$H(z)$”. Since the considered models are not actually flat FLRW models, the extracted $H(z)$ will not be equal to the true $H(z)$. In other words, there is a discordance between $H(z)$ extracted from the dipole luminosity distance measurements and the true $H(z)$.

The first subsection below serves to present an initial qualitative investigation of the expected discordance. Afterwards, a quantitative investigation with mock $H(z)$ data is presented.

A. Qualitative investigation

In this section, the size of the difference between the inferred and actual $H(z)$ is compared with expected uncertainties of the measurements. This uncertainty is estimated based on the computations of [42], where the error in $H(z)$ measurements up to $z = 1$ were found to be 0.75 - 1.5 % for 10 years of observation with the proposed Japanese gravitational wave observatory DECIGO [61]. At $z = 2$ the error has increased to 6%. These estimates ignore errors from lensing which can significantly affect the precision of the total error as shown in [50]. Lensing will also be ignored here though, under the expectation that it will be possible to remove systematics from lensing in the near-future (errors from lensing will be considered in the next subsection). Note also that the error estimates of [42, 50] are in principle model-dependent. This model-dependence is neglected throughout under the expectation that the order of magnitude would be the same for an estimate based on the particular individual models – this is justified by the fact that the studied models aim at considering only small deviations from flat FLRW. Lastly, note that although the errors used here are specifically for DECIGO, the errors are expected to be the same order of magnitude for LISA and the Einstein telescope [62].

1 = \Omega_m + \Omega_\Lambda + \frac{4}{n_D + 6} \Omega_R. \quad (16)

Assuming that all curvature stems from $Q$ being non-zero, the size of backreaction will then be used to mean the size of $\frac{4}{n_D + 6} \Omega_R$ which indicates the percentile of the present time “energy budget” that can be attributed to cosmic backreaction.

For quantifying the “size” of backreaction in the considered models, it is convenient to introduce the density parameters $\Omega_m := \frac{s_0}{3H_0^2} \rho_D$, $\Omega_\Lambda := \frac{\Lambda}{3H_0^2}$, $\Omega_R := \frac{-R_{00}}{3H_0^2}$, and $\Omega_Q := \frac{-\dot{\rho}_0}{3H_0^3}$. With these, the averaged Hamiltonian constraint can be written as (note that $\rho_D \propto a_D^{-3}$ [19])
\[ \frac{H_0^2}{H_{0z}^2} = \Omega_m a_D^{-3} + \Omega_\Lambda + \frac{4}{n_D + 6} \Omega_R a_D^{n_D} \quad (15) \]
which evaluated at present time simply reads

\[ 1 = \Omega_m + \Omega_\Lambda + \frac{4}{n_D + 6} \Omega_R. \quad (16) \]

For the goal of the following section, concrete models for $Q$ and $R_D$ are needed. Thus, for the lack of better options, $n_D = \pm 1$ will be considered in order to quantify the size of backreaction necessary for generating a signal through the dipole determination of the luminosity distance. By considering two values of $n_D$ rather than just one, the importance of the specific form versus the numerical size of $Q$ can be estimated and hence used to evaluate the reliability of the obtained results.
Although the common expectation is that the Universe is flat, some studies indicate that the universe may be slightly curved [64, 65]. It is therefore interesting to see if a small amount of curvature will appear as a measurable deviation between the actual large scale expansion rate and that inferred by erroneously using equation 2. Figure 1 shows \( H(z) \) measurements in the redshift interval \( z \in [0.2] \) for FLRW models with small amounts of curvature generated by either increasing \( \Omega_m \) or \( \Omega_{\Lambda} \) compared to the default values of \( \Omega_m = 0.3 \) and \( \Omega_{\Lambda} = 0.7 \). \( H_0 = 70 \text{km/s/Mpc} \) is used throughout. The results are shown for a 5\% curvature. With this curvature, the precision is good enough to detect a difference between the actual \( H(z) \) and that inferred by wrongly employing equation 2 (the expression for the dipole of the luminosity distance in a flat FLRW model) to the data. Note that 1.5\% errors are used all the way to \( z = 2 \) even though the error at this value of the redshift is expected to have increased to around 6\%. A 6\% error is large enough to hide the difference between the true \( H(z) \) and the one inferred from the measurement. However, even with the high estimate of the error in the low-\( z \) (\( z < 1 \)) region, it becomes possible to identify the curvature if it is around 5\%.

Figure 1 only shows the results for two particular ways of obtaining a positive 5\% curvature. The results do not depend strongly on this though. It is also notable that a curvature of 1\% (not shown) is just on the verge of being detectable with a precision of 0.75\% at \( z = 1 \).

Figure 2 shows \( H(z) \) measurements obtained by applying equation 2 to data in a universe with non-negligible cosmic backreaction. The figure shows results for \( n_D = \pm 1 \) and with \( \Omega_R \) determined from equation 16 by setting \( \Omega_m = 0.3 \), \( \Omega_{\Lambda} = 0.6 \) and with \( H_0 = 70 \text{km/s/Mpc} \). The choice of reducing \( \Omega_{\Lambda} \) from 0.7 to 0.6 rather than, say, reducing \( \Omega_m \) is made based on cosmic backreaction mainly being discussed in terms of its ability to mimic a dark energy component.

For the two considered models, the difference between the inferred and actual large scale Hubble parameter is very modest and can only for the \( n_D = -1 \) case barely be detected with the 1.5\% error at \( z = 1 \). While this result should be evaluated remembering that 1.5\% is the the higher bound on the estimated precision, it must also be remembered that the “size” of the backreaction contribution is at 10\% in these models and thus quite large.

It is also noteworthy that the close-up in figure 2 shows a quite significant difference in the deviation between true and inferred \( H(z) \) depending on the two choices \( n_D = \pm 1 \). Since there is only little physical justification for these particular scaling models (and none for the scaling models in general), the significant difference between the results of the two models means that the results cannot be trusted in terms of quantifying to what extent backreaction will lead to signatures in the determination of the Hubble parameter using the dipole of the luminosity distance. The significance of the signature will depend on the specific backreaction model and must therefore be computed separately for any given model one wishes to study.

The qualitative investigation of this section shows that the possibility of revealing cosmic backreaction by comparing \( H(z) \) measurements obtained from the luminosity distance with true values of \( H(z) \) depends strongly on the particular backreaction parameterization. In addition, for the models used here, it is clear that a significant amount of backreaction – of order 10\% – is necessary for the resulting signal to be measurable even using ideal data as above. With significant backreaction, it is reasonable to speculate that effects of inhomogeneity will affect gravitational wave propagation in ways not taken into account here. Indeed, this topic was recently studied in [66] where it was found that backreaction affects gravitational wave observables. Therefore, the quantitative analysis presented below is restricted to curved FLRW models.

![FIG. 1. Hubble parameter for curved FLRW models with curvature induced by increasing either \( \Omega_m \) or \( \Omega_{\Lambda} \) as indicated in the figure labels. Lines labeled “\( H(z) \) from dipole” represent the measured quantity when combining the measured luminosity distance dipole with the expression for the dipole in flat FLRW models. Error bars represent 1.5\% errors on the measurement.](image-url)

B. Quantitative investigation of data in a curved FLRW universe

As shown above, the \( H(z) \) data inferred from observational data obtained with standard sirens does not actually represent \( H(z) \). On the other hand, as shown in [31], cosmic chronometers data does indeed yield \( H(z) \). In addition, in a curved FLRW model redshift drift will also yield true measurements of \( H(z) \). While redshift drift measurements are expected achieved within a few decades (see e.g. [67–71]) cosmic chronometers data is
be able to construct concrete mock data of the true $H(z)$ since cosmic chronometers data is still in its infancy, it is expected [61] that 10^6 events is produced by adding errors to ideal measurements based on a Gaussian random distribution with standard deviation equal to $\Delta H$. Afterwards, the measurements are binned into redshift bins of width 0.1.

1. Generating mock data

Mock DECIGO data is constructed using the procedure presented in [42] and more recently also used in e.g. [50]. Error estimates include a lensing contribution, $\sigma_{\text{lens}}$, an instrumental contribution, $\sigma_{\text{inst}}$, as well as an error induced by the peculiar velocities of host galaxies, $\sigma_{\text{pv}}$. The instrumental error associated with DECIGO is detailed in [42], while the other two errors are given by

$$\sigma_{\text{lens}} = 0.066 \cdot \left[ \frac{1 - (1 + z)^{-1/4}}{0.25} \right]^{1.8} \tag{17}$$

and

$$\sigma_{\text{pv}} = \left| 1 - \frac{(1 + z)^2}{H(z) d_L^2} \right| \sigma_{\text{gal}}, \tag{18}$$

where $\sigma_{\text{gal}} = 300\text{km/s}$ is due to galaxy velocity dispersion and given in [74].

Combining the three errors yields an error estimate for the monopole measurement of the luminosity distance,

$$\left( \frac{\Delta d_L}{d_L^0} \right)^2 = \sigma_{\text{lens}}^2 + \sigma_{\text{inst}}^2 + \sigma_{\text{pv}}^2. \tag{19}$$

From this, the relative error on $H(z)$ inferred from the DECIGO standard siren dipole luminosity distance data is [18, 42, 50]

$$\frac{\Delta H}{H} = \sqrt{3} \frac{\sigma_{L}^0}{d_L^0} \Delta (d_L^0), \tag{20}$$

The redshift distribution of the mock data follows a probability (see e.g. [50, 76])

$$P \propto \frac{4\pi d_L^3 R}{(1 + z)^3 H}, \tag{21}$$

where

$$R = \left\{ \begin{array}{ll} 1 + 2z & \text{if } 0 < z < 1 \\ \frac{2}{3}(5 - z) & \text{if } 1 \leq z < 5 \\ 0 & \text{otherwise} \end{array} \right. . \tag{22}$$

Using this distribution, mock data representing the expected [61] number of 10^6 events is produced by adding errors to ideal measurements based on a Gaussian random distribution with standard deviation equal to $\Delta H$. Afterwards, the measurements are binned into redshift bins of width 0.1.

2. Model fitting and cosmological discordance

Figure 3 shows two sets of mock data. The left figure has a low error with standard deviation of 1.5% to draw a parallel to the qualitative results of section IV A. The mock data presented in the figure to the right was instead generated using the full error described above. Data is only shown up to $z = 1$ and this is also the only data which is used in the following since the precision of data at higher redshift is not high enough to be useful for the analysis. When generating the data with 1.5% error only 10 data points are used and these are evenly distributed in the redshift range $z \in [0, 1]$ to mimic the binning necessary to reduce the error to this value.

It is evident already from the plots of the mock data, that the mock data generated with the full error cannot possibly be used to reveal a discordance between the true $H(z)$ and that extracted by (wrongly) employing equation 2 to the DECIGO data. Similarly, an inspection of figure 3 makes it clear that it will be difficult to reveal a discordance between the data sets even with the low error. However, figure 3 does not represent the true situation: equation 2 is assumed employed on the DECIGO data because cosmological data is mostly studied using the assumption that the Universe behaves as a flat $\Lambda$CDM universe. Therefore, the assumption here...
is that any parameter determinations based exclusively on the $H(z)$ measurements will base parameter estimates on the flat ΛCDM model. In a curved universe, this will also lead to a wrong inference of cosmological parameters from true $H(z)$ measurements. This point is not encapsulated in figure 3. The inferred parameter values should nonetheless be in agreement if comparing cosmic chronometers and redshift drift data – although the parameter estimations will agree on wrong values. However, when comparing with parameter estimates based on dipole luminosity data, a discordance should show up – if the data is precise enough.

Based on the above logic, the mock data is used to constrain the flat ΛCDM model. Assuming that $H_0$ is measured by other means (and ignoring any errors there may be on its measurement), this means that the model only has one adjustable parameter, namely $\Omega_m = 1 - \Omega_{\Lambda}$. Using emcee [75], mock data based on a curved ΛCDM model with $\Omega_m = 0.35$, $\Omega_{\Lambda} = 0.7$ and $H_0 = 70$ km/s/Mpc (i.e. the data to the left in figure 3) is used to constrain $\Omega_m$. The two data sets – one based on wrongly employing equation 2 to dipole luminosity distance data and one set based on true $H(z)$ values – are treated separately.\footnote{At this point, it should perhaps also be emphasized that the two mock data sets are still in principle inconsistent if parameter estimates are based on a curved ΛCDM model, but in this case the data lacks constraining power and the IOI does not indicate inconsistency. This can be remedied by adding more data points in which case the IOI can be driven to higher values. This interpretation is somewhat contrived though; presumably one would not use the data to do a parameter determination permitting curvature without also remembering to include the effect of curvature in the data reduction process, in which case the dipole luminosity distance data does not generate $H(z)$ data as equation 6 shows.}

Parameter determination, 1.5% error

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Distribution of $\Omega_m$ in MCMC chains obtained with emcee [75] using 1.5% error on mock data. The distribution marked "ss" represents results obtained with the standard siren data, i.e. by wrongfully employing equation 2 on mock dipole luminosity distance data from DECIGO. The distribution marked “cc, $\delta z$” represents mock data yielding the true $H(z)$, such as cosmic chronometers or redshift drift data.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Parameter & Value & Error
\hline
$\Omega_m$ & 0.35 & 0.01
\hline
\end{tabular}
\caption{Parameter values obtained using mock data.}
\end{table}
yielding the true CIGO. The distribution marked “cc, \( \delta z \)" represents mock data based on data generated with 10 different random seeds. Since only a single parameter is constrained by the data set, the IOI is simply computed according to

\[
\text{IOI} = \frac{1}{2} \frac{\delta^2}{\sigma_{(1)}^2 + \sigma_{(2)}^2},
\]

where \( \delta \) is the difference between the mean values of \( \Omega_m \) and \( \sigma_{(1)} \) is its standard deviation obtained with the two data sets.

The first entry in table I represents the distributions depicted in figure 4. As seen, the IOI of this data fit it 6.8. As suggested in [51], this number should be compared to Jeffrey’s scale summarized in table II based on table III in [51]. From the table it is seen that IOI > 5 should be interpreted as a strong indication of inconsistency. However, as is also seen from table I, using different random seeds when generating the mock data leads to different values of IOI because the data is so sparse. With 10 different data sets (shown in the table), the IOI varies between 0.63 and 6.8 – i.e. depending on the specific random generation of the data set, the IOI ranges from indicating “negligible inconsistency” to “strong inconsistency” and only half the data sets indicate moderate or strong inconsistency. To illustrate that the problem is that only 10 data points are used (with a precision of 1.5%), the analysis has been redone using 10 different random seeds to generate 20 data points with a precision of 1.5%. The results from the MCMC analysis on these mock data sets are shown in table III. Now, the 10 different parameter determinations agree better with generally quite high values of ITI. There is still some variation in the IOI values though, but only two of the IOI values are below 2.5, while the remaining 8 values indicate either strong or moderate discordance.

The expectation is, however, not that DECIGO or other planned gravitational wave detectors will yield this number – 20 – of effective/binned data points with such high precision (at least not within a 10-year survey). Indeed, the precision of 1.5% for 10 (binned) data points is already quite optimistic. Using the full error described in section IV.B.1 yields the distribution shown in figure 5 (using the same random seed that used for generating mock data for figure 4). The resulting IOI and \( \Omega_m \) estimates are shown in table IV with a comparison to results from one of the data sets with a 1.5% precision. The most important point with this comparison is that the constraining power of the data set with the full error is significantly lower than when the error is 1.5%. With the full error, around a factor of \( 10^4 \) more data points are required to reduce the error (which scales as \( \propto 1/\sqrt{N} \), with \( N \) the number of data points) enough to be able to obtain reliable IOI estimates that consistently reflect discordance between the two types of data sets (standard sirens/luminosity distance dipole versus true measurements with e.g. cosmic chronometers and redshift drift). Detecting such

### Table I

| \( \Omega_m \) (ss): | 0.338±0.0034 | 0.337±0.0034 | 0.332±0.0035 | 0.335±0.0035 | 0.339±0.0035 | 0.329±0.0034 | 0.333±0.0035 | 0.329±0.0035 | 0.342±0.0035 | 0.326±0.0034 |
| \( \Omega_m \) (cc, \( \delta z \)): | 0.321±0.0034 | 0.319±0.0034 | 0.324±0.0034 | 0.318±0.0034 | 0.328±0.0034 | 0.324±0.0034 | 0.326±0.0034 | 0.328±0.0034 | 0.327±0.0034 | 0.334±0.0035 |

| Number count | Parameter determination, full error |
| 0 | 1.0 | 2.0 | 3.0 | 4.0 | 5.0 | 6.0 | 7.0 | 8.0 | 9.0 | 10.0 |

| \( \Omega_m \) (ss): | 0.338±0.0034 | 0.337±0.0034 | 0.332±0.0035 | 0.335±0.0035 | 0.339±0.0035 | 0.329±0.0034 | 0.333±0.0035 | 0.329±0.0035 | 0.342±0.0035 | 0.326±0.0034 |
| \( \Omega_m \) (cc, \( \delta z \)): | 0.321±0.0034 | 0.319±0.0034 | 0.324±0.0034 | 0.318±0.0034 | 0.328±0.0034 | 0.324±0.0034 | 0.326±0.0034 | 0.328±0.0034 | 0.327±0.0034 | 0.334±0.0035 |

TABLE II. Jeffrey’s scale for interpreting IOI. Based on figure III of [51].

### Table II

| Range | IOI<1 | 1<IOI<2.5 | 2.5<IOI<5 | IOI>5 |
|-------|-------|-----------|-----------|-------|
| Inconsistency: negligible | weak | moderate | strong |

FIG. 5. Distribution of \( \Omega_m \) in MCMC chains obtained with emcee [75] using the full error when generating mock data. The distribution marked “ss” represents results obtained with the standard siren data, i.e. by wrongfully employing equation 2 on mock dipole luminosity distance data from DECIGO. The distribution marked “cc, \( \delta z \)” represents mock data yielding the true \( H(z) \), such as cosmic chronometers or redshift drift data.

values and 1-\( \sigma \) errors\(^3\) of \( \Omega_m \) as well as the computed IOI based on data generated with 10 different random seeds. Since only a single parameter is constrained by the data set, the IOI is simply computed according to

\[
\text{IOI} = \frac{1}{2} \frac{\delta^2}{\sigma_{(1)}^2 + \sigma_{(2)}^2},
\]

where \( \delta \) is the difference between the mean values of \( \Omega_m \) and \( \sigma_{(1)} \) is its standard deviation obtained with the two data sets.

\(^3\) The mean was computed as the 50th percentile of the data while the standard deviations were computed through the 15.9th and 84.1st percentiles. This corresponds to the usual definition of mean and standard deviation if the data is Gaussian which figure 4 reveals is a good approximation.
well described by a single flat FLRW model, this fact will assuming a Copernican observer. If the Universe is not which are statistically homogeneous and isotropic and of the large scale expansion rate – even in cosmologies achieved, a reliable IOI measure will require better/more and true measurements of $H_d$ distance, derivation, it is clear that the dipole of the luminosity homogeneity and isotropy but without requiring the Uni-

able (somewhat ad hoc-ly) assumed here.

need to become more precise and ample than what was consistent) from mock data generated with an error of 1%

Thus, techniques to measure $H_d$ and the number of merger events does currently not seem realistic (within a 10-year period). This is likely because the high precision of 1% is kept and the number of data points is increased to 20, 8 out of 10 computed IOI values indicate moderate or strong inconsistency between $\Omega_m$ estimates based on the two different types of data sets – i.e. the data set corresponding to $H(z)$ wrongly being obtained using the flat FLRW relation between $d_L^1$ and $H(z)$ versus the correct $H(z)$ obtained using mock data from e.g. cosmic chronometers or redshift drift.

A crucial point that should be stressed is that the possibility of detecting signatures of curvature and/or cosmic backreaction with measurements of the dipole of the luminosity distance depends not only on the precision of the measurement of the dipole itself. It also depends on the precision with which the true Hubble parameter can be measured. Measuring this currently only seems to be possible using cosmic chronometers and the errors on cosmic chronometers data are quite large – often several tens of percent. But the method of using cosmic chronometers is also still fairly new, so there is hope that the method will lead to more precise determinations of $H(z)$ in the future. Future redshift drift measurements will also be able to directly probe the Hubble parameter in curved FLRW spacetimes, but this does not seem to be the case in more general spacetimes such as those with significant cosmic backreaction. Since the future prospects of obtaining true measurements of $H(z)$ with these methods is currently unclear, mock data was here

TABLE IV. Parameter determination and IOI (index of inconsistency) from mock data generated with an error of 1.5% or using the full expression for the error.

| $\Omega_m$ from ss | $\Omega_m$ from cc, $\delta\Omega$ | IOI |
|-------------------|--------------------------|-----|
| 1.5%              | 0.338$^{+0.0034}_{-0.0034}$ | 0.00338 |
| full              | 0.335$^{+0.0037}_{-0.0036}$ | 0.00376 |

V. DISCUSSION AND CONCLUSIONS

An expression for the dipole of the luminosity distance was derived under the assumptions of spatial statistical homogeneity and isotropy but without requiring the Universe to be FLRW and/or flat on large scales. From this derivation, it is clear that the dipole of the luminosity distance, $d_L^1$, does not in general directly yield a measure of the large scale expansion rate – even in cosmologies which are statistically homogeneous and isotropic and assuming a Copernican observer. If the Universe is not well described by a single flat FLRW model, this fact will in principle lead to a discordance between the “$H(z)$” measurements obtained by using the usual flat FLRW relation between $H(z)$ and $d_L^1(z)$ on the one hand, and $H(z)$ obtained from e.g. cosmic chronometers and redshift drift measurements on the other hand. Using concrete examples of curved FLRW models and backreaction models based on the scaling solution, it was studied if estimates of the large scale expansion rate obtained with DECIGO measurements of $d_L^1$ will be precise enough to reveal the deviation from the true large scale expansion rate. In a qualitative analysis it was first illustrated that the $H(z)$ measured with DECIGO is in principle distinguishable from the true $H(z)$ if the error is optimistically set to 1.5% and the curvature is above 1%. For the studied scaling solutions, the backreaction effect in-

stead has to be about 10% before it becomes detectable using two particular values of the scaling parameter $n_D$ of the scaling solutions. However, the value of $n_D$ has a large impact on the possibility of detecting the difference. Since the scaling solutions are not particularly well motivated on physical grounds, this quantification can thus not be considered too reliable. The results nonetheless show that cosmic backreaction in principle shows up as a signal in the $H(z)$ measurements based on the dipole luminosity distance because backreaction affects the expression of $d_L^1$ so that it is no longer given by the usual equation 2. Whether or not the signal will be detectable through the data discordance discussed here has to be determined on a model-by-model basis.

A quantitative analysis was carried out with 10-year mock DECIGO data generated with an FLRW model with $\Omega_m$ increased to 0.35 to generate a 5% curvature. It was found that even with the optimistic 1.5% error on the data, it is not possible to reliably use the index of inconsistency, IOI, to determine that the $H(z)$ measurement from $d_L^1$ is in discordance with true measurements of $H(z)$. This is likely because the high precision of 1.5% requires binning of data which means that only 10 effective data points are left. If the precision of 1.5% is kept and the number of data points is increased to 20, 8 out of 10 computed IOI values indicate moderate or strong inconsistency between $\Omega_m$ estimates based on the two different types of data sets – i.e. the data set corresponding to $H(z)$ wrongly being obtained using the flat FLRW relation between $d_L^1$ and $H(z)$ versus the correct $H(z)$ obtained using mock data from e.g. cosmic chronometers or redshift drift.

TABLE III. IOI (index of inconsistency) and mean and error on $\Omega_m$ on cosmic chronometers and redshift drift estimates based on the two different types of data sets – i.e. the data set corresponding to $H(z)$ wrongly being obtained using the flat FLRW relation between $d_L^1$ and $H(z)$ versus the correct $H(z)$ obtained using mock data from e.g. cosmic chronometers or redshift drift.
generated using the same distribution and error on true $H(z)$ measurements as on $d_L^{12}$-based estimates of $H(z)$.
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The redshift distribution of DECIGO data was computed using the publicly available code of [77] and binning of mock data was carried out using PyAstronomy [78].
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