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svBreak: A New Approach for the Detection of Structural Variant Breakpoints Based on Convolutional Neural Network
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Structural variation (SV) is an important type of genome variation and confers susceptibility to human cancer diseases. Systematic analysis of SVs has become a crucial step for the exploration of mechanisms and precision diagnosis of cancers. The central point is how to accurately detect SV breakpoints by using next-generation sequencing (NGS) data. Due to the cooccurrence of multiple types of SVs in the human genome and the intrinsic complexity of SVs, the discrimination of SV breakpoint types is a challenging task. In this paper, we propose a convolutional neural network- (CNN-) based approach, called svBreak, for the detection and discrimination of common types of SV breakpoints. The principle of svBreak is that it extracts a set of SV-related features for each genome site from the sequencing reads aligned to the reference genome and establishes a data matrix where each row represents one site and each column represents one feature and then adopts a CNN model to analyze such data matrix for the prediction of SV breakpoints. The performance of the proposed approach is tested via simulation studies and application to a real sequencing sample. The experimental results demonstrate the merits of the proposed approach when compared with existing methods. Thus, svBreak can be expected to be a supplementary approach in the field of SV analysis in human tumor genomes.

1. Introduction

Structural variations (SVs) are very common in human genome, and their sizes are ranging in a large interval from several base pairs (bps) to ten thousand bps or even more. Accurate detection of SVs could provide variation information for the exploration of mechanisms and precision diagnosis of cancers [1–3]. Generally, SVs can be classified into various categories according to their characteristics. In Figure 1, we describe seven common categories of SVs by observing the statuses of sequencing reads aligned to the human reference genome. These SVs include insertion, deletion, translocation, inversion, interspersed duplication, inverted duplication, and tandem duplication [4]. Discrimination of these SV categories in the human genome would be necessary and meaningful for a deep analysis of the landscape of genome mutations. Moreover, the inference of clonal and subclonal structures has a significant influence on cancer research [5, 6]. Along with the extremely high resolution (at base pair-level resolution) data provided by next-generation sequencing (NGS) technologies, the detection of precision breakpoints of these SVs has become feasible.

Currently, a number of computational and statistical methods have been developed for the detection of SVs. By using the information of short reads from NGS data, these methods could be roughly categorized into five different categories: paired-end mapping (PEM), split-read (SR), read depth (RD), de novo assembly (DA), and hybrid approaches.
The basic idea of PEM-based methods is to determine the size and location of SVs by comparing the mapping distance (distance between the paired reads) with insert size. Classic PEM-based methods include Delly [9] and Breakdancer [10]. These methods have the advantage of detecting SVs of short lengths with high accuracy. However, the exact locations (base pair level) of SVs are difficult to detect using such methods. The basic idea of the SR-based methods is to use the splitting points (between matched and unmatched parts) of reads to determine SV breakpoints and to use the mapping positions of the reads to deduce SV contents. Traditional SR-based methods include Pindel [11] and SVseq2 [12]. The most enticing advantage of these methods is that they can precisely detect breakpoints of SVs. Although these methods usually perform well in detecting short SVs, their performances in detecting large SVs are limited. RD-based methods use read count fluctuation information across the genome to determine the contents and positions of SVs. Classic RD-based methods include FREEC [13], CONDEL [14], CNV_IFTV [15], WaveDec [16], and iCopyDAV [17]. These methods have the ability to detect large sizes of SVs but cannot precisely detect SV breakpoints. The main idea of the DA-based methods is to generate large contigs by assembling short reads and then mapping the contigs to the reference genome for inferring SVs. Traditional DA-based methods include IMSindel [18] and SOAPindel [19]. These methods can theoretically detect many types of SVs with a large range of sizes, but the assembly of contigs can be affected by multiple factors, such as sequencing depth, mapping errors, and heavy computing resources. The hybrid-based approach is a combination of two or more categories of the aforementioned methods described above. Classic methods of such category include SoftSV [20] and Scalpel [21]. The advantage of such an approach is that it can integrate different types of mapped reads to improve the sensitivity of SV detection. Nevertheless, the use of multiple types of information means that there will be more SV candidates to be discriminated against. On the whole, the existing methods have their advantages in the detection of SVs from tumor samples, but few of them have been designed to detect most of the common SVs simultaneously.

With careful consideration of the issues described above, we propose an alternative approach, called svBreak, for the detection of SV breakpoints from NGS data. This approach...

**Figure 1:** Seven common categories of structural variations.
is established based on a convolutional neural network (CNN) [22]. The core principle of svBreak is that it extracts a set of SV-related features for each genome site from the sequencing reads aligned to the reference genome and creates a data matrix where each row represents one site and each column represents one feature and then adopts a CNN model to analyze such data matrix for the prediction of SV breakpoints. The svBreak method can simultaneously detect and discriminate breakpoints of the seven common types of SVs.

2. Materials and Methods

2.1. Flowchart of svBreak. The overall workflow of the svBreak method is illustrated in Figure 2. It starts with an initial input of a reference genome and a sequencing sample and then adopts a classic tool such as BWA [23] to perform the alignment process. The reference genome can be chosen from official references, such as human genome (HG19) or the latest version, and the sequencing sample to be analyzed can be obtained from synthetic or real NGS data. Based on the alignment result, the reads with low mapping quality are filtered and informative reads are extracted for discovering breakpoint positions. Subsequently, svBreak carries out four primary steps to predict SV breakpoints. The four primary steps include (1) extracting twelve distinctive features related to SV breakpoints, (2) establishing a CNN model based on the topology of the AlexNet model [24] for the analysis of the extracted features, (3) training the neural network by using labeled SV breakpoints from synthetic or real NGS data, and (4) predicting the seven common types of SV breakpoints based on the trained CNN model. In the following text, we make a detailed description of the principle for each of the steps.

2.2. Input and Preprocessing. Before describing the principles of the steps above, we make a brief introduction to the preprocessing of the input data. Currently, the main human reference genome databases include the NCBI database, UCSC Genome Database, and Ensembl Genome Database. The human reference genome of the UCSC Genome Database mainly includes HG18, HG19, and HG38 versions. Since HG19 can provide more gene annotation information and this version of the human reference genome has been widely used by most existing research institutes, we adopt the HG19 as the reference genome for the alignment of the NGS data. The aligned data is then filtered by low-quality reads, and the high-quality and informative reads including split reads and discordant reads are extracted which generates a SAM file for the input to the core module of svBreak.

2.3. Extracting Features Related to SV Breakpoints. Based on the above split and discordant reads of the SAM file, we extract twelve features related to SV breakpoints, which are shown in Table 1. Each of the features can be assigned with the values of 1, 0, or -1 according to the status on each genome site. The value of 1 means that the status of the feature is positive, -1 means a negative status of the feature, and 0 means an uncertainty status. For example, for the first feature, the existence of reversely mapped reads (RMR) means whether there exist some reads that are reversely mapped on one site. If yes, the value of the feature RMR is 1, else, it is 0. The uncertainty status of one feature means that the specific feature cannot be determined by the currently aligned reads. For example, we did not find any reversely mapped reads in one site. This might be attributed to a lack of reads due to limited sequencing coverage depth. In this case, the value of the feature RMR in this site was set to 0. The value of each feature is explained in Table 1. Moreover, the concepts of MS and SM are explained below. For example, for a read with a length of 100 bp, if its alignment result displays “70M30S,” it means that the first segment of the result with 70 bp matched with the reference genome and the other part of the result with 30 bp is soft mapped (i.e., not matched). Such a type of alignment is called MS. If the alignment result displays “30S70M,” then such alignment is called SM.

2.4. Establishing a Convolutional Neural Network. With the aforementioned extracted feature, we construct a CNN model for the prediction of SV breakpoints. Specifically, for each type of SV breakpoint (e.g., insertion), we trained a CNN model for the classification on each genome site. Thus, for the seven common types of SV breakpoints, we train a total of seven CNN models, each of which is a binary classification model. Here, the CNN classification model generates a score for each genome site. For example, for a genome site \( t \), the insertion-specific CNN model will generate a score \( s_i^t \). The larger the score is, the higher the probability that the genome site belongs to an insertion breakpoint. Meanwhile, the other six SV type-specific CNN models also generate scores \( s_{i}^t \) (\( i = 2, 3, \ldots, 7 \)) for genome site \( t \). Finally, determining which type of SV breakpoint the genome site \( t \) belongs to depends on the largest score among the seven scores. If \( s_i^t \) displays the largest score, then the genome site \( t \) belongs to the insertion breakpoint. Nevertheless, if all
2.5. Training the CNN Model. As far as the training of the CNN model is concerned, we use a total of 50,000 groups of samples, each of which contains all the seven types of SV breakpoints. Each genome site of the samples is labeled as some type of SV breakpoints or normal status (i.e., non-breakpoint genome site). In the experiment, in order to reduce overfitting, we carry out cyclic cross-validation at a ratio of 8:2, i.e., eighty percent of the samples were used

### Table 1: Description of the extracted twelve features.

| Features                                      | Description                                                                 |
|-----------------------------------------------|-----------------------------------------------------------------------------|
| Reversely mapped read (RMR)                   | If such read exists on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Reversely mapped read showing SM (RMSM)       | If such read exists on one genome site, the value of this feature on the site is 1; otherwise, it is -1 |
| Reversely mapped read showing MS (RMMS)       | If such read exists on one genome site, the value of this feature on the site is 1; otherwise, it is -1 |
| Mapped read showing SM (MSM)                  | If such read exists on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Mapped read showing MS (MMS)                  | If such read exists on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| The mapped distance between the paired-end reads smaller than insert size (MDS) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| The mapped distance between the paired-end reads equal to insert size (MDE) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| The mapped distance between the paired-end reads larger than insert size (MDL) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Previous breakpoint site with mapped reads showing SM (PSM) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Previous breakpoint site with mapped reads showing MS (PMS) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Next breakpoint site with mapped reads showing SM (NSM) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |
| Next breakpoint site with mapped reads showing MS (NMS) | If such paired-end reads exist on one genome site, the value of this feature on the site is 1; otherwise, it is 0 |

For a clear understanding of the CNN model, we depict the topology of the CNN model in Figure 3. The CNN model is a multilayer perceptron with a deep learning model. The input data to the CNN model is a two-dimensional data matrix, $M_{10000 \times 12}$, where each row represents one genome site and each column represents one feature. Such input data matrix means that the prediction of SV breakpoints is carried out batch by batch, each of which contains 10000 sites in the genome. Before training the CNN model, the data matrix in the input layer is preprocessed via the following two steps: (1) batch normalization [19], centralizing the values on each column to zero, which aim to pull the center of the sample back to the origin of the coordinate system and (2) scaling the values from different columns to the same range, which can help to make a balanced trade-off between different feature values.

The CNN model in Figure 3 is further described below. The convolutional layer uses the convolution kernel for feature extraction and feature mapping, which is the most important layer in the CNN model. At this layer, two key operations are carried out: (1) localizing correlation and sliding window and (2) using convolution to check local data calculation. Here, the size of the convolution kernel is set to $5 \times 5$. We use the Gaussian initial and set the step size to be 1. The excitation layer will perform a weighted nonlinear mapping on the output matrix. Since the excitation layer has a single function and needs to work with the convolutional layer to control parameters, the excitation layer is often hidden in the convolutional layer in the structure diagram. The purpose of this layer is to iteratively train the neural network and adjust the parameters according to the results of the negative feedback of the neural network. The excitation layer needs to use activation functions to adjust parameters. We choose the ReLU function [20] as the activation function rather than the Sigmoid function, which may cause the gradient to disappear. The pooling layer is to conduct downsampling, sparse processing of feature maps, and reducing the amount of data computation. We set the size of the pooling layer to $2 \times 2$. In the output layer, we adopt a full connection, which can reduce the loss of feature information. In a fully connected layer, many-to-many connections between neurons are formed, that is, neurons in each layer are connected to all neurons in other layers, and these connections are all right edges. The number of layers of a convolutional neural network is generally defined as the sum of levels with parameters. The neural network established in the algorithm of this paper contains five layers of convolutional layers and three layers of fully connected layers.
for training, and twenty percent of the samples were used for testing. Theoretically, the training samples could be obtained from either synthetic or real sequencing individuals. However, in real sequencing individuals, the SV breakpoints are usually difficult to obtain. Thus, in our experiments, we choose to make a simulation of SV breakpoints for the training of the CNN model.

Since there are seven common types of structural variation, this paper trained seven classifiers of convolutional neural network models. When training a certain convolutional neural network model, the SV breakpoints corresponding to the model are regarded as positive samples, while the remaining SV breakpoints and noise sites are regarded as negative samples. Each classifier model will give a score value. The larger the score, the higher the probability that the breakpoint belongs to the structural variation represented by the classifier, and we get a total of seven such scores. Finally, we choose the highest score among the seven scores obtained, and the breakpoint is divided into the SV type corresponding to the highest score classifier.

3. Results

The svBreak software is implemented in both Python and Java languages under the Linux system. The source code and manual of the svBreak software package are publicly available at https://github.com/BDanalysis/svBreak. It is very important to adopt a reasonable way to assess the performance of svBreak. Simulation studies are considered a feasible approach for this task [25, 26] since simulation can provide ground truth SVs for the quantification of sensitivity and precision of the method. Here, we perform simulation studies for the svBreak method and make a comparison with two currently popular methods Tardis [27] and TIDDIT [28] with respect to their precision and sensitivity. Furthermore, we apply the svBreak method to real sequencing data to validate its usefulness.

3.1. Simulation Studies. We use one of the classic and popular simulation software SlnC [29] to generate SVs and sequencing reads. To generate a variety of simulation data, we set the coverage depth to 10x, 20x, 30x, and 40x, respectively. In each configuration of coverage depth, we generate fifty replications for testing the svBreak method and the two compared methods. The comparative results are presented in Figure 4. Here, the sensitivity is calculated as the ratio of the number of correctly predicted SV breakpoints to the total number of simulated SV breakpoints, and the precision is calculated as the ratio of the number of correctly predicted SV breakpoints to the total number of predictions. The F1-score (colored curves) is the harmonic mean of sensitivity and precision. Here, the presented sensitivity and precision are the averaged values over the fifty replications in each simulation configuration. The comparative results indicate that the performances (sensitivity, precision, and F1-score) of the three methods are improving when the coverage depth is increasing. For instance, the F1-score of the Tardis method is below 0.9 when the coverage depth is 10x while the value is over 0.9 when the coverage depth is 40x. Among the three methods, svBreak has achieved a relatively higher F1-score than the other two methods under each configuration of the coverage depths. In terms of sensitivity, TIDDIT performs best when the coverage depths are 10x and 20x while svBreak performs best when the coverage depths are 30x and 40x. In terms of precision, svBreak and Tardis are superior in all four configurations of coverage depths. On the whole, svBreak has obtained the best trade-off between sensitivity and precision in these simulation experiments.

Moreover, considering that the seven common types of SV breakpoints may have different effects, it is meaningful to explore the performance of the svBreak method in detecting each type of the SV breakpoints. For this, we calculate the sensitivity for the detection of each type of the SV breakpoints in the experiments. The result is shown in Figure 5. It can be observed that, in each configuration of the coverage depths, the breakpoints of deletion, inversion, inverted duplication, and tandem duplication are detected at larger sensitivities than the other three types of SV breakpoints, while the breakpoint of interspersed duplication is detected at the lowest sensitivity. The sensitivity of the detection of interspersed duplication, insertion, and translocation is relatively low, but as the sequencing depth increases, the detection of these types of mutations has a significant improvement. When the sequencing depth had been increased from 10x to 40x, the sensitivity of detecting the
breakpoint of interspersed duplication, insertion, and translocation have increased by 10.6%, 12.9%, and 12.6%, respectively, which is larger than the other four mutation types. The physical structure of these three variant types is relatively complex. Under the condition of low sequencing depth, the detection effect is poor, but with the increase of sequencing depth, the improvement of the detection effect is more obvious. The increase in sensitivity of the detection of insertion and translocation mutations exceeds the average increase in sensitivity by more than 2%. This means that these two structural variations may be greatly affected by the sequencing depth. Note that more statistical testing on
the simulation dataset is shown in the supplementary material (available here) where the impact of coverage on sensitivity is observed.

The reason for the high accuracy of the svBreak algorithm in this paper is that its feature values are mainly obtained from the comparison information of split reads and the insertion distance of paired-end sequencing reads. The use of comparison information to judge means that a screening has already been carried out before the classification process. Therefore, part of the wrong breakpoint information is filtered out. Moreover, this paper takes the “existence of reverse alignment” as a feature, so it becomes easier to distinguish between inverted mutations and inverted repeat mutations that exist in reverse aligned reads. The sensitivity of deletion mutations is relatively high because split reads are very sensitive to deletions. This article also extracts features related to split reads, so it is more sensitive to deletion mutations.

3.2. Real Data Application. To validate the usefulness of the svBreak method, we apply it to analyze a real sequencing sample with ID No. EGAD00001001441_LC. This sample was obtained from the European Genome-phenome Archive and sequenced from a lung cancer patient. For comparison, we carry out the Tardis and TIDDIT methods on this sample. The comparative result is depicted in Figure 6. From this figure, we can notice that TIDDIT gets the largest number of calls while Tardis gets the smallest number of calls. Generally, it will be not reasonable to judge the performance of the methods only according to the number of calls. Since we usually do not know the ground truth SV breakpoints in real samples, it is difficult to calculate the sensitivity or precision of the methods. Instead, we use our previously proposed overlapping density score (ODS) [14] to quantify the methods. ODS can be used to analyze the consistency of the results among multiple methods. The higher the ODS value of a method, the better its performance. The formula for calculating ODS values can be referred to [14]. After calculation, the obtained values of ODS for the svBreak, Tardis, and TIDDIT methods are 190.9, 183.5, and 99.4, respectively. This means that svBreak can achieve a greater consistent result than the other two methods. Thus, we may conclude that svBreak is a useful method in the analysis of SVs in the human genome.

4. Conclusion

In this paper, we propose an alternative method called svBreak for the prediction of SV breakpoints in the human genome. The application of deep learning models has made notable breakthroughs in bioinformatics modeling [30, 31]. This paper combines convolutional neural networks with bioinformatics and uses convolutional neural networks to classify SV breakpoints. The central characteristic of our proposed method is that it extracts twelve SV-related features for each genome site from the sequencing reads aligned to the reference genome and adopts a CNN model for SV breakpoint prediction. In order to further improve the performance of the convolutional neural network, this paper adds a large number of labels to the training set. With this part of the prior knowledge, the neural network will be more sensitive to this kind of data. Another reason for choosing convolutional neural networks is that convolutional neural networks have fewer learnable parameters than standard fully connected neural networks in structure, so convolutional neural networks are easier to train and less subject to overfitting. svBreak is able to detect and discriminate seven common SV breakpoints and is tested using simulation and real sequencing data. The experimental results demonstrate that svBreak is a valid and useful method. Thus, svBreak can be expected to be a supplementary approach in the field of SV analysis in human genomes.

In the future work, we intend to extend the current version of svBreak from the following three perspectives. In the first place, the detection of SV breakpoints can be influenced by the contamination of normal genomes in tumor genomes to be analyzed; thus, estimating tumor purity and recovering tumor genome signals will facilitate the detection of SV breakpoints. In the second place, the detection of SV breakpoints should be combined with the detection of single nucleotide variations [32] for the improvement of genomic mutations. In the last place, the concept of semisupervised learning could be introduced into the training of svBreak, to improve the generalization performance of svBreak.

Data Availability

Data is available at https://ega-archive.org/.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Authors’ Contributions

Shaoqiang Wang and Jie Li equally contributed authors

Supplementary Materials

Statistical experiment on simulation dataset. Figure 1: multiple experiments of svBreak algorithm on the simulation dataset. (Supplementary Materials)

References

[1] C. Alkan, B. P. Coe, and E. E. Eichler, “Genome structural variation discovery and genotyping,” Nature Reviews Genetics, vol. 12, no. 5, pp. 363–376, 2011.
[2] P. H. Sudmant, T. Rausch, E. J. Gardner et al., “An integrated map of structural variation in 2,504 human genomes,” Nature, vol. 526, no. 7571, pp. 75–81, 2015.

[3] P. Stankiewicz and J. R. Lupski, “Structural variation in the human genome and its role in disease,” Annual Review of Medicine, vol. 61, no. 1, pp. 437–455, 2010.

[4] J. A. Wala, P. Bandopadhayay, N. F. Greenwald et al., “SvABA: genome-wide detection of structural variants and indels by local assembly,” Genome Research, vol. 28, no. 4, pp. 581–591, 2018.

[5] X.-G. Yuan, Y. Zhao, Y. Guo et al., “COSINE: a web server for clonal and subclonal structure inference and evolution in cancer genomics,” Zoological Research, vol. 43, no. 1, pp. 75–77, 2022.

[6] S. Malikic, K. Jahn, J. Kuipers, S. C. Sahinalp, and N. Beerenwinkel, “Integrative inference of subclonal tumour evolution from single-cell and bulk sequencing data,” Nature Communications, vol. 10, no. 1, p. 2750, 2019.

[7] P. Guan and W. K. Sung, “Structural variation detection using next-generation sequencing data: a comparative technical review,” Methods, vol. 102, pp. 36–49, 2016.

[8] K. Ye, G. Hall, and Z. Ning, “Structural variation detection from next-generation sequencing,” Journal of Next Generation Sequencing & Applications, vol. 1, 2015.

[9] T. Rausch, T. Zichner, A. Schlattl, A. M. Stutz, V. Benes, and J. O. Korbel, “DELLY: structural variant discovery by integrated paired-end and split-read analysis,” Bioinformatics, vol. 28, no. 18, pp. 1333–1339, 2012.

[10] X. Fan, T. E. Abbott, D. Larson, and K. Chen, “BreakDancer: identification of genomic structural variation from paired-end read mapping,” Current Protocols in Bioinformatics, vol. 45, no. 1, pp. 15.6.1–15.6.11, 2014.

[11] K. Ye, M. H. Schulz, Q. Long, R. Apweiler, and Z. Ning, “Pindel: a pattern growth approach to detect break points of large deletions and medium sized insertions from paired-end short reads,” Bioinformatics, vol. 25, no. 21, pp. 2865–2871, 2009.

[12] J. Zhang, J. Wang, and Y. Wu, “An improved approach for accurate and efficient calling of structural variations with low-coverage sequence data,” BMC Bioinformatics, vol. 13, no. S6, p. S6, 2012.

[13] V. Boeva, T. Popova, K. Bleakley et al., “Control-FREEC: a tool for assessing copy number and allelic content using next-generation sequencing data,” Bioinformatics, vol. 28, no. 3, pp. 423–425, 2012.

[14] X. Yuan, J. Bai, J. Zhang et al., “CONDEL: detecting copy number variation and genotyping deletion zyosity from single tumor samples using sequence data,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, vol. 17, no. 4, pp. 1141–1153, 2020.

[15] X. Yuan, J. Yu, J. Xi et al., “CNV_IFTV: an isolation forest and total variation-based detection of CNVs from short-read sequencing data,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, vol. 18, no. 2, pp. 539–549, 2019.

[16] H. Cai, P. Chen, J. Chen, J. Cai, Y. Song, and G. Han, “WaveDec: a wavelet approach to identify both shared and individual patterns of copy-number variations,” IEEE Transactions on Biomedical Engineering, vol. 65, no. 2, pp. 353–364, 2017.

[17] P. Dharanipragada, S. Vogeti, and N. Parekh, “iCopyDAV: integrated platform for copy number variations-detection, annotation and visualization,” PLoS One, vol. 13, no. 4, article e0195334, 2018.

[18] D. Shigemizu, F. Miya, S. Akiyama et al., “IVMSindel: An accurate intermediate-size indel detection tool incorporating de novo assembly and gapped global-local alignment with split read analysis,” Scientific Reports, vol. 8, no. 1, p. 5608, 2018.

[19] S. T. Li, R. Li, H. Li et al., “SOAPindel: efficient identification of indels from short paired reads,” Genome Research, vol. 23, no. 1, pp. 195–200, 2013.

[20] C. Bartenhagen and M. Dugas, “Robust and exact structural variation detection with paired-end and soft-clipped alignments: SoftSV compared with eight algorithms,” Briefings in Bioinformatics, vol. 17, no. 1, pp. 51–62, 2016.

[21] G. Narzisi, J. A. O’Rawe, I. Lossifov et al., “Accurate de novo and transmitted indel detection in exome-capture data using microassembly,” Nature Methods, vol. 11, no. 10, pp. 1033–1036, 2014.

[22] J. X. Gu, Z. Wang, J. Kuen et al., “Recent advances in convolutional neural networks,” Pattern Recognition, vol. 77, pp. 354–377, 2018.

[23] H. Li and R. Durbin, “Fast and accurate short read alignment with Burrows-Wheeler transform,” Bioinformatics, vol. 25, no. 14, pp. 1754–1760, 2009.

[24] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with deep convolutional neural networks,” Communications of the ACM, vol. 60, no. 6, pp. 84–90, 2017.

[25] X. Yuan, D. J. Miller, J. Zhang, D. Herrington, and Y. Wang, “An overview of population genetic data simulation,” Journal of Computational Biology, vol. 19, no. 1, pp. 42–54, 2012.

[26] X. Yuan, J. Zhang, and L. Yang, “IntSIM: an integrated simulator of next-generation sequencing data,” IEEE Transactions on Biomedical Engineering, vol. 64, no. 2, pp. 441–451, 2017.

[27] A. Soylev, T. M. le, H. Amini, C. Alkan, and F. Hormozdari, “Discovery of tandem and interspersed segmental duplications using high-throughput sequencing,” Bioinformatics, vol. 35, no. 20, pp. 3923–3930, 2019.

[28] J. Eissfeldt, F. Vezzi, P. Olason, D. Nilsson, and A. Lindstrand, “TIDDIT, An Efficient and Comprehensive Structural Variant Caller for Massive Parallel Sequencing Data,” F1000Research, vol. 6, p. 664, 2017.

[29] S. Pattnaik, S. Gupta, A. A. Rao, and B. Panda, “SlnC: an accurate and fast error-model based simulator for SNPs, Indels and CNVs coupled with a read generator for short-read sequence data,” BMC Bioinformatics, vol. 15, no. 1, p. 40, 2014.

[30] N. Q. K. Le, Q. T. Ho, E. K. Y. Yapp, Y. Y. Ou, and H. Y. Yeh, “DeepETC: A deep convolutional neural network architecture for investigating and classifying electron transport chain’s complexes,” Neurocomputing, vol. 375, pp. 71–79, 2020.

[31] J. Sua, S. Y. Lim, M. H. Yulius et al., “Incorporating convolutional neural networks and sequence graph transform for identifying multilabel protein lysine PTM sites,” Chemometrics and Intelligent Laboratory Systems, vol. 206, article 104171, 2020.

[32] Y. F. Mao, X. G. Yuan, and Y. P. Cun, “A novel machine learning approach (svmSomatic) to distinguish somatic and germ-line mutations using next-generation sequencing data,” Zoological Research, vol. 42, no. 2, pp. 246–249, 2021.