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Abstract. We study the non relativistic and ultra relativistic limits in the two-dimensional nonlinear damped Klein-Gordon equation driven by a space-time white noise on the torus. In order to take the limits, it is crucial to clarify the parameter dependence in the estimates of solution. In this paper we present two methods to confirm this parameter dependence. One is the classical, simple energy method. Another is the method via Strichartz estimates.

1. Introduction

A stochastic force combined with a dissipation is used to model a temperature effect in the dynamics of differential equations. Such so-called Langevin/Over damped Langevin dynamics are versatile in biology, chemistry, engineering, physics, and computer sciences. Traditionally, one assumes that the forces are given as the gradient of a potential, and that a fluctuation-dissipation relation holds between stochastic and dissipative forces. We are interested in the model proposed by the paper [19], where the authors, adding noise and dissipation, study the U(1)-invariant relativistic complex field model in three dimensions, which serves to describe, in various limits, properties at finite temperatures of superfluid systems, superconductors of type II, nematic liquid crystals, as well as relativistic bosons at finite chemical potential. The paper [19] begins with a revisit on the well-known expansion and numerical methods to observe the equilibrium behavior of the three-dimensional U(1) complex field, identifying the above mentioned various dynamic regimes in the thermal equilibrium. Namely, the authors found a statistical universality among those models of different physical backgrounds. The paper is then, as more important and main subject, devoted to the study of the vortex tangle in and out of (but near) equilibrium. In this paper we are motivated to justify rigorously the numerical results
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obtained in the former part of the paper \[19\]. Remark that the restriction to the dimension three is essential only for the latter part by the reason that a phase transition should occur in the dimension larger than two.

More precisely, the under damped Langevin equation derived from the Lagrangian density for relativistic bosons with finite chemical potential in \[19\] reads the following damped nonlinear wave equation on $\mathbb{T}^d := \left(\mathbb{R}/2\pi\mathbb{Z}\right)^d$ driven by a complex-valued space-time white noise $\xi$.\[1.1\]

$$
\frac{1}{c^2} \frac{\partial^2}{\partial t^2} \psi + (\mu - i\gamma) \frac{\partial}{\partial t} \psi - \Delta \psi - (\nu - |\psi|^2) \psi = \sqrt{\mu T} \xi,
$$

with $\mu, \gamma > 0$, $\nu \geq 0$ and $c > 0$. Here, $T > 0$ is the temperature. In the ultra relativistic and non relativistic limits, i.e. $\gamma \to 0$ and $c \to +\infty$ respectively, this Langevin equation approaches to

$$
\frac{1}{c^2} \frac{\partial^2}{\partial t^2} \psi + \mu \frac{\partial}{\partial t} \psi - \Delta \psi - (\nu - |\psi|^2) \psi = \sqrt{\mu T} \xi,
$$

and

$$(\mu - i\gamma) \frac{\partial}{\partial t} \psi - \Delta \psi - (\nu - |\psi|^2) \psi = \sqrt{\mu T} \xi,$$

which are known as the Goldstone and the Gross-Pitaevskii models, respectively. The latter describes the dynamics of gaseous Bose-Einstein condensates \[9\]. On the other hand, the former describes the dynamics of the Mott insulator phase with integer fillings \[2\].

By the numerical simulations, it is observed that all these models have the same statistical quantities around the equilibrium. What they call in \[19\] the equilibrium, can be described by the Gibbs measure $\rho$, which is written formally as:

$$
\rho(d\psi d\phi) = \Gamma^{-1} e^{-\frac{H(\psi, \phi)}{T}} d\psi d\phi, \tag{1.2}
$$

with

$$
H(\psi, \phi) = \frac{1}{2c^2} \int |\phi|^2 dx + V(\psi),
$$

and

$$
V(\psi) = \frac{1}{2} \int |\nabla \psi|^2 dx - \frac{\nu}{2} \int |\psi|^2 dx + \frac{1}{4} \int |\psi|^4 dx,
$$

where $\Gamma$ is a normalizing constant. This $\rho$ depends on the parameter $c$, but in fact we will see in Proposition \[1\] that this dependence can be removed by the change of variables $\phi \mapsto c\phi$, which, we believe, may explain the result of the numerical simulation.

We consider this equilibrium in the case of $d = 2$, setting $T = 2$, in this paper. Unfortunately, we have to modify \[1.1\] and replace the term $-\Delta$ by $-\Delta + 1$ and set $\nu = 0$ in order to keep the positive definiteness of the linear part to define the corresponding Gaussian measure. If not, we have to remove the Fourier zero mode to take into account the degenerate direction, which makes the arguments more complex. Moreover, the $\rho$ is a priori not well-defined, since $L^4$ is not in the support of $\rho$, but at this point we may give a sense using a renormalization technique as has been widely used by now.

Existence of solutions of all those models and the construction of the Gibbs measure have been established in \[10, 11, 29, 14, 15, 33, 23\]. In the present paper, our interest is mainly in justifying the both limits $\gamma \to 0$ and $c \to +\infty$. The convergence as $c \to +\infty$ and the independence of Gaussian measure on $c$ were already justified in \[8\] under the name of Smoluchowski-Kramers
approximation in the case of $d = 1$ with a space-time white noise, and for $d \geq 2$ with a colored noise under the Dirichlet boundary condition. See for example [5] and references therein for generalizations of this Smoluchowski-Kramers approximation issue. In order to show the convergence, it is required to know the parameter dependence in the energy or Strichartz estimates. In this paper we present both methods to confirm this parameter dependence. One is the classical, simple energy method. Another is the method via Strichartz estimates. In particular, to our best knowledge, uniform Strichartz estimates with respect to the non relativistic limit parameter on the torus have not been known. We thus believe that its proof itself is of interest. Finally we remark that the uniqueness of the invariant measures was investigated in [31] for the case of $d = 1$ with space-time white noise, and in [7] in the case $d = 2$ for a slightly more regular noise than space-time white noise. The case $d = 2$ with space-time white noise is open, but we expect the uniqueness of the Gibbs measure.

2. Main results

In this section, we precisely mention our mathematical results on the equation explained in the previous section, setting $\varepsilon = \frac{1}{c} \in (0, 1]$ in (1.1). As a damping coefficient we consider more generally $\alpha \in \mathbb{C}$ such that $\text{Re}(\alpha) > 0$, $\text{Im}(\alpha) \neq 0$. For each $\varepsilon \in (0, 1]$, we consider the damped Klein-Gordon equation with an exterior force $f(t, x)$:

$$
\left\{
\begin{aligned}
\varepsilon^2 \partial_t^2 u_{\varepsilon, \alpha} + 2\alpha \partial_t u_{\varepsilon, \alpha} + (1 - \Delta) u_{\varepsilon, \alpha} &= f, \quad t > 0, \ x \in \mathbb{T}^d, \\
(u_{\varepsilon, \alpha}, \varepsilon \partial_t u_{\varepsilon, \alpha})|_{t=0} &= (\phi_0, \phi_1), 
\end{aligned}
\right.
$$

The spatial dimension $d$ can be any $d \geq 1$ for the moment.

We begin with the notation.

- To clarify the dependence on the parameter $\alpha$ in the estimates we will encounter, we use the following notation:
  \[ \mathbb{C}_+ = \{ \alpha \in \mathbb{C} ; \text{Re}(\alpha) > 0 \}, \quad \mathbb{C}_+ \setminus (0, \infty) = \{ \alpha \in \mathbb{C}_+ ; \text{Im}(\alpha) \neq 0 \}. \]

- We denote by $L^2(\mathbb{T}^d)$ the complex-valued Lebesgue space on the torus with the inner product $\langle f, g \rangle := \int_{\mathbb{T}^d} f(x)\overline{g(x)} \, dx$. $C^\infty(\mathbb{T}^d)$ is the space of complex-valued smooth functions and denote by $S'(\mathbb{T}^d)$ its dual. We extend the inner product $\langle \cdot , \cdot \rangle$ to the paring of $S'(\mathbb{T}^d)$ and $C^\infty(\mathbb{T}^d)$.

- For $k \in \mathbb{Z}^d$ and $x \in \mathbb{T}^d$, we define $e_k(x) = \frac{1}{(2\pi)^{d/2}} e^{ik \cdot x}$. Fourier transform $\mathcal{F}$ of $f \in S'(\mathbb{T}^d)$, $\mathcal{F}f(k)$, which is sometimes denoted by $\hat{f}(k)$, and the inverse transform of a function $g : \mathbb{Z}^d \to \mathbb{C}$ are defined by

  \[ \mathcal{F}f(k) = \hat{f}(k) := \langle f, e_k \rangle, \quad F^{-1}g(x) := \sum_{k \in \mathbb{Z}^d} g(k) e_k(x). \]

For some appropriate function $\varphi : \mathbb{Z}^d \to \mathbb{C}$, the Fourier multiplier is defined by

  \[ \varphi(\nabla)f(x) := F^{-1}(\varphi Ff)(x) = \sum_{k \in \mathbb{Z}^d} \varphi(k) \hat{f}(k) e_k(x). \]
Thus, denoting by \( 1_A \) the indicator function on \( A \), \( 1_{|\nabla| \leq c} \) means that
\[
1_{|\nabla| \leq c} f(x) = \sum_{k \in \mathbb{Z}^d} 1_{|k| \leq c} \hat{f}(k)e_k(x) = \sum_{k \in \mathbb{Z}^d: |k| \leq c} \hat{f}(k)e_k(x).
\]
We frequently use the projector \( \Pi_N = 1_{|\nabla| \leq N} : L^2 \to L^2 \) in this paper.

• \( \{\chi_j\}_{j \in \mathbb{Z}} \) is an inhomogeneous dyadic decomposition of unity, that is,
  - \( \chi_{-1} \) and \( \chi_0 \) are radial and smooth functions on \( \mathbb{R}^d \). \( \chi_{-1} \) is supported in a ball, and \( \chi_0 \) is supported in an annulus.
  - \( \chi_j = \chi_0(2^{-j} \cdot) \) for \( j \geq 0 \). \( \chi_i \) and \( \chi_j \) are disjointly supported if \( |i - j| \geq 2 \).
  - \( \sum_{j \geq -1} \chi_j = 1 \).
Define \( \Delta_j := \chi_j(\nabla) \).

• For any \( s \in \mathbb{R} \) and \( q, r \in [1, \infty] \), we denote the inhomogeneous Sobolev norms by
  \[
  \|f\|_{W^{s,q}} := \|(1 - \Delta)^s f\|_{L^q}
  \]
  and the inhomogeneous Besov norms by
  \[
  \|f\|_{B^{s,r}} := \left\| \left(2^{js} \|\Delta_j f\|_{L^q}\right)_{j \geq -1}\right\|_{L^r}.
  \]
We write \( W^{s,2} = H^s \) and define \( \mathcal{H}^s = H^s \times H^{s-1} \).

• If \( E \) is a Banach space with the norm \( \| \cdot \|_E \), then for \( T > 0 \), and \( p \in [1, \infty] \), \( L^p(0,T; E) \) is the space of strongly Lebesgue measurable functions \( v \) from \( [0,T] \) into \( E \) such that \( t \mapsto \|v(t)\|_E \) is in \( L^p(0,T) \). We sometimes abbreviate this space as \( L^p_T E \). Similarly, we define the space \( C([0,T]; E) \) and abbreviate as \( C_T E \). When \( E \) is a function space on \( \mathbb{T}^d \) such as Sobolev or Besov spaces, we sometimes emphasize the spatial variable \( x \) and write \( L^p_T E_x \) or \( C_T E_x \).

• Finally, the conjugate exponent of \( p > 1 \) is denoted by \( p' \), i.e. \( \frac{1}{p'} + \frac{1}{p} = 1 \), and \( \langle x \rangle := \sqrt{1 + |x|^2} \) for \( x \in \mathbb{R}^d \) or \( \mathbb{Z}^d \).

We will mainly focus on the non relativistic limit problem presenting the detailed analysis, and then we will mention our results briefly on the ultra relativistic limit which are similarly obtained. Hence, the first step is to derive the uniform energy (more generally Strichartz) estimate in \( \varepsilon \) for (2.1). In our case, the uniform energy estimate can be proved simply using Fourier series expression of the solution and it is enough for our aim (see Theorem 1). However, as a by-product during this study we also obtained an \( \varepsilon \)-uniform Strichartz estimate on \( \mathbb{T}^d \), which generalizes the energy estimates in Theorem 1 thus we will address the statement of this uniform Strichartz estimate below (see Theorem 2) and a brief proof of it in Section 8.

Note that once the Strichartz estimate is available for nonlinear wave equations on \( \mathbb{R}^d \), the same estimate on \( \mathbb{T}^d \) follows from the finite propagation property. We may then prove easily the local well posedness for (2.1) as in [10]. However, our purpose is to show the \( \varepsilon \)-limit in the equation, thus it requires to make precise the \( \varepsilon \) dependence of all the constants, in particular of the time interval.
We write the solution of (2.1) in the mild form.

\[
u_{\varepsilon,\alpha}(t) = e^{t\lambda^{\pm}_{\varepsilon,\alpha}(\nabla)}\phi_{\varepsilon,\alpha}^{\pm} + e^{t\lambda^{\pm}_{\varepsilon,\alpha}(\nabla)}\phi_{\varepsilon,\alpha}^{-} + \int_{0}^{t} \left( e^{(t-t')\lambda^{\pm}_{\varepsilon,\alpha}(\nabla)} f_{\varepsilon,\alpha}^{+}(t') + e^{(t-t')\lambda^{\pm}_{\varepsilon,\alpha}(\nabla)} f_{\varepsilon,\alpha}^{-}(t') \right) dt',
\]

(2.2)

where

\[
\lambda^{\pm}_{\varepsilon,\alpha}(\nabla) = -\alpha \pm \sqrt{\alpha^2 - \varepsilon^2(\nabla)^2},
\]

with the square root \(\sqrt{\cdot}\) defined by

\[
\sqrt{e^{i\theta}} = e^{i\frac{\theta}{2}}, \quad \theta \in (-\pi, \pi].
\]

and

\[
\phi_{\varepsilon,\alpha}^{\pm} = \mp \varepsilon^2 \lambda^{\pm}_{\varepsilon,\alpha}(\nabla) \phi_0 \pm \varepsilon \phi_1,
\]

\[
f_{\varepsilon,\alpha}^{\pm}(t) = \pm \frac{1}{2\sqrt{\alpha^2 - \varepsilon^2(\nabla)^2}} f(t).
\]

**Theorem 1.** Let \(d \geq 1\). For any \(\sigma \in \mathbb{R}\),

\[
\| (u_{\varepsilon,\alpha}, \varepsilon \partial_t u_{\varepsilon,\alpha}) \|_{L^{\infty}_{t} H_{x}^{\sigma}(\mathbb{T}^d)} \lesssim \| \phi_0 \|_{H^{\sigma}(\mathbb{T}^d)} + \| \phi_1 \|_{H^{\sigma-1}(\mathbb{T}^d)} + \| f \|_{L^{2}_{t} L^{2}_{x,d} H^{\sigma-1}(\mathbb{T}^d)},
\]

where the implicit proportional constants are locally bounded function of \(\alpha \in \mathbb{C}_+ \setminus (0, \infty)\).

The proof of Theorem 1 can be found in Section 4. The non relativistic limit \(\varepsilon \to 0\) in \(\mathbb{R}^d\) can be proved for \(d = 1, 2\) by energy arguments as in Theorem 1 (see [32, 24, 25] for the results in the case of \(d = 1, 2\)) and, however, to extend these results to the case \(d \geq 3\), it takes some ingenuity since the nonlinearity may not be treated simply by Sobolev embeddings (see [25, 20] for \(d = 3\) under restrictions on the nonlinearity). In [21, 22] the authors solve this problem under no restriction on the nonlinearity by use of the Strichartz estimate and decomposing the solution into the low frequency part and the high frequency part (see also [17]). More precisely it should be noticed that by the kernel expression above the damped wave equation behaves as a heat equation for the low frequency part and a wave equation for the high frequency part ([16]).

We thus decompose the solution \(u_{\varepsilon,\alpha}\) into low frequency part and high frequency part: fix a radial smooth function \(I: \mathbb{R}^d \to [0, 1]\) such that

\[
I(\xi) = \begin{cases} 1 & |\xi| \leq 1, \\ 0 & |\xi| \geq 2, \end{cases}
\]

(2.3)

and we decompose \(u_{\varepsilon,\alpha} = u_{\varepsilon,\alpha}^{<} + u_{\varepsilon,\alpha}^{>}\), where

\[
u_{\varepsilon,\alpha}^{<} = I(\varepsilon \nabla) u_{\varepsilon,\alpha}, \quad u_{\varepsilon,\alpha}^{>} = (1 - I(\varepsilon \nabla)) u_{\varepsilon,\alpha}.
\]

Remark that we need this smooth cut-off \(I\) to derive the Strichartz estimate since we are required to treat some \(L^{p}\) \((p \geq 1)\) based estimates, while for the energy estimates only the \(L^{2}\) based estimates are used, thus the non smooth cut-off 1 is enough. Moreover, we can choose the cut-off of the form \(I(\varepsilon \nabla)\), not \(I(\varepsilon \langle \nabla \rangle)\), by the transform of equation as in the beginning of Section 3.
The problem here is that the scaling argument frequently used in \( \mathbb{R}^d \) (e.g. \cite{24,21,17}) to have such \( \varepsilon \)-uniform Strichartz estimates does not work immediately if we consider \( \mathbb{T}^d \) since after such scaling the period also exhibits an \( \varepsilon \)-dependence. Therefore, we are obliged to repeat the proof of classical Strichartz estimates to verify the dependence on \( \varepsilon \) regarding a function in \( C^\infty(\mathbb{T}^d) \) as a periodic function on \( \mathbb{R}^d \).

The following result is the first \( \varepsilon \) uniform Strichartz estimates on \( \mathbb{T}^d \) as far as we know. In this paper only the case \( d \leq 2 \) of this estimate is useful since we are interested in the stochastic equation (2.6) below which has a meaning for the moment only in \( d \leq 2 \), but we expect that the following Theorem 2 will be helpful to consider the non relativistic limit in the high dimensional case on \( \mathbb{T}^d \) in the future when (2.6) will be made sense.

**Theorem 2.** Let \( d \geq 1 \). For any \( r \in [1, \infty] \), \( q_1 \geq q_2 \in [1, \infty] \), \( \sigma \in \mathbb{R} \), and \( s \in [0, 2(1 + \frac{1}{q_1} - \frac{1}{q_2})] \cap [0, 2) \),
\[
\| u_{\varepsilon, \alpha}^< \|_{L_{t,x}^{q_1} B_{r_1,2}^{s+1}(\mathbb{T}^d)} \lesssim_{\alpha} \| \phi_0 \|_{B_{r_1,2}^{s+1}(\mathbb{T}^d)} + \| \phi_1 \|_{B_{r_2,2}^{s+1-\beta}(\mathbb{T}^d)} + \| f \|_{L_{t}^{q_2} B_{r_2,2}^{s}(\mathbb{T}^d)},
\]
Assume that \( (q_k, r_k) \in [2, \infty)^2 \) \( (k = 1, 2) \) satisfies
\[
\frac{1}{mq_k} = \frac{1}{2} - \frac{1}{r_k}
\]
for \( \frac{d-1}{2} < m \leq \infty \) and define \( s_k = \frac{d+1}{2} \left( \frac{1}{2} - \frac{1}{r_k} \right) \). For any \( \sigma \in \mathbb{R} \) and \( s \in [0, 1] \), it holds that
\[
\| u_{\varepsilon, \alpha}^> \|_{L_{t,x}^{q_1} B_{r_1,2}^{s+1}(\mathbb{T}^d)} \lesssim_{\alpha} \varepsilon^\delta \| \phi_0 \|_{H^{s+1}(\mathbb{T}^d)} + \varepsilon^\delta \| \phi_1 \|_{H^{s+1-\beta}(\mathbb{T}^d)}
\]
\[
+ \varepsilon^{\delta_1 + \delta_2 - s} \| f \|_{L_{t}^{q_2} B_{r_2,2}^{s+1-\beta}(\mathbb{T}^d)},
\]
where \( \delta_k = \delta(q_k, r_k) = \frac{2}{q_k} - \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r_k} \right) \).

Theorem 1 is a particular case of Theorem 2, \( (q_1, q_2, r, r_1, r_2, s) = (\infty, 2, 2, 2, 2, 1) \). This estimate can be extended more generally to, for example, the endpoint case or the case of \( m < \frac{d-1}{2} \), but this is not our objective and we omit it (refer to \cite{16, 17}). The proof of Theorem 2 can be found in Section 3.

From now we restrict ourselves to the two dimensional case, and we pay attention to the equation in purpose, namely
\[
\begin{cases}
\varepsilon^2 \partial_t^2 \Psi_{\varepsilon,\alpha} + 2\alpha \partial_t \Psi_{\varepsilon,\alpha} + (1 - \Delta) \Psi_{\varepsilon,\alpha} + |\Psi_{\varepsilon,\alpha}|^{2n} \Psi_{\varepsilon,\alpha} = 2 \sqrt{\Re(\alpha)} \partial_t W, & t > 0, \ x \in \mathbb{T}^2, \\
(\Psi_{\varepsilon,\alpha}, \varepsilon \partial_t \Psi_{\varepsilon,\alpha})|_{t=0} = (\psi, \phi),
\end{cases}
\]
where \( n \in \mathbb{N} \) and \( W \) is the cylindrical Wiener process as
\[
W(t, x) = \sum_{k \in \mathbb{Z}^2} (\beta_{k,R}(t) + i\beta_{k,I}(t)) \epsilon_k(x).
\]
Here, \( (\beta_{k,R}(t))_{t \geq 0} \) and \( (\beta_{k,I}(t))_{t \geq 0} \) are sequences of independent real-valued Brownian motions on the stochastic basis \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0}) \). The coefficient balance between the dissipation term
2α∂tΨ_{ε,α} and the noise term $2\sqrt{\text{Re}(α)}\partial_t W$ makes the corresponding Gibbs measure be independent of $α$. If we consider general coefficients $2\sqrt{\text{Re}(α)}\mathcal{T}$ with $\mathcal{T} > 0$, then the corresponding Gibbs measure depends on $\mathcal{T}$ as in (1.2). In all what follows, the notation $E$ stands for the expectation with respect to $\mathbb{P}$. For a probability measure $μ$ defined on $H^n$, integration with respect to $μ \otimes \mathbb{P}$ denoted by $E_μ$.

As was already proved in [10, 29], due to the space-time white noise, the solution of (2.6) have negative space regularity, and thus the nonlinear term $|Ψ|^2Ψ$ is ill-defined. In order to make sense of this term, we will proceed as in [6, 10, 29], use the Wick product and renormalize the nonlinear term.

$$\begin{cases}
ε^2\partial_t^2Ψ_{ε,α} + 2α∂tΨ_{ε,α} + (1 - Δ)Ψ_{ε,α} + :Ψ_{ε,α}^{n+1}\Psi_{ε,α}^{n+1} = 2\sqrt{\text{Re}(α)}\partial_t W, & t > 0, \ x ∈ \mathbb{T}^2, \\
(Ψ_{ε,α}, ε∂tΨ_{ε,α})|_{t=0} = (ψ, φ), & x ∈ \mathbb{T}^2.
\end{cases}$$

The notation: $u^{n+1}u^n$ is the complex Wick product defined below (see Appendix C).

Writing the solution $Ψ_{ε,α} = U_{ε,α} + Z_{ε,α}$ with the stationary solution $Z_{ε,α}$ for the linear stochastic equation

$$ε^2\partial_t^2Z_{ε,α} + 2α∂tZ_{ε,α} + (1 - Δ)Z_{ε,α} = 2\sqrt{\text{Re}(α)}\partial_t W,$$

we find out the following random partial differential equation for $U_{ε,α}$:

$$\begin{cases}
ε^2\partial_t^2U_{ε,α} + 2α∂tU_{ε,α} + (1 - Δ)U_{ε,α} + :U_{ε,α} + Z_{ε,α}^{n+1}(U_{ε,α} + Z_{ε,α})^{n+1} = 0, \\
(U_{ε,α}, ε∂tU_{ε,α})|_{t=0} = (u, v)
\end{cases}$$

with $(u, v) = (ψ, φ) - (Z_{ε,α}, ε∂tZ_{ε,α})|_{t=0}$.

Applying Theorem 1 to (2.9), we have the local existence of solution. The proof of the following result can be found in Section 4.

**Corollary 2.1.** Fix any $T > 0$. Let $σ < 1$ be sufficiently close to 1 and let $δ = 1 - σ$. For any compact subset $K$ of $\mathbb{C}_+ \setminus (0, ∞)$, the equations (2.9) parametrized by $ε > 0$ and $α ∈ K$ are uniformly well-posed: there exist a random time $T^*(ω) > 0$, and a unique solution

$$U_{ε,α} ∈ C([0, T^*); H^σ) \cap C^1([0, T^*); H^{σ-1}), \ a.s.$$

Here, $T^*$ depends only on $\|(u, v)\|_{H^σ}$ and $\sum_{k+l ≤ 2n+1} \|Z^{k}{ε,α}_{Z,α}^{ℓ}\|_{L^∞_TZ^{-δ,∞}}$.

**Remark 2.1.** As we will see just below, we will consider the limit $ε → 0$ (non relativistic limit) or $\text{Im}(α) → 0$ (ultra relativistic limit). Therefore, the statement of Corollary 2.1 is precisely as follows: for each $ε > 0$ and $α ∈ K$, there exist a random maximal existence time $T^*_{ε,α}(ω) > 0$, and a unique solution

$$U_{ε,α} ∈ C([0, T^*_{ε,α}); H^σ) \cap C^1([0, T^*_{ε,α}); H^{σ-1}), \ a.s.,$$

and if we set $T^* := \liminf_{ε → 0} T^*_{ε,α}$, (or $T^{**} := \liminf_{\text{Im}(α) → 0} T^*_{ε,α}$, ) then $T^*(ω) > 0$ ($T^{**}(ω) > 0$) a.s. and

$$U_{ε,α} ∈ C([0, T^*(ω)); H^σ) \cap C^1([0, T^*(ω)); H^{σ-1}), \ a.s.$$
where
\[ H(\psi, \phi) = \frac{1}{2} \int |\phi|^2 dx + V(\psi), \]
and
\[ V(\psi) = \frac{1}{2} \int |\nabla \psi|^2 dx + \frac{1}{2} \int |\psi|^2 dx + \frac{1}{2n+2} \int :|\psi|^{2n+2} : dx, \]
and \( \Gamma \) is the normalizing constant. Using the Gaussian measures \( \mu_0 = \mathcal{N}(0, (1 - \Delta)^{-1}) \) and \( \mu_1 = \mathcal{N}(0, I) \) we may write
\[ \rho_{2n+2}(d\psi d\phi) = \Gamma^{-1} e^{-H(\psi, \phi)} d\psi d\phi = \Gamma^{-1} e^{-\frac{1}{2n+2} \int |\psi|^{2n+2}: dx} \mu(d\psi d\phi) \]
\[ = \Gamma^{-1} e^{-\frac{1}{2n+2} \int |\psi|^{2n+2}: dx} \mu_0(d\psi) \otimes \mu_1(d\phi). \]
It is known that \( \mu_0 \) is a stationary measure of \( Z_{0,0} \) and \( \text{supp} \rho_{2n+2} = \text{supp} \mu \subset \mathcal{H}^{-\delta} \) for any \( \delta > 0 \). Remark that the Gibbs measure does not depend on \( \varepsilon > 0 \), nor on \( \alpha \in \mathbb{C} \).

We make use of the Gibbs measure to globalize the solution obtained above.

**Proposition 1.** There exists a measurable set \( \mathcal{O}_{\varepsilon, \alpha} \subset \mathcal{H}^{-\delta} \) such that \( \rho_{2n+2}(\mathcal{O}_{\varepsilon, \alpha}) = 1 \) and for \( (\psi, \phi) \in \mathcal{O}_{\varepsilon, \alpha} \) the solution of (2.7) exists globally a.s.. Moreover, the measure \( \rho_{2n+2} \) is invariant for this solution.

The proof of Proposition 1 can be found in Section 6. Finally we justify the non-relativistic limit. We may formally expect that when \( \varepsilon \) goes to 0, \( \Psi_{\varepsilon, \alpha} \) converges to \( \Psi_{\alpha} \), which is the solution of the stochastic complex Ginzburg-Landau equation:
\[
\begin{cases}
2\alpha \partial_t \Psi_{\alpha} + (1 - \Delta) \Psi_{\alpha} + |\Psi_{\alpha}|^2 \Psi_{\alpha} = 2 \sqrt{\Re(\alpha)} \partial_t W, \\
\Psi_{\alpha}|_{t=0} = \psi.
\end{cases}
\]

**Theorem 3.** Let \( \delta > 0 \). Consider the solutions \( \{\Psi_{\varepsilon(j), \alpha}\}_{j \in \mathbb{N}} \) of (2.7) according to the sequence \( \varepsilon(j) = j^{-1} \). There exists a measurable set \( \mathcal{A} \subset \mathcal{H}^{-\delta} \) such that \( \mu(\mathcal{A}) = 1 \) and for \( (\psi, \phi) \in \mathcal{A} \), \( \{\Psi_{\varepsilon(j), \alpha}\}_{j \in \mathbb{N}} \) converges to the solution of (2.10) in \( L^\infty_t H^{-\delta}(\mathbb{T}^2) \) for any \( \tau < T_{h_{\max}} \), almost surely, where \( T_{h_{\max}} \) is the maximal existence time of the solution of (2.10). Moreover, this convergence holds globally in time for any \( (\psi, \phi) \in \mathcal{A} \cap \bigcap_{j \in \mathbb{N}} \mathcal{O}_{\varepsilon(j), \alpha} \).

The proof of Theorem 3 can be found in Section 6.

**Remark 2.2.** In [33], it was shown that \( T_{h_{\max}} = \infty \) a.s. for any \( \psi \in B_{\infty, \infty}^s \) with \( s > -\frac{2}{2n+1} \). The same result was shown in [23] when \( n = 1 \).

**Remark 2.3.** More generally, as a sequence \( \varepsilon(j) \) in Theorem 3 we can take \( \varepsilon(j) \) such that \( \{\varepsilon(j)\}_{j} \in \ell^p \) for some large \( p < \infty \) (see the proof of Proposition 8 where we use the Borel-Cantelli lemma.) The same remark is applied for \( \alpha_2(j) \) of Corollary 2.2 below.

**Remark 2.4.** This limit is justified by proving that \( U_{\varepsilon, \alpha} \rightarrow U_{0,0} \) and \( Z_{\varepsilon, \alpha} \rightarrow Z_{0,0} \) as \( \varepsilon \rightarrow 0 \). The convergence of the former deterministic solutions can be obtained once the \( \varepsilon \)-uniform estimates is derived, using the fact that the eigenvalue of the damped wave operator \( \lambda_{\varepsilon, \alpha}^+(\nabla) \) converges to the eigenvalue of the heat operator \( -\frac{(\nabla)^2}{2\alpha} \) as \( \varepsilon \rightarrow 0 \), while \( \lambda_{\varepsilon, \alpha}^-(\nabla) \) diverges to \( -\infty \) (see the proof of Theorem 5 in Section 6). The convergence of the latter stochastic solutions is shown, similarly to the proof that the finite dimensional Wick products converge, and here the important point
is that the Gaussian measure $\mu$ is independent of $\varepsilon$. The $\varepsilon$-independence of the Gibbs measure $\rho_{2n+2}$, and the fact $\text{supp } \mu = \text{supp } \rho_{2n+2}$ (typically in the case $d \leq 2$) are quite important and they allow us to prove the global-in-time convergence for $\rho$-almost all initial data.

In a similar way, we may prove the ultra relativistic limit. We fix $\varepsilon = 1$ and $\text{Re}(\alpha) = \alpha_1 > 0$ and let $\text{Im}(\alpha)$ go to 0. For the sake of simplicity, we write $\Psi_{1,\alpha_1+\alpha_2} = \Psi_{\alpha_2}$.

Corollary 2.2. Consider the solutions $\{\Psi_{\alpha_2(j)}\}_{j \in \mathbb{N}}$ of (2.7) according to the sequence $\alpha_2(j) = j^{-1}$. There exists a measurable set $B \subset H^{-\delta}$ such that $\mu(B) = 1$ and for $(\psi, \phi) \in B$, $\{\Psi_{\alpha_2(j)}\}_{j \in \mathbb{N}}$ converges to the solution of (2.6) with $\alpha$ replaced by $\alpha_1$ in $L^\infty_{t}H^{-\delta}(\mathbb{T}^2)$ for any $\tau < T_{\text{wmax}}$, almost surely, where $T_{\text{wmax}}$ is the maximal existence time of the solution of (2.6) with $\alpha$ replaced by $\alpha_1$. Moreover, this convergence holds globally in time for any $(\psi, \phi) \in B \cap \bigcap_{j \in \mathbb{N}} O_{\alpha_2(j)}$.

The proof of Corollary 2.2 can be found in Section 7.

Remark 2.5. Recall that we have modified the equation (1.1) by a replacement of $-\Delta$ to $-\Delta+1$. Local-in-time arguments can work for the regular initial data as in [10], thus the statements until Corollary 2.2 can be shown without such modification since we do not need to use the Gibbs invariant measure. By the same reason, we can prove the non relativistic and ultra relativistic convergence in (1.1) if, only local-in-time convergence and regular initial data are considered.

We remark that in [27] the authors consider the damped nonlinear wave equation with a regularized noise (without renormalization), and study possible limiting behavior of solutions as they remove the regularization. Such a triviality result is known for stochastic nonlinear heat and wave equations (see [1, 12, 27]).

This paper is organized as follows. Section 3 is devoted to study the linear stochastic equation, including Proposition 2 which gives useful technical estimates for all over the paper. We prove in Section 4 the local existence of solution, showing $\varepsilon$-uniform energy estimates. We globalize the local-in-time solution obtained in Section 4 using the Gibbs measure in Section 5. We give a proof of non relativistic limit in Section 6 and of ultra relativistic limit briefly in Section 7. A uniform Strichartz estimate is shown in Section 8. One can check the whole, direct proof of Strichartz estimates in case of torus in Appendices A and B and a review on the complex Wick products in Appendix C.

3. Linear equation

The following technical estimates are used throughout the paper.

Proposition 2. Let $\alpha \in \mathbb{C}_+ \setminus (0, \infty)$.

1. $0 < \text{Re} \sqrt{\alpha^2 - s} \leq \text{Re}(\alpha)$ for any $s \geq 0$, and the function $[0, \infty) \ni s \mapsto \text{Re} \sqrt{\alpha^2 - s}$ is strictly decreasing.
2. $|\sqrt{\alpha^2 - s}| \geq \sqrt{2 |\text{Re}(\alpha)\text{Im}(\alpha)|}$ for any $s \geq 0$.
3. For any $s \geq 0$,

$$\left| \frac{\sqrt{s}}{\sqrt{\alpha^2 - s}} \right| \leq \sqrt{1 + \frac{|\alpha|^2}{2 |\text{Re}(\alpha)\text{Im}(\alpha)|}}.$$
(4) For any $s_0 > 0$, there exists a constant $C_{\alpha,s_0} > 0$ such that
\[
\text{Re}(-\alpha + \sqrt{\alpha^2 - s}) \leq -C_{\alpha,s_0}(s \land s_0)
\]
holds for any $s \geq 0$. Moreover, $C_{\alpha,s_0}$ is locally bounded from above and below in the
region $(\alpha, s_0) \in \mathbb{C}_+ \times (0, \infty)$.

(5) For any $s \geq 0$ we have
\[
\begin{cases}
\sqrt{\alpha^2 - s} = \alpha - \frac{s}{2\alpha} + h(s, \alpha), & |h(s, \alpha)| \leq 8s^2/|\alpha|^3 \quad \text{if } s < |\alpha|^2/2,

\sqrt{\alpha^2 - s} = i\sqrt{s} + g(s, \alpha), & |g(s, \alpha)| \leq 6|\alpha|^2/\sqrt{s}, \quad \text{if } s > 2|\alpha|^2.
\end{cases}
\]

**proof.** The former statement of (1) is trivial according to the definition of $\sqrt{\cdot}$ mentioned in the
introduction. The latter may be seen from the computation
\[
\frac{d}{ds} \left( \text{Re} \sqrt{\alpha^2 - s} \right) = -\frac{1}{2} \frac{\text{Re} \sqrt{\alpha^2 - s}}{|\alpha^2 - s|^2} < 0
\]
for any $s \geq 0$. The item (2) follows from
\[
|\sqrt{\alpha^2 - s}|^4 = \left( (\text{Re} \alpha)^2 - (\text{Im} \alpha)^2 - s \right)^2 + 4(\text{Re} \alpha)^2(\text{Im} \alpha)^2 \geq 4(\text{Re} \alpha)^2(\text{Im} \alpha)^2.
\]
The item (3) follows from
\[
\left| \frac{s}{\alpha^2 - s} \right|^2 = \frac{s}{|\alpha^2 - s|} \leq 1 + \frac{|\alpha^2|}{|\alpha^2 - s|}
\]
and (2). For (4), since $\text{Re}(-\alpha + \sqrt{\alpha^2 - s})$ is decreasing with respect to $s$, it is sufficient to
to consider the case $s \leq s_0$. Writing $\text{Re}(-\alpha + \sqrt{\alpha^2 - s}) = -\text{Re} \frac{s}{\alpha + \sqrt{\alpha^2 - s}}$, we see the bound
since by (1) we have
\[
\text{Re} \left( \frac{1}{\alpha + \sqrt{\alpha^2 - s}} \right) = \frac{\text{Re}(\alpha) + \text{Re}(\sqrt{\alpha^2 - s})}{|\alpha + \sqrt{\alpha^2 - s}|^2} \geq \frac{\text{Re}(\alpha)}{|\alpha|^2 + |\alpha^2 - s|^2} \geq \frac{\text{Re}(\alpha)}{2|\alpha|^2 + s_0^2} = C_{\alpha,s_0}.
\]
Finally we show (5). First we consider the complex function $f(z) = (1 + z)^{1/2} = e^{\frac{1}{2}\text{Log}_2(1+z)}$
with $z \neq -1$. Fix any $N \in \mathbb{N}$. For $|z| < 1/2$, this function can be described by Cauchy’s integral formula as
\[
f(z) = \sum_{n=0}^{N-1} \frac{f^{(n)}(0)}{n!} z^n + R_N(z), \quad \text{with } R_N(z) = \left[ \frac{1}{2\pi i} \int_{|\xi| = \frac{1}{2}} \frac{f(\xi)}{\xi^N(\xi - z)} d\xi \right] z^N,
\]
where $|R_N(z)| \leq 3\sqrt{2}(\frac{1}{2})^N|z|^N$. Now, we write $(\alpha^2 - s)^{\frac{1}{2}} = \alpha(1 - \frac{s}{\alpha^2})^{\frac{1}{2}}$, we apply the above
formula to $z = -\frac{1}{2\alpha}$ and we obtain
\[
(\alpha^2 - s)^{\frac{1}{2}} = \alpha \left( 1 - \frac{1}{2} \frac{s}{\alpha^2} \right) + \alpha R_2(\alpha, s), \quad |R_2(\alpha, s)| \leq 8 \left( \frac{s}{|\alpha|^2} \right)^2,
\]
if $s < \frac{1}{2}|\alpha|^2$, which implies the first case. It then suffices to remark $(\alpha^2 - s)^{\frac{1}{2}} = i\sqrt{s(1 - \frac{\alpha^2}{s})^{\frac{1}{2}}}$
for the second case. \(\square\)
3.1. Stationary solution. We consider the linear equation \((2.8)\). Since the results in this section are independent of \(\varepsilon\) and \(\alpha\), we write \(Z = Z_{\varepsilon,\alpha}\) for simplicity. Setting \(Y = \varepsilon \partial_t Z\), we have the system
\[
\begin{align*}
\frac{dZ(t)}{dt} &= e^{-1} \{ -2\alpha \varepsilon^{-1} Y(t) - (1 - \Delta) Z(t) \} dt,
\frac{dY(t)}{dt} &= e^{-1} \{ -2\alpha \varepsilon^{-1} Y(t) - (1 - \Delta) Z(t) \} dt + 2\varepsilon^{-1} \sqrt{\Re(\alpha)} dW(t).
\end{align*}
\]
(3.1)
We define the Gaussian measure on \(S'(\mathbb{T}^2)^2\) by
\[
\mu(dzdy) = \frac{1}{\Gamma_0} e^{-V_0(z,y)} dzdy,
\]
with \(V_0(z,y) = \frac{1}{2} \int_{\mathbb{T}^2} |z(x)|^2 dx + \frac{1}{2} \int_{\mathbb{T}^2} |\nabla z(x)|^2 dx + \frac{1}{2} \int_{\mathbb{T}^2} |y(x)|^2 dx\) and with a normalizing constant \(\Gamma_0\). Precisely, by identifying an element \(\xi \in S'(\mathbb{T}^2)\) with the sequence \((\xi(k))_{k \in \mathbb{Z}^2}\), the measure \(\mu\) is defined by the product
\[
\mu = \bigotimes_{k \in \mathbb{Z}^2} \mathcal{N}_c(0, 2(1 + |k|^2)^{-1}) \otimes \bigotimes_{\ell \in \mathbb{Z}^2} \mathcal{N}_c(0, 2),
\]
where \(\mathcal{N}_c(0, r)\) denotes the complex normal distribution with mean zero and covariance \(r > 0\), see Appendix C. It is straightforward to see that \(\mu\) is supported in \(\mathcal{H}^{-\delta}\) for any \(\delta > 0\).

Proposition 3. The Gaussian measure \(\mu\) is invariant under the Markov process \((Z, Y)\).

proof. Denote by \(\mathcal{D}\) the set of all functionals \(\mathcal{H}^{-\delta} \to \mathbb{R}\) of the form
\[
F(z,y) = f((\tilde{z}(k))_{|k| \leq N}, (\tilde{y}(\ell))_{|\ell| \leq N})
\]
for some \(N \in \mathbb{N}\) and some \(C_b^2\) function \(f\). Moreover, for any semimartingale \(X : [0, \infty) \to S'(\mathbb{T}^2)\), we denote \(\hat{X}(t; k) := F(X(t))(k)\). For any \(F \in \mathcal{D}\), we have by the complex version of Itô formula (see Proposition 12)
\[
\begin{align*}
&dF(Z(t), Y(t)) \\
&= \sum_k \partial_{\tilde{z}(k)} F(Z(t), Y(t)) d\tilde{Z}(t; k) + \sum_k \partial_{\tilde{z}(k)} F(Z(t), Y(t)) d\overline{Z(t; k)} \\
&\quad + \sum_k \partial_{\tilde{y}(k)} F(Z(t), Y(t)) d\tilde{Y}(t; k) + \sum_k \partial_{\tilde{y}(k)} F(Z(t), Y(t)) d\overline{Y(t; k)} \\
&\quad + 4\varepsilon^{-2} \Re(\alpha) \sum_k \partial_{\tilde{y}(k)} F(Z(t), Y(t)) d\tilde{W}(t; k) d\overline{W(t; k)} \\
&=: \varepsilon^{-1} \mathcal{L}^{(1)} F(Z(t), Y(t)) dt + \varepsilon^{-2} \mathcal{L}^{(2)} F(Z(t), Y(t)) dt + \text{(martingale)},
\end{align*}
\]
where
\[
\begin{align*}
\mathcal{L}^{(1)} F(z, y) &= 2 \Re \left\{ \sum_k \partial_{\tilde{z}(k)} F(z, y) \tilde{y}(k) - \sum_k \partial_{\tilde{y}(k)} F(z, y) (1 + |k|^2) \tilde{z}(k) \right\},
\end{align*}
\]
and
\[
\begin{align*}
\mathcal{L}^{(2)} F(z, y) &= -4 \Re \left( \alpha \sum_k \partial_{\tilde{y}(k)} F(z, y) \tilde{y}(k) \right) + 8 \Re(\alpha) \sum_k \partial_{\tilde{y}(k)} F(z, y).
\end{align*}
\]
Then by using the elementary formula \( \partial_z e^{-\frac{1}{2}a|z|^2} = -\frac{a}{2} z e^{-\frac{1}{2}a|z|^2} \) (\( a \in \mathbb{R} \)), it is straightforward to see that
\[
\int_{\mathcal{H}^{-\delta}} L^{(i)} F(z, y) \mu(dz dy) = 0, \quad i = 1, 2.
\]
This implies \( \int P_t Fd\mu = \int Fd\mu \) for any \( t \geq 0 \) and \( F \in \mathcal{D} \), where \( P_t \) is the Markov semigroup associated with the process \((Z, Y)\). By an approximation argument, the same equality holds for all \( F \in C_b(\mathcal{H}^{-\delta}) \). Hence \( \mu \) is an invariant measure of the process \((Z, Y)\). \(\square\)

### 3.2. Wick polynomials of the stationary solution.

Let \((Z, Y)\) be the stationary solution of (3.1) with the initial law \((Z, Y)|_{t=0} \sim \mu\). We consider the Wick polynomials of \(Z\). See Appendix C for the complex Wick polynomials. Note that by the stationarity,
\[
C_N := \mathbb{E}[|\Pi_N Z(t, x)|^2] = \int |\Pi_N z|^2 \mu(dz dy) = \sum_{|k| \leq N} \frac{2}{1 + |k|^2}.
\]

**Proposition 4.** Let \(m, n \in \mathbb{N}, T > 0, p \in [1, \infty)\), and \(\delta > 0\). The sequence \(\{H_{m,n}(\Pi_N Z; C_N)\}_{N \in \mathbb{N}}\) is Cauchy in \(L^p(\Omega; C([0, T]; W^{-\delta, \infty}))\) and converges \(\mathbb{P}_\mu\)-almost surely.

**Proof.** Some modifications of [10] Proposition 2.1 implies the result, since
\[
\mathbb{E}[|\Pi_N Z(t, x)|^2] = \sum_{|k| \leq N} e^{i k \cdot (x-y)} \frac{2}{1 + |k|^2}.
\]
We will in fact present very similar computations below in Section 6.2, we thus omit the proof. The latter part (almost sure convergence) is obtained by a similar way to [28] Proposition 3.2, or the proof of Proposition 8. \(\square\)

### 4. LOCAL EXISTENCE

We solve (2.9) in the mild form, in the space
\[
C([0, T], H^\sigma(\mathbb{T}^2)) \cap C^1([0, T], H^{\sigma-1}(\mathbb{T}^2)).
\]
The proof of the local existence is quite similar to [29], but thanks to Theorem 1 we have the local existence uniformly in
\[
\varepsilon \in (0, 1], \quad \alpha \in K,
\]
for any fixed compact \(K \subset \mathbb{C}_+ \setminus (0, \infty)\). First, we show Theorem 1.

**Proposition 5.** For any \(\sigma \in \mathbb{R}\), we have
\[
\|e^{t \lambda_\pm,\alpha(\nabla)} u\|_{L^2_x H^\sigma_x} \leq \|u\|_{H^\sigma_x}, \tag{4.1}
\]
\[
\left\| \int_0^t e^{(t-s)\lambda_\pm,\alpha(\nabla)} f(s)ds \right\|_{L^2_x H^\sigma_x} + \left\| \int_0^t e^{(t-s)\lambda_\pm,\alpha(\nabla)} 1_{\{\varepsilon(\nabla) > \frac{\omega_1}{\sqrt{2}}\}} f(s)ds \right\|_{L^2_x H^\sigma_x} \lesssim_\alpha \varepsilon \|f\|_{L^2_x H^\sigma_x}, \tag{4.2}
\]
\[
\left\| \int_0^t e^{(t-s)\lambda_\pm,\alpha(\nabla)} 1_{\{\varepsilon(\nabla) \leq \frac{\omega_1}{\sqrt{2}}\}} f(s)ds \right\|_{L^2_x H^\sigma_x} \lesssim_\alpha \|f\|_{L^2_x H^{\sigma-1}_x}. \tag{4.3}
\]
In the second and third inequalities, the implicit proportional constants are locally bounded functions of \(\alpha \in \mathbb{C}_+\).
proof. (4.1) follows from $|e^{\pm \lambda_{\varepsilon,\alpha}(k)}|^2 = e^{2t \Re \lambda_{\varepsilon,\alpha}(k)} \leq 1$, since $\Re \lambda_{\varepsilon,\alpha}(k) \leq 0$. We show (4.2) for negative sign. Since $\Re \lambda_{\varepsilon,\alpha}(k) < - \Re(\alpha)/\varepsilon^2$,
\[
\left\| \int_0^t e^{(t-s)\lambda_{\varepsilon,\alpha}(\nabla)} f(s)ds \right\|^2_{H^\sigma} \leq \sum_{k \in \mathbb{Z}^d} \left\langle k \right\rangle^{2\sigma} \left( \left\| \int_0^t e^{(t-s)\lambda_{\varepsilon,\alpha}(k)} \hat{f}(s;k)ds \right\|_{L^2} \right)^2 
\]
\[
\leq \sum_{k \in \mathbb{Z}^d} \left\langle k \right\rangle^{2\sigma} \int_0^t \left| e^{(t-s)\lambda_{\varepsilon,\alpha}(k)} \right|^2 ds \int_0^t |\hat{f}(s;k)|^2 ds 
\]
\[
\leq \sum_{k \in \mathbb{Z}^d} \left\langle k \right\rangle^{2\sigma} \frac{1}{2 |\Re \lambda_{\varepsilon,\alpha}(k)|} \int_0^t |\hat{f}(s;k)|^2 ds 
\]
\[
\leq \frac{\varepsilon^2}{2 \Re(\alpha)} \| f \|^2_{L^2_t H_x^\sigma}.
\]

We have (4.2) for positive sign by a similar argument, since $\Re \lambda_{\varepsilon,\alpha}^+(k) < - C_\alpha/\varepsilon^2$ if $\varepsilon \langle k \rangle > |\alpha|/\sqrt{2}$ by Proposition 2.4. To show (4.3), note from Proposition 2.4 that if $\varepsilon \langle k \rangle \leq |\alpha|/\sqrt{2}$ then
\[
\int_0^t \left| e^{(t-s)\lambda_{\varepsilon,\alpha}^+(k)} \right|^2 ds \leq \int_0^t e^{-2C_\alpha(t-s)k^2} ds \lesssim \frac{1}{C_\alpha \langle k \rangle^2}.
\]
Thus similarly to the above argument we have
\[
\left\| \int_0^t e^{(t-s)\lambda_{\varepsilon,\alpha}^+(\nabla)} 1_{\{\varepsilon \langle \nabla \rangle \leq |\alpha|/\sqrt{2}\}} f(s)ds \right\|^2_{H^\sigma} \lesssim \frac{1}{C_\alpha} \| f \|^2_{L^2_t H_x^{\sigma-1}}.
\]

Combining Proposition 5 with the following lemma, we can prove Theorem 1.

Lemma 4.1. For any $\sigma \in \mathbb{R}$,
\[
\| \phi_{\varepsilon,\alpha}^\pm \|_{H^\sigma} \lesssim_\alpha \| \phi_0 \|_{H^\sigma} + \| \phi_1 \|_{H^{\sigma-1}}, \quad (4.4)
\]
\[
\| \varepsilon \lambda_{\varepsilon,\alpha}^\pm (\nabla) \phi_{\varepsilon,\alpha} \|_{H^{\sigma-1}} \lesssim_\alpha \| \phi_0 \|_{H^\sigma} + \| \phi_1 \|_{H^{\sigma-1}}, \quad (4.5)
\]
\[
\| f_{\varepsilon,\alpha}(t) \|_{H^\sigma} \lesssim_\alpha \| f(t) \|_{H^\sigma} \wedge (\varepsilon^{-1} \| f(t) \|_{H^{\sigma-1}}), \quad (4.6)
\]
\[
\| \varepsilon^2 \lambda_{\varepsilon,\alpha}^\pm (\nabla) f_{\varepsilon,\alpha}^\pm (t) \|_{H^\sigma} \lesssim_\alpha \| f(t) \|_{H^\sigma}, \quad (4.7)
\]
\[
\| \varepsilon \lambda_{\varepsilon,\alpha}^\pm (\nabla) 1_{\{\varepsilon \langle \nabla \rangle \leq |\alpha|/\sqrt{2}\}} f_{\varepsilon,\alpha}^\pm (t) \|_{H^\sigma} \lesssim_\alpha \| f(t) \|_{H^{\sigma+1}}, \quad (4.8)
\]

where the implicit proportional constants are locally bounded function of $\alpha \in \mathbb{C}_+ \setminus (0, \infty)$.

proof. By Proposition 2.4, the operators $\frac{1}{\sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}}$ and $\frac{\varepsilon^2 \lambda_{\varepsilon,\alpha}^\pm (\nabla)}{\sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}} = - \frac{\alpha}{\sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}} \pm 1$ are uniformly bounded in $H^\sigma$. By Proposition 2.3, $\frac{1}{{\sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}}}$ is bounded by $\frac{1}{\varepsilon \langle \nabla \rangle}$. They show (4.3), (4.6), and (4.7). Since
\[
\varepsilon \lambda_{\varepsilon,\alpha}^\pm (\nabla) \phi_{\varepsilon,\alpha} = \frac{\varepsilon^3 \lambda_{\varepsilon,\alpha}^\pm (\nabla) \lambda_{\varepsilon,\alpha}^\pm (\nabla) \phi_0 \pm \varepsilon^2 \lambda_{\varepsilon,\alpha}^\pm (\nabla) \phi_1}{2 \sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}} = \frac{\pm \varepsilon \langle \nabla \rangle^2 \phi_0 \pm \varepsilon^2 \lambda_{\varepsilon,\alpha}^\pm (\nabla) \phi_1}{2 \sqrt{\alpha^2 - \varepsilon^2 \langle \nabla \rangle^2}},
\]
a similar argument to above shows (4.5). To show (1.8), we have only to compute that \( \lambda_{+,\alpha}(k) = \varepsilon^{-2} O(\varepsilon^2 k^3) = \varepsilon^{-1} O(k) \) in the region \( \varepsilon(k) \leq |a| \sqrt{2} \), by using Proposition 2.1.\[\square\]

**Proof of Theorem 7.** Combining Proposition 5 and Lemma 4.1-(4.4) and (4.6),

\[
\|u_{\varepsilon,\alpha} \|_{L^2_H H^s_x} \lesssim_\alpha \sum_{\ell = \pm} \| \phi_{\varepsilon,\alpha}^\ell \|_{H^s} + \varepsilon \sum_{\ell = \pm} \| f_{\varepsilon,\alpha}^\ell \|_{L^2_T H^s_x} + \| f_{\varepsilon,\alpha}^+ \|_{L^2_T H^s_x}^{-1}.
\]

For the bound on \( \varepsilon \partial_t u_{\varepsilon,\alpha} \), we see by (2.2),

\[
\partial_t u_{\varepsilon,\alpha}(t) = \lambda_{+,\alpha}(\nabla)e^{t\lambda_{+,\alpha}(\nabla)} \phi_{\varepsilon,\alpha}^+ + \lambda_{-,\alpha}(\nabla)e^{t\lambda_{-,\alpha}(\nabla)} \phi_{\varepsilon,\alpha}^- + \int_0^t \left( \lambda_{+,\alpha}(\nabla)(t-t') \lambda_{+,\alpha}(\nabla) f_{\varepsilon,\alpha}(t') + \lambda_{-,\alpha}(\nabla)(t-t') \lambda_{-,\alpha}(\nabla) f_{\varepsilon,\alpha}(t') \right) dt' + f_{\varepsilon,\alpha}(t).
\]

Here \( f_{\varepsilon,\alpha}^+ + f_{\varepsilon,\alpha}^- = 0 \) by definition. Applying Proposition 5 to \( u = \lambda_{+,\alpha}(\nabla) \phi_{\varepsilon,\alpha}^+ \) and \( f = \lambda_{+,\alpha}(\nabla) f_{\varepsilon,\alpha}^+ \), we have

\[
\| \partial_t u_{\varepsilon,\alpha} \|_{L^\infty_T H^s_x} \lesssim_\alpha \sum_{\ell = \pm} \| \lambda_{+,\alpha}(\nabla) \phi_{\varepsilon,\alpha}^\ell \|_{H^s_x} + \varepsilon \sum_{\ell = \pm} \| \lambda_{-,\alpha}(\nabla) f_{\varepsilon,\alpha}^\ell \|_{L^2_T H^s_x}^- + 1_{\varepsilon(\nabla) \leq \frac{|a|}{\sqrt{2}}} \lambda_{+,\alpha}(\nabla) f_{\varepsilon,\alpha}^+ \|_{L^2_T H^{-2}_x}.
\]

Then by using Lemma 4.1-(4.5), (4.6), (4.7), and (4.8), we can conclude that

\[
\| \partial_t u_{\varepsilon,\alpha} \|_{L^\infty_T H^s_x} \lesssim_\alpha \varepsilon^{-1} (\| \phi_0 \|_{H^s} + \| \phi_1 \|_{H^s_x} + 1) \| f \|_{L^2_T H^{s-1}_x}.
\]

\[\square\]

We can get Corollary 2.1 by the standard PDE argument, similarly to [10] Proposition 3.5 and [20] Proposition 4.1.

**Proof of Corollary 2.1.** By Proposition 9 in Appendix C, we can expand

\[
: (U + Z)^{n+1}(U + Z)^n : = \sum_{k=0}^{n+1} \sum_{\ell=0}^{n} \binom{n+1}{k} \binom{n}{\ell} U^{n+1-k} \U^{n-\ell} : Z^\ell Z^{\ell} :.
\]

Hence we can write the right hand side by the form

\[
F_n(U) = \sum_{k \leq 2n+1} P_k(U) \Xi_k,
\]

where \( P_k(U) \) is a \( k \)-th homogeneous polynomial of \( U \) and \( \U \), and \( \Xi_k \) is an element of \( L^\infty_T W^{-\delta,\infty}_x \), depends on the degree \( k \).

Fix any \( T > 0 \). Denote the solution map for (2.1) by \( S_{\varepsilon,\alpha}(\phi_0, \phi_1; f) \). For (2.9) it is sufficient to show that the nonlinear operator

\[
\Upsilon_{\varepsilon,\alpha}(U) := S_{\varepsilon,\alpha}(u, v; -F_n(U)),
\]

is a contraction map on the space \( C_{T_0} H^s_x \) for small \( 0 < T_0 \leq T \wedge 1 \).
Fix $\sigma < 1$ and set $\delta := 1 - \sigma$. By Theorem [1]
\[ \| \Upsilon_{\varepsilon,\alpha}(U) \|_{L_{T_0}^\infty H_x^2} \lesssim \| u \|_{H^\sigma} + \| v \|_{H^{\sigma-1}} + \| F_n(U) \|_{L_{T_0}^2 H_x^{-\delta}}. \]
Consider each term of $F_n(U)$, for any $k \leq 2n + 1$,
\[ \| P_k(U) \|_{L_{T_0}^2 H_x^{-\delta}} \lesssim \| \Upsilon_k \|_{L_{T_0}^2 W_x^{-\delta,\infty}} \| P_k(U) \|_{L_{T_0}^\infty H_x^2} \lesssim T_0^{1/2} \| \Upsilon_k \|_{L_{T_0}^\infty W_x^{-\delta,\infty}} \| u \|_{L_{T_0}^\infty B_{2k,2k}}^k. \]
Hence by the Besov embedding $H^{2\delta+(1-1/k)} \subset B_{2k,2k}$,
\[ \| P_k(U) \|_{L_{T_0}^2 H_x^{-\delta}} \lesssim T_0^{1/2} \| \Upsilon_k \|_{L_{T_0}^\infty W_x^{-\delta,\infty}} \| U \|_{L_{T_0}^\infty H_x^2} \]
if $\sigma$ is sufficiently close to 1. Therefore we see that $\Upsilon_{\varepsilon,\alpha}(U)$ is a contraction in the closed ball $\{\| U \|_{L_{T_0}^\infty H_x^2} \leq R\}$ with
\[ \| (u,v) \|_{H^\sigma} + \sup_{k \leq 2n+1} \| \Upsilon_k \|_{L_{T_0}^\infty W_x^{-\delta,\infty}} = R/2, \]
if $T_0^{1/2} R^{2n+1} \leq \frac{1}{2}$. Note that $R$ is random, but finite a.s. The difference $\| \Upsilon_{\varepsilon,\alpha}(U_1) - \Upsilon_{\varepsilon,\alpha}(U_2) \|_{L_{T_0}^\infty H_x^2}$ may be estimated similarly. The continuity in time follows from the continuity of $e^{(1+\varepsilon)\nabla}$.

The bound on $\| \varepsilon \partial_t U \|_{L_{T_0}^\infty H_x^{-1}}$ follows from Theorem [1]. The uniformity of the maximal existence time mentioned in Remark 2.1 follows from the similar arguments to [17] Theorem 1.1] using the uniform bound of Theorem [1] \hfill \square

5. GLOBAL EXISTENCE A.E. $\rho_{2n+2}$

We show Proposition [1] in this section. For simplicity, we write $\Psi = \Psi_{\varepsilon,\alpha}$, $\rho = \rho_{2n+2}$ and $T^* = T_{\varepsilon,\alpha}^*$ which is given by Remark [2.1]. We consider a finite dimensional approximation
\[
\begin{aligned}
\varepsilon^2 \partial_t^2 \Psi^N + 2\alpha \partial_t \Psi^N + (1 - \Delta) \Psi^N + \Pi_N H_{n+1,n}(\Pi_N \Psi^N; C_N) \\
= 2 \sqrt{\text{Re}(\alpha)} \partial_t W, \\
(\Psi^N, \varepsilon \partial_t \Psi^N)|_{t=0} = (\psi, \phi), \\
\end{aligned}
\]
Setting $\Phi^N = \varepsilon \partial_t \Psi^N$, we have the system
\[
\begin{aligned}
d\Phi^N(t) &= -\varepsilon^{-1} \Phi^N(t) dt, \\
d\Psi^N(t) &= \varepsilon^{-1} \left\{ -2\alpha \varepsilon^{-1} \Phi^N(t) - (1 - \Delta) \Psi^N(t) - \Pi_N H_{n+1,n}(\Pi_N \Psi^N; C_N) \right\} dt \\
& \quad + 2\varepsilon^{-1} \sqrt{\text{Re}(\alpha)} dW(t).
\end{aligned}
\]
For any $N \in \mathbb{N}$, we define the truncated measure
\[
\rho_N(d\psi d\phi) = \Gamma_N^{-1} e^{-H_N(\psi,\phi)} d\psi d\phi = \Gamma_N^{-1} e^{-\frac{1}{4n+7} \int_{T^2} H_{n+1,n+1}(\Pi_N \psi; C_N) dx} \mu(d\psi d\phi),
\]
where,
\[ H_N(\psi, \phi) = \frac{1}{2} \int_{T^2} |\phi|^2 dx + V_N(\psi), \]
and
\[ V_N(\psi) = \frac{1}{2} \int_{T^2} |
abla \psi|^2 dx + \frac{1}{2} \int_{T^2} |\psi|^2 dx + \frac{1}{2n+2} \int_{T^2} H_{n+1,n+1}(\Pi_N \psi; C_N) dx. \]
We can apply Corollary 2.1 to Eq. (5.1) and prove the following result. The global well-
posedness of \((\Psi^N, \Phi^N)\) follows from the energy estimate as in \cite{29} Proposition 5.1.

**Proposition 6.** Let \(\delta > 0\) and \(T > 0\). Let \((\psi, \phi) \in \mathcal{H}^{-\delta}\). Then, there exists a unique global solution in \(C([0, T]; \mathcal{H}^{-\delta})\) denoted by \((\Psi^N, \Phi^N)\) of (5.1). Moreover, there exists a measurable set \(O \subset \mathcal{H}^{-\delta}\) such that, \(\mu(O) = 1\) with the following properties: for any \((\psi, \phi) \in O\), \((\Psi^N, \Phi^N) \to (\Psi, \Phi)\) in \(C([0, T]; \mathcal{H}^{-\delta})\) in probability as \(N \to \infty\) for any \(T < T^*\), where \((\Psi, \Phi) = (U, \varepsilon \partial_t U) + (Z, \varepsilon \partial_t Z)\), \(U\) being the solution of (2.9) with zero initial values, given by Corollary 2.1 and \(T^*\) being its maximal existence time given by Corollary 2.1 and Remark 2.1.

**proof.** Proposition 3 and Proposition 4 imply the existence of the measurable set \(O \subset \mathcal{H}^{-\delta}\) such that, \(\mu(O) = 1\) and, for any \((\psi, \phi) \in O\) the equation (2.3) has a unique solution \(Z\) with \((Z, \varepsilon \partial_t Z)_{t=0} = (\psi, \phi)\), and the sequence \(\{H_{m,n}(\Pi_N Z; C_N)\}_{N \in \mathbb{N}}\) converges in probability in \(C([0, T]; W^{-\delta, \infty})\). Then we can decompose \((\Psi^N, \Phi^N) = (U^N, \varepsilon \partial_t U^N) + (Z, \varepsilon \partial_t Z)\), where
\[
\begin{cases}
\varepsilon^2 \partial_t^2 U^N + 2\alpha \partial_t U^N + (1 - \Delta) U^N + \Pi_N H_{n+1,n}(\Pi_N U^N + \Pi_N Z; C_N) &= 0,
(U^N, \varepsilon \partial_t U^N)_{t=0} = (0, 0).
\end{cases}
\]
Combining Proposition 4 and Corollary 2.1, we have the convergence of \((U^N, \varepsilon \partial_t U^N)\) up to the maximal existence time. \(\square\)

\((\Psi^N, \Phi^N)\) is a Markov process for each fixed \(N \in \mathbb{N}\). We define the Feller transition semigroup \(P_t^N f(\psi, \phi) = \mathbb{E}(f(\Psi^N, \Phi^N)(t, (\psi, \phi)))\) for \((\psi, \phi) \in \mathcal{H}^{-\delta}\).

**Proposition 7.** The measure \(\rho_N\) is invariant for \((P_t^N)_{t \geq 0}\).

**proof.** First we use (C.3) to have
\[
\frac{\partial}{\psi(k)} V_N(\psi) = \frac{1}{2} \sum_k \left(1 + |k|^2\right) |\hat{\psi}(k)|^2 + \frac{1}{2n + 2} \int_{\mathbb{T}^2} H_{n+1,n+1}(\Pi_N \psi; C_N) dx
\]
\[
= \frac{1}{2} \left\{ \sum_k (1 + |k|^2) \hat{\psi}(k) + \sum_{|k| \leq N} \int_{\mathbb{T}^2} H_{n+1,n}(\Pi_N \psi; C_N) e_{-k}(x) dx \right\}
\]
\[
= \frac{1}{2} \left\{ \sum_k (1 + |k|^2) \hat{\psi}(k) + \langle \Pi_N H_{n+1,n}(\Pi_N \psi; C_N), e_k \rangle \right\},
\]
which is compared with the drift term of (5.1).

For any \(F \in D\) (see the proof of Proposition 3), we have by the complex version of Itô formula,
\[
dF(\Psi^N(t), \Phi^N(t))
= \sum_k \frac{\partial}{\psi(k)} F(\Psi^N(t), \Phi^N(t)) d\Psi^N(t; k) + \sum_k \frac{\partial}{\phi(k)} F(\Psi^N(t), \Phi^N(t)) d\Phi^N(t; k)
\]
\[
+ \sum_k \frac{\partial}{\psi(k)} F(\Psi^N(t), \Phi^N(t)) d\Phi^N(t; k) + \sum_k \frac{\partial}{\phi(k)} F(\Psi^N(t), \Phi^N(t)) d\Psi^N(t; k)
\]
\[
+ 4\varepsilon^{-2} \text{Re}(\alpha) \sum_k \frac{\partial}{\phi(k) \psi(k)} F(\Psi^N(t), \Phi^N(t)) d\tilde{W}(t; k) dW(t; k)
= : \varepsilon^{-1} \mathcal{L}_V^{(1)} F(\Phi^N(t), \Psi^N(t)) dt + \varepsilon^{-2} \mathcal{L}_V^{(2)} F(\Phi^N(t), \Psi^N(t)) dt + \text{(martingale)},
\]
where
\[ L_V^{(1)} F(\psi, \phi) = 2 \text{Re} \left\{ \sum_k \partial_{\psi(k)} F(\psi, \phi) \hat{\phi}(k) - 2 \sum_k \partial_{\phi(k)} F(\psi, \phi) \frac{\partial}{\psi(k)} V_N(\psi) \right\} \]
and \( L_V^{(2)} \) is the same as \( L^{(2)} \) which appears in the generator of \( (3.1) \). For \( L_V^{(1)} \), since
\[
\int_{H^{-\delta}} \left\{ \partial_{\psi(k)} F(\psi, \phi) \hat{\phi}(k) - 2 \partial_{\phi(k)} F(\psi, \phi) \frac{\partial}{\psi(k)} V_N(\psi) \hat{\psi}(k) \right\} \rho_N(d\psi d\phi)
\]
\[
= \int_{H^{-\delta}} F(\psi, \phi) \left\{ \hat{\phi}(k) \partial_{\psi(k)} V_N(\psi) - \hat{\phi}(k) \frac{\partial}{\psi(k)} V_N(\psi) \right\} \rho_N(d\psi d\phi)
\]
is a pure imaginary number, we have
\[
\int_{H^{-\delta}} L_V^{(1)} F(\psi, \phi) \rho_N(d\psi d\phi) = 0.
\]
Since \( L^{(2)} \) does not contain \( \partial_{\psi(k)} \) and \( \frac{\partial}{\psi(k)} \), similarly to Proposition \( 3 \) we have
\[
\int_{H^{-\delta}} L_V^{(2)} F(\psi, \phi) \rho_N(d\psi d\phi) = 0.
\]

The following lemma reflects some important properties of \( \rho_N \), which are remarked in [29, Lemma 3.2].

**Lemma 5.1.** (1) The normalizing constant \( \Gamma_N \) is bounded below independent of \( N \).

(2) The sequence
\[
\left\{ e^{-\frac{1}{2n+2} \int_{H^{-\delta}} H_{n+1,n+1}(\Pi_N \psi; C_N) dx} \right\}_{N \in \mathbb{N}}
\]
is Cauchy in \( L^p(d\mu_0) \) for \( p \geq 1 \), and we denote the limit by
\[
e^{-\frac{1}{2n+2} \int_{H^{-\delta}} |\psi|^{2n+2}(x) dx}.
\]

The invariance of \( \rho_N \) yields the following lemma.

**Lemma 5.2.** Let any \( T > 0 \) be fixed. There exists a constant \( C_T \) independent of \( N \) such that
\[
\sup_{N \in \mathbb{N}} \int_{H^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| (\Psi^N(t), \Phi^N(t)) \|_{H^{-\delta}} \right] \rho_N(d\psi d\phi) \leq C_T.
\]

**Proof.** Let \( R > 0 \). According to the proof of Corollary \( [21] \) there are constants \( C > 0 \) and \( \eta > 0 \) independent of \( N \) and \( R \), such that if \( T_0 = CR^{-\eta} \), then \( (\Psi^N, \Phi^N) = (U^N, \varepsilon \partial_t U^N) + (Z, \varepsilon \partial_t Z) \) satisfies
\[
\| (\Psi^N, \Phi^N) \|_{L^\infty_{T_0} H^{-\delta} \times} \leq R,
\]
provided \( \| (\psi, \phi) \|_{H^{-\delta}} \leq R/2 \) and
\[
\sum_{k=1}^{2n+1} \| \Xi_k \|_{L^\infty T W^2_{-\delta, \infty}} \leq R/2. \tag{5.2}
\]
\((\{\Xi_k\} \text{ contains } Z \text{ as an element.})\) Note that we may solve equation on any time interval of length \(T_0\), so that for \(\ell = 0, 1, 2, \ldots \left(\frac{T}{T_0}\right)\),

\[
\|(\Psi^N, \Phi^N)\|_{C([\ell T_0, (\ell + 1)T_0]; \mathcal{H}^{-\delta})} \leq R
\]

provided (5.2) holds true and \(\|(\Psi^N, \Phi^N)(T_0)\|_{\mathcal{H}^{-\delta}} \leq R/2\). We infer that for any \(R > 0\)

\[
P_{\rho_N} \left( \sup_{t \in [0, T]} \|(\Psi^N, \Phi^N)(t)\|_{\mathcal{H}^{-\delta}} > R \right)
\]

\[
\leq \sum_{\ell = 0}^{2n+1} P_{\rho_N} \left( \sup_{[\ell T_0, (\ell + 1)T_0]} \|(\Psi^N, \Phi^N)(t)\|_{\mathcal{H}^{-\delta}} > R \right)
\]

\[
\leq \sum_{\ell = 0}^{2n+1} P_{\rho_N} \left( \|(\Psi^N, \Phi^N)(\ell T_0)\|_{\mathcal{H}^{-\delta}} > R/2 \right) + \left(\frac{T}{T_0}\right) + 1 \mathbb{P}(\sum_{k = 1}^{2n+1} \|\Xi_k\|_{L^\infty_{\mathcal{H}^{-\delta}}} > R/2).
\]

By Markov inequality and Proposition 4,

\[
P(\sum_{k = 1}^{2n+1} \|\Xi_k\|_{L^\infty_{\mathcal{H}^{-\delta}}} > R/2) \lesssim R^{-m}
\]

holds for any \(m \in \mathbb{N}\). By the invariance of \(\rho_N\), for any \(\ell = 0, 1, 2, \ldots, \left(\frac{T}{T_0}\right),\)

\[
P_{\rho_N}(\|(\Psi^N, \Phi^N)(\ell T_0)\|_{\mathcal{H}^{-\delta}} > R/2) = \rho_N(\|(\psi, \phi)\|_{\mathcal{H}^{-\delta}} > R/2) \lesssim R^{-m} \mathbb{E}_{\mu}(\|(\psi, \phi)\|_{\mathcal{H}^{-\delta}}^m) \lesssim R^{-m},
\]

where the latter bound comes from Lemma 5.1. Finally

\[
P_{\rho_N} \left( \sup_{t \in [0, T]} \|(\Psi^N(t), \Phi^N(t))\|_{\mathcal{H}^{-\delta}} > R \right) \lesssim R^{p-m}
\]

thus, choosing \(m\) large enough the statement follows. \(\square\)

Proposition 4 follows from the next statement.

**Theorem 4.** Fix any \(T > 0\). Then there exists a constant \(C_T > 0\) such that

\[
\int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t < T \wedge T^*} \|(\Psi(t), \Phi(t))\|_{\mathcal{H}^{-\delta}} \right] \rho(d\psi d\phi) \leq C_T.
\]

Hence \(T^* = \infty\) a.s. for \(\rho\)-a.e. \((\psi, \phi) \in \mathcal{H}^{-\delta}\).

**proof.** It follows from Lemma 5.1 that taking a subsequence, \(e^{-\frac{1}{2n+2} \int_{\mathcal{Z}} |\Pi_{N\psi} C_N| dx} \) converges to \(e^{-\frac{1}{2n+2} \int_{\mathcal{Z}} |\pi_{2n+2} \gamma^2(x)| dx} \) as \(N \to \infty\), \(\mu\)-a.e. Hence, recalling Proposition 5, Fatou’s lemma implies

\[
\int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t < T \wedge T^*} \|(\Psi(t), \Phi(t))\|_{\mathcal{H}^{-\delta}} \right] \rho(d\psi d\phi)
\]

\[
= \Gamma^{-1} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t < T \wedge T^*} \|(\Psi(t), \Phi(t))\|_{\mathcal{H}^{-\delta}} \right] e^{-\frac{1}{2n+2} \int_{\mathcal{Z}} |\pi_{2n+2} \gamma^2(x)| dx} \mu(d\psi d\phi)
\]
or equivalently, 

\[ \varepsilon \lim_{N \to \infty} \frac{1}{N} \int_{H^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t < T \wedge T^*} \| (\Psi^N(t), \Phi^N(t)) \|_{\mathcal{H}^{-\delta}} \right] e^{-\frac{1}{2n+2} \int_{[t \wedge T^*, T^*]} H_{n+1,n+1}(\Pi_N \psi; C_N) dx} \mu(d\psi d\phi) \]

\leq C_T.

This estimate implies that there exists a \( \rho \)-measurable set \( \mathcal{M}_T \subset \mathcal{O} \) (of Proposition 6) such that \( \rho(\mathcal{M}_T) = 1 \) and that for \( (\psi, \phi) \in \mathcal{M}_T \), \( \sup_{0 \leq t < T \wedge T^*} \| (\Psi(t), \Phi(t)) \|_{\mathcal{H}^{-\delta}} \) is finite a.s.. Since this value should blow up if \( T^* < T \), it implies that the solution \( \| (\Psi(t), \Phi(t)) \|_{\mathcal{H}^{-\delta}} \) exists up to time \( T \) a.s.. For each \( T_n \ (n \in \mathbb{N}) \), such that \( T_n \to \infty \) as \( n \to \infty \), consider \( \mathcal{M}_{T_n} \) and set \( \overline{\mathcal{M}} := \bigcap_n \mathcal{M}_{T_n} \). Then \( \rho(\overline{\mathcal{M}}) = 1 \). Namely \( \| (\Psi(t), \Phi(t)) \|_{\mathcal{H}^{-\delta}} \) exists globally, i.e. \( T^* = \infty \) a.s. for any \( (\psi, \phi) \in \overline{\mathcal{M}} \).

Thus, we can define the transition semigroup \( P_t f(\psi, \phi) = \mathbb{E}(f(\Psi, \Phi)(t, (\psi, \phi))) \) for \( (\psi, \phi) \in \overline{\mathcal{M}} \) and \( t \geq 0 \), and the invariance of measure \( \rho \) follows straightforward:

**Corollary 5.3.** The measure \( \rho \) is invariant for \( (P_t)_{t \geq 0} \).

### 6. Non Relativistic Limit

In this section, we fix \( \alpha \) and let \( \varepsilon \) go to 0, so we omit the label \( \alpha \) from underlined objects, e.g. we write \( \Psi_\varepsilon = \Psi_{\varepsilon,\alpha} \).

**6.1. Deterministic result.** Let \( d \geq 1 \) be arbitrary for the moment. We can expect that, the limit of the solution of (2.1) as \( \varepsilon \to 0 \) solves the linear heat equation

\[
\begin{cases}
2\alpha \partial_t v + (1 - \Delta) v = f, & t > 0, \ x \in \mathbb{T}^d, \\
v|_{t=0} = \phi_0, & x \in \mathbb{T}^d,
\end{cases}
\]

or equivalently,

\[ v(t) = e^{\frac{t}{2\alpha} (\Delta - 1)} \phi_0 + \frac{1}{2\alpha} \int_0^t e^{\frac{t' - t}{2\alpha} (\Delta - 1)} f(t') dt'. \]

**Theorem 5.** For any \( \sigma \in \mathbb{R} \) and \( \theta \in [0, 1] \),

\[ \| u_\varepsilon - v \|_{L^\infty_T H_x^\sigma} \lesssim_\alpha \varepsilon^\theta \left( \| \phi_0 \|_{H^{\sigma+\theta}} + \| \phi_1 \|_{H^{\sigma-1+\theta}} + \| f \|_{L_T^2 H_x^{\sigma-1+\theta}} \right), \]

where \( u_\varepsilon = u_{\varepsilon,\alpha} \) is the solution of (2.1), and the proportional constants are locally bounded functions of \( \alpha \in \mathbb{C}_+ \setminus (0, \infty) \).

**Proof.** We decompose

\[ u_\varepsilon - v = 1_{\{ \varepsilon(\nabla) \leq |\alpha|/\sqrt{2} \}} (u_\varepsilon - v) + 1_{\{ \varepsilon(\nabla) > |\alpha|/\sqrt{2} \}} (u_\varepsilon - v). \]

For the latter part, we have the required estimate as a consequence of the \( \varepsilon \)-uniform estimates (Theorem 1), since

\[ \| 1_{\{ \varepsilon(\nabla) > |\alpha|/\sqrt{2} \}} w \|_{H^\sigma} \lesssim_\alpha \varepsilon^\theta \| w \|_{H^{\sigma+\theta}} \]

for any \( w \in H^{\sigma+\theta} \).

We consider the former part. First let \( f = 0 \) and reorganize the term concerning initial values as follows.

\[ u_\varepsilon - v = e^{t \alpha_+ (\nabla)} (\phi_\varepsilon^+ - \phi_0) + e^{t \alpha_- (\nabla)} (\phi_\varepsilon^-) + (e^{t \alpha_+ (\nabla)} - e^{t \frac{\Delta}{2\alpha}}) \phi_0 \]
As for \( A_1 \) and \( A_2 \), we can ignore \( e^{t\lambda^+_{\varepsilon}(\nabla)} \) because of the estimate (4.4). We write
\[
\phi^+_\varepsilon - \phi_0 = \frac{(\alpha - \sqrt{\alpha^2 - \varepsilon^2(\nabla)^2})\phi_0 + \varepsilon\phi_1}{2\sqrt{\alpha^2 - \varepsilon^2(\nabla)^2}} = -\phi^-_\varepsilon.
\]
By Proposition 2, we can estimate
\[
\|1_{\{\varepsilon(\nabla) \leq |\alpha|/\sqrt{2}\}}(\phi^+_\varepsilon - \phi_0)\|_{H^s} + \|1_{\{\varepsilon(\nabla) \leq |\alpha|/\sqrt{2}\}}\phi^-_\varepsilon\|_{H^s} \lesssim \|\phi_0\|_{H^{s+1}} + \|\phi_1\|_{H^s},
\]
where we have used the estimate \( \alpha - \sqrt{\alpha^2 - \varepsilon^2(\nabla)^2} = O(\varepsilon^2(k)^2) \) in the region \( \varepsilon(k) \leq |\alpha|/\sqrt{2} \) from Proposition 2. By the interpolation, we have the required estimate for \( A_1 \) and \( A_2 \).

By the \( \varepsilon \)-uniform estimate (4.1). On the other hand, since in the region \( \varepsilon(k) \leq |\alpha|/\sqrt{2} \) we have
\[
|e^{t\lambda^+_{\varepsilon}(k)} - e^{-\frac{1}{2\alpha}(k)^2}| \lesssim t\lambda^+_{\varepsilon}(k) + \frac{1}{2\alpha}(k)^2 \left( |e^{t\lambda^+_{\varepsilon}(k)} - e^{-\frac{1}{2\alpha}(k)^2}| \right)
\]
\[
\lesssim t\varepsilon^2(k)^2 e^{-ct(k)^2}
\]
\[
\lesssim \varepsilon^2(k)^2 e^{-ct(k)^2}
\]
for some constants \( c > c' > 0 \) (we used the fact \( xe^{-cx} \lesssim e^{-c'x} \) for \( x > 0 \)), we have
\[
\|1_{\{\varepsilon(\nabla) \leq |\alpha|/\sqrt{2}\}}A_3\|_{H^s} \lesssim \varepsilon^2 \|\phi_0\|_{H^{s+2}}.
\]
By the interpolation, we have the required estimate for \( A_3 \).

Next we consider the case \( \phi_0 = \phi_1 = 0 \). We decompose
\[
u_\varepsilon - v = \int_0^t \frac{\alpha - \sqrt{\alpha^2 - \varepsilon^2(\nabla)^2}}{2\alpha\sqrt{\alpha^2 - \varepsilon^2(\nabla)^2}} e^{(t-s)\lambda^+_{\varepsilon}(\nabla)} f(s)ds
\]
\[- \int_0^t \frac{1}{2\alpha\sqrt{\alpha^2 - \varepsilon^2(\nabla)^2}} e^{(t-s)\lambda^-_{\varepsilon}(\nabla)} f(s)ds + \int_0^t \frac{1}{2\alpha} (e^{\frac{1}{2\alpha}(\Delta - 1)} - e^{(t-s)\lambda^+_{\varepsilon}(\nabla)}) f(s)ds.
\]
Then we can estimate each term by a similar way to above. \( \square \)

6.2. Probabilistic result. We consider the solutions \( \{\Psi_{\varepsilon(j)}\}_{j \in \mathbb{N}} \) according to \( \varepsilon(j) = j^{-1} \). Theorem 3 is a consequence of the following proposition and Proposition 1.

**Proposition 8.** Let \( \delta > 0 \). Let \( (Z_{\varepsilon(j)}, Y_{\varepsilon(j)}) \) be the solution of (3.11) with deterministic initial condition \( (Z_{\varepsilon(j)}, Y_{\varepsilon(j)})|_{t=0} = (z, y) \in H^{-\delta} \), and let \( Z \) be the solution of
\[
2\alpha \partial_t Z + (1 - \Delta) Z = 2\sqrt{\text{Re}(\alpha)} \partial_t W
\]
with $Z|_{t=0} = z$. Then there exists a measurable set $A \subset \mathcal{H}^{-\delta}$ such that $\mu(A) = 1$ and for any $(z, y) \in A$, $m, n \in \mathbb{N}$, $T > 0$, and $p \in [1, \infty)$, the sequence of Wick products: $Z_{m, n}^{\varepsilon/j}$ converges to $Z_{m, n}^\varepsilon$ in $C([0, T]; W^{-\delta, \infty})$ almost surely.

**Proof.** We first show the $(N, t, x)$-uniform estimate

$$
\int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ |\langle \nabla \rangle^{-\delta}(H_{m,n}(\Pi_N Z_{\varepsilon}(t,x); C_N) - H_{m,n}(\Pi_N Z(t,x); C_N))|^2 \right] \mu(dzdy) \lesssim \varepsilon^\theta
$$

for any $\theta \in (0, 1]$. For simplicity, we write $Z_{\varepsilon}(x) = H_{m,n}(\Pi_N Z_{\varepsilon}(t,x); C_N)$ and $Z(x) = H_{m,n}(\Pi_N Z(t,x); C_N)$. Following [10, Proposition 2.1], we decompose

$$
\mathbb{E} \left[ |\langle \nabla \rangle^{-\delta}(Z_{\varepsilon} - Z)(x)|^2 \right] = \int \langle \nabla \rangle^{-\delta}(x, 1) \langle \nabla \rangle^{-\delta}(x, 2) \mathbb{E} \left[ (Z_{\varepsilon}(x_1) - Z(x_1))(Z_{\varepsilon}(x_2) - Z(x_2)) \right] dx_1 dx_2,
$$

where $\langle \nabla \rangle^{-\delta}(x, \cdot)$ is the Bessel potential. We decompose

$$
\mathbb{E} \left[ (Z_{\varepsilon}(x_1) - Z(x_1))(Z_{\varepsilon}(x_2) - Z(x_2)) \right] = \mathbb{E} \left[ Z_{\varepsilon}(x_1)\overline{Z_{\varepsilon}(x_2)} \right] - \mathbb{E} \left[ Z(x_1)\overline{Z_{\varepsilon}(x_2)} \right] - \mathbb{E} \left[ Z_{\varepsilon}(x_1)\overline{Z(x_2)} \right] + \mathbb{E} \left[ Z(x_1)\overline{Z(x_2)} \right] =: (i) - (ii) - (iii) + (iv).
$$

By the definition of the complex Hermite polynomials,

\begin{align*}
(i) &= m!n!\mathbb{E}(\Pi_N Z_{\varepsilon}(t,x_1)\Pi_N Z_{\varepsilon}(t,x_2))^m\mathbb{E}(\Pi_N Z_{\varepsilon}(t,x_1)\Pi_N Z_{\varepsilon}(t,x_2))^n, \\
(ii) &= m!n!\mathbb{E}(\Pi_N Z(t,x_1)\Pi_N Z_{\varepsilon}(t,x_2))^m\mathbb{E}(\Pi_N Z_{\varepsilon}(t,x_1)\Pi_N Z_{\varepsilon}(t,x_2))^n, \\
(iii) &= m!n!\mathbb{E}(\Pi_N Z_{\varepsilon}(t,x_1)\Pi_N Z(t,x_2))^m\mathbb{E}(\Pi_N Z_{\varepsilon}(t,x_1)\Pi_N Z(t,x_2))^n, \\
(iv) &= m!n!\mathbb{E}(\Pi_N Z(t,x_1)\Pi_N Z(t,x_2))^m\mathbb{E}(\Pi_N Z(t,x_1)\Pi_N Z(t,x_2))^n,
\end{align*}

which can be reorganized as the finite sum of the form

\begin{align*}
((i) - (ii)) - ((iii) - (iv)) &= \sum_j \delta C^j(x_1, x_2) \prod_{i=1}^{n+m-1} C^j_i(x_1, x_2),
\end{align*}

where $\delta C^j(x_1, x_2)$ is of the form $\mathbb{E}[\overline{(\delta A)}B]$ or $\mathbb{E}[\overline{(\delta A)}\overline{B}]$ with

\begin{align*}
[(\delta A)] &= [(\Pi_N Z_{\varepsilon}(t,x_1) - \Pi_N Z(t,x_1))(\Pi_N Z_{\varepsilon}(t,x_2))], \\
[(\Pi_N Z_{\varepsilon}(t,x_2) - \Pi_N Z(t,x_2))(\Pi_N Z_{\varepsilon}(t,x_1))],
\end{align*}

and $C^j_i(x_1, x_2)$ ($i = 1, \ldots, n + m - 1$) are of the form $\mathbb{E}[AB]$ with

\begin{align*}
[AB] &= [(\Pi_N Z_{\varepsilon}(t,x_1))(\Pi_N Z_{\varepsilon}(t,x_2))], \\
[(\Pi_N Z_{\varepsilon}(t,x_2))(\Pi_N Z_{\varepsilon}(t,x_1))],
\end{align*}

where $\sigma, \eta$ runs over $\{0, \varepsilon\}$ and set $Z_0 := Z$. For the terms $C^j_i$, we can decompose

$$
\mathbb{E}_\mu[AB] = \sum_{|k| \leq N} \mathbb{E}_\mu \left[ \tilde{Z}_{\varepsilon}(t, k)\overline{Z_{\varepsilon}(t, k)} \right] e_k(x_1 - x_2).
$$
Indeed, \( \mathbb{E}_\mu \left[ \hat{Z}_\sigma(t; k) \overline{Z}_\eta(t; \ell) \right] = 0 \) unless \( k = \ell \), since \( \hat{Z}_\sigma(t; k) \) is a linear combination of \( \hat{z}(k), \hat{y}(k) \), and a Wiener integral with respect to \( \hat{W}(k) \), and for \( k \neq \ell \), \( \hat{z}(k), \hat{y}(k), \hat{W}(k) \) and \( \overline{\hat{z}(\ell)}, \overline{\hat{y}(\ell)}, \overline{\hat{W}(\ell)} \) are mutually uncorrelated under the probability \( \mathbb{P}_\mu \). By the Cauchy-Schwarz inequality and the invariance of \( \mu \), we have the \( \varepsilon \)-independent bound

\[
\left| \mathbb{E}_\mu \left[ \hat{Z}_\sigma(t; k) \overline{Z}_\eta(t; k) \right] \right| \leq \left[ \mathbb{E}_\mu |\hat{Z}_\sigma(t; k)|^2 \right]^{1/2} \left[ \mathbb{E}_\mu |\overline{Z}_\eta(t; k)|^2 \right]^{1/2} \lesssim \frac{1}{(k)^2}.
\]

We can repeat a similar computation of \( \delta C^j \), except to use the bound

\[
\left| \mathbb{E}_\mu \left[ (\hat{Z}_e - \hat{Z})(t; k) \overline{Z}_\sigma(t; k) \right] \right| \lesssim \varepsilon^\theta \frac{1}{(k)^{2+\theta}},
\]

where \( \theta \in (0, 1] \). This bound is similarly obtained by the proof of Theorem 5. Consequently, we have the estimate

\[
\mathbb{E}_\mu \left[ \langle \nabla \rangle^{-\delta}(\hat{Z}_e - Z)(x)^2 \right]
\]

\[
\lesssim \varepsilon^\theta \sum \int \langle \nabla \rangle^{-\delta}(x, x_1) \langle \nabla \rangle^{-\delta}(x, x_2) \prod_{i=1}^{n+m-1} \frac{1}{(k_i)^2} \prod_{i=1}^{n+m-1} \frac{1}{(k_i)^{2+\theta}} (x_1 - x_2) dx_1 dx_2
\]

\[
\lesssim \varepsilon^\theta,
\]

where we have used the notation such that the frequencies \( k_i \in \mathbb{Z}^d \) corresponds to \( C^j_i \) \( (i = 1, ..., n + m - 1) \) and \( k_{n+m} \) to \( \delta C^j \). Thus, in a similar way to [10], for any \( h \in [-1, 1] \) and \( \alpha_0 \in (0, 2\delta) \),

\[
\mathbb{E}_\mu \left[ \delta_h \left\{ \langle \nabla \rangle^{-\delta}(H_{m,n}(\Pi_N Z_e(t, x); C_N) - H_{m,n}(\Pi_N Z(t, x); C_N)) \right\} \right]^2 \lesssim |h|^{\alpha_0} \varepsilon^\theta,
\]

where \( \delta_h f(t) := f(t + h) - f(t) \). Thus, Nelson estimate, Sobolev embedding, and Kolmogorov criterion imply the convergence

\[
\mathbb{E}_\mu \left[ \|H_{m,n}(\Pi_N Z_e(t, x); C_N) - H_{m,n}(\Pi_N Z(t, x); C_N)\|_{C_T W_x^{-\delta, \infty}}^p \right] \lesssim \varepsilon^{\theta p/2}
\]

for any \( p \in [1, \infty) \). Moreover, by Proposition 4 as \( N \to \infty \)

\[
\mathbb{E}_\mu \left[ \|Z_e^m \overline{Z}_{\varepsilon}^n : - : Z_e^m \overline{Z}_{\varepsilon}^n \|_{C_T W_x^{-\delta, \infty}}^p \right] \lesssim \varepsilon^{\theta p/2}.
\]

As for the almost sure convergence result, we use a similar argument to [28, Proposition 3.2]. For any \( k \in \mathbb{N} \) and \( \varepsilon > 0 \), set

\[
\mathbb{A}^k_e = \left\{ ((z, y), \omega) \in \mathcal{H}^{-\delta} \times \Omega ; \|Z_e^m \overline{Z}_{\varepsilon}^n : - : Z_e^m \overline{Z}_{\varepsilon}^n \|_{C_T W_x^{-\delta, \infty}} < k^{-1} \right\}.
\]

By Markov inequality,

\[
\mu \otimes \mathbb{P}(\mathbb{A}_e^k) = \mu \otimes \mathbb{P}\left[ \|Z_e^m \overline{Z}_{\varepsilon}^n : - : Z_e^m \overline{Z}_{\varepsilon}^n \|_{C_T W_x^{-\delta, \infty}} \geq k^{-1} \right].
\]
\[ \sum_{j=1}^{\infty} \mu \otimes \mathbb{P}((A^k \subset \mathcal{E}(j))^c) \leq k^p \sum_{j=1}^{\infty} j^{-\theta p/2} < \infty. \]

By Borel-Cantelli lemma, the event \( A^k := \bigcup_{j=1}^{\infty} \bigcap_{i \geq j} A^k_{\varepsilon(i)} \) has probability one, and for any \((z, y, \omega) \in A^k\),
\[
\lim_{j \to \infty} \| Z^m_{\varepsilon(j)} \mathcal{Z}^m_{\varepsilon(j)} : - : Z^m \mathcal{Z}^m \|_{C_T W^{-\infty}_x} \leq k^{-1}.
\]
Therefore, the event \( A := \bigcap_{k \in \mathbb{N}} A^k \) also has probability one, and for any \((z, y, \omega) \in A,\)
\[
\lim_{j \to \infty} \| Z^m_{\varepsilon(j)} \mathcal{Z}^m_{\varepsilon(j)} : - : Z^m \mathcal{Z}^m \|_{C_T W^{-\infty}_x} = 0,
\]
i.e. \( \{ Z^m_{\varepsilon(j)} \mathcal{Z}^m_{\varepsilon(j)} : j \} \) converges in \( C_T W^{-\infty}_x \), almost surely, for almost every initial condition \((z, y)\).

\[ \square \]

**Proof of Theorem 3.** The solution \( \Psi_{\varepsilon} \) of (2.7) is decomposed into the sum \( Z_{\varepsilon} + U_{\varepsilon} \), where \( U_{\varepsilon} \) solves
\[
\begin{cases}
\varepsilon^2 \partial_t^2 U_{\varepsilon} + 2\alpha \partial_t U_{\varepsilon} + (1 - \Delta) U_{\varepsilon} + \sum_{k=0}^{n+1} \sum_{\ell=0}^{n} \binom{n+1}{k} \binom{n}{\ell} U_{\varepsilon}^{n-k} U_{\varepsilon}^{k-\ell} : Z_{\varepsilon}^k Z_{\varepsilon}^\ell : = 0,
\end{cases}
\]
\[
\begin{aligned}
(U_{\varepsilon}, \varepsilon \partial_t U_{\varepsilon})_{t=0} = (0, 0).
\end{aligned}
\]

Denote by \( S_{\varepsilon} : \{ Z_{\varepsilon}^k Z_{\varepsilon}^\ell : \}_{k, \ell} \mapsto U_{\varepsilon} \) the solution map. Similarly, the solution \( \Psi \) of (2.10) is decomposed into the sum \( Z + U \), where \( U \) solves
\[
\begin{cases}
2\alpha \partial_t U + (1 - \Delta) U + \sum_{k=0}^{n+1} \sum_{\ell=0}^{n} \binom{n+1}{k} \binom{n}{\ell} U^{n-k} U^{n-\ell} : Z^k Z^\ell : = 0,
\end{cases}
\]
\[
\begin{aligned}
(U|_{t=0}) = 0.
\end{aligned}
\]

Denote by \( S : \{ Z^k Z^\ell : \}_{k, \ell} \mapsto U \) the solution map. Proposition 8 means the almost sure convergence of \( Z_{\varepsilon}^k Z_{\varepsilon}^\ell \) to \( Z^k Z^\ell \) along the subsequence \( \varepsilon(j) = j^{-1} \), and Theorem 5 implies the convergence of the solution map \( S_{\varepsilon} \) to \( S \) as \( \varepsilon \to 0 \). These yield the almost sure convergence of \( U_{\varepsilon} \) to \( U \) as \( \varepsilon \to 0 \), by a similar argument to [13, Theorem 4.4] or [17, Theorems 1.2 and 1.3].

\[ \square \]

7. ULTRA-RELATIVISTIC LIMIT

This section is devoted to the proof of Corollary 2.2. We can repeat the same argument as in Section 6 but the only nontrivial point is in the deterministic part. Since the implicit proportional constants in Theorem 4 are locally bounded in \( \alpha \in \mathbb{C}_+ \setminus (0, \infty) \), the convergence
Im\(\alpha\) → 0 is out of the reach. We will show only the modified deterministic estimates in this section.

We fix \(\varepsilon = 1\), and we write \(\alpha_1 = \text{Re} \alpha\), \(\alpha_2 = \text{Im} \alpha\). Let any \(T > 0\) be fixed. We can set \(d \geq 1\) to be arbitrary in the deterministic part. We can expect that, the limit of the solution of \(2.1\)

\[
\begin{cases}
\partial_t^2 u_\alpha + 2(\alpha_1 + i\alpha_2)\partial_t u_\alpha + (1 - \Delta)u_\alpha = f, & t > 0, \ x \in \mathbb{T}^d, \\
(u_\alpha, \partial_t u_\alpha)|_{t=0} = (\phi_0, \phi_1), & x \in \mathbb{T}^d.
\end{cases}
\]
as \(\alpha \to 0\), solves the damped wave equation with real-valued coefficients, i.e.,

\[
\begin{cases}
\partial_t^2 v + 2\alpha_1 \partial_t v + (1 - \Delta)v = f, & t > 0, \ x \in \mathbb{T}^d, \\
(v, \partial_t v)|_{t=0} = (\phi_0, \phi_1), & x \in \mathbb{T}^d.
\end{cases}
\]

This convergence is not directly covered by Theorem 1. Nevertheless, we have the following modification.

**Theorem 6.** Let \(d \geq 1\) and \(\alpha_2 \in (-1, 1)\). For any \(\sigma \in \mathbb{R}\),

\[
\|(u_\alpha, \partial_t u_\alpha)\|_{L^\infty_t H^2(\mathbb{T}^d)} \lesssim_{\alpha_1, T} \|\phi_0\|_{H^s(\mathbb{T}^d)} + \|\phi_1\|_{H^{s-1}(\mathbb{T}^d)} + \|f\|_{L^2_t H^{s-1}(\mathbb{T}^d)},
\]

where the implicit proportional constants are locally bounded function of \(\alpha_1 > 0\).

**proof.** The proof of Theorem 1 is a combination of Proposition 5 and Lemma 4.1. Proposition 5 is \(\alpha_2\)-independent, but Lemma 4.1 is \(\alpha_2\)-dependent. Note that \(\lambda_3^\pm(\nabla)\) is of the form

\[
\lambda_3^\pm(\nabla) = -\alpha \pm \sqrt{\alpha^2 - \langle \nabla \rangle^2},
\]

so we can use Proposition 2-(5) to replace \(\sqrt{\alpha^2 - \langle k \rangle^2}\) by 1 or \(\langle k \rangle\), module proportional constants depending only on \(\alpha_1\), provided

(i) \(\langle k \rangle^2 < |\alpha|^2/9\),

(ii) \(12|\alpha|^2 < \langle k \rangle^2\).

Indeed, in the case of (i), making use of Proposition 2-(5), we have

\[
\left| -\frac{\langle k \rangle^2}{2\alpha} + h(\langle k \rangle^2, \alpha) \right| \leq \frac{|\alpha|}{2}.
\]

Thus,

\[
|\sqrt{\alpha^2 - \langle k \rangle^2}| \geq \frac{|\alpha|}{2} \geq \frac{1}{2} \text{Re}(\alpha).
\]

In the case of (ii), \(|g(\langle k \rangle^2, \alpha)| < \frac{1}{2}\langle k \rangle\), thus again by Proposition 2-(5),

\[
|\sqrt{\alpha^2 - \langle k \rangle^2}| \geq \frac{1}{2} \langle k \rangle \geq \frac{1}{2}.
\]

Once, as above, the lower bound \(C\) of \(\sqrt{\alpha^2 - \langle k \rangle^2}\) is shown independent of \(\alpha_2\), we have

\[
\left(\frac{\langle k \rangle}{\sqrt{\alpha^2 - \langle k \rangle^2}}\right)^2 = \frac{\langle k \rangle^2}{|\alpha^2 - \langle k \rangle^2|} \leq 1 + \frac{|\alpha^2|}{\alpha^2 - \langle k \rangle^2} \leq 1 + \frac{|\alpha^2|}{C^2}.
\]

Hence we can obtain the same estimates as in Lemma 4.1.

The case

(iii) \(|\alpha|^2/9 \leq \langle k \rangle^2 \leq 12|\alpha|^2\)
still remains. In this case, we go back to the mild form and rewrite it as:

\[
\begin{align*}
u_a(t) &= e^{-at} \cosh(\sqrt{\alpha^2 - (\nabla)^2}) \phi_0 + e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (\nabla)^2})}{\sqrt{\alpha^2 - (\nabla)^2}} (\alpha \phi_0 + \phi_1) \\
&+ \int_0^t e^{-a(t-t')} \frac{\sinh(\sqrt{\alpha^2 - (\nabla)^2}(t-t'))}{\sqrt{\alpha^2 - (\nabla)^2}} f(t') dt'.
\end{align*}
\]

Remark that there exists a \( \delta > 0 \) such that if \(|z| \leq \delta\) then \( \frac{\sinh z}{z} \leq \frac{3}{2} \). For any \( g \in H^{\sigma-1} \),

\[
\left\| e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (\nabla)^2})}{\sqrt{\alpha^2 - (\nabla)^2}} g \right\|_{H^{\sigma}} = \sum_{k \in \mathbb{Z}^d} (k)^{2\sigma} \left| e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (k)^2})}{\sqrt{\alpha^2 - (k)^2}} \hat{g}(k) \right|^2.
\]

If \( |T \sqrt{\alpha^2 - (k)^2}| \leq \delta \) for any \( t \leq T \),

\[
\left| e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (k)^2})}{\sqrt{\alpha^2 - (k)^2}} \right|^2 \leq \frac{9}{4} e^{-2Re(\alpha)t} \frac{1}{(Re(\alpha))^2},
\]

or, since we are in the case where \( (k)^2 \leq 12|\alpha|^2 \),

\[
\left| e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (k)^2})}{\sqrt{\alpha^2 - (k)^2}} \right|^2 \leq \frac{9}{4} e^{-2Re(\alpha)t} \frac{12|\alpha|^2}{(k)^2} \lesssim \frac{|\alpha|^2}{(Re(\alpha))^2 (k)^2}.
\]

If \( |T \sqrt{\alpha^2 - (k)^2}| > \delta \),

\[
\left| e^{-at} \frac{\sinh(\sqrt{\alpha^2 - (k)^2})}{\sqrt{\alpha^2 - (k)^2}} \right|^2 \leq \frac{T^2}{2\delta^2} \left( |e^{(t-t')\lambda_\alpha^+}(k)|^2 + |e^{(t-t')\lambda_\alpha^-}(k)|^2 \right) \leq \frac{2T^2}{\delta^2},
\]

or, similarly, using the fact \( (k)^2 \leq 12|\alpha|^2 \), is bounded by \( \lesssim \frac{T^2}{\delta^2 \rho(k)^2} \), from which we see that summing up both case of \( k \), the sum (7.1) may be bounded by \( \|g\|_{H^{\sigma-1}} \) \((\|g\|_{H^{\sigma}} \text{ if } g \in H^{\sigma}) \) independent of small \( \alpha_2 \), but dependent of \( \alpha_1, \delta \) and \( T \). For the inhomogeneous term, we can similarly estimate in \( H^{\sigma} \) independent of small \( \alpha_2 \) with the aid of (1.2).

Since we have the \( \alpha_2 \)-uniform estimate, we can prove Corollary 2.2 by a similar way to Section 6.

**Theorem 7.** For any \( \sigma \in \mathbb{R} \),

\[
\| (u_\alpha, \partial_t u_\alpha) - (v, \partial_t v) \|_{L^T_\infty \mathcal{H}^d_{\alpha}} \lesssim \alpha_1 \| \phi_0 \|_{H^\sigma} + \| \phi_1 \|_{H^\sigma-1} + \| f \|_{L^1_\infty H^\sigma_{\alpha-1}}.
\]

**Proof.** Since \( \lambda_\alpha^\pm(\nabla) \) is smooth in \( \alpha_2 \), we can see that the derivative \( \bar{u}_\alpha = \frac{\partial}{\partial \alpha_2} u_\alpha \) solves the equation

\[
\begin{align*}
\left\{ \begin{array}{l}
\partial_t \bar{u}_\alpha + 2(\alpha_1 + i\alpha_2) \partial_t \bar{u}_\alpha + (1 - \Delta) \bar{u}_\alpha = -2i \partial_t u_\alpha, \\
(\bar{u}_\alpha, \partial_t \bar{u}_\alpha)|_{t=0} = (0,0),
\end{array} \right.
\end{align*}
\]

Then by the uniform estimate in Theorem 6

\[
\| (u_\alpha, \partial_t u_\alpha) - (v, \partial_t v) \|_{L^\infty_T \mathcal{H}^d_{\alpha}} \lesssim \alpha_1 \sup_{\alpha'_2 \in [0, \alpha_2]} \| (\bar{u}_\alpha^{(1)} + \alpha'_2 \partial_t \bar{u}_\alpha^{(1)} + \alpha'_2 \partial_t) \|_{L^\infty_T \mathcal{H}^d_{\alpha}}.
\]
8. uniform Strichartz estimates

This section is devoted to the proof of Theorem 2. Similarly to Section 6, we sometimes omit the label $\alpha$ from underlined objects. First we remark that we can replace $1 - \Delta$ with $\Delta$. Let $u_\varepsilon = u_{\varepsilon, \alpha}$ be the solution of (2.1). Then, by the transform

$$v_\varepsilon(t) = e^{\beta t} u_\varepsilon(t), \quad \beta = \frac{\alpha - \sqrt{\alpha^2 - \varepsilon^2}}{\varepsilon^2},$$

we see that $v_\varepsilon$ satisfies

$$\begin{cases}
\varepsilon^2 \partial_t^2 v_\varepsilon + 2\sqrt{\alpha^2 - \varepsilon^2} \partial_t v_\varepsilon - \Delta v_\varepsilon = e^{\beta t} f, & t > 0, \quad x \in \mathbb{T}^d, \\
(v_\varepsilon, \varepsilon \partial_t v_\varepsilon)|_{t=0} = (\phi_0, \varepsilon \beta \phi_0 + \phi_1), & x \in \mathbb{T}^d.
\end{cases}$$

Note that by Proposition 2, setting $\gamma := \sqrt{\alpha^2 - \varepsilon^2}$, we have $\text{Re} \gamma > 0$, $\text{Im} \gamma \neq 0$, $|\varepsilon \beta| \leq \frac{\varepsilon}{\text{Re} \alpha}$, and $\text{Re} \beta \geq \frac{C_{\alpha, \varepsilon}}{\varepsilon^2} = C_{\alpha, \varepsilon} \geq C_{\alpha, 1}$,

where the constants $C_{\alpha, \varepsilon}, C_{\alpha, 1}$ are defined in (4) of Proposition 2. Remark that this transform has been used already in several studies (for example, see [4]).

We can write the solution of (8.2) in the mild form.

$$v_\varepsilon(t) = e^{\lambda^\pm_\varepsilon(\nabla)} \phi^\pm_\varepsilon + e^{\lambda^-_\varepsilon(\nabla)} f^+_\varepsilon + \int_0^t \left( e^{(t-t')\lambda^+_\varepsilon(\nabla)} f^+_\varepsilon(t') + e^{(t-t')\lambda^-_\varepsilon(\nabla)} f^-_\varepsilon(t') \right) dt',$$

where

$$\lambda^\pm_\varepsilon(\nabla) = \frac{-\gamma \pm \sqrt{\gamma^2 - \varepsilon^2 ||\nabla||^2}}{\varepsilon^2},$$

and

$$\phi^\pm_\varepsilon = \mp \frac{\varepsilon^2 \lambda^\pm_\varepsilon(\nabla) \phi_0 \pm \varepsilon(\varepsilon \beta \phi_0 + \phi_1)}{2 \sqrt{\gamma^2 - \varepsilon^2 ||\nabla||^2}}, \quad f^\pm_\varepsilon(t) = \pm \frac{e^{\beta t} f(t)}{2 \sqrt{\gamma^2 - \varepsilon^2 ||\nabla||^2}}.$$

In the following Sections 8.1 and 8.2, we decompose the operator $e^{\lambda^\pm_\varepsilon(\nabla)}$ into

$$L^\pm_\varepsilon(t) = e^{\lambda^+_\varepsilon(\nabla)} I(\varepsilon \nabla), \quad H^\pm_\varepsilon(t) = e^{\lambda^-_\varepsilon(\nabla)} (1 - I(\varepsilon \nabla)),$$

where $I$ is a radial smooth cut-off function $I : \mathbb{R}^d \to [0, 1]$ defined by (2.3). We will establish the uniform Schauder/Strichartz estimate for $L^\pm_\varepsilon$ and $H^\pm_\varepsilon$, i.e. Theorems 8 and 9 below. We will then obtain the Strichartz estimate for $u_\varepsilon$ in Theorem 2 via the transform (8.1). Note that we consider in what follows $d \geq 1$ if nothing is mentioned.
8.1. Low frequency part.

Lemma 8.1. There exist a constant $c > 0$ such that, for any $k \in \mathbb{N}^d$,
\[
|\partial_x^k (e^{t\lambda_1^+} (\xi) I(\varepsilon\xi))| \lesssim e^{-ct|\xi|^2} |\xi|^{-|k|}, \tag{8.4}
\]
\[
|\partial_x^k (e^{t\lambda_1^-} (\xi) I(\varepsilon\xi))| \lesssim e^{c|k|} e^{-ct/\varepsilon^2}. \tag{8.5}
\]

Note that the right hand side of (8.5) is bounded by that of (8.4) in the region $|\xi| \leq 2$.

**proof.** Since $e^{t\lambda_2^+} (\xi) = e^{(t/\varepsilon^2)} \lambda_1^+ (\xi)$, it is sufficient to consider the case $\varepsilon = 1$. Since $\Re \lambda_1^- (\xi) \leq - \Re (\gamma)$ and since all derivatives $\partial^k \lambda_1^-$ are bounded on $|\xi| \leq 2$, by Lemma A.1,
\[
|\partial_x^k e^{t\lambda_1^-} (\xi)| \lesssim e^{t \Re \lambda_1^- (\xi)} \sum_{m_i \ell = k} |t \partial^\ell \lambda_1^- (\xi)| m_\ell \lesssim e^{-ct}
\]
for some constant $c < \Re (\gamma)$. Hence we have (8.5). On the other hand, by Proposition 2, there exists a constant $C_\gamma > 0$ such that
\[
\Re \lambda_1^+ (\xi) = - \Re \frac{|\xi|^2}{\gamma + \sqrt{\gamma^2 - |\xi|^2}} \leq -C_\gamma |\xi|^2,
\]
and moreover,
\[
|\partial_x^k \lambda_1^+ (\xi)| \lesssim |\xi|^{-|k|}.\]

Hence by Lemma A.1,
\[
|\partial_x^k e^{t\lambda_1^+} (\xi)| \lesssim e^{t \Re \lambda_1^+ (\xi)} \sum_{m_i \ell = k} |t \partial^\ell \lambda_1^+ (\xi)| m_\ell \lesssim e^{-C_\gamma t |\xi|^2} \sum_{m_i} m_\ell |\xi|^{-|k|} \lesssim e^{-ct |\xi|^2} |\xi|^{-|k|}
\]
for some constant $c < C_\gamma$. Hence we have (8.4). □

By Lemma 8.1, Lemma A.5 and Lemma A.6 we obtain

**Theorem 8.** For any $s \geq 0$, $1 \leq r \leq \infty$, we have
\[
\|L_x^\pm (t) \Delta_j f\|_{L^r} \lesssim_{\gamma} \|\Delta_j f\|_{L^r}.
\]

8.2. High frequency part. In this section, we prove the following theorem.

**Theorem 9.** Let $\frac{m-1}{2} < m \leq \infty$ and let $(q_k, r_k) \in [2, \infty]^2$ ($k = 1, 2$) be $m$-admissible pairs, that is,
\[
\frac{1}{mq_k} + \frac{1}{r_k} = \frac{1}{2}. \tag{8.6}
\]

Define
\[
s_k = s(r_k) = \frac{d+1}{2} \left( 1 - \frac{1}{r_k} \right), \quad \delta_k = \delta(q_k, r_k) = \frac{2}{q_k} - \frac{d - 1}{2} \left( 1 - \frac{1}{r_k} \right).
\]

Then for any $j \geq -1$, we have
\[
\|H_{\varepsilon}^\pm (t) \Delta_j u\|_{L^{q_k}_x L^{r_k}_t} \lesssim_{\gamma} \|\Delta_j u\|_{L^2}, \tag{8.7}
\]
\[
\left\| \int_0^t H_{\varepsilon}^\pm (t - t') \Delta_j f(t') dt' \right\|_{L^{q_k}_x L^{r_k}_t} \lesssim_{\gamma} \|\Delta_j f\|_{L^{q_k}_x L^{r_k}_t}. \tag{8.8}
\]
Before proving Theorem 9, remark here that there exists a constant \( c > 0 \) such that

\[
\sup_{\xi \notin \text{supp}(l)} \text{Re} \sqrt{\gamma^2 - |\xi|^2} < \text{Re}(\gamma) - c.
\]

Instead of computing \( H^2 \) directly, we consider a simpler operator

\[
W^2(t) = e^{-ct/2\varepsilon^2} e^{\pm it|\nabla|/\varepsilon}.
\]

Then we can decompose \( H^2(t) = \tilde{H}^2(t)W^2(t) \), where

\[
\tilde{H}^2(t) = e^{-ct/2\varepsilon^2} e^{-(\gamma-c)t/\varepsilon^2} e^{\pm t(\sqrt{\gamma^2 - |\xi|^2} |\nabla|)/\varepsilon^2} (1 - I(\varepsilon \nabla)).
\]

Then Theorem 9 follows from Theorem 10 in Appendix B once we prove

**Lemma 8.2.** For any \( p \in [1, \infty] \), there exists a constant \( C \) such that we have

\[
\| \tilde{H}^2(t) \Delta_j f \|_{L^p} \leq C e^{-ct/2\varepsilon^2} \| \Delta_j f \|_{L^p}
\]

for any \( j \geq 0 \), \( t \geq 0 \), and \( \varepsilon \in (0, 1) \).

**Proof.** Set \( \varphi(\xi) = \sqrt{\gamma^2 - |\xi|^2} - i|\xi| \). Since \( |\partial^k \varphi(\xi)| \lesssim |\xi|-|k| \) \((k \in \mathbb{N}_d)\), we have

\[
|\partial^k e^{-(\gamma-c)t/\varepsilon^2} \varphi(\xi)| t | \sim e^{-\text{Re}(\gamma-c)t} |\xi|-|k| \lesssim |\xi|-|k|
\]

on the complement of the support of \( I \). Consequently,

\[
|\partial^k e^{-(\gamma-c)t/\varepsilon^2} \varphi(\xi)| t | \lesssim |\xi|-|k|.
\]

By Lemma A.3, we obtain the assertion. \( \square \)

### 8.3. Proof of Theorem 2

Since \( u^\varepsilon(t) = e^{-\beta t} v^\varepsilon(t) \) with \( \text{Re} \beta \geq 0 \), it is sufficient to show (2.4) and (2.5) for \( v^\varepsilon = I(\varepsilon \nabla) v^\varepsilon \) and \( u^\varepsilon = v^\varepsilon - v^\varepsilon_+ \), respectively, if \( T \) is fixed. However, we go back to \( u^\varepsilon \) and \( u^\varepsilon_+ \) to clarify whether the proportional constants depend on \( T \). We will see that the estimate (2.4) is independent of \( T \).

Since \( v^\varepsilon \) satisfies (8.3), we have

\[
u^\varepsilon_+(t) = e^{-\beta t} L^\varepsilon_+(t) \phi^\varepsilon_+ + e^{-\beta t} L^\varepsilon_-(t) \phi^\varepsilon_+ + \int_0^t e^{-\beta t} \left( L^\varepsilon_+(t - t') f^\varepsilon_+(t') + L^\varepsilon_-(t - t') f^\varepsilon_-(t') \right) dt',
\]

\[
u^\varepsilon_-(t) = e^{-\beta t} H^\varepsilon_+(t) \phi^\varepsilon_- + e^{-\beta t} H^\varepsilon_-(t) \phi^\varepsilon_- + \int_0^t e^{-\beta t} \left( H^\varepsilon_+(t - t') f^\varepsilon_+(t') + H^\varepsilon_-(t - t') f^\varepsilon_-(t') \right) dt',
\]

Then Lemma A.3 implies

**Lemma 8.3.** For any \( r \in [1, \infty] \), \( j \geq -1 \) and \( s \in [0, 1] \),

\[
\| \Delta_j \phi^\varepsilon_+ \|_{L^r} \lesssim_\gamma \| \Delta_j \phi_0 \|_{L^r} + 2^{-j} \| \Delta_j (\varepsilon \beta \phi_0 + \phi_1) \|_{L^r} \lesssim_\alpha \| \Delta_j \phi_0 \|_{L^r} + 2^{-j} \| \Delta_j \phi_1 \|_{L^r},
\]

\[
\| \Delta_j f^\varepsilon_+ \|_{L^r} \lesssim_{\gamma} \varepsilon^{-s/2} e^{(\text{Re}\beta)t} \| \Delta_j f \|_{L^r}.
\]

Combining this with Theorems 8 and 9, we can prove Theorem 2.

**Proof of Theorem 2.** First we consider the low frequency part. By Theorem 8 and since \( \text{Re} \beta \geq 0 \), for any \( t \geq 0 \)

\[
\| \Delta_j u^\varepsilon_{+, \alpha}(t) \|_{L^r} \lesssim \sum_{\alpha = +, -} e^{-(\text{Re}\beta)t} \| \Delta_j \phi^\varepsilon_0 \|_{L^r} + \sum_{\alpha = +, -} e^{-(\text{Re}\beta)t} 2^{-j s} \int_0^t (t - t')^{-s/2} \| \Delta_j f^\varepsilon_0(t') \|_{L^r} dt'.
\]

...
\[ \lesssim e^{-\Re(\beta)t} \left\| \Delta_j \phi_0 \right\|_{L^r} + e^{-\Re(\beta)t}2^{-j} \left\| \Delta_j \phi_1 \right\|_{L^r} \\
+ 2^{-js} \int_0^t (t - t')^{-s/2} e^{-\Re(\beta)(t-t')} \left\| \Delta_j f(t') \right\|_{L^r} dt', \]

thus by \( \Re \beta \geq C_{\alpha,1} \) and by Minkowski’s inequality,

\[
\left\| u_{\epsilon,\alpha} \right\|_{B^{s,\alpha}_{r_2}} \lesssim e^{-C_{\alpha,1}t} \left\| \phi_0 \right\|_{B^{s,\alpha}_{r_2}} + e^{-C_{\alpha,1}t} \left\| \phi_1 \right\|_{B^{s,\alpha}_{r_2}} + \int_0^t (t - t')^{-s/2} e^{-C_{\alpha,1}(t-t')} \left\| f(t') \right\|_{B^{s,\alpha}_{r_2}} dt'.
\]

Since the functions \( e^{-C_{\alpha,1}t} \) and \( t^{-s/2} e^{-C_{\alpha,1}t} \) are integrable over \([0, \infty)\), (2.24) is obtained by Young’s inequality if \( s < 2(1 + \frac{1}{q_1} - \frac{1}{q_2}) \), and by Hardy-Littlewood-Sobolev’s inequality if \( s = 2(1 + \frac{1}{q_1} - \frac{1}{q_2}) \) and \( s < 2 \).

Next we consider the high frequency part. By Theorem 9 and since \( \Re \beta \geq 0 \), we have,

\[
\left\| \Delta_j u_{\epsilon,\alpha} \right\|_{L^q_T L^r_x} \lesssim T \epsilon^{-j} \| \Delta_j \phi_0 \|_{L^2} + \sum_{s = +, -} 2^{-j} \int_0^t e^{-\Re(\beta)t} H_{\epsilon}(t-t') \left\| \Delta_j f(t') \right\|_{L^2} dt' \\
\lesssim T \epsilon^{-j} \| \Delta_j \phi_0 \|_{L^2} + \sum_{s = +, -} 2^{-j} 2^{j(s_1 + s_2)} \left\| \Delta_j f \right\|_{L^2} \lesssim T \epsilon^{-j} \| \Delta_j \phi_0 \|_{L^2} + \sum_{s = +, -} 2^{-j} 2^{j(s_1 + s_2 - 1)} \| \Delta_j f \|_{L^2}.
\]

Hence by Minkowski’s inequality we obtain (2.25).

\[\square\]

**Appendix A. Elementary results**

**Lemma A.1.** Let \( n \in \mathbb{N} \) and \( k \in \mathbb{N}^d \). For a smooth function \( h : \mathbb{R}^d \to \mathbb{C} \), one has

\[
|\partial^k e^{h(x)}| \lesssim e^{\Re h(x)} \sum_{m = (m_\ell)_{1 \leq |\ell| \leq |k|} \in \mathbb{N}^{|k|}, \sum_{\ell} m_\ell \epsilon = k} \prod_{\ell} |\partial^\ell h(x)|^{m_\ell}.
\]

**Proof.** By the one-component Faàdi Bruno’s formula,

\[
\partial^k (F \circ h)(x) = \sum_{m = (m_\ell)_{1 \leq |\ell| \leq |k|} \in \mathbb{N}^{|k|}, \sum_{\ell} m_\ell \epsilon = k} C_\ell (\partial^{\sum_{\ell} m_\ell} F)(h(x)) \prod_{\ell} (\partial^\ell h(x))^{m_\ell}
\]

for any holomorphic function \( F \) and absolute constants \( C_\ell \).

\[\square\]

We regard a smooth function \( f \in \mathcal{D}(\mathbb{T}^d) \) as a periodic function on \( \mathbb{R}^d \). For a periodic smooth function \( f \) on \( \mathbb{R}^d \) and a Schwartz function \( g \) on \( \mathbb{R}^d \), we define the convolution by

\[
(g * f)(x) := \int_{\mathbb{R}^d} g(x - y) f(y) dy = \int_{\mathbb{R}^d} g(y) f(x - y) dy, \quad x \in \mathbb{R}^d.
\]
Lemma A.2. Let \( \varphi \) be a Schwartz function on \( \mathbb{R}^d \) and let \( \eta \) be its Fourier inverse transform. For any smooth function \( f \in \mathcal{D}(\mathbb{T}^d) \),
\[
\varphi(\nabla) f = \eta \ast f.
\]

Lemma A.3. For any \( p \in [1, \infty] \), Schwartz function \( \eta \), and periodic smooth function \( f \in \mathcal{D}(\mathbb{T}^d) \),
\[
\|\eta \ast f\|_{L^p(\mathbb{T}^d)} \leq \|\eta\|_{L^1(\mathbb{R}^d)} \|f\|_{L^p(\mathbb{T}^d)}.
\]

Lemma A.4. Let \( a > 0 \) and \( N_0 > 0 \), and let \( \eta : \mathbb{R}^d \to \mathbb{R} \) be a function such that \( |\eta(x)| \lesssim_N 1/(a + |x|)^N \) for any \( N \geq N_0 \). Then
\[
\|\eta \ast f\|_{L^\infty(\mathbb{T}^d)} \lesssim (1 + a^{-N_0}) \|f\|_{L^1(\mathbb{T}^d)}.
\]

Proof. Denote by \( \tilde{\eta} = \sum_{k \in \mathbb{Z}^d} \eta(\cdot + 2\pi k) \). Then it is sufficient to show that
\[
\|\tilde{\eta}\|_{L^\infty(\mathbb{T}^d)} \lesssim 1 + a^{-N_0}.
\]
If \( |x| \leq \pi \), then by taking some \( N > d \),
\[
|\tilde{\eta}(x)| \leq |\eta(x)| + \sum_{k \neq 0} |\eta(x + 2\pi k)|
\lesssim a^{-N_0} + \sum_{k \neq 0} |k|^{-N} \lesssim 1 + a^{-N_0}.
\]

Lemma A.5 (Lemma 2.2). Let \( s \in \mathbb{R} \), \( p \in [1, \infty] \), and let \( N = 2[1 + \frac{d}{2}] \). Let \( \sigma : \mathbb{R}^d \to \mathbb{R} \) be a function such that
\[
C_\sigma := \sup_{k \in \mathbb{N}^d, |k| \leq N} \sup_{\xi \neq 0} \left( \left| \xi^{|k|-s} \partial^k \sigma(\xi) \right| \right) < \infty.
\]
Then for any \( u \in \mathcal{D}'(\mathbb{T}^d) \) and \( j \geq 0 \),
\[
\|\sigma(\nabla) \Delta_j u\|_{L^p} \lesssim C_\sigma 2^{js} \|\Delta_j u\|_{L^p}.
\]

Moreover, if \( \sigma \) is bounded,
\[
\|\sigma(\nabla) \Delta_{-1} u\|_{L^p} \lesssim \|\sigma\|_{L^\infty(\text{supp}(\chi_{-1}))} \|\Delta_{-1} u\|_{L^p}.
\]

Proof. We fix a radial and smooth function \( \tilde{\chi} \) supported on an annulus of \( \mathbb{R}^d \), and such that \( \tilde{\chi}(2^{-j} \cdot) \chi_j = \chi_j \) for any \( j \geq 0 \). Set \( \tilde{\chi}_j := \tilde{\chi}(2^{-j} \cdot) \). By Lemma A.2,
\[
\sigma(\nabla) \Delta_j u = (\sigma \tilde{\chi}_j)(\nabla) \Delta_j u = K_j \ast \Delta_j u,
\]
where \( K_j \) is the Fourier inverse transform (on \( \mathbb{R}^d \)) of \( \sigma \tilde{\chi}_j \). By the change of variable, \( K_j = 2^{jd} \tilde{K}_j(2^j \cdot) \) with \( \tilde{K}_j \) the Fourier inverse transform (on \( \mathbb{R}^d \)) of \( \sigma(2^j \cdot) \tilde{\chi}(\cdot) \). Then
\[
\left| (1 + |x|^2)^{N/2} \tilde{K}_j(x) \right| \leq \int_{\mathbb{R}^d} \left| (1 - \Delta \xi)^{N/2} \left( \sigma(2^j \xi) \tilde{\chi}(\xi) \right) \right| d\xi
\lesssim \sum_{|k| \leq N} \int_{\text{supp}(\tilde{\chi})} 2^{ij|k|} \left| (\partial^k \sigma)(2^j \xi) \right| d\xi
\lesssim C_\sigma 2^{js} \sum_{|k| \leq N} \int_{\text{supp}(\tilde{\chi})} |\xi^{s-|k|}| d\xi \lesssim C_\sigma 2^{js}.
\]
Hence $\|K_j\|_{L^1} = \|\tilde{K}_j\|_{L^1} \leq C_\sigma 2^{j\sigma}$. Then Lemma \[A.3\] leads us to the estimate (A.1).

The estimate (A.2) for $p = 2$ is an immediate consequence of Plancherel’s formula. The general case follows from the equivalence of norms

$$\|\Delta^{-1} f\|_{L^p} \approx \|\Delta^{-1} f\|_{L^2}.$$ 

Indeed, by taking a smooth and compactly supported function $\tilde{\chi}^{-1}$ such that $\tilde{\chi}^{-1} = 1$ on $\text{supp}(\chi^{-1})$, for any $p \geq q$ we have

$$\|\Delta^{-1} f\|_{L^p} = \|\tilde{\chi}^{-1} (\nabla) \Delta^{-1} f\|_{L^p} \lesssim \|\Delta^{-1} f\|_{L^q}$$

since $\mathcal{F}^{-1} \tilde{\chi}^{-1}$ belongs to $L^r$ for any $r$. The reverse inequality is obvious because $\mathcal{T} \sigma$ is a finite measure space. □

**Lemma A.6** ([3, Lemma 2.1]). For any $(p, q) \in [1, \infty]^2$ with $1 \leq p \leq q$, we have

$$\|\Delta_j u\|_{L^q} \lesssim 2^{jd(1/p - 1/q)} \|\Delta_j u\|_{L^p}.$$ 

**Appendix B. Strichartz estimate for the homogeneous case**

In this section, we prove Strichartz estimate for the homogeneous operator

$$W_\varepsilon^\pm (t) = e^{-ct/\varepsilon^2} e^{\pm i t |\nabla|/\varepsilon}.$$ 

Since there is no significant difference between $W_\varepsilon^+$ and $W_\varepsilon^-$, we consider only the former one. We write $W_\varepsilon = W_\varepsilon^+$.

**Theorem 10.** The same estimates as Theorem 9 holds with $H_\varepsilon^\pm$ replaced by $W_\varepsilon^\pm$ holds true.

**B.1. Oscillatory integral.** For any radial smooth function $\varphi \in C_0^\infty(\mathbb{R}^d)$ supported on an annulus, consider the integral

$$K_\varphi(t, x) = \mathcal{F}^{-1}(e^{it|\cdot|/\varepsilon}) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{it|\xi| + ix \cdot \xi} \varphi(\xi) d\xi$$

for $(t, x) \in (0, \infty) \times \mathbb{R}^d$.

**Lemma B.1** ([3, Theorem 8.8]). Consider a smooth function $\Phi$ on $\mathbb{R}^d$ such that, for some compact set $K$ we have

$$c := \inf_{\xi \in K} |\nabla \Phi(\xi)| > 0.$$ 

Then, for any $N > 0$ and any smooth function $\psi$ supported in $K$, there exists a constant $C = C(N, c, \Phi)$ such that

$$\left| \int_{\mathbb{R}^d} e^{i\tau \Phi(\xi)} \psi(\xi) d\xi \right| \leq C \|\psi\|_{C^N(K)} \tau^{-N}$$

for any $\tau > 0$.

Let $\sigma_{S^{d-1}}$ be the surface measure of the unit sphere in $\mathbb{R}^d$ and let

$$\tilde{\sigma}_{S^{d-1}}(x) = \int_{S^{d-1}} e^{ix \cdot \eta} \sigma_{S^{d-1}}(d\eta).$$
Lemma B.2 ([26] Corollary 2.37). Let $d \geq 2$. One has the representation

$$\overline{\sigma_{S^{d-1}}(x)} = e^{i|x|/\omega_+(|x|)} + e^{-i|x|/\omega_-(|x|)},$$

where $\omega_{\pm}$ are smooth and satisfy

$$|\omega_{\pm}(r)| \lesssim r^{-(d-1)/2}.$$

We show the dispersive estimate of the function $K_{\varphi}(t,x)$.

Lemma B.3. Let $d \geq 2$. There exists a constant $C > 0$ such that

$$|K_{\varphi}(t,x)| \leq Ct^{-(d-1)/2}$$

if $t \approx |x|$. For any $N \geq \frac{d-1}{2}$, there exists a constant $C_N$ such that

$$|K_{\varphi}(t,x)| \leq C_N(t + |x|)^{-N}$$

if $t \not\approx |x|$.

**proof.** Introducing polar coordinates $\xi = r\eta$ ($r \in (0, \infty)$, $\eta \in S^{d-1}$), we have

$$K_{\varphi}(t,x) = \int_{(0, \infty) \times S^{d-1}} r^{d-1} d\sigma_{S^{d-1}}(d\eta)e^{i r x \cdot \eta + i r t} \varphi(r\eta)$$

$$= \int_0^\infty \overline{\sigma_{S^{d-1}}(x)} e^{i r t} \tilde{\varphi}(r)dr$$

$$= \int_0^\infty e^{ir(t+|x|)} \omega_+(r|x|) \tilde{\varphi}(r)dr + \int_0^\infty e^{ir(t-|x|)} \omega_-(r|x|) \tilde{\varphi}(r)dr,$$

where $\tilde{\varphi}$ is a smooth function on $\mathbb{R}$ such that $\tilde{\varphi}(r) = \varphi(r\eta)r^{d-1}$.

By Lemma [B.1]

$$\left| \int_0^\infty e^{ir(t+|x|)} \omega_+(r|x|) \tilde{\varphi}(r)dr \right| \lesssim_N (t + |x|)^{-N}$$

for any $N > 0$. For the second integral, if $t \not\approx |x|$, by Lemma [B.1]

$$\left| \int_0^\infty e^{ir(t-|x|)} \omega_-(r|x|) \tilde{\varphi}(r)dr \right| \lesssim_N (t + |x|)^{-N}$$

for any $N > 0$. If $t \approx |x|$,

$$\left| \int_0^\infty e^{ir(t-|x|)} \omega_-(r|x|) \tilde{\varphi}(r)dr \right| \lesssim \int_0^\infty (r|x|)^{-(d-1)/2} \tilde{\varphi}(r)dr \lesssim |x|^{-(d-1)/2} \lesssim t^{-(d-1)/2}. \square$$

B.2. **Proof of Theorem [10].** By using above theorem, we prove the Strichartz estimate for $W_\varepsilon$.

Lemma B.4. Let $d \geq 1$. For any radial smooth function $\varphi \in C_0^\infty(\mathbb{R}^d)$ supported in an annulus, there exists a constant $c' > 0$ such that for any $j \geq 0$,

$$\|W_\varepsilon(t)\varphi(2^{-j} \nabla)f\|_{L^\infty} \lesssim e^{-c't/\varepsilon^2}2^{j(d+1)/2}(t/\varepsilon)^{-(d-1)/2}\|f\|_{L^1}.$$
proof. First, we consider the case \( d = 1 \). By Lemma [A.6] we obtain
\[
\|W_\varepsilon(t)\varphi(2^{-j}\nabla)f\|_{L^\infty} \lesssim 2^{j/2}\|W_\varepsilon(t)\varphi(2^{-j}\nabla)f\|_{L^2} \\
\lesssim 2^{j/2}e^{-ct/\varepsilon^2}\|\varphi(2^{-j}\nabla)f\|_{L^2} \lesssim 2^j e^{-ct/\varepsilon^2}\|\varphi(2^{-j}\nabla)f\|_{L^1},
\]
which is the desired estimate. Next, we consider the higher dimensional cases. By Lemma A.2,
\[
W_\varepsilon(t)\varphi(2^{-j}\nabla)f = e^{-ct/\varepsilon^2+t/\varepsilon}K_{\varphi,\varepsilon}^{t,j} * f,
\]
where \( K_{\varphi,\varepsilon}^{t,j} = e^{-t/\varepsilon}F^{-1}(e^{it/\varepsilon}\varphi(2^{-j}.)) \). By the change of variables and by Lemma [B.3] we have that
\[
|K_{\varphi,\varepsilon}^{t,j}(x)| = e^{-t/\varepsilon}2^j|K_{\varphi}(2^j t/\varepsilon, 2^j x)| \lesssim 2^{j(d-N)}(t/\varepsilon + |x|)^{-N}.
\]
for any \( N \geq \frac{d-1}{2} \), if \( t/\varepsilon \neq |x| \). On the other hand, if \( t/\varepsilon \simeq |x| \),
\[
|K_{\varphi,\varepsilon}^{t,j}(x)| = e^{-t/\varepsilon}2^j|K_{\varphi}(2^j t/\varepsilon, 2^j x)| \lesssim 2^{j(d+1)/2}e^{-t/\varepsilon}(t/\varepsilon)^{-d/2} \lesssim 2^{j(d+1)/2}(t/\varepsilon)^{-d/2}
\]
for any \( N \geq \frac{d-1}{2} \). By Lemma A.3,
\[
eq \frac{d+1}{2} \left( \frac{1}{2} - \frac{r_k}{r_k} \right), \quad \delta_k = \delta(q_k, r_k) = \frac{d - 1 - \frac{1}{2}}{2} - \frac{1}{r_k}.
\]
Let \( \varphi \) be a smooth function as in Lemma [B.3]. For any \( f_k \in L_{T}^{q_k}L_{x}^{r_k} \), we write
\[
T_j(f_1, f_2) := \int_{[0,T]^2} 1_{\{t'<t\}} \langle W_\varepsilon(t-t')\varphi(2^{-j}\nabla)f_1(t'), f_2(t') \rangle_{L_x^{r_k}} dt dt'.
\]
Then we have
\[
|T_j(f_1, f_2)| \lesssim \varepsilon^{\delta_1+\delta_2}2^{j(s_1+s_2)}\|f_1\|_{L_{T}^{q_k}L_{x}^{s_k}}\|f_2\|_{L_{T}^{q_k}L_{x}^{s_k}}.
\]
Lemma B.5. Let \( \frac{d-1}{2} < m \leq \infty \) and let \((q_k, r_k) \in [2, \infty]^2 \) \((k = 1, 2)\) be \( \sigma \)-admissible pairs, see [S.6]. Define
\[
s_k = s(r_k) = \frac{d+1}{2} \left( \frac{1}{2} - \frac{1}{r_k} \right), \quad \delta_k = \delta(q_k, r_k) = \frac{d - 1}{2} - \frac{1}{r_k}.
\]
\[
|T_j(f_1, f_2)| \lesssim \varepsilon^{\delta_1+\delta_2}2^{j(s_1+s_2)}\|f_1\|_{L_{T}^{q_k}L_{x}^{s_k}}\|f_2\|_{L_{T}^{q_k}L_{x}^{s_k}}.
\]
proof. If \((q_1, r_1) = (q_2, r_2) = (q, r)\), then (B.1) follows from Lemma [B.3] and Young inequality. Indeed, we have
\[
\|W_\varepsilon(t)\varphi(2^{-j}\nabla)f\|_{L^r} \lesssim e^{-ct/\varepsilon^2}(2^{j(d+1)/2}(t/\varepsilon)^{-d/2})^{1-2/r}\|f\|_{L^r},
\]
for any \( 0 \leq t \) and \( r \in [2, \infty] \) by an interpolation between the trivial \( L^2-L^2 \) estimate of \( W_\varepsilon(t) \) and Lemma [B.3]. Hence
\[
|T_j(f_1, f_2)| \lesssim \varepsilon^{\delta_1+\delta_2}2^{j(s_1+s_2)}\int_{[0,T]^2} 1_{\{t'<t\}} e^{-ct'/\varepsilon^2}(t-t')^{-\frac{d-1}{2}}\|f_1(t')\|_{L^r} \|f_2(t)\|_{L^r} dt dt'.
\]
This means that (B.1) holds for \((q, r)\). Let

\[
\text{Then the above estimate yields that, for any } m \leq \frac{3}{4},
\]

and \(\frac{2}{3} < m(1 - \frac{2}{r}) = 1\), we have

\[
|T_j(f_1, f_2)| \lesssim \varepsilon^{2\delta(q,r)2js(r)}\|f_1\|_{L^q_t L^r_x'}\|f_2\|_{L^q_t L^r_x'}.
\]

Next we consider the case \((q_1, r_1) \neq (q_2, r_2)\). Note that

\[
W_\varepsilon(s - s')W_\varepsilon(t - s') = e^{-c(t-s)/\varepsilon^2} e^{-c(t-s')/\varepsilon^2} e^{-i(t-s')\nabla/\varepsilon} e^{i(t-s')\nabla/\varepsilon}
\]

\[
= e^{-2c(t-s)/\varepsilon^2} e^{-c(s-s')/\varepsilon^2} e^{i(s-s')\nabla/\varepsilon}
\]

\[
= e^{-2c(t-s)/\varepsilon^2} W_\varepsilon(s - s').
\]

Then the above estimate yields that, for any \(m\)-admissible \((q, r)\),

\[
\left\| \int_0^T W_\varepsilon(t - s)\varphi(2^{-j}\nabla)f(s)ds \right\|_{L^2_x}^2
\]

\[
= \left\| \int_0^T \langle W_\varepsilon(t - s)\varphi(2^{-j}\nabla)f(s), W_\varepsilon(t - s')\varphi(2^{-j}\nabla)f(s') \rangle ds ds' \right\|_{L^2_x}^2
\]

\[
= \int \left[ \int_0^t W_\varepsilon(s' - s)\varphi(2^{-j}\nabla)f(s), f(s') \right] ds ds'
\]

\[
+ \int \left[ \int_0^t (f(s), W_\varepsilon(s - s')\varphi(2^{-j}\nabla)f(s') \right] dt dt'
\]

\[
\lesssim \varepsilon^{2\delta(q,r)2js(r)}\|f\|_{L^q_t L^r_x'}^2.
\]

Let \(q_1 \leq q_2\). Then we have

\[
|T_j(f_1, f_2)| = \left| \int_0^T \left( \int_0^t W_\varepsilon(t - t')\varphi(2^{-j}\nabla)f_1(t')dt', f_2(t) \right) dt \right|
\]

\[
\lesssim \sup_{t \in [0, T]} \left\| \int_0^t W_\varepsilon(t - t')\varphi(2^{-j}\nabla)f_1(t')dt' \right\|_{L^2_x} \|f_2\|_{L^q_t L^r_x}
\]

\[
\lesssim \varepsilon^{\delta_1 2js_1}\|f_1\|_{L^q_t L^r_x'}\|f_2\|_{L^q_t L^r_x}.
\]

This means that (B.1) holds for \((q_2, r_2) = (\infty, 2)\). Since we already have (B.1) with \((q_2, r_2) = (q_1, r_1)\), by an interpolation we obtain (B.1) since

\[
\frac{1}{r_2} = \frac{1 - \theta}{2} + \frac{\theta}{r_1}, \quad \theta \in [0, 1] \quad \Rightarrow \quad \frac{1}{q_2} = \frac{1 - \theta}{\infty} + \frac{\theta}{q_1}.
\]

On the other hand, if \(q_1 \geq q_2\), then by a similar argument as (B.2) we have

\[
|T_j(f_1, f_2)| = \left| \int_0^T \left( f_1(t'), \int_0^T W_\varepsilon(t - t')\varphi(2^{-j}\nabla)f_2(t)dt \right) dt' \right|
\]
As for (8.7), by the duality argument and Lemma B.6, we have

\[ \|f_1\|_{L^1_T L^2_x} \sup_{t' \in [0, T]} \left\| \int_{t'}^T W_\epsilon^*(t - t') \varphi(2^{-j} \nabla) f_2(t) dt \right\|_{L^2_x} \lesssim \epsilon^2 2^{2j} \|f_1\|_{L^1_T L^2_x} \|f_2\|_{L^2_T L^2_x} \epsilon.
\]

Hence we have (B.1) with \((q_1, r_1) = (\infty, 2)\). Thus by a similar interpolation argument, we obtain (B.1) with \(q_1 \geq q_2\).

**Lemma B.6.** Let \((q, r) \in [2, \infty]^2\) be an \(m\)-admissible pair. Let \(\varphi\) be a smooth function as in Lemma B.4. Then we have

\[ \left\| \int_0^t W_\epsilon(s) \varphi(2^{-j} \nabla) f(s) ds \right\|_{L^\infty_T L^2_x} \lesssim \epsilon^2 2^{j} \|f\|_{L^q_T L^r_x} \epsilon. \]

**Proof.** Note that

\[ W_\epsilon^*(s)W_\epsilon(s') = e^{-cs/\epsilon^2}e^{-cs'/\epsilon^2}e^{-i s|\nabla|/\epsilon}e^{is' |\nabla|/\epsilon} = e^{-2cs'/\epsilon^2}e^{-c(s-s')/\epsilon^2}e^{-i(s-s')|\nabla|/\epsilon} = e^{-2cs'/\epsilon^2}W_\epsilon^*(s-s'). \]

Hence by a similar argument to (B.2),

\[ \left\| \int_0^t W_\epsilon(s) \varphi(2^{-j} \nabla) f(s) ds \right\|_{L^2_T}^2 = \int_{[0, t] \times [s, t]} \langle W_\epsilon(s) \varphi(2^{-j} \nabla) f(s), W_\epsilon(s') \varphi(2^{-j} \nabla) f(s') \rangle dsds' \]

\[ = \int_{[0, t] \times [s, s']} e^{-2cs/\epsilon^2} \langle W_\epsilon^*(s-s) \varphi^2(2^{-j} \nabla) f(s), f(s') \rangle dsds' \]

\[ + \int_{[0, t] \times [s', \infty]} e^{-2cs'/\epsilon^2} \langle f(s), W_\epsilon(s-s') \varphi^2(2^{-j} \nabla) f(s') \rangle dt dt' \]

\[ \lesssim \epsilon^2 \delta(q, r) 2^j \|f\|_{L^q_T L^r_x}^2. \]

**Proof of Theorem 10.** We prove (8.7) and (8.8) for \(W_\epsilon\). Taking the same function \(\tilde{\chi}\) as in the proof of Lemma A.5, we have

\[ W_\epsilon(t) \Delta_j u = W_\epsilon(t) \tilde{\chi}(2^{-j} \nabla) \Delta_j u. \]

As for (8.7), by the duality argument and Lemma B.6,

\[ \|W_\epsilon(t) \Delta_j u\|_{L^q_T L^r_x} = \sup_{\|\varphi\|_{L^q_T L^r_x} \leq 1} \left| \int_0^T \langle W_\epsilon(t) \tilde{\chi}(2^{-j} \nabla) \Delta_j u, \varphi(t) \rangle_{L^2_T} dt \right| \]

\[ = \sup_{\|\varphi\|_{L^q_T L^r_x} \leq 1} \left| \int_0^T \langle \Delta_j u, W_\epsilon^*(t) \tilde{\chi}(2^{-j} \nabla) \varphi(t) \rangle_{L^2_T} dt \right|. \]
\[ \leq \|\Delta_j u\|_{L^2} \sup_{\varphi; \|\varphi\|_{L^2_q L^1_t}^2 \leq 1} \left\| \int_0^T W_\varepsilon^* (t) \hat{\chi}(2^{-j} \nabla) \varphi(t) dt \right\|_{L^2_z} \]
\[ \lesssim \varepsilon^{\delta_1} 2^{j s_1} \|\Delta_j u\|_{L^2_z}. \]

As for (8.8), by the duality argument and Lemma [3.5],
\[ \left\| \int_0^t W_\varepsilon (t - t') \Delta_j f(t') dt' \right\|_{L^2_q L^1_t} = \sup_{\varphi; \|\varphi\|_{L^2_q L^1_t}^2 \leq 1} \left| \int_{[0,T]^2} 1_{\{t' < t\}} (W_\varepsilon (t - t') \hat{\chi}(2^{-j} \nabla) \Delta_j f(t'), \varphi(t))_{L^2_z} dt dt' \right| \]
\[ \lesssim \varepsilon^{\delta_1 + \delta_2} 2^{(s_1 + s_2)} \|f\|_{L^2_q L^1_t}^2. \]

\[ \square \]

APPENDIX C. REVIEW ON THE COMPLEX WICK PRODUCTS

We recall from [18] a few results about the complex Hermite polynomials, and our definition of complex Wick products will be based on these results. Remark that other constructions of the complex Wick products can be found in [30] [23] [83]. For \( m, n \in \mathbb{N}, z \in \mathbb{C}, \) and \( \sigma > 0, \) the polynomial \( H_{m,n}(z; \sigma) \) are determined by the generating function
\[ \exp(t \bar{z} + \bar{t} \sigma z - \sigma \bar{t} t) = \sum_{m,n=0}^{\infty} \frac{\bar{t}^m t^n}{m!n!} H_{m,n}(z; \sigma), \quad t \in \mathbb{C}. \] (C.1)

It follows from the definition that \( H_{m,n}(z; \sigma) = H_{n,m}(z; \sigma) \). Here are some examples:

\[ H_{0,0}(z; \sigma) = 1, \quad H_{1,0}(z; \sigma) = z, \]
\[ H_{2,0}(z; \sigma) = z^2, \quad H_{1,1}(z; \sigma) = z \bar{z} - \sigma, \]
\[ H_{3,0}(z; \sigma) = z^3, \quad H_{2,1}(z; \sigma) = z^2 \bar{z} - 2\sigma z. \]

We identify an element \( z = x + iy \in \mathbb{C} \) with \( (x, y) \in \mathbb{R}^2 \) and consider the differential operators
\[ \partial_z := \frac{1}{2}(\partial_x - i\partial_y), \quad \partial_{\bar{z}} := \frac{1}{2}(\partial_x + i\partial_y). \]

**Proposition 9.** For any \( m, n \in \mathbb{N}, z \in \mathbb{C}, \) and \( \sigma > 0, \) we have
\[ H_{m,n}(z + w; \sigma) = \sum_{m'=0}^{m} \sum_{n'=0}^{n} \binom{m}{m'} \binom{n}{n'} w^{m-m'} \bar{w}^{n-n'} H_{m',n'}(z; \sigma), \quad (w \in \mathbb{C}) \] (C.2)
\[ \partial_z H_{m,n}(z; \sigma) = H_{m,n-1}(z; \sigma). \] (C.3)

**proof.** (C.2) follows from the comparison between
\[ e^{t(z + \bar{w}) + \bar{t}(z + w) - \sigma \bar{t} t} = \sum_{m,n=0}^{\infty} \frac{\bar{t}^m t^n}{m!n!} H_{m,n}(z + w; \sigma) \]
and
\[ e^{itw}e^{i\bar{z}w}e^{iz}e^{-\sigma t} = \sum_{k,\ell,m,n=0}^{\infty} \frac{i^{k+m}t^{\ell+n}}{k!m!\ell!n!}w^{k}w^{\ell}H_{m,n}(z+w;\sigma). \]

(C.3) follows from the \( \bar{z} \)-differentials of both sides of (C.1). \( \square \)

**Proposition 10.** Let \( X \) and \( Y \) be complex Gaussian random variables with zero mean and such that
\[ \mathbb{E}[X^2] = \mathbb{E}[Y^2] = \mathbb{E}[XY] = 0, \quad \mathbb{E}[XX^*] = \sigma_X, \quad \mathbb{E}[YY^*] = \sigma_Y. \]
Then we have
\[ \mathbb{E}[H_{m,n}(X;\sigma_X)H_{k,\ell}(Y;\sigma_Y)] = 1_{m=\ell, n=k} m!n!(\mathbb{E}[XY])^m(\mathbb{E}[YY]^*)^n. \]

**proof.** For any \( t, s \in \mathbb{C} \), we have
\[ \mathbb{E}[e^{t\bar{X}+iX-\sigma_X t\bar{Y}+sY-\sigma_Y s\bar{Y}}] = e^{\frac{1}{2}(t\bar{X}+iX+sY+\bar{Y})^2-\sigma_X t\bar{Y}-\sigma_Y s\bar{Y}} = e^{i\bar{X}Y+i\bar{X}Y}. \]
The required identity follows from the comparison of \( \bar{t}m^s z^k s^k \)-coefficients. \( \square \)

We define the Gaussian measure on \( S'(\mathbb{T}^2) \) by
\[ \mu_0(dz) = \frac{1}{\Gamma} \exp \left( -\frac{1}{2} \int_{\mathbb{T}^2} (|z(x)|^2 + |\nabla z(x)|^2) dx \right) dz, \]
with a normalizing constant \( \Gamma' \). Precisely, by identifying an element \( z \in S'(\mathbb{T}^2) \) with a sequence \( (\hat{z}(k))_{k \in \mathbb{Z}^2} \), the measure \( \mu_0 \) is defined by the product
\[ \mu_0 = \bigotimes_{k \in \mathbb{Z}^2} \mathcal{N}_c(0, 2(1 + |k|^2)^{-1}), \]
where \( \mathcal{N}_c(0, r) \) denotes the probability law of \( X + iY \), where \( X \) and \( Y \) are real-valued independent Gaussian random variables with mean zero and covariance \( r/2 \). The density function of \( \mathcal{N}_c(0, r) \) is given by
\[ \frac{1}{\pi r} e^{-\frac{1}{r}|z|^2}, \quad z \in \mathbb{C}. \]
It is straightforward to see that \( \mu_0 \) is supported in \( H^{-\kappa} \) for any \( \kappa > 0 \). Denoting by \( \Pi_N : z \mapsto \sum_{|k| \leq N} \hat{z}(k)e_k \) the standard projection, we define the Wick product by the limit (if exists)
\[ :z^m z^n := \lim_{N \to \infty} H_{m,n}(\Pi_N z; C_N), \]
where
\[ C_N := \int_{H^{-\kappa}} |\Pi_N z(x)|^2 \mu_0(dz) = \sum_{|k| \leq N} \frac{2}{1 + |k|^2}. \]
We have the following convergence result by a similar way to [10, Proposition 2.1].

**Proposition 11.** For any \( m, n \in \mathbb{N} \), the sequence \( \{H_{m,n}(\Pi_N z; C_N)\}_{N \in \mathbb{N}} \) is a Cauchy sequence in \( L^p(\mu_0; W^{-\delta,\infty}(\mathbb{T}^2)) \) for any \( p \in [1, \infty) \) and \( \delta > 0 \).
The following complex valued Itô formula is easily obtained from the real-valued version. For a complex-valued continuous semimartingale \( Z = X + iY \), we define
\[
\begin{align*}
   dZdZ &= dXdX - dYdY + 2i dXdY, \\
   dZd\overline{Z} &= dXdX + dYdY, \\
   d\overline{Z}d\overline{Z} &= dXdX - dYdY - 2i dXdY.
\end{align*}
\]

**Proposition 12.** Let \( Z \) be a complex-valued continuous semimartingale. For any \( C^2 \) function \( f \) on \( \mathbb{R}^2 \) identified with \( C \), we have
\[
f(Z_t) = f(Z_0) + \int_0^t \partial_z f(Z_s) dZ_s + \int_0^t \partial_{\overline{z}} f(Z_s) d\overline{Z}_s + \frac{1}{2} \int_0^t \partial^2_z f(Z_s) dZ_s dZ_s + \frac{1}{2} \int_0^t \partial^2_{\overline{z}} f(Z_s) d\overline{Z}_s d\overline{Z}_s.
\]

**Acknowledgement** The authors are grateful for the discussion with Michikazu Kobayashi and Toshiyuki Sugawa. This work was supported by JSPS KAKENHI 19KK0066, 19K14556, 18K13444. This work was partly supported by Osaka City University Advanced Mathematical Institute (MEXT Joint Usage/Research Center on Mathematics and Theoretical Physics JPMXP0619217849).

**References**

[1] S. Albeverio, Z. Haba, and F. Russo, *Trivial solutions for a non-linear two-space-dimensional wave equation perturbed by space-time white noise*, Stochastics Stochastics Rep. 56 (1996), no. 12, pp. 127–160.

[2] E. Altman and A. Auerbach, *Oscillating superfluidity of Bosons in optical lattices*, Phys. Rev. Lett. 89 250404 (2002)

[3] H. Bahouri, J.-Y. Chemin, and R. Danchin, *Fourier Analysis and Nonlinear Partial Differential Equations*, Springer, 2011.

[4] N. Burq, G. Raugel and W. Schlag, *Long time dynamics for damped Klein-Gordon equations*, Ann. Scient. Éc. Norm. Sup. 4e série, 50 (2017), pp. 1447–1498.

[5] S. Cerrai and G. Xi, *A Smoluchowski-Kramers approximation for an infinite dimensional system with state-dependent damping*, arXiv:2011.14236v1

[6] G. Da Prato and A. Debussche, *Strong solutions to the stochastic quantization equations*, Ann. Probab. 31 (2003), pp. 1900–1916.

[7] J. Forlano and L. Tolomeo, *On the unique ergodicity for a class of 2 dimensional stochastic wave equations*, arXiv:2102.09075.

[8] M. Freidlin and S. Cerrai, *On the Smoluchowski-Kramers approximation for a system with an infinite number of degrees of freedom*, Probability Theory and Related Fields. 135 (2006), pp. 363–394

[9] A. Griffin, *Excitations in a Bose-condensed liquid*, Cambridge University Press, Cambridge, 1993.

[10] M. Gubinelli, H. Koch and T. Oh, *Renormalization of the two-dimensional stochastic nonlinear wave equations*, Trans. Amer. Math. Soc. 370 (2018), pp. 7335–7359.

[11] M. Gubinelli, H. Koch, T. Oh, and L. Tolomeo, *Global Dynamics for the Two-dimensional Stochastic Nonlinear Wave Equations*, International Mathematics Research Notices, rnab084, https://doi.org/10.1093/imrn/rnab084.

[12] M. Hairer, M D. Ryser, and H. Weber, *Triviality of the 2D stochastic Allen-Cahn equation*, Electron. J. Probab. 17 (2012), no. 39, 14 pp.

[13] M. Hoshino, *Paracontrolled calculus and Funaki-Quastel approximation for the KPZ equation*, Stochastic Processes and their Applications. 128 Issue 4, (2018) pp. 1238–1293.

[14] M. Hoshino, *Global well-posedness of complex Ginzburg-Landau equation with a space-time white noise*, Ann. Inst. Henri Poincaré Probab. Stat. 54 (2018), no. 4, pp. 1969–2001.
[15] M. Hoshino, Y. Inahama and N. Naganuma, Stochastic complex Ginzburg-Landau equation with space-time white noise, Electron. J. Probab. 22 (2017), paper no. 104, 68 pp.

[16] T. Inui, The Strichartz estimates for the damped wave equation and the behavior of solutions for the energy critical nonlinear equation, NoDEA. 26 no.6. (2019) paper no. 50, 30 pp.

[17] T. Inui, and S. Machihara, Non-delay limit in the energy space from the nonlinear damped wave equation to the nonlinear heat equation, [arXiv:2106.03030]

[18] K. Ito, Complex Multiple Wiener Integral, Japanese journal of mathematics :transactions and abstracts 22 (1952), pp. 63–86.

[19] M. Kobayashi and L. Cugliandolo, Quench dynamics of the three-dimensional U(1) complex field theory: Geometric and scaling characterizations of the vortex tangle, Phys. Rev. E 94 062146 (2016).

[20] S. Machihara, The nonrelativistic limit of the nonlinear Klein-Gordon equation, Funkcial. Ekvac. 44 no.2 (2001) pp. 243–252.

[21] S. Machihara, K. Nakanishi and T. Ozawa, Small global solutions and the nonrelativistic limit for the nonlinear Dirac equation, Rev. Mat. Iberoamericana. 19 no.1. (2003) pp. 179–194.

[22] S. Machihara, K. Nakanishi, and T. Ozawa, Nonrelativistic limit in the energy space for nonlinear Klein-Gordon equations, Math. Ann. 322 no.3 (2002) pp. 603–621.

[23] T. Matsuda, Global well-posedness of the two-dimensional stochastic complex Ginzburg-Landau equation with cubic nonlinearity, [arXiv:2003.01569]

[24] B. Najman, Time singular limit of semilinear wave equations with damping, J. Math. Anal. Appl. 174 (1993) no.1. pp. 95–117.

[25] B. Najman, The nonrelativistic limit of the nonlinear Klein-Gordon equation, Nonlinear Analysis, Theory, Methods, Application 15 3 (1990) pp. 217–228.

[26] K. Nakanishi and W. Schlag, Invariant Manifolds and Dispersive Hamiltonian Evolution Equations, European Mathematical Society, 2011.

[27] T. Oh, M. Okamoto and T. Robert, A remark on triviality for the two-dimensional stochastic nonlinear wave equation, Stochastic Process. Appl. 130 (2020), no. 9, 5838–5864.

[28] T. Oh, O. Pocovnicu and N. Tzvetkov, Probabilistic local well-posedness of the cubic nonlinear wave equation in negative Sobolev spaces, [arXiv:1904.06792]

[29] T. Oh, T. Robert and N. Tzvetkov, Stochastic nonlinear wave dynamics on compact surfaces, [arXiv:1904.05217]

[30] T. Oh and L. Thomann, pedestrian approach to the invariant Gibbs measures for the 2-d defocusing nonlinear Schrödinger equations, Stoch. Partial Differ. Equ. Anal. Comput. 6 (2018), no. 3, 397–445.

[31] L. Tolomeo, Unique ergodicity for a class of stochastic hyperbolic equations with additive space-time white noise, Commun. Math. Phys. 377 (2020), pp. 1311–1347.

[32] M. Tsutsumi, Nonrelativistic approximation of nonlinear Klein-Gordon equations in two space dimensions, Nonlinear Anal. 8 (1984), no. 6, 637–643.

[33] W J. Trenberth, Global well-posedness for the two-dimensional stochastic complex Ginzburg-Landau equation, [arXiv:1911.09246]

Email address: fukuizumi@math.is.tohoku.ac.jp
Email address: hoshino@sigmath.es.osaka-u.ac.jp
Email address: inui@math.sci.osaka-u.ac.jp
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This is a corrigendum for the paper “Non relativistic and ultra relativistic limits in 2d stochastic nonlinear damped Klein-Gordon equation” [1]. We proved the global existence of the solution Ψ in Section 5 of [1], however, the proof of Theorem 4 of [1] contains an error. We used the statement that

\[ T^* < \infty \Rightarrow \lim_{t \to T^*} \sup_{0 \leq s < t} \| (\Psi(s), \Phi(s)) \|_{\mathcal{H}^{-\delta}} = \infty \]

in the proof, but this is false because \((\Psi(t), \Phi(t))\) is not locally well-posed for all initial values \((\psi, \phi) \in \mathcal{H}^{-\delta}\). We give a correct proof in this erratum. All notations come from Section 5 of [1].

First we replace Lemma 5.2 of [1] with the following one.

Lemma C.1. Let any \( T > 0 \) be fixed, and let \( \sigma < 1 \) be sufficiently close to 1 and \( \delta = 1 - \sigma \) as in Corollary 2.1 of [1]. There exists a constant \( C_T \) independent of \( N \) such that

\[
\sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| (U_N(t), \varepsilon \partial_t U_N(t)) \|_{\mathcal{H}^{\sigma}} \right] \rho_N(d\psi d\phi) \leq C_T.
\]

proof. By definition, \( U_N \) satisfies the equation

\[
\begin{align*}
\varepsilon^2 \partial_t^2 U_N + 2\alpha \partial_t U_N + (1 - \Delta) U_N + \Pi_N H_{n+1,n}(\Pi_N \Psi_N; C_N) &= 0, \\
(U_N, \varepsilon \partial_t U_N)|_{t=0} &= (0, 0).
\end{align*}
\]

Hence, by Theorem 1 of [1], it is sufficient to show the bound

\[
\sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \| \Pi_N H_{n+1,n}(\Pi_N \Psi_N; C_N) \|_{L^2_\mathcal{H}^{\sigma-1}}^2 \right] \rho_N(d\psi d\phi) \leq C_T.
\]
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By using Proposition 7 of [1] (the invariance of the law of $\Psi^N(t)$ under $\rho_N$) and Lemma 5.1 of [1] ($N$-uniform $L^2(d\mu)$-bounds of $d\rho_N/d\mu$), we have

$$
\sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \left| \Pi_N H_{n+1,n}(\Pi_N \Psi^N; C_n) \right|_{L^2_{\mathcal{H}^{\delta-1}}}^2 \right] \rho_N(d\psi)d\phi = T \sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \left| \Pi_N H_{n+1,n}(\Pi_N \Psi; C_N) \right|_{L^2_{\mathcal{H}^{\delta-1}}}^2 \right] \rho_N(d\psi)d\phi
$$

$$
\leq T \sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \left| \Pi_N H_{n+1,n}(\Pi_N \Psi; C_N) \right|_{L^2_{\mathcal{H}^{\delta-1}}}^2 \right]^2 \mu(d\psi)d\phi \sqrt{\int_{\mathcal{H}^{-\delta}} \frac{d\rho_N}{d\mu}(\psi)^2 \mu(d\psi)}
$$

$$
\leq T \sup_{N \in \mathbb{N}} \int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \left| H_{n+1,n}(\Pi_N \Psi; C_N) \right|_{L^2_{\mathcal{H}^{-\delta}}}^4 \right] \mu_0(d\psi).
$$

The last quantity is finite because of Proposition 11 of [1].

We replace Theorem 4 of [1] with the following.

**Theorem 11.** Fix any $T > 0$. Then there exists a constant $C_T > 0$ such that

$$
\int_{\mathcal{H}^{-\delta}} \mathbb{E} \left[ \sup_{0 \leq t < T \wedge T^*} \left\| (U(t), \varepsilon \partial_t U(t)) \right\|_{\mathcal{H}^\sigma} \right] \rho(d\psi)d\phi \leq C_T.
$$

Hence $T^* = \infty$ a.s. for $\rho$-a.e. $(\psi, \phi) \in \mathcal{H}^{-\delta}$.

**proof.** The above estimate follows from the similar argument to the former part in the proof of Theorem 4 of [1] – the convergence $(U^N, \varepsilon \partial_t U^N) \to (U, \varepsilon \partial_t U)$ in $C([0, T^*]; \mathcal{H}^\sigma)$ in probability and Fatou’s lemma. This estimate implies that there exists a $\rho$-measurable set $\mathcal{M}_T$ such that $\rho(\mathcal{M}_T) = 1$ and that for $(\psi, \phi) \in \mathcal{M}_T$, the solution $U$ exists up to time $T \wedge T^*$ and

$$
\sup_{0 \leq t < T \wedge T^*} \left\| (U(t), \varepsilon \partial_t U(t)) \right\|_{\mathcal{H}^\sigma} < \infty
$$

almost surely. Since $(U, \varepsilon \partial_t U)$ is locally well-posed for all initial values $(u, v) \in \mathcal{H}^\sigma$ (Corollary 2.1 of [1]), we have

$$
T^* < T \quad \Rightarrow \quad \lim_{t \to T^*} \sup_{0 \leq s < t} \left\| (U(s), \varepsilon \partial_s U(s)) \right\|_{\mathcal{H}^\sigma} = \infty.
$$

If not, $(U, \varepsilon \partial_t U)$ would be extended beyond $T^*$. Hence $T^* \geq T$ a.s. for $\rho$-a.e. $(\psi, \phi) \in \mathcal{H}^{-\delta}$. \qed
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