Fusion of two unrelated protein domains in a chimera protein and its 3D prediction: Justification of the x-ray reference structures as a prediction benchmark
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Abstract
Proteins are naturally formed by domains edging their functional and structural properties. A domain out of the context of an entire protein can retain its structure and to some extent also function on its own. These properties rationalize construction of artificial fusion multidomain proteins with unique combination of various functions. Information on the specific functional and structural characteristics of individual domains in the context of new artificial fusion proteins is inevitably encoded in sequential order of composing domains defining their mutual spatial positions. So the challenges in designing new proteins with new domain combinations lie dominantly in structure/function prediction and its context dependency. Despite the enormous body of publications on artificial fusion proteins, the task of their structure/function prediction is complex and nontrivial. The degree of spatial freedom facilitated by a linker between domains and their mutual orientation driven by noncovalent interactions is beyond a simple and straightforward methodology to predict their structure with reasonable accuracy. In the presented manuscript, we tested methodology using available modeling tools and computational methods. We show that the process and methodology of such prediction are not straightforward and must be done with care even when recently introduced AlphaFold II is used. We also addressed a question of benchmarking standards for prediction of multidomain protein structures—x-ray or Nuclear Magnetic Resonance experiments. On the study of six two-domain protein chimeras as well as their composing domains and their x-ray structures selected from PDB, we conclude that the major obstacle for justified prediction is inappropriate sampling of the conformational space by the explored methods. On the other hands, we can still address particular steps of the methodology and improve the process of chimera proteins prediction.
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INTRODUCTION

Protein domains (most commonly described as structurally and functionally independent protein units) are the basic building blocks by which nature can create an almost unlimited space of combinations. However, nature exploits only a small portion of such portfolio. In addition, only a smaller portion of natural proteins is structurally characterized. The narrow coverage of the three-dimensional (3D) structure space of proteins is further limited by the fact that almost two-third of experimentally determined structures are only one-domain segments of larger existing proteins. This is in sharp contrast to the fact that more than 65% of eukaryotic proteins have multidomain character.

Structural domains are key elements in understanding complex protein 3D structure, protein function, and its origin. Some proteins consist of only one domain, whereas some proteins contain up to dozens of domains. The same domain usually occurs in several different proteins in a specific arrangement. In other words, when comparing a particular domain occurring in a group of other domains, one can follow linear N- to C- termini domain order in proteins where this group of domains is observed together. However, there is also evidence of perturbation of the preferred order for several domains. Such unusual organization of domains in a protein can provide novel functions different from the representative group even if particular domain composition is the same.

Strategic usage of protein engineering approaches such as directed evolution, de novo design, and computational approaches has opened improvement of proteins properties and more importantly allow us to engineer novel artificial fusion proteins composed of two and more functional protein domains with improved functional features. The fusion of protein domains in different orders and compositions offers to build a unique novel artificial protein with unique properties. Nowadays, artificial proteins are routinely used in the protein-engineering field covering many disciplines from basic to applied science, medicine, and industry. Fusion proteins are a vast subset of proteins, represented by, for example: affinity or soluble tags linked to proteins to allow easier purification or crystallization procedures (6xHis-tag, maltose-binding protein [MBP] or albumin-binding protein [ABP]; thioredoxin [TRX] and B1 domain of protein G [called GB1 domain]). Green fluorescent protein, widely used in cell localization and in vivo assays, is another representative of fusion proteins and their utilization. Other strategies of protein engineering cover metabolic engineering where a fusion of several enzymes from a single metabolic pathway can considerably speed up and cheapen multienzyme reaction steps. Additional significant fusion protein applications lie in the design of protein therapeutics such as functional antibodies (bispecific, single chain, multivalent antibodies) in cancer immunotherapy or protein vaccines design as COVID-19 pandemic showed recently. In other cases, protein chimeras can provide several specific functions for high-risk goals, such as therapeutics directly localization, protective transfer or protection against external environment causing, for example, fast degradation of a therapeutic in the human body, and so on. The fusion protein approach covers plenty of promising strategies to targeted therapies that avoid side effects during treatment of patients and increase therapeutics effects.

Therefore, novel protein design and engineering approaches call for an essential understanding of principles that govern the mutual orientation of domains in chimeric proteins and a careful design of their composition and order. However, there is one major obstacle in designing artificial protein chimeras and their structural properties in silico as such chimeras have no natural analogs, and therefore a single template (commonly used by structure predictors based on homology modeling) is not sufficient for preliminary structure predictions. This remains an issue even if advanced methodology such as the one applied in domain enhance modeling (DEMO) or AlphaFold tools are in place. The DEMO uses distance profiles from templates detected via domain-level structure comparison. Even though individual domains usually have well-characterized structures, their interaction interfaces in chimera proteins made up of completely unrelated domains may not have a direct parallel counterpart in naturally occurring proteins. The recently introduced AlphaFold is in principle able to predict any structure from a sequence, including multidomain proteins but detailed analysis of accuracy of a huge amount of data is still missing. In addition, we have to answer the principal question in chimera protein design—how strong the interactions between fused domains are or whether the domains interact at all. Preliminary theoretical studies can help answer this question prior to the experimental part of protein chimera preparation, so the major experimental difficulties can be avoided. Another important parameter for fusion proteins design is a linker—usually flexible connections between composing domains. This represents important constraint for conformational portfolio of final compositions and is expected to shift enthalpy/entropy contribution in the final structure.

It is generally accepted that native proteins form domain-domain interfaces (DDIs) in a nonrandom way, which is analogous to interactions establishing protein-protein interfaces (PPIs). Based on this assumption, we can utilize these principles in the structure prediction of chimeric proteins. Similar difficulties with predicting a wide variety of PPIs are already being challenged by revelations made in the mechanism of protein crystallization. The currently popular “sticky patch” model of crystallization is based on cohesive interaction of specific surfaces. There are also online services that aim to predict whether the studied interface is most likely to be biologically functional or just a result of the crystallization process. Such analysis is unfortunately only indicative since there is no sharp boundary between these two types of interfaces revealed yet.

Due to packing forces, crystal structures may not be always relevant to the actual form of a protein in solution. The problem of predicting the structure of multidomain proteins is thus essentially twofold. First, there is no universal method for predicting such multidomain proteins, and second, there is not necessarily a suitable dataset on which to build and validate such a method. Therefore, it would be appropriate to have some approach of predicting the structure of multidomain proteins, which would be more “ab initio” with respect to the possible positions of domains relative to each other.
In the proposed study, we focus on the development of a simple and illustrative methodology of tertiary structure predictions for protein chimeras based on comparison with already experimentally determined structures of individual domains and their fusions. The ultimate goal of the study was to compare results of in silico predictions with respective protein structures determined by X-ray crystallography and discuss the appropriateness of such benchmark. Molecular dynamics (MD) simulations were used to test the conformational variability of the designed structures and their isolated domain components, as it was shown to provide valuable information unavailable from static structures. We did not pay specific attention in the selected cases to the role of interdomain linkers representing conformational and spatial constraints for mutual domain arrangement and did not focus on the role of linker as a specific parameter for local concentration increase. On the other hand, we are aware of the fact that the length and composition of the linker can play very important role in the character and structure of the designed chimeras as documented in the literature. To summarize, we provide a survey on the minimalistic design approach of chimera fusion proteins by means of currently used molecular modeling methods to determine the most important parameters of the approach and its practical applicability.

2 | MATERIALS AND METHODS

2.1 | Dataset preparation

The dataset of chimeric proteins was built based on the Protein Data Bank entries. The artificial origin of potential candidates was checked carefully to avoid a naturally occurring interface (or its analog) between composing domains. The final selection took into consideration several additional criteria: protein structure was determined by X-ray crystallography; the overall sequence length of chimera was shorter than 500 residues; resolution better than 1.5 A; the fusion construct consisted of a “functional/leading domain” (the domain of the main interest) and the additional “tag domain” (TRX, MBP, GFP, etc.) and only nonliganded structures were preferentially taken into account. It is necessary to say that the process of the selection was not straightforward due to the fact that PDB does not contain statistically large ensemble of distinct two-domain structures composed of heterogeneous and at some time artificial domains. The final dataset consisted of the following structures with the respective PDB ID in parentheses: GFP-ubiquitin (3ai5), MBP-YS1 monobody (3csg), TRX-UHM domain (3dbx), MBP-CARD domain (4ifp), SMT3-isomerase (5v8t) and endolysin-GRAM (5yqr). Additionally, each domain of a particular chimera had at least two other representatives in PDB, the only exception is the GRAM domain in 5yqr with no available structure of the single domain.

2.2 | Domain assignment and initial structure preparation

Chimeric protein structures were decomposed into the individual domains and linkers based on the comparison with other PDB entries containing the domain in question either as a single domain or in a macromolecular complex. The sequence alignment of chimeric proteins and the native domain sequences was performed using Clustal Omega tool. Specific domain boundaries were selected based on a two-step procedure. At first, UniProt sequence domain annotations were considered. However, final boundaries were adjusted after thorough visual inspection and comparison with homologous structures using PyMOL software (version 1.7.2.1). All missing residues in the X-ray structures were modeled with ModLoop web server if necessary.

2.3 | Tertiary structure prediction

Two approaches of protein chimera structure prediction were adopted using the Ab Initio Domain Assembly Server (AIDA) and ClusPro web servers. The aim of the dual approach was to compare already designed tool for structure prediction of multidomain proteins and the approach where identification of potential domain-domain interface serves as the criteria for model construction.

AIDA is a tool developed for prediction of the structural assemblies of multidomain proteins. Based on the provided input, AIDA builds an initial model that is afterward optimized by a “coarse-grained” potential. If the 3D structures of individual domains are submitted, AIDA treats them as rigid during the modeling process, but the rest of the polypeptide chain (linkers) is kept flexible and optimized as well as the respective orientation of the rigid (domain) parts. In the end, the lowest energy structure is obtained and proposed as the plausible model. For prediction of the studied chimeric protein structures, the coordinates of individual domains from the resolved crystal structures of protein chimeras were used but random displacement and reorientation of both domains were initially applied. The submissions were repeated 10 times to assess the reproducibility of the final predictions.

ClusPro web server v. 2.0 is primarily intended for rigid body protein docking, optionally constrained by experimental evidence such as small-angle X-ray scattering (SAXS) profile and distance constraints. ClusPro performs an exhaustive docking of poses using Fast-Fourier-Transformation (FFT)-based algorithm. Finally, up to 30 optimized poses with the best scoring are reported. However, ClusPro provides several scoring functions, and the calculations are conducted with four different potentials (“balanced,” “electrostatics-favored,” “hydrophobic-favored,” and “van der Waals + electrostatics”), which weigh differently internal energetic contributions. The individual potentials are suitable for different kinds of protein–protein interfaces and the user is expected to decide on the best scoring potential based on the expertise of the studied system. In our study, we preferred the “balanced” potential because it does not bias toward electrostatics or hydrophobic interfaces. Additionally, the distance restraints between the termini of both domains were applied to limit the docking procedure. The restraints were introduced individually for each chimeric protein to mimic the effect of the interdomain linker. Specifically, they were applied between Cα atoms of the last and the first residues of...
two linked domain, and the length was set to be at most \((n + 1) \times 3.8\) Å, where \(n\) stands for the number of residues in the linker. Finally, the 3D structure of the linker in a docked domain complex was modeled by ModLoop web server.\(^{39}\)

### 2.4 Analysis of interfaces between composing domains

The size and the structural properties of interfaces between fused domains were characterized for the whole data set of experimental and predicted structures. In case of experimental crystallographic structures, analysis of interaction interfaces was extended by investigation of additional crystallographic interfaces between the domains and their symmetry-related counterparts. All interface analyses were performed by Protein Interfaces Surfaces and Assemblies (PISA) and PROtein binDing enerGY prediction (PRODIGY) web tools.\(^{27,41}\)

PISA estimates the stability in solution of all plausible macromolecular assemblies, which can be generated by crystallographic symmetries. The thermodynamic model of PISA takes particular interactions at the interfaces into account (hydrogen bonds, salt bridges, and disulfide bonds), size of the interacting area, and the entropic penalties due to a symmetry of the complex.

PRODIGY predicts free energy of binding by means of a simple regression model based on the number of contacts between charged, polar, and apolar residues, and the fraction of noninteracting surface. A similar predictor, PRODIGY-CRYSTAL, was used to classify the interfaces as biological (functional) or crystallographic (artifacts of crystalline environment).

### 2.5 MD simulation details and analysis

All individual domains, predicted models and crystallographic structures from PDB were processed and simulated using the same protocol. All these steps were conducted using the GROMACS 5.1.2 molecular dynamics package.\(^{42}\) The initial coordinates for MD simulations were adopted from the three sources: (1) results of the crystallographic experiments; (2) selected AIDA predictions; and (3) selected ClusPro docking-based models. Proteins were described by AMBER14SB force field and water molecules by explicit TIP3P model.\(^{43,44}\) The simulated protein was embedded in a periodic dodecahedron box with the minimum distance of 1.5 nm between the protein and the walls of the box. Ionic strength was set to 150 mM using the appropriate amount of sodium and chloride ions.

Selection of initial configurations was followed by energy minimization by the steepest descent algorithm to remove close atomic contacts. The initial velocities were generated randomly to match Maxwell-Boltzmann distribution at 300 K. The solvent molecules were equilibrated for 200 ps while the structure of the protein was constrained by harmonic restraints. The production runs were conducted for 500 ns in three independent replicates for each simulated structure. The control simulations of individual domains were run for 100 ns.

The leap-frog variant of Verlet algorithm was used to integrate the equation of motion. The linear constraint solver (LINCS) algorithm\(^{45}\) maintained the bond lengths constrained at their equilibrium values. Particle Mesh Ewald method was used for treatment of electrostatic interactions.\(^{46}\) The Lennard-Jones potential was cut off at 10 Å. The temperature (300 K) and the pressure (1 bar) were controlled by the v-rescale thermostat and Parrinello–Rahman barostat, respectively.\(^{47,48}\) The trajectories were recorded in 1 ps intervals.

Dynamics and structural deviations in course of simulations were quantified by root mean square deviation of atomic positions of \(C_\alpha\) atoms in the secondary structure elements (\(C_\alpha\)-RMSD) upon their optimal superposition on a reference structure. These analyses were performed by dedicated GROMACS tools.

Principal component analysis (PCA) of the trajectories was conducted on \(C_\alpha\)-RMSD from the selected reference structures as the features. The set of reference structures includes all initial crystallographic and predicted models and the final frames of all conducted simulations. Hence, each frame of a simulation was typically annotated by 16 \(C_\alpha\)-RMSD values. This representation was reduced to two-dimensional representation by standard PCA procedure without prior normalization of input data. The PCA was performed in the NumPy numeric library\(^{49}\) for Python language. Plots and graphs were elaborated using the matplotlib library for Python. Molecular visualizations were done by the PyMol molecular visualization system.\(^{38}\)

## 3 RESULTS

This study follows the workflow sketched schematically in Figure 1. First, the dataset of chimeric proteins from Protein Data Bank (PDB) was collected. Afterward, the boundaries of the individual domains and linker regions were identified. In addition to the experimental crystallographic structures, the 3D structure prediction of the chimeric constructs was performed. Both experimental and predicted structures prior to MD simulations were compared and analyzed. The first static approach, focused on structural descriptors characterizing the mutual interaction of the linked domains was applied. Then, dynamic approach focused on stability and dynamics of the chimeric constructs by means of molecular dynamics simulations was investigated.

### 3.1 Selection of protein chimeras and their characteristics

As already mentioned, six artificial two-domain protein chimeras from PDB\(^{19}\) were selected (see Section 2 for details). Their basic characteristics are listed in Table S1. This dataset of two-domain proteins manifests a variety of interdomain interface sizes (ranging from 0 to 755 Å²). The linkers connecting domains in chimeric constructs vary in length from 2 to 8 amino acid residues (Table S1 in the Supporting Information).
3.2 | Tertiary structure prediction

The structure of all six chimeric proteins was predicted de novo by AIDA—assembler of multi-domain proteins and ClusPro—protein-protein docking tool. Linkers for structures obtained by ClusPro were modeled separately.

Structures predicted by the AIDA were found strongly dependent on the initial orientation of the submitted domains. Due to the fact that AIDA reports only a single final model, we performed 10 predictions with randomized orientations of domains. The resulting structures typically fell into several structural clusters with a strong preference for one or two. Only the prediction of 3CSG chimera always finished in one cluster. Nevertheless, no significant hits among the predicted models in terms of Ca-RMSD to crystallographic structure were found as demonstrated in Table S2. Moreover, AIDA did not even preserve the structure of crystallographic models if domains were provided in the corresponding experimental orientation (see models AIDA #11 in Table S2). The reason could be that the x-ray structures are not stable minima in a coarse-grained potential used in AIDA for guiding the optimization procedure. On the other hand, there are other distinctive minima determined by the used potential manifested by distinct structural clusters gathering the optimized structures. For the following MD simulations, we selected representatives of the two most populated clusters (except for 3CSG).

For each pair of domains, ClusPro provided a variable number of models (from 10 to 30) for four differently weighted potential functions. Generally, no significant match between any model and the reference x-ray crystal structures from PDB was detected by Cα-RMSD (see Table S1) value at the best ranked positions. Nevertheless, ClusPro predicted the closest match for the 4IFP construct. As a quick assessment of the influence of different ClusPro potentials we compared the top predictions for the “balanced,” “electrostatic-favored” and “vdW + Elec” potential and the results deviated in Cα-RMSD between 3 and 4.5Å. The best match (~1 Å) between predicted and reference PDB structure was reached for 4IFP, which was practically identical to the x-ray reference. Interestingly, the model was produced using “electrostatic-favored” potential and it was ranked at seventh position between proposed identified “best” models. The five other predicted chimeric constructs deviated significantly more from the reference structures and any closer matches were found. Interestingly, the structures with relatively low Cα-RMSD of ~4 Å were identified for 3DXB and 5V8T, but they occurred at 19th- and 17th-ranked positions in the proposed models. No potential (“balanced”, “electrostatics-favored”, “hydrophobic-favored” and “vdW + Elec”) performed substantially better than the others so we decided to use the “balanced” potential for all obtained models. For the following MD simulations, we therefore selected the top ranked model obtained by “balanced” potential as a rational choice in a situation without any prior knowledge of the experimentally determined structures.

3.3 | Interface analysis

Interfaces between domains in the chimeric proteins were analyzed in all x-ray structures and all models prior to the MD simulations. Terminal extensions of domains (residues not visible in the crystal structures) were excluded from the analysis due to their inherent flexibility as well as the linker regions. Excluding the linkers, the domain–domain interactions could have been approximated by analogous protein-protein interactions of independent (unchained) domains.

The PISA and PRODIGY tools enabled calculation of the binding free energies and classification of the interface (stable/unstable, biological/crystal). The results of the interface analysis are summarized in Table S4. The interface areas varied broadly among the x-ray structures and the predicted models. Nonetheless, three general situations were observed as follows:

1. the interface of the experimental structure is larger than the predicted (4ifp, 5v8t),
2. the interface of the experimental structure is smaller than any predicted interface (3ai5, 5yqr), and
3. the interface of the experimental structure falls in the range of predicted interface sizes (3csg, 3dxb).

The interfaces with larger area than predicted (Group 1) manifested also the highest absolute size, and they were ranked at the first position among other intermolecular interfaces in crystals detected by PISA. Analogously, the small experimental interfaces (group 2 and 3dxb structure) were ranked lower in size among other intermolecular interfaces, which can be interpreted as the fact that they play a more important role in stability of the crystal. The 3csg structure seems to fall in the category of the intermediate case. The area of the
interdomain interface was relatively high, but there was still a larger interface between adjacent molecules in the crystalline lattice.

Additionally, a clear trend in interface areas of predicted models was noticed. ClusPro always produced a model with a higher interface size than AIDA. It is not a surprise that ClusPro also predicted interfaces involving more hydrogen bonds and salt bridges than AIDA. The number of these interactions was often even higher than for the interfaces found in the reference crystal structures (see Table S4 in Supporting Information). This finding may reflect different scoring functions of both methods, or alternatively, better capability of ClusPro to find complementary surfaces on the domains than AIDA.

The predicted free energy of binding (association) obtained by PISA and PRODIGY differed noticeably (see Table S4). PRODIGY consistently assigned lower ΔG than PISA, and only mild correlation in ΔG (Pearson’s \( r = .648 \) was found between these methods. Interestingly, the domain interface from the x-ray structures never manifested lower ΔG than in any predicted model. Models constructed by ClusPro scored exceptionally well and almost always provided the lowest estimated ΔG (except 5v8t).

Classification of interfaces by PRODIGY, which predicts the interface as biologically relevant (stable in solution) or as crystallization artifact, never confirmed strongly the biological character of interdomain interfaces (see Table S4). The classifier either predicted an interface as a crystallization artifact (values below 50%) or undecided (values around 50%). Neither the crystal structures were classified as stable in solution by PISA (not shown) and PRODIGY (biological). However, these analyses were calibrated on interactions of unchained proteins and therefore may be misleading in case of linked domains. The linked domains could form stable and metastable interfaces between surfaces of lower respective affinity due to the local concentration effect and the topological constraints.

### 3.4 | MD simulation of chimeras

Figure 2 shows the structure of chimeric proteins chosen for MD simulations—the experimental x-ray structures and models obtained by AIDA and ClusPro. All models of individual protein were simulated at the same conditions to eliminate the effect of various box sizes, the number of water and ion molecules (see Table S5 in Supporting Information for details).

MD simulations were intended to

1. verify the stability of interdomain interfaces of x-ray and predicted structures in the aqueous environment as the interactions with the solvent are known to be the important factor in macromolecular complex formation and stability,
2. investigate the dynamic behavior and the fluctuations of the domains and the interfaces between them, and
3. refine the predicted structures and observe, whether they converge toward their experimentally determined counterparts or whether all of the structures (both predicted and x-ray) move toward a comparable conformation.

### 3.5 | MD data analysis

The stability of individual domains during simulations was firstly verified by their RMSD with the initial structure. The distribution of RMSD values in the course of simulations is shown in Figure S6. Stable conformation of domains was observed in the vast majority of
performed simulations except for a few simulations with MBP (4ifp) and T4 lysozyme (5ybo). We observed that MBP exhibited transitions between closed and open conformation (corresponding to the state with and without maltose, respectively). A comparison of both states is provided in Figure S7. Although 4ifp structure was resolved with the maltose in the binding pocket, no maltose was present in our simulations. Hence, all simulations derived from 4ifp structure started in the closed conformation, which is not the preferred state for the apo-MBP domain.

However, in the simulations initiated from the x-ray structure (4ifp), the MBP did not manifest any significant deviation from the closed conformation at the simulated time scale (500 ns) as demonstrated in Figure S6. We speculate that the transitions observed in some simulation of AIDA and ClusPro models could be triggered by spatial rearrangement of the MBP and the NLRP1 domain in the chimeric construct. On the other hand, no conformational transitions of the MBP domain were observed in simulations of the 3csg construct, which were initialized with MBP in the open conformation.

**FIGURE 3** Distribution of RMSD from the initial structure as collected in course of the simulations. The three (six) curves shown for each chimeric protein in each plot (A–R) represent histograms obtained from three independent simulations of the same initial structure. In the case of AIDA (plots B, E, K, N, and Q), the plots involve both AIDA models resulting in six plotted curves.
The analogous conformational transitions were observed for the T4 lysozyme domain in the 5yqr chimera. The structure of T4 lysozyme consists of two subdomains, which may vary their respective orientation by hinge-bending motions. The interconversion between the open and close state takes place on the tens of microseconds time scale in solution through multiple intermediated states, which are known to be trapped in various x-ray structures. The 5yqr x-ray structure involves the T4 lysozyme in the closed form adopted usually by this domain in the crystalline environment.

The dynamics of the chimeric constructs in the course of simulations were assessed by Ca-RMSD of the secondary structure elements. The distributions of Ca-RMSD are plotted in Figure 3 for all simulations conducted in this study. Generally, most of the performed simulations manifested dynamic behavior and sampled conformations distant from the initial structure in terms of Ca-RMSD.

This finding holds also for the crystallographic structures (Figure 3A,D,G,J,M,P). Only two chimeric proteins, 4ifp and 3csg (Figure 3G,J) maintained consistently the original orientation of the domains during simulations starting from their crystallographic structures for a significant portion of the simulation. The typical Ca-RMSD from the initial coordinates for these proteins remained below 2.5 Å. Other chimeric proteins (3ai5, 3dxb, 5v8t, and 5yqr) populated the initial crystal conformation only transiently.

The simulations starting from the AIDA and ClusPro models diverged significantly from the initial conformations in all studied cases, see Figure 3. Nonetheless, some ClusPro structures manifested metastable behavior. For example, two of three simulations of the ClusPro 3ai5 model did not deviate from the initial model, but the last diverged quickly (Figure 3C). A similar metastability was observed for other ClusPro models, namely 3csg, 5v8t, and 5yqr (Figure 3I,O,R). Models generated by AIDA deviated to a larger extent than the ClusPro models and almost no simulation manifested metastability of the initial structure (except 5v8t model, Figure 3N).

Simulations of de novo predicted structures were further examined for similarity with their reference structures determined by x-ray crystallography. Statistics on the corresponding Ca-RMSD are shown in Table S9 in Supporting Information. Almost all the models significantly differed from their reference x-ray structure even after the 500 ns simulation where certain type of convergence to the reference structure was expected. Importantly, we even did not detect any consistent tendency to evolve toward the reference x-ray structures. The only exception represents a model of Thiorodoxin and UHM domain chimera obtained by the AIDA prediction (reference PDB ID: 3dxb), where Ca-RMSD values dropped to the minimal value of 2.7 Å in two independent simulation of AIDA #1 model. Nevertheless, this structure was not preferentially populated and the simulations evolved further toward higher Ca-RMSD. The same conclusions were drawn for other simulation accidentally reaching low Ca-RMSD, for example, a single simulation of 3ai5 AIDA #1 and #2 model and ClusPro model of 4ifp (see Table S9).

MD simulations provided useful, yet insufficient insight into available conformational space of the chimeric proteins. Figure 4 presents a two-dimensional sketch of conformational landscape as obtained by projection of trajectories on the two most significant principal components (see Section 2 for details). This analysis revealed the fragmented picture delivered by the MD simulations. Figure 4 indicates that MD simulations mostly generated nonoverlapping trajectories if they started from different initial conformations (e.g., Figure 4C,F). Moreover, often a triplet of simulations initiated from the same model diverged in the sampled conformational space. This lack of recurrency might be caused both by the limited temporal sampling of the simulations (500 ns) and the character of the underlying free energy landscape. On the other hand, this analysis confirmed the stability of x-ray structures 4ifp and 3csg (Figure 4C,D), whose trajectories populated restricted regions of conformation space. Other x-ray structures manifested higher variability in sampling and their trajectories crossed unique regions as well as regions populated by other simulations.

Additionally, the geometric descriptors of the protein molecule, such as radius of gyration (Rg) and solvent accessible surface area (SASA) were monitored in the course of simulations. Figure S10 shows Rg/SASA plots for each chimeric construct. These plots complement the findings about nonconvergent sampling during MD simulations provided in Figure 4. Although there is generally more overlap in Rg/SASA plot between individual simulations, this effect is rather caused by lower structural resolution of these features. On the other hand, in many cases (see, e.g., panels C, D, F in Figure S10), the simulations clearly sampled different areas of the Rg/SASA plot. The plots show no general and shared trends present in behavior of the simulated structures such as compaction and loosening. It might indicate that the used force field is not excessively biased towards compact structures and describes the behavior of the domains realistically.

The Rg/SASA plot revealed that the initial structures, both crystallographic and predicted, represent in some cases the extreme values of Rg or SASA. For example, the x-ray structures 3csg and 5v8t (plots C and E in Figure S10) had the lowest SASA among the initial models and the value of SASA quickly increased during the simulations. Analogously, the initial ClusPro models manifested the lowest SASA for 3ai5, 3dxb, 4ifp, and 5yqr (plots A, B, D, and F in Figure S10). In these cases, the SASA also increased rapidly in the course of the simulation. A similar behavior can be observed less frequently for Rg, which can be seen, for example, for the x-ray structure of 3csg (plot C in Figure S10) or the ClusPro model of 3ai5 (plot A in Figure S10).

Finally, we examined the conformational flexibility of the linkers connecting individual domains. The conformation of individual amino acid residues in the linker region was monitored by the backbone ψ and χ torsions in course of the simulations starting from the crystallographic structures. The corresponding Ramachandran plots are shown in Figures S11–S16 for 3ai5, 3csg, 3dxb, 4ifp, 5v8t, and 5yqr constructs, respectively. Except for 4ifp (Figure S14), all linkers contains at least one Gly residue, which sampled all accessible conformational states. In addition, also non-Gly residues often occupied more than a single conformational basin. These observations suggest the flexible character of most of these linkers, implying that the linkers do not significantly dictate the respective orientation of the domains. The linker in 4ifp is only two residues long and therefore it deviates from the
its conformation is mostly extended, but the Leu-372 residue is also forced to sample the energetically disadvantageous region in the upper right quadrant of the Ramachandran plot (see Figure S14).}

4 | DISCUSSION

Although the protein structure prediction has developed significantly in the last decades, most of the effort was put into structural predictions of single domains. There is a plethora of methods, approaches and tools, whose performance is assessed regularly at critical assessment of protein structure prediction (CASP) competition. Many of them are publicly available to the users from the structural biologist community as web services. On the other hand, methods and programs for prediction of 3D structure of multidomain proteins and specifically protein chimeras composed of unrelated domains, represent only a small fraction of available tools. With no exceptions, the structure of a multidomain protein is produced as an assembly of domains. It follows the general belief that the composing domains are stable themselves and they do not manifest a structural variability in the isolated state and as parts of various multidomain proteins. Under this assumption, the only degrees of freedom are the respective position

**FIGURE 4** Projection of trajectories on two major principal components obtained by PCA. The features for PC analysis were RMSD from the starting and final structure of all simulations. The two AIDA models, ClusPro model and x-ray are distinguished by colors (orange, olive, red, and blue, respectively). The three independent simulations are indicated by different saturation of the colors.
and orientation of the domains, and the structure of linker regions, which connect individual domains. Nonetheless, this problem still remains generally unsolved despite the remarkable effort resulting in some tools (e.g., DOME, SAXSDom, SynLinker, MDA, Rosetta)\textsuperscript{55–60} which make the predictions possible to some extent. The effort is tightly connected as well with reliable prediction of protein–protein interactions and structural prediction of quaternary complexes of biomolecules within CAPRI\textsuperscript{61} initiative.

The most successful approaches in protein structure predictions until introduction of AlphaFold\textsuperscript{22} utilize homology modeling. Similar protein sequences usually share the same 3D structure, the latter being even more conserved. However, a significant portion of known proteins lack a relative with a solved 3D structure, which can be used as a template for homology modeling. The lack of 3D structures in PDB also hinders the utility of the approach on predicting protein–protein interactions and structure of multidomain proteins, which can be also reason attributed to relatively modest performance of AlphaFold due to relatively poor training set for machine learning approach in these cases. Although the individual domains can be modeled according to corresponding templates, their assembly is usually beyond the scope of homology modeling toolkits.

Prediction of structures of artificial multidomain proteins by construction misses any natural templates. Therefore, predictions of their structure must rely on physical approaches and exhaustive sampling strategies. At the same time, artificial multidomain proteins represent a challenging strategy for engineering of novel protein function and subject of gain-of-function studies. Therefore, it is of utter importance to understand and reliably predict their structure and relate it to their function.

In our study, we embraced a hypothesis, that spatial arrangement of domains in multidomain proteins is maintained dominantly by favorable/unfavorable domain–domain interactions at their interfaces. Our approach thus reflects the selection of tools employed in the study. Both AIDA but at more large extent the ClusPro targets on identification of interfaces between domains, which favor energetically their noncovalent interactions.

MD simulations of predicted models did not converge to the reference structure, although there were several attempts directed toward the benchmark crystal structure. Slightly higher stability of predicted models obtained from ClusPro tool compared to the AIDA tool can be easily explained by the difference in the level of model resolution. ClusPro tool considers all-atom structures of both domains, whereas the AIDA procedure works only with structures represented by main-chain atoms and side-chain centers. Thus, further optimization of AIDA models by MD simulation was expected to provide more representative predictions.

In both methods, the role of the linker is not fully acknowledged. It is initially treated as fully flexible in AIDA, or nonexistent in ClusPro approach. Therefore, the effect of the linker is captured as a simple distance constraint between adjacent termini of both domains by the ClusPro predictions. Naturally, the short linker must inevitably restrict the pool of available interdomain orientations. Some linkers are considered as flexible, whereas others offer only a limited number of conformations. These rigid conformations can further limit the respective position and orientation of the domains. In addition to a simple geometric conception, linkers are known to influence the properties and behavior of multidomain proteins in a complex way.\textsuperscript{33,34} Our results from molecular dynamics simulations suggest that the linkers in chosen constructs allow flexibility in positioning of the domains. This suggests that the conformation of linkers studied in this work is rather determined by the interaction of the domains than the other way. However, the exact effects of linkers remain to be elucidated. We could not address this question in this work due to the limited representability of the dataset.

Hydration plays an important role in stability of the interfaces. The hydration effects are considered by both docking methods, either implicitly as part of the effective interaction potential (AIDA) or empirically approximated based on the contact potential (ClusPro). Additionally, the stability of the predicted interfaces can be assessed by independent tools, such as a PISA and PRODIGY, which are trained on x-ray structures. Nonetheless, prediction of stability of an interface is a challenging task, regardless if an estimate of Gibbs binding energy is required or binary classification (stable/unstable) suffices.

Although it was not original intention to compare proposed methodology with the most powerful structure prediction method nowadays—the AlphaFold II we were tempted to compare its prediction performance on the set of selected proteins (all contained in PDB). To illustrate the differences of our approach and the current state-of-the-art in protein structure prediction, we applied AlphaFold II on sequences of all studied targets. The Table 1 below shows RMSD values obtained after superimposition of the solved x-ray structures to best models made by AlphaFold 2.

In order to better illustrate the problem of prediction of the interdomain position, RMSD values were plotted as a function of residue number (see Figure S17). It can be clearly seen that the RMSD values by residue increase significantly for the second (nonaligned to the reference) domain in all structures since the different interdomain positioning relative to the experimental structure automatically incurs large gains in RMSD values. This can be seen visually (Figure S18), where one of the domains always corresponds better to the reference structure than the other domain. To summarize the comparison between AF II predicted structures and their x-ray targets, we can report significant deviation between the model and the target for three of six proteins. The same number of structures were predicted

**TABLE 1** RMSD of the x-ray structures superimposed to best models by AlphaFold 2

| PDB code | RMSD(x-ray vs. AF2) (Å) |
|----------|-------------------------|
| 3A15     | 0.373                   |
| 3CSG     | 6.572                   |
| 3DXB     | 12.268                  |
| 4IFP     | 0.430                   |
| 5V8T     | 5.062                   |
| 5YQR     | 1.171                   |
with relatively low RMSD so the accuracy of the AFII was about 50% for the studied proteins.

One of the problems in assessment of the tested approach is related to the selection of target/structure benchmarks. Because all of the studied chimeras were compared with their structures obtained by x-ray we had to take into accounts additional limits and conditions. Primarily—how much the computational methodology has to reflect the crystal structure environment or at which extent the crystal environment constraints conformational space of the produced chimeras. It is necessary to say that this problem was only partially addressed by PRODIGY and PISA analyses. Regarding the obtained results, we can conclude that the proposed approach is more suitable for prediction of structures in solution due to the fact that MD simulations are relatively easy to be run in solvent environment and no effect of crystal environment is necessary to take into account. The presented study clearly shows that there is no simple approach and straightforward methodology for prediction of fusion proteins primarily due to the fact that the performed sampling is insufficient because multiple minima of the chimeras can be comparable at energy level but substantially different at conformational level. Therefore, we cannot conclude that x-ray structures are not reasonable benchmarks neither that they are due to the fact that crystal structure environment is impossible to apply for new predicted chimeras. In this study, we show that proposed methodology does not work unless we will define conditions under which these benchmarks could be reliably used. Results of the presented study and studies focused on comparison x-ray and NMR structures clearly show that we are in a “twilight zone” and no simple and accepted conditions for benchmarking is easy to set and apply.

5 | CONCLUSION

The major conclusion of this study is the finding that structure prediction of novel chimera proteins needs a solid methodology justification and analyses which would lead to a reliable prediction tool. The tested approaches using publicly available tools and simulation programs did not lead to the full agreement with experimentally determined structure by x-ray crystallography (even the AF II program succeeded in 50% of cases). Advanced procedure using extensive MD simulation runs of crystal structures further highlighted conformationally unstable character of two-domain protein outside the crystal environment when most of the chimeras exceeded maximal RMSD of 5 Å during the 500 ns simulation run (except for MBP constructs - figure F3, plot J and both of its domains - figure S6, x-ray - domain #1 and #2). It is necessary to add that the simulation performed mimicked in solution rather than crystal structure environment.

To sum up, predicted models by AIDA and CLUSPRO did not correspond to the original crystal structures and MD simulation of models in general did not lead to the better overlap with original crystal structure. MD simulations of crystal structures in some cases revealed relatively high flexibility of mutual domain orientation apparently caused by characters of domains and linker composition and length. All these results led us to the conclusion that it is primarily insufficient sampling of conformational space in the proposed method and that we cannot state that crystallographic structures of two-domain protein chimeras are or are not suitable to be good benchmarks for in solution predicted structures.

Nonetheless, the inaccuracy of the prediction methods to reproduce the crystal structures cannot be considered as their complete failure only due to apparently insufficient sampling. Our results showed that it could be problematic to relate the crystal structure of a fusion protein to its behavior in solution. At some extent, the crystal structures of fusion proteins could be even potentially misleading, since their conformation might be driven by alternative interfaces available in the crystal lattice between other protein molecules in (between) the unit cell.

In conclusion, there are aspects that should be considered thoroughly when preparing novel chimeric protein constructs, such as linker length or the overall stability of individual domains used for fusion. However, the interface naturally established between the fused domains and its size was proved to be the main determining factor for general structural flexibility of a single molecule (taken from the crystal environment) in the aqueous environment. Therefore, it is vital to carefully design and characterize interaction interfaces within the chimeric construct in order to create multidomain protein with rigid domain organization.
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