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Introduction

The work described in this thesis deals with the structure of the nucleon within the context of perturbative Quantum Chromodynamics (QCD). We determine a new generation of unpolarized dynamical parton distributions using the latest experimental and theoretical advances in the field and paying special attention to the implications of their dependence on the different prescriptions utilized in their derivation. Most of the results are to a large extent based on references [1–5].

While being confined within hadrons, quarks behave in hard scattering processes as almost free particles, i.e., they break the scaling expected in the naïve parton model only logarithmically. A fundamental property of QCD is the ability to accommodate these rather different aspects of the strong interaction in a consistent picture. Qualitatively, the strong force gets stronger as quarks move apart; the eventual creation of new quarks and their combination into color neutral hadrons (confinement) gets favored before reaching the hadronic size. On the other hand, it gets weaker as their distance goes to zero (asymptotic freedom), which permits a reliable perturbative description of short–distance (large momentum transfer) phenomena. Long–range (soft) interactions are related to the structure of hadrons and are not to be described perturbatively.

This separation of scales or factorization means in practice that hard scattering cross–sections involving initial hadrons are described as products of factors describing the collisions sequentially: the interactions happening “before” the collision, i.e., the structure of the incoming hadrons, the collision between partons and, eventually, the formation of the detected hadrons. In the case of hadronic final states we will only consider inclusive reactions; for this reason, it suffices for our purposes to consider the first two factors.

The interaction between partons is described by hard scattering partonic cross–sections (coefficient functions) which contain only short–distance interactions and therefore are (in principle) calculable in perturbative QCD (pQCD). The structure of incoming hadrons is described by parton distribution functions (PDFs). Roughly speaking (at lowest order), they represent the probability of finding a particular parton (with certain kinematical properties) within the described hadron. It should be clear by now that they contain long–range non–perturbative interactions and therefore are not calculable in perturbation theory but rather to be extracted from experiment. They are, however, independent of the scattering process under consideration (universality), which means that, once they are determined from a reduced set of data, they can be used to calculate observables; in this sense pQCD is a fully predictive theory.

Although in principle the partonic description of hadrons is completely general (and even extendable to other objects, e.g. photons), the most relevant PDFs are by far those of the nucleon. They constitute an ineludible ingredient in any calculation involving initial nucleons, for instance,
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at the Large Hadron Collider (LHC), which will be the center of attention for particle physicists over the next years. Their optimal determination is therefore essential for future achievements and we concentrate on them in this work.

Even after three decades of intensive research and the fact that there are several groups working on the field, there are still outstanding issues on the determination of nucleon PDFs, which is to some extent model dependent and, in any case, different for different analysis. Which sets to use for a particular calculation is somehow a matter of taste but the reader should be aware that there is a definite correspondence between partonic cross-sections and PDFs sets, so that one has to choose PDFs suitable for combination with the particular partonic cross-section to be used. This is sometimes ignored or neglected in the literature, leading to theoretically inconsistent (or simply wrong) results.

First of all, since the PDFs are determined from (global) fits to experimental data, the results depend on the kind of data (and the particular sets) which are used and the sensibility of the distributions to them. Furthermore, the experimental errors of the data induce an intrinsic “error” of the resulting PDFs which is now possible to estimate. The distributions are usually extracted as parametrizations of contour conditions for a set of differential equations (evolution), and the results are therefore biased by the initial parametrization. We use the so-called dynamical (or radiative) model, which has proved to be a reliable and highly predictive approach to the determination of PDFs.

There are also intrinsic theoretical uncertainties on the determination of the PDFs which are translated into the reliability of the predictions of observables. As mentioned, one works in perturbation theory, so that there is always an uncertainty of the size of the last terms neglected on the perturbative series (and even a certain freedom in whether or not to include some terms and effects). In general a leading order (LO) description is not satisfactory, the standard at the moment is the next-to-LO (NLO) approximation which works quite well for most observables. The (massless) evolution of the PDFs and some important processes can now be calculated up to NNLO and some (few) calculations have been carried out to even higher orders. Other sources of dependence/uncertainty are the factorization and renormalization prescriptions and the treatment of heavy quark masses. We address all these issues through the thesis.

After introducing basic elements of pQCD and establishing our theoretical framework, we discuss to some extent the dynamical model and compare it extensively with the approach to PDFs used by most other groups (“standard”) by examining the results of analyses carried out under identical conditions in both approaches. Furthermore, parton distributions sets (with uncertainties) at LO, NLO and NNLO of QCD, using different factorization schemes (\(\overline{\text{MS}}\), DIS) and different treatments of heavy quark masses (FFNS, VFNS) are extracted and compared.

In the last part of the thesis we turn to the analysis of some of the applications of our results. We briefly outline the astrophysical implications of the dynamical predictions before focusing on collider phenomenology. There we study to some extent the relevance and perturbative stability of the longitudinal structure function of the nucleon and analyze extensively the role of heavy quark flavors in high-energy colliders by comparing the predictions obtained for several processes utilizing different prescriptions for the treatment of heavy quark masses. In addition, we show how isospin violations in the nucleon help to explain the so-called “NuTeV anomaly”.
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1. Elements of QCD

1.1 Renormalization and the Running Coupling

In renormalizable quantum field theories the logarithmic ultraviolet\(^1\) divergences stemming from virtual–particle loops can be summed to all orders using the renormalization group. This procedure replaces the (unphysical) bare coupling constant appearing in the formulation of the theory with an effective or renormalized coupling constant \(\alpha_s \equiv \frac{g^2_{\text{REN}}}{4\pi}\) which depends on the substraction point, an arbitrary finite mass scale known as the renormalization scale \(\mu_R\).

The independence of physical quantities on \(\mu_R\) is reflected in the so–called renormalization group equations, which are solved by implicitly introducing a function \(\alpha_s(\mu^2)\) known as the running coupling and given by:

\[
\alpha_s(\mu^2) = \frac{\alpha_s(\mu^2_R)}{4\pi}, \quad \frac{d\alpha_s(\mu^2)}{d\ln \mu^2} = -\sum_{m=0}^{\infty} \beta_m a^m_s(\mu^2) = \beta(\alpha_s(\mu^2)) \tag{1.1}
\]

The observables appearing in scattering processes are usually expressed as functions of ratios of invariants (scaling variables) and a single scale (\(\mu\)) with dimensions of energy (typically related to the center–of–mass energy \(s\), e.g. \(\mu \simeq \sqrt{s}\)). After renormalization all the dependence of observables on the energy scale appears through the running coupling in a well prescribed form (for more details see, for instance, [6–10]).

In contrast to other theories, the \(\beta–function\) is negative for QCD and therefore the coupling decreases as the scale increases (asymptotic freedom), which makes a perturbative treatment of the strong interactions at high scales plausible. We can then expand the \(\beta–function\) itself in powers series; the running coupling is obtained from:

\[
a_s(\mu^2) = \frac{\alpha_s(\mu^2)}{4\pi}, \quad \frac{da_s(\mu^2)}{d\ln \mu^2} = -\sum_{m=0}^{\infty} \beta_m a^{m+2}_s(\mu^2) \tag{1.2}
\]

where the expansion coefficients \(\beta_m\) depend in general (the first two are independent) on the renormalization scheme used. In this work we will use the \(\overline{\text{MS}}\) scheme, in which in addition to the divergences only \(\ln 4\pi - \gamma_E\) is absorbed into the running coupling; the first coefficients are given [11–15] by:

\[
\beta_0 = 11 - \frac{2}{3} n_R, \quad \beta_1 = 102 - \frac{58}{3} n_R, \quad \beta_2^{\overline{\text{MS}}} = \frac{2857}{2} - \frac{503}{18} n_R + \frac{325}{34} n_R^2 \tag{1.3}
\]

being \(n_R\) the appropriate number of active quark flavors at the scale \(\mu\), which is determined by convention.

\(^1\)Related to very high \((\rightarrow \infty)\) energy/momentum or equivalently short \((\rightarrow 0)\) distance phenomena.
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In principle, it is possible to fix \( n_R \) to the number of light flavors and treat the heavy quark contributions as separated corrections of the form \( \ln \frac{m^2}{\mu^2} \), being \( m \) the mass of a generic heavy quark. However, the most common approach in the \( \overline{\text{MS}} \)-scheme is the use of a variable number of active flavors taken to be the number of flavors which mass satisfies \( m^2 \leq \mu^2 \). The \( \beta_m \) coefficients are then discontinuous at the thresholds \( \mu = m \) and the solutions for \( a_s \) at both sides of the thresholds are subject to adequate matching conditions [16–18]. Up to two loops \((m = 1)\) the running coupling is continuous; at three loops a marginal term \( -\frac{32}{9} a_s^3 \) appears, although its effects are numerically insignificant (some few per mil difference in the relevant regions) and we have neglected it in our NNLO analyses. Using this variable number of active flavors the contributions arising from heavy quarks are automatically included (resummed) and consequently the stability of the perturbative expansion is improved.

Turning now to the integration of Eq. 1.2, it is conventional to introduce a parameter \( \Lambda_{QCD} \) (henceforth just \( \Lambda \)) to be extracted from data, i.e., determined by a contour condition at a reference value, often chosen to be \( \alpha_s(M_Z^2) \). \( \Lambda \) depends in general on the order considered in the expansion, the renormalization scheme used, the number of active flavors and the explicit form of the solution adopted. Up to next-to-leading-order (NLO) a straightforward solution is:

\[
\ln \frac{\mu^2}{\Lambda^2} = \frac{1}{\beta_0 a_s} - \frac{\beta_1}{2 \beta_0} \ln \left( \frac{1}{\beta_0 a_s} + \frac{\beta_2}{\beta_0} \right)
\]

(1.4)

where the first term alone is a solution of the leading order (LO) equation\(^2\). This equation constitutes the definition of the \( \Lambda \) parameter since it is determined from Eq. 1.2 up to a multiplicative constant. In the same way, a solution of the NNLO \((m = 2)\) equation may be found by direct integration:

\[
\ln \frac{\mu^2}{\Lambda^2} = \frac{1}{\beta_0 a_s} - \frac{\beta_1}{2 \beta_0} \ln \left( \frac{1}{\beta_0^2 a_s^2} + \frac{\beta_1}{\beta_0^2} + \frac{\beta_2}{\beta_0^2} \right) + \frac{2 \beta_0 \beta_2 - \beta_1^2}{\beta_0^2 \sqrt{4 \beta_0 \beta_2 - \beta_1^2}} \arctan \left( \frac{2 \beta_2 a_s + \beta_1}{\sqrt{4 \beta_0 \beta_2 - \beta_1^2}} \right)
\]

(1.5)

Note that for \( n_R = 6 \) the argument of the square root is negative and this formula does not give \( a_s \); in this case a solution is given by:

\[
\ln \frac{\mu^2}{\Lambda^2} = \frac{1}{\beta_0 a_s} + \frac{\beta_1}{\beta_0^2} \ln a_s - \frac{\beta_1^2}{\beta_0 \beta_2} - \frac{\beta_0 \beta_2 - \beta_1 \beta_2 \Delta^+}{\beta_0^2 \beta_2 \Delta^+ - \beta_0^2 \beta_2 \Delta^-} \ln |a_s + \Delta^+| - \frac{\beta_1^2}{\beta_0 \beta_2} - \frac{\beta_0 \beta_2 - \beta_1 \beta_2 \Delta^-}{\beta_0 \beta_2 \Delta^- - \beta_0 \beta_2 \Delta^+} \ln |a_s + \Delta^-|, \Delta^\pm = \frac{\beta_1^2}{2 \beta_2} \pm \sqrt{\frac{\beta_1^2}{4 \beta_2^2} - \frac{\beta_0}{\beta_2}}
\]

(1.6)

Since Eqs. 1.4 to 1.6 constitute implicit solutions for \( a_s \), a numerical iteration is required for the exact determination of the coupling beyond LO and one could equally integrate numerically Eq. 1.2 directly, without introducing the \( \Lambda \) parameter. In principle one could also expand \( a_s(\mu^2) \) in a power series in \( a_s(\mu_0^2) \) for some fixed \( \mu_0^2 \); up to \( \mathcal{O}(a_s^3) \) we get:

\[
a_s(\mu^2) = a_s(\mu_0^2) - a_s^2(\mu_0^2) \beta_0 \ln \frac{\mu^2}{\mu_0^2} + a_s^3(\mu_0^2) \left( \beta_0 \ln \frac{\mu^2}{\mu_0^2} - \beta_1 \ln \frac{\mu^2}{\mu_0^2} \right)
\]

(1.7)

\(^2\)of course \( \Lambda^{LO} \neq \Lambda^{NLO} \). \( a_s = a_s(\mu^2) \), etc.; we try to keep the notation as compact as possible.
1.2. Factorization and the RG Evolution Equations

however, the uncertainty introduced by higher order terms makes these kind of expansions not accurate enough and they are not generally used for the determination of $a_s(\mu^2)$. On the other hand this relation is useful for the study of the uncertainties which are introduced by the choice of particular scales; we will discuss this in the next section.

Another alternative to the numerical evaluation of the coupling which is often used [19] is the expansion of the solutions in inverse powers of $L \equiv \ln \frac{\mu^2}{\Lambda^2}$, so that the first term in Eqs. 1.4 to 1.6 is the LO solution and higher terms are found recursively. Again, there is a certain freedom in the definition of $\Lambda$; up to NNLO we choose:

$$a_s(\mu^2) = \frac{1}{\beta_0L} - \frac{b_1\ln L}{(\beta_0L)^2} + \frac{b_2}{(\beta_0L)^3},$$

where $b_m \equiv \frac{\beta_m}{\beta_0}$. As mentioned, although theoretically consistent, these approximate asymptotic solutions differ considerably from the exact ones at low scales (say, $\mu^2 \leq 2$ GeV$^2$). Since, as we will see, this region is relevant for the dynamical approach to parton distribution functions we will use the exact iterated solutions of Eqs. Eq. 1.4 and Eq. 1.6 all throughout this work.

1.2 Factorization and the RG Evolution Equations

The application of pQCD relies in what are known as factorization theorems [6–10], which prove that factorization is possible for particular processes and observables, i.e., that the singularities which appear in the calculations either cancel or can be absorbed in the definitions of physical quantities. As we have seen, the ultraviolet divergences stemming from virtual radiative corrections are contained in the running coupling constant and are automatically included in the renormalized theory by changing the bare coupling for the running coupling $\alpha_s(\mu^2)$. Depending on the gauge used in the calculations other ultraviolet divergences may emerge but they cancel.

In general, they appear also infrared divergences with different (or mixed) origins: soft, related to the emission of gluons with vanishing energy ($\frac{E_g}{\mu} \rightarrow 0$), or collinear/mass singularities, related to collinear radiation off massless partons. If masses are introduced, the soft singularities remain while the collinear ones are regularized given rise to a logarithmic dependence in the masses. After the combination of all (real and virtual) contributions, the soft divergences cancel while the remaining collinear singularities are included in the definition of the parton distributions at a certain (arbitrary) finite mass scale known as the factorization scale $\mu_F$. As part of the proof of factorization theorems precise definitions of the parton distribution functions $f_i$ (where $f_i$ stands for the distribution of the different kinds of partons, i.e., massless quarks and gluons) and coefficient functions (or partonic cross–sections) are formulated (for details see, for instance, [6–10]).

A major point of factorization is that the infrared divergences appear at the partonic level in an universal way, i.e. with independence of the scattering process considered. Therefore the factorization scale dependence of the parton distributions is also of universal validity, it reflects the independence of physical quantities on $\mu_F$ and it is given by the evolution or renormalization
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\[\frac{\partial f_i(x, \mu_F^2)}{\partial \ln \mu_F^2} = \sum_j \int_x^1 \frac{dy}{y} P_{ij}(\frac{x}{y}, \mu_F^2) f_j(y, \mu_F^2) = \sum_j P_{ij} \otimes f_j \] (1.9)

where the Bjorken-\(x\) is (related to) the longitudinal momentum fraction of the partons. The evolution kernels \(P_{ij}\) or splitting functions stem from the collinear divergences absorbed in the distributions and represent the (collinear) resolution of a parton \(i\) in a parton \(j\). They are calculated perturbatively as a series expansion in \(a_s(\mu_F^2)\):

\[P_{ij}(\frac{x_i}{x}, \mu_F^2) \equiv P_{ij}(\frac{x_i}{x}, a_s(\mu_F^2)) \equiv \sum_{m=0}^{\infty} a_s^{m+1}(\mu_F^2) P_{ij}^{(m)}(\frac{x_i}{x}) \] (1.10)

At the moment they have been calculated up to 3 loops \((m = 2)\), which is the necessary accuracy for a NNLO analysis; we summarize the expressions that we use in Appendix B.

Since we work in fixed–order perturbation theory \((m \leq 2)\), the last equality holds only up to higher order terms and the splitting functions (and therefore the PDFs) depend effectively on the renormalization scale as well. We can make explicit this dependence by expanding \(a_s(\mu_F^2)\) in terms of \(a_s(\mu_R^2)\); using Eq. 1.7 we get up to NNLO:

\[P_{ij}(\frac{x_i}{x}, \ln \frac{\mu_F^2}{\mu_R^2}, a_s(\mu_R^2)) = P_{ij}^{(0)}(a_s(\mu_R^2)) + \left( P_{ij}^{(1)} - \beta_0 P_{ij}^{(0)} \ln \frac{\mu_F^2}{\mu_R^2} \right) a_s^2(\mu_R^2) \]
\[+ \left( P_{ij}^{(2)} - \left( 2 \beta_0 P_{ij}^{(1)} + \beta_1 P_{ij}^{(0)} \right) \ln \frac{\mu_F^2}{\mu_R^2} + 2 \beta_0^2 P_{ij}^{(0)} \ln^2 \frac{\mu_F^2}{\mu_R^2} \right) a_s^3(\mu_R^2), \] (1.11)

which is useful to investigate the uncertainties due to variations on the renormalization and factorization scales separately. However, all available sets of parton distribution functions have been generated using \(\mu_F = \mu_R\) and we will also set them equal.

The coefficient functions (also known as Wilson coefficients or simply as partonic cross–sections) are in general different for different processes but depend only on short–distance interactions and therefore are calculable in pQCD. They are expanded in analogy to Eqs. 1.10 and 1.11 (with different starting powers depending on the process) and thus depend, besides on the physical energy scale \((\mu_F^2)\), on the factorization \((\mu_R^2)\) and renormalization \((\mu_R^2)\) scales as well. In an obviously symbolic notation, and writing only the dependence on the different scales, a general observable is calculated in pQCD as:

\[\sigma(\mu_F^2) = \sum_i C_i \left( \ln \frac{\mu_F^2}{\mu_R^2}, a_s(\mu_R^2) \right) \otimes PDF_i(a_s(\mu_R^2)) \]
\[= \sum_i C_i \left( \ln \frac{\mu_F^2}{\mu_R^2}, \ln \frac{\mu_F^2}{\mu_R^2}, a_s(\mu_R^2) \right) \otimes PDF_i \left( \ln \frac{\mu_F^2}{\mu_R^2}, a_s(\mu_R^2) \right) \] (1.12)

where \(i\) denotes a particular contribution (subprocess) and PDF\(_i\) represent the appropriate combination of PDFs to be combined with the partonic cross–section \(C_i\).

Beyond LO there is a certain freedom on where to include the finite contributions so that a factorization convention or factorization scheme is needed for a complete definition of the factors appearing in the factorization formulae. The most extended prescription is the so–called MS, where in addition to the divergent pieces only an ubiquitous \(\ln 4\pi - \gamma_E\) is absorbed into the PDFs. Another commonly used scheme is the so–called DIS scheme, in which all the (light quark flavor)
finite contributions to the nucleon structure function $F_2$ (Sec. 1.6) are absorbed into the parton distributions. We discuss the factorization scheme invariance and the transformations between these two schemes in Sec. 1.8. Global fits in both factorization schemes are presented in Sec. 2.

By solving the RGE we determine the parton distributions at a certain scale from the distributions at another scale and therefore we can make predictions for all $\mu^2$ once the $x$–dependence of the functions has been extracted from experiment at one scale known as the input scale. This is usually done by parametrizing the $x$–dependence of the parton distributions at the input scale and determining the parameters by means of global QCD fits, i.e., fits to significative data sets which (ideally) constrain all the PDFs for all $x$.

An alternative to the direct numerical integration of the RGE Eq. 1.9 is to work in the so-called Mellin $n$–space. The symbol $\otimes$ in Eqs. 1.9 and 1.12 denotes the Mellin convolution, which reduces to multiplication for the Mellin $(n–)$moments of the quantities involved, i.e.,

$$a^n \equiv \int_0^1 dx x^{a–1} a(x) \Rightarrow (a \otimes b)^n = a^n b^n.$$  

(1.13)

Hence, in the Mellin space, the evolution equations reduce to ordinary differential equations which are solved analytically; the $x$–space solution may also be obtained via a numerical Mellin inversion. On the other hand, this technique requires analytic continuations of non–trivial functions to complex values of $n$. We use the Mellin space to solve the RGE and for the calculation of nucleon structure functions. Other quantities, for which the moments of the coefficient functions are not known, are calculated in ordinary $x$–space.

### 1.3 The Flavor Decomposition

The calculations appearing in pQCD and in particular the RGE can be greatly simplified by expressing them in terms of particular combinations of parton distributions. For instance, the splitting functions are constrained by charge conjugation and flavor symmetry invariance, so that they can be written as:

$$P_{gq_i} = P_{g\bar{q}_i} \equiv P_{gq_i} \quad P_{q_i q_j} = P_{\bar{q}_i \bar{q}_j} \equiv \delta_{ij} P^{V}_{qq} + P^{S}_{qq}$$

$$P_{q_i g} = P_{\bar{q}_i g} \equiv \frac{P_{ag}}{2n_F} \quad P_{q_i \bar{q}_j} = P_{\bar{q}_i q_j} \equiv \delta_{ij} P^{V}_{q\bar{q}} + P^{S}_{q\bar{q}}$$  

(1.14)

where $n_F$ is the number of quark flavors entering in the evolution (massless), which is not necessarily equal to the number $n_R$ considered in the running coupling [20].

In view of the general structure of the splitting functions, it is possible to introduce some flavor combinations in order to decouple the RGE as far as possible. Note for instance:

$$q^\pm \equiv q_i \pm \bar{q}_i \Rightarrow \left\{ \begin{array}{l}
\frac{\partial q^-}{\partial \ln \mu^2_F} = P^{V}_{NS} q^-_i + P^{S}_{NS} \sum_{k=1}^{n_F} q^-_k \\
\frac{\partial q^+}{\partial \ln \mu^2_F} = P^{V}_{NS} q^+_i + P^{S}_{NS} \sum_{k=1}^{n_F} q^+_k + \frac{P_{qq}}{n_F} g
\end{array} \right.,$$

where

$$P^{V}_{NS} \equiv P^{V}_{qq} - P^{V}_{q\bar{q}}$$

$$P^{V}_{PS} \equiv n_F (P^{S}_{qq} - P^{S}_{q\bar{q}})$$

$$P^{S}_{NS} \equiv n_F (P^{S}_{qq} + P^{S}_{q\bar{q}})$$

(1.15)

---

3We work in the Mellin space although we do not explicitly write the $n$–dependence of the moments.
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The minus combinations decouple from the gluon, whereas the \(q^+\) combination maximally coupled to it:

\[
q_S \equiv q^+ \equiv \sum_{k=1}^{n_F} q_k^+ = \frac{\partial q_S}{\partial \ln \mu_F^2} = P_{qq} q_S + P_{qg} g, \quad \text{where} \quad P_{qq} \equiv P_{NS}^+ + P_S \\
\frac{\partial g}{\partial \ln \mu_F^2} = P_{qg} q_S + P_{gg} g
\]

(1.16)

this combination together with the gluon are known as the (flavor) singlet parton distributions. Defining the vector \(q\) and a matrix of splitting functions \(P\), they evolve as:

\[
q \equiv \begin{pmatrix} q_S \\ g \end{pmatrix}, \quad P \equiv \begin{pmatrix} P_{qq} & P_{qg} \\ P_{qg} & P_{gg} \end{pmatrix} \Rightarrow \frac{\partial q}{\partial \ln \mu_F^2} = P q
\]

(1.17)

Simple non–singlet combinations which evolve independently are:

\[
q_{NS,ij}^\pm \equiv q_i^\pm - q_j^\pm \Rightarrow \frac{\partial q_{NS,ij}^\pm}{\partial \ln \mu_F^2} = P_{NS}^\pm q_{NS,ij}^\pm, \quad \text{with} \quad i, k = 1, \ldots n_F \\
q_{NS}^V \equiv q^- \equiv \sum_{k=1}^{n_F} q_k^- \Rightarrow \frac{\partial q_{NS}^V}{\partial \ln \mu_F^2} = P_{NS}^V q_{NS}^V, \quad \text{where} \quad P_{NS}^V \equiv P_{NS}^- + P_{NS}^S
\]

(1.18)

However, together with \(q_{NS}^V\) we will use for the evolution in the non–singlet sector even more convenient combinations given by [21]:

\[
v_{i^2-1}^\pm \equiv \sum_{k=1}^i q_k^\pm - i q_i^\pm \Rightarrow \frac{\partial v_{i^2-1}^\pm}{\partial \ln \mu_F^2} = P_{NS}^\pm v_{i^2-1}^\pm, \\
or inversely:
\]

\[
q_i^\pm = \frac{1}{n_F} q_i^\pm - \frac{1}{i} v_{i^2-1}^\pm + \sum_{k=i+1}^{n_F} \frac{1}{k(k-1)} v_{k^2-1}^\pm
\]

(1.19)

In the power expansion, \(P_{qq}^V\) starts at leading order while \(P_{qq}^{S(0)}\) and \(P_{qq}^{S(1)}\) start at NLO, however \(P_{qq}^S = P_{qq}^{S(0)}\) at this order, being different for the first time at NNLO. This allows for some simplifications at lower orders. As mentioned, at leading order \(P_{qq}^{V(0)}\), \(P_{qq}^{S(0)}\) and \(P_{qq}^{S(0)}\) vanish and the structure of the splitting functions reduces to:

\[
P_{qq}^{V(0)} = 0 \quad P_{qq}^{S(0)} = P_{qq}^{S(0)} = 0 \\
P_{qq}^{V(0)} = P_{qq}^{S(0)} = P_{qq}^{S(0)} = P_{qq}^{V(0)} = P_{qq}^{S(0)}
\]

(1.20)

At NLO \(P_{qq}^{S(1)} = P_{qq}^{S(1)}\), i.e., \(P_{qq}^S = P_{qq}^{S(0)}\) (hence \(P_{NS}^S = 0\) and \(P_{NS}^V = P_{NS}^S\)) and some simplifications still hold. For instance, in view of Eq. 1.15 it is clear that each valence distribution \((u^-, d^-)\) evolves independently and any initial symmetric sea (e.g., \(s^- = 0\)) is preserved by the evolution up to NLO. Beyond NLO we find the complete structure of the evolution equations where the \(q_i^-\) combinations evolve together in what is called the non–singlet sector and the \(q_i^+\) combinations evolve in conjunction with the singlet distributions in what is called the singlet sector.
1.4 Solutions of the RGE

Since it is clear how to recover the explicit dependence on the renormalization and factorization scales separately, we will set here $\mu^2 = \mu^2_0$ (henceforth simply $\mu^2$) for simplicity in the discussion. With the definitions of last section all the evolution equations are of the same form, namely:

$$\frac{\partial q(\mu^2)}{\partial \ln \mu^2} = P_q(\mu^2) \cdot q(\mu^2)$$

(1.21)

where for the singlet distributions this equation is a matrix equation and one has to take care of the commutativity of the subsequent factors.

Because all of the scale dependence of the splitting functions appears through $a_s(\mu^2)$, it is convenient to combine this equation with Eq. 1.2 and use $a_s \equiv a_s(\mu^2)$ as independent variable. At leading order we can integrate immediately:

$$\frac{\partial q}{\partial a_s} = -\frac{1}{p_{0_a}} \rho^{(0)} q \Rightarrow q(a_s(\mu^2)) = \left(\frac{a_s}{a_o}\right)^{-R_0.q_o} L(a_s, a_o) q_o, \quad R_0.q_o \equiv \frac{\rho^{(0)}}{p_{0_a}}$$

(1.22)

where $a_o \equiv a_s(\mu^2_0)$ and $q_o \equiv q(\mu^2_0)$, being $\mu^2_0$ some reference scale at which the distributions are known. For the singlet distributions $R_0$ is a matrix and the above solution is only symbolic. We can find an explicit solution by diagonalizing; the eigenvalues, projection matrices and some useful relations are:

Eigenvalues: $r^\pm = \frac{1}{2} \left( R_{0,qg} + R_{0,gq} \pm \sqrt{(R_{0,qg} - R_{0,gq})^2 + 4 R_{0,qg} R_{0,gq}} \right)$

Projectors: $R^\pm = \frac{R_0 - R_+}{r_+ - r_-} \Rightarrow (R^\pm)^2 = R^\pm, \quad R^+ + R^- = 1, \quad R^+ R^- = R^- R^+ = 0$

(1.23)

For an analytic function $f$: $f(R_0) = f(r^+) R^+ + f(r^-) R^-$

The last relation holds in particular for $L(a_s, a_o)$, which immediately gives an explicit solution for the singlet distributions at LO.

To solve the equations at an arbitrary fixed order $m$ [21, 22] we combine the evolution equations at this order with Eq. 1.2 at the same order $m$:

$$\frac{\partial q(a_s)}{\partial a_s} = -\frac{1}{a_s} \left( \sum_{m=0}^{\infty} a_s^m R_{m,q} \right) q(a_s), \quad R_{m,q} \equiv \frac{\rho^{(m)}}{p_{0_a}} - \sum_{i=1}^{m} b_i R_{m-i,q}$$

(1.24)

where again $b_m \equiv \frac{\beta_m}{p_{0_a}}$. Next, we make a series expansion around the LO solution as:

$$q(a_s) \equiv U_q(a_s) L(a_s, a_o) U^{-1}(a_o) q_o, \quad \text{with} \quad U_q(a_s) \equiv \sum_{m=0}^{\infty} a_s^m U_q^{(m)}, \quad U_q^{(0)} = 1$$

(1.25)

so that the problem is now reduced to the one of finding the operators $U_q^{(m)}$. By inserting this ansatz in the evolution equations we get:

$$U_q^{(0)} R_{0,q} + \sum_{m=1}^{\infty} a_s^m (U_q^{(m)} R_{0,q} - m U_q^{(m)}) = \left( R_{0,q} + \sum_{m=1}^{\infty} a_s^m R_{m,q} \right) \left( \sum_{m=0}^{\infty} a_s^m U_q^{(m)} \right),$$

(1.26)
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which order by order gives the commutation relations:

\[
[U^{(m)}_q, R_{0,q}] = R_{m,q} + m U^{(m)}_q, \quad R_{m,q} = \sum_{k=1}^{m} R_{k,q} U^{(m-k)}_q,
\]

(1.27)

which determine the \( U^{(m)}_q \) operators. For non–singlet combinations the commutators vanish and the operators are directly \( U^{(m)}_q = -\frac{\delta}{m} \). For the singlet combinations we can use the properties of the projection operators (second line in Eq. 1.23) to express them as:

\[
U^{(m)} = -\frac{1}{m} (R^+ \delta_{m} R^+ + R^- \delta_{m} R^-) + \frac{R^+ \delta_{m} R^-}{r_r - r_r - m} + \frac{R^- \delta_{m} R^+}{r_r - r_r - m}
\]

(1.28)

In addition to higher–order in the expansions, redundant terms (\( O(\alpha^2) \) with \( n > m \)) arise from the multiplications in the ansatz. One can remove these terms in advance by expanding in powers of \( \alpha_s \) the factor \( U^{-1}(\alpha_s) \) and carrying out the multiplications keeping only terms up to the desired order for consistency with the fixed–order perturbative approach. Up to NNLO we get:

\[
q(\alpha_s(\mu^2)) = \left( L + a_1 U_{q(1)}^L - a_2 U_{q(1)}^{LQCD} + a_1^2 U_{q(2)}^L - a_1 a_2 U_{q(2)}^{LQCD} + a_2^2 L U_{q(1)}^{LQCD} - U_{q(2)}^{LQCD} \right) q_0
\]

(1.29)

where, again, for the singlet distributions one has to take care of the order of the different factors. This defines what are called the truncated solutions, which are the ones employed in our analyses since, as mentioned, they are more consistent with the fixed–order perturbative treatment.

We have tested our singlet and non–singlet evolution codes using the PEGASUS program [23] for generating the truncated solutions together with the commonly used toy input of the Les Houches and HERA–LHC Workshops [24, 25]. For \( 10^{-7} < x < 0.9 \) we achieved an agreement of up to four decimal places in most cases, which is similar to the required high–accuracy benchmarks advocated in [24, 25].

Note that the truncated solutions are not directly comparable with \( x \)–space evolutions or the so–called iterated \( n \)–space solutions, where all the terms are kept. Since the differences are of higher orders, whether or not to include which redundant terms is somehow a matter of taste. Notice, however, that these differences are not negligible, specially at NNLO, where the precision aimed is of a few percent\(^4\).

1.5 Isospin Violations in the Nucleon

Electroweak radiative corrections may be included together with the QCD description of the structure of the nucleon [26–29]. In complete analogy with the emission of gluons, the emission of photons by quarks introduce new mass singularities which are factorized in the parton content of the nucleon. The evolution equations of Eq. 1.9 are consequently modified to include electromagnetic splitting terms; in general:

\[
\frac{\partial f_i(x, \mu^2)}{\partial \ln \mu^2} = \sum_j \left( P_{ij,QCD} \otimes f_j + P_{ij,QED} \otimes f_j \right)
\]

(1.30)

\(^4\)For instance, using the toy input mentioned, we get for the NNLO (NLO) iterated/truncated ratios at \( \mu^2 = 10 \text{ GeV}^2 \) and \( x = 10^{-3}, 10^{-4}, 0.1 \) respectively, the values 0.973 (0.940), 0.992 (0.975), 1.001 (1.002) for the sea quark \((u + d)\) distributions and of 1.043 (1.049), 1.006 (1.016), 0.998 (0.996) for the gluon ones; the differences are smaller in the non–singlet sector.
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where the sum over partons includes now additional distributions, e.g., the photon parton distribution function $\gamma(x, \mu^2)$.

The modified evolution equations contain additional mixing between distributions and flavor symmetry violations since different quark flavors have different charges and therefore evolve differently in what concerns the QED terms. In particular the standard isospin symmetry relations for the parton distributions of the nucleon, i.e., vanishing “majority” and “minority” asymmetries defined via

$$\delta u(x, \mu^2) = u^p(x, \mu^2) - d^n(x, \mu^2),$$

$$\delta d(x, \mu^2) = d^p(x, \mu^2) - u^n(x, \mu^2),$$

and similarly for the antiquarks $\delta \bar{q}$, are violated. Note that these asymmetries must observe the quark number and momentum conservation rules, e.g., separating, as usual, between valence and sea contributions, the first moments of the valence asymmetries must vanish.

Although in principle one should solve the modified evolution equations, it is possible to get a first estimate, sufficient for most purposes, by working in LO QED; from Eq. 1.30, the leading corrections are given by:

$$\frac{d}{d \ln \mu^2} \delta u(x, \mu^2) = \frac{\alpha}{4\pi} (e_u^2 - e_d^2) \int_x^1 \frac{dy}{y} P_{qq}^{(0)}(\frac{y}{x}) u(y, \mu^2)$$

$$\frac{d}{d \ln \mu^2} \delta d(x, \mu^2) = -\frac{\alpha}{4\pi} (e_u^2 - e_d^2) \int_x^1 \frac{dy}{y} P_{qq}^{(0)}(\frac{y}{x}) d(y, \mu^2)$$

where $e_f$ is the electric charge and $P_{qq}^{(0)} = \frac{P_{qq}^{(0)}}{e_f}$; similar evolution equations hold for the isospin asymmetries of sea quarks $\delta \bar{u}$ and $\delta \bar{d}$. The evolution equation for the gluon distribution remains unaltered at this order. Notice that the addition [29, 30] of further terms proportional to $\alpha e_q^2 P_{q\gamma} \otimes \gamma$ would actually amount to a subleading $\mathcal{O}(\alpha^2)$ contribution since the photon distribution $\gamma(x, \mu^2)$ of the nucleon is of $\mathcal{O}(\alpha)$ [31–34].

In principle one could expect the $\mathcal{O}(\alpha)$ corrections to be of the order of NNLO QCD; however the effects turn out [26, 28, 29] to be rather small (at most 1% in the relevant regions) and irrelevant for usual QCD applications. Furthermore they often mix with non–perturbative effects like differences in quark masses. Nevertheless they may be relevant for high precision experiment in which they appear somehow isolated.

Since usually the data used in global QCD fits are rather insensitive to the isospin asymmetries, some plausible contour conditions for the above equations, i.e., some reasonable (non–perturbative) value for the asymmetries, must be assumed in order to integrate them. In this way it is possible to express the (LO QED) isospin asymmetries as functions of usual isospin symmetric parton distributions. We make such estimates in Sec. 2.11 within the framework of the dynamical model and in connexion with the so–called “NuTeV anomaly”, where they turn out to contribute significantly.
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\[ k \rightarrow k' + q \]

Figure 1.1: Parton model picture of DIS. The filled circle represents the structure of the proton and the rectangle the hard partonic interaction. The exchanged gauge boson (drawn as a photon) can be \( \gamma, Z^0 \) or \( W^\pm \).

1.6 Unpolarized DIS Structure Functions

Lepton–nucleon deep inelastic scattering (DIS) is the most powerful available tool for the determination of nucleon PDFs. DIS cross–sections are described in terms of standard kinematics [6–10]; we recall here only the definitions of the variables that we use (cf. Fig. 1.0):

\[
\begin{align*}
    s &\equiv (P + k)^2, \\
    W^2 &\equiv (P + q)^2, \\
    Q^2 &\equiv -q^2, \\
    x &\equiv \frac{Q^2}{2P \cdot q}, \\
    y &\equiv \frac{P \cdot q}{P \cdot k},
\end{align*}
\]  

(1.33)

\( W \) is the invariant mass of the recoiling system, \( x \) is known as the \textit{Bjorken–x} and \( y \) is often referred to as the \textit{inelasticity}. For fixed center–of–mass energy (\( s \)), there are only two independent variables and the following relations hold:

\[
W^2 = M^2 + \frac{x}{2} (1 - x), \\
Q^2 = x y s,
\]  

(1.34)

where \( M \) is the mass of the nucleon and the DIS regime implies \( Q^2 \gg M^2 \) (deep) and \( W^2 \gg M^2 \) (inelastic).

The differential cross–section for DIS can be written as products of leptonic and hadronic tensors. The leptonic tensors describe the lepton–gauge boson vertex and are well known [6–10]. The hadronic tensor for unpolarized DIS is usually parametrized as:

\[
W_{\mu \nu}(P,q) \equiv (-g_{\mu \nu} + \frac{q_\mu q_\nu}{q^2}) F_1(x,Q^2) + \frac{\hat{P}_\mu \hat{P}_\nu}{P \cdot q} F_2(x,Q^2) + i \epsilon_{\mu \nu \alpha \beta} \frac{p^\alpha q^\beta}{2P \cdot q} F_3(x,Q^2)
\]  

(1.35)

with \( \hat{P}_\mu \equiv P_\mu - \frac{P \cdot q}{q^2} q_\mu \). An alternative is to expand it using the polarization vectors of the (virtual) gauge boson; one gets then the so–called \textit{longitudinal structure function}:

\[
F_L(x,Q^2) \equiv (1 + 4 \frac{M^2}{Q^2 x^2}) F_2(x,Q^2) - 2xF_1(x,Q^2) \simeq F_2(x,Q^2) - 2xF_1(x,Q^2)
\]  

(1.36)

which is frequently used instead of \( F_1 \). A (sometimes) more convenient alternative definition of the structure functions is:

\[
\mathcal{F}_{1,2,3} \equiv (2F_1, \frac{F_2}{x}, F_3) \Rightarrow \mathcal{F}_L \equiv \frac{F_L}{x} = \mathcal{F}_2 - \mathcal{F}_1
\]  

(1.37)
The differential cross–section for DIS is given in terms of the structure functions as:

$$\frac{d^2\sigma}{dx\,dy} = \frac{2\pi\alpha^2}{xQ^2} \left( (Y_+ + 2x^2 \frac{M_i^2}{Q^2})F_i^1 - y^2 F_i^1 + y_+xF_i^3 \right)$$  \hspace{1cm} (1.38)

where $Y_+ \equiv 1 \pm (1 - y)^2$, $i = NC, CC$ and $-$ is taken for an incoming antiparticle ($l^+$ or $\bar{v}$) and $+$ for an incoming particle ($l^-$ or $v$). The factors stemming from the couplings and propagators of the gauge bosons have been included in the structure functions as ratios to those of the photon [35]. For charged currents:

$$F^{CC}_{1,2,\ell,3} = \eta \kappa_W^2(Q^2) F^{W}_{1,2,\ell,3}, \quad \text{with} \quad \kappa_W(Q^2) = \kappa_W(\infty) \frac{Q^2}{Q^2 + M_W^2}, \quad \kappa_W(\infty) = \frac{1}{2} \frac{G_F M^2_W}{2\sqrt{\pi}a}$$  \hspace{1cm} (1.39)

where $\eta = 2$ for unpolarized charged lepton scattering and $\eta = 4$ for neutrinos. For NC:

$$F^{NC}_{1,2,\ell} = F^{\gamma}_{1,2,\ell} - v_e \kappa_Z(Q^2) F^{\gamma}_{1,2,\ell} + (v_e^2 + a_e^2) \kappa_Z^2(Q^2) F^{\gamma}_{1,2,\ell}; \quad \kappa_Z(Q^2) = \kappa_Z(\infty) \frac{Q^2}{Q^2 + M_Z^2}, \quad \kappa_Z(\infty) = \frac{G_F M^2_Z}{2\sqrt{\pi}a}$$

$$F^{NC}_{3} = -a_e \kappa_Z(Q^2) F^{\gamma}_{3} + 2v_e a_e \kappa_Z^2(Q^2) F^{\gamma}_{3} - v_e = -\frac{1}{2} + 2\sin^2 \theta_W, \quad a_e = -\frac{1}{2}$$  \hspace{1cm} (1.40)

The $Z^0$ and $W^\pm$ contributions contain suppression factors which make the neutral–current cross–section being dominated by electromagnetic ($\gamma$) exchange except at high $Q^2$. Furthermore, the longitudinal structure function contributes sizably only for large inelasticity; a quantity which is often used is the “reduced” cross–section:

$$\sigma^{NC}_r \equiv \left( \frac{2\pi\alpha^2}{xQ^2} Y_+ \right)^{-1} \frac{d^2\sigma^{NC}}{dx\,dy} = F^{NC}_2 - \frac{y^2}{x} F^{NC}_L + \frac{y_+}{x} F^{NC}_3$$  \hspace{1cm} (1.41)

which, as mentioned, approximately equals $F^{\gamma}_2$ for most of the data used in our analysis (Sec 2.2).

In DIS there is a natural energy scale $Q^2$ which by definition (deep) is much larger than the masses of the quarks flavors $u, d$ and $s$ (therefore called light), while it may be comparable to the masses of the $c, b$ and $t$ quarks (heavy). It is therefore convenient to consider separately the contributions to DIS structure functions stemming from light and heavy flavors.

For the light quark contributions a massless description (in particular the massless evolution of Sec. 1.4) works fine and $Q^2$ provides an appropriate natural choice for the factorization and renormalization scales; we give more details on their calculation in Sec. 1.7. The situation is not that clear for the heavy quark contributions since, besides $Q^2$, the heavy quark masses appear as well as natural energy scales in the problem; we discuss these contributions in Sec. 1.9.

Furthermore, since, as already mentioned, the DIS regime implies $Q^2 \gg M^2$ and $W^2 \gg M^2$, the mass of the nucleon is often neglected. Its effects are only sizable at low $Q^2$, say $Q^2 \lesssim 100$ GeV$^2$ and medium to large $x$. In this region modifications to the usual ($M=0$) expressions or target mass corrections (TMC) must be taken in to account. The well–known expressions for the dominant “light” $F^{NC}_2$ structure function are given in $n$–space by [36]:

$$F^{NC \_ TMC}_{2}(n, Q^2) = \sum_{\ell=0}^{2} \left( \frac{M^2}{Q^2} \right)^{\ell} \frac{(n + \ell)!}{(n - 2)!} \frac{F^{NC}_{2}(n + 2\ell, Q^2)}{(n + 2\ell)(n + 2\ell - 1)} + O \left( \left( \frac{M^2}{Q^2} \right)^3 \right)$$  \hspace{1cm} (1.42)

where higher powers than $(M^2/Q^2)^2$ are negligible for the relevant $x < 0.8$ region, as can straightforwardly be shown by comparing the above expression with the exact one in $x$–space [36].
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1.7 Light Quark Contributions to NC Structure Functions

After factorization, the (leading–twist) light quark contributions to the neutral–current DIS structure functions are given as:

\[ \mathcal{F}_{j=1,2,L,3}^{q\gamma ZZ}(Q^2) = \sum_q q_i^j \left( C_{j,q\gamma} \left( \ln \frac{Q^2}{\mu^2}, a_s(\mu^2) \right) q(\mu^2) + C_{j,qg} \left( \ln \frac{Q^2}{\mu^2}, a_s(\mu^2) \right) g(\mu^2) \right), \]  

(1.43)

where the sum runs over all the light quark and antiquark flavors, \( q_i^j \) are the appropriate electroweak coupling factors and we have obviated the renormalization scale dependence. The coefficient functions are expanded in power series as usual; for \( j = 1, 2, 3 \):

\[ C_{j,q\gamma}(a_s) = \sum_{m=0}^\infty d_m^j C_j^{(m)}; \quad C_{j,q\gamma}(0) = 1; \quad C_{j,qg}(a_s) = \sum_{m=0}^\infty d_m^j C_j^{(m)}; \quad C_{j,qg}(0) = 0 \]  

(1.44)

where \( m \) coincides in this case with the number of loops entering in the calculations.

Combining the electroweak factors related with the exchanged boson and the quarks respectively, the charge factors appropriate for the complete NC structure functions are:

\[ a_q^+=a_q^{1,2,L} = e_q^2 - 2e_qv_qv_g \kappa_2(Q^2) + (\gamma_e^2 + \gamma_c^2) \kappa_2^2(Q^2), \quad a_q^- = a_q^+ \]
\[ a_q^- = a_q^+ \equiv -2e_qa_q \kappa_2(Q^2) + 4v_\alpha v_e v_q a_q \kappa_2^2(Q^2), \quad a_{\bar{q}}^- = -a_q^+ \]  

(1.45)

where \( U(D) \) refers to u(d)–type quarks. Note that the couplings for quarks and antiquarks are either equal (1,2,L) or opposite (3), this allows for the rewriting of the structure functions as a sum over the quark flavors:

\[ \mathcal{F}_{NC}^{1,2,L} = \sum_{i=1}^{n_F} a_{q_i}^+ C_{j,q\gamma q_i}^+ + 2C_{j,qg} g, \quad \mathcal{F}_{NC}^3 = \sum_{i=1}^{n_F} a_{\bar{q}_i} C_{j,q\gamma \bar{q}_i} \]  

(1.46)

where \( n_F \) is the number of flavors entering in the evolution, i.e., light. To express them in terms of the flavors combinations introduced in Sec. 1.3 we consider the following identity:

\[ \sum_{i=1}^{n_F} a_{q_i}^\pm(q_i^\pm - \frac{q_i^\pm}{n_F}) = \sum_{i=2}^{n_F} \frac{1}{n_{(l-1)}} \left( \sum_{k=1}^{l-1} a_{q_k}^\pm - l a_{q_l}^\pm \right) v_{l-1}^\pm = \sum_{i=2}^{n_F} a_{q_i}^\pm v_{l-1}^\pm \]  

(1.47)

Defining as well \( a_{q_i}^\pm = \frac{1}{n_F} \sum_{l=1}^{n_F} a_{q_i}^\pm \) the appropriate combinations of couplings reproduce (upon normalization) those of the distributions in Eq. 1.19.

It is important to note that the coefficient functions for quarks contain a pure singlet part stemming from interactions which cancel for the non–singlet combinations (\( C_{j,q\gamma} = C_{j,NS} \) for non–singlet), and a non–singlet part which contributes both for singlet and non–singlet combinations (\( C_{j,q\gamma} = C_{j,SS} = C_{j,NS} + C_{j,PS} \) for singlet); redefining the gluon coefficient function as \( C_{j,g} = 2n_F C_{j,qg} \)

5We work in Mellin space although we do not explicitly write the \( n \)-dependence. Recall also that we have set \( \mu^2 = \mu_f^2 = \mu_g^2 \).

6For the longitudinal structure function \( C_{L,\gamma}^{(0)} = C_{L,\gamma}^{(0)} - C_{L,\gamma}^{(0)} = 0 \); therefore \( F_2 \) appears at the one–loop level, i.e., at LO is already of order \( a_s \), which is in agreement with the naive parton model expectation \( F_2 = 2a_s \) known as the Callan–Gross relation.
and using the above identity we get\(^7\):

\[
\mathcal{F}_{j=1,2,L}^{\text{NC}} = C_{j,NS} \sum_{i=2}^{n_F} a_{j-1}^+ v_{j-1}^+ + a^+ (C_{j,S} q_S + C_{j,G} g) \\
= C_{j,NS} (a^+ q_S + \sum_{i=2}^{n_F} a_{j-1}^+ v_{j-1}^+) + a^+ (C_{j,PS} q_S + C_{j,G} g) 
\tag{1.48}
\]

\[
\mathcal{F}_3^{\text{NC}} = C_{3,NS} (a^- q_{NS}^+ + \sum_{i=2}^{n_F} a_{i-1}^- v_{i-1}^-) 
\]

The combinations stemming from one flavor only \((q_i)\) are given in this notation for the coefficient functions by:

\[
\mathcal{F}_{j=1,2,L}^{\text{NC}; q_i} = a_{q_i}^+ (C_{j,qq} q_i^+ + 2C_{j,qg} g) = a_{q_i}^+ (C_{j,NS} q_i^+ + \frac{C_{j,PS}}{n_F} q_S + \frac{C_{j,G}}{n_F} g) 
\]

\[
\mathcal{F}_3^{\text{NC}; q_i} = a_{q_i}^- C_{3,qq} q_i^- = a_{q_i}^- C_{3,NS} q_i^- 
\tag{1.49}
\]

At the moment all the necessary coefficient functions for a NNLO analysis are known: up to one–loop we use the well–known expressions, summarized for example in [37], and for the 2– and 3–loop (for \(F_2\)) coefficient functions we use the parametrizations of [38, 39], except for \(C_{3,NS}^{(2)}\) for which we use the parametrizations given in [40].

### 1.8 The DIS Factorization Scheme

The DIS factorization scheme is defined by the requirement that the light quark contributions to the function \(F_2\) retain their leading order form at all orders in perturbation theory. We can derive transformation relations between factorization schemes by comparing expressions for physical quantities, which must be, order by order, factorization scheme independent [41].

In order to manipulate simultaneously the contributions of quarks and gluons, it is convenient to regard the contributions to the structure function \(F_2\) stemming from a combination of quarks \((q)\), and its related gluon contribution, as the quark sector of the product of a matrix of coefficient functions \(C_2\) times a general (quark and gluon sectors) distribution \(q\); in analogy with the notation introduced for the singlet sector in Sec. 1.3. Since there is no corresponding gluon sector in the structure functions, only the upper part of the products is to be considered, i.e., beyond LO the gluon sector of the matrix of coefficients is undefined at this point. Keeping this in mind the mentioned contributions are given as:

\[
\mathcal{F}_2^q \propto C_2 q, \quad C_2 = \sum_{m=0}^{\infty} a_s^m C_2^{(m)}, \quad C_2^{(0)} = 1 
\tag{1.50}
\]

Combining this with Eqs. 1.2 and 1.9 and setting \(m_R^2 = m_R^2 = Q^2\) for simplicity, we can express its derivative as function of the structure functions itself:

\[
\frac{d \mathcal{F}_2^q}{d \ln Q^2} = (P \frac{d C_2}{d a_s} C_2^{-1} + P + [C_2, P] C_2^{-1}) \mathcal{F}_2^q, 
\tag{1.51}
\]

\(^7\)Actually the standard notation is somewhat more complicated, as for the splitting functions, there appear “+” and “−” combinations of coefficient functions. Since for NC only the “−” combinations are relevant for \(F_{2,L} (F_1)\) we omit these signs.
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where $\mathbf{P}$ denotes the matrix of splitting functions appropriate for $\mathbf{q}$. This makes clear that the quantity in brackets must be invariant under factorization convention transformations. Hence, if the coefficient functions are changed so that $c_2^{(m)} \rightarrow c_2^{(m)} + \Delta c_2^{(m)}$, the splitting functions must be conveniently changed as $\mathbf{P}^{(m)} \rightarrow \mathbf{P}^{(m)} + \Delta \mathbf{P}^{(m)}$. Expanding up to $O(a_s^0)$ and requiring invariance:

$$
\Delta \mathbf{P}^{(1)} = -2\beta_0 \Delta c_2^{(1)} - [\Delta c_2^{(1)}, \mathbf{P}^{(0)}]
$$

$$
\Delta \mathbf{P}^{(2)} = -2\beta_0 \Delta c_2^{(1)} - \beta_0 \Delta c_2^{(1)} \Delta c_2^{(1)} + 2\beta_0 \Delta c_2^{(2)} + 2\beta_0 \Delta c_2^{(1)} \Delta c_2^{(1)} + \Delta c_2^{(1)} \Delta c_2^{(1)} \Delta c_2^{(1)} + \beta_1 \Delta c_2^{(2)} - \mathbf{P}^{(0)} \Delta c_2^{(1)} \Delta c_2^{(1)} + \mathbf{P}^{(1)} \Delta c_2^{(1)} - [\Delta c_2^{(1)}, \mathbf{P}^{(0)}]
$$

(1.52)

On the other hand, the structure functions themselves must be (order by order) invariant under factorization convention transformations. Hence the parton distributions must change up to NNLO as $q \rightarrow q + a_s \Delta q^{(1)} + a_s^2 \Delta q^{(2)}$; again expanding and requiring invariance:

$$
\Delta q^{(1)} = -\Delta c_2^{(1)} q, \quad \Delta q^{(2)} = (\Delta c_2^{(1)} \Delta c_2^{(1)} + \Delta c_2^{(2)} \Delta c_2^{(1)} - \Delta c_2^{(2)}) q
$$

(1.53)

As mentioned, the DIS factorization scheme is defined by $c_2^{(m)} = 1$ at all orders, hence the transformation of the $F_2$ coefficient functions from any other scheme (in practice from $\overline{\text{MS}}$) is given by $\Delta c_2^{(m)} = c_2^{(m)} - c_2^{(m)} = -c_2^{(m)}, \forall m \geq 1$. The general results for the splitting functions and the parton distributions reduces then to:

$$
\Delta \mathbf{P}^{(1)} = -2\beta_0 c_2^{(1)} + [c_2^{(1)}, \mathbf{P}^{(0)}]
$$

$$
\Delta \mathbf{P}^{(2)} = 2\beta_0 c_2^{(1)} c_2^{(1)} - 2\beta_0 c_2^{(2)} - \beta_1 c_2^{(1)} - [c_2^{(1)} \mathbf{P}^{(0)}] c_2^{(1)} + [c_2^{(1)} \mathbf{P}^{(1)}] c_2^{(1)} + [c_2^{(2)} \mathbf{P}^{(0)}]
$$

$\Delta q^{(1)} = c_2^{(1)} q, \quad \Delta q^{(2)} = c_2^{(2)} q
$

(1.54)

These relations refer to a general distribution $\mathbf{q}$, it is convenient to make explicit the transformations for the flavor combinations introduced in Sec. 1.3. For non–singlet combinations the gluonic contributions cancel and therefore the above relations may be applied directly to get the respective non–singlet splitting functions and distributions in the DIS factorization scheme; note that the commutators vanish. In the singlet sector, however, these relations do not completely fix the transformations because the gluon sector of the matrix of coefficient functions is still undetermined. The conventional choice is to extend the restriction on the coefficient functions stemming from momentum conservation to all moments; this results in:

$$
q_S^{\text{DIS}} + g^{\text{DIS}} = q_S + g = C_2^{(m)} = \begin{pmatrix}
C_{2,qq}^{(m)} & 2n_F C_{2,qg}^{(m)} \\
-2n_F C_{2,qg}^{(m)} & -C_{2,qq}^{(m)}
\end{pmatrix} = \begin{pmatrix}
C_{2,S}^{(m)} & C_{2,G}^{(m)} \\
-C_{2,S}^{(m)} & -C_{2,G}^{(m)}
\end{pmatrix}, \quad m = 1, 2
$$

(1.55)

Since in order to invert the transformations a change $\Delta c_2^{(m)} = -c_2^{(m)}$ is needed in the coefficient functions, the same expressions with the appropriate sign changes give the inverse transformation.

1.9 Heavy Quark Contributions and their Resummation

The contributions to hard scattering processes involving heavy quarks $h = c, b, t$ become increasingly important above the threshold for the production of a quark–antiquark pair of heavy flavor.
(e.g. $W^2 \geq 4m^2$ in DIS, where $m$ stands for the mass of the heavy quark). Although in principle there could exist an intrinsic (initial–state) heavy quark content of the nucleon, all data are well described through extrinsic heavy quark production only (Sec. 2), i.e., being all the heavy quarks generated from the (initial–state) light quarks ($u, d, s$) and gluons, so that it appears that the intrinsic heavy quark content of the nucleon, if any, is marginal. The extrinsic production of heavy quarks is in principle calculable in fixed–order perturbation theory and is known as the fixed flavor number scheme (FFNS) since, in contrast to variable flavor number schemes (VFNS) to be discussed below, the number of light quark flavors (partons) does not change with the factorization scale.

In the case of the neutral–current (we drop here the superscript NC) DIS structure functions, the (subleading) heavy quark contributions enter as:

$$F^{\text{heavy}}_{2,1}(x, Q^2) = F^{\text{light}}_{2,1} + F^{\text{heavy}}_{2,1}, \quad F^{\text{heavy}}_{2,1} = F^{c}_{2,1} + F^{h}_{2,1}$$

(1.56)

where “light” refers to the contributions of Sec. 1.7 and top contributions are negligible at present energies. Their contributions to $F_j$ vanish at LO [42] and are negligibly small at higher orders.

The $O(\alpha_s)$ FFNS contributions due to the virtual photon–gluon fusion subprocess $\gamma^* g \rightarrow h\bar{h}$ are well known [42–45] and their QCD corrections (cf. Fig. 1.1) have been calculated so far up to $O(\alpha_s^3)$ [46, 47]. Although complete analytic expressions are not available for all the coefficient functions, the results are contained in computer programs. In particular we use the code offered in [47], which combines some known analytic expressions together with grids for the more complicated coefficient functions; they are represented in the $\overline{\text{MS}}$ factorization scheme. Up to NLO the relevant heavy quark contributions to DIS structure functions are given by:

$$F^h_{k=2,1}(x, Q^2, m^2) = \frac{Q^2}{4\pi^2 m^2} \int^{Q^2}_{Q^2(\alpha_s)} \frac{dz}{z} \left\{ a^+_h c^{(0)}_{k,q}(\eta, \xi) g\left(\frac{z}{\mu^2}\right) + 4\pi \alpha_s(\mu^2) \left[ a^+_h \left( c^{(1)}_{k,q}(\eta, \xi) + c^{(1)}_{k,q}(\eta, \xi) \ln \frac{\mu^2}{m^2} \right) g\left(\frac{z}{\mu^2}\right) \right. \right.
\right. + \sum_q \left( a^+_h \left( d^{(1)}_{k,q}(\eta, \xi) + d^{(1)}_{k,q}(\eta, \xi) \ln \frac{\mu^2}{m^2} \right) q\left(\frac{z}{\mu^2}\right) \right. \right.
\left. \left. + a^+_q \left( d^{(1)}_{k,q}(\eta, \xi) + d^{(1)}_{k,q}(\eta, \xi) \ln \frac{\mu^2}{m^2} \right) q\left(\frac{z}{\mu^2}\right) \right] \right\},$$

(1.57)

This can be guessed by observing that at the relevant large $Q^2$ values $F^h_{2,1} \approx h – \bar{h}$, where the meaning of the effective heavy quark distributions $h$ will be clarified below.

We use the expressions in [47], which were slightly modified respect to those in [46] due to an additional mass divergence which appears when the virtual photon coupled to the light quark goes on–mass shell, leading to the appearance of the function $d^{(1)}_{k,q}(d^{(1)}_{k,q} = 0)$. 
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where the sum runs over all the light quark and antiquark flavors and the charge factors $a_i^n$ appropriate for the complete NC structure functions are given in Eq. 1.45. Note that the coefficient functions indicated by $c$’s $(d$’s) originate from partonic subprocesses where the virtual photon is coupled to the heavy (light) quark and that those indicated by a bar appear through mass factorization [46, 47]. The scaling variables $(\eta, \xi)$ are defined as:

$$
\eta \equiv \frac{\hat{s}}{4m^2} - 1, \quad \xi \equiv \frac{Q^2}{m^2};
$$

being $\hat{s} = \frac{Q^2}{\xi} (1 - z)$ the square of the c.m. energy of the virtual photon–parton subprocess (i.e., the partonic version of $W^2$, cf. Eq. 1.34). With these definitions the threshold region ($\hat{s} \sim 4m^2$) is characterized by $\eta \to 0$, while the asymptotic regime ($Q^2 \gg m^2$) is given as $\xi \to \infty$. Notice that these are two independent limits. In principle one can consider the asymptotic structure function defined by $F_{k^h,\text{ASYMP}}(x, Q^2, m^2) \equiv \lim_{Q^2 \gg m^2} F_{k^h}(x, Q^2, m^2)$, however, in contrast to what is sometimes believed, even in this limit $F_{k^h}$ receives contributions from the threshold region as is clear from Eq. 1.57, where the collinear momentum fraction ($z$) is integrated out, i.e., $\hat{s}$ takes all its possible values $4m^2 \leq \hat{s} \leq \frac{Q^2}{\xi} (1 - x) \simeq W^2$, in particular those close to the threshold.

Further, $\mu$ in Eq. 1.57 stands for the factorization scale, which has been set equal to the renormalization scale for simplicity (recall Sec. 1.2). A dedicated study [48] of the perturbative stability of heavy quark production at high energy colliders concluded that the factorization scale in Eq. 1.57 should preferably be chosen to be $\mu^2 = 4m^2$ at LO, while the NLO results are rather insensitive to this choice (usually either $\mu^2 = 4m^2$ or $\mu^2 = Q^2 + 4m^2$); even choosing a very large scale like $\mu^2 = 4(Q^2 + 4m^2)$ leaves the NLO results essentially unchanged, in particular at small–x. Furthermore, they concluded that the fixed–order calculation for heavy quark production is entirely reliable and perturbatively stable, provided that one employ consistently parton distributions and strong coupling constant values of the appropriate order [48]. As has already been mentioned, the extrinsic heavy quark production is, in addition, experimentally required, in particular near the threshold region.

The $O(\alpha_s^3)$ 3–loop corrections to $F_{L}^{h}$ and first rudimentary contributions to $F_{2}^{h}$ have been calculated recently [49–51] in the limit $Q^2 \gg m^2$. However these asymptotic results are neither applicable for our present investigations nor relevant for the majority of presently available data at lower values of $Q^2$. There exist also soft gluon resummations [52, 53] which include the logarithmically enhanced terms near threshold up to NLL, which improve the convergence of the perturbative series in the very small–x region and gives a first approximation (NLO + NLL) towards the NNLO results. Our ignorance\(^{10}\) of the full fixed–order $O(\alpha_s^3)$ corrections to $F_{2,L}^{h}$ constitute the major drawback for any NNLO analysis of DIS data\(^{11}\).

The coefficient functions appearing in Eq. 1.57 contain terms with factors of the form $\ln \frac{Q^2}{m^2}$ which in principle could vitiate the stability of the calculation and might suggest that these con-

\(^{10}\)It should be mentioned that we have attempted to mimic the NNLO contributions in the relevant kinematical regions by naively assuming them to be down by one power of $\alpha_s$ respect to the NLO ones and being given by a constant K-factor times different combinations of the lower order expressions evaluated using parton distributions of different orders. The results (Sec. 2) were however insensitive to such ad hoc corrections and, furthermore, this approach (guess) appears to be not appropriate since playing the same game at NLO can not reproduce the correct results in the relevant kinematical regions.

\(^{11}\)Note however that for totally inclusive (light + heavy) structure functions the heavy quark contributions, although important, enter at subleading levels.
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\[\begin{align*}
\text{\textsuperscript{10}} &\text{It should be mentioned that we have attempted to mimic the NNLO contributions in the relevant kinematical regions by naively assuming them to be down by one power of } \alpha_s \text{ respect to the NLO ones and being given by a constant } K \text{-factor times different combinations of the lower order expressions evaluated using parton distributions of different orders. The results (Sec. 2) were however insensitive to such } ad \text{ hoc corrections and, furthermore, this approach (guess) appears to be not appropriate since playing the same game at NLO can not reproduce the correct results in the relevant kinematical regions.}
\end{align*}\]

\[\begin{align*}
\text{\textsuperscript{11}} &\text{Note however that for totally inclusive (light + heavy) structure functions the heavy quark contributions, although important, enter at subleading levels.}
\end{align*}\]
tributions should be resummed [54, 55]. In its simplest version, what is known as the zero mass (ZM) variable flavor number scheme (VFNS), the asymptotic FFNS heavy quark coefficient functions are separated into the massless Wilson coefficients of the light partons and massive operator matrix elements which are used as transition functions to define new parton distributions for “heavy” quarks, which are subsequently treated as massless partons within the nucleon; i.e. whose contributions to DIS structure functions follows Sec. 1.7 and whose distributions $h(x, \mu^2)$ are treated as those of the light quarks in Sec. 1.4, being usually (up to NLO and choosing $m=\mu$) generated from the boundary conditions $h(x, m^2) = \bar{h}(x, m^2) = 0$.

In general the matching conditions are fixed by continuity relations [54, 55] at the unphysical threshold $\mu_F^2 = m^2$, where the “heavy” $n_F > 3$ quark distributions are generated from the $n_F - 1$ ones via the massless renormalization group equations of Secs. 1.2 to 1.4. Hence, this factorization scheme is characterized by increasing the number of massless partons $n_F$ by one unit at the unphysical “thresholds” $\mu^2 \equiv \mu_F^2 = m^2$, in a similar way as is done in the $\overline{\text{MS}}$ renormalization scheme for the strong running coupling (Sec. 1.1); note however that, as already mentioned, in general $n_F \neq n_R$ [20].

Despite its theoretical problems (e.g. the transmutation of a final–state quark into an initial–state one), a major general advantage of the ZM–VFNS is that it simplifies considerably the calculations, which in many situations become unduly complicated in the FFNS. For example, the single top production process at hadron colliders via $W^\pm$–gluon fusion requires in the FFNS the calculation of the subprocess $ug \rightarrow dt \bar{b}$ at LO and of $ug \rightarrow dt \bar{b}g$, etc. at NLO while in the ZM–VFNS one needs merely $ub \rightarrow dt$ at LO and $ub \rightarrow dtg$, etc. at the NLO of perturbation theory [56]. Obviously this approach is convenient because of its simplicity, as is clear in particular for processes for which the FFNS coefficient functions containing explicitly the complete mass dependence are not known. It should nevertheless be regarded as an effective treatment of heavy quarks, keeping always in mind that the existence of an intrinsic heavy quark content of the nucleon is experimentally disfavored and that, being generated from the asymptotic heavy quark contributions, it cannot reproduce the fully massive result (FFNS), not even at very high $Q^2$ [48].

There exist also more involved schemes with a variable number of active flavors (for a recent review see [57]), sometimes referred as general mass (GM) VFNS, where mass–dependent corrections are maintained in the hard cross–sections and a model–dependent interpolation between the ZM–VFNS (for the asymptotic regime) and the FFNS (near threshold as required experimentally) is achieved. Since the threshold behaviour of the FFNS is included in these models, they are generally able to reach a good agreement with data; in fact there are no observable signatures which allow to uniquely distinguish between these GM–VFNS schemes and the FFNS. On the other hand, the universality of the distributions is somehow put in danger due to the inclusion of non–collinear terms in the partonic picture. Furthermore, the partonic cross–sections for most processes are either calculated in the simplest ZM–VFNS or already known for the FFNS, so that ultimately the user must choose one of these two schemes. Needless to say that the combination of GM-VFNS distributions with these expressions, despite being frequent, is inconsistent and should be avoided.

In our opinion the stability of the FFNS renders attempts to resum supposedly “large loga-
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rithms” in heavy quark production cross–sections superfluous. Since besides no intrinsic heavy quark content of the nucleon is needed experimentally, only the light $u, d, s$ quark flavors and gluons constitute the “intrinsic” genuine partons of the nucleon and the heavy $c, b, t$ quark flavors should not be included in its parton structure. For applications for which the FFNS expressions are not known, it is possible to generate ZM–VFNS distributions (based on FFNS fits) to be used consistently in these calculations at large enough scales. We compare FFNS and ZM-VFNS predictions for several illustrative processes in Secs. 2.9 and 2.10 (cf. [4]), and show that the ZM–VFNS can be employed for calculating processes where the invariant mass of the produced system is sizeably larger than the mass of the participating heavy quark flavor, for instance for LHC phenomenology.

1.10 Hadroproduction of Vector Bosons and Jets

In spite of its title, the aim of this section is not to provide a detailed discussions of hadronic cross–sections in QCD, moreover since the major experimental input for the determination of our dynamical distributions in Sec. 2 comes from deep inelastic scattering experiments. For completeness and reference we include here a brief overview of the hadron–hadron scattering processes that we use in addition to the DIS structure functions, namely Drell-Yan dimuon production as well as $W^\pm$ and inclusive jet production.

As discussed in Sec. 1.2, a fundamental property of the QCD partonic description of the hadronic structure is that the collinear divergences appearing in the calculation of any hard-scattering process (which originate the evolution equations) are universal, i.e., the same ones in all processes. Therefore the parton distributions appearing, for example, in the expressions for DIS structure functions are the same that describe the structure of the incoming hadrons in hadronic production. In the latter case the general factorization formula of Eq. 1.12 reduces to:

$$\sigma(P_1, P_2) = \sum_{i,j} \int dx_1 dx_2 \hat{\sigma}_{ij}(x_1, x_2, \ln \frac{M^2}{\mu^2}, a_i(\mu^2)) f_i(x_1, \mu^2) f_j(x_2, \mu^2)$$

where $M$ is the relevant energy scale (e.g. the invariant mass of the muon pair for Drell-Yan, the $W^\pm$ mass, etc.) and $\mu$ is the factorization and renormalization scale, which have been set equal for simplicity (recall Eq. 1.7). Again $\hat{\sigma}_{ij}$ is calculable in fixed–order perturbation theory as a series expansion in $a_i(\mu^2)$ which starts which different powers depending on the process.

As in the case of DIS, hadron–hadron collisions are described in terms of standard kinematics [6–8]; we recall here some definitions (cf. Fig. 1.2):

$$s \equiv (P_1 + P_2)^2, \quad M^2 \equiv \hat{s} \equiv (x_1P_1 + x_2P_2)^2 \simeq x_1x_2s, \quad \tau \equiv \frac{M^2}{s} \simeq x_1x_2$$

the four–momentum of the produced system is conveniently given as:

$$(E, p_x, p_y, p_z) \equiv (m_T \cosh y, p_T \sin \phi, p_T \cos \phi, m_T \sinh y)$$

where $p_T$ is the transverse momentum, $m_T^2 \equiv M^2 + p_T^2$ and $\phi$ is the azimuthal angle. The rapidity
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\[ P \xrightarrow{X} P \]

Figure 1.3: Parton model picture of hadron–hadron scattering. The filled circles represent the structure of the proton and the rectangle the hard partonic interaction.

\[ y \equiv \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right), \quad x_F \equiv \frac{p_z}{p_{\text{max}}^z} \approx \sqrt{\frac{2}{s}}, \]

which lead to the relations:

\[ x_F = 2 \left( \tau + \frac{p_T^z}{s} \right)^{\frac{1}{2}} \sinh y \iff y = \arcsinh \left( \frac{1}{2} x_F \left( \tau + \frac{p_T^z}{s} \right)^{-\frac{1}{2}} \right) \]

Depending on the detected final state it is possible to define different cross–sections for hadron–hadron collisions. In the Drell-Yan mechanism [58] a quark from one hadron and an antiquark from the other one annihilate into an intermediate vector boson (γ, Z0 or W±) which subsequently decays into a lepton pair. Considering lepton pairs of invariant mass \( M \ll M_Z \) the process is dominated by virtual photon exchange. The experiments usually consist on proton (beam)–nucleon (proton or some other nuclei) collisions and the cross–sections are extracted from the detection of muon pairs (dimuon production) produced in the decay of the virtual photons\(^ {12} \).

The relevant LO/NLO double–differential distributions \( \frac{d^2 \sigma}{dM dx} \), \( \frac{d^2 \sigma}{dM dy} \) for the Drell-Yan process have been summarized in the Appendix of [59]\(^ {13} \). More recently the NNLO corrections to the rapidity distribution have been calculated as well [62, 63]. Combinations of parton distributions like\(^ {14} \( q_1 \bar{q}_2 + q_2 \bar{q}_1 \), etc. appear in these expressions and therefore the Drell–Yan process is sensitive separately to sea and valence distributions, which is in contrast to the NC DIS cross–sections, where they usually enter as \( q + \bar{q} \) (cf. Sec. 1.7). This is the main reason for the inclusion of Drell–Yan data in global QCD analyses of PDFs; in particular they are instrumental in fixing \( \bar{d}/\bar{u} \) (or \( \bar{d} - \bar{u} \)), for example \( \frac{\sigma_{\text{D}}}{\sigma_{\text{DY}}} \approx \frac{1}{2} \left( 1 + \frac{\bar{d}}{\bar{u}} \right) \) for \( x_1 \gg x_2 \) at LO. Another alternative is the use of CC (neutrino) deep inelastic scattering structure functions.

A process closely related to Drell–Yan dilepton production is the hadronic production of electroweak bosons [7–9]. Here we briefly outline the calculation of total rates for W± production, in particular their dependence on the factorization scale, because we use them in Sec. 2.10 in connexion with the perturbative stability of different treatments of heavy quark masses at high–energy colliders. Since the decay widths of the electroweak bosons are small compared to their

\(^ {12} \)There are also prompt/direct photon experiments which detect a real photon with high \( p_T \); we do not consider them any further.

\(^ {13} \)There is an error in Eq. (A.8) of [59], which has to be modified [60, 61] in order to conform with the usual \( \overline{\text{MS}} \) convention for the number of gluon polarization states, \( 2(1 - \epsilon) \) in \( 4 - 2\epsilon \) dimensions.

\(^ {14} \)To keep the notation compact we use here \( q_i \equiv f_i(x_i, \mu^2) \) with \( i = 1, 2 \) and below in this paragraph \( \sigma^{\text{NN}} \equiv \frac{d^2 \sigma}{dM dx} \).
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masses, the narrow width approximation may be used to integrate the differential mass distribution \( \frac{d\sigma}{dM} \). Using an arbitrary factorization scale \( \mu^2 = O(M_W^2) \) we get at LO\(^1\):

\[
\sigma^{W\pm}(s) = \frac{\pi}{3} \sqrt{2G_F} \tau_W \sum_{e_i + e_j = \pm 1} V^2_{q_i q_j} \int_{\tau_W}^{1} \frac{dx_i}{x_i} q_i(x_i, \mu^2) \bar{q}_j(x_i, \mu^2) \tag{1.64}
\]

where \( \tau_W \equiv \frac{M_W^2}{s} \), \( V_{q_i q_j} \) are the CKM matrix elements and the sum runs over all light quark and antiquark flavors in both hadrons, i.e. the contributions considered originate from partonic subprocess involving light flavors (\( u\bar{d} \to W^+ \), \( u\bar{s} \to W^+ \), etc.).

The heavy quark flavor contributions to the total \( W^\pm \) production rate in the ZM–VFNS are calculated in analogy to the light contributions (\( c\bar{s}(\bar{d}) \to W^+, \bar{b}u \to W^+ \), etc.) while in the FFNS they are, like in DIS, gluon induced (i.e. proceed via \( g\bar{s}(\bar{d}) \to \bar{c}W^+, gu \to bW^+ \), etc.), for example, for the subprocess \( gs \to cW^- \) they are given by:

\[
\sigma^{p\bar{p} \to cW^- X}(s) = \int_{\tau_{p\bar{p}}}^{1} \frac{dx_1}{x_1} \int_{\tau_{p\bar{p}}}^{1} \frac{dx_2}{x_2} [g(x_1, \mu^2)s(x_2, \mu^2) + (1 \leftrightarrow 2)] \hat{\sigma}^{g\bar{s} \to cW^-}(x_1, x_2, s) \tag{1.65}
\]

where now \( \tau = \frac{(m_c + M_W)^2}{s} \) and \( \hat{\sigma}^{g\bar{s} \to cW^-} \) can be found in [4, 65]. Unfortunately, the NLO corrections to this (massive) FFNS cross–section are not available in the literature. Only quantitative LO and NLO results for the analogous process \( gb \to tW^- \) have been presented in [66], but questioned in [67]. The NLO/LO K– factor is expected [67] to be in the range of 1.2 – 1.3.

Another important process in hadron–hadron collisions is the production of high–\( p_T \) jets resulting from the hadronization of partons produced in hard scattering processes. Although non straightforwardly, it is possible to define infrared–safe cross–sections and to compare data and theoretical predictions [6–8]. Of particular interest for us is the \( p_T \) dependence of these cross–sections, which fall strongly as \( p_T \) increases. These distributions help to constrain the strong coupling and are specially important for the determination of the gluon distribution at high \( x \), where no other experimental information directly sensitive to the gluon distribution is available.

Since the detected objects are not directly the (colored) partons but rather the result of their fragmentation into bunches of color neutral particles (jets), any description of jet cross–sections is strongly dependent on the (Monte Carlo) algorithm used to define the jets; needless to say that it is crucial for an appropriate comparison that both data and theory use the same jet definitions. We use the so-called cone algorithm as implemented up to NLO in the fastNLO package [68], in which the relevant LO/NLO quantities needed for the calculation of jet cross–sections are tabulated for each particular data set in a way that permits the evaluation of the cross–sections using arbitrary parton distributions. Jet cross–sections beyond NLO have not yet been calculated.

\(^1\)In Sec. 2.10 we evaluate these rates up to NLO, however, since the expressions are somehow lengthy and cumbersome and, moreover, the corresponding FFNS heavy quark contributions are only known at LO, we limit the discussion here to LO; which is sufficient for the exhibition of the main features. The reader interested in the NLO expressions is referred to [64].
2. Analysis and Results

2.1 The Dynamical Parton Model

The parton distributions of the nucleon are extracted from experimental data by two essentially different approaches\(^1\) which differ in their choice of the parametrizations of the input distributions at some low input scale \(\mu_0^2\). In the common approach, hereafter referred to as “standard”, e.g. [71–109], the input scale is fixed at some arbitrarily chosen \(\mu_0^2 \geq 1 \text{ GeV}^2\) and the corresponding input distributions are unrestricted, allowing even for negative gluon distributions in the small Bjorken–\(x\) region [84, 85, 107, 108, 110], i.e., negative cross–sections like \(F_L(x, Q^2)\).

Alternatively [3–5, 111–119] the parton distributions at \(\mu^2 > 1 \text{ GeV}^2\) are QCD radiatively generated from valence–like, i.e. positive definite \((xf > 0 \text{ with } x f \rightarrow 0 \text{ for } x \rightarrow 0)\), input distributions for all partons at an optimally determined input scale \(\mu_0^2 < 1 \text{ GeV}^2\). This more restrictive ansatz implies, as we will see, more predictive power and less uncertainties concerning the behavior of the parton distributions in the small–\(x\) region at \(\mu^2 > \mu_0^2\), which is to a large extent due to QCD dynamics.

The dynamical description of the nucleon connects the naive quark model with the parton description of deep inelastic phenomena, i.e., the idea that baryons are bound states of three quarks with scaling violations and the fact that about half of the momentum of the nucleon is carried by the gluons. The original dynamical assumption [111–114] was that at a certain sufficiently–low resolution scale the nucleon consist of its constituent/valence quarks only, appearing the gluon and sea quarks as a result of bremmstrahlung processes, therefore radiatively or dynamically generated.

In order to improve the agreement with constraints imposed by data on direct–photon production and some deep inelastic data at medium \(x\) (see [116, 117] for more details) the model was subsequently extended to include gluon [116] and sea \((\bar{u} = \bar{d})\) [117] valence–like input distributions, amounting the underlying physical picture to “constituent” gluons and sea quarks comoving with the valence quarks at the low input scale \(\mu_0^2\). The outcome of these modifications are steep gluon and sea distributions at small \(x\) which, as mentioned, due to the valence–like structure of the input distributions and the low value of the input scale (longer evolution distance), are mainly attributable to QCD dynamics. This is in contrast to the fine tuning (or even ad hoc extrapolations into unmeasured regions) required in standard fits, which depend strongly on the assumed ansatz.

\(^1\)There are also early attempts [69, 70] to extract them using neural networks, which we do not consider any further.
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These rather unique predictions were first confirmed at HERA [120, 121] (see also [122]), which appear to support the dynamical approach to the determination of parton distribution functions, i.e., that the low–\(x\) structure of parton distributions can be generated dynamically, almost in a parameter–free way, starting from valence–like distributions at a low input scale. In any case, it does not have any disadvantage\(^2\) respect to “standard” approaches, while its predictive power is an important and desirable feature. We will analyze quantitatively the implications of the dynamical approach to parton distribution functions in the next sections.

Besides other criticisms [118], whether or not the standard evolution equations are applicable down to such small scales (\(\mu_0^2 \sim 0.5\) GeV\(^2\)) may be a matter of controversy. It should be noted that the predictions of the model are only intended to be compared with physical observables at higher scales, say \(\mu^2 > 2 – 3\) GeV\(^2\); below that, higher–twist effects (although decoupled from the evolution of covariant leading–twist distributions themselves) may become relevant and even dominant. Nevertheless the dynamical model provides also a natural link connecting nonperturbative models valid at \(\mu^2 < 1\) GeV\(^2\) with the measured distributions at \(\mu^2 > 2 – 3\) GeV\(^2\).

2.2 Experimental Input and Analysis Formalism

Following the radiative approach we have updated the previous LO/NLO GRV98 dynamical parton distribution functions of [119] and extended these analyses to the NNLO of perturbative QCD. In addition we have made a series of “standard” fits in (for the rest) exactly the same conditions as their dynamical counterparts. This allows us to compare the features of both approaches and to test the dependence in model assumptions. Beyond LO we use the modified minimal subtrac-

\(^2\)Except maybe a marginally larger \(\chi^2\) for the statistically most significant data sets included in the fits due to the more restrictive ansatz; for the same reason the model is expected to fit comparably (or better) data with lower significance.

\(^3\)Note that the data we use are the radiatively corrected ones as presented by the experimentalists.
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As indicated in Sec. 1.9, we work in the (three flavors) FFNS, i.e., heavy quarks ($c, b, t$) are not considered as partons and the number of active flavors appearing in the splitting functions and the coefficient functions is fixed to $n_F = 3$. An extension to the usual (ZM)VFNS will be presented in Sec. 2.9. Note that in all our analyses the strong running coupling is governed by a variable number of flavors $n_R$, as is common in the $\overline{\text{MS}}$ renormalization scheme. This is perfectly compatible with the chosen value for $n_F$ as detailed in [20].

The heavy quark ($c, b$; top quark contributions are negligible) contributions to $F_{Z}^{NC}$ are theoretically described in the FFNS by the fully predictive fixed–order perturbation theory (cf. Sec. 1.9). These contributions are quantitatively negligible for $F_{Z}^{\gamma, Z}$ in Eq. 1.40, but they have been included nevertheless; for $F_{3}^{\gamma, Z}$ they are negligibly small (cf. Sec. 1.9) and we have neglected them. The HERA measurements of heavy quark production ($F_{Z}^{c, b}$) of [134–137] have also been included in the LO and NLO fits. In the NNLO fits these data have not been included, and the unknown third order coefficient functions in the heavy quark contributions of Eq. 1.56 have been neglected. For the quark masses we have chosen:

$$m_c = 1.3 \text{GeV}, \quad m_b = 4.2 \text{GeV}, \quad m_t = 175 \text{GeV},$$

(2.1)

which turn out to be the optimal choices for all our subsequent analyses, in particular for heavy quark production.

Furthermore, the Drell–Yan dimuon pair production data of the E866/NuSea (fixed target) experiment for $d^2\sigma^{pN^{\gamma}/dM}dx_F$ with $N=p, d$ of [138] as well as their asymmetry $\frac{d^2\sigma^{pd}}{d\sigma^{pp}}$ measurements [139] have been used. The description of Drell–Yan cross–sections at LO of QCD is well known [6–8] to be systematically out of the ballpark by about 30 to 50%. This is taken into account in our LO fits by including a phenomenological (constant) $K$–factor (i.e., $\sigma^{LO} \rightarrow K\sigma^{LO}$) which is allowed to float, in both cases (dynamical and “standard”) we obtain $K = 1.46$. A further complication in the inclusion of these data is that they are given in terms of $x_F$, whereas the NNLO expressions have been given only in terms of the dilepton rapidity $y$ [62, 63]. Since experimentally the dilepton $p_T$ is small (below about 1.5 GeV) as compared to the dilepton invariant mass $M \gtrsim 5$ GeV, we have checked that it can be safely neglected and the two distributions can be related using leading order kinematics\footnote{That is, considering $p_T = 0$ so that $\frac{d^2\sigma}{dxdy} \equiv \frac{1}{x_1+x_2} \frac{d^2\sigma}{dxdy}$ (cf. Sec. 1.10).}, as was done in [105]. For our NNLO analysis we used the routine developed in [63] and improved in [105].

Finally, the Tevatron high–$p_T$ inclusive jet data of D0 [140] and CDF [141] have been used together with the fastNLO package of [68] for calculating the relevant cross–sections up to NLO. In the NNLO fits the jet data have been omitted due to the lack of its theoretical description at this order.
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Figure 2.1: Kinematic $x/Q^2$ range of fixed target and collider experiments; also shown are the major constraints that they make on the PDFs. The figure has been taken from [19].

The kinematic range of fixed target and collider experiments are complementary as can be seen in Fig. 2.0. Note however that in the theoretical description of the data usually convolutions of the parton distributions are involved, i.e., this range is only orientative of the values at which the parton distributions need to be evaluated.

It is worth to mention that in the (NLO) DIS analysis the description of heavy quark contributions, Drell–Yan data and jet data is achieved, using their known theoretical $\overline{\text{MS}}$ expression, through the factorization scheme transformations of Sec. 1.8. These transformations allow also for a consistent comparison of our DIS results with the ones obtained in the $\overline{\text{MS}}$ scheme.

We include $\alpha_s(M_Z^2)$ as a free parameter in our fits, and determine its value together with the parton distributions. It should be noted that there is a certain correlation between the value of the input scale $\mu_0^2$ and the resulting values for $\alpha_s(M_Z^2)$, which tends to increase with $\mu_0^2$. In the dynamical approach we performed fits for various values of the input scale keeping $\alpha_s(M_Z^2)$ as a free parameter while requiring a valence–like structure ($a_f > 0$) for all the input distributions. Then we fixed the best choice for $\mu_0^2 = 0.30, 0.50, 0.55$ GeV$^2$ for the LO, NLO and NNLO fits respectively and performed the final precision fits and error analyses. In the “standard” approach the input scale was fixed to $\mu_0^2 = 2$ GeV$^2$.

On the line of [118, 119] we use the following parametrizations for our [3] input distributions:

\begin{align*}
xu_\nu(x, \mu_0^2) &= N_u x^{a_u}(1-x)^{b_u}(1 + A_u \sqrt{x} + B_u x) \\
xd_\nu(x, \mu_0^2) &= N_d x^{a_d}(1-x)^{b_d}(1 + A_d \sqrt{x} + B_d x) \\
x\Delta(x, \mu_0^2) &= N_\Delta x^{a_\Lambda}(1-x)^{b_\Lambda}(1 + A_\Lambda \sqrt{x} + B_\Lambda x) \\
x\Sigma(x, \mu_0^2) &= N_\Sigma x^{a_\Sigma}(1-x)^{b_\Sigma}(1 + A_\Sigma \sqrt{x} + B_\Sigma x) \\
xg(x, \mu_0^2) &= N_g x^{a_g}(1-x)^{b_g}
\end{align*}

(2.2)
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where \( u_i \equiv u - \bar{u} \), \( d_i \equiv d - \bar{d} \), \( \Sigma \equiv \bar{u} + \bar{d} \) and \( \Delta \equiv \bar{d} - \bar{u} \). The distributions are further constrained by quark number and momentum conservation sum rules:

\[
\int_0^1 u_i \, dx = 2, \quad \int_0^1 d_i \, dx = 1, \quad \int_0^1 x(u_i + d_i + 2(\bar{u} + \bar{d} + \bar{s}) + g) \, dx = 1.
\]  

(2.3)

which, as usual, we use to determine \( N_{u,d,g} \), which therefore are not free parameters in our fits. We have tried different forms for these parametrizations, including \( (1 + c x^d) \) and \( (1 + c \sqrt{x} + d x + e x^{1.5}) \) for the polynomials, without finding any improvement or substantial change relative to the classical form Eq. 2.2. In particular all of our fits did not require the polynomial for the gluon distribution. The values obtained for the parameters of the input distributions in our different fits are given in Table A.1.

As in [118, 119], the “light” sea is no longer symmetric (\( \bar{u} \neq \bar{d} \)) as required by the Drell–Yan data, which are instrumental in fixing \( \Delta \) (cf. Sec. 1.10). Since the data sets we are using are insensitive to the specific choice of the strange quark distributions, we consider a symmetric strange sea. In the dynamical approach the strange densities are entirely radiatively generated starting from \( s(x, \mu_0^2) = \bar{s}(x, \mu_0^2) = 0 \), while in the “standard” approach we choose as usual \( s(x, \mu_0^2) = \bar{s}(x, \mu_0^2) = \frac{1}{2}(\bar{u}(x, \mu_0^2) + \bar{d}(x, \mu_0^2)) \).

The minimization procedure follows the usual chi–squared method with \( \chi^2 \) defined as:

\[
\chi^2(p) = \sum_{i=1}^{N} \left( \frac{\text{data}(i) - \text{theory}(i, p)}{\text{error}(i)} \right)^2,
\]  

(2.4)

where \( p \) denotes the set of 21 independent parameters in the fit, including \( \alpha_s(M_Z^2) \), and \( N \) is the number of data points included; \( N = 1739 \) (1567) for the LO/NLO (NNLO) fits. The errors include systematic and statistical uncertainties, being the total experimental error evaluated in quadrature. The (fully correlated) normalization error of each data set is treated separately by allowing a common normalization factor \( (N_{\text{tot}}) \) to float within the experimental error\(^5\). The values obtained for these normalization factors in our different fits are given in Table A.1.

The minimum \( \chi^2 \) obtained in our fits as well as the contributions stemming only from subsets of data are given in Table A.1. As expected \( \chi^2 \) is slightly smaller for the “standard” fits, in particular for the DIS data which are the statistically most significant sets. In general, the LO fits do not give an appropriate description of the data while at NLO it is already satisfactory (\( \chi^2 \simeq 1 \)) and the NNLO fits result in an even better (smaller) \( \chi^2 \), typically \( \chi^2_{\text{NNLO}} \simeq 0.9 \chi^2_{\text{NLO}} \). We compare extensively our results with the data used in Sec. 2.6.

In view of this improvement in \( \chi^2 \), one could in principle reduce the number of parameters at NNLO and still obtain a good fit to the data (\( \chi^2 \simeq 1 \)), which would result in a reduction of the NNLO uncertainties. As explained in the next section, we have chosen for the uncertainty estimations the (relatively simple) hessian method, keeping the same ansatz in all of our fits.

\(^5\) These normalization factors multiply the data in our current analyses, i.e. \( \text{data}(i) \rightarrow N_{\text{tot})(i) \times \text{data}(i) \) in Eq. 2.4. In [3] a slightly different definition of \( \chi^2 \), in which these normalization factors entered dividing the theoretical predictions, was used and thus the values quoted for \( \chi^2 \) in [3] are slightly different from those in Table A.1. These differences are in any case negligible and we have explicitly checked that this does not affect in any case the outcome of the fits.
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in order to make these estimations somehow comparable. Note that the error calculations for parton distributions are rather arbitrary and must be interpreted with care and understood always as a rough estimation, useful only to compare analyses with similar treatments and in particular to disentangle in which regions the distributions are more/less constrained. This would be the case even with a more rigorous error analysis (taking into account correlations, etc.) since, as mentioned, the results obtained depend strongly on the framework used.

Furthermore, these error estimations constitute the propagation of the experimental errors into the input parameters of the distributions, other sources of errors like, for example, the choices of renormalization and factorization scales, which particular solutions of the RGE are employed (cf. Sec. 1.4) or even which data sets are used, should be treated separately and, in any case, keep always in mind that they are not included in what is usually meant by “error” of the parton distributions.

2.3 Estimation of Uncertainties

The experimental errors of the data induce an uncertainty in the determination of parton distribution functions (and therefore to any quantity calculated using them) which can be estimated now by linear propagation and other methods [142–146].

Our estimates are based in the so-called Hessian method, which has been discussed in detail in [143, 144]. Being the minimum $\chi^2(p)$ characterized by the set of parameter values $p^0$, this method is based on the approximation of the variations of $\chi^2$ around its minimum by:

$$\Delta \chi^2 = \chi^2(p) - \chi^2(p^0) \approx \sum_{i=1}^{d} \frac{\partial \chi^2}{\partial p_i} \Delta p_i + \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2 \chi^2}{\partial p_i \partial p_j} \Delta p_i \Delta p_j,$$

(2.5)

where $d$ is the number of parameters considered in the error estimation (see below), $\Delta p_i \equiv p_i - p^0_i$ are displacements from their values at the minimum and the derivatives are also taken at the minimum, where the linear term in the above equation should vanish (meaning that the calculations of physical observables in $\chi^2$ should vary linearly around this point in the parameter space). Therefore all the information of $\chi^2$ around its minimum is contained in the matrix of second derivatives or Hessian matrix $H_{ij}$ in this approximation. The idea behind the method is to use this matrix to calculate the variations of the results with the parameters in the “vicinity” of the minimum, where the approximation should work. What is meant by “vicinity” is characterized by the tolerance parameter $T$ via $\Delta \chi^2 \leq T^2$.

If the data used were perfectly uncorrelated and perfectly compatible between them, the tolerance parameter corresponding to $1 \sigma$ uncertainty in the calculations (stemming, of course, from the $1 \sigma$ experimental errors in $\chi^2$) should be $T = 1$. As in others QCD fits (cf. [86, 143]), this is not our case because our data come from different observables and experiments and, moreover, the correlated errors are included in the experimental error in Eq. 2.4. As, for example, which

---

6We define the Hessian matrix as $H_{ij} \equiv \frac{\partial^2 \chi^2}{\partial p_i \partial p_j}$, with no factors of one half.
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deviations from the expected value of \( N \pm \sqrt{2N} \) are acceptable for \( \chi^2 \) in a global QCD fit, which value to choose for the tolerance parameter \( T \) is somewhat arbitrary and subject to subjective interpretations. Since it seems reasonable that it somehow scales with the number of data (sets and) points included in the fits, we have chosen \( T^2 = \frac{\sqrt{2N}}{(1.65)^2} \), this results in \( T = 4.654 \) (4.535) for our LO/NLO (NNLO) fits. Here we interpret the \( (1 \sigma) \) deviation \( (\sqrt{2N}) \) in \( \chi^2 \) as more than one standard deviation in the predictions, say 90\%, and we have rescaled conveniently to what we consider as one standard deviation errors; again, this is completely arbitrary.

For the numerical evaluation of the Hessian matrix it is convenient to map the parameter space into a coordinate system where the tolerated “vicinity” of the minimum is represented by a hypersphere. In this way the variations of \( \chi^2 \) are uniform and the instabilities resulting from the numerical difference of the typical changes in \( \chi^2 \) in different directions of the parameter space are avoided [144]. Since the Hessian matrix is symmetric, it has a complete set of \( (d) \) orthonormal eigenvectors \( V_i^{(k)} \equiv v_{ik} \) with eigenvalues \( \varepsilon_k \), that is:

\[
\sum_{j=1}^{d} H_{ij} v_{jk} = \varepsilon_k v_{ik}, \quad \sum_{i=1}^{d} v_{ij} v_{ik} = \delta_{jk}, \quad \text{then} \quad H_{ij} = \sum_{k=1}^{d} \varepsilon_k v_{ik} v_{jk} \quad (2.6)
\]

The rescaled eigenvectors of the hessian matrix provide a natural basis for the mentioned transformation, which is achieved via:

\[
\Delta p_i = \sum_{k=1}^{d} M_{ik} z_k, \quad M_{ik} \equiv \sqrt{\frac{2}{\varepsilon_k}} v_{ik}, \quad (2.7)
\]

where \( z_k \) are the new coordinates in term of which the tolerated region is the hypersphere:

\[
\Delta \chi^2 = \sum_{k=1}^{d} z_k^2 \leq T^2. \quad (2.8)
\]

In practice the matrix \( M_{ij} \) is calculated by an extension of MINUIT called \textsc{iterate} [144] which uses an iterative procedure which converge to the eigenvectors and eigenvalues of the Hessian matrix of \( \chi^2 \) in Eq. 2.4.

With help of \( M_{ij} \) it is possible to calculate the \textit{eigenvector basis sets} consisting in \( 2d \) sets of parameters \( p_i^{\pm j} = p_i^0 \pm T M_{ij} \) which contain (in conjunction with \( T \)) the same information than the hessian matrix. Although by this construction the number of parameters entering in the error calculations is (unnecessarily) increased, it turns out to be useful for the propagation of experimental errors into quantities which depend on parton distributions. For example, the derivatives and a unit vector in the direction of the gradient of any quantity \( X(p) \) are:

\[
\frac{\partial X}{\partial z_k} = \frac{X(p^{+k}) - X(p^{-k})}{2T}, \quad \hat{D}_k(X) = \frac{X(p^{+k}) - X(p^{-k})}{\sqrt{\sum_j(X(p^{+j}) - X(p^{-j}))^2}}, \quad (2.9)
\]

and we can estimate the uncertainty which follows from the condition \( \Delta \chi^2 \leq T^2 \) by a displacement of length \( T \) in the direction of the gradient; it is simply given by:

\[
\Delta X = \sum_{k=1}^{d} \frac{\partial X}{\partial z_k} (T \hat{D}_k) = \frac{1}{2} \sqrt{\sum_{k=1}^{d} \left( X(p^{+k}) - X(p^{-k}) \right)^2}. \quad (2.10)
\]
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![Figure 2.2: Eigenvalues of the Hessian matrix for our LO, NLO (MS) and NNLO (MS) fits ordered from largest to smallest. In this order their decrease is, as expected [143], approximately exponential.](image)

Considering that the calculations required for practical applications in collider phenomenology are usually rather involved, the method is indeed quite convenient. Tables with the parameters of these eigenvector sets corresponding to our different fits are given in App. A; the eigenvalues of the hessian matrix (cf. Fig. 2.1) are also included.

For the parameters entering in the error estimations the expressions above reduce to:

$$
D_k(p_i) = \frac{M_{ik}}{\sqrt{\sum_j M_{ij}^2}}, \quad \Delta p_i = T \sum_{k=1}^{d} M_{ik}^2; \quad (2.11)
$$

Since $M_{ik} \propto \sqrt{2/\epsilon_k}$, a large (small) eigenvalue corresponds to a direction in which $\chi^2$ increases rapidly (slowly), making the parameters tightly (poorly) constrained; they are usually referred to as steep (flat) directions. Note as well that the elements of the unit–length gradient indicate the influence of a particular eigenvector over the error of a quantity; in the case of the fitting parameters they give, by comparison, also information on their correlations. As suggested in [95], we include in our final error analysis only those parameters that are actually sensitive to the data used, i.e., those parameters which are not close to “flat” directions in the overall parameter space. For the used data and our functional form Eq. 2.2 $d = 13$ such parameters, including $\alpha_s(M_Z^2)$, are identified and are included in our final error analysis; the remaining ill–determined eight polynomial parameters $A_f$ and $B_f$, with highly–correlated uncertainties of more than 50%, were held fixed.
At this point it should be mentioned that we have explicitly checked that the linear approximation is appropriate for our results, i.e., that the $\chi^2$ variations around the minimum are approximately quadratic for all parameters included in the error analysis. It is also worth to mention that since the value of $T$ is rather arbitrary, in order to compare uncertainty results for distributions with different conventions one has to take into account the different definitions of the tolerance parameter. Fortunately, as is clear from its expression, the results for different conventions are linearly scalable, i.e., $\Delta X_T = \frac{T_i}{T_j} \Delta X_{T_j}$.

2.4 The New Generation of Dynamical Parton Distributions

In this section we compare our new dynamical parton distributions with the results obtained in recent common “standard” analyses, including the results of our “standard” fits which, as mentioned, were carried out in exactly the same conditions as their dynamical counterparts. Recall also that in our analyses, as in all presently available distributions, the renormalization and factorization scales were set equal, which simplifies considerably the results but (obviously) prohibits their independent variation; we denote them here and in the following by $Q^2 = \mu^2 = \mu_F^2 = \mu_R^2$.

Our dynamical input distributions are presented in Fig. 2.2 according to the parameters in Table A.1. Being the dominant parameter in the small–x region $a_f$, the dynamical distributions have by construction, i.e., by optimally choosing a low $\mu^2_0$, a valence–like structure ($a_f > 0$) for $x < 0.2$.

![Figure 2.3: The valence–like input densities at $\mu^2_0 = 0.3, 0.5, 0.55$ GeV$^2$ for our dynamical LO, NLO (MS) and NNLO (MS) results respectively. The strange sea $s = \bar{s}$ vanishes at the input scale. Note that the lines of the gluon input distributions have been plotted thicker than the other lines in order to avoid confusion. The strange sea $s = \bar{s}$ vanish at the input scale.](image-url)
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Figure 2.4: Our (GJR08) [3] dynamical NLO (MS) input densities at the input scale $\mu_0^2 = 0.5$ GeV$^2$ together with their $\pm 1\sigma$ uncertainty bands. The previous GRV98 [119] NLO (MS) dynamical distributions are shown at their input scale $\mu_0^2 = 0.4$ GeV$^2$ for comparison. The strange sea $s = \bar{s}$ vanish at the input scale in both analyses.

all partons; in other words, not only the valence but also the sea and gluon input distributions vanish at small–$x$. This is in contrast to the gluon and sea distributions of the “standard” fits, where the input scale is $\mu_0^2 = 2$ GeV$^2$ and thus have $a_f \lesssim 0$ as is usual for common “standard” fits. Note that in both cases the valence distributions as well as $\Delta$ have a strong valence–like behavior, being in the former case enforced by the quark number constrains in Eq. 2.3 while in the latter it indicates that the small–$x$ sea turns out to be approximately isospin symmetric. It should also be emphasized that all of our valence–like input distributions as well as the ones for the “standard” fits are manifestly positive in contrast to the negative gluon distributions in the small–$x$ region believed to be needed in other standard fits [84, 85, 107, 108, 110].

Our [3] NLO (MS) valence–like input distributions together with their 1 $\sigma$ uncertainties are compared with the previous GRV98 [119] NLO (MS) dynamical distributions at their respective input scale in Fig. 2.3. As can be seen the results of both analyses turn out to be very similar except for the gluon which peaks at a slightly larger value of $x$. However, such differences are merely within a $2\sigma$ band of the new dynamical results. Both the LO and NLO (DIS) results are also similar in both analyses. Note however that the DIS distributions in [119] were not determined through a fit in the DIS factorization scheme but rather obtained through the factorization scheme transformations implied by Eq. 1.53. This treatment leads sometimes to a small negative gluon
distribution in the large \( x > 0.5 \) region which, however, is compatible within uncertainties with our definite positive gluon distribution resulting from a full analysis using the DIS factorization scheme. Besides this observation, the DIS results are, as mentioned, quite similar in both analysis. Furthermore by transforming our distributions from one scheme to the other we get also very similar results, which confirms the applicability of the transformations of Sec. 1.8.

With respect to the uncertainties obtained in our different analyses, it must be noted that the dynamical input implies, as expected, a stronger constrained gluon distribution at larger values of \( Q^2 \) as compared to the gluon density obtained from “standard” fits with a conventional non–valence–like input at \( \mu_0^2 > 1 \text{ GeV}^2 \), as can be seen in Fig. 2.4 for our NLO (\( \overline{\text{MS}} \)) results. Since our valence–like sea input has a rather small \( a_c \), i.e., vanishes only slowly as \( x \to 0 \), the uncertainties of the sea distributions (\( \bar{u} + \bar{d} \)) turn out to be only marginally smaller than those of the “standard” fit where the sea increases as \( x \to 0 \) already at the input scale. Notice that the uncertainties generally decrease as \( Q^2 \) increases due to the QCD evolution, as observed also in other analyses [86, 143].

![Figure 2.5: The small–x NLO (\( \overline{\text{MS}} \)) predictions of our dynamically (radiatively) generated gluon and sea–quark distributions, together with their ±1 \( \sigma \) uncertainties, as compared to the results of a “standard” analysis carried out under the same conditions. To ease the visibility of the two error bands of \( x(\bar{u} + \bar{d}) \) we have multiplied the stdNLO results by 0.9 as indicated. The corresponding GRV98 predictions lie within the 1 \( \sigma \) band of our new dynNLO results.](image-url)
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Figure 2.6: Comparing the ±1σ error bands of our dynamical (dyn), standard (std) and CTEQ6 [95] NLO (\(\overline{\text{MS}}\)) gluon distribution at small \(x\). Note that \(Q^2 = 2 \text{ GeV}^2\) is the input scale of our “standard” fit, which is close to the CTEQ6 input scale \(\mu_0^2 = m_c^2 \approx 1.7 \text{ GeV}^2\), where the standard CTEQ6 fit employs a valence–like gluon input. The results at \(Q^2 = 20 \text{ GeV}^2\) have been multiplied by 0.5 and 2 respectively as indicated in the figure.

Figure 2.7: As Fig. 2.5 but for the sea quark distributions \(\bar{u} + \bar{d}\).
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Figure 2.8: Comparing our dynamical NLO (MS) $u$ and $d$ parton distributions with the ones of CTEQ6.5 at $Q^2 = 10$ GeV$^2$. The shaded areas represent the estimated $\pm 1\sigma$ uncertainty of our analysis.

At this point it should be mentioned that the standard CTEQ6 analysis [95] surprisingly resulted in a valence–like input gluon distribution at a scale as large as $\mu_0^2 = m_c^2 \approx 1.7$ GeV$^2$. Thus the CTEQ6 gluon distribution is expected to be similarly tightly constrained at $Q^2 > \mu_0^2$ as our dynamical results. That this is indeed the case is illustrated in Fig. 2.5 where the $1\sigma$ uncertainties of the CTEQ6 gluon are similar in size to our dynamical NLO (MS) result, whereas the “standard” fit, with $Q^2 = 2$ GeV$^2$ and a non–valence–like structure, results in a sizeably larger uncertainty. Due to the sizeably different input scales the CTEQ6 gluon falls up to 30 – 40% below our dynamical NLO gluon for $x < 10^{-3}$ and $Q^2 > 10$ GeV$^2$.

The situation is different for the sea distribution in the small–$x$ region (cf. Fig. 2.7); here the CTEQ6 input at $\mu_0^2 = m_c^2$ is not valence–like, i.e. increases as $x \rightarrow 0$ as expected for a “standard” fit, and thus the $1\sigma$ uncertainty is comparable to our “standard” NLO fit, both being larger than the $1\sigma$ uncertainty obtained from our dynamical NLO fit.

It should be emphasized that the distributions resulting from (GM)VFNS analyses (i.e., the newer sets of CTEQ and MRST) depend strongly on the model assumed for the treatment of heavy quark contributions; which is in contrast to FFNS fits where heavy quark mass effects are fully taken into account in a theoretically unambiguous framework. For example, the inclusion of finite charm mass effects in CTEQ6.5 [98] reduces the charm contribution to $F_2(x, Q^2)$, which is compensated by larger $u$ and $d$ distributions at small $x$ as compared to the standard CTEQ6 analysis [95], where heavy quarks have been treated in the zero–mass approximation. Fig. 2.7 illustrates that such “enhanced” quark distributions differ very little from our dynamical results. These ratios remain practically unchanged at higher scales, like $Q^2 = M_W^2$ relevant for $W^\pm$ production, therefore our predictions for hadronic $W^\pm / Z^0$ production cross–sections, for example, at Tevatron and LHC are similar to the “enhanced” ones observed in [98]. We study hadronic weak gauge boson production in more detail in Sec. 2.10.

\footnote{When comparing our uncertainty results with the ones of CTEQ6 [95] where $T = 10$ has been assumed, we rescale these CTEQ uncertainties according to $\Delta a_i \rightarrow 0.4654 \Delta a_i$ in order to comply with our $T = 4.654$.}
Moreover, this holds also true for the GRV98 analysis [119], indeed in the relevant small–x region these ratios would be practically unaltered if the GRV98 distributions were used instead of our current result since both dynamical analyses give rather similar results. Despite the fact that their respective analyses were done with approximately ten years of time difference and meanwhile a substantial increase in the precision of the HERA data has been achieved, the dynamical distributions, i.e. the predictions stemming from the dynamical model, remain stable to within less than about 20%. This is illustrated in Fig.2.8 where ratios of our dynamical NLO (\(MS\)) gluon, sea and valence distributions are compared with the previous GRV98 results and at a representative scale \(Q^2 = 10\text{ GeV}^2\) relevant for phenomenological applications. As we have seen, this is in contrast to “standard” fits, which depend strongly on the particular details of the analyses (e.g. the data included, ansatz used, details on the treatment of quark masses, etc.).

Turning now our attention to our [5] NNLO results, we present in Fig. 2.9 our dynamical NNLO (\(\overline{MS}\)) input distributions at \(\mu_0^2 = 0.55\text{ GeV}^2\), according to the parameters in Table A.1, together with their 1\(\sigma\) uncertainties; our NLO (\(\overline{MS}\)) input distributions are shown again for comparison. The resulting valence (\(u_v\) and \(d_v\)) distributions are now somewhat enhanced around \(x = 0.1\) to 0.2 respect to our NLO (\(\overline{MS}\)) results, and a strong and clear valence–like small–x behavior of the NNLO gluon input is now required, \(a_g = 0.994 \pm 0.379\), as compared to \(a_g \simeq 0.5168 \pm 0.4017\) at NLO. Furthermore there is also a strong enhancement of the NNLO gluon over the NLO one around \(x = 0.1\) and a sizeable depletion at larger values of \(x\). The 1\(\sigma\) uncertainties at NNLO are comparable to the NLO ones shown in Fig. 2.3, except for the NLO gluon at \(x \gtrsim 0.3\) which is stronger constrained due to the light high–\(p_T\) jet data (cf. Sec 2.2) which cannot be consistently included in an NNLO analysis.
The valence distributions of our NNLO “standard” analysis ($\mu_0^2 = 2 \text{ GeV}^2$) are compared with the “standard” NNLO ones of Alekhin, Melnikov and Petriello [105] (AMP06, $\mu_0^2 = 9 \text{ GeV}^2$) and the “standard” NNLO pure NS analysis of Blümlein, Böttcher and Guffanti [147] (BBG06, $\mu_0^2 = 4 \text{ GeV}^2$) in Fig. 2.10 at $Q^2 = 4 \text{ GeV}^2$. In the relevant valence $x$–region, $x \gtrsim 0.1$, we confirm the BBG06 results, in particular the enhancement of $x d_v$ with respect to the result of AMP06. In any case we, as well as BBG06, observe a significant enhancement of the NNLO $x u_v$ and $x d_v$ with respect to the NLO results. Our dynamical valence distributions at $Q^2 = 4 \text{ GeV}^2$ practically coincide with the standard ones shown in Fig. 2.10, which indicates that the valence distributions are very robust with respect to the choice of the input scale $\mu_0^2$.

Again, the distinctive valence–like NNLO gluon input at low $\mu_0^2 < 1 \text{ GeV}^2$ of the dynamical model (cf. Fig. 2.9) implies a far stronger constrained gluon distribution at larger values of $Q^2$ as compared to a gluon density obtained from a NNLO “standard” fit with a conventional non–valence–like input at $\mu_0^2 > 1 \text{ GeV}^2$, namely $\mu_0^2 = 2 \text{ GeV}^2$, as can be seen in Fig. 2.11.

In contrast to our “standard” NLO results, the “standard” NNLO gluon input at $\mu_0^2 = 2 \text{ GeV}^2$ is very weakly constrained at small $x$ ($a_g = 0.0637 \pm 0.1333$, cf. Table A.1) and therefore momentum conservation (cf. Eq. 2.3) cannot sufficiently constrain it at larger values of $x$, moreover since high–$p_T$ jet data have not been taken into account as already pointed out. Note as well that this common “standard” NNLO input gluon distribution at $\mu_0^2 = 2 \text{ GeV}^2$ is also compatible with a valence–like small–$x$ behavior ($a_g > 0$), a tendency already observed in [85], and that our dynamical NNLO gluon distribution in Fig. 2.11 remains valence–like, i.e. decreases with decreasing $x$.  

![Figure 2.10: The dynamical NNLO (MS) input distributions and their ±1 \sigma uncertainty band at \mu_0^2 = 0.55 \text{ GeV}^2 together with our dynamical NLO (MS) input distributions at \mu_0^2 = 0.5 \text{ GeV}^2. The strange sea s = f vanishes at the input scale.](image-url)
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Figure 2.11: Our “standard” NNLO (\overline{MS}) valence distributions and their \pm 1 \sigma uncertainties at \(Q^2 = 4 \text{ GeV}^2\) together with our “standard” NLO (\overline{MS}) results and the “standard” NNLO results of AMP06 [105] and BBG06 [147]. Our dynamical valence distributions at \(Q^2 = 4 \text{ GeV}^2\) practically coincide with the standard ones shown.

even at \(Q^2 = 2 \text{ GeV}^2\). This is mainly caused by the NNLO splitting function \(P_{gg}^{(2)}\) (cf. Sec. 1.2 to 1.4) which is negative and more singular in the small–x region [196] than the LO and NLO ones.

As in the NLO case, the uncertainties generally decrease as \(Q^2\) increases due to the QCD evolution, but the ones of the dynamical predictions in the small–x region remain substantially smaller than the uncertainties of the common “standard” results as exemplified in Fig. 2.11. Furthermore, it is a general feature of any NNLO gluon distribution in the small–x region that it falls below the NLO one as can be seen in Fig. 2.11 by comparing the solid curves with the long–dashed ones, and the dashed–dotted curves with the dotted ones. In the first dynamical case the NNLO predictions for \(x < 10^{-3}\) are several \(\sigma\) below the NLO ones.

The dynamical sea distribution \(x(\bar{u} + \bar{d})\) derives from a less pronounced \((a_\Sigma < a_g)\) valence–like input in Fig. 2.9 which vanishes very slowly as \(x \to 0; a_\Sigma = 0.1374 \pm 0.0501\) (cf. Table A.1). This implies that the valence–like sea input is similarly increasing with decreasing \(x\) down to \(x \simeq 0.01\) as the sea input obtained by the common “standard” fit where \(a_\Sigma = -0.1098 \pm 0.0122\) according to Table A.1. Therefore, the 1 \(\sigma\) uncertainty bands of our dynamically predicted sea distributions at larger values of \(Q^2\) in Fig. 2.13 are only marginally smaller than the corresponding ones of the “standard” fit. In contrast to the evolution of the gluon distribution in Fig. 2.11, the NNLO sea distributions in Fig. 2.13 lie always above the NLO ones in the small–x region, \(x \lesssim 10^{-2}\), and at not too large values of \(Q^2\). Here all NNLO sea distributions are rather similar, including the “standard” one of AMP06 [105] (cf. Fig. 2.13).

\footnote{For \(n_f = 3\), \(xP_{gg}^{(2)}(x) \sim -3147.66 \ln \frac{1}{x} + 14737.89\) as \(x \to 0\), whereas \(xP_{gg}^{(0)}(x) \sim 12\) and \(xP_{gg}^{(1)}(x) \sim -81.33\).}
2.4. The New Generation of Dynamical Parton Distributions

Figure 2.12: Comparing the ±1 σ error bands of our dynamical (dyn) and standard (std) NNLO (\(\overline{\text{MS}}\)) gluon distributions at small \(x\) for various fixed values of \(Q^2\). Our NLO (\(\overline{\text{MS}}\)) dynamical and "standard" results as well as the "standard" NNLO results of AMP06 [105], based on an input scale \(\mu_0^2 = 9 \text{ GeV}^2\), are shown as well. Note that \(Q^2 = 2 \text{ GeV}^2\) is the input scale of our standard fits. The results at \(Q^2 = 2\) and 20 GeV\(^2\) have been multiplied by 0.5 and 2 respectively as indicated in the figure.

Figure 2.13: As in Fig. 3 but for the sea quark distribution \(x(\bar{u} + \bar{d})\).
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2.5 Determination of the Strong Coupling

As already mentioned, we use the reference value $\alpha_s(M_Z^2)$ as contour condition for the determination of the strong coupling constant; for which we always employ the exact iterative solutions (cf. Sec. 1.1). Instead of using a fixed value for $\alpha_s(M_Z^2)$, typically the LEP measurement or the world average of 0.1176 [19], we include it as a free parameter in our fits and their error estimations. Thus the running coupling is determined in our analyses together with the parton distributions of the nucleon, in particular it is closely related to the gluon distribution which drives the QCD evolution. We briefly discuss in this section the results obtained and compare them with similar determinations of the strong coupling. For a more detailed and comparative recent discussion of NLO and NNLO results the reader is referred to [148].

It is worth to mention at this point that our treatment implies that each eigenvector basis set (cf. Sec. 2.3) has a different associated value of $\alpha_s(M_Z^2)$. The use of these values is mandatory for uncertainty studies; note that the difference between values of $\alpha_s(Q^2)$ corresponding to different eigenvector sets (belonging to the same fit) can be as large as 10% at low scales.

In Fig. 2.13, we show the results for the running coupling $\alpha_s(Q^2)$ according to the values obtained for $\alpha_s(M_Z^2)$ in our dynamical fits (cf. Table A.1) together with their respective $\pm 1\sigma$ error bands. Note, as is well known, that the LO solutions are much larger and the results stabilize at NLO. In general, the higher the perturbative order the faster $\alpha_s(Q^2)$ increases as $Q^2$ decreases. In order to compensate for this increase, a NNLO analysis is expected to result in a smaller value for $\alpha_s(M_Z^2)$ than a NLO one as is indeed the case. Both values lie, however, within a $1\sigma$ uncertainty. Similar results were obtained in a previous dynamical fit [149] which, however, was performed for a restricted set of (mainly small–$x$) DIS data.

![Figure 2.14: Values of $\alpha_s(Q^2)$ resulting from our dynamical fits together with their respective $\pm 1\sigma$ error bands.](image-url)
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According to the 1σ errors for $\alpha_s(M_Z^2)$ quoted in Table A.1, in general the strong coupling is stronger constrained in the dynamical fits than in their “standard” counterparts. This is in principle expected due to the larger evolution distance of the dynamical distributions. It should also be mentioned again that there is a certain correlation between the chosen value of $\mu_0^2$ and the resulting values for $\alpha_s(M_Z^2)$, which increase for increasing $\mu_0^2$.

At NNLO the $\alpha_s$–uncertainty of our dynamical fit is about half as large as the “standard” one. Apart from the larger evolution distance, this is due to the strongly constrained valence–like input gluon distribution in the small–$x$ region; consequently the energy–momentum sum rule (cf. Eq. 2.3) sufficiently constrains $xg(x,\mu_0^2)$ in the medium to large $x$–region in the dynamical case while in the “standard” one the gluon distribution, and thus $\alpha_s(M_Z^2)$, is considerably less restricted, moreover since jet data were not included at NNLO.

Keeping in mind that our stated errors always refer to 1σ uncertainties, our “standard” NLO fit error for $\alpha_s(M_Z^2)$ is compatible with the 2σ uncertainty stated in the literature (see, e.g.,[95] and the discussion in [84]). Our NLO (MS) results are also compatible, within about 1σ uncertainty, with the ones obtained from analyzing only DIS structure functions. The same holds true for our “standard” NNLO fit result (cf. Table A.1) which, within errors, is compatible with the one obtained from a “standard” fit [150] to a restricted set of small–$x$ DIS data.

Previous “standard” NNLO fits considering only the flavor non–singlet valence sector of structure functions [147, 151, 152] resulted in somewhat smaller values of $\alpha_s(M_Z^2)$ but remain within 1 to 2σ uncertainty. A similar NS valence analysis [153] as well as a full analysis [154] being based, however, on incomplete calculations of the moments of 3–loop anomalous dimensions (splitting functions) yielded slightly larger values of $\alpha_s$ at NNLO, however the estimated errors are large enough so as to comply with our result in Table A.1.

As already mentioned several times, data for high–$p_T$ jet production in hadron–hadron scattering should not be included in a consistent NNLO analysis, since such processes are theoretically known only up to NLO (Sec. 1.10). Including them nevertheless in a “standard” NNLO analysis requires [88, 89] generally larger values of $\alpha_s(M_Z^2)$.

Our $\alpha_s(M_Z^2)$–uncertainty in Table A.1 is also about twice as large as the one obtained in a comparable standard NNLO analysis [105] where the high–$p_T$ jet data have been disregarded for consistency reasons as well. Without these data the gluon distribution is little constrained in the medium– to large–$x$ region where it plays an important role for the QCD evolution at small values of $x$ due to the convolution with the dominant $P_{gg}^{(k)}$. This $\alpha_s$–uncertainty remains sizeable irrespective of the choice of the input scale $\mu_0^2 > 1$ GeV$^2$. Only within a Bayesian treatment of systematic errors, by taking into account point–to–point correlations [155–157], the uncertainty of $\alpha_s(M_Z^2)$ turns out to be about two times smaller [103–105, 155–157].

2.6 Comparisons with the Data Used

As discussed in Sec. 2.2, we have used for our analyses the experimentally directly measured “reduced” DIS cross–section $\sigma_{NC}^{\text{red}}$ (cf. Eq. 1.41), although fitting just to the dominant (one–photon exchange only) structure function $F_2^p$ resulted in very similar results. Representative comparisons of our results with the relevant HERA (H1 and ZEUS) data [106, 123–126] on this structure function of the proton, $F_2^p(x,Q^2)$, are presented in Figs. 2.14 (NLO) and 2.15 (NNLO). As can be seen
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Figure 2.15: Comparison of our dynamical (dyn) and standard (std) NLO (\(\overline{\text{MS}}\)) results for \(F_2(x, Q^2)\) with HERA data for \(Q^2 \gtrsim 1.5 \text{ GeV}^2\) [106, 123–126]. The dynamical LO results are shown for comparison. To ease the graphical presentation we have plotted \(F_2^\text{dyn}(x, Q^2) + 0.5 \times i(Q^2)\) with \(i(Q^2)\) indicated in parentheses in the figure.
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Figure 2.16: As in Fig. 2.14 but for our NNLO (MS) results. The dynamical NLO (MS) results are shown again for comparison.
the data are well described throughout the whole medium–to small–x region for $Q^2 \gtrsim 2$ GeV$^2$ and thus perturbative QCD is here fully operative. It should be reemphasized that, due to our valence–like input, the dynamical small–x results ($x \lesssim 10^{-2}$) are predictions being mainly generated by the QCD evolution; this is in contrast to a common “standard” fit where the gluon and sea input distributions do not vanish as $x \to 0$. At $Q^2 < 2$ GeV$^2$ the theoretical results fall below the data in the very small–x region, although the NNLO results are closer to the data than the NLO ones; this is not unexpected for perturbative leading–twist results, since nonperturbative (higher–twist) contributions to $F_2$ will eventually become relevant, even dominant, for decreasing values of $Q^2$.

Furthermore, the more restrictive ansatz of the valence–like input distributions at small–x as well as the sizeably larger evolution distance (starting at $\mu^2_0 < 1$ GeV$^2$) generally imply, as for the distributions themselves (cf. Sec. 2.4), smaller uncertainties concerning the behavior of structure functions in the small–x region than the corresponding results obtained from the common “standard” fits, in particular as $Q^2$ increases. This is illustrated in Fig. 2.16 for our NLO (MS) results where the error bands correspond to a 1 $\sigma$ uncertainty. However, since our NLO valence–like sea input has a rather small power of $x$, i.e. vanishes only slowly as $x \to 0$ as already discussed, the uncertainties of the sea dominated $F_2^p(x, Q^2)$ turn out to be not too different from the “standard” fit where the sea increases as $x \to 0$, negative power of $x$, already at the input scale $\mu^2_0 = 2$ GeV$^2$. The results for our dynamical and standard NNLO fits are respectively rather similar to the NLO ones shown in Fig. 2.16 (cf. Fig. 2.17).

Figure 2.17: Typical ± 1 $\sigma$ uncertainty bands of our dynamical and “standard” NLO (MS) results for two representative values of $Q^2$. To ease the visibility of the two error bands at $Q^2 = 2.5$ GeV$^2$ we have subtracted 0.2 from the stdNLO result as indicated. For illustration two H1 and ZEUS data points from Fig. 2.14 with their almost invisible errors are shown as well at $Q^2 = 2.5$ and 15 GeV$^2$ respectively.
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Figure 2.18: Typical ±1 σ uncertainty bands of our dynamical NNLO and NLO results for two representative values of $Q^2$. The “standard” NNLO and NLO results are very similar. To ease the visibility we have added 0.1 to the results for $Q^2 = 8.5$ GeV$^2$ as indicated.

Although the inclusion of NNLO corrections implies an improved value of $\chi^2$, as mentioned typically $\chi^2_{\text{NNLO}} \approx 0.9\chi^2_{\text{NLO}}$ (cf. Table A.1), present high precision DIS data are not sufficiently accurate to distinguish between the NLO results and the minute NNLO effects of a few percent. This is illustrated in Fig. 2.17 where the experimental (statistical and systematic) errors are far bigger than the differences between the NLO and NNLO results. It should, however, be noticed that the NNLO uncertainty bands are somewhat narrower (reduced) than the ones at NLO; the results are similar for our “standard” fits. By analyzing only the flavor non–singlet valence sector of structure functions, it was already been pointed out [152] that NNLO effects cannot be delineated by present data in the medium– to large–$x$ region, and moreover, uncertainties of NLO and LO analyses (such as higher twists, different factorization schemes and QED contributions to the QCD evolution) turn out to be comparable in size to the NNLO 3–loop contributions [152].

Turning now to heavy quark production in DIS, recent HERA data on charm [134–137] and bottom [136, 137] contributions to $F_2(x,Q^2)$ are compared in Fig. 2.18 with our dynamical LO and NLO ($\overline{\text{MS}}$) predictions. Although not shown, it is worth to mention that also in this case the uncertainties of the “standard” results turn out to be larger than the ones implied by the dynamical model. The impressive agreement observed in Fig. 2.18 illustrates the reliability of the the $n_F = 3$ FFNS, in which the heavy quarks ($h = c, b, t$) are always produced as final states in fixed–order perturbation theory via hard production processes initiated by the light partons of the nucleon ($u, d, s$ quarks and the gluon $g$). In other words, the intrinsic heavy quark content of the nucleon (if any) is marginal since all the observed heavy quark contributions are well taken into account by extrinsic heavy quark production, i.e., originated only from light quark partons in the initial state.
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Figure 2.19: The dynamical NLO (MS) predictions for $F^c, b_{x, Q^2}$ in the strict $n_F = 3$ FFNS, choosing $\mu = 4m_c^2$ with $m_c = 1.3$ GeV and $m_b = 4.2$ GeV, together with the $\pm 1 \sigma$ uncertainty band. For comparison we also display the central LO predictions which are entirely due to the $\gamma^* -$gluon fusion subprocess $\gamma^* g \rightarrow h \bar{h}$. The charm production data as obtained from $D^*$ measurements are taken from [134, 135] (solid and open squares) and the H1 direct track measurements from [136, 137] (open circles); the bottom production data taken from [136, 137].

Therefore only the $n_F = 3$ light $u, d, s$ quark flavors and gluons constitute the genuine (intrinsic) partons of the proton and (in principle) the heavy $c, b, t$ quark flavors should not be included in the parton structure of the nucleon. This fact together with the perturbative stability of heavy quark production (cf. Sec. 1.9), even at $Q^2 \gg m_h^2$, observed also in Fig. 2.18, indicate that there is no need to resum supposedly “large logarithms” $(\ln \frac{Q^2}{m_h^2})$; which is of course in contrast to genuine collinear logarithms appearing in light (massless) quark and gluon hard scattering processes. In our opinion the use of the VFNS should therefore be avoided when possible; somewhat dissenting views are summarized in [158]. We will have a closer look at the above mentioned perturbative stability of heavy quark production in DIS and determine under which conditions the use of the (ZM)VFNS is appropriate in Secs. 2.9 and 2.10.

As already pointed out (cf. Sec. 1.10), the measurements of Drell–Yan dilepton production in $pp$ and $pd$ collisions [138, 139] are instrumental in fixing $\Delta \equiv \bar{d} - \bar{u}$ (or $\bar{d}/\bar{u}$). In Fig. 2.19 we display our dynamical NLO and NNLO results, together with the $\pm 1 \sigma$ uncertainties, and the NNLO AMP06 ones from [105] for the differential dimuon mass distributions for $pp$ and $pd$ collisions respectively; the “standard” fit results differ only marginally from the dynamical ones. The data are given for various average values of $x_F = x_1 - x_2$, where $x_1$ and $x_2$ refer to the fractional momenta of the quarks in the beam ($p$) and the nucleon target ($N$) respectively;
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Figure 2.20: Our dynamical NNLO and NLO [3] results, together with their ±1σ uncertainties, for Drell–Yan dilepton production in $pp$ and $pd$ collisions respectively for various selected average values of $x_F$ using the data sets of [138]. For comparison the NNLO AMP06 results [105] are shown as well. To ease the graphical presentation we have multiplied the results for the cross–sections by $10^i$ with $i$ indicated in parentheses in the figure for each fixed average value of $x_F$. 
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experimentally $x_F > 0$ ($x_1 > x_2$) and consequently the Drell–Yan cross–section is dominated by the annihilation of a beam quark with a target antiquark. In the relevant kinematic region where high–statistics data exist, all three NNLO and NLO results shown agree within 1 $\sigma$.

In order to test the dependence of our results on the specific choice of the factorization scheme, we have repeated our dynamical NLO analysis in the DIS factorization scheme of Sec. 1.8. Since the (light) parton distributions in the DIS scheme are defined via the $F_2$ structure function, it is not very surprising that, in contrast to the DIS parton distributions themselves, the results for physical observables directly related to DIS structure functions are very similar. Indeed the results in the DIS factorization scheme for $F_p^b(x, Q^2)$ in Figs. 2.14 and 2.16 are practically indistinguishable from the ones in the $\overline{MS}$ scheme, as are the results for $F_{b\bar{b}}(x, Q^2)$ in Fig. 2.18. Differences become visible only for processes which are not directly related to DIS structure functions, such as Drell–Yan cross–sections, but there the differences lie well within the ±1 $\sigma$ uncertainty of the NLO (MS) results as illustrated in Fig. 2.20 for the DY–asymmetry. There we display our dynamical NLO ($\overline{MS}$) result for $\sigma_{\text{dd}} / 2\sigma_{\text{pp}}$ together with the ±1 $\sigma$ uncertainty band as well as the previous GRV98 result which agree in the statistically relevant $x$–region, with $x_2$ referring to the average fractional momentum of the target partons. The dynamical NNLO ($\overline{MS}$) as well as the results from the “standard” NNLO AMP06 fit [105] are only marginally different (cf. [5]); being the differences between all the theoretical predictions much smaller than the experimental errors.

Figure 2.21: Our dynamical NLO result in the $\overline{MS}$ factorization scheme, together with its ±1 $\sigma$ uncertainty, for $\sigma_{\text{dd}} / 2\sigma_{\text{pp}}$, with $\sigma_{\text{pp}} = \frac{d^2\sigma_{\text{pp}}}{dM dx}$, as a function of the average fractional momentum $x_2$ of the target partons. The GRV98 NLO result [119] is shown for comparison. The dynamical NLO (DIS) result is shown by the dashed–dotted curve. The data for the dimuon mass range $4.6 \leq M_{\mu^+\mu^-} \leq 12.9$ GeV are taken from [139].
and than the 1σ uncertainty bands obtained in our NLO and NNLO analyses; which differ only marginally as well (cf. [5]).

Finally the $p\bar{p}$ CDF (Tevatron II) high–$p_T$ inclusive jet data [141] are compared in Fig. 2.21 with our dynamical LO and NLO (MS) results, as well as with the ones of CTEQ6 [95]. The small 1σ error bands are almost invisible on the huge logarithmic scale used. Our NLO result almost coincides with the one of CTEQ. There is a clear improvement at NLO as compared to LO which falls slightly below the data at $p_T \lesssim 300$ GeV. Nevertheless the LO high–$p_T$ fit corresponds to $\chi^2/dof \simeq 1$, which is only twice as large as at NLO (cf. Table A.1).

2.7 Astrophysical Relevance of the Dynamical Predictions

The predictive power of the dynamical model is especially important for investigations concerning $\nu N$ cross–sections [160–162] of ultrahigh energy cosmic neutrinos produced via astrophysical processes, e.g. in active galactic nuclei, black holes or in the decays of very massive particles (see, for example, [163, 164] for more details). Here one needs a somewhat reliable knowledge of parton distributions at the weak scale $Q^2 = M_W^2$ down to $x \simeq 10^{-9}$ ($x \simeq \frac{M_W^2}{2m_{\nu E_N}}$) at the highest energies of $E_\nu \simeq 10^{12}$ GeV which in the “standard” approach requires extrapolations into yet unmeasured regions. As our parameter–free small–$x$ predictions for parton distributions at $x < 10^{-2}$ are entirely of QCD–dynamical origin and depend rather little on the detailed input parameters at $x \gtrsim 10^{-2}$, it is interesting to study these predictions in kinematic regions not accessible by
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Figure 2.23: Dynamical NLO (MS) predictions for $F_2^p(x,Q^2)$, together with their 1σ uncertainties, for extremely small values of $x$. The 1σ uncertainties of the standard (std) NLO fit extrapolations are shown by the vertical bars. The dotted curves are the contributions from the light ($n_f = 3$) quarks and gluons to $F_2^p$ for the dynamical (dyn) NLO result. In other words, the difference between the dotted and solid curves is due to NLO heavy quark (charm, bottom) contributions which derive from photon–gluon (quark) fusion processes. The dynamical GRV98 predictions lie within the ±1σ band of our present dynNLO predictions.

Since $F_2^p(x,Q^2)$ is, in the very small–$x$ region, dominated by $\bar{u}(x,Q^2)$ and $\bar{d}(x,Q^2)$, as are the CC neutrino–(isoscalar) nucleon cross–sections, the $F_2^p$ structure function can be utilized for estimating the magnitude of uncertainties of the predictions in the extreme small–$x$ region, which are shown in Fig. 2.22. At $Q^2 = M_W^2$ our dynamical NLO predictions correspond to a ±1σ uncertainty of about ±7% at $x = 10^{-9}$ whereas the uncertainty of the extrapolation of a “standard” fit is about twice as large. At smaller scales the uncertainties obviously increase as illustrated in Fig. 2.22 at $Q^2 = 100$ GeV$^2$. Taking into account previous extrapolation ambiguities [119], one can conclude [160] that the dynamically predicted small–$x$ parton distributions allow neutrino–nucleon cross–sections to be calculable with an accuracy of about 10% at the highest cosmic neutrino energies. It should be mentioned that an ad hoc fixed power law of $x$ extrapolation of the standard CTEQ6.5 structure functions [98] to $x = 10^{-8}$ at $Q^2 = M_W^2$ lies, accidentally, only about 10% below our dynamical NLO prediction in Fig. 2.22. On the other hand, an alternative parametrization [165] of present HERA (ZEUS) data which is not QCD oriented but based on analyticity and unitarity gives, when extrapolated to $x = 10^{-8}$, a factor of about 6 smaller a value...
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for $F_2^p(10^{-8}, M_W^2)$ than our result in Fig. 2.22. Since the perturbative dynamical QCD predictions for the small-$x$ behavior of structure functions down to $x = 10^{-5}$ proved to be in agreement with later HERA measurements as discussed in Sec. 2.6, it is hard to imagine that perturbative QCD dynamics and evolutions should become entirely inappropriate at $x = 10^{-5}$ to $10^{-9}$ at even much larger scales.

2.8 The Longitudinal Structure Function

The importance of using the experimentally directly measured “reduced” DIS cross-sections $\sigma_{NC}^r$ (cf. Eq. 1.41) for the determination of parton distributions has been emphasized in [110].

As mentioned, for not too large values of $Q^2$ this quantity is dominated by the one-photon exchange structure functions, in particular by $F_2$. However, the effect of $F_L$ becomes increasingly relevant as $x$ decreases at a given $Q^2$, where $y$ increases. This is seen in the data as a flattening of the growth of $\sigma_r(x, Q^2)$ as $x$ decreases to very small values, at fixed $Q^2$, leading eventually to a turnover as can be seen in Fig. 2.23. At the lower values of $Q^2$ in Fig. 2.23 it was not possible in [110] to reproduce this turnover at NLO. This was mainly due to the negative longitudinal cross-section (negative $F_L(x, Q^2)$) encountered in [85, 110]. Since all of our cross-sections and subsequently all structure functions are manifestly positive throughout the whole kinematic region considered,

![Figure 2.24: The dynamical NNLO predictions, together with their \( \pm 1 \sigma \) uncertainties, for the “reduced” DIS cross-section $\sigma_r(x, Q^2) = F_2 - (y^2 / Y_t) F_L$. The uncertainty bands of our previous dynamical NLO results (dashed curves) are very similar in size [3] as the ones shown for NNLO. The HERA data for some representative fixed values of $Q^2$ are taken from [106, 123–126].](image)
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Figure 2.25: Our dynamical NNLO predictions for \( \sigma_r(x,Q^2) \) for different proton beam energies \( E_p \) relevant for most recent HERA–H1 measurements [166]. The \( \pm 1 \sigma \) uncertainty bands are similar to the ones shown in Fig. 2.23. Notice that the curves terminate when \( y = 1 \).

our dynamical NLO and NNLO results in Fig. 2.23 are in good agreement with all small–\( x \) HERA measurements [106, 123–126]. The same holds true for our “standard” NLO and NNLO results which, besides having wider uncertainty bands, are almost indistinguishable from the dynamical ones shown in Fig. 2.23. In Fig. 2.24 we display our NNLO results for the “reduced” cross-section at different proton beam energies \( E_p \), relevant for most recent H1 measurements [159]. The turnover at small \( x \) becomes more pronounced at smaller energies because of the larger values of \( y \). Our dynamical small–\( x \) predictions are fully compatible with the (preliminary) H1 data presented in [166].

Turning now to \( F_L \) itself we present our dynamical and “standard” LO, NLO and NNLO predictions Fig. 2.25, together with the small subdominant charm contributions at LO and NLO. These gluon–dominated dynamical predictions become perturbatively stable already at \( Q^2 \gtrsim 2–3 \) GeV\(^2\), where precision measurements could even delineate NNLO effects in the very small–\( x \) region. This is in contrast to the common “standard” results, as has been already observed in [149], but the differences between the NNLO and NLO results are here less distinguishable due to the much larger \( 1 \sigma \) uncertainty bands which partly overlap in the very small–\( x \) region. It should be noticed that the NLO/NNLO instabilities implied by the “standard” fit results obtained in [85, 110] at \( Q^2 \lesssim 5 \) GeV\(^2\) are far more violent than the ones shown in Fig. 2.25 for our “standard” results, which is mainly due to the negative \( F_L(x,Q^2) \) encountered in [85, 110]. The perturbative stability in any scenario becomes in general better the larger \( Q^2 \), typically beyond 4 – 5 GeV\(^2\) [36,
Figure 2.26: Dynamical and “standard” parton model LO, NLO and NNLO predictions for $F_L(x, Q^2)$ together with the ±1σ uncertainty bands at NLO and NNLO. The heavy charm ($c$) contributions at LO (short–dashed curves) and NLO (long–dashed curves) are shown as well. The results at $Q^2 = 100$ GeV$^2$ are multiplied by 0.5 as indicated.
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Figure 2.27: Dynamical and “standard” NNLO and NLO predictions for $F_L(x, Q^2)$ at a fixed value of $W = 276$ GeV. The NLO (MS) results are taken from [3]. The (partly preliminary) H1 data [106, 125, 167, 168] are at fixed $W \simeq 276$ GeV.

85, 110, 149], as evident from Fig. 2.25. This is due to the fact that the $Q^2$ evolutions eventually force any parton distribution to become sufficiently steep in $x$. It should be mentioned that the sizeable discrepancies between NNLO and NLO predictions at $Q^2 \simeq 2$ GeV$^2$ and $x \simeq 10^{-5}$ in Fig. 2.25 are not too surprising since $Q^2 \simeq 2$ GeV$^2$ represents somehow a borderline value for the leading twist–2 contribution to become dominant at small–$x$ values. This is further corroborated by the observation that the dynamical NNLO and NLO twist–2 fits slightly undershoot the HERA data for $F_2$ at $Q^2 \lesssim 2$ GeV$^2$ in the small–$x$ region (cf. Figs. 2.14 and 2.15), which indicates that nonperturbative (higher–twist) contributions to structure functions become relevant there [3, 119].

For completeness we finally compare in Fig. 2.26 our (leading–twist) NNLO dynamical and “standard” predictions for $F_L(x, Q^2)$, together with their $\pm 1\sigma$ error bands, with a representative selection of (partly preliminary) H1 data [106, 125, 167–169] at fixed $W \simeq 276$ GeV. For comparison we also show in Fig. 2.26 our NLO results which have comparable, although somewhat larger, uncertainty bands (cf. [3]); note as well that the uncertainties of the dynamical predictions are again smaller than the corresponding to the “standard” fits. All our NNLO and NLO results for $F_L$, being gluon dominated in the small–$x$ region, are in full agreement with present measurements which is in contrast to expectations [84, 85, 110] based on negative parton distributions and structure functions at small values of $x$. To illustrate the manifest positive definiteness of our dynamically generated structure functions at $Q^2 \gtrsim Q_0^2$, we show $F_L(x, Q^2)$ in Fig. 2.26 down to small values of $Q^2$ although, as mentioned, leading twist–2 predictions need not necessarily be confronted with data below, say 2 GeV$^2$. 
2.9 The Role of Heavy Quark Flavors in DIS

In this and the following section we compare fixed flavor number scheme (FFNS) and (zero-mass) variable flavor number scheme (VFNS) parton model predictions at high energy colliders at LO and NLO of QCD. Based on our LO– and NLO–FFNS dynamical and “standard” parton distributions [3], we generate radiatively sets of VFNS parton distributions [4], where also the heavy quark flavors are considered as massless partons within the nucleon. In this section we focus on the role of these distributions in deep inelastic scattering, while in the next one we study their implications for hadron colliders. In particular we show that the VFNS predictions are compatible with the reliable FFNS ones for processes in which the invariant mass of the produced system far exceeds the mass of the participating heavy quark flavor [4].

As explained in Sec. 1.9, the VFNS is characterized by increasing the number of massless partons \( n_F \) by one unit at the unphysical thresholds \( Q^2 = m_h^2 \), starting from \( n_F = 3 \) at \( Q^2 = m_c^2 \), i.e. \( c(x, m_c^2) = \tilde{c}(x, m_c^2) = 0 \) up to NLO. Thus the “heavy” \( n_F > 3 \) quark distributions are perturbatively uniquely generated from the \( n_F - 1 \) ones via the massless renormalization group equations (evolution). The VFNS heavy quark contributions are therefore calculated in analogy to those of the light quarks, e.g. their contributions to DIS structure functions follow Sec. 1.7. Our choice for the input of the “heavy” \( h = c, b \) VFNS distributions are our FFNS distributions at \( Q^2 = m_h^2 \). The VFNS predictions at scales \( Q^2 \gg m_h^2 \) should become insensitive to this, somewhat arbitrary, input selection [103], whose virtues are the fulfillment of the standard sum–rule constraints (cf. Eq. 2.3) together with reasonable shapes and sizes of the various input distributions.

Since the deep inelastic structure function \( F_2(x, Q^2) \) plays an instrumental role in determining the parton distributions of the nucleon, we consider as a first test of the VFNS “heavy” quark distributions the charm and bottom contributions to this quantity. In Fig. 2.27 we compare our VFNS results, with \( \mu^2 = Q^2 \) as usual\(^9\) (cf. Sec. 1.7), with recent HERA data on heavy quark electroproduction. It can be seen that the data are, except for higher \( Q^2 \), very badly described by the VFNS results. This well–known fact is moreover totally expected since the VFNS appear as a resummation of the FFNS contributions, which make sense only for \( Q^2 \gg m_h^2 \). For this same reason it is not common to find comparisons of (ZM) VFNS predictions with heavy quark production data, especially near threshold; we show them here nevertheless because while presenting our results we got involved in discussions where we realized that the reader may not be aware of (or even reluctant to accept) this well–established fact. Note as well the excellent agreement of the FFNS predictions (already discussed in Sec. 2.6) and that, despite the common belief that “non–collinear” logarithms \( \ln \frac{Q^2}{m_h^2} \) need to be resummed, for \( Q^2 \gg m_h^2 \) present data are not sufficiently accurate to discriminate between VFNS and FFNS results in Fig. 2.27. At this point it is worth to recall that, in contrast to what it is sometimes assumed, the calculations in both schemes do not converge in the limit \( Q^2 \gg m_h^2 \) since, even in this limit, the FFNS results always contain contributions from the (physical) threshold region \( \hat{s} \gtrsim \hat{s}_{th} = 4m_h^2 \) (cf. Sec. 1.9 and [48]).

\(^9\)Notice that here and in the following \( \mu = \mu_F = \mu_R \) where \( \mu_R \) and \( \mu_F \) are the renormalization and factorization scales respectively.

As mentioned, this choice is dictated by the fact that our (and all other presently available) parton distributions were determined and evolved with \( \mu_F = \mu_R \), i.e. with the commonly adopted standard evolution equations.
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In Figs. 2.28 and 2.30 we compare the VFNS (\(\mu^2 = Q^2\)) with the FFNS predictions for \(F_2^c(x, Q^2)\) and \(F_2^b(x, Q^2)\) respectively, here we choose \(\mu^2 = Q^2 + 4m_h^2\) for the FFNS so that both scales become approximately equal in the limit \(Q^2 \gg m_h^2\); as mentioned the FFNS results are not very sensitive to this specific choice of the factorization and renormalization scale [48]. Notice that the NLO–VFNS predictions for \(xh\) (short–dashed curves) are very similar to the ones for \((2\epsilon_h^2)^{-1}F_2^h\) (dashed curves) despite the fact that \((2\epsilon_h^2)^{-1}F_2^h = (1 + \alpha_sc_q) \otimes h + \frac{1}{2}\alpha_sc_q \otimes g\), i.e. the \(\alpha_s\) quark and gluon contributions almost cancel. As expected [48] the discrepancies between the predictions for \(xh(x, Q^2)\) in the VFNS and for \((2\epsilon_h^2)^{-1}F_2^h(x, Q^2)\) in the FFNS in the relevant kinematic region (small \(x\), large \(Q^2\)) never disappear and can amount to as much as about 30% at very small–\(x\), even at \(W^2 = Q^2(\frac{1}{2} - 1)\) far above threshold, i.e. \(W^2 \gg \tilde{s}_h\). This is due to the fact that here the ratio of the threshold energy \(\sqrt{\tilde{s}_h}\) of the massive subprocess (\(\gamma^* g \rightarrow hh\), etc.) and the mass of the produced heavy quark \(\sqrt{\tilde{s}_h}/m_h = 2\) is not sufficiently high to exclude significant contributions from the threshold region. Even for the lightest heavy quark, \(h = c\), such non–relativistic (\(\beta_c = |\vec{p}_c|/E_c \ll 0.9\)) threshold region contributions to \(F_2^c(x, Q^2)\) are sizeable for \(W^2 \lesssim 10^6\) GeV\(^2\) due to significant \(\beta_c < 0.9\) contributions, and the situation becomes worse for \(h = b\) [48].
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Figure 2.29: The predicted $x$–dependencies of $\frac{9}{8} F_2^c(x, Q^2)$ in the FFNS and VFNS at some typical fixed values of $Q^2$. For the FFNS the renormalization and factorization scales are chosen to be $\mu^2 = \mu_F^2 = \mu_R^2 = Q^2 + 4m_c^2$ with $m_c = 1.3$ GeV, and, as usual, $\mu^2 = Q^2$ for the VFNS. The NLO–VFNS charm distribution is given by $x_c(x, Q^2)$ as shown by the short–dashed curves.

Figure 2.30: As in Fig. 2.28 but for bottom production, i.e. $\frac{9}{2} F_2^b(x, Q^2)$, choosing $\mu^2 \equiv \mu_F^2 = \mu_R^2 = Q^2 + 4m_b^2$ with $m_b = 4.2$ GeV for the FFNS. The short–dashed curves show the NLO–VFNS bottom distribution $x_b(x, Q^2)$. 
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Figure 2.31: LO predictions for the $x$-dependencies of the weak charged–current structure function $\frac{1}{2} F_{2, tb}^{CC}(x, Q^2)$ for $t\bar{b}$ production in the FFNS at some typical fixed values of $Q^2$; here the momentum scale is chosen to be $\mu^2 = \mu_F^2 = Q^2 + (m_t + m_b)^2$ with $m_t = 175$ GeV. These predictions are compared with the bottom distribution $\xi_b(\xi, Q^2 + m_t^2)$ in the VFNS where $\xi = x(1 + \frac{m_t^2}{Q^2})$.

This is in contrast to processes where one of the produced particles is much heavier than the other one, like the weak CC contribution $W^+ g \rightarrow t\bar{b}$ to $F_{2}^{CC}$. Here $\sqrt{s_{th}}/m_b = \frac{m_t + m_b}{m_b} \gg 1$ and the extension of the threshold region where $\beta_{\bar{b}} \lesssim 0.9$, being proportional to $m_b/\sqrt{s_{th}} \ll 1$, is strongly reduced as compared to $\frac{m_t}{m_b} = 0.5$ in the former case of $h\bar{h}$ production. Thus the single top production rate in $W^+ g \rightarrow t\bar{b}$ is dominated by the (beyond–threshold) relativistic region where $\beta_{\bar{b}} > 0.9$ and therefore is expected to be well approximated by $W^+ b \rightarrow t$ where $b$ is an effective massless parton within the nucleon. In Fig. 2.30 we compare the LO FFNS\textsuperscript{10} predictions for $\frac{1}{2} F_{2, tb}^{CC}(x, Q^2)$ with the corresponding VFNS ones for $\xi_b(\xi, Q^2 + m_t^2)$, where the latter refers to the $W^+ b \rightarrow t$ transition using the slow rescaling variable [170, 171] $\xi = x(1 + \frac{m_t^2}{Q^2})$ with $m_t = 175$ GeV; for $F_{2, tb}^{CC}(x, Q^2)$ we used $\mu^2 = \mu_F^2 = Q^2 + (m_t + m_b)^2$. As expected the differences between the two schemes are here less pronounced than in the case of $c\bar{c}$ and $b\bar{b}$ electroproduction in Figs. 2.28 and 2.30.

\textsuperscript{10}Notice that the fully massive NLO FFNS QCD corrections to $W^+ g \rightarrow t\bar{b}$ are unfortunately not available in the literature.
2.10 Weak Gauge Boson and Higgs Production at Tevatron and LHC

The results of Sec. 2.9 indicate that one may resort to the simpler VFNS with its massless $h(x, Q^2)$ distributions to estimate rather reliably the production rates of heavy quarks, gauge bosons, Higgs scalars, etc. at Tevatron and LHC energies, for processes in which the invariant mass of the produced system far exceeds the mass of the participating heavy quark flavor. As a next test of these VFNS distributions we turn now to hadronic $W^\pm$ production and present in Fig. 2.31 our [4] LO/NLO FFNS/VFNS predictions for $\sigma(p\bar{p}\rightarrow W^\pm X)$ as compared to the data [172–176] and to predictions based on the NLO CTEQ6.5 distributions [98]. Although quantitatively slightly different, the dominant light quark contributions in the FFNS ($u\bar{u}\rightarrow W^+, u\bar{s}\rightarrow W^+$, etc.) are due to the same subprocesses as in the VFNS, but the relevant heavy quark contributions have been calculated via $g\bar{s}(d)\rightarrow \bar{c} W^+, g u\rightarrow b W^+$, etc. as compared to $c\bar{s}(d)\rightarrow W^+, \bar{b} u\rightarrow W^+$, etc. in the VFNS. Here we again expect the VFNS with its effective massless “heavy” quark distributions $h(x, Q^2)$ to be adequate, since non–relativistic contributions from the threshold region in the FFNS are suppressed due to $\sqrt{s_{th}}/m_{c,b} \approx M_W/m_{c,b} \gg 1$. Taking into account that the NLO/LO $K$ factor is expected [67] to be in the range of 1.2 – 1.3, our LO–FFNS predictions in Fig. 2.31 imply equally agreeable NLO predictions as the (massless quark) NLO-VFNS ones shown by the solid and dashed–dotted curves in Fig. 2.31.

![Figure 2.32: Our (GJR) [4] predictions for the total $W^+ + W^-$ production rates at $p\bar{p}$ colliders. The data have been taken from [172–176] and the NLO–VFNS CTEQ6.5 distributions from [98]. The adopted momentum scale is $\mu^2 \equiv \mu_F^2 = \mu_R^2 = M_W^2$. The scale uncertainty of our NLO GJR predictions, due to varying $\mu$ according to $\frac{1}{2} M_W \leq \mu \leq 2 M_W$, amounts to less than 2% at $\sqrt{s} = 1.96$ TeV, for example.](image-url)
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|                      | VFNS: NLO (LO) |          | FFNS: NLO (LO) |          |
|----------------------|----------------|----------|----------------|----------|
|                      | W⁺ | W⁻ | W⁺ + W⁻ | W⁺ | W⁻ | W⁺ + W⁻ | ud            | us    |
| ud                   | 87.7 (77.6) | 60.6 (52.6) | 148.3 (130.3) | 93.3 (81.9) | 64.6 (55.7) | 157.9 (137.6) | ud            | us    |
| us                   | 3.9 (3.3)  | 1.3 (1.2) | 5.3 (4.5) | 4.2 (3.5) | 1.5 (1.3) | 5.7 (4.8) | us            |        |
| ub                   | 7.3 (7.0) × 10⁻⁴ | 2.3 (2.2) × 10⁻⁴ | 9.6 (9.2) × 10⁻⁴ | (6.5) × 10⁻⁴ | (1.8) × 10⁻⁴ | (8.3) × 10⁻⁴ | gu → bW |        |
| cd                   | 1.3 (1.1) | 2.3 (2.0) | 3.6 (3.1) | (1.0) | (2.0) | (3.0) | gd → cW |        |
| cs                   | 14.7 (12.2) | 14.7 (12.2) | 29.4 (24.3) | (10.6) | (10.6) | (21.3) | gs → cW |        |
| cb                   | 1.5 (1.4) × 10⁻² | 1.5 (1.4) × 10⁻² | 2.9 (2.7) × 10⁻² | 2.9 (2.7) × 10⁻² | 2.9 (2.7) × 10⁻² | 2.9 (2.7) × 10⁻² |        |        |
| total                | 107.5 (94.2) | 79.1 (67.9) | 186.5 (162.1) | 111.4 (97.0) | 81.2 (69.6) | 192.7 (166.7) | total |        |

Table 2.1: NLO (LO) VFNS and FFNS predictions for W⁺⁺ production at LHC. The uncertainties implied by different scale choices are summarized in Eqs. 2.12 and 2.13. The total NLO–FFNS rates are obtained by adopting an expected [67] K–factor of 1.2 for the subleading gluon initiated LO rates involving the heavy c and b quarks.

In Table 2.0 we present our VFNS and FFNS predictions for W⁺⁺ production at LHC and compare the relevant subprocess contributions to \( \sigma(pp \to W^+X) \) at \( \sqrt{s} = 14 \text{ TeV} \). The light quark fusion contributions in the ud and us sector turn out to be somewhat larger in the FFNS than in the VFNS which is due to the fact that the u, d, s (and gluon) distributions are evolved for fixed \( n_F = 3 \) in the FFNS. More interesting, however, are the subprocesses involving heavy quarks. Here the LO–VFNS is capable to reproduce, to within less than 15%, the LO–FFNS predictions based on the gluon–induced fixed–order subprocesses \( gu \to bW \), \( gd \to cW \) and in particular on the sizeable CKM non–suppressed \( gs \to cW \) contribution. As mentioned above, the NLO corrections to these latter heavy quark contributions cannot be calculated for the time being. However, since these contributions amount to about only 15% of the total FFNS results for \( W^\pm \) production (being dominated by the light ud and us fusions in Table 2.0), we can safely employ the expected [67] \( K \) factor of \( K \simeq 1.2 \) for the relevant \( gd \to cW \) and \( gs \to cW \) LO contributions in Table 2.0 for obtaining the total NLO–FFNS predictions without committing any significant error. The resulting total rate for \( W^+ + W^- \) production at LHC of 192.7 ± 4.7 nb is comparable to our NLO–VFNS prediction in Table 2.0 of 186.5 ± 4.9 nb where we have added the \( \pm 1 \sigma \) uncertainties implied by our dynamical parton distributions. Using our “standard” FFNS parton distributions instead of the dynamical ones for generating the VFNS distributions, the dynamical NLO–VFNS prediction slightly increases to 190.7 nb. This latter prediction reduces to 181.0 nb when using the smaller scale \( \mu^2 = \frac{1}{2} M_W^2 \). The scale uncertainties of our predictions are defined by taking \( \frac{1}{2} M_W \leq \mu \leq 2 M_W \), using \( M_W = 80.4 \text{ GeV} \), which gives rise to the upper limits (\( \mu = 2 M_W \)) and lower limits (\( \mu = \frac{1}{2} M_W \)) of our predicted cross–sections. In this way we obtain the following total uncertainty estimates of our NLO predictions at LHC:

\[
\sigma(pp \to W^+ + W^- + X) = \begin{cases} 
186.5 \pm 4.9_{-5.5}^{+4.8} \text{nb} & \text{(VFNS)} \\
192.7 \pm 4.7_{-4.8}^{+3.8} \text{nb} & \text{(FFNS)}
\end{cases}
\]

and, for completeness, at LO

\[
\sigma(pp \to W^+ + W^- + X) = \begin{cases} 
162.1 \pm 3.9_{-21.8}^{+20.3} \text{nb} & \text{(VFNS)} \\
166.7 \pm 4.0_{-19.0}^{+17.3} \text{nb} & \text{(FFNS)}
\end{cases}
\]

where the subscript “pdf” refers to the 1 \( \sigma \) uncertainties of our parton distribution functions.
For comparison, the NLO–VFNS prediction of CTEQ6.5 [98] is 202 nb with an uncertainty of 8%, taking into account a pdf uncertainty of slightly more than 2σ. Similarly, MRST [84, 85] predict about 194 nb. From these results we conclude that, for the time being, the total \( W^\pm \) production rate at LHC can be safely predicted within an uncertainty of about 10% irrespective of the factorization scheme.

It is also interesting to study the dependence of the FFNS predictions for the contributions to \( W^\pm \) production involving heavy quarks on the chosen scale \( \mu \) as shown in Figs. 2.32 and 2.34. In these figures we compare the \( gs \rightarrow cW \) initiated production rates in the FFNS with the quark fusion \( cs \rightarrow W \) ones in the VFNS and similarly the \( gd \rightarrow cW \) ones with the \( cd \rightarrow W \) fusion respectively. These factorization scheme dependencies are rather mild for the LO–FFNS predictions, in contrast to the situation for the LO–VFNS predictions which stabilize, as expected, at NLO. The mild \( \mu \) dependence is similar to the situation encountered in \( tW \) production [67] via the subprocess \( gb \rightarrow tW^- \).

A similar situation, where the invariant mass of the produced system sizeably exceeds the mass of the participating heavy quarks, is encountered in (heavy) Higgs \( H \) production accompanied by two heavy \( b \)–quarks, for example. Here \( H = H^0_{SM}; h^0, H^0, A^0 \) denotes the SM Higgs–boson or a light scalar \( h^0 \), a heavy scalar \( H^0 \) and a pseudoscalar \( A^0 \) of supersymmetric theories with \( M_H \gtrsim 100 \) GeV. In the FFNS the dominant production mechanism starts with the LO subprocess \( gg \rightarrow b\bar{b}H \) (\( q\bar{q} \rightarrow b\bar{b}H \) is marginal), to be compared with the \( b\bar{b} \) fusion subprocess in the VFNS starting with \( b\bar{b} \rightarrow H \) at LO. Again, \( \sqrt{s_{th}}/m_b = \frac{2m_b + M_H}{m_b} \gtrsim \frac{M_H}{m_b} \gg 1 \) in the FFNS which indicates that the simpler LO and NLO (NNLO) VFNS \( b\bar{b} \) fusion subprocesses may serve as a reasonable effective approximation. Within the scale uncertainties it turns out that the FFNS and VFNS predictions at NLO are compatible [177–180]. This result holds for scale choices\(^{\text{11}} \) \( \mu_{R,F} = (\frac{1}{8} \text{ to } \frac{1}{4})\sqrt{s_{th}} \) with \( \frac{1}{4}\sqrt{s_{th}} \) being considered as a suitable “central” choice in \( b(x, \mu_F^2) \) for calculations based on the \( b\bar{b} \) fusion process in the VFNS. It should, however, be mentioned that the VFNS tends to somewhat overestimate [177–180] the exact FFNS Higgs–boson production rates by about\(^{\text{10}} \) 10 to 20%.

Finally let us note that all our results and comparisons concerning the VFNS hold irrespective of the specific parametrizations used for the “heavy” \( h(x, Q^2) \) distributions. When comparing our VFNS distributions [4] with the ones of CTEQ6.5 [98], the relevant ratios vary for \( 10^{-4} \lesssim x \lesssim 0.1 \) at most between 0.9 – 1.1 at LO and NLO; similar results hold for other VFNS distributions, e.g., those of [103]. This is illustrated more quantitatively in Fig. 2.34, where we compare our \( c, b \) and gluon distributions with the ones of CTEQ6 [95] and CTEQ6.5 [98] in the relevant region of \( x \lesssim 0.3 \) at \( Q^2 = M_W^2 \). The ratios for the light \( u \)– and \( d \)–distributions are even closer to 1 than the ones shown in Fig. 2.34, typically between 0.95 and 1.05.

\(^{\text{11}}\)Note that the independent variation of \( \mu_R \) and \( \mu_F \) considered in [177–180] is, as mentioned before, not strictly compatible with the utilized parton distributions determined and evolved according to \( \mu_R = \mu_F \).

65
2. Analysis and Results

Figure 2.33: The scale ($\mu^2 \equiv \mu^2_F = \mu_R^2$) dependence of the LO–FFNS contribution to the total $W^+ + W^-$ production rates due to the subprocesses $g s \to cW$ and $g d \to cW$ compared to the LO and NLO ones in the VFNS due to $c s \to W$ and $g d \to cW$ fusion respectively. The results refer to the $p p$–LHC ($\sqrt{s} = 14$ TeV) and to the $p \bar{p}$–Tevatron ($\sqrt{s} = 1.96$ TeV) with the latter ones being multiplied by the indicated factor of 10 as indicated.

Figure 2.34: As in Fig. 2.32 but for the FFNS subprocess $g d \to cW$ to be compared with $c d \to W$ in the VFNS. The results for the Tevatron ($\sqrt{s} = 1.96$ TeV) are multiplied by a factor of 5 as indicated.
2.11. Isospin Violations and the NuTeV Anomaly

The NuTeV collaboration has reported [181] a measurement of the Weinberg angle $s_W^2 \equiv \sin^2 \theta_W$ which is approximately three standard deviations above the world average of other electroweak measurements (“anomaly”), i.e. $\sin^2 \theta_W = 0.2277 \pm 0.0013 \pm 0.0009$ as compared to the world average of $\sin^2 \theta_W = 0.2228 \pm 0.0004$. Although the NuTeV group has included several uncertainties in their original analysis, e.g. effects due to a non–isoscalar target, higher–twists, charm production, etc.; several sources, spanning from new physics to nuclear effects, have been proposed to explain this discrepancy (see, for instance, [182–185]). Among them isospin-symmetry violating contributions of the parton distributions in the nucleon and effects caused by the strange sea asymmetry $s \neq \bar{s}$ turn out to be relevant. According to the experimental methods used for the extraction of the Weinberg angle from measurements of

$$R^{(\nu)}(x, Q^2) \equiv \frac{d^2 \sigma^{(\nu)N}_{NC}(x, Q^2)}{d^2 \sigma^{(\nu)N}_{CC}(x, Q^2)}, \quad (2.14)$$

the NuTeV collaboration have presented [182] functionals $F[s_W^2, \delta q; x]$ (cf. Fig. 2.35) which permit the evaluation of the shifts in the NuTeV result for $s_W^2$ caused by a momentum distribution asymmetry $\delta q(x, Q^2)$ as:

$$\Delta s_W^2 = \int_0^1 F[s_W^2, \delta q; x] \delta q(x, Q^2) \, dx \quad (2.15)$$

where the asymmetries are evaluated at $Q^2 \simeq 10$ GeV$^2$ appropriate for the NuTeV experiment.

We [1, 2] shall approach the issue of isospin violations following Sec. 1.5 within the frame-
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Figure 2.36: The functionals describing the shift in the NuTeV $s^3_W$ measurement caused by isospin and strange sea asymmetries in the nucleon as presented in [182].

work of the dynamical (radiative) parton model and obtain predictions which depend on a single free parameter, required by the nonperturbative contributions and chosen to be $m_q = 10$ MeV, i.e. of the order of the current quark masses, which are the usual kinematical lower bound for a photon emitted by a quark (similar to the electron mass $m_e$ for a photon radiated off an electron [186]). We integrate Eq. 1.32 as:

$$
\delta u_v(x, Q^2) = \frac{\alpha}{4\pi} (e_u^2 - e_d^2) \int \frac{d \ln q^2}{q^2} \int_0^1 \frac{dy}{y} P_{qq}^{(0)} (\frac{\xi}{y}) u_v(y, q^2)
$$

$$
\delta d_v(x, Q^2) = -\frac{\alpha}{4\pi} (e_u^2 - e_d^2) \int \frac{d \ln q^2}{q^2} \int_0^1 \frac{dy}{y} P_{qq}^{(0)} (\frac{\xi}{y}) d_v(y, q^2),
$$

(2.16)

and similarly for $\delta \bar{u}$ and $\delta \bar{d}$. To evaluate this equation we use the LO parton distributions $q_v(x, q^2)$ and $\bar{q}(x, q^2)$ of the dynamical (radiative) parton model from [119]12. The parton distributions at $q^2 < \mu^2_{LO}$, where $\mu^2_{LO} = 0.26 \text{ GeV}^2$ is the input scale in [119], are taken to equal their values at the input scale $\mu^2_{LO}$. The resulting valence and sea asymmetries at $Q^2 = 10 \text{ GeV}^2$ are presented in Figs. 2.36 and 2.38 respectively. The valence asymmetries are compared with nonperturbative bag model results from [185] which arise from an entirely different origin, namely through the mass differences $\delta m = m_d - m_u$ and $\delta M = M_n - M_p$. As can be seen, our radiative QED predictions and the bag model estimates are comparable for $\delta u_v$ but differ considerably for $\delta d_v$. Although

12Note that our new dynamical distributions where not available at the time of making our original analysis [2] of the NuTeV anomaly. Our results are however very similar to the GRV98 ones (cf. Sec. 2.4).
2.11. Isospin Violations and the NuTeV Anomaly

Figure 2.37: The isospin violating “majority” $\delta u_v$ and “minority” $\delta d_v$ valence quark distributions evaluated at $Q^2 = 10 \text{ GeV}^2$. Our radiative QED predictions are calculated according to Eq. 2.16; the bag model estimates have been taken from [185].

Figure 2.38: The isospin violating sea distributions $\delta \bar{u}$ and $\delta \bar{d}$ at $Q^2 = 10 \text{ GeV}^2$ calculated according to Eq. 2.16 with $u_v, d_v$ replaced by $\bar{u}, \bar{d}$ respectively.
our method differs somewhat from a similar evaluation [30] of the QED isospin violations, our resulting $\delta q_v(x, Q^2)$ turn out to be quite similar as already anticipated there [30].

Turning now to the impact of our results on the NuTeV anomaly we present in Table 2.1 the corrections to $s^2_W$ evaluated according to Eq. 2.15. For comparison, the QED valence isospin asymmetries of [30] imply, via Eq. 2.15, contributions to $\Delta s^2_W$ similar to ours, namely $-0.00090$ and $-0.00043$ due to $\delta u_v$ and $\delta d_v$, respectively. Also shown in Table 2.1 are the additional contributions to $\Delta s^2_W$ stemming from the nonperturbative hadronic bag model calculations. In addition we use a nonperturbative estimate [188] for the effects caused by the strange sea asymmetry. Both additional contributions are comparable in size to our radiative QED results; the total correction becomes:

$$
\Delta s^2_W|_{\text{total}} = \Delta s^2_W|_{\text{QED}} + \Delta s^2_W|_{\text{bag}} + \Delta s^2_W|_{\text{strange}}
= -0.0011 - 0.0015 - 0.0017 = -0.0043
$$

Thus the NuTeV measurement of $\sin^2 \theta_W = 0.2277(16)$ would be shifted to $\sin^2 \theta_W = 0.2234(16)$, which is in agreement with the standard value 0.2228(4).

| $\Delta s^2_W$ | $\delta u_v$ | $\delta d_v$ | $\delta \bar{u}$ | $\delta \bar{d}$ | total |
|-----------------|----------|----------|-----------|-----------|-------|
| QED             | -0.00071 | -0.00033 | -0.000019 | -0.000023 | -0.0011 |
| bag             | -0.00065 | -0.00081 | —         | —         | -0.0015 |
Summary and Conclusions

Utilizing recent NC DIS structure function measurements and data on hadronic Drell–Yan dilepton production and high–$p_T$ inclusive jet production, we have updated the previous GRV98 [119] global fits for the dynamical parton distributions of the nucleon at LO and NLO of perturbative QCD and extended our analyses with an appropriate uncertainty analysis for each of our fits. The former dynamical distributions are compatible with the new ones at the 1 to 2σ level of the newly estimated uncertainties. Furthermore, we have extended our analyses to the NNLO, where the high–$p_T$ jet data as well as the heavy quark electroproduction data have been disregarded for consistency reasons, i.e. since NNLO corrections have not yet been calculated.

The small–$x$ structure of the dynamical distributions is generated entirely radiatively from valence–like, definite positive, input distributions at an optimally chosen input scale $\mu_0^2 < 1$ GeV$^2$. Our NLO results are stable with respect to the choice of factorization scheme (MS versus DIS) and the NNLO predictions are perturbatively stable with respect to the NLO ones and are in agreement with all present measurements for $Q^2 \gtrsim 2$ GeV$^2$. In general, the NNLO corrections imply an improved value of $\chi^2$, typically $\chi^2_{NNLO} \approx 0.9 \chi^2_{NLO}$. However, even though the dynamical NNLO uncertainties are somewhat smaller than the NLO ones, it turned out that present DIS precision data are still not sufficiently accurate to distinguish between NLO results and the minute NNLO effects of a few percent. The stability of these dynamical results guarantees reliable calculations of cross–sections for, e.g., heavy quark, $W^\pm$, $Z^0$, and high–$p_T$ jet production at hadron colliders like Tevatron and in particular LHC.

Our dynamical distributions have been compared with conventional “standard” ones obtained from non–valence–like positive gluon and sea input distributions at some arbitrarily chosen higher input scale $\mu_0^2 > 1$ GeV$^2$. For this purpose we have also performed common “standard” fits in exactly the same conditions as the dynamical ones but assuming $\mu_0^2 = 2$ GeV$^2$. Notice that, contrary to the dynamical approach, the finite small–$x$ behavior of the input gluon and sea distributions is here fitted, and not radiatively generated by QCD evolutions. For this reason as well as because of the sizably different evolution distances, i.e. sizably different $\mu_0^2$, the uncertainties of these less constrained “standard” distributions are larger than those of their dynamical counterparts, in particular in the small–$x$ region.

The more constrained ansatz of the dynamical model implies a certain predictive power, in particular in the present experimentally unexplored extremely small–$x$ region relevant for evaluating ultrahigh energy neutrino–nucleon cross–sections in astrophysical applications. Here we provide predictions down to $x \simeq 10^{-9}$ at the weak scale $Q^2 = M_W^2$ as required [160–162] for the highest cosmic neutrino energies of $10^{12}$ GeV. These predictions are strongly constrained within the dynamical parton model and are entirely of QCD-dynamical origin in the very small–$x$ region.
Since previous predictions [116, 117, 122] for the small–\(x\) region based on the dynamical parton model and the data available at the time were subsequently confirmed [120, 121] at HERA, the presently available very precise small–\(x\) data [106, 123–126] utilized here allows us to be quite confident about the reliability of our improved small–\(x\) predictions within the framework of the successful dynamical parton model.

Our predictions for the longitudinal structure \(F_L\) and results for the “reduced” DIS cross–section \(\sigma_r\) are in agreement with all HERA data, including the most recent H1 measurements, in particular in the small–\(x\) region and down to \(Q^2 = 2 \text{ GeV}^2\). The dynamical NLO/NNLO predictions for \(F_L\) are positive throughout the whole kinematic region considered and become perturbatively stable already at \(Q^2 = 2 – 3 \text{ GeV}^2\), where future precision measurements could even delineate NNLO effects in the very small–\(x\) region, where the NNLO uncertainty bands are smaller than the NLO ones. This is in contrast to the common “standard” approach, however instabilities and differences are here less distinguishable due to the much larger uncertainties.

In order to analyze the role of heavy quark flavors in high–energy colliders, we have generated radiatively sets of (zero-mass) VFNS parton distributions based on our FFNS LO and NLO dynamical parton distributions. We have confronted these VFNS and FFNS predictions in situations where the invariant mass of the produced system (\(h\bar{h}, t\bar{b}, cW, tW,\) Higgs–bosons, etc.) does not exceed or exceeds by far the mass of the participating heavy flavor. In the former case the VFNS predictions deviate from the FFNS ones by up to about 30% even at \(Q^2 \gg m^2\) while in the latter case these deviations are appreciably smaller, within about 10%, which is within the margins of renormalization and factorization scale uncertainties. Our results indicate that the simpler VFNS with its effective treatment of heavy quarks \((c, b)\) as massless partons can be employed for calculating processes where the invariant mass of the produced system is sizeably larger than the mass of the participating heavy quark flavor. Taking into account the uncertainties of parton distributions and those due to scale choices, the total \(W^\pm\) production rate at LHC can be predicted within an uncertainty of about 10%, which becomes significantly smaller at the Tevatron. Similarly the Higgs production rates at LHC are predicted with an uncertainty of 10 – 20% where the VFNS production rates exceed the FFNS ones by about 20% at LHC.

Finally, we have evaluated the modifications to the standard isospin symmetric parton distributions due to QED \(\mathcal{O}(\alpha)\) photon bremsstrahlung corrections within the dynamical model and compared them with nonperturbative bag model calculations, where the violation of isospin symmetry arises from entirely different (hadronic) sources, predominantly through quark and target mass differences. Taken together these two isospin violating effects and effects caused by a strangeness asymmetry \((s \neq \bar{s})\) in the nucleon the discrepancy between the large result for \(\sin^2 \theta_W\) as derived from deep inelastic \(\nu(\bar{\nu})N\) data (“NuTeV anomaly”) and the world average of other measurements is entirely removed.

\texttt{FORTRAN} codes (grids) containing our dynamical parton distribution functions along with the uncertainties of the most relevant sets can be obtained on request\textsuperscript{13} or directly downloaded from \url{http://doom.physik.uni-dortmund.de/pdfserver}; they are also included in the \textit{Les Houches Accord PDF Interface} [189]. We hope that they will be of utility for the analysis and understanding of the (new) results which will be coming soon in High-Energy/Particle Physics.

\textsuperscript{13}pjimenez@het.physik.uni-dortmund.de
A. Tables of Numerical Values

We present here the numerical values obtained in our different fits and error analyses. Tab. A.1 represent a summary of our results; there we include the central values obtained for the parameters in our fits, $\alpha_s(M_Z^2)$ and the parameters of the input distributions, and their errors. It also contains the minimum values of $\chi^2$ obtained for the complete fits as well as for different combinations of data which we find interesting to quote separately. We did not find that useful to include the $\chi^2$ obtained for all individual data sets; nevertheless the interested reader can obtain them on request\(^1\). In Tab. A.1 we quote the values obtained for the overall normalization factors for each individual data set in our different fits, as already explained (cf. Sec. 2.2), this factors were allowed to float within the experimental normalization uncertainty of each data set.

Finally, in Tables A.3 to A.9 we give all the information necessary for uncertainty studies (cf. Sec. 2.3). Each of these tables contains the eigenvalues of the hessian matrix and the eigenvector basis sets for one of our fits; the central values are included again for comparison. Recall that with these values it is possible to calculate the uncertainty estimated for any quantity as well as its derivatives at the central values of the parameters in the linear approximation. The reader interested may also reconstruct the coefficients $\hat{D}_k(p_i)$, which give information on the correlations of the different parameters, or even the hessian matrix and therefore the (approximated) $\chi^2$ profiles of our fits.

\(^1\)pjmenez@het.physik.uni-dortmund.de
The table shows the values of the parameters obtained in our fits, together with the parameters of the input distributions used in the fits. The number of degrees of freedom ($\chi^2$) is also listed. The table includes the following columns:

- **Parameter**: The name of the parameter.
- **Value**: The value of the parameter.
- **Error**: The error associated with the parameter.

### Table A.1: Minimum Values of Parameters

| Parameter | Value | Error |
|-----------|-------|-------|
| $a$ | 0.0396 | ±0.0575 |
| $b$ | 0.2295 | ±0.0120 |
| $c$ | 0.0236 | ±0.0184 |
| $d$ | 0.2951 | ±0.1135 |
| $e$ | 0.4341 | ±0.1450 |
| $f$ | 0.5889 | ±0.0760 |

The measurements of the proton-proton $\sigma$ are shown in the table. The formula used is $\sigma = \sqrt{2\left(\frac{1}{N} + \frac{1}{\chi^2}\right)}$. The number of degrees of freedom ($\chi^2$) is calculated as $\chi^2 = \sum (O - E)^2 / E$, where $O$ is the observed number of data points and $E$ is the expected number of data points. The predictions from the fits are also compared with the data. The discrepancies are listed in the last column of the table.

### Notes

- The fits were performed using the parameter $Q=2$ and other standard conditions. The parameters of the input distributions used in the fits and their errors are listed in the table.
Table A.2: Overall normalization factors (in percent) multiplying the data as obtained in our different fits. Obviously, a quoted value of \( \Delta_{\text{set}} \) means that each data point of the set is to be multiplied by a factor \( N_{\text{set}} = 1 + 0.01 \Delta_{\text{set}} \) in order to obtain the \( \chi^2 \) values quoted in Tab. A.1.
Table A.3: Eigenvalues of the hessian matrix and parameters of the fit.

|       |       |       |       |       |       |       |       |       |       |       |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |       |       |       |       |
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
k & \multicolumn{14}{c|}{-k} \\
\hline
\multicolumn{15}{|c|}{n_L} \\
\hline
\multicolumn{15}{|c|}{n_0} \\
\hline
\multicolumn{15}{|c|}{\sigma_{p}} \\
\hline
\hline
a_k & & 0.496026 & 0.496030 & 0.492243 & 0.491821 & 0.488775 & 0.483990 & 0.502875 & 0.492343 & 0.496980 & 0.502345 & 0.492523 & 0.507449 & 0.497092 & 0.491085 & 0.494250 & 0.497803 \\
\hline
b_k & & 3.452497 & 3.452496 & 3.451817 & 3.451394 & 3.464875 & 3.466819 & 3.487350 & 3.471187 & 3.487220 & 3.502213 & 3.464845 & 3.444941 & 3.432235 & 3.452773 & 3.448937 & 3.456087 \\
\hline
a_d & & 0.516506 & 0.516506 & 0.516522 & 0.516540 & 0.516671 & 0.516341 & 0.546668 & 0.528086 & 0.529449 & 0.521365 & 0.534719 & 0.570075 & 0.562596 & 0.510827 & 0.553069 & 0.521482 \\
\hline
b_d & & 4.600562 & 4.600562 & 4.600549 & 4.600575 & 4.600592 & 4.600633 & 4.597291 & 4.603193 & 4.591828 & 4.607498 & 4.614564 & 4.993729 & 4.958753 & 4.604895 & 4.657072 & 4.597044 \\
\hline
N_k & & 4.091806 & 4.091806 & 4.091791 & 4.091836 & 4.091775 & 4.091511 & 4.090390 & 4.084790 & 4.092808 & 4.090612 & 4.091083 & 4.114006 & 4.032876 & 2.996976 & 5.186635 & 8.308968 \\
\hline
a_{\sigma} & & 1.548340 & 1.548340 & 1.548483 & 1.548014 & 1.548655 & 1.548717 & 1.559529 & 1.613115 & 1.535118 & 1.543491 & 1.587295 & 1.547679 & 1.528634 & 1.346663 & 1.853551 & 1.243129 \\
\hline
b_{\sigma} & & 16.854199 & 16.854199 & 16.854192 & 16.854207 & 16.854335 & 16.854382 & 16.856716 & 16.858320 & 16.858412 & 16.854133 & 16.858685 & 16.857971 & 16.811660 & 16.967606 & 18.490686 & 19.682314 & 19.306283 \\
\hline
N_{\sigma} & & 0.862690 & 0.862690 & 0.863724 & 0.861656 & 0.859727 & 0.860022 & 0.867491 & 0.862625 & 0.848727 & 0.857152 & 0.832329 & 0.939041 & 0.721640 & 0.911569 & 0.879475 & 0.845095 \\
\hline
a_{\phi} & & 0.145010 & 0.145008 & 0.141860 & 0.138520 & 0.151499 & 0.144641 & 0.145379 & 0.149769 & 0.148291 & 0.182503 & 0.150898 & 0.134212 & 0.163904 & 0.105250 & 0.154097 & 0.149418 \\
\hline
b_{\phi} & & 9.625305 & 9.625206 & 9.625119 & 9.625488 & 9.626343 & 9.621984 & 9.625231 & 9.605711 & 9.608058 & 9.649295 & 9.101958 & 9.141966 & 9.940804 & 9.710076 & 9.560967 & 9.540335 \\
\hline
a_{\phi} & & 0.516752 & 0.516752 & 0.516803 & 0.517319 & 0.516862 & 0.523785 & 0.512762 & 0.502164 & 0.684517 & 0.507802 & 0.692141 & 0.514284 & 0.503902 & 0.450789 & 0.502766 & 0.530768 \\
\hline
b_{\phi} & & 2.796142 & 2.796142 & 2.796197 & 2.796073 & 2.796029 & 2.796425 & 2.797350 & 2.807766 & 2.707831 & 2.845554 & 0.191855 & 3.459765 & 2.694556 & 2.770467 & 2.821817 \\
\hline
a_1(m_2^2) & & 0.114477 & 0.114477 & 0.114428 & 0.114430 & 0.114488 & 0.114578 & 0.114541 & 0.114587 & 0.115077 & 0.114172 & 0.115224 & 0.115065 & 0.114211 & 0.114461 & 0.114495 & 0.114494 \\
\hline
\hline
\multicolumn{15}{|c|}{\text{Table A.4: As in Tab. A.3 but for our dynamical NLO (MS) fit.}} \\
\end{tabular}
\end{table}
| k | 1.6570 \times 10^4 | 4.8608 \times 10^4 | 8.3451 \times 10^3 | 1.1126 \times 10^2 | 7.5163 | 1.7576 | 1 | — | n | — | — |
|---|-----------------|-----------------|-----------------|-----------------|-------|-------|---|---|---|---|---|
| 1.0109 | 1.1109 | 1.0911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 | 0.9911 |
| 1.0009 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 | 1.0010 |
| 0.9909 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 | 0.9910 |
| 0.9809 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 | 0.9810 |
| 0.9709 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 | 0.9710 |
| 0.9609 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 | 0.9610 |
| 0.9509 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 | 0.9510 |
| 0.9409 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 | 0.9410 |
| 0.9309 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 | 0.9310 |
| 0.9209 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 | 0.9210 |
| 0.9109 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 | 0.9110 |
| 0.9009 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 | 0.9010 |
| 0.8909 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 | 0.8910 |
| 0.8809 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 | 0.8810 |
| 0.8709 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 | 0.8710 |
| 0.8609 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 | 0.8610 |
| 0.8509 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 | 0.8510 |
| 0.8409 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 | 0.8410 |
| 0.8309 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 | 0.8310 |

Table A.5: As in Tab. A.3 but for our dynamical NLO (DIS) fit.
| k | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( \alpha_s \) | 0.787468 | 0.787477 | 0.797611 | 0.795914 | 0.781447 | 0.784423 | 0.793819 | 0.797631 | 0.781535 | 0.804210 | 0.784518 | 0.771879 | 0.789575 |
| \( b_s \) | 3.685688 | 3.685689 | 3.688390 | 3.688083 | 3.671515 | 3.676642 | 3.652960 | 3.649911 | 3.673404 | 3.686581 | 3.676319 | 3.706735 | 3.679074 |
| \( \alpha_d \) | 1.177823 | 1.177826 | 1.177857 | 1.177861 | 1.196838 | 1.215055 | 1.191256 | 1.198254 | 1.200643 | 1.258498 | 1.215251 | 1.209642 | 1.165585 |
| \( b_d \) | 5.675374 | 5.675374 | 5.675390 | 5.675385 | 5.671363 | 5.668256 | 5.668802 | 5.678199 | 5.695341 | 5.622634 | 5.727331 | 5.735119 | 5.661774 |
| \( N_\Lambda \) | 8.661998 | 8.661998 | 8.662034 | 8.662031 | 8.661598 | 8.662863 | 8.659136 | 8.662443 | 8.658837 | 8.664199 | 8.685452 | 8.636455 | 17.463362 |
| \( \alpha_s \) | 1.296268 | 1.296269 | 1.296378 | 1.295800 | 1.281345 | 1.354096 | 1.281933 | 1.290666 | 1.324455 | 1.297028 | 1.185949 | 1.285911 | 1.609594 |
| \( b_\Lambda \) | 19.056778 | 19.056778 | 19.056778 | 19.056786 | 19.056759 | 19.055582 | 19.059457 | 19.050409 | 19.056531 | 19.048028 | 19.083449 | 21.160220 | 5.668978 |
| \( N_\Sigma \) | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 | 1.231649 |
| \( \alpha_c \) | 0.137426 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 | 0.137428 |
| \( b_\Psi \) | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 | 10.842658 |
| \( \alpha_s \) | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 | 0.993987 |
| \( b_\Psi \) | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 | 6.789152 |
| \( \alpha_i (m^2) \) | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 | 0.112375 |
| \( \xi \) | — | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 | 1.889910^9 |

Table A.6: As in Tab. A.3 but for our dynamical NNLO (\( \overline{MS} \)) fit.
Table A.7: As in Tab. A.3 but for our "standard" LO fit.

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|
| 1 | 0.000 | 0.197 | 0.079 | 0.106 | 0.079 | 0.125 | 0.095 | 0.106 | 0.079 | 0.197 | 0.000 | 0.125 |
| 2 | 0.025 | 0.105 | 0.089 | 0.114 | 0.089 | 0.135 | 0.098 | 0.114 | 0.089 | 0.105 | 0.025 | 0.135 |
| 3 | 0.089 | 0.157 | 0.079 | 0.175 | 0.079 | 0.207 | 0.101 | 0.175 | 0.079 | 0.157 | 0.089 | 0.207 |
| 4 | 0.175 | 0.257 | 0.114 | 0.236 | 0.114 | 0.291 | 0.133 | 0.236 | 0.114 | 0.257 | 0.175 | 0.291 |
| 5 | 0.236 | 0.353 | 0.167 | 0.326 | 0.167 | 0.396 | 0.201 | 0.326 | 0.167 | 0.353 | 0.236 | 0.396 |
| 6 | 0.326 | 0.482 | 0.226 | 0.423 | 0.226 | 0.557 | 0.267 | 0.423 | 0.226 | 0.482 | 0.326 | 0.557 |
| 7 | 0.423 | 0.606 | 0.299 | 0.491 | 0.299 | 0.671 | 0.340 | 0.491 | 0.299 | 0.606 | 0.423 | 0.671 |
| 8 | 0.491 | 0.643 | 0.373 | 0.553 | 0.373 | 0.743 | 0.404 | 0.553 | 0.373 | 0.643 | 0.491 | 0.743 |
| 9 | 0.553 | 0.751 | 0.451 | 0.606 | 0.451 | 0.830 | 0.486 | 0.606 | 0.451 | 0.751 | 0.553 | 0.830 |
| 10 | 0.606 | 0.814 | 0.530 | 0.647 | 0.530 | 0.895 | 0.569 | 0.647 | 0.530 | 0.814 | 0.606 | 0.895 |
| 11 | 0.647 | 0.895 | 0.619 | 0.718 | 0.619 | 0.963 | 0.654 | 0.718 | 0.619 | 0.895 | 0.647 | 0.963 |
| 12 | 0.718 | 0.963 | 0.708 | 0.737 | 0.708 | 1.017 | 0.742 | 0.737 | 0.708 | 0.963 | 0.718 | 1.017 |
| $k$ | $-k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|-----|-------|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $\alpha_s$ | 0.344398 | 0.344357 | 0.344440 | 0.344389 | 0.350881 | 0.345654 | 0.344269 | 0.349966 | 0.34886 | 0.342753 | 0.346743 | 0.343755 | 0.346281 | 0.341964 | 0.340700 |
| $b_s$ | 3.731177 | 3.731183 | 3.731258 | 3.730421 | 3.731742 | 3.733646 | 3.762185 | 3.711322 | 3.713921 | 3.755515 | 3.718474 | 3.759098 | 3.728188 | 3.730805 | 3.731548 |
| $a_d$ | 0.295074 | 0.295068 | 0.295051 | 0.295097 | 0.295068 | 0.295296 | 0.316132 | 0.293811 | 0.296336 | 0.289404 | 0.286040 | 0.305102 | 0.304108 | 0.285870 | 0.286283 |
| $b_d$ | 4.868172 | 4.868173 | 4.868175 | 4.868169 | 4.868143 | 4.868126 | 4.868218 | 4.866680 | 4.869289 | 4.867959 | 4.860794 | 4.744540 | 4.914701 | 4.869016 | 4.866197 |
| $N_a$ | 7.284746 | 7.284746 | 7.284744 | 7.284747 | 7.284716 | 7.284908 | 7.284270 | 7.285763 | 7.281418 | 7.290811 | 7.283793 | 7.282144 | 7.298570 | 7.295734 | 7.184045 |
| $a_s$ | 1.277263 | 1.277263 | 1.277263 | 1.277263 | 1.277742 | 1.274630 | 1.284059 | 1.262097 | 1.238662 | 1.269910 | 1.284617 | 1.245756 | 1.266405 | 1.393053 | 0.975340 |
| $b_s$ | 18.755764 | 18.755764 | 18.755765 | 18.755765 | 18.755793 | 18.755753 | 18.756314 | 18.754717 | 18.758095 | 18.739446 | 18.772094 | 18.875070 | 18.801313 | 16.919994 | 16.081660 |
| $N_a$ | 0.229479 | 0.229484 | 0.228197 | 0.228071 | 0.227767 | 0.227489 | 0.229098 | 0.229589 | 0.226398 | 0.226786 | 0.22647 | 0.234221 | 0.224856 | 0.221529 | 0.223258 |
| $\alpha_s$ | -0.157264 | -0.157290 | -0.155860 | -0.155665 | -0.151119 | -0.151740 | -0.150054 | -0.152929 | -0.155739 | -0.151823 | -0.151550 | -0.153870 | -0.151800 | -0.150900 | -0.150280 |
| $b_L$ | 8.881862 | 8.881863 | 8.881861 | 8.881857 | 8.881547 | 8.881386 | 8.880149 | 8.886600 | 8.883313 | 9.046213 | 9.181906 | 9.299647 | 9.101549 | 9.815309 | 9.850666 |
| $\alpha_s$ | -0.105013 | -0.105019 | -0.105008 | -0.104941 | -0.105026 | -0.104266 | -0.107242 | -0.098007 | -0.05270 | -0.094894 | -0.088526 | -0.090705 | -0.156439 | -0.111607 | -0.110368 |
| $b_s$ | 3.335809 | 3.335808 | 3.335807 | 3.335806 | 3.335788 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 | 3.335787 |
| $\alpha_s(m_T^2)$ | 0.117778 | 0.118176 | 0.117380 | 0.117380 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 | 0.118431 |
| $\epsilon$ | 2.6810$^{+8}$ | 1.1365$^{+10}$ | 1.1475$^{+10}$ | 5.4866$^{+10}$ | 9.3081$^{+10}$ | 3.3461$^{+10}$ | 1.3883$^{+10}$ | 1.0368$^{+10}$ | 4.2065$^{+10}$ | 3.4033$^{+10}$ | 1.7581$^{+10}$ | 1.9980$^{+10}$ | 7.1911$^{+10}$ |

| Table A.8: As in Tab. A.3 but for our "standard" NLO (MS) fit. |
**Table A.9**: As in Tab. A.3 but for our “standard” NNLO 

| k  | ε  | α  | g  | b  | g  | b  | ε  | α  | g  | b  | ε  | α  | g  | b  |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 1  | 0.114669 | 0.115689 | 0.115856 | 0.115614 | 0.115486 | 0.115765 | 0.114065 | 0.116861 | 0.118012 | 0.115842 | 0.115916 | 0.116545 | 0.115877 | 0.116175 |
| 2  | 5.706415 | 3.572170 | 5.382431 | 5.506350 | 5.447326 | 5.447240 | 5.447331 | 5.447337 | 5.447337 | 5.447337 | 5.447337 | 5.447337 | 5.447337 | 5.447337 |
| 3  | 10.369541 | 10.630064 | 10.341619 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 | 10.340784 |
| 4  | 18.274214 | 19.154341 | 21.080860 | 21.040442 | 21.042082 | 21.042884 | 21.042892 | 21.042898 | 21.042897 | 21.042897 | 21.042897 | 21.042897 | 21.042897 | 21.042897 |
| 5  | 3.929296 | 3.941855 | 3.964171 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 | 3.929383 |
| 6  | 0.670638 | 0.683373 | 0.683373 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 | 0.673766 |

*Note:* The table contains data for various parameters, including k, ε, α, g, and b, for different values of the index. The data is organized in a tabular format with each column representing a different parameter or index value.
B. Splitting Functions

We present here the expressions for the splitting functions which have been implemented in our code for the solutions of the RGE (cf. Sec. 1.4). Together with the well–known one-loop splitting functions [191, 192], and the two-loop ones [37, 190, 193, 194], the expressions for the 3–loop splitting functions [195, 196] are necessary for the evolution of parton densities up to NNLO. For these latter quantities we use the \( x \)-space parametrizations presented also in [195, 196], and transform them to \( n \)-space using, e.g., [197]. For the \( n^2 \) contribution in the non–singlet sector we use, however, the exact \( n \)-space expression as presented in [198].

These quantities can be expressed in terms of simple functions and harmonic sums [190, 197]; the functions that we use are defined in terms of integer \( n \) values as [190]:

\[
S_m(n) = \sum_{i=1}^{n} \frac{1}{i^m}, \quad \tilde{S}(n) = \sum_{i=1}^{n} \frac{(-1)^i}{i^2} S_1(i)
\]

\[
S_m(\frac{n}{2}) = S_m\left(\text{int}\left(\frac{n}{2}\right)\right) = 2^{n-1} \sum_{i=1}^{\frac{n}{2}} \frac{1}{i^m}.
\]

Their analytic continuations to complex–\( n \) space can be expressed in terms of logarithmic derivatives of Euler’s \( \Gamma \)-function. For the first harmonic sums they are given by:

\[
S_1(n) = \gamma_E + \psi^{(0)}(n+1), \quad \gamma_E = 0.577216\ldots,
\]

\[
S_2(n) = \zeta(2) - \psi^{(1)}(n+1), \quad \zeta(2) = \frac{\pi^2}{6},
\]

\[
S_3(n) = \zeta(3) - \frac{1}{2} \psi^{(2)}(n+1), \quad \zeta(3) = 1.202057\ldots,
\]

where \( \psi^{(l)}(n) = \frac{d^{l+1}\Gamma(n)}{dn^{l+1}} \). Since in principle \( S_m\left(\frac{n}{2}\right) \) and \( \tilde{S}(n) \) are defined for even (odd) \( n \), there are two analytic continuations, which we denote \(+ (-)\); they are given by:

\[
S_m^+,\left(\frac{n}{2}\right) = S_m\left(\frac{n}{2}\right), \quad S_m^-,\left(\frac{n}{2}\right) = S_m\left(\frac{n-1}{2}\right)
\]

\[
\tilde{S}^\pm(n) = -\frac{\pi}{\xi} \zeta(3) \pm \left( \frac{\pi}{\xi} (\psi^{(0)}(n+1) - \frac{\zeta(2)}{2}) - \psi^{(1)}(\frac{n+1}{2}) - \psi^{(2)}(\frac{n}{2}) \right) + \int_0^1 dx x^{n-1} \frac{\text{Li}_2(x)}{1+x}.
\]

For the calculation of the above integral we use in practice the following parametrization [116]:

\[
\int_0^1 dx x^{n-1} \frac{\text{Li}_2(x)}{1+x} \approx + \frac{1.01}{n+1} - \frac{0.846}{n+2} + \frac{1.155}{n+3} - \frac{1.074}{n+4} + \frac{0.55}{n+5}
\]
Finally, we list the expressions used for the splitting functions in the remaining of the appendix\(^1\):

\[
P_{q4}^{(0)} = \frac{4}{3} \left\{ 3 + \frac{2}{n(n+1)} - 4S_1(n) \right\}, \quad P_{g4}^{(0)} = 2nF \left\{ \frac{n^2+n+2}{n(n+1)(n+2)} \right\} \tag{B.5}
\]

\[
P_{q4}^{(0)} = \frac{8}{3} \left\{ \frac{n^2+n+2}{(n-1)n(n+1)} \right\}, \quad P_{g8}^{(0)} = 3 \left\{ \frac{11}{3} + \frac{4}{n(n+1)} + \frac{4}{(n+1)(n+2)} - 4S_1(n) \right\} - \frac{2}{3}nF \tag{B.6}
\]

\[
P_{NS}^{(1)} = -\frac{16}{9} \left\{ 8S_1(n) \frac{2n+1}{n^2(n+1)^2} + 8 \left[ 2S_1(n) - \frac{1}{n(n+1)} \right] \left[ S_2(n) - S_2' \left( \frac{n}{2} \right) \right] + 12S_2(n) \right. \\
+32S_1(n) - 4S_2' \left( \frac{n}{2} \right) - \frac{3}{2} - 4 \left[ \frac{5n^3+n^2-1}{n^2(n+1)} \right] + 8 \left[ \frac{2n^2+2n+1}{n^2(n+1)} \right] \left\} \tag{B.7}
\]

\[
P_{PS}^{(1)} = +\frac{16}{3} nF \left\{ \frac{5n^3+32n^4+49n^3+38n^2+28n+8}{(n-1)n^3(n+1)^2(n+2)^2} \right\} \tag{B.8}
\]

\[
P_{q4}^{(1)} = +6nF \left\{ 2 \left[ S_2(n) - S_2' \left( \frac{n}{2} \right) - S_1^2(n) \right] \left[ \frac{n^2+n+2}{n(n+1)(n+2)} \right] + 8S_1(n) \left[ \frac{2n+3}{(n+1)^2(n+2)^2} \right] \right. \\
+2 \left[ \frac{n^9+6n^8+14n^7+25n^6+36n^5+85n^4+128n^3+104n^2+64n+16}{(n-1)n^3(n+1)^2(n+2)^2} \right] \left\} \tag{B.9}
\]

\[
P_{g4}^{(1)} = +32 nF \left\{ \frac{-2S_1^2(n) + 10S_1(n) - 2S_2(n)}{(n-1)n^3(n+1)^2} \left[ \frac{n^2+n+2}{n(n+1)(n+2)} \right] - 4S_1(n) \left[ \frac{17n^4+41n^2-22n-12}{3(n-1)n^2(n+1)^2} \right] \right. \\
+16 \left[ \frac{S_1^2(n) + S_2(n) - S_2' \left( \frac{n}{2} \right)}{(n-1)n^3(n+1)^2(n+2)^2} \right] - S_1(n) \left[ \frac{17n^4+41n^2-22n-12}{3(n-1)n^2(n+1)^2} \right] \left\} \tag{B.10}
\]

\(^1\)Note that the numerical values of the QCD color factors are explicitly given, in particular for the 3–loop functions they are included in the parametrizations.
\[ P^{(1)}_{\text{NS}} = -\frac{3}{2} n F \left\{ -\frac{89}{9} S_1(n) + \frac{16}{3} + \frac{8}{9} \left[ \frac{38 n^4 + 76 n^3 + 94 n^2 + 56 n + 12}{(n-1) n^2 (n+1)^2 (n+2)} \right] \right\} 
\]
\[ -\frac{7}{3} n F \left\{ 4 + 8 \left[ \frac{2 n^6 + 4 n^5 + n^4 - 10 n^3 - 5 n^2 - 4 n - 4}{(n-1) n^2 (n+1)^2 (n+2)} \right] \right\} 
\]
\[ -9 \left( \frac{268}{9} S_1(n) + 32 S_1(n) \right) \left[ \frac{2 n^5 + 5 n^4 + 8 n^3 + 7 n^2 - 2 n - 2}{(n-1)^2 n^2 (n+1)^2 (n+2)^2} \right] - \frac{32}{3} \]
\[ + 16 S_2(n) + \left( \frac{9}{2} \right) \left( \frac{2 n^2 + n + 1}{(n-1) n (n+1) (n+2)} \right) - 8 S_1(n) S_2(n) + \left( \frac{9}{2} \right) + 16 S_3(n) - 2 S_3(n) + \left( \frac{9}{2} \right) \]
\[ - \frac{7}{2} \left[ \frac{45 n^9 + 2742 n^8 + 6040 n^7 + 6098 n^6 + 1567 n^5 - 2444 n^4 - 1632 n^3 + 560 n^2 + 1488 n + 576}{(n-1)^2 n^3 (n+1)^3 (n+2)^3} \right] \]
\[ \text{(B.11)} \]

\[ P^{(2)}_{\text{NS}} = +1174.898 ( - S_1(n-1) ) + 1295.384 + 714.1 \left( - \frac{S_1(n)}{n} \right) - 522.1 \frac{1}{n+3} 
\]
\[ + 243.6 \frac{1}{n+2} - 3135 \frac{1}{n+1} + 1641.1 \frac{1}{n} + 1258 \left( - \frac{1}{n^2} \right) + 294.9 \frac{2}{n^3} 
\]
\[ + \frac{800}{27} \left( - \frac{n}{n^2} \right) + \frac{128}{81} + \frac{563.9}{n^3} \left( S_1(n) + S_2(n) - \zeta(2) \right) 
\]
\[ + 256.8 \left( - 2 S_1(n) + 2 \frac{\zeta(2) - S_2(n)}{n^2} - 2 S_3(n) - \zeta(3) \right) 
\]
\[ + n F \left\{ - 183.187 ( - S_1(n-1) ) - 173.924 - \frac{5120}{81} \left( - \frac{S_1(n)}{n} \right) + 44.79 \frac{1}{n+3} \right\} \]
\[ + 72.94 \frac{1}{n+2} + 381.1 \frac{1}{n+1} - 197.0 \frac{1}{n} - 152.6 \left( - \frac{1}{n^2} \right) - \frac{2608}{81} \frac{2}{n^3} 
\]
\[ - \frac{192}{81} \left( - \frac{n}{n^2} \right) - \frac{56.66}{n^3} \left( S_1(n) + S_2(n) - \zeta(2) \right) - 1.497 \left( - \frac{6}{n+1} \right) \right\} 
\]
\[ - n^2 F \frac{32}{3} \left\{ \frac{17}{2} - \frac{27}{27} S_1(n) - \frac{10}{27} S_2(n) + \frac{2}{9} S_3(n) - \left[ \frac{12 n^4 + 32 n^3 + 2 n^2 - 2 n + 3}{27 n^3 (n+1)^3} \right] \right\} \]
\[ \text{(B.12)} \]

\[ P^{(2)}_{\text{NS}} = +1174.898 ( - S_1(n-1) ) + 1295.470 + 714.1 \left( - \frac{S_1(n)}{n} \right) - 433.2 \frac{1}{n+3} 
\]
\[ + 297.0 \frac{1}{n+2} - 3505 \frac{1}{n+1} + 1860.2 \frac{1}{n} + 1465.2 \left( - \frac{1}{n^2} \right) + 399.2 \frac{2}{n^3} 
\]
\[ + \frac{320}{9} \left( - \frac{n}{n^2} \right) + \frac{116}{81} + \frac{684.0}{n^3} \left( S_1(n) + S_2(n) - \zeta(2) \right) 
\]
\[ + 251.2 \left( - 2 S_1(n) + 2 \frac{\zeta(2) - S_2(n)}{n^2} - 2 S_3(n) - \zeta(3) \right) 
\]
\[ + n F \left\{ - 183.187 ( - S_1(n-1) ) - 173.933 - \frac{5120}{81} \left( - \frac{S_1(n)}{n} \right) + 34.76 \frac{1}{n+3} \right\} \]
\[ + 77.89 \frac{1}{n+2} + 406.5 \frac{1}{n+1} - 216.62 \frac{1}{n} - 172.69 \left( - \frac{1}{n^2} \right) - \frac{3216}{81} \frac{2}{n^3} 
\]
\[ - \frac{256}{81} \left( - \frac{n}{n^2} \right) - 65.43 \left( \frac{S_1(n) + S_2(n) - \zeta(2)}{n^2} \right) - 1.136 \left( - \frac{6}{n+1} \right) \right\} 
\]
\[ - n^2 F \frac{32}{3} \left\{ \frac{17}{2} - \frac{27}{27} S_1(n) - \frac{10}{27} S_2(n) + \frac{2}{9} S_3(n) - \left[ \frac{12 n^4 + 32 n^3 - 8 n^2 - 2 n + 3}{27 n^3 (n+1)^3} \right] \right\} \]
\[ \text{(B.13)} \]

\[ P^{(2)}_{\text{NS}} = n F \left\{ - 163.9 \left( \frac{S_1(n-1)}{n-1} \right) - \left( \frac{S_1(n)}{n} \right) \right\} - 7.208 \left\{ \left( \frac{S_1(n+1)}{n+1} \right) - \left( \frac{S_1(n+2)}{n+2} \right) \right\} 
\]
\[ + 4.82 \left[ \frac{1}{n+3} - \frac{1}{n+4} \right] - 43.12 \left[ \frac{1}{n+2} - \frac{1}{n+3} \right] + 44.51 \left[ \frac{1}{n+1} - \frac{1}{n+2} \right] 
\]
\[ + 151.49 \left[ \frac{1}{n} - \frac{1}{n+1} \right] + 178.04 \left( - \frac{1}{n^2} \right) + 6.892 \frac{2}{n^3} - \frac{20}{27} \left( - \frac{6}{n^2} \right) - \frac{24}{n^3} 
\]
\[ - 173.1 \left( \frac{S_1(n)}{n^3} + \frac{S_2(n) - \zeta(2)}{n} \right) + 46.18 \left( - \frac{2 S_1(n)}{n^2} + 2 \frac{\zeta(2) - S_2(n)}{n} - 2 S_3(n) \right) \right\} \]
\[ \text{(B.14)} \]
\[ P^{(2)}_{PS} = + n_F \left\{ - \frac{3584}{27} \left[ \left( - \frac{1}{(n-1)^2} \right) - \left( - \frac{1}{n^2} \right) \right] - 506 \left[ \frac{1}{n-1} - \frac{1}{n} \right] \right. \\
+ \frac{160}{27} \left[ \frac{24}{n^3} - \frac{24}{(n+1)^3} \right] - \frac{400}{9} \left[ \left( - \frac{6}{n^2} \right) - \left( - \frac{6}{(n+1)^2} \right) \right] \right. \\
+ 131.4 \left[ \frac{2}{n^3} - \frac{2}{(n+1)^3} \right] - 661.6 \left[ \left( - \frac{1}{n^2} \right) - \left( - \frac{1}{(n+1)^2} \right) \right] \right. \\
- 5.926 \left[ \left( - \frac{S^2_1(n)}{n} + \frac{3S_1(n)S_2(n) + 2S_2(n)}{n+1} \right) - \left( - \frac{S^2_1(n+1) + 3S_1(n+1)S_2(n+1) + 2S_2(n+1)}{n+1} \right) \right] \right. \\
- 9.751 \left[ \frac{S^2_1(n) + S_2(n)}{n} - \left( \frac{S_1(n+1) + 3S_1(n+1)S_2(n+1) + 2S_2(n+1)}{n+1} \right) \right] \right. \\
+ 17.74 \left[ \frac{1}{n^3} - \frac{1}{n^3} \right] + 392.9 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] - 101.4 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] \right. \\
- 57.04 \left[ \left( \frac{S_1(n)}{n^2} + \frac{S_2(n)}{n^2} \right) - \left( \frac{S_1(n+1)}{(n+1)^2} + \frac{S_2(n+1)}{(n+1)^2} \right) \right] \right. \\
+ n_o^2 \left\{ + \frac{256}{9n} \left[ \frac{1}{n^3} - \frac{1}{n^3} \right] + \frac{32}{27} \left[ \left( - \frac{6}{n^2} \right) - \left( - \frac{6}{(n+1)^2} \right) \right] \right. \\
+ 17.89 \left[ \frac{2}{n^3} - \frac{2}{(n+1)^3} \right] + 61.75 \left[ \left( - \frac{1}{n^2} \right) - \left( - \frac{1}{(n+1)^2} \right) \right] \right. \\
+ 1.778 \left[ \frac{S^2_1(n) + S_2(n)}{n} - \left( \frac{S_1(n+1) + 3S_1(n+1)S_2(n+1) + 2S_2(n+1)}{n+1} \right) \right] + 5.944 \left[ \left( - \frac{S_1(n)}{n} \right) - \left( - \frac{S_1(n+1)}{n+1} \right) \right] \right. \\
+ 100.1 \left[ \frac{1}{n^3} - \frac{1}{n^3} \right] - 125.2 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] + 49.26 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] \right. \\
- 12.59 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] - 1.889 \left[ \left( \frac{S_1(n)}{n^2} + \frac{S_2(n) - \zeta(2)}{n^2} \right) - \left( \frac{S_1(n+1)}{(n+1)^2} + \frac{S_2(n+1) - \zeta(2)}{(n+1)^2} \right) \right] \right. \\
\right\} \quad (B.15) \]

\[ P^{(2)}_{db} = + n_F \left\{ - \frac{896}{3} \left[ \left( - \frac{1}{(n-1)^2} \right) - \left( - \frac{1}{n^2} \right) \right] - 1268.3 \left[ \frac{1}{n-1} \right] + \frac{536}{27} \left[ \frac{24}{n^3} - \frac{24}{(n+1)^3} \right] - \frac{44}{3} \left[ \frac{6}{n^2} \right] \right. \\
+ 881.5 \left[ \frac{2}{n^2} + \frac{424.9}{n^2} \left[ - \frac{1}{n^2} \right] + \frac{100}{27} \left[ \frac{S^2_1(n) + 6S_1(n)S_2(n) + 8S_1(n)S_2(n) + 3S^2_2(n) + 4S_2(n)}{n} \right] \right. \right. \\
- \frac{70}{9} \left[ \frac{S^2_1(n) + 3S_1(n)S_2(n) + 2S_2(n)}{n} \right] - 120.5 \left[ \frac{S^2_1(n) + S_2(n)}{n} \right] + 104.42 \left[ \frac{S_1(n)}{n} \right] \right. \right. \\
+ 2522.2 \left[ \frac{1}{n^3} - \frac{1}{n^3} \right] + 3316 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] + 2126 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] + 1823 \left[ \frac{S_1(n)}{n^2} + \frac{S_2(n) - \zeta(2)}{n^2} \right] \right. \right. \\
- 25.22 \left[ \frac{- 2S_1(n)}{n^2} + \frac{2S_2(n) - \zeta(3)}{n^2} - \frac{2S_1(n) - \zeta(3)}{n^2} \right] - 252.5 \left[ \frac{- 6}{(n+1)^2} \right] \right. \right. \\
+ n_o^2 \left\{ + \frac{1112}{2n^3} \left[ \frac{1}{n^3} - \frac{1}{(n+1)^3} \right] - \frac{16}{n^3} - \frac{376}{27} \left[ \frac{- 6}{n^2} \right] - 90.8 \left[ \frac{2}{n^2} \right] - 254.0 \left[ \frac{- 1}{n^2} \right] \right. \right. \\
+ \frac{20}{27} \left[ \frac{S^2_1(n) + 3S_1(n)S_2(n) + 2S_2(n)}{n} \right] + 200 \left[ \frac{S^2_1(n) + S_2(n)}{n} \right] - 5.496 \left[ \frac{S_1(n)}{n} \right] - 252.0 \left[ \frac{1}{n} \right] \right. \right. \\
+ 158.0 \left[ \frac{1}{n^3} - \frac{1}{n^3} \right] + 145.4 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] - 139.2 \left[ \frac{1}{n^3} - \frac{1}{n^3+1} \right] - 53.09 \left[ \frac{S_1(n)}{n^2} + \frac{S_2(n) - \zeta(2)}{n^2} \right] \right. \right. \\
- 80.616 \left[ \frac{- 2S_1(n)}{n^2} + \frac{2S_2(n) - \zeta(2)}{n^2} - \frac{2S_1(n) - \zeta(3)}{n^2} \right] - 98.07 \left[ \frac{2}{(n+1)^2} \right] + 11.70 \left[ \frac{- 6}{(n+1)^2} \right] \right. \right. \\
\right\} \quad (B.16) \]
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\[
P_{gq}^{(2)} = +1189.3 \left( -\frac{1}{1-n} \right) + 6163.1 \frac{1}{1-n} - 4288.24 \frac{1}{n^2} + \frac{1568}{9} \left( -\frac{6}{n} \right) - 1794 \frac{2}{n^2} \\
+ 4033 \left( -\frac{1}{n^2} \right) + 400 \frac{81}{n^2} \left( \frac{S_1(n)}{n} + 6S_2(n) + 8S_1(n)S_1(n) + 3S_2(n) + 4S_1(n) \right) \\
+ 2200 \frac{32}{27} \left( -\frac{S_1(n) + 3S_1(n)S_2(n) + 2S_3(n)}{n} \right) + 606.3 \frac{S_1(n)}{n} + 2193 \left( -\frac{S_1(n)}{n} \right) \\
- 4307 \frac{1}{n} + 489.3 \frac{1}{n+1} + 1452 \frac{1}{n+2} + 146 \frac{1}{n+3} \\
- 447.3 \left( -\frac{2S_1(n)}{n} + 2 \frac{\zeta(2)-S_2(n)}{n^2} - 2 \frac{S_1(n) - \zeta(3)}{n} \right) - 972.9 \frac{2}{(n+1)^2} \\
+ n_F \left\{ + 71.082 \left( -\frac{1}{(n-1)^2} \right) - 46.41 \frac{1}{n-1} + \frac{128}{27} \frac{24}{n^3} + \frac{704}{81} \left( -\frac{6}{n^4} \right) \right\} \\
+ 20.39 \frac{2}{n^3} + 174.8 \left( -\frac{1}{n^6} \right) - 400 \frac{81}{n^2} \left( \frac{S_1(n) + 3S_1(n)S_2(n) + 2S_3(n)}{n} \right) \\
- 68.069 \frac{S_1(n) + S_2(n)}{n} - 296.7 \left( -\frac{S_1(n)}{n} \right) - 183.8 \frac{1}{n} + 33.35 \frac{1}{n+1} \\
- 277.9 \frac{1}{n+2} + 108.6 \frac{2}{(n+1)^2} - 49.68 \left( \frac{S_1(n)}{n^2} + \frac{S_2(n) - \zeta(2)}{n} \right) \right\} \\
+ n_F^2 \left\{ + 64 \left[ -\frac{1}{n-1} + \frac{1}{n} + 2 \frac{1}{n+1} \right] \\
+ 320 \left[ -\frac{S_1(n-1)}{n-1} - \frac{S_1(n)}{n} + 0.8 \left( -\frac{S_1(n+1)}{n+1} \right) \right] \\
+ 96 \left[ \frac{S_1(n-1) + S_2(n-1)}{n-1} - \frac{S_1(n) + S_2(n)}{n} + 0.5 \frac{S_1(n) + S_2(n) + S_3(n+1)}{n+1} \right] \right\} \\
\]
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