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As a more practical setting for unsupervised domain adaptation, Universal Domain Adaptation (UDA) is recently introduced, where the target label set is unknown. One of the big challenges in UDA is how to determine the common label set shared by source and target domains, as there is simply no labeling available in the target domain. In this paper, we employ a probabilistic approach for locating the common label set, where each source class may come from the common label set with a probability. In particular, we propose a novel approach for evaluating the probability of each source class from the common label set, where this probability is computed by the prediction margin accumulated over the whole target domain. Then, we propose a simple universal adaptation network (S-UAN) by incorporating the probabilistic structure for the common label set. Finally, we analyse the generalization bound focusing on the common label set and explore the properties on the target risk for UDA. Extensive experiments indicate that S-UAN works well in different UDA settings and outperforms the state-of-the-art methods by large margins.
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I. INTRODUCTION

DOMAIN adaptation (DA) is a technology that allows learning models trained on available source domain (or domains) generalize to unseen target domain. To verify the performance of domain adaptation, supervised information of the target domain is required in the test stage. For training, only the target data is available if we implement domain adaptation on a new target task without any annotation. However, for classification applications, previous works supposed that the relationship between source and target label sets is known, i.e. the target label set is the same label set as source domain [1]–[18], a subset of source label set [19]–[22] or a set partly intersecting with source label set [23], [24]. Recently, a new domain adaptation scenario has been established in [25], called Universal Domain Adaptation. Different from previous settings, UDA is a general scenario of domain adaptation, where new, unknown classes can be present and some known classes cannot be found in the target domain. To solve UDA problems, a universal adaptation network (UAN) [25] was proposed as shown in Fig. 1. In UAN, a novel weighting mechanism is proposed to weight samples when implementing domain adversarial training as shown in Eq. 1, where \( w^s(x) \) (or \( w^t(x) \)) is defined as the probability that a source (or target) sample \( x \) belongs to the common label set. This method aims to pick up samples in the common label set for alignment, because only these samples can be transferred positively. When the label in the target domain is available for verification, the ideal distribution of \( w^s(x) \) (or \( w^t(x) \)) is shown as Fig. 2(a). In this case, \( w^s(x) \) (or \( w^t(x) \)) is always equal to 1 if \( x \) belongs to the common label set, while \( w^s(x) \) (or \( w^t(x) \)) is always equal to 0 if \( x \) belongs to private label sets. Then, the universal domain adaptation degenerates to close-set domain adaptation.

\[
E_D = -E_{x \sim p} w^s(x) \log D(F(x)) - E_{x \sim q} w^t(x) \log (1 - D(F(x))), \tag{1}
\]

\[
w^s(x) = \frac{H(\hat{y})}{\log |C_s|} - \hat{d}(x), \tag{2}
\]

\[
w^t(x) = \frac{H(\hat{y})}{\log |C_s|} - \hat{d}(x). \tag{3}
\]

In the weighting mechanism of UAN, a non-adversarial domain classifier \( D' \) is designed specifically for calculating \( w^s(x) \) (Eq. 2) and \( w^t(x) \) (Eq. 3), where \( \hat{d}(x) \) is the probability that \( x \) belongs to the source domain estimated by the independent binary classifier \( D' \). However, the use of \( D' \) is still not sufficient to distinguish between the common and private label sets in the source domain considerably as shown in Fig. 2(b). In our weighting mechanism, the class-labeling structure is fully utilized to capture discriminative information, which shows a conspicuous difference between common and private label sets as shown in Fig. 2(c).

By empirically computing the distribution of \( w^s(x) \) (or \( w^t(x) \)) in UAN, we find that source label set cannot be well separated by its weighting mechanism as shown in Fig. 2(b). There is a confusing hypothesis in their transferability.
Fig. 2: Probability density distribution of $w^s(x)$ (or $w^t(x)$) on the following groups: (1) 'source shared': source samples in the common label set (blue); (2) 'source private': source samples in the private label set (orange); (3) 'target shared': target samples in the common label set (green); (4) 'target private': target samples in the private label set (red).

Fig. 3: Two kinds of behaviors of a feature extractor when minimizing source label loss and maximizing domain adversarial loss simultaneously.

criterion [25]: in the common label set, the prediction entropy of samples from source domain becomes larger because they are influenced by the high entropy samples from target domain. Based on this hypothesis, the entropy of source prediction $H(\hat{y})$ is used to weight samples in Eq. 2. Actually, during the training process, it is ensured that each source sample is confident in its prediction. Even if the domain adversarial training encourages features to become similar between two domains, feature extractor prefers to move the target distribution to the source ones, since this is the most effective way to minimize classification loss and maximize the domain loss simultaneously. The behavior shown in Fig. 3 is the basic assumption of domain adaptation [26]. This results in a smaller prediction entropy of target samples, rather than a larger prediction entropy of source samples [25].

According to both theoretical analysis and experimental results, the prediction entropy of samples from the source domain is not discriminative enough to find out the common label set. Essentially, it is the target data that determines the common and private classes in the source domain. In this paper, we propose a novel approach without use of the additional non-adversarial domain classifier. Instead, we exploit the class-labeling structure between source and target domains, and we propose a simple but effective way to distinguish between common and private classes in the source domain: the prediction margin of target samples as illustrated in Fig. 4. The prediction margin is defined as the largest prediction probability minus the second largest prediction probability as shown in Fig. 4. This margin measures the confidence in assigning a target sample to its pseudo-label, which has the largest prediction probability. From another perspective, when one class is predicted as the pseudo-label often with a large margin, this class is considered common in two domains. On the contrary, when one class is predicted with a small margin, this class is considered private to the target domain.

Based on this hypothesis, we propose a margin vector to average the empirical margin along each pseudo-class. Each dimension of the margin vector is the empirical margin averaged over the target samples with the same pseudo-label. Through margin vector, one can easily evaluate the reliability of a known class appearing in the current data distribution. Specifically, in UDA setting, margin vector integrates the reliability of each known class belonging to the common label set. These reliabilities can be used to weight source classes when implementing domain adversarial training. Experimental results show that this class-wise weighting mechanism is more practical and effective than the sample-wise weighting mechanism in [25]. Actually, samples in the same class should share a common weight, since the probability of a class belonging to the common label set can be estimated.

The empirical margin can only be calculated after all the target data have been predicted. To this end, we propose a target margin register (TMR) that allows the margin vector to be updated during batch iteration. After an epoch of training, the margin vector stored in the TMR is equal to the empirical margin vector of all the target data. Due to lack of labeling
for target samples, we use the highest probability of prediction to weight target samples. The distribution of our weighting mechanism is shown in Fig. 2(c), where samples in the common and private label set are separated considerably.

The main contributions of this paper can be summarized as:

1) We propose a novel approach for evaluating the probability of each source class as from the common label set, where this probability is computed by the prediction margin accumulated over the whole target domain. This weighting mechanism requires no additional non-adversarial domain classifier, but estimates common label set efficiently.

2) We propose a simple universal adaptation network (S-UAN) containing only a feature extractor, a classifier, a domain classifier and two losses, but achieves a widely improvement on four benchmarks compared with the state-of-the-art domain adaptation methods.

3) We derive the generalization bound for UDA focusing on the common label set, and verify the properties of the generalization bound by analyzing experimental target risk.

II. Our Approach

The main contribution of our work is a simple but effective solution of universal domain adaptation, where new, unknown classes can be present and some known classes may not exist in the target domain. We propose a simple universal adaptation network to solve this problem. Meanwhile, we analyse the generalization bound for UDA focusing on the common label set.

A. Symbolization

In typical domain adaptation scenario, one source domain $D_s = \{(x_s^i, y_s^i)\}$ consists of $n_s$ labeled samples and one target domain $D_t = \{(x_t^i)\}$ consists of $n_t$ unlabeled samples are available. The source samples are drawn from the source distribution $p$ and the target samples from the target distribution $q$. Let $C_s$ denotes the source label set and $C_t$ denotes the target label set. $C = C_s \cap C_t$ is the common label set of two domains. $\overline{C_s} = C_s \setminus C$ and $\overline{C_t} = C_t \setminus C$ is the label set private to the source and target domain respectively. $p_{C_s}, p_{C_t}$ and $p_{\overline{C_t}}$ denote the source distribution in $C_s, C$ and $\overline{C_t}$ respectively. Similarly, $q_{C_s}, q_{C_t}, q_{\overline{C_t}}$ denote the target distributions in $C_s, C, \overline{C_t}$ respectively.

Actually, the target domain is unlabeled, and target labels are unavailable during training. The Jaccard distance [25] $\xi = \frac{|C_s \cap C_t|}{|C_s \cup C_t|}$ is used to define a specific UDA scenario, where $\xi$ can be any rational number between 0 and 1. When $\xi = 1$, UDA degenerates to closed set domain adaptation. A learning model should be designed to work stably with different $\xi$ even if $\xi$ is unknown. Both domain gap and category gap exists in UDA scenario, i.e. $p \neq q$ and $p_c \neq q_c$. The main task for UDA is to eliminate the impact of $p_c \neq q_c$. Meanwhile, the learning model should distinguish between target samples coming from known classes in $C$ and unknown classes in $\overline{C_t}$. Finally, the model should be learned to minimize the target risk in $C$.

Additionally, we derive the theoretical generalization bound of the target risk in $C$ in Section II-E.

B. Margin Vector

We first introduce a class-wise weighting mechanism guaranteed by margin theory to UDA. The margin between features and the classification surface makes an important impact on achieving generalizable classifier. Therefore a margin theory for classification was explored by [27], [28], where the 0-1 loss for classification is replaced by the marginal loss. Here, in an unsupervised manner, we define the margin of a hypothesis predictor (a classifier) $f$ at a pseudo-labeled example $x$ as

$$m_f(x) \triangleq f(x, \hat{y}) - \max_{y \neq \hat{y}} f(x, y), \quad (4)$$

and $\hat{y} \triangleq \arg \max_y f(x, y), \quad (5)$

where $f(x, y)$ is the classification probability that $x$ belongs to the $y$-th class. This margin measures the confidence in assigning an example to its pseudo-label. In particular, wrong classified samples and samples of unknown classes often have a small margin, where the classification surface intersects here.

Then, the empirical margin vector over a data distribution $D$ is defined as

$$\mathcal{M}(D, f) \triangleq \mathbb{E}_{x \in D} [m_f(\{x|\hat{y} = 1\}), \ldots, m_f(\{x|\hat{y} = n_f\})]^T,$$

where $n_f$ is the number of classes defined by $f$. In this definition, the $i$-th dimension of the margin vector is the empirical margin of samples with the $i$-th pseudo-label.

Firstly, margin vector can be used to find common label set for partial domain adaptation, where some of source classes do not exist in the target domain. More generally, in UDA, margin vector can be used to extract $p_{C_s}$ from $p$ by weighting source classes.

C. Target Margin Register

We first introduce a target margin register (TMR) to UDA. The TMR is formulated as a $C_s$-dimensional vector $V_{TMR}$, which is updated in each training step. The updated rule is defined as

$$V_{TMR}^{t+1} = \frac{1}{t+1} (t \times V_{TMR}^t + M(D_t^t, f)), \quad (7)$$

where $M$ is the margin function defined in Eq. 6, which outputs a $C_s$-dimensional margin vector. Note that $t \times V_{TMR}^t$ is the accumulated margin vector over previous $t$ steps. $D_t^t$ denotes a batch of data sampled from $D_t$, $f$ denotes the prediction function of the classifier, $t$ is the updating step and $t < T$, where $T$ is the maximum step set before training. $V_{TMR}^0$ denotes the stored TMR-vector at step $t$. In Eq. 7, the first term is equal to the accumulated prediction over the previous steps, the second term is the margin vector of $D_t^t$ and $f$ in the current training step, and the whole definition is equal to calculate the empirical margin vector of all the trained batches of target samples. In S-UAN algorithm, we update $V_{TMR}$ only when the source error lower than $\epsilon$ as shown in Algorithm 1.
Each dimension of $\mathbf{V}_{TMR}$ represents the empirical margin of the target samples predicted as corresponding source class. This margin can be directly used to weight a source sample $x_i \in D_s$ with its label $y_i$:

$$w^s(x_i) = \mathbf{V}_{TMR}[y_i], \tag{9}$$

where $w^s(x_i)$ indicates the probability that a source sample $x_i$ belongs to $C$, and $\mathbf{V}_{TMR}[y_i]$ is the $y_i$-th dimension of $\mathbf{V}_{TMR}$. Unlike [25], we define the weighting mechanism in terms of class rather than individual sample. Essentially, samples in the same class should share a common weight, when the probability of a class belonging to $C$ can be estimated.

Note that $w^s(x)$ (or $w^t(x)$) should be further normalized as [25]. In this paper, we use a modified normalization approach as

$$\overline{w}(x) = \frac{w(x) - \min_{x \in D_s} w(x)}{\max_{x \in D_s} w(x) - \min_{x \in D_s} w(x)}, \tag{10}$$

$$w(x) \leftarrow \max \left( \frac{b}{\sum_{x \in D_s} \overline{w}(x)} \cdot \overline{w}(x) - w_0, 0 \right),$$

where $\overline{w}(x)$ is the normalized $w(x)$, $d$ is the batch size, and $w_0 \in \{0, 1\}$ is the activation threshold, which is the only hyperparameter in our approach. Here, we suggest setting $w_0 = 1$ if $\xi = \left\lfloor \frac{|C| - 1}{|D_s| - 1} \right\rfloor$ is relatively large. And we analyze the hyperparameter $w_0$ in Section III-E.

D. Simple Universal Adaptation Network

The main challenge of UDA is to reduce the impact of $p_C \neq q_C$, which called domain shift in $C$. To this end, let $F : \mathbb{R}^{l \times w} \rightarrow \mathbb{R}^d$ be the feature extractor, and $G : \mathbb{R}^d \rightarrow \{0, 1, \ldots, |C_s| - 1\}$ be the classifier. Here, $l \times w$ and $d$ denote the dimension of input images and extracted features respectively. Input $x$ from both domains are forwarded into $F$ to obtain extracted feature $z = F(x)$, then, $z$ is L2-normalized and fed into $G$ to estimate the classification probability $G^c(z)$ of $x$ over the $c$-th class in $C_s$. The probabilities of source input $x_i$ are corrected by cross-entropy loss $L_{cls}$ with source labels, whereas the highest probability of target input $x_j$ can be used to calculate $w^t(x_j)$ [29], which are defined as

$$E_G = E_{(x, y) \sim p \{y \mid G(F(x))\}}, \tag{11}$$

$$w^t(x_j) = \max_{c \in C_s} G^c(F(x_j)), \tag{12}$$

where $L$ is cross-entropy loss. Let $D : \mathbb{R}^d \rightarrow \{0, 1\}$ be the binary classifier discriminating input feature $z$ from $D_s$ or $D_t$. Inspired by [25], the domain classifier $D$ can be trained by weighting $w^s(x_i)$ and $w^t(x_j)$ as

$$E_D = -E_{x \sim p \{x \mid y \}} \log D(F(x)) - E_{x \sim q} w^t(x) \log (1 - D(F(x))), \tag{13}$$

note that $w^s(x)$ and $w^t(x)$ are normalized as defined in Eq. 10. With such definition, the domain alignment can be implemented in $C$ as precisely as possible.

Optimization. The training of the whole model can be summarized as

$$\max_{D} \min_{F,G} E_G - E_D. \tag{14}$$

This optimization objective is extremely simple but particularly effective. We use the gradient reversal layer [18] to reverse the gradient between $F$ and $D$, this allows the optimization of all modules in an end-to-end way.

Inference. Finally, a target test sample $x$ is assigned to either corresponding known class or the unknown class as

$$y(x) = \begin{cases} \arg \max_{c \in C_s} G^c(F(x)), & w^t(x) \geq 0.5, \\ \text{unKnown,} & \text{otherwise}. \end{cases} \tag{15}$$

Unlike [25], we set the threshold as 0.5 in all the experiments. The decision condition $w^t(x_j) \geq 0.5$ is equivalent to $\max_y f(x_j, y) \geq 0.5$ according to Eq. 12. The whole model is shown in Fig. 5 and the algorithm of S-UAN is shown in Algorithm 1.
Algorithm 1: S-UAN Algorithm

Input: \( T \): max iteration;
\( D_s = \{x_i, y_i\}_{i=1}^n \): source training data distribution;
\( D_t = \{x_j\}_{j=1}^n \): target training data distribution;
\( F \): pretrained feature extractor parameterized by \( \theta_f \);
\( G \): randomly initialized classifier parameterized by \( \theta_g \);
\( D \): randomly initialized domain classifier parameterized by \( \theta_d \);

Output: \( \theta_f, \theta_g \) and \( \theta_d \).

Training:
1. set \( t = 0, \epsilon = 0.1 \) and initialize \( V_{TMR} = V_{TMR}^0 \);
2. while \( t < T \) do
3. for each batch \((D_s^b, D_t^b)\) in \((D_s, D_t)\) do
4. obtain extracted features on both domain:
5. \( z_i = F(x_i) \) and \( z_j = F(x_j) \);
6. obtain classification results using softmax:
7. \( \hat{y}_i = G(z_i) \) and \( \hat{y}_j = G(z_j) \);
8. calculate the margin \( m_f(x_i) \) by Eq. 4 and 5;
9. obtain the margin vector \( \mathcal{M}(D_s^b, F) \) by Eq. 6;
10. calculate source error \((1 \{1 \} = \{1 \} \) is true): \( \text{error}(D_s) = \frac{1}{n_s} \sum_{i=1}^{n_s} 1[G(F(x_i)) \neq y_i] \);
11. if \( \text{error}(D_s) < \epsilon \) then
12. update TMR by Eq. 7;
13. end
14. weight \( x_i \) by TMR-vector by Eq. 9 and normalize by Eq. 10;
15. weight \( x_j \) using \( \max \hat{y}_j \) by Eq. 12 and normalize by Eq. 10;
16. calculate \( \mathcal{L}_{ds} \) by Eq. 11 and \( \mathcal{L}_d \) by Eq. 13;
17. update \( \theta_f, \theta_g \) and \( \theta_d \) by optimizing Eq. 14 using statistical gradient descent;
18. let \( t \leftarrow t + 1 \);
19. end
20. Testing:
21. Test data \( x \) is forwarded to obtain \( G^{\epsilon \in C_t}(F(x)) \);
22. if \( \max G^{\epsilon \in C_t}(F(x)) \geq 0.5 \) then
23. label \( x \) with \( y = \arg \max_{c} G^{\epsilon \in C_t}(F(x)) \);
24. else
25. reject \( x \) as an unknown class;
26. end
27. end

E. Generalization Bound Analysis for Universal Domain Adaptation

Let \( \alpha = \frac{|c_t|}{|c_s|} \) and \( \beta = \frac{|c_t|}{|c_t|} \) be the proportion of common classes in \( C_s \) and \( C_t \) respectively, the Jaccard distance \( \xi \) can be computed as

\[
\xi = \frac{\alpha \beta}{(1 - \alpha)(\alpha + \beta) + \alpha}.
\]

Suppose that \( D_s \) is class-balanced and the sample size of each class in \( D_t \) does not vary widely, with a large probability, the number of samples in the common label set is \( \beta m \) for \( m \) randomly-picked samples from \( D_t \).

Lemma 1. Suppose that both \( D_s \) and \( D_t \) are class-balanced. By randomly selecting the same number \( m \) of samples from class-balanced \( D_s \) and \( D_t \), theorem 3.4 in [30] can be modified in the common label set:

\[
P^{(\alpha + \beta)m}(|\phi_A(D_s^m, D_t^m) - \phi_A(p_c, q_c)| > \epsilon) \leq (2\alpha m)^{d} \epsilon + (2\beta m)^{d} \epsilon - \beta m^{m+1/2},
\]

where \( P^{(\alpha + \beta)m} \) is the \((\alpha + \beta)m\) power of \( P \), and it is the probability that \( P \) induces over the choices of samples. \( A \) is a collection of subsets of some domain measure space \( \phi \), i.e. \( A = \{ \phi_A : \phi_A \not{\in} \phi \} \), and assume that the VC dimension of \( \phi \) is some finite d. \( D_s^m \) and \( D_t^m \) are m samples drawn i.i.d. from class-balanced \( D_s \) and \( D_t \).

Eq.17 bounds the maximum probability that, the error of measuring domain discrepancy over sampled data \( D_s^m \) and \( D_t^m \) or true distribution \( p_c \) and \( q_c \), is more than \( \epsilon \).

Lemma 2. Let \( \gamma = \frac{\beta}{\alpha} \), \( m' = \alpha m \) and \( \phi_A = d_{H\Delta A} \), which is well defined in [31]. Based on Lemma 1, for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \),

\[
d_{H\Delta A}(p_c, q_c) \leq d_{H\Delta A}(D_s, D_t) + 4 \sqrt{d\log(2\max(1, \gamma)m') + \log\left(\frac{\delta}{\delta}\right)}.
\]

Proof. This proof relies on Lemma 1 [L1], \( \gamma = \frac{\beta}{\alpha} \) m' = \( \alpha m \) and \( \phi_A = d_{H\Delta A} \).

\[
P^{(\alpha + \beta)m}(|d_{H\Delta A}(D_s^m, D_t^m) - d_{H\Delta A}(p_c, q_c)| > \epsilon) \\
\leq (2\alpha m)^{d} \epsilon - \alpha m^{m+1/2} + (2\beta m)^{d} \epsilon - \beta m^{m+1/2} \quad \text{[L1]} \\
= (2m')^{d} \epsilon - \beta m'^{m+1/2} + (2\gamma m')^{d} \epsilon - \beta m'^{m+1/2} \\
\leq (2\max(1, \gamma)m')^{d} \epsilon - \max(1, \gamma)m'^{m+1/2}.
\]

let \( \delta = (2\max(1, \gamma)m')^{d} \epsilon - \max(1, \gamma)m'^{m+1/2} \), we have

\[
\epsilon = 4 \sqrt{d\log(2\max(1, \gamma)m') + \log\left(\frac{\delta}{\delta}\right)}.
\]

then with probability at least \( 1 - \delta \),

\[
|d_{H\Delta A}(D_s^m, D_t^m) - d_{H\Delta A}(p_c, q_c)| \\
\leq 4 \sqrt{d\log(2\max(1, \gamma)m') + \log\left(\frac{\delta}{\delta}\right)}.
\]

and \( d_{H\Delta A}(D_s^m, D_t^m) \) can be bounded by the empirical \( \tilde{d}_{H\Delta A}(D_s, D_t) \) according to the strong law of large numbers [32].

\[
\Pr\left(\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} d_{H\Delta A}((D_s^m, D_t^m)^n) = d_{H\Delta A}(D_s, D_t)\right) = 1
\]

where \((D_s^m, D_t^m)^n\) is the n-th randomly-picked samples from \( D_s \) and \( D_t \). Whenever \( n \to \infty \), with probability 1:

\[
d_{H\Delta A}(p_c, q_c) \leq d_{H\Delta A}(D_s, D_t) + 4 \sqrt{d\log(2\max(1, \gamma)m') + \log\left(\frac{\delta}{\delta}\right)}.
\]
We assume \( f : \mathcal{X} \to \{0, 1, \ldots, |C_s| - 1\} \) is the true labeling function. For a hypothesis \( h \in \mathcal{H} \), the expected risk of source and target domains in \( C_s \) are
\[
\epsilon_s(h) = E_{x \sim p} \left[ |h(x) \neq f(x)| \right], \\
\epsilon_t(h) = E_{x \sim q} \left[ |h(x) \neq f(x)| \right],
\]
and based on the definition of \( d_{H} \) in [31], for any hypothesis \( h, h' \in \mathcal{H} \), we have
\[
|\epsilon_s(h, h') - \epsilon_t(h, h')| \leq \frac{1}{2} d_{H} \left( p_c, q_c \right),
\]
which has been proved in Lemma 3 in [33]. Following the Definition 2 in [33], let the ideal joint hypothesis \( h^* \) be the hypothesis which minimizes the combined risk
\[
h^* = \arg\min_{h \in \mathcal{H}} \epsilon_s(h) + \epsilon_t(h),
\]
and the combined risk of the ideal hypothesis is
\[
\lambda = \epsilon_s(h^*) + \epsilon_t(h^*).
\]

**Theorem 1.** Let \( \mathcal{H} \) be a hypothesis space of VC dimension \( d \) and \( D_s^m \) and \( D_t^m \) are \( m \) samples drawn i.i.d. from class-balanced \( D_s \) and \( D_t \) respectively. Then for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) (over the choice of the samples), for every \( h \in \mathcal{H} \):
\[
\epsilon_t(h) \leq \epsilon_s(h) + \frac{1}{2} d_{H} \left( D_s^m, D_t^m \right) + 4 \sqrt{\frac{d \log (2 \max\{1, \gamma\} m') + \log \left( \frac{2}{\delta} \right)}{\max\{1, \gamma\} m'}} + \lambda,
\]

**Proof.** The proof relies on the triangle inequality [Tr] for classification error [34], [35], Eq. 24, Eq. 26 and Lemma 2 [L2].
\[
\epsilon_t(h) \leq \epsilon_t(h^*) + \epsilon_t(h^*) \quad [\text{Tr}]
\leq \epsilon_t(h^*) + \epsilon_s(h, h^*) + |\epsilon_t(h, h^*) - \epsilon_s(h, h^*)| \\
\leq \epsilon_t(h^*) + \epsilon_s(h, h^*) + \frac{1}{2} d_{H} \left( p_c, q_c \right) \quad [\text{Eq. 24}]
\leq \epsilon_t(h^*) + \epsilon_s(h) + \frac{1}{2} d_{H} \left( p_c, q_c \right) \quad [\text{Tr}]
= \epsilon_s(h) + \frac{1}{2} d_{H} \left( p_c, q_c \right) + \lambda \quad [\text{Eq. 26}]
\leq \epsilon_s(h) + \frac{1}{2} d_{H} \left( D_s^m, D_t^m \right) + 4 \sqrt{\frac{d \log (2 \max\{1, \gamma\} m') + \log \left( \frac{2}{\delta} \right)}{\max\{1, \gamma\} m'}} + \lambda \quad [\text{L2}]
\]

Here, we only bound the expected target risk in \( C_s \). The target risk in \( C_t \) is much more hard to be bounded, because the distribution of unknown classes in \( C_t \) could be completely different, i.e. \( d_{H} \left( p_c, q_{C_t} \right) \to \infty \). From Theorem 1, we can find that the bound of expected target risk in \( C \) changes with \( \gamma = \frac{|C|}{|C_s|} \), and \( \alpha = \frac{|C|}{|C_s|} = \frac{m}{m'} \). Generally, \( |C_s| \) is known in domain adaptation, we have the following observations:

1) With fixed \( |C| \), if \( |C| \geq |C_s| \), i.e. \( \gamma = \frac{|C|}{|C_s|} \leq 1 \), the upper bound of expected target risk in \( C \) does not depend on the value of \( |C_t| \). If \( |C_t| < |C_s| \), i.e. \( \gamma > \frac{|C_t|}{|C_s|} > 1 \), with the increase of \( |C_t| \), the upper bound of expected target risk in \( C \) also increases when the VC dimension \( d \) of the hypothesis \( h \) greater than 2.

2) With the increase of \( |C| \), the upper bound of expected target risk in \( C \) decreases when \( \alpha \geq \frac{2 \max\{1, \gamma\} m'}{m} \), note that \( 0 \leq |C| \leq |C_t| \), i.e. \( \alpha = \frac{|C|}{|C_s|} = \frac{m}{m'} \in [0, 1] \).

### III. Experiments

**A. Experimental Setup**

1) **Datasets**

**Office-31** [36] dataset contains 31 classes and 3 different domains. They are images from alexnet (A), dslr (D) and webcam (W). The 10 classes shared by **Office-31** and **Caltech-256** [37] are used as \( C \), then in alphabetical order, the first 10 classes as \( C_s \), and the reset 11 classes as \( C_t \). In these tasks \( \xi = 0.32 \).

**Office-Home** [38] consists of 65 categories and 4 domains: Artistic (Ar), Clip-Art (Cl), Product (Pr) and Real-World (Rw) images. Similarly, in alphabet order, the first 10 classes are used as \( C \), and the next 5 classes as \( C_s \), According to the first property of Theorem 1, we use the rest 50 classes as \( C_t \). In these tasks \( \xi = 0.15 \).

**VisDA2017** [39] dataset consists of 2 very different domains: synthetic images (Syn) generated by game engines and real images (Real). Both of them contain 12 classes, and we only consider the practical Syn→Real task. The first 6 classes are used as \( C \), the next 3 classes as \( C_s \), and the rest as \( C_t \). In these tasks \( \xi = 0.50 \).

**ImageNet-Caltech** is established from ImageNet-1K (I) [40] and Caltech-256 (C) with 1000 and 256 classes respectively. The 84 classes shared by both domains are used as \( C \) and their private classes as \( C_s \) and \( C_t \). This task naturally belongs to the universal domain adaptation scenario due to the category gap between two datasets. There are two UDA tasks can be formed: \( I \to C \) and \( C \to I \). Note that the validation sets are used as target domain to eliminate the effects of pre-training. In these tasks \( \xi = 0.07 \).

Some examples in each dataset are shown in Fig. 6.

2) **Evaluation Details**

**Compared Methods.** The proposed S-UAN is compared with methods in (1) Source-only without domain adaptation (DA): **ResNet** [41], (2) close-set DA: Domain-Adversarial Neural Networks (DANN) [18], Residual Transfer Networks (RTN) [8], (3) partial DA: Importance Weighted Adversarial Nets (IWAN) [42], Partial Adversarial DA (PADA) [21], (4) open set DA: Assign-and-Transform-Iteratively (ATT) [24], Open Set Back-Propagation (OSBP) [23], (5) UDA: Universal Adaptation Network (UAN) [25]. These methods are the state of the art in their respective scenarios. In the following experiments, we evaluation all these methods in the UDA scenario.

**Evaluation Protocols.** All the samples with their labels in \( C_t \) are viewed as one unified “unknown” class and the final accuracy is averaged by per-class accuracy for \( |C| + 1 \) classes. We extend non-universal methods by threshold mechanism as used in [25]. Only if the prediction confidence is higher than...
TABLE I: Accuracy (%) of UDA tasks on Office-31 ($\xi = 0.32$), ImageNet-Caltech ($\xi = 0.07$) and VisDA2017 ($\xi = 0.50$) (Backbone: ResNet-50)

| Method | Office-31 | | ImageNet-Caltech | | VisDA |
|--------|----------|----------|------------------|----------|
|        | A $\rightarrow$ W | D $\rightarrow$ W | W $\rightarrow$ D | A $\rightarrow$ D | D $\rightarrow$ A | W $\rightarrow$ A | Avg | I $\rightarrow$ C | C $\rightarrow$ I | S-UAN $w_0 = 0$ | S-UAN |
| ResNet | 75.94 | 89.60 | 90.91 | 80.45 | 78.83 | 81.42 | 82.86 | 70.28 | 65.14 | 52.80 |
| DANN | 80.65 | 80.94 | 88.07 | 82.67 | 74.82 | 83.54 | 81.78 | 71.37 | 66.54 | 52.94 |
| RTN | 85.70 | 87.80 | 88.91 | 82.69 | 74.64 | 83.26 | 84.18 | 71.94 | 66.15 | 53.92 |
| IWAN | 85.25 | 90.09 | 90.00 | 84.27 | 84.22 | 86.25 | 86.68 | 72.19 | 66.48 | 58.72 |
| PADA | 85.37 | 79.26 | 90.91 | 81.68 | 55.32 | 82.61 | 79.19 | 65.47 | 58.73 | 44.98 |
| ATI | 79.38 | 92.60 | 90.08 | 88.40 | 78.85 | 81.57 | 84.48 | 71.59 | 67.36 | 54.81 |
| OSBP | 66.13 | 73.57 | 85.62 | 72.92 | 47.35 | 60.48 | 67.68 | 62.08 | 55.48 | 30.26 |
| UAN | 85.62 | 94.77 | 97.99 | 86.50 | 85.45 | 85.12 | 89.24 | 75.28 | 70.17 | 60.83 |
| S-UAN | 86.64 | 95.47 | 97.08 | 85.35 | 90.27 | 90.20 | 90.84 | -- | -- | 65.05 |
| S-UAN | 93.16 | 97.04 | 98.08 | 93.39 | 91.23 | 91.27 | 94.03 | 78.63 | 72.06 | 65.20 |

TABLE II: Accuracy (%) of UDA tasks on Office-Home ($\xi = 0.15$) dataset (Backbone: ResNet-50)

| Method | Office-Home | | |
|--------|-------------|------------------|----------|
|        | Ar $\rightarrow$ Cl | Ar $\rightarrow$ Pr | Ar $\rightarrow$ Rw | Cl $\rightarrow$ Ar | Cl $\rightarrow$ Pr | Cl $\rightarrow$ Rw | Pr $\rightarrow$ Ar | Pr $\rightarrow$ Cl | Pr $\rightarrow$ Rw | Rw $\rightarrow$ Ar | Rw $\rightarrow$ Cl | Rw $\rightarrow$ Pr | Avg |
| ResNet | 59.37 | 76.58 | 87.48 | 69.86 | 71.11 | 81.66 | 73.72 | 56.30 | 86.07 | 78.68 | 59.22 | 78.59 | 73.22 |
| DANN | 56.17 | 81.72 | 86.87 | 68.67 | 73.38 | 83.76 | 69.92 | 56.84 | 85.80 | 79.41 | 57.26 | 78.26 | 73.17 |
| RTN | 50.46 | 77.80 | 86.90 | 65.12 | 73.40 | 85.07 | 67.86 | 45.23 | 85.50 | 77.20 | 55.55 | 78.79 | 70.91 |
| IWAN | 52.55 | 81.40 | 86.51 | 70.58 | 70.99 | 85.29 | 74.88 | 57.33 | 85.07 | 7.48 | 59.65 | 78.91 | 73.39 |
| PADA | 39.58 | 69.37 | 76.26 | 62.57 | 66.39 | 77.47 | 48.39 | 35.79 | 79.60 | 75.94 | 54.95 | 75.18 | 63.90 |
| ATI | 52.90 | 80.37 | 85.91 | 71.08 | 72.41 | 84.39 | 74.28 | 57.84 | 85.61 | 76.06 | 60.17 | 78.42 | 73.29 |
| OSBP | 47.75 | 60.90 | 76.78 | 59.23 | 61.58 | 74.33 | 61.67 | 44.50 | 79.31 | 70.59 | 54.95 | 75.18 | 63.90 |
| UAN | 63.00 | 82.83 | 87.85 | 76.88 | 78.70 | 85.36 | 78.22 | 58.59 | 86.80 | 83.37 | 63.17 | 79.43 | 77.02 |
| S-UAN | 61.91 | 82.85 | 91.73 | 83.41 | 81.78 | 89.32 | 81.86 | 59.83 | 90.51 | 83.42 | 61.84 | 83.45 | 79.33 |

Fig. 6: Some examples in following datasets: from left to right, the first line is Amazon (A), Dslr (D) and Webcam (W) in Office-31. The second line is Artistic (Ar), Clip-Art (Cl), Product (Pr) and Real-World images (W) in Office-Home. The third line is Synthetic (Syn) and Real images (Real) in VisDA2017, ImageNet-1K (I) and Caltech-256 (C).

Fig. 7: The negative transfer in UDA (task A $\rightarrow$ D).

Implementation Details. We implement all the methods in PyTorch and use ResNet-50 [41] as fine-tuned model, which is pre-trained on ImageNet. The hyperparameter $w_0$ is set to 1 in Office-31 and VisDA, where $\xi$ are relatively large. While $w_0$ is set to 0 in Office-Home and ImageNet-Caltech, where $\xi$ are relatively small. Particularly, in ImageNet-Caltech task, a gradually increasing threshold are used in Eq. 15, which reaches 0.5 at the end of training.
B. Classification Results

From Tables I and II, we can find that S-UAN outperforms all the compared methods. Particularly, we focus on the comparison with UAN [25]. Although UAN avoids negative transfer in most tasks, it still has negative transfer in some tasks. For example, Fig. 7 indicates the accuracy gain of each class compared to ResNet (no adaptation) on task $A \rightarrow D$. We can see that DANN, OSBP and UAN still suffer from negative transfer. Note that the accuracy of the label set $\{0, 1, 3, 7, 8\}$ arrives 100% in ResNet. Except these classes, S-UAN avoids negative transfer and achieve widely positive transfer in all the classes. This is because S-UAN makes full use of the prediction information of the target data and employs class-wise weighting mechanism in the source domain.

Another perspective to analyze the classification results is the dimension-reduction of features. In general, low-dimensional distinguishable features are easier to distinguish in higher dimensions. To this end, we visualize features extracted from trained models by t-SNE tool. In Fig. 8, we compare S-UAN and UAN on task ImageNet-Caltech, which contains 84 common classes and 1173 total classes. Overall, the distinguishability of UAN features is not as good as S-UAN, so the classification accuracy of S-UAN is higher than UAN’s.

C. Analysis on UDA Settings

Effect of Varying Size of $C_t$. We explore the performance of methods mentioned in Section III-B with the different sizes of $C_t$ on task $A \rightarrow D$ in Office31 dataset, note that $C_s$ also changes correspondingly with fixed $|C_s \cup C_t|$ and $\xi$. As shown in Fig. 9(a), S-UAN outperforms all the compared methods on all the sizes of $C_t$. Particularly, when $|C_t| = 0$, this UDA setting degenerates to the partial domain adaptation, where $C_t \subset C_s$, and when $|C_t| = 21$, this UDA setting degenerates to the open set domain adaptation, where $C_s \subset C_t$, the performance of S-UAN is comparable to UAN’s. When $|C_t|$ vary between 0 and 21, which are the more general settings, S-UAN performs much better than UAN. When the size of $C_t$ appears in the middle of 0 and 21, S-UAN outperforms other methods with the largest margin. Generally, S-UAN produces better results with all size of $C_t$.

Effect of Varying Size of $C$. We also explore the performance of these methods with different size of the common label set $C$. The same task is used as before, and we have $|C| + |\overline{C}_t| + |\overline{C}_s| = 31$. For simplicity, we let $|\overline{C}_t| = |\overline{C}_s| + 1$ or $|\overline{C}_t| = |\overline{C}_s|$, and let $|C|$ vary from 0 to 31. Fig. 9(b) shows the performance of these methods with different sizes of $|C|$. When $|C| = 0$, there is no known class appearing in target domain, i.e. $C_t \cap C_s = \emptyset$. We see that the accuracy of S-UAN is similar to UDA’s. When $|C| > 0$, i.e. $C_t \cap C_s \neq \emptyset$, we find that S-UAN outperforms all the compared methods with large margins, revealing that class-wise weighting mechanism of proposed margin vector is more general and effective than sample-wise weighting mechanism in UDA.

D. Analysis on Target Risk

In this section, we verify the properties of generalization bound by analyzing the target risk for task $A \rightarrow D$. We fix $|C_s| = 15$, ResNet, DANN, OSBP, UAN and S-UAN are compared in what follows.

Property 1: with fixed $|C|$ and the increase of $|C_t|$, the generalization bound increases when $|C_t| < |C_s|$. In this experiment, we fix $|C| = 10$ and set $|C_t| = 10, 13, 15, 20, 25, 26$, correspondingly, $\gamma = 1.50, 1.15, 1.00, 0.75, 0.60, 0.58$. The experiment results are shown in Fig. 10(a), except DANN and OSBP, other well-behaved methods are all suffered from performance degradation with the increase of $|C_t|$ when $\gamma > 1$. And when $\gamma \leq 1$, the performance of three well-behaved methods does not vary obviously. This experimental result verifies the first property of Theorem 1. And we can find that the target risk of the proposed S-UAN is the lowest, which is the best learning algorithm for universal domain adaptation compared with the state-of-the-art domain adaptation methods.
In this experiment, we fix $C$.

Property 2: with the increase of $|C|$, the generalization bound decreases. In this experiment, we fix $|C| = 15$ and set $|C| = 0, 3, 6, 9, 12, 15$, correspondingly, $\alpha = 0, 0.2, 0.4, 0.6, 0.8, 1.0$, here $\gamma = 1$. The experiment results are shown in Fig. 10(b), the sampling batch size $m = 36$, we can see that the performance of all the methods is improved with the increase of $|C|$ when $|C| = \alpha |C_s| \geq \frac{2}{m} \max (1, \gamma) m |C_s| = 0.57$. Note that $|C|$ can only be an integer, although the generalization bound becomes higher when $|C|$ varies from 0 to 0.57, we find that the value of generalization bound at $|C| = 1$ is lower than $|C| = 0$. This experimental result verifies the second property of Theorem 1. And the target risk of the proposed S-UAN is still the lowest of these methods.

**E. Analysis of S-UAN**

**Weight Analysis.** To verify the inference introduced in Section I, we plot the estimated probability density distribution for different components of the $w^s(x)$ and $w^t(x)$ in Fig. 11. Results show that the distributions are well separated between shared and private label sets of both domains, explaining why S-UAN achieves stable performance in different UDA settings. We observe that distributions of source shared and private parts are much more distinguishable compared with UAN’s. And distributions of target shared and private parts are as distinguishable as UAN’s. Note that the definition of the weight of target samples is simple in S-UAN, but is also distinguishable enough for target shared and private parts.

**Threshold Sensitivity.** Although we have fixed the criterion for distinguishing unknown classes in all experiments, i.e. $w^t(x) \geq 0.5$. We also explore the sensitivity of the threshold for analysis. As shown in Fig. 12, though S-UAN’s accuracies vary by $2 \sim 3\%$ with the change of the threshold, it achieves stable performance and outperforms other methods by large margins with the change of the threshold. Note that in our experiments, UAN’s accuracy on VisDA can’t reach their report in our experiments. However, S-UAN’s accuracies still outperform UAN’s reported accuracy, which is fully tuned and their best accuracy.

**Hyperparameter Analysis.** The only hyperparameter in S-UAN is the activated threshold $w_0$ of the normalized function as shown in Eq.10. The value of $w_0$ can be 0 or 1. When $w_0 = 0$, $w_0$ has no effect on Eq.10, and all the $w^s(x)$ (or $w^t(x)$) can be activated. When $w_0 = 1$, only the $w^s(x)$ (or $w^t(x)$) greater than the average value can be activated, and the remaining $w^s(x)$ (or $w^t(x)$) are set to 0. In the default settings of S-UAN, $w_0$ is set to 1 in Office-31 and VisDA, where $|C_s| \geq |C_t|$. And $w_0$ is set to 0 in Office-Home and ImageNet-Caltech, where $|C_s| < |C_t|$. To do ablation study on $w_0$, we also set $w_0 = 0$ in Office-31 and VisDA (S-UAN $w_0 = 0$) in Table I. We can find that S-UAN outperforms all the compared methods, even if $w_0 = 0$ in all experiments.

IV. RELATED WORK

In this section, we briefly review DA methods and margin theory in classification.

A. Universal Domain Adaptation

Universal Domain Adaptation was first proposed in [25], where the target label set is unknown. In traditional domain adaptation settings, the target label set or its relationship with source label set is assumed to be known. These traditional settings can be summarized by three types: closed set, partial and open set DA. Closed set DA assumes that $C_s = C_t$, where the domain shift is eliminated as much as possible [1]–[3]. These methods provide insight in developing deep adaptation methods [4]–[11], [43]–[47]. And some other deep adaptation methods explore architecture designs [12]–[17], [48]–[50]. Meanwhile, with the proposal of Generative Adversarial Nets (GAN) [51], GAN-based DA methods are proposed [6], [9], [18], [52], [53]. In these methods, a discriminator $D$ is designed to distinguish source and target features, meanwhile, the feature extractor $F$ is encouraged to generate domain-
invariant features which confuse $D$. Overall, the adversarial loss is usually defined as

$$E_D = -E_{x \sim p}(x) \log D(F(x)) - E_{x \sim q}(x) \log(1 - D(F(x))).$$  

Eq. 28 is the sample-wise weighting mechanism. And the ideal distribution of $w^s(x)$ (or $w^t(x)$) mentioned in Section I can degenerate universal domain adaptation problem by

$$E_D = -E_{x \sim p} w^s(x) \log D(F(x)) - E_{x \sim q} w^t(x) \log(1 - D(F(x))) = -E_{x \sim p} \log D(F(x)) - E_{x \sim q} \log(1 - D(F(x)),$$

where $w^s(x)$ and $w^t(x)$ is the ideal $w^s(x)$ (or $w^t(x)$).

A well-defined weight mechanism ensures further domain adaptation in $C$. This is one of the basic solution for UDA.

Partial DA assumes that the target label set can be contained in the source label set [19]−[21]. Obviously, this setting is not practical in the wild. Open set DA assumes that $C_s \subset C_t$ [23], [24]. And in [24], the classes private to each domain are totally considered as an “unknown” class. This setting is more practical than partial domain adaptation, but still hold that the classes private to each domain exist. Therefore, a general scenario of domain adaptation is established in [25], called universal domain adaptation.

B. Margin Theory for Classification

In the early study of classification problems, maximum margin techniques have been used to identify relevant-irrelevant label pairs [54] or output coding margins [55]. And a margin theory for classification was developed by [56], where the 0-1 loss for classification is replaced by developed margin loss. Recently, [57] maximize margins between relevant-relevant label pairs with different importance degrees. In [58], a maximum margin multi-dimensional classification is investigated by leveraging classification margin maximization on individual class variable and modeling relationship regularization across class variables. Based on the margin theory introduced in [56], [28] introduced the margin loss to domain adaptation scenarios, achieving better performance than the use of traditional 0-1 loss.

In our previous work [59], the margin of classification is used to adaptively adjust the margin of triplet loss. In this work, the margin of classification is used to find known classes in the target label set. And a novel margin vector is firstly introduced to universal domain adaptation setting.

V. CONCLUSION

In this paper, we employ a probabilistic method for locating the common label set, where each source class may come from the common label set with a probability. In particular, we propose a novel margin vector for evaluating the probability of each source class from the common label set, which can estimate the probability accurately. We further propose a target margin register to enable margin vector to update continuously during iterative training. This technology can solve UDA problem efficiently. Then we propose a simple universal adaptation network (S-UAN), which is more simple but efficient than existing UDA methods. A comprehensive evaluation shows that S-UAN works well in general UDA setting and outperforms the state-of-the-art methods by large margins.
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