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Abstract

We consider a reaction-diffusion equation with a convection term in one space variable, where the diffusion changes sign from the positive to the negative and the reaction term is bistable. We study the existence of wavefront solutions, their uniqueness and regularity. The presence of convection reveals several new features of wavefronts: according to the mutual positions of the diffusivity and reaction, profiles can occur either for a single value of the speed or for a bounded interval of such values; uniqueness (up to shifts) is lost; moreover, plateaus of arbitrary length can appear; profiles can be singular where the diffusion vanishes.
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1 Introduction

In this paper we deal with the parabolic equation

\[ \frac{\partial \rho}{\partial t} + f(\rho) \frac{\partial \rho}{\partial x} = (D(\rho) \frac{\partial \rho}{\partial x}) \frac{\partial}{\partial x} + g(\rho), \quad t \geq 0, \quad x \in \mathbb{R}. \]

Equation (1.1) arises as a simple model in several applications where a reaction (modeled by \( g \)) is propagated in the space both in a convective and in a diffusive way; the latter are modeled by \( f \) and \( D \), respectively. In these applications the function \( \rho \) usually stands for a concentration or a density and takes value in a bounded interval; without loss of generality we assume that such an interval is \([0, 1]\). An interesting feature is that the diffusivity \( D \) can be negative. This occurs, for instance, in the modeling of collective movements \([26, 29]\), in oil recovery \([12]\), in thermodynamics \([19]\), and in biology \([17, 28]\).

We are interested in traveling-wave solutions (TWs for short) to (1.1), i.e., in solutions to (1.1) of the form \( \rho(t,x) = \varphi(x - ct) \). The function \( \varphi = \varphi(\xi) \) is the profile of the TW and the real number \( c \) is its speed. The equation for the profile is then

\[ (D(\varphi) \varphi')' + (c - h(\varphi)) \varphi' + g(\varphi) = 0, \]

(1.2)
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where \( \prime \) stands for the derivative with respect to \( \xi \); we denote the derivative of \( f \) with respect to \( \rho \) as \( h(\rho) = \dot{f}(\rho) \). We refer to [15] for more information on traveling waves (see also [7]).

The current paper carries on the analysis that we began in [5, 6]; the aim of these researches is to provide a general treatment of traveling-wave solutions to equations with sign-changing diffusivities, with source terms that possibly change sign, and in presence of convective terms. They were motivated by modeling of collective movements, see [10], and in biology [21, 22].

More precisely, in [5] we considered the case when both \( D > 0 \) and \( g > 0 \) in \( (0, 1) \), and \( g \) vanishes either at 0 or at both extrema; the latter is the so-called monostable case. The aim of [5] was to complete or improve previous results obtained in [8, 9, 23] as well as to lay a background for the subsequent papers, in particular as far as non-uniqueness of solutions is concerned. The statement of a typical result in [5] is that profiles exist if and only if \( c \geq c^* \), for a real threshold \( c^* \in \mathbb{R} \).

The case when the diffusivity \( D \) changes sign has been studied in [6] for a monostable reaction term \( g \), see also [3, 4, 21]; equation (1.1) becomes then a forward-backward parabolic equation. There, we extended previous results, obtained only in the case \( f = 0 \), and emphasized the much richer dynamics provided by the presence of the convective term \( f \).

The aim of this paper is to allow also \( g \) to change sign, and namely from the negative to the positive; this is the bistable (or Allen-Cahn) case.

Here follow our assumptions, see Figure 1. On the convective term \( f \) we assume

\[(f) \quad f \in C^1[0,1], \, f(0) = 0.\]

Clearly, the condition \( f(0) = 0 \) just fixes a representative, because the convection is only defined up to an additive constant. The diffusivity \( D \) satisfies, for some \( \alpha \in (0, 1) \):

\[(D) \quad D \in C^1[0,1], \, D > 0 \text{ in } (0, \alpha) \text{ and } D < 0 \text{ in } (\alpha, 1).\]

Notice, condition (D) leaves open the possibility for \( D \) to vanish at 0 or 1. On the reaction term \( g \) we assume, for some \( \gamma \in (0, 1) \),

\[(g) \quad g \in C^0[0,1], \, g < 0 \text{ in } (0, \gamma), \, g > 0 \text{ in } (\gamma, 1) \text{ and } g(0) = g(\gamma) = g(1) = 0.\]

![Figure 1: The mutual behaviours of the functions \( D \) (solid line) and \( g \) (dashed line).](image)

We focus on wavefronts, i.e., traveling-wave solutions whose profiles are globally-defined, nonconstant and monotone. To fix ideas we deal with non-increasing profiles and this leads, because of (g), to require

\[\varphi(-\infty) = 1, \quad \varphi(\infty) = 0. \quad (1.3)\]
The study of non-decreasing profiles can be easily deduced.

The first results about solutions to problem (1.2)-(1.3) in the bistable case were provided, in the case $f = 0$ and $D = 1$, in [11, 13, 14, 18]: profiles were proved to exist only in correspondence of a unique value $c = c^*$, and the same result holds if $f$ is linear. The case when $f$ is nonlinear and $D = D(\rho) > 0$ was studied in [21, 27], see also [15, Theorem 10.36] when $D = D(\rho) \geq 0$ and $f = 0$. The case when $g$ may vanish more than three times was studied in [24, 27], see also [15, Theorem 10.36] when $D = D(\rho) \geq 0$ and $f = 0$. The case when $g$ may vanish more than three times was studied in [14, 18]. Further updated information about the bistable case can be found in [16]. The case when the diffusivity depends on $\rho_x$ is studied in [2].

In the case $D$ changes sign, previous results were obtained in [22], for the case when $f = 0$ and $D$ satisfies (D), and [20], where $D$ changes sign twice (from the positive to the negative and again to the positive). More precisely, in [22] the authors show that the conditions

$$\alpha > \gamma, \quad c > 0, \quad \text{and} \quad \int_0^\alpha D(\rho)g(\rho) \, d\rho > 0,$$

(1.4)

are needed in order to have solutions. Under a further condition on the propagation speeds of the profiles connecting $\alpha$ to 0 and $\alpha$ to 1, they prove that there is a unique admissible speed $c^*$, which is strictly positive, and characterize the shapes of profiles according to the vanishings of $D$ in 0 and 1. The results in [20] are analogous.

Our main results are contained in Theorem 2.1. We show that Equation (1.1) can have wavefronts for every $\alpha, \gamma \in (0,1)$, no matter the sign of $\alpha - \gamma$. If $\alpha > \gamma$ what we prove has still the flavor of [20, 22]: profiles exist at most for a unique $c^*$ and the profile is uniquely determined up to space shifts (see Theorem 2.1 (a)). If $\alpha \leq \gamma$ our results are instead completely new. In this case, we show that if solutions exist, then this occurs for speeds ranging in a whole (bounded) interval (possibly degenerating to a single value). About the uniqueness, we prove what follows. In the case $\alpha = \gamma$, for every admissible speed $c$, the corresponding profile is here uniquely determined not only modulo space shifts but also modulo plateaus at level $\gamma$ (see Theorem 2.1 (b)). Plateaus are stretches in $(0,1)$ where the profile is constant; they can be of arbitrary length. This phenomenon, which was already observed in an analogous situation (see [10]), is impossible if $\alpha > \gamma$. When $\alpha < \gamma$, the loss of uniqueness of the profiles associated to a same speed is way more dramatic. We show that if the interval of admissible speeds has a non-empty interior part, then to every speed therein corresponds a one-parameter family of (essentially different) profiles. Each of these solutions is uniquely determined (up to space shifts) by the value of its derivative when the value of the profile itself reaches $\gamma$ (see Theorem 2.1 (c)). Moreover, under assumptions on the steepness of $g$ at $\gamma$, we prove that to each admissible speed there correspond also profiles with plateaus at level $\gamma$. Theorem 2.1 also shows that the derivative of a profile is strictly negative, with the possible exceptions of the points where $\varphi$ reaches the values 0, $\alpha$, $\gamma$, 1.

We also obtain results that link proper convexity assumptions on $f$ to the occurrence of solutions. In particular, in Theorem 2.2 we show that if $f$ is convex then the behavior is still that observed in [20, 22]: solutions exist only if (1.4) holds but with $c > h(\alpha)$ replacing its second condition. Thus, in particular, profiles exist only if $\alpha > \gamma$. Moreover, in this case, we give a sufficient condition on the integral of the product $Dg$ to have solutions.

In Theorem 2.3 we provide specific geometric sufficient conditions (again only on the terms $D, g$ and $f$) under which Equation (1.1) has wavefronts. Roughly speaking, these conditions are satisfied if $f$ is sufficiently strictly concave and $D, g$ satisfy some regularity conditions.
The main mathematical tool to study (1.2) with the boundary conditions (1.3) is a reduction (in regions where $D$ has constant sign) of Equation (1.2) to singular first-order systems [13], see Section 3. In order to obtain the results for profiles, our approach relies on refined upper- and lower-solutions based on comparison-type techniques for the first-order problems.

Here follows the content of the paper. In Section 2 we give the basic definitions and state the main outcomes on profiles. Section 3 takes care of proving the link between profiles and singular first-order systems. In Section 4, we give those technical results for the first-order problems which are necessary to deal with our main focus. In Section 5, we mainly provide the proofs of the results of Section 2, based on the tools in Sections 3 and 4. In Section 6 we show some relevant explicit examples. Some results about the behavior of a profile at points where it reaches the value $\alpha$ are provided in Appendix A.

\section{Main results}

Traveling-waves can fail to be of class $C^1$. The following definition makes precise what we mean by a TWs, see [15].

\textbf{Definition 2.1.} Assume $f, D, g \in C^0[0,1]$ and let $I \subset \mathbb{R}$ be an open interval. Let $\varphi \in C(I)$ be a function valued in $[0,1]$, which is differentiable a.e. and such that $D(\varphi)\varphi' \in L^1_{\text{loc}}(I)$; let $c$ be a real constant.

Then the function $\rho(x,t) := \varphi(x - ct)$, for $(x,t)$ with $x - ct \in I$, is a traveling-wave solution (briefly, a TW) to equation (1.1) with wave speed $c$ and wave profile $\varphi$ if we have

\[ \int_I \left( D(\varphi(\xi)) \varphi'(\xi) - f(\varphi(\xi)) + c\varphi(\xi) \right) \psi'(\xi) - g(\varphi(\xi)) \psi(\xi) \, d\xi = 0, \tag{2.1} \]

for every $\psi \in C^\infty_0(I)$.

We say that a TW is \textit{global} if $I = \mathbb{R}$, while it is \textit{strict} if $I \neq \mathbb{R}$ and $\varphi$ cannot be extended to $\mathbb{R}$; a TW is \textit{classical} if $\varphi$ is differentiable, $D(\varphi)\varphi'$ is absolutely continuous and (1.2) holds a.e.; a TW is \textit{sharp at $\ell$} if there exists $\xi_\ell \in I$, with $\varphi(\xi_\ell) = \ell$, such that $\varphi$ is classical in $I \setminus \{\xi_\ell\}$ and not differentiable at $\xi_\ell$. Analogously, a TW is \textit{classical at $\ell$} if it is classical in a neighborhood of $\xi_\ell$.

A TW is a \textit{wavefront} if it is global, with a monotone, non-constant profile $\varphi$ which satisfies either (1.3) or the converse condition; a speed $c$ is \textit{admissible} if there exists a wavefront with speed $c$. A TW is also called: \textit{a semi-wavefront to 1 (or to 0)} if $I = (a,\infty)$ for $a \in \mathbb{R}$, the profile $\varphi$ is monotonic, non-constant and $\varphi(\xi) \to 1$ (respectively, $\varphi(\xi) \to 0$) as $\xi \to \infty$; \textit{a semi-wavefront from 1 (or from 0)} if $I = (\infty,b)$ for $b \in \mathbb{R}$, the profile $\varphi$ is monotonic, non-constant and $\varphi(\xi) \to 1$ (respectively, $\varphi(\xi) \to 0$) as $\xi \to -\infty$. About semi-wavefronts, we say that $\varphi$ connects $\varphi(a^+)$ (1 or 0) with 1 or 0 (resp., with $\varphi(b^-)$).

The problem of the loss of regularity of $\varphi$ depends on whether the parabolic equation degenerates or not; more precisely, by arguing on equation (1.2), it is easy to see that if $f, D$ are of class $C^1$ and $g$ of class $C^0$, then $\varphi$ is classical in every interval $I_\pm \subseteq I$ where $\pm D(\varphi(\xi)) > 0$ for $\xi \in I_\pm$; moreover, $\varphi \in C^2(I_\pm)$ (see e.g. [15 Lemma 2.20]).

We denote the \textit{difference quotient} of a function $F = F(\varphi)$ with respect to a point $\varphi_0$ as

\[ \delta(F, \varphi_0)(\varphi) := \frac{F(\varphi) - F(\varphi_0)}{\varphi - \varphi_0}. \]
In the following we need some growth conditions on $g$ at $\gamma$ that we state now. More precisely, on a case by case basis, we assume that there exists $L > 0$ such that either

$$|g(\varphi)| \leq L|\varphi - \gamma|$$

in a left- or right-neighborhood of $\gamma$, 

(2.2)

or

$$|g(\varphi)| \geq L|\varphi - \gamma|^{\tau}, \; \tau \in (0, 1),$$

in a full neighborhood of $\gamma$.

(2.3)

The following example describes a very simple case in which the presence in (1.1) of a non-zero $f$ allows the existence of wave profiles regardless of the relative order between $\alpha$ and $\gamma$. We highlight here the first important difference with the case $f = 0$, in which we have solutions only if $\alpha > \gamma$ (see (1.4)).

**Example 2.1.** For $\alpha, \gamma \in (0, 1)$, define, for $\varphi \in [0, 1]$,

$$D(\varphi) = (\alpha - \varphi), \; g(\varphi) = \varphi (1 - \varphi) (\varphi - \gamma).$$

Hence, $D$ satisfies (D) and $g$ satisfies (g). Let $f$ be defined by $f(\varphi) = -\varphi^2 + \frac{2\alpha + 1}{2}\varphi^2 + (\gamma - \alpha)\varphi$; hence, $h(\varphi) = -3\varphi^2 + (2\alpha + 1)\varphi + (\gamma - \alpha)$. A direct check shows that $\varphi = \varphi(\xi) \in (0, 1)$, defined as

$$\varphi(\xi) := \frac{1}{e^\xi + 1}, \; \xi \in \mathbb{R},$$

satisfies (1.2) with $c = 0$ everywhere in $\mathbb{R}$. Also, $\varphi$ is strictly decreasing, $\varphi(-\infty) = 1$ and $\varphi(\infty) = 0$. Hence, $\varphi$ is the profile of a wavefront with wave speed $c = 0$.

Besides the very simple Example 2.1, we shall explore a large variety of possible profiles, due to a non-zero $f$. Among new families of profiles, there are those which deal with *stretchings at level $\gamma$*. A wave profile $\varphi$ with speed $c$ is said to be unique up to stretchings at level $\gamma$ if, for each $\delta_1, \delta_2 > 0$, the functions $\varphi_{\delta_1, \delta_2}$ defined by

$$\varphi_{\delta_1, \delta_2}(\xi) := \begin{cases} 
\varphi(\xi + \delta_1) & \text{if } \xi < \xi_\gamma - \delta_1, \\
\gamma & \text{if } \xi_\gamma - \delta_1 < \xi < \xi_\gamma + \delta_2, \\
\varphi(\xi - \delta_2) & \text{if } \xi > \xi_\gamma + \delta_2,
\end{cases}$$

(2.5)

where $\xi_\gamma$ is a point such that $\varphi(\xi_\gamma) = \gamma$, are still wave profiles with speed $c$; see Figure 2 on the left. Note, this kind of solutions appeared also in [10]: they are possible because $\gamma$ is a zero of $g$ and, roughly speaking, if $\varphi$ is such that $D(\varphi)\varphi'$ vanishes when $\varphi$ reaches $\gamma$ (see Lemma 5.1). If $\alpha > \gamma$ plateaus never occur, while they always do if $\alpha = \gamma$. The case $\alpha < \gamma$ is more controversial: if (2.2) is satisfied, then plateaus do not occur; if it fails, then we show in Examples 6.2 and 6.3 that profiles can have plateaus or do not.

We now state our main results. We chose to keep the statements as simple as possible, favoring immediacy versus completeness; much more detailed (and, unfortunately, technical) results are either provided in the next sections or can be easily deduced as outlined below.

The first result shows the existence of new families of solutions with respect to the case $f = 0$, which concern not only the existence of profiles in the cases $\alpha \leq \gamma$ but also the *intrinsic* loss of uniqueness. The latter is due either to the formation of plateaus (in the case $\alpha = \gamma$ and $\alpha < \gamma$ if $\lambda = 0$), or to the existence of substantially different solutions (in the case $\alpha < \gamma$, for $\lambda < 0$). We recall that a speed $c$ is admissible for Equation (1.1) if there exists a wavefront with speed $c$. 
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Theorem 2.1. Assume (f), (g) and (D), and let $\mathcal{J}$ be the set of admissible speeds for Equation (1.1). Then either $\mathcal{J}$ is empty or

(a) if $\alpha > \gamma$ then $\mathcal{J}$ contains a unique speed, and the corresponding profile is unique (up to shifts);

(b) if $\alpha = \gamma$ then $\mathcal{J}$ is a bounded interval, and for every $c \in \mathcal{J}$ the corresponding profile is unique (up to shifts and stretchings at level $\gamma = \alpha$). Moreover, if (2.3) holds then $\mathcal{J}$ must be also closed;

(c) if $\alpha < \gamma$ then $\mathcal{J}$ is a bounded interval. For every $c \in \text{int} \mathcal{J}$ there is a family of profiles $\{\varphi_\lambda\}_\lambda$ determined by

$$\varphi_\lambda'(\xi_\alpha) = \lambda \in [\lambda_c, 0),$$

for some $\lambda_c < 0$, where $\xi_\alpha$ satisfies (uniquely) $\varphi_\lambda(\xi_\alpha) = \gamma$ and $\varphi_\lambda$ is unique up to shifts.

If (2.3) holds, then $\mathcal{J}$ is closed and, for every $c \in \mathcal{J}$, there exist profiles corresponding to $\lambda = 0$. In such a case, $\varphi_0$ is unique up to shifts and stretchings at level $\gamma$.

Moreover, suppose that a profile $\varphi$ exists. If $\alpha \geq \gamma$ then $\varphi' < 0$ if $\varphi \neq 0, \alpha, 1$ while if $\alpha < \gamma$ then $\varphi' < 0$ if $\varphi \neq 0, \alpha, \gamma, 1$; in case $\alpha < \gamma$ and if (2.2) holds, then $\varphi' < 0$ also if $\varphi = \gamma$.

We now comment on Theorem 2.1. First, when $\alpha \neq \gamma$, every admissible profile $\varphi$ must satisfy $\varphi'(\xi_\alpha) < 0$ where $\varphi(\xi_\alpha) = \alpha$, because otherwise (1.2) would imply that $\alpha$ must be a zero of $g$. Second, in (b) and (c) of Theorem 2.1 the interval $\mathcal{J}$ can degenerate to a single value, as we show in Example 6.1. Third, there is no “continuity” of results when $\gamma \to 0$: if $\alpha > \gamma > 0$ we have at most one admissible speed, while in the case $\gamma = 0$ there is a whole half line of such speeds $[6]$. We refer to Figure 2 on the right for the case (c).

The next theorem generalizes a result proved in [22, Theorem 3.1] in the case $f = 0$, see (1.4), and provides necessary and sufficient conditions for the existence of profiles when $f$ is convex.

Theorem 2.2. Under (f), (g) and (D), assume that $f$ is convex.

If Equation (1.1) has wavefronts then

$$\int_0^\alpha D(\rho)g(\rho)\,d\rho > 0.$$ (2.6)
If it holds that
\[
\int_0^\alpha D(\rho)g(\rho) \, d\rho \geq \frac{2\alpha^2 \Sigma}{3} \left( \Sigma + \sqrt{\Sigma^2 + \frac{2}{\alpha} M} \right),
\]
where \( \Sigma := h(1) - h(0) + 2\sqrt{\sup_{[\alpha,1)} \delta(Dg,1)} \) and \( M := \max_{\rho \in [0,\gamma]} -D(\rho)g(\rho) > 0 \), then Equation (1.1) has wavefronts.

Some comments on conditions (2.6) and (2.7) now follow. A consequence of (2.6) is that \( \alpha > \gamma \); in this case we deduce, from the proof of Theorem 2.2, that \( c > h(\alpha) \) if \( f \) is convex (see (5.11)). In particular, Theorem 2.2 when \( f = 0 \) gives (1.4). Condition (2.7) is the extension of [22, (3.13)] where, there, \( \sigma \) is to be read as \( \Sigma^2/4 \). Since (2.7) implies \( \alpha > \gamma \), we notice that the right-hand side in (2.7) involves only regions where the product \( Dg \) is negative; also (2.6) states that the region where \( Dg \) is positive must prevail on the region where \( Dg \) is negative. Condition (2.6) does not depend on \( f \), on the contrary of (2.7), but this is a mere consequence of the assumption of convexity. In the general case, the corresponding condition does involve \( f \).

Our last main result concerns instead some sufficient conditions for the existence of the profiles in the case \( f \) is strictly concave.

**Theorem 2.3.** Assume (f), (g) and (D). Also, suppose that \( f \) is strictly concave. Then, Equation (1.1) admits wavefronts if
\[
\begin{align*}
(a) \quad & \alpha > \gamma, \quad \dot{g}(\gamma) \text{ exists, it is positive and} \\
& \dot{f}(\gamma) - \frac{f(1) - f(\alpha)}{1 - \alpha} \geq 2 \left( \sqrt{\sup_{[\alpha,1)} \delta(Dg,1)} + \sqrt{\sup_{[0,\gamma)} \delta(Dg,\gamma)} \right); \\
(b) \quad & \alpha = \gamma, \quad (2.3) \text{ and } (2.8); \\
(c) \quad & \alpha < \gamma \quad \text{and}
\end{align*}
\]

\[
\dot{f}(\gamma) - \frac{f(1) - f(\gamma)}{1 - \gamma} > 2 \left( \sqrt{\sup_{[\gamma,1)} \delta(Dg,1)} + \sqrt{\sup_{[0,\gamma] \setminus \{\alpha\}} \delta(Dg,\alpha)} \right). \tag{2.9}
\]

We now comment on conditions (2.8) and (2.9). In order to fulfill (2.8), a necessary assumption is that \( Dg \) has finite slope at \( \gamma^- \). Thus, in Part (a) the condition (2.3) is implicitly excluded (because \( D(\gamma) \neq 0 \)). Instead, (2.3) and (2.8) are not in contradiction in Part (b) since, in this case, \( Dg \) has derivative (which is zero) at \( \gamma \).

We conclude this section by briefly giving an information on the behavior of a profile \( \varphi \) where \( D \) degenerates. In Appendix A we compute \( \varphi' \) at points where \( \varphi = \alpha \), by exploiting precise results from [5, 6, 8]. We show the occurrence (according to the mutual order of \( \alpha \) and \( \gamma \), and some implicit conditions on the wave speed) of sharp profiles at \( \alpha \), precisely with infinite slope at \( \alpha \) or with different right- and left-derivatives at \( \alpha \). This contrasts with the case \( f = 0 \), where profiles are classical in \( \alpha \). The behavior of \( \varphi \) at the equilibria 0 and 1
can be discussed as follows. Because of \( (3.2) \), if \( D(0) > 0 \) or \( D(1) < 0 \) then \( \varphi \) is classical at 0 or at 1, respectively. If \( D(0) = 0 \) or \( D(1) = 0 \), \( \varphi \) can be sharp at 0 or 1, respectively. The regularity of the wavefronts approaching 0 and 1, as well as information on their strict monotonicity, can be deduced by \([8\) Theorem 2.3\)](https://example.com) and \([5\) Theorem 2.3\)](https://example.com) (see also \([23\) ), after straightforward manipulations.

### 3 {Reduction to a singular first-order problem}

In this section we take advantage of the monotonicity of the profiles to reduce the solvability of the problem for \( \varphi \), given by \((1.2)\) and \((1.3)\), to the solvability of proper first-order singular problems. This reduction shall be the main tool for the proofs of our results.

We begin by giving a result that is instrumental in what follows.

**Lemma 3.1.** Assume that \( \varphi \) is a profile of a wavefront with speed \( c \), as in Definition \( 2.1\). Then, the function

\[
\mathcal{V}(\xi) := D \left( \varphi(\xi) \right) \varphi'(\xi), \quad \text{for a.e. } \xi \in \mathbb{R},
\]

has a continuous extension to the whole \( \mathbb{R} \). Moreover, it holds:

\[
\lim_{\xi \to \xi_1^-} \mathcal{V}(\xi) = 0 \quad \text{and} \quad \lim_{\xi \to \xi_0^+} \mathcal{V}(\xi) = 0,
\]

where \( \xi_1 := \inf\{ \xi : \varphi(\xi) < 1 \} \) and \( \xi_0 := \sup\{ \xi : \varphi(\xi) > 0 \} \).

**Proof.** Where \( D(\varphi) \neq 0 \), solutions of \((1.2)\) (in the sense of Definition \( 2.1\)) are regular (see \([15\) Lemma 2.20\)). Because of this and since \( \varphi \) is supposed to be monotone (decreasing), then for every \( \zeta \in \mathbb{R} \) such that \( D \left( \varphi(\zeta) \right) = 0 \), there always exists a neighborhood of \( \zeta \) (say \((\zeta - \delta, \zeta + \delta)\), for some \( \delta > 0 \)) such that \( \varphi \) (restricted to \((\zeta - \delta, \zeta + \delta)\)) may be not differentiable only at \( \zeta \). With this in mind, take an arbitrary test function \( \psi \in C_0^\infty(\mathbb{R}) \) with support in \((\zeta - \delta, \zeta + \delta)\). By separating the contributions in \( \int_{\zeta - \delta}^{\zeta + \delta} \) and \( \int_{\zeta - \delta}^{\zeta + \delta} \) and by applying integration by parts, we prove that

\[
0 = \int_{\zeta - \delta}^{\zeta + \delta} \left( D(\varphi)\varphi' + c \varphi - f(\varphi) \right) \psi' - g(\varphi) \psi \, d\xi = \left( D(\varphi)\varphi' \right) (\zeta^+) \psi(\zeta) - \left( D(\varphi)\varphi' \right) (\zeta^-) \psi(\zeta).
\]

\((3.3)\)

It remains to prove \((3.2)\). We show \((3.2)_1\), the other runs similarly. If \( \xi_1 \in \mathbb{R} \), then \((3.2)\) follows from \((3.3)\). If \( \xi_1 = -\infty \), by integrating \((1.2)\) and since \( g \) has constant sign near 1 we deduce that \( \mathcal{V} \) has limit for \( \xi \to -\infty \). The boundedness of \( \varphi \) implies then \((3.2)_1\).

In the case \( \alpha \geq \gamma \), the existence of profiles implies the existence of solutions to the first-order problem

\[
\begin{align*}
\dot{z} &= h - c - q/z & \text{in } (0, \alpha) \cup (\alpha, 1), \\
z &< 0 & \text{in } (0, \alpha), \\
z &> 0 & \text{in } (\alpha, 1), \\
z(0) &= z(\alpha) = z(1) = 0.
\end{align*}
\]

\((3.4)\)

Solutions to \((3.4)\) are sought in the class \( C^0[0, 1] \cap C^1((0, 1) \setminus \{\alpha\}) \). In the case \( \alpha < \gamma \) the reduction depends also on the behaviour of \( g \) near \( \gamma \). If \( g \) is regular enough then the
existence of the profiles implies the solvability of (3.4), again. Otherwise, the existence of the profiles imply only the solvability of the following problem

\[
\begin{aligned}
\dot{z} &= h - c - q/z & \text{in } (0, \alpha) \cup (\alpha, \gamma) \cup (\gamma, 1), \\
z &< 0 & \text{in } (0, \alpha), \\
z &> 0 & \text{in } (\alpha, \gamma) \cup (\gamma, 1), \\
z(0) &= z(\alpha) = z(1) = 0.
\end{aligned}
\]  

(3.5)

where \(z \in C^0[0, 1] \cap C^1((0, 1) \setminus \{\alpha, \gamma\})\). Note, Problem (3.4) is (3.5) with the additional requirement \(z(\gamma) \neq 0\).

**Proposition 3.1.** Assume that there exists a wavefront of (1.1) with profile \(\varphi\) satisfying (1.3), with speed \(c\). Then, \(\varphi(\xi) < 0\) for every \(\xi \in \mathbb{R}\) such that \(\varphi(\xi) \neq 0, 1, \alpha, \gamma\). Moreover, we have:

(i) When \(\alpha \geq \gamma\), there exists a solution of (3.4).

(ii) When \(\alpha < \gamma\), there exists a solution of (3.5); if (2.2) holds, then \(z(\gamma) > 0\) and hence \(z\) satisfies (3.4).

Moreover, when either \(\alpha > \gamma\) or both \(\alpha < \gamma\) and (2.2) hold, then there exists a unique \(\xi_1 \in \mathbb{R}\) such that \(\varphi(\xi_1) = \gamma\), and it holds \(\varphi'(\xi_1) < 0\).

**Proof.** Assume that (1.1) admits a wavefront with profile \(\varphi\) satisfying (1.2)-(1.3) and wave speed \(c \in \mathbb{R}\). Since \(\varphi\) is assumed to be monotone decreasing and \(\varphi\) is a classical solution of (1.2) where \(D \neq 0\) (see [15, Lemma 2.20]), we have that \(\varphi' < 0\) if \(\varphi \notin \{0, 1, \alpha\}\). We show that necessarily it holds

\[
\varphi' < 0 \quad \text{if } \varphi \notin \{0, 1, \alpha, \gamma\}. 
\]  

(3.6)

Suppose, by contradiction, that \(\varphi'(\xi_0^*) = 0\) for some \(\xi_0^* \in \mathbb{R}\) with \(\varphi_0^* := \varphi(\xi_0^*) \notin \{0, 1, \alpha, \gamma\}\). We consider the case \(D(\varphi_0^*) > 0\) and \(g(\varphi_0^*) > 0\); the other cases run similarly. Since \(D(\varphi_0^*) > 0\), we have that \(\varphi\) is classical in a neighborhood of \(\xi_0^*\). Hence \(\forall\) (as in (3.1)) belongs to \(C^1\), in a neighborhood of \(\xi_0^*\), and satisfies

\[
\forall(\xi_0^*) = 0 \quad \text{and} \quad \forall'(\xi_0^*) = -g(\varphi_0^*) < 0.
\]

Hence, \(\forall > 0\) in \((\xi_0^* - \delta, \xi_0^*)\), for some \(\delta > 0\) small enough to also have \(D(\varphi(\xi)) > 0\), for every \(\xi \in (\xi_0^* - \delta, \xi_0^*)\). Hence, \(\varphi' > 0\) in \((\xi_0^* - \delta, \xi_0^*)\). This is in contradiction with \(\varphi' \leq 0\) if \(\varphi \notin \{0, 1, \alpha\}\) and then proves (3.6).

We separate the cases \(\alpha > \gamma\), \(\alpha = \gamma\) and \(\alpha < \gamma\) and refer to Figure 3.

Assume \(\alpha > \gamma\). From (3.6) we deduce that \(\varphi\) is invertible in each of the three intervals given by \(\varphi \in (0, \gamma), (\gamma, \alpha)\) and \((\alpha, 1)\). We define then

\[
\begin{align*}
\xi_1 &:= \inf\{\xi : \varphi(\xi) < 1\}, \\
\xi_0 &:= \sup\{\xi : \varphi(\xi) > 0\}, \\
\xi_\alpha &:= \text{the unique } \xi \text{ such that } \varphi(\xi) = \alpha, \\
\xi_0^2 &:= \sup\{\xi : \varphi(\xi) > \gamma\}, \\
\xi_1^1 &:= \inf\{\xi : \varphi(\xi) < \gamma\},
\end{align*}
\]

so that \(-\infty \leq \xi_1 < \xi_\alpha < \xi_0^2 \leq \xi_1^1 < \xi_0 \leq \infty\).
that they solve \( \phi \in \rho \) and, analogously, this contradicts (1.2) because of \( \phi \in \rho \). We can define three functions \( \zeta_1 : (0, \gamma) \to (\xi_1, \xi_0) \), \( \zeta_2 : (\gamma, \alpha) \to (\xi_\alpha, \xi_\gamma) \) and \( \zeta_3 : (\alpha, 1) \to (\xi_1, \xi_\alpha) \), such that \( \zeta_i = \varphi^{-1} \) in each corresponding interval. Also, we define

\[
\zeta_1(\varphi) := D(\varphi)\varphi'(\zeta_1(\varphi)) , \ \varphi \in (0, \gamma),
\]

and, analogously, \( \zeta_2(\varphi) := D(\varphi)\varphi'(\zeta_2(\varphi)) \), for \( \varphi \in (\gamma, \alpha) \), and \( \zeta_3(\varphi) := D(\varphi)\varphi'(\zeta_3(\varphi)) \), for \( \varphi \in (\alpha, 1) \). It follows from their definitions that \( z_1, z_2, z_3 \) are of class \( C^1 \) and (from (1.2)) that they solve

\[
\dot{z}_i(\varphi) = h(\varphi) - c - \frac{D(\varphi)g(\varphi)}{z_i(\varphi)}, \text{ for } i = 1, 2, 3,
\]

where they are defined.

Since \( V \) in (3.1) is continuous in \( \mathbb{R} \), we have \( z_1(\gamma) = z_2(\gamma) = z_3(\alpha) \), and we can define a function \( z = z(\varphi) \), for \( \varphi \in [0, 1] \), by gluing together the continuous extensions of \( z_1, z_2, z_3 \). Moreover, \( z \in C^0[0, 1] \) and \( z \in C^1 \) in \( (0, \gamma) \cup (\gamma, \alpha) \cup (\alpha, 1) \).

Since \( V \) satisfies (3.2), then \( z(0) = z(1) = 0 \). By (3.6) we have \( z < 0 \) in \( (0, \gamma) \cup (\gamma, \alpha) \) and \( z > 0 \) in \( (\alpha, 1) \). Moreover, \( z(\alpha) = 0 \). This proves that \( z \) satisfies (3.3). To show that \( z \) is a solution of (3.4) it remains to prove that \( z_1(\gamma) < 0 \) and that \( z \) is of class \( C^1 \) at \( \gamma \). To this end, suppose by contradiction that \( z_1(\gamma) = 0 \). Since \( \dot{z}_1 = h - c - Dg/z_1 \), and \( Dg < 0 \) in \( (0, \gamma) \), we have

\[
z_1(\gamma) - z_1(\varphi) = \int_\varphi^\gamma \dot{z}_1(\sigma) d\sigma < \int_\varphi^\gamma [h(\sigma) - c] d\sigma \leq \max_{[0, \gamma]} h - c \ (\gamma - \varphi), \ \ \varphi \in (0, \gamma).
\]

Thus, with \( \Delta := \max_{[0, \gamma]} h - c \),

\[
z_1(\varphi) > \Delta (\varphi - \gamma), \text{ for } \varphi < \gamma.
\]

Observe that \( \Delta > 0 \), since \( \Delta > \frac{-z_1(\varphi)}{\gamma - \varphi} \), for every \( \varphi \in (0, \gamma) \). From (3.9), \( D(\gamma) > 0 \) and

\[
\zeta_1(\gamma) - \zeta_1(\delta) = \int_\delta^\gamma \dot{\zeta}_1(\sigma) d\sigma = \int_\delta^\gamma \frac{D(\sigma)}{z_1(\sigma)} d\sigma,
\]
for $\delta \in (0, \gamma)$, we obtain, for $\delta$ close to $\gamma$,

$$
\xi_1^i = \zeta(\gamma) < \zeta(\delta) + \int_\delta^\gamma \frac{D(\gamma) + o(1)}{\Delta(\sigma - \gamma)} d\sigma = -\infty.
$$

(3.10)

This contradicts $\xi_1 > \xi_2$. Then, we proved that $z(\gamma) < 0$ (and so $z(\gamma)$). Moreover, observe that $z(\gamma) < 0$ implies $\dot{z}(\gamma) = z(\gamma) = h(\gamma) - c$ from (3.8). Hence, $z$ is a solution of (3.2).

Assume $\alpha = \gamma$. In this case, we have two functions $\zeta_1 : (0, \alpha) \to (\xi_1, \xi_2)$ and $\zeta_2 : (\alpha, 1) \to (\xi_1^2, \xi_2^2)$ such that $\zeta_i = \varphi^{-1}$ as above.

Consequently, define $z_1(\varphi) := D(\varphi)\varphi'(\zeta_1(\varphi))$, $\varphi \in (0, \alpha)$, and $z_2(\varphi) := D(\varphi)\varphi'(\zeta_2(\varphi))$, $\varphi \in (\alpha, 1)$, which realize (3.1) in (0, $\alpha$) and ($\alpha, 1$), respectively. In this case, again by the continuity of $\mathcal{V}$, we have directly that the function $z$ obtained by pasting together $z_1$ and $z_2$ is a solution of (3.4). Hence, we proved (i).

Assume $\alpha < \gamma$. In this case, we have $-\infty < \xi_1 < \xi_2^2 < \xi_1^2 < \xi_0 < \xi_0 \leq \infty$.

Thus, we define three functions $\zeta_1 : (0, \alpha) \to (\xi_1^1, \xi_2^1)$, $\zeta_2 : (\alpha, \gamma) \to (\xi_1^2, \xi_2^2)$ and $\zeta_3 : (\gamma, 1) \to (\xi_1^3, \xi_2^3)$ such that $\zeta_i = \varphi^{-1}$, as above. Let $z_i$, for $i = 1, 2, 3$, be defined by

$$
\begin{align*}
z_1(\varphi) &:= D(\varphi)\varphi'(\zeta_1(\varphi)), \quad \varphi \in (0, \alpha), \\
z_2(\varphi) &:= D(\varphi)\varphi'(\zeta_2(\varphi)), \quad \varphi \in (\alpha, \gamma), \\
z_3(\varphi) &:= D(\varphi)\varphi'(\zeta_3(\varphi)), \quad \varphi \in (\gamma, 1).
\end{align*}
$$

Analogously to the case $\alpha > \gamma$, we can paste together in $[0, 1]$ the continuous extensions of $z_1, z_2, z_3$ to obtain a function $z \in C^0[0, 1]$ which satisfies (3.4) in (0, $\alpha$) $\cup$ ($\alpha, \gamma$) $\cup$ ($\gamma, 1$), (3.4)\, and (3.4)\,4. Hence, $z$ satisfies (3.5).

Assume now (2.2). To show that $z$ satisfies (3.4), it remains to prove that $z(\gamma) > 0$ and that $z$ is $C^1$ in $\gamma$. To this end, assume by contradiction $z(\gamma) = 0$, which is $z_2(\gamma) = z_3(\gamma) = 0$. Since $D(\gamma) \neq 0$, this means that $\varphi'(\xi_1^1) = \varphi'(\xi_1^2) = 0$. Focus on $\varphi \in (\alpha, \gamma)$. The function $\psi = \psi(\xi)$ defined by

$$
\psi(\xi) := \begin{cases} 
\varphi(\xi) & \text{for } \xi \in (\xi_1^1, \xi_2^1), \\
\gamma & \text{for } \xi \in (-\infty, \xi_1^1],
\end{cases}
$$

is the profile of a strict semi-wavefront from $\gamma$, connecting $\gamma$ to $\alpha$, for the equation

$$
\rho(t) - f(\rho)_x = -(D(\rho)\rho_x)_x - g(\rho)
$$

(3.11)

restricted to the interval $\rho \in [\alpha, \gamma]$ and with speed $-c$. Since $-D > 0$ in (0, $\gamma$) and $-g > 0$ in [0, $\gamma$] with $-g(\gamma) = 0$, Equation (3.11) fits with [9, Theorem 2.9]. Condition (2.2) (in fact only its left-side part suffices) and [9, Theorem 2.9] imply that $\psi$ must be necessarily strictly monotone at $\gamma$, which is clearly a contradiction. Assuming (2.2) in a right-hand neighborhood of $\gamma$, similar arguments lead to a contradiction as well.

Hence, as in the case $\alpha > \gamma$, the fact that $z(\gamma) \neq 0$ and the continuity of $\mathcal{V}$ imply that there exists a unique $\xi_\gamma$ such that $\varphi(\xi_\gamma) = \gamma$. This fact, as in the case $\alpha > \gamma$, implies that $\dot{z}(\gamma) = h(\gamma) - c$ and in turn that $z \in C^1(0, \alpha) \cup (\alpha, 1)$. This concludes the proof of Part (iii).

The last part of the statement regarding $\xi_\gamma$ follows from the regularity of $\varphi$ and the fact that $z(\gamma)/D(\gamma) < 0$. \qed
The following result is essentially the converse of Proposition 3.1.

**Proposition 3.2.** For \( c \in \mathbb{R} \), assume one of the following:

(a) there exists a solution of (3.4) and either

(i) \( \alpha \neq \gamma \), or
(ii) \( \alpha = \gamma \), and (2.3) holds;

(b) there exists a solution of (3.5) with \( z(\gamma) = 0 \), \( \alpha < \gamma \), and (2.3) holds.

Then, Equation (1.1) admits a wavefront associated to \( c \) whose profile \( \varphi \) satisfies (1.3).

We postpone the proof of Proposition 3.2 to Section 5. The following corollary establishes a correspondence between profiles \( \varphi \) and solutions \( z \) of (3.4) or (3.5).

**Corollary 3.1.** We have:

(a) when \( \alpha > \gamma \), there exists a one-to-one correspondence between profiles \( \varphi \) (up to space shifts) with speed \( c \) and solutions \( z \) of (3.4);

(b) when \( \alpha = \gamma \), under (2.3) there exists a one-to-one correspondence between profiles \( \varphi \) (up to space shifts and stretchings at \( \gamma \)) with speed \( c \) and solutions \( z \) of (3.4); and

(c) when \( \alpha < \gamma \) and (2.2) holds, then there exists a one-to-one correspondence between profiles \( \varphi \) (up to space shifts) with speed \( c \) and solutions \( z \) of (3.4). Instead, under (2.3) there exists a one-to-one correspondence between profiles \( \varphi_0 \) of Theorem 2.1 (c) (up to shifts and stretchings at \( \gamma \)) and solutions of (3.5) with \( z(\gamma) = 0 \).

**Proof.** We deduce the statement by a direct application of Propositions 3.1 and 3.2.

---

**4 Solvability of the first-order problem**

Motivated by Propositions 3.1, 3.2 and Corollary 3.1 in this section we take up the study of problem (3.4). We first collect the main properties of the solutions to the general problem

\[
\begin{align*}
\dot{z}(\varphi) &= h(\varphi) - c - \frac{D(\varphi)g(\varphi)}{z(\varphi)}, & \varphi \in (\sigma_1, \sigma_2), \\
z(\varphi) &< 0, & \varphi \in (\sigma_1, \sigma_2).
\end{align*}
\] (4.1)

We denote in the following \( q = Dg \). We refer to Figure 2.

We recall that for a function \( q : [0,1] \to \mathbb{R} \), the notation \( D_+q(\rho_0) \) and \( D_-q(\rho_0) \), with \( \rho_0 \in [0,1] \), stands for the right, resp., left lower Dini-derivative of \( q \) at \( \rho_0 \); analogously, \( D^+_\pm q \) represent the right and left upper Dini-derivatives of \( q \). More explicitly,

\[
D_\pm q(\rho_0) := \liminf_{\rho \to \rho_0^\pm} \frac{q(\rho) - q(\rho_0)}{\rho - \rho_0}, \quad D^\pm_\pm q(\rho_0) := \limsup_{\rho \to \rho_0^\pm} \frac{q(\rho) - q(\rho_0)}{\rho - \rho_0}.
\]

**Lemma 4.1.** Let \( h, q \) be continuous functions on \( [\sigma_1, \sigma_2] \), with \( q > 0 \) in \( (\sigma_1, \sigma_2) \) and \( q(\sigma_1) = q(\sigma_2) = 0 \). Consider Problem (4.1). Then we have:
(a) For every \( c \in \mathbb{R} \), there exists a (unique) \( \zeta_c \in C^0[\sigma_1, \sigma_2] \cap C^1(\sigma_1, \sigma_2) \) satisfying (4.1) and such that \( \zeta_c(\sigma_2) = 0 \).

(b) If \( c_1 < c_2 \) then \( \zeta_{c_1}(\varphi) < \zeta_{c_2}(\varphi) \), for \( \varphi \in (\sigma_1, \sigma_2) \). Moreover, if \( \zeta_{c_1}(\sigma_1) < 0 \) then \( \zeta_{c_1} < \zeta_{c_2} \) in \( [\sigma_1, \sigma_2) \).

(c) It holds that \( \lim_{c \to \infty} \zeta_c(\sigma_1) = 0 \).

(d) Let \( c^* = c^*(q; h; \sigma_1, \sigma_2) \in (-\infty, \infty] \) be defined by

\[
c^* := \sup \{ c \in \mathbb{R} : \zeta_c(\sigma_1) < 0 \}.
\]

If \( c^* < \infty \), then for every \( c > c^* \), there exists \( \beta(c) \in (-\infty, 0) \) such that there is a (unique) \( z_{c,s} \in C^0[\sigma_1, \sigma_2] \cap C^1(\sigma_1, \sigma_2) \) satisfying (4.1) and both \( z_{c,s}(\sigma_1) = 0 \) and \( z_{c,s}(\sigma_2) = s < 0 \), if and only if \( s \geq \beta(c) \).

![Figure 4: Plots of the solutions \( \zeta_c \) (left, for \( c < c_1 < c^* < c_{3,2} \)) and \( z_{c,s} \) (right, for \( c > c^* \)) in Lemma 4.1.](image)

**Proof.** It is easy to verify that (4.1) is equivalent to the same problem in \([0, 1]\). Part (a) then follows from [9] Theorem 2.6 while the first part of (b), i.e., that \( c_1 < c_2 \) implies \( \zeta_{c_1} < \zeta_{c_2} \) in \((\sigma_1, \sigma_2)\) and hence \( \zeta_{c_1}(\sigma_1) \leq \zeta_{c_2}(\sigma_1) \), was proved in [9] Lemma 5.1. Assume \( \zeta_{c_1}(\sigma_1) = \zeta_{c_2}(\sigma_1) < 0 \), then \( \zeta_{c_1}(\sigma_1^+) = h(\sigma_1) - c_1 > h(\sigma_1) - c_2 = \zeta_{c_2}(\sigma_1^+) \) and we get a contradiction with \( \zeta_{c_1} < \zeta_{c_2} \) in \((\sigma_1, \sigma_2)\); part (a) is proved.

We prove (c). Let \( \{c_n\}_n \) be an increasing sequence with \( c_n \to \infty \), as \( n \to \infty \). Define

\[
\mu := \lim_{n \to \infty} \zeta_{c_n}(\sigma_1).
\]

Clearly, \( \mu \leq 0 \). Suppose by contradiction that \( \mu < 0 \) and denote with \( \eta = \eta(\varphi) \) the solution of the Cauchy problem

\[
\begin{align*}
\dot{\eta}(\varphi) &= h(\varphi) - \delta - \frac{q(\varphi)}{\eta(\varphi)}, \quad \varphi > \sigma_1, \\
\eta(\sigma_1) &= \mu,
\end{align*}
\]

defined in \([\sigma_1, \sigma]\) with \( \sigma \leq \sigma_2 \) and \( \delta < c_1 \). Since \( \eta \) satisfies

\[
\dot{\eta} > h - c_n - \frac{q}{\eta} \quad \text{in} \quad (\sigma_1, \sigma) \quad \text{and} \quad \eta(\sigma_1) \geq \zeta_{c_n}(\sigma_1),
\]

\[\quad \text{for} \quad n \to \infty, \quad \text{as} \quad \sigma \to \sigma_2. \]
by a comparison-type argument (see e.g. [5] Lemma 3.2 (2.a.ii)), it follows $\eta > \zeta_{c_n}$ in $(\sigma_1, \sigma)$. The latter implies, for every $[a, b] \subset (\sigma_1, \sigma)$ and for every $n \in \mathbb{N}$,

$$\zeta_{c_1}(b) - \eta(a) < \zeta_{c_n}(b) - \zeta_{c_n}(a) < \int_a^b h(\tau) - c_n - \frac{q(\tau)}{\eta(\tau)} \, d\tau \leq (b - a) \left( \max_{[a,b]} \left| h - \frac{q}{\eta} \right| - c_n \right),$$

which tends to $-\infty$ as $n \to \infty$. This is a contradiction, since $\zeta_{c_1}$ and $\eta$ are continuous in $[a, b]$.

Lastly, part (d) is deduced from [5] Proposition 5.1. In fact, in [5] Proposition 5.1 it was also assumed (in our notation) $D^+q(\sigma_1) < \infty$, in order to have $c^* < \infty$. Here, this is not necessary since we already assumed $c^* < \infty$.

The following corollary establishes some fundamental estimates for the threshold $c^*$. We refer to [11] for some new estimates on $c^*$ when $D = 1$ and $f = 0$.

**Corollary 4.1.** We make the same assumptions of Lemma 4.1. Then we have

$$c^* (q; h; \sigma_1, \sigma_2) \geq \max \left\{ \sup_{(\sigma_1, \sigma_2)} \delta(f, \sigma_1), h(\sigma_1) + 2\sqrt{D^+q(\sigma_1)} \right\} \geq h(\sigma_1),$$

and, if $h(\varphi) \geq h(\sigma_1)$ in a right neighborhood of $\sigma_1$ then

$$c^* (q; h; \sigma_1, \sigma_2) > h(\sigma_1).$$

Moreover

$$c^* (q; h; \sigma_1, \sigma_2) \leq \sup_{(\sigma_1, \sigma_2)} \delta(f, \sigma_1) + 2 \sup_{(\sigma_1, \sigma_2)} \delta(q, \sigma_1),$$

and $c^* \in \mathbb{R}$ if $D^+q(\sigma_1) < \infty$.

**Proof.** Formula (4.3) follows from [5] formula (5.5)], Formula (4.4) from [5] Remark 6.4] (see also references therein) and (4.5) from [5] Lemma 4.1).

**Remark 4.1.** By [25] Theorem 3.1, we know that if $q$ is differentiable at $\sigma_1$ then $c \in \mathbb{R}$ and

$$c^* (q; h; \sigma_1, \sigma_2) \leq \sup_{(\sigma_1, \sigma_2)} \delta(f, \sigma_1) + 2 \sup_{\varphi \in (\sigma_1, \sigma_2)} \frac{1}{\sigma - \sigma_1} \int_{\sigma_1}^\varphi \frac{q(\sigma)}{\sigma - \sigma_1} \, d\sigma.$$  

Now, on the basis of the general results given in Lemma 4.1 and Corollary 4.1 we are going to consider several sub-problems of (3.4) and perform several change of variables; for brevity, for functions $F$ and $\omega \in \mathbb{R}$ we use the notation

$$F(\varphi) = F(1 - \varphi), \quad \tilde{F}(\varphi) = -F(1 - \varphi), \quad \text{and} \quad \tilde{\omega} = 1 - \omega.$$  

The results depend on the mutual positions of the points $\alpha$ and $\gamma$ and then we consider separately the cases $\alpha > \gamma$, $\alpha = \gamma$ and $\alpha < \gamma$. The discussion involves the values

$$c^*_{1,1} := -c^* \left( \tilde{q}; \tilde{h}; \max\{\tilde{\alpha}, \tilde{\gamma}\}, 1 \right); \quad c^*_{1,2} := c^* (q; h; \gamma, \alpha), \quad \text{if} \quad \alpha > \gamma;$$

$$c^*_{3,1} := -c^* (q; -h; \alpha, \gamma), \quad \text{if} \quad \alpha < \gamma; \quad c^*_{3,2} := c^* \left( \tilde{q}; \tilde{h}; 0, \min\{\tilde{\alpha}, \tilde{\gamma}\} \right).$$

Here $c^*$ is defined as in (4.2) and $\tilde{q}, \tilde{h}, \tilde{\alpha}, \tilde{\gamma}$ and $\tilde{\omega}$ as in (4.7).
4.1 The subcase $\alpha > \gamma$

We start with the sub-problem in $(0, \alpha)$, that is we consider

$$
\begin{align*}
\dot{z} &= h - c - q/z \quad \text{in } (0, \alpha), \\
z &= 0 \quad \text{in } (0, \alpha), \\
z(0) &= z(\alpha) = 0.
\end{align*}
$$

(4.9)

**Lemma 4.2.** **Problem** (4.9) **admits a solution** $z \in C^0[0, \alpha] \cap C^1(0, \alpha)$ **if and only if** $c_{1,1}^* < c_{1,2}^*$.

In such a case, solutions only occur for a unique real value $c = c_1^* \in (c_{1,1}^*, c_{1,2}^*)$, and the corresponding solution $z$ is unique.

**Proof.** Consider the problems

$$
\begin{align*}
\dot{z_1} &= h - c - q/z_1 \quad \text{in } (0, \gamma), \\
z_1 &= 0 \quad \text{in } (0, \gamma), \\
z_1(0) &= 0,
\end{align*}
$$

and assume that there exists $z$ which satisfies (4.9) for some $c \in \mathbb{R}$. Thus, the restrictions of $z$ to $(0, \gamma)$ and $(\gamma, \alpha)$ satisfy (respectively) (4.10) and (4.10).

Note that $z$ satisfies (4.11) if and only if $\bar{z} = \bar{z}(\varphi)$, defined for $\varphi \in [\gamma, 1]$ as in (4.7), satisfies $\bar{z}(1) = 0$ and (4.1) in $(\gamma, 1)$ with $\bar{h}, \bar{q}$ and $C = -c$, in place of $h, q$ and $c$. Since $\bar{z}(\gamma)$ must equal $z(\gamma) < 0$, we apply then Lemma 4.1 (d) to infer that $\bar{z}$ (and hence $z$) exists if and only if $-c < c^*(\bar{q}; h; \gamma, 1)$. By (4.8), we obtain that $c > c_{1,1}^*$.

We get $c < c_{1,2}^*$ directly from Lemma 4.1 (d) in $(\gamma, \alpha)$, since $z$ satisfies (4.10).

Vice versa, assume $c_{1,1}^* < c_{1,2}^*$. We define the function $F = F(c)$ by

$$
F(c) := z_1(c; \gamma) - z_2(c; \gamma), \quad c \in (c_{1,1}^*, c_{1,2}^*),
$$

where $z_1(c; \cdot)$ and $z_2(c; \cdot)$ are the solutions of (4.10), and (4.10), $F$ is well-defined by Lemma 4.1 (a) and (d). The aim of $F$ is now explained. Problem (4.9) has a solution associated to some $c \in \mathbb{R}$ if and only if $F(c) = 0$. We claim that $F$ is strictly decreasing, $F$ is continuous and satisfies

$$
\lim_{c \to \{c_{1,1}^*\}^+} F(c) > 0 \quad \text{and} \quad \lim_{c \to \{c_{1,2}^*\}^-} F(c) < 0.
$$

(4.11)

Lemma 4.1 (b) applied to (4.10) implies that $c \mapsto z_2(c; \gamma)$ is strictly increasing, since $c < c_{1,2}^*$. Instead, the application of Lemma 4.1 (b) to $\bar{z}_1$ implies that $c \mapsto z_1(c; \gamma)$ is strictly decreasing.

Hence, $F$ is strictly decreasing in its domain, see Figure 5.

We prove now that $F$ is continuous. Fix $c_{1,1}^* < c < c_{1,2}^*$ and let $\{c_n\}_n$ be an increasing sequence converging to $c$. Define $z_n(\varphi) := z_2(c_n; \varphi)$, for $\varphi \in [\gamma, \alpha]$. From Lemma 4.1 (b), $\{z_n\}$ is increasing in $[\gamma, \alpha)$ and is bounded from above by $z_2(c; \cdot) < 0$. By applying [5, Lemma 3.3] we deduce that $z_n$ converges in $[\gamma, \alpha]$ to $z_2(c; \cdot)$. In particular, $z_n(\gamma) \to z_2(c; \gamma)$. The same conclusion holds if $\{c_n\}_n$ is decreasing to $c$ (again for [5, Lemma 3.3]). By repeating the same argument for $\bar{z}_1$, we then proved that $F$ is continuous. Lastly, Formula (4.11) follows from Lemma 4.1 (e). This completely proves our claim.

Hence, there exists a unique real $c = c_1^*$ such that $F(c) = 0$ and the proof of the lemma is completed.
Remark 4.2. Estimates for $c^*_1$ follow from those for $c^*_{1,1}$ and $c^*_{1,2}$, which are in turn obtained from (4.8) and Corollary 4.1.

We give the following result for (3.4).

Proposition 4.1. When $\alpha > \gamma$, Problem (3.4) admits a solution if and only if $c^*_1 < c^*_{1,1}$ and $c^*_1 \geq c^*_{3,2}$, where $c^*_1$ is given in Lemma 4.2. In such a case, we necessarily have $c = c^*_1$ and the solution is unique.

Proof. Assume that (3.4) is solvable, for some value $c$. Then also (4.9) is solvable, for the same $c$, implying $c^*_1 < c^*_{1,1}$ and $c^*_1 = c^*_{3,2}$, by Lemma 4.2. Notice that $w(\phi) := \tilde{z}(\phi)$, defined as in (4.7), satisfies (4.1) in $(\alpha, 1)$, with $\tilde{h}, \tilde{q}$, and $-c$, in place of $h, q$ and $c$. We apply then Lemma 4.1 (d) to infer that $\tilde{z}$ (and hence $z$) exists if and only if $-c \geq c^*(\tilde{q}; \tilde{h}; \tilde{h}, \tilde{q}, 1)$. By (4.8), we obtain that $c^*_1 \geq c^*_{3,2}$. The converse implication can be proved in a similar way. The solution is unique by Lemma 4.1.

4.2 The subcase $\alpha = \gamma$

Proposition 4.2. When $\alpha = \gamma$, then $c^*_{1,1}, c^*_{3,2} \in \mathbb{R}$ and Problem (3.4) admits solutions if and only if $c^*_{3,2} \leq c^*_{1,1}$. In such a case, a (unique) solution exists for every $c^*_{3,2} \leq c \leq c^*_{1,1}$.

Proof. First, note that since $\tilde{q}(\bar{\alpha}) = \tilde{D}(\alpha)g(\alpha) = 0$ then from Corollary 4.1 we deduce that $c^*_{1,1} \in \mathbb{R}$. Same arguments imply that $c^*_{3,2} \in \mathbb{R}$. Let $z$ be a solution to (3.4), for some value $c$. Then $z$ is also a solution to (4.9), for the same $c$. Hence the function $\tilde{z}$ defined for $\phi \in [\bar{\alpha}, 1]$ as in (4.7), satisfies $\tilde{z}(1) = 0$ and (4.1) in $(\bar{\alpha}, 1)$ with $\tilde{h}, \tilde{q}$ and $-c$, in place of $h, q$ and $c$. We apply then Lemma 4.1 (d) to infer that $\tilde{z}$ (and hence $z$) exists if and only if $-c \geq c^*(\tilde{q}; \tilde{h}; \bar{\gamma}, 1)$. By (4.8), we obtain that $c \leq c^*_{1,1}$.

Consider now the interval $[\alpha, 1]$; by applying to $z$ the same arguments in Proposition 4.1 we get $c \geq c^*_{3,2}$. Hence $c^*_{3,2} \leq c^*_{1,1}$ and $c^*_{3,2} \leq c \leq c^*_{1,1}$. At last $z$ is unique, by Lemma 4.1 (a).

The converse implication can be obtained similarly.

4.3 The subcase $\alpha < \gamma$

First, we restrict our attention to the sub-problem

$$
\begin{cases}
\dot{z} = h - c - q/z & \text{in } (\alpha, 1), \\
z > 0 & \text{in } (\alpha, 1), \\
z(\alpha) = z(1) = 0,
\end{cases}
$$

(4.12)

which we further decompose as in the following lemma.
Lemma 4.3. We consider:

\[
\begin{align*}
\dot{z}_1(\varphi) &= h(\varphi) - c - \frac{q(\varphi)}{z_1(\varphi)}, & \varphi &\in (\alpha, \gamma), \\
\dot{z}_2(\varphi) &= h(\varphi) - c - \frac{q(\varphi)}{z_2(\varphi)}, & \varphi &\in (\gamma, 1), \\
\dot{z}_1(\varphi) &> 0, & \varphi &\in (\alpha, \gamma), \\
\dot{z}_2(\varphi) &> 0, & \varphi &\in (\gamma, 1), \\
\dot{z}_1(\alpha) &= 0, \\
\dot{z}_2(1) &= 0.
\end{align*}
\]  

(4.13)

We have:

1. Problem (4.13) has solutions if and only if \( c \leq c^*_3 \). For a given \( c < c^*_3 \), there exist infinitely many solutions \( z_1 \), one for each value \( z_1(\gamma) \) in the interval \( (0, \beta_1(c)] \), for some \( \beta_1(c) > 0 \).

2. Problem (4.13) has solutions if and only if \( c \geq c^*_3 \). For a given \( c > c^*_3 \) there exist infinitely many solutions \( z_2 \), one for each value \( z_2(\gamma) \) in the interval \( (0, \beta_2(c)] \), for some \( \beta_2(c) > 0 \).

Proof. We first prove (1). We apply Lemma 4.1 (d) to \( -z_1 \). Indeed, \( z_1 \) satisfies (4.13.1) if and only if \( -z_1(\alpha) = 0 \) and \( -z_1 \) satisfies (4.1) in \( (\alpha, \gamma) \) with \(-h\) and \(-c\) in place of \( h \) and \( c \). Hence, from Lemma 4.1 (d), such a \( -z_1 \) exists if and only if \( -c \geq c^* (q; h; \alpha, \gamma) \). Moreover, if \(-c > c^* (q; h; \alpha, \gamma) \) then \( -z_1(\gamma) = s < 0 \) if and only if \( s > \beta(-c) \), where \( \beta(-c) < 0 \) is given in Lemma 4.1 (d) and \( \beta_1(c) := -\beta(-c) \) and by condition (4.2) we complete Part (1).

About (2), a function \( z_2 \) satisfies (4.13) if and only if \( z_2 \) (defined as in (4.7)) satisfies (4.11) in \( (0, \tilde{\gamma}) \) with \( \tilde{q} \) and \( \tilde{h} \) in place of \( q \) and \( h \) and \( \tilde{z}_2(0) = 0 \). Therefore, Part (2) follows by Lemma 4.1 (d) with \( \beta_2(c) := -\beta(c) \), where \( \beta(c) \) is relative to (4.1) in \( (0, \tilde{\gamma}) \) with \( \tilde{q} \) and \( \tilde{h} \).

Lemma 4.4. Problem (4.12) has a solution if \( c^*_3 < c < c^*_{3,1} \). Moreover, for every \( c \) varying in such a range, define

\[
\beta(c) := \min \{ \beta_1(c), \beta_2(c) \}.
\]  

(4.14)

Then, there is a one-parameter family of solutions given by

\[
Z_c = \left\{ z_s : z_s(\gamma) = s, \ s \in (0, \beta(c)] \right\}.
\]  

(4.15)

Conversely, if Problem (4.12) has a solution then \( c^*_3 \leq c \leq c^*_{3,1} \).

Proof. Assume \( c^*_3 > c^*_{3,1} \) and pick \( c \in (c^*_{3,1}, c^*_3) \). Fix also \( 0 < s \leq \beta(c) \). From Lemma 4.3 there are both a solution \( z_1 \) of (4.13) and a solution \( z_2 \) of (4.13) such that \( z_1(\gamma) = s = z_2(\gamma) \). In addition, because both \( q/z_1 \) and \( q/z_2 \) tend to 0 when their arguments tend to \( \gamma \), from the differential equations in (4.13) we obtain

\[
\lim_{\varphi \to \gamma^-} \dot{z}_1(\varphi) = \lim_{\varphi \to \gamma^+} \dot{z}_2(\varphi) = h(\gamma) - c.
\]

Define \( z = z_1 \) in \([\alpha, \gamma]\) and \( z = z_2 \) in \([\gamma, 1]\). The function \( z \) is a solution of (4.12) which satisfies \( z(\gamma) = s \) and then the existence of the family \( Z_c \) in (4.15) follows as well.

It remains to prove the last part of the statement. Suppose that a solution \( z \) of (4.12) exists for some \( c \). Necessarily, we must have \( z(\gamma) > 0 \) by (4.12). Thus, setting \( z_1(\varphi) = z(\varphi) \), for \( \varphi \in [\alpha, \gamma] \) and \( z_2(\varphi) = z(\varphi) \), for \( \varphi \in [\gamma, 1] \), we deduce that \( z_1 \) and \( z_2 \) satisfy (4.13) and (4.13), respectively. Hence, we deduce \( c \leq c^*_3 \) from Lemma 4.3 (1) and \( c \geq c^*_{3,2} \) from Lemma 4.3 (2). Hence, \( c^*_3 \geq c^*_{3,2} \).
Lastly, we have the following result.

**Proposition 4.3.** When $\alpha < \gamma$ we have $c_{1,1}^* \in \mathbb{R}$. Moreover, Problem (3.4) admits solutions if $c_{3,2}^* < \min\{c_{1,1}^*, c_{3,1}^*\}$ and no solutions if $c_{3,2}^* > \min\{c_{1,1}^*, c_{3,1}^*\}$. In the former case, solutions exist for every $c$ such that

$$c \in \begin{cases} (c_{3,2}^*, c_{1,1}^*) & \text{if } c_{1,1}^* < c_{3,1}^*, \\ (c_{3,2}^*, c_{3,1}^*) & \text{if } c_{1,1}^* \geq c_{3,1}^*. \end{cases} \quad (4.16)$$

For any fixed such $c$, there is a one-parameter family of solutions in one-to-one correspondence to the family (4.15).

**Proof.** First, since $\dot{q}(\alpha) = \dot{D}(\alpha)g(\alpha)$, $c_{1,1}^* \in \mathbb{R}$ (see Corollary 4.1). If we define formally

$$J = (c_{3,2}^*, c_{3,1}^*) \cap (-\infty, c_{1,1}^*],$$

we have that $J$ is not empty if and only if $c_{3,1}^* > c_{3,2}^*$ and $c_{1,1}^* > c_{3,1}^*$. In such a case, for every $c \in J$ there are solutions $z$ of (3.4), given by pasting together the solution in $(0, \alpha)$, provided as in the first half of the proof of Proposition 4.2, and one of the representative of the family of solutions in $(\alpha, 1)$, given by Lemma 4.4; see Figure 6. By Lemma 4.4 it follows as well that if Problem (3.4) has solutions then $c_{3,2}^* \leq \min\{c_{1,1}^*, c_{3,1}^*\}$.}

![Figure 6: The multiple solutions $z$ of Proposition 4.3](image)

Remark 4.3. Proposition 4.3 implies that Problem (3.4) has solutions only if $c_{3,2}^* \leq c \leq \min\{c_{1,1}^*, c_{3,1}^*\}$. Since $\dot{q}(\alpha) = \dot{D}(\alpha)g(\alpha) \in \mathbb{R}$, from (4.3) and (4.8) we deduce that $c_{3,1}^*$ and $c_{1,1}^*$ must be real numbers. From (4.2) (and (4.8)) applied to $c_{3,2}^*$, we deduce $c_{3,2}^* > -\infty$. Thus, the values $c$ for which Problem (3.4) is solvable vary in a bounded interval.

Remark 4.4. We now discuss the solvability of (3.5). First, by properly adapting the proofs of Lemma 4.3 and Proposition 4.3 we infer that Problem (3.5) has solutions if and only if $c_{3,2}^* \leq \min\{c_{1,1}^*, c_{3,1}^*\}$ and if $c$ lies in that range. Secondly, for each such $c$, Problem (3.5) admits the solution satisfying $z(\gamma) = 0$, which does not solve (3.4).
5 Proofs of the main results

In this section we prove Proposition 3.2 and Theorems 2.1, 2.2, 2.3.

Proof of Proposition 3.2. Assume (a) and let \( z \) satisfy (5.1). Define \( \varphi_{1,\alpha} = \varphi_{1,\alpha}(\xi) \) and \( \varphi_{\alpha,0} = \varphi_{\alpha,0}(\xi) \) (see Figure 8) as the solutions of

\[
\varphi' = \frac{z(\varphi)}{D(\varphi)},
\]

with initial data (respectively)

\[
\varphi_{1,\alpha}(0) = \frac{\alpha + 1}{2} \quad \text{and} \quad \varphi_{\alpha,0}(0) = \frac{\alpha}{2}.
\]

Since the right-hand side of (5.1) is locally of class \( C^1 \), then \( \varphi_{1,\alpha} \) and \( \varphi_{\alpha,0} \) exist and are unique. Let \( \varphi_{1,\alpha} \) and \( \varphi_{\alpha,0} \) be maximally defined in \( (\xi_1, \xi^1_\alpha) \subset \mathbb{R} \) and \( (\xi^2_\alpha, \xi_0) \subset \mathbb{R} \), respectively, with

\[-\infty \leq \xi_1 < 0 < \xi^1_\alpha \leq \infty, \quad -\infty \leq \xi^2_\alpha < 0 < \xi_0 \leq \infty, \]
and satisfying
\[
\lim_{\xi \to \xi_1^+} \varphi_{1,\alpha}(\xi) = 1, \quad \lim_{\xi \to \{\xi_1^\alpha\}^-} \varphi_{1,\alpha}(\xi) = \alpha, \\
\lim_{\xi \to \{\xi_2^\alpha\}^+} \varphi_{\alpha,0}(\xi) = \alpha, \quad \lim_{\xi \to \xi_0^-} \varphi_{\alpha,0}(\xi) = 0.
\]

Moreover, from their definitions, we have
\[
\varphi_{1,\alpha}(\xi) < 0 \text{ if } \varphi(\xi) \in (\alpha, 1) \quad \text{and} \quad \varphi_{\alpha,0}(\xi) < 0 \text{ if } \varphi(\xi) \in (0, \alpha).
\]

Since \(\varphi_{1,\alpha}\) satisfies (1.2) and \(z(1) = 0\), if \(\xi_1 \in \mathbb{R}\) then it can be constantly extended up to \((-\infty, \xi_1^\alpha)\) by setting \(\varphi_{1,\alpha}(\xi) = 1\), for \(\xi \leq \xi_1\). Analogously, if \(\xi_0 \in \mathbb{R}\) then \(\varphi_{\alpha,0}\) can be extended to \((\xi_2^\alpha, \infty)\), by setting \(\varphi_{\alpha,0}(\xi) = 0\), \(\xi \geq \xi_0\) (see Definition 2.1). In order to glue together \(\varphi_{1,\alpha}\) and \(\varphi_{\alpha,0}\) (after space shifts if needed), we need to prove
\[
\xi_1^\alpha \in \mathbb{R} \quad \text{and} \quad \xi_2^\alpha \in \mathbb{R}, \quad (5.3)
\]

Consider \(\varphi_{\alpha,0}\). The strict monotonicity of \(\varphi_{\alpha,0}\) leads to define a function \(\xi : (0, \alpha) \to (\xi_2^\alpha, \xi_0)\) such that \(\xi(\varphi_{\alpha,0}(\xi)) = \xi\), for every \(\xi \in (\xi_2^\alpha, \xi_0)\), by means of which we have
\[
\xi_2^\alpha = \int_0^\alpha \frac{\xi(\varphi)}{\varphi} \, d\varphi = \int_0^\alpha \frac{D(\varphi)}{z(\varphi)} \, d\varphi, \quad (5.4)
\]
since \(\varphi_{\alpha,0}(0) = \alpha/2\). Note, \(D/z\) is well-defined in \([0, \alpha]\) and \(\xi_2^\alpha < 0\). Hence, to prove that (5.1) is finite we need to study the behavior of \(D/z\) in a left-neighborhood of \(\alpha\). Analogously, by starting from \(\varphi_{1,\alpha}\) in place of \(\varphi_{\alpha,0}\), we have that
\[
\xi_1^\alpha = -\int_\alpha^{(\alpha+1)/2} \frac{D(\varphi)}{z(\varphi)} \, d\varphi. \quad (5.5)
\]

Hence, \(\xi_1^\alpha > 0\) is finite if and only if it is so the integral of \(D/z\) in a right-neighborhood of \(\alpha\). Observe that
\[
\lim_{\xi \to \{\xi_1^\alpha\}^-} D \left(\varphi_{1,\alpha}(\xi)\right) \varphi_{1,\alpha}'(\xi) = 0 \quad \text{and} \quad \lim_{\xi \to \{\xi_2^\alpha\}^+} D \left(\varphi_{\alpha,0}(\xi)\right) \varphi_{\alpha,0}'(\xi),
\]

because \(z\) satisfies (4.3). Pasting together \(\varphi_{1,\alpha}\) and \(\varphi_{\alpha,0}\) (after shifts if needed) produces a function \(\varphi\) satisfying (1.2) (in the sense of Definition 2.1) in \(\mathbb{R}\), associated to the wave speed \(c\), and (1.3). Therefore, if we prove that (5.3) holds under (a.i) or (a.ii), then the existence of a profile \(\varphi\) follows as well.

(Proof of (5.3) under (a.i)) We treat separately the cases \(\alpha > \gamma\) and \(\alpha < \gamma\).

Assume first \(\alpha > \gamma\). We note that \(D > 0\) in \((\gamma, \alpha)\), \(D(\alpha) = 0\) and \(g > 0\) in \((\gamma, \alpha)\): moreover, \(z\) satisfies (1.1) in \((\gamma, \alpha)\) and \(z(\alpha) = 0\). From [3] formula (9.2) we deduce that \(D(\varphi)/z(\varphi)\) has finite limit as \(\varphi \to \alpha^-\). This in turn implies (from (5.4)) that \(\xi_1^2 > -\infty\). Indeed, we note that [5] formula (9.2) was proved for solutions \(z\) vanishing at both the extrema and hence it was assumed \(c\) greater than a proper threshold. Nonetheless, the same proof provides [5] formula (9.2) in case \(z\) vanishing only at the right extremum, and any \(c\). The same argument as above, applied to \(\tilde{z}\) in \((0, \tilde{\alpha})\), implies \(\xi_1^\alpha \in \mathbb{R}\). In fact, we have
\[ \ddot{z}(\hat{\alpha}) = 0 \] and \( \ddot{z} \) satisfies (4.1) in \((0, \hat{\alpha})\), with \( q = \tilde{D}\tilde{g}, \tilde{h} \) and \( c \); more importantly, \( \tilde{D} \) and \( \tilde{g} \) in \((0, \hat{\alpha})\) satisfy the same sign assumptions as \( D \) and \( g \) in \((0, \alpha)\).

Suppose \( \alpha < \gamma \). Note that \( \tilde{D} > 0 \) in \((\hat{\alpha}, 1)\), \( \tilde{D}(\hat{\alpha}) = 0, \tilde{g} > 0 \) in \([\hat{\alpha}, 1)\) and \( \ddot{z} \) satisfies (4.1) with \( q = \tilde{D}\tilde{g} \) and \( \tilde{h}, C = -c \). As a consequence, the main assumptions of [9] are satisfied with \((\hat{\alpha}, 1)\) here replacing \((0, \bar{\rho})\) there. Then, an application of [9] proof of Parts \((b), (c) \) and \( (d) \) in Theorem 2.5] implies that \( \tilde{D}/\tilde{z} \) must be finite limit approaching \( \hat{\alpha}^+ \). This in turn implies that \( \xi^2_\alpha \geq -\infty \). Similarly, since \( -z \) satisfies (4.1) in \((\alpha, \gamma)\) with \( q = Dg, -h \) and \( C = -c \), we apply the same arguments as above, based on [9] proof of Parts \((b), (c) \) and \( (d) \) in Theorem 2.5], to deduce that \( \xi^1_\alpha < \infty \).

(Proof of (5.3) under \((a.\text{i})\)) Suppose now \( \alpha = \gamma \). Observe, the function \( w = \ddot{z} \) in \((\hat{\alpha}, 1)\) satisfies (4.1) with \( q = \tilde{D}\tilde{g}, \tilde{h} \) and \( C = -c \). Moreover, \( \tilde{D} > 0 \) in \((\hat{\alpha}, 1)\), \( \tilde{D}(\hat{\alpha}) = 0, \tilde{g} > 0 \) in \((\hat{\alpha}, 1)\) and \( \tilde{g}(\hat{\alpha}) = 0 \). From [9] Proposition 8.2] with \( c^* = -c^1_{1,1} \), we deduce then that if \( c = c^1_{1,1} \) (and hence \( C = -c^1_{1,1} \)) then \( \dot{w}(\alpha^+) < 0 \). This at once implies that \( \ddot{z}(\alpha^-) > 0 \) and hence that \( \xi^2_\alpha \in \mathbb{R} \). Otherwise, \( \alpha > c^1_{1,1} \) and \( \dot{w}(\alpha^+) = 0 \), again from [9] Proposition 8.2], because \( \tilde{g}(\alpha) = D(\alpha)g(\alpha) = 0 \). In this case, we argue as follows. Observe that, from (4.3) and (4.6), we have \( c^1_{1,1} \leq h(\alpha) \). Hence, \( c = -C < h(\alpha) \). Define

\[ \zeta(\psi) := -k\tilde{D}(\psi)(\psi - \hat{\alpha})^\tau, \psi \in (\hat{\alpha}, 1), \]

where \( \tau \in (0, 1) \) is the same as in (2.3) and \( k > 0 \) is to be determined. We have

\[ \dot{\zeta}(\psi) = -k\dot{\tilde{D}}(\psi)(\psi - \hat{\alpha})^\tau - \tau k\frac{\tilde{D}(\psi)}{\psi - \hat{\alpha}}(\psi - \hat{\alpha})^\tau \rightarrow 0 \text{ as } \psi \rightarrow \hat{\alpha}^+, \]

while

\[ \tilde{h}(\psi) - C = \frac{\tilde{D}(\psi)\tilde{g}(\psi)}{\omega(\psi)} = \tilde{h}(\psi) + c + \frac{\tilde{g}(\psi)}{k(\psi - \hat{\alpha})} \geq \tilde{h}(\psi) + c + \frac{L}{k} \rightarrow -h(\alpha) + c + \frac{L}{k}, \quad (5.6) \]

in virtue of (2.3). If \( k > 0 \) is chosen (small enough) such that \( c - h(\alpha) + L/k > 0 \), then \( \zeta \) is a strict lower-solution of (4.1) in a right-neighborhood of \( \hat{\alpha} \). On the other hand, since \( \dot{w}(\hat{\alpha}) = 0 \) then there exists a sequence \( \theta_n \in (\hat{\alpha}, 1) \) such that \( \theta_n \rightarrow \hat{\alpha} \) and \( \dot{w}(\theta_n) \rightarrow 0 \), as \( n \rightarrow \infty \). This implies that

\[ -\zeta(\theta_n) = k\frac{(\theta_n - \hat{\alpha})^\tau}{\tilde{g}(\theta_n)} \tilde{D}(\theta_n)\tilde{g}(\theta_n) \leq k\frac{\tilde{D}(\theta_n)\tilde{g}(\theta_n)}{L - w(\theta_n)} \rightarrow k\frac{L}{L}(h(\alpha) - c) < 1 \text{ as } n \rightarrow \infty, \quad (5.7) \]

since \( w \) satisfies \( \dot{w} = \tilde{h} + c - \tilde{D}\tilde{g}/w \). Then \( -\zeta(\theta_n) < -w(\theta_n) \) for each \( n \). Thus, from comparison-type results (see [9] Lemma 3.2 (2.6)), we conclude that \( \zeta > w \) in a right-neighborhood of \( \hat{\alpha} \), which means that

\[ z(\varphi) < -kD(\varphi)(\alpha - \varphi)^\tau \text{ for } \varphi \text{ in a left-neighborhood of } \alpha. \]

This and (5.4) imply that \( \xi^2_\alpha \) is finite.

We now prove that \( \xi^1_\alpha \) is finite. We first observe that the function \( \psi(\xi) \) defined as \( \psi(\xi) := 1 - \varphi_{1,\alpha}(\xi), \) for \( \xi \in (-\xi^1_{\alpha}, \infty) \), must satisfy

\[ \left( \tilde{D}(\psi)\psi' \right) + (c - \tilde{h}(\psi)) \psi' + g(\psi) = 0, \quad (5.8) \]
\( \psi \in (0, \bar{\alpha}) \), \( \psi(-\xi_0) = \bar{\alpha} \) and \( \psi(\infty) = 0 \). Hence, \( \psi \) is a wave profile, connecting \( \bar{\alpha} \) to 0, with wave speed \( c \) associated to (1.1) with \( \bar{D}, \bar{g} \) and \( \bar{\alpha} \). Moreover, in virtue of (2.3), a direct check permits to apply [8] Theorem 2.5 (ii) and to infer that \( \psi \) must be non-strictly monotone, in the sense that it reaches \( \bar{\alpha} \) in a finite value. This clearly means also that \( \varphi_{1,\alpha} \) reaches \( \alpha \) at a finite value. From the very definition of \( \xi_0^\alpha \) this implies that \( \xi_0^\alpha \in \mathbb{R} \).

It remains to prove the conclusion of Proposition 3.2 under (b). Assume then that \( \alpha < \gamma \) and \( \zeta \) satisfies (3.5) with \( z(\gamma) = 0 \). Since, in this case, for \( \varphi \in (\alpha, 1) \) the right-hand side of (5.1) is necessarily a \( C^1 \)-function only on \( (\alpha, \gamma) \cup (\gamma, 1) \), we get (by solving (5.1) with suitable initial conditions) two functions \( \varphi_{1,\gamma} \) and \( \varphi_{\gamma,\alpha} \) solving (1.2) with \( \varphi_{1,\gamma} \in (\gamma, 1) \) and \( \varphi_{\gamma,\alpha} \in (\alpha, \gamma) \). Hence, we need now is only to prove that \( \varphi_{1,\gamma} \) and \( \varphi_{\gamma,\alpha} \) reach \( \gamma \) at finite values. To this end, we observe that we can apply a result from [9]. Indeed, it is sufficient to observe that \( \varphi_{\gamma,\alpha} \) is a wave profile (with speed \( c \)), connecting \( \gamma \) to \( \alpha \) for (1.1) if and only if it is a wave profile (with speed \( -c \)) for (1.1) with \(-D, -g \) and \(-h \). Since \(-D > 0 \) in \( (\alpha, \gamma) \), \(-D(\gamma) > 0, -g > 0 \) in \( [\alpha, \gamma) \), \(-g(\gamma) = 0 \) and (2.3) holds, then in the interval \([\alpha, \gamma) \) we are under the assumptions of [9] Theorem 2.9 (ii). As a consequence, \( \varphi_{\gamma,\alpha} \) must reach \( \gamma \) at a finite value. The same argument can be followed to deduce that also \( \varphi_{1,\gamma} \) must reach \( \gamma \) at a finite value, by starting from \( \psi(\xi) := 1 - \varphi_{1,\gamma}(-\xi) \), which is a wave profile, connecting \( \gamma \) to 0, of (1.1) with \( D \) and \( g \). Since, as before, \( \xi_0^\alpha \) is finite, pasting together \( \varphi_{1,\gamma}, \varphi_{\gamma,\alpha} \) and \( \varphi_{0,0} \) we conclude the proof.

\[ \square \]

**Remark 5.1.** Consider the case \( \alpha = \gamma \). Proposition 3.2 shows that every \( c \), for which (3.4) has a solution, is admissible, under assumption (2.3). Without requiring (2.3), we now prove that if \( c_1 < c_2 \) are admissible speeds, then every \( c \in (c_1, c_2) \) does.

First, we observe that necessarily \( [c_1, c_2] \subseteq [c_{3,2}^*, c_{3,1}^*] \), from Propositions 3.1 and 4.2. Then, fix \( c \in [c_1, c_2] \) and let \( z_c \) be the corresponding solution of (3.4). By using properly Lemma 4.1 (b), we have \( z_{c_2} \leq z_c \leq z_{c_1} \) in \((\bar{\alpha}, 1) \) and \( z_{c_1} \leq z_c \leq z_{c_2} \) in \((0, \bar{\alpha}) \). Hence,

\[ z_{c_2} \leq z_c \leq z_{c_1} \text{ in } [0, 1]. \]  

By following the proof of Proposition 3.1, we define the functions \( \varphi_{0,0} \) and \( \varphi_{1,\alpha} \) from (5.1) - (5.2). We can glue \( \varphi_{0,0} \) and \( \varphi_{1,\alpha} \) to obtain a profile \( \varphi \) if and only if (5.3) holds true. However, since \( c_1 \) and \( c_2 \) are admissible, then \( z_{c_1} \) and \( z_{c_2} \) make (5.1), (5.3) finite; by (5.9), a direct argument involving also (5.1), (5.3) implies that also \( z_c \) makes (5.3) true.

**Proof of Theorem 2.7** We prove (a). Since \( \mathcal{J} \) is not empty then there exists (at least) a wave profile \( \varphi \). Corollary 3.1 (a) implies that this fact is equivalent to the existence of a solution of (3.4). Proposition 4.1 informs us that (3.4) is solvable for (at most) a unique \( c \) and that the corresponding solution \( z \) is unique. Moreover, since \( z(\gamma) < 0 \) and \( D(\gamma) > 0 \), from Lemma 3.1 and formulas as (3.7) we have that \( \varphi'(\xi) < 0 \) for every \( \xi \) such that \( \varphi(\xi) = \gamma \). This implies that stretchings at level \( \gamma \) as in (2.5) are not allowed.

We prove (b). By arguing as in case (a), but now from Propositions 3.1 (i) and 4.2 we obtain that (a non-empty) \( \mathcal{J} \) must be bounded; Remark 5.1 implies that \( \mathcal{J} \) is an interval. Fix \( c \in \mathcal{J} \). By Lemma 3.1 and \( D(\alpha = \gamma) = 0 \), profiles as (2.5) are solutions to (1.2), for every finite \( \delta_1, \delta_2 \). Thus, for each \( c \in \mathcal{J} \), the profile \( \varphi_c \) must be unique at least up to shifts and stretchings at level \( \gamma \); we now prove that no other loss of uniqueness occurs. Suppose by contradiction that, for a given \( c \), there exist profiles \( \varphi_1 \) and \( \varphi_2 \) such that \( \varphi_1 \neq \varphi_2 \) in
(-\infty, \xi^*), \varphi_1(\xi^*) = \varphi_2(\xi^*) = \gamma and \varphi_1, \varphi_2 \in (\gamma, 1) in (-\infty, \xi^*) for some \xi^* \in \mathbb{R}. The one-to-one correspondence between profiles connecting 1 to \gamma and solutions of (3.4) in (\gamma, 1) is standard because \(D, g \neq 0\) in (\gamma, 1). Since, for a fixed \(c\), (3.4) in (\gamma, 1) has at most a unique solution \(z\) (essentially from Lemma 4.1(a)), then \(\varphi_1 = \varphi_2\) in (-\infty, \xi^*), a contradiction. The closedness of \(\bar{\mathcal{J}}\) under (24) follows by Corollary 5.1(b) and Proposition 4.2 directly.

We prove (c). The first part follows analogously to cases (a) and (b), by applying Proposition 3.1(ii) and Remark 4.1. Indeed, if \(\varphi\) is a profile then \(z\) given in the proof of Proposition 3.1 (when \(\alpha < \gamma\)) satisfies (3.5) with \(z(\gamma) \geq 0\). Remark 4.1 implies that \(\mathcal{J} \subseteq [c_{3,2}^*, \min\{c_{1,1}^*, c_{3,2}^*\}]\), hence it is bounded. By Remark 4.3 and Proposition 4.2 we get that \(\mathcal{J} \supseteq (c_{3,2}^*, \min\{c_{1,1}^*, c_{3,2}^*\})\), so it is an interval. However, we cannot conclude that \(\mathcal{J}\) is also closed because the extremal cases \(c = c_{3,2}^*\) and \(c = c_{1,1}^*\) are not comprehensively covered, by Proposition 4.3. Again by Proposition 4.3, for every \(c\) satisfying (4.16), we have the existence of a family of solutions of (3.4) in one-to-one correspondence with \(Z_{c}\) in (4.19). Then, by Proposition 3.2(a), to each of such solutions corresponds a profile (unique up to shifts). Hence, the existence of the family \{\(\varphi_i\)\}, \(\lambda \in [\lambda_c, 0]\) is given, starting from \(z_4\) of (4.15) (with \(\lambda = s / D(\gamma) < 0\)) and \(\lambda_c = \beta(c) / D(\gamma)\), where \(\beta(c)\) is defined in Lemma 4.1. The latter part of item (c) deals with the profiles \(\varphi_0\). These profiles (up to shifts and stretchings at level \(\gamma\)), by Corollary 3.1(c), must be in one-to-one correspondence with solutions \(z\) of (3.5) with \(z(\gamma) = 0\). Hence, from Remark 4.4 we deduce that \(\bar{\mathcal{J}} = [c_{3,2}^*, \min\{c_{1,1}^*, c_{3,2}^*\}]\).

The last part, regarding \(\varphi'\), is deduced by Proposition 3.1. 

**Remark 5.2.** In the case \(\alpha \leq \gamma\), a direct consequence of Propositions 3.1, 4.2 and Remark 4.1 is that, if profiles exist, then \(c_{3,2}^* \leq c \leq c_{1,1}^*\). Due to (4.8) and by applying (4.3) to \(c_{1,1}^*\) and \(c_{3,2}^*\), then it follows \(h(1) \leq c < h(\alpha)\), necessarily.

**Proof of Theorem 2.2.** First, we claim that, if \(f\) is convex and there exists a wave profile, then \(\alpha > \gamma\). We argue by contradiction assuming both that a profile exists and \(\alpha \leq \gamma\). As observed in Remark 5.2, we have \(c \geq h(1)\). Moreover, to \(c_{1,1}^*\) we apply (4.4), because \(f\) is convex. Hence, we must have \(c_{1,1}^* < h(\alpha)\), which in turn implies \(h(\alpha) > h(1)\). This contradicts the convexity assumption on \(f\). Hence, we have showed the claim.

Assume then \(\alpha > \gamma\). From Proposition 3.1(i) there exists a solution of (3.4) and from Proposition 4.1(c) must equal \(c_{1}^*\). Multiplying by \(z(\varphi)\) and integrating (3.4) in \((\alpha, 1)\) gives

\[
0 = \int_{\alpha}^{1} (h(\sigma) - c_{1}^*)z(\sigma) d\sigma - \int_{\alpha}^{1} D(\sigma) g(\sigma) d\sigma,
\]

that is

\[
c_{1}^* \int_{\alpha}^{1} z(\sigma) d\sigma = \int_{\alpha}^{1} h(\sigma) z(\sigma) d\sigma - \int_{\alpha}^{1} D(\sigma) g(\sigma) d\sigma. \tag{5.10}
\]

This implies, because of \(D g < 0\) and \(z > 0\) in \((\alpha, 1)\),

\[
c_{1}^* > \frac{\int_{\alpha}^{1} h(\sigma) z(\sigma) d\sigma}{\int_{\alpha}^{1} z(\sigma) d\sigma} \geq \min h.\]

Since \(f\) is convex then

\[
c_{1}^* > h(\alpha). \tag{5.11}
\]

We prove now (2.6). By arguing similarly but in \((0, \alpha)\) we obtain that \(c_{1}^* < h(\alpha)\) if \(\int_{0}^{\alpha} D g < 0\) and \(c_{1}^* \leq h(\alpha)\) if \(\int_{0}^{\alpha} D g = 0\). Thus, we must have (2.6).
Now, we prove that (2.7) implies the existence of solutions. First, note that (2.7) implies necessarily $\alpha > \gamma$. By applying Proposition 3.2 (a.i) and Proposition 4.1 solutions exist if both $c_{1,1}^* < c_{3,2}^*$ and $c_{1,1}^* \geq c_{3,2}^*$. We prove first the former one. Since $f$ is convex, (4.3) applied to $c_{1,1}^*$ and $c_{1,2}^*$ defined in (4.8) implies that

$$c_{1,1}^* < h(\gamma) < c_{1,2}^*.$$  

It remains to prove that $c_{1,1}^* \geq c_{3,2}^*$. By applying (4.3) to $c_{3,2}^*$ in (4.8) we have $c_{3,2}^* \leq \bar{c} := h(1) + 2\sqrt{\sup_{[0,1]} \delta(Dg,1)}$. Hence, in order to conclude it suffices to show that $c_{1,1}^* \geq \bar{c}$.

Let $z_1$ be the solution of (4.10) corresponding to $c = \bar{c}$. Note, $z_1$ is well-defined since $\bar{c} > h(1) \geq h(\gamma) > c_{1,1}^*$ (see Lemma 3.1). Since $z_1(\gamma) < 0$, $z_1$ can be maximally extended up to some $\varphi_0 \in (\gamma, \alpha)$ as a unique solution of the differential equation in (4.10). Still call $z_1$ this extension. Observe that such a $z_1$ turns out to be continuous up to $[0, \varphi_0]$ (see [5, Lemma 3.1]). It is plain to verify that $\varphi_0 < \alpha$ if and only if $c_{1,1}^* > \bar{c}$ (see Figure 5). We then prove that if (2.7) holds then $\varphi_0 < \alpha$. To this end, since $z_1(\varphi_0) \in (-\infty, 0]$ we observe that

$$0 \leq z_1(\varphi_0)^2 - z_1(0)^2 = 2 \int_0^{\varphi_0} (h(\rho) - \sigma) z_1(\rho) d\rho - 2 \int_0^{\varphi_0} q(\rho) d\rho.$$  

(5.12) Define

$$\Delta := (\bar{c} - h(0)) \sqrt{\alpha} + \sqrt{(\bar{c} - h(0))^2 \alpha + 2M} = \Sigma \sqrt{\alpha} + \sqrt{\Sigma^2 \alpha + 2M}.$$  

Since $f$ is convex, by arguing similarly to the proof of [22, Theorem 3.2], then $\varphi \mapsto -\Delta \varphi^{1/2}$ turns out to be a strict lower-solution of (4.1) in $(\alpha, \gamma)$, with $c = \bar{c}$. Hence, $z_1(\varphi) > -\Delta \varphi^{1/2}$ in $(0, \varphi_0)$. This, the convexity of $f$, and the very definition of $\bar{c}$ imply that

$$\int_0^{\varphi_0} (h(\rho) - \bar{c}) z_1(\rho) d\rho < (\bar{c} - h(0)) \Delta \int_0^{\varphi_0} \sqrt{\rho} d\rho < \Sigma \Delta \int_0^\alpha \sqrt{\rho} d\rho.$$  

From (5.12) then we obtain

$$0 < \frac{4}{3} \Sigma \Delta \alpha^{3/2} - 2 \int_0^{\varphi_0} q(\rho) d\rho.$$  

Since $q > 0$ in $(\gamma, \alpha)$, if (2.7) holds then $\varphi_0 < \alpha$; hence, $c_{1,1}^* > \bar{c}$. This concludes the proof. \qed

Proof of Theorem 2.5. We first observe that, since $f$ is assumed to be (strictly) concave then

$$\inf_{[0, \gamma]} \delta(f, \gamma) = h(\gamma) = \hat{f}(\gamma), \quad \text{and} \quad \sup_{[\alpha, 1]} \delta(f, 1) = \frac{f(1) - f(\alpha)}{1 - \alpha}.$$  

Assume $\alpha > \gamma$. In virtue of (4.8), from (4.3) applied to $c_{1,1}^*$ and $c_{3,2}^*$ we have

$$c_{1,1}^* \geq \inf_{[0, \gamma]} \delta(f, \gamma) - 2 \sqrt{\sup_{[0, \gamma]} \delta(Dg, \gamma)} \geq \sup_{[\alpha, 1]} \delta(f, 1) + 2 \sqrt{\sup_{[\alpha, 1]} \delta(Dg, 1)} \geq c_{3,2}^*.$$  

where the second inequality is given by (2.5). Moreover, since $\hat{g}(\gamma) > 0$ then $h(\gamma) - 2\sqrt{D(\gamma)\hat{g}(\gamma)} < h(\gamma) + 2\sqrt{D(\gamma)\hat{g}(\gamma)}$ and hence, in virtue of (4.8), from (4.3) applied to $c_{1,1}^*$ and $c_{1,2}^*$ we have $c_{1,1}^* < c_{1,2}^*$. Hence, from Proposition 4.1 we infer that (3.4) is solvable
for some $c$. Proposition 3.2 (a.i) then implies that, associated to that $c$, there exists a profile $\varphi$.

Assume $\alpha = \gamma$. As in the case $\alpha > \gamma$, but now we apply (4.11) to $c^*_{1,1}$ and deduce $c^*_{1,1} > c^*_{3,2}$. Indeed, estimate (4.11) informs us that

$$c^*_{1,1} \geq \inf_{[\alpha, \gamma]} \delta(f, \gamma) - 2 \sup_{[\alpha, \gamma]} \frac{1}{\gamma - \varphi} \int_{\varphi}^{\gamma} \frac{Dg(\sigma)}{\sigma - \gamma} d\sigma > \inf_{[\alpha, \gamma]} \delta(f, \gamma) - 2 \sqrt{\sup_{[\alpha, \gamma]} \delta(Dg, \gamma)},$$

because $\delta(Dg, \gamma)(\sigma) = Dg(\sigma)/(\sigma - \gamma)$ in $[0, \gamma)$ is a positive non-constant function which vanishes at $\gamma$ and hence its supremum is strictly larger than that of its mean value function. Proposition 4.2 implies that (3.4) is solvable (for a non-empty interval of values for $c$ which must satisfy $c \leq h(\alpha)$, from (4.1) applied to $c^*_{1,1}$). Since there exists at least a value of such $c$ satisfying $c < h(\alpha)$ (indeed there exists an interval) then, under (2.3), Proposition 3.2 (a.ii) gives the existence of profiles.

Assume $\alpha < \gamma$. First, we observe that since $f$ is strictly concave then

$$\dot{f}(\gamma) < \frac{f(\gamma) - f(\alpha)}{\gamma - \alpha} = \inf_{[0, \gamma] \setminus \{\alpha\}} \delta(f, \alpha).$$

Condition (2.9) then implies

$$\inf_{[\alpha, \gamma]} \delta(f, \gamma) - 2 \sqrt{\sup_{[\alpha, \gamma]} \delta(Dg, \alpha)} \geq \sup_{[\gamma, 1]} \delta(f, 1) + 2 \sqrt{\sup_{[\gamma, 1]} \delta(Dg, 1)}.$$

From (4.8) and (4.5) for $c^*_{3,2}$ we deduce $c^*_{3,2} \leq \sup_{[\gamma, 1]} \delta(f, 1) + 2 \sqrt{\sup_{[\gamma, 1]} \delta(Dg, 1)}$ while for (4.10) applied to $c^*_{3,1}$ and $c^*_{1,1}$ we obtain

$$\inf_{[0, \gamma] \setminus \{\alpha\}} \delta(f, \alpha) - 2 \sqrt{\sup_{[0, \gamma] \setminus \{\alpha\}} \delta(Dg, \alpha)} \leq \min \left\{ \inf_{[0, \alpha]} \delta(f, \alpha) - 2 \sqrt{\sup_{[0, \alpha]} \delta(Dg, \alpha)}, \inf_{(\alpha, \gamma]} \delta(f, \alpha) - 2 \sqrt{\sup_{(\alpha, \gamma]} \delta(Dg, \alpha)} \right\} \leq \min \{c_{1,1}^*, c_{3,1}^*\}.$$  

Hence, we deduce that $c^*_{3,2} < \min \{c_{1,1}^*, c_{3,1}^*\}$. Proposition 4.2 informs us that (3.4) is solvable. Proposition 3.2 (a.i) implies in turn that there exist profiles $\varphi$. \hfill $\square$

**Remark 5.3.** In the case $\alpha = \gamma$, we proved in Theorem 2.3 that $c^*_{3,2} < c^*_{1,1}$. Hence, in virtue of Corollary 3.1 and Proposition 4.2, the profiles, whose existence is assured by Theorem 2.3, correspond to a whole interval of speeds, which does not collapse to a single value.

In the case $\alpha < \gamma$, Theorem 2.3 shows *en passant* the existence of profiles $\varphi_\lambda$ (under the notation of Theorem 2.1 for $\lambda \in (\lambda(c), 0)$, with $c$ in the whole interval given by (4.16) (which in particular excludes the extremal case $c^*_{3,2}$). For these speeds, a consequence of Proposition 3.2 (b) is that, in order to admit also the profile $\varphi_0$, we would need to add the assumption (2.3). Moreover, in such a case, also the speed $c = c^*_{3,2}$ is admissible for $\varphi_0$ (see Remark 4.4).
6 Examples

In this section we provide some examples concerning specific situations which occur in the above results.

Example 6.1 (\(J\) degenerating to a single point). We show that, when \(\alpha \leq \gamma\), the interval \(J\) of Theorem 2.1 may reduce to a single value.

Assume first \(\alpha = \gamma = \frac{1}{2}\). Let \(D\) and \(g\) be defined by

\[
D(\varphi) := \left(\frac{1}{2} - \varphi\right) \varphi \quad \text{and} \quad g(\varphi) := -\varphi^2 \left(\frac{1}{2} - \varphi\right)^2 \quad \text{for} \quad \varphi \in \left[0, \frac{1}{2}\right]
\]

and by symmetry as \(D(\varphi) = -D(\varphi - 1/2)\) and \(g(\varphi) = -g(\varphi - 1/2)\), if \(\varphi \in (1/2, 1]\). Such functions \(D\) and \(g\) satisfy (D) and (g) with \(\alpha = \gamma = 1/2\) and are such that \(q = Dg\) satisfies

\[
q(\varphi) = q \left(\varphi - \frac{1}{2}\right) \quad \text{for} \quad \varphi \in \left[\frac{1}{2}, 1\right].
\]

Also, for some \(\tau, \sigma \in (0, 1)\), define, for \(\varphi \in [0, 1/2]\),

\[
h(\varphi) := \varphi^\tau \left(\frac{1}{2} - \varphi\right)^\sigma \left\{ (1 + \sigma)\varphi + \varphi^{2-2\tau} \left(\frac{1}{2} - \varphi\right)^{2-2\sigma} - (1 + \tau) \left(\frac{1}{2} - \varphi\right) \right\},
\]

and such that \(h(\varphi) = -h(\varphi - 1/2)\) for each \(\varphi \in (1/2, 1]\). Such a function \(h\) is continuous since \(h(1/2^-) = h(1/2^+) = 0\).

In this case, from the symmetry properties of \(q\) and \(h\) and (4.8), it is direct to verify that \(c^*_{3,2} = -c^*_{1,1}\).

We have that the function \(z\) defined by

\[
z(\varphi) := \begin{cases} 
-\varphi^{1+\tau} \left(\frac{1}{2} - \varphi\right)^{1+\sigma}, & \varphi \in \left[0, \frac{1}{2}\right], \\
(1-\varphi)^{1+\sigma} \left(\varphi - \frac{1}{2}\right)^{1+\tau}, & \varphi \in \left(\frac{1}{2}, 1\right],
\end{cases}
\]

satisfies (3.4) with \(c = 0\). Notice that \(z(\varphi) = -z(\varphi - 1/2)\) if \(\varphi \in [0, 1/2]\). Hence, from Proposition 4.2 \(c^*_{3,2} \leq 0\). Moreover, since from (1.3) we have \(c^*_{3,2} \geq h(1) = 0\) then necessarily \(c^*_{3,2} = 0\). This gives \(c^*_{3,2} = c^*_{1,1} = 0\). From Proposition 3.1 (i) we have then

either \(J = \emptyset\) or \(J = \{0\}\).

Observe, since (2.3) does not hold, in this example, we cannot directly apply Proposition 3.2 (a.ii), but looking for profiles associated to the speed \(c = 0\) we proceed as follows. We need to solve (separately) the two Cauchy problems

\[
\varphi' = \frac{z(\varphi)}{D(\varphi)} = -\varphi^\tau \left(\frac{1}{2} - \varphi\right)^\sigma, \quad \varphi(0) = \varphi_0,
\]

\[
\psi' = \frac{z(\psi)}{D(\psi)} = -(1-\psi)^\sigma \left(\psi - \frac{1}{2}\right)^\tau, \quad \psi(0) = \psi_0,
\]

26
for arbitrary $0 < \varphi_0 < 1/2$ and $1/2 < \psi_0 < 1$. Focus on the problem for $\varphi$. From

$$\int_{\varphi_0}^{\varphi} \frac{ds}{-s^\gamma \left( \frac{2}{3} - s \right)^\sigma} = \xi,$$  \hspace{1cm} (6.1)

we get a profile which connects $1/2$ to 0 such that $\varphi$ reaches $1/2$ at a finite $\xi_*$ given by:

$$\xi_* = \int_{\varphi_0}^{1/2} \frac{ds}{-s^\gamma \left( \frac{2}{3} - s \right)^\sigma} \in \mathbb{R}.$$  

Analogously, from

$$\int_{\psi_0}^{\psi} \frac{-ds}{(1-s)^\sigma \left( s - \frac{1}{2} \right)^\gamma} = \xi,$$  \hspace{1cm} (6.2)

we obtain a profile $\psi$ associated to $c = 0$ which connects 1 to $1/2$ and such that it reaches $1/2$ at a finite value. Gluing together $\varphi$ and $\psi$ gives a desired wavefront and hence

$$\mathcal{I} = \{0\}.$$  

Note, the profile is unique up to space shifts and stretchings at level $1/2$.

Assume now $\alpha = 1/3 < \gamma = 2/3$. Define

$$D(\varphi) = \begin{cases} 
(\varphi - \frac{1}{3})^4, & \varphi \in \left[0, \frac{1}{3}\right], \\
-(\varphi - \frac{1}{3})^4, & \varphi \in \left(\frac{1}{3}, \frac{2}{3}\right], \\
\frac{1}{27} \left( \frac{2}{3} - \varphi \right) - \frac{1}{81}, & \varphi \in \left(\frac{2}{3}, 1\right]
\end{cases}, \quad g(\varphi) = \begin{cases} 
-\beta \varphi^{1-\tau}, & \varphi \in \left[0, \frac{1}{3}\right], \\
-\beta \left( \frac{2}{3} - \varphi \right)^{1-\tau}, & \varphi \in \left(\frac{1}{3}, \frac{2}{3}\right], \\
\beta \left( \varphi - \frac{2}{3} \right)^{1-\tau} \frac{(\varphi-1)^4}{2\varphi^4(\varphi-\frac{1}{3})^4}, & \varphi \in \left(\frac{2}{3}, 1\right],
\end{cases}$$

for some $\tau \in (0, 1)$ and $\beta = 1 - \tau/2 \in (0, 1)$. Such functions $D$ and $g$ satisfy (D) with $\alpha = 1/3$ and $(g)$ with $\gamma = 2/3$. Note, $g$ satisfies also (2.3). Despite the lack of symmetry in the definition of $D$ and $g$, the function $q = Dg$ satisfies

$$q(\varphi) = -q \left( \frac{2}{3} - \varphi \right) \quad \text{for} \quad \varphi \in \left[1, \frac{2}{3}\right] \quad \text{and} \quad q(\varphi) = q \left( \varphi - \frac{2}{3} \right) \quad \text{for} \quad \varphi \in \left[\frac{2}{3}, 1\right].$$

Also, define $h(\varphi) = 2\varphi^\beta \left( 1/3 - \varphi \right)$, for $\varphi \in [0, 1/3]$. In the other two sub-intervals, we define $h$ by symmetry by $h(\varphi) = -h(2/3 - \varphi)$, for $\varphi \in (1/3, 2/3]$ and $h(\varphi) = -h(\varphi - 2/3)$, for $\varphi \in (2/3, 1]$. This makes $h$ continuous. Hence, from the symmetry properties of $q$ and $h$ and from (1.8), it holds

$$c_{1.1}^s = c_{3.1}^s = -c_{3.2}^s.$$  \hspace{1cm} (6.3)

Define the function $z(\varphi)$ as

$$z(\varphi) = \begin{cases} 
-\varphi^3 \left( \frac{1}{3} - \varphi \right)^2, & \varphi \in \left[0, \frac{1}{3}\right], \\
\left( \frac{2}{3} - \varphi \right)^\beta \left( \varphi - \frac{1}{3} \right)^2, & \varphi \in \left(\frac{1}{3}, \frac{2}{3}\right], \\
\left( \varphi - \frac{2}{3} \right)^\beta (1 - \varphi)^2, & \varphi \in \left(\frac{2}{3}, 1\right]
\end{cases}.$$  \hspace{1cm} (6.4)
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so that \( z(\varphi) = -z(2/3 - \varphi) \), for \( \varphi \in [1/3, 2/3] \), and \( z(\varphi) = -z(\varphi - 2/3) \), for \( \varphi \in (2/3, 1] \). Direct computations show that \( z \) is a solution of (3.5), with \( z(\gamma) = 0 \) and with \( c = 0 \). We highlight that \( z \in C^1 \) neither in a neighborhood of \( 2/3 = \gamma \) nor in a right neighborhood of 0. From Remark 4.4 and (6.3) we deduce \( c_{3,2}^* \leq 0 \leq -c_{3,2}^* \). From (4.3) applied to \( c_{3,2}^* \) we know that \( c_{3,1}^* \geq h(1) = 0 \). We hence obtain

\[
c_{3,1}^* = c_{3,1}^* = c_{3,2}^* = 0.
\]

By direct computation as in (6.1)-(6.2), or by Proposition 3.2 (b), we conclude that there exists a profile \( \varphi (\varphi_0) \) in the notation of Theorem 2.1, which is unique up to shifts and stretchings at level 1/3.

**Example 6.2** (Solutions with plateaus when \( \alpha < \gamma \)). In the case \( \alpha < \gamma \), we show that equation (1.1) can admit wavefronts, connecting 1 to 0, such that \( \varphi'(\xi) = 0 \) for every \( \xi \) (possibly not unique) with \( \varphi(\xi) = \gamma \). Hence, \( \varphi = \varphi_0 \) under the notation of Theorem 2.1 (c). This can occur only if (2.2) does not hold, that is when either \( D^+g(\gamma) = \infty \) or \( D^-g(\gamma) = \infty \); under (2.2) we have \( \varphi' (\xi) < 0 \). We refer to [24, Example 1] for a similar example in the case \( D = 1 \).

For simplicity, we set \( \alpha = 0 \). Define \( D \) and \( g \) in \([0,1] \),

\[
D(\varphi) := -\varphi^2 \quad \text{and} \quad g(\varphi) := \frac{\sigma + 1}{2} (\varphi - \gamma) |\varphi - \gamma|^{\sigma - 1} (1 - \varphi)^2,
\]

for some \( \sigma \in (0, 1) \) and \( \gamma \in (0, 1) \). Notice that \( g \) is not Lipschitz-continuous at point \( \gamma \). We want to define a strict (at 0) semi-wavefront from 1 to 0. We have \( D < 0 \) in \((0,1) \) and \( D(0) = 0 \) while \( g < 0 \) in \((0,\gamma) \), \( g > 0 \) in \((\gamma,1) \) and \( g(1) = 0 \). Direct computations show that the function \( z(\varphi) := \varphi |\varphi - \gamma|^{\frac{\sigma + 1}{2}} (1 - \varphi) \) satisfies, for \( \varphi \in (0, \gamma) \cup (\gamma, 1) \),

\[
\dot{z}(\varphi) = h(\varphi) - \frac{D(\varphi)g(\varphi)}{z(\varphi)}, \quad (6.5)
\]

with \( h(\varphi) := (1 - 2\varphi) |\varphi - \gamma|^{\frac{\sigma + 1}{2}} \). We have \( z > 0 \) in \((0,\gamma)\cup(\gamma,1) \) and \( z(\varphi) \) is \( \in (0,\gamma) \cup (\gamma, 1) \). Moreover, \( \dot{z}(\gamma^-) = -\infty \) and \( \dot{z}(\gamma^+) = \infty \). Also, we have

\[
\int_\gamma^\gamma \frac{D(s)}{z(s)} \, ds > -\infty \quad \text{and} \quad \int_\gamma^\gamma \frac{D(s)}{z(s)} \, ds > -\infty.
\]

Let \( \varphi_{\gamma,0} \) be the solution of

\[
\varphi' = \frac{z(\varphi)}{D(\varphi)} = \frac{(\varphi - 1) |\varphi - \gamma|^{\frac{\sigma + 1}{2}}}{\varphi}, \quad \varphi(0) = \varphi_0 \in (0, \gamma). \quad (6.6)
\]

Such a solution exists and is unique since \( G' < 0 \) in \((0, \gamma) \), where

\[
G(t) := \int_0^t \frac{s}{(s - 1) |\gamma - s|^{\frac{\sigma + 1}{2}}} \, ds,
\]

so that \( \varphi_{\gamma,0}(\xi) = G^{-1}(\xi) \) and \( \varphi_{\gamma,0} \in (0, \gamma) \). Analogously, because \( G' < 0 \) also in \((\gamma, 1) \), it results (uniquely) defined \( \varphi_{1,\gamma} \) as the solution of (6.6) with \( \varphi_0 \in (\gamma, 1) \). The function \( \varphi_{1,\gamma} \) is such that \( \varphi_{1,\gamma} \in (\gamma, 1) \) and \( \varphi_{1,\gamma}(\xi) = G^{-1}(\xi) \). Define

\[
\xi_1 := G(1^-), \quad \xi_0^+ := G(\gamma)^+, \quad \xi_0^- := G(\gamma)^- \quad \text{and} \quad \xi_0 = G(0^+),
\]
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such that $\varphi_{1,\gamma}$ is maximally defined in $(\xi_1, \xi_1^\gamma)$ and $\varphi_{\gamma,0}$ is maximally defined in $(\xi_0^\gamma, \xi_0)$. It is easy to check that

$$\xi_1 = -\infty, \quad \xi_1^\gamma, \xi_0^\gamma \in \mathbb{R},$$

and that

$$\varphi'_{1,\gamma}(\xi_1^-) = \varphi'_{\gamma,0}(\xi_1^{\gamma+}) = 0, \quad \varphi'_{\gamma,0}(\xi_0^-) = -\infty.$$ 

Thus, it is possible to glue together $\varphi_{1,\gamma}$ and $\varphi_{\gamma,0}$ to obtain $\varphi$, the profile of a strict (at 0) semi-wavefront which connects 1 to 0.

For simplicity, we set $\alpha = 1$. We consider then the functions

$$D(\varphi) := (\varphi - 1)^2 \quad \text{and} \quad g(\varphi) := -\tau \varphi,$$

for some $\tau > 0$. We want now to define a profile of a strict (at 1) wavefront from 1 to 0. We have that the function $z(\varphi) := \lambda \varphi (\varphi - 1)$, where $\lambda > 0$, satisfies (6.5) in $(0, 1)$, with $h(\varphi) := \lambda (2\varphi - 1) - \frac{\tau(\varphi - 1)}{\lambda}$, such that $h(1) = \lambda$. In this case, by solving

$$\varphi' = \frac{z(\varphi)}{D(\varphi)} = \frac{\lambda \varphi}{\varphi - 1}, \quad \varphi(0) = \frac{1}{2},$$

we obtain that

$$\frac{1}{\lambda} \int_{\frac{1}{2}}^\varphi \frac{s-1}{s} \, ds = \xi.$$ 

This gives a function $\psi$, defined in its maximal-existence interval $(\xi_1, \xi_0)$, which turns out to be the profile of a strict (at 1) semi-wavefront, which connects 1 to 0. Also, $\psi$ is such that $\psi'(\xi_1) = -\infty$. Note, $\xi_1 \in \mathbb{R}$ because $\xi_1 = \frac{1}{\lambda} \int_{1/2}^1 \frac{s-1}{s} \, ds \in \mathbb{R}$.

Finally, pasting together manipulations of $\varphi$ and $\psi$ we have provided the desired example. Hence, plateaus are possible.

**Example 6.3 (Non-regular $g$ and no plateaus).** Again for $\alpha < \gamma$, we continue the discussion of Example 6.2 by showing that $D^+ g(\gamma) = \infty$ (or $D^- g(\gamma) = \infty$) does not necessarily imply $\varphi'(\xi_1) = 0$, as Example 6.2 could suggest. More precisely, under the above condition, we exhibit a profile connecting 1 to 0 such that $\varphi'_{\gamma}(\xi_1) < 0$ in the unique $\xi_1$ such that $\varphi(\xi_1) = \gamma$. Hence, in this case, plateaus are not possible. Differently from the previous example, a slightly different choice of $g$ and $D$ (and $h$) yields a solution $z$ that does not vanish at $\gamma$.

We set $\alpha = 0$. We want to define a strict (at 0) semi-wavefront from 1 to 0. Define $D$ and $g$ in $[0, 1]$ by

$$D(\varphi) = -\varphi \quad \text{and} \quad g(\varphi) := |\varphi - \gamma|^{\sigma-1} (\varphi - \gamma) (1 - \varphi),$$

where $\sigma \in (0, 1)$. We have $D < 0$ in $(0, 1)$ and $D(0) = 0$, while $g < 0$ in $[0, \gamma)$, $g > 0$ in $(\gamma, 1)$ and $g(1) = 0$. Then the function $z(\varphi) := \varphi (1 - \varphi)$ satisfies (6.5) with $h(\varphi) := 1 - \varphi - |\varphi - \gamma|^{\sigma-1} (\varphi - \gamma)$. Clearly, $z > 0$ in $(0, 1)$ and $z(0) = z(1) = 0$. The corresponding profile such that $\varphi(0) = 1/2$ is given explicitly by

$$\varphi(\xi) = 1 - \frac{e^\xi}{2}, \quad \xi \in (-\infty, \log(2)).$$

By arguing similarly to the second part of Example 6.2, we conclude the example.
A Appendix

In this appendix we compute the derivative of a profile $\varphi$ at points where it reaches $\alpha$. For $\alpha \neq \gamma$, we denote $\xi_\alpha \in \mathbb{R}$ the unique value such that $\varphi(\xi_\alpha) = \alpha$, while for $\alpha = \gamma$ we define $\xi_\alpha^1 := \sup\{\xi : \varphi(\xi) > \alpha\} \leq \xi_\alpha^2 := \inf\{\xi : \varphi(\xi) < \alpha\}$. For $c \in \mathbb{R}$, we define $s_{\pm}(c)$ by

$$2s_{\pm}(c) := h(\alpha) \pm c - \sqrt{(h(\alpha) - c)^2 - 4\hat{D}(\alpha)g(\alpha)}.$$ 

Recall that $\hat{D}(\alpha) \leq 0$. We show below that $\varphi$ has negative (right or left) derivative at $\xi_\alpha$, which can be infinite only if $\hat{D}(\alpha) = 0$. To stress the latter behavior, for $Q \in \mathbb{R}$ we denote

$$[Q]_{-\infty} := \begin{cases} Q & \text{if } \hat{D}(\alpha) < 0, \\ -\infty & \text{if } \hat{D}(\alpha) = 0. \end{cases}$$

**Proposition A.1.** Let $\varphi$ be a profile satisfying (13) with speed $c$. We have:

(a) if $\alpha > \gamma$ then

$$\varphi'(\xi_\alpha^\pm) = \begin{cases} \frac{g(\alpha)}{s_{\pm}(c)} & \text{if } \hat{D}(\alpha) < 0 \text{ or } c > h(\alpha), \\ -\infty & \text{if } \hat{D}(\alpha) = 0 \text{ and } c \leq h(\alpha); \end{cases} \tag{A.1}$$

(b) if $\alpha = \gamma$ then

(i) if $c < c_{1,1}^*$ then $\varphi'(\xi_\alpha^2) = 0$;

(ii) if $c = c_{1,1}^* < h(\alpha)$, then $\varphi'(\xi_\alpha^2) = \left[\frac{h(\alpha) - c_{1,1}^*}{\hat{D}(\alpha)}\right]_{-\infty}$;

(iii) if $c = h(\alpha)$ and $\hat{D}(\alpha) < 0$ then $\varphi'(\xi_{\alpha}^1) = 0$;

(iv) if $c < h(\alpha)$, then $\varphi'(\xi_{\alpha}^1) = \left[\frac{h(\alpha) - c}{\hat{D}(\alpha)}\right]_{-\infty}$;

(c) if $\alpha < \gamma$ then

(i) if $c < \min\{c_{1,1}^*, c_{3,1}^*\}$, then $\varphi'(\xi_{\alpha}^\pm) = \frac{g(\alpha)}{s_{\pm}(c)}$;

(ii) if $c = c_{1,1}^* = c_{3,1}^*$, then $\varphi'(\xi_{\alpha}^\pm) = \left[\frac{g(\alpha)}{s_{\pm}(c)}\right]_{-\infty}$;

(iii) if $c = c_{1,1}^* < c_{3,1}^*$, then $\varphi'(\xi_{\alpha}^+) = \frac{g(\alpha)}{s_+(c)} > \varphi'(\xi_{\alpha}^-) = \left[\frac{g(\alpha)}{s_-(c)}\right]_{-\infty}$;

(iv) if $c = c_{3,1}^* < c_{1,1}^*$, then $\varphi'(\xi_{\alpha}^-) = \frac{g(\alpha)}{s_-(c)} > \varphi'(\xi_{\alpha}^+) = \left[\frac{g(\alpha)}{s_+(c)}\right]_{-\infty}$.

**Proof.** We prove (a). In the interval $(\gamma, 1)$, $D$ changes sign, from positive to negative, and $g > 0$. Then, we obtain (A.1) from [6 formula (2.9)].

We prove (b). Let $\varphi_{\alpha,0}$ be the restriction of $\varphi$ to $(\xi_\alpha, \infty)$, for $\xi_\alpha := \xi_\alpha^2$; hence, $\varphi_{\alpha,0} \in (0, \alpha)$ and $D > 0$, $g < 0$ there. The function $\psi_{1,\alpha}(\xi) := 1 - \varphi_{\alpha,0}(\xi)$, for $\xi \in (-\infty, -\xi_\alpha)$, satisfies

$$\left(\hat{D}(\psi)\psi'\right)' + \left(-c - \hat{g}(\psi)\right)\psi' + \hat{g}(\psi) = 0, \tag{A.2}$$
with $\bar{D} > 0$, $\bar{g} > 0$ in $(\bar{\alpha}, 1)$. Since $\bar{g}(\bar{\alpha}) = \bar{D}(\bar{\alpha}) = 0$, by [5] Theorem 2.3 we deduce the behavior of $\psi_{1,\bar{\alpha}}$ near $-\xi_{\alpha}$, where $\psi(-\xi_{\alpha}) = \bar{\alpha}$; the threshold $c^*$ appearing there is replaced here by $-c^*_{1,1}$, since $-c^*_{1,1} = c^*(\bar{\alpha}; h, \bar{\alpha}, 1)$. Hence, [5] Theorem 2.3 (i) implies that $\psi$ is classical at $\bar{\alpha}$ if $c > -c^*_{1,1}$, i.e., $\psi'(-\xi_{\alpha}) = 0$; this proves (b.ii), since $\varphi'(\xi) = \psi'(-\xi)$.

Similarly, from [4] Theorem 2.3 (ii), we have that if $c = -c^*_{1,1} > \bar{h}(\bar{\alpha})$ then

$$
\psi'(-\xi_{\alpha}^-) = \begin{cases} \frac{h(\bar{\alpha}) + c^*_{1,1}}{\bar{D}(\bar{\alpha})}, & \text{if } \dot{\bar{D}}(\bar{\alpha}) > 0, \\ -\infty, & \text{if } \dot{\bar{D}}(\bar{\alpha}) = 0, \end{cases}
$$

which gives (b.ii). Consider the restriction $\varphi_{1,\alpha}$ of $\varphi$ to $(-\infty, \xi_{\alpha}^+)$. Then $\varphi_{1,\alpha} \in (\alpha, 1)$, where $D < 0$ and $g > 0$. Thus, the function $\psi_{1,0}(\xi) := 1 - \varphi_{1,\alpha}(-\xi)$, for $\xi \in (0, \xi_{\alpha}^+)$, is valued in $(0, \bar{\alpha})$ and satisfies \([5, 5.8]\), with $\bar{D} > 0$, $\bar{g} > 0$, in $(0, \bar{\alpha})$ and $\bar{D}(\bar{\alpha}) = \bar{g}(\bar{\alpha}) = 0$. We apply [5] Theorem 2.3 to $\psi_{1,0}$; then $\psi'(-\xi_{\alpha}) \rightarrow 0$ as $\xi \rightarrow -\xi_{\alpha}^+$ if either $c > \bar{h}(\bar{\alpha})$ or $c = \bar{h}(\bar{\alpha})$ and $\bar{D}(\bar{\alpha}) < 0$. This gives (b.iii). Assume $c < \bar{h}(\bar{\alpha})$ and consider $w(\psi) := \bar{D}(\psi)/\psi'$, for $\psi \in (0, \bar{\alpha})$. Then $w < 0$ in $(0, \bar{\alpha})$, $w(\bar{\alpha}) = w(0) = 0$ and $\bar{w} = \bar{h} - c - [\bar{D}\bar{g}]/w$ in $(0, \bar{\alpha})$, with $\{\bar{D}\bar{g}\}(\alpha) = 0$. Hence, [5] formula (7.2) implies $\bar{w}(\bar{\alpha}) = \bar{h}(\bar{\alpha}) - c$, since $c < \bar{h}(\bar{\alpha})$ by assumption. This gives

$$
\psi'(-\xi_{\alpha}^+) = \begin{cases} \frac{\bar{h}(\bar{\alpha}) - c}{\bar{D}(\bar{\alpha})}, & \text{if } \dot{\bar{D}}(\bar{\alpha}) < 0, \\ -\infty, & \text{if } \dot{\bar{D}}(\bar{\alpha}) = 0, \end{cases}
$$

from which (b.iv) follows.

We prove (c). Let $\xi_\gamma$ be such that $\varphi(\xi_\gamma) = \gamma$. Define $\varphi_{\gamma,0}(\xi) := \varphi(\xi)$ for $\xi \in (\xi_\gamma, \infty)$ and $\psi_{1,\bar{\gamma}}(\xi) := 1 - \varphi_{\gamma,0}(-\xi)$ for $\xi \in (-\infty, -\xi_\gamma)$. Part (c) follows from [6] (2.16), where $\alpha_{n,r}^*, c_{p,l}^*$ there are replaced by (respectively) $-c_{3,1}^*, -c_{1,1}^*$. Indeed, $\psi_{1,\bar{\gamma}}$ satisfies (A.2), $\bar{D}$ satisfies [6] (D_{up}) in $[\bar{\gamma}, 1]$ for $\beta = \bar{\alpha}$, $\bar{g}$ satisfies [6] (g) in $[\bar{\gamma}, 1]$ and $\bar{h}$ replaces $h$. \(\square\)

As an example of degenerate situation, we now give conditions such that (1.2) has only profiles with infinity slope at $\alpha$, hence sharp at $\alpha$. We stress the role played by the change of convexity of $f$.

**Corollary A.1.** Assume $\alpha > \gamma$. Let $f$ be convex in $(\gamma, \alpha)$ and strictly concave both in $(0, \gamma)$ and $(\alpha, 1)$. Moreover, assume $\bar{D}(\alpha) = 0$, (2.8) and

$$
\frac{f(\alpha) - f(\gamma)}{\alpha - \gamma} \geq 2 \sqrt{\sup_{(\gamma, \alpha)} \delta(Dg, \gamma).} \quad (A.3)
$$

Then, the unique (up to shifts) profile $\varphi$ of Equation (1.1) satisfies $\varphi'(\xi_{\alpha}^\pm) = -\infty$.

**Proof.** First, we show that (1.4) has solutions, and then that the solution (unique from Theorem 2.1 (a)) corresponds to some $c \leq h(\alpha)$. We then conclude by Proposition A.1 (a).

About the existence, since $f$ is convex in $(\gamma, \alpha)$ then it follows from (1.2) and (1.3)-(1.4) that $c_{1,1}^* < h(\gamma) \leq c_{2,2}^*$ (as observed in the proof of Theorem 2.2). So $c_{1}^* \in (c_{1,1}^*, c_{2,2}^*)$ exists. Since $f$ is strictly concave in $(0, \gamma)$, $(\alpha, 1)$, and (2.8) holds, by arguing as in the proof of Theorem 2.3 (a) we deduce $c_{1}^* \geq c_{3,2}^*$, which implies $c_{1}^* > c_{3,2}^*$. By applying Corollary 3.1 (a) and Proposition 4.1 Equation (1.1) admits a profile associated to $c_{1}^*$. 31
To prove $c_1^* \leq h(\alpha)$, we notice that (A.3) becomes, under the assumptions on $f$,
\[ \sup_{(\gamma,\alpha]} \delta(f,\gamma) + 2 \sqrt{\sup_{(\gamma,\alpha]} \delta(Dg,\gamma)} \leq \dot{f}(\alpha) = h(\alpha). \]
By means of (4.8) and (4.5), this implies $c_{1,2}^* \leq h(\alpha)$ and hence $c_1^* < h(\alpha)$.

Remark A.1. Proposition A.1 can give a posteriori informations on the value of thresholds, as the following two explicit examples show.
Consider Example 6.3, where $\alpha < \gamma$; we constructed a profile $\varphi$ with $\varphi'(\xi_\alpha^\pm) = -\infty$ and $c = 0$. By Proposition A.1 (c), this can occur only if $c = c_{1,1}^* = c_{3,1}^*$. Then $c_{1,1}^* = c_{3,1}^* = 0$.
The profile $\varphi$ in Example 2.1 has $c = 0$ and satisfies $\varphi'(\xi_1^{1 \pm}) = \varphi'(\xi_2^{2 \pm}) < 0$. Moreover, $h(\alpha) > 0$. In the case $\alpha = \gamma$ we deduce $c = c_{1,1}^*$ by Proposition A.1 (b); hence $c_{1,1}^* = 0$.

Acknowledgments

The authors are members of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM) and acknowledge financial support from this institution.

References

[1] D. G. Aronson, H. F. Weinberger. Multidimensional nonlinear diffusion arising in population genetics. Adv. in Math., 30(1):33–76, 1978.
[2] A. Audrito. Bistable reaction equations with doubly nonlinear diffusion. Discrete Contin. Dyn. Syst., 39(6):2977–3015, 2019.
[3] L. Bao, Z. Zhou. Traveling wave in backward and forward parabolic equations from population dynamics. Discrete Contin. Dyn. Syst. Ser. B, 19(6):1507–1522, 2014.
[4] L. Bao, Z. Zhou. Traveling wave solutions for a one dimensional model of cell-to-cell adhesion and diffusion with monostable reaction term. Discrete Contin. Dyn. Syst. Ser. S, 10(3):395–412, 2017.
[5] D. Berti, A. Corli, L. Malaguti. Uniqueness and nonuniqueness of fronts for degenerate diffusion-convection reaction equations. Electron. J. Qual. Theory Differ. Equ., No. 66, pp. 1–34, 2020.
[6] D. Berti, A. Corli, L. Malaguti. Traveling waves for degenerate diffusion-convection reaction equations with sign-changing diffusivity. Discrete Contin. Dyn. Syst., available online doi: 10.3934/dcds.2021105., 2021.
[7] D. Bonheure, L. Sanchez. Heteroclinic orbits for some classes of second and fourth order differential equations. In Handbook of differential equations: ordinary differential equations., Vol. III Handb. Differ. Equ., pages 103–202. Elsevier/North-Holland, Amsterdam, 2006.
[8] A. Corli, L. di Ruvo, L. Malaguti. Sharp profiles in models of collective movements. NoDEA Nonlinear Differential Equations Appl., 24(4):Paper No. 40, 31 pp., 2017.
[9] A. Corli, L. Malaguti. Semi-wavefront solutions in models of collective movements with density-dependent diffusivity. Dyn. Partial Differ. Equ., 13(4):297–331, 2016.
[10] A. Corli, L. Malaguti. Viscous profiles in models of collective movement with negative diffusivity. Z. Angew. Math. Phys., 70(2):Art. 47, 22 pp., 2019.
[11] E. C. Crooks, M. Grinfeld. Minimal travelling wave speed and explicit solutions in monostable reaction-diffusion equations. *Electron. J. Qual. Theory Differ. Equ.*, No. 79, pp. 1–9, 2020.

[12] D. A. DiCarlo, R. Juanes, L. Tara, T. P. Witelski. Nonmonotonic traveling wave solutions of infiltration into porous media. *Water Resources Res.*, 44:1–12, 2008.

[13] P. C. Fife. *Mathematical aspects of reacting and diffusing systems*, volume 28 of *Lecture Notes in Biomathematics*. Springer-Verlag, Berlin-New York, 1979.

[14] P. C. Fife, J. B. McLeod. The approach of solutions of nonlinear diffusion equations to travelling front solutions. *Arch. Rational Mech. Anal.*, 65(4):335–361, 1977.

[15] B. H. Gilding, R. Kersner. *Travelling waves in nonlinear diffusion-convection reaction*. Birkhäuser Verlag, Basel, 2004.

[16] F. Hamel. Bistable transition fronts in $\mathbb{R}^N$. *Adv. Math.*, 289:279–344, 2016.

[17] D. Horstmann, K. J. Painter, H. G. Othmer. Aggregation under local reinforcement: from lattice to continuum. *European J. Appl. Math.*, 15(5):546–576, 2004.

[18] J. I. Kanel'. Stabilization of solutions of the Cauchy problem for equations encountered in combustion theory. *Mat. Sb. (N.S.)*, 59 (101)(suppl.):245–288, 1962.

[19] B. S. Kerner, V. V. Osipov. *Autosolitons*. Kluwer Academic Publishers Group, Dordrecht, 1994.

[20] M. Kuzmin, S. Ruggerini. Front propagation in diffusion-aggregation models with bi-stable reaction. *Discrete Contin. Dyn. Syst. Ser. B*, 16(3):819–833, 2011.

[21] P. K. Maini, L. Malaguti, C. Marcelli, S. Matucci. Diffusion-aggregation processes with monostable reaction terms. *Discrete Contin. Dyn. Syst. Ser. B*, 6(5):1175–1189, 2006.

[22] P. K. Maini, L. Malaguti, C. Marcelli, S. Matucci. Aggregative movement and front propagation for bi-stable population models. *Math. Models Methods Appl. Sci.*, 17(9):1351–1368, 2007.

[23] L. Malaguti, C. Marcelli. Finite speed of propagation in monostable degenerate reaction-diffusion-convection equations. *Adv. Nonlinear Stud.*, 5(2):223–252, 2005.

[24] L. Malaguti, C. Marcelli, S. Matucci. Front propagation in bistable reaction-diffusion-advection equations. *Adv. Differential Equations*, 9(9-10):1143–1166, 2004.

[25] C. Marcelli, F. Papalini. A new estimate of the minimal wave speed for travelling fronts in reaction-diffusion-convection equations. *Electron. J. Qual. Theory Differ. Equ.*, 10:1–13, 2018.

[26] P. Nelson. Synchronized traffic flow from a modified Lighthill-Whitham model. *Phys. Review E*, 61:R6052–R6055, 2000.

[27] J. K. Tegnér. Properties of simple model problems for reacting gas flows. *Math. Methods Appl. Sci.*, 17(8):577–596, 1994.

[28] P. Turchin. Population consequences of aggregative movements. *J. Anim. Ecol.*, 58:75–100, 1989.

[29] G. B. Whitham. *Linear and nonlinear waves*. Wiley-Interscience, New York-London-Sydney, 1974.