Modeling and Simulation of Pore Formation in a Bainitic Steel During Creep
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In the field of power engineering, where materials are subjected to high pressures at elevated temperatures for many decades, creep-resistant steels are put to work. Their service life is still, however, finite, as the many changes in their microstructure can merely be mitigated and not avoided. Creep cavitation is one of those changes and, in many cases, ultimately causes failure by rupture. In this work, a model is proposed to simulate the nucleation and growth of cavities during creep. This exclusively physics-based model uses modified forms of Classical Nucleation Theory and the Onsager Extremum Principle in a newly developed Kampmann–Wagner framework. The model is validated on P23 steel which underwent creep rupture experiments at 600 °C and stresses of 50, 70, 80, 90 and 100 MPa for creep times up to 46000 hours. The model predicts qualitatively the shape and prevalence of cavities at different sites in the microstructure, and quantitatively the number density, size of cavities and their phase fraction contributing to a reduction in density. Finally, we find good agreement between the simulation and the experimental results especially at low stresses and longer creep times.
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I. INTRODUCTION

As the need for more efficient and cleaner energy production increases, advanced thermal power plants will need to operate at ever higher temperatures and pressures. Materials are being developed to fulfill those requirements.[1] However, they are still susceptible to creep damage by cavitation of voids, growth and interlinkage of these cavities and then finally rupture and failure.[2,3] The high homologous (relative to the melting point) temperatures of 0.3 to 0.5 promote the nucleation, growth, and coalescence of these cavities due to the increased thermal energy of the atoms and greater mobility of vacancies. Economic considerations and technical requirements also complicate material selection and are leading to the predominant application of low alloyed steels in piping and boiler systems.

Ashby[4] has outlined, in his eponymous Ashby maps, the many different mechanisms leading to deformation and destruction of the microstructure of these materials put under these loads, which is known as creep. The focus of this study is on diffusional creep, which is a result of the diffusion of vacancies at lower stresses and high temperatures. This is the most important case for creep-resistant metals used in sub-critical power generation facilities approaching service lifetimes of 30 years or more. Dislocation creep leads to quicker rupture and is more sensitive to the creep stress. The development of ultra-supercritical (USC) and advanced ultra-supercritical (A-USC) power plants along with their operation at ever higher temperatures and pressures will lead to a greater importance of dislocation creep.[5]

We see great value in developing a physics-based model for the nucleation and growth of cavities. Previous efforts[6,7] are mostly based on empirical or semi empirical models, requiring prior knowledge of the strain rate $\dot{\varepsilon}$ to estimate cavity nucleation. However, it is still not well established by what mechanism cavities nucleate.[8]

He and Sandström[9] have shown that grain boundary sliding could be one such mechanism, demonstrating the expected linear relationship between cavity nucleation rate and strain rate. This relationship has long since been proposed by Dyson[10] and is still in wide use today.[11] The model used in this work is developed from previous efforts,[12] is based on Classical Nucleation Theory (CNT) and uses Helmholtz free energies as the driving force, as proposed by Raj and Ashby.[13] As such, this model considers nucleation events to be a combination of kinetic processes and thermal fluctuations. During creep at high temperatures nanosized cavities are continuously nucleated and grow, as do previously existing cavities. The novelty in this application lies in the introduction of a Kampmann–Wagner
framework to model the nucleation and growth of multiple different cavities of different ages and sizes. Intergranular failure is caused by the coalescence of cavities along the grain boundaries and characterizes the beginning of tertiary creep. The proposed model and experimental results as well as previous studies have identified cavities at grain boundaries to appear more frequently and grow more quickly than those elsewhere in the microstructure, therefore playing a critical role in material creep life.

The simulation results of the suggested model will be multidimensionally validated against density measurements and microstructural observations of cavity size and number density in crept samples of P23 steel, which is designed for use in power plants.

These simulation results can be applied in Eq. [1] by Sievert and Parker to estimate creep life based on the cavity number density.

\[
\frac{t}{t_r} = 1 - \left(1 - \frac{N_c}{N_d}\right)^{\lambda}
\]

where \(t/t_r\) represents the relative creep life to fracture and \(N_c/N_d\) is the number of cavities relative to those present at rupture. \(\lambda\) is a constant and varies between 2 and 3 for brittle and ductile materials, respectively.

II. METHODS

A. Creep Testing

Creep-rupture tests were carried out on 5 samples of P23 steel, which is a weaker and cheaper alternative to P91 and other 9 pct-Chromium steels and is used in power plants in membrane water-walls, superheater tubes and steam drums. It is an evolution of T22 Steel, with modifications to its chemical composition including the addition of Tungsten (1.6 pct) and reduction of the Carbon and Molybdenum content. Nitrogen, Niobium, Boron and Vanadium are also added in trace amounts to stabilize the microstructure. The analyzed chemical composition is given in Table I.

Heat treatment was carried out in accordance with ASTM A 213 Code Case 2199 on forged samples after water quenching. The specified austenitizing at 1060 °C and cooling in air, followed by tempering at 760 °C for 2 hours resulted in a bainitic microstructure.

From this material, standard creep test samples were machined, similar to DIN 50125 B specifications, with M16 threads for mounting, a gauge length between 35 and 50 mm and varying gauge diameters to produce the corresponding stresses in the samples which are shown in Table II. The samples were loaded until failure in a furnace (built by Mohr & Federhaff AG) and held at a constant temperature (600 °C). The load was applied by system of levers and a weight and a motor driven leadscrew takes up the samples’ strain to keep the lever horizontal. Table II shows the time to rupture of each sample and the total strain at rupture. The samples only displayed slight necking at failure (> 85 pct of original gauge diameter at rupture).

B. Density Measurements

The creep samples were sectioned longitudinally and a short segment (~ 20 mm) between the fracture surface and the head was cut out. All surfaces were stripped of rust and corrosion. Five density measurements of each sample fragment were made in ethanol using a Radwag PS210.X2 Precision balance and density determination kit by Archimedes’ Principle. These measurements were averaged and used to determine the reduction in density due to cavitation for each sample. From this, the volume fraction occupied by cavities was calculated.

C. Scanning Electron Microscopy

To investigate the microstructure, the opposite sides of the longitudinally cut samples were embedded in Struers Polyfast and ground polished, at first with Silicon carbide paper, then with diamond polishing paste (9 µ, 1 µ) and finally, with Struers’ OP-S suspension at low forces (15, 10 and 5 N per sample) and for longer periods (each step took 20 minutes). A Tescan Mira3 FEG Scanning Electron Microscope (SEM) was used with its in-beam secondary electron detector at excitation voltages between 1 and 10 kV. The inspected area was several (20 to 30) mm away from the fracture surface. Each sample was scanned by the operator (focusing mostly on grain boundaries) and images of suitable clusters of cavities were acquired.

D. Image and Data Processing

The Image processing toolbox of MATLAB R2020a was used to detect the radii of cavities. Manually defined regions of interest (ROIs) were selected using a custom uicontrol element and then used to limit the search for circular features using MATLAB’s built-in imfindcircles function, which is based on the Hough transform. The circle with a radius between ten and fifty percent of the ROI’s width with the highest strength was taken to represent the cavity radius. Statistical analyses were performed in MATLAB and Microsoft Excel.

III. MODEL DEVELOPMENT

To simulate the nucleation and growth of cavities, CNT will be used which is based on the work done by Volmer and Weber, Becker and Döring, Frenkel and Zeldovich. CNT has achieved great success over the past 80 years modeling crystallization, phase transformations, condensation and precipitate nucleation in different aluminum alloys, superalloys and steels.

The subsequent growth of these nanoscopic nuclei into micro and macroscopic cavities is simulated using a model proposed by Svboda et al., which is used in the materials calculator software Matecafé dealing with precipitates and phases.
A. Classical Nucleation Theory

Classical Nucleation Theory uses a thermodynamic approach to model nucleation kinetics. Considering the change in free energy as the driving force for changes in the microstructure, the nucleation rate is dependent on the free energy of the newly nucleated phase. The fundamental equation is given below:

\[ I = N_s b \exp \left( \frac{-\Delta G \text{ or } \Delta F}{RT} \right) \]  

This provides us with an estimate for the number of nucleation events per unit volume per unit time \( I \), whereby \( N_s \) is the number of sites per unit volume where nucleation could occur, \( b \) is the attachment frequency of particles of the new phase to the growing nucleus, \( Z \) is the so-called Zeldovich factor, which accounts for the fact that not all nuclei which grow to a stable size will also grow further and the exponential term which gives us the probability of finding a nucleus with the needed Gibbs free energy \( \Delta G \) for nucleation of new precipitates in the microstructure as it is described in Reference 28 or the Helmholtz free energy \( \Delta F \) for nucleation of cavities as described in References 31 and 32. The exponential term has a decisive role on the nucleation rate. As a nucleus forms, an interface is created between it and the surrounding bulk material, the creation of which increases the total free energy of the system. Nucleation of a new phase or cavity is favorable for the system if it has a lower free energy than the material in which it nucleates. Its effect on the total free energy is directly proportional to the volume of the new phase (in this case, cavity). As an example, the free energy change vs the radius of a cavity in hydrostatic tension under 100 MPa and a surface energy of 1.6 J m\(^{-1}\) is demonstrated in Figure 1.

The free energy change reaches its maximum, \( \Delta F^* \) at the critical radius \( r^* \) which is given by:

\[ r^* = \frac{2\gamma_s}{\sigma} \]  

where \( \gamma_s \) and \( \sigma \) represent the surface energy and applied stress, respectively.

B. Nucleation of Cavities

Early applications of CNT to the nucleation of cavities in metals in creep conditions were done by Raj and Ashby.\(^{[13]}\) Other authors have developed this model for the nucleation of cavities over the years.\(^{[12,32]}\) This model takes the mechanical stress \( \sigma \), which has the unit of force per area or energy per volume and uses it as the driving force of free energy change due to the nucleation of cavities.\(^{[33,34]}\) The internal stress (back-stress) attributed to the hindrance of dislocation motion by precipitates does not reduce the driving force in this model.

The interfacial energy is taken to be the free surface energy with some modifications which are described in Reference 35. The number of possible nucleation sites is equal to the number of atomic sites, in the bulk. As derived in Reference 28 the Zeldovich factor is
Cavities that have attained the critical size are still more likely to dissolve than they are to continue growing. This was considered in the Zeldovich factor by its namesake. The graphical derivation of the Zeldovich factor is shown in Figure 2, whereby the x axis displays the number of vacancies in the cavity. In this figure, a region is defined by the intersections of a certain amount of energy below the critical free energy ($\Delta F^*$) with the curve of the total free energy, the rightmost being defined as $n^*$. The width of this region is the reciprocal of the Zeldovich factor. Cavities must pass through this region during nucleation while they are still susceptible to dissolution. Any supercritical cavities larger than $n^*$ are more than one quantum of energy ($RT$) away from dissolving and will continue to grow as they reduce the overall free energy.

Another important term introduced in Eq. [5] is the atomic attachment rate $\beta^*$, which is defined as,

$$\beta^* = \frac{\sqrt{4\pi(3\Omega n^*)^2}}{\sqrt{\Omega^3}} n_D = \frac{A^*}{\sqrt{\Omega^3}} n_D,$$  \[5\]

whereby $A^*$ is the surface area of a critical cavity, $n_D$ is the concentration of vacancies in the matrix, $D$ is the diffusion coefficient of those vacancies and $n$ is the atomic volume. This describes the frequency with which new vacancies attach to the cavity.

C. Heterogeneous Nucleation

All the formulas above are derived for spherical cavities forming in the matrix of the material, which is known as homogeneous nucleation. However, as typical for crystalline metals, most of the interesting phenomena occur at the grain boundaries. This leads to what is called heterogeneous nucleation. The shapes of the cavities formed can be seen in Figure 3, with a solid line showing the grain boundary and a dashed line showing the grain boundary dissolved by the cavity.

The contact angle $\delta$ is given below in Eq. [6] by balancing the forces of the free surface energy, $\gamma_m$, and the grain boundary energy, $\gamma_{gb}$.

$$\delta = \acos\left(\frac{\gamma_{gb}}{\gamma_m}\right)$$  \[6\]

This so-called "wetting" effect reduces the volume and surface area of a cavity at the grain boundary, for a given fixed critical radius, and gives these cavities their characteristic lens shape. The cavities’ size is also further reduced at triple boundary lines, where three grains meet and at quadruple grain boundary points, where four grains meet. The equations for volume and surface area were derived in previous works. As a result of the reduced volume the required free energy for nucleation of cavities lessens and so they form more readily. The three factors which favor heterogeneous over homogeneous nucleation are the accelerated diffusion along grain boundaries, the lower required free energy for nucleation and the abundant supply of vacancies. The lower number of nucleation sites, especially in the case of triple grain boundary lines and quadruple grain boundary points, compared to the bulk, reduce the nucleation at these sites.

The same "wetting" of cavities occurs on precipitates and inclusions, with the angle $\theta$, defined by the three interfacial energies between the cavity, the matrix, and the precipitate (Figure 4). This relation is shown in Eq. [7], where $\gamma_m$ is the free surface energy of the matrix, $\gamma_p$ is the free surface energy of the precipitate and $\gamma_{p,m}$ is the interfacial energy between the matrix and the precipitate. The dissolution of the interface between the matrix and precipitate also lessens the critical free energy.

$$\theta = \acos\left(\frac{\gamma_{p,m} - \gamma_p}{\gamma_m}\right)$$  \[7\]

D. Nucleation Rate for Grain Boundary Cavitation

Inserting Eqs. [3] through [6] and the specific terms for the number of nucleation sites at the grain boundaries, $N_{GB}$ the grain boundary diffusion coefficient, $D_{GB}$ and the Arrhenius relationship for the equilibrium concentration of vacancies into Eq. [2], the nucleation rate at grain boundary surfaces becomes

$$I = N_{GB} \frac{A^*}{\sqrt{\Omega^3}} \exp\left(-\frac{Q_c}{kT}\right) D_{GB} \sqrt{\frac{\Delta F^*}{3\pi RT n^*}} \exp\left(-\frac{\Delta F^*}{RT}\right)$$  \[8\]

With the properties of the critical cavity; $V^*$, $n^*$, $A^*$ and $\Delta F^*$ representing the volume of the critical cavity, the number of vacancies in the critical cavity, the surface area of the critical cavity and the free energy needed to
nucleate the critical cavity, respectively. The critical radius is calculated with Eq. [3].

\[
V^* = \frac{4}{3}\pi r^3 \left( \frac{2 + \cos(\delta)}{2} \right) ^2 \left( 1 - \cos(\delta) \right) \cos(\delta) \frac{1}{\Omega}\]

\[n^* = \frac{V^*}{\Omega}\]

\[A^* = 4\pi r^2 (1 - \cos(\delta))\]

\[\Delta F^* = -\sigma V^* + \gamma_m A^* + \gamma_{gb} \pi r^2 \sin(\delta) \]

**E. Supercritical Cavity Growth**

In the previous section, the nucleation of cavities in the microstructure based on CNT was discussed. This model gives us steady state nucleation rates and number densities of cavities in the bulk, at the grain boundaries and on the surface of hard particles. However, the existing CNT model cannot predict the growth rate of cavities which have reached a critical size. We have modified the SFFK (Svoboda, Fischer, Fratzl, Kozeschnik) model\[29\] for use in our simulations of cavity growth. The original equation for growth is,

\[
\dot{r} = \frac{\sigma - (2\gamma_m/r)}{rRT}D_0u_0\Omega\]

This equation arises from Onsager’s principle of maximum entropy production\[38\] which states that as a system reduces its total Gibbs’ free energy on its way to thermodynamic equilibrium, the entropy increases at its maximum rate. Equation [13] is adapted as follows to generate Eq. [14] for the growth rate of the radius \(\dot{r}\). \(\sigma\) now represents the hydrostatic stress instead of the chemical driving force (analogous to our modifications to CNT), the diffusion coefficient \(D_0\) is replaced with that for vacancy diffusion \(D_v\), the mean site fraction \(u_0\) is replaced by the vacancy concentration \(N_v\) and the sintering stress term \((2\gamma/r)\) now incorporates the free surface energy \(\gamma_m\), \(\Omega\) is redefined from the molar volume to the atomic volume and correspondingly the Boltzmann constant \(k_B\) is used in place of the gas constant \(R\).

\[
\dot{r} = \frac{\sigma - (2\gamma_m/r)}{r k_B T}D_v N_v \Omega = \frac{D_v N_v \Omega}{k_B T} \left( \frac{\sigma - 2\gamma_m}{r^2} \right)\]

\[\text{[14]}\]

The quotient of \(\gamma_m\) and \(r\) describes the compression that the surface energy exerts on a curved surface which resists growth. Assuming a constant stress \(\sigma\), a constant temperature \(T\), a constant diffusion coefficient \(D_v\), and a constant supply of excess vacancies \(N_v\), the growth rate is completely deterministic and identical for all cavities. The more complex stress state at a strongly necked portion of a sample cannot currently be represented by this model.

**F. Kampmann–Wagner Framework**

To keep track of the nucleation and growth of all cavities in the microstructure we use a modified Kampmann–Wagner framework.\[39\] During each timestep of the simulation, a new class of cavities is created with a population equal to the number of cavities nucleated in the last time interval. The starting radius of all cavities in this class is taken to be slightly overcritical (20 pct over \(r^*\)). For all subsequent timesteps, this radius evolves according to Eq. [14].

This framework provides a distribution of cavity sizes which is more useful and informative and can be compared to the histograms in Figure 5.
G. Simplifications in CNT Model

Our implementation of CNT uses the capillarity approximation which means that nanoscale clusters are considered to have the same properties, such as free surface energy, as the bulk material at the macro scale. We also consider cavities to be spherical or lenticular. Future investigations into the lowest energy equilibrium shapes of cavities (Wulff shapes or similar) may decrease the required free energy to nucleate cavities.

Another valid point of criticism in CNT model is the application of global conditions, such as the stress on the entire sample, to the process of nucleation of nanosized particles (in our case, cavities). We have applied a correction to the stress, proposed by Nix [40] to simplify the multiaxial stress acting on the grains to a single value that is used in our calculations.

Typically, literature values for the free surface energy are specified at room temperature, with a general decrease of surface energy at higher temperatures reported in Reference 41. Benson and Shuttleworth [42] postulate that for the extreme case of a “droplet” consisting of a close-packed cluster of thirteen atoms, surface energies should only be reduced by about 15 pct. We are following the work of Sonderegger and Kozeschnik [43] using generalized nearest broken bond theory to calculate a theoretical surface energy according to Eq. [15].

\[
\gamma = \frac{n_s z_S}{N_A z_L} \Delta E_{sol}
\]

This calculation uses \(n_s\) as the number of atoms per unit of free surface area, the factor \(z_S\) as the number of bonds broken at the surface, \(z_L\) as the total number of bonds and the energy of solution \(\Delta E_{sol}\) (= \(Q_v\) in our case). The calculated value of the free surface energy \(\gamma_m = 1.432 \text{ J m}^{-2}\) is lower than other values found in literature. [41, 44]

All simulations were run at constant temperature and stress for the duration of the creep time. The calculated nucleation rate is constant. This assumes that the number of possible nucleation sites does not decrease as new cavities are nucleated, which is reasonable at such low nucleation rates.

The mechanism of Ostwald ripening is not expected in this model because of the constant positive driving force, which predicts only the further growth of the stable cavities. Coalescence of cavities is also not considered since the cavity phase fraction is low for even the longest crept samples. This assumption is validated by the lack of coalescing cavities in the SEM images. This would only be needed to accurately model tertiary creep at the necked parts of samples which experience the most deformation.

IV. EXPERIMENTAL RESULTS

A. Density Measurements

The density changes of the different samples after creep are shown in Figure 5 and summarized numerically in Table III. All samples (except S10) ruptured at approximately the same density of 7.79 g cm\(^{-3}\). This appears to be the threshold at which cavities are so numerous and large that they coalesce, and tertiary creep occurs, which quickly leads to failure. Sample S10, due to its high stress at 100 MPa, may have experienced more dislocation creep and therefore is presumed to have ruptured before cavitation could significantly reduce its density.

B. Scanning Electron Microscopy

The SEM was used to take 270 micrographs, of which 222 were evaluated, measuring 566 voids.

Figures 6(a) through (j) are representative micrographs of all samples, captured by SEM. Cavities at or near grain boundaries are highlighted in yellow and their radii are overlayed. The radii of all cavities measured vary from 10 to 110 nm. The direction of applied stress is vertical in all micrographs.

![Fig. 5](image-url) Changes of density in different samples and different creep conditions based on (a) applied stress and (b) time to rupture.
Cavities were identified as dark circles surrounded by bright annular rings, which shows the so-called “edge effect” due to the increased emission of secondary electrons on steep contours. The exclusive use of secondary electron imaging emphasizes the topological contrast in the micrographs. Spot checks with energy dispersive X-ray spectroscopy (EDX) revealed no significant changes in composition around the cavities.

Most cavities were observed at grain boundaries and this finding agrees well with the simulation results. We presume that the “wetting” effect (explained in Sect. III–C) lowered the free energy required for nucleation of those cavities. This and the fact that the failure mode during creep is predominantly intergranular fracture, caused by the growth and coalescence of cavities at the grain boundaries, led us to focus our investigations there. Cavities were found on grain boundaries in all orientations relative to the applied stress.

In Figures 6(f) and (j), some cavities can be seen near the precipitates, such as Laves-Phases, which appear bright in the SEM images because they mainly consist of heavy elements such as W and Mo. Nucleation at included particles and precipitates is also thermodynamically favorable, as explained by the model. However, due to their low number density, they do not nucleate enough cavities to contribute to the creep damage or affect the density, significantly.

The error in the cavity radii measurements caused by intersecting a roughly spherical cavity by an observation plane at an arbitrary height, was taken into account. We followed the approach proposed by Yadav et al., who found that, on average, the true radii, $r_t$, can be estimated from the measured radii, $r_m$, with Eq. [2].

$$r_t = \frac{4}{\pi} r_m$$  \[16\]

The limits of modern secondary electron microscopy (smallest detectable radii were approximately 10 nm) and the influence of the polishing procedure also would influence the distribution of measured cavities’ radii. The bright annular rings surrounding cavities, indicates that the edges of these cavities were not significantly rounded by the polishing. The interaction volume of the electron beam could also affect the measurements depending on the position of the intersecting plane relative to the center of the cavity. The distribution of measured radii appears nearly Gaussian which is in line with results from Jazeeri et al. who used small angle neutron scattering (SANS) to measure small cavities in creep samples.

Table IV shows the number of cavities measured per sample and the range of radii measured as well as the mean (average) radius of those cavities, all in nanometers.

Figure 7 shows the histogram of these measured cavities in 5 nm bins for each sample. Sample S10 covers the widest range with a few larger cavities between 70 and 80 nm in radius. This leads to it having the largest mean radius which is attributed to the high stress on this sample providing a stronger driving force for cavity growth. As stress decreased and creep rupture time increased, the radii of measured cavities increased slightly but steadily, as cavities are expected to grow during the creep tests. All histograms show a small number of cavities under 25 nm in radius. This is indicative of constant nucleation of small cavities until the end of the creep tests.

C. Phase Fraction and Number Density

Using the previous results from density measurements (Table III), the phase fraction of cavities is calculated, and shown in Table V, assuming that the observed cavities are completely hollow and are the sole reason for the reduction in density. The base material’s density was measured to be 8.02 g cm$^{-3}$.

The mean volume per cavity, for each sample, is given in Eq. [17] as total volume of cavities (with true radius $r_{t,i}$) measured, divided by the number of cavities, $n$.

$$V_{\text{mean}} = \frac{1}{n} \sum_{i=1}^{n} \frac{4}{3} \pi r_{t,i}^3$$  \[17\]

The number density then represents the number of cavities of that specific mean volume required per cubic meter to occupy the calculated cavity fraction. This number density is shown in Table V and is plotted over creep time and creep stress in Figures 8(a) and (b) respectively. Samples S11 to S14 show similar number densities with a steady negative correlation with creep time and a positive correlation with creep stress. Sample S10 has the least cavities, due to its lower phase fraction and larger cavities which is again attributed to its high stress and accordingly, the different creep mechanism it experienced.

Figure 9 shows histograms of the quantified number density of radii of different sizes (in 5 nm bins) for each sample. As these results are obtained from the previous results of Table III and Figure 3 the histograms have a similar shape. Once again, a slight increase in cavity size as a function of creep time is observed as well as significantly fewer cavities in sample S10.
Fig. 6—SEM Images of highlighted cavities at grain boundaries in samples S10 (a, b), S11 (c, d), S12 (e, f), S13 (g, h) and S14 (i, j).
SIMULATION RESULTS AND DISCUSSION

To simulate the nucleation and growth of creep cavities, we applied the kinetic parameters and constants from Table VI. Most of these parameters were obtained directly from literature or were calculated with the help of formulas from literature. The mean grain diameter was measured from SEM images with the line intercept method. The width of the grain boundary was chosen to be similar to the lattice parameter, and matches other literature.\cite{48,49} Since this model is based almost entirely on physical and chemical properties it can be applied to other materials quite easily.

In this study we investigated the nucleation of creep cavities in the bulk, at grain boundaries and on hard particles. Table VII shows the simulation results of creep

| Sample | Radius Range (nm) | Mean Radius (nm) | No. of Cavities Measured |
|--------|-------------------|------------------|--------------------------|
| S10    | 18.1 to 112.3     | 52.2             | 107                      |
| S11    | 16.3 to 67.4      | 39.7             | 92                       |
| S12    | 14.4 to 74.7      | 39.9             | 71                       |
| S13    | 15.2 to 73.7      | 41.1             | 147                      |
| S14    | 15.0 to 91.5      | 45.4             | 149                      |
cavities in the bulk. As shown in Table VII, the phase fraction and ultimate radii of cavities is negligible. Consequently, these cavities did not contribute to the total cavitation in any meaningful way.

The number of nucleation sites at the precipitates was calculated by dividing the average precipitate surface area (from Matcalc calculations) by the square of the average interatomic distance, $a$, and then multiplying by the precipitate number density. This equates to the number of iron atoms at the surface of all precipitates of a given type per cubic meter. However, nucleation at these sites was ultimately negligible and therefore left out of the simulation results.

Fig. 7—Histograms of measured cavity radii in samples after creep rupture after (a) 4873 h, (b) 8995 h, (c) 12984 h, (d) 25093 h, (e) 46321 h.
Table VIII shows the simulation results of nucleation rate, critical radius, and ultimate radius (of the largest cavities) in all samples. Although higher stresses reduce the critical radii and accelerate cavitation (according to Eq. [3]), the short failure times of the higher stressed samples led to smaller ultimate cavity sizes.

Table IX presents the extrapolated mean radii of cavities at the creep rupture times of the samples. The mean radii in this table increase with creep time, as also shown in the experimental results in Table IV, if we ignore the anomalous case of S10. This is reasonable and expected, however, there appears to be evidence of some process inhibiting growth or simultaneously shrinking the cavities.

Grain boundary triple lines and quadruple junctions, having 5 and 9 orders of magnitude fewer nucleation sites, respectively, did not nucleate sufficient cavities and were thus ruled out from further study. Their nucleation sites are also nearly impossible to detect and sufficiently sparse in two dimensional images to escape a quantifiable analysis.

Figure 10 shows how the results of simulation, in red, compare with the measured and quantified number density of cavities, in blue. The simulation of samples S12 and S13 agree well with the expected findings of cavity size and number density, although the shapes of the distributions differ somewhat. This could be due to various measurement and sampling errors during the SEM investigation and the inhomogeneous growth conditions in the real microstructure when compared to the ideal circumstances of the simulation environment. The growth of cavities in Sample S11 is simulated more accurately although the nucleation rate is underestimated in the simulation. At the other extreme of our results, sample S14 shows less nucleation than its simulation. The lower phase fraction of cavities in this sample can be attributed to the self-healing of the microstructure by the alloying elements during this long creep time. This mechanism is found in steels containing Mo and W.[54,55]

Figure 11 shows the growth curves of cavities which are nucleated at the beginning of the various creep experiments and grow during their entire duration. Samples under the highest stress start out with the smallest critical cavities (see Eq. [3]), however they also experience a stronger driving force and faster growth, as seen by the steep gradient of the curves. The growth rate (first derivative of the cavity radius with respect to time) reaches its maximum at precisely twice the critical radius.

Although the model would correctly predict the shrinking of cavities and lack of nucleation under compressive stress, all grain boundaries were assumed to be under tension in agreement with the experimental results described in Figure 6, wherein cavities are found at grain boundaries at all angles relative to creep load.
Critical cavity sizes, critical energies and thus nucleation rates are dependent on grain boundary energy (see Eqs. [6], [9] and [12]), which is reported to vary with grain misorientation and grain boundary orientation.\[^{50,56}\] Future investigations together with electron backscatter diffraction (EBSD) measurements may provide better insight into the effect of these variations. In this work, an approximately median value from literature was taken to represent all grain boundaries, although this is would depend on the distribution of grain boundary orientations and misorientations in the real material.

Fig. 9—Measured cavity radii and quantified number density at (a) 100 MPa, 4873 h; (b) 90 MPa, 8995 h; (c) 80 MPa, 12984 h; (d) 70 MPa, 25093 h; (e) 50 MPa, 46,321 h creep conditions.
VI. CONCLUSION

In this study, a new physically based model was presented for the nucleation and growth of creep cavities in crystalline materials. The suggested model was applied to simulate creep cavitation of the bainitic steel p23 after creep times of up to 46000 hours. The integration of a Kampmann–Wagner model to account for multiple size classes of cavities demonstrates that the proposed model can also describe the growth evolution of all cavities individually.

The microstructural analysis and simulation agree well in certain aspects. The calculated critical radii, i.e., the starting point of growth of newly nucleated cavities, are similar in size to the smallest cavities observed along
Both the SEM images and the proposed model agree that cavitation is much more frequent at grain boundaries than at other sites in the microstructure.

The qualitative prediction of cavity nucleation rates agrees well for all samples (at lower stresses) that seem to principally experience diffusion-controlled cavity nucleation. The transition from diffusion-controlled to dislocation-controlled creep explains the greater deviation between experimental and simulated results in sample S10, although it was expected to be more gradual than this investigation would suggest. The slight deviation between the proposed model’s and the observed results on samples undergoing long creep times may be attributed to the self-healing of cavities by alloying elements.\[57\]
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**Table IX. Evolution of Mean Radii of Grain Boundary Cavities**

| Sample | 4873 | 8995 | 12,984 | 25,093 | 46,321 |
|--------|------|------|--------|--------|--------|
| S10    | 25.8*| 38.0 | 48.2   | 72.8   | 105    |
| S11    | 24.0 | 34.5*| 43.7   | 66.5   | 96.8   |
| S12    | 22.8 | 31.2 | 39.1*  | 59.8   | 87.9   |
| S13    | 22.8 | 28.7 | 35.0   | 52.8*  | 78.3   |
| S14    | 28.0 | 29.6 | 31.7   | 40.5   | 57.4*  |

*Size of creep cavities at rupture time.

---

the grain boundaries. Both the SEM images and the proposed model agree that cavitation is much more frequent at grain boundaries than at other sites in the microstructure.

The qualitative prediction of cavity nucleation rates agrees well for all samples (at lower stresses) that seem to principally experience diffusion-controlled cavity nucleation. The transition from diffusion-controlled to dislocation-controlled creep explains the greater deviation between experimental and simulated results in sample S10, although it was expected to be more gradual than this investigation would suggest. The slight deviation between the proposed model's and the observed results on samples undergoing long creep times may be attributed to the self-healing of cavities by alloying elements.\[57\]
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