Full electrostatic control of quantum interference in an extended trenched Josephson junction
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Hybrid semiconductor/superconductor devices constitute an important platform for a wide range of applications, from quantum computing to topological–state–based architectures. Here, we demonstrate full modulation of the interference pattern in a superconducting interference device with two parallel islands of ballistic InAs quantum wells separated by a trench, by acting independently on two side–gates. This so far unexplored geometry enables us to tune the device with high precision from a SQUID–like to a Fraunhofer–like behavior simply by electrostatic gating, without the need for an additional in–plane magnetic field. These measurements are successfully analyzed within a theoretical model of an extended tunnel Josephson junction, taking into account the focusing factor of the setup. The impact of these results on the design of novel devices is discussed.

I. INTRODUCTION

In the last decades, much attention has been devoted to the development of quantum technologies based on hybrid systems with superconducting elements. Different applications relying on the celebrated Josephson effect17, are already available, such as magnetometers,9–11 single–photon detectors5, and quantum computing architecture.6 Recently, the interest in hybrid Josephson junctions (JJs) was also fueled by the intriguing possibility of hosting new topological states of matter.2–10 Among all proposals, a promising route toward the realization of new topological states relies on the coupling between semiconductors with strong spin–orbit interactions and superconductors.11,12

JJs are also widely used to study the interplay between superconductivity, spin–orbit interactions, and external fields in hybrid devices. Important information is encoded in the behavior of the Josephson supercurrent It, which shows characteristic interference patterns, i.e., modulations as a function of an external out–of–plane magnetic field. By measuring these, one can thus study quantities such as local magnetic profiles or supercurrent densities within the hybrid junction.11,12

Josephson–based interferometers13–15 require very good — low–resistance — normal/superconductor (N/S) contacts, yielding robust proximity effect16–17 and a sufficiently large electron elastic mean free path in the N region.18 Semiconducting quantum wells of InxGa1–xAs (with molar fraction x ≥ 0.75) with superconducting Niobium contacts were used in the past to meet these constraints.19–20 However, pure InAs quantum wells represent the ideal choice for building hybrid devices, owing to the lack of a Schottky barrier at the interface with the metal, combined with its small effective mass and large spin–orbit coupling.21–23

Recently, epitaxial Al/InAs heterostructures were realized that showed an exceptionally transparent superconductor–semiconductor interface, resulting in almost ideal Andreev reflection.24–26 The magnetic–field dependence of the interference pattern of the critical current in epitaxial Al/InAs/Al junctions was reported, both with a perpendicular field and a separately–controlled in–plane field.20 By tuning the latter, it was shown that a crossover in the perpendicular–field interference pattern appears with increasing in–plane field, from a Fraunhofer–like shape (characteristic of an extended junction) towards one resembling that of a superconducting quantum interference device (SQUID). This approach, however, requires the tuning of an in–plane magnetic field and is therefore not scalable.

A major advantage offered by 2D semiconductor hybrids is the possibility to electrostatically tailor and manipulate superconducting properties by means of additional gates.27,28 Indeed, magnetic interference patterns of supercurrent can be tailored by shrinking electrostatically the width of the normal region via lateral gates, as shown for single JJs.29–31,33 and, more recently, in the SQUID geometry.33,35

In this work, we present a new JJ device in which a high–quality InAs quantum well is placed between two Nb superconducting contacts. In addition, a hole in the central region of the 2DEG has been introduced, forming an extended trenched Josephson junction with two closely placed parallel device arms. By independently acting on two side–gates, we achieve full modulation and control of the interference patterns of the device as a function of an out–of–plane magnetic field, continuously modifying the interference period of the critical current and moving from a Fraunhofer–like pattern to a monotonically decaying one, thus exploring both the wide and narrow–junction limits. Our results show, for the first time, that within a single device it is possible to tune supercurrents at will by electrostatic gating from a SQUID–like to a Fraunhofer–like behavior. Experimental data are explained using a theoretical model, corroborating a clear...
and consistent physical picture.

II. EXPERIMENTAL RESULTS

Figure 1(a) shows the device investigated in this work. The superconducting Nb leads are colored in blue, the normal weak-link in green, the removed central region of the mesa in red, and the side–gates in yellow. Figure 1(b) shows a schematic drawing of the heterostructure used for the N region. It consists of an InAs quantum well, which guarantees exceptionally transparent superconductor/semiconductor interfaces. The inter-electrode spacing between the two superconductors, i.e. the length of the N region, is \( L = 0.9 \mu m \). The width of the weak-link is \( W = 3.6 \mu m \), while the width of the left arm (LA) and right arm (RA) are 1.0 \( \mu m \) and 0.75 \( \mu m \), respectively. Standard current characterization (see Methods) yields a mean free path of \( \ell = 2 \mu m \) for the N region, greater than the junction length \( L \).

Additional voltage probes (not shown in Fig. 1(a)) are present on the sample in order to measure the voltage drop across the Nb superconductive leads. We have measured a Nb critical field \( H_{c2} \) of 2.7 T (at \( T = 315 \) mK) and a critical temperature \( T_c \approx 8.1 \) K, resulting in an estimated BCS Nb gap \( \Delta_{Nb} \) of 1.76\( k_B T_c \approx 1.2 \) meV\(^{-}\). With \( v_{F,Nb} = 1.37 \times 10^6 \) m/s the Fermi velocity in Nb\(^\text{33}\) from the gap we extract a BCS coherence length \( \xi = \frac{\hbar v_{F,Nb}}{2\pi \Delta_{Nb}} = (239 \pm 4) \text{nm} \ll L \), which indicates that the device operates in the long-junction regime\(^\text{35,36,37}\).

The SNS device was characterized in a filtered He-3 cryostat down to 315 mK. The structure was biased by a current \( I_{SD} \), while the voltage drop \( V_{SD} \) across the mesa was registered via a room-temperature differential preamplifier [see Fig. 1(a)]. Figure 1(c) shows a typical \( V_{SD} \) vs. \( I_{SD} \) curve obtained in a four-wire setup. Current sweeps in opposite directions (black and red) show a hysteretic behavior, commonly understood as Joule heating of the 2DEG in the dissipative regime.\(^\text{36,38,39}\) The \( I - V \) curve was measured in the condition of maximum supercurrent, at \( T = 315 \) mK, zero gate voltage (\( V_{LG} = V_{RG} = 0 \) V), and \( B = -0.21 \) mT (a small magnetic field is used to compensate for the residual magnetization in the cryostat).

Figure 1(d) shows switching current (\( I_{SW} \)) and normal resistance (\( R_N \)) of the device versus gate voltage \( V_G \) (\( V_G = V_{LG} = V_{RG} \)). \( R_N \) was measured at high bias (\( |V_{SD}| > 2\Delta_{Nb}/e \)) where Andreev reflections are completely suppressed. The product \( I_{SW} R_N \), known as the critical voltage \( V_{cl}\(^\text{13}\)) reaches a maximum value of 46 \( \mu V \) at \( V_G = -5 \) V and then rapidly drops for more negative \( V_G \) due to the strong decrease of \( I_{SW} \). From \( I - V \) curves at high bias and \( V_G = 0 \) V, we extract the excess current \( I_{exc} = 330 \pm 10 \) nA. Assuming that the resistance of the junction is dominated by the interfaces, this value is used to calculate the dimensionless barrier strength \( Z \) from the OBTK model\(^\text{13,40}\). This gives \( Z = 1 \pm 0.04 \), or, equivalently, an interface transparency \( \tau = 0.50 \pm 0.02 \), with \( \tau = 1/(1 + Z^2) \).

The temperature evolution of switching current \( I_{SW} \) (blue) and retrapping current \( I_{RT} \) (black) is reported in Fig. 1(e). Both values decrease with temperature, and above 500 mK the hysteresis vanishes. In the following, we shall use switching current and critical current as synonyms, i.e. \( I_{SW} = I_c \). The figure also shows the fitted exponential decay function \( I_{SW}(T) = I_0 \exp(-T/T_0) \) (blue). The parameters that best fit the data are: \( I_0 = (148 \pm 4) \) nA and \( T_0 = (0.69 \pm 0.02) \) K. For long ballistic junctions, the critical current is expected to follow \( I_c \propto \exp(-L/\xi)\)\(^\text{39,41,47,53}\), with the thermal coherence length in the clean limit
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**Figure 1.** (a) Pseudo-color scanning electron micrograph of the measured device (top view): the superconductor is shown in blue, the N region in green, the hole in the 2DEG in red, and the side–gates in yellow. Standard current-bias four-wire setup is sketched. The resistance of each line is omitted (2.1 k\( \Omega \), mostly originating from the RC filters). (b) Schematic drawing of the heterostructure: the 2DEG is confined in the InAs region (blue); the Si-doped region is marked red; below there is the buffer in order to accommodate the lattice mismatch between InAs and GaAs. (c) \( I_{SD} - V_{SD} \) curves of the measured device. The red (black) arrows show the direction of the up (down) sweep. From this measurement, a switching current \( I_{SW} = (95 \pm 1) \) nA and a retrapping current \( I_{RT} = (77 \pm 1) \) nA are deduced. \( T = 315 \) mK, \( B = -0.21 \) mT, \( V_{LG} = V_{RG} = 0 \) V. (d) Maximum switching current \( I_{SW} \) (blue) and normal resistance \( R_N \) (black) as a function of gate voltage \( V_G \) (\( V_G = V_{LG} = V_{RG} \)) at \( T = 315 \) mK. The side–gates offer a strong modulation of the supercurrent by squeezing simultaneously the two arms of the hybrid device. (e) Maximum switching current \( I_{SW} \) (blue) and maximum retrapping current \( I_{RT} \) (black) as a function of temperature, for \( V_G = 0 \) V.
The dark blue region in the magnetic field onto the mesa. It is this field piercing the slow contributions are clearly visible: a slowly varying “envelope” component provides the periodicity of the “envelope” component. An analysis of the spacing between consecutive minima of the “envelope” component provides the periodicity of the slow contribution: $\Delta B_{\text{slow}} = (2.89 \pm 0.25) \text{ mT}$. With $\Phi_0 = h/(2e)$ the flux quantum, we calculate the corresponding characteristic area $A_{\text{slow}} = \Phi_0/\Delta B_{\text{slow}} = (0.72 \pm 0.06) \mu m^2$, which is in between the areas of the two arms of the device: $A_{LA} = (0.9 \pm 0.1) \mu m^2$ and $A_{RA} = (0.68 \pm 0.08) \mu m^2$. This suggests that the slowly varying envelope contribution $\Delta B_{\text{slow}}$ is exclusively caused by interference due to the finite extension of the two arms (Fraunhofer pattern).

Similarly, measuring the spacing between the supercurrent minima due to the fast oscillation, one obtains the periodicity $\Delta B_{\text{fast}} = (0.33 \pm 0.04) \text{ mT}$ and the related area as $A_{\text{fast}} = \Phi_0/\Delta B_{\text{fast}} = (6.27 \pm 0.76) \mu m^2$. This is well above both the hole area ($A_{\text{hole}} = (1.7 \pm 0.2) \mu m^2$) and even the whole mesa area ($A_{\text{mesa}} = (3.2 \pm 0.2) \mu m^2$), indicating the presence of a magnetic focusing due to the Meissner effect, i.e. the superconducting leads focus the magnetic field onto the mesa. It is this field piercing the central hole of the device which is responsible for the fast oscillations observed in the experiment. Given that focusing was not observed in the envelope (Fraunhofer) pattern, it must mainly affect the central hole of the mesa. This is reasonable, because the hole is well embedded between the leads, while both arms of the device are more external, and therefore less affected by the Meissner effect. We therefore define a focusing factor $F$ which is exactly 1 far from the leads, but in first approximation we set it to 1 also for the two arms of the device, i.e. $F_{\text{arm}} = B_{\text{arm}}/B_{\text{ext}} = 1$, with $B_{\text{ext}}$ the externally applied magnetic field and $B_{\text{arm}}$ the effective magnetic field in the arm regions, while $F$ takes a value larger than unity in the hole region, $F_{\text{hole}} = B_{\text{hole}}/B_{\text{ext}} > 1$, with $B_{\text{hole}}$ the effective magnetic field in the hole region.

Figure 2(a) reports the differential resistance $R_{SD} = dV_{SD}/dI_{SD}$ of the JJ as a function of applied magnetic field and source-drain current. The dark blue region in the plot represents the Josephson regime, i.e. $R_{SD} \approx 0 \Omega$. A strong modulation of the differential resistance is observed as a function of the applied magnetic field. Two contributions are clearly visible: a slowly varying “envelope” component and a fast-varying one that modulates the former.

An analysis of the spacing between consecutive minima of the “envelope” component provides the periodicity of the slow contribution: $\Delta B_{\text{slow}} = (2.89 \pm 0.25) \text{ mT}$. With $\Phi_0 = h/(2e)$ the flux quantum, we calculate the corresponding characteristic area $A_{\text{slow}} = \Phi_0/\Delta B_{\text{slow}} = (0.72 \pm 0.06) \mu m^2$, which is in between the areas of the two arms of the device: $A_{LA} = (0.9 \pm 0.1) \mu m^2$ and $A_{RA} = (0.68 \pm 0.08) \mu m^2$. This suggests that the slowly varying envelope contribution $\Delta B_{\text{slow}}$ is exclusively caused by interference due to the finite extension of the two arms (Fraunhofer pattern).

Similarly, measuring the spacing between the supercurrent minima due to the fast oscillation, one obtains the periodicity $\Delta B_{\text{fast}} = (0.33 \pm 0.04) \text{ mT}$ and the related area as $A_{\text{fast}} = \Phi_0/\Delta B_{\text{fast}} = (6.27 \pm 0.76) \mu m^2$. This is well above both the hole area ($A_{\text{hole}} = (1.7 \pm 0.2) \mu m^2$) and even the whole mesa area ($A_{\text{mesa}} = (3.2 \pm 0.2) \mu m^2$), indicating the presence of a magnetic focusing due to the Meissner effect, i.e. the superconducting leads focus the magnetic field onto the mesa. It is this field piercing the central hole of the device which is responsible for the fast oscillations observed in the experiment. Given that focusing was not observed in the envelope (Fraunhofer) pattern, it must mainly affect the central hole of the mesa. This is reasonable, because the hole is well embedded between the leads, while both arms of the device are more external, and therefore less affected by the Meissner effect. We therefore define a focusing factor $F$ which is exactly 1 far from the leads, but in first approximation we set it to 1 also for the two arms of the device, i.e. $F_{\text{arm}} = B_{\text{arm}}/B_{\text{ext}} = 1$, with $B_{\text{ext}}$ the externally applied magnetic field and $B_{\text{arm}}$ the effective magnetic field in the arm regions, while $F$ takes a value larger than unity in the hole region, $F_{\text{hole}} = B_{\text{hole}}/B_{\text{ext}} > 1$, with $B_{\text{hole}}$ the effective magnetic field in the hole region.

Figure 2(b) and (c) were measured in the same way as Fig. 2(a) but in the presence of negative voltages applied to the side–gates. With increasing negative gate voltage, the critical supercurrent intensity is suppressed and the device resistance increases. This is consistent with the fact that the side–gates increasingly deplete the 2DEG, reducing the width of the conducting channels from the outside in. The most evident effect is, however, the influence of the gate voltage on the slowly varying envelope. The amplitude of this component decreases with increasing negative gate voltage and essentially disappears for $-22.5 \text{ V}$. This well agrees with the interpretation that, upon narrowing of the two channels, the behavior of the device becomes more and more SQUID–like — in fact, an ideal SQUID exhibits no slowly varying envelope, but only a fast component.

For the data of Fig. 2 we find

$$\Delta B_{0}^{V} = (0.33 \pm 0.04) \text{ mT},$$

$$\Delta B_{-12.5 \text{ V}}^{V} = (0.35 \pm 0.06) \text{ mT},$$

$$\Delta B_{-22.5 \text{ V}}^{V} = (0.36 \pm 0.05) \text{ mT},$$

i.e. the periodicity of the fast varying modulations is within error bars independent of gate voltage. This confirms that fast oscillations are exclusively caused by the magnetic flux piercing the central hole of the device, be-
cause otherwise their period should be affected by the reduction of the magnetic flux due to the shrinking of the area of the arms of the device imposed by gating. Thus we obtain \( F_{\text{hole}} = A_{\text{fast}}/A_{\text{hole}} = 3.69 \pm 0.62 \). We note that similar values of focusing factor have been recently reported in other hybrid structures.\(^5\)

So far all measurements presented were performed in a symmetric configuration, with the same voltage applied to both side–gates. The device geometry, however, allows for an independent control of the voltage of each gate. These measurements are shown in Fig. 3. Interestingly, as we will show below, this allows to tune independently the supercurrent in each arm of the device, and also the effective width of each arm.

In the conditions of Fig. 3(a) and (c), the 2DEG in the left or right arm of the device, respectively, is nearly pinched off, while the other arm is open. Figs. 3(a,c) show that, although physically narrower, the right arm of the device can carry a higher supercurrent (\( \approx 60 \) nA for the central peak, approximately 2/3 of the initial total supercurrent), much larger than the left arm. Several factors might be responsible for this: different transparencies of the interfaces, or a higher initial carrier concentration in the right arm, or even the presence of impurities in the left arm, which eventually would locally reduce mobility and mean free path there.

Further inspection of Fig. 3(a) shows that the amplitude of the fast component is much reduced as compared to Fig. 3(a), indicating that interference between the two arms of the device is strongly suppressed. The envelope modulation in Fig. 3(a) is more pronounced, and strongly resembles a Fraunhofer pattern with five visible lobes (one central lobe at zero magnetic field and four lateral lobes with reduced supercurrent). An analysis of the data in Fig. 3(a) yields the periodicity of the envelope modulation \( \Delta B_{\text{slow}} = 2 \text{ mT} \) and the related characteristic area \( A_{\text{slow}} = 0.7 \pm 0.1 \text{ \( \mu m^2 \)} which equals the area of the right arm \( A_{\text{RA}} = 0.68 \pm 0.08 \text{ \( \mu m^2 \)} . This confirms that the envelope modulation is caused by interference effects due to the finite width of the right arm, the dominant one since the left one is almost pinched off.

In the conditions of Figs. 3(a) and (c), the fast oscillations are reduced to a minimum amplitude, while the slow modulation is maximized. However, exploiting the large tunability of the device via the side–gates, it is also possible to set the opposite situation, as shown in Fig. 3(b). The striking feature here is the fact that in the central region of the pattern, the fast oscillations have a minimum value of zero supercurrent, i.e. they extend all the way down to zero. As discussed below in detail, this implies that the contribution of the two arms to the supercurrent is perfectly balanced. This was obtained for an asymmetric bias configuration on the gates (\( V_{\text{LG}} = 0 \) V and \( V_{\text{RG}} = -25 \) V), consistently with the aforementioned asymmetry of the device. The three panels of Fig. 3 thus illustrate the full tunability of the device, from (a) a supercurrent flowing in the right arm, through (b) a situation where the two arms sustain an equal supercurrent, to (c) the supercurrent flowing in the left arm.

From the above discussion, the contribution of each device arm to the supercurrent as a function of bias applied to the side–gates can be extracted. An ideal SQUID with asymmetric and narrow arms has a supercurrent

\[
I_c(\Phi) = \sqrt{\left(I_c^{\text{RA}} - I_c^{\text{LA}}\right)^2 + 4I_c^{\text{RA}}I_c^{\text{LA}}\cos^2(\pi \Phi/\Phi_0)},
\]

with \( I_c^{\text{RA}} \) and \( I_c^{\text{LA}} \) the critical current in the right and left arm, respectively, and \( \Phi \) is the magnetic flux through the loop.

Since here the two arms of the device are extended JJs, also the contribution of the interference within each arm must be considered. The related envelope contribution is maximum for \( \Phi = 0 \) and slowly changes for increasing \( \Phi \), while the SQUID contribution rapidly oscillates \( (\Delta B_{\text{slow}} \gg \Delta B_{\text{fast}}) \). Therefore, close to \( \Phi = 0 \), the envelope can be approximated as constant, and using Eq. 1 we obtain

\[
I_c(0) = I_c^{\text{RA}} + I_c^{\text{LA}}
I_c(\Phi_0/2) = |I_c^{\text{RA}} - I_c^{\text{LA}}|
\]
FIG. 4. (a) Contribution to the total supercurrent from left arm (red) and right arm (black) when the same voltage is applied to both gates ($V_{LG} = V_{RG}$). The inset shows the schematics of the device with the same color scheme as in Fig. 1(a). (b,c) Same as before, but with asymmetric gating: (b) LG biased, RG grounded, (c) LG grounded, RG biased. $T = 315$ mK.

Upon inversion, we get

$$I_{RA}^c = I_c(0) + I_c(\Phi_0/2)$$

$$I_{LA}^c = I_c(0) - I_c(\Phi_0/2)$$

for $I_{RA}^c > I_{LA}^c$. Therefore, from the minima and maxima of the fast oscillations close to zero, it is possible to calculate the contribution of each device arm to the total supercurrent.

Figure 4(a) shows the contribution of each device arm to the supercurrent for symmetrical gating ($V_{LG} = V_{RG}$). We note a progressive reduction in supercurrent in both arms with increasingly negative gate voltages, indicating that gating reduces the arm width. Going to more negative gate voltages, the device is therefore tuned from a non–ideal SQUID-like behavior with extended arms (see Fig. 2(a)), for which the interference pattern displays both a fast and a slow component, to a more ideal SQUID (see Fig. 2(c)), where the envelope has nearly disappeared.

Figure 4(b) shows the supercurrent in the two arms as a function of a bias applied to LG, while RG is grounded. We note a strong reduction of supercurrent in the left arm (red curve) with increasing negative bias of LG, indicating a progressive reduction in arm width. Also the right arm is slightly affected by gating, especially for large negative bias. The progressive pinch–off of the left arm leads to the observation of a Fraunhofer pattern (see Fig. 3(a)).

Finally, Fig. 4(c) shows the supercurrent in the two arms as a function of the bias applied to RG, while LG is grounded. Similarly to the previous case, a strong reduction of supercurrent is observed in the right arm close to the biased gate, with a detectable impact also on the other arm. The most relevant observation here is, however, the transition from an initial situation in which the right arm is dominant (corresponding to Fig. 2(a)), via a situation of balanced arms (Fig. 3(b)), to a situation of imbalance again, in which the left arm is now dominant (see Fig. 3(c)).

III. DISCUSSION

Experimental data can be analyzed using the following model of an extended Josephson junction. Assuming a rectangular junction, the supercurrent $I_c$ can be calculated as

$$I_c(B) = \max_{\Delta \phi} \left[ \int_{-W/2}^{+W/2} J_c(x) \sin(\gamma(x)) dx \right],$$

where $J_c(x)$ is the local critical-current density per unit length, $x$ the direction along the junction (perpendicular to the current flow), $\Delta \phi$ the phase difference between the superconductive leads, and $\gamma(x)$ the gauge-invariant local phase difference:

$$\gamma(x) = \Delta \phi - \frac{2\pi}{\Phi_0} \int_{y_1}^{y_2} \vec{A}(x,y) \cdot \vec{dl},$$

with $y$ the direction along the current flow, $\vec{A}$ the vector potential, and the integration is performed from one electrode of the weak link to the other. The measured value of interface transparency ($\tau = 0.50$) allows to use a sine for the current-phase relation (CPR) in Eq. (4), since when the junction transparency decreases from 1, the CPR rapidly goes towards a sine function.

Since $L \ll W$ we can consider only trajectories perpendicular to the interface, and therefore we obtain:

$$\gamma(x) = \Delta \phi - \frac{2\pi}{\Phi_0} \int_0^L A_y(x,y) dy.$$
with $F(x)$ the focusing factor profile.

In order to compare simulations based on this model with the experimental data, a few assumptions were made. For $J_c(x)$ we chose $J_c(x) = 0$ in the hole area (or, more generally, outside the area of the two interferometer arms), and a constant value within the two arms (with current density $J_{LA}$ and $J_{RA}$ in the left and right arm, respectively). This approximation neglects any inhomogeneity in the arms or at their interfaces and allows, for $V_{LG} = V_{RG} = 0$, to determine the width of the two arms from the SEM measurement (Fig. 4). This is further justified since surface depletion effects in InAs (at the edge of the mesa) can be safely neglected. We therefore obtain:

$$J_c(x) = \begin{cases} J_{LA} & -1.8 < x < -0.8 \mu m \\ 0 & -0.8 < x < 1.05 \mu m \\ J_{RA} & 1.05 < x < 1.8 \mu m \end{cases} \quad (9)$$

On the other hand, the value of the current density in the two arms is known, see Fig. 4. Here, for $V_{LG} = V_{RG} = 0$, $J_{LA} = (0.029 \pm 0.001)$ A/m and $J_{RA} = (0.086 \pm 0.002)$ A/m, calculated from the measured values of $I_{LA} = (29.5 \pm 1.0)$ nA and $I_{RA} = (65.0 \pm 1.0)$ nA. Figure 5 shows in black the resulting current density profile. We stress that there are no free parameters; all values are obtained from measurement. Instead, for the analysis of the measurements using the side-gates, the effective widths of the two arms is unknown and therefore treated as fitting parameters.

The precise form of the focusing factor, larger than one in the hole region, is not so critical, because the supercurrent in the hole region is zero. Here, it is important that the integral under the focusing factor function equals the total flux that pierces the hole area. The selected function should also decay rapidly so as to allow for a fast transition from the hole area ($F > 1$) to the arms ($F = 1$). We have therefore described the focusing factor profile by a Gaussian function, using the following expression:

$$F(x) = 1 + (F_{max} - 1)e^{-(x/F_o)^2}, \quad (10)$$

with $F_{max}$ the amplitude and $F_o$ the width of the Gaussian. The values of these two parameters (which are not independent, since the integral under the Gaussian is known) were determined by fitting the data of Fig. 2(a) taken at $V_{LG} = V_{RG} = 0$ V and then used for all other values of gate voltage. Their values are $F_{max} = 4.0 \pm 0.4$ and $F_o = (600 \pm 35)$ nm, consistently with the estimate discussed in section II ($F_{hole} = 3.8 \pm 0.9$) and with the requirement that the Gaussian should be confined to the hole area. Figure 5 shows in blue the resulting focusing factor profile.

The experimental data of Fig. 2(a) are shown together with the simulation in Fig. 6(a). The agreement between simulation and experiment is good. The shape and amplitude of the envelope are well reproduced, and even more strikingly, the fast oscillations in the central lobe are quantitatively captured. In particular, while for the data we find $\Delta B_{data}^{fast} = (0.33 \pm 0.04)$ mT and $\Delta B_{data}^{slow} = (2.89 \pm 0.25)$ mT, in the simulation we obtain $\Delta B_{sim}^{fast} = 0.34$ mT and $\Delta B_{sim}^{slow} = 2.98$ mT.

Moreover, Fig. 6(b) shows a simulation of the data from Fig. 2(a), while Fig. 6(c) shows a simulation of the data from Fig. 3(b). Also for these two cases, a good agreement between simulation and experiment is found. From the simulations, the effective width of each arm, and thus the supercurrent density, as a function of applied gate voltage is obtained (we remind that the latter are not free parameters, since the total supercurrent for each arm is known). The results of the simulations are summarized in Table 1. These results consistently demonstrate that the side-gates reduce the effective width of the device arms and the corresponding supercurrent density.

Thus, the model captures all relevant features of the device. Furthermore, it yields information on the device that would be difficult to obtain otherwise, e.g. the effective width of the device arms. This may be used for supercurrent spectroscopy or a spatial mapping of the supercurrent density in each arm.

**IV. SUMMARY**

We have demonstrated a fully-tunable hybrid semiconductor/superconductor device, in which the width, area, and supercurrent of the two arms of an extended trench Josephson junction can be independently controlled with high precision. With no electrostatic gating, the magnetic interference pattern exhibits fast SQUID-like oscillations on top of a slow Fraunhofer-like envelope. The fast oscillations are contributed by the interference between two arms of the device, while the slow envelope is due to the finite width of each arm. In particular, the contribution of the two device arms to the supercur-
then interposed between two 5.5-nm-thick In$_x$As layers and asymmetric In$_{75}$Al$_{25}$As barriers, with the lower one delta-doped with Si at a 13 nm setback. The center of the InAs well is placed at 57.5 nm from the top surface (see Fig. 1(b)). The sheet electron density $n \approx 3.74 \times 10^{11}$ cm$^{-2}$, the mobility $\mu \approx 2 \times 10^5$ cm$^2$/Vs, and the effective electron mass $m \approx 0.03 m_e$ were extracted from low-temperature Shubnikov-de-Haas oscillations measurements (at 250 mK). We can, therefore, estimate the mean free path of the 2DEG as $\ell \approx 2 \mu m$.

The fabrication of the SNS device required a sequence of mutually aligned steps of electron beam lithography (EBL), see Refs. for further details. With the first lithography we defined the mesa region of the 2DEG, i.e. the rectangular central island of the device that acts as the N region. To this end, a negative resist bilayer was spin coated on the surface of the sample and served as the mask defining the 2DEG-region. The uncovered part of the heterostructure was then removed ($\approx 350$ nm deep) by dipping in a H$_2$O:H$_2$SO$_4$:H$_2$O$_2$ solution (chemical wet etching). The superconducting parts of the device were designed by the second step of EBL. Prior to the sputter deposition of a 150-nm-thick Nb film, the surface was cleaned from undesired oxide layer with a dip in a HF:H$_2$O solution and a low-energy Ar$^+$ milling in the sputtering chamber. Differently from previous work, we added two metallic side-gates insulated from the heterostructure by a 100-nm-thick hydrogensilsesquioxane (HSQ) layer (third lithography) followed by a 4-nm-thick InAs QW. The scratched region was removed.

V. METHODS

The InAs quantum well based heterostructure (sample number HM3586) was grown by means of molecular beam epitaxy on a GaAs (001) substrate on top of which a series of 50-nm-thick In$_{1-x}$Al$_x$As layers was deposited (the concentration in Al varies from $x = 0.85$ in the first layer to $x = 0.25$ in the last one). A 4-nm-thick InAs QW is then interposed between two 5.5-nm-thick In$_{75}$Ga$_{25}$As layers and asymmetric In$_{75}$Al$_{25}$As barriers, with the lower one delta-doped with Si at a 13 nm setback. The center of the InAs well is placed at 57.5 nm from the top surface (see Fig. 1(b)). The sheet electron density $n \approx 3.74 \times 10^{11}$ cm$^{-2}$, the mobility $\mu \approx 2 \times 10^5$ cm$^2$/Vs, and the effective electron mass $m \approx 0.03 m_e$ were extracted from low-temperature Shubnikov-de-Haas oscillations measurements (at 250 mK). We can, therefore, estimate the mean free path of the 2DEG as $\ell \approx 2 \mu m$.

The fabrication of the SNS device required a sequence of mutually aligned steps of electron beam lithography (EBL), see Refs. for further details. With the first lithography we defined the mesa region of the 2DEG, i.e. the rectangular central island of the device that acts as the N region. To this end, a negative resist bilayer was spin coated on the surface of the sample and served as the mask defining the 2DEG-region. The uncovered part of the heterostructure was then removed ($\approx 350$ nm deep) by dipping in a H$_2$O:H$_2$SO$_4$:H$_2$O$_2$ solution (chemical wet etching). The superconducting parts of the device were designed by the second step of EBL. Prior to the sputter deposition of a 150-nm-thick Nb film, the surface was cleaned from undesired oxide layer with a dip in a HF:H$_2$O solution and a low-energy Ar$^+$ milling in the sputtering chamber. Differently from previous work, we added two metallic side-gates insulated from the heterostructure by a 100-nm-thick hydrogensilsesquioxane (HSQ) layer (third lithography) followed by the thermal evaporation of a Ti/Au bilayer (5/145 nm) in a fourth lithographic step. Side-gates patterned this way allow for a dramatic suppression of the leakage towards the heterostructure even at high gate voltage. Finally, we used the tungsten tip of a commercial tuning-fork based AFM (Attocube AFM III) to scratch the central region of the mesa. In this way, the 2DEG in the scratched region was removed.

Transport measurements in magnetic field are performed by fixing the voltage applied to each side–gate to the values reported in the various plots. No positive gate voltages were used in the experiment. To collect
the data, we fixed the magnetic field, and then for each value of magnetic field, we took an \( I - V \) curve using the same setup as depicted in Fig. 1(a). To plot the differential resistance shown in Fig. 2(a), we took the numerical derivative of each \( I - V \) curve. \( I - V \) curves were typically taken with magnetic field steps of 0.025 mT. In all measurements, both the magnetic field and the source-drain current are swept from positive to negative values. As a result of the chosen current sweep direction, the replotting (switching) current is always at positive (negative) values of the current. The more pronounced hysteretic behavior observed in Fig. 2(a) and Fig. 3(a) is consistent with the larger supercurrent observed in these measurements.
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