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Abstract

Graphene quantum dots (GQD) are interesting materials due to the confined sizes which allow to exploit their optoelectronic properties, especially when they interface with organic molecules through physisorption. In particular, when interfaces are formed, charge transfer (CT) processes can occur, in which electrons can flow either from the GQD to the absorbed molecule, or *vice versa*. These processes are accessible by modelling and computational analysis. Yet, the presence of different environments can strongly affect the outcome of such simulations which, in turn, can lead to wrong results if not taken into account. In the present multiscale study, we assess the sensibility of the computational approach and compute the CT, calculated at interfaces composed by GQD and amino-acene derivatives. The hole transfer is strongly affected by dynamic disorder and the nature of the environment, and imposes stringent descriptions of the modelled systems to ensure enhanced accuracy of the transfer of charges.
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**Introduction**

The rising of 2D materials have been boosted by the discovery of graphene and its derivatives, such as graphene nanoribbons (GNR) and graphene quantum dots (GQD), which present peculiar opto-electronic and transport properties due to the confinement of their size and the characteristic of being one-atom thick materials. In particular, GQD has been proven promising in application in the field of organic electronics due to their unusual properties; GQD are known to be superior in resistance to photobleaching, are low toxic and highly biocompatible.\(^1\)\(^,\)\(^2\)\(^,\)\(^3\)\(^,\)\(^4\)\(^,\)\(^5\) Thanks to an abundance of raw material in nature, the cost is relatively low and production can be done on a large scale.\(^6\)\(^,\)\(^7\)\(^,\)\(^8\)\(^,\)\(^9\) GQD emitters, which are sensitive to effects of structural and energetic disorder, can be used in many opto-electronic applications such as bioimaging, photocatalysis, photovoltaics, lasers and light-emitting diodes.\(^11\)\(^,\)\(^12\)\(^,\)\(^13\) Important are the possibilities to tune and enhance the magnetic as well as energy storage properties.\(^14\) Another topic is the relationship between the chemical structure and optical properties of carbon nanodots: the excitation dependent emission originates from solvent relaxation effects of the solvents which are often used to suspend the carbon nanodots, while emission from dry samples does not show an excitation dependence.\(^15\) To attenuate the solvent effect in the photo-luminous properties of the outgoing light, the carbon dot is often oxidized by nitric acid.\(^16\) Nitrogen as an n-type dopant improves the conductivity, transport features and magnetic properties and is therefore used in spintronics and nanoelectronics.\(^17\)\(^,\)\(^18\) In addition, they form stable interfaces with either donor or acceptor organic molecules.\(^19\)\(^,\)\(^20\)\(^,\)\(^21\)\(^,\)\(^22\)\(^,\)\(^23\) Apart from the photochemical properties, the appeal of such interfaces is due to the strong charge transfer (CT) which can be generated by tuning the properties of the absorbed organic molecules. Yet, this CT can be strongly reduced by dynamic disorder (i.e. thermal fluctuations) and the presence of an environment which can strongly alter the transfer ability of the device, which is for instance found to be of importance for the electron transfer in biomolecular systems and DNA.\(^24\)\(^,\)\(^25\)\(^,\)\(^26\)\(^,\)\(^27\) Hence, research has been focused on the design and synthesis of novel aromatic and conjugated organic materials which can efficiently transfer charges at the interface, to obtain high charge transfer ability.\(^28\)\(^,\)\(^29\)\(^,\)\(^30\)\(^,\)\(^31\)\(^,\)\(^32\)\(^,\)\(^33\)
In this view, computations can play a central role in the prediction of the CT at the interfaces, since methods to calculate the transfer of charges are nowadays reliable and their prediction power can lead to a strong advantage for the scientific community thanks to a rational design of new interfaces, like it has been identified for discotic liquid crystals\textsuperscript{34,35,36,37,38,39} Yet, a realistic model has to be taken into account, with inclusion of thermal fluctuations and the possible present of different environments, which might strongly alter the final CT ability of the interfaces. Moreover, a robust method for the quantification of the CT must be considered, such as the projective approach\textsuperscript{40,41} which is of utmost importance when the interface is not formed by the same dimer molecules (i.e. is not a molecular crystal).

In this paper, the opto-electronic and charge transfer ability of interfaces of GQD and tetraaminoacenes (N-acenes) moieties are studied (Figure 1) by means of systematic multi-scale modelling techniques and (Time Dependent) Density Functional Theory [(TD)DFT] considering an effective environment. The N-acene moieties considered in this study are normally used as building blocks for longer or more complex acenes.\textsuperscript{42,43,44} Yet, we observe that their particular chemistry –the presence of tetraamino groups- can be of potential interest for further application and have a function which requires a treatment which goes beyond a contribution as building block, such as transfer ability, which is usually not considered. Therefore, we investigated these acenes from N-naphtalene (‘N-naphta’) up to N-hexacene (‘N-hexa’).

**Methodology**

**Density Functional Theory**

The geometries of the N-acenes have been optimized at the Density Functional Theory (DFT) level considering the CAM-B3LYP long-range corrected functional.\textsuperscript{45} Throughout all the study, Dunning’s correlation consistent cc-pVDZ basis set has been used.\textsuperscript{46} The usefulness of this approach for medium sized molecules has been proven in literature before.\textsuperscript{47} It can be remarked that hybrid, long range corrected functionals are suited to describe local as well as non-local excitations, and that the
asymptotic behavior is correct as the self-interaction issue has been solved, which was present in the older so-called GGA (Generalized Gradient Approximation) functionals. These functionals are therefore known to give rise to accurate band gaps. Although for the description of the geometries of these physisorbed compounds, in which van der Waals interactions are of importance, ab initio methods and even other functionals can be beneficial, too, the choice for the functional in this work is based on the accuracy demands for not only the geometry and the description of the band gap, but also the excited state behavior, and the calculation of the charge transfer properties. A further validation of the method is explained in the following paragraph.

**ADC calculations**
To properly assess the optical properties of the N-acene molecules, an in-depth study of the excited state transitions has been performed by means of a high level correlated method, for which we selected the Algebraic Diagrammatic Construction scheme (ADC). In order to enable a stringent comparison with the (TD)DFT results reported in the current study, the same CAM-B3LYP/cc-pVDZ geometries are used. In contrast to ADC(2)-s, which describes solely singly excited states, ADC(2)-x and ADC(3) report doubly excited states through first order in correlation. For these calculations, the cc-pVDZ basis set was used, too, and the analysis was performed by the Q-Chem 4.3 software. In view of its computational cost and a scaling through $N^6$ with $N$ the number of basis functions, only shorter acenes (up to N-tetra) are analysed at the ADC(3) level of theory.

**Electronic Coupling**
Within the projective method, the system is divided into fragments, in which an electron or hole is localized on a fragment and can hop from one fragment to another. The fragment calculations, performed by using the DFT method, follow a procedure where the orbitals of a pair of molecules (a dimer) are projected onto a basis set defined by the orbitals of each individual molecule (the fragments). The obtained set of orthogonal molecular orbital energies of the dimer are then used to express the Fock matrix in function of the new localized basis set, which enables the formation of a
block-diagonal matrix. Here, we use a local version of a software which allows the study not only of vertical couplings (i.e. HOMO-HOMO, LUMO-LUMO) but also of diagonal contributions (i.e. HOMO-1-HOMO, HOMO-LUMO+1) which might be of importance when degeneration come into play. The system is thus split into two parts, a donor and an acceptor monomers and the coupling is then calculated considering any amount of molecular orbitals from the donor and acceptor sites, with all possible contributions (vertical and diagonal coupling terms). This software has been applied successfully in our previous studies on different interfaces.\textsuperscript{52,53}

**Molecular Dynamics**

Molecular Dynamics calculations have been performed with the OPLS force field\textsuperscript{54} within the GROMACS 2016.3 program.\textsuperscript{55,56} Periodic boundary conditions were considered in 3 dimensions. Electrostatic interactions were treated by the particle-Mesh Ewald method\textsuperscript{57} and bonds were constrained by the LINCS algorithm.\textsuperscript{58} Electrostatics and van der Waals short-range interaction cutoffs were set to 1.6 nm. The NPT ensemble was used, with the Nosé–Hoover thermostat,\textsuperscript{59,60} and a Parrinello–Rahman barostat\textsuperscript{61} for a semi-isotropic pressure coupling at 1 bar and compressibility of \(4.5 \cdot 10^{-5} \text{ bar}^{-1}\). RESP (restrained fit of electrostatic potential) partial atomic charges,\textsuperscript{62} which were used in conjunction with the above called force field, were calculated at the CAM-B3LYP/cc-pVDZ level of theory. Explicit water molecules were described by the TIP3P model.\textsuperscript{63}

**Results and Discussions**

Being isolated (without the GQD) all these N-acenes have an energy gap in between 5-6 eV, which does not make them suitable for semiconducting applications (see Figure S1). Yet, once physisorbed on GQD, the energy gap remains constant along with the increased molecular length, at around 2.8 eV, making them semiconductor materials. This decrease of the energy gap at the interface is due to the different alignment of the frontier orbitals of the interface with respect to the orbitals of the
separated fragments. In this view, both HOMO and LUMO orbitals of the interface are localized over the GQD, thus explaining the shrinkage of the gap (see Figure S2 for more details).

The CAM-B3LYP functional is not only used for the geometries of the N-acenes, but also for the analysis of their excited states, which are benchmarked against the ADC scheme of the second order in both strict (ADC(2)-s) and extended (ADC(2)-x) variants as well as the third order scheme (ADC(3)). The results of this benchmark are reported in Figure 1 (comparisons with ADC(2) and TDDFT/CAM-B3LYP results are provided in the Supplementary Information, Figures S3, S4 and Table S1).

**Figure 1.** Chemical structures of the molecules forming the interfaces (left). The right plot reports the comparison between ADC(3) and TD-DFT/CAM-B3LYP for the low energy excited states transitions for the increasing N-acene lengths (without the GQD). The excited states are characterized by their main transitions, with $H$ and $L$ the highest occupied and lowest unoccupied molecular orbitals, respectively.

The lowest excited states of the parent acenes are known to yield an important double excitation character, which cannot be described using TDDFT and which requires therefore well-chosen *ab initio* methods. Famous is the case of the $2^1A_g$ and $1^1B_{2u}$ excited states; when the excitation energy is expressed in function of the number of fused acene rings, it is still far from trivial to simulate the
correct order of both states, which might be reversed between pentacene and hexacene.\textsuperscript{64} It is therefore of utmost importance to first assess the quality of a TDDFT level of theory for the here considered N-acenes. In fact, the frontier orbitals change their shape while increasing the molecular length, i.e. the HOMO level for N-naphta becomes HOMO-1 for longer N-acenes, and at the same time HOMO-1 becomes HOMO (see Figure S5). Thus, to use TDDFT to study the GQD/N-acene interfaces, it is essential to know that the description obtained is correct, and that it matches the one of the higher level methods. Figure 1 shows a quantitative agreement between the two methods, thus allowing the use of TDDFT for the study of the interfaces. In particular, both methods describe the low energy excited state as a HOMO to LUMO one, while the second is dominated by a HOMO-1 to LUMO transition. Moreover, maps of both CAM-B3LYP and Hartree-Fock orbitals used in ADC theory present an inverse order in energy for the HOMO and HOMO-1 going from N-naphta to N-antra. The third low energy transition has a more complicated character; the transition for N-naphta is from HOMO to LUMO+4 for both methods, but for longer N-acenes the agreement is less stringent. For these compounds with increased molecular backbones, TDDFT/CAM-B3LYP reports a steadily HOMO-2 to LUMO transition. For ADC(2) this assignment has only been found for N-penta, while for the other N-acenes the transition carries a HOMO to LUMO+2 character, yet high in energy. The same transition is found for the fourth excited state at the TDDFT/CAM-B3LYP level, which thus suggests that the use of the latter method can only be advised for low energy transitions.

Next, the GQD/N-acene interfaces were built and optimized at the CAM-B3LYP/cc-pVDZ level of theory.\textsuperscript{45,46} As a practical model for the GQD and in line with work reported in the literature,\textsuperscript{65} a \( \text{C}_{150}\text{H}_{30} \) molecule has been considered. The final distance between the N-acenes and the GQD in our calculations has been found to be in between 3.54-3.58 Å. From our results, it follows that the optical properties of the N-acenes change when physisorbed on the GQD surface, as different transitions are observed for the low-lying excited states. In particular, the first transition has consistently a HOMO-1 to LUMO character from N-naphta to N-tetra, while for longer N-acenes the excited state is mainly
characterized by a HOMO to LUMO transition. This reflects the different shape and localization of
the frontier molecular orbitals (FMO) which change while increasing the molecular length (the shapes
of the orbitals are reported in Figure S6). While for short N-acenes both HOMO and LUMO are
localized over the GQD part of the interface, for N-penta and N-hexa the HOMO is localized over
the N-acene backbone and the LUMO has mainly large contributions on the GQD. An interchange of
occupied orbitals is seen going from N-tetra to N-penta, with the HOMO becoming HOMO-1. On
the other hand, the HOMO-1 is stabilized and becomes HOMO-2. The HOMO-2 of N-tetra
destabilizes when the backbone is enlarged; it can be identified as the HOMO of N-penta.
Interestingly, this switch in orbitals is not present for virtual molecular orbitals. The different
order of the FMOs is reflected in the different character of the transition from ground state to excited states.
For interfaces up to GDQ/N-tetra, the first excited state transition has a localized character as the so-
called A-parameter of Peach et al.\textsuperscript{66} is larger than 0.4 (see Table 1). It is however seen that the A-
value drastically drops to 0.1 for interfaces in which longer molecular backbones are considered,
which is an indication for an excited state with a profound charge transfer character. The same
situation is observed also for other transitions which involve the HOMO-2 (up to GQD/N-tetra) or
HOMO (for interfaces with longer N-acenes), in which the orbital is localized over the N-acene
moiety (see Table 1). A final word can here be said about the finite dimensions of the GQD, which is
in general much bigger than the stacked N-acene molecule and which is also found to be rather in the
center of the flake. For N-hexacene the practical boundaries have to be considered with care.
However, the delocalization over the GQD, which is visible for the most important frontier orbitals
in this study (HOMO-1, HOMO, LUMO, LUMO+1 – see Figure S6), guarantees that our results are
free of spurious boundary effects.

Table 1. Low energy excited state transitions for the GQD/ N-acenes interfaces with increasing length
calculated with the TD-DFT method. Excited states energies are in nm, the oscillator strength is
reported in parentheses.
| ES=1 | Energy | Λ | transition         |
|------|--------|----|--------------------|
| 2    | 1000 (0.003) | 0.83 | H-1 -> L          |
| 3    | 998 (0.004)  | 0.86 | H-1 -> L          |
| 4    | 1000 (0.007) | 0.84 | H-1 -> L          |
| 5    | 1034 (0.001) | 0.11 | H -> L            |
| 6    | 1167 (0.00)  | 0.09 | H -> L            |
| ES=2 |        |    |                    |
| 2    | 885 (0.026)  | 1.06 | H -> L            |
| 3    | 881 (0.03)   | 1.04 | H -> L            |
| 4    | 895 (0.008)  | 0.37 | H-2 -> L          |
| 5    | 998 (0.005)  | 0.84 | H-2 -> L          |
| 6    | 1076 (0.00)  | 0.08 | H -> L+1          |
| ES=3 |        |    |                    |
| 2    | 733 (0.24)   | 0.24 | H-2 -> L          |
| 3    | 748 (0.002)  | 0.18 | H-2 -> L          |
| 4    | 880 (0.024)  | 0.81 | H -> L            |
| 5    | 966 (0.001)  | 0.11 | H -> L+1          |
| 6    | 998 (0.004)  | 0.82 | H-2 -> L          |
| ES=4 |        |    |                    |
| 2    | 721 (0.61)   | 0.44 | H-2 -> L+1        |
| 3    | 718 (0.007)  | 0.18 | H-2 -> L+1        |
| 4    | 849 (0.002)  | 0.14 | H-2 -> L+1        |
| 5    | 885 (0.03)   | 0.95 | H-1 -> L          |
| 6    | 885 (0.028)  | 0.91 | H-1 -> L          |

This difference in shapes of the FMOs has a strong impact not only on optical properties, but also on charge transfer abilities and in particular on the strength of the hole coupling of the interfaces. To compute the charge transfer abilities of the interfaces the semi-classical Marcus theory in the non-adiabatic limit was considered:\textsuperscript{67,68}

\[
k(T) = \frac{2\pi}{h} V^2 \frac{1}{\sqrt{4\pi k_B T}} exp \left[ -\frac{\lambda}{4k_B T} \right] \quad (1)
\]

were \( \lambda \) denotes the reorganization energy and \( V \) the transfer integral between the initial and final states. For a fixed temperature, the large transfer rate can be attributed to the maximal transfer integral and the minimal reorganization energy. The transfer integral \( V \) characterizes the strength of the electronic coupling between two adjacent molecules, which can be written as:\textsuperscript{69}

\[
V = \frac{J_{AB}}{2} \frac{(e_A + e_B)S}{1 - S^2} \quad (2)
\]
with \( S \) being the overlap matrix and \( e_{A} \) and \( e_{B} \) the diagonal elements of a Hamiltonian defined by the frontier molecular orbitals of the isolated molecule \( A \) and \( B \) in the dimer representation, respectively. \( J_{AB} \) refers to the coupling of either holes or electron, from molecule \( A \) to molecule \( B \). Namely, for hole (electron) transfer, the HOMO and HOMO-1 (LUMO) should be considered, due to the (quasi)-degeneracy of the occupied energy levels. In an orthonormalized basis, these \( e_{n} (n = A, B) \) give access to specific site energies \( \epsilon_{n} (n = A, B) \). The correction by means of these site energies is necessary in view of the pronounced polar character of the N-acene moieties and the different nature of both monomers in the complex. A variation of the projective method was used to quantify the transfer integral \( V \) between the two non-equivalent components of the interface (more details in SI).\textsuperscript{40,41} The calculated hole and electron transfer integral, as well as the site energies for the GQD/N-acene interfaces are reported in Figure 2.
**Figure 2.** Electron and hole transfer integral (top) and site energies (bottom) values for the studied GQD/N-acene interfaces.

As a first result we observe that all the interfaces favour the transfer of electrons, with transfer integral values in between 20 and 40 meV. The values for the hole transfer integral decrease strongly with increasing the molecular length, and a range from 50 mV for N-naptha to 3 meV for N-hexa has been obtained. To rationalize the differences observed in the transfer integral values, the static disorder has to be considered, since it limits the mobility of the charge carriers. The disorder is usually split into two contributions: the energetic disorder, accounting for the distribution of the site energies (corresponding to the distribution of the frontier level energies, i.e. HOMO and LUMO of the individual molecules) and the positional disorder, which describes the distribution and relative orientation of the molecules. The combination of the static disorder and the difference in orbital shapes of the interfaces with an increasing N-acene length, explains the difference in the calculated transfer integral. Since the site energies are highly sensitive to the respective orientation of the molecules, a slight change in position and orientation can lead to large differences in the resulting transfer integral. For the interfaces studied here, we observe that the site energies (both HOMO and LUMO) of the GQD are stable. As expected for an increasing conjugated chain, however, pronounced differences in energy are noted when the length of the N-acenes is increased. Further, a drop in hole transfer is noted for the GQD/N-tetra and GQD/N-penta interfaces which can directly be related to the change in shapes of the highest occupied orbitals at the interface. The corresponding drop in electron transfer is more subtle, and should be related to the difference in site energies (different localization of the wavefunction) as well as differences in orientation of the N-acenes on the GQD.

In order to discuss a more realistic description of the interface, to take into account the dynamic disorder (thermal and geometrical fluctuations) present in a real case, as well as to account for the effect of an environment, the GQD/N-penta interface was selected and a 5 ns long classical molecular dynamics (MD) simulation was performed. The procedure used has been validated in a recent study.
of similar carbon nanodots (CDs) in different solvents.\textsuperscript{72} Two MDs were conceived, the first with the interface embedded in vacuum, to account only for the dynamic disorder, and the second one in water to assess the effect of an environment in both fluctuations and transfer abilities. Although the normal acenes are insoluble in water, the N-acenes used in this study are soluble in acetic acid and other polar solvents. Thus, as first approximation of polar solvents, water was used. We would like to stress here that although the solvent might not be ideal for experimental purposes, the main aim of the study is to prove that solvent effects must be considered when computing the coupling. From these MD simulations, 25-30 independent snapshots were extracted in the last ns of simulation, and the transfer properties have been calculated (see Supporting Information for method details). The results, considering the degeneracy of the HOMO and HOMO-1 orbitals, are reported in Figure 3 and Table 2.

![Figure 3](image)

**Figure 3.** Electron and hole transfer integral values for the GQD/N-penta interface from Quantum Chemical optimizations and MD calculations. For the MD in vacuum, only dynamic disorder is considered; the same contribution is considered when a solvent is present in the MD (‘MD water’). ‘MD charge effects’ refers to the transfer integral calculations in which the solvent molecules are considered as point charges, which can directly affect the coupling.
Table 2. Dependence of the calculated transfer integrals and site energies for the GQD/N-penta interface for hole (h) and electron (e) transfer on the different environment conditions. Note that the $V_{\text{GQD/N-penta}}$ values are given in meV, while $\varepsilon_{\text{GQD}}$ and $\varepsilon_{\text{N-penta}}$ are in eV.

| GQD/N-penta | carrier | $V_{\text{GQD/N-penta}}$ (meV) | $\varepsilon_{\text{GQD}}$ (eV) | $\varepsilon_{\text{N-penta}}$ (eV) |
|-------------|---------|-------------------------------|-----------------|-------------------|
| Opt         | h       | 7                             | -5.11           | -4.98             |
|             | e       | 20                            | -2.76           | -0.66             |
| MD vacuum   | h       | 57                            | -5.09           | -4.67             |
|             | e       | 19                            | -2.36           | -0.85             |
| MD water    | h       | 40                            | -5.11           | -4.67             |
|             | e       | 20                            | -2.38           | -0.89             |
| MD charge   | h       | 39                            | -5.27           | -4.67             |
|             | e       | 19                            | -2.62           | -0.89             |

We can observe that the electron transfer, with constant values around 20 meV, is not affected either by the introduction of thermal and configurational fluctuations nor the presence of the solvent as point charges in the transfer integral calculation. In contrast, a strong variation is present for the hole transfer in all these cases. The introduction of dynamic disorder to the optimized DFT structure leads to a strong enhancement of the hole transfer by one order of magnitude, from 7 to 57 meV. A less pronounced effect is observed when the MD calculations are performed with a water solvent, which enhances the hole transfer only up to 40 meV. Now, the GQD/N-penta interface has less freedom to move since the water environment stabilizes the interaction and hinders large reorientations and translations of the N-acene, which is located mainly on the centre of the GQD. The addition of point charges in the transfer integral calculation has a negligible effect on the hole transfer, which is enhanced up to 39 meV. Once more, the site energies should be considered to rationalize the observed behaviors. The HOMO and LUMO energies of the optimized GQD/N-penta interface are situated at -5.03 and -2.78 eV, respectively (see Figure S2). The site energies for the HOMOs are located at -5.11 and -4.98 eV for GQD and N-penta, respectively, and the LUMO ones amount to -2.76 and -
0.66 eV (Table 2). This picture changes when the site energies are considered for the snapshots extracted from the different MD simulations. An overall stabilization of the GQD HOMO is only observed when the charges of the water molecules are directly taken into account, while the N-penta HOMO (LUMO) site energy is destabilized (stabilized) by 30 (20) meV with respect to the quantum chemically optimized dimer. In addition, with the HOMO of the interface being localized over the N-penta fragment, the LUMO is localized over GQD. This rationalizes the stability of the electron transfer and the large variation observed for the hole transfer, which is strongly affected by the static disorder.

Conclusions

In summary, we described here the creation of novel GQD/N-acene interfaces in which the length of the N-acene backbone increases from N-naphtha to N-hexa, and we calculated the transfer abilities of these interfaces by means of quantum chemical methods. We observed that the hole CT ability strongly decreases while increasing the N-acene length, while the electron CT abilities are more steady with values in between 20 and 40 meV. Considering the most commonly used acene (pentacene), we focus on the N-penta/GQD interface to study the effect of dynamic disorder (thermal and conformational fluctuations) and the presence on an explicit environment (liquid water) on the CT abilities of the selected interface. By means of the projective method, we assessed that both effects influence the change in CT abilities of the interface. In particular, we observed that hole transfer is strongly affected by dynamic disorder and the nature of the environment. It becomes even predominant with values in between 30 and 60 meV, while at the same time the electron transfer drops to 10-20 meV. Thus, neglecting both dynamic disorder and the environment lead to a wrong description of the CT abilities of the selected interfaces, going from an electron transfer to a hole transfer material. Therefore, efforts have to be done to both describe more realistic model systems
and account for the different interactions exhibiting their influences in these environments, which are found to be indispensable to enhance the rational design of novel organic electronic materials.

Acknowledgements

S.O. is grateful to the Center for Quantum Materials and Nordita for his funding in Sweden. S.O. acknowledges the National Science Centre, Poland, grant UMO-2015/19/P/ST4/03636 for the funding from the European Union’s Horizon 2020 research and innovation program under the Marie Skłodowska-Curie grant agreement No. 665778. The authors thank the Swedish Infrastructure Committee (SNIC) for the computational time granted within the medium allocations in 2016 (1-87, 1-415 and 1-465) and 2017 (1-16, 1-102), as well as the small ones 2015/4-44 and 2017/5-3. The calculations were partially performed at the Interdisciplinary Centre for Mathematical and Computational Modelling (ICM, University of Warsaw) under the G53-8 computational grant. The authors are also grateful to the Flemish Supercomputer Centre (VSC) and the Herculesstichting (Flanders, Belgium) for the calculation time on the Breniac cluster.

Supporting Information

Details of the benchmark, frontier orbitals, transfer integral analyses are reported.

References

1. S. H. Jin, D. H. Kim, G. H. Jun, S. H. Hong, S. Jeon, ACS Nano 2013, 7, 1239–1245.
2. C. E. X. Guo, H. B. Yang, Z. M. Sheng, Z. S. Lu, Q. L. Song, C. M. Li, Angew. Chem. 2010, 122, 3078–3081.
3. Q.-L. Chen, C.-F. Wang, S. Chen, J. Mater. Science 2013, 48, 2352–2357.
4. P. Elvati, E. Baumeister, A. Violi, RSC Adv. 2017, 7, 17704.
5. S. Cao, J. Wang, F. M. M. Sun, Nanotechnology 2018, 29, 145202.
6. S. N. Baker, G. A. Baker, Angew. Chem. Int. Ed. 2010, 49, 6726–6744.
7. H. T. Li, Z. H. Kang, Y. Liu, S. T. Lee, J. Mater. Chem. 2012, 22, 24230–24253.
8. J. H. Shen, Y. Zhu, X. L. Yang, C. Z. Li, *Chem. Commun.* 2012, 48, 3686–3699.
9. J. Wang, C. F. Wang, S. Chen, *Angew. Chem. Int. Ed.* 2012, 51, 9297–9301.
10. M. Sudolská, M. Dubeký, S. Sarkar, C. J. Reckmeier, R. Zbořil, A. L. Rogach, M. Otyepka, *J. Phys. Chem. C* 2015, 119, 13369.
11. L. Wang, S.-J. Zhu, H.-Y. Wang, S.-N. Qu, Y.-L. Zhang, J.-H. Zhang, Q.-D. Chen, H.-L. Xu, W. Han, B. Yang, H.-B. Sun, *ACS Nano* 2014, 8, 254.
12. B. Kong, A. W. Zhu, C. Q. Ding, X. M. Zhao, B. Li, Y. Tian, *Adv. Mater.* 2012, 24, 5844–5848.
13. X. Guo, C. F. Wang, Z. Y. Yu, C. Li, S. Chen, *Chem. Commun.* 2012, 48, 2692–2694.
14. J. Tucek, K. Hola, A. B. Bourlinos, P. Blonski, A. Bakandritsos, J. Ugolotti, M. Dubeký, F. Karlický, V. Ranc, K. Cepe, M. Otyepka, R. Zboril, *Nat. Commun.* 2017, 8, 14525.
15. N. Papaioannou, A. Marinovic, N. Yoshizawa, A. E. Goode, M. Fay, A. Khlobystov, M.-M. Titirici, A. Sapelkin, *Sci. Rep.* 2018, 8, 6559.
16. L. Chen, Y.y. Zhang, B.H. Duan, Z.z. Gu, Y.T. Guo, H. F. Wang, C. Y. Duan, *New J. Chem.* 2018, 42, 1690.
17. Z. Yang, J. Ren, Z. Zhang, X. Chen, G. Guan, L. Qiu, Y. Zhang, H. Peng, *Chem. Rev.* 2015, 115, 5159.
18. B. de la Torre, M. Švec, P. Hapala, J. Redondo, O. Krejčí, R. Lo, D. Manna, A. Sarmah, D. Nachtigallová, J. Tuček, P. Błoński, M. Otyepka, R. Zbořil, P. Hobza, P. Jelínek, *Nat. Comm.* 2018, 9, 2831.
19. Y. Kim, S. Cho, H. Kim, S. Seo, H. U. Lee, J. Lee, H. Ko, M. Chang, B. Park, *J. Phys. D: Appl. Phys.* 2017, 50, 365303.
20. G. Konstantatos, M. Badioli, L. Gaudreau, J. Osmond, M. Bernechea, F. P. G. De Arquer, F. Gatti, F. H. Koppens, *Nat. Nanotechnol.* 2012, 7, 363–368.
21. H. Tetsuka, A. Nagoya, T. Fukusumi, T Matsui, *Adv. Mater.* 2016, 28, 4632–4638.
22. Y. Li, Y. Hu, Y. Zhao, G. Shi, L. Deng, Y. Hou, L. Qu, *Adv. Mater.* 2011, 23, 776–780.
23. G. Wang, Q. Guo, D. Chen, Z. Liu, X. Zheng, A. Xu, S. Yang, G. Ding, *ACS Appl. Mater. Interfaces* 2018, 10, 5750–5759.
24. T. Kubař, M. Elstner, *J. R. Soc. Interface* 2013, 10, 20130415.
25. A. Heck, P. B. Woiczikowski, T. Kubař, B. Giese, M. Elstner, T. B. Steinbrecher, *J. Phys. Chem. B* 2012, 116, 2284–2293.
26. T. Kubař, P. B. Woiczikowski, G. Cuniberti, M. Elstner, *J. Phys. Chem. B* 2008, 112, 7937–7947.
27. A. Migliore, S. Corni, D. Varsano, M. L. Klein, R. Di Felice, *J. Phys. Chem. B* 2009, 113, 9402–9415.
28. M. Watanabe, K.-Y. Chen, Y. J. Chang, T. J. Chow, *Acc. Chem. Rev.* 2013, 46, 1601-1615.
29. K. Takimiya, S. Shinamura, I. Osaka, E. Miyazaki, Adv. Mater. 2011, 23, 4347-4320.
30. J. E. Anthony, Angew. Chem. Int. Ed. 2008, 47, 452-483.
31. C. Wang, H. Dong, W. Hu, D. Zhu, Chem. Rev. 2012, 112, 2208-2267.
32. E. J. Anthony, Chem. Rev. 2006, 106, 5028-5048.
33. G. De Luca, W. Pisula, D. Credgington, E. Treossi, O. Fenwick, G. M. Lazzerini, R. Dabirian, E. Orgiu, A. Liscio, V. Palermo, K. Müllen, F. Cacialli, P. Samorì, Adv. Funct. Mater. 2011, 21, 1279-1295.
34. H. Bässler, Phys. Status Solidi B 1993, 175, 15-56.
35. V. Marcon, D. Breiby, W. Pisula, J. Dahl, J. Kirkpatrick, S. Patwardhan, F. Grozema, D. Andrienko, J. Am. Chem. Soc. 2009, 131, 11426-11432.
36. X. Feng, V. Marcon, W. Pisula, M. Hansen, J. Kirkpatrick, F. Grozema, D. Andrienko, K. Kremer, K. Müllen, Nat. Mater. 2009, 8, 421-426.
37. V. Coropceanu, J. Cornil, D. A. da Silva Filho, Y. Olivier, R. Silbey, J.-L. Bredas, Chem. Rev. 2007, 107, 926-952.
38. V. Lemaur, D. A. da Silva Filho, V. Coropceanu, M. Lehmann, Y. Geerts, J. Piris, M. G. Debije, A. M. van de Craats, K. Senthilkumar, L. D. A Siebbeles, J. M. Warman, J.-L. Brédas, J. Cornil, J. Am. Chem. Soc. 2004, 126, 3271-3279.
39. C.-P. Hsu, Acc. Chem. Res. 2009, 42, 509-518.
40. J. Kirkpatrick, Int. J. Quantum Chem. 2008, 108, 51–56.
41. B. Baumeier, J. Kirkpatrick, D. Andrienko, Phys. Chem. Chem. Phys. 2010, 12, 11103-11113.
42. D. Xia, X. Guo, L. Chen, M. Baumgarten, A. Keerthi, K. Müllen, Angew. Chem. Int. Ed. 2016, 55, 941–944.
43. P.-Y. Gua, Z. Wanga, G. Liua, L. Niea, R. Gangulyb, Y. Lib, Q. Zhang, Dyes and Pigments 2016, 131, 224-230.
44. X. Chen, G. Zhang, H. Luo, Y. Li, Z. Liu, D. Zhang, J. Mater. Chem. C 2014, 2, 2869-2876.
45. T. Yanai, D. P. Tew, N. C. A. Handy, Chem. Phys. Lett. 2004, 393, 51-57.
46. T. H. Dunning, Jr., J. Chem. Phys. 1989, 90, 1007-1023.
47. J. S. Huang, M. Kertesz, Chem. Phys. Lett. 2004, 390, 110–115.
48. P. Lazar, F. Karlický, P. Jurečka, M. Kocman, E. Otyepková, K. Šafářová, M. Otyepka, J. Am. Chem. Soc. 2013, 135, 6372.
49. J. Schirmer, Phys. Rev. A 1982, 26, 2395–2416.
50. A. Dreuw, M. Wormit, WIREs Comput. Mol. Sci. 2015, 5, 82–95.
51. Y. Shao, Z. Gan, E. Epifanovsky, A. T. B. Gilbert, M. Wormit, J. Kussmann, A. W. Lange, A. Behn, J. Deng, X. Feng, D. Ghosh, et al., Mol. Phys. 2015, 113, 184-215.
52. C. Musumeci, S. Osella, L. Ferlauto, D. Niedzialek, L. Grisanti, S. Bonacchi, A. Jouaiti, S. Milita, A. Ciesielski, D Beljonne, M. W. Hosseini, P Samorì, *Nanoscale* 2016, 8, 2386-2394.
53. M. Döbbelin, A. Ciesielski, S. Haar, S. Osella, M. Bruna, A. Minoia, L. Grisanti, T. Mosciatti, F. Richard, E. A. Prasetyanto, L. De Cola, V. Palermo, R. Mazzaro, V. Morandi, R. Lazzaroni, A. C. Ferrari, D. Beljonne, P. Samorì, *Nature Comm.* 2016, 7, 11090.
54. G. A. Kaminski, R. A. Friesner, J. Tirado-Rives, W. L. Jorgensen, *J. Phys. Chem. B* 2001, 105, 6474-6487.
55. D. Van Der Spoel, E. Lindahl, B. Hess, G. Groenhof, A. E. Mark, H. J. C. Berendsen, *J. Comput. Chem.* 2005, 26, 1701–1718.
56. M. J. Abraham, T. Murtola, R. Schulz, S. Páll, J. C. Smith, B. Hess, E. Lindahl, *SoftwareX* 2015, 1, 19–25.
57. T. Darden, D. York, L. Pedersen, *J. Chem. Phys.* 1993, 98, 10089–10092.
58. B. Hess, H. Bekker, H. J. C. Berendsen, J. Fraaije, *J. Comput. Chem.* 1997, 18, 1463–1472.
59. S. Nose, *J. Chem. Phys.* 1984, 81, 511–519.
60. W. G. Hoover, *Phys. Rev. A* 1985, 31, 1695–1697.
61. M. Parrinello, A. Rahman, *J. Appl. Phys.* 1981, 52, 7182–7190.
62. J. M. Wang, P. Cieplak, P. A. Kollman, *J. Comput. Chem.* 2000, 21, 1049–1074.
63. M. F. Harracha, B. Drossel, *J. Chem. Phys.* 2014, 140, 174501.
64. S. Knippenberg, J. H. Starcke, M. Wormit, A. Dreuw, *Mol. Phys.* 2010, 108, 2801-2813.
65. P. Elvati, E. Baumeister, A. Violi, *RSC Adv.* 2017, 7, 17704.
66. M. J. Peach, P. Benfield, T. Helgaker, D. J. J. Tozer, *Chem. Phys.* 2008, 128, 044118.
67. R. A. Marcus, *J. Chem. Phys.* 1956, 24, 966-978.
68. G. R. Hutchison, M. A. Ratner, T. J. Marks, *J. Am. Chem. Soc.* 2005, 127, 2339-2350.
69. E. F. Valeev, V. Coropceanu, D. A. da Silva Filho, S. Salman, J.-L. Bredas, *J. Am. Chem. Soc.* 2006, 128, 9882–9886.
70. J. Cornil, S. Verlaak, N. Martinelli, A. Mityashin, Y. Olivier, T. Van Regemorter, L. Muccioli, C. Zannoni, F. Castet, D. Beljonne, P. Heremans, *Acc. Chem. Res.* 2013, 46, 434 –443.
71. G. Schweicher, Y. Olivier, V. Lemaur, Y. H. Geerts, *Isr. J. Chem.* 2014, 54, 595 – 620.
72. M. Paloncýová, M. Langer, M. Otyepka, *J. Chem. Theory Comput.* 2018, 14, 2076-2083.