We investigate the low-temperature behavior of a system in a spontaneously broken symmetry phase described by a Euclidean quantum $\lambda\varphi_{d+1}^4$ model with quenched disorder. We study the effects of the disorder linearly coupled to the scalar field using a series representation for the averaged generating functional of connected correlation functions in terms of the moments of the partition function. To deal with the strongly correlated disorder in imaginary-time, we employ the equivalence between the model defined in a $d$-dimensional space with imaginary-time with the statistical field theory model defined on a space $\mathbb{R}^d \times S^1$ with anisotropic quenched disorder. Next, using stochastic differential equations and fractional derivatives, we obtain the Fourier transform of the correlation functions in macroscopic regions of the system. It is well known that models with continuous symmetry can exhibit generic scale invariance due to the Goldstone theorem [20]. Nevertheless, even in the case of discrete symmetry, the presence of quenched disorder also leads to generic scale invariance. Our main result is that even with the bulk in the ordered phase, there are many critical compactified lengths that take each of the moments of the partition function from an ordered to a disordered phase. This is a sign of generic scale invariance emergence in the system.

I. INTRODUCTION

The aim of this work is to discuss with quantum field theory techniques quenched disorder effects in systems at low temperatures in the spontaneously symmetry-broken phase. The classical and quantum descriptions of physical systems in the presence of quenched disorder are of fundamental importance. Static disorder, for instance, is present in many condensed-matter systems, such as disordered metals, impure semiconductors, and classical or quantum spin systems [1–4]. The effects of random couplings on second-order phase transitions in $d$-dimensional systems, driven by thermal and disorder fluctuations, are controlled by the Harris criterion [5]. Under coarse-graining fluctuations, which is a standard approach in the treatment of disordered systems, one can identify two distinguished behaviors of the system’s criticality under disorder. Namely, if the correlation length exponent of the pure-system $\nu$ satisfies the inequality $\nu \geq \frac{1}{2}$, the effects of the disorder may be disregarded on the physics of large length scales. Otherwise, if $\nu < \frac{1}{2}$ the disorder-induced fluctuations modify the critical behavior. In the latter case, the critical exponents must change under the coarse-graining procedure.

A prototype model that can be studied as a continuous field in the presence of a random field is the binary fluid in a porous medium [6]. When the binary-fluid correlation length is smaller than the porous radius, one has a system for studying finite-size effects in the presence of a surface field. When the binary fluid correlation length is much larger than that of the porous radius, the random porous can exert a random field effect. In the latter case, one can also introduce boundaries and thereby obtain a Casimir-like effect [7], known as the statistical Casimir effect [8–10].

Recent experimental and theoretical advances have driven increased interest in low-temperature physics and quantum phase transitions [11–15]. Two questions dominate the interest in the low-temperature physics of systems with quenched disorder [16–19]: 1) What is the effect of randomness in models at low temperatures in symmetry-broken phases? 2) What is the link between nonlocality (driven by anisotropic disorder) and the appearance of generic scale invariance in systems with continuous and discrete symmetry? We recall that generic scale invariance refers to power-law decay of correlation functions in macroscopic regions of the system. It is well known that models with continuous symmetry can exhibit generic scale invariance due to the Goldstone theorem [20]. Nevertheless, even in the case of discrete symmetry, the presence of quenched disorder also leads to generic scale invariance. Such behavior is in accord with Garrido et al. [21], who claim that a necessary, but not sufficient, condition for generic scale invariance is an anisotropic disorder. Later on, Vespignani and Zapperi [22] showed that the breakdown of locality is essential to the emergence of generic scale invariance. By now, it is a well-known fact that low temperatures in quenched disordered systems drive spatial nonlocality. As such, one can rephrase the two questions with a single one: what is the link between low temperatures and generic scale invariance in systems with a quenched disorder?

In this work, we discuss the effects of a disorder field in a Euclidean quantum scalar $\lambda\varphi_{d+1}^4$ model at low temper-
atures in the broken symmetry phase. Criticality in this model is induced mainly by quantum and disorder fluctuations. The extreme situation, in which thermal fluctuations are absent, characterizes a quantum phase transition. In this case, the ground states of the system change in some fundamental way tuned by nonthermal control parameters [23–26]. For systems with quenched disorder, the physical quantity of interest is the disorder-averaged free-energy [27, 28]. The random fields are described assuming some probability distribution on the space of realizations of the disorder. To calculate the disorder average, different methods are used in the literature, such as the replica method [29, 30], dynamic theories [31, 32], and supersymmetric approaches [33]. Another way to find the quenched free-energy is the distributional zeta-function method [34–40], which is the method we use in the present work to analyze the restoration of a spontaneously broken symmetry due to quantum and disorder effects. This field theory method allows us to obtain in a natural and unified way, locality breaking and generic scaling invariance due to an anisotropic quenched disorder. In the distributional zeta-function method, the disorder-averaged free-energy is represented by a series of moments of the partition function. In general, this leads to a complex free-energy landscape. However, a previous work [41] pointed out that at criticality, a single moment dominates the series, a feature that allows us to concentrate the analysis on that single moment of the averaged free-energy. Here, we discuss how anisotropy in the disorder changes the simpler scenario arising from an isotropic disorder.

To discuss quantum fluctuations effects in a system with the disorder in the broken symmetry phase at low temperatures, one can use the imaginary-time formalism [42–44]. To study the low-temperature behavior of the model, since the disorder is strongly correlated in imaginary-time, we use the equivalence between a disordered Euclidean quantum $\lambda \phi^4_{d+1}$ model with a classical model defined in a $\mathbb{R}^d \times S^1$ space with anisotropic quenched disorder. This model with a spatially nonuniform disorder has some similarities with the McCoy-Wu random Ising model [45, 46], an anisotropic two-dimensional classical Ising model with random exchange along one direction but uniform along the other; see also Refs. [47–49]. Next, using stochastic differential equations and fractional derivatives, we obtain the Fourier transform of the correlation functions of the disordered system at the tree level approximation. Going further, we implement a one-loop approximation to show that in the set of moments that define the quenched free-energy, there is a denumerable collection of moments that can develop critical behavior induced by quantum and disorder-induced fluctuations. With the bulk of the system in the ordered phase, a large number of critical compactified lengths take each of these moments from an ordered to a disordered phase. We demonstrate the link between the nonlocality and generic scale invariance for a system with quenched disorder.

We structure the paper as follows. In Sec. II we revise an analytical regularization procedure that we use to regularize divergences appearing in the one-loop calculations. We exemplify the application of the regularization procedure with a pure (no disorder) scalar field model in the broken symmetry phase. We review the distributional zeta-function method in Sec. III. We use a simple model, the random-mass scalar field model, to illustrate the essential steps to obtain the disorder-averaged free-energy with the method. Section IV starts the original work of the paper. We obtain the disorder-averaged free-energy for the model of interest, the Euclidean quantum $\lambda \phi^4_{d+1}$ model with additive, anisotropic quenched disorder. The average free-energy is given as a series of the moments of the partition function, each of which is characterized by an effective action of a multiplet of fields. The effective actions contain nonlocal terms generated by the anisotropic disorder. In Sec. V, we obtain dynamic correlation functions for the fields of a given moment. To obtain the correlation functions, we employ stochastic differential equations with additive white noise, with each equation driven by the effective action of the corresponding moment. To deal with the nonlocal terms that appear in these equations, we employ the method of fractional derivatives. In Sec. VI, we compute in the one-loop approximation the effect of the disorder on the mass in the symmetry-broken phase. We also show numerical results for the mass for different values of the parameters of the model. We present our conclusions in Sec. VII. The paper still contains one Appendix, in which we determine the set of critical moments. Throughout the paper we use $\hbar = c = k_B = 1$ units.

II. ANALYTIC REGULARIZATION OF THE ONE-LOOP APPROXIMATION IN A SCALAR FIELD MODEL

The aim of this section is to review the analytic regularization method that we use in Section VI to discuss the local restoration of a low-temperature broken symmetry in a model with quenched disorder. To present the method, we discuss temperature effects in the low-temperature broken symmetry phase of a realistic scalar field model without the disorder. The model contains self-interaction vertices $\rho_0 \phi^3 + \lambda_0 \phi^4$ and is defined on a $\mathbb{R}^d \times S^1$ space. We study the one-loop thermal corrections to the renormalized squared mass of the model. The contribution from the $\lambda_0 \phi^4$ vertex is a tadpole diagram, and the contribution of the $\rho_0 \phi^3$ vertex is a bubble with two vertices. We name the latter a self-energy contribution.

In the imaginary-time formalism, the action functional $S(\phi)$ is given by the Euclidean action [50–52]:

\begin{align}
S(\phi) = & \frac{1}{2} \int_0^\beta d\tau \int d^d x \left[ \phi(\tau, x) \left( -\frac{\partial^2}{\partial \tau^2} - \Delta + \rho_0^2 \right) \phi(\tau, x) + \frac{\lambda}{2} \phi^4(\tau, x) \right].
\end{align}
where $\delta m^2$ is the usual mass counterterm that must be introduced in the renormalization procedure to obtain a finite result. The situation of temperatures below the critical temperature will be discussed in the following. The result of symmetry restoration is easily obtained at the one-loop level. We note that beyond perturbation theory, one can use the Dyson-Schwinger equation to obtain a nonperturbative result [53]. To study spontaneous symmetry breaking beyond the tree level, it is well known that for a translationally uniform system, one can use the effective potential, the free-energy per unit volume [54]. However, since our aim is to investigate a model with a spontaneously symmetry-broken phase can be easily discussed. Tadpole and bubble diagrams give the first non trivial contributions, we denote them $\Delta m^2_1(\beta)$ and $\Delta m^2_2(\beta)$:

$$m^2_R(\beta) = m^2_0 + \delta m^2_0 + 3 \Delta m^2_1(\beta) + 9 \Delta m^2_2(\beta),$$

where 3 and 9 are symmetry factors, and $\delta m^2_0$ is a $d$-dependent mass counterterm. We omitted a $d$ dependence in the $\Delta m(\beta)$ functions to lighten the notation. Let us first discuss the tadpole contribution.

Different procedures are used in the literature to evaluate the Matsubara sum of the tadpole. One can use a method where the Matsubara frequency sum separates into temperature-independent and temperature-dependent parts. An alternative procedure is to use a mix between the dimensional and analytic regularization procedure [55–58]. Here we will use an analytic regularization procedures, where the number of dimensions of the space is not a complex continuous variable [59]. A detailed study comparing an analytic regularization procedure and a cutoff method in the Casimir effect can be found in Refs. [60–63]. The analytic regularization procedure aims to replace divergent integrals with analytic functions of certain regularization parameters.

We denote the thermal contribution from the tadpole, after analytic continuation, by $\Delta m^2_1(\beta, \mu, s)|_{s=1}$. Performing the angular part of the integral over the continuous momenta of the noncompact $d$-dimensional space, for $s \in \mathbb{C}$, the $\Delta m^2_1(\beta)$ quantity can be written as $\Delta m^2_1(\beta, \mu, s)$, where

$$\Delta m^2_1(\beta, \mu, s) = \frac{\lambda(\mu, s)\mu}{2^{d+1}\pi^{{\frac d 2}+1}\Gamma\left(\frac d 2\right)} \times \int_0^\infty dt \int_0^\infty r^{d-1} \int_0^\infty e^{-\left(\pi^2 r^2 + m^2_0\right)t} dt,$$
over \( n \in \mathbb{Z} \) by \( \Theta(v) \):

\[
\Theta(v) = \sum_{n \in \mathbb{Z}} e^{-\pi n^2 v}, \tag{9}
\]

which is an example of a modular form. Then, we split the \( t \) integral into two:

\[
\Delta m^2_1(\beta, \mu, s) = C_d(\beta, \mu, s) \left[ \int_0^1 dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi} \Theta(t) \right. \\
+ \left. \int_1^\infty dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi} \Theta(t) \right], \tag{10}
\]

with \( C_d(\beta, \mu, s) \) defined as

\[
C_d(\beta, \mu, s) = \frac{\lambda(\mu, s)}{4\pi I(s)} \left( \frac{1}{\beta} \right)^{d-1}. \tag{11}
\]

Next, by making a change of variable \( t \to 1/t \) in the first integral and using the modular property of the \( \Theta \) function,

\[
\Theta(v) = \frac{1}{\sqrt{v}} \Theta \left( \frac{1}{v} \right), \tag{12}
\]

one can write \( \Delta m^2_1(\beta, \mu, s) \) as a sum of four integrals:

\[
\Delta m^2_1(\beta, \mu, s) = C_d(\beta, \mu, s) \left[ 2I^{(1)}_d(\beta, s) + 2I^{(2)}_d(\beta, s) \\
+ I^{(3)}_d(\beta, s) + I^{(4)}_d(\beta, s) \right], \tag{13}
\]

where

\[
I^{(1)}_d(\beta, s) = \int_0^1 dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi} \psi(t), \tag{14}
\]

\[
I^{(2)}_d(\beta, s) = \int_0^1 dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi} \psi(t), \tag{15}
\]

\[
I^{(3)}_d(\beta, s) = \int_1^\infty dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi}, \tag{16}
\]

\[
I^{(4)}_d(\beta, s) = \int_1^\infty dt \, t^{s-\frac{d}{2}-1} e^{-\frac{1}{\delta m^2_0} b^2 t/4\pi}, \tag{17}
\]

in which \( \psi(v) \) is given by

\[
\psi(v) = \sum_{n=1}^{\infty} e^{-\pi n^2 v} = \frac{1}{2} (\Theta(v) - 1). \tag{18}
\]

Now we can use the standard result that a function that is analytic on a domain \( \Omega \subset \mathbb{C} \) has a unique extension to a function defined in \( \mathbb{C} \), except for a discrete set of points. Using the fact that \( \psi(t) = O(e^{-\pi t}) \) as \( t \to \infty \), the integrals \( I^{(1)}_d(s, \beta) \) and \( I^{(2)}_d(s, \beta) \) represent everywhere regular functions of \( s \) for \( m^2_0 \beta^2 \in \mathbb{R}_+ \). The upper bound ensures uniform convergence of the integrals on every bounded domain in \( \mathbb{C} \). On the other hand, at low low temperatures, the integrals \( I^{(3)}_d(s, \beta) \)

and \( I^{(4)}_d(s, \beta) \) are finite too. Therefore, one can take the limit \( s \to 1 \) to obtain the tadpole contribution to the thermal correction to the mass. Note that the thermal correction from the self-energy contribution is also finite; recall that to obtain this contribution we have to evaluate the four integrals for \( s = 2 \). We stress that these results are valid only in the low-temperature situation.

We note that we are left with an ultraviolet divergence that needs to be normalized. The divergence comes from the integral \( I^{(3)}_d(\beta, s) \). The renormalization is done by introducing a mass counterterm of the form \( -\delta m^2_0 = C_d(\beta, \mu, s)I^{(3)}_d(\beta, s) \). This is a temperature-dependent counterterm coming from the subtraction at zero momentum of the self-energy diagram. Going beyond one-loop approximation, one can show that the counterterms of a finite temperature field theory are the same as the zero temperature theory. The final result is then:

\[
\Delta m^2_1(\beta) = C_d(\beta, 1) \left[ 2I^{(1)}_d(\beta, 1) + 2I^{(2)}_d(\beta, 1) \\
+ I^{(3)}_d(\beta, 1) + I^{(4)}_d(\beta, 1) \right], \tag{19}
\]

\[
\Delta m^2_2(\beta) = -C_d(\beta, 2) \mu^2 \lambda_0 \left[ 2I^{(1)}_d(\beta, 2) + 2I^{(2)}_d(\beta, 2) \\
+ I^{(3)}_d(\beta, 2) + I^{(4)}_d(\beta, 2) \right], \tag{20}
\]

\[\text{FIG. 1. The squared mass as a function of } (m_0\beta)^{-1}, \text{ for different values of the coupling constant } \lambda_0 \text{ for } d = 3. \text{ We set } \mu = m_0.\]

Finally, the critical temperature of this pure-system is given by the value of \( \beta \) for which the mass squared \( m^2_0(\beta) \) vanishes. Figure 1 presents the numerical results for for \( d = 3 \) as a function of \( m_0 \) and selected values of \( \lambda_0 \).

### III. DISTRIBUTIONAL ZETA-FUNCTION METHOD

The aim of this section is to review the distributional zeta-function method [34, 35] used to obtain the disorder-
averaged free-energy. We use a simple Ginzburg-Landau type of model to explain how the distributional zeta-function method works. Specifically, we employ the random-mass model with a $\lambda \phi^4$ term and show how one can obtain the free-energy landscape of the model. The simplicity of the random-mass model stems from the fact that the disorder average modifies only this non-Gaussian term in the effective action, as explained in Ref. [37].

The partition function of the model for one disorder realization in the presence of an external source $j(x)$ is given by:

$$Z(j, h) = \int [d\phi] \exp \left[ -S(\phi, h) + \int d^{d+1}x \, j(x)\phi(x) \right],$$  

(21)

where $[d\phi] = \prod x \, d\phi(x)$ is a functional measure, and the action functional in the presence of the disorder is

$$S(\phi, h) = S(\phi) + \int d^{d+1}x \, h(x)\phi^2(x).$$  

(22)

Here, $S(\phi)$ is the pure-system action of the Ginzburg-Landau type, and $h(x)$ is a quenched random field.

In a general situation, one can model a disordered medium by a real random field $h(x)$ in $\mathbb{R}^d$ with $\mathbb{E}[h(x)] = 0$ and covariance $\mathbb{E}[h(x)h(y)]$, where $\mathbb{E}[\cdots]$ specifies the mean over the ensemble of realizations of the disorder. As in the pure-system case, one can define the generating functional of connected correlation functions for one disorder realization, $W(j, h) = \ln Z(j, h)$, or the system's free-energy for one disorder realization. From $W(j, h)$, one can obtain the quenched free-energy by performing the average over the ensemble of all disorder realizations.

The physical quantity of interest is the disorder-averaged free-energy functional $\mathbb{E}[W(j, h)]$:

$$\mathbb{E}[W(j, h)] = \int [dh] P(h) \ln Z(j, h),$$  

(23)

where $[dh] = \prod x \, dh(x)$ is a functional measure and $[dh]P(h)$ is the probability distribution of the disorder field. For a general disorder probability distribution, the distributional zeta-function, $\Phi(s)$, is defined as $[34, 35]$:

$$\Phi(s) = \int [dh] P(h) \frac{1}{Z(j, h)^s}. \tag{24}$$

For $s \in \mathbb{C}$, this function is defined in the region where the above integral converges. One defines the complex exponential $n^{-s} = \exp(-s \log n)$ for $\log n \in \mathbb{R}$. As proved in Refs. [34, 35], $\Phi(s)$ is defined for $\text{Re}(s) \geq 0$. Therefore, the integral is defined in the half-complex plane, and an analytic continuation is unnecessary. We have that

$$\mathbb{E}[W(j, h)] = -\frac{d\Phi(s)}{ds} \bigg|_{s=0^+}, \quad \text{Re}(s) \geq 0. \tag{25}$$

Using the Euler’s integral representation for the gamma function, we get

$$\Phi(s) = \frac{1}{\Gamma(s)} \int [dh] P(h) \int_0^\infty dt \, t^{s-1} e^{-Z(j, h)t}. \tag{26}$$

The series expansion of the exponential in the previous integral has a uniform convergence for each $h$ in the domain $[0, a]$. To perform the integration term by term we need to split the integral into the contribution that is uniformly convergent, $t \in [0, a]$, and into the one that is not. The first contribution is a sum over all the integer moments of the partition function, $\mathbb{E}[Z^k(j, h)]$, while the second one is a constant which can be taken small as desired.

Therefore, one can show that the average free-energy can be represented by the following series of the moments of the partition function $[34]$:

$$\mathbb{E}[W(j, h)] = \sum_{k=1}^{\infty} (-1)^{k+1} a^k \mathbb{E}[ (Z(j, h))^k ] - \ln(a) - \gamma + R(a, j), \tag{27}$$

where $a$ is a dimensionless arbitrary constant, $\gamma$ is the Euler-Mascheroni constant [64], and $|R(a)|$ given by

$$R(a, j) = \int [dh] P(h) \int_0^\infty dt \, t e^{-Z(j, h)t}. \tag{28}$$

For large $a$, $|R(a)|$ is small, therefore, the dominant contribution to the average generating functional of connected correlation functions is given by the moments of the partition function of the model. We absorb $a$ in the functional measure and assume it is large.

We assume a Gaussian form for the probability distribution of the disorder field $[dh] \, P(h)$:

$$P(h) = p_0 \exp \left\{ -\frac{1}{2\sigma^2} \int d^{d+1}x \, (h(x))^2 \right\}, \tag{29}$$

where $\sigma$ is a positive parameter and $p_0$ is a normalization constant. In this case, we have a delta correlated disorder:

$$\mathbb{E}[h(z, x)h(z', y)] = \sigma^2 \delta^d(x - y). \tag{30}$$

After integrating the disorder, one obtains that each moment of the partition function $\mathbb{E}[Z^k(j, h)]$ can be written as:

$$\mathbb{E}[Z^k(j, h)] = \int \prod_{i=1}^k [d\phi_i^{(k)}] e^{-S_{\text{eff}}(\phi_i^{(k)}, j_i^{(k)})}, \tag{31}$$

where $S_{\text{eff}}(\phi_i^{(k)}, j_i^{(k)})$ is obtained via the coarse-graining procedure, a standard procedure in the literature [3, 4]. In the above equation the superscript $(k)$, in $\phi_i^{(k)}$, identifies the term of the series expansion given by Eq. (27) and the subscript $i$ is the component of the $k$th multiplet. The $\prod_{i=1}^k [d\phi_i^{(k)}]$ represents a product of functional measures.
Specifically, for a Ginzburg-Landau model with $\lambda \phi^4$ and $\phi^6$ terms, after performing the noise average, one obtains the effective action [37]:

$$S_{\text{eff}}(\phi_i^{(k)}) = \int d^{d+1}x \sum_{i=1}^k \left[ \frac{1}{2} \phi_i^{(k)}(x)(-\Delta + m_0^2)\phi_i^{(k)}(x) + \frac{1}{4}\sum_{j=1}^k g_{ij} \left(\phi_i^{(k)}(x)\right)^2 \left(\phi_j^{(k)}(x)\right)^2 + \frac{\rho}{6}\left(\phi_i^{(k)}(x)\right)^6 \right],$$

where the coupling constants $g_{ij}$ are given by $g_{ij} = (\lambda \delta_{ij} - \varrho^2)$. The $\phi^6$ term is necessary to stabilize a ground state for the system since the disorder average introduces a $\phi^4$ term with negative coupling for large moments of the partition function. If, for simplicity, we use $\phi_i^{(k)}(x) = \phi_j^{(k)}(x)$, the effective action takes the form:

$$S_{\text{eff}}(\phi_i^{(k)}) = \int d^{d+1}x \sum_{i=1}^k \left[ \frac{1}{2} \phi_i^{(k)}(x)(-\Delta + m_0^2)\phi_i^{(k)}(x) + \frac{1}{4}(\lambda - k\varrho^2) \left(\phi_i^{(k)}(x)\right)^4 + \frac{\rho}{6}\left(\phi_i^{(k)}(x)\right)^6 \right].$$

At this moment one comment is in order. Using such a choice for the functional space the calculations are simplified. Also we recover the expected behavior of the free-energy landscape discussed in the literature. In other words, the series over $k$ describes a multi-valley structure, which is a typical feature of glassylike phases in complex systems.

The next section starts with the main topic of this work, the low-temperature behavior of a scalar field model with quenched disorder. Our main interest is situations where the thermal fluctuations are negligible and disorder-induced and quantum fluctuations dominate.

### IV. EUCLIDEAN QUANTUM $\lambda \varphi^4$ MODEL WITH QUENCHED DISORDER

We consider a scalar field model with a $\lambda \varphi^4$ interaction defined in a $\mathbb{R}^d \times S^1$ space. The aim is to discuss the model’s broken symmetry phase at low temperatures in the presence of disorder linearly coupled disorder. In the imaginary-time formalism, the action of the model is given by:

$$S(\phi, h) = S(\phi) + \int_0^\beta d\tau \int d^d x h(x) \phi(\tau, x).$$

where $S(\phi)$ is the pure-system action, given in Eq. (1).

Using the distributional zeta-function formalism, reviewed in the previous section, one can find the imaginary-time effective action for each moment of the partition function in the presence of the external source. The new field variables appearing in those moments are also assumed to satisfy the periodicity condition in imaginary-time, i.e., $\phi_i^{(k)}(0, x) = \phi_i^{(k)}(\beta, x)$. Defining again $\varphi_i = \phi_i - v$, one obtains the traditional spontaneous symmetry-breaking scenario discussed in the previous section.

In Euclidean scalar quantum field theories, finite temperature effects and periodic boundary conditions in one of the spatial dimensions are on the same footing. That is, the scalar theory defined on a $\mathbb{R}^d \times S^1$ space is formally equivalent to the thermal scalar field theory since the momentum variable associated with one of the spatial coordinates runs over discrete values multiples of $2\pi/L$, where $L$ is the length of one of the compactified spatial dimensions, which is similar to the Matsubara frequencies when one replaces $L$ with $\beta$.

The behavior of a system in which quantum and disorder fluctuations dominate can be described either by a $d$-dimensional Euclidean quantum field theory (with $\beta \to \infty$) or a statistical field theory in $(d+1)$ dimensions. In this work, we use this equivalence to avoid potential confusion with the extra time variable in the stochastic differential equations used to describe temporal evolution of the system. In addition, we assume that the disorder field is strongly correlated in the compactified dimension (imaginary-time). This assumption implies in a spatially nonuniform disorder field in the $(d+1)$-dimensional classical Euclidean field theory, which we assume delta-correlated:

$$\mathbb{E}[h(z, x)h(z', y)] = \varrho^2 \delta^d(x - y).$$

In this case, we get a $(d+1)$ Euclidean space with fields obeying periodic boundary conditions in one spatial coordinate. As in the finite temperature case, the series representation of the quenched free-energy leads to one effective action for each moment of the partition function, namely:
correlation of the disordered model in the Gaussian approximating from the Gaussian model. We evaluate the temporal one minimizes each term of the series one by one. All the terms of the series have the same structure and large values of $L$ with $\phi$ of the scalar fields for the compactified and noncompactified directions. In the next section, we use the fact that the pure model approaches the compactified and noncompactified directions.

In order to avoid unnecessary complications, and for practical purposes, we assume the following configuration of the scalar fields $\phi_i^{(k)}(\tau, x) = \phi_j^{(k)}(\tau, x)$ in the function space and also $j_i^{(k)}(\tau, x) = j_j^{(k)}(\tau, x)$ $\forall i, j$. For simplicity we redefined $\phi_i^{(k)}(\tau, x) = \frac{1}{\sqrt{\lambda_0}} \phi_i^{(k)}(\tau, x) \text{ and } \lambda_0 = \lambda_0$. All the terms of the series have the same structure and one minimizes each term of the series one by one.

In the next section, we use the fact that the pure model can be formally expanded in a perturbative series starting from the Gaussian model. We evaluate the temporal correlation of the disordered model in the Gaussian approximation ($\rho_0 = 0$ and $\lambda_0 = 0$).

V. LINEAR NONLOCAL STOCHASTIC DIFFERENTIAL EQUATIONS AND FRACTIONAL DERIVATIVES

Here we discuss the consequences of introducing randomness in a quantum system at low temperatures in the spontaneously broken phase in the model discussed above, a statistical field theory with anisotropic disorder. Instead of computing correlation functions directly from the functional integral for the effective action in Eq. (36), we sample the field corresponding to field configurations with a linear, nonlocal stochastic partial differential equation with additive noise. This generalizes to this spatially anisotropic nonequilibrium case, the commonly used stochastic equations in equilibrium Landau-Ginzburg theories [68–70], allowing us to discuss the temporal behavior of the system; see, for example, Ref. [71]. Specifically, we assume that $\xi_i(t, z, x)$ is a genuine Gaussian-Markovian noise:

$$\langle \xi_i^{(k)}(t, z, x) \xi_j^{(k)}(t', z', x') \rangle = 2\Upsilon \delta_{ij} \delta(t-t') \delta(z-z') \delta^d(x-x'),$$

where $\langle \ldots \rangle$ means an average over all possible realizations of the noise. The corresponding stochastic equation sampling the field configurations $\varphi_i^{(k)}(t, z, x)$ with weight $S_{\text{eff}}(\varphi_i^{(k)}, j_i^{(k)})$ is then given by the generalized Langevin equation:

$$\frac{\partial}{\partial t} \varphi_i^{(k)}(t, z, x) = -\Upsilon \frac{\delta S_{\text{eff}}(\varphi_i^{(k)}, j_i^{(k)})}{\delta \varphi_i^{(k)}(z, x)} \bigg|_{\varphi_i^{(k)}(z, x) = \varphi_i^{(k)}(t, z, x)} + \xi_i^{(k)}(t, z, x).$$

This equation is similar to the one that, after a coarse-grained procedure, describes the relaxational dynamics of classical nonequilibrium systems. In our case, $\Upsilon = 1$. Performing the functional derivatives, the generalized Langevin equation can be written as:

$$\frac{\partial}{\partial t} \varphi_i^{(k)}(t, z, x) + \left( -\frac{\partial^2}{\partial z^2} - \Delta + m_0^2 \right) \varphi_i^{(k)}(t, z, x) - \frac{\theta^2}{L^2} \sum_{s=1}^{k} \int_0^L dz' \varphi_s^{(k)}(t, z', x) = \xi_i^{(k)}(t, z, x) + j_i^{(k)}(t, z, x).$$

Once we discuss the two-point correlation function for large values of $L$, the limit of integration over $z'$ can be replaced from $[0, L]$ to $[0, z]$, assuming large values $z$. To deal with the nonlocal term, we employ a fractional
The three critical exponents of the Gaussian model can be

\[ D^\alpha_a f(v) = \frac{1}{\Gamma(\alpha)} \int_a^v ds f(s)(v-s)^{\alpha-1}. \]  

(40)

Therefore, the nonlocal term is given in terms of \( D^\alpha_a \) as:

\[ D^1_0 \left( \varphi^{(k)}_i(t, z, x) + \sum_{s=1, s \neq i}^k \varphi^{(k)}_s(t, z, x) \right). \]  

(41)

The operator \( D^\alpha f \equiv \frac{d^\alpha f(x)}{dx^\alpha} \) possesses a well-defined Fourier transform, namely

\[ \mathcal{F} \left[ \frac{d^\alpha f(x)}{dx^\alpha} \right] = -|k|^\alpha f(k), \quad \text{for} \quad 1 \leq \mu < 2. \]  

(42)

We define the Fourier transform on the time and spatial coordinates of a generic function \( g(t, z, x) \) by \( \hat{g}(\omega, q_z, q_x) = \mathcal{F}_{t,z,x} [g(t,z,x)] \), where \( q_z = q_z(n) = n\pi/L, \ n \in \mathbb{Z} \). The Langevin equation in terms of the Fourier-transformed functions is then given by:

\[ -i\omega + \left( q_1^2 + q_2^2 + m_0^2 + kq^2 |q_z| \right) \hat{\varphi}^{(k)}(\omega, q_z, q_x) \]

\[ = \xi_i^{(k)}(\omega, q_z, q_x) + \gamma_j^{(k)}(\omega, q_z, q_x), \]  

(43)

in which we again assumed for each moment of the partition function equal field and source functions, \( \phi^{(k)}_i(x) = \phi^{(k)}_j(x) \) and \( j^{(k)}_i(x) = j^{(k)}_j(x) \). From this, one can compute the dynamic susceptibility \( \chi^{(k)}_0(\omega, q_z, q_x) \), which is given by the response propagator \( G^{(k)}(\omega, q_z, q_x) \):

\[ G^{(k)}(\omega, q_z, q_x) = \frac{1}{-i\omega + (q_1^2 + q_2^2 + m_0^2 + kq^2 |q_z|)}. \]  

(44)

Near criticality in the pure-system, i.e., for \( \rho = 0 \), three critical exponents of the Gaussian model can be obtained: the two static critical exponents \( \nu = \frac{4}{3} \) and \( \eta = 0 \), and the dynamical exponent \( z = 2 \). Using the principle of causality, contour integration leads to the following: for the\( G^{(k)}(t, q_z, q_x) = \mathcal{F}^{-1} G^{(k)}(\omega, q_z, q_x) \):

\[ G^{(k)}(t, q_z, q_x) = \mathcal{F}^{-1} G^{(k)}(\omega, q_z, q_x) \]

\[ = \theta(t) e^{-\left( q_1^2 + q_2^2 + m_0^2 + kq^2 |q_z| \right)_t}, \]  

(45)

where \( \theta(t) \) is the Heaviside theta function. Clearly, the function \( G^{(k)}(t, q_z, q_x) \) decays exponentially to zero as \( t \to \infty \).

The next step is to find the Gaussian dynamic correlation function. Using the noise correlator in Fourier space for large \( L \) we get

\[ \langle \varphi^{(k)}(\omega, q_z, q_x) \varphi^{(k)}(\omega', q'_z, q'_x) \rangle = (2\pi)^{d+1} \delta(\omega + \omega') \]

\[ \times \delta(q + q') \delta(q_x + q'_x) \]

\[ C^{(k)}(\omega, q_z, q_x), \]  

(46)

where

\[ C^{(k)}(\omega, q_z, q_x) = 2(C^{(k)}(\omega, q_z, q_x))^2 \]  

(47)

is called the dynamical structure factor. The temporal correlation decays exponentially, with a modified relaxation rate due to the disorder. An experimental accessible quantity is the static structure factor \( C^{(k)}(q_z, q_x) \), defined as

\[ C^{(k)}(q_z, q_x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega C^{(k)}(\omega, q_z, q_x), \]  

(48)

from which one can find the correlation lengths in the model. Since the disorder is anisotropic, the behavior of the system is different for distinct directions. In the Gaussian approximation in four-dimensional space, using a Fourier representation for \( G^{(k)}(z - z', x - y) \) one can show that

\[ G^{(k)}(z - z', x - y) = \frac{1}{(2\pi)^2} \frac{1}{|x - y|} \int_0^{\infty} dq_0 \]

\[ \times e^{-|x - y| \sqrt{q_0^2 + m_0^2 + kq^2 q_{0}} \cos(q_0(z - z'))}. \]  

(49)

Defining the quantity \( \zeta = \rho^2 / 2m_0 \), we can write

\[ G^{(k)}(z - z', x - y) = \frac{1}{(2\pi)^2} \frac{m_0}{|x - y|} e^{-m_0 |x - y|} \]

\[ \times \int_0^{\infty} du e^{\sqrt{u^2 + 2\zeta u + 1}} \cos(m_0 u(z - z')). \]  

(50)

It is not possible to express this integral in terms of known functions, but we can circumvent this difficulty in the following way. We recall that the contribution of the terms of the series representation for the quenched free-energy given by

\[ \mathbb{E}[W(j, h)] = \sum_{k=1}^{\infty} c(k) \mathbb{E}[\langle Z(j, h) \rangle^k], \]  

(51)

where \( c(k) = (-1)^{k+1} \frac{k!}{k!} \). For small \( k \) such that \( k\zeta \to 0 \), we can write, for large \( (|x - y|^2 + |z - z'|^2) \) that the correlation function in a specific moment is given by

\[ G^{(k)}(z - z', x - y) = \frac{1}{\sqrt{8\pi^2}} \sqrt{m_0 e^{-m_0 \sqrt{|z - z'|^2 + |x - y|^2}}} \]

\[ \times \frac{m_0}{|z - z'|^2 + |x - y|^2} \frac{1}{\sqrt{|z - z'|^2 + |x - y|^2}}. \]  

(52)

The contributions of these terms are the usual ones, for which the bulk correlation length \( \xi = m_0^{-1} \) can be defined. However, since \( m_0^2 > 0 \), there is no long-range
order. Nevertheless, the existence of the long-range order can be obtained from the series representation of the quenched free-energy.

For any real number $\kappa$, let $\lfloor \kappa \rfloor$ denote the largest integer $\leq \kappa$, that is, the integer $r$ for which $r \leq \kappa < r + 1$. We are interested in the critical moment of the partition function, which is the $k_c = \lfloor \frac{2m_0}{\varrho} \rfloor$ moment. For this $k_c$-th moment, the two-point correlation function has the form

$$G_0^{(k_c)}(z - z', x - y) = \frac{1}{(2\pi)^2} e^{-m_0|x - y|}.$$  \hspace{1cm} (53)

This expression reflects the spatial anisotropy due to disorder. In the $k_c$-th moment, it is an explicit manifestation of generic scale invariance, as $G_0^{(k_c)}(z - z', x - y)$ presents power-law decay in $z - z'$.

In the next section, we compute the mass in the one-loop approximation with anisotropic disorder in each moment of the partition function.

VI. DISORDER EFFECTS IN THE ONE-LOOP CORRECTION TO THE MASS

The renormalized mass squared $m_R^2(L, \varrho, k)$ in the $k$-th moment is similar to the case discussed in Section II, given by the contributions of a tadpole and a bubble diagram:

$$m_R^2(L, \varrho, k) = m_0^2 + \delta m_0^2 + 3 \Delta m_1^2(L, \varrho, k) + 9 \Delta m_2^2(L, \varrho, k),$$  \hspace{1cm} (54)

where $3$ and $9$ are symmetry factors, and again a mass counterterm $\delta m_0^2$ was introduced. Let us first discuss the contribution from tadpole diagram $\Delta m_1^2(L, \varrho, k)$ using the analytic regularization procedure discussed in Sec. II. For $s \in \mathbb{C}$, $\Delta m_1^2(L, \varrho, k)$ can be obtained by the analytic continuation $\Delta m_1^2(L, \varrho, k, \mu, s)_{s=1}$, with

$$\Delta m_1^2(L, \varrho, k, \mu, s) = \frac{\lambda(\mu, s) L}{2^{d+1}\varrho^2 + 1} \frac{L^2}{\Gamma_2\left(\frac{d}{2}\right)}$$

$$\times \int_0^\infty \frac{dp}{p^{d-1}} \sum_{n \in \mathbb{Z}} \left[\pi n^2 + \frac{L^2}{2} k \varrho^2 |n| + \frac{L^2}{4}(p^2 + m_0^2)\right]^{-s},$$  \hspace{1cm} (55)

where a trivial angular part of the integral was performed, and $\lambda(\mu, s) = \lambda_0(\mu^2)^{s-1}$, where $\mu$ has dimension of mass. As in the case $\varrho = 0$ this function is defined in the region where the above integral converges, Re$(s) > s_0$. Again, the contribution from the bubble diagram (self-energy) can be obtained from the tadpole:

$$\Delta m_2^2(L, \varrho, k) = \left[-\rho^2(\mu, s) \Delta m_1^2(L, \varrho, k, \mu, s)\right]_{s=2},$$  \hspace{1cm} (56)

where $\rho(\mu, s) = \rho_0(\mu^2)^{s-2}$.

After a Mellin transform and performing the $p$ integral, Eq. (53) can be written as:

$$\Delta m_1^2(L, \varrho, k, \mu, s) = \frac{\lambda(\mu, s)}{4\pi \Gamma(s)} \left(\frac{1}{L}\right)^{d-1} \int_0^\infty dt t^{-\frac{d}{2}-1}$$

$$\times \sum_{n \in \mathbb{Z}} e^{-\left(\pi n^2 + \frac{L^2}{2} k \varrho^2 |n| + m_0^2 L^2/4\pi\right)t}.$$  \hspace{1cm} (57)

One notices here that the anisotropic disorder introduced a contribution involving $|n|$ into the correlation function, which was not present in the one-loop correction for the pure-system discussed in Sec. II; see, e.g., Eq. (8). This means that one needs to use a strategy different from that used in Sec. II to deal with the renormalization of the one-loop correction in the present case. Specifically, we split the summation into $n = 0$ and $n \neq 0$ contributions. We start with $\Delta m_1^2(L, \varrho, k, \mu, s)|_{n=0}$:

$$\Delta m_1^2(L, \varrho, k, \mu, s)|_{n=0} = \frac{\lambda(\mu, s)}{4\pi \Gamma(s)} \left(\frac{1}{L}\right)^{d-1} A(s, d),$$  \hspace{1cm} (58)

where

$$A(s, d) = \int_0^\infty dt t^{-\frac{d}{2}-1} e^{-m_0^2 L^2 t/4\pi}.$$  \hspace{1cm} (59)

For some $d$ and $s$, this integral has infrared divergence. Different methods for infrared regularization have been discussed in the literature; see, for example, Ref. [74]. Here we implement another approach to deal with this infrared divergence [75]. The integral $A(s, d)$ is defined for Re$(s) > \frac{d}{2}$, and can be analytically continued to Re$(s) > \frac{d}{2} - 1$ for $s \neq \frac{d}{2}$. We write a regularized quantity $A_R(s, d)$ as

$$A_R(s, d) = \int_0^1 dt t^{-\frac{d}{2}-1} (e^{-m_0^2 L^2 t/4\pi} - 1)$$

$$+ \int_1^\infty dt t^{-\frac{d}{2}-1} e^{-m_0^2 L^2 t/4\pi} + \frac{1}{(s - \frac{d}{2})},$$  \hspace{1cm} (60)

which is valid for Re$(s) > \frac{d}{2}$. For Re$(s) > \frac{d}{2} - 1$ and $s \neq \frac{d}{2}$, the right-hand side exists and defines a regularization of the original integral. Next, we consider $\Delta m_1^2(L, \varrho, k, \mu, s)|_{n \neq 0}$:

$$\Delta m_1^2(L, \varrho, k, \mu, s)|_{n \neq 0} = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left(\frac{1}{L}\right)^{d-1} \int_0^\infty dt t^{-\frac{d}{2}-1}$$

$$\times \sum_{n \neq 0} e^{-\left(\pi n^2 + \frac{L^2}{2} k \varrho^2 n/2\pi + m_0^2 L^2/4\pi\right)t}.$$  \hspace{1cm} (61)

We make use of the result obtained in the Appendix. In the series representation for the free-energy with $k = 1, 2, \ldots$, we have that for the moments of the partition function such that $k_\varrho = \lfloor \frac{2\varrho}{L} \rfloor$, $(\varrho \in \mathbb{N})$ are critical. This result is similar to the one obtained in the Dicke model, where there is a quantum phase transition
when the couplings between the raising and lowering off-diagonal operators and the bosonic mode, the energy gap between the energy eigenstates of the two-level atoms, and the frequency of the bosonic mode satisfy a specific constrain \([76–80]\). Since we are interested in critical behavior, we will restrict our attention to the set of critical moments. This means that one can replace the dependence \((q, k)\) by \(q\), so that:

\[
\Delta m_2^2(L, q, \mu, s)|_{n \neq 0} = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \int_0^\infty \! dt t^{s-\frac{d}{2}-1} L_q \sum_{n=1}^\infty e^{-\pi(n+q)^2 t}.
\]

(62)

Finally, let us show that \(\Delta m_2^2(L, q, \mu, s)|_{n \neq 0}\) and also \(\Delta m_2^2(L, q, \mu, s)|_{n \neq 0}\) are written in terms of the Hurwitz-zeta function. A simple calculation shows that choosing \(q\) such that \(q_0 = \left[\frac{m_0 L}{2}\right]\), the quantity \(\Delta m_2^2(L, q, \mu, s)|_{n \neq 0}\), is given by

\[
\Delta m_2^2(L, q_0, \mu, s)|_{n \neq 0} = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \int_0^\infty \! dt t^{s-\frac{d}{2}-1} \sum_{n=1}^\infty e^{-\pi(n+q_0)^2 t}.
\]

(63)

With the special choice \(q_0 = \left[\frac{m_0 L}{2}\right]\) we obtain the critical value of \(k_c\), which was used to obtain Eq. (53). We interpret this result in the following way. In the infinite number of moments that defines the free-energy we obtain a subset of critical moments. In this subset, there is a particular set, for a specific value of \(q\) that generates the tree level behavior. Going back to the above integral, this simplification allows one to write \(\Delta m_2^2(L, q_0, \mu, s)|_{n \neq 0}\) as:

\[
\Delta m_2^2(L, q_0, \mu, s)|_{n \neq 0} = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \int_0^\infty \! dt t^{s-\frac{d}{2}-1} \sum_{n=0}^\infty e^{-\pi(n+q_0)^2 t} - A_R(s, d).
\]

(64)

Let us analyze the quantity \(F_d(L, q_0, \mu, s)\), defined by

\[
F_d(L, q_0, \mu, s) = \Delta m_2^2(L, q_0, \mu, s)|_{n \neq 0} + \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} A_R(s, d).
\]

(65)

Using a inverse Mellin transform, we can write \(F_d(L, q_0, \mu, s)\) as:

\[
F_d(L, q_0, \mu, s) = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \Gamma(s - \frac{d}{2}) \pi^{\frac{d}{2} - s - 1} \frac{1}{2\Gamma(s)} \zeta(2s - d, q_0),
\]

(66)

where the Hurwitz-zeta function \(\zeta(z, a)\) is defined by

\[
\zeta(z, a) = \sum_{n=0}^\infty \frac{1}{(n+a)^z}, \quad a \neq 0, -1, -2, ...
\]

(67)

The series converges absolutely for \(\text{Re}(z) > 1\). It is possible to find the analytic continuation, with a simple pole at \(z = 1\). For \(d = 3\), the contribution from the tadpole is finite, but the contribution from the self-energy is divergent. An important formula that must be used in the renormalization procedure is

\[
\lim_{z \to 1} \left[ \zeta(z, a) - \frac{1}{z-1} \right] = -\psi(a),
\]

(68)

where \(\psi(a)\) is the digamma function defined as \(\psi(z) = \frac{d}{dz} \ln(\Gamma(z))\). Using the Hurwitz-zeta function and the integral \(A_R(s, d)\), we can write:

\[
\Delta m_2^2(L, q_0, \mu, s)|_{n \neq 0} = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \int_0^\infty \! dt t^{s-\frac{d}{2}-1} \sum_{n=0}^\infty e^{-\pi(n+q_0)^2 t} - A_R(s, d).
\]

(69)

Next, we prove that for a fixed value of \(q_0\) the renormalized squared mass vanishes for a family of \(L\)'s. In low-temperature field theory we get the same result, \(i.e.,\) there are critical temperatures where the renormalized squared mass vanishes, namely:

\[
m_2^2(L, q_0) = m_0^2 + \delta m_0^2 + 3 \Delta m_2^2(L, 1)|_{n=0} + 9 \Delta m_2^2(L, 2)|_{n=0} + 3 \Delta m_2^2(L, q_1)|_{n \neq 0} + 9 \Delta m_2^2(L, q_2)|_{n \neq 0}.
\]

(70)

Defining the dimensionless quantities \(b = m_0 L, \lambda_1 = 3\lambda_0, \) and \(\rho_2 = \rho_0 \sqrt{\frac{b}{\lambda_1}}\), we can write the latter equation as:

\[
\frac{b^{d-1}}{m_0^{d-3}} - \frac{\lambda_1}{4\pi} A_R(1, d) + \frac{\rho_2^2}{4\pi \lambda_1^2} A_R(2, d) + \delta m_0^2
\]

\[
+ \frac{\lambda_1 \rho_2^2}{2} \zeta(2 - d, b) - \frac{\rho_2^2}{2\pi \lambda_1^2} \Gamma(2 - d, b) \zeta(4 - d, b) = 0.
\]

(71)

Let us discuss the case \(d = 3\), in which case Eq. (71) becomes:

\[
\frac{b^2}{m_0^2} - \frac{\lambda_1}{4\pi} A_R(1, 3) + \rho_2^2 A_R(2, 3) - \lambda_1 \zeta\left(-1, \frac{b}{2\pi}\right) - \frac{\rho_2^2}{2\pi} \lim_{d \to 3} \zeta\left(-d, \frac{b}{2\pi}\right) + \delta m_0^2 = 0.
\]

(72)

The contribution coming from \(A_R(s, d)\) is irrelevant for large \(m_0 L\), as one can verify in Eq. (60). Using the identity \((n + 1)\zeta(-n, a) = -B_{n+1}(a)\), where the \(B_{n+1}(a)\) are the Bernoulli polynomials, we rewrite the Hurwitz-zeta function as

\[
\zeta\left(-1, \frac{b}{2\pi}\right) = -\left(\frac{b^2}{8\pi^2} - \frac{b}{4\pi} + \frac{1}{12}\right).
\]

(73)
Using Eq. (68) we fix the counterterm contribution in the renormalization procedure. Then we have that Eq. (72) becomes:

\[ b^2 + \lambda_1 \left( \frac{b^2}{8\pi^2} - \frac{b}{4\pi} + \frac{1}{12} \right) + \frac{\rho_2^2}{2\pi\mu^2} \psi \left( \frac{b}{2\pi} \right) = 0. \]  

(74)

Since \( q_0 = \lfloor \frac{b}{2\pi} \rfloor \), we can write the digamma function as

\[ \psi(q_0 + \sigma) = \psi(\sigma) + \sum_{q=1}^{q_0} \frac{1}{\sigma + q}, \]

(75)

where \( \sigma \) is the noninteger part of \( \frac{b}{2\pi} \). With \( \sigma < 1 \) we can use Taylor’s series and write Eq. (74) as:

\[ b^2 + \lambda_1 \left( \frac{b^2}{8\pi^2} - \frac{b}{4\pi} + \frac{1}{12} \right) + \frac{\rho_2^2}{2\pi\mu^2} \left( -\frac{1}{\sigma} - \gamma + \frac{\pi^2}{6} \sigma + H^{(1)} + \sigma H^{(2)} \right) = 0, \]

(76)

where \( H^{(1)} \) and \( H^{(2)} \) are the generalized harmonic numbers. The above equation has zeros for different values of \( L \).

![Eq. (76)](image)

FIG. 2. Plot of Eq. (76) as a function of \( b = m_\alpha L \) for two different values of \( \lambda_0 \) (once \( \rho_0^2 = 2m_0^2 \lambda_0 \)) : \( \lambda_0 = 1 \) (continuous black) and \( \lambda_0 = 3 \) (dashed red). We set \( \mu^2 = m_0^2 \).

In one-loop approximation we proved that in the set of moments that defines the quenched free-energy there is a denumerable collection of moments that can develop critical behavior. With the bulk in the ordered phase, in these moments temperature or finite size effects lead the moments from the ordered to a disordered phase. Also, in the set of moments, there appears a large number of critical temperatures.

VII. CONCLUSIONS

In this paper, we studied quantum and disorder fluctuations in systems with quenched disorder. We employed a Euclidean quantum \( \lambda \varphi^4_{d+1} \) model with the disorder linearly coupled to the scalar field \( \varphi \). We used the equivalence between the model defined in a \( d \)-dimensional space with imaginary-time with the classical model defined on a space \( \mathbb{R}^d \times S^1 \). The physical quantity of interest, the disorder-averaged free-energy, was computed as a series of the moments of the partition function. Each moment is characterized by an effective action of a multiplet of fields. The effective actions contain nonlocal terms generated by the anisotropic disorder. We computed the tree level two-point correlation functions for the fields of a given moment employing stochastic differential equations with additive white noise, with each equation driven by the effective action of the corresponding moment. We employed the method of fractional derivatives to deal with the nonlocal terms that appear in the stochastic equations. The two-point correlation functions for the critical moment display spatial anisotropy due to disorder, with manifest generic scale invariance. Finally, we proved at the one-loop order that, with the bulk in the ordered phase, there is a denumerable set of moments that lead the system to the critical regime. In these critical moments there appears a large number of critical compactified lengths (or temperatures).

In the study of complex spatial patterns and structures in nature, there appears the idea of self-organized criticality [81, 82]. The authors of these references suggest that fractal structures and \( 1/f \) noise are common characteristics of irreversible dynamics of a critical state, without a fine-tuning of external parameters. The algebraic decay of the correlation function in space and time for generic parameters is called generic scale invariance. Our Eqs. (53) and (76), and Fig. 2 are a manifestation of generic scale invariance in an equilibrium system.

A natural continuation of this work is to discuss the random-mass model. The main difference between the random field and the random-mass models is that after the coarse-graining, in the former the disorder modifies the Gaussian contribution of the model, whereas in the latter the disorder affects the non-Gaussian contribution to the effective action. Another possibility is to discuss a model with a continuous symmetry, where the spontaneous symmetry breaking leads to Goldstone bosons, soft modes that naturally manifest generic scale invariance. Both subjects are under investigation by the authors.
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Appendix A: The critical moments of the partition function

In this appendix we discuss the contribution coming from particular moments of the partition function. We will prove that these moments lead to critical domains in which the mass $m_R^2(L, q, k)$ vanishes. Starting from Eq. (53) and splitting the contributions of $n = 0$ and $n \neq 0$, for operational purposes, we get:

$$m_R^2(L, q, k) = m_0^2 + 6 \Delta m_1^2(L, q, k, 1) + 18 \Delta m_2^2(L, q, k, 2) + 18 \Delta m_3^2(L, q, k, 2)$$

where $\Delta m_1^2$ is the tadpole contribution and $\Delta m_2^2$ is the self-energy contribution, with the parameters $\mu$ and $s$ being related to the regularization procedure. $\Delta m_1^2(L, q, k, \mu, s)$ is given by:

$$\Delta m_1^2(L, q, k, \mu, s) = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \sum_{n} e^{-\pi t(n+\alpha+\sqrt{n^2-k^2})} e^{-\pi t(n+\alpha-\sqrt{n^2-k^2})}$$

where $\Delta m_1^2(L, q, k, \mu, s)$ is a natural number.

Let us start with the $\Delta m_1^2(L, q, k, \mu, s)$ contribution, which can be written as:

$$\Delta m_1^2(L, q, k, \mu, s) = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \sum_{n=0}^{\infty} \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1}$$

This can be split into three contributions:

$$\Delta m_1^2(L, q, k, \mu, s) = \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1} \sum_{n=0}^{\infty} \frac{\lambda(\mu, s)}{2\pi \Gamma(s)} \left( \frac{1}{L} \right)^{d-1}$$

Note that we used the theta series $\Theta(t; \alpha)$, in the above integral. Recall that for an arbitrary complex number $\alpha$ and also $t \in \mathbb{C}$ with $\text{Re}(t) > 0$ the theta series $\Theta(t; \alpha)$ is defined as

$$\Theta(t; \alpha) = \sum_{n=0}^{\infty} e^{-\pi t(n+\alpha)^2}.$$

It is clear that $\Theta(t; \alpha) = \Theta(t; \alpha + 1)$. One also has the identity:

$$\Theta(t; \alpha) = \sqrt{t} \sum_{n=-\infty}^{\infty} e^{-\pi n^2 t + 2\pi i n \alpha} = e^{-\pi \alpha^2 / t} \Theta(t; -i \alpha / t).$$

We will show that one has to select a specific set $k'$s in the summation of the series for the quenched free-energy. Let us split the integral into two regions. Since the theta series $\Theta(t; \alpha)$ is holomorphic in the half-plane $\text{Re}(t) > 0$, the $I_3(L, q, k, \mu, s)$ contribution must be written as

$$I_3(L, q, k, \mu, s) = I_3^{(1)}(L, q, k, \mu, s) + I_3^{(2)}(L, q, k, \mu, s),$$

where $I_3^{(1)}(L, q, k, \mu, s)$ is given by

$$I_3^{(1)}(L, q, k, \mu, s) = \int_{0}^{\infty} dt t^{d-1/2} e^{-\pi t(n_0^2-k^2 \varphi^2/4)L^2/4\pi}$$

$$\times \sum_{n=0}^{\infty} e^{-\pi t(n+Lk_b^2/\pi^2)} e^{-\pi t(n-Lk_{b1}^2/\pi^2)}.$$
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