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Abstract—We present a concept for networked optical wireless communications, also denoted as LiFi, to meet the requirements of industrial wireless applications. These are primarily mobility support with moderate data rates per device, reliable real-time communication, and integrated positioning. We describe a distributed multi-user multiple-input multiple-output architecture, serving mobile devices via an optical wireless infrastructure. The system consists of a central unit, being connected to a number of distributed optical frontends covering a larger area. Our main contribution is a medium access control protocol based on space division multiple access. Evaluation results demonstrate the advantages of joint transmission from adjacent optical frontends and the dynamic switching between spatial diversity and multiplexing. The relevance of spatial multiplexing becomes obvious through channel measurements in an indoor scenario. Moreover, we highlight a low-power physical layer based on on-off-keying for battery-powered mobile devices. Our architecture can easily integrate positioning by simultaneously measuring the time-of-flight between multiple optical frontends and the mobile device. We highlight the use of plastic optical fiber as an analog fronthaul technology and discuss the integration with other networks. The main functions described in this paper will be supported by the upcoming IEEE Std 802.15.13.

Index Terms—Industrial communication, LiFi, MIMO, multiuser, optical propagation, optical wireless communications, spatial diversity.

I. INTRODUCTION

The automation of production facilities is steadily advancing and constitutes a core aspect of Industry 4.0 [1]. Automation is in large parts enabled by the communication and coordination of production machines. In modern smart factories, production lines are reconfigured on a regular basis and an increasing number of autonomous robots will transport goods and exchange data with the cloud, where artificial intelligence is available [2]. Wireless communication is key to enabling more flexibility in future production processes.

TABLE I

| Class | Cycle time order |
|-------|-----------------|
| A     | ~ 100 ms        |
| B     | ~ 10 ms         |
| C     | < 1 ms          |

A. Industrial Wireless Communication

The field of industrial applications is diverse and a general definition of industrial communication characteristics does not exist. Two high-level groups of applications are factory automation and (motion) control. Typically, factory automation applications have more relaxed requirements on communication than control applications. Cycle times are the primary performance indicators for industrial applications and denote the time in which the application data must perform a round-trip. This may be, for example, the update rate between a sensor and an actuator in a control loop. A common approach is to divide applications and network technologies into three classes A, B, and C. The authors of [3] give an overview over these classes and sketch future directions of industrial communication. Table I lists the three performance classes and corresponding cycle times. Class C is the most demanding class, including applications like distributed control systems, i.e., control loops between spatially distributed sensors and actuators. Applications of this class require cycle times below 1 ms. Some class C protocols, such as Profinet, Sercos, or EtherCAT, even support cycle times as low as 32.5 µs for small data packets. In class B, longer cycle times up to around 10 ms are tolerable. Class A applications can handle cycle times in the realm of 100 ms. In order to allow periodic communication within the cycle time, latency and jitter must reside well below the cycle time. For industrial communication, frame loss rates must be very low, ranging in the order of wired technologies. That means that less than one frame in a million
should be lost or arrive late, with a trend for even lower loss rates for some applications. On the other hand, the throughput is typically moderate, but new applications may challenge this.

Given the increasing need for flexibility and mobility in modern factories, the demand for wireless solutions is intuitive. Technologies tend to replace existing cables and aim to support real-time communication, which imposes high requirements on the robustness and reliability of the wireless link. A range of radio technologies is already used for industrial wireless communication, as summarized in [4]. Technologies based on the IEEE 802.15.4 standard like WirelessHART, ISA100.11a, or ZigBee [5], [6] are popular choices for industrial wireless communication. The use of Bluetooth [7] or DECT [8] is common as well. IEEE Std 802.11, known as Wi-Fi, is also used on factory floors. Lately, cellular network companies have recognized industrial wireless communication as a new vertical market [9]. While 5G mobile networks continue to provide best-effort connectivity to mobile devices, called enhanced mobile broadband (eMBB), 5G can simultaneously operate in further profiles like the ultra-reliable low-latency communications (URLLC) or massive machine-type communication (mMTC). Some countries enable 5G private networks targeting communication on factory floors [10]. Factory owners can obtain a local 5G license and deploy a private network on their own property. The authors of [11] compile a number of exemplary use cases and requirements identified for industrial 5G.

Still, radio communication has a natural disadvantage against cables for real-time communication. The wireless medium is susceptible to various disturbances like interference, shadowing, and wideband fading effects which are typical for indoor environments. The authors of [12] show these effects based on extensive measurements of the industrial wireless channel. Consequently, industrial wireless networks are an ongoing research topic with the goal to make wireless communication suitable for more and more demanding applications. The authors of [13] propose a new wireless protocol for control applications, targeting reliable transmission of control type traffic through releasing resources for potential retransmission attempts. The author of [14] discusses the necessity of leveraging spatial diversity over repeated transmission in wireless channels, which arises from the relationship between maximum latencies and the fading or blocking duration of the wireless channel. Apart from delivering the necessary quality of service (QoS), power consumption and security play important roles [4].

Recently, new applications with additional requirements, such as higher throughput, mobility, or support for large number of users, were identified. Examples are edge cloud offloading for augmented reality [15], the networking of mobile robots [16], or the massive deployment of Internet of Things (IoT) devices and sensors for smart manufacturing [17], [18]. The authors of [19] provide an overview over the performance of state-of-the-art industrial wireless technologies and highlight the necessity for new technologies.

B. **Light Fidelity (LiFi)**

Optical wireless communications (OWC) has been investigated since the late 1970s [20] under varying names. As an alternative to using radio frequencies for wireless transmission, it exhibits distinctive propagation characteristics such as high directivity, complete containment through walls, and dominant transmission via the line-of-sight (LOS). OWC with multiple networked transceivers, e.g., integrated into luminaires, and mobility support is referred to as LiFi. LiFi transceivers in a cellular layout can reuse the complete communication bandwidth every few meters, resulting in a mobile network with the potential for ultra-high data density. As an example, current Wi-Fi technologies based on IEEE 802.11ac support an average rate of 500 Mbit/s in a typical area of 500 m² (1 Mbit/s/m²). The extension 802.11ax aims at serving significantly more users, achieving 10 Mbit/s/m² through advanced interference management. Due to multi-path propagation and interference, however, radio has fundamental limits to increase spectral area efficiency further. Emerging LiFi systems are based on LOS propagation and support several hundred Mbit/s within a few m² (100 Mbit/s/m²) as reported in [21]. Thus, LiFi networks can complement mobile radio in order to densify the network and add the possibility for traffic offloading. This way, radio frequencies can be reserved for highly mobile users, adding a new dimension to future mobile networks [22].

Various aspects of OWC, such as transceivers, modulation formats, and channel properties, were researched in the past. Recently, modern techniques such as multiple-input multiple-output (MIMO) [23] and orthogonal frequency division multiplexing (OFDM) modulation format have been used together with LiFi. It was found that direct-current offset OFDM (DCO-OFDM) in combination with adaptive bit loading is able to exploit the low-pass channel of OWC efficiently [24]. First devices follow this approach based on commercially available chips that are compliant with the International Telecommunication Union Telecommunication Standardization Sector (ITU-T) G.9991 recommendation [25]. Examples are the OLEDCOMM LiFiMAX, Signify Trulifi, and Fraunhofer HHI LiFi Neon systems. LiFi has particular advantages for industrial wireless communication. The local confinement of light through walls adds a layer of confidentiality on top of encryption and protects factory owners from espionage through competitors. Conversely, LiFi is robust against jamming through (radio) signals transmitted by an adversary outside the building and electromagnetic interference from machines. The narrow light beams allow spatial multiplexing of simultaneous transmissions and therefore reduce queueing delays when many users are active. This makes LiFi suitable to realize high density real-time networks. At the same time, LiFi networks can be operated independently from any provider or licensing authority, which allows for high planning security and economic efficiency for factory owners.

In [26], energy harvesting and energy efficient modulations are motivated for industrial LiFi. The work in [27] investigates multiple LiFi system designs for IoT, also considering power efficiency. In [28], industrial LiFi channels for different ceiling heights are examined using an optical simulation software. Measurements of the optical channel in [12] confirm that OWC in industrial environments is predominantly impacted by large scale fading and shadowing effects. In [29], the use of MIMO techniques is proposed to make optical communication robust.
against link blockage. The availability of redundant transmission paths introduces resilience and improves the reliability of the optical link.

To assess the LiFi MIMO channel and the fundamental feasibility of the concept in a real industrial environment, we took first broadband measurements with an $8 \times 6$ MIMO-channel sounder in a robotic cell [30]. For the measurements, optical frontends (OFEs) including light-emitting diodes (LEDs) and photodiodes were mounted on the robot’s arm and at the cell cage. The results indicated that a sufficient number of LOS links between the robot and the fixed OFEs were available at all points along the robot’s trajectory. Therefore, continuous connectivity can be achieved by exploiting the diversity through signal combining [31]. It was furthermore found that widening the angle of emission at the transmitter and the field of view (FOV) at the receiver is highly effective to render the link changes smoother during motion [32]. Because widening of the transmit angle leads to a reduction of the optical intensity and hence signal-to-noise-ratio (SNR) at the receiver, low SNR operation was identified as an important design goal for an optimized physical layer (PHY). A first proof-of-concept was set up with the goal to demonstrate realistic data transfer. The system involved a commercially available chipset with a modern PHY based on adaptive DCO-OFDM and low-density-parity-check (LDPC)-codes, compliant with the ITU-T G.9960 recommendation [33]. Redundant transmission and equal gain combining at the receiver were implemented to exploit the spatial diversity between the $8 \times 6$ transceivers. The results confirmed that the fast-moving industrial robot could be connected reliably and continuous connectivity with low latencies is feasible [34].

C. Contribution and Paper Structure

The next step is to supply a whole factory hall with LiFi. To cover large areas and serve many devices in parallel, the LiFi network needs to become scalable through combining the spatial diversity for robustness with spatial multiplexing.

The objective of this paper is to develop a system concept for industrial LiFi communication networks that cover large areas, support mobility, and fulfill the high requirements on QoS in industrial communication through dynamically combining spatial diversity and multiplexing. Compared to [35], we present additional background from the literature, describe the proposed system in more detail, and report recent results on several key aspects.

This article is structured as follows: In Section II, we elaborate the requirements and challenges for an industrial LiFi network. In Section III, we describe the proposed system concept. In Section IV, we present first system level simulations of the proposed medium access control (MAC) protocol. Implementation of the industrial LiFi system is discussed in Section V. As such, we present experiments on multiuser MIMO precoding, a simulative evaluation of our low-power PHY design, and our experiments with plastic optical fiber (POF) for analog fronthaul. We also discuss possible network integration approaches. Finally, we provide insights into ongoing standardization in Section VI and conclude with a summary in Section VII.

II. REQUIREMENTS AND CHALLENGES FOR INDUSTRIAL LiFi

An industrial LiFi network should provide sufficient performance, i.e., QoS in terms of end-to-end throughput, latency, and reliability, to support as many existing industrial applications as possible. However, it is not clear whether demanding class C applications like control loops will be realized for mobile users in the near future. Instead of aiming to reach performance equal to wired technologies, industrial LiFi should thus create value through its unique selling points and populate the gap between radio communication and wired technologies. Therefore, we assume that latencies, jitter, and reliability of industrial LiFi systems should first aim for class B performance in order to support factory automation tasks, supporting class C performance as far as possible. On the other hand, LiFi networks should also allow scaling up the number of users and traffic streams while supporting seamless connectivity for moving users such as robots. Furthermore, LiFi should provide additional value through support of positioning and a higher level of security to drive new and innovative developments in the industrial IoT. Typical production facilities are already equipped with a range of radio-based communication systems. While coexistence between radio and LiFi is naturally given based on orthogonal spectrum, an industrial LiFi network should actively support interworking with radio networks. This includes handing a user’s connectivity over between the two networks or even facilitating the combined use of both with the goal to increase end-to-end reliability through redundant transmission over multiple media.

Albeit LiFi has properties that are very suitable for industrial communication its directionality and the inability of light to penetrate opaque objects also create new challenges for system design. To achieve high availability, for example, it is crucial that LiFi systems are able to tolerate sudden blockage of the LOSs so that connectivity is maintained. Because each LiFi transceiver covers only a few m², many transceivers must be deployed in order to supply a larger area. This results in the need for frequent handovers of moving users between the luminaires, adding protocol complexity and potential outage during handover events. Due to the beam characteristics of emitters and receivers, the optical signal strength depends on the angles of emission and incidence. As a result, the SNR for users is lower at the cell edge. For moving users, the link capacity varies within the coverage area, making it difficult to provide guaranteed data rates for traffic with high QoS requirements. We conclude that a new system design approach is necessary in order to fulfill the high requirements on QoS in industrial applications.

III. DISTRIBUTED MIMO FOR INDUSTRIAL LiFi

In [35], we proposed to realize industrial LiFi based on a large scale distributed multiuser MIMO approach in order to cope with the distinctive characteristics of light as a medium. Distributed MIMO allows to implement spatial diversity and
spatial multiplexing, and makes mobile LiFi communication with industrial-grade QoS possible.

In traditional MIMO links, at most a few antennas are supported by each access point (AP). In order to support mobility within a larger coverage area, handovers between multiple APs are needed. Handovers are well known to have critical impact on latency and reliability. A key aspect of our proposal is to scale up the number of distributed OFEs that are controlled by a single AP so that it can cover large areas. As a result, moving users stay connected as the AP dynamically selects the right set of OFEs. This enables virtually seamless connectivity without the need for handover protocol procedures. Moreover, centralized signal processing for the distributed OFEs facilitates the use of MIMO schemes to increase link robustness and throughput further in order to deliver a consistently high QoS, which is necessary for industrial communications.

A. Distributed MIMO

Contrary to traditional MIMO, where all antennas are colocated at one device, distributed MIMO denotes an architecture in which antennas are spatially separated, e.g., in LiFi-capable luminaires spread-out across the ceiling. Recent literature investigated various aspects of distributed MIMO for LiFi. For example, the authors of [36] and [37] investigate the performance of different MIMO schemes, such as repetition coding, spatial multiplexing, and spatial modulation for distributed MIMO with a single user.

Serving multiple users in a single MIMO transmission is called multiuser MIMO [38]. The idea of multiuser MIMO is that multiple spatial streams transport data for different users. The authors of [39] and [40] investigate block-diagonalization and zero-forcing precoding schemes for multiuser MIMO LiFi. In [41], the design of a transceiver for multiuser MIMO is presented. Moreover, many aspects of distributed multiuser MIMO were investigated for radio communications by the 3rd generation partnership project (3GPP), where the technology is known as coordinated multi-point (CoMP). Following fundamental ideas in [42], the whole cellular network, which consists of many base stations and users, can be regarded as a huge, distributed MIMO link. By joint transmission and detection, the interference in a cellular system can be converted into useful signal, given that the wireless infrastructure knows the whole MIMO channel. The gains in CoMP systems are potentially huge, particularly at the cell-edge where the coverage areas of adjacent base stations overlap. However, implementation turned out to be a challenge due to several aspects. For example, the distributed base stations require highly precise synchronization and the delay between channel estimation, feedback, and data transmission leads to outdated channel state information (CSI) at the precoder. Complexity was identified as the main problem of CoMP and it is commonly considered manageable in a new architecture denoted as Cloud-RAN [43], [44]. The Cloud-RAN architecture differs from previous architectures through the heavy use of centralized signal processing [45].

B. Centralized Processing Concept

To reduce the complexity and enable tight coordination of MIMO transmissions from different points, the proposed system performs joint processing for all distributed OFEs within a single AP. Such APs are therefore referred to as central units (CUs), see Fig. 1. Luminaires that are equipped with distributed OFEs are from now on denoted as distributed units (DUs). Each DU can cover a certain area with its light cone and the cones of neighboring DUs overlap to provide homogenous coverage. A fronthaul network connects all DUs with the CU. Consequently, DUs are understood as antennas of the CU, which can use them to transmit and receive signals to and from mobile units (MUs), respectively. Because a CU coordinates both multiple access and MIMO precoding for all DUs and MUs in the whole coverage area, no exchange of information between multiple APs is necessary. Mobility is supported by selecting suitable DUs for each MU based on the channel state, which is equivalent to antenna-selection in radio systems when using an antenna array. Multiple ways to split functionality between the CU and DUs are conceivable. The approach to place certain functional blocks either in the CU or in the DUs is known as functional split in 3GPP networks [46]. For example, the CU may operate on analog signals while DUs perform the conversion between the electrical and the optical signal. In another extreme, DUs may receive MAC frames from the CU and perform timed medium access and PHY processing in the downlink, as well as demodulation and decoding of frames in the uplink. The latter comes with reduced possibilities for joint reception in the uplink, however. Potential technologies for the fronthaul cabling include coaxial cables, twisted pair cables, and POF to transport the analog baseband signals. Digital networks like Ethernet and common public radio interface (CPRI) [47] are able to transport user data or digital signal samples. In Section V.C, we present recent work on a POF-based fronthaul link for industrial environments.

C. Feedback Protocol for Centralized Control

To select the best DUs based on the MU’s mobility, a scheduler in the CU must consider the latest channel state. Moreover, the modulation and coding scheme (MCS), i.e., rate, must be selected carefully such that frame losses and increased latencies through retransmission are avoided. To obtain the necessary information for this scheduling, the CU assesses the channel between all its DUs and the MUs periodically. The basic sequence of this control protocol is depicted in Fig. 2 and involves the following three frame exchanges:

a) Downlink transmission of MIMO pilots
b) Feedback of the measured downlink CSI to the CU
c) Update of resource allocations for uplink transmissions

At time 1, upon reception of the first downlink frame, all MUs estimate the CSI towards the DUs based on the received MIMO pilot signals. The CSI is then reported to the CU in a feedback frame. Besides the reception of the feedback frames, the uplink channel of the transmitting MU is measured at the receiving DUs at time 2. With the gathered channel knowledge,
Fig. 1. The distributed multiuser MIMO system architecture, depicting a CU connected with DUs via a fronthaul network. Mobile and stationary devices communicate via the LiFi infrastructure at the same time.

Fig. 2. Basic MAC protocol for distributed multiuser MIMO: DUs transmit MIMO pilots, which are received by MUs at time 1. Red rings indicate channel measurement. MUs send the obtained CSI to the CU and uplink channels are measured at time 2. Based on the CSI, the CU schedules access and transmits resource allocations to the MUs at time 3.

the CU schedules the medium access at time 3. Therefore, it allocates resources for multiplexing and joint transmission such that interference is ruled out. Subsequently, the CU distributes resource allocations for transmissions of MUs through resource allocation frames.

D. Multiuser Access and Scheduling

Distributed medium access schemes often rely on sensing whether the channel is clear before starting a transmission. If the channel is busy, the transmitter waits until the channel is clear. The fundamental assumption is that the channel is clear at the receiver if it is clear at the transmitter. This is not reliable with the directional propagation of light. The resulting invisibility of other transmitters is known as hidden terminal problem and results in frequent collisions.

To avoid hidden terminal problems in the first place, the proposed system relies on centrally scheduled medium access for all transmissions. Moreover, centralized scheduling allows to reserve resources for real-time transmissions. A simple and well-known deterministic scheme is time-division multiple access (TDMA), where all MUs receive and transmit data sequentially in dedicated time slots. Generally, simultaneous transmissions are possible in orthogonal resources, e.g., different spaces or frequency bands. They improve the support for industrial communication because multiple real-time traffic streams with fixed cycle times can be transmitted in parallel without sharing transmission time. A core objective of the proposed MAC protocol is the additional support for spatial multiplexing. Therefore, we focus on space division multiple access (SDMA), where the spatial domain is represented by DUs over which different data streams can be transmitted in parallel. The CU’s scheduler dynamically allocates time slots and DUs to the MUs based on the latest reported CSI. Thus, the available resources for the coordinated LiFi network may be understood as a grid of DUs x time slots. The scheduler operates on this 2D resource grid to find the best tradeoff between diversity and multiplexing [48]. The fundamental issue is to decide whether to allocate more DUs to a MU for increased diversity or less in order to allow simultaneous transmissions for multiple MUs. Such decisions should be based on the throughput and reliability requirements of individual traffic streams. Suitable scheduling algorithms are subject to further research. Additional multiuser MIMO precoding of transmissions from multiple DUs can optionally be applied to reduce interference and improve the throughput. For multiuser MIMO with precoding, each MU still requires only a single photodiode. In Section V.A, we elaborate on multiuser MIMO precoding for interference reduction.

The described concept is agnostic with respect to the applied duplex scheme. However, simultaneous transmissions in the uplink and downlink are beneficial to reduce latencies. This may be realized, e.g., by using different wavelengths for each link direction. With time-division duplex, traffic needs to be queued until the next transmission opportunity in the desired direction. On the other hand, time-division duplex reduces complexity at the OFE, as (electrical) crosstalk between the transmitter and receiver can be ignored.

E. Physical Layer (PHY)

The PHY defines the transmitted waveform, including error coding and modulation, and aids the MAC through measuring the channel. We propose to make use of different PHYs for downlink and uplink transmissions. Both are chosen so that they support the different requirements for downlink and uplink in an optimal way. Because MUs may be battery powered, the uplink PHY should be energy-efficient and able to operate at a low SNR. One approach is to apply on-off-keying (OOK) in the
uplink, as we detail in Section V.B. In the downlink, signals are transmitted from the infrastructure and energy efficiency at the transmitter is less relevant. Thus, we propose to aim for high spectral efficiency using DCO-OFDM with a powerful forward error correction scheme. To support the channel measurement and feedback protocol proposed in Section III.C, both PHYs must support suitable MIMO pilots. Based on these pilots, the uplink and downlink MIMO CSI between all DUs and MUs can be measured at reception and fed back to the CU for scheduling. Frames that are transmitted in the downlink from multiple DUs simultaneously include pilots that are orthogonal, e.g., in the time, frequency or code domain. Since we do not consider MIMO processing in the uplink yet, it is sufficient if MUs transmit in orthogonal timeslots, so that the receiving DUs can measure the uplink channel, e.g., based on the preamble of the PHY frame.

F. Integrated Positioning

Accurate positioning is considered an enabling feature for wireless communication in factories, e.g., to locate automated guided vehicles [49]. Typically, positioning algorithms use information about the signal strength, the angle, or the distance, i.e., the propagation time, between the anchor points and the MU. The authors of [50], [51], and [52] consider approaches based on signal strength, whereas [53], [54], and [55] describe approaches based on the propagation time. LiFi comes with good preconditions as a positioning technology due to the dominant LOS propagation. Moreover, the high bandwidth increases the accuracy of timing information that can be derived from the signal’s phase.

We propose to realize positioning based on multilateration, operating on time-of-flight measurements between a MU and several DUs. For this scheme, a single photodiode at each MU is sufficient. Most importantly, however, the fine-granular information about the time-of-flight can be derived from the CSI that is already available through the feedback procedure presented in Section III.C. This allows for an efficient implementation as a piggyback on the ordinary network operation. To measure the distances between DUs and MUs, a coarse timestamp is obtained at the transmission and reception of frames at the DUs and the MUs. This timing information is then additionally refined based on phase information of the intensity-modulated signal, which is part of the MIMO CSI. The MAC protocol requires only minor adaptations in order to integrate positioning. In this way, real-time position information can be obtained with a high update rate, since channel information is already exchanged frequently in order to support mobility and link adaptation. The added value of positioning besides communication by using the same infrastructure and mobile devices will lighten the adoption by customers and increase the return-on-invest when installing LiFi for industrial applications.

IV. SYSTEM LEVEL SIMULATIONS

To validate the proposed system and MAC protocol, we performed initial system level simulations. Considering LOS transmission, channels and PHYs are comparable with those in non-industrial scenarios. At the protocol level, however, the focus is on how the system supports industrial requirements such as homogenous coverage and reliability and not necessarily high throughput. Therefore, we developed a new simulation model for the network simulator ns-3 [56]. ns-3 is a discrete event-based network simulator, which includes support for many existing technologies such as LTE, Wi-Fi, and widely used network- and transport layer protocols. Previously, the authors of [57] implemented an OWC model for ns-3 and validated it against experiments. Our new model was developed independently and focuses on the protocol level aspects of the proposed distributed MIMO architecture.

A. Simulation Model

We implemented new models for the channel, the PHY, and the distributed multiuser MIMO MAC. In the channel model, we consider only LOS propagation, as reflections were shown to play a minor role if a wide-beam transmitter and a wide FOV receiver point downwards and upwards, respectively. We calculate the gain at the transmitter based on a Lambertian emission characteristic as

\[ G_{TX} = (m + 1) \cos^m(\Phi), \]

where \( m \) is the Lambert order of the light emitter, and \( \Phi \) the angle of emission. The receiver gain is calculated as

\[ G_{RX} = \begin{cases} A_{PD} \cos(\phi) R g_C(\phi) g_F, & |\phi| \leq \phi_{FOV} \\ 0, & |\phi| > \phi_{FOV}, \end{cases} \]

where \( A_{PD} \) is the area of the photodiode, \( \phi \) is the angle of incidence, \( R \) is the photodiode responsivity, and \( g_C \) and \( g_F \) are the concentrator and filter gains respectively. The value of \( \phi_{FOV} \) denotes the FOV of the receiver. The geometric path loss is furthermore

\[ H_{PL} = \frac{1}{2 \pi \cdot d^2}. \]

Consequently, the optical LOS-gain between a transmitter and receiver can be written as

\[ H = G_{TX} \cdot H_{PL} \cdot G_{RX}. \]

From the LOS gain and the positions of transmitter and receiver, we can obtain the impulse response for each transmission by assuming light speed propagation. For received signals, we calculate the signal to interference plus noise ratio (SINR) as follows: The photodiode sums all received optical power that originates from the set \( S \) of serving DUs and converts it jointly into an electrical signal power. Moreover, there are interfering optical signals from the set \( I \) of other active DUs, which are summed up as well before converting them into the electrical interference power. Finally, we assume additive white Gaussian noise, such that the effective SINR is calculated as

\[ SINR_{eff} = \frac{(\sum_{s \in S} H_s P_s)^2}{(\sum_{i \in I} H_i P_i)^2 + \sigma^2}. \]

Here, \( H_s, P_s \) and \( P_i \) are the LOS channel gain between the serving transmitters and the receiver, the gain between interfering transmitters and the receiver, and the optical powers of
serving and interfering transmitters, respectively. $\sigma^2$ denotes the noise power. For simplicity, we assume that LOS signals from serving transmitters arrive simultaneously at the receiver, i.e., that no frequency-selective fading occurs through the superimposed multipath from multiple DUs.

We performed measurements with an arbitrary waveform generator and an oscilloscope to obtain realistic values for the SNR. For the constant gain factors, photodiode area, and responsivity, we adopted values from the literature. We then set the values for the transmit power, noise power, and Lambert order of the LED to match the measured SNRs in various geometric constellations. The relevant simulation parameters are listed in Table II. Note that the setup involved an OFE with wide emission angle in order to support seamless mobility as proposed in Section I.B and [32]. This is in contrast to many academic publications that consider narrow beams, which result in higher SNRs. The achievable absolute values for SNR or data rates may vary for other OFE realizations.

Our PHY model is based on DCO-OFDM with LDPC, as specified in ITU-T G.9960 [33]. The model assumes 509 usable of 512 total subcarriers over 100 MHz of bandwidth. To simplify the simulator, we consider only uniform bit-loading and calculate a set of supported data rates based on the available MCSs. Each MCS constitutes of a modulation between binary phase shift keying (BPSK) and 256-quadrature amplitude modulation (QAM) as well as a code rate between 1/2 and 20/21. The PHY is frame-based and includes a preamble, header, and payload. Transmitters remain silent if no actual PHY frame is being transmitted. The model calculates the frame duration for each transmission based on the selected MCS, payload length and preamble as well as header information. For the following simulations, we use the same PHY in the uplink and downlink.

The MAC layer model supports the essential MAC frames. That is, among others, a beacon frame for network synchronization, which contains also downlink MIMO pilots. Moreover, the model includes frames for the CSI feedback and resource allocations to support the protocol routines described in Section III.C. Data frames carry the application data. All medium access is performed in a dynamic SDMA, where the DUs and MUs transmit in time slots that are allocated by the CU’s scheduler. We implement time-division-duplex, i.e., reserve half of the time slots for the downlink and uplink, respectively. The CU is able to start simultaneous downlink transmissions from selected DUs, whereas from the MU’s perspective, uplink transmissions are just started in a specific time slot. The fronthaul is modeled as a configurable delay in the μs range. To simulate load, we transmit a data stream from the CU to the MU(s). For each received frame, we trace the SINR and other parameters, as calculated by the channel and PHY model.

### B. Baseline Scheduling Algorithm

Our scheduler is designed to validate the basic functionality of the proposed protocol. We employ a simple scheduling algorithm, which aims to reduce interference and increase spatial diversity. These are relevant goals for industrial communication in order to realize reliable transmission. Typical performance indicators in non-industrial scenarios, like throughput or proportional fairness, are not considered. Rather, the scheduler periodically allocates time slots fairly based on the latest CSI as follows:

1) Identify clusters, where each cluster includes all MUs that have an intersection in observed DUs. A MU is considered to observe a DU when the measured channel strength exceeds a configurable clustering threshold. The clustering threshold is defined with respect to the noise power. In Fig. 3, for example, three clusters could be found:
   - MU 1 and observed DUs
   - MU 2 and observed DUs
   - MU 3 and MU 4 and their respectively observed DUs

2) Schedule MUs in each cluster independently from MUs in other clusters. Since interference between clusters is ruled out, each cluster can assign all the time slots in the scheduling period among the MUs. Multiple MUs within clusters are scheduled in a fair TDMA to prevent interference. For example, MU 3 and MU 4 in Fig. 3 are scheduled in different time slots, while MU 1 and MU 2 can reuse the same time slots in SDMA.

3) The serving DUs for each MU are selected. Theoretically, all DUs in a cluster can be allocated to each MU, as interference cannot occur. The maximum number of DUs that the scheduler allocates per MU can be limited by the max. DUs parameter. Depending on this parameter, the scheduler allocates only those DUs that have the strongest signal at the MU. Varying this parameter allows to shift the degree of multiplexing vs. diversity.

As a result of the scheduling, interference between MUs within a cluster is coordinated through orthogonal time slots. Spatial multiplexing occurs after a MU moved far enough away
C. Scenario 1: Spatial Diversity and Soft Handover

In the first scenario, we investigated the basic capability of the protocol to support soft mobility and spatial diversity. Between second 1 and 4 of the simulated time, the MU moves with 1 m/s from the center of DU A’s coverage to the center of DU B’s coverage, as indicated through the red arrow in Fig. 4. The two DUs are controlled by a single CU and cover an overlapping region. The distance between the DUs is 3 m and their height is 2.2 m above the MU. In compliance with the proposed protocol, the CU transmits a beacon frame with embedded MIMO pilots through both DUs every 10 ms. Upon its reception, the MU reports the measured signal strength, i.e., the CSI for each DU, to the CU via feedback frames. The CU’s scheduler then performs a selection of the DU(s) for the MU.

We perform two simulation runs. In the first run, the scheduler always assigns at most one DU with the best signal to the MU. In the second run, the scheduler is able to assign more than one DU to the MU, resulting in joint downlink transmissions. We expect that the MU is able to receive downlink data continuously in both simulation runs. Mobility should be supported by means of dynamic DU selection, based on the CSI reported via the feedback protocol.

D. Scenario 2: Adaptive Spatial Multiplexing

In the second scenario, we assess adaptive spatial multiplexing applied by one CU serving two MUs. As depicted in Fig. 5, MU B has a fixed position and MU A moves along a straight trajectory, which is covered by a line of DUs. DUs reside 2.2 m above the MU. The space between the DUs is 2 m and MU A moves at a velocity of 1 m/s. Since both MUs transmit feedback frames to the CU periodically, the scheduler is able to determine suitable DUs to transmit to the each MU. Through identifying clusters, the scheduler also detects whether both MUs can be served simultaneously through spatial multiplexing or whether they require orthogonal time slots because the interference would be too high. The scheduling algorithm is configured for a clustering threshold of 15 dB below the noise power. We expect the MUs to be spatially multiplexed after MU A has moved far enough so that its DUs cause only interference 15 dB below the noise at MU B. Consequently, MU A will be assigned to a different cluster than MU B.

E. Results

Scenario 1

We traced the observed SINRs of all frame receptions at the MU and plotted them in Fig. 6. The top graph depicts the SINR for the first simulation run, where the scheduler allocates the strongest DU to the MU. Between seconds 1 and 4 of the simulation time, the MU is moving and the SINR varies. At first, only DU A serves the MU and after second 2.5, as the scheduler detects that DU B has the best signal at the MU, it switches to DU B. As the unused DU has nothing to transmit, it remains silent and the SINR is equal to the SNR. The SINR drops significantly from 12.5 dB below DU A to 5.9 dB at the cell edge, which translates into lower achievable data rates. Still, the MU is continuously connected, as the CU adaptively selects the serving DU.

The bottom graph shows the SINR for simulation run two, where both DUs serve the MU jointly. Even in the start and end position, under DU A and DU B respectively, the joint signal powers of two DUs lead to an SINR of 13.5 dB, which is 1 dB higher than for transmissions via only a single DU. Moreover, the received SINR drops significantly from 12.5 dB below DU A to 5.9 dB at the cell edge, which translates into lower achievable data rates. Still, the MU is continuously connected, as the CU adaptively selects the serving DU.

Scenario 2

For the second scenario, we plotted the received downlink data rate at both MUs over simulation time in Fig. 7. At first, both MUs share the total number of available time slots and
the DUs 1 to 4 are allocated to MU A and MU B. Consequently, both MUs receive with a data rate of about 38 Mbit/s. The data rate was traced at the transport layer in ns-3. Each transmitted packet of 5000 bytes requires 60 bytes of protocol overhead. The selected MCS defines 16-QAM at a code rate of 2/3. The OFDM symbol duration, including a cyclic prefix, is 6.4 µs, which results in a PHY data rate of approx. 202 Mbit/s. The duration of the PHY frame payload is therefore 191 µs. The whole PHY frame, including preamble and PHY header, requires 235 µs air time. As each transport layer packet results in a PHY frame and half of the time slots are reserved for the uplink, the available downlink data rate is around 86 Mbit/s when all available time slots are combined. The remaining overhead results from the beacon frame, uplink allocation frames and inter-frame gaps.

MU A’s data rate varies as it passes the DUs and the scheduler reacts to the changes of the SINR by selecting different MCS. From second 9.3 in the simulation time, DU 4 has a signal strength of less than 15 dB below the noise at MU A. Based on the feedback CSI, the scheduler detects that interference is low enough to form a second cluster for MU A and allow simultaneous transmissions. Now MU A is served by DU 5 to 8 in the same time slots as MU B is served by DU 1 to 4. As a result, the data rate of both MUs increases to around 76 Mbit/s. Note that our scheduler operates very conservatively and allocates all DUs for full diversity. Allocating less DUs and allowing for more interference would have led to earlier switching to spatial multiplexing.

V. IMPLEMENTATION AND OPTIMIZATION

In this section, we highlight selected implementation and optimization aspects of the distributed multiuser MIMO system.

A. Multiuser MIMO Precoding

As described in Section III, the CU has a global view on the network and can coordinate the medium access in the uplink and downlink in the space and time domains. Within a spatial cluster, our scheduler in Section IV performed TDMA to coordinate interference, i.e., between MU 3 and 4 in Fig. 3. However, as an advanced method for interference handling, joint precoding can be applied in order to reduce the cross-talk and transmit data streams in parallel. This increases the achievable throughput and does not require additional functionality at the MU.

Precoding allows to control how the signals from different transmitters combine at multiple receivers. In [58], random grouping of users in combination with zero forcing precoding was shown to increase spectral efficiency and fairness. The authors of [59] investigated user grouping for SDMA in the multiuser MIMO downlink and confirmed that exploiting the spatial domain enables higher sum throughput for LiFi compared to orthogonal frequency division multiple access (OFDMA). However, typical distributed MIMO LiFi channels have a lower rank than comparable radio channels [23]. For a single user, it is typically proposed to increase the rank of the MIMO channel matrix through angular diversity, e.g., by using an imaging receiver [60]. To assess the potential of multiuser MIMO with and without precoding, we performed several experiments. In [61] it is shown that the capacity gain through zero-forcing precoding is factor two when serving two users in parallel in a neurosurgery room. Moreover, we highlight channel measurements for a distributed MIMO LiFi setup in a conference room [62]. Measurements were taken with OFEs designed for industrial applications with wider beam-width and higher power. Fig. 8 shows the distributed $6 \times 4$ multiuser MIMO setup in the 5.8 m $\times$ 6.8 m $\times$ 3 m room. The six transmitters were placed at 2.85 m height, pointing downwards and the four receivers at 0.75 m height, facing upwards. The receivers were placed in four different scenarios. Fig. 9 depicts the singular values of the compound channel matrix for the different measured scenarios. In scenario 1, all receivers are placed closely together. As a result, only one significant singular value can be observed, i.e., only one data stream can be transmitted and all users have to share the time domain. In scenario 2, two receivers are spatially separated and two strong singular values exist so such that two parallel data streams are possible. In scenario 3, one receiver pair was placed close to each other and the other two receivers at two different positions. Now there are three significant singular values, i.e., three parallel data streams. In scenario 4, a distance of 2 to 3 m between all receivers resulted in the channel having...
four similar singular values, indicating full spatial multiplex with four parallel data streams.

These results show that spatial multiplexing is possible but requires that users are spatially separated to avoid the rank deficiency problem. We expect similar results in industrial scenarios, with an increasing probability of blockage for the LOS. The scheduler needs to know the rank of the compound multiuser MIMO channel matrix in order to make meaningful decisions. Integration of precoding in our scheduler implementation is considered future work.

B. Low-Power PHY

Because of battery powered devices and the proposed wide transmission angles, efficient use of signal power to transport information is a primary concern in industrial LiFi systems. We investigated a PHY for LiFi that relies on OOK modulation to reduce energy usage in the OFE at the expense of spectral efficiency. OOK has been a popular topic in LiFi research and is also investigated in [20], [63]–[66]. As proposed in Section III.E, such a PHY can be used in the uplink from the MU to the DU. In contrast to OFDM, the peak-to-average power ratio of OOK is one, increasing the average output power under peak-power limitations. Moreover, the amplifier in the LED driver can be operated in a switching mode, saving a significant amount of the power in the OFE [64]. Since the spectral efficiency is low, a higher bandwidth compared with OFDM-based systems is needed to achieve a given throughput. Modern LED-based OFEs can deliver bandwidths up to some 100 MHz, enabling data rates of more than 100 Mbit/s with OOK, which is sufficient for many industrial applications.

The following figures summarize evaluation results of a PHY based on OOK, 8B10B and Reed-Solomon error coding. The PHY supports block-based frequency-domain equalization for high symbol rates and is also being specified as Pulsed Modulation PHY (PM-PHY) in IEEE P802.15.13. Fig. 10 shows the detection success rates for a PHY frame’s synchronization preamble, header, and payload at a symbol rate of 200 MHz, over a LOS channel with additive white Gaussian noise [64], [67]. As part of the PHY frame, the synchronization preamble serves the frame detection at the receiver, whereas the header includes information necessary for demodulation of the payload. Therefore, all three portions must be correctly detected. We found that the PHY operates reliably starting at an SNR of 10.4 dB, where the payload is correctly detected.

Results from experimental measurements of the error vector magnitude (EVM) in a laboratory setup are described in [68] and shown in Fig. 11. Here, the achievable distance decreases with increasing symbol rate. This is attributed to the characteristics of the used OFEs, reducing signal power at higher symbol rates. The results confirm that error-free transmission is possible at 10 dB SNR, corresponding to an EVM of 20 %, consistent with simulations as described in [68].

C. Fronthaul Using POF

Different network technologies may serve as fronthaul as long as they transport the signal between the CU and DUs with the required delay and signal quality. Comparing different fronthaul approaches, analog fronthaul techniques were found to be spectrally efficient [69]. In a system with analog fronthaul, all signal processing and digital-to-analog conversion is performed in the CU. Accordingly, the fronthaul transports analog signals between the CU and DUs. However, electrical analog fronthaul cables may suffer from electromagnetic interference in the baseband, e.g., due to radio broadcasting [30]. Since optical transmission is inherently robust against electromagnetic interference, POF is a promising fronthaul technology for industrial environments, where reliability is important and large electrical machines may produce additional emissions in the baseband.
TABLE III

| OWC Configuration | Throughput Downlink / Uplink (Mbit/s) |
|-------------------|---------------------------------------|
| OWC 30 cm         | 882 / 959                             |
| OWC 50 cm         | 922 / 938                             |
| OWC 70 cm         | 759 / 800                             |
| OWC 100 cm        | 681 / 743                             |
| OWC 130 cm        | 596 / 671                             |
| OWC 150 cm        | 470 / 611                             |
| POF 10 m + OWC 30 cm | 725 / 901                         |
| POF 10 m + OWC 50 cm | 537 / 604                         |
| POF 10 m + OWC 70 cm | 446 / 435                          |
| POF 10 m + OWC 70 cm | 313 / 218                          |
| POF 10 m - OWC 130 cm | 239 / 145                          |
| POF 10 m - OWC 150 cm | 218 / 115                          |

In [70], the bandwidth and capacity of a single link was measured to demonstrate the feasibility of POF as fronthaul for LiFi. We implemented a bidirectional fronthaul link to cover the required dynamic range of the wireless path and the wired link, as shown in Fig. 12 [71]. Using POF to transport analog signals between the CU and DUs without digital signal regeneration revealed a static loss depending on the length of the POF and a dynamic loss of up to 20 dB. In the downlink, the dynamic range can be compensated through an automatic gain control (AGC) in the MU, consisting of a variable gain amplifier (VGA) in the analog frontend (AFE), being controlled by the co-located digital signal processor (DSP). In the uplink direction, on the other hand, the DSP is located in the CU. Remote control of the VGA in the DU’s OFE is challenging. Therefore, we compensated the loss over the POF by a fixed-gain amplifier and placed the VGA at the CU. Table III lists measured throughputs for several link configurations. The results show a drop of the data rate due to non-ideal compensation of the dynamic range, which becomes significant for larger wireless distances. Over 10 m POF and a wireless distance of 150 cm, 218 and 115 Mbit/s could be achieved in the down- and uplink, respectively. In factory halls, the wireless distance may be longer.

D. Radio Network Integration

Unlike LiFi signals, which mainly propagate through the LOS, radio waves propagate mostly through multiple reflections, which enables connectivity in locations where the LOS is not available. Thus, radio complements LiFi in locations where LiFi signals do not propagate. On the other hand, radio can offload data to LiFi where it is available, releasing capacity on radio frequencies. In industrial networks, traffic can be partitioned between radio and LiFi links, based on its QoS requirements [72]. Moreover, redundancy over two independent media can increase the reliability for critical traffic, such as safety alerts.

Widely used radio technologies are Wi-Fi and 3GPP cellular networks, i.e., 4G/5G. Generally, integration of radio and LiFi can be loose or tight. By supporting layer-2, i.e., local area network (LAN), connectivity, LiFi networks can interwork with Ethernet and Wi-Fi through bridging. For a dynamic handover, the IEEE 1905.1 standard or software defined networking can be leveraged. Tight integration is achieved by the interworking of protocols on the lower layers. For example, it was proposed to extend the fast session transfer functionality of IEEE 802.11 to support LiFi besides 2.4, 5 and 60 GHz.

5G networks are based on internet protocol (IP) connectivity. Offloading traffic to other access technologies is well-supported in cellular networks and 3GPP has multiple ways of integration. For example, the non-3GPP interworking function (N3IWF) describes an interface, which allows association with the core network for devices that have IP connectivity over a non-3GPP technology, e.g., Wi-Fi [10]. Similar to integrating Wi-Fi, LiFi can be integrated over an IP connection. The integration on the data plane can leverage existing standards and interfaces, whereas intelligent vertical handover as well as traffic partitioning are yet to be implemented.

VI. THE IEEE P802.15.13 PROJECT

There are multiple activities to standardize LiFi. In 2011, the IEEE Standards Association published the IEEE Std 802.15.7. Recently, the ITU-T published G.9991 [25] as an extension to the home networking recommendation G.9960 [33]. The IEEE P802.11bb task group works on adding a new PHY for light communication to the IEEE 802.11 standard.

The IEEE P802.15.13 project is an outstanding activity among these, as it describes a dedicated standard for LiFi in industrial applications where for the first time scalable distributed multiuser MIMO operation is specified. The standard provides compatibility with the IEEE 802 family of standards and LANs, in order to facilitate interoperability with existing Ethernet-based industrial communication protocols and time-sensitive networking (TSN) in the future. The current draft defines medium access based on dynamic TDMA and SDMA using a superframe, which enables deterministic channel access through time slot reservations for users. This allows bounded and predictable latencies with small jitter, as needed.
for industrial communication. For scheduled access, each node maintains a network-wide reference time, based on superframe and slot numbers. The network time is used to time-trigger transmissions in reserved slots and may be used to distribute time synchronization across the LiFi network in the future.

The standard specifies PHYs for high throughput and energy efficiency, based on DCO-OFDM and OOK (see Section V.B). Multiuser MIMO is supported by both PHYs through the definition of MIMO pilot signals. In the downlink, these pilots are constructed from orthogonal comb pairs of subcarriers in the frequency domain where one is used for each DU, allowing to simultaneously estimate the channels from multiple DUs at the MU. In the uplink, orthogonal binary sequences are used that are defined in the time domain. Furthermore, the draft includes the definition of MAC frames for feedback of MIMO CSI between all DUs and MUs to the CU, as described in Section III.C. The feedback contains the amplitude and delay for each link between the DUs and the MU. Spatial multiplexing is possible as the standard allows allocating the same time slots to multiple users in parallel, as long as interference can be ruled out. The current draft does not specify any MIMO precoding schemes but multiuser MIMO precoding techniques that are transparent to the user can be realized by implementers based on the CSI feedback mechanism. The current draft of IEEE P802.15.13 specifies all essential means to realize a distributed multiuser MIMO network for LiFi in a minimalistic manner, thus serving as a basic specification of the mandatory features for a future industrial LiFi system.

VII. SUMMARY

In this article, we highlighted the potential of using LiFi for industrial wireless communications and outlined the requirements and challenges associated with this use case. Based on the key performance indicators, which are reliability and low latency besides moderate user data rates, we proposed to cover a manufacturing hall with an industrial LiFi network using a distributed multiuser multiple-input multiple-output architecture with centralized control. We demonstrated that this approach is capable of handling the distinctive challenges of light as a medium for high quality of service in an industrial scenario. We proposed space division multiple access as medium access scheme and pointed out that its performance can be further improved through joint precoding which cancels residual interference. We argued that the multiuser MIMO not only brings much higher quality of service into LiFi networks, but also supports integrated positioning based on time-of-flight measurements. We proposed a low-power PHY based on on-off-keying with frequency-domain equalization for battery-powered mobile devices. Moreover, plastic-optical fiber was considered as a promising fronthaul technology carrying analog signals between the central and the distributed units. We discussed the value of integration with radio technologies besides several promising approaches how to implement it. The main features described in this paper have been specified in the draft of the IEEE Std 802.15.13, which is validated through several evaluation results shown in this paper. Our next step is to implement essential features in a working prototype, overcome additional impairments and test it in a real industrial scenario.
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