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ABSTRACT. The global existence of solutions to incompressible viscoelastic flows has been a longstanding open problem, even for the global weak solution. Under some special structure (“div-curl” condition) the global small smooth solution was obtained in [4,21]. However, the result with large initial data remains unknown up to now, and it is studied in this paper. We shall put forward a new structure: the cone-condition and then derive the global smooth solution to 3D incompressible viscoelastic system with a class of large initial data. The key is to gain an angle quantity in the estimate of nonlinear terms by restricting the solution to a cone.

1. INTRODUCTION

1.1. Background and Main Result. The flow of three-dimensional (3D) incompressible viscoelastic system can be described by the following system

\begin{equation}
\begin{cases}
    u_t + u \cdot \nabla u - \mu \Delta u + \nabla P = \nabla \cdot \left[ \frac{\partial W(F)}{\partial F} F^T \right], & x \in \mathbb{R}^3, t > 0, \\
    F_t + u \cdot \nabla F = \nabla u F, \\
    \nabla \cdot u = 0,
\end{cases}
\end{equation}

where \( u(t, x) \in \mathbb{R}^3 \) represents the velocity field of materials, \( P(t, x) \) means the scalar pressure. \( F(t, x) \in \mathcal{M} \) denotes the deformation tensor (\( \mathcal{M} \) is the set of \( 3 \times 3 \) matrices) and \( W(F) \) is the elastic energy functional. The constant \( \mu > 0 \) is the coefficient of viscosity. In the first equation, \( \frac{\partial W(F)}{\partial F} \) is the Piola-Kirchhoff stress tensor and \( \frac{\partial W(F)}{\partial F} F^T \) is the Cauchy-Green tensor. Throughout this paper we will adopt the following notations

\[ [\nabla u]_{ij} = \nabla_j u_i, \quad [\nabla \cdot F]_i = \sum_j \nabla_j F_{ij}. \]

We consider here the Cauchy problem of system (1.1) with Hookean elasticity (namely \( W(F) = |F|^2 \)) and the initial data will be specified by

\[ (u, F)|_{t=0} = (u_0, F_0)(x) \quad \text{for all} \quad x \in \mathbb{R}^3. \]

Moreover the initial velocity filed satisfies the divergence free condition,

\[ \nabla \cdot u_0 = 0, \]

and the initial deformation tensor satisfies the natural constraint,

\[ \det F_0 = 1. \]
In this paper, we shall construct a family of global smooth solutions to the 3D incompressible viscoelastic system above with large initial data.

In the last several decades, there have been many attempts to capture different phenomena of the incompressible viscoelastic systems. We mention some works here as a short review. The global existence of a small smooth solution was established by Guillopé and Saut [10], in which an additional linear damping term was presented in the equation of \( F \). In [25] Lions and Masmoudi constructed global weak solutions for some Oldroyd-B type models. And in [2], Chemin and Masmoudi proved the existence and uniqueness of local and global solutions in the critical Besov space.

If the damping term is absent, the velocity viscosity alone may not be sufficient to guarantee the regularity. The study of near equilibrium dynamics of this system is both relevant and very important. Here we consider the case deformation gradient \( F \) is near an identity matrix and let \( E = F - I \) be the perturbation. Then it’s natural to derive the system for \((u, E)\) from (1.1). Notice that the system satisfies the law of Hookean elasticity, there is

\[
\begin{aligned}
\begin{cases}
  u_t + u \cdot \nabla u - \mu \Delta u + \nabla P = \nabla \cdot (EE^T) + \nabla \cdot E + \nabla \cdot E^T, & x \in \mathbb{R}^3, t > 0, \\
  E_t + u \cdot \nabla E = \nabla u E + \nabla u, \\
  \nabla \cdot u = 0.
\end{cases}
\end{aligned}
\]

Under the “div” structure assumption of initial data, i.e.,

\[
\nabla \cdot E^T_0 = 0,
\]

using basic energy analysis, one can find the divergence part \( \nabla \cdot E \) is good enough while the curl part \( \nabla \times E \) behaves roughly which brings the main difficulty. In 2D case, Lin, Liu and Zhang [23] studied an auxiliary vector field and proved the global existence of small solutions under (1.6) (we refer to [20] for different approach). While in 3D case, other more structure is needed to handle the wildest part \( \nabla \times E \). In [21], Lei, Liu and Zhou found a so-called “curl” structure of initial data, \( \nabla_k (E_0)_{ij} - \nabla_j (E_0)_{ik} = (E_0)_{ij} \nabla_l (E_0)_{ik} - (E_0)_{ik} \nabla_l (E_0)_{ij} \), (1.7) which is physical and compatible with the system. Under both “div” structure and “curl” structure, they regarded \( \nabla \times E \) as higher order terms, and then proved the results for global small solutions in 2D and 3D. Chen and Zhang [4] picked another “curl-free” structure \( \nabla \times (F_0^{-1} - I) = 0 \) in proving the Cauchy problem. Under the same structure assumption, the initial-boundary value results were done by Lin and Zhang [24]. The result of critical \( L^p \) framework was given by Zhang and Fang [34]. Feng, Zhu and Zi [8] studied the blow up criterion. We also refer to [7, 22] for incompressible limit theory. Recently, the author [35] proved the global existence of small solutions to (1.1) without any physical structure in 3D. We refer to [3, 5, 9, 11, 13, 26, 27, 31, 32] for results considering the related Oldroyd-B models. And refer to [11, 6, 12, 15, 19, 28, 30, 33, 36] for results about compressible viscoelastic systems.

All the above works are concerning with the small initial data problems, while for the large data problem the known results are few. In [14], Hu and Lin studied the general data problem of 2D incompressible viscoelastic flows and obtained a class
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of global weak solution. However, the global existence of general weak solutions for incompressible viscoelastic system still remains a longstanding open problem even in two spatial dimensions.

On the other hand, if we focus on the global existence of smooth solutions to this system, to the best of our knowledge, the smallness of initial data is necessary. In other words, there is few result considering the classical large data problem for system (1.1) and it is studied in this paper.

The purpose of this paper is to construct a new type of large solutions for the 3D incompressible viscoelastic system. The method in deriving the large solutions may also be effective for other incompressible fluids.

Before we state our main theorem, we want to introduce the so-called “cone-structure” which was first put forward by the author [37] to construct the large solution for 3D incompressible Navier-Stokes equations. Firstly, let’s define the cone Ω_{θ_0,ξ_0} in R^3 as follows:

$$\Omega_{θ_0,ξ_0} = \{ξ | ξ ∈ R^3, \text{arg}\langle ξ, ξ_0 \rangle ≤ θ_0\}.$$ 

Here notation arg\langle ξ, ξ_0 \rangle denotes the included angle (which is normalized to a real number in [0, π)) of vector ξ and vector ξ_0. Now, we can give the main result in the following theorem.

**Theorem 1.1.** Consider the Cauchy problem of 3D incompressible viscoelastic system (1.1) - (1.2) with Hookean elasticity. The smooth initial data u_0, E_0 satisfies (1.3), (1.4) and “div-curl” condition (1.6), (1.7). Furthermore, we assume that the initial data satisfies the cone-condition, i.e.,

$$\text{supp } \hat{u}_0, \text{supp } \hat{E}_0 ⊆ Ω_{θ_0,ξ_0},$$

for some vector ξ_0 and positive θ_0 ≤ π/2. Here \(\hat{f}\) denotes the Fourier transform of function f. If there exists a small number c_0 (only depending on µ) and holds that,

$$θ_0 (\|u_0\|_{H^2} + \|E_0\|_{H^2}) ≤ c_0,$$ (1.9)

then the system admits a unique global smooth solution.

1.2. **Large Smooth Solution.** In this subsection, we show that the smooth solution constructed in Theorem 1.1 can be arbitrarily large.

If the Sobolev norm of initial data \(\|u_0\|_{H^2}\) and \(\|E_0\|_{H^2}\) is small enough, it immediately satisfies the assumption (1.9). However, the smallness of \(\|u_0\|_{H^2}\) and \(\|E_0\|_{H^2}\) is not necessary here. We then show that respectively.

**Construction of velocity u_0 with large Sobolev norm.** We should point out that this construction is already shown in the author’s previous work [37], which concerns the large solutions of 3D incompressible Navier-Stokes equations. For completeness, we shall give the details here. First, let \(f(x)\) be a smooth function in R^3 with \(\|f\|_{L^2} = M_0 < ∞\). And assume that the support of \(f\) is restricted on a unit ball, i.e., \(\text{supp } \hat{f} ⊆ B_1(0)\). Now we set,

$$\hat{v}_λ(ξ) = \frac{iξ × \hat{f}(ξ - λe_3)}{|ξ|}.$$
Here \( \lambda > 1 \) is some positive parameter. Now, let’s derive the Sobolev norm of \( v_\lambda \). By direct calculation we have,

\[
\|v_\lambda\|_{\dot{H}^{\frac{1}{2}}} = \left( \int_{\mathbb{R}^3} \frac{|\xi||\hat{v}_\lambda(\xi)|^2}{|\xi|} \, d\xi \right)^{\frac{1}{2}} = \left( \int_{\mathbb{R}^3} \frac{|\xi \times \hat{\xi} - \lambda e_3|^2}{|\xi|} \, d\xi \right)^{\frac{1}{2}}
\]

\[
= \left( \int_{|\xi| \leq 1} \frac{|(\xi + \lambda e_3) \times \hat{\xi}|^2}{|\xi + \lambda e_3|} \, d\xi \right)^{\frac{1}{2}}.
\]

It’s obvious that \( \|v_\lambda\|_{\dot{H}^{\frac{1}{2}}} \lesssim \lambda^{\frac{1}{2}} \|\hat{f}\|_{L^2} \). Also, we can achieve the lower bound control in the following,

\[
\|v_\lambda\|_{\dot{H}^{\frac{1}{2}}} \gtrsim \left( \int_{|\xi| \leq 1} \frac{|\lambda e_3 \times \hat{\xi} (\xi) - |\xi \times \hat{\xi} (\xi)|^2}{\lambda} \, d\xi \right)^{\frac{1}{2}} \gtrsim \left( \int_{|\xi| \leq 1} \left| \lambda^{\frac{1}{2}} (|\hat{f}_1 (\xi)|^2 + |\hat{f}_2 (\xi)|^2)^{\frac{1}{2}} - \lambda^{-\frac{1}{2}} |\xi \times \hat{\xi} (\xi)|^2 \right| \, d\xi \right)^{\frac{1}{2}} \tag{1.10}
\]

It’s easy to know that \( \text{supp} \ \hat{v}_\lambda \subseteq \Omega_{\theta_\lambda, e_3} \) with \( \theta_\lambda = \arcsin \frac{1}{\lambda} \). Therefore, if \( \lambda \) is chosen large enough we shall get \( \theta_\lambda \|v_\lambda\|_{\dot{H}^{\frac{1}{2}}} \ll 1 \). Moreover, we can choose suitable \( f \) \( (f = (f_1, f_2, f_3) \) and \( f_1 \cdot f_2 \neq 0 \)) then the lower bound of \( \|v_\lambda\|_{\dot{H}^{\frac{1}{2}}} \) \( (1.10) \) will be absolutely large (as \( \lambda \to \infty \)).

We now construct the initial data for our system \( u_0 = Re(v_\lambda_0) \) (the real part of \( v_\lambda_0 \)) and \( \lambda_0 \) is large enough, it then satisfies the assumption of Theorem \ref{thm1}. Also \( \|u_0\|_{H^2} \) can be arbitrarily large since it’s larger than \( \|u_0\|_{\dot{H}^{\frac{1}{2}}} \).

**Construction of deformation tensor** \( E_0 \) with large Sobolev norm. We shall choose \( E_0 \) through the following system,

\[
\begin{align*}
U_t + u_0 \cdot \nabla U &= \nabla u_0 U + \nabla u_0, \\
\text{det}(U + I) &= 1, \\
\left| U \right|_{t=0} &= 0,
\end{align*}
\]

here \( u_0 \) is some divergence free vector with cone-condition, i.e., \( \text{supp} \ \hat{u}_0 \subseteq \Omega_{\theta_0, e_0} \). Notice the fact cone-condition will be preserved under multiplication operation, i.e., \( \text{supp} \ \hat{f}, \text{supp} \ \hat{g} \subseteq \Omega_{\theta_0, e_0} \implies \text{supp} \ \hat{f} \cdot \hat{g} \subseteq \Omega_{\theta_0, e_0} \), through Lemma \ref{lem2.1} we known that the solution \( U(t, \cdot) \) satisfies the “div-curl” condition and cone-condition. If we choose \( u_0 \) with large Sobolev norm, the \( \|U(T, \cdot)\|_{H^2} \) can also be large for some suitable \( T \). Then we can set \( E_0(x) = U(T, x) \) which completes the construction.

1.3. **The Key of Proof.** In this subsection, we shall give a brief sketch to the key idea of proof. As we have known, the lack of damping in the transport equation of \( F \) causes the main difficulty when deriving the global solutions especially for the large solutions. Hence, there is few result concerning the global smooth solutions to system \( (1.1) \) with large initial data.

In this paper, we use a brand new method to construct the large solutions satisfying “cone-condition”. And this cone-structure is well compatible with the nonlinear terms of system. More precisely, the cone-structure and “div-curl” structure live in harmonious coexistence. They will be preserved together with the regularity of solution from the initial data. The core of cone-structure is that under such
structure one can move derivatives in nonlinear terms freely to an error term as needed. And such an error term always contains one angle quantity related to the “cone-condition”. For more technical details, we refer to the next section.

2. Energy Estimate

Before deriving the energy estimate for Theorem 1.1, we shall point out the assumptions for the initial data are natural and compatible with the system. We give the correlative lemma in the following.

Lemma 2.1. Assume that the assumptions for initial data (1.4), (1.6), (1.7), (1.8) are satisfied and \((u, F)\) is the solution of Cauchy problem (1.1) with Hookean elasticity. Then the following equalities are always true,

\[
\begin{align*}
\det(I + E) &= 1, \\
\nabla \cdot E^T &= 0, \\
\nabla_k E_{ij} - \nabla_j E_{ik} &= E_{lj} \nabla_l E_{ik} - E_{lk} \nabla_l E_{ij}, \\
\supp \hat{u}, \supp \hat{E} &\subseteq \Omega_{\theta_0, \varepsilon_0},
\end{align*}
\]

for all time \(t \geq 0\).

Proof. The front three equalities can be understood as the consistency condition for changing of variables between the Lagrangian and Eulerian coordinates. The proof can be found in [21]. For the last property in this lemma we notice the fact: the cone-condition will be preserved under multiplication operation. \(\Box\)

At the beginning of proof, we shall introduce the definition of energy. Without loss of generality, we set \(\mu = 1\) all through the paper. If \((u, E)\) is the solution to system (1.5) with the initial data assumptions in Theorem 1.1 for any positive time \(t > 0\) we set,

\[
\begin{align*}
\mathcal{E}_0(t) &= \sup_{0 \leq \tau \leq t} \left( \theta_0^2 \|u\|_{H^2}^2 + \theta_0^2 \|E\|_{H^2}^2 \right) + \int_0^t \theta_0^2 \|\nabla u\|_{H^2}^2 d\tau, \\
\mathcal{E}_1(t) &= \int_0^t \theta_0^2 \|\nabla E\|_{H^1}^2 d\tau.
\end{align*}
\]

(2.1)

and,

\[
\mathcal{E}_{\text{total}}(t) \doteq \mathcal{E}_0(t) + \mathcal{E}_1(t).
\]

(2.3)

In which \(\theta_0\) is the coefficient given by the cone-condition of initial data (1.8). Moreover, we can define the whole energy as the sum of \(\mathcal{E}_0(t)\) and \(\mathcal{E}_1(t)\),

In the next, we shall first give the a prior estimate for \(\mathcal{E}_0(t)\). And for \(\mathcal{E}_1(t)\), we can not obtain the a prior estimate for it directly. As a workaround, we turn to give the time integral estimate for \(\|\nabla \cdot E\|_{H^1}\) instead of \(\|\nabla E\|_{H^1}\). Somehow, it will imply the corresponding control for \(\|\nabla E\|_{H^1}\) in this problem. For more details, we refer to Lemma 3.1 in the next section.
Step 1: The estimate for $\mathcal{E}_0(t)$

As the first step, let’s focus on the estimate for $\mathcal{E}_0(t)$. The $L^2$ energy estimate for $\mathcal{E}_0(t)$ is trivial. Taking $L^2$ inner product with $u$ for the first equation in (1.5), taking $L^2$ inner product with $E$ for the second equation in (1.5). Summing them up and adding the coefficient $\theta_0^2$ we shall obtain,

$$\frac{1}{2}\left(\theta_0^2\|u\|_{L^2}^2 + \theta_0^2\|E\|_{L^2}^2\right) + \int_0^t \theta_0^2\|\nabla u\|_{L^2}^2 dt \leq \frac{\mathcal{E}^2}{2}. \quad (2.4)$$

To control the highest order terms in $\mathcal{E}_0(t)$, we now apply $\nabla^2$ derivative to system (1.5), take $L^2$ inner product with $\nabla^2 u$ and $\nabla^2 E$ respectively. Summing them up and adding $\theta_0^2$ there is,

$$\frac{1}{2}\frac{d}{dt}\left(\theta_0^2\|u\|_{H^2}^2 + \theta_0^2\|E\|_{H^2}^2\right) + \theta_0^2\|\nabla u\|_{H^2}^2 = \sum_{i=1}^6 I_i, \quad (2.5)$$

where,

$$I_1 = -\theta_0^2\langle \nabla^2(u \cdot \nabla u, \nabla^2 u) \rangle_{L^2}, \quad I_2 = \theta_0^2\langle \nabla^2 \nabla \cdot (E E^T), \nabla^2 u \rangle_{L^2},$$

$$I_3 = \theta_0^2\langle \nabla^2(\nabla \cdot E), \nabla^2 u \rangle_{L^2}, \quad I_4 = -\theta_0^2\langle \nabla^2(u \cdot \nabla E), \nabla^2 E \rangle_{L^2},$$

$$I_5 = \theta_0^2\langle \nabla^2(\nabla u E), \nabla^2 E \rangle_{L^2}, \quad I_6 = \theta_0^2\langle \nabla^2 \nabla u, \nabla^2 E \rangle_{L^2}.$$ 

Here we use the notation $\langle f_1, f_2 \rangle_{L^2}$ to represent the $L^2$ inner product of $f_1$ and $f_2$ on $\mathbb{R}^3$. We then give the a prior estimate for $I_1 \sim I_6$ one by one.

Firstly, we would like to deal with the wildest and most difficult term $I_2$. As mentioned before, the lack of damping in the transport equation of $F$ causes the main difficulty when deriving the global solutions especially for the large solutions. Therefore, the nonlinear term containing $\nabla \cdot (E E^T)$ behaves wildly. We can write this part into:

$$\left[\nabla \cdot (E E^T)\right]_i = \nabla_j(E E^T)_{ij} = \nabla_j(E_{ik}E_{jk}) = \nabla_jE_{ik}E_{jk} + E_{ik}\nabla_jE_{jk}.$$ 

Here and throughout the text, we omit the summation sign $\sum$ for repeated indicators. Notice the condition (1.6) and Lemma 2.1, we have $\nabla_jE_{jk} = 0$. The second part on the right-hand side above is equal to zero then. For the first part, we can investigate its Fourier transform and write,

$$\nabla_j\hat{E}_{ik}\hat{E}_{jk} = \hat{\nabla}_j\hat{E}_{ik}\hat{E}_{jk} = \hat{i} \int_{\mathbb{R}^3} \hat{E}_{jk}(\xi - \eta)\eta_j\hat{E}_{ik}(\eta) \, d\eta. \quad (2.6)$$

Here we split vector $\eta$ into two parts,

$$\eta = \frac{\eta \cdot (\xi - \eta)}{|\xi - \eta|} \frac{(\xi - \eta)}{|\xi - \eta|} + \left(\eta - \frac{\eta \cdot (\xi - \eta)}{|\xi - \eta|} \frac{(\xi - \eta)}{|\xi - \eta|}\right) \quad (2.7)$$

Return back to (2.6), it then yields:

$$\nabla_j\hat{E}_{ik}\hat{E}_{jk} = \hat{i} \int_{\mathbb{R}^3} \hat{a}_j\hat{E}_{jk}(\xi - \eta)\hat{E}_{ik}(\eta) \, d\eta + \hat{i} \int_{\mathbb{R}^3} \hat{b}_j\hat{E}_{jk}(\xi - \eta)\hat{E}_{ik}(\eta) \, d\eta. \quad (2.8)$$
Notice here $\partial_j E_{jk} = 0$, it’s obvious that $\hat{a}_j \hat{E}_{jk}(\xi - \eta) = 0$. Then the first part on the right-hand side of (2.8) vanishes which implies,

$$
\nabla_j \hat{E}_{ik} \hat{E}_{jk} = i \int_{\mathbb{R}^3} \hat{b}_j \hat{E}_{jk}(\xi - \eta) \hat{E}_{ik}(\eta) \, d\eta.
$$

A direct computations now yields,

$$
|b| = \sqrt{\eta^2 + \frac{\eta^2 |\xi - \eta|^2 \cos^2 \theta |\xi - \eta|^2}{|\xi - \eta|^4} - 2 \eta \cdot (\xi - \eta) \cdot (\xi - \eta)}
= \sqrt{|\eta|^2 - |\eta|^2 \cos^2 \theta}
= |\eta| \sin \theta,
$$

(2.9)

where $\theta$ is the included angle of vector $\eta$ and $\xi$. We can now derive the bound control for (2.8) in the following,

$$
|\nabla_j \hat{E}_{ik} \hat{E}_{jk}| \leq \left| \int_{\mathbb{R}^3} \hat{b}_j \hat{E}_{jk}(\xi - \eta) \hat{E}_{ik}(\eta) \, d\eta \right|
\leq \int_{\mathbb{R}^3} |b| \hat{E}_{jk}(\xi - \eta) \hat{E}_{ik}(\eta) \, d\eta.
$$

(2.10)

Notice the estimate for $|b|$, namely (2.9), it’s natural to get

$$
|\nabla_j \hat{E}_{ik} \hat{E}_{jk}| \leq \sum_j (|\hat{E}_{jk}| * |\nabla \hat{E}_{ik}|) \sin \theta
\leq \sum_j (|\hat{E}_{jk}| * |\nabla \hat{E}_{ik}|) \theta_0.
$$

(2.11)

Here we have used the cone-condition of initial data (1.8) and we use symbol $*$ to denote the convolution of functions.

Now, let’s give the estimate for $I_2$.

$$
\theta_0^2 \left\langle \nabla^2 \nabla \cdot (EE^T), \nabla^2 u \right\rangle_{L^2}
= -\theta_0^2 \int_{\mathbb{R}^3} \nabla(\nabla_j E_{ik} E_{jk}) \nabla^3 u_i \, dx
\leq \theta_0^2 \|\nabla(\nabla_j E_{ik} E_{jk})\|_{L^2} \|\nabla^3 u\|_{L^2}
= \theta_0^2 \|\xi \nabla \hat{E}_{ik} \hat{E}_{jk}\|_{L^2} \|\nabla^3 u\|_{L^2},
$$

here $f^\vee$ denotes the inverse Fourier transform of function $f$. Combining with the bound control of $\nabla_j \hat{E}_{ik} \hat{E}_{jk}$, namely (2.8) and (2.11), it then implies
\[
\theta_0^2 \langle \nabla^2 \nabla \cdot (EE^T), \nabla^2 u \rangle_{L^2} \\
\leq \sum_j \theta_0^2 \left\| \xi \left( |E_{jk}| * |\nabla E_{ik}| \right) \right\|_{L^2} \left\| \nabla^3 u_i \right\|_{L^2} \\
\leq \sum_j \theta_0^2 \left\| \nabla (|E_{jk}| |\nabla E_{ik}|) \right\|_{L^2} \left\| \nabla^3 u_i \right\|_{L^2} \\
\leq \sum_j \theta_0^2 \left( \left\| \nabla |\nabla E_{ik}| \right\|_{L^2} \left\| E_{jk} \right\|_{L^\infty} + \left\| \nabla E_{ik} \right\|_{L^4} \right) \left\| \nabla^3 u_i \right\|_{L^2} \\
\lesssim \theta_0^2 \left( \left\| \nabla^2 E \right\|_{L^2} \left\| E \right\|_{H^2} + \left\| \nabla E \right\|_{H^1} \right) \left\| \nabla^3 u \right\|_{L^2}.
\]

Naturally, we can get the time integral estimate for \( I_2 \). Recall the definition of energies (2.1) and (2.2) there is
\[
\int_0^t |I_2| \, dt \lesssim \mathcal{E}_0(t) \mathcal{E}_1^\frac{3}{2}(t). \tag{2.12}
\]

The estimate for the left terms will follow the similar method above. For \( I_1 \), we can write \([u \cdot \nabla u]_i = u_k \nabla_k u_i\) and obtain,
\[
\tilde{u}_k \nabla_k u_i = i \int_{\mathbb{R}^3} \hat{u}_k(\xi - \eta) \eta_k \hat{u}_i(\eta) \, d\eta.
\]

We still split \( \eta \) into \( \tilde{a} + \tilde{b} \) where \( \tilde{a} \) and \( \tilde{b} \) are defined in (2.7). Notice the divergence free condition of velocity filed \( \nabla \cdot u = 0 \) we can write \( i\eta \cdot \hat{u}(\eta) = 0 \). Namely, \( \tilde{a} \hat{u}_k(\xi - \eta) = 0 \). The bound control for \( u_k \nabla_k u_i \) is similar to (2.11), i.e.,
\[
|\hat{u}_k \nabla_k u_i| \leq \sum_k \theta_0 (|\hat{u}_k| * |\nabla \hat{u}_i|).
\]

We then derive that,
\[
- \theta_0^2 \langle \nabla^2 (u \cdot \nabla u), \nabla^2 u \rangle_{L^2} \\
= \theta_0^2 \int_{\mathbb{R}^3} \nabla (u_k \nabla_k u_i) \nabla^3 u_i \, dx \\
\leq \theta_0^2 \left\| \nabla (u_k \nabla_k u_i) \right\|_{L^2} \left\| \nabla^3 u_i \right\|_{L^2} \\
= \theta_0^2 \left\| \xi |u_k \nabla_k u_i| \right\|_{L^2} \left\| \nabla^3 u_i \right\|_{L^2}.
\]

Which implies,
\[
\theta_0^2 \langle \nabla^2 (u \cdot \nabla u), \nabla^2 u \rangle_{L^2} \\
\leq \sum_k \theta_0^2 \left( \left\| \nabla |\nabla_k \hat{u}_i| \right\|_{L^2} \left\| \hat{u}_k \right\|_{L^\infty} + \left\| \nabla |\hat{u}_k| \right\|_{L^4} \left\| \nabla \hat{u}_i \right\|_{L^4} \right) \left\| \nabla^3 u_i \right\|_{L^2} \\
\lesssim \theta_0^2 \left( \left\| \nabla^2 u \right\|_{L^2} \left\| u \right\|_{H^2} + \left\| \nabla u \right\|_{H^1} \right) \left\| \nabla^3 u \right\|_{L^2}.
\]

As the conclusion, we can get the time integral estimate for \( I_1 \) in the following,
Combining the three equations above we then get,

\[ \int_0^t |I_1| \, d\tau \lesssim E_0^2(t). \] (2.13)

Next, we shall handle \( I_3 \) and \( I_6 \) at the same time. Using integration by parts, a direct computations yields the following cancellation.

\[
I_3 + I_6 = \theta_0^2 \langle \nabla^2 \cdot E, \nabla^2 u \rangle_{L^2} + \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 \nabla_j u_i \nabla^2 E_{ij} \, dx
\]
\[
= \theta_0^2 \langle \nabla^2 \cdot E, \nabla^2 u \rangle_{L^2} - \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 u_i \nabla^2 \nabla_j E_{ij} \, dx
\]
\[
= \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 (\nabla \cdot E), \nabla^2 u_i \, dx - \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 u_i \nabla^2 (\nabla \cdot E), \, dx
\]
\[
= 0.
\] (2.14)

Now, let's focus on the term \( I_4 \). Following the process before, we can easily write \([u \cdot \nabla E]_{ij} = u_k \nabla_k E_{ij}\) and there is,

\[
u_k \nabla_k E_{ij} = i \int_{\mathbb{R}^3} \dot{u}_k (\xi - \eta) \eta_k \hat{E}_{ij}(\eta) \, d\eta.
\] (2.15)

Like before, we can derive

\[
|u_k \nabla_k E_{ij}| \leq \sum_k \theta_0 (|\dot{u}_k| \ast |\nabla E_{ij}|).
\]

Before the detailed computation, we shall point out one fact: the highest order term of \( E \) vanishes here,

\[
\theta_0^2 \langle u \cdot \nabla^3 E, \nabla^2 E \rangle_{L^2} = \theta_0^2 \int_{\mathbb{R}^3} u \cdot \nabla \left( \frac{|\nabla^2 E|^2}{2} \right) \, dx = -\theta_0^2 \int_{\mathbb{R}^3} \nabla \cdot u \frac{|\nabla^2 E|^2}{2} \, dx = 0.
\]

Therefore, we directly know here

\[
- \theta_0^2 \langle \nabla^2 (u \cdot \nabla E), \nabla^2 E \rangle_{L^2}
\]
\[
= - \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 (u_k \nabla_k E_{ij}) \nabla^2 E_{ij} \, dx
\]
\[
\leq \theta_0^2 \| \nabla^2 (u_k \nabla_k E_{ij}) \|_{L^2} \| \nabla^2 E_{ij} \|_{L^2}
\]
\[
= \theta_0^2 \| \xi^2 u_k \nabla_k \hat{E}_{ij} \|_{L^2} \| \nabla^2 E_{ij} \|_{L^2}.
\]

Combining the three equations above we then get,

\[
\theta_0^2 \langle \nabla^2 (u \cdot \nabla E), \nabla^2 E \rangle_{L^2}
\]
\[\leq \sum_k \theta_0^3 \left( \| \nabla^2 \hat{u} \|_{L^4} \| \nabla \hat{E}_{ij} \|_{L^4} + \| \nabla \hat{u} \|_{L^\infty} \| \nabla \nabla \hat{E}_{ij} \|_{L^2} \right) \| \nabla^2 E \|_{L^2}
\]
\[\lesssim \theta_0^3 \left( \| \nabla^2 u \|_{H^1} \| \nabla E \|_{H^1} + \| \nabla^2 u \|_{L^2} \| \nabla^3 u \|_{L^2} \| \nabla^2 E \|_{L^2} \right) \| \nabla^2 E \|_{L^2}.
\]
It implies the following time integral estimate for $I_4$,

$$\int_0^t |I_4| \, d\tau \lesssim \mathcal{E}_0(t) \mathcal{E}^4_{1/2} (t). \quad (2.16)$$

Finally, we turn to deal with the last term $I_5$. Like before, we write $[\nabla u E]_{ik} = \nabla_j u_i E_{jk}$ and obtain that

$$|\nabla_j u_i E_{jk}| \leq \sum_j \theta_0 (|\nabla u_i| \ast |E_{jk}|),$$

by cone-condition. Using these known results, we directly derive that,

$$\theta_0^2 \langle \nabla^2 (\nabla u E), \nabla^2 E \rangle_{L^2}$$

$$= \theta_0^2 \int_{\mathbb{R}^3} \nabla^2 (\nabla_j u_i E_{jk}) \nabla^2 E_{ik} \, dx$$

$$\leq \theta_0^2 \| \nabla^2 (\nabla_j u_i E_{jk}) \|_{L^2} \| \nabla^2 E_{ik} \|_{L^2}$$

$$= \theta_0^2 \| \xi^2 \nabla_j u_i E_{jk} \|_{L^2} \| \nabla^2 E_{ik} \|_{L^2}.$$ 

Indeed,

$$\theta_0^2 \langle \nabla^2 (\nabla u E), \nabla^2 E \rangle_{L^2}$$

$$\leq \sum_j \theta_0^3 \left( \| \nabla^2 \nabla u_i \|_{L^2} \| \nabla E_{jk} \|_{L^\infty} + \| \nabla |\nabla u_i| \|_{L^4} \| \nabla |E_{jk}| \|_{L^4} \right)$$

$$+ \| \nabla \nabla u_i \|_{L^\infty} \| \nabla^2 E_{ik} \|_{L^2} \right) \| \nabla^2 E_{ik} \|_{L^2}$$

$$\lesssim \theta_0^3 \left( \| \nabla^3 u \|_{L^2} \| \nabla E \|_{L^2} \| \nabla^3 E \|_{L^2} + \| \nabla^2 u \|_{H^1} \| \nabla E \|_{H^1} \right)$$

$$+ \| \nabla^2 u \|_{L^2} \| \nabla^3 u \|_{L^2} \| \nabla^2 E \|_{L^2} \right) \| \nabla^2 E \|_{L^2}.$$ 

It then implies the time integral control for $I_5$,

$$\int_0^t |I_5| \, d\tau \lesssim \mathcal{E}_0(t) \mathcal{E}^\frac{1}{2} (t). \quad (2.17)$$

Now, we can give the estimate for $\mathcal{E}_0(t)$. Integral (2.15) with time from $0 \sim t$ and take all the estimates above into consideration. Namely, (2.13), (2.12), (2.14), (2.16) and (2.17). We then obtain the following inequality,

$$\frac{1}{2} \left( \theta_0^2 \| u \|_{H^2}^2 + \theta_0^2 \| E \|_{H^2}^2 \right) + \int_0^t \theta_0^2 \| \nabla u \|_{H^2}^2 \, d\tau$$

$$\lesssim \mathcal{E}_0(0) + \mathcal{E}_0(t) \mathcal{E}^\frac{1}{2} (t).$$

Combining this with (2.14) and using Young’s inequality, it then implies

$$\mathcal{E}_0(t) \lesssim \mathcal{E}_0(0) + \mathcal{E}^{\frac{3}{2}}_{\text{total}} (t) \quad (2.18)$$
We recall here $\mathcal{E}_{\text{total}}(t) = \mathcal{E}_0(t) + \mathcal{E}_1(t)$ as defined in (2.3). This completes the proof for $\mathcal{E}_0(t)$.

As mentioned before, it’s then natural to move on to the a priori estimate for $\|\nabla \cdot E\|_{H^1}$.

**Step 2: The $H^1$ norm estimate for $\nabla \cdot E$**

From the first equation of system (1.5) and the “div” structure assumption (1.6), we have

$$\nabla \cdot E = u_t + u \cdot \nabla u + \nabla P - \Delta u - \nabla \cdot (EE^T).$$

Taking $H^1$ inner product with $\nabla \cdot E$ on $\mathbb{R}^3$ and adding the coefficient $\theta_0^2$, it yields that

$$\theta_0^2 \|\nabla \cdot E\|^2_{H^1}$$

$$= \theta_0^2 \langle \nabla \cdot E, u_t + u \cdot \nabla u + \nabla P - \Delta u - \nabla \cdot (EE^T) \rangle_{H^1}$$

$$= \theta_0^2 \frac{d}{dt} \langle u, \nabla \cdot E \rangle_{H^1} + \theta_0^2 \langle \nabla u, -u \cdot \nabla E + \nabla u E + \nabla u \rangle_{H^1}$$

$$+ \theta_0^2 \langle \nabla \cdot E, u \cdot \nabla u + \nabla P - \Delta u - \nabla \cdot (EE^T) \rangle_{H^1}$$

$$= \sum_{i=1}^8 J_i. \tag{2.19}$$

Of course we should give the estimate for $J_1 \sim J_8$ respectively. The time integral estimate for the first term $J_1$ is trivial.

$$\int_0^t |J_1| \, d\tau \leq \mathcal{E}_0(t). \tag{2.20}$$

For the next term $J_2$, we can follow the similar process as in $I_4$. There is,

$$\theta_0^2 \langle \nabla u, u \cdot \nabla E \rangle_{H^1}$$

$$= \theta_0^2 \int_{\mathbb{R}^3} \nabla_j u_i (u_k \nabla_k E_{ij}) \, dx$$

$$\leq \theta_0^2 \|\nabla_j u_i\|_{H^1} \|u_k \nabla_k E_{ij}\|_{H^1}$$

$$\lesssim \theta_0^2 \|\nabla u\|_{H^1} \|\nabla E\|_{H^1} \|\nabla u\|_{H^2}.$$
\[ \theta_0^2 \langle \nabla u \cdot \nabla u E \rangle_{H^1} \leq \theta_0^2 \| \nabla_j u_i \|_{H^1} \| \nabla_j u_i E_{jk} \|_{H^1} \lesssim \theta_0^2 \| \nabla u \|_{H^1} \| E \|_{H^1} \| \nabla u \|_{H^2}. \]

It implies,
\[ \int_0^t |J_3| \, d\tau \lesssim \mathcal{E}_0^2(t). \quad (2.22) \]

The estimate for linear term \( J_4 \) is directly shown by
\[ \int_0^t |J_4| \, d\tau = \int_0^t \theta_0^2 \| \nabla u \|_{H^1}^2 \, d\tau \leq \mathcal{E}_0(t). \quad (2.23) \]

Next, we turn to deal with \( J_5 \). It can be handled like \( I_1 \). We derive,
\[ \theta_0^2 \langle \nabla \cdot E, u \cdot \nabla u \rangle_{H^1} \leq \theta_0^2 \| \nabla \cdot E_j \|_{H^1} \| u_k \nabla_k u_i \|_{H^1} \lesssim \theta_0^2 \| u \|_{H^2} \| \nabla u \|_{H^1} \| \nabla E \|_{H^1}. \]

And the time integral estimate is given by
\[ \int_0^t |J_5| \, d\tau \lesssim \mathcal{E}_0(t) \mathcal{E}^2(t). \quad (2.24) \]

Using the “div” condition we shall derive \( \nabla_i E_{ij} = 0 \). Therefore, it’s obvious that
\[ J_6 = \theta_0^2 \langle \nabla \cdot E, \nabla P \rangle_{H^1} = \theta_0^2 \sum_{k=0}^1 \int_{\mathbb{R}^3} \nabla^k \nabla_j E_{ij} \nabla^k \nabla_i P \, dx \]
\[ = - \theta_0^2 \sum_{k=0}^1 \int_{\mathbb{R}^3} \nabla^k \nabla_j \nabla_i E_{ij} \nabla^k P \, dx = 0. \quad (2.25) \]

Also, the estimate for \( J_7 \) is trivial,
\[ \int_0^t |J_7| \, d\tau \leq \int_0^t \theta_0^2 \| \nabla E \|_{H^1} \| \nabla^2 u \|_{H^1} \, d\tau \leq \mathcal{E}_0^2(t) \mathcal{E}^2(t). \quad (2.26) \]

Finally we turn to handle the last term \( J_8 \). It can be dealt with the similar method like \( I_2 \). We directly know that
\[ \theta_0^2 \langle \nabla \cdot E, \nabla \cdot (EE^T) \rangle_{H^1} \leq \theta_0^2 \| \nabla \cdot E_i \|_{H^1} \| \nabla_j E_{ik} E_{jk} \|_{H^1} \lesssim \theta_0^2 \| E \|_{H^2} \| \nabla E \|_{H^1}. \]

It implies,
\[ \int_0^t |J_8| \, d\tau \lesssim \mathcal{E}_0(t) \mathcal{E}_1(t). \quad (2.27) \]

By this line, we have obtained the time integral estimate for \( J_1 \sim J_8 \). Namely, \( (2.20), (2.21), (2.22), (2.23), (2.24), (2.25), (2.26) \) and \( (2.27) \). Now, integral \( (2.19) \)
with time from $0 \sim t$ and take all the estimates above into consideration. Using Young’s inequality we shall get
\[ \int_0^t \theta_0^2 \| \nabla \cdot E \|^2_{H^1} \, d\tau \lesssim \mathcal{E}_0(t) + \mathcal{E}_{\text{total}}^{3/2}(t). \] (2.28)
This completes the proof for the $H^1$ norm of $\nabla \cdot E$.

3. Proof of Theorem 1.1

In Section 2, we have obtained the a priori estimate for $\mathcal{E}_0(t)$ and $\nabla \cdot E$. However, what we need in $\mathcal{E}_1(t)$ is the time integral estimate for $\nabla E$. At the beginning of this section, we shall announce that the estimate for $\nabla \cdot E$ implies the control for $\nabla E$. After that, we give the proof for Theorem 1.1. Firstly, we introduce the following lemma.

Lemma 3.1. Assume that the assumptions (1.6) and (1.7) are satisfied, $(u, E)$ is the solution of Cauchy problem for (1.5). Then the following inequality is always true:
\[ \| \nabla E \|_{H^1} \lesssim \| \nabla \cdot E \|_{H^1} + (\theta_0 \| E \|_{H^2}) \| \nabla E \|_{H^1}, \]
for time $t \geq 0$. Hence, for small quantity $\theta_0 \| E \|_{H^2} \ll 1$, it directly yields that
\[ \| \nabla E \|_{H^1} \lesssim \| \nabla \cdot E \|_{H^1}. \]

Proof. Notice the “curl” assumption (1.7) in Theorem 1.1 and Lemma 2.1, we can derive that,
\[ \nabla_k E_{ij} - \nabla_j E_{ik} = E_{ij} \nabla_l E_{ik} - E_{lk} \nabla_l E_{ij}. \]
Here we have used the definition for the curl of matrix $E$,
\[ [\nabla \times E]_{im} = [\nabla \times E_{i.}]_m = \delta_{mkj} \nabla_k E_{ij}. \]
It implies that
\[ \left| (\nabla \times \hat{E})_{im} \right| \leq \sum_{j,k} \left( |E_{ij} \nabla_l E_{ik}| + |E_{lk} \nabla_l E_{ij}| \right). \]
Following the process of (2.11), we have
\[ |E_{ij} \nabla_l E_{ik}| \leq \theta_0 \sum_l |\hat{E}_{ij}| \ast |\nabla \hat{E}_{ik}|, \]
\[ |E_{lk} \nabla_l E_{ij}| \leq \theta_0 \sum_l |\hat{E}_{lk}| \ast |\nabla \hat{E}_{ij}|, \]
which implies,
\[ |\nabla \times \hat{E}| \leq \theta_0 |\hat{E}| \ast |\nabla \hat{E}|. \]
Here we use the symbol $\ast$ to stand for convolution operation. Therefore,
\[ \| \nabla E \|_{H^1} \leq \| \nabla \cdot E \|_{H^1} + \| \nabla \times E \|_{H^1} \]
\[ \leq \| \nabla \cdot E \|_{H^1} + \theta_0 \| \hat{E} \|_{\gamma} \| \nabla \hat{E} \|_{\gamma} \| H^1 \]
\[ \lesssim \| \nabla \cdot E \|_{H^1} + (\theta_0 \| E \|_{H^2}) \| \nabla E \|_{H^1}. \]
It then completes the proof of this lemma. \qed
Now, let’s give the proof for Theorem 1.1. Taking (2.28) and Lemma 3.1 into consideration, we then derive the a prior estimate for $E_1(t)$,

$$E_1(t) = \int_0^t \theta_0^2 \|\nabla E\|_{H^1}^2 \, d\tau \lesssim E_0(t) + \frac{3}{2} E_{\text{total}}(t) + E_0(t) E_1. \quad (3.1)$$

Multiplying (2.18) and (3.1) by different suitable number, and summing them up, we can obtain the following inequality

$$E_{\text{total}}(t) \leq C_1 E_0(0) + \frac{3}{2} C_1 E_{\text{total}}(t) + C_1 E_0(t) E_1,$$  

here $C_1$ is some positive constant.

According to the setting of initial data in Theorem 1.1, there exists a positive number $C_2$ such that $E_{\text{total}}(0) + C_1 E_0(0) \leq C_2 c_0^2$. Due to the local existence theory which can be achieved through basic energy method, there exists a positive time $T$ such that

$$E_{\text{total}}(t) \leq 2 C_2 c_0^2, \quad \forall t \in [0, T]. \quad (3.3)$$

Let $T^*$ be the largest possible time of $T$ for what (3.3) holds. Then we only need to show $T^* = \infty$. Notice the inequality (3.2), we can use a standard continuation argument to show the fact $T^* = \infty$ provided that $c_0$ is small enough. We omit some details here for convenience and finish the proof of Theorem 1.1 then.
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