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Abstract

We are interested in the numerical solution of large systems of hyperbolic conservation laws or systems in which the characteristic decomposition is expensive to compute. Solving such equations using finite volumes or discontinuous Galerkin requires a numerical flux function which solves local Riemann problems at cell interfaces. There are various methods to express the numerical flux function. On the one end, there is the robust but very diffusive Lax-Friedrichs solver; on the other end the upwind Godunov solver which respects all resulting waves. The drawback of the latter method is the costly computation of the eigensystem.

This work presents a family of simple first order Riemann solvers, named HLLXω, which avoid solving the eigensystem. The new method reproduces all waves of the system with less dissipation than other solvers with similar input and effort, such as HLL and FORCE. The family of Riemann solvers can be seen as an extension or generalization of the methods introduced by Degond et al. [4]. We only require the same number of input values as HLL, namely the globally fastest wave speeds in both directions, or an estimate of the speeds. Thus, the new family of Riemann solvers is particularly efficient for large systems of conservation laws when the spectral decomposition is expensive to compute or no explicit expression for the eigensystem is available.

1 Introduction

In finite volume methods, integrating conservation laws over a control volume leads to a formulation which requires the evaluation of local Riemann problems at each cell interface. The initial states for these problems are typically given by the left and right adjacent cell values. Since these local Riemann problems have to be solved many times in order to find the numerical solution, the Riemann solver is a building block of the finite volume method. Over the last decades, many different Riemann solvers were developed, see e.g. [16] for a broad overview. The main challenges are the need for computational efficiency and easy implementation, while at the same time, accurate results without artificial oscillations need to be obtained.

Riemann solvers can be classified into complete and incomplete schemes, depending on whether all present characteristic fields are considered in the model or not. According to this classification, upwind, Godunov’s method and Roe’s scheme, are complete [8]. These schemes yield monotone results, however, an evaluation of the eigenvalues of the flux Jacobian is needed. Especially for large systems this characteristic decomposition is expensive to compute and in some cases an analytic expression is not available at all. Nevertheless, using Roe’s scheme, all waves are well-resolved and it typically yields the best resolution of the Riemann wave fan. In order to reduce computational cost while keeping high resolution, there have been many attempts to approximate the upwind scheme without solving the eigenvalue problem, see e.g. [2, 4, 26] and references therein.

In this article, we are interested in incomplete Riemann solvers. In comparison to complete solvers, they need less characteristic information and are easier to implement. However, they contain more dissipation and thus, yield lower resolution, especially of slow waves. Nevertheless, in many test cases, these Riemann solvers may be sufficient to obtain good results, especially if the system contains only fast waves.

The rest of the paper is structured as follows. In Sec. 2 we introduce the necessary notation for finite volume (FV) schemes and Riemann problems in general. Sec. 3 reviews some well-known Riemann solvers. In Sec. 4 we discuss some hybrid Riemann solvers, i.e. solvers which are constructed as weighted combinations of the ones presented in the previous section. In Sec. 5 we describe how to implement the described flux functions without knowing the flux Jacobian, i.e. a Jacobian-free implementation. Then, in Sec. 6 we present the new family of Riemann solvers and discusses construction and parameter choices. The numerical results of Sec. 7 underline the excellent performance of the new solvers and finally, in Sec. 8 we draw some conclusions. Appendix A gives detailed information on how to implement the new solvers and appendix B show more solution plots of the numerical test cases.
2 Finite Volume Method

We consider a Cauchy Problem of the hyperbolic conservation law

\[
\begin{aligned}
&\partial_t U(x,t) + \partial_x f(U(x,t)) = 0, & \text{in } \mathbb{R} \times \mathbb{R}^+, \\
&U(x,0) = U_0(x),
\end{aligned}
\]  

(2.1)

in one space dimension, equipped with the initial condition \(U_0(x)\), where \(U = (U_1, \ldots, U_N)^T : \mathbb{R} \times \mathbb{R}^+ \rightarrow \mathbb{R}^N\). The flux function \(f : \mathbb{R}^N \rightarrow \mathbb{R}^N\), as well as the initial condition \(U_0\) are supposed to be given. We are interested in hyperbolic systems, i.e. the Jacobian matrix \(A(U) = \partial f / \partial U\) is diagonalizable and has \(N\) real-valued eigenvalues \(\forall U \in \mathbb{R}^N\). We consider a regular grid in space, with the positions of the cell centers denoted by \(x_i, i \in \mathbb{Z}\) and with uniform space intervals of size \(\Delta x\). The grid cells are defined by \(C_i = [x_{i-1/2}, x_{i+1/2}]\), where \(x_{i \pm j} = x_i \pm j\Delta x\). Finite volume methods aim at approximating the true cell averages of the solution \(\bar{U}\) of (2.1) with high accuracy, see e.g. [9]. The cell average of the true solution \(U(\cdot, t^n)\) in cell \(C_i\) at time \(t^n\) is given by

\[
\bar{U}_i(t^n) = \frac{1}{\Delta x} \int_{C_i} U(x,t^n) dx.
\]  

(2.2)

The goal is to find an update rule to advance the approximate cell averages from a given time \(t^n\) to a new time \(t^{n+1} = t^n + \Delta t\), such that the true cell averages are well-approximated. In addition, the approximate solution should not develop any (relevant) spurious oscillations. Integrating Eq. (2.1) over the cell \(C_i\) and dividing by \(\Delta t\) yields

\[
\frac{d\bar{U}_i}{dt} = -\frac{1}{\Delta x} \left[ f(U(x_{i+1/2}, t)) - f(U(x_{i-1/2}, t)) \right]
\]  

(2.3)

which is still exact. We now want to find an approximation of the solution \(\bar{u}_i^n\) satisfying \(\bar{u}_i^n \approx \bar{U}_i(t^n)\). The quality of the approximation \(\bar{u}_i^n\) depends on the accurate approximation of the fluxes at the cell boundaries \(f(U(x_{i \pm 1/2}, t))\).

This is achieved by constructing a numerical flux function \(\hat{f}(u, v)\) which is Lipschitz continuous and consistent with the true flux function \(f(U, U) = f(U)\), see e.g. [9]. The numerical flux at the right boundary of cell \(C_i\) is then given by

\[
\hat{f}_{i+1/2} = \hat{f}\left(U_{i+1/2}^l, U_{i+1/2}^r\right).
\]  

(2.4a)

It takes as input variables the left and right limiting values of the solution vector \(U\) at the interface \(i + 1/2\). One can construct higher order schemes by inserting higher-order reconstructions of these interface values, for example by using weighted essentially non-oscillatory (WENO) schemes [7, 10] or limiting methods, e.g. [1, 3, 11, 14, 27]. The focus of this paper is the development of new Riemann solvers and not the order of accuracy. A comment on the extension of the newly developed schemes to higher order in space and time can be found in Sec. 7.4. For the development of the methods however, the input values of the flux function are simply the left and right cell mean values, \(U_{i+1/2}^l = \bar{u}_i\) and \(U_{i+1/2}^r = \bar{u}_{i+1}\). For the sake of simplicity, these are also denoted by \(U_L\) and \(U_R\). In summary, the evolution of cell averages is given by

\[
\frac{d\bar{u}_i}{dt} = -\frac{1}{\Delta x} \left( \hat{f}_{i+1/2} - \hat{f}_{i-1/2} \right).
\]  

(2.5)

As mentioned above, the numerical flux function is the crucial point of the finite volume method and determines the order of accuracy. The numerical flux function can be written in the general form

\[
\hat{f}(U_L, U_R) = \frac{1}{2} \left( f(U_L) + f(U_R) \right) - \frac{1}{2} D(U_L, U_R) \left( U_R - U_L \right)
\]  

(2.6)

with the dissipation matrix \(D\). This matrix depends on the left and right adjoint states and determines the form of the numerical flux function \(\hat{f}\).

The discussion of different Riemann Solvers is easier in the quasi-linear formulation involving the flux Jacobian \(A(U) = \partial f / \partial U\) and some information on its characteristics. If the flux Jacobian is not available, we assume there exists a Roe Matrix \(\hat{A}\) satisfying \(\hat{A}(U_L, U_R)(U_L - U_R) = F(U_L) - F(U_R)\) amongst other properties [12]. From now on, we write \(\hat{A}\) even though the flux Jacobian \(A\) might exist.
We introduce some notation which is useful for the following discussions on Riemann solvers. Let us define the maximal and minimal eigenvalues of $\tilde{A}(U)$ by

$$\lambda_{\text{min}}(U) = \min\{\lambda \mid \lambda \text{ is an eigenvalue of } \tilde{A}(U)\}$$  \hspace{1cm} (2.7a)

$$\lambda_{\text{max}}(U) = \max\{\lambda \mid \lambda \text{ is an eigenvalue of } \tilde{A}(U)\}. \hspace{1cm} (2.7b)$$

The eigenvalues of $\tilde{A}(U)$ are also called the characteristic speeds of the corresponding system. From Eq. (2.7) it follows that the spectral radius at $U$ is given by

$$\bar{\lambda}(U) = \max\{|\lambda_{\text{min}}(U)|, |\lambda_{\text{max}}(U)|\}. \hspace{1cm} (2.8)$$

We would like to point out that for general non-linear systems of equations, discontinuities propagate with wave speeds which are not equal to the eigenvalues. However, for $\|U_L - U_R\|$ sufficiently small we can assume that discontinuities propagate at the constant characteristic speeds $\lambda_i$ [8]. Therefore, from now on we will use the terms ‘wave speed’ and ‘characteristic speed’ interchangeably and we identify the globally fastest wave speed with the spectral radius $\bar{\lambda}$.

The dissipation matrix $D$ depends on the left and right states $U_L$ and $U_R$, respectively. Therefore, $D$ also depends on characteristics of the flux Jacobian. As mentioned above, the flux Jacobian can be diagonalized as $\tilde{A}(U) = T(U) \Lambda(U) T(U)^{-1}$, where $\Lambda(U)$ is the eigenvalue matrix $\Lambda(U) = \text{diag}(\lambda_1(U), \ldots, \lambda_N(U))$, $\lambda_1 < \lambda_2 < \ldots < \lambda_N$ and $T(U)$ the corresponding eigenvector matrix.

Since the dissipation matrix $D$ is a function of the flux Jacobian $\tilde{A}$, it can be shown that

$$\frac{\Delta t}{\Delta x} D(\tilde{A}) = T \frac{\Delta t}{\Delta x} \text{diag}(\tilde{d}(\lambda_1), \ldots, \tilde{d}(\lambda_N)) T^{-1} = T \text{diag}(d(v_1), \ldots, d(v_N)) T^{-1}, \hspace{1cm} (2.9)$$

holds true for all dissipation matrices discussed in this paper. This can easily be seen, since all dissipation matrices considered in this work are either of polynomial nature, given by the absolute value of the flux Jacobian, or linear combinations of polynomials and the absolute value function. More specifically, in this paper it holds that

$$D(\tilde{A}) = \alpha_0 \tilde{A}^0 + \alpha_1 \tilde{A}^1 + \alpha_2 \tilde{A}^2 + \alpha_3 |\tilde{A}|$$

with some coefficients $\alpha_i \in \mathbb{R}$, $i = 1, \ldots, 4$, which might be zero. It then follows from Eq. (2.9) that

$$\frac{\Delta t}{\Delta x} D(\tilde{A}) = \frac{\Delta t}{\Delta x} T \left( \alpha_0 I + \alpha_1 \Lambda + \alpha_2 \Lambda^2 + \alpha_3 |\Lambda| \right) T^{-1}

= T \frac{\Delta t}{\Delta x} \text{diag}(\alpha_0 + \alpha_1 \lambda_1 + \alpha_2 \lambda_1^2 + \alpha_3 |\lambda_1|, \ldots, \alpha_0 + \alpha_1 \lambda_N + \alpha_2 \lambda_N^2 + \alpha_3 |\lambda_N|) T^{-1}

= T \frac{\Delta t}{\Delta x} \text{diag}(\tilde{d}(\lambda_1), \ldots, \tilde{d}(\lambda_N)) T^{-1}

= T \text{diag}(d(v_1), \ldots, d(v_N)) T^{-1},$$

Here, $v_i = \lambda_i \Delta t / \Delta x$ is the dimensionless characteristic speed and $d(v)$ is the dimensionless scalar dissipation function.

Throughout the whole paper, $d(v)$ denotes the scalar, non-dimensional dissipation function. It can be understood as the effect of the dissipation matrix $D$ on the eigenvalues of $\tilde{A}$, as shown in Eq. (2.9).

### 3 Classical Riemann Solvers

In this section we will recall some well-known Riemann solvers, which are necessary for the development of the new family of hybrid Riemann solvers. The numerical flux function (2.6) and thus the resulting scheme is completely dictated by the dissipation matrix $D$. As indicated by Eq. (2.9), we can thus break down the discussion to the dimensionless scalar dissipation function $d(v)$. We only compare the dissipation functions and do not explicitly state the numerical flux functions. However, several well-known numerical fluxes are specified in appendix A.

In order to obtain $L^2$ stability, $d(v) \geq v^2$ is required. If we want to restrict ourselves to monotone schemes, the dissipation function has to lie above the absolute value function [5]. Below this bound, the scheme is non-monotone,
which means that undesired oscillations may occur at discontinuities. In general we want the dimensionless scalar dissipation function to fulfill \( d(v) \geq |v| \).

For a linear system, where we can write \( \partial_t f(U) = A \partial_U \) with some matrix \( A(U) \in \mathbb{R}^{N \times N} \), which might be constant, the dissipation matrix of the upwind or Godunov scheme (both denoted by UP) reads

\[
D_{\text{up}} = |A| \quad \Leftrightarrow \quad d_{\text{up}}(v) = |v|.
\]  

(3.1)

For non-linear systems with general flux function \( f \), where no matrix \( A \) can be found such that \( \partial_t f(U) = A \partial_U \) holds true, the Godunov scheme can be adapted by using a so-called Roe Matrix \( \tilde{A}(U_L, U_R) \), satisfying (amongst other properties) \( \tilde{A}(U_L, U_R)(U_R - U_L) = F(U_R) - F(U_L) \), cf. [12]. The dissipation matrix of Roe’s scheme is given by

\[
D_{\text{Roe}} = |\tilde{A}| \quad \Leftrightarrow \quad d_{\text{Roe}}(v) = |v|,
\]  

(3.2)

The upwind scheme and the Roe solver are complete Riemann solvers. Since their dissipation function is exactly the absolute value function, and recalling that every dissipation function below the absolute value function is non-monotone, we can conclude that the upwind or Roe solver has the minimal dissipation while still being monotone. Thus it is optimal in the sense of minimal dissipation.

Now follows a list of monotone and incomplete solvers with decreasing dissipation, all of them having more dissipation than the upwind scheme.

The dissipation function of the monotone Lax-Friedrichs (LF) scheme is

\[
D_{\text{LF}} = \frac{\Delta x}{\Delta t} I \quad \Leftrightarrow \quad d_{\text{LF}}(v) = 1.
\]  

(3.3)

A solver which decreases the dissipation is the Rusanov scheme [13], also referred to as local Lax-Friedrichs (LLF) scheme. It takes into account the globally fastest eigenvalue of the system

\[
D_{\text{LLF}} = \max \left( \tilde{\lambda}(U_L), \tilde{\lambda}(U_R) \right) I \quad \Leftrightarrow \quad d_{\text{LLF}}(v) = \max(|v_{\text{min}}|, |v_{\text{max}}|),
\]  

(3.4)

where \( v_{\text{min}} \) and \( v_{\text{max}} \) are the (non-dimensionalized) globally fastest left and right traveling wave speeds, i.e.

\[
v_{\text{min}} = \frac{\Delta t}{\Delta x} \min(\lambda_{\text{min}}(U_L), \lambda_{\text{min}}(U_R)),
\]  

(3.5a)

\[
v_{\text{max}} = \frac{\Delta t}{\Delta x} \max(\lambda_{\text{max}}(U_L), \lambda_{\text{max}}(U_R)).
\]  

(3.5b)

Harten, Lax and van Leer [6] further decreased the amount of dissipation added to the system by considering the fastest and slowest waves of the system

\[
D_{\text{HLL}} = \frac{|\lambda_L| \lambda_R - |\lambda_R| \lambda_L}{\lambda_R - \lambda_L} \tilde{A} I + \frac{|\lambda_R| - |\lambda_L|}{\lambda_R - \lambda_L} \tilde{A}
\]  

\( \Leftrightarrow \)

\[
d_{\text{HLL}}(v) = \frac{|v_L| v_R - |v_R| v_L}{v_R - v_L} + \frac{|v_R| - |v_L|}{v_R - v_L} v.
\]  

(3.6a)

Here, \( \lambda_L = \lambda_{\text{min}}(U_L), \lambda_R = \lambda_{\text{max}}(U_R) \), and \( v_{L/R} = \lambda_{L/R}/\Delta t \). Note that there is a difference between \( v_{\text{L/R}} \) and \( v_{\text{min/max}}, \text{Eq. (3.5)} \).

A scheme which further reduces the dissipation is the Lax-Wendroff (LW) scheme, determined by

\[
D_{\text{LW}} = \frac{\Delta t}{\Delta x} \tilde{A}^2 \quad \Leftrightarrow \quad d_{\text{LW}}(v) = v^2.
\]  

(3.7)

Discontinuities are approximated with steep gradients using the Lax-Wendroff scheme, however, the method is known to cause oscillations at discontinuities due to its non-monotonicity [8], see also Fig. 1.
3.1 Comparison of Classical Riemann Solvers

Now that all classical solvers reviewed in Sec. 3 are written in scalar, non-dimensional form, they can easily be compared. This is done in Fig. 1, which shows the scalar dissipation of the methods (corresponding to the amount of dissipation added to the system) depending on \( \nu \in [-1, 1] \). This restriction is due to the CFL condition (assuming an explicit Euler time integration) which requires that \( \bar{\nu} = \bar{\lambda} \Delta t / \Delta x \leq 1 \) and is fulfilled for all \( \nu \) based on the eigenvalues of the flux Jacobian. During the whole paper we remain in the semi-discrete setting, thus, the choice of \( \nu \in [-1, 1] \) is a conservative one, as other time integration schemes might allow for a wider range of \( \nu \).

The shaded region denotes the non-monotone part. The upwind scheme marks the limit between monotone and non-monotone region. Thus, it is the scheme with the smallest amount of dissipation while still being monotone, i.e. not causing oscillations. The other extreme amongst the monotone schemes is the Lax-Friedrichs method, which induces more dissipation (because of larger values of \( d(\nu) \)) than all other methods considered in this paper. The Rusanov scheme reduces the dissipation. However, especially the slow waves, \( \nu \approx 0 \), suffer from too much dissipation. This is because for \( \nu \approx 0 \), the scalar dissipation function \( d_{LLF} \) yields larger values than \( d_{up} \) and therefore, more dissipation than needed is added to the system. This can also be seen in Fig. 1. The Lax-Wendroff scheme on the other side of the spectrum has very little dissipation, however, it causes oscillations because it is non-monotone. Thus, concerning the balance between little dissipation and no spurious oscillations, the upwind scheme seems to be the scheme of choice. However, this scheme necessitates the decomposition of the eigensystem. In some cases no analytic form of the eigensystem is available but an estimate of the fastest and slowest eigenvalues can be obtained. Using only these two information, the HLL solver can be computed. Compared to solvers which only use the globally fastest wave speed, HLL reduces the amount of dissipation. Especially for faster waves close to the globally fastest signal velocities, HLL intersects with the upwind Godunov method, see Fig. 1. Note that the Lax-Wendroff scheme is not the only scheme lying outside the monotone region. For the Rusanov and HLL schemes, the wave speeds have to be chosen in such a way, that they bound the actual wave speeds.

4 Hybrid Riemann Solvers

In this section, we introduce some hybrid Riemann solvers. This means, solvers which can be constructed using weighted combinations of the classical solvers in Sec. 3. We are seeking for solvers which require as little information as HLL but are less dissipative. This is advantageous, especially because slow waves will be better resolved. Additionally, the solver should be computationally not more or only marginally more expensive than HLL. As an input, we only require the knowledge (or an estimate) of the globally slowest and fastest characteristic waves of the system, \( \lambda_{min} \) and \( \lambda_{max} \), and not the complete spectrum of eigenvalues.

4.1 FORCE

We first consider the First Order Centered (FORCE) scheme, introduced by Toro et al. [18, 19]. This scheme can be viewed as a monotone version of the Lax-Wendroff method and the numerical flux function can be expressed as the average of the Lax-Friedrichs and the Lax-Wendroff method. Consequently, the dissipation matrix and function
are given by

\[ D_{\text{FORCE}} = \frac{1}{2} \frac{\Delta x}{\Delta t} \left( \frac{\Delta^2}{\Delta x^2} A^2 + I \right) \Leftrightarrow d_{\text{FORCE}}(\nu) = \frac{1}{2} (\nu^2 + 1). \tag{4.1} \]

Note that this solver needs as little characteristic information as the Lax-Friedrichs scheme while needing one more flux evaluation.

4.2 MUSTA

In [17] and [20], a multi stage flux called MUSTA has been introduced. This flux function is based on the repetition of a simple flux function in order to resolve the Riemann fan and obtain high-resolution solutions of the Riemann problem. The general MUSTA_k flux consists of k repetitions. Here, we only consider the schemes for \( k \in \{0, 1\} \). It turns out that MUSTA_0 is the FORCE scheme, Eq. (4.1), as suggested in [17, 20]. For \( k = 1 \) the dissipation matrix of this scheme is given by

\[ D_{\text{MUSTA}_1} = \frac{1}{4} \frac{\Delta x}{\Delta t} I + \frac{\Delta t}{\Delta x} \tilde{A}^2 - \frac{1}{4} \left( \frac{\Delta t}{\Delta x} \right)^3 \tilde{A}^4 \Leftrightarrow d_{\text{MUSTA}_1} = \frac{1}{4} + \nu^2 - \frac{1}{4} \nu^4. \tag{4.2} \]

It is interesting to realize that \( d_{\text{MUSTA}_1} \) slightly drops below the absolute value function for larger wave speeds, see Fig. 2. This feature will be discussed in more detail in Sec. 6.1.

4.3 HLLX

In this section we introduce a solver which also includes a quadratic term in the dissipation matrix. This means, it has the same number of flux evaluations as FORCE and less than MUSTA_k for \( k \geq 1 \).

4.3.1 The \( P_2 \)-Dissipation Function

We recall three requirements which have been proposed by Degond et al. [4]. The resulting monotone Riemann solver, named \( P_2 \), is based on a quadratic dissipation function, fully determined by

\[ d_{P_2}(\nu_{\min}) = d_{\text{up}}(\nu_{\min}) = |\nu_{\min}|, \tag{4.3a} \]
\[ d_{P_2}(\nu_{\max}) = d_{\text{up}}(\nu_{\max}) = |\nu_{\max}|, \tag{4.3b} \]

and \( d'_{P_2}(\nu) = d'_{\text{up}}(\nu) = \text{sign}(\nu), \quad \nu = \begin{cases} \nu_{\max} & \text{if } |\nu_{\max}| \geq |\nu_{\min}|, \\ \nu_{\min} & \text{if } |\nu_{\min}| > |\nu_{\max}|. \end{cases} \tag{4.3c} \]

The first two requirements indicate that the dissipation matrices match the absolute value function at the minimal and maximal Courant number. This means that the numerical flux function at these points equals the upwind flux. The third requirement is that the slope at the globally fastest wave speed has to match the one of the absolute value function. The dissipation function automatically fulfills \( d_{P_2}(\nu) \geq |\nu| \) for \( \nu \in [\nu_{\min}, \nu_{\max}] \), which means that it is monotone in this region. Even though the requirements (4.3) have been proposed in [4], neither the dissipation matrix nor the numerical flux function of \( P_2 \) have been explicitly stated.
4.3.2 The HLLX-Dissipation Function

We now present a simple way of implementing $P_2$, based on the flux functions of Lax-Friedrichs, HLL, and Lax-Wendroff, and call this Riemann solver HLLX. First, we notice that the dissipation function consists of a constant, an affine linear, and a quadratic part. Thus, it can be expressed as the weighted average

$$d_{HLLX}(v) = \alpha_0 d_{LF}(v) + \alpha_1 d_{HLL}(v) + \alpha_2 d_{LW}(v), \quad (4.4a)$$

where the coefficients are given by

$$\alpha_0 = \alpha |v_{\min} \cdot v_{\max}|, \quad (4.4b)$$

$$\alpha_1 = 1 - \alpha(|v_{\max}| + |v_{\min}|), \quad (4.4c)$$

$$\alpha_2 = \alpha, \quad (4.4d)$$

and

$$\alpha = \frac{v_{\max} - v_{\min} - ||v_{\max} - v_{\min}||}{(v_{\max} - v_{\min})^2}. \quad (4.4e)$$

An even simpler but not as demonstrative way of defining the dissipation function is

$$d_{HLLX}(v) = d_{HLL}(v) + \alpha (v - v_{\min})(v - v_{\max}), \quad (4.5)$$

with $\alpha$, as defined in Eq. (4.4e).

Based on Eq. (4.5), it is possible to write the dissipation matrix as

$$D_{HLLX}(U_L, U_R) = D_{HLL}(U_L, U_R) + \alpha \frac{\Delta t}{\Delta x} (\tilde{A} - \lambda_{\min}I)(\tilde{A} - \lambda_{\max}I). \quad (4.6)$$

This directly leads to the corresponding numerical flux function

$$\hat{f}_{HLLX}(U_L, U_R) = \hat{f}_{HLL} - \frac{\alpha \Delta t}{2 \Delta x} (\tilde{A} - \lambda_{\min}I)(\tilde{A} - \lambda_{\max}I)(U_R - U_L). \quad (4.7)$$

5 Jacobian-Free Implementation

In the formulation of the numerical flux function $\hat{f}(U_L, U_R) = \frac{1}{2}(f(U_L) - f(U_R)) + \frac{1}{2}D(U_L, U_R)(U_R - U_L)$, it is necessary to know the flux Jacobian or Roe matrix $\tilde{A}$, in order to calculate the dissipation matrix $D(U_L, U_R)$. In case of the Euler equations, an explicit expression of the flux Jacobian matrix $\tilde{A}$ is available, however, for larger systems of conservation laws this might be difficult to compute or implement. In these cases, a Jacobian-free implementation is desirable. We now describe the implementation for the cases treated in this article, which are scaled versions of $\tilde{A}$ and $\tilde{A}^2$. For a generalization of the Jacobian-free implementation, the interested reader is referred to [26, Sec. 3.2].

In the flux formula (2.6), the dissipation matrix is always multiplied by the state difference $\Delta U = U_R - U_L$, so that the Jacobian matrix always appears as a matrix vector multiplication with $\Delta U$. We exploit this fact by using the finite difference formulation $DF(\bar{U}) \Delta U = \lim_{\varepsilon \to 0} (f(\bar{U} + \varepsilon \Delta U) - f(\bar{U}))/\varepsilon$ with the average value $\bar{U} = 0.5(U_L + U_R)$. In the following, assuming $\varepsilon \ll 1$, we use the implementation

$$A \Delta U = \frac{f(\bar{U} + \varepsilon \Delta U) - f(\bar{U})}{\varepsilon}, \quad (5.1a)$$

$$A^2 \Delta U = \frac{f \left( \bar{U} + \varepsilon \left( \frac{f(\bar{U} + \varepsilon \Delta U) - f(\bar{U})}{\varepsilon} \right) \right) - f(\bar{U})}{\varepsilon}. \quad (5.1b)$$

Another option is to note that the way of writing the dissipation function (4.4) directly leads to a simple form for the numerical flux function. In order to implement $\hat{f}_{HLLX}$ we do not actually need to compute the dissipation matrix $D_{HLLX}$ based on Eq. (4.4a). We rather use the fact, that most users already implemented Lax-Friedrichs, HLL, and Lax-Wendroff (see appendix A.1 for full formulations of the numerical flux functions). Defining $\hat{f} = 0.5(f(U_L) + f(U_R))$, we can rewrite the numerical flux functions (2.6) of these three classical Riemann solvers to extract their dissipation matrices. Altogether this yields the numerical flux function

$$\hat{f}_{HLLX}(U_L, U_R) = \hat{f} + \alpha_0 (\hat{f}_{LF} - \hat{f}) + \alpha_1 (\hat{f}_{HLL} - \hat{f}) + \alpha_2 (\hat{f}_{LW} - \hat{f}) \quad (5.2)$$

$$= \hat{f}_{HLL} + \alpha \left\{ |v_{\min} \cdot v_{\max}|(\hat{f}_{LF} - \hat{f}) - (|v_{\max}| + |v_{\min}|)(\hat{f}_{HLL} - \hat{f}) + (\hat{f}_{LW} - \hat{f}) \right\}. \quad (5.3)$$
Figure 3 – Scalar dissipation function $d_\omega(v)$, Eq. (6.1) for $\omega = 0.3$ and $\omega = 0.7$.

with $\alpha$ as in Eq. (4.4e). This formulation does not include the Jacobian matrix $\tilde{A}$ and can therefore be used for any (large) system of hyperbolic conservation laws.

The form of Eq. (5.2) and (5.3) will also be used for the solvers presented in the next sections. The numerical flux functions can be found in appendix A.

6 HLLX$\omega$ - a Family of Hybrid Riemann Solvers

This section, which is the core of this paper, presents a new family of Riemann solvers, called HLLX$\omega$. These new solvers are based on a quadratic dissipation function in the form of HLLX. Their dissipation functions shall be closer to the absolute value function, i.e. the upwind scheme, for all waves $\lambda_i$ of the hyperbolic system, and thus for all $v_i$. This means, that the family of solvers yields even less dissipation than HLLX. The new schemes require as little information as HLL and HLLX, namely the globally slowest and fastest characteristic waves of the system, $\lambda_{\min}$ and $\lambda_{\max}$. Additionally, HLLX$\omega$ only needs the same number of flux evaluations as HLLX, namely two. Since we do not want to increase neither the number of input information, nor the number of flux evaluations, we lower the dissipation function by a certain amount. This amount is described by a parameter $\omega \in [0,1]$, which determines the monotonicity behavior of the solver. For $\omega = 0$ we recover the monotone HLLX solver, and for $\omega = 1$, the non-monotone Lax-Wendroff solver. All intermediate members of the HLLX$\omega$ family are slightly non-monotone for a certain range of waves. However, we show in this section that under some mild assumptions, the results do not show spurious oscillations.

6.1 Beyond Monotonicity

Before we introduce this family of Riemann solvers, we state and validate some observations made by Torrilhon [26]. Firstly, it was perceived that the MUSTA fluxes introduced by Toro [17] slightly drop below the upwind flux, which means that they do not fully lie in the monotonicity preserving region, see also Fig. 2 and Sec. 4.2. Therefore, as expected, the numerical solutions obtained with MUSTA fluxes show some non-monotone behavior. However, this behavior is far from the oscillations created by the Lax-Wendroff scheme. Additionally, the observed oscillations of MUSTA solutions decay in time and disappear after a certain number of time steps, cf. [26, Fig. 5, p. A2084]. These results are essentially independent of the grid size and were observed for dissipation functions which only slightly drop below the absolute value function. Let us introduce the dissipation function $d_\omega(v)$, which is the weighted average of the dissipation functions of the monotone upwind scheme and the non-monotone Lax-Wendroff scheme,

$$d_\omega(v) = \omega \, d_{\text{LW}}(v) + (1 - \omega) \, d_{\text{UP}}(v)$$

$$\Leftrightarrow D_\omega(U_L, U_R) = \omega \, D_{\text{LW}}(U_L, U_R) + (1 - \omega) \, D_{\text{UP}}(U_L, U_R), \quad \omega \in [0,1].$$

For $\omega = 0$ we recover the monotone upwind scheme $d_{\omega=0}(v) = d_{UP}(v)$ and for $\omega = 1$, $d_{\omega=1}(v) = d_{LW}(v)$ holds true. This can be seen in Fig. 3, which shows $d_\omega(v)$ for $\omega \in \{0.0, 0.3, 0.7, 1.0\}$.

The aim of this section is to study the monotonicity behavior of $d_\omega(v)$ and produce similar effects to those found in [26]. We therefore investigate solutions of the scheme based on Eq. (6.1) for different values of $\omega$. We consider the scalar advection equation $u_t + u_x = 0$ and use as initial condition the sign function, $\text{sgn}(x)$ on the interval $x \in [-1,1]$. The jump evolves with time on a grid with $n = 200$ grid cells until $T_{\text{end}} = 0.25$. The CFL number is
as an independent of the grid size. That is, for \( \omega = 1 \) we can observe the well-known oscillations. As \( \omega \) decreases, the oscillations also decrease and for \( \omega \ll 0.5 \) no oscillations seem to be apparent in Fig. 4b. For further analysis, the maximum value of the solutions \( u \) as a function of the number of time steps is shown in Fig. 4a, where 50 time steps correspond to \( T_{\text{end}} = 0.25 \). Here, it can be seen that the oscillations of the Lax-Wendroff scheme do not decrease over time, whereas the Upwind scheme does not oscillate at any time. For the mixed schemes, a certain amount of weight needs to be given to the monotone Upwind scheme to make the Lax-Wendroff scheme do not decrease over time, whereas the Upwind scheme does not oscillate at any time. Now it can be seen what was not clearly visible in Fig. 4b, namely that oscillations only completely decrease within 50 time steps for \( \omega \to 0 \). Note that these results are essentially independent of the grid size.

For the rest of the article we will assume that \( \omega \leq 0.4 \) is sufficiently small to diminish oscillations to an amount which can be considered “vanished”. This assumption is tested and verified in the numerical experiments in Sec. 7.

### 6.2 Modified Equation

The phenomenon observed in Sec. 6.1 can be explained by taking a look at the modified equation of the scheme. This equation is obtained, when the difference equation of a numerical scheme is modeled by a differential equation [8]. More specifically, the modified equation is the differential equation which is more accurately solved by the numerical scheme than the original equation (2.1). A scheme which solves Eq. (2.1) with order \( p \) numerically, solves the modified equation

\[
\partial_t U(x,t) + \partial_x f(U(x,t)) = D(v)\partial_x^{p+1}U(x,t) \tag{6.2}
\]

with order \( p + 1 \). Here, \( D(v) \) is the dissipation matrix which can be obtained by computing the local truncation error of the method. Solving the linear advection equation \( \partial_t U + a\partial_x U = 0 \) with the Upwind Godunov and the Lax-Wendroff scheme, their modified equations read

\[
\text{UP:} \quad \partial_t U(x,t) + a\partial_x U(x,t) = \frac{1}{2}a\Delta t (1 - v)\partial_{xx} U(x,t) = D_{\text{UP}}(v)\partial_{xx} U(x,t), \tag{6.3a}
\]

\[
\text{LW:} \quad \partial_t U(x,t) + a\partial_x U(x,t) = \frac{1}{6}a\Delta t^2 (v^2 - 1)\partial_{xxx} U(x,t) = D_{\text{LW}}(v)\partial_{xxx} U(x,t). \tag{6.3b}
\]

Now we define the shift \( \xi := x - at \) and the shifted function \( \hat{u}(\xi,t) := u(x,t) \), as well as the Fourier transform

\[
\hat{u}(k,t) = \mathcal{F}[\hat{u}(\xi,t)] := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{u}(\xi,t) \exp(ik\xi) d\xi, \tag{6.4a}
\]

\[
\hat{u}(\xi,t) = \mathcal{F}^{-1}[\hat{u}(k,t)] := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{u}(k,t) \exp(-ik\xi) dk, \tag{6.4b}
\]
The solution $\tilde{u}(\xi, D)$ can now be obtained by inverse Fourier transform (6.4b), when inserting the diffusion coefficients $D_{UP}(v)$ and $D_{LW}(v)$. With the values described in Fig. 4, Eq. (6.3) yields $D_{UP} = 0.0025$ and $D_{LW} = -0.0000125$. In order to study the behavior of the scheme with diffusion matrix $D_{\omega}$ (6.1), we compute its modified equation

$$
\partial_t U(x,t) + a \partial_x U(x,t) + \frac{1}{2} a \Delta x (1 - \nu) \partial_{xx} U(x,t) + \frac{1}{6} a \Delta x^2 (v^2 - 1) \partial_{xxx} U(x,t) = D_{UP}(v)(1 - \nu) \partial_{xx} U(x,t) + D_{LW}(v) \partial_{xxx} U(x,t).
$$

(6.7a)

For $\nu = 1$, the term $D_{UP}(v)(1 - \nu) \partial_{xx} U(x,t)$ cancels and only the modified equation of Lax-Wendroff remains, as in Eq. (6.3b). For $\nu = 0$, we expect to recover the modified equation of the upwind scheme, Eq. (6.3a). This is the case including the second and third terms of the Taylor expansion of the local truncation error.

Following the procedure described above, we obtain

$$
\hat{u}(k, t) = \frac{2}{\pi} i \exp(D(v)(-ik)^{\nu+1} t).
$$

(6.6)

The solution $\tilde{u}(\xi, D)$ remains to yield different solutions, as depicted in Fig. 5. Increasing $D$ can imply two things: 1) at a fixed value $\nu \in [0, 1]$, the time $t$ has been increased, corresponding to Fig. 4a. Or 2), at a fixed time $t$, the parameter $\nu$ has been decreased, which corresponds to Fig. 4b. Both scenarios result in smoother solutions and the disappearance of oscillations, as shown in Fig. 5.

Figure 5 – Analytical solution $\tilde{u}(\xi, D)$ (6.10), depending only on the parameter $D$ (6.9).
6.3 HLLω

Based on the findings of Sec. 6.1 and 6.2, let us define a Riemann solver, called HLLω, which is a modification of HLL with less dissipation. Instead of intersecting with the absolute value function at \( v_{\text{min}} \) and \( v_{\text{max}} \), HLLω fulfills the following constraints:

\[
d_{\text{HLLω}}(v_{\text{min}}) = d_0(v_{\text{min}}), \quad d_{\text{HLLω}}(v_{\text{max}}) = d_0(v_{\text{max}}).
\]  

(6.11)

These conditions yield the scalar dimensionless dissipation function

\[
d_{\text{HLLω}}(v) = b_0 + b_1 v.
\]  

(6.12)

The coefficients \( b_0 \) and \( b_1 \), as well as the numerical flux function \( \hat{f}_{\text{HLLω}}(U_L, U_R) \) are given in appendix A.2.

The dissipation function \( d_{\text{HLLω}}(v) \) is shown in Fig. 6, where it is well-visible, that HLLω yields solutions with less dissipation than HLL. Note that HLLω is not monotone for all - however for most - wave speeds.

6.4 HLLXω

Now we can come back to the aim of this section, the construction of a new family of approximate Riemann solvers, called HLLXω. Here, \( \omega \in [0, 1] \) is a parameter, which controls the amount of dissipation of the solver. The improvement of HLLXω is that the dissipation functions are closer to the absolute value function for all emerging wave speeds of the system and thus the solvers are less dissipative than HLLX. The dissipation functions of HLLXω are designed in a similar fashion as \( d_{\text{HLLX}} \), see Sec. 4.3. This means, \( d_{\text{HLLXω}}(v) \) is a quadratic function, fully determined by

\[
d_{\text{HLLXω}}(v_{\text{min}}) = d_0(v_{\text{min}}), \quad d_{\text{HLLXω}}(v_{\text{max}}) = d_0(v_{\text{max}}),
\]  

(6.13a)

\[
d_{\text{HLLXω}}'(v) = d_0'(v), \quad \text{where } v = \begin{cases} v_{\text{max}}, & \text{if } |v_{\text{max}}| \geq |v_{\text{min}}| \\ v_{\text{min}}, & \text{if } |v_{\text{min}}| > |v_{\text{max}}|. \end{cases}
\]  

(6.13c)

These conditions yield a dissipation function which can be written as a weighted linear combination of the Lax-Friedrichs, HLLω, and Lax-Wendroff dissipation functions or an extension of HLLXω:

\[
d_{\text{HLLXω}}(v) = \beta_0 d_{LF}(v) + \beta_1 d_{\text{HLLω}}(v) + \beta_2 d_{\text{LW}}(v),
\]  

(6.14a)

\[
d_{\text{HLLXω}}(v) = \beta d_{\text{HLLω}}(v) + \beta (v - v_{\text{min}})(v - v_{\text{max}}).
\]  

(6.14b)

The coefficients \( \beta \) and \( \beta_i \) can be found in appendix A.3. They depend on the parameter \( \omega \), i.e. \( \beta = \beta(\omega) \), \( \beta_i = \beta_i(\omega) \), \( i = 0, 1, 2 \). Therefore, the whole dissipation function of HLLXω changes its behavior with \( \omega \). Depending on the choice of this parameter, the dissipation function lies more or less inside the monotone region. For \( \omega = 0 \), it is bound by the monotone HLLX solver, for \( \omega = 1 \) HLLXω recovers the \( L^2 \) stable but non-monotone Lax-Wendroff method.

It can be seen in Fig. 6 that HLLXω is less dissipative than HLL, HLLω, and HLLX. However, it does not fully lie in the monotone region, thus, one would expect oscillations near discontinuities. However, for the linear advection equation we observe that oscillations appearing close to discontinuities disappear after a certain number of time steps. For non-linear systems of equations, no oscillations are observed during the whole time of simulation. Thus, in any case, the final result obtained with HLLXω is non-oscillatory, see discussion in Sec. 6.1 and 6.2.

As proposed for HLLX, there is an easy way of implementing the numerical flux function of HLLXω. By defining \( \hat{f} = 0.5(f(U_L) + f(U_R)) \), we can rewrite the numerical flux function of Lax-Friedrichs, HLLω, and Lax-Wendroff to extract their dissipation matrices. These can then be used to formulate the Jacobian-free version of the numerical flux function

\[
\hat{f}_{\text{HLLXω}}(U_L, U_R) = \hat{f} + \beta_0 (\hat{f}_{LF} - \hat{f}) + \beta_1 (\hat{f}_{\text{HLLω}} - \hat{f}) + \beta_2 (\hat{f}_{\text{LW}} - \hat{f}).
\]  

(6.15)

Based on Eq. (6.14b), it is also possible to write the dissipation matrix as

\[
D_{\text{HLLXω}}(U_L, U_R) = D_{\text{HLLω}}(U_L, U_R) + \beta \frac{\Delta t}{\Delta x} (\hat{\lambda} - \lambda_{\text{min}}) (\hat{\lambda} - \lambda_{\text{max}}).
\]  

(6.16)
and thus, the numerical flux function can also be written as

\[ \hat{f}_{\text{HLLX}}(U_L, U_R) = \hat{f}_{\text{HLL}} + \frac{\beta}{2} \Delta t (\tilde{A} - \lambda_{\text{min}})(\tilde{A} - \lambda_{\text{max}})(U_L - U_R), \]

which is advantageous when the flux Jacobian \( \tilde{A} \) is known.

The choice of \( \omega \) remains problem-dependent. However, \( \omega \leq 0.5 \) turned out to be a good choice and will be used in the following.

### 7 Numerical Results

In this section, we provide numerical experiments in order to demonstrate the performance of the new family of Riemann solvers described in Sec. 6. As already stated, we are especially interested in large systems of conservation laws. Nevertheless, we start with the one-dimensional Euler equations with three emerging wave speeds. Already in this example, the difference in dissipation for slow waves (in this case the contact discontinuity) demonstrates different results. Other numerical examples are the ideal magnetohydrodynamics (MHD) equations, which exhibit seven characteristic velocities, and the 13-moment equations of Grad.

Since the focus of this paper is on the solvers themselves, all tests will be conducted with first order accuracy, using the explicit Euler method for time evolution.

#### 7.1 Sod’s Shock Tube Problem

Let us consider Sod’s problem, which describes a shock tube containing two different ideal gases at the left and right side of a diaphragm, placed at \( x = 0 \). The density, velocity, and pressure of the gases in the left and right region are given by

\[
\begin{pmatrix}
\rho_L \\
\rho L \\
p_L
\end{pmatrix} = \begin{pmatrix}
1.0 \\
0.0 \\
1.0
\end{pmatrix}, \quad \begin{pmatrix}
\rho R \\
\rho R \\
p R
\end{pmatrix} = \begin{pmatrix}
0.125 \\
0.0 \\
0.1
\end{pmatrix}
\]

At time \( t = 0 \), the diaphragm is removed and the gases begin to mix. The time evolution is described by the one dimensional Euler equations,

\[ U_t + f(U)_x = 0 \]

with the conserved variables \( U = (\rho, \rho v, E) \), the flux function

\[ f(U) = (\rho v, \rho v^2 + p, v(E + p))^T \]

and the equation of state for ideal gases

\[ E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho v^2, \]
where the ratio of specific heats is set to $\gamma = 1.4$. The computational domain is $[-2, 2]$ and the test is conducted with $N = 20$ grid cells until $t_{\text{end}} = 0.8$ with CFL number $\bar{v} = 0.95$. We compare the new family of solvers, HLLX, for the two choices $\omega = 0.3$ and $0.5$ with the HLL and HLLX solvers. The results for density are plotted in Fig. 7 together with the exact solution. Plots of velocity and pressure of the same simulation can be found in appendix B.1. Sod’s shock tube problem leads to three characteristic waves, where the pressure and velocity profile, Fig. 10a and 10b, illustrate the left-traveling rarefaction and the right-traveling shock wave. The contact discontinuity can only be seen in the density profile, Fig. 7a. A zoom of the density profile around the contact discontinuity is depicted in Fig. 7b. This is of special interest since it highlights the different performances of the tested Riemann solvers because the contact discontinuity relates to the slow-moving wave of the system. As expected, HLLX with $\omega = 0.5$ best approximates the steep gradient of the contact discontinuity since its dissipation function shows little diffusion around $v \approx 0$ compared to the other solvers. However, the solution shows slight overshoots in the velocity profile 10b. HLLX with $\omega = 0.3$ approximates the contact discontinuity almost as well as with $\omega = 0.5$ and does not show spurious oscillations at $t_{\text{end}} = 0.8$. HLLX and HLL are more dissipative than the new family of solvers, as expected from the discussions in Sec. 3.1, 4.3, and 6.

7.2 Ideal Magnetohydrodynamics

Ideal magnetohydrodynamics (MHD) describes the flow of plasma, assuming infinite electrical resistivity. The equations in one-dimensional processes read

$$\frac{\partial}{\partial t} \begin{pmatrix} \rho \\ \rho v_x \\ \rho v_y \\ \rho v_z \\ B_t \\ E \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} \rho v_x \\ \rho v_x^2 + p + \frac{1}{2} B_t^2 \\ \rho v_x v_t - B_t B_t \\ v_x B_t + B_t v_t \\ \frac{1}{\gamma - 1} \rho v_x + \frac{1}{2} B_t^2 \\ \frac{1}{\gamma - 1} (E + \frac{1}{2} B_t^2) v_x - B_t B_t \cdot v_t \end{pmatrix} = 0$$

(7.3)

with density $\rho$, normal and transverse velocities $v_x$, and $v_t = (v_y, v_z)$, respectively. Due to divergence constraints, the normal component of the magnetic field $B_t$ is constant in the one-dimensional case. The transverse magnetic field is $B_t = (B_y, B_z)$. The energy $E$ is given in terms of the pressure $p$ by

$$E = \frac{1}{\gamma - 1} p + \frac{1}{2} \rho (v_x^2 + v_t^2) + \frac{1}{2} B_t^2.$$  

(7.4)

The adiabatic constant $\gamma$ is set to $5/3$. System (7.3) is hyperbolic and contains seven equations for the seven unknowns, $\mathbf{U} = (\rho, v_x, v_t, p, B_t)$, exhibiting seven characteristic velocities. Thus, it can be considered as a large system of conservation laws.
Let us consider the Riemann problem given by

\[(\rho^L, v_y^L, v_t^L, p^L, B_t^L) = (1,0,0,1,0.5,0.6) \quad \text{if } x < 0,\]
\[(\rho^R, v_y^R, v_t^R, p^R, B_t^R) = (1,0,0,1,1.6,0.2) \quad \text{if } x \geq 0,\]

and the normal magnetic field \(B_z \equiv 1.5\). This problem, first introduced in [21], represents a magnetic shock tube, since density, pressure, and velocity are constant in the whole domain and all fluid movements are generated only by the difference in the magnetic field. The solution of magnetic field and velocity in \(y\)-direction at time \(t_{\text{end}} = 1.0\) are shown in Fig. 8. The test has been computed in the domain \([-4,4]\) with \(N = 200\) grid cells and CFL number \(\bar{\nu} = 0.95\).

## Figure 8 – Solution of the ideal MHD equations with initial conditions (7.5) at time \(t_{\text{end}} = 1.0\). Displayed are the \(y\)-components of magnetic field and velocity. The test has been computed with \(x \in [-4,4]\), \(N = 200\) grid cells, and CFL number \(\bar{\nu} = 0.95\).

We compare the new family of Riemann solvers with the parameter choices \(\omega \in \{0.3, 0.5, 0.7\}\) to the HLL solver and the exact solution, which has been obtained by [21–24]. The magnetic field, as well as the velocity in \(y\)-direction exhibit all waves of the system, except the contact discontinuity. The six waves are: a fast shock or rarefaction, a rotational discontinuity, and a slow shock or rarefaction, all of them to the left and to the right. The rotational discontinuity is also called Alfvén wave. The shocks and discontinuities can be seen in Fig. 8. Here, Fig. 8b shows a zoom of the right-moving slow shock and the right rotational discontinuity of the \(y\)-component of the magnetic field. This extract shows that the exact solution is better approximated with increasing value of \(\omega\), which corresponds to decreasing dissipation. However, the solution of HLLX\(\omega\) with \(\omega = 0.7\) yields some oscillations close to steep gradients at time \(t_{\text{end}} = 1.0\), so that it might preferable to use HLLX\(\omega\) with \(\omega = 0.5\). In summary, all three simulations with HLLX\(\omega\) yield closer approximations of the exact solution than HLL, which in comparison introduces more diffusion.
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\[ E_i = \frac{1}{2} (\rho v_i^2 + p_{ik}) \]  \hspace{1cm} (7.6a)

\[ Q_i = q_i + E v_i + p_{ik} v_k \]  \hspace{1cm} (7.6b)

\[ q_i v_j = \frac{1}{2} (q_i v_j + q_j v_i), \delta_{ij} q_k = \frac{1}{2} (\delta_{ik} q_j + \delta_{jk} q_i + \delta_{ij} q_k). \]

\[ Figure 9 \] – Efficiency study of classical Riemann solvers and HLLXω.

7.2.1 Efficiency Study

Finally, we illustrate that the new methods not only yield more accurate results but are also more efficient then classical methods. In Table 1 we compare the performance of different schemes applied to the magnetic tube problem (7.5). For the five simulations, the time was measured until an \( L_1 \)-error of 0.005 was reached. The field “efficiency” stands for simulation time of the methods compared to the time of the HLL-simulation, i.e. \( t_{\text{HLL}}/t_{\text{HLLX}} \). These results are also depicted in Fig. 9a, which shows the mesh refinement and the corresponding error. For each method, the CPU time has been measured for the simulation corresponding to the mesh needed in order to obtain an \( L_1 \)-error of 0.005.

Fig. 9b shows the CPU time of different methods against the \( L_1 \)-error corresponding to meshes with \( N = 20 \cdot 2^j, j = 3, \ldots, 9 \) grid points.

| Scheme            | Efficiency |
|-------------------|------------|
| HLLXω, ω = 0.7    | 22.396     |
| HLLXω, ω = 0.5    | 8.057      |
| HLLXω, ω = 0.3    | 4.163      |
| HLLX             | 2.253      |
| HLL              | 1          |
| LF               | 0.510      |

\[ Table 1 \] – Performance table.

7.3 The 13-Moment Equations of Grad

In order to show the performance of the new solver-family for a larger system of conservation laws, we consider the regularized 13-moment equations (R13). This fluid model describes rarefied fluids and micro-flows with high accuracy because it includes effects of higher moments. The R13 equations were derived from the Boltzmann equation by Struchtrup and Torrilhon [15] and are treated in detail in [25]. In this paper, we consider the homogeneous hyperbolic system of the R13 equations, i.e. source terms and gradient terms in the flux are neglected.

The primitive variables of interest are mass density \( \rho \), velocities \( v_i \), pressure tensor \( p_{ij} \), and heat flux \( q_i \) with \( i, j \in \{1, 2, 3\} \). The pressure tensor is symmetric, so that the R13 equations yield a total of 13 unknowns.

Using the Einstein notation, for the sake of simplicity, we define the total energy \( E \) and the total energy flux \( Q_i \):

\[ E = \frac{1}{2} (\rho v_i^2 + p_{ik}) \]  \hspace{1cm} (7.6a)

\[ Q_i = q_i + E v_i + p_{ik} v_k \]  \hspace{1cm} (7.6b)

and use the following tensor notation, \( q_i v_j = \frac{1}{2} (q_i v_j + q_j v_i), \delta_{ij} q_k = \frac{1}{2} (\delta_{ik} q_j + \delta_{jk} q_i + \delta_{ij} q_k). \)
The one-dimensional, homogeneous R13 equations are given by

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho v_1) &= 0, \\
\partial_t (\rho v_i) + \partial_x (\rho v_i v_j + p_{ij}) &= 0, & i = 1, 2, 3, \\
\partial_t (p_{ij}) + \partial_x (\rho v_i v_j + 3p_{ij}v_1 + \frac{3}{2} \delta_{ij}q_1) &= 0, & i, j = 1, 2, 3, \\
\partial_t Q_i + \partial_x \left( E v_i v_1 + 2v_k p_{k(i)} v_j + \frac{3}{2} q_k v_k \delta_{i1} + \frac{14}{3} q_{ij} v_{1j} + \frac{1}{2} \left( p_{11} v_1^2 + 5 \frac{E}{P} \delta_{i1} \right) \right) &= 0.
\end{align*}
\]

(7.7)

Let us consider the Riemann problem

\[
\begin{align*}
(p^L, v_i^L, p_{ij}^L, q_i^L)_{i,j=1,2,3} &= \begin{pmatrix} 3, & 0 \end{pmatrix}, \begin{pmatrix} 0 \end{pmatrix}, \begin{pmatrix} 3 \end{pmatrix}, \begin{pmatrix} 0 \end{pmatrix} \end{align*} \text{ if } x < 0, \tag{7.8a}
\]

\[
\begin{align*}
(p^R, v_i^R, p_{ij}^R, q_i^R)_{i,j=1,2,3} &= \begin{pmatrix} 1, & 0 \end{pmatrix}, \begin{pmatrix} 0 \end{pmatrix}, \begin{pmatrix} 3 \end{pmatrix}, \begin{pmatrix} 0 \end{pmatrix} \end{align*} \text{ if } x \geq 0. \tag{7.8b}
\]

The solution of density field and velocity in y-direction at time \( t_{end} = 0.9 \) are shown in the appendix in Fig. 11 and 13. The test has been computed in the domain \([-2,2,4]\) with \( N = 200 \) grid cells and CFL number \( \bar{v} = 0.8 \).

The new family of solvers with the parameter choices \( \omega \in \{0.3, 0.5, 0.7\} \) is compared to the HLL and HLLX solvers. A reference solution has been computed on 3000 cells with the HLL flux. Again, the reference solution is better approximated with HLLX\(\omega\) than with HLL or HLLX. Also, with increasing value of \( \omega \), which corresponds to decreasing dissipation, the gradients of the numerical solutions are steeper. However, the solution of HLLX\(\omega\), \( \omega = 0.7 \) yields some oscillations, e.g. in density, Fig. 11, around \( x \approx 1.1 \), so that it might be preferable to use HLLX\(\omega\) with \( \omega = 0.5 \).

### 7.4 Application to Higher-Order Methods in Space and Time

The scope of this article is the development of the new family of Riemann solvers, HLLX\(\omega\). Therefore, we performed all tests with first-order methods only. However, we did perform numerical simulations with second order reconstruction in space together with Heun’s method. The obtained results were second order accurate which shows that the developed solvers can be used with higher order schemes in space and time. More test cases with other reconstruction techniques including limiters will be performed in the future.

### 8 Conclusion

This paper presented a family of approximate hybrid Riemann solvers, HLLX\(\omega\), for large non-linear hyperbolic systems of conservation laws. The solvers do not require the characteristic decomposition of the flux Jacobian, only an estimate of the maximal propagation speeds in both directions is needed. The family of solvers contains a parameter \( \omega \) which orders the solvers from fully-monotone to fully non-monotone. The intermediate solvers contain monotone as well as non-monotone parts. We showed that these intermediate family members, even though containing non-monotone parts for certain wave speeds, do not lead to oscillatory solutions in all test cases considered for this work.

Extremely slow waves and stationary waves will still be approximated with higher dissipation than the upwind scheme, however, the computational cost of the new solvers is lower. Compared to solvers with similar prerequisites, the new Riemann solvers are able to rigorously decrease the dissipation of the scheme.

The numerical examples underline the excellent performance of the new family of solvers with respect to other solvers.

### A Appendix - Details on Riemann Solvers

In this part of the appendix we state detailed formulations of numerical flux functions and dissipation functions/matrices of classical as well as the new Riemann solvers.
A.1 Numerical Flux Functions of Classical Riemann Solvers

The numerical flux functions of the Lax-Friedrichs (LF), upwind (UP), HLL and Lax-Wendroff (LW) Richtmeyr schemes are given by [8]

\[ \hat{f}_{LF} = \frac{1}{2} (f(U_L) + f(U_R)) - \frac{1}{2} \frac{\Delta t}{\Delta x} (U_R - U_L), \]
\[ \hat{f}_{UP} = \frac{1}{2} (f(U_L) + f(U_R)) - \frac{1}{2} |A| (U_R - U_L), \]
\[ \hat{f}_{HLL} = \frac{\lambda_R f(U_L) \lambda_L f(U_R) + \lambda_R \lambda_L (U_R U_L)}{\lambda_R \lambda_L} = \frac{1}{2} (f(U_L) + f(U_R)) - \frac{1}{2} (a_0 (U_R - U_L) + a_1 (f(U_R) - f(U_L))), \]
\[ \hat{f}_{LW} = f \left( \frac{1}{2} (U_L + U_R) - \frac{1}{2} \frac{\Delta t}{\Delta x} (f(U_R) - f(U_L)) \right), \]
with the physical flux function \( f \) specified by the hyperbolic conservation law and the coefficients [26]

\[ a_0 = \frac{\lambda_L \lambda_R - \lambda_R^2}{\lambda_R - \lambda_L}, \quad a_1 = \frac{\lambda_R - \lambda_L}{\lambda_R - \lambda_L}, \quad \lambda_L = \lambda_{min}(U_L), \quad \lambda_R = \lambda_{max}(U_R). \]

A.2 HLL\( \omega \)

As described in Sec. 6.3, the scalar dissipation function of HLL\( \omega \) is of the form \( d_{HLL\omega}(\nu) = b_0 + b_1 \nu \), where the coefficients \( b_0 = b_0(\omega) \) and \( b_1 = b_1(\omega) \) are given by

\[ b_0(\omega) = \frac{v_{max}(\omega) v_{min}^2 + (1 - \omega) |v_{min}| - v_{min}(\omega) v_{max}^2 + (1 - \omega) |v_{max}|)}{v_{max} - v_{min}}, \]
\[ b_1(\omega) = \frac{(1 - \omega)(|v_{max}| - |v_{min}|) + \omega (v_{max}^2 - v_{min}^2)}{v_{max} - v_{min}}. \]

Note that these coefficients are non-dimensional, which means that the dissipation matrix \( D_{HLL\omega} \) (which has dimension \( \frac{\Delta t}{\Delta x} \)) reads

\[ D_{HLL\omega} = b_0(\omega) \frac{\Delta t}{\Delta x} + b_1(\omega) A \]  
and also \( \lim_{\omega \to 0} b_0(\omega) = a_0 \frac{\Delta t}{\Delta x} \) because \( a_0 \) has dimension \( \frac{\Delta t}{\Delta x} \). In summary, the numerical flux function for HLL\( \omega \) can be written as

\[ \hat{f}_{HLL\omega}(U_L, U_R) = \hat{f} - \frac{1}{2} \left( b_0(\omega) \frac{\Delta t}{\Delta x} (U_R - U_L) + b_1(\omega) (f(U_R) - f(U_L)) \right) \]
with \( \hat{f} = 0.5(f(U_L) + f(U_R)) \).

A.3 HLLX\( \omega \)

The scalar dissipation function of HLLX\( \omega \) can be written in different forms, see Sec. 6.4. The form with only one parameter is

\[ d_{HLLX\omega}(\nu) = d_{HLL\omega}(\nu) + \beta(\omega) (\nu - v_{min}) (\nu - v_{max}), \]

where

\[ \beta(\omega) = \omega + (1 - \omega) \frac{v_{max} - v_{min} - |v_{max}| - |v_{min}|}{(v_{max} - v_{min})^2}. \]

Note that \( \beta(\omega) = \omega + (1 - \omega) \alpha \), with the HLLX coefficient \( \alpha \), Eq. (4.4e). Thus, it is easy to verify that for \( \omega = 0 \), HLLX\( \omega \) recovers the monotone HLLX solver.
The dissipation function can also be written as a linear combination of Lax-Friedrichs, HLLω, and Lax-Wendroff

\[ d_{\text{HLLX}}(v) = \beta_0(\omega) d_{\text{LF}}(v) + \beta_1(\omega) d_{\text{HLL}}(v) + \beta_2(\omega) d_{\text{LW}}(v), \]  
\[ (A.11a) \]

with the coefficients

\[ \beta_0(\omega) = \beta(\omega) \frac{(1 - \omega) |v_{\text{min}}|}{(1 - \omega) + \omega (|v_{\text{min}}| + |v_{\text{max}}|)}, \]  
\[ (A.11b) \]
\[ \beta_1(\omega) = 1 - \beta(\omega) \left( \frac{1 - \omega}{|v_{\text{min}}| + |v_{\text{max}}|} + \omega \right)^{-1}, \]  
\[ (A.11c) \]
\[ \beta_2(\omega) = \beta(\omega), \]  
\[ (A.11d) \]

with \( \beta(\omega) \) given by Eq. (A.10b). The coefficients \( \beta_i, i = 0, 1, 2 \) depend on \( \omega \in [0, 1] \). It is easy to verify that for \( \omega = 0 \) the coefficients of HLL are recovered, i.e.

\[ \beta_0(\omega = 0) = \alpha_0, \]
\[ \beta_1(\omega = 0) = \alpha_1, \]
\[ \beta_2(\omega = 0) = \alpha_2. \]

This can also be seen in Eq. (4.4) which describes the coefficients \( \alpha_i \).

The numerical flux function of HLLX can be written in the Jacobian-free formulation given by Eq. (6.15)

\[ \hat{f}_{\text{HLLX}}(U_L, U_R) = \hat{f} + \beta_0(\hat{f}_{\text{LF}} - \hat{f}) + \beta_1(\hat{f}_{\text{HLLX}} - \hat{f}) + \beta_2(\hat{f}_{\text{LW}} - \hat{f}). \]

### B Appendix - Numerical Results

This part of the appendix yields more plots of solutions of the numerical test cases described in Sec. 7. This permits larger figures and therefore the performance of the different schemes becomes more clear.

#### B.1 Sod’s Shock Tube Problem

Here we give the plots of velocity and pressure for Sod’s shock tube problem as described in Sec. 7.1. This means the solution has been computed on the domain \( x \in [-2, 2] \), with \( N = 20 \) grid cells until time \( t_{\text{end}} = 0.8 \). The CFL number is \( \bar{\nu} = 0.95 \), and the adiabatic coefficient \( \gamma = \frac{5}{3} \). It can be seen that HLLXω with \( \omega = 0.5 \) best approximates the gradients of the discontinuities since the dissipation function has very little diffusion compared to the other solvers. However, the solution shows slight overshoots in the velocity profile 10b. As already mentioned in Sec. 7.1, HLLXω with \( \omega = 0.3 \) approximates the contact discontinuity almost as well as with \( \omega = 0.5 \) and does not show spurious oscillations.

#### B.2 The 13-Moment Equations of Grad

Here we show the solution of the R13 equations described in Sec. 7.3 with initial conditions (7.8). The test has been computed with \( x \in [-2, 2.4] \), \( N = 200 \) grid cells and CFL number \( \bar{\nu} = 0.8, T_{\text{end}} = 0.9 \). The reference solution has been obtained on 3000 cells with an HLL flux. Fig. 11 shows the density field and 13 the velocity field in \( y \)-direction.
Figure 10 – Solution of different Riemann solvers for Sod’s shock tube problem on the domain $x \in [-2, 2]$, with $N = 20$ grid cells, $t_{end} = 0.8$, $\bar{\nu} = 0.95$, and $\gamma = \frac{5}{3}$.

Figure 11 – Solution of the R13 equations - density field.
Figure 12 – Solution of the R13 equations - velocity field in y-direction.

Figure 13
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