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ABSTRACT

This paper introduces a new method for multi-channel time domain speech separation in reverberant environments. A fully-convolutional neural network structure has been used to directly separate speech from multiple microphone recordings, with no need of conventional spatial feature extraction. To reduce the influence of reverberation on spatial feature extraction, a dereverberation pre-processing method has been applied to further improve the separation performance. A spatialized version of wsj0-2mix dataset has been simulated to evaluate the proposed system. Both source separation and speech recognition performance of the separated signals have been evaluated objectively. Experiments show that the proposed fully-convolutional network improves the source separation metric and the word error rate (WER) by more than 13% and 50% relative, respectively, over a reference system with conventional features. Applying dereverberation as pre-processing to the proposed system can further reduce the WER by 29% relative using an acoustic model trained on clean and reverberated data.

Index Terms— speech separation, end-to-end, multi-channel, TasNet, multi-speaker ASR

1. INTRODUCTION

Speech separation is a challenging task that aims to segregate individual source speakers from a mixture signal. There are many applications that require performing source separation, such as speaker diarization, speaker verification or multi-talker automatic speech recognition in distant microphone scenarios. The recent advances in deep learning have facilitated the development of very powerful source separation systems by integrating neural networks and clustering algorithms [1][5]. Most previous methods operate on time-frequency domain signals, obtained by applying a Short Time Fourier Transform (STFT) to the time-domain signal, and mainly focus on separating signals received by a single microphone. Recently, several end-to-end approaches have been proposed for the single channel speech separation task [6][8], and have shown advantages over systems operating in the time-frequency domain. The end-to-end approach extracts features from time-domain signals, jointly making use of magnitude and phase information, and outputs estimated time-domain signals, reducing the reconstruction errors caused by inaccurately estimated phase.

Microphone array processing has been demonstrated to be beneficial for speech enhancement and separation. One approach is to combine fixed beamformers attending to a set of pre-defined angles with a single-channel separation network system [9][10]. But the design of the beamformers requires the information of the microphone geometry and the discretised angles lead to a resolution problem. An alternative approach is to combine spatial information and spectral information as input features to the separation network. The inter-channel phase differences (IPDs) are common spatial features used as additional input for the separation network which has shown promising improvements for separation systems operating on both time and time-frequency domain signals [11][15]. However, for methods applied to the time-domain signal, the window length of the convolutional kernel used for extracting spectral features is much smaller than the STFT window length used for extracting spatial features, causing a mismatch and misalignment problem.

In real environments, source separation and speech recognition, are made more challenging by the effects of reverberation (i.e., acoustic reflections). Dereverberation algorithms such as the weighted prediction error (WPE) method [16] are crucial for good performance. Systems for combined separation and dereverberation of a target speaker have been proposed in [17][18]. A recurrent neural network for joint separation and dereverberation is trained to learn the clean target signal in the time-frequency domain from the reverberant mixture [17]. More recently, in [18] an additional enhancement network was concatenated after the recurrent neural network for further enhancement of the separated signals. However, both systems only use single-channel signals and are talker specific. There remains a lack of study for joint separation and dereverberation in a multi-channel end-to-end fashion and for speaker-independent scenarios.

In this work we: (i) first design a system for time-domain speech separation using multiple microphones in a reverberant environment which solves the mismatch and misalignment problem mentioned above by employing a trainable 2-D convolutional layer to build a spatial encoder for spatial feature extraction from pairs of microphone signals, (ii) investigate the influence of reverberation on the separation task and find that applying dereverberation methods as a pre-processing stage can further improve the system's performance, and (iii) perform both speech separation and speech recognition experiments using a state-of-the-art acoustic model topology.

Speech separation methods have been applied in the past as a pre-processing step for multi-talker speech recognition and the results were promising for both single and multi-channel scenarios [2][15][19]. However, in previous studies, experiments have been conducted using either anechoic or reverberant environments, therefore is not straightforward to compare results between these conditions. In this work we present results in both anechoic and reverberant conditions. Additionally, we report results with dereverberation pre-processing for the latter case which, in the context of multi-channel time-domain end-to-end speech separation, is (to the best of our knowledge) a novel contribution.

The rest of the paper is organised as follows. Section 2 briefly
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describes the existing IPD-based end-to-end multi-channel separation approach. Section 3 then introduces our novel fully convolutional approach. Section 4 presents implementation details and the experiment setup. Results and analysis are presented in Section 5. Finally, the paper is concluded in Section 6.

2. BACKGROUND

Recently, several end-to-end approaches have been proposed for the single channel speech separation task, one of which is the Conv-TasNet [6]. To exploit spatial features extracted from a microphone array, the Conv-TasNet has been extended to a multi-channel version in [14], integrating both the separation network and IPD features, illustrated in the Figure 1.
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Fig. 1. IPD based multi-channel speech separation approach.

The Conv-TasNet takes the raw time-domain mixture as input to a neural network, which incorporates an encoder, a separator and a decoder, and estimates separate raw time-domain signals for each source. Specifically, the encoder transforms each segment of the mixture time-domain to an $N$-dimensional representation, which is the input to the separation module for estimating masks. $N$ (typically 256) is the output dimension of the encoder. The estimated masks will be multiplied with the mixture representation to generate separated representations for each source. Then, the decoder reconstructs the estimated signals by inverting the separated representations back to time-domain signals. Both the encoder and the decoder are 1-dimensional convolutional layers, and the separation block is a temporal fully-convolutional network (TCN) [20]. The TCN is built from $R$ repetitions of a sub-block which stacks $X$ dilated 1-D convolutional blocks. In each dilated 1-D convolutional block, the original convolution operation is replaced with a depthwise separable convolution [21] to reduce the number of parameters.

Conv-TasNet uses the utterance-level permutation invariant training (uPIT) criterion [4] and directly optimises the scale-invariant signal-to-noise ratio (SI-SNR) metric [1], also frequently used to assess the separation performance:

$$\text{SI-SNR} = 10 \log_{10} \frac{\|s_{\text{target}}\|^2}{\|e_{\text{noise}}\|^2}$$

$$s_{\text{target}} = \frac{\langle \hat{s}, s \rangle s}{\|s\|^2}, \quad e_{\text{noise}} = \hat{s} - s_{\text{target}}$$

where $\hat{s}$ and $s$ denote the estimated and clean source, respectively, and $\|s\|^2 = \langle s, s \rangle$ denotes the signal power.

The IPD feature represents the phase difference between a pair of signals in the time-frequency domain, calculated as

$$\text{IPD}^{(i)}_{nk} = \angle Y_{nk}^i - \angle Y_{nk}^i,$$

where $Y_{nk}^i$ denotes the STFT of the $i$-th microphone signal at frame $n$ and frequency bin $k$.

The IPD spatial features are upsampled to the same frame length as the single-channel spectral representation, concatenated with the spectral (single-channel) features and fed into the separation network.

3. MULTI-CHANNEL END-TO-END SEPARATION

Instead of using conventional features such as IPDs, this work aims to design a novel separation model directly extracting spatial features from time-domain multi-channel signals with a 2-dimensional convolutional layer, keeping the whole system in an end-to-end framework, as illustrated in the Figure 2. The 2-D convolutional layer has a kernel size of $(2, L)$, such that the analysis window has the same length $L$ as the 1-D convolutional layer for single channel encoder, thus keeping the number of frames of spatial features the same as the spectral representation. The dimension of the output channel of the 2-D convolutional layer, $S$, which represents the spatial features, is fixed small, such that the kernel will focus more on spatial information across different channels. A non-linear activation function, i.e., rectified linear unit (ReLU), follows the 2-D convolutional layer and together they construct the spatial encoder. The spatial encoder takes a pair of signals as input and will be repeated to process all pairs when more than one pair is made. Then, the spatial representations from each pair and spectral representations are concatenated along the channel dimension and fed into the subsequent separation block.
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Fig. 2. Proposed multi-channel speech separation approach.

The spatial encoder is trained jointly with the main separation network. The objective function for the multi-channel TasNet is SI-SNR, and the network is trained using uPIT.

When the number of microphone channels, $J$, is larger than 2, another option is to use a 2-D convolutional layer with a bigger kernel size, i.e., $(J, L)$, to take all the channels together as input. Using this larger kernel and increasing the representation dimension achieve a similar separation performance to the pair-making system. To make a fair comparison with the IPDs which is calculated from paired signals, the proposed system continues using the 2-D convolutional layer with the kernel size of $(2, L)$ in the following experiments.

Figure 3 illustrates the learned filters of the 2-D convolutional layer. The learned filters calculate the difference between two signals with different valid window lengths, which are all much shorter than the normal window length of the STFT, indicating the network itself can find better filters to encode the spatial features.

The estimation of spatial features will decline in quality in a reverberant environment. Therefore, we have investigated the effect of dereverberation on the multi-channel mixtures and unmixed targets before training and testing. The multiple input multiple output version of the Weighted Prediction Error (WPE) method was used for dereverberation [16]. WPE is selected since it can conserve the spatial differences at different microphone positions, which is required for subsequent microphone array processing [22].

After the dereverberation, the separation network is trained to separate the processed mixture signal to individual anechoic target
signals. To be precise, during the training, the input to the network is the processed mixture signals and the targets are the anechoic premixed signals. During the testing, the multi-channel mixtures are pre-processed by the WPE before being fed into the separation network.

4. EXPERIMENT SETUP

4.1. Data simulation

Multi-channel reverberant data for training and evaluation has been simulated using the Wall Street Journal corpus, in a similar fashion to the spatialized WSJ-2mix [11]. Specifically, for each mixture utterance, a room configuration (length-width-height) is uniformly sampled from 5-5-3 m to 10-10-4 m. In the centre of each room is located a circular array with 6 elements arranged uniformly with an angle of separation of 60 degrees. The radius of the array is uniformly drawn from a range between 7.5 cm and 12.5 cm. Two speakers are randomly positioned in the central area of the room. Then the classic image method [24] has been used to generate multi-channel room impulse responses with $T_{60}$ uniformly distributed between 200 ms and 600 ms. The multi-channel signals are obtained by convolving the clean speech with the room impulse responses. Two speakers’ speech is mixed using the same utterance-pairings and the corresponding signal-to-noise (SNR) values as in [11]. Note, to match the exact SNR values in [11], which range from about -2.5 dB to 2.5 dB, the anechoic and reverberant source images are rescaled.

The size of the training, validation, and test sets are 20k, 5k, and 3k utterances, respectively. The sampling rate of all the data is 8 kHz. The speakers of the utterances used for testing do not appear during training, i.e., the system is being evaluated with a speaker-independent speech separation task.

Data with no reverberation, but with identical microphone and source geometry, has also been simulated to show the separation performance in the anechoic environment and for use in the dereverberation experiments.

4.2. Acoustic model

To evaluate the speech recognition performance, two acoustic models have been trained using Wall Street Journal corpus. One model (AM1) was trained on roughly 80 hrs of clean WSJ-S1284 data, and the other one (AM2) was trained on the same clean data plus a spatialized version of it (in total roughly 160 hrs of training data). Randomly selected room impulse responses used to simulate the multi-channel mixtures above were employed to reverberate the train set of AM2. The audio data is downsampled to 8 kHz to match the sampling rate of data used for separation experiments. The acoustic model topology is a 12-layered Factorised TDNN [24], where each layer has 1024 units. The input to the acoustic model is 40-dimensional MFCCs and a 100-dimensional i-Vector. A 3-gram language model is used during recognition. The acoustic model is implemented with the Kaldi speech recognition toolkit [25]. With our set-up the ASR results obtained with AM1 on the standard clean WSJ Dev93 and Eval92 are 7.2% and 5.2% WER, respectively.

4.3. Separation network configuration

The hyper-parameters of Conv-TasNet are set as those that produced best performance in the original paper [6] namely, $R=3$, $X=8$, $L=20$, and the batch size $M=3$. The number of filters, $S$, in the 2-D convolutional layer is set to 30. Each utterance is split into multiple segments with a fixed length of 4 seconds. Pairs of signals, $(1, 4), (2, 5), (3, 6), (1, 2), (3, 4)$ and $(5, 6)$, are selected for all multi-channel experiments with 6 channels. The experiments with 2 channels all use the pair $(1, 4)$, on opposite sides of the circular array, such that the distance between the selected microphones equals the array’s diameter.

The IPD system with fixed kernels in [14] has been reproduced as a baseline, with the window length of the STFT set to 32 samples. During implementation, the 1-D convolution kernel to encode multi-channel information is initialized by the STFT parameters and then fixed during the training. The spatial feature input to the separation block is $\cos(\text{IPD}) + \sin(\text{IPD})$.

Different variants of TasNet have been trained to attempt to solve the combined separation and dereverberation problem. Both the single-channel system and the multi-channel system have been trained in an end-to-end fashion, with the input being the reverberant mixture signals and the training targets being the clean target signals. These systems are provided to allow comparison with the system using the WPE as a preprocessing step, showing the problem of extracting spatial features directly from reverberant signals.

5. RESULTS

5.1. Speech separation performance

Proposed and reference methods have been evaluated in terms of SI-SNR improvements in both anechoic and reverberant conditions (Table 1). Although tested on different data sets, the baseline single-channel TasNet has achieved performance similar to that reported in [6] for the anechoic condition. However, the performance drops noticeably (nearly 8dB) in the reverberant case, indicating that reverberation has a strong impact on the source separation performance of standard TasNet. The performance is partially recovered using the second reference system combining single-channel TasNet and the 6-channel IPD features which has yielded significant SI-SNR improvements in both conditions compared with the plain single-channel TasNet. The gains of the IPD system are consistent with those published in the literature [14] (i.e., 11.5 dB in reverberation), and the small differences are due to the slightly different data simulation setup (e.g., in this paper the radius of the circular array is randomly varied instead of being fixed).

Concerning the proposed speech separation method, by using 2 channels each has either outperformed or matched the performance of the
6-channel IPD system in the anechoic and reverberant conditions, respectively. Using 6 channels led to almost perfect anechoic separation and yielded more than 13% relative SI-SNR improvement over the reference IPD system in reverberation, suggesting that the separation algorithm can benefit from more spatial information extracted from different pairing signals. The superiority of the proposed system over the one based on the IPD can be explained as follows. The proposed spatial features extracted using 2-D convolutional layers are aligned with the learned spectral features from the encoder, whereas for IPD extraction the STFT window length is larger than the window length $L$ of the convolution kernel, therefore the IPD features need upsampling which may cause misalignment with the spectral features.

5.2. Speech recognition performance

The results of the speech recognition experiments are depicted in Table 1. In the anechoic condition, the WER of the single-channel TasNet is around 19%, which is significantly better than the results based on GMM-HMM or end-to-end ASR models. Remarkably, all the multi-channel separation models are able to achieve a speech recognition performance close to the Oracle result. The AM with multi-condition training (AM2) achieves similar accuracy compared with the AM trained on clean, since the signals are well separated and there is no reverberation.

In the reverberant case, the proposed multi-channel separation system provides both acoustic models with consistent performance gains over the IPD system. Remarkably, for AM2, the proposed system with 6 channels yields more than 50% relative WER improvement over the IPD system with 6 channels. An interesting observation is that although the SI-SNR improvement in Table 1 for the reference IPD system and the proposed 2-channel method in reverberation are similar, the corresponding WER results in Table 2 are significantly different. This observation requires further analyses in the future, and it may show that the SI-SNR metric may not be optimal when deploying speech separation enhancement for multi-talker ASR. AM2 performs much better than AM1, since AM2 is trained with multi-condition data, thus is more robust to the distortions introduced by the reverberation and the separation model. However, the ASR gain from the separation pre-processing in the reverberant condition is still less than that in the anechoic condition, suggesting that the system has difficulties in extracting spectral features and spatial features from signals with reverberation. Therefore, next we investigated the effect of dereverberation and speech separation on the ASR accuracy (Table 3).

| Table 1. SI-SNR improvements of reference and proposed systems. |
| --- |
| System | #chs | Anechoic | Reverberant |
| TasNet [6] | 1 | 14.6 | 6.7 |
| Tasnet+IPD [14] | 6 | 19.7 | 10.9 |
| Proposed | 2 | 28.2 | 10.9 |
| Proposed | 6 | 30.0 | 12.6 |

Table 2. ASR accuracies in WER(%) of reference and proposed systems for anechoic and reverb conditions.

| System | #chs | Anechoic | Reverberant |
| --- |
| TasNet [6] | 1 | 79.6 | 80.8 |
| Tasnet+IPD [14] | 6 | 10.6 | 70.0 |
| Proposed | 2 | 10.7 | 62.2 |
| Proposed | 6 | 9.2 | 57.2 |
| Oracle | 1 | 9.1 | 46.2 |

Table 3. Results of different source separation and dereverberation strategies. Targets’ enhancement is during training only.

| System | Enhancement | Targets | WER(%) | AM1 | AM2 |
| --- |
| TasNet [6] | None | Clean | 74.5 | 67.1 |
| Tasnet+IPD [14] | WPE | WPE | 30.0 | 9.6 |
| Proposed | WPE | Clean | 31.8 | 8.8 |

6. CONCLUSIONS

In this paper, we argued that conventional spatial features are not optimal for an end-to-end time domain speech separation system. Using a trainable kernel with a window length matched to that of the spectral encoder can efficiently address the misalignment and mismatch problem, leading to a better multi-channel separation performance. A further investigation shows that, in realistic environments, dereverberation will degrade the spatial feature extraction. Applying dereverberation methods to the mixture signals as a preprocessing step, allows better spatial features to be extracted by the proposed multi-channel system, improving the speech separation performance in reverberant environments to a similar level to that achieved using a single-channel method in an anechoic environment.
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