Slope and curvature of the hadronic vacuum polarization
at vanishing virtuality from lattice QCD
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We compute the slope and curvature, at vanishing four-momentum transfer squared, of the leading order hadronic vacuum polarization function, using lattice quantum chromodynamics. Calculations are performed with 2 + 1 + 1 flavors of staggered fermions directly at the physical values of the quark masses and in volumes of linear extent larger than 6 fm. The continuum limit is carried out using six different lattice spacings. All connected and disconnected contributions are calculated, up to and including those of the charm.
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I. INTRODUCTION

The vacuum expectation value of the product of two electromagnetic currents plays an important role in physics. It describes how virtual particle fluctuations polarize the vacuum as it is traversed by a propagating photon. While the contributions associated with virtual leptons and weak bosons can be computed in perturbation theory, those of quarks require nonperturbative methods for small photon virtuality, because of the confinement of quarks within hadrons. Here we focus on the latter, known as the hadronic vacuum polarization or HVP.

The low energy behavior of the HVP is the limiting uncertainty in the standard model (SM) prediction of a number of quantities. It limits the precision with which many electroweak observables are determined [1]. It also represents the leading hadronic uncertainty in the SM prediction for the anomalous magnetic moments of leptons, \( a_\ell \) with \( \ell = e, \mu, \tau \) [2,3]. In fact, it is the limiting factor in the SM prediction [2–8] of the much debated anomalous magnetic moment of the muon that is currently measured to 0.54 ppm [9].

Today the HVP is best determined using dispersion relations and the cross section of \( e^+e^- \) to hadrons or the rate of hadronic \( \tau \) decays [6–8]. However, since the pioneering work of [10], lattice quantum chromodynamics (QCD) calculations of the leading order (LO) HVP contributions, \( a_\mu^{\text{LO-HVP}} \), to \( a_\mu \) have made significant progress [11–21]. Moreover, in the long run, this approach is likely to represent the most cost-effective way to increase the precision of the HVP to the levels that will soon be required by the new round of measurements of \( a_\mu \) [22,23] and, more generally, by particle physics phenomenology.

Here we present a full lattice QCD calculation of the first two derivatives of the HVP function at zero, Euclidean virtuality. The calculation includes all contributions from \( u, d, s \) and \( c \) quarks, both in their quark-connected and quark-disconnected configurations, in the isospin limit. As shown in [24,25], the slope of the polarization function provides an upper bound on the HVP contribution to the anomalous magnetic moment of all three leptons. It also determines the whole of \( a_\mu^{\text{LO-HVP}}/m_\ell^2 \) in the limit that the lepton mass, \( m_\ell \), vanishes [24]. Moreover, together with the curvature, the slope gives \( a_\mu^{\text{LO-HVP}} \) to within less than 2%. This fraction, which is indicative only, derives from comparing the value of \( a_\mu^{\text{LO-HVP}} \) obtained from a simple phenomenological model to that obtained using a [1,1] Padé approximant to describe the virtuality dependence of the HVP function. This approximant is constructed from the slope and curvature of the HVP function at vanishing virtuality, obtained in the same model. The model combines the \( e^+e^- \) experimental spectrum up to the \( \psi' \) that is compiled in [26], perturbative contributions above \( s = 2.25 \text{ GeV}^2 \) and dispersion relations. The use of Padé approximants for determining \( a_\mu^{\text{LO-HVP}} \) was first proposed in [27] and was first used for a lattice QCD evaluation in [16]. Since the appearance of the present work in preprint form [28], other methods have been developed for determining \( a_\mu^{\text{LO-HVP}} \) from the slope and curvature of the HVP with similar or better accuracy [29,30]. The first is based on approximations of the Mellin-Barnes representation of the spectral function [29] and the second on finite-energy sum rules [30].

The main challenge in calculating, on the lattice, derivatives of the HVP function at zero virtuality is the fact that it requires determining, with high precision, the dominant, and notoriously noisy, \( u \) and \( d \) quark contributions to the electromagnetic current correlation function at large euclidean distances. This is particularly clear when these derivatives are obtained by computing moments, in Euclidean spacetime, of the quark, electromagnetic two-point function, as described below, around Eq. (1). In Fig. 1
we plot the kernels of two such time-moments. They correspond to those needed for the first two derivatives of the HVP function at vanishing virtuality (the higher derivatives are obtained from higher moments). As the figure shows, the distances that need to be reached to determine the slope and curvature of the HVP function at vanishing virtuality. The electromagnetic current correlator is obtained using a phenomenological description of the electron-electron data compiled in [26] and dispersion relations, as briefly described in the text.

II. SIMULATIONS

We employ a tree-level improved Symanzik gauge action [32] and a fermion action for four flavors of stout-smeared [33], staggered quarks. The up and down quark masses are tuned to the vicinity of the physical point, which is defined from the Goldstone pion and kaon masses. The charm quark mass is fixed in units of the strange mass to \( m_c / m_s = 11.85 \) [34]. When working with staggered fermions, a charged pion comes in sixteen “tastes,” of which the “Goldstone” is the lightest. In the continuum limit the fifteen taste partners become degenerate with the Goldstone and continuum QCD is recovered through a “rooting” procedure [35]. At finite lattice spacing, the Goldstone’s taste partners are more massive. For our finest lattice spacing the root mean squared pion mass is about 15% larger than the Goldstone pion mass.

To set the physical mass point we use the isospin corrected pion and kaon masses, \( M_\pi = 134.8 \text{ MeV} \) and \( M_K = 494.2 \text{ MeV} \), from [36], as well as the electromagnetically corrected \( \eta_c \) mass, \( M_{\eta_c} = 2.9863(27) \text{ GeV} \) of [37]. To convert the lattice results into physical units, we use the pion decay constant \( f_\pi = 130.50(1)(3)(13) \text{ MeV} \) [26] which is free of electromagnetic corrections and, to very good accuracy, equals to the decay constant in the \( m_d = m_u \) limit [38]. This makes our definition of the physical point well defined in the isospin limit. In intermediate steps of the analysis we use the Wilson-flow-based [39] \( w_0 \)-scale [40].

Table I lists the approximate lattice spacing, the lattice dimensions and the number of configurations used for computing the various quark-connected and disconnected contributions, for each of the six values of the bare coupling \( \beta \) considered here. At each value of \( \beta \), up to four independent simulations were performed, with slightly different values of the bare quark masses, so as to bracket the physical mass point. This is shown in Fig. 2, where the location of each simulation is plotted in an equivalent of the \( m_{ud} = (m_u/m_{ud}) \) plane, where \( m_{ud} \) and \( m_s \) are, respectively, the average \( u\overline{d} \) and \( s \) masses.

A configuration corresponds to 10 unit length rational hybrid Monte Carlo (RHMC) [41] trajectories. The integration over the trajectory is improved with the gradient of the RHMC force [42,43]. On each trajectory we determine the topological charge, using a gauge field definition, after evolving the gauge fields with the Wilson flow up to a flow time \( t = \omega_0^2 \). This definition allowed a reliable determination of the topological susceptibility in [44]. On our finest lattices, we find that this charge has an integrated autocorrelation time of 22(4) trajectories, i.e. roughly two of our configurations, as determined according to the procedure of [45]. Since we bin all observables studied here in groups of at least four configurations, our statistical errors should be fully reliable. More information on the action together with simulation and algorithmic details can be found in [46].

| \( \beta \) | \( a \) [fm] | \( T \times L \) | #conf-conn | #conf-disc |
|------|------|------|----------|----------|
| 3.7000 | 0.134 | 64 × 48 | 1000 | 1000 |
| 3.7500 | 0.118 | 96 × 56 | 1500 | 1500 |
| 3.7753 | 0.111 | 84 × 56 | 1500 | 1500 |
| 3.8400 | 0.095 | 96 × 64 | 2500 | 1500 |
| 3.9200 | 0.078 | 128 × 80 | 3500 | 1000 |
| 4.0126 | 0.064 | 144 × 96 | 450 | |
expansion. The computer time required for this entire analysis is of the same order as the time needed for the generation of configurations. The use of AMA allows us to achieve the same precision on the final observables as would be obtained using only high-precision inversions, for one-half to one-third the computer time.

The \( n \)'th coefficient of a Taylor expansion of the vacuum polarization scalar, \( \Pi(Q^2) \), around \( Q^2 = 0 \) (i.e. \( \left\langle \partial^n \Pi(Q^2) / \partial Q^2 \right\rangle \big|_{Q^2=0} / n! \)) can be decomposed as \( \Pi_\mu = \frac{1}{2} \left( 5 \Pi_\mu^\ell + \Pi_\mu^s + 4 \Pi_\mu^c + \Pi_\mu^{\text{disc}} \right) \), where each term is related to the respective, configuration-space correlator through moments \([16,49]\)

\[
\Pi_{\mu,\nu}^f = (-)^{\nu+1} \sum_x \frac{x^{2n+2}}{(2n+2)!} C_{\mu \nu}(x)
\]

for \( f = \{ l, s, c, \text{disc} \} \), with \( \nu \neq \mu \) and \( \hat{x} \) defined as \( \hat{x}_v = \min(x_v, L_v - x_v) \) and where \( L_\mu \) is the size of the lattice in the \( \mu \)-direction. In general the result depends on the choice of \( \mu \) and \( \nu \). Three different averages, which are invariant under spatial cubic transformations, can be constructed: one which is an average over spatial moments, \( \nu = 1, 2, 3 \), of correlators of spatial currents, \( \mu = 1, 2, 3 \neq \nu \); another, an average over spatial moments of correlators of timelike currents, \( \mu = 4 \); a third, an average over time moments, \( \nu = 4 \), of correlators of spatial currents. We call these averages \( \Pi_{n,s,s} \), \( \Pi_{n,4,s} \) and \( \Pi_{n,s,4} \), respectively. In the disconnected case we only have the \( \Pi_{n,s,4} \) average. The averages \( \Pi_{n,s,s} \), \( \Pi_{n,4,s} \) and \( \Pi_{n,s,4} \) can be different, which is a consequence of the finite lattice size and the asymmetry \( T \neq L \).

In the case of the light and disconnected correlators the signal deteriorates quickly with increasing distance. In our analysis we consider the spatial moments, i.e. \( ss \) and \( 4s \), up to their full extent (\( L_x / 2 \gtrsim 3 \) fm). For the time-moment sums, \( s4 \), which can extend up to \( T / 2 \lesssim 5.7 \) fm, we introduce a cut \( t_c \) in time. For times greater than \( t_c \) we replace the correlator by an upper and a lower bound. \(^1\) The connected light correlator is proportional to the isospin triplet one, whose lowest-energy contribution comes from a two-pion state. Therefore up to exponentially suppressed corrections in \( T \) the correlator satisfies

\[
0 \leq C'(t) \leq C'(t_c) \frac{\varphi(t)}{\varphi(t_c)},
\]

where \( \varphi(t) = \cosh \left[ E_{2\pi} (T / 2 - t) \right] \) and \( E_{2\pi} \) is the energy of two pions, each with the smallest nonvanishing lattice momentum, for which we use \( 2\pi / L \). Typically the two bounds agree for \( t_c \gtrsim 3 \) fm, as seen for example on the top plot of Fig. 3 for \( \Pi_{1,s,4}^f \) and of Fig. 4 for \( \Pi_{2,s,4}^f \). These plots

\(^1\)We are grateful to Christoph Lehner for a discussion of this issue.
we have compared to the triplet, dominated by two-pion ones. Here channel, dominated by three-pion states, can be neglected for large enough time separations, where the isospin singlet on $\Pi_1$ that such a reduction of the momentum changes the result change in the momentum to be around 3%. We checked, neglecting four-pion contributions, we determine the degradation at larger $l$ constant in a large region around 3 fm, until the signal also show the average of the two bounds which remains sufficient. We pay special attention to the difference between the averages, they come out zero within error bars. This remains true after dropping the coarser lattices also show the average of the two bounds which remains constant in a large region around 3 fm, until the signal degrades at larger $t_c$. In our analyses, we take $t_c = 3.1$ fm on the light connected timelike correlators and consider the average of the two bounds, whose error covers the bounds’ values, to get the final result. This result is depicted as a cross in these plots. Our approach allows us to control statistical errors without biasing the result. Pion-pion interactions can change the smallest two-pion momentum from $2\pi/L$ in that channel. Using the model of [50] and neglecting four-pion contributions, we determine the change in the momentum to be around 3%. We checked, that such a reduction of the momentum changes the result on $\Pi'$ by a small fraction of the statistical error.

The disconnected contribution alone can be constrained for large enough time separations, where the isospin singlet channel, dominated by three-pion states, can be neglected compared to the triplet, dominated by two-pion ones. Here we have

$$0 \geq [2C^e + 8C^c + 2C^{disc}] (t) \geq -C'(t_c) \frac{\varphi(t)}{\varphi(t_c)}$$  (3)

FIG. 3. Top: an upper/lower bound on the time moment $\Pi_{1,4}^l$ is obtained by setting the timelike correlator to have a two-pion decay/a value of zero, starting at the first lattice time beyond $t_c$. The open circles correspond to the upper bound, the filled circles, to the lower bound and the green band to the average of the two with errors. The cross with error bars is the average value which serves as our result $\Pi_{1,4}^l$ on this particular ensemble. Bottom: upper/lower bound on the time moment $\Pi_{1,4}^{disc}$ is obtained by replacing the correlator with zero/with the connected correlator that is given a two-pion decay rate, as explained in the text. The points and region follow the same nomenclature as in the top plot. Results are for an ensemble at $\beta = 3.9200$.

FIG. 4. Same as Fig. 3 but for $\Pi_{2,4}^l$, $f = l$, disc.

up to corrections exponentially suppressed in $T$. This gives an upper and a lower bound on $\Pi' + 4\Pi + \Pi^{disc}$, which can be used to determine the time $t_c$ after which the two bounds agree within errors. At large $t_c$ the connected strange and charm contributions in (3) are exponentially suppressed, and their presence does not make a difference when determining $t_c$ so we neglect them. In the bottom plots of Fig. 3 and Fig. 4, we show the upper and lower bounds on $\Pi_{1,4}^{disc}$ and $\Pi_{2,4}^{disc}$, respectively. In our analyses we take as a final value the average of the two bounds considering $t_c = 2.7$ fm.

IV. RESULTS

To obtain our final results in the continuum limit and at the physical point, we fit the lattice results to functions which depend on the pion, kaon and $\eta$ masses and on the lattice spacing squared $a^2$. Since the simulations were done around the physical point, a linear pion/kaon mass squared and $\eta_c$ mass dependence is always sufficient. For all contributions reasonable fit qualities can be achieved with a linear $a^2$ dependence.

We begin with the connected, light-quark contribution $\Pi'$. Here, a dependence linear in $M_\pi^2$, $M_K^2$ and $a^2$ is sufficient. We pay special attention to the difference between the averages $\Pi_{1,4}^l$, $\Pi_{1,4}^c$ and $\Pi_{1,4}^{disc}$. Some ensembles show differences, but these are not significant statistically. If we assume no difference between the three averages and fit all ensembles and all three averages together in one fit, we get a reasonable fit quality $\chi^2/dof = 45/41$. Also, if we include additional fit parameters describing the difference between the three averages, they come out zero within error bars. This remains true after dropping the coarser lattices
from the fit, for which finite-volume effects are reduced by taste violations. Indeed, for coarser lattices, the taste-averaged pion mass is larger, thus reducing the dominant, two-pion contribution to these effects. Therefore we average over the combinations ss, 4s and s4 in this work and leave an investigation of differences for the future, when statistical errors are reduced. The upper panel of Fig. 5 shows the continuum extrapolation of $\Pi_1^l$. The coarsest lattice gives a value about 20% smaller than the continuum limit. For $\Pi_2^l$, the difference is around 35%, as shown in Fig. 6. The final central value for the continuum limit is the mean of the uniformly-weighted distribution obtained by imposing four different cuts on lattice spacing (no cut, $a \leq 0.118, 0.111, 0.095$ fm) in the extended frequentist approach of [51,52]. The systematic error is chosen to cover the central values of all continuum extrapolations. The results for the light-quark contribution to the slope and curvature are given in Table II.

The connected, strange and charm quark contributions are plotted in the second and third panels of Figs. 5–6 and the respective continuum extrapolated values are given in Table II. For the strange contribution, a linear dependence on $M_\pi^2, M_K^2$ and $a^2$ describes the data well. An additional dependence on $M_\eta_c^2$ is needed for the charmed channel to correct a slight mistuning of the charm-quark mass. The strange channel has much smaller lattice artifacts than the light, since it is much less affected by taste violations. The difference between the continuum and the coarsest lattice is about 2% for $\Pi_1^s$ and about 0.1% for $\Pi_2^s$. For the charm the fit qualities are worse, because the precision of the data is orders of magnitude better than for the lighter flavors. Here we fit only a subset of 40 configurations, maximally spaced along the simulation Markov chain. This increases the statistical error and leads to good fit qualities. Results on the coarsest lattice deviate by about 50% from the continuum limit for $\Pi_1^c$ and 40% for $\Pi_2^c$.
TABLE II. Final results on the first and second derivative of the hadronic vacuum polarization scalar at zero squared-momentum. The first four lines contain the continuum extrapolated lattice results. The next three lines are the isospin singlet, triplet and total contributions. The first error is statistical and the second is systematic, as determined directly from simulation results. The latter is dominated by discretization uncertainties. In the following line we give an estimate of the finite-volume effects of the \( I = 1 \) contribution using LO \( \chiPT \). In that approach, the finite-volume effects on \( \Pi_1^{\text{disc}}/\Pi_1^{\text{conn}} \) are \( 2/\sqrt{3} \) times those on the \( I = 1 \) contribution, whereas those on the \( I = 0 \) contribution vanish. The last line contains the total contribution corrected for finite-volume and isospin breaking effects, the latter estimated using phenomenology, as described in the text. In these results, the third uncertainty is the one associated with the finite-volume correction and the fourth, with isospin breaking effects.

| \( \Pi_1 \) (GeV\(^{-2}\)) | \( \Pi_2 \) (GeV\(^{-4}\)) |
|-----------------|-----------------|
| **Light**       |                 |
| \( \text{Strange} \times 10^2 \) | 0.1653(17)(16)  | -0.295(10)(7)  |
| \( \text{Charm} \times 10^4 \)   | 6.57(1)(3)      | -5.33(1)(4)    |
| \( \text{Disconnected} \times 10^5 \) | 42.5(2)(8)      | -3.04(5)(4)    |
| \( I = 0 \)     | -1.5(2)(1)      | 4.1(1.0)(0.4)  |
| \( I = 1 \)     | 0.0168(2)(2)    | -0.018(1)(1)   |
| \( I = 1 \) FV correction | 0.0827(8)(8)    | -0.147(5)(4)   |
| **Total + FV + IB** | 0.1000(10)(9)(23)(13) | -0.181(6)(4)(10)(2) |

The lattice spacing dependence of the disconnected \( \Pi_1 \) and \( \Pi_2 \) are shown in the bottom panels of Figs. 5–6. We calculated the charm quark contribution to the disconnected term on the coarsest lattice: we found it to be less than about 1% of the total disconnected result for both \( \Pi_1 \) and \( \Pi_2 \). Assuming that the continuum extrapolation does not change the order of magnitude of the relative size of the contributions, this means that the charm quark contribution to \( \Pi_1^{\text{disc}} \) is more than ten times smaller than the statistical error on the total disconnected contribution, sixty times smaller than that on the total \( \Pi_1 \), and smaller still for \( \Pi_2 \). We can therefore safely discard the charm from the disconnected term at all lattice spacings. As Figs. 5–6 show, \( \Pi_1^{\text{disc}} \) on the coarsest lattice, deviates by about 50% from the continuum limit while this figure for \( \Pi_2^{\text{disc}} \) is around 20%. Since we have one less lattice spacing available than in the connected cases, we apply only three cuts in \( \beta \). Our results for these disconnected contributions are summarized in Table II.

The total result for \( \Pi_1 \) is the sum of the four contributions, with weights given in the second paragraph of Sec. III. It has a combined statistical and continuum extrapolation error of 1.4%. All of these results apply to a box size of \( \sim 6 \) fm and to the isospin symmetric case.

In the absence of a systematic study with simulations in a variety of volumes, only model estimates of finite-volume effects can be made. As argued in [53,54], for large volumes those effects will be governed by pion contributions that can be computed in \( \chiPT \) [53]. Since the \( I = 0 \) channel is dominated by three-pion exchange, the finite-size effects are expected to be smaller than those of the \( I = 1 \) contribution, which are already small. Thus we consider only the latter. For all three index combinations, \( ss, 4s \) and \( s4 \), we calculate the difference between the infinite and finite volume moments at one loop in \( \gamma \chiPT \). We then take the average of the maximum and the minimum differences as our central value, with an uncertainty given by the half distance between the maximum and minimum. We record these corrections for \( \Pi_1 \) and \( \Pi_2 \) in Table II. For the first derivative the correction is on the level of 2%, whereas on the second derivative it is of order 10%. This correction increases rapidly with moment number, therefore we have chosen not to quote moments beyond the second one.

Concerning isospin breaking corrections, while little is known about how they modify the slope and curvature of the hadronic vacuum polarization function, more is known about their contribution to the anomalous magnetic moment of the muon. Compared to phenomenological determinations [4–8], our \( m_d = m_s \) calculation without QED is missing a number of effects\(^2\). Noting their contributions to \( a_{\mu, \text{LO-HVP}} \), in parentheses in units of \( 10^{-10} \), these effects are \( \rho - \omega \) (2.80 ± 0.19 from [55]) and \( \rho - \gamma \) (−2.71 ± 0.27 from [56,57]) mixing, final state radiation (3.86 ± 0.39 from [2] with a 10% error added), and the \( \pi^0 \gamma \) (4.42 ± 0.19 from [5]) and \( \eta \gamma \) (0.64 ± 0.02 from [5]) contributions. This leads to a correction of \( (9.0 ± 0.5) \times 10^{-10} \), i.e. 1.3% of the result for \( a_{\mu, \text{LO-HVP}} \) given in [5]. However, a competing effect enters. In our calculation without electromagnetism, the charged pion has a mass which is smaller than its physical value (see above).

\(^2\)We are grateful to Maurice Benayoun and Fred Jegerlehner for very informative discussions on this subject.
But a smaller charged-pion mass has the effect of enhancing the two-pion contribution to $a_\mu^{\text{LO-HVP}}$ and thus leads to a correction whose sign is opposite to the correction associated with the sum of effects discussed above. Moreover, a phenomenological description based on $e^+e^-$ data indicates that their magnitudes are very close [57]. Thus, we assume here that the total correction which has to be added to an isospin-limit determination of $a_\mu^{\text{LO-HVP}}$ is $(0.0 \pm 1.3)\%$, where we have taken the error to be of the typical size of the corrections themselves. Because of the dominant role which $\Pi_1$ plays in determining $a_\mu^{\text{LO-HVP}}$, one expects a tantamount correction on that coefficient. Inferring the correction on $\Pi_2$, is less direct, but we assume here that it is of the same size as for $\Pi_1$. Thus, we add $(0.0 \pm 1.3)\%$ of $\Pi_1$ and $\Pi_2$ to our results for these quantities, after they have been corrected for finite-volume effects.

Putting everything together we quote our final results for the first two moments in the last row of Table II. Combining all four errors in quadrature, we obtain $\Pi_1$ with a total uncertainty of $3.0\%$ and $\Pi_2$ of $6.9\%$.

V. DISCUSSION AND CONCLUSIONS

It is interesting to compare these results with those in the literature. The only other lattice determinations of $\Pi_1$ and $\Pi_2$, near the physical mass point, are obtained from two, $N_f = 2 + 1 + 1$ staggered simulations with coarse lattice spacings $a = 0.12$ and 0.15 fm [58]. However, since the action used is different from ours and a comparison with our continuum limit results could be misleading, we choose not to exhibit such a comparison here.

The only phenomenological determination of the slope and derivative parameters, $\Pi_1$ and $\Pi_2$, is the recent one of [31]. Taking their “data direct” results, which are obtained from an interpolation of $e^+e^- \rightarrow$ hadrons data, and converting them to our conventions, we get $\Pi_1 = 0.0990(7) \text{ GeV}^{-2}$ and $\Pi_2 = -0.2057(16) \text{ GeV}^{-4}$. These numbers can be compared to our final results, i.e. those given in the last row of Table II. In absolute value, their result for $\Pi_1$ is 0.3 combined standard deviations smaller than ours and for $\Pi_2$, 1.9$\sigma$ larger. The latter might be due to an underestimate of FV corrections in our determination of the second moment, or some problem with the experimental data used in the phenomenological analysis of [31].

As mentioned in the Introduction, we leave a careful determination of the LO HVP contribution to the anomalous magnetic moment of the muon to a future publication. However, to give a sense of what our results mean in terms of this quantity, we naively determine it using the [1,1] Padé discussed in the Introduction. We find a value of around $690 \times 10^{-10}$ with, roughly, a 3% uncertainty coming from the uncertainties on our determination of $\Pi_1$ and $\Pi_2$ and an additional 2% coming from the use of a [1,1] Padé. This estimate is compatible with recent phenomenological determinations [6–8], though much less precise, as well as somewhat larger, but still compatible within errors, with the only other two $N_f = 2 + 1 + 1$ lattice results [14,19].
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