New Pruning Method Based on DenseNet Network for Image Classification
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Abstract — Deep neural networks have made significant progress in the field of computer vision. Recent works have shown that depth, width and shortcut connections of the neural network architectures play a crucial role in their performance. As one of the most advanced neural network architectures, DenseNet, which achieves excellent convergence speed through dense connections. However, it still has obvious shortcomings in the use of memory. In this paper, we introduce two new pruning methods using threshold, which refers to the concept of threshold voltage in MOSFET. Now we have implemented one of the pruning methods. This work uses this method to connect blocks of different depths in different ways to reduce memory usage. We name the proposed network ThresholdNet, evaluate it and other different networks on two datasets (CIFAR-10 and STL-10). Experiments show that the proposed method is 60% faster than DenseNet, 20% faster and 10% lower error rate than HarDNet.
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I. INTRODUCTION

Convolutional neural networks (CNN) are very popular in the applications of computer vision (CV), such as image classification, object detection, and semantic segmentation [17-21]. With the enhancement of hardware computing power, deep neural networks (DNN) such as DenseNet [3], GoogLeNet [12], and SqueezeNet [13] can be completed in a reasonable time. Among these networks, one of the most advanced networks, DenseNet, can achieve faster convergence speed than ResNet [4], but its shortcomings are also obvious. On one hand, DenseNet needs to access memory frequently and is therefore more hardware-constrained. Besides, too deep network architecture may cause overfitting problems, resulting in lower accuracy. So how to increase computation efficiency and reduce the power consumption for neural networks become a critical issue. The latest DenseNet pruning work, HarDNet [5], uses harmonic dense connections instead of dense connections, which greatly reduces the number of connections between layers and reduces the amount of memory. However, the accuracy of HarDNet suffers to a certain extent, because its indirectness ignores the connections of odd layers.

The contribution of this paper is to use a threshold to segment the convolutional layer of different depths. For convolutional layers with smaller depths, we can use dense connections or less pruning dense connections; for larger depths convolutional layers, we prefer to use harmonic dense connections. Therefore, the improved neural network can greatly improve training speed while minimizing the accuracy impairment.

II. RELATED WORK

A. Convolutional neural networks

Since 2012, as a new model architecture, neural networks have achieved excellent results in various fields of CV. AlexNet [1] is composed of 8 convolutional layers and won the ILSVRC-2012 image classification championship. It reduced the error rate on ImageNet dataset from 25.8% to 16.4%. In 2014, VGG-Net [2] was introduced to easily extend the depth of neural networks to 20 levels, and the accuracy of ImageNet classification was greatly improved.

As the networks go deeper, simply stacking layers would degrade its performance. In order to solve this problem, ResNet learns residual function \( H(x) = x \) to replace target function \( H(x) \) directly. ResNet can extend the depth to more than 100 layers, and the performance is further improved. On this basis, ResNeXt [6] presented in CVPR 2017 combines the architecture of Inception [7-10] (Split-transform-merge) to improve the accuracy without increasing the number of parameters.

B. Densely connected convolutional networks

The CVPR 2017 best paper DenseNet, based on the design concept of ResNet, proposes to realize the feature reuse through the connection of features on the channel, and densely connects all the front layers with dense connections. DenseNet is composed of multiple dense blocks, and each block is composed of several convolutional layers. Each convolutional layer generates growth rate \( k \) features, where \( k \) refers to the number of feature maps generated by the \( H(x) \) function. As shown by DenseNet in Fig. 1, for an \( L \) layer network, DenseNet contains a total of \((L(L + 1))/2\) connections.
C. Harmonic densely connected networks

With the improvement of computing power and the expansion of datasets, scholars have started to train more complex networks. Therefore, how to reduce power consumption while ensuring computing efficiency has become a critical issue. In this case, HarDNet replaces the dense connections in DenseNet with harmonic dense connections. As shown by HarDNet in Fig. 1, the network is like multiple harmonics, and the dense connections are pruned in a regular manner to effectively reduce the power consumption of the network architecture.

D. Sparse densely connected networks

In recent years, the research on DenseNet pruning has not stopped. Liu et al. [14] proposed another method to sparse DenseNet, who reduce the connections of the original L-layer DenseNet from $O(L^2)$ to $O(L)$. As shown in Fig. 2, the authors delete the connections in the middle layer based on dense connections in DenseNet and only keeps the farthest and nearest connections. The formula is as follows in (1):

$$x_i = H\left(x_0, x_1, \ldots, x_{L}, x_{i-n/2}, \ldots, x_{i-1}\right)$$

(1)

where $n$ is the number of connections to be retained.

III. PROPOSED METHODS

This work proposes the concept of threshold, which makes the architecture of the deep neural networks more diversified. In addition, we propose a new network architecture based on DenseNet, HarDNet and SparseNet. We propose two pruning methods. The first is to set Threshold between block and block, and the second is to set Threshold between Layer and Layer. The formulas for both ways can be summarized as (2) and (3)

$$i \leq \text{Threshold}, x_i = H(x_0, x_1, \ldots, x_{L}, x_{i-n/2}, \ldots, x_{i-1})$$

(2)

$$i > \text{Threshold}, \begin{cases} i \% 2 = 1, x_i = H(x_{i-1}) \\ \text{else, } x_i = H(x_0, \ldots, x_{i-2m}) \end{cases}$$

(3)

A. Threshold

A threshold method is proposed in which the threshold block becomes sparse to vary degrees with more convolutional layers. The size of the threshold value is positively related to the complexity of the neural network. Then we set the threshold to different values and obtain the corresponding neural network architecture according to changing the magnitude of the threshold. As shown in (2), we compare the $i$-th layer in the threshold block with the threshold value. If the value of $i$ is less than the threshold value, then the dense connection mode will be maintained. If the value of $i$ is larger than the threshold value, the original connection method is replaced with a harmonic dense connection.

| Layer | Connection | Layer | Connection |
|-------|------------|-------|------------|
| $n = 1$ | 0 | $n = 9$ | 8 |
| $n = 2$ | 0-1 | $n = 10$ | 2-6-8-9 |
| $n = 3$ | 0-1-2 | $n = 11$ | 10 |
| $n = 4$ | 0-1-2-3 | $n = 12$ | 4-8-10-11 |
| $n = 5$ | 1 | $n = 13$ | 12 |
| $n = 6$ | 2-6-7 | $n = 14$ | 6-10-12-13 |
| $n = 7$ | 6 | $n = 15$ | 14 |
| $n = 8$ | 0-4-6-7 | $n = 16$ | 0-8-12-14-15 |

In addition, we propose a new connection method, as shown in (3). If the value of $i$ is less than the threshold value, we sparse the original dense connections, and retain the connections between the nearest and farthest layers. In the formula, $n$ is the value of threshold. It deletes the connection between $(n/4)$ and $(i-n/4)$, and it can reduce a total of $(i-n/2)$ connections. If the value of the threshold is greater, the number of sparse connections will be less, and the complexity of the neural network architecture will be higher, ensuring that the size of the threshold is positively correlated with the complexity of the neural network.

| Layer | Connection | Layer | Connection |
|-------|------------|-------|------------|
| $n = 1$ | 0 | $n = 9$ | 8 |
| $n = 2$ | 0-1 | $n = 10$ | 2-6-8-9 |
| $n = 3$ | 0-1-2 | $n = 11$ | 10 |
| $n = 4$ | 0-1-2-3 | $n = 12$ | 4-8-10-11 |
| $n = 5$ | 0-1-2-3-4 | $n = 13$ | 12 |
| $n = 6$ | 0-1-2-4-5 | $n = 14$ | 6-10-12-13 |
| $n = 7$ | 0-1-2-5-6 | $n = 15$ | 14 |
| $n = 8$ | 0-1-2-6-7 | $n = 16$ | 0-8-12-14-15 |
B. First pruning method

Our first pruning method is to set the thresholds to 4, 8 and 12 respectively for sparse processing, using the block with layer = 16 as the sparse object, and use sparse dense connection and harmonic dense connection to connect. As shown in TABLE I, threshold = 4 has the greatest degree of pruning, with a total of 38 connections; as shown in TABLE II, there are 51 connections when threshold = 8; as shown in TABLE III, threshold = 12 has the smallest degree of pruning, with a total of 74 connections.

As shown in Fig. 3, for layers smaller than the threshold we will output all their channels, and for layers larger than the threshold we will only output odd-numbered layers. In order to increase the weight of the key layers, we do this by increasing their channels. The initial growth rate of the i-th layer is set to k, and let the number of channels in the even-numbered layer be \(k \times m\), where \(m\) is the compression factor. If the input layer is 0 and \(m = 2\), the channel ratio of each layer is \(1:1\), so set \(m\) to a value less than 2 to compress the number of channels in the even-numbered layers.

### TABLE III: The connection when Threshold = 12 and Layer = 16

| Layer | Connection | Layer | Connection |
|-------|------------|-------|------------|
| \(n = 1\) | 0 | \(n = 9\) | 0-1-2-3-6-7-8 |
| \(n = 2\) | 0-1 | \(n = 10\) | 0-1-2-3-7-8-9 |
| \(n = 3\) | 0-1,2 | \(n = 11\) | 0-1-2-3-8-9-10 |
| \(n = 4\) | 0-1,2-3 | \(n = 12\) | 0-1-2-3-9-10-11 |
| \(n = 5\) | 0-1,2-3,4 | \(n = 13\) | 12 |
| \(n = 6\) | 0-1,2-3-4,5 | \(n = 14\) | 6-10-12-13 |
| \(n = 7\) | 0-1,2-3-4,5-6 | \(n = 15\) | 14 |
| \(n = 8\) | 0-1,2-3-4,5-6-7 | \(n = 16\) | 0-8-12-14-15 |

The harmonic dense connection proposed by HarDNNet greatly prunes the dense connection of DenseNet, but it neglects the connection of the odd-numbered layers. All odd-numbered layers are only connected to the upper layer, which greatly affects the accuracy of the neural network. We find that the number of connections between the smaller \(i\) layers in the threshold block is not large enough to require extensive pruning, while the number of connections between the larger \(i\) layers is large enough to use harmonic dense connections.

In this pruning method, we propose two network architectures. As shown in Fig. 3, Fig. 3(a) is ThresholdNet-ab; here we set threshold = 8, use dense connections for layers less than the threshold value, and use harmonics for layers greater than the threshold value. On the other hand Fig. 3(b) is ThresholdNet-bc; here we set threshold = 8, use sparse dense connection for layers less than the threshold value, and a harmonic dense connection for layers greater than the threshold value.

C. Second pruning method

Our second pruning method also uses the Threshold concept of distinction, but is different from the previous method. The second method uses the distinction of blocks to connect different blocks differently. As shown in TABLE IV, we change the original block of DenseNet (containing 24 convolutions) to two blocks (containing 12 convolutions and 16 convolutions, respectively). We use different connections for these two blocks. The former block uses dense connections, and the latter block uses harmonic dense connections.

This method is different from the first type of pruning. It makes the connection mode within each block consistently and ensures that different blocks have different connection modes. The concept of Threshold is also used, and pruning can still be carried out reasonably.

D. Detailed architecture design

As shown in TABLE V, we set the input image size to 224 × 224, and propose a new threshold block. Fig. 3. As shown in Fig. 3, we propose two network architectures. As shown in Fig. 3, Fig. 3(a) is ThresholdNet-ab; here we set threshold = 8, use dense connections for layers less than the threshold value, and use harmonics for layers greater than the threshold value. On the other hand Fig. 3(b) is ThresholdNet-bc; here we set threshold = 8, use sparse dense connection for layers less than the threshold value, and a harmonic dense connection for layers greater than the threshold value.

---

**Table IV. Architecture comparison**

| DenseNet | ThresholdNet |
|----------|--------------|
| Block    | Block        |
| 24       | 12           |
| 32       | 16           |

\[ x_i = H([x_{i-2}, x_{i-1}]) \]

\[ x_i = H([x_{i-2}, x_{i-1}]) \]

\[ \text{if} \ i \% 2 = 1, x_i = H([x_{i-1}]) \]

\[ \text{else}, x_i = H([x_{i-1}, x_{i-2}]) \]

---

**Table III. The connection when Threshold = 12 and Layer = 16**

| Layer | Connection | Layer | Connection |
|-------|------------|-------|------------|
| \(n = 1\) | 0 | \(n = 9\) | 0-1-2-3-6-7-8 |
| \(n = 2\) | 0-1 | \(n = 10\) | 0-1-2-3-7-8-9 |
| \(n = 3\) | 0-1,2 | \(n = 11\) | 0-1-2-3-8-9-10 |
| \(n = 4\) | 0-1,2-3 | \(n = 12\) | 0-1-2-3-9-10-11 |
| \(n = 5\) | 0-1,2-3,4 | \(n = 13\) | 12 |
| \(n = 6\) | 0-1,2-3-4,5 | \(n = 14\) | 6-10-12-13 |
| \(n = 7\) | 0-1,2-3-4,5-6 | \(n = 15\) | 14 |
| \(n = 8\) | 0-1,2-3-4,5-6-7 | \(n = 16\) | 0-8-12-14-15 |

**Fig. 3.** (a) ThresholdNet-ab, (b) ThresholdNet-bc.
TABLE V. Detailed implementation parameters of the proposed architecture

| Layers               | Output size | ThresholdNet_v1 | ThresholdNet_v2 |
|----------------------|-------------|-----------------|-----------------|
| Convolution          | 112 × 112   | 3 × 3 conv      |                 |
| Pooling              | 56 × 56     | 3 × 3 max pool  |                 |
| Threshold Block (1)  | 56 × 56     | [3 × 3 conv] × 6| [3 × 3 conv] × 6|
| Transition Layer (1) | 28 × 28     | 1 × 1 conv      |                 |
| Threshold Block (2)  | 28 × 28     | [3 × 3 conv] × 8| [3 × 3 conv] × 12|
| Transition Layer (2) | 28 × 28     | 1 × 1 conv      |                 |
| Threshold Block (3)  | 14 × 14     | [3 × 3 conv] × 12| [3 × 3 conv] × 16|
| Transition Layer (3) | 14 × 14     | 1 × 1 conv      |                 |
| Threshold Block (4)  | 14 × 14     | [3 × 3 conv] × 16| [3 × 3 conv] × 16|
| Transition Layer (4) | 14 × 14     | 1 × 1 conv      |                 |
| Threshold Block (5)  | 7 × 7       | [3 × 3 conv] × 4| [3 × 3 conv] × 4|
| Classification Layer | 1 × 1       | 1 × 1 average pool| 1000D fully-connected, softmax |

IV. EXPERIMENT RESULTS

We use the second pruning method to complete the network architecture ThresholdNet_v1 and ThresholdNet_v2 for training on the CIFAR-10 and STL-10 datasets. CIFAR-10 [15] is a 32 × 32 size RGB color image with 50,000 training data and 10,000 test data. STL-10 [16] is a collection of 10 types of object pictures, and each type has 1,300 pictures, 500 of which are used for training and 800 are used for testing, and each picture has a resolution of 96 × 96.

We improve the original dense unit proposed by DenseNet, add the dense unit with Layer 24 in DenseNet121 to the concept of threshold, and split it into 8 and 16 threshold units. The original block has connection methods, and the improved threshold block has different connection methods for different layers.

It can be seen from TABLE VI that on CIFAR-10, although DenseNet and ResNet have good accuracy, their calculation time on GPU is too long. HarDNet can cut the time by half, but its accuracy needs to be improved. ThresholdNet has increased the speed while ensuring that the accuracy rate is not affected, and finally achieved a 20% faster and 10% lower error rate than HarDNet. In addition, on STL-10, as shown in TABLE VII, ThresholdNet can still have the same accuracy rate and is 10% faster than HarDNet.

In order to analyze the impact of threshold on pruning in detail, DenseNet, ResNet, ThresholdNet, ResNeXt and wide residual networks (WRN) [11] were tested in parameters, memory and floating-point operations per second (FLOPS). From the detailed data in TABLE VIII, we can see that compared with HarDNet68, our network effectively reduces Params and MAdds.

| TABLE VI. CIFAR-10 Experimental Results |
|----------------------------------------|
| Error (%) | Step time (ms) | Total time (s) |
| DenseNet121 | 7.35 | 119 | 59.13 |
| ResNet50 | 9.89 | 102 | 50.37 |
| ThresholdNet_v1 | 13.66 | 47 | 24.21 |
| ThresholdNet_v2 | 13.31 | 54 | 27.25 |
| HarDNet68 | 14.66 | 57 | 27.98 |
| ResNeXt50_32x4d | 16.96 | 52 | 24.81 |
| Wide_ResNet50_2 | 17.31 | 55 | 27.86 |

Test results for CIFAR-10 datasets, in which Step Time and Total Time are measured on Nvidia GTX3080Ti with Pytorch 1.1.0. Step Time is time for each batch, and Total Time is time for each epoch.

| TABLE VII. STL-10 Experimental Results |
|----------------------------------------|
| Error (%) | Step time (ms) | Total time (s) |
| DenseNet121 | 25.53 | 175 | 8.77 |
| ResNet18 | 23.62 | 186 | 9.61 |
| ThresholdNet_v1 | 24.95 | 87 | 4.41 |
| ThresholdNet_v2 | 24.30 | 115 | 5.39 |
| HarDNet68 | 24.98 | 113 | 4.79 |
| ResNeXt50_32x4d | 36.35 | 110 | 5.30 |
| Wide_ResNet50_2 | 32.23 | 132 | 6.39 |

Test results for STL-10 datasets, in which Step Time and Total Time are measured on Nvidia GTX 3080Ti with Pytorch 1.1.0. Step Time is time for each batch, and Total Time is time for each epoch.
V. CONCLUSION

Before this paper was put forward, DenseNet has always been described as a solution to the problem of a large amount of memory used, which cannot be effectively implemented on hardware, hindering the development of related researches. The researches on DenseNet pruning have not stopped. Most of them only use a single sparse method, discarding the accuracy of the neural network to reduce the amount of memory.

The threshold approach proposed in this paper is pruned. The experimental results show that by choosing different threshold values, we can choose the weight between the accuracy and the amount of memory by ourselves, and complete the work of complex neural network pruning more reasonably. The problem of hardware implementation has promoted the research and development of CNN in hardware.
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TABLE VIII. Detailed Data

| Block_Depth | #Params | #MAdds | #FLOPS |
|-------------|---------|---------|---------|
| DenseNet121 | 6, 12, 24, 16 | 7.97M | 2.88G | 2.88G |
| DenseNet169 | 6, 12, 32, 32 | 14.15M | 3.42G | 3.42G |
| DenseNet201 | 6, 12, 48, 32 | 20.01M | 8.70G | 4.37G |
| DenseNet161 | 6, 12, 36, 24 | 28.68M | 15.6G | 7.82G |
| ResNet50    | 3, 4, 6, 3    | 25.55M | 8.22G | 4.12G |
| ResNet101   | 3, 4, 23, 3   | 44.55M | 15.66G | 7.84G |
| HarDNet68   | 8, 16, 16, 16 | 17.57M | 8.51G | 4.26G |
| ThresholdNet_v1 | 6, 8, 12, 16 | 15.32M | 6.90G | 3.46G |
| ThresholdNet_v2 | 6, 12, 16, 16 | 17.14M | 8.12G | 4.07G |
| ResNet101_32x4d | 3, 4, 6, 3 | 25.03M | 8.51G | 4.27G |
| ResNet101_32x8d | 3, 4, 23, 3 | 88.79M | 32.93 | 16.49G |
| Wide_ResNet50 | 3, 4, 6, 3 | 68.88M | 22.85G | 11.43G |
| Wide_ResNet101 | 3, 4, 23, 3 | 126.89M | 45.58G | 22.81G |