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ABSTRACT

The main purpose of this work is to study the dynamics of a fractional-order Covid-19 model. An efficient computational method, which is based on the discretization of the domain and memory principle, is proposed to solve this fractional-order corona model numerically and the stability of the proposed method is also discussed. Efficiency of the proposed method is shown by listing the CPU time. It is shown that this method will work also for long-time behaviour. Numerical results and illustrative graphical simulation are given. The proposed discretization technique involves low computational cost.

Introduction

In the year 2020, the corona virus pandemic has become one of the major problems worldwide. This virus produces lung infection and is highly spread from human to human [1]. Due to the effect of the corona virus on human body, many causalities in the world are caused. The first case of the corona virus was officially reported in the city of Wuhan in the People’s Republic of China on December 31, 2019 (see [2]). The available treatments and vaccines were not effective for this type of virus [3]. Initially this virus started to spread into the other cities of the People’s Republic of China and then to other regions of the world such as Europe, Asia Pacific, North America, and so on. It has now spread in as many as 175 countries. It is recognized that the presence of the symptoms takes 2 to 10 days. The symptoms include the breathing difficulties, coughing and high fever. As per reports dated March 22, 2020, around 250,000 cases were found to be infected with the virus and there were 15,000 deaths.

Aiming to propose a suitable dynamical system for the evolution of the pandemic spreading, in the following we propose a fractional-order dynamical model for the analysis of the virus spread, thereby showing that our model is best fitting with the available observations. Fractional calculus [4–14] has many real life applications. Here, we propose a scheme for solving the fractional-order corona virus model as suggested by Khan and Atangana [15] who presented the mathematical results of the model and then formulated a fractional-order model by using the Atangana-Baleanu fractional derivative. They considered the available infection cases for the period from January 21, 2020 to January 28, 2020 and parameterized the model. Using iterative technique, some concluding remarks were also given in [15]. In [16] and [17], authors modelled the transmission dynamics of COVID-19 and also solved these models numerically. In recent years a lot of numerical and analytical techniques are proposed to solve biological models [18–26].

This paper is organized as follows. In Section 2, some preliminary remarks on the Khan-Atangana model are given. Further, in Section 3, some remarks on the Grünwald-Leitnikov fractional derivative are given. Section 4 deals with the iterative scheme for the fractional-order corona virus model. In Section 5, the stability of the proposed model is discussed for our considered parameters. Section 6 deals with the numerical simulation of our results. Lastly, in Section 7, some concluding remarks and observations are given.

The Khan-Atangana model for virus spread

In the Khan-Atangana paper [15], it is assumed that the N(t) denoted
total population at time $t$ might be divided into five subgroups as follows:

A(t) is susceptible people subgroup; B(t) is the exposed people subgroup; C(t) is the infected people subgroup; D(t) is the subgroup by the rate $h_1B$; and E(t) is the subgroup of recovered or removed people. These are specified by $N(t) = A(t) + B(t) + C(t) + D(t) + E(t)$. So that we have the following set of nonlinear equations:

$$
\begin{align*}
\frac{dA(t)}{dt} &= \mu_1 - a_1A - \frac{\sigma_1A(C + \sigma D)}{N} - b_2AF \\
\frac{dB(t)}{dt} &= \frac{\sigma_1A(C + \sigma D)}{N} + b_2AF - (1 - d)f_1B - de_1B - a_1B \\
\frac{dC(t)}{dt} &= (1 - d)f_1B - (g_1 + a_1)C \\
\frac{dD(t)}{dt} &= de_1B - (g_2 + a_1)D \\
\frac{dE(t)}{dt} &= g_1C + g_2D - a_1E \\
\frac{dF(t)}{dt} &= \alpha_2F \left( \frac{N}{N_0} \right) + \alpha_2C + \alpha_2F - \mu_2F
\end{align*}
$$  

$$(1)$$

In this model, $\mu_1$ is the natural birth rate, $a_1$ represents the natural death rate. The susceptible people $A$ and the infected people $C$ are related by $h_1B$, where $h_1$ is the disease spread coefficient by which the susceptible people are infected by sufficient numbers of contacts. The susceptible people $A$ and the people showing no symptoms of the infection $D$ are related by $\sigma_1A$, where $\sigma_1 \in [0, 1]$ is the transmissibility multiple of $D$ to $C$. The parameter $d$ is the proportion of the asymptomatic infection, the parameter $f_1$ is the spread rate after completing the incubation period and becomes infected and $e_1$ is spread rate joining the classes $C$ and $D$. The people in the classes $C$ and $D$ are related to the people in the class $E$ by recovery or removal rate $g_1$ and $g_2$, respectively. The class $F$ denote the reservoir (outbreak of infection) or the seafood market or place. The people in the class $F$ are related to the people in the class $F$ by disease spread coefficient $b_2$. The parameter $a_2$ denote the host visiting the seafood market by purchasing the items. The classes $C$ and $D$ contribute the virus into the seafood market $F$ by the rate $e_2$ and $f_2$, respectively. The parameter $a_2$ is the removing rate of the virus from the seafood market $F$. $N_0$ and $h_0$ denote the unknown and infected hosts, respectively. Ignoring of the contact between bats and hosts, then the model (1) becomes as follows (see [15]):

$$
\begin{align*}
\frac{dA(t)}{dt} &= \mu_1 - a_1A - \frac{\sigma_1A(C + \sigma D)}{N} - b_2AF \\
\frac{dB(t)}{dt} &= \frac{\sigma_1A(C + \sigma D)}{N} + b_2AF - (1 - d)f_1B - de_1B - a_1B \\
\frac{dC(t)}{dt} &= (1 - d)f_1B - (g_1 + a_1)C \\
\frac{dD(t)}{dt} &= de_1B - (g_2 + a_1)D \\
\frac{dE(t)}{dt} &= g_1C + g_2D - a_1E \\
\frac{dF(t)}{dt} &= e_2C + g_2D - \mu_2F
\end{align*}
$$  

$(2)$

The corona virus model depends on the initial conditions and the integer-order corona virus model cannot explain perfectly the virus spread due to the local nature of the integer-order derivative. The fractional derivatives are non-local in nature and depend on the initial conditions. Therefore, for better understanding of the corona virus model, it is required to replace the integer-order corona virus model to the fractional-order model. In the following investigation, we will replace time-derivative in model (2) with the fractional-order time-derivative. We thus propose study the covid-19 infection by this original fractional-order model, based on the Khan-Atangana system (1):

$$
\begin{align*}
\frac{d^pA(t)}{dt^p} &= \mu_1 - a_1A - \frac{\sigma_1A(C + \sigma D)}{N} - b_2AF \\
\frac{d^pB(t)}{dt^p} &= \frac{\sigma_1A(C + \sigma D)}{N} + b_2AF - (1 - d)f_1B - de_1B - a_1B \\
\frac{d^pC(t)}{dt^p} &= (1 - d)f_1B - (g_1 + a_1)C \\
\frac{d^pD(t)}{dt^p} &= de_1B - (g_2 + a_1)D \\
\frac{d^pE(t)}{dt^p} &= g_1C + g_2D - a_1E \\
\frac{d^pF(t)}{dt^p} &= e_2C + g_2D - \mu_2F
\end{align*}
$$  

$(3)$

The initial conditions are given below:

$$
A(0) = a_1, B(0) = a_1, C(0) = a_1, D(0) = a_1, E(0) = a_1, F(0) = a_1,
$$  

$(4)$

where $0 \leq p_1, p_2, p_3, p_4, p_5, p_6 < 1$. The additional parameters of the fractional derivatives, that is, $p_1, p_2, \ldots, p_6$ give us some extra degrees of freedom for a better approximation of the experimental data.

**Some remarks on the Grünwald–Letnikov derivative**

In the present section, some basic definitions of fractional GL derivative and concept of stability analysis will be discussed first. These basic concepts are very important for understanding the fractional-order model and its stability.

**Definition.** (see [27]) **The Grünwald–Letnikov derivative at a point $a$ is given as follows:**

$$
\frac{d^p a}{dt^p} g(t) = \lim_{h \to 0^+} \frac{1}{\zeta !} \sum_{j=0}^{\zeta} (-1)^j \left( \frac{\zeta}{j} \right) g(t-jh)
$$  

$(5)$

where $n = \frac{p}{\zeta}$ and $a$ is a real constant.

The general fractional-order linear system can be considered as follows:

$$
\frac{d^p x(t)}{dt^p} = Ax(t) + Bu(t)
$$  

$(6)$

Using the definition of fractional GL derivative as given in Eq. (5), at the points $kh(k = 1, 2, \ldots)$ the $p$–th order Grünwald–Letnikov derivative has the following form

$$
<k - L/h> \frac{d^p}{dt^p} g(t) \approx h^p \sum_{j=0}^{p} (-1)^j \left( \frac{p}{j} \right) g(t-jh)
$$  

$(7)$

where the “memory length” is $L$, $t_k = kh$, $h$ is the step size taken for the calculation and the coefficients of the derivative $c_j^p (j = 0, 1, \ldots)$ can be obtained by taking the following expressions

$$
c_0^p = 1 \text{ and } c_j^p = \left( 1 - \frac{1}{j} \right) c_{j-1}^p
$$  

$(8)$

Further, using this the general from solution of the equation

$$
\frac{d^p y(t)}{dt^p} = g(y(t), t)
$$  

$(9)$

can be written as

$$
y(t) = g(y(t_k), t_k)h^p - \sum_{j=0}^{p} c_j^p y(t_{j-1})
$$  

$(10)$
We will use short memory principle to determine the lower index in the sum. By the use of short memory principle the lower index is considered as

\[ \nu = \begin{cases} 1, k < (L/h) \\ k - (L/h), k > (L/h) \end{cases} \tag{11} \]

The L can be calculated using the L ≥ \( \frac{M}{p(3-p)} \).

The general fractional-order systems can be considered as

\[ aD^q_i x_i(t) = f_i(x_1, x_2, \ldots, x_n, t), i = 1, 2, \ldots, n, \tag{12} \]

where \( aD^q_i \) is fractional GL derivative and \( q \in (0, 1] \). For the system (12), the equilibrium is obtained by solving

\[ aD^q_i x_i(t) = 0, i = 1, 2, \ldots, n \tag{13} \]

For system (12), the Jacobian matrix is written by

\[
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}
\] \[ [\alpha_i, \beta_i, \ldots, \gamma_i] \]

The Jacobian matrix at equilibrium point \( (\beta_1, \beta_2, \ldots, \beta_n) \) is given by:

\[
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}
\] \[ [\alpha_i, \beta_i, \ldots, \gamma_i] \]

**Theorem 1. (28, 29).** If all the eigenvalues of matrix given in Eq. (15), satisfied the condition

\[ |\arg(\lambda)| > \frac{p \pi}{2} \] \[ \text{where } i = 1, 2, 3, 4, 5, 6 \]

Then system given in (12), is locally stable.

**The numerical solution of the Khan-Atangana model**

In this section we will implement our proposed technique to solve the corona virus model. The integer order corona virus model which is specified as

\[ \frac{dA(t)}{dt} = \mu_1 - a_1A - \frac{b_1A(C + \sigma D)}{N} - b_2AF \]

\[ \frac{dB(t)}{dt} = \frac{b_1A(C + \sigma D)}{N} + b_2AF - (1 - d)f_1B - de_1B - a_1B \]

\[ \frac{dC(t)}{dt} = (1 - d)f_1B - (g_1 + a_1)C \]

\[ \frac{dD(t)}{dt} = de_1B - (g_2 + a_1)D \]

\[ \frac{dE(t)}{dt} = g_1C + g_2D - a_1E \]

\[ \frac{dF(t)}{dt} = e_2C + f_2D - \mu_2F \] \[ \tag{17} \]

Integrating both sides of Eq. (17), we have

\[ A(t) = \int_0^t \left[ \mu_1 - a_1A - \frac{b_1A(C + \sigma D)}{N} - b_2AF \right] dt \]

\[ B(t) = \int_0^t \left[ \frac{b_1A(C + \sigma D)}{N} + b_2AF - (1 - d)f_1B - de_1B - a_1B \right] dt \]

\[ C(t) = \int_0^t \left[ (1 - d)f_1B - (g_1 + a_1)C \right] dt \]

\[ D(t) = \int_0^t \left[ de_1B - (g_2 + a_1)D \right] dt \]

\[ E(t) = \int_0^t \left[ g_1C + g_2D - a_1E \right] dt \]

\[ F(t) = \int_0^t \left[ e_2C + f_2D - \mu_2F \right] dt \] \[ \tag{20} \]

By using the fractional GL derivative definition in Eq. (20), we obtain the following relations
\[ A(t_i) = \left( \mu_1 - a_1A(t_{i-1}) - \frac{b_1A(t_{i-1})(C(t_{i-1}) + \sigma D(t_{i-1}))}{N} - b_2A(t_{i-1})F(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}A(t_{i-j}) \]

\[ B(t_i) = \left( \frac{b_1A(t_{i-1})(C(t_{i-1}) + \sigma D(t_{i-1}))}{N} + b_2A(t_{i-1})F(t_{i-1}) - (1 - d_f)B(t_{i-1}) - de_iB(t_{i-1}) - a_1B(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}B(t_{i-j}) \]

\[ C(t_i) = \left( (1 - d_f)B(t_{i-1}) - (g_1 + a_1)C(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}C(t_{i-j}) \]

\[ D(t_i) = \left( de_iB(t_{i-1}) - (g_2 + a_1)D(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}D(t_{i-j}) \]

\[ E(t_i) = \left( g_1C(t_{i-1}) + g_2D(t_{i-1}) - a_1E(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}E(t_{i-j}) \]

\[ F(t_i) = \left( e_2C(t_{i-1}) + f_2D(t_{i-1}) - \mu_2F(t_{i-1}) \right) e^{t_i} - \sum_{j=1}^{k} c_{j}^{(0)}F(t_{i-j}) \]

For this model we will calculate disease-free equilibrium points as well as the endemic-equilibrium points. The disease-free and endemic-equilibrium points are characterized by the non-existence and existence of the infected nodes, respectively. With the values \( \mu_1 = 107644.2245, \mu_2 = 0.01, a_1 = \frac{1}{100}, b_1 = 0.05, b_2 = 0.000001231, \sigma = 0.02, d = 0.1243, f_1 = 0.00047876, f_2 = 0.001, e_1 = 0.005, e_2 = 0.000398, g_1 = 0.09871, g_2 = 0.854302 \) the disease-free equilibrium point is given as \( \left( \frac{\mu_1}{\sigma}, 0, 0, 0, 0 \right) \), and the endemic-equilibrium points are given as \( (4.76 \times 10^7, -3.65 \times 10^7, -1.37 \times 10^5, -2.61 \times 10^4, -2.75 \times 10^6, -8.07 \times 10^3) \).

The Jacobian matrix at disease-free equilibrium point \( \left( \frac{\mu_1}{\sigma}, 0, 0, 0, 0, 0 \right) \) is given as follows:

\[
J_1 = \begin{bmatrix}
-0.0130 & -0.0500 & -0.0010 & 0 & -10.1754 \\
0 & -0.0141 & 0.0500 & 0.0010 & 0 & 10.1754 \\
0 & 0.0004 & -0.1117 & 0 & 0 & 0 \\
0 & 0.0006 & 0 & -0.8673 & 0 & 0 \\
0 & 0 & 0.0987 & 0.8543 & -0.0130 & 0 \\
0 & 0 & 0.0003 & 0.0010 & 0 & -0.0100
\end{bmatrix}
\]

The eigenvalues corresponding to matrix \( J_1 \) are \( \lambda_1 = -0.0130, \lambda_2 = -0.0130, \lambda_3 = -0.1118, \lambda_4 = -0.0067, \lambda_5 = -0.0173 \) and \( \lambda_6 = -0.8673 \). \( J_1 \) has negative eigenvalues. Therefore, by definition, the system (19) is stable for \( 0 < p_i < 1, i = 1, 2, 3, 4, 5, 6 \) at the equilibrium point \( \left( \frac{\mu_1}{\sigma}, 0, 0, 0, 0, 0 \right) \). The Jacobian matrix at the endemic-equilibrium point \( (4.76 \times 10^7, -3.65 \times 10^7, -1.37 \times 10^5, -2.61 \times 10^4, -2.75 \times 10^6, -8.07 \times 10^3) \) is given as follows:

\[
J_2 = \begin{bmatrix}
-0.0023 & -0.2885 & -0.0058 & 0 & -58.7180 \\
-0.0108 & -0.0141 & 0.2885 & 0.0058 & 0 & 58.7180 \\
0 & 0.0004 & -0.1117 & 0 & 0 & 0 \\
0 & 0.0006 & 0 & -0.8673 & 0 & 0 \\
0 & 0 & 0.0987 & 0.8543 & -0.0130 & 0 \\
0 & 0 & 0.0003 & 0.0010 & 0 & -0.0100
\end{bmatrix}
\]

The eigenvalues corresponding to the matrix \( J_2 \) are \( \lambda_1 = -0.0130, \lambda_2 = -0.8673, \lambda_3 = -0.1120, \lambda_4 = -0.0195, \lambda_5 = -0.027 \) and \( \lambda_6 = 0.0061 \). By definition, the system (19) is asymptotically unstable at the endemic-equilibrium point \( (4.76 \times 10^7, -3.65 \times 10^7, -1.37 \times 10^5, -2.61 \times 10^4, -2.75 \times 10^6, -8.07 \times 10^3) \).

Since it has five negative eigenvalues, therefore it has five dimensional stable manifolds. So, by a physical point of view, we can draw its three dimensional manifolds.

**Stability analysis**

Here, we discuss the stability of this epidemiological model. The equilibrium points for system (19) is given by

\[
aD^0_i A(t) = \mu_1 - a_1A - \frac{b_1A(C + \sigma D)}{N} - b_2AF = 0
\]

\[
aD^0_i B(t) = \frac{b_1A(C + \sigma D)}{N} + b_2AF - (1 - d_f)f_iB - de_iB - a_1B = 0
\]

\[
aD^0_i C(t) = (1 - d_f)f_iB - (g_1 + a_1)C = 0
\]

\[
aD^0_i D(t) = de_iB - (g_2 + a_1)D = 0
\]

\[
aD^0_i E(t) = g_1C + g_2D - a_1E = 0
\]

\[
aD^0_i F(t) = e_2C + f_2D - \mu_2F = 0
\]

For the above system the Jacobian matrix is defined as:

\[
J = \begin{bmatrix}
-a_1 - \frac{b_1(C + \sigma D)}{N} - b_1F & 0 & -\frac{b_1A}{N} & -\frac{b_1\sigma A}{N} & 0 & -b_2A \\
\frac{b_1(C + \sigma D)}{N} + b_2F - (1 - d_f)f_i - de_i - a_1 & \frac{b_1A}{N} & \frac{b_1\sigma A}{N} & 0 & 0 & b_2 \\
0 & (1 - d_f)f_i - (g_1 + a_1) & 0 & 0 & 0 & 0 \\
0 & de_i & (g_2 + a_1) & 0 & 0 & 0 \\
0 & 0 & g_1 & g_2 & -a_1 & 0 \\
0 & 0 & e_2 & f_2 & 0 & -\mu_2
\end{bmatrix}
\]
Results and discussion

In this section we present numerical results assuming the initial conditions $A(0) = 8065518$, $B(0) = 200000$, $C(0) = 282$, $D(0) = 200$, $E(0) = 0$ and $F(0) = 50000$. Fig. 1, shows the behaviour of group of $(A)$ with time. From Fig. 1, it can be seen that susceptible people group decreases and tends to zero. Fig. 2, shows exposed group $(B)$ with respect to time. From Fig. 2, it can be seen that exposed people increases with time. Fig. 3, shows the group of infected or symptomatic people $(C)$ with respect to time. From Fig. 3, it can be seen that initially it increases, but after some time it start to decrease, that is, people are recovered after treatment. Fig. 4, shows asymptotically infected group $(D)$ with respect to time. From Fig. 4, it can be seen that it increases with time. Fig. 5, shows the group of people who are recovered or remove $(E)$ with respect to time. From Fig. 5, it can be seen that it increases with time showing the accuracy and applicability of the proposed model. Fig. 6 shows performance of reservoir group $(E)$ with time. From Fig. 6, it can be seen that it decreases, that is, reservoir after some time become negligible.

Fig. 7 displays the dynamics of $A(t)$, $B(t)$ and $C(t)$ for integer-order time-derivative. Fig. 7 shows the 3D trajectory for the group of $A(t)$, $B(t)$ and $C(t)$ at integer-order time-derivative and starting at

![Fig. 1. Performance of group $(A)$ with time.](image)

![Fig. 2. Performance of group $(B)$ with time.](image)

![Fig. 3. Performance of group $(C)$ with time.](image)

![Fig. 4. Performance of group $(D)$ with time.](image)

![Fig. 5. Performance of group $(E)$ with time.](image)
\( A(0) = 8065518, B(0) = 200000, C(0) = 282 \). Fig. 8 displays the dynamics of the exposed people \( B(t) \), the symptomatic people \( C(t) \) and the asymptptomatically infected people \( D(t) \) for integer-order time-derivative. Fig. 8 shows the 3D trajectory for the group of the exposed people \( B(t) \), the symptomatic people \( C(t) \) and the asymptomatically infected people \( D(t) \) at integer-order time-derivative and starting at \( (B(0) = 200000, C(0) = 282, D(0) = 200) \). Fig. 9 displays the dynamics.
of the susceptible people $A(t)$, the exposed people $B(t)$ and the removed or recovered people $E(t)$ for integer-order time-derivative. Fig. 9 shows the 3D trajectory for the group of the susceptible people $A(t)$, the exposed people $B(t)$ and the recovered people $E(t)$ at integer-order time-derivative and starting at $(A(0) = 8065518, B(0) = 200000, E(0) = 0)$. In Fig. 10, we have shown the dynamical performance of the group $A(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 10, it can be seen that a continuous variations for the group of the susceptible people $A(t)$ take place depending upon the values of the involved parameters and the values of the order of the fractional derivatives. The group $A(t)$ shows monotonic behaviour with the fractional-order time-derivative. In Fig. 11, we have shown the dynamical performance of $B(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 11, it can be seen that a continuous variation for the group of the exposed people $B(t)$ takes place depending upon the values of the involved parameters and the values of the order of the fractional derivatives. The group of the exposed people $B(t)$ shows monotonic behaviour with the fractional-order time-derivative. In Fig. 12, we have shown the dynamical performance of the group $C(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 12, it can be seen that a continuous variation for the group of group of the symptomatic people $C(t)$ takes place depending upon the values of the involved parameters and the values of the order of the fractional derivatives. $C(t)$ shows monotonic behaviour with the fractional-order time-derivative. In Fig. 13, we have shown the dynamical performance of the group $D(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 13, it can be seen that a continuous variation for $D(t)$ takes place depending upon the values of the involved parameters and the values of the order of the fractional derivatives. The asymptomatically infected people group $D(t)$ shows monotonic behaviour with the fractional-order time-derivative. In Fig. 14, we have shown the dynamical performance of the group $E(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 14, it can be seen that a continuous variation for the group of people who are recovered $E(t)$ takes place depending upon the values of the involved parameters and the values of the order of the fractional derivatives. The group of people who are recovered $E(t)$ shows monotonic behaviour with the fractional-order time-derivative. In Fig. 15, we have shown the dynamical performance of the group $F(t)$ with time by taking distinct fractional values of time-derivatives. From Fig. 15, it can be seen that a continuous variation for the group of reservoir $F(t)$ takes place depending upon the values of
Therefore, the values of these parameters play a key role to increase the fractional-order coronavirus model depends on its parameters. The proposed technique is effective to show the behaviour of the people. From numerical and stability discussion, it can be seen that, at a time depending on fractional derivatives and on the values of parameters.

Figures in this paper show that the solution varies continuously and the numerical results by our proposed technique. From this table, the efficiency of the proposed technique is clear. It is also clear that the technique is time-saving.

**Conclusions**

In this paper a computational method, which is based on the discretization of the domain and short memory principle, is implemented to solve a fractional-order coronavirus model numerically. The proposed solution is attractive and time-saving as can be seen from Table 1. The figures in this paper show that the solution varies continuously depending on fractional derivatives and on the values of parameters. From numerical and stability discussion, it can be seen that, at a time $t$, the fractional-order coronavirus model depends on its parameters. Therefore, the values of these parameters play a key role to increase the number of the recovered people and decrease the number of the infected people. The proposed technique is effective to show the behaviour of the solution in a very long time period which is helpful to predict the coronavirus model accurately. This method can be used in investigating many similar biological models showing wide applicability of the proposed method.
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