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Abstract. In this paper we introduce the problem of counting embedded spheres in \( \mathbb{R}^3 \) whose projection to the z-axis yields a level set barcode of a particular type. Two embedded spheres are considered height equivalent if they are related by a z-level set preserving isotopy. A formula previously used to count functions on the interval with the same sub-level set persistence barcode provides a lower bound on height equivalence classes with the same level set persistence. A conjectured upper bound is provided as well.

1. A Geometric Introduction

One of the beautiful things about persistent homology is that it gives a new perspective on very basic objects of study, such as functions on the interval. In fact, one could very easily take any one of the common graphs we draw in pre-calculus courses and ask what the sub-level set barcode of the associated function is. The only reason this is not done in pre-calculus courses is that the construction of the barcode is somewhat opaque and requires ideas normally only encountered in a first year Ph.D. program in mathematics or perhaps an advanced undergraduate sequence.

In the setting of functions on the interval, the definition of the sub-level set barcode is somewhat easier and we content ourselves here with a fast-and-loose treatment. Given a reasonable\(^1\) function \( f : X \to \mathbb{R} \), one can first consider the persistent set of path components associated to it.

\[
S : (\mathbb{R}, \leq) \to \text{Set} \quad \text{where} \quad r \leq t \leadsto \pi_0(f^{-1}(-\infty, r]) \to \pi_0(f^{-1}(-\infty, t])
\]

This is simply a 1-parameter family of sets indexed by the real line where \( S(r) := \pi_0(f^{-1}(\infty, r]) \) is the set of path components of the sub-level set at \( r \) and the map \( S(r) \to S(t) \) describes how these components merge as we increase the value. We can then linearize the above

\(^1\)A “reasonable” function could mean one with finitely many critical values, but we need not assume the function is differentiable. In general, a reasonable function is one that is tame with respect to some o-minimal structure.
persistent set by considering for every real value $r$ the vector space whose basis is given by $S(r)$. This defines the associated freely generated persistent vector space, which for nice spaces coincides with the zeroth homology of each of the sub-level sets.

$$F_S : (\mathbb{R}, \leq) \to \mathbf{Vect} \quad \text{where} \quad r \leq t \rightsquigarrow H_0(f^{-1}(-\infty, r]) \to H_0(f^{-1}(-\infty, t])$$

A surprising fact [Cur17, Thm. 3.8] is that there exists a suitable global change of basis of this persistent vector space where basis vectors trace out intervals before they (possibly) die. The tracing out of these basis vectors is the barcode.

We note that in the first figure we see how sub-level set persistence detects two things: the local minima at each of the end points and the maximum value of the function. A logical question to then ask is

“To what extent does the barcode determine the function?”

If we now think of persistent homology as a map from the space of functions to the space of barcodes, then the above question asks us to consider the fiber of this map over a point, which is one possible interpretation of the inverse problem in persistence.

There are many reasons to write off this question as silly, since the fiber is obviously uncountable. After all, one can take any horizontal distortion of the function and the sub-level sets will experience no topological change. Additionally, one can reflect or modify the function by adding little “kinks” to the graph of the function at either endpoint and the persistence will go unchanged.

![Graphs showing original function, reflected function, graph-equivalent PL function, function with added "kink", and barcode]

However, if we introduce two extra pieces of structure

1. a Dirichlet-type boundary condition—assume the functions under consideration have local minima at each endpoint—and
2. a notion of equivalence—two functions are deemed graph equivalent if there is an orientation-preserving homeomorphism of the domain taking one function to the other—then

the inverse problem for functions on the interval is both tractable and interesting, as the following theorem illustrates.

**Theorem 1.1** (Theorem 6.11 of [Cur17]). Let $B = \{I_j\}_{j=1}^N$ be a collection of intervals (“barcode”) of the form $I_1 = [b_1, \infty)$ and $I_j = [b_j, d_j) \subset I_1$ where $d_j > d_{j+1}$ for $j = 2$. Let $\mu_B(I_j)$ be the number of intervals $I_k$ in $B$ containing $I_j$ as a strict subset. The number of
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graph equivalence classes of functions on the interval obtaining minima at their boundary is

\[ 2^{N-1} \prod_{j=2}^{N} \mu_B(I_j). \]

It should be noted that the exponential pre-factor of \( 2^{N-1} \) comes from a wish to distinguish time series (viewed as functions on the real line) with up-trending versus down-trending behavior. Up-trending and down-trending behavior is detected for generic functions on the real line by specifying which component is to the left and which is to the right when a merge event occurs.

**Remark 1.2.** It should be noted that the idea of using this “chirality” to distinguish time series via persistence is due to Yuliy Baryshnikov, who introduced the idea publicly during an invited lecture at a conference on geometry and data analysis, held at the Stevanovich Center at the University of Chicago in June 2015.

Since the existence of \( N-1 \) bars of finite length indicates there were \( N-1 \) local maxima, this left-right designation occurs \( N-1 \) times and hence requires specifying a binary string of length \( N-1 \), thus the information encoding of \( 2^{N-1} \). One can ask to what extent this result extends to functions defined on different domains and this is the goal of the present paper.

### 1.1. Generalizing to Embedded Spheres.

One of the immediate obstacles to generalizing the above result is that on other domains—the circle, graphs, or surfaces—there is not a well-defined notion of “left” or “right.” Since our program is to take visually distinct objects with the same persistence, we present our fundamental examples of interest, which we call “the shotglass” and “the worm.”

There are several things to observe about the shotglass and the worm. These are embedded spheres whose projections to the z-axis contain identical topological information in their respective fibers. In both examples, the *level sets* of the projections are—working from bottom to top—a point, a circle, a point and a circle, two circles, a wedge of circles, a single circle, and a point. The only distinction between these two shapes is that in the shotglass the circles nest inside one another (the inside rim of the glass “nests inside” the outside rim.
of the glass) and in the worm both circles are disjoint with no nesting relationship. This is the qualitative feature that we’d like to be able to distinguish, by setting up a category where the shotglass and the worm belong to different isomorphism classes.

2. A Categorical Introduction to the Inverse Problem at Hand

It was pointed out to the author by Dmitriy Morozov that the height function on the shotglass and the worm can actually be regarded as the same function on the two-sphere, perhaps after an orientation-preserving change of coordinates. As such the notion of graph equivalence used in [Cur17] and recalled above will not distinguish these two objects. This motivates the following delineation of a new category and a new notion of equivalence.

**Definition 2.1** (The Groupoid of Height-Equivalent Spheres). Let $\mathcal{E}$ be the category whose objects are compositions of the form

$$\pi_z \circ \iota : S^2 \hookrightarrow \mathbb{R}^3 \to \mathbb{R}$$

where $\iota : S^2 \hookrightarrow \mathbb{R}^3$ is a topological embedding and $\pi_z = \langle \cdot, \hat{z} \rangle$ is the projection onto the unit normal vector $\hat{z} = [0, 0, 1]^t$. A morphism between two of these objects is a commutative diagram of the form

$$\begin{array}{ccc}
S^2 & \xrightarrow{\iota_1} & \mathbb{R}^3 \\
\downarrow \pi_z & & \downarrow \varphi \\
\mathbb{R}^3 & \xrightarrow{\iota_2} & \mathbb{R}^3 \\
\downarrow \pi_z & & \downarrow \pi_z
\end{array}$$

where $\varphi : \mathbb{R}^3 \to \mathbb{R}^3$ is a homeomorphism that is isotopic to the identity. Note that commutativity of the diagram implies that $\varphi$ is a level-set preserving homeomorphism. By being isotopic to the identity, we mean isotopic in a way that preserves the level sets of $\pi_z$. Since every morphism is invertible, $\mathcal{E}$ is clearly a groupoid. If two objects belong to the same component of $\mathcal{E}$, then we say the objects are **height equivalent**.

**Definition 2.2** (Subgroupoids of Morse Spheres). Let $\mathcal{M} \subset \mathcal{E}$ be the full subcategory of $\mathcal{E}$ consisting of objects in $\mathcal{E}$ that are isomorphic to a Morse function on $S^2$. Here we take the definition of a Morse function according to Milnor: a function $f : M \to \mathbb{R}$ is **Morse** if every critical point is (i) non-degenerate and (ii) has a distinct critical value. Since critical points are classified by the number of negative eigenvalues of the Hessian at that point, every Morse function has a unique sequence of numbers $(N, S, M)$ counting critical points of each type: $N$ minima, $S$ saddles, and $M$ maxima. Let $\mathcal{M}(N, S, M)$ denote the subcategory of $\mathcal{M}$ consisting of objects with critical point count $(N, S, M)$.

**Remark 2.3.** Of course, since $N - S + M = \chi(S^2) = 2$ it suffices to specify any two of these numbers since the third will be determined by this equation for the Euler characteristic.

We observe that any two height equivalent objects in $\mathcal{E}$ necessarily has the same sublevel persistence barcodes because all of the fibers are homeomorphic in a level-set and
orientation-preserving way. However, sub-level set persistence is already too coarse of an invariant since the definition of $E$ is most clearly directed at level set persistence, which requires brief explanation.

2.1. Level Set Persistence. Intuitively, level set persistence for Morse functions $f : M \to \mathbb{R}$ provides a continuously varying “barcode-like basis” for the homology groups of the fibers $H_i(f^{-1}(t); \mathbb{k})$. Of course any reference to a continuously varying family of vector spaces indexed over a base space portends the use of sheaf theory. We will not introduce the basics of sheaf theory here and instead content ourselves to a statement of what level-set persistence is.

**Definition 2.4.** Let $X$ be a topological space and let $\mathbb{k}_X$ be the locally constant sheaf on $X$ with value the field $\mathbb{k}$. Given a proper map $f : X \to Y$, the $i^{th}$ Leray sheaf associated to $f$ is the sheafification of the assignment

$$U \subseteq Y \leadsto H^i(f^{-1}(U); \mathbb{k})$$

and is usually denoted $R^if_*\mathbb{k}_X$ since it agrees with the $i^{th}$ right-derived functor associated to the pushforward evaluated on $\mathbb{k}_X$.

**Remark 2.5** (Alternative Definitions of Level Set Persistence). In the event that $f : X \to Y$ is not proper one could use the $i^{th}$ right derived direct image functor with compact supports $R^if_!\mathbb{k}_X$ to capture the cohomology of the fiber using stalks—this is perhaps the proper generalization of the Leray sheaves to non-proper maps. Either way, we believe that Leray sheaves provide the most natural formalism for treating level set persistence, cf. [Cur14, KS18], but there are other choices, e.g. zig-zag persistence [CdS10] or parametrized homology [Kal13, CdSVM16], the latter one having a measure-theoretic flavor.

**Definition 2.6** (Level Set Barcode). If $f : X \to \mathbb{R}$ is reasonable—a Morse function or a tame function—then $R^if_*\mathbb{k}_X$ is isomorphic to a direct sum of locally constant sheaves $\mathbb{k}^n_{I_j}$ where $I_j$ is some interval contained in the image of $f$ and $\mathbb{k}^n_{I_j}$ is the locally constant sheaf with value the $n_j$ dimensional $\mathbb{k}$-vector space $\mathbb{k}^n$. Here $\mathbb{k}^n_{I_j}$ is the sheaf whose stalk is $\mathbb{k}^n$ on $I_j$ and 0 elsewhere, see [KS90, p. 93] for a precise definition. The multi-set of intervals $\{(I_j, n_j)\}$, where $n_j$ indicates the number of times $I_j$ repeats, is the $i^{th}$ level set barcode associated to $f$.

We note that the map establishing the isomorphism

$$\psi : \bigoplus_j \mathbb{k}^n_{I_j} \to R^if_*\mathbb{k}_X$$

is what provides the “barcode-like basis” for the cohomology of the fibers. Assuming the barcode is finite implies that the cohomology of the fibers is finitely generated, so the universal coefficient theorem implies that the homology and cohomology of the fibers agree.

2.2. Truncated Merge Trees and their Persistence. Since we are interested in Morse functions on the sphere $S^2$, all the topological content of the fibers is contained in the Reeb graph, which we now recall.
Definition 2.7 (Reeb Graph). Let \( f : X \to \mathbb{R} \) be a function. Consider the equivalence relation on \( X \) that identifies \( x \sim x' \) if and only if \( f(x) = f(x') = t \) and \( x \) is connected to \( x' \) by a path contained in the fiber \( f^{-1}(t) \). Clearly the function \( f \) is constant on equivalence classes so it factors

\[
\begin{array}{ccc}
X & \xrightarrow{q} & R_f := X/\sim \\
\downarrow{f} & & \downarrow{\pi_f} \\
\mathbb{R} & \xleftarrow{\rho_f} & \\
\end{array}
\]

Under the assumption that \( f : X \to \mathbb{R} \) is a tame proper map, such as a Morse function, then the quotient space \( R_f \) has the structure of a graph with vertices corresponding to critical points and edges corresponding to components of flow lines connecting two critical points. The graph with its function \( \pi_f : R_f \to \mathbb{R} \) is the Reeb graph associated to \( f : X \to \mathbb{R} \).

Reeb graphs for Morse functions can also be described more categorically as a diagram of sets indexed by critical values and non-critical intervals. Specifically, if \( f : M \to \mathbb{R} \) is a Morse function with \( n \) critical values \( \tau_1 < \cdots < \tau_n \), then we can choose a collection of non-critical values intertwining with the critical ones:

\[
\alpha_0 < \tau_1 < \alpha_1 < \tau_2 < \cdots < \tau_n < \alpha_n
\]

Since \( f : M \to \mathbb{R} \) is a Morse function we have the following diagram of spaces for every \( i = 1, \ldots, n \)

\[
\begin{array}{ccc}
f^{-1}(\alpha_{i-1}) & \xleftrightarrow{\sim} & f^{-1}([\alpha_{i-1}, \alpha_i]) \\
& \xleftarrow{f^{-1}(\tau_i)} & \\
\end{array}
\]

where the vertical inclusion of the critical fiber induces a homotopy equivalence. Applying the path components functor \( \pi_0 \) yields a diagram of sets of the form

\[
\begin{array}{ccc}
\pi_0(f^{-1}(\alpha_{i-1})) & \xrightarrow{\rho_{i-1}} & \pi_0(f^{-1}(\tau_i)) \\
& \xleftarrow{\ell_i} & \pi_0(f^{-1}(\alpha_i))
\end{array}
\]

Letting \( S(\alpha_i) = \pi_0(f^{-1}(\alpha_i)) \) and \( S(\tau_i) = \pi_0(f^{-1}(\tau_i)) \), then the Reeb graph for \( f \) is determined by the diagram of sets and set maps

\[
\begin{array}{cccccccc}
S(\alpha_0) & \xrightarrow{\rho_0} & S(\tau_1) & \xleftarrow{\ell_1} & S(\alpha_1) & \xrightarrow{\rho_1} & S(\tau_2) & \xleftarrow{\ell_2} & \cdots & \rho_{n-1} & S(\tau_n) & \xleftarrow{\ell_n} & S(\alpha_n)
\end{array}
\]

We will refer to the maps \( \rho_i \) as right attaching maps and the maps \( \ell_i \) as left attaching maps since they describe how to attach the edges over non-critical intervals to points in the critical fiber on the right and left, respectively.

Remark 2.8 (Constructible Cosheaves and the Entrance Path Category). The above reformulation of the Reeb graph is actually an instance of a deeper story, which we briefly recall.
The proper structure for organizing the path components \( \pi_0(f^{-1}(y)) \) of a map \( f : X \to Y \) is the Reeb cosheaf, cf. [dSMP16]. Under the assumption that \( f \) is stratifiable, then the Reeb cosheaf is constructible. An equivalence first witnessed by Robert MacPherson is that constructible cosheaves are equivalent to functors from the entrance path category, which is also sometimes called the fundamental category of a stratified space (perhaps after taking the opposite category). Since a Morse function \( f : M \to \mathbb{R} \) induces a very simple stratification of the real line into critical values and non-critical intervals, the entrance path category for this stratification of the real line has an equivalent subcategory given by choosing the representative non-critical values \( \alpha_i \). Restricting the representation of the entrance path category to this equivalent subcategory gives the diagram of sets show above. The interested reader can consult [CP16] for more details.

With the above reformulation of a Reeb graph, we can now define merge trees, which served a critical role in enumerating the graph-equivalence classes considered in [Cur17].

**Definition 2.9 (Merge Trees and Truncated Merge Trees).** A **merge tree** is a Reeb graph (viewed as a diagram of sets with left and right attaching maps) where each left attaching map \( \ell_i : S(\tau_i) \leftarrow S(\alpha_i) \) is an isomorphism.

A **truncated merge tree (TMT)** is a Reeb graph where \( S(\alpha_0) = S(\alpha_n) = \emptyset \) and where every left attaching map except possibly \( \ell_n : S(\tau_n) \leftarrow S(\alpha_n) \) is an isomorphism.

Here we are assuming that \( n \) is the minimal number of critical values needed to detect changes in \( \pi_0 \) of the fiber.

One of the reasons that merge trees are nicer than Reeb graphs is that their persistence is easy to determine by virtue of the **Elder Rule**, which essentially gives a rule for determine the persistence (sub-level or level set) via a branch decomposition of the merge tree. This rule says that while sweeping from \(-\infty\) to \(+\infty\) at each leaf node one should start drawing an interval and when two branches merge the interval that started being drawn earlier (“the elder” of the two) continues, while the younger interval should be stopped and with an open right hand endpoint. With this rule each interval in the barcode defines a continuous section of the merge tree over this interval. Collectively these sections define a partition of the merge tree into subsets each of which are topologically equivalent to the interval they “lift.” This property holds for merge trees, but does not hold for general Reeb graphs. However, since a truncated merge tree is a Reeb graph that uniquely extends to a merge tree, we can use the formula in [Cur17, Thm. 4.8] to count the number of truncated merge trees with a fixed level set barcode \( B \).

**Proposition 2.10 (cf. [Cur17]).** Let \( B = \{I_j\}_{j=1}^N \) be a collection of intervals with \( I_1 = [b_1, d_1] \) and for \( j \geq 2 \) we have a strict containment \( I_j = [b_j, d_j) \subset I_1 \) with \( d_j > d_{j+1} \). If we let \( \mu_B(I_j) = \#\{I_k \in B \mid I_k \supset I_j\} \) then the number of TMTs having \( B \) as its level set barcode is

\[
\prod_{j=2}^N \mu_B(I_j)
\]

**Proof.** Given a truncated merge tree we can turn it into a persistent set by inverting the left attaching arrows that are isomorphisms and extending to something defined over all
of \( \mathbb{R} \). In more detail, given

\[
\emptyset \xrightarrow{\rho_0} S(\tau_1) \overset{\ell_1}{\cong} S(\alpha_1) \xrightarrow{\rho_1} S(\tau_2) \overset{\ell_2}{\cong} \cdots \xrightarrow{\rho_{n-1}} S(\tau_n) \overset{\ell_n}{\cong} \emptyset
\]

we have by inverting isomorphisms and extending the value of \( S(\tau_n) \) to the right the skeleton for a persistent set.

\[
\emptyset \xrightarrow{\rho_0} S(\tau_1) \overset{\ell_1^{-1}}{\cong} \xrightarrow{\rho_1} S(\tau_2) \overset{\ell_2^{-1}}{\cong} \cdots \xrightarrow{\rho_{n-1}} S(\tau_n) \overset{id}{\cong} S(\tau_n)
\]

We note that this specifies an actual persistent set \( S : (\mathbb{R}, \leq) \to \text{Set} \) by assuming the functor is constant between critical values \( \{\tau_i\} \).

Consider the collection of persistent sets of the above form with barcode \( B^{\text{ext}} \), which is identical to the \( B \) specified in the hypothesis, but with the exception that \( I_1 \) is replaced with \([b_1, \infty)\). The number of persistent sets with barcode \( B^{\text{ext}} \) is equal to the declared formula \( \prod_{j=2}^N \mu_B(I_j) \) as shown in [Cur17, Thm. 4.8]. Truncating each persistent set at \( d_1 \), which a fortiori must be \( \tau_n \), and reversing the arrows pointing to each \( \tau_i \), which again must correspond to left hand endpoints in the barcode \( B \), gives the claim.

\[\square\]

**Remark 2.11** (Trees as Sections of the Containment Poset). We can endow a barcode \( B = \{I_j\}_{j=1}^N \) of the form described above with the structure of a poset by declaring \( I_j \leq I_k \) whenever \( I_j \subseteq I_k \). Consider for each \( I_j \in B \) the strict upset of \( I_j \) in \( B \)

\[
U_j = \{I_k \in B \mid I_j \leq I_k \text{ and } I_j \neq I_k\}.
\]

Note that since \( I_1 \) is the largest bar and is contained in no other \( U_1 = \emptyset \). Let \( B_{>1} \) denote \( B \setminus I_1 \). One way of interpreting the counting formula given in Proposition 2.10 is that it counts the number of sections of the natural projection map from the disjoint union of \( U_j \)
to the corresponding interval $I_j$ in $B$.

$$\bigcup_{j=2}^{N} U_j$$

Thus under this interpretation, every tree with barcode $B$ is in 1-to-1 correspondence with a section of this map and we can think of the value of the section $s(I_j)$ as the branch $I_k$ that $I_j$ attaches to.

One thing Proposition 2.10 does not take into account is the possibility that a Reeb graph could conceivably have $B$ as its barcode without being a TMT. The following lemma shows this is not possible.

**Lemma 2.12.** Any Reeb graph $\pi : R \to \mathbb{R}$ with level set barcode $B$ of the form described in Proposition 2.10 is a TMT.

**Proof.** The only way in which the Reeb graph $R$ cannot be a TMT is if one of the left attaching maps is non-bijective. First we show that having barcode $B$ implies that the left attaching maps of importance are surjective. If one is not surjective then this would imply that there would be a pair of values $t \geq s$ lower than the max value $d_1$ where the map $H_0(\pi^{-1}[t, \infty)) \to H_0(\pi^{-1}[s, \infty))$ is not surjective, but this would imply the existence of another bar in the super-level set filtration of $R$ other than $(-\infty, d_1]$. However, since level set persistence determines super and sub-level set persistence [Cur15], this is not the case. Now if there were a non-injective left attaching map, surjectivity would imply that the Reeb graph is non-simply connected, but we know this is not the case because $H_1(R)$ is determined by open bars in the level set barcode, again by [Cur15].

\[\square\]

3. The Nesting Poset and Bounds on Height Equivalence Classes

Given an object $f := \pi_z \circ \iota : S^2 \to \mathbb{R}^3 \to \mathbb{R}$ of $\mathcal{M}$, i.e. an embedded sphere whose projection to the $z$-axis is height-equivalent to a Morse function, the Reeb graph of $\pi_z \circ \iota : S^2 \to \mathbb{R}$ naturally comes equipped with extra structure, which we now describe. This structure comes from the fact that the non-critical fibers of $\pi_z \circ \iota$ are all compact 1-manifolds, which are necessarily disjoint unions of circles and by using the fact that these fibers are contained in vertical translates of the $x - y$ plane, we can define a nesting poset on each fiber.

**Definition 3.1.** Suppose $\gamma : \sqcup_{i=1}^{n} S^1_i \to \mathbb{R}^2$ is an embedding of $n$ disjoint circles in the plane.

We define the nesting partial order associated to $\gamma$, written $\mathcal{N}(\gamma)$, as follows.

- The elements of $\mathcal{N}(\gamma)$ are the labels of the disjoint circles $i = 1, \ldots, n$.
- We say that $i \leq j$ if $\gamma(S^1_i)$ is contained in the bounded component of the complement of $\gamma(S^1_j)$. 

We note that if \( \psi \) is an orientation-preserving homeomorphisms of \( \mathbb{R}^2 \), then \( \mathcal{N}(\gamma) = \mathcal{N}(\psi \circ \gamma) \).

We now define an enrichment of the Reeb graph associated to any object of \( \mathcal{M} \)—the groupoid of Morse spheres.

**Definition 3.2 (The Nesting Reeb Graph).** Let \( f := \pi_z \circ \iota : S^2 \to \mathbb{R} \) be an object of \( \mathcal{M} \). Consider the Reeb graph of \( f \), written \( \pi_f : R_f \to \mathbb{R} \). For each non-critical value \( t \in \mathbb{R} \), we have a poset structure on the fiber of \( \pi_f^{-1}(t) \) given by the nesting poset structure of \( \mathcal{N}(\iota(f^{-1}(t))) \) given by embedding the fiber in the plane \( \pi_z^{-1}(t) \). We call the resulting Reeb graph with nesting poset on the non-critical fibers the **Nesting Reeb Graph (NRG)** associated to \( f \), written \( NR(f) \).

Again consider an object \( f = \pi_z \circ \iota \) of \( \mathcal{M} \). Since we’ve assumed that one of the defining properties of a Morse function is that each critical value corresponds to a unique critical point, consider a critical value \( t_c \) that corresponds to an index one critical point, i.e. a saddle. By choosing a sufficiently small \( \varepsilon \), consider the unique component of \( f^{-1}([t_c - \varepsilon, t_c + \varepsilon]) \) that contains the index one critical point corresponding to \( t_c \). Using the embedding of the level sets in that component in \( \mathbb{R}^2 \) given by \( \iota \), we see that there are two basic moves that are differentiated by the nesting poset—“the meet” and “the kiss”—each of which are drawn below.

| “The Meet”          | “The Kiss”          |
|---------------------|---------------------|
| ![Diagram](image1)  | ![Diagram](image2)  |

Below Index One Critical Point  
At Index One Critical Point  
Above Index One Critical Point

With this observation we’re able to give a lower bound on components of a certain subgroupoid of Morse spheres.

**Theorem 3.3.** Let \( \mathcal{M}(N, N - 1, 1) \) be the subgroupoid of \( \mathcal{E} \) consisting of embedded spheres whose projection to the \( z \)-axis is height equivalent to a Morse function with \( N \) minima, \( N - 1 \) saddles, and 1 maximum. Let \( B \) be a barcode of the form described in Proposition 2.10 and recall the meaning of \( \mu_B(I_j) \) defined there. Let \( \mathcal{M}(N, N - 1, 1) \downarrow B \) denote the collection of objects with barcode \( B \). The number of height equivalence classes of objects with barcode \( B \) is bounded below as follows:

\[
2^{N-1} \prod_{j=2}^{N} \mu_B(I_j) \leq |\pi_0(\mathcal{M}(N, N - 1, 1) \downarrow B)|
\]
Proof. Each object of $\mathcal{M}(N, N - 1, 1) \downarrow B$ has a Reeb graph that is a truncated merge tree (TMT) with $N - 1$ internal nodes, corresponding to the endpoints of the $N - 1$ bars of the form $[b_j, d_j)$. Since each index one critical point can be classified as a “kiss” $K$ or a “meet” $M$, then each object of $\mathcal{M}(N, N - 1, 1) \downarrow B$ gives rise to a labeling of the $N - 1$ internal nodes with either a $K$ or an $M$. Consequently there are $2^{N-1}$ labellings of any TMT with barcode $B$. Since by Proposition 2.10 there are $\prod_{j=2}^N \mu_B(I_j)$ possible TMTs realizing $B$, the space of labeled TMTs with barcode $B$ is the declared lower bound.

It now remains to show that every labeled TMT actually arises as an embedded sphere. To see this, we take a labeled TMT and lay it in the $x$-$z$ plane so that projection to the $z$ axis gives the correct barcode $B$. We then take an embedded sphere with a unique maximum at height $d_1$ and a unique minimum at $b_1$ so that the projection onto the $x$-$z$ plane is a circle. Call this space $X_1$. Now proceeding in order of decreasing death times $d_2 > d_3 > \cdots > d_N$, we inductively construct an embedded sphere as follows: Each $d_j$ corresponds to a unique component of $X_{j-1} \cap \pi_z^{-1}(d_j)$ that $[b_j, d_j)$ attaches to. At height $d_j$ we make an incision (remove a closed interval) on the right most portion of the component of $X_{j-1}$ we’re attaching to so that the incision occurs along a the level set $z = d_j$. Here we use the projection of $X_{j-1}$ to the $x$-$z$ plane to make “right most” corresponds to larger $x$ value. If the label of the internal node corresponding to $d_j$ is an $M$, then we stretch this incision so that the top portion stretches to the right and the bottom portion is to the left. Dually, if the label on our TMT is a $K$ then we stretch the top portion to the left so that the bottom portion is to the right. In either case, our incision has topologically become the removal of an $S^1$ with constant $z$ value. We now attach an embedded disk whose boundary is the now removed value and which has a unique minimum $z$ value corresponding to $b_j$. In the $M$ attaching move we say that we’ve added a “worm” to $X_{j-1}$ and in the $K$ attaching move we say that
we’ve added a “shotglass” to $X_{j-1}$. The final space $X_N$ is clearly an embedded sphere that is height equivalent to a Morse function. Using this construction one can see that each labeled TMT gives rise to a TMT with a distinct nesting poset structure on its non-critical fibers, thus proving that the map from the space of labeled TMTs to $\pi_0(\mathcal{M}(N, N-1, 1) \downarrow B)$ is injective. This proves the lower bound.

Unfortunately, the lower bound in Theorem 3.3 is not tight since “meets” and “kisses” do not suffice to determine the nesting Reeb graph. Indeed in the figure above we see that there are six isotopy classes with the drawn barcode, whereas the formula given provides a lower bound of four. The issue not considered is that every time a “meet” index one critical point is passed through—going from above to below—one has to choose how to partition circles contained in the original circle among the two newly created circles. Similarly, whenever a “kiss” is passed through there is a choice as to which circles enter the mouth and which ones remain outside. As such, the proper generalized analogy for a “meet” is binary fission, as if the cell needs to decide which organelles go where, and the proper generalized analogy of a “kiss” is phagocytosis, as an amoeba digests food from its environment by forming an internal compartment known as a phagosome.

Enumerating all of these possible redirects of internal organelles or food consumption would provide an upper bound on the possible phagocytosis or fission moves of $2^j$ where $j$ is the number of components, but this doesn’t guarantee that every isotopy class is completely determined by this classification of index one critical points. Moreover in the situation under consideration it should be possible to classify phagocytosis and fission events in terms of left-right partitions of food or organelles. As such we believe the following conjecture is true, but leave it to future work to come up with a complete proof.
Conjecture 3.4. The number of height equivalence classes of Morse spheres with barcode $B$ described in Proposition 2.10 is bounded below and above as follows

$$2^{N-1} \prod_{j=2}^{N} \mu_B(I_j) \leq \#\pi_0(\mathcal{M}(N, N-1, 1) \downarrow B) \leq N! \prod_{j=2}^{N} \mu_B(I_j)$$
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