Optimal strategies for learning multi-ancestry polygenic scores vary across traits

Polygenic scores (PGSs) are individual-level measures that aggregate the genome-wide genetic predisposition to a given trait. As PGS have predominantly been developed using European-ancestry samples, trait prediction using such European ancestry-derived PGS is less accurate in non-European ancestry individuals. Although there has been recent progress in combining multiple PGS trained on distinct populations, the problem of how to maximize performance given a multiple-ancestry cohort is largely unexplored. Here, we investigate the effect of sample size and ancestry composition on PGS performance for fifteen traits in UK Biobank. For some traits, PGS estimated using a relatively small African-ancestry training set outperformed, on an African-ancestry test set, PGS estimated using a much larger European-ancestry only training set. We observe similar, but not identical, results when considering other minority-ancestry groups within UK Biobank. Our results emphasise the importance of targeted data collection from underrepresented groups in order to address existing disparities in PGS performance.

Polygen scores (PGSs) are composite, quantitative measures that aim to predict complex traits from genetic data. As well as providing insights into the genetic architecture of complex traits, PGS have considerable clinical potential for screening and prevention strategies. Largely driven by significant increases in sample sizes, the predictive utility of PGS has improved substantially in recent years for a variety of traits, including cardiovascular disease, breast cancer, and type I diabetes.

These improvements, however, have largely been limited to populations of European ancestry, reflecting the lack of diversity in genomic samples collected to date. Moreover, predictive performance decreases with genetic distance from the training population. The lack of transferability of PGS across ancestries may be due to a number of factors, including population differences in allele frequencies and linkage disequilibrium (LD). While there is some evidence that common causal variants have similar effects across ancestries, other studies have suggested that the underlying variant effects may in fact differ across ancestries, which may be due to gene-by-gene or gene-by-environment (GxE) interactions. In addition, GxE interactions for people of African ancestry may be different between those living in the UK and those living in South Africa, say. This lack of transferability raises one of the most important technical and ethical challenges in the clinical utility and applications of PGS due to their potential to exacerbate health inequalities.

There are major, ongoing initiatives to collect genomic data from traditionally under-represented groups, such as H3Africa, that aim to address the lack of global genetic diversity in research data. However, it may take many years to collect sufficient data to reduce the disparities in PGS performance. Statistical methods may provide an alternative, short-term, cost-effective and complementary potential solution to mitigate against the negative effects of the lack of diversity in genomic datasets, by using modelling techniques to make use of all the existing data available, while allowing for some differences between groups.

There has been a growing interest in statistical methods to improve the transferability of PGS, which have thus far focused on
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There has been a growing interest in statistical methods to improve the transferability of PGS, which have thus far focused on...
GWAS-derived PGS, i.e. PGS based on summary statistics from a genome-wide association study (GWAS). These integrate results from GWAS trained on distinct populations at different stages of the PGS estimation. For example, Grinde et al. use European GWAS results to select variants, and then estimate the variant weights using the non-European GWAS results22. Márquez-Luna et al. propose a ‘multi-ethnic’ PGS by combining scores trained separately on different populations22. Weissbrod et al. expand on this approach by further leveraging functionally informed fine-mapping to estimate the PGS weights22. In a related approach, Ruan et al. incorporate LD information to directly estimate effect sizes using GWAS results from two or more populations23. To account for admixture, Cavazos & Witte propose local ancestry weighting to construct individualised PGS24. These efforts have yielded promising improvements in PGS performance, though there remains a significant gap in predictive accuracy between European and non-European target populations.

Here, we investigate the use of multiple-ancestry datasets, such as UK Biobank25, to estimate PGS for a range of anthropometric, blood-sample, and disease traits, with the explicit objective of improving predictive accuracy for under-represented ancestries. Specifically, we ask whether there are consistent optimal strategies for borrowing information across ancestry groups to maximize prediction accuracy in groups that have small sample sizes in available resources. For each trait, we construct training sets with varying numbers of individuals from each ancestry to assess the effect of sample size and composition on PGS accuracy, using both simulated data and data from UK Biobank25. Moreover, and to counteract the imbalance of ancestries in a multiple-ancestry training set, we investigate the use of an important reweighting approach that places more weight on under-represented ancestries during training. Importance reweighting is a standard statistical technique used in survey sampling that aims to account for differences between the sampling population and the population of interest26. Given the availability of individual-level information in biobanks, we estimate PGS using regularised regression applied to full genotype and covariate data (as opposed to genome-wide association summary statistics) to avoid introducing additional artefacts into our analysis via the reliance on assumptions about genotype and covariate correlation structure (including LD) and GWAS methodology. Our results show that the impact of sample size and composition on predictive performance is highly variable across traits. For some traits, polygenic scores estimated using a relatively small number of minority-ancestry individuals outperformed on a minority-ancestry test set scores estimated using a much larger number of European-ancestry individuals. Moreover, adding European-ancestry individuals to the training set did not always improve performance and in some cases even led to poorer performance. Although importance weighting yields moderate improvement in performance for some traits, we find that sample size is a much more prominent factor, highlighting the limitations of statistical corrections and the importance of collecting more data from a more diverse range of participants.

Results
Overview of methods

To investigate the effect of sample size and ancestry composition on polygenic score performance, we used both simulated data and real data from UK Biobank25. We initially focus on PGS strategy for African-ancestry groups, given that predictive accuracy using European-ancestry PGS is consistently worst out of all the major ancestry groups22. Simulated data was generated using the simulation engine msprime27 in the standard library of population genetic simulation models stdpopsim v0.1.228 to generate African-ancestry and European-ancestry genotypes. We also considered a range of quantitative and binary traits from UK Biobank, using imputed genotypes along with inferred genetic ancestry labels made available by the Pan-UKB initiative29.

For both the simulated and real data, we constructed a range of training sets controlling the number of European-ancestry and minority-ancestry individuals. We considered three types of training sets: a single-ancestry set consisting only of European-ancestry individuals, a single-ancestry set consisting of minority-ancestry individuals, and a dual-ancestry set consisting of both European-ancestry and minority-ancestry individuals. We denote a PGS trained on a XYZ-ancestry training set as PGSXYZ—for example PGSEUR. Similarly, we refer to a PGS trained on a dual-ancestry (respectively minority-ancestry) training set as PGSdual (respectively PGSman).

For each training set, we estimated PGS using L1-regularised regression, also known as the LASSO30, which has previously been used in the context of genetic risk prediction (see for example31–34). To account for the imbalance in sample size numbers in the dual-ancestry training sets, we also estimated PGS using an importance reweighted LASSO, upweighting the non-European-ancestry individuals. Following Martin et al.35, we assessed the predictive performance of a PGS using partial $r^2$ relative to a covariate-only model. See Fig. 1 for a schematic diagram of the methods used and “Methods” for full details.

Single-ancestry PGS can outperform dual-ancestry PGS despite being trained on fewer individuals

We first set out to evaluate the relative performance of single-ancestry PGS versus dual-ancestry PGS through simulation. An important factor in the lack of transferability of PGS across ancestries is the difference in causal effect sizes27, with the correlation of causal effect sizes between ancestry groups, $\rho$, has been estimated to be significantly less than one across a range of common traits28. We simulated traits by randomly selecting $p_0 = 100$ SNPs to be causal and then generating effect sizes for these SNPs such that that overall heritability across the entire population was $h_2 = 0.3$. To assess the impact of differences in causal effect sizes on the relative predictive performance of PGS strategies, we varied the trans-ancestry causal effect correlation, $\rho = 0.5$, 0.6, ..., 1.0, generating 10 quantitative traits for each value. We assume that all causal variants are genotyped, thus avoiding any differences in PGS accuracy that may arise from imperfect genotyping. We note that in practice imputation does not fully address the issue of imperfect genotyping, due to differences in imputation quality across ancestry groups27.

For each trait we created five African-ancestry training sets with $n_{\text{AFR}} = 2000$, 4500, 7714, 12,000, 18,000 African-ancestry individuals. We also created five dual-ancestry training sets made up of the corresponding African-ancestry training set supplemented with $n_{\text{EUR}} = 18,000$ European-ancestry individuals. To obtain PGS from the African-ancestry training sets, we used unweighted LASSO regression, while for the dual-ancestry training sets, we used the importance reweighted LASSO with $\gamma = 0, 0.1, ..., 1.5$. The case $\gamma = 0$ corresponds to no reweighting, that is, the standard LASSO. The case $\gamma = 1$ corresponds to inverse proportion reweighting, so that in total, African-ancestry individuals and European-ancestry individuals have equal weight. Note that the African-ancestry training set is equivalent to the limiting case $\gamma \to \infty$, where zero weight is placed on European-ancestry individuals. We quantified predictive performance of a PGS for a given ancestry group in terms of the predictive gap: the difference between variance explained by the PGS, $r^2$, and SNP heritability $h_2^2$ (the maximal variance explained by any PGS). See “Simulation study” for full details.

For both PGS_{AFR} and PGS_{dual}, the predictive gap for African-ancestry individuals decreased substantially as the number of African-ancestry individuals in the training sets increased (Fig. 2). For example, when $n_{\text{AFR}} = 2000$ and the correlation between genetic effects $\rho$ was 0.7, the mean predictive gap of the unweighted $\text{PGS}_{\text{dual}}(\gamma = 0)$ was just over 0.21 for the African-ancestry test sets, compared to 0.03 for the European-ancestry test sets. While the performance on Europeans did
not change markedly as the number of African-ancestry training set individuals increased, the African-ancestry predictive gap fell to ~0.11 and 0.06 when \(n_{AFR} = 77\) and \(n_{AFR} = 18,000\) respectively. As expected, the discrepancy between the two ancestry groups decreased as the correlation \(\rho\) between the ancestry-specific genetic effects increased.

In the absence of reweighting (\(\gamma = 0\)), PGSAFR generally outperformed PGSDual, despite the latter being trained on more individuals—the dual-ancestry training sets consist of the African-ancestry training sets along with 18,000 European-ancestry individuals. This was particularly evident when the correlation between ancestry-specific genetic effects was lower (\(\rho = 0.5\)). Importance reweighting generally had a positive impact on predictive performance, reducing the difference between PGSAFR and PGSDual. When the number of African-ancestry training individuals was low (\(n_{AFR} = 2000\)), the importance-reweighted PGSDual outperformed PGSAFR when the correlation between ancestry-specific genetic effects was relatively high (\(\rho \geq 0.7\)). When \(\rho = 0.7\), the relative amount of improvement with reweighting was stable as \(n_{AFR}\) increased: for \(n_{AFR} = 2000\), the predictive gap was reduced by 27% (from 0.21 at \(\gamma = 0\), to 0.15 at \(\gamma = 1.4\), while for \(n_{AFR} = 18,000\), the predictive gap was reduced by 29% (from 0.060 at \(\gamma = 0\), to 0.042 at \(\gamma = 1.4\)). In contrast, when \(\rho = 1\), the relative amount of improvement with reweighting was decreased as \(n_{AFR}\) increased: for \(n_{AFR} = 2000\), the predictive gap was reduced by 16% (from 0.14 at \(\gamma = 0\), to 0.11 at \(\gamma = 0.5\), while for \(n_{AFR} = 18,000\), the predictive gap was only reduced by 7% (from 0.040 at \(\gamma = 0\), to 0.038 at \(\gamma = 0.4\)). We highlight that importance reweighting reduced the predictive gap even when the effect sizes were the same across ancestries (\(\rho = 1\)), indicating that the procedure can partially correct for ancestry-specific differences in allele frequencies and LD structure.

The effect on predictive performance depended on the degree of reweighting, quantified by \(\gamma\). As \(\gamma\) increased from 0 to 1.5, the predictive gap typically decreased. When the correlation between ancestry-specific genetic effects was high (\(\rho \geq 0.9\)) and the number of African-ancestry samples low (\(n_{AFR} = 2000\)), the predictive gap increased again for larger values of \(\gamma\). This reflects a crucial trade-off of importance reweighting in this context: while the bias of African-ancestry genetic effect estimates may be lower with more reweighting, the increased variance of the weights results in a lower effective sample size.

---

**Fig. 1** | Overview of methods. **A** To evaluate the different PGSs, we performed various splits of the available data. Firstly, we held out test sets of 20% of individuals in each ancestry group. From the remaining 80%, we constructed three types of training sets: a single-ancestry set consisting only of European-ancestry individuals (purple block), a single-ancestry set consisting of non-European-ancestry individuals (yellow block), and a dual-ancestry set consisting of both European-ancestry and non-European-ancestry individuals (blue block). For each training set, we used another 20% of the data to select the regularisation parameter in the LASSO. **B** For the dual-ancestry training set, we used an importance weighted LASSO, assigning higher weights to individuals in the minority-ancestry group. See Methods for full details.
The effect of reweighting was relatively small compared to the effect of increased sample size. For $n_{\text{AFR}} = 2000$ and $\rho = 0.7$, reweighting reduced the predictive gap from 0.21 to 0.15. The same improvement for the unweighted PGS$_{\text{dual}}$ was seen when increasing the number of African-ancestry individuals to $n_{\text{AFR}} = 4500$, though we note that the PGS$_{\text{AFR}}$ with $n_{\text{AFR}} = 4500$ had an even lower predictive gap of 0.10.

To investigate the impact of different genetic architectures on these results, we performed supplementary studies varying the heritability $h^2 = 0.1, 0.3, 0.5$, and the polygenicity (i.e. number of causal SNPs) $p_0 = 10, 100, 1000$ (Supplementary Figs. 1 and 2 respectively). We observed a similar pattern of results, with importance reweighting having a positive impact on predictive performance when the number of African-ancestry training individuals was low. For a fixed genetic correlation $\rho = 0.8$, the impact of reweighting was generally larger when heritability was high, and when the number of causal SNPs was lower. In particular, we note that the impact of reweighting was minimal when $h^2 = 0.1$. This is likely a reflection of the LASSO’s reduced ability to estimate small effect sizes as opposed to large effect sizes.

This simulation study illustrates the relative performance of PGS$_{\text{AFR}}$ and PGS$_{\text{dual}}$ as a function of (i) the number of minority-ancestry individuals in the respective training sets and (ii) the correlation of genetic effects between ancestries. For both PGS$_{\text{AFR}}$ and PGS$_{\text{dual}}$, the between-ancestry disparity in predictive performance decreased as the number of minority-ancestry individuals in the training set increased. Despite being trained on fewer individuals, the PGS$_{\text{AFR}}$ tended to outperform PGS$_{\text{dual}}$ particularly when the correlation between ancestry-specific genetic effects was low. Importance reweighting generally reduced the predictive gap of PGS$_{\text{dual}}$ especially when the sample size imbalance between ancestries was high. As this imbalance decreased, however, the reweighted PGS$_{\text{dual}}$ did not outperform PGS$_{\text{AFR}}$.

Adding individuals from one ancestry does not always improve PGS performance for a different ancestry

Next, we sought to examine whether, even without reweighting, prediction performance in an underrepresented ancestry group can be boosted by including individuals from a different ancestry among the training samples. To do so, we used data from UK Biobank, estimating a range of PGS based on varying numbers of training individuals for a variety of traits (Table 1; see Methods for a description of how the traits were selected). In this analysis we focused on African-ancestry and European-ancestry individuals, where genetic ancestry labels were taken from Pan-UKBB. Note that the number of individuals from each ancestry with non-missing trait values varied across traits (see Table 1).

For example, there are 6178 African-ancestry individuals and 361,699 European-ancestry individuals with non-missing data for height, compared to 5748 African-ancestry individuals and 345,862 European-ancestry individuals with non-missing data for high light scatter reticulocyte count.

First, we held the number of European-ancestry individuals fixed, and constructed six training sets by varying the number of African-ancestry individuals from 0% to 80% of the total number of African-ancestry individuals with non-missing data for the trait in question. The number of European-ancestry individuals was chosen such that the largest training set had a 90-10 split between European- and African-ancestry individuals. Considering height again as an example, this corresponded to keeping the number of European-ancestry individuals fixed at 44,487 and varying the number of African-ancestry
The predictive performance on African-ancestry individuals increased for five traits: height, mean corpuscular volume (MCV), female genital prolapse (FGP), high light scatter reticulocyte count (reticulocyte), and platelet crit (platelet) (Fig. 3a). For the remainder of the traits, predictive performance stayed largely stable.

Next, we performed complementary analyses in which we held the number of African-ancestry individuals fixed at 80% of the total number of African-ancestry individuals with non-missing data for the trait in question. We again constructed six training sets, now varying the number of European-ancestry individuals so that the proportion of European-ancestry individuals in the training set ranged from 0% to 90%.

Predictive performance on African-ancestry individuals only increased markedly for height and mean platelet volume (MPV), with the improvement for MPV appearing to tail off between the two largest training sets. For three traits (mean corpuscular volume, reticulocyte count, erythrocyte distribution width), predictive performance worsened as European-ancestry individuals were added to the training set. For the remainder of the traits, predictive performance stayed mostly constant.

These results demonstrate that, for some traits, the potential for increasing prediction performance by including samples from a different population can be limited. They also highlight substantial between-trait heterogeneity in response, suggestive of major differences in genetic architecture.

Optimal ancestry composition of training sets varies among traits in UK Biobank

Next, we set out to assess the relative performance of single- versus dual-ancestry PGS in empirical data by considering the UK Biobank traits analysed in the previous section. We first considered three training sets: (i) a European-ancestry training set of ~300,000 European-ancestry individuals, (ii) a African-ancestry training set of ~5000 African-ancestry individuals, and (iii) a dual-ancestry training set made up of the African-ancestry training set combined with European-ancestry individuals so that the proportion of African-ancestry individuals was 10%. For the latter, we opted for this 90-10 split—thus not using all the available European-ancestry individuals—following the previous analysis that indicated the limited benefit to African-ancestry predictive performance of adding European-ancestry individuals to the training set. A secondary motivation was to limit the imbalance between the two ancestries in order to evaluate the effect of importance weighting. We used the importance weighted LASSO with importances set to zero, 0.2, ..., 1 to construct PGSdual, while for the single-ancestry training sets we just considered the standard, unweighted LASSO. In a supplementary analysis on a subset of the traits, we also estimated dual-ancestry PGS trained on the combination of the European-ancestry training set and the African-ancestry training set, using both the unweighted and reweighted LASSO (Supplementary Fig. 3). We found that for this subset there was limited benefit over either the European-ancestry only training set, or the smaller dual-ancestry training set with only 50k European-ancestry individuals. Moreover, although the LASSO is a relatively efficient algorithm for constructing PGS using individual-level data, it nevertheless took over 210 CPU hours to fit the PGS for height on the full dual-ancestry training set, compared to 40 CPU hours on the smaller dual-ancestry training set.

Figure 4 illustrates the predictive performance of the three above PGS for the 15 UK Biobank traits. In terms of African-ancestry predictive utility, PGSdual outperformed PGSEUR on two traits—MCV, and erythrocyte distribution width (erythrocyte)—despite the former sample size being orders of magnitude smaller (n = 5000 versus n = 300,000). For both of these traits, the unweighted PGSdual performed the same as or slightly worse than PGSEUR. While importance reweighting yielded a moderate improvement, the reweighted PGSdual did not outperform PGSEUR.
Fig. 3 | Predictive performance for African-ancestry individuals against sample size for 15 traits in UK Biobank. a We fixed the number of European-ancestry (EUR) individuals in the training set at ~50,000 (26,388 for female genital prolapse (FGP)) and varied the number of African-ancestry (AFR) individuals from 0 to ~4700 (2900). The predictive performance, evaluated in terms of partial r², on African-ancestry individuals increased markedly for mean corpuscular volume (MCV) and platelet crit; and stayed largely stable (or increased slightly) for the remainder. b Here, we instead fixed the number of African-ancestry individuals in the training set at ~4700 (2900 for FGP) for each trait and varied the number of European-ancestry individuals so that the proportion of European-ancestry individuals in the training set ranged from 0% to 90%. The effect on performance on African-ancestry individuals again varied by trait, showing a clear improvement for MPV and height, and a moderate decrease for MCV. Error bars correspond to the range across five cross-validation rounds of training set construction and PGS estimation. Phenotype acronyms: mean platelet volume (MPV), mean corpuscular volume (MCV), body mass index (BMI), atrial fibrillation (AFib), diverticular disease of the intestine (DDI), female genital prolapse (FGP).

For four other traits—high light scatter reticulocyte count (reticulocyte), hypothyroidism, atrial fibrillation (AFib), and and diverticulitis of intestine (DDI)—the predictive performance of all three PGS was largely similar. For the remaining traits—height, MPV, body mass index (BMI), eosinophil percentage, monocyte count, asthma and lymphocyte count—PGSEUR performed best. We note that predictive accuracy of PGSEUR for European-ancestry individuals was the same or higher than any of the PGS for African-ancestry individuals, consistent with previous investigations into the between-ancestry disparities of polygenic scores.

To explore whether the variability in optimal PGS strategy extended to other subpopulations, we focused in on four of the above traits (height, MPV, asthma, and erythrocyte distribution width) and ran the above analyses using different minority-ancestry groups: Admixed American ancestry (AMR), Central/South Asian ancestry (CSA), East Asian ancestry (EAS), and Middle Eastern ancestry (MID).

Figure 5 shows the predictive performance on the four traits across the five minority ancestry groups. For both height and asthma, PGSEUR had the best predictive performance for each of ancestry groups, with partial r² for height varying from r² = 0.08 for the African-ancestry group to r² = 0.25 for the Admixed American ancestry group. For both erythrocyte distribution width and mean corpuscular volume in African-ancestry individuals, the PGSmin and the reweighted PGSDual outperformed PGSEUR, which offered almost no predictive utility. With the exception of mean corpuscular volume in East Asian ancestry individuals, where performance was similar between the different PGS, PGSEUR was consistently the best strategy for the remaining minority-ancestry groups. Results were qualitatively identical when using only genotyped SNPs instead of the full imputed sequence (Supplementary Fig. 4).

Differences in trait architecture explain variable performance by ancestry

Finally, to investigate the reasons why optimal training approaches vary across traits, we investigated the contribution of variants at different allele frequencies to variance explained. Specifically, we measured the partial r² for different subsets of variants grouped by minor allele frequency (MAF) in a given ancestry group. For each ancestry group, we grouped variants into four sets: ‘rare’ (MAF ≤ 1%), ‘uncommon’ (1% < MAF ≤ 5%), ‘intermediate’ (5% ≤ MAF < 20%), and ‘common’ (MAF > 20%). Given a set of variants K and the genotype matrix of the test set X, let Xw denote the submatrix given by the columns of X that are in K. For a set of variants K, we define \( \hat{g}_w \propto X_w \hat{\beta}_w \) to be the score associated with the variant set K, where \( \hat{\beta} \) is the vector of variant effects obtained from the LASSO. We then defined the partial r² attributable to variant set K to be the difference in r² between models

\[
\begin{align*}
\text{y} &= \text{M} \beta_1 + \hat{g}_w \eta + \epsilon_1 \\
\text{y} &= \text{M} \beta_1 + \epsilon_2,
\end{align*}
\]

where y is the vector of trait values, and M is the matrix of covariates (age, sex, the first ten genetic principal components (PCs), and interactions between sex and the ten genetic PCs) for the test set. We note that because we are considering the same set of variants for each trait, observed differences among traits in composition likely reflect differences in trait architecture, rather than differences in how the studies were performed.

Figure 6 illustrates the contribution to variance explained by different segments of the ancestry-specific allele frequency spectra for the PGS for mean corpuscular volume and height. We observe striking differences between these traits in the contribution of different allele frequency segments. For MCV in African-ancestry individuals, the majority of the variance explained in each of the polygenic scores was due to variants that were intermediate or common in African-ancestry individuals (see top row, left). Notably, over half the contribution to variance explained of the African-ancestry and PGSDual could be attributed to variants that have MAF < 5% in the European-ancestry subgroup (second row, left). Conversely, variance explained in the European-ancestry subgroup was driven by variants that are intermediate or common in European-ancestry individuals (fourth row, left). And approximately one quarter of the variance explained could be attributed to variants with MAF < 5% in African-ancestry individuals.
In contrast, for height we find that variance explained in European-ancestry individuals has an allele frequency decomposition with a slightly greater contribution of variants that are common in European-ancestry individuals (bottom row, right). But, variance explained in African-ancestry individuals is dominated by variants that are common (MAF > 5%) in both populations (top two rows, right). The effect of reweighting follows a similar pattern; for MCV shifting variance explained towards variants that are higher-frequency in the African-ancestry individuals (and considerably rarer in European-ancestry individuals) and, for height, tending to favour variants that are common among both groups.

These results suggest differences in genetic architecture between the two traits. For mean corpuscular volume, the variance explained by PGS\textsubscript{dual} and PGS\textsubscript{AFR} could largely be attributed to variants that are relatively common in African-ancestry individuals but rare in European-ancestry individuals. Since the number of African-ancestry individuals in these training sets was relatively small, this suggests that the corresponding effect sizes are comparatively large. On the other hand, the variance explained by each of the height PGS could be attributed to variants that were common in both European-ancestry and African-ancestry individuals. We found similar patterns for the other minority ancestries (Supplementary Figs. 5–8). Specifically, for traits and ancestries where PGS\textsubscript{min} outperformed the PGS\textsubscript{EUR}, more variance could be attributed to variants that are more common in the minority ancestry group. We also found substantial differences across traits in the implied liability variance between PGS\textsubscript{EUR} and PGS\textsubscript{min} (Supplementary Table 1). Such differences in trait architecture are indicative of variation in the evolutionary and selective forces that have shaped trait variation\textsuperscript{35–37}.

**Discussion**

The lack of diversity in human genetic studies has been brought into focus by a number of articles (e.g.\textsuperscript{9,38–40}), revealing that around 86% of all GWAS participants are of European descent. In the context of polygenic scores, this bias has been reflected in the lack of transferability of scores across ancestries: PGS developed using European-ancestry samples tend to perform poorly in non-European ancestry test sets\textsuperscript{7–9}. Correspondingly, our results found that, for a range of traits, PGS estimated using European-ancestry individuals performed relatively poorly on other non-European ancestry groups. Although recent improvements in predictive performance across a number of traits indicate the potential clinical utility of PGS\textsuperscript{2,3,5,6}, the disparity in PGS accuracy across ancestry groups, raises serious technical, clinical and ethical issues, with likely substantial impacts on health inequalities if left unaddressed\textsuperscript{9}.
Recent investigations into statistical methods have sought to construct improved PGS using the available data with the aim of reducing this disparity in predictive accuracy. Previous studies on the lack of transferability of PGS have generally estimated scores using summary statistics from genome-wide association studies of single-ancestry populations\(^7\)–\(^9\). These summary statistic approaches are often highly efficient computationally and typically achieve highly competitive predictive performance relative to full genotype approaches\(^{34,41}\)–\(^{43}\). A number of methods to construct PGS by combining GWAS results from distinct ancestry groups have recently been developed, demonstrating improved prediction accuracy on the minority-ancestry group\(^{22}\)–\(^{24}\).

However, the question of how to optimally construct PGS directly from multiple-ancestry training data has largely been unexplored. That is, to maximise predictive accuracy for a minority-ancestry group, is it better to employ a PGS trained on just the minority-ancestry individuals or a combination of the minority-ancestry individuals and the majority-ancestry individuals? To investigate this, we compared the prediction accuracy of PGS by combining GWAS results from distinct ancestry groups have recently been developed, demonstrating improved prediction accuracy on the minority-ancestry group\(^{22}\)–\(^{24}\).

Polygenic score
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**Fig. 5 | Partial \(r^2\) for PGSEUR, PGS\textsubscript{dual}, and PGS\textsubscript{min} on four traits in UK Biobank for five minority-ancestry groups.** The single-ancestry scores were estimated using a standard, unweighted LASSO. The dual-ancestry scores were constructed using an importance weighted LASSO with various degrees of reweighting \(\gamma\). Error bars correspond to the range across five cross-validation rounds of training set construction and PGS estimation. The four traits considered are height, MCV, asthma, and erythrocyte distribution width. We used inferred genetic ancestry labels from Pan-UKBB, with participants divided into six groups: European ancestry (EUR), African ancestry (AFR), Admixed American ancestry (AMR), Central/South Asian ancestry (CSA), East Asian ancestry (EAS), and Middle Eastern ancestry (MID).

It is worth noting that UK Biobank consists of an older subset of the UK population recruited on a voluntary basis in response to postal invitations. As a result, UK Biobank is not a representative sample of the wider UK population, displaying a bias towards individuals who are healthier, wealthier, and who self-report their ethnicity as white\(^{45}\). We further note that the absolute number of non-European-ancestry individuals in UK Biobank is considerably smaller than those of European-ancestry. Our findings are thus limited by the ancestral diversity of UK Biobank and more work is required to investigate optimal PGS strategies in more balanced multi-ancestry genomic datasets.

Our primary finding is that, in terms of minority-ancestry prediction performance, traits vary substantially in their optimal strategy for combining data across ancestries. Through simulation, we have
shown that a PGS trained on a small minority-ancestry training set may outperform a much larger European-ancestry training set. Moreover, there are plausible regions of parameter space, notably where effect sizes are correlated across ancestry groups but not identical, where reweighting strategies can boost prediction performance using a multiple-ancestry training set. However, when applied to empirical data from the UK Biobank, relatively weak benefit was observed. Rather, traits fell into two broad categories for which the minority-ancestry PGS outperformed the majority-ancestry PGS, or vice versa. For those in the first category, the most valuable training data was the small dataset from the minority group alone (and where performance decreases by the inclusion of any individuals of the majority—here European-ancestry). For those in the second category (such as height), the best performance in the underrepresented group was achieved by training in the much larger majority group, though note this still represented a substantial decrease in absolute performance relative to the majority European-ancestry group. When the minority group was African-ancestry individuals, the first category, though smaller, included important biomarkers such as MCV. Moreover, for a given trait, the optimal strategy varied by ancestry. For MCV

![Fig. 6 | Allele frequency composition of variance explained by single- and dual-ancestry PGS. Results shown for mean corpuscular volume (left) and height (right) in a African-ancestry test set (AFR; top) and a European-ancestry test set (EUR; bottom). The black dots represent partial $r^2$ for all the variants, i.e. the entire polygenic score. Variants were grouped according to their minor allele frequency (MAF) in African-ancestry individuals (blue palette) or in European-ancestry individuals (green palette). Each bar represents the sum of the partial $r^2$ values for each subset of variants in a given polygenic score. Note that the bars are stacked, and the height of the bar is generally higher than corresponding dot due to LD between variants. The parameter $y$ corresponds to the degree of reweighting used in the reweighted LASSO for PGS\textsubscript{dual}.](https://doi.org/10.1038/s41467-023-38930-7)
for example, PGSm, outperformed the PGSm for Admixed American-, Central/South Asian- and Middle Eastern-ancestry groups, while the reverse was true for the African-ancestry group. For the East Asian-ancestry group, the PGS displayed similar performance.

These findings raise the question of why the optimal strategy varies across traits and ancestry groups. Recent studies have ascribed the overall lack of PGS transferability to a number of factors, including population-level differences in allele frequencies, LD patterns, location of causal variants, and effect sizes\textsuperscript{12,14,43}. We found that the variability across traits could be at least partially explained by differences in the allele frequency pattern of causal variants or, more precisely, variants in LD with a causal variant. Specifically, we found that for some traits, such as height, most predictive utility could be attributed to variants that were relatively common (MAF > 5%) in both European- and African-ancestry individuals. For other traits, such as MCV, the predictive utility could be attributed to variants that were common in African-ancestry individuals but rare in European-ancestry individuals. This points to why PGSm for MCV performed much worse than the corresponding PGSm for African-ancestry, despite being trained on a much larger number of individuals. We also note that the minority-ancestry PGS and reweighted dual-ancestry PGS performed particularly well for blood cell traits. This may be due to the influence of relatively few loci that have large phenotypic effects and strong differences in allele frequency between populations indicative of strong evolutionary selective pressure (such as has been shown for the DARC (Duffy) locus\textsuperscript{44}). For such traits, a strategy that emphasises the minority-ancestry data may be favoured. Further work is needed, however, to determine the precise nature of differences in optimal strategy and the relation with trans-ancestry differences in genetic architecture.

Our findings highlight the limitations of statistical corrections alone in reducing the disparities of PGS performance between ancestries. There are numerous sources of potential bias that adversely affect the application of an analytical pipeline to individuals of minority and/or underrepresented groups, including problem selection, data collection, outcome definition, model development and lack of real-world impact assessments and considerations\textsuperscript{52}. Therefore, statistical solutions must be considered in combination with efforts to address the global health research funding gap\textsuperscript{53}, diversity of the bioinformatics workforce\textsuperscript{54} and assessing the impact and translation of analyses to real-world data\textsuperscript{55,56} in addition to efforts to increase the number of non-European-ancestry participants in genetic research. Each of these partial solutions, in combination, provide essential contributions to reduce and remove opportunities for negative effects on health inequalities, particular amongst those from different ancestry groups\textsuperscript{57}.

It is becoming increasingly clear that the vast disparities in PGS performance can only be bridged by improving the diversity of human genetic datasets\textsuperscript{58}. An important consideration surrounds future sampling strategy: whose genomes should we aim to sequence to reduce existing disparities in polygenic prediction accuracy? Our findings indicate that increasing the number of samples from minority-ancestry groups can lead to significant improvements in prediction performance. Moreover, even within the same ancestry group, PGSs do not always generalise across other characteristics such as age, sex and socio-economic status\textsuperscript{13}, pointing to the need of more diversity across multiple axes both alongside and within genetic ancestry.

Perhaps counter-intuitively, with more diverse data, statistical tools such as importance reweighting may eventually play a more important role as we seek to boost predictive utility by using all the available data. Reweighting strategies have the benefit of overcoming the lack of universal definitions of race, ethnicity and ancestry, which causes considerable confusion and imprecision\textsuperscript{59,60}. The categorisation of individuals into discrete ancestry groups to explain differences between behaviours and exposures may be unhelpful\textsuperscript{61}, whereas continuous representations of genetic ancestry\textsuperscript{62,63} enable identification of areas of genetic ancestry where performance is stronger or weaker as well as how the trait itself varies across ancestry. Ultimately, approaches to genetic prediction must acknowledge both the many similarities of human biology, but also the differences in history, cultural heritage, exposure, and behaviour that can lead to certain factors being of greater relevance for particular groups of individuals.

**Methods**

**PGS Estimation using the LASSO**

To construct PGSs from full genotype data, we use L1-penalised regression, also known as the LASSO\textsuperscript{64}. The LASSO has previously been used in the context of genetic prediction (see for example refs. 12,31–34 and references therein) and is suitable for high-dimensional problems where one expects the number of non-zero predictors to be small relative to the number of total predictors. Although there exist other full genotype PGS methods such as linear mixed models (see e.g. ref. 58), we focus on the LASSO largely for its computational efficiency. We provide an analysis of predictive performance versus sample size, focusing on differences in predictive performance between European-ancestry individuals and non-European-ancestry individuals.

We first briefly recap the LASSO algorithm for constructing polygenic scores. Let \( n \) be the number of individuals in the training set. Denote \( M \in \mathbb{R}^{n \times q} \) to be the matrix of q covariates, \( X \) to be the \( n \times p \) genotype matrix, and \( y \) to be the \( n \)-vector of observed phenotype values. We assume a linear relationship between the phenotype and predictors,

\[
y = M\theta + X\beta + \epsilon,
\]

where \( \theta \) is a \( q \)-vector of covariate effects, \( \beta \) is a \( p \)-vector of variant effects, and \( \epsilon \) is an environmental noise term with mean 0.

The LASSO aims to minimise the objective function,

\[
L(\theta, \beta) = \| y - M\theta - X\beta \|^2_2 + \lambda \|\beta\|_1, \tag{4}
\]

with respect to \((\theta, \beta)\), where \( \lambda \) is a regularisation parameter. The purpose of the \( \|\beta\|_1 \) term is to penalise large values of \( \beta \) and thus encourage sparse solutions, that is, solutions with a relatively low number of non-zero coefficients. Note that the parameters \( \theta \) are not penalised. The choice of \( \lambda \) controls the degree of penalisation with higher values of \( \lambda \) encouraging smaller values of \( \beta \). To select \( \lambda \), we applied an 80-20 training-validation split to the training set, generating a path of solutions for a range of values of \( \lambda \) using the training split, and then selecting the value of \( \lambda \) that maximises \( R^2 \) (for quantitative traits) or the Area Under the Curve (AUC; for binary traits) on the validation split.

We optimise \( (4) \) using the R packages glmnet\textsuperscript{59} and snpnet\textsuperscript{60} on simulated and real data respectively. The snpnet package is an extension of glmnet designed to interface directly with the PLINK software\textsuperscript{61} to handle large-scale single nucleotide polymorphism datasets such as the genotype data in UK Biobank. Using the default package settings and following the guidance in\textsuperscript{60}, we did not standardise the genotypes before fitting.

**Multiple-ancestry datasets.** The above description assumes that the genetic effects \( \beta \) are the same for all individuals. While this assumption may be reasonable within a single ancestry group, it is unlikely to hold more generally. We consider a hypothetical model that allows genetic effects to vary among individuals. To this end, we introduce a low-dimensional latent variable \( z \) representing the ancestry of a given individual. For an individual \( i \),

\[
y_i = m_i(\theta(z_i)) + x_i^T\beta(z_i) + \epsilon_i, \tag{5}
\]
where \((\theta(\cdot), \beta(\cdot))\) are now vector-valued functions parameterised by \(z\). The only assumption we make about these functions is one of continuity, so that individuals with similar ancestry have similar covariate and genetic effects. Otherwise, we do not make any explicit statements regarding the form of the functions.

In this paper, we consider the special case with \(J = 2\) ancestry groups, such that \(z_j \in \{1, 2\}\). We denote \((\theta(z), \beta(z)) = (\theta^0, \beta^0)\) for an individual \(i\) in ancestry group \(j\). Using superscripts to denote the ancestry group (for example, \(y^0\) is the vector of observed phenotypes for group \(j\)),

\[
y^{(j)} = M^{(j)}\theta^{(j)} + X^{(j)}\beta^{(j)} + \epsilon^{(j)}, \quad j = 1, 2.
\]

Denoting \(n_j\) to be the number of individuals of ancestry \(j\) in the training set, we assume \(n_1 > n_2\) to reflect a European-ancestry dominated training set. Applying the standard LASSO to such a training set, we would expect the estimate \((\hat{\theta}, \hat{\beta})\) to be closer to \((\theta^0, \beta^0)\) than to \((\theta^1, \beta^1)\). All else being equal, this would result in better predictive performance for test individuals in group 1.

**Importance reweighting.** We return for a moment to the more general model in Equation (5). Suppose we wish to construct a polygenic score for a test set with ancestry distribution \(n^{(j)}(z)\) given a training set of observations \((y, m_j, x_j)\) from individuals with ancestry \(z_1, \ldots, z_n\), how should one obtain a single estimate for \((\theta, \beta)\)? Our proposed approach is to use importance reweighting, a statistical technique commonly used in survey sampling\(^{26}\). Importance reweighting aims to account for distributional differences between the sampling population and the population of interest by assigning weights to each of the samples in the training data. Here, we assign each of the training individuals a weight \(w_i\) that quantifies the similarity of the ancestry variable \(z_i\) to the test set ancestries, with individuals who have a similar ancestry to the test set assigned a higher weight. More concretely, assuming an ancestry distribution \(n^{(j)}(\cdot)\) on the training set, we set

\[
w_i = \frac{n^{(j)}(z_i)}{n^{(j)}(z_j)}, \quad j = 1, 2.
\]

Note that we do not have access to the distributions \(n^{(j)}\) so in practice we must approximate (7). Given weights \(w_i\), to estimate \((\theta, \beta)\), we minimise the following weighted LASSO objective function:

\[
L(\theta, \beta) = \sum_{i=1}^{n} w_i (y_i - m_i^j \theta + x_i^j \beta)^2 + \lambda \|\beta\|_1.
\]

In this work, we consider only the special case with two ancestry groups (Eqn. (6)), specifying importance weights \(w_1, w_2\) such that \(w_2 > w_1\) with the aim of improving estimates for group 2, i.e. the underrepresented group. Specifically, we use weights of the form:

\[
w_i = \left( \frac{n_1 + n_2}{n_1} \right)^y, \quad y > 0
\]

where \(y\) is a hyperparameter that controls the degree of reweighting. We normalised the weights so that \(n_1 w_1 + n_2 w_2 = n_1 + n_2\). With these weights, we thus minimise the objective function,

\[
L(\theta, \beta) = w_1 \|y^{(1)} - M^{(1)}\theta - X^{(1)}\beta\|_2^2 + w_2 \|y^{(2)} - M^{(2)}\theta - X^{(2)}\beta\|_2^2 + \lambda \|\beta\|_1.
\]

with respect to \((\theta, \beta)\).

**Simulation study.** To evaluate the effect of importance reweighting on PGS performance under various settings, we undertook a simulation study. We used the simulation engine `msprime\(^{22}\)` in the standard library of population genetic simulation models `stdpopsim` v0.1.2\(^{28}\) to generate African-ancestry and European-ancestry genotypes, following a similar simulation framework to that used by Martin et al.\(^{27}\). For each ancestry group, we generated a total of 200,000 genotypes for chromosome 20, based on a three-population ‘out-of-Africa’ demographic model\(^{61}\), using a mean mutation rate of \(1.29 \times 10^{-8}\) and a recombination map of GRCh37. This recombination map is from the Phase II Hapmap project and is based on 3.1 million genotyped SNPs from 270 individuals across four populations (Nigeria, Beijing, Japan, northern and western Europe\(^{62}\)). Note that this particular simulation model also generates genotypes for East Asian individuals but we do not use these in our analysis. To reduce the computational burden, we used only the first 10% of the chromosome, applying a minor allele frequency (MAF) threshold to filter out any SNPs that had a MAF of <1% in each ancestry group, resulting in a total of 189,765 variants.

We simulated phenotypes from these genotypes assuming a normal linear model,

\[
y^{(j)} = X^{(j)}\beta^{(j)} + \epsilon^{(j)}, \quad j = 1, 2,
\]

where \(\epsilon^{(j)} \sim \mathcal{N}(0, \sigma^2)\). The noise variance parameter \(\sigma^2\) controls the SNP heritability \(h^2\) for each ancestry group and was chosen to yield an average SNP heritability of 0.3 across the groups. To reflect the sparsity of genetic effects, we randomly selected \(p_0 = 100\) of the \(p = 189,765\) variants to be causal. Motivated by Trochet et al.\(^{64}\), we drew the causal effect sizes from a bivariate normal distribution to model the similarity of genetic effects between ancestries. Denoting \(C = \{k_1, \ldots, k_{100}\}\) to be the indices of the causal SNPs, and \(\beta^{(1)}_C = (\beta^{(1)}_{k_1}, \ldots, \beta^{(1)}_{k_{100}})\) we have the equation

\[
(\beta^{(1)}_C) \sim \mathcal{N}(0, \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix})
\]

where \(\rho\) is the correlation between the ancestry-specific genetic effects. We set \(\beta^{(1)}_i = \beta^{(2)}_i = 0\) for \(i \not\in C\). For each value of \(\rho = 0.5, 0.6, \ldots, 1.0\), we repeated the above procedure 5 times to generate 5 quantitative traits.

To investigate the effect of sample size, for each trait we created five training sets with \(n_{EUR} = 18,000\) randomly selected individuals of European ancestry and \(n_{AFR} = 2000, 4500, 7714, 12,000, 18,000\) randomly selected individuals of African ancestry. For each of these training sets, we computed weights \(w^{(1)}_{EUR} = (10)^{y/\rho}\) and \(w^{(1)}_{AFR} = \gamma^{2}\) where \(\gamma\) is a hyperparameter controlling the degree of reweighting. To investigate the impact of reweighting, we varied \(\gamma\) from 0.1 to 1.5. Note that \(\gamma = 1\) corresponds to inverse proportion reweighting when \(n_{EUR} = 2000\) and \(n_{AFR} = 18,000\). We normalised the weights to ensure that their sum equalled \(n\), in line with the unweighted case.

To assess predictive performance for each ancestry, we constructed an African-ancestry test set and a European-ancestry test set by randomly selecting 2000 individuals from each ancestry out of those not included in the training set. We used the proportion of variance explained, denoted \(r^2\), as the measure of predictive performance,

\[
r^2 = \frac{\text{Var}(X\hat{\beta})}{\text{Var}(y)}
\]

where \(\text{Var}\) denotes the sample variance. Note that this is equivalent to the partial \(r^2\) relative to an intercept-only covariate model. For \(\rho = 0.5, 0.6, \ldots, 1.0\), we repeated the above process 5 times with different randomly selected individuals in the training and test sets to calculate a mean \(r^2\) for each trait.

In supplementary studies to investigate the role of heritability and polygenicity, i.e. the number of causal SNPs, we repeated the above...
analyses with the correlation between the ancestry-specific genetic effects fixed at $\rho = 0.8$, and varying the overall heritability $h^2_\mathcal{X} = 0.1, 0.3, 0.5$ and the number of causal SNPs $p = 10, 100, 1000$ respectively.

**UK Biobank**

The UK Biobank is a large-scale cohort study with genomic and phenotypic data collected on ~500,000 individuals aged 40-69 at the time of recruitment25. We used inferred genetic ancestry labels made available by the Pan-UKBB initiative28. These labels were derived based on reference data from the 1000 Genomes Project41 and the Human Genome Diversity Project (HGDP)66. Briefly, principal component analysis (PCA) was performed on unrelated individuals in the combined reference dataset, and a random forest classifier was trained on the first 6 principal components (PCs) using continental ancestry metadata. UK Biobank individuals were then projected onto this reference PC space and given initial ancestry assignments based on the random forest classifier. These assignments were then adjusted by removing outliers. Full details can be found on the Pan-UKBB website30.

**Phenotypes.** We investigated a range of quantitative and binary traits available in our UK Biobank project (UKB Application Number 12788). To select these, we applied the following procedure. We first filtered out traits with estimated SNP heritability of <5% or a ‘low’ confidence rating for the SNP heritability estimate, as reported on the Neale Lab UKB SNP-Heritability Browser67,68. To ensure that the traits under investigation were not highly correlated with each other, we used genetic correlation estimates available on the Neale Lab UKBB Genetic Correlation Browser67,68. Specifically, working from the most heritable traits to the least heritable, we iteratively removed a trait if it had an estimated genetic correlation of >0.5 with any remaining trait of higher heritability. Of the remaining traits, we selected the top 10 most heritable quantitative traits: height, mean corpuscular volume (MCV), body mass index (BMI), eosinophil percentage, erythrocyte distribution width (erythrocyte), lymphocyte count, monocyte count, mean platelet volume (MPV), platelet crit, and high light scatter reticulocyte count (reticulocyte). We also selected the top 5 most heritable binary traits: asthma, female genital prolapse (FGP), atrial fibrillation (AFib), diverticular disease of the intestine (DDI), and hypothyroidism. For our African-ancestry analyses, we investigated all 15 of these traits, while for the other minority-ancestry analyses, we focused in on 4 traits: height, mean corpuscular volume, erythrocyte distribution width, and asthma.

**Genotypes and covariates.** We used imputed genotypes from UK Biobank, filtering out individuals and variants according to quality-control metrics used by the Pan-UKBB initiative8. Firstly, we removed individuals who were identified as displaying sex chromosome aneuploidy. We also removed individuals who were flagged as related by Pan-UKBB. Within each ancestry group, related individuals were identified using PC-Relate1 with $k = 10$ and a minimum individual MAF of 5%. We filtered out variants that were not deemed to be of ‘high quality’ according to Pan-UKBB, retaining those with an INFO score of at least 0.8 and with an allele count of at least 20 per population. We also removed variants that had a MAF of <1% in both the European-ancestry group and the minority-ancestry group under analysis. To control for population structure, we included the following covariates in our model: age, sex, the first ten genetic principal components (PCs), and interactions between sex and the ten genetic PCs.

**Construction of training sets.** To assess the effect of sample size and composition on PGS performance, we used subsets of the above data as training sets, controlling the number of European-ancestry and minority-ancestry individuals. The remaining individuals were then used as a held-out test set. For each trait, we constructed three types of training sets using individuals with non-missing data for that particular trait. The first two types of training sets were single-ancestry datasets, one consisting solely of European-ancestry individuals and the other consisting solely of minority-ancestry individuals.

1. **European-ancestry** A random sample comprising 80% of the quality-controlled European-ancestry individuals.
2. **Minority-ancestry** A random sample comprising 80% of the respective quality-controlled minority-ancestry individuals.
3. **Dual-ancestry** This set consisted of both minority-ancestry individuals and European-ancestry individuals. The basic form of this training set was made up of the minority-ancestry training set described above, combined with European-ancestry individuals so that the proportion of minority-ancestry individuals was 10%. The European-ancestry individuals were matched to the minority-ancestry individuals on age and sex. We also considered variations of this training set by removing a proportion of either the European-ancestry individuals or the minority-ancestry individuals (see Results for more details).

For each dataset, we further removed variants with a MAF of <0.1% or a missing genotype call rate of <5%. Note that, as a result, the sets of variants generally differed by training set. For the single-ancestry datasets, we used the standard, unweighted LASSO to construct the PGS. For the dual-ancestry datasets, we used the weighted LASSO with $\gamma = 0, 0.2, 0.4, 0.6, 0.8, 1$. Note that $\gamma = 0$ corresponds to the unweighted LASSO.

**Predictive accuracy.** We evaluated predictive accuracy of each PGS by ancestry group using individuals that were not included in the corresponding training sets. To assess the genetic predictive accuracy of a PGS, we calculated the partial $r^2$ attributable to the PGS, relative to a covariate-only model, following Martin et al. Specifically, we fit the following nested linear models (or the equivalent logistic models for binary traits),

\begin{equation}
\begin{align*}
    y &= M \theta_1 + g \eta + \epsilon_1 \\
    y &= M \theta_0 + \epsilon_2,
\end{align*}
\end{equation}

where $M$ is the covariate matrix and $\tilde{g}$ is the vector consisting of polygenic scores for each individual in the test set. We took the partial $r^2$ (or the Cox and Snell pseudo-$r^2$ for binary traits) between models (14) and (15) as our measure of predictive accuracy. To obtain more reliable estimates, we performed 5-fold cross-validation. That is, we repeated five times the process of training set construction and PGS estimation to obtain five estimates of partial $r^2$, and report the mean and the range of these estimates.

**Reporting summary**

Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.

**Data availability**

This research has been conducted using data from UK Biobank, a major biomedical database, under application 12788. The UK Biobank data are available under restricted access; access can be obtained by researchers upon application—see https://www.ukbiobank.ac.uk/enable-your-research. The genetic correlation estimates from the Neale Lab UKBB Genetic Correlation Browser67 are available at...
The heritability estimates from the Neale Lab UKB SNP-Heritability Browser are available at https://nealelab.github.io/UKBB_labs/downloads.html. The ancestry-specific heritability estimates and inferred genetic ancestry labels for UK Biobank individuals from the Pan-UKBB initiative are available at https://pan.ukbb.broadinstitute.org/downloads. The recombination map of GRCh37 is available as part of the stdpopsim python library—see https://popsim-consortium.github.io/stdpopsim-docs.

Code availability
The code used to generate these results is available at https://github.com/brieulehmann/pgs_transferability/releases/tag/v0.1. To construct the PGS, we used the glmnet R package v4.1 (for simulated data), and a slight adaptation of the snpnet R package v0.3.0 available at https://github.com/brieulehmann/snpnet (for UK Biobank data). To generate simulated data, we used msprime simulation engine via the stdpopsim v0.1.2 python library—see https://popsim-consortium.github.io/stdpopsim-docs. To preprocess the UK Biobank genetic data, we made use of both PLINK v1.9 and PLINK v2.0, available at https://www.cog-genomics.org/plink/.
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