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Abstract—Federated learning (FL) is a promising and powerful approach for training deep learning models without sharing the raw data of clients. During the training process of FL, the central server and distributed clients need to exchange a vast amount of model information periodically. To address the challenge of communication-intensive training, we propose a new training method, referred to as federated learning with dual-side low-rank compression (FedDLR), where the deep learning model is compressed via low-rank approximations at both the server and client sides. The proposed FedDLR not only reduces the communication overhead during the training stage but also directly generates a compact model to speed up the inference process. We shall provide convergence analysis, investigate the influence of the key parameters, and empirically show that FedDLR outperforms the state-of-the-art solutions in terms of both the communication and computation efficiency.

Index Terms—Federated learning, low-rank approximation, model compression.

I. INTRODUCTION

The last several years have witnessed tremendous developments in deep learning, which revolutionized various applications, such as natural language processing, autonomous driving, and pattern recognition. The success of deep learning heavily relies on the availability of enormous training data samples that are collected in advance and stored in a centralized server. However, with the proliferation of smart mobile devices, massive data tend to be generated and stored locally. Furthermore, transmitting local data to a centralized server is not consistent with the increasing awareness of data privacy protection such as general data protection regulation (GDPR) [1].

Federated learning (FL) [2] is a promising solution to train a global deep learning model while keeping the private data locally. Instead of sharing the raw privacy-sensitive data, only model parameters are exchanged between the central server and clients. However, modern deep neural networks (DNNs) typically contain hundreds of millions of weight parameters [3]. Therefore, to achieve a satisfactory training performance in FL, one must frequently transmit a large and complex model, which is clearly challenging, especially in communication-constrained application scenarios.

Recently, compression-based methods have been widely adopted to improve the communication efficiency of FL, where only a part of the weight or gradient information is transmitted. A dropout approach was considered in [4], where a partial network is dropped during the training to reduce the number of parameters to be transmitted. Similarly, PruneFL, which prunes the model during the training. In addition, gradient quantization was considered in [6], [7] to reduce the bit-width for each parameter to be transmitted. Top-k sparsification was adopted in [8], which approximates the gradient matrix by its top k entries. Nonetheless, these heuristic compression methods do not explicitly exploit the mathematical structure of the weight and gradient matrices, which may lead to a learning performance loss. Motivated by the fact that deep learning models typically have a low stable rank [9], low-rank compression was proposed for gradient and weight matrices in [9], [10]. However, training with a single-side compression may generate a full-rank model for broadcasting at the server, which does not further reduce the communication cost in the downlink transmission and, more importantly, still maintains a bulky network for the inference stage.

In this paper, we propose a new training method for FL, which is referred to as federated learning with dual-side low-rank compression (FedDLR). In our proposed training method, once clients finish their local training, they perform a low-rank compression and then upload the respective model parameters to the central server. The central server then aggregates the received models into a global one and performs a low-rank compression of the aggregated model for broadcasting. By integrating the low-rank compression into FL to extract the principal components of the deep learning models at both sides of the server and clients, FedDLR is able to effectively reduce the dimensions of the models to be exchanged between the server and clients. Unlike existing works that investigated communication overhead reduction [10], [11] via client-side low-rank compression, the proposed FedDLR can improve both the communication efficiency in the training process and computation efficiency in the inference stage. Moreover, the convergence of the proposed FedDLR is analyzed. It is also proved that, thanks to the dual-side low-rank compression, the communication overhead is monotonically decreasing during the training process. To demonstrate the potential of FedDLR, we shall provide comprehensive experimental results. In particular, we will compare our proposal with two state-of-the-art methods, as well as, demonstrate the advantages of FedDLR in both the training and inference stages. Finally, we will investigate the impact of key parameters on our proposed FedDLR method.

The remainder of this paper is organized as follows. In
Section [II] introduces the general FL system and the proposed FedDLR method. Section [III] provides a theoretical analysis of FedDLR while experimental results are presented in Section [IV]. Finally, we conclude this work in Section [V].

II. SYSTEM MODEL AND ALGORITHM

In this section, we first introduce the conventional FL system and the widely-adopted federated averaging algorithm (FedAvg) [2]. We will then present the proposed communication-efficient FedDLR method.

A. Federated Learning System

In this work, we focus on supervised FL for the ease of presentation. Assume that there are $K$ clients, each client $k$ has a local dataset $D_k$ and loss function $f^k$. Every client performs a local training with samples from its own dataset. The goal of the FL system is to find a global weight $w$ which minimizes the global loss function $f$ given by

$$\min_{w} f(w) = \frac{1}{\sum_{k=1}^{K}|D_k|} \sum_{k=1}^{K}|D_k| f^k(w),$$

where $|D_k|$ represents the size of the local dataset $D_k$. Without loss of generality, we assume that the sizes of the local datasets are the same for all clients.

For such a complex distributed optimization problem, the optimal solution is typically achieved by variants of stochastic gradient descent (SGD). For example, FedAvg [2] is one of the most popular federated learning algorithms, whose main update rules are illustrated in the following:

$$w_{t+1}^k = \begin{cases} w_t^k - \eta_t \nabla f_{x_t^k}(w_t^k) & \text{if } (t+1)|R \neq 0, \\ \frac{1}{K} \sum_{k=1}^{K} w_t^k - \eta_t \nabla f_{x_t^k}(w_t^k) & \text{if } (t+1)|R = 0, \end{cases} \quad (2)$$

where $t$ is the iteration index, $x_t^k$ are the data samples extracted from the local dataset $D_k$, $w_t^k$ denotes the weight matrix at client $k$, $\eta_t$ is the learning rate, $\nabla f_{x_t^k}(w_t^k)$ is the stochastic gradient on $x_t^k$, and $\cdot$ represents the modulo operation. After every $R$ iterations, the clients upload the local model $w_t^k$ to the central server. The central server then aggregates the received models, i.e., $w_t = \frac{1}{K} \sum_{k=1}^{K} w_t^k$, and broadcast the new global model $w_t$ to all clients. This process is repeated until the model converges or reaches a desired performance, e.g., accuracy.

For the communication overhead, the clients’ uplink to the central server only happens at the aggregation iterations, i.e., when $(t+1)|R = 0$. In addition, the communication overhead in iteration $t$ is proportional to the size of the model parameters, which can be extremely large in practice [3]. To address this challenge, we propose a novel training method, namely, FedDLR for communication-efficient FL.

B. Proposed FedDLR

To effectively reduce the communication overhead in FL, we propose a dual-side compression in each aggregation iteration. In particular, we perform compression before the clients upload the local model $w_t^k$ and the server broadcasts the global model $w_t^k$, respectively, as shown in Fig. 1. The corresponding training strategy is given by

$$w_{t+1}^k = \begin{cases} w_t^k - \eta_t \nabla f_{x_t^k}(w_t^k) & \text{if } (t+1)|R \neq 0, \\ C_1 \left( \frac{1}{K} \sum_{k=1}^{K} C_2 \left( w_t^k - \eta_t \nabla f_{x_t^k}(w_t^k) \right) \right) & \text{if } (t+1)|R = 0, \end{cases} \quad (3)$$

where $C_1(\cdot)$ and $C_2(\cdot)$ are the two compression functions before broadcasting at the server and uploading at the clients, respectively.

It has been found that deep learning models are prone to be low-rank in many machine learning applications [9]. Therefore, among various existing compression algorithms, we resort to low-rank compression for FL. Such kind of compression methods can also be considered as finding the optimal approximation of weight matrices with rank constraints, known as the low-rank approximation. In this paper, we compress the model via the energy-based truncated singular value decomposition (TSVD) [12]. Correspondingly, the two compression functions $C_1(\cdot)$ and $C_2(\cdot)$ in (3) are given by

$$C_l(W) = \sum_{i=1}^{r} \sigma_i u_i v_i^T, \quad l \in \{1, 2\}, \quad (4)$$

where $W$ is the matrix to be compressed, $\sigma_i$ is the $i$-th largest singular value of $W$ while $u_i$ and $v_i$ are the corresponding left and right singular vectors, respectively. Furthermore, $r$ denotes the desired compression rank. Intuitively, a smaller value of $r$ results in a lower communication overhead during the training of FL, which, however, maintains less information of the model. Hence, the desired rank $r$ for compression is a key parameter in FedDLR. In this paper, we adopt an energy-based criterion to dynamically adapt this value in each communication iteration. In particular, we determine $r$ as the smallest integer satisfying

$$\sum_{i=1}^{r} \sigma_i^2 \geq \epsilon \sum_{i=1}^{\text{Rank}(W)} \sigma_i^2, \quad (5)$$

where $\text{Rank}(\cdot)$ denotes the rank of a matrix and $\epsilon \in (0, 1]$ is a hyper-parameter representing the compression threshold.
With a larger value of $e$, more principal components are kept and thus, the compression rank $r$ is larger. While for simplicity we assume that a common parameter $e$ is adopted at both the server and clients, it is straightforward to extend to the case where they are different. The proposed FedDLR is summarized in Algorithm 1.

Next, we take the compression of the global model $w_t$ as an example to illustrate the communication overhead reduction. For a given weight matrix $w_t \in \mathbb{R}^{m \times n}$, there exists a low-rank approximation $w_t \approx U_t \times V_t$, where $U_t = [\sigma_1 u_1, \ldots, \sigma_r u_r]$ and $V_t = [v_1, \ldots, v_r]^T$ are full rank matrices with dimensions $m \times r$ and $r \times n$, respectively. As long as the desired compression rank $r$ is set to be small enough, i.e., $r < \frac{mn}{m+n}$, with the energy-based TSVD in FedDLR, the number of model parameters to be transmitted between the clients and the server is reduced from $m \times n$ to $r \times (m+n)$.

**Remark 1:** Different from those communication reduction approaches only with client-side compression [10], [11], we propose a dual-side low-rank compression training method in [3], which is able to reduce both the uplink and downlink communication overhead. Moreover, the inference process of DNNs typically involves multiplication between matrices. Note that for $a \in \mathbb{R}^n$, the computation complexity of the multiplication between $w_t$ and $a$ can be reduced from $O(mn)$ to $O(r(m+n))$ by applying the low-rank approximation to the multiplication $U_tV_t^T a$. Hence, with the proposed FedDLR, we can improve the computation efficiency for inference, which is another inherent advantage of our proposed method. More importantly, the communication cost is non-increasing during the training stage, which we shall analytically show in the next section.

### III. THEORETICAL ANALYSIS

In this section, we first provide a convergence analysis of the proposed FedDLR. We then prove that during the local training and aggregation, the rank of the learning model is non-increasing, which is crucial for the communication overhead reduction.

#### A. Convergence Analysis

Before proving the convergence of the proposed FedDLR, we first present three key assumptions, based on which the theoretical results in this section are derived.

**Assumption 1** (Smoothness). The local loss function $f^k : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ at each client $k$ is $L$-smooth, i.e., for $x, y \in \mathbb{R}^{m \times n}$, we have $f^k(y) \leq f^k(x) + \langle \nabla f^k(x), y - x \rangle + \frac{L}{2} \|y - x\|^2$.

Following Assumption 1, it can be shown that the gradients are $L$-Lipchitz, i.e., $\|\nabla f^k(y) - \nabla f^k(x)\| \leq L \|y - x\|$. 

**Assumption 2** (Bounded Gradient). For $w^k_t \in \mathbb{R}^{m \times n}$, the gradient is bounded by $\mathbb{E}_{x^k \sim D_k} \|\nabla f^k_{x^k}(w^k_t)\|^2 \leq G^2_1$, where $G_1$ is a non-negative constant.

Based on Assumption 2, we have $\mathbb{E}_{x^k \sim D_k} \|\nabla f^k_{x^k}(w^k_t) - \nabla f^k_{x^k}(w^k_t)\|^2 \leq \delta^2$, where $\delta$ is a non-negative constant and $\nabla f^k_{x^k}(w^k_t) = \mathbb{E}_{x^k \sim D_k} \nabla f^k_{x^k}(w^k_t)$. We next introduce an auxiliary sequence $\hat{w}^k_{t+1} = w^k_t - \eta_t \nabla f^k_{x^k}(w^k_t)$ with $w^0 = w^k_0$ being the initial parameter.

**Assumption 3** (Bounded Weight). For $\hat{w}^k_t \in \mathbb{R}^{m \times n}$, we have $\|\hat{w}^k_t\|^2 \leq G^2_2$, where $G_2$ is a non-negative constant.

Assumptions 1 and 2 are common in the convergence analysis under the conventional FL setting [7], [13], which basically means that the variance of the gradients at all clients is bounded. Assumption 3 is also a widely-used assumption for the convergence analysis of machine learning models, e.g., recurrent neural networks [14]. Based on these assumptions, we have the following convergence guarantee for the proposed FedDLR.

**Theorem 1.** Denote $T$ as the total number of iterations and $I_T = \{t_0, t_1, \ldots, t_b\} \in \{0, 1, \ldots, T - 1\}$ as the set of aggregation indices, where $|I_T| = \lceil \frac{T}{b} \rceil$ is the total number of aggregation steps. Likewise, define $H = |I_T|$ and denote $b$ as...
the mini-batch size, then we have

\[
\frac{1}{4K} T \sum_{t=0}^{T} \sum_{k=1}^{K} \mathbb{E} \| \nabla f^k(w^k_t) \|^2 \leq \frac{\mathbb{E}[f(\tilde{w}_0)] - f^*}{\eta T} + \frac{\eta L\sigma^2}{bK} + 2\eta^2 L^2 G^2_1 R^2 + \frac{4(1 - e^2)HL^2 G^2_2}{T}.
\]

(6)

Proof. Please refer to Appendix A

It is noted that in the right hand side of (6), the first term represents the distance between the initial point and the optimal solution. The second term is the error led by local SGD while the third term comes from the gradient deviations across all clients. With a decaying learning rate \( \eta \), all of these three terms diminish to zero asymptotically. It is noted that the last term represents the error introduced by the low-rank compression steps. When no compression is used, i.e., \( \epsilon = 1 \), the convergence analysis reduces to the one for the conventional FedAvg case [15].

Remark 2: The last term in (6) can be considered as a training error term controlled by \( \epsilon \). It is resulted from the compression operation, which means that FL with low-rank compression may not converge to the optimal solution. However, since \( 1 - \epsilon^2 \) is monotonically decreasing over \( \epsilon \in (0, 1) \), it follows that, when \( \epsilon \) increases, i.e., a decrease in the compression level, this error term converges to zero asymptotically. In the next section, the impact of the hyper-parameter \( \epsilon \) will be investigated via simulation.

B. Communication Overhead

As introduced in Section I, the communication overhead between each client and the central server is proportional to the desired rank \( r \) for compression. However, since the energy-based criterion in [5] does not adjust the rank directly, it is unclear how the communication overhead changes during the training process, which is studied in the following theorem. First, following [16], we extend Assumption 2 to the following assumption.

Assumption 4. For weight matrices \( \tilde{w}^k \in \mathbb{R}^{m \times n} \), we have

\[
\max \{ \| \tilde{w}^k_h - \tilde{w}^k_{h-1} \|, \| C_2(\tilde{w}^k_h) - \tilde{w}^k_{h-1} \| \} \leq G_3, \text{ where } G_3 \text{ satisfies } G_3 \leq \sqrt{1 - \epsilon} \min \{ \| \tilde{w}^k_h \|, \| \frac{1}{K} \sum_{k=1}^{K} C_2(\tilde{w}^k_h) \| \}.
\]

Note that the norm of the weight difference is assumed to be bounded by that of the weight matrix in [16], where centralized low-rank model training was investigated. We extend this assumption to FL, where the norm of the weight difference is bounded by the minimum of the the weight norms before compression at the dual sides. Assumption 4 shall be verified empirically in the next section. Based on this assumption, we obtain the following theorem to prove the monotonicity of the communication overhead during the training process.

Theorem 2. During the training process of FedDLR, we have

\[
\text{Rank}(\tilde{w}^k_h) \leq \text{Rank}(C_1(\frac{1}{K} \sum_{k=1}^{K} C_2(\tilde{w}^k_{h-1}))) \quad \text{and} \quad \text{Rank}(\frac{1}{K} \sum_{k=1}^{K} C_2(\tilde{w}^k_h)) \leq \text{Rank}(\tilde{w}^k_{h-1}).
\]

Proof. Please refer to Appendix B

Recall that the communication overhead is proportional to \( r \times (m + n) \), and the two inequalities in Theorem 2 indicate that the ranks of the models \( r \) in both of the local training and aggregation steps do not increase. In contrast, this property cannot be guaranteed in existing client-side low-rank compression approaches since the global model aggregated in the server may not be low-rank. For instance, the method in [11] even increases the rank in the aggregation iterations.

IV. EXPERIMENTS

In this section, we present simulation results to demonstrate the potential of FedDLR, we also compare FedDLR with other state-of-the-art algorithms in terms of both the communication cost during the training stage and computation overhead during the inference stage.

A. Experimental Setting

We consider an FL system with \( K = 10 \) clients in total and each client has the same number of data samples for local training. We evaluate our proposed FedDLR method on the commonly-used image dataset CIFAR-10, which consists of 10 classes of \( 32 \times 32 \) color images. It contains 50,000 training examples and 10,000 testing examples. Thus, there are 5,000 training images in the local dataset at each client. We use the VGG-11 model [3] with more than 9.7 million parameters for this classification task.

The second term is the error led by local SGD while the third term comes from the gradient deviations across all clients. With a decaying learning rate \( \eta \), all of these three terms diminish to zero asymptotically. It is noted that the last term represents the error introduced by the low-rank compression steps. When no compression is used, i.e., \( \epsilon = 1 \), the convergence analysis reduces to the one for the conventional FedAvg case [15].

Remark 2: The last term in (6) can be considered as a training error term controlled by \( \epsilon \). It is resulted from the compression operation, which means that FL with low-rank compression may not converge to the optimal solution. However, since \( 1 - \epsilon^2 \) is monotonically decreasing over \( \epsilon \in (0, 1) \), it follows that, when \( \epsilon \) increases, i.e., a decrease in the compression level, this error term converges to zero asymptotically. In the next section, the impact of the hyper-parameter \( \epsilon \) will be investigated via simulation.
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\]
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Recall that the communication overhead is proportional to \( r \times (m + n) \), and the two inequalities in Theorem 2 indicate that the ranks of the models \( r \) in both of the local training and aggregation steps do not increase. In contrast, this property cannot be guaranteed in existing client-side low-rank compression approaches since the global model aggregated in the server may not be low-rank. For instance, the method in [11] even increases the rank in the aggregation iterations.

IV. EXPERIMENTS

In this section, we present simulation results to demonstrate the potential of FedDLR, we also compare FedDLR with other state-of-the-art algorithms in terms of both the communication cost during the training stage and computation overhead during the inference stage.

A. Experimental Setting

We consider an FL system with \( K = 10 \) clients in total and each client has the same number of data samples for local training. We evaluate our proposed FedDLR method on the commonly-used image dataset CIFAR-10, which consists of 10 classes of \( 32 \times 32 \) color images. It contains 50,000 training examples and 10,000 testing examples. Thus, there are 5,000 training images in the local dataset at each client. We use the VGG-11 model [3] with more than 9.7 million parameters for this classification task.

We use mini-batch SGD with batch-size \( b = 20 \) as the optimizer, and set a decaying learning rate of \( \eta_t = 0.1 \times 0.5^{\frac{t}{10000}} \) and compression threshold \( \epsilon = 0.990 \). For local training, we use cross entropy as the loss function and perform 25 local training iterations. To show the effectiveness of the proposed FedDLR, we choose FedAvg [2] and PruneFL [5] as the baselines to compare.

B. Results

We first evaluate the test accuracy versus the communication cost, defined by the number of transmitted model parameters during the training stage. As can be observed in Fig. 3, given a fixed communication overhead of 6 billion transmitted parameters, the proposed FedDLR achieves a higher test accuracy (86.86%) than FedAvg (82.18%) and PruneFL (75.56%). Furthermore, FedDLR always achieves a better accuracy performance compared to the classic FedAvg during the whole training process, which clearly shows the advantage of introducing the model compression in FL. Finally, PruneFL obtains a good accuracy at the very beginning during the training, while the convergence speed is much slower. In contrast, the proposed FedDLR maintains a fast convergence speed among the three investigated FL training schemes. This phenomenon implies that, by exploiting the mathematical structure of the model matrices, the proposed low-rank compression preserves key model information more effectively.

In Figs. 3 and 4 we investigate the communication overhead during the training process. First, we verify Assumption 4 by evaluating the values of \( \lambda \) which is defined by \( \lambda \equiv \frac{1}{2} \). To keep the figure neat, we plot the envelopes of the values of \( \lambda \) for all layers of the models at two clients. The values of \( \lambda \) at other clients also satisfy \( \lambda \leq 1 \).
It is clearly shown that our compressed low-rank network inference efficiency of FedAvg and our proposed FedDLR. speedup the inference stage. Table I lists the number of matrices. Thus, it reduces the computation complexity to proposed FedDLR also benefits the inference process. Since FedAvg is constant and large. With a pruning operation, the number of the model parameters that are transmitted in different FL starts to decrease, the communication cost during the training while keeping satisfactory learning performance. Thanks to the low-rank property, the converged model learned by FedDLR also speedups the inference process. A convergence analysis of FedDLR was provided and we also proved that by FedDLR, the communication overhead during the training is non-increasing. Finally, based upon extensive experiments, it was shown that the proposed FedDLR outperforms other state-of-the-art methods in terms of both accuracy and learning efficiency.

### APPENDIX

#### A. Proof of Theorem 1

Similar to the analysis in [7], we introduce some auxiliary sequences for each client $k$ and iteration $t$ as follows:

$$
\tilde{w}_t^k = \tilde{w}_0^k, \quad \bar{w}_t^{k+1} = w_t^k - \eta_t \nabla f^k(w_t^k),
$$

and iteration

$$
\bar{g}_t = \frac{1}{K} \sum_{k=1}^{K} \nabla f^k(x_t^k), \quad g_t = \frac{1}{K} \sum_{k=1}^{K} \nabla f^k(w_t^k),
$$

$$
\bar{w}_t = \frac{1}{K} \sum_{k=1}^{K} w_t^k, \quad w_{t+1} = \frac{1}{K} \sum_{k=1}^{K} w_{t+1}^k = w_t - \eta_t g_t.
$$

Based on Assumptions 1 and 2 we derive a general bound for the gradient expectation following the lines of the proof in [7] as follows:

$$
\frac{1}{4KT} \sum_{t=0}^{T} \sum_{k=1}^{K} \mathbb{E} \| \nabla f^k(w_t^k) \|^2 \leq \frac{\mathbb{E}[f(\tilde{w}_0)] - f^*}{\eta T} + \frac{\eta L s^2}{b K} + 2 \eta_t^2 L^2 G_t^2 R^2 + \frac{2 L^2}{T} \sum_{t=0}^{T} \mathbb{E} \| \bar{w}_t - w_t \|^2.
$$
Note that, for the last term in the right hand side of (10), we have

$$\tilde{w}_t = \begin{cases} w_t & \text{if } (t+1) | R \neq 0 \\ w_{t-1} - \eta_{t-1} g_{t-1} & \text{if } (t+1) | R = 0. \end{cases} \quad (11)$$

Then, we derive an upper bound for the last term in the right hand side of (10), given by

$$\frac{2L^2}{T} \sum_{t=0}^{T} \mathbb{E} \left[ \| \tilde{w}_t - w_t \|_2 \right]^2 = \frac{2L^2}{T} \sum_{h=0}^{H-1} \mathbb{E} \left[ \| \tilde{w}_{th} - w_{th} \|_2 \right]^2 \quad (12)$$

$$\leq \frac{4L^2}{T} \sum_{h=0}^{H-1} \mathbb{E} \left[ \| \tilde{w}_{th} - \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \|_2 \right]^2 \quad (13)$$

$$+ \left\| \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) - C_1 \left( \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right) \right\|_2^2 \quad (14)$$

where (a) follows (11) and step (b) applies the triangle inequality.

By using the inequality $\sum_{k=1}^{K} b_k \leq K \sum_{k=1}^{K} \| b_k \|^2$ to bound the square-norm term in (13), we have

$$\left\| \tilde{w}_{th} - \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right\|_2 \leq \frac{1}{K} \sum_{k=1}^{K} \left( \left\| w_{th-1} - C_2 (w_{th-1}) \right\|_2 \right)^2 \quad (15)$$

where (c) is derived according to the energy-based TSVD method in [5] and Assumption 4.

Similarly, for the square-norm term in (14), we have

$$\left\| \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) - C_1 \left( \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right) \right\|^2 \leq \frac{(1-e)K}{C_2 \left( \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right)} \leq (1-e)G_2^2. \quad (16)$$

By substituting (15) and (16) into (13) and (14), respectively, we complete the proof of Theorem 2.

B. Proof of Theorem 2

Suppose that the initial weight matrix for the local training has rank $p$, i.e., $\text{Rank}(w_{th-1}) = p$. Denote the singular values of $w_{th}$ in a descending order as $\sigma_{th,1}, \sigma_{th,2}, \ldots, \sigma_{th,s}$, where $s$ is the rank of $w_{th}$. Following the proof in [16], for the local training in each client, we have

$$\sum_{j=p+1}^{s} \sigma_{th,j}^2 \leq \left\| \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right\|^2 \leq \frac{(1-e)}{C_2 \left( \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \right)} \leq 1 - e \quad (17)$$

where (d) follows the Eckart-Young-Mirsky theorem and the last step holds according to Assumption 4. It shows that the rank of the weight matrix does not increase in the local training with the energy-based TSVD.

Similarly, we prove the non-increasing property of the model rank at the server side in the following. Suppose that the weight matrix broadcasted at the server in the last aggregation round has rank $q$, i.e., $\text{Rank}(w_{th-1}) = q$. Denote the singular values of $\frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk})$ in a descending order as $\sigma_{t1}, \sigma_{t2}, \ldots, \sigma_{tz}$, where $z$ is the rank of $\sum_{k=1}^{K} C_2 (w_{tk})$. Then, for the aggregation at the server, we have

$$\sum_{j=q+1}^{z} \sigma_{tj} \leq \left\| \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) - w_{th-1} \right\|_2 \leq \frac{1}{K} \sum_{k=1}^{K} C_2 (w_{tk}) \leq 1 - e,$$

which completes the proof of Theorem 2.
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