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Abstract

In this paper we study fluctuations of extreme particles of nonintersecting Brownian bridges starting from $a_1 \leq a_2 \leq \cdots \leq a_n$ at time $t = 0$ and ending at $b_1 \leq b_2 \leq \cdots \leq b_n$ at time $t = 1$, where $\mu_{A_n} = (1/n) \sum \delta_{a_i}$, $\mu_{B_n} = (1/n) \sum \delta_{b_i}$ are discretizations of probability measures $\mu_A, \mu_B$. Under regularity assumptions of $\mu_A, \mu_B$, we show as the number of particles $n$ goes to infinity, fluctuations of extreme particles at any time $0 < t < 1$, after proper rescaling, are asymptotically universal, converging to the Airy point process.

1 Introduction

One-dimensional Markov processes conditioned not to intersect form an important class of models which arise in the study of random matrix theory, growth processes, directed polymers and random tiling (dimer) models [26, 27, 34, 49, 53]. Among them, nonintersecting Brownian bridges, from conditioning $n$ standard Brownian bridges not to intersect, have been most studied. Their scaling limits give rise to determinantal point processes, which are believed to be universal objects for large families of interacting particle systems.

In the particular case, when nonintersecting Brownian bridges start at general position and end at the same position, say the origin, after a space-time transformation (1.4), it is the distribution of Dyson’s Brownian motion [23] on the real line. The positions of the particles at any time slice have the same distribution as the eigenvalues of the Gaussian unitary ensemble with external source [36]. In this case, as the number of particles goes to infinity, under proper scaling, the local statistics of nonintersecting Brownian bridges are universal, i.e. governed by the sine kernel inside the limit shape (in the bulk) [7, 12, 36, 39, 40], by the Airy kernel at the edge of the limit shape [7, 12, 41, 51], and by the Pearcey kernel at the cusp [5, 13–15, 52]. These kernels are universal since they appear in many other problems. In particular, the Airy process appears ubiquitously in the Kardar–Parisi–Zhang (KPZ) universality class [16], an important class of
interacting particle systems and random growth models. The analysis of nonintersecting Brownian bridges greatly improves the understanding of the Airy process and the KPZ universality class, see [17,19].

In this paper, we study the edge scaling limit of nonintersecting Brownian bridges with general boundary condition. They consist of \( n \) standard Brownian bridges \( \{(x_1(t), x_2(t), \cdots, x_n(t))\}_{0 \leq t \leq 1} \) starting from \( a_1 \leq a_2 \leq \cdots \leq a_n \) at time \( t = 0 \) and ending at \( b_1 \leq b_2 \leq \cdots \leq b_n \) at time \( t = 1 \), conditioned not to intersect during the time interval \( 0 < t < 1 \), i.e. \( x_i(t) = a_i, x_i(0) = b_i \) for \( 1 \leq i \leq n \) and \( x_1(t) < x_2(t) < \cdots < x_n(t) \) for \( 0 < t < 1 \). We parametrize the starting and ending configurations as measures,

\[
\mu_{A_n} = \frac{1}{n} \sum_{i=1}^{n} \delta_{a_i}, \quad \mu_{B_n} = \frac{1}{n} \sum_{i=1}^{n} \delta_{b_i}, \tag{1.1}
\]

If the measures \( \mu_{A_n} \) and \( \mu_{B_n} \) converge weakly to \( \mu_A \) and \( \mu_B \) respectively, as the number of particles \( n \) goes to infinity, under mild assumptions of \( \mu_A, \mu_B \), it follows from [29,30] that the empirical particle density of nonintersecting Brownian bridges with boundary data \( \mu_{A_n}, \mu_{B_n} \), converges

\[
\frac{1}{n} \sum_{i=1}^{n} \delta_{x_i(t)} \to \rho^*_t(x)dx, \quad 0 \leq t \leq 1,
\]
in the weak sense. The measure valued process \( \{(\rho^*_t(x))_{0 \leq t \leq 1}\} \) is given explicitly by a variational problem:

\[
\{(\rho^*_t, u^*_t)\}_{0 \leq t \leq 1} = \arg \inf \frac{1}{2} \left( \int_0^1 \int_{\mathbb{R}} \left( u^2 \rho_t + \frac{\pi^2}{3} \rho^3_t \right) dx dt + \Sigma(\mu_A) + \Sigma(\mu_B) \right), \tag{1.2}
\]

the inf is taken over all the pairs \( \{(\rho_t, u_t)\}_{0 \leq t \leq 1} \) such that \( \partial_t \rho_t + \partial_x (\rho_t u_t) = 0 \) in the sense of distributions, \( \{(\rho_t(\cdot))_{0 \leq t \leq 1} \in C([0,1],M(\mathbb{R})) \) and its initial and terminal data are given by

\[
\lim_{t \to 0^+} \rho_t(x)dx = d\mu_A, \quad \lim_{t \to 1^-} \rho_t(x)dx = d\mu_B,
\]

where convergence holds in the weak sense. We will discuss more on the variational problem in Section 2. Let \( \Omega = \{(x, t) \in \mathbb{R} \times (0,1), \rho^*_t(x) > 0\} \) be the region where \( \rho^*_t(x) \) is positive. As in Figure 1, it turns out that the nonintersecting Brownian bridge occupies \( \Omega \). The boundary of the region \( \Omega \) is piecewise analytic, with possibly some cusp points. Let \( \{(a(t),t)\}_{0 \leq t \leq 1} \) be the left boundary of \( \Omega \). For any \( 0 < t < 1 \), in the neighborhood of \( x = a(t), \rho^*_t(x) \) has square root behavior

\[
\rho^*_t(x) = \frac{s(t)\sqrt{|x-a(t)|}}{\pi} + O(|x-a(t)|^{3/2}), \tag{1.3}
\]

and similar statement holds for the right boundary of \( \Omega \).

In this work, we study fluctuations of extreme particles of nonintersecting Brownian bridges. Under regularity assumptions of \( \mu_A, \mu_B \), we show as the number of particles \( n \) goes to infinity, fluctuations of extreme particles at any time \( 0 < t < 1 \), after proper rescaling, converge to the Airy point process.

**Theorem 1.1.** Given probability measures \( \mu_A, \mu_B \) satisfying regularity Assumptions 3.1 and 3.2, and \( \mu_{A_n}, \mu_{B_n} \) the discretization of \( \mu_A, \mu_B \) satisfying Assumptions 3.3 and 3.4. Fix small \( t > 0 \). For nonintersecting Brownian bridges with boundary data given by \( \mu_{A_n}, \mu_{B_n} \), as \( n \) goes to infinity, fluctuations of extreme particles at time \( t \leq t' \leq 1 - t \), after proper rescaling, converge to the Airy point process,

\[
(s(t)n)^{2/3}(x_1(t) - a(t), x_2(t) - a(t), x_3(t) - a(t), \cdots) \to \text{Airy Point Process}
\]
The same statement holds for particles close to the right edge.

In Theorem 1.1, we need $\mu_{A_n}$ and $\mu_{B_n}$ to be sufficiently close to their limits $\mu_A$ and $\mu_B$. Especially, we do not allow outliers. Nonintersecting Brownian bridges with all but finitely many leaving from and returning to 0, have been studied in [2, 3]. In this setting, the edge scaling limit is a new Airy process with wanderers, governed by an Airy-type kernel, with a rational perturbation.

A Brownian bridge $W(t)$ on $[0, 1]$ from $a$ to $b$ i.e. $W(0) = a$ and $W(1) = b$ can be represented by a standard Brownian motion $B(t)$ starting from $a$ with drift $b$

$$W(t) = (1 - t)B\left(\frac{t}{1-t}\right).$$

(1.4)

Under the transformation (1.4), nonintersecting Brownian bridges starting from $a_1 \leq a_2 \leq \cdots \leq a_n$ at time $t = 0$ and ending at $b_1 \leq b_2 \leq \cdots \leq b_n$ at time $t = 1$ become nonintersecting Brownian motions with drift [11, 50], i.e. $n$ standard Brownian motions starting from $a_1 \leq a_2 \leq \cdots \leq a_n$ at time $t = 0$ and drifts $b_1 \leq b_2 \leq \cdots \leq b_n$ conditioned not to intersect. Our main result Theorem 1.1 implies the edge universality for nonintersecting Brownian motions with drift.

For nonintersecting Brownian bridges starting at time $t = 0$ at $q$ and ending at time $t = 1$ at $p$ prescribed positions, with $p, q \geq 2$, it was proven in [20] that the correlation functions of particle positions have a determinantal form, with a kernel expressed in terms of mixed multiple Hermite polynomials, which can be characterized by a Riemann-Hilbert problem of size $(p + q) \times (p + q)$. In the same setting, a partial differential equation for the probability to find all the particles in a given set has been obtained in [6]. However, it remains challenging to do an asymptotic analysis for those Riemann-Hilbert problems and partial differential equations. The only case where the asymptotic analysis was done is for $p = q = 2$. In [18], the authors consider nonintersecting Brownian bridges, where $n/2$ particles go from $a$ to $b$, and $n/2$ particles go from $-a$ to $-b$. For a small separation of the starting and ending positions, they showed the kernels for the local statistics in the bulk and near the edges converge to the sine and Airy kernel in the large $n$ limit. For large separation of the starting and ending positions, those results have been extended in [20]. In the critical
We can use it to define a measure valued Hamiltonian system: given any probability measure \( \mu \) and time \( 0 \leq t \leq 1 \), let \( \Delta_n \) be the Weyl chamber

\[
\Delta_n = \{(z_1, z_2, \cdots, z_n) \in \mathbb{R}^n : z_1 < z_2 < \cdots < z_n\}. \tag{1.5}
\]

We reinterpret nonintersecting Brownian bridges as a random walk over \( \Delta_n \) with drift. The transition probability density function of \( n \) dimensional nonintersecting Brownian motions from \( x = (x_1, x_2, \cdots, x_n) \in \Delta_n \) to \( y = (y_1, y_2, \cdots, y_n) \in \Delta_n \) is given by the Karlin-McGregor formula \([37]\)

\[
p_t(x, y) = \det \left[ \sqrt{\frac{n}{2\pi t}} e^{-n(x_i-y_j)^2/(2t)} \right]_{1 \leq i, j \leq n}. \tag{1.6}
\]

With the transition kernel (1.6), we can rewrite nonintersecting Brownian bridges as the following random walk over \( \Delta_n \) with drift:

\[
dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \partial_{x_i} \log p_{1-t}(x(t), b) dt, \quad 1 \leq i \leq n, \tag{1.7}
\]

where \( x(t) = (x_1(t), x_2(t), \cdots, x_n(t)) \in \Delta_n \), \( \{B_1(t), B_2(t), \cdots, B_n(t)\}_{0 \leq t \leq 1} \) are standard Brownian motions, and the drift \( p_{1-t}(x, b) \) is the heat kernel in the Weyl chamber,

\[
-\partial_t p_{1-t}(x, b) = \frac{1}{2n} \Delta p_{1-t}(x, b), \quad p_{1-t}(x, b) = \det \left[ \sqrt{\frac{n}{2\pi(1-t)}} e^{-n(x_i-b_j)^2/(2(1-t))} \right]_{0 \leq i, j \leq n}. \tag{1.8}
\]

The limiting profile of nonintersecting Brownian bridges is characterized by the variational problem (1.2). We can use it to define a measure valued Hamiltonian system: given any probability measure \( \mu \in \mathcal{M}(\mathbb{R}) \), and time \( 0 \leq t \leq 1 \) let

\[
W_t(\mu) = -\frac{1}{2} \inf \left( \int_t^1 \int_{\mathbb{R}} \rho_s \left( u_s^2 + \frac{\pi^2}{3} \rho_s^2 \right) dx ds + \Sigma(\mu) + \Sigma(\mu_B) \right), \tag{1.9}
\]

where the non-commutative entropy \( \Sigma(\mu) \) is defined in (2.3), the inf is taken over all the pairs \( \{(\rho_s, u_s)\}_{t \leq s \leq 1} \) such that \( \partial_s \rho_s + \partial_x (\rho_s u_s) = 0 \) in the sense of distributions, \( \{\rho_s\}_{t \leq s \leq 1+\tau} \in \mathcal{C}([t, 1], \mathcal{M}(\mathbb{R})) \) and its initial and terminal data are given by

\[
\lim_{s \to t+} \rho_s(x) dx = \mu, \quad \lim_{s \to 1-} \rho_s(x) dx = \mu_B,
\]

where convergence holds in the weak sense. Then the Hamilton’s principal function \( W_t(\mu) \) satisfies the following Hamilton-Jacobi equation

\[
-\partial_t W_t(\mu) = \frac{1}{2} \int \left( \frac{\partial}{\partial x} \frac{\delta W_t}{\delta \mu} \right)^2 d\mu(x) + \int \frac{\partial}{\partial x} \frac{\delta W_t}{\delta \mu} H(\mu)(x) d\mu(x), \tag{1.10}
\]
where $H(\mu)(x)$ is the Hilbert transform of the measure $\mu$. There is a Riemann surface associated with the variational problem (1.9). Properties of $W_t(\mu)$ can be understood using tools for Riemann surfaces, i.e. Rauch variational formula and Hadamard’s Variation Formula.

Following Matytsin’s approach [42], we make an inverse Cole-Hopf transformation to convert the linear heat equation (1.8) to a nonlinear Hamilton-Jacobi equation, which is almost the same as (1.10) by taking $\mu = (1/n) \sum_i \delta_{x_i}$. Based on this observation, we make the following ansatz

$$\frac{1}{n} \frac{\partial}{\partial x_k} \log \frac{p_{1-t}(x, b)}{\prod_{i<j}(x_i - x_j)} = \frac{\partial}{\partial x} \delta W_t \bigg|_{x=x_k} + E^{(k)}_t(x), \quad 1 \leq k \leq n. \quad (1.11)$$

Then we solve for the correction terms $E^{(k)}_t(x)$ by using Feynman-Kac formula. It turns out the correction terms $E^{(k)}_t$ for $0 \leq t \leq 1$ are of order $O(1/n^2)$. They have negligible influence on the random walk (1.7).

By plugging the ansatz (1.11) into (1.7), and ignoring the correction terms $E^{(k)}_t$, the system of stochastic differential equations becomes Dyson’s Brownian motion, with drifts depending on the particle configuration $x(t)$. We analyze it using the method of characteristics, following the approach developed in [1,32].

The heat kernel $p_{1-t}(x, b)$ and the Hamilton’s principle function $W_t(\mu)$ are singular when $t$ approaches 1, which makes the corresponding Hamilton-Jacobi equations hard to analyze. To overcome this problem, instead of studying nonintersecting Brownian bridges from $a$ to $b$ directly, we studied a weighted version of it. The weighted version corresponds to nonintersecting Brownian bridges with random boundary data at time $t = 1$. There exists a natural choice of weight, such that at time $t = 1$, the particle configuration of the weighted nonintersecting Brownian bridges concentrates around $b$. We can analyze the weighted nonintersecting Brownian bridges using the above approach. Then by a coupling argument, we can transfer the edge universality result for the weighted nonintersecting Brownian bridges to the edge universality of nonintersecting Brownian bridges from $a$ to $b$.

We now outline the organization for the rest of the paper. In Section 2, we recall the variational problem which characterizes the limiting profile of nonintersecting Brownian bridges from [28]. In Section 3, We use the rate function of the variational problem to define a measure valued Hamiltonian system, and study its properties using tools from Riemann surfaces, i.e. Rauch variational formula and Hadamard’s Variation Formula. In Section 4, we define the weighted nonintersecting Brownian bridges, and reinterpret it as a drifted random walk. Based on the similarity to the Hamilton-Jacobi equation for the measure valued system, we make an ansatz for the drift term of the random walk. In Section 5, we solve for the correction term in the ansatz using Feynman-Kac formula. In Sections 6 we prove the optimal rigidity for the particle locations for this weighted nonintersecting Brownian bridges. And optimal rigidity estimates for nonintersecting Brownian bridges follow from a coupling argument in Section 7. Using optimal rigidity estimates as input in Section 8.1 we prove edge universality for nonintersecting Brownian bridges.

**Notations** We denote $\mathcal{M}(\mathbb{R})$ the set of probability measures over $\mathbb{R}$, and $\mathcal{C}([0,1], \mathcal{M}(\mathbb{R}))$ the set of continuous measure valued process over $[0,1]$. We use $\mathcal{C}$ to represent large universal constant, and $\epsilon$ a small universal constant, which may depend on other universal constants, i.e., the constants $a, b, t$ in Assumptions 3.2 and (3.3), and may be different from line by line. We write $a \vee b = \max\{a, b\}$ and $a \wedge b = \min\{a, b\}$. We write that $X = O(Y)$ if there exists some universal constant such that $|X| \leq CY$. We write $X = o(Y)$, or $X \ll Y$ if the ratio $|X|/Y \rightarrow \infty$ as $n$ goes to infinity. We write $X \asymp Y$ if there exist universal constants such that $cY \leq |X| \leq CY$. We say an event holds with overwhelming probability, if for any $\mathcal{C} > 0$, and $n \geq n_0(\mathcal{C})$ large enough, the event holds with probability at least $1-N^{-\mathcal{C}}$. 5
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2 Variational Principle

The transition probability density (1.6) of nonintersecting Brownian motions is closely related to the Harish-Chandra-Itzykson-Zuber integral formula [31,33]. Let $A_n, B_n$ be two $n \times n$ diagonal matrices, with diagonal entries given by $a_1 \leq a_2 \leq \cdots \leq a_n$ and $b_1 \leq b_2 \leq \cdots \leq b_n$ respectively, the Harish-Chandra-Itzykson-Zuber integral formula exactly computes the following integral

$$\int e^{n \text{Tr}(A_n U B_n U^*)} dU = \frac{\prod_{j=1}^{n-1} j!}{n^{(n^2-n)/2}} \frac{\det[e^{a_i b_j}]}{\Delta(a_1, a_2, \cdots, a_n) \Delta(b_1, b_2, \cdots, b_n)},$$

(2.1)

where $U$ follows the Haar probability measure of the unitary group and $\Delta$ denotes the Vandermonde determinant

$$\Delta(a_1, a_2, \cdots, a_n) = \prod_{1 \leq i < j \leq n} (a_j - a_i), \quad \Delta(b_1, b_2, \cdots, b_n) = \prod_{1 \leq i < j \leq n} (b_j - b_i).$$

(2.2)

We can rewrite the transition probability (1.6) of nonintersecting Brownian bridges by rescaling the Harish-Chandra-Itzykson-Zuber integral formula (2.1):

$$\frac{p_1(a,b)}{\Delta(a) \Delta(b)} = \frac{\det[\sqrt{n/2\pi} e^{-n(a_i - b_j)^2/2}]}{\Delta(a_1, a_2, \cdots, a_n) \Delta(b_1, b_2, \cdots, b_n)} = \frac{n^{(n^2-n)/2}}{\prod_{j=1}^{n-1} j!} \prod_{i=1}^{n} \sqrt{n/2\pi} e^{-n(a_i^2 + b_i^2)/2} \int e^{n \text{Tr}(A_n U B_n U^*)} dU.$$

If the spectral measures $\mu_{A_n}, \mu_{B_n}$ of $A_n, B_n$ converge weakly towards $\mu_A$ and $\mu_B$ respectively, under mild assumptions, it was proven in [29,30], see also [22,28], that the Harish-Chandra-Itzykson-Zuber integral converges

$$\lim_{n \to \infty} \frac{1}{n^2} \log \int e^{n \text{Tr}(A_n U B_n U^*)} dU = I(\mu_A, \mu_B).$$

The asymptotics $I(\mu_A, \mu_B)$ of the Harish-Chandra-Itzykson-Zuber integral is characterized by a variational problem. We recall that for any probability measure $\mu \in M(\mathbb{R})$, we denote $\Sigma(\mu)$ the energy of its logarithmic potential, or its non-commutative entropy,

$$\Sigma(\mu) = \int \int \log |x - y| d\mu(x) d\mu(y).$$

(2.3)

The following theorem is from [28, Theorem 2.1].

**Theorem 2.1 ([28, Theorem 2.1]).** We assume that $\mu_A, \mu_B$ are both compactly supported, then $I(\mu_A, \mu_B)$ is given by

$$I(\mu_A, \mu_B) = -\frac{1}{2} \inf \left( S(u,p) + (\Sigma(\mu_A) + \Sigma(\mu_B)) - \left( \int x^2 d\mu_A(x) + \int x^2 d\mu_B(x) \right) \right) + \text{const.}$$

(2.4)
where
\[
S(u, \rho) = \int_0^1 \int_\mathbb{R} \left( u_t^2 \rho_t + \frac{\pi^2}{3} \rho_t^3 \right) \, dx \, dt,
\]
(2.5)
the inf is taken over all the pairs \( \{(\rho_t, u_t)\}_{0 \leq t \leq 1} \) such that \( \partial_t \rho_t + \partial_x (\rho_t u_t) = 0 \) in the sense of distributions,
\( \{\rho_t(\cdot)\}_{0 \leq t \leq 1} \in C([0,1], \mathcal{M}(\mathbb{R})) \) and its initial and terminal data are given by
\[
\lim_{t \to 0+} \rho_t(x) \, dx = d\mu_A, \quad \lim_{t \to 1-} \rho_t(x) \, dx = d\mu_B,
\]
where convergence holds in the weak sense.

The infimum in (2.4) is reached at a unique probability measure-valued path \( \rho_t^* \, dx \in C([0,1], \mathcal{M}(\mathbb{R})) \) such that for \( t \in (0,1) \), \( \rho_t^* \, dx \) is absolutely continuous with respect to Lebesgue measure. The measure-valued path \( \rho_t^* \, dx \in C([0,1], \mathcal{M}(\mathbb{R})) \) describes the empirical particle locations of nonintersecting Brownian bridge (4.2): as \( n \) goes to infinity
\[
\left\{ \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i(t)} \right\}_{0 \leq t \leq 1} \to \{\rho_t^* \, dx\}_{0 \leq t \leq 1}.
\]

The minimizer \( \{(\rho_t^*(\cdot), u_t^*(\cdot))\}_{0 \leq t \leq 1} \) of the variational problem (2.4) can be described using the language of free probability, [28, Theorem 2.6].

**Theorem 2.2** ([28, Theorem 2.6]). There exist two non-commutative operators \( a, b \) with marginal distribution \( (\mu_A, \mu_B) \) and a non-commutative brownian motion \( \{s_t\}_{0 \leq t \leq 1} \) independent of \( a, b \) in a non-commutative probability space \( (\mathcal{A}, \tau) \). The following free brownian bridge
\[
dx_t = ds_t + \frac{b - x_t}{1 - t} \, dt, \quad x_0 = a, \quad x_1 = b,
\]
(2.6)
at time \( t \) has the law given by \( \rho_t^* \), and
\[
u_t^* = \frac{1}{t - 1} \tau(x_t - b|x_t) + H(\rho_t^*), \quad \rho_t^*(x) \, dx \ \text{a.s.}
\]
(2.7)
where \( H(\rho_t^*) \) is the Hilbert transform of \( \rho_t^* \).

### 3 Complex Burger’s equation

We denote the minimizer of the variational problem (2.4) as \( \{(\rho_t^*(\cdot), u_t^*(\cdot))\}_{0 \leq t \leq 1} \) and let \( \Omega \) be the domain where \( \rho_t^*(x) > 0 \),
\[
\Omega = \{(x, t) \in \mathbb{R} \times (0,1) : \rho_t^*(x) > 0\}.
\]
(3.1)

Then it follows from [8, Lemma 7.2], \( \Omega \) is a bounded simply connected (it does not contain holes) open domain in \( \mathbb{R} \times [0,1] \). Moreover, the free brownian bridge representation, Theorem 2.2, implies that the infimum \( \{(\rho_t^*(\cdot), u_t^*(\cdot))\}_{0 \leq t \leq 1} \) is analytic in \( \Omega \). In the rest of the paper, we call \( \partial \Omega \cap \mathbb{R} \times (0,1) \) the left and right boundary of \( \Omega \); \( \partial \Omega \cap \mathbb{R} \times \{0\} \) the bottom boundary of \( \Omega \); \( \partial \Omega \cap \mathbb{R} \times \{1\} \) the top boundary of \( \Omega \).
As derived in [28, Theorem 2.1], the Euler-lagrange equation for the variational problem (2.5) implies that the minimizer \{((\rho_t^*(\cdot),u_t^*(\cdot)))\}_{0 \leq t \leq 1} satisfies
\[
\partial_t u_t^* = \frac{1}{2} \partial_x \left((u_t^*)^2 - \pi^2(\rho_t^*)^2\right), \quad (x,t) \in \Omega.
\]

If we define
\[
f_t(x) = u_t^*(x) - i\pi \rho_t^*(x), \tag{3.2}\]
then \(f(x,t)\) satisfies the complex Burger’s equation
\[
\partial_t f_t(x) + f_t(x)\partial_x f_t(x) = 0, \quad (x,t) \in \Omega. \tag{3.3}\]

In physics literature, the complex Burger’s equation description of the Harish-Chandra-Itzykson-Zuber integral formula first appeared in the work of Matytsin [42]. Its rigorous mathematical study appears in the work of Guionnet [28].

The complex Burger’s equation can be solved using characteristic method. The argument in [38, Corollary 1] implies that there exists an analytic function \(Q\) of two variables such that the solution of (3.3) satisfies
\[
Q(f_t(x),x-tf_t(x)) = 0, \tag{3.4}\]
where the analytic function \(Q\) is determined by the boundary condition at \(t = 0, 1: -\text{Im}[f_0(x)]dx/\pi = d\mu_A\) and \(-\text{Im}[f_1(x)]dx/\pi = d\mu_B\). By the definition (3.1), on \(\Omega\) we have \(\text{Im}[f_t(x)] < 0\). We can recover \((x,t)\) from \((f_t(x),x-tf_t(x))\), by noticing that \(t = -\text{Im}[x-tf_t(x)]/\text{Im}[f_t(x)]\). Thus, the map
\[
\pi_Q : (x,t) \in \Omega \mapsto (f_t(x),x-tf_t(x)) \tag{3.5}\]
is an orientation preserving diffeomorphism from \(\Omega\) onto its image.

Thanks to the free Brownian bridge representation (2.6), \(\rho_t^*\) is the law of
\[
(1-t)a + tb + \sqrt{t(1-t)}s,
\]
where \(s\) is a free semi-circular law and it is free with \(a,b\). As a direct consequence of [10], for any \(t \in (0,1)\), and \(x_0 \in \mathbb{R}\) such that \((t,x_0) \in \partial\Omega\), in a small neighborhood of \(x_0\),
\[
\rho_t^*(x) \leq \left(\frac{3}{4\pi^4 t^2(1-t)^2}\right)^{\frac{1}{2}} (x-x_0)^{\frac{1}{2}}, \quad x \in \text{supp} \rho_t^*.
\]

Especially, for \(0 < t < 1\), \(f_t(x)\) is continuous up to the boundary of \(\Omega\). We can glue \(f_t(x)\) and its complex conjugate along the left and right boundary of \(\Omega\) (where \(f_t(x) \in \mathbb{R}\)). This map is orientation preserving and unramified by the discussion above, and so a covering map of \(Q(f,z) = 0\). Moreover, the Riemann surface \(Q(f,z) = 0\) is of the same genus as \(\Omega\), which has genus zero [8, Lemma 7.2]. As a consequence the left and right boundary of the region \(\Omega\) is piecewise analytic, with some cusp points. For any \(0 < t < 1\), the density \(\rho_t^*(x)\) is analytic. Moreover, \(\rho_t^*(x)\) has square root behavior at left and right boundary points (which are
not cusp points) of its support. Let \( \{(a(t), t)\}_{0 \leq t \leq 1} \) be the left boundary of \( \Omega \). For any \( 0 < t < 1 \), in the neighborhood of \( x = a(t) \), \( \rho_t^*(x) \) has square root behavior

\[
\rho_t^*(x) = \frac{s(t)\sqrt{|x-a(t)|}}{\pi} + O(|x-a(t)|^{3/2}). \tag{3.6}
\]

With the Riemann surface \( Q(f, z) = 0 \), we can extend the function (3.2) \( f_t(x) \) from \( \{x : (x, t) \in \Omega\} \) to a meromorphic function on the Riemann surface \( Q(f, z) = 0 \). At time \( t \), the equation \( \{(f, z) \in \mathbb{C} \times \mathbb{C} : Q(f, z - tf) = 0\} \) defines a Riemann surface \( C_t \). We notice \( C_0 \) is simply the Riemann surface \( Q(f, z) = 0 \), and \( C_t \) can be obtained from \( C_0 \) by the characteristic flow:

\[
Z_0 = (f, z) \in C_0 \mapsto Z_t = (f, z + tf) \in C_t. \tag{3.7}
\]

As a consequence, the family of Riemann surfaces \( \{C_t\}_{0 \leq t \leq 1} \) are homeomorphic to each other. Comparing with (3.4), this gives a natural extension for \( f_t(x) \) from \( \{x : (x, t) \in \Omega\} \) to the Riemann surface \( C_t \). In this way \( f_t : Z = (f, z) \in C_t \mapsto f \in \mathbb{C} \). If the context is clear we will simply write \( f_t(Z) = f_t((f, z)) \) as \( f_t(z) \) for \( Z = (f, z) \in C_t \). The complex Burger’s equation (3.3) extend naturally to \( f_t \):

\[
\partial_t f_t(Z) + \partial_z f_t(Z) f_t(Z) = 0, \quad 0 \leq t \leq 1, \quad Z \in C_t. \tag{3.8}
\]

### 3.1 Regularity Assumptions

In the rest of this paper, we will make the assumption that \( \mu_B \) is regular enough, such that the solution of the complex Burger’s equation (3.3) can be extended to \( t = 1 + \tau \) with some \( \tau > 0 \).

**Assumption 3.1** (Regularity). The probability measures \( \mu_A, \mu_B \) are regular in the sense: There exists some constant \( \tau > 0 \), the solution of the complex Burger’s equation (3.3), with boundary conditions:

\[
- \frac{1}{\pi} \text{Im}[f_0(x)] dx = d\mu_A, \quad - \frac{1}{\pi} \text{Im}[f_1(x)] dx = d\mu_B,
\]

\(\text{can be extended up to time } t = 1 + \tau.\)

Under Assumption 3.1, we denote the extension by \( \{f_t(x)\}_{1 \leq t \leq 1+\tau} \), and

\[
- \frac{1}{\pi} \text{Im}[f_{1+\tau}(x)] dx = d\mu_C.
\]

for some probability measure \( \mu_C \).

For the following variational problem with boundary data \( \mu_A, \mu_C \),

\[
- \frac{1}{2} \inf \left( \int_0^{1+\tau} \int_{\mathbb{R}} \rho_t \left( u_t^2 + \frac{\pi^2}{3} \rho_t^2 \right) dx dt + \Sigma(\mu_A) + \Sigma(\mu_C) \right), \tag{3.9}
\]

the inf is taken over all the pairs \( \{(\rho_t, u_t)\}_{0 \leq t \leq 1+\tau} \) such that \( \partial_t \rho_t + \partial_x (\rho_t u_t) = 0 \) in the sense of distributions, \( \{\rho_t\}_{0 \leq t \leq 1+\tau} \in C([0, 1+\tau], M(\mathbb{R})) \) and its initial and terminal data are given by

\[
\lim_{t \to 0^+} \rho_t(x) dx = d\mu_A, \quad \lim_{t \to (1+\tau)^-} \rho_t(x) dx = d\mu_C,
\]
where convergence holds in the weak sense. The minimizer \( \{ (\rho_t^*(\cdot), u_t^*(\cdot)) \}_{0 \leq t \leq 1 + \tau} \) of (3.9), satisfies
\[
\rho_B(x)dx := \rho_1^*(x)dx = d\mu_B,
\]
and the density \( \rho_B(x) \) is analytic. For our analysis, we need to assume that \( \rho_B(x) \) has a connected support and is non-critical.

**Assumption 3.2 (Non-critical).** We assume that \( \mu_B \) has a connected support and is non-critical, that is, there exists a constant \( b > 0 \) such that,
\[
\rho_B(x) = S(x)\sqrt{(x-a(1))(b(1)-x)}, \quad S(x) \geq b, \quad x \in [a(1), b(1)].
\]

Under Assumptions 3.1 and 3.2, by shrinking \( \tau \) if necessary, we can take \( d\mu_C = \rho_C(x)dx \) to be analytic, non-critical and have a connected support, i.e. \( \rho_C \) also satisfies Assumption 3.2.

We make the following assumptions on the boundary data \( \mu_{A_n}, \mu_{B_n} \) of our nonintersecting Brownian bridges. We can take \( \mu_{A_n}, \mu_{B_n} \) to be the \( 1/n \)-quantiles of measures \( \mu_A, \mu_B \). Assumptions 3.3 and 3.4 are slightly more general.

**Assumption 3.3.** We assume the initial data \( \mu_{A_n} \) of nonintersecting Brownian bridges satisfies: there exists a constant \( a > 0 \) such that for any \( \varepsilon > 0 \), and \( n \) sufficiently large,
\[
\left| \int \frac{d\mu_A(x) - d\mu_{A_n}(x)}{x-z} \right| \leq \frac{(\log n)^a}{n}, \quad (3.10)
\]
uniformly for any \( \{ z \in \mathbb{C}_+ : \text{dist}(z, \text{supp}(\mu_A)) \geq \varepsilon \} \).

**Assumption 3.4.** We assume the terminal data \( \mu_{B_n} \) of nonintersecting Brownian bridges satisfies: there exists a constant \( a > 0 \) such
\[
\gamma_i - (\log n)^a \leq b_i \leq \gamma_i + (\log n)^a, \quad \frac{i + 1/2}{n} = \int_{-\infty}^{\gamma_i} \rho_B(x)dx, \quad 1 \leq i \leq n, \quad (3.11)
\]
where we use the convention \( \gamma_i = -\infty \) for \( i \leq 0 \) and \( \gamma_i = +\infty \) for \( i \geq n \), and
\[
b_1 \geq a(1) - \frac{(\log n)^a}{n^{2/3}}, \quad b_n \leq b(1) + \frac{(\log n)^a}{n^{2/3}}.
\]
Assumption 3.3 guaranteed that for any analytic test function \( f(x) \), by a contour integral
\[
\left| \int f(x)(d\mu_A(x) - d\mu_{A_n}(x)) \right| \lesssim \frac{(\log n)^a}{n}, \quad (3.12)
\]
We will see in Section 6, the assumption is necessary for the optimal rigidity estimates. We remark that the assumption (3.11) implies (3.10) with possibly a different \( a \). In this sense Assumption 3.4 is stranger than Assumption 3.3. Moreover, in Assumption 3.10 we allow to have outliers which are distance \( o(1) \) away from \( \text{supp}(\mu_A) \). But, we do not allow outliers with are distance \( O(1) \) away from the support. Nonintersecting Brownian bridges with all but finitely many leaving from and returning to 0, have been studied in [2, 3]. In this setting, the edge scaling limit is a new Airy process with wanderers, governed by an Airy-type kernel, with a rational perturbation.
Figure 2: We can identify the Riemann surface $C_0$ with two copies of $\Omega$ gluing together. These curves
$\{(f_s(x; \mu, t), x) : (x, s) \in \Omega^{\mu,t}\}$ and $\{(f_r(x; \mu, t), x) : (x, s) \in \Omega^{\mu,t}\}$ cut the Riemann surface $C_s^{\mu,t}$ into two
parts: $C_s^{\mu,t, -}, C_s^{\mu,t, +}$. $C_s^{\mu,t, -}$ corresponds to $\{(x, r) : (x, r) \in \Omega^{\mu,t}, t \leq r \leq s\}$, and $C_s^{\mu,t, +}$ corresponds to $\{(x, r) : (x, r) \in \Omega, s \leq r \leq 1 + \tau\}$.

The same as in (3.4), we can use the minimizer $\{(\rho_t^*(\cdot), u_t^*(\cdot))\}_{0 \leq t \leq 1 + \tau}$ of the variational problem (3.9),
to construct the family of Riemann surfaces $\{C_t\}_{0 \leq t \leq 1 + \tau}$, and extend $f_t(\cdot)$ to the Riemann surface $C_t$ for
$0 \leq t \leq 1 + \tau$. They satisfy the complex Burger’s equation
$$\partial_t f_t(Z) + \partial_x f_t(Z)f_t(Z) = 0, \quad 0 \leq t \leq 1 + \tau, \quad Z \in C_t. \quad (3.13)$$
The boundary conditions are $-\text{Im}[f_0(x)]dx/\pi = \text{d}\mu_A$ and $-\text{Im}[f_{1+\tau}(x)]dx/\pi = \text{d}\mu_C$.

We can reformulate our boundary conditions $-\text{Im}[f_0(x)]dx/\pi = \text{d}\mu_A$, $-\text{Im}[f_{1+\tau}(x)]dx/\pi = \text{d}\mu_C$ in
terms of the residuals of the 1-form $f_0(Z)dz$ over $C_0$. Let $\Omega = \{(x, t) \in \mathbb{R} \times (0, 1 + \tau) : \rho_t^*(x) > 0\}$. We recall
that using the map (3.5),
$$\pi_Q : (x, t) \in \Omega \mapsto (f_t(x), x - t f_t(x)) \in C_0, \quad (3.14)$$
the Riemann surface $C_0$ can be identified as gluing two copies of $\Omega$ along their left and right boundaries, and
has cuts along the top and bottom boundaries of $\Omega$. The 1-form $f_0(Z)dz$ has residuals along the bottom
boundary of $\Omega$ corresponding to time $t = 0$, and along the top boundary of $\Omega$ corresponding to time $t = 1 + \tau$,
as in Figure 2. The boundary condition at time $t = 0$, $-\text{Im}[f_0(x)]dx/\pi = \text{d}\mu_A$ gives that the residual of $f_0(Z)dz$ along the bottom boundary of $\Omega$ is given by
$$\frac{1}{\pi} \text{Im}[f_0(x)]dx = -\text{d}\mu_A(x). \quad (3.15)$$
For the boundary condition at time $t = 1 + \tau$, $-\text{Im}[f_{1+\tau}(x)]dx/\pi = \text{d}\mu_C$, we use the characteristic flow
(3.7), which send $Z_0 = (f, z) \in C_0$ to $Z_{1+\tau} = (f, z + (1 + \tau)f) \in C_{1+\tau}$
$$f_{1+\tau}(Z_{1+\tau}) = f_{1+\tau}(f, z + (1 + \tau)f)) = f = f_0((f, z)) = f_0(Z_0).$$
Let
\[ f_{1+\tau}(x) = \gamma(x) - i\pi \rho_C(x), \quad x \in \text{supp}(\mu_C), \]
where \( \gamma : \text{supp}(\rho_C) \mapsto \mathbb{R} \) is analytic. Then the preimage of \( \{(f_{1+\tau}(x), x) : x \in \text{supp}(\rho_C)\} \) under the characteristic flow consists of two curves in \( C_0 \), which can be parametrized as
\[
\{(f, z) = (\gamma(x) - i\pi \rho_C(x), x + (1 + \tau)(-\gamma(x) + i\pi \rho_C(x))) : x \in \text{supp}(\rho_C)\},
\]
and its complex conjugate. Thus the residual of \( f_0(Z)dz \) along the top boundary of \( \pi_Q(\Omega) \) is given by
\[
\frac{1}{\pi} \lim_{\tau \to 0} \left[ (\gamma(x) - i\pi \rho_C(x)) d(x + (1 + \tau)(-\gamma(x) + i\pi \rho_C(x))) \right] = -\rho_C(x) dx + (1 + \tau) d\gamma(x) \rho_C(x).
\]

**Remark 3.5.** We remark that the residuals of \( f_0(Z)dz \) along the bottom and top boundaries of \( \Omega, (3.15) \) and (3.16), uniquely determines the Riemann surface \( C_0 : Q(f, z) = 0 \). However, it is not easy to directly write down the expression of \( f \).

### 3.2 More General Boundary Condition

Slightly more general than (3.9), we can consider the following functional, for any probability measure \( \mu \), and time \( 0 \leq t \leq 1 \),
\[
W_t(\mu) = -\frac{1}{2} \inf \left( \int_{t}^{1+\tau} \int_{\mathbb{R}} \rho_s \left( u_s^2 + \frac{\pi^2}{3} \rho_s^2 \right) dx ds + \Sigma(\mu) + \Sigma(\mu_C) \right),
\]
the inf is taken over all the pairs \( \{(\rho_s, u_s)\}_{t \leq s \leq 1+\tau} \) such that \( \partial_s \rho_s + \partial_x (\rho_s u_s) = 0 \) in the sense of distributions, \( \{\rho_s\}_{t \leq s \leq 1+\tau} \in \mathcal{C}([t, 1+\tau], M(\mathbb{R})) \) and its initial and terminal data are given by
\[
\lim_{s \to t+} \rho_s(x) dx = \mu, \quad \lim_{s \to (1+\tau)-} \rho_s(x) dx = \mu_C,
\]
where convergence holds in the weak sense. Similarly to Theorem 2.2, (3.17) corresponds to certain free Brownian bridge \( \{x_t\}_{t \leq s \leq 1+\tau} \) with the law of \( x_t \) and \( x_{1+\tau} \) given by \( \mu \) and \( \mu_C \) respectively. The same as (3.3), if we denote the minimizer of (3.17) as \( \{(\rho_s^*(\cdot; \mu, t), u_s^*(\cdot; \mu, t))\}_{t \leq s \leq 1} \) and
\[
\rho_s(x; \mu, t) = u_s^*(x; \mu, t) - i\pi \rho_s^*(x; \mu, t), \quad t \leq s \leq 1 + \tau,
\]
then \( \rho_s(x; \mu, t) \) satisfies the complex Burger’s equation
\[
\partial_s f_s(x; \mu, t) + f_s(x; \mu, t) \partial_x f_s(x; \mu, t) = 0, \quad (x, s) \in \Omega^{\mu, t} := \{(x, s) \in \mathbb{R} \times (t, 1 + \tau) : \rho_s^*(x; \mu, t) > 0\}.
\]
There exists an analytic function \( Q^{\mu, t} \) of two variables such that the solution of (3.19) satisfies
\[
Q^{\mu, t}(f_s(x; \mu, t), x - sf_s(x; \mu, t)) = 0, \quad t \leq s \leq 1 + \tau.
\]
With the analytic function \( Q^{\mu, t} \), we can define the Riemann surface: \( C_s^{\mu, t} = \{(f, z) \in \mathbb{C} \times \mathbb{C} : Q^{\mu, t}(f, z - sf) = 0\} \). Comparing with (3.20), this gives a natural extension for \( f_s(x; \mu, t) \) from \( \{x : (x, s) \in \Omega^{\mu, t}\} \) to the
Riemann surface $C_s^{\mu,t}$. In this way $f_s : Z = (f,z) \in C_s^{\mu,t} \mapsto f \in \mathbb{C}$. The complex Burger’s equation extend naturally to $f_s$:

$$\partial_s f_s(Z; \mu, t) + \partial_z f_s(Z; \mu, t)f_s(Z; \mu, t) = 0, \quad t \leq s \leq 1 + \tau, \quad Z \in C_s^{\mu,t}. \quad (3.21)$$

Similarly to (3.7), for $t \leq s \leq 1 + \tau$, $C_s^{\mu,t}$ can be obtained from $C_t^{\mu,t}$ by the characteristic flow:

$$Z_t = (f, z) \in C_t^{\mu,t} \mapsto Z_s = (f, (z + (s-t)f)) \in C_s^{\mu,t}. \quad (3.22)$$

Using the map

$$\pi_{Q^{\mu,t}} : (x,r) \in \Omega^{\mu,t} \mapsto (f, x) \in C_t^{\mu,t}, \quad (3.23)$$

we can identify $C_t^{\mu,t}$ with two copies of $\Omega^{\mu,t}$ gluing along the left and right boundaries of $\Omega^{\mu,t}$. The bottom boundary $\{(x,t) : x \in \text{supp}(\mu)\}$ and top boundary $\{(x,1+\tau) : x \in \text{supp}(\mu_C)\}$ of $\Omega^{\mu,t}$ are mapped to $\{X(x) = (f, x) \in \text{supp}(\mu)\}$ and $\{C(x) = (f_{1+\tau}, x) \in \text{supp}(\mu_C)\}$ of $C_t^{\mu,t}$.

The same as (3.15), the residual of $f_t(Z; \mu, t)dz$ along the bottom boundary of $\Omega^{\mu,t}$ is given by $-d\mu(x)$, and

$$f_t(Z; \mu, t) = \int \frac{d\mu(x)}{z-x} + O(1), \quad Z \rightarrow X(x). \quad (3.24)$$

The same as (3.16), along the top boundary of $\Omega^{\mu,t}$, we have

$$f_{1+\tau}(x; \mu, t) = \gamma^{\mu,t}(x) - i\rho_C(x), \quad x \in \text{supp}(\mu_C), \quad (3.25)$$

where $\gamma^{\mu,t} : \text{supp}(\rho_C) \mapsto \mathbb{R}$ is analytic. The residual of $f_t(Z; \mu, t)dz$ along the top boundary of $\Omega^{\mu,t}$ is given by

$$(-\rho_C(x)dx + (1+\tau-t)d\gamma^{\mu,t}(x)\rho_C(x)). \quad (3.26)$$

Using the characteristic flow (3.22), we can also map $\Omega^{\mu,t}$ to $C_s^{\mu,t}$, for any $t \leq s \leq 1$:

$$\pi_{S^{\mu,t}} : (x,r) \in \Omega^{\mu,t} \mapsto (f_s(x; \mu, t), x - (r-s)f_s(x; \mu, t)) \in C_s^{\mu,t}, \quad (3.27)$$

and identify $C_s^{\mu,t}$ as the gluing of two copies of $\Omega^{\mu,t}$ along the left and right boundaries.

Using the above identification, the points $(f, z) \in C_t^{\mu,t}$ with $z$ real, i.e. $z \in \mathbb{R}$, correspond to the left and right boundary of $\Omega^{\mu,t}$ where $f_s(x; \mu, t) \in \mathbb{R}$, and the horizontal segments $\{(x,s) : (x,s) \in \Omega^{\mu,t}\}$. The image of $\{(x,s) : (x,s) \in \Omega^{\mu,t}\}$ under the map (3.27) $\{(f_s(x; \mu, t), x) : (x,s) \in \Omega^{\mu,t}\}$ and its complex conjugate $\{(f_s(x; \mu, t), x) : (x,s) \in \Omega^{\mu,t}\}$ glue together to cycles on the Riemann surface $C_s^{\mu,t}$. They cut the Riemann surface $C_s^{\mu,t}$ into two parts: $C_s^{\mu,t-}, C_s^{\mu,t+}$. $C_s^{\mu,t-}$ corresponds to $\{(x,r) : (x,r) \in \Omega^{\mu,t}, t \leq r \leq s\}$, and $C_s^{\mu,t+}$ corresponds to $\{(x,r) : (x,r) \in \Omega^{\mu,t}, s \leq r \leq 1 + \tau\}$, as shown in Figure 2. If we consider the map,

$$(f, z) \in C_s^{\mu,t+} \mapsto z \in \mathbb{C}, \quad (3.28)$$

it maps the cut $\{(f_s(x; \mu, t), x) : (x,s) \in \Omega^{\mu,t}\} \subset C_s^{\mu,t-} \cup (f_s(x; \mu, t), x) : (x,s) \in \Omega^{\mu,t}\}$ to the segment $\{(x,s) \in \Omega^{\mu,t}\}$ twice. We remark that in this notation, $C_t^{\mu,t} = C_t^{\mu,t+}$. 
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Let \( m_s(z; \mu, t) \) be the Stieltjes transform of the measure \( \rho^*_s(x; \mu, t) \),

\[
m_s(z; \mu, t) = \int \frac{\rho^*_s(x; \mu, t)}{z - x} \, dx.
\]

As a meromorphic function over \( \mathbb{C} \), we can lift \( m_s(z; \mu, t) \) to a meromorphic function over \( \mathcal{C}_{\mu,t}^\pm \) using the map (3.28). We notice that on \( \{ x : (x, s) \in \Omega_{\mu,t} \} \)

\[
\lim_{\eta \to 0^+} m_s(x + i\eta; \mu, t) = -i\pi \rho^*_s(x; \mu, t) = \text{Im}[f_s(x; \mu, t)],
\]

\[
\lim_{\eta \to 0^-} m_s(x + i\eta; \mu, t) = i\pi \rho^*_s(x; \mu, t) = \text{Im}[\overline{f}(x; \mu, t)].
\]

Therefore, if we subtract \( m_s(z; \mu, t) \) from \( f_s(z; \mu, t) \), what remaining can be glued along the cut \( \{(f_s(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \cup \{(\overline{f}(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \), i.e. identifying \( (f_s(x; \mu, t), x) \) with \( (\overline{f}(x; \mu, t), x) \), to an analytic function in a neighborhood of the cut. More precisely, let

\[
f_s(Z; \mu, t) = m_s(z; \mu, t) + g_s(Z; \mu, t), \quad z = z(Z) \tag{3.29}
\]

then \( g_s(Z; \mu, t) \), as a meromorphic function over \( \mathcal{C}_{\mu,t}^\pm \), can be glued along the cut \( \{(f_s(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \cup \{(\overline{f}(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \), to an analytic function in a neighborhood of the cut.

Comparing (3.29) with (3.18), on the cut \( \{(f_s(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \cup \{(\overline{f}(x; \mu, t), x) : (x, s) \in \Omega_{\mu,t} \} \), we have

\[
f_s(x; \mu, t) = u^*_s(x; \mu, t) - i\pi \rho^*_s(x; \mu, t) = g_s(x; \mu, t) + m_s(x; \mu, t)
\]

\[
= g_s(x; \mu, t) + \int \frac{\rho^*_s(y; \mu, t)}{x - y} \, dy - i\pi \rho^*_s(x; \mu, t).
\]

It follows that

\[
g_s(x; \mu, t) = u^*_s(x; \mu, t) - \int \frac{\rho^*_s(y; \mu, t)}{x - y} \, dy, \quad t \leq s \leq 1 + \tau, \tag{3.30}
\]

and especially by taking \( s = t \), we have

\[
g_t(x; \mu, t) = u^*_t(x; \mu, t) - \frac{1}{x - y} \, d\mu(y). \tag{3.31}
\]

We can use (3.30) to derive the differential equations of \( m_s(z; \mu, t) \) the Stieltjes transform of \( \rho^*_s(x; \mu, t) \). We recall from (3.17), \( \partial_s \rho^*_s(x; \mu, t) = -\partial_x (\rho^*_s(x; \mu, t)u_s(x; \mu, t)) \)

\[
\partial_s m_s(z; \mu, t) = \int \frac{\partial_s \rho^*_s(x; \mu, t)}{z - x} \, dx = \int -\frac{\partial_x (\rho^*_s(x; \mu, t)u_s(x; \mu, t))}{z - x} \, dx
\]

\[
= \int \rho^*_s(x; \mu, t) \left( g_s(x; \mu, t) + \int \frac{\rho^*_s(y; \mu, t)}{x - y} \, dy \right) \frac{1}{z - x} \, dx
\]

\[
= -\partial_x m_s(z; \mu, t)m_s(z; \mu, t) + \int g_s(x; \mu, t) \frac{\rho^*_s(x; \mu, t)}{(z - x)^2} \, dx. \tag{3.32}
\]
Moreover, \( f_s(Z; \mu, t) \) with \( Z = (f, z) \in C_t^{\mu, t} \) satisfies the complex Burger’s equation

\[
0 = \partial_s f_s(z; \mu, t) + \partial_z f_s(Z; \mu, t)f_s(Z; \mu, t) = \partial_s (m_s(z; \mu, t) + g_s(Z; \mu, t)) + (m_s(z; \mu, t) + g_s(Z; \mu, t)).
\]

(3.33)

We obtain the differential equation of \( g_s(Z; \mu, t) \) by taking difference of (3.32) and (3.33),

\[
\partial_s g_s(Z; \mu, t) + g_s(Z; \mu, t)\partial_z g_s(Z; \mu, t)
+ \int \frac{g_s(x; \mu, t) - g_s(Z; \mu, t) - (x - z)\partial_z g_s(Z; \mu, t)}{(x - z)^2} d\rho_s^\ast(x; \mu, t) dx = 0.
\]

(3.34)

### 3.3 Variational Formula

In Sections 5, we need to estimate the difference of two solutions of the complex Burger’s equation (3.21) with different initial data: \( f_t(Z^1; \mu^1, t) - f_t(Z^0; \mu^0, t) \), where \( z(Z^1) = z(z^0) = z \). To estimate it we interpolate the initial data

\[
\mu^\theta = (1 - \theta)\mu^0 + \theta\mu^1, \quad 0 \leq \theta \leq 1,
\]

and write

\[
f_t(Z^1; \mu^1, t) - f_t(Z^0; \mu^0, t) = \int_0^1 \partial_\theta f_t(Z^\theta; \mu^\theta, t) d\theta, \quad z(Z^\theta) = z.
\]

For any \( 0 \leq \theta \leq 1 \), we have that

\[
(f_t(Z; \mu^\theta, t), z) \in C_t^{\mu^\theta, t} \mapsto z \in \mathbb{C},
\]

(3.35)

is holomorphic except for some branch points. Since \( Q^{\mu^\theta, t} \) is real, the branch points of (3.35) come in pairs. We denote the branch points of (3.35) as \( Z_1^\theta = (f_1^\theta, z_1^\theta), Z_2^\theta = (f_1^\theta, z_2^\theta), Z_2^\theta = (f_2^\theta, z_2^\theta), \cdots, Z_n^\theta = (f_n^\theta, z_n^\theta), \cdots \) with ramification indices \( d_1, d_1, d_2, \cdots, d_w, d_w \) respectively.

Given the Riemann surface, the Schiffer kernel \([9, 24]\) \( B(Z, Z'; \mu^\theta, t) \) on \( (Z, Z') = ((f, z), (f', z')) \in C_t^{\mu^\theta, t} \times C_t^{\mu^\theta, t} \) is a symmetric meromorphic bilinear differential, i.e. meromorphic 1-form of \( Z \) tensored by a meromorphic 1-form of \( Z' \) and \( B(Z, Z'; \mu^\theta, t) = B(Z', Z; \mu^\theta, t) \). And it has a double pole on the diagonal, such that in a small neighborhood \( V \) of \( (f, z) \in C_t^{\mu^\theta, t} \), for \( (Z, Z') \in V \times V \),

\[
B(Z, Z'; \mu^\theta, t) = \frac{1}{(z - z')^2} dz dz' + O(1).
\]

(3.36)

We recall the map \( \pi_{Q^{\mu^\theta, t}} \) from (3.23), such that using \( \pi_{Q^{\mu^\theta, t}}, C_t^{\mu^\theta, t} \) can be identified as two copies of \( \Omega^{\mu^\theta, t} \) gluing along the boundary of \( \Omega^{\mu^\theta, t} \). Since \( \Omega^{\mu^\theta, t} \) is simply connected, we denote \( \phi \) the Riemann map from \( \pi_{Q^{\mu^\theta, t}}(\Omega^{\mu^\theta, t}) \) to the upper half plane. We can extend \( \phi \) to \( \overline{\pi_{Q^{\mu^\theta, t}}(\Omega^{\mu^\theta, t})} \) by setting \( \phi(Z) = \overline{\phi(Z)} \), for any \( Z \in \pi_{Q^{\mu^\theta, t}}(\Omega^{\mu^\theta, t}) \). In this way, \( \phi \) is defined over \( C_t^{\mu^\theta, t} \). The Green’s function of the domain \( \pi_{Q^{\mu^\theta, t}}(\Omega^{\mu^\theta, t}) \) can be expressed in terms of \( \phi \):

\[
G(Z, Z'; \mu^\theta, t) = \log \left| \frac{\phi(Z) - \phi(Z')}{\phi(Z) - \overline{\phi(Z')}} \right|,
\]
and the Schiffer kernel on $C_{t}^{\mu, t}$ is

$$B(Z, Z'; \mu^0, t) = \partial_x \partial_y G(Z, Z'; \mu^0, t) dzdz' = \frac{\phi'(Z) \phi'(Z')}{(\phi(Z) - \phi(Z'))^2} dzdz'.$$

(3.37)

The integral of the Schiffer kernel

$$Q_{Z_0, Z_0}(Z; \mu^0, t) := \int_{Z'=Z_0}^{Z'=Z_1} B(Z, Z'; \mu^0, t) = \frac{\phi'(Z) dz}{\phi(Z) - \phi(Z_1)} - \frac{\phi'(Z) dz}{\phi(Z) - \phi(Z_0)}.$$  

(3.38)

is a meromorphic 1-form (called third kind form) over $C_{t}^{\mu, t}$, having only poles at $Z_0, Z_1$ with residual $-1, 1$.

We recall from (3.24) and (3.26), as a meromorphic 1-form over the Riemann surface $C_{t}^{\mu, t}$, $f(Z; \mu^0, t) dz$ has residual along the top and bottom boundaries of $\Omega^{\mu, t}$. Therefore we can write down $f_t(Z; \mu^0, t) dz$ explicitly as a contour integral of the third kind form (3.38): for $Z = (f, z) \in C_{t}^{\mu, t}$

$$f_t(Z; \mu^0, t) dz = \frac{1}{2\pi i} \int_{C_0} Q_{Z_0, Z_0}(Z; \mu^0, t) f(Z'; \mu^0, t) dz'(Z')$$

$$+ \frac{1}{2\pi i} \int_{C_1} Q_{Z_0, Z_0}(Z; \mu^0, t) f(Z'; \mu^0, t) dz'(Z'),$$

(3.39)

where the contour $C_0$ encloses the bottom boundary of $\Omega^{\mu, t}$, and the contour $C_1$ encloses the top boundary of $\Omega^{\mu, t}$. We remark that the total residual of $f(Z; \mu^0, t)$ sum up to zero, the righthand side of the above expression does not have pole at $Z_0$, and is in fact independent of $Z_0$. Using (3.24) and (3.26), we can write (3.39) in terms of the residuals of $f_t(Z; \mu^0, t) dz$,

$$f_t(Z; \mu^0, t) dz = \int Q_{X_\theta(x), Z_0}(Z; \mu^0, t) d\mu^0(x)$$

$$+ \int Q_{C_0(x), Z_0}(Z; \mu^0, t) \left(-\rho_C(x) dx + (1 + \tau - t) d\gamma^{\mu, t}(x) \rho_C(x) \right),$$

(3.40)

where $\{X_{\theta}(x) = (f_t(x; \mu^0, t), x)\}_{x \in \text{supp}(\mu^0)}$ corresponds to the bottom boundary of $\Omega^{\mu, t}$, and $\{C_\theta(x) = (f_{1+\tau}(x; \mu^0, t), x - (1 + \tau - t) f_{1+\tau}(x; \mu^0, t))\}_{x \in \text{supp}(\mu_C)}$ corresponds to the top boundary of $\Omega^{\mu, t}$.

We have the following simple formula for the derivative of $f_t(Z; \mu^0, t) dz$ with respect to $\theta$ in terms of the third kind form (3.38).

**Proposition 3.6.** The derivative of $f_t(Z; \mu^0, t) dz$ with respect to $\theta$ is given by

$$\partial_\theta f_t(Z; \mu^0, t) dz = \int Q_{X_{\theta}(x), Z_0}(Z; \mu^0, t) d(\mu^1(x) - \mu^0(x)),$$

where $\{X_{\theta}(x) = (f_t(x; \mu^0, t), x)\}_{x \in \text{supp}(\mu^0)}$

**Proof.** The derivative of $f_t(Z; \mu^0, t) dz$ with respect to $\theta$ consists of three parts, either the derivative hits $d\mu^0(x)$ in the first term of (3.40), or $d\gamma^{\mu, t}(x) \rho_C(x)$ in the last term of (3.40), or the derivative hits one of
those third kind form. In the first case, $\partial_\theta \mu^\theta(x) = d(\mu^1(x) - \mu^0(x))$, and we get the term
\[
\int Q_{X_\theta(x),Z_\theta(Z;\mu^\theta,t)}d(\mu^1(x) - \mu^0(x)).
\] (3.41)

In the second case, we get the term
\[
\int Q_{C_\theta(x),Z_\theta(Z;\mu^\theta,t)} \left( (1 + \tau - t)d\partial_\theta(\gamma^{\mu^\theta,t}(x))\rho_C(x) \right)
\]
\[
= \frac{1}{\pi} \int Q_{C_\theta(x),Z_\theta(Z;\mu^\theta,t)} \text{Im} d\left[\partial_\theta z(C_\theta(x))f_\theta(C_\theta(x);\mu^\theta,t)\right]
\]
\[
= -\frac{1}{\pi} \int B(Z,C_\theta(x);\mu^\theta,t)\partial_\theta z(C_\theta(x)) \text{Im} \left[f_\theta(C_\theta(x);\mu^\theta,t)\right],
\] (3.42)

where $\{C_\theta(x) = (f_{1+\tau}(x;\mu^\theta,t),x - (1 + \tau - t)f_{1+\tau}(x;\mu^\theta,t))\}_{x \in \text{supp}(\mu_C)}$ and we did an integration by part in the last line.

Finally, we study the case that the derivative hits one of those third kind forms in (3.40). We recall from (3.38) that the third kind forms are obtained from integrating the Schiffer kernel. The derivative of the Schiffer kernel $B(Z,Z';\mu^\theta,t)dzdz'$ with respect to the branch points $Z_1^\theta, Z_2^\theta, \ldots, Z_w^\theta, Z_w^\theta$ is described by the Rauh Variational Formula, the derivative of the Schiffer kernel $B(Z,Z';\mu^\theta,t)dzdz'$ with respect to the change of the upper boundary curve $C_\theta(x)$ is described by Hadamard's Variation Formula. We collect them in Theorem 3.7. For the derivative of the Schiffer kernel $B(Z,Z';\mu^\theta,t)dzdz'$ with respect to the branch points $Z_1^\theta, Z_2^\theta, \ldots, Z_w^\theta, Z_w^\theta$, using (3.45), the derivative corresponding to the branch point $Z_i^\theta$ is
\[
\frac{\partial_\theta Z_i^\theta}{2\pi i} \int \frac{B(Z,Z'';\mu^\theta,t)}{dz(Z'')} \left( \int Q_{X_\theta(x),Z_\theta(Z'';\mu^\theta,t)}(1 + \tau - t)d\gamma^{\mu^\theta,t}(x)\rho_C(x) \right)
\]
\[
= \frac{\partial_\theta Z_i^\theta}{2\pi i} \int \frac{B(Z,Z'';\mu^\theta,t)}{dz(Z'')} \left( -\rho_C(x)dx + (1 + \tau)d\gamma^{\mu^\theta,t}(x)\rho_C(x) \right)
\]
\[
= \frac{\partial_\theta Z_i^\theta}{2\pi i} \int \frac{B(Z,Z'';\mu^\theta,t)}{dz(Z'')} f(Z'';\mu^\theta,t)dz(Z'')
\]
\[
= \frac{\partial_\theta Z_i^\theta}{2\pi i} \int \frac{B(Z,Z'';\mu^\theta,t)}{dz(Z'')} f(Z'';\mu^\theta,t)dz(Z'') = 0,
\] (3.43)

where in the last line the integral vanishes, because the integrand is holomorphic at the branch point $Z_i^\theta$. Similarly the contribution from other branch points also vanishes.

For the derivative of the Schiffer kernel $B(Z,Z';\mu^\theta,t)dzdz'$ with respect to the change of the upper boundary curve $C_\theta(x)$, using (3.46), it gives
\[
\frac{1}{\pi} \left( \int B(Z,C_\theta(x);\mu^\theta,t)\partial_\theta z(C_\theta(x)) \int \text{Im} \left[\frac{Q_{X_\theta(y),Z_\theta(C_\theta(x);\mu^\theta,t)}}{dz(C_\theta(x))}\right]d\mu^\theta(y) \right)
\]
\[
+ \int B(Z,C_\theta(x);\mu^\theta,t)\partial_\theta z(C_\theta(x)) \int \text{Im} \left[\frac{Q_{X_\theta(y),Z_\theta(C_\theta(x);\mu^\theta,t)}}{dz(C_\theta(x))}\right](-\rho_C(y)dy + (1 + \tau)d\gamma^{\mu^\theta,t}(y)\rho_C(y)) \right)
\]
\[
= \frac{1}{\pi} \int B(Z,C_\theta(x);\mu^\theta,t)\partial_\theta z(C_\theta(x)) \text{Im} \left[f_\theta(C_\theta(x);\mu^\theta,t)\right].
\] (3.44)
We notice that (3.44) cancels with (3.42). Proposition 3.6 follows from combining (3.41), (3.42), (3.43) and (3.44).

\[\text{Theorem 3.7. The derivative of the Schiffer kernel } B(Z, Z'; \mu^0, t) \text{ with respect to any branch point } Z_i^0 \text{ is given by} \]
\[
\frac{\partial \theta Z_i^0}{2\pi i} \oint_{S_i} B(Z, Z''; \mu^0, t) B(Z'', Z'; \mu^0, t) / d\gamma(Z''),
\]

where the contour \(S_i\) encloses \(Z_i^0\). The derivative of the Schiffer kernel \(B(Z, Z'; \mu^0, t)\) with respect to the boundary curve \(\{z(C_\theta(x)) : x \in \text{supp}(\rho_C)\}\) is given by

\[
\frac{1}{\pi} \int B(Z, C_\theta(x); \mu^0, t) \partial_\theta z(C_\theta(x)) \operatorname{Im} \left[ \frac{B(C_\theta(x), Z'; \mu^0, t)}{dz(C_\theta(x))} \right].
\]

**Proof.** Formula (3.45) is the Rauch variational formula \([45, 46]\) and \([48, (2.4)]\). Formula (3.46) follows from Hadamard’s Variation Formula for Green’s Function \([47, (1)]\). We recall the relation between Green’s function and the Schiffer kernel (3.37), i.e. the Schiffer kernel is obtained from the Green’s function by taking derivatives

\[
G(Z, Z'; \mu^0, t) = \partial_{Z'} \partial_Z B(Z, Z'; \mu^0, t) dZ dZ'.
\]

Formula (3.46) follows from taking derivatives on both sides of \([47, (1)]\) and plugging in (3.47). □

We recall \(g_t(Z; \mu, t)\) from (3.29), its derivative with respect to the measure \(\mu\) can be expressed explicitly using Proposition 3.6. Proposition 3.6 gives that

\[
\frac{\delta f_t(Z; \mu, t)}{\delta \mu} = \frac{Q_{Z, Z_0}(Z; \mu, t)}{dz(Z)}.
\]

We can take derivative with respect to \(z'\) on both sides of (3.49)

\[
\partial_{z'} \frac{\delta f_t(Z; \mu, t)}{\delta \mu} = \frac{B(Z, Z'; \mu, t)}{dz(Z) dz(Z')},
\]

which is the Schiffer kernel (3.37). We recall \(g_t(Z; \mu, t)\) from (3.29), by taking \(s = t\). Then (3.49) gives

\[
\partial_{z'} \frac{\delta g_t(Z; \mu, t)}{\delta \mu} = \frac{B(Z, Z'; \mu, t)}{dz(Z) dz(Z')} - \frac{1}{(z(Z) - z(Z'))^2}.
\]

The double pole of the Schiffer kernel along the diagonal cancels with the double pole of \(1/(z(Z) - z(Z'))^2\). We conclude that \(\partial_{z'}(\delta g_t(Z; \mu, t)/\delta \mu)\) no longer has double poles along the diagonal.

We recall the region \(\Sigma^{\mu, t}\) from (3.19), and \(C^{\mu, t}_i\) can be identified with two copies of \(\Sigma^{\mu, t}\) using the map \(\pi_{\Sigma^{\mu, t}}\) from (3.23). The bottom boundary of \(\Sigma^{\mu, t}\) corresponds to a cut in \(C^{\mu, t}_i\). In the rest of this section, we identify \(C^{\mu, t}\) with two copies of \(\Sigma^{\mu, t}\) gluing together. We have the following covering map:

\[
(f_t(Z; \mu, t), z) \in C^{\mu, t}_i \mapsto z \in \mathbb{C},
\]

and the following proposition is on the branch points of the covering map (3.51).
Proposition 3.8. Under the Assumptions 3.1, 3.2, there exists a neighborhood of supp(µ) such that it is a
bijection with its preimage under the covering map (3.51). As a consequence, the covering map (3.51) does
not have a branch point in a neighborhood of the bottom boundary of Ω^t.n.

Proof. The points (f, z) ∈ C^t.n with z real, i.e. z ∈ R, correspond to the left and right boundaries of Ω^t.n
where f.t(x; µ, t) ∈ R, and the bottom boundary \{(x, t) : x ∈ supp(µ)\}. Under our assumption that dµC has
a density supported on one interval, the top boundary of Ω^t.n is one interval. The rest boundary (left, right
and bottom boundary) of Ω^t.n is connected. So it is a bijection to its image under the covering map (3.51),
which is an interval I ⊂ R. Since I is compact, there exists a neighborhood of I, such that it is a bijection
with its preimage under the covering map (3.51). The support of µ is the image of the bottom boundary
of C^t.n under (3.51), we have supp(µ) ⊂ I. We especially have that there exists a neighborhood of supp(µ)
such that it is a bijection with its preimage under the covering map (3.51).

If there is a branch point in a small neighborhood of the bottom boundary of C^t.n, then there are W ≠ W'
close to the branch point, such that z(W) = Z(W'). This is impossible, since a neighborhood of supp(µ) is
a bijection with its preimage under the covering map (3.51). □

Thanks to Proposition 3.8, using the covering map (3.51) we can identify a neighborhood of the bottom boundary
of C^t.n, with a neighborhood of supp(µ) over C. In this neighborhood, g.t(z; µ, t) = f.t(z; µ, t) − \int dµ(x)/\(z - x\) is analytic, so is its derivatives with respect to µ. . We conclude the following estimates for
the derivatives of g.t(z; µ, t) with respect to the measure µ, which will be used in Sections 5 and 6.

Proposition 3.9. Under Assumptions 3.1 and 3.2, for any 0 ≤ t ≤ 1 and probability measure µ, g.t(z; µ, t)
satisfies: for any z, z', z'' in a neighborhood of the bottom boundary of C^t.n,

\[ |\partial_z g(z; µ, t)|, \left| \frac{\delta g_t(z; µ, t)}{\delta µ} \right|, \left| \frac{\delta^2 g_t(z; µ, t)}{\delta µ} \right| \lesssim 1, \]

and the higher derivatives are bounded

\[ \left| \frac{\partial_z}{\partial z''} \frac{\delta g_t(z; µ, t)}{δ µ} \right| \lesssim 1. \]

4 Random Walk Representation

In this section, we rewrite nonintersecting Brownian bridges as a random walk in the Weyl chamber Δ.n. We
recall the transition probability from (1.6)

\[ p_t(x, y) = \det \left[ \frac{\sqrt{n}}{2\pi t} e^{-n(x_j - y_j)^2/(2t)} \right]_{1 ≤ i, j ≤ n}. \] (4.1)

The density function for the nonintersecting Brownian bridge \(\{x(t) = (x_1(t), x_2(t), \ldots , x_n(t))\}_{0 ≤ t ≤ 1}\) with
starting point \(x(0) = a = (a_1, a_2, \ldots , a_n) ∈ Δ_n\), and ending point \(x(1) = b = (b_1, b_2, \ldots , b_n) ∈ Δ_n\) at times
\(0 ≤ t_1 < t_2 < \cdots < t_k ≤ 1\) is given by

\[ p(x(t_1), x(t_2), \cdots , x(t_k)) = \frac{p_t(a, x(t_1))p_{t_2 - t_1}(x(t_1), x(t_2)) \cdots p_{1 - t_k}(x(t_k), b)}{p_1(a, b)}. \] (4.2)
The above probability can be extended by taking limit to the case that \(a, b\) belong to \(\Delta_n\), the closure of the Weyl chamber.

Let \(x = (x_1, x_2, \cdots, x_n) \in \Delta_n\), and the transition probability

\[
p_{1-t}(x, b) = \det \left[ \frac{1}{\sqrt{2\pi(1-t)}} e^{-n(x_i-b_j)^2/(2(1-t))} \right]_{0\leq i,j \leq n}.
\]  

(4.3)

As a function of \(x\), \(p_{1-t}(x, b)\) is the heat kernel in the Weyl chamber, and it satisfies

\[
-\partial_t p_{1-t}(x, b) = \frac{1}{2n} \Delta p_{1-t}(x, b).
\]

(4.4)

Using \(p_{1-t}(x, b)\), we can rewrite the nonintersecting Brownian bridge (4.2) as the following random walk:

\[
dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \partial x_i \log p_{1-t}(x(t), b) dt, \quad 1 \leq i \leq n,
\]

(4.5)

where \(x(t) = (x_1(t), x_2(t), \cdots, x_n(t))\) and \(\{B_1(t), B_2(t), \cdots, B_n(t)\}_{0 \leq t \leq 1}\) are standard Brownian motions.

**Proposition 4.1.** The joint law of the random walk \(\{x(t) = (x_1(t), x_2(t), \cdots, x_n(t))\}_{0 \leq t \leq 1}\), as defined in (4.5), with initial data \(x(0) = a\) is the same as the nonintersecting Brownian bridge (4.2).

**Proof.** We just need to check that the transition probability of (4.5) is given by

\[
p(x(t) = x | x(s) = y) = \frac{p_{t-s}(y, x)p_{1-t}(x, b)}{p_{1-s}(y, b)}, \quad 0 \leq s < t \leq 1.
\]

(4.6)

We can take time derivative in both sides of (4.6)

\[
\partial_t p(x(t) = x | x(s) = y) = \frac{\partial_t p_{t-s}(y, x)p_{1-t}(x, b) + p_{t-s}(y, x)\partial_t p_{1-t}(x, b)}{p_{1-s}(y)}
\]

\[
= \frac{1}{2n} \Delta p_{t-s}(y, x)p_{1-t}(x, b) - p_{t-s}(y, x)\Delta p_{1-t}(x, b)
\]

\[
= \frac{1}{2n} \Delta (p_{t-s}(y, x)p_{1-t}(x, b)) - 2\nabla (p_{t-s}(y, x)\nabla \log p_{1-t}(x, b))
\]

The righthand side is the generator for the random walk (4.5), the claim follows.

\(\square\)

### 4.1 Nonintersecting Brownian Bridges with random boundary data

As a function of \(x\), \(p_{1-t}(x, b)\) is the heat kernel in the Weyl chamber. It is singular as \(t \to 1\). In fact it converges to the delta mass \(\delta_b\) as \(t \to 1\). As a consequence, the drift term \(\log p_{1-t}(x(t), b)\) in the random walk (4.5), as \(t\) approaches 1, is singular and hard to analyze. Instead of directly studying the random walk (4.5), which corresponds to nonintersecting Brownian bridges with boundary data \(a, b\), we study a weighted version of it. The weighted version corresponds to nonintersecting Brownian bridges with random boundary data \(b\).
We recall the functional $W_t(\mu)$ from (3.17): for any probability measure,

$$W_t(\mu) = -\frac{1}{2} \inf \left( \int_t^{1+\tau} \int_\mathbb{R} \rho_s \left( u_s^2 + \frac{\pi^2}{3} \rho_s^2 \right) \, dx \, ds + \Sigma(\mu) + \Sigma(\mu_B) \right),$$

(4.7)

the inf is taken over all the pairs $\{(\rho_s, u_s)\}_{1 \leq s \leq 1+\tau}$ such that $\partial_s \rho_s + \partial_x (\rho_s u_s) = 0$ in the sense of distributions, $\{\rho_s\}_{1 \leq s \leq 1} \in \mathcal{C}([t, 1+\tau], \mathcal{M}(\mathbb{R}))$ and its initial and terminal data are given by

$$\lim_{s \to t+} \rho_s(x) dx = \mu, \quad \lim_{s \to (1+\tau)-} \rho_s(x) dx = \mu_C,$$

where convergence holds in the weak sense. We will construct nonintersecting Brownian bridges with boundary data $b$ weighted by $\Delta(b) e^{n^2 W_t(b)}$, where $\Delta(b)$ is the Vandermonde determinant (2.2), and $W_t(b) := W_t(1/n) \sum_{i=1}^n \delta_{b_i}$.

The density for the weighted nonintersecting Brownian bridges $\{x(t) = (x_1(t), x_2(t), \ldots, x_n(t))\}_{0 \leq t \leq 1}$ with starting point $x(0) = a = (a_1, a_2, \ldots, a_n) \in \Delta_n$ at times $0 \leq t_1 < t_2 < \cdots < t_k \leq 1$ is given by

$$p(x(t_1), x(t_2), \ldots, x(t_k), b) = \frac{p_{t_1}(a, x(t_1)) p_{t_2-t_1}(x(t_1), x(t_2)) \cdots p_{t_k-t_{k-1}}(x(t_{k-1}), x(t_k), b) \Delta(b) e^{n^2 W_t(b)}}{Z(a)},$$

(4.8)

where the partition function $Z(a)$ is given by

$$Z(a) := \int_{b \in \Delta_n} p_{t_1}(a, b) \Delta(b) e^{n^2 W_t(b)} \, db.$$

The probability density for the boundary $b$ is given by

$$p(b) = \frac{p_{t_1}(a, b) \Delta(b) e^{n^2 W_t(b)}}{Z(a)}.$$  

(4.9)

The above probability can be extended by taking limit to the case that $a$ belongs to $\overline{\Delta}_n$, the closure of the Wyel chamber. The weighted nonintersecting Brownian bridges (4.8) can be sampled in two steps. First we sample the boundary $b$ using (4.9). Then we sample a nonintersecting Brownian bridge with boundary data $a, b$. This gives a sample of the weighted nonintersecting Brownian bridges (4.8). As we will show in Section 6, for $b$ sampled from (4.9), its empirical density $\mu_{B_n}$ concentrates around $\mu_B$.

Similarly to nonintersecting Brownian bridges (4.2), the weighted nonintersecting Brownian bridges (4.8) can also be interpreted as a random walk. Let

$$H_t(x) = \int_{b \in \Delta_n} p_{t_1}(x, b) \Delta(b) e^{n^2 W_t(b)} \, db, \quad x \in \Delta_n.$$

(4.10)

Then $H_t(x)$ also satisfies the backward heat equation (4.4)

$$-\partial_t H_t(x) = \frac{1}{2n} \Delta H_t(x),$$

(4.11)

and the boundary condition is given by

$$\lim_{t \to 1} H_t(x) = \Delta(x) e^{n^2 W_t(x)}.$$  

(4.12)

The same argument as for Proposition 4.1, we have
Proposition 4.2. The joint law \( \{x(t) = (x_1(t), x_2(t), \cdots, x_n(t))\}_{0 \leq t \leq 1} \) of the following random walk

\[
dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \partial_{x_i} \log H_t(x(t)) dt, \quad 1 \leq i \leq n, \tag{4.13}
\]

with initial data \( x(0) = a \) is the same as the weighted nonintersecting Brownian bridges (4.8).

### 4.2 Hamilton-Jacobi Equation

We denote the minimizer of (4.7) as \( \{\rho^*_s(\cdot; \mu, t), u^*_s(\cdot; \mu, t)\}_{t \leq s \leq 1+\tau} \). In this section we derive the Hamilton-Jacobi equation for \( W_t(\mu) \) as in (4.7).

The Euler-Lagrange equation, see [28, Theorem 2.1], for the variational problem (4.7) gives

\[
\partial_s u^*_s = \frac{1}{2} \partial_x \left( (u^*_s)^2 - \pi^2 (\rho^*_s)^2 \right), \quad (x, s) \in \Omega^{\mu,t} = \{(x, s) \in \mathbb{R} \times (t, 1+\tau) : \rho^*_s(x; \mu, t) > 0\}. \tag{4.14}
\]

We can compute the derivative of the functional \( W_t(\mu) \) by perturbation. Let \( m^*_s(x; \mu, t) = \rho^*_s(\cdot; \mu, t) u^*_s(\cdot; \mu, t) \) for \( t \leq s \leq 1+\tau \), and \( \{\Delta \rho_s(\cdot; \mu, t), \Delta m_s(\cdot; \mu, t)\}_{t \leq s \leq 1+\tau} \) be the difference of the variational problem (4.7) with initial data \( \mu + \Delta \mu \) and \( \mu \). Then \( \partial_s \Delta \rho_s = -\partial_x \Delta m_s \), and we have

\[
W_t(\mu + \Delta \mu) = W_t(\mu) - \frac{1}{2} \left( \int_t^{1+\tau} \int_{\mathbb{R}} \left( \frac{(m^*_s + \Delta m_s)^2}{\rho^*_s + \Delta \rho_s} + \frac{\pi^2}{3} (\rho^*_s + \Delta \rho_s)^3 \right) dx ds + \Sigma(\mu + \Delta \mu) + \Sigma(\mu B) \right)
\]

\[
= W_t(\mu) - \frac{1}{2} \left( \int_t^{1+\tau} \int_{\mathbb{R}} \left( \frac{2m^*_s}{\rho^*_s} \Delta m_s + \pi^2 (\rho^*_s)^2 - \frac{(m^*_s)^2}{(\rho^*_s)^2} \Delta \rho_s \right) dx ds + 2 \int \ln |x - y| d\mu(x) d\Delta \mu(y) \right) + O(\Delta^2)
\]

\[
= W_t(\mu) + \left( \int_{-\infty}^{x} u^*_s(y) dy \right) d\Delta \mu(x) - \int \ln |x - y| d\mu(y) d\Delta \mu(x) \right) + O(\Delta^2),
\]

where in the last line, we used (4.14) and performed an integration by part. It follows that, \( \mu \) almost surely

\[
\frac{\partial}{\partial x} \frac{\partial W_t}{\partial \mu} = u^*_t(x; \mu, t) - H(\mu)(x), \quad H(\mu)(x) = \int \frac{1}{x - y} d\mu(y). \tag{4.15}
\]

We notice that the expression (4.15) is exactly \( g_t(x; \mu, t) \) as defined in (3.31). We get

\[
\frac{\partial}{\partial x} \frac{\partial W_t}{\partial \mu} = g_t(x; \mu, t), \tag{4.16}
\]

and it can be extended to a meromorphic function over the Riemann surface corresponding to the minimizer of (4.7).

Similarly, we can compute the time derivative of the functional \( W_t(\mu) \). Let \( m^*_s(x; \mu, t) = \rho^*_s(\cdot; \mu, t) u^*_s(\cdot; \mu, t) \) for \( t \leq s \leq 1+\tau \), and \( \{\Delta \rho_s(\cdot; \mu, t), \Delta m_s(\cdot; \mu, t)\}_{t \leq s \leq 1+\tau} \) be the difference of the variational problem (4.7)
with initial time $t + \Delta t$ and $t$. We have
\[
W_{t+\Delta t}(\mu) - W_t(\mu) = -\frac{1}{2} \int_{t+\Delta t}^{t+\tau} \int_{\mathbb{R}} \left( \frac{(m^*_s + \Delta m_s)^2}{\rho^*_s + \Delta \rho_s} + \frac{\pi^2}{3} (\rho^*_i + \Delta \rho_i)^3 \right) dx ds + \frac{1}{2} \int_{t}^{t+\tau} \int_{\mathbb{R}} \left( \frac{(m^*_i)^2}{\rho^*_i} + \frac{\pi^2}{3} (\rho^*_i)^3 \right) dx ds
\]
\[
= \int_{\mathbb{R}} \left( \int_{-\infty}^{x} u^*_i(y)dy \right) \Delta \rho_i + \Delta \rho_i dx + \frac{\Delta t}{2} \int_{\mathbb{R}} \left( \frac{(m^*_i)^2}{\rho^*_i} + \frac{\pi^2}{3} (\rho^*_i)^2 \right) dx + O((\Delta t)^2)
\]
\[
= -\Delta t \int_{\mathbb{R}} u^*_i m^*_i dx + \frac{\Delta t}{2} \int_{\mathbb{R}} \left( \frac{(m^*_i)^2}{\rho^*_i} + \frac{\pi^2}{3} (\rho^*_i)^2 \right) dx + O((\Delta t)^2)
\]
\[
= -\frac{\Delta t}{2} \int_{\mathbb{R}} \left( (u^*_i)^2 - \frac{\pi^2}{3} (\rho^*_i)^2 \right) \rho^*_i dx + O((\Delta t)^2).
\]

Using (4.15), and the following identity of Hilbert transform
\[
\frac{\pi^2}{3} \int_{\mathbb{R}} (\rho^*_i)^3 dx = \int_{\mathbb{R}} (H(\rho^*_i)(x))^2 d\rho^*_i(x),
\]
we can represent (4.17), and get the Hamilton-Jacobi equation of $W_t(\mu)$,
\[
-\partial_t W_t(\mu) = \frac{1}{2} \int \left( \frac{\partial}{\partial x} \delta W_t + H(\mu)(x) \right)^2 d\mu(x) - \frac{1}{2} \int (H(\mu)(x))^2 d\mu(x)
\]
\[
= \frac{1}{2} \int \left( \frac{\partial}{\partial x} \delta W_t \right)^2 d\mu(x) + \int \frac{\partial}{\partial x} \delta W_t H(\mu)(x)d\mu(x).
\]

Using $g_t(x; \mu, t)$ as in (4.16), we can further rewrite the equation (4.18) as
\[
-\partial_t W_t(\mu) = \frac{1}{2} \int (g_t(x; \mu, t))^2 d\mu(x) + \frac{1}{2} \int \frac{g_t(x; \mu, t) - g_t(y; \mu, t)}{x - y} d\mu(x)d\mu(y),
\]
where when $x = y$,
\[
\frac{g_t(x; \mu, t) - g_t(y; \mu, t)}{x - y} = \partial_x g_t(x; \mu, t).
\]

If we take the measure $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i}$, then we can rewrite (4.19) more explicitly
\[
-\partial_t W_t(\mu) = \frac{1}{2n^2} \sum_{i} \partial_x g_t(x_i; \mu, t) + \frac{1}{2n} \sum_{i=1}^{n} (g_t(x_i; \mu, t))^2 + \frac{1}{2n^2} \sum_{i \neq j} g_t(x_i; \mu, t) - g_t(x_j; \mu, t) \frac{1}{x_i - x_j}.
\]

We remark that $\partial_x g_t(x_i; \mu, t)$ is slightly ambiguous, since $\mu$ also depends on $x_i$. We can interpret (4.20) as the definition of $\partial_x g_t(x; \mu, t)$ in this way we have
\[
\partial_{x_i} g_t(x_i; \mu, t) = \partial_{x_i} g_t(x_i; \mu, t) + \frac{1}{n} \partial_{x_i} \frac{\delta g_t(x_i; \mu, t)}{\delta \mu}.
\]
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4.3 An Ansatz

We recall the backward heat equation (4.11) for $H_t(x)$, which is defined on the Weyl chamber $\Delta_n$. Since in the definition (4.10) of $H_t(x)$, $p_{l-1}(x, b)$ extends naturally to an anti-symmetric function on $\mathbb{R}^n$. We also extend $H_t(x)$ to an anti-symmetric function on $\mathbb{R}^n$. To kill the anti-symmetric factors, we introduce

$$ S_t(x) = \frac{1}{n} \log \frac{H_t(x)}{\prod_{i<j}(x_i - x_j)}. \quad (4.22) $$

In this way we have that $S_t(x) = nW_1(x)$. With the function $S_t(x)$, we can rewrite the random walk (4.13) as

$$ dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \sum_{j \neq i} \frac{dt}{x_i(t) - x_j(t)} + \partial_{x_i} S_t(x(t))dt, \quad 1 \leq i \leq n, \quad (4.23) $$

Those are the Dyson’s Brownian motion [23] with time dependent drifts given by $\{\partial_{x_i} S_t\}_{1 \leq i \leq n}$.

By plugging (4.22) into (4.11), we get the following equation of $S_t(x)$,

$$ -\partial_t S_t(x) = \frac{1}{2n} \Delta S_t + \frac{1}{2} \sum_{i=1}^{n} (\partial_{x_i} S_t)^2 + \sum_{i=1}^{n} \left( \frac{1}{n} \sum_{j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} S_t. \quad (4.24) $$

By taking one more derivative with respect to $x_k$, we obtain

$$ -\partial_t \partial_{x_k} S_t = \frac{1}{2n} \Delta \partial_{x_k} S_t + \sum_{i=1}^{n} \left( \partial_{x_k}, \partial_{x_i} + \frac{1}{n} \sum_{j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_k}, \partial_{x_i} S_t + \frac{1}{n} \sum_{i \neq k} \partial_{x_i} S_t - \partial_{x_k} S_t \left(x_i - x_k\right)^2, \quad (4.25) $$

which gives a system of equations for $\{\partial_{x_k} S_t\}_{1 \leq k \leq n}$. The boundary condition at $t = 1$ is given by (4.12), for $1 \leq i \leq n$,

$$ \partial_{x_i} S_1(x) = n \partial_{x_i} W_1(x), \quad 1 \leq i \leq n. \quad (4.26) $$

Up to a factor $1/n$, if we identify $\partial_{x_i} S_t$ with $g_t(x_i; \mu, t)$, the righthand side of (4.24) and the righthand side of (4.21) look almost the same. The only difference is from $\Delta S_t$ and $\sum_i \partial_{x_i} g_t(x_i; \mu, t)$. Motivated by this observation, we make the following ansatz for $\{\partial_{x_k} S_t\}_{1 \leq k \leq n}$.

**Ansatz 4.3.** Let $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i}$, and recall $g(\cdot, \mu, t)$ as defined in (3.29), we make the following ansatz

$$ \partial_{x_k} S_t(x) = g_t(x_k; \mu, t) + \xi^t_k(x), \quad 1 \leq k \leq n. $$

The weighted nonintersecting Brownian motion 4.2 is constructed in a way such that

$$ \partial_{x_k} S_1(x) = n \partial_{x_k} W_1(x) = \frac{\partial}{\partial x} \frac{\delta W_1(\mu)}{\delta \mu} \bigg|_{x=x_k} = g_1(x_k; \mu, 1), \quad 1 \leq i \leq n, $$

where $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i}$. Thus in the Ansatz 4.3, $\xi^t_1(x) = 0$ for $1 \leq k \leq n$.

In Section 5.1 we derive the equations for $\xi^t_k$ using the Hamilton-Jacobi type equation (4.25), and solve for the leading order term of $\xi^t_k$ in Section 5.2. It turns out the correction terms $\xi^t_k$ for $0 \leq t \leq 1$ are of order $O(1/n^2)$. They have negligible influence on the random walk (4.13). Then we use the random walk (4.23) to understand the weighted nonintersecting Brownian bridges (4.8) in Section 6.
4.4 Calogero-Moser system

The Hamilton-Jacobi equation (4.24) was first derived by A. Matytsin [42] to compute the asymptotics of the the Harish-Chandra-Itzykson-Zuber integral formula (2.1). In [42], Matytsin argues that the first term $\Delta S_t/2n$ in (4.24) is negligible comparing with the remaining terms. Then he ignored the Laplacian term $\Delta S_t/2n$,

$$-\partial_t S_t(x) = \frac{1}{2} \sum_{i=1}^n (\partial_{x_i} S_t)^2 + \sum_{i=1}^n \left( \frac{1}{n} \sum_{j: j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} S_t. \quad (4.27)$$

and describes the limit of $S_t$ in terms of the complex Burger’s equation.

Later it is noticed by G. Menon [43] that (4.27) is exact solvable. It describes the Calogero-Moser system:

$$\partial_t x_i(t) = v_i(t),$$
$$\partial_t v_i(t) = -\frac{1}{n^2} \sum_{j: j \neq i} \frac{1}{(x_i - x_j)^3}, \quad (4.28)$$

where $x_1 < x_2 < \cdots < x_n$ is in the Weyl chamber $\Delta_n$. We refer to [44] for a systematic study of systems of Calogero type. The Hamiltonian of the system (4.28) is given by

$$H(x, v) = \frac{1}{2} \sum_i v_i^2 - \frac{1}{2n^2} \sum_{i \neq j} \frac{1}{(x_i - x_j)^2}.$$

The Lagrangian for the Calogero-Moser system (4.28) is the function

$$L(x, v) = \frac{1}{2} \sum_i v_i^2 + \frac{1}{2n^2} \sum_{i \neq j} \frac{1}{(x_i - x_j)^2},$$

and we associate to any path $\gamma : [t, 1] \mapsto \Delta_n$ the action

$$\int_t^1 L(\gamma(s), \dot{\gamma}(s))ds.$$

The principle of least action asserts that the true path is a minimizer for the above variational principle. In this case, the Euler-Lagrange equations are the equations of motion for the Calogero-Moser system (4.28):

$$\partial_t v_i(t) = -\partial_x \partial_{v_i} L(\gamma(t), \dot{\gamma}(t)) = \partial_x L(\gamma(t), \dot{\gamma}(t)) = -\frac{1}{n^2} \sum_{j: j \neq i} \frac{1}{(x_i - x_j)^3}$$

If we define

$$W_t(x) := \min_{\gamma(1) = b, \gamma(t) = x} \int_t^1 L(\gamma(s), \dot{\gamma}(s))ds.$$

Then by a deformation argument, we obtain the Hamilton-Jacobian equation

$$-\partial_t W_t(x) = H(x, \nabla W_t(x)) = \frac{1}{2} \sum_{i=1}^n (\partial_{x_i} W_t)^2 - \frac{1}{2n^2} \sum_{i \neq j} \frac{1}{(x_i - x_j)^2}$$

which is the equation (4.27) by a change of variable $S_t(x) = W_t(x) - \sum_{i < j} \log(x_i - x_j)$. 
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5  Solve the Correction Term

We derive the partial differential equations of the correction terms $\mathcal{E}^{(k)}_t(x)$ in Section 5.1, and solve it using Feynman-Kac formula in Section 5.2.

5.1  Equation of the Correction Term

In this Section, we derive the differential equation for the correction term $\mathcal{E}^{(k)}_t(x)$ defined in Ansatz (4.3).

**Proposition 5.1.** The correction terms $\mathcal{E}^{(k)}_t$ as in the ansatz 4.3 satisfy the following partial differential equations: for $1 \leq k \leq n$,

$$
-\partial_t \mathcal{E}^{(k)}_t = \frac{1}{2n} \Delta \mathcal{E}^{(k)}_t + \sum_{i=1}^{n} \left( \partial_{x_i} S_t + \frac{1}{n} \sum_{j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} \mathcal{E}^{(k)}_t + \frac{1}{n} \sum_{i \neq k} \frac{\mathcal{E}^{(i)}_t - \mathcal{E}^{(k)}_t}{(x_i - x_k)^2} + \mathcal{L}^{(k)}_t,
$$

(5.1)

where $\mu = (1/n) \sum_{i=1}^{n} \delta_{x_i}$, and

$$
\mathcal{L}^{(k)}_t = \partial_{x_k} g_t(x_k; \mu, t) \mathcal{E}^{(k)}_t + \frac{1}{n} \sum_{i=1}^{n} \partial_{x_i} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu} \mathcal{E}^{(i)}_t
$$

\[ + \frac{1}{2n^2} \partial_{x_k} \frac{\delta \partial_{x_k} g_t(x_k; \mu, t)}{\delta \mu} + \sum_{i=1}^{n} \frac{1}{2n^2} \partial_{x_i} \frac{\delta \partial_{x_i} g_t(x_k; \mu, t)}{\delta \mu}. \]  

(5.2)

We recall from (3.34), as a function over $\mathcal{C}^{\mu,t,+}_s$, $g_s(Z; \mu, t)$ satisfies the following equation

$$
\partial_z g_s(Z; \mu, t) + g_s(Z; \mu, t) \partial_z g_s(Z; \mu, t)
$$

\[ + \int \frac{g_s(x; \mu, t) - g_s(Z; \mu, t) - (x-z)\partial_z g_s(Z; \mu, t)}{(x-z)^2} \rho_s(x; \mu, t) dx = 0. \]  

(5.3)

The derivatives of $g_t(Z; \mu, t)$ with respect to the measure $\mu$ can be expressed explicitly using Proposition 3.6. We recall the Schiffer kernel (3.37) $B(Z, Z'; \mu, t)$ on $(Z, Z') = ((f, z), (f', z')) \in \mathcal{C}^{\mu,t}_t \times \mathcal{C}^{\mu,t}_t$ of the Riemann surface $\mathcal{C}^{\mu,t}_t$. Since $g_t(Z; \mu, t) = f_t(Z; \mu, t) - \int d\mu(x)/(z(Z) - x)$, (3.49) gives

$$
\partial_{z'} \frac{\delta g_t(Z; \mu, t)}{\delta \mu} = \frac{B(Z, Z'; \mu, t)}{d\mu(Z) dz(Z')} - \frac{1}{(z(Z) - z(Z'))^2},
$$

(5.4)

which no longer have double poles along the diagonal. We remark that the Schiffer kernel is symmetric, it gives that

$$
\partial_{z'} \frac{\delta g_t(Z; \mu, t)}{\delta \mu} = \partial_{z} \frac{\delta g_t(Z; \mu, t)}{\delta \mu}.
$$

(5.5)

Using Theorem 3.7, one can further take derivative with respect to $\mu$ on both sides of (5.5). Those higher order derivatives are also bounded as in Proposition 3.9.

In the rest of this section we prove Proposition 5.1. Let $\{(\rho^*_s(\cdot; \mu, t), u^*_s(\cdot; \mu, t))\}_{t \leq s \leq 1+\tau}$ be the minimizer of (4.7). For any $t \leq s \leq 1+\tau$, $\{(\rho^*_s(\cdot; \mu, t), u^*_s(\cdot; \mu, t))\}_{t \leq t \leq 1+\tau}$ restricted on time interval $[s, 1+\tau]$ is the
After taking the measure minimizer of
\[
W_s(\rho^*_s(\cdot; \mu, t)) = -\frac{1}{2} \inf \left( \int_{\mathbb{R}} \rho \left( u^2 + \frac{\pi^2}{3} \rho^2 \right) dx dr + \Sigma(\rho^*_s(\cdot; \mu, t)) + \Sigma(\mu) \right),
\]
the inf is taken over all the pairs \( (\rho, u) \) such that \( \partial_r \rho + \partial_z (\rho u) = 0 \) in the sense of distributions, \( \{\rho_r\}_{s \in \mathbb{R}} \subseteq C([t, 1 + \tau], M(\mathbb{R})) \) and its initial and terminal data are given by
\[
\lim_{r \to s^+} \rho_r(x) dx = \rho^*_s(x; \mu, t) dx, \quad \lim_{r \to (1 + \tau)^-} \rho_r(x) dx = \mu_C,
\]
where convergence holds in the weak sense. Therefore, (3.30) implies that
\[
g_s(x; \mu, t) = u^*_s(x; \mu, t) - \int \frac{1}{x - y} d\rho^*_s(y) = g_s(x; \rho^*_s, s)
\]
(5.7)

For the time derivative in (5.3), using (5.7), we can rewrite it as
\[
\partial_s g_s(x; \mu, t)|_{s=t} = \partial_s g_s(x; \rho^*_s, s)|_{s=t} = \partial_t g_t(x; \mu, t) + \int \frac{\delta g_t(x; \mu, t)}{\delta \mu} \partial_s \rho^*_s(y; \mu, t)|_{s=t} dy
\]
\[
= \partial_t g_t(x; \mu, t) - \int \frac{\delta g_t(z; \mu, t)}{\delta \mu} \partial_y (\rho^*_s(y; \mu, t) u^*_s(y; \mu, t))|_{s=t} dy
\]
\[
= \partial_t g_t(x; \mu, t) + \int \frac{\delta g_t(x; \mu, t)}{\delta \mu} \left( g_t(y; \mu, t) + \int \frac{d\mu(w)}{y - w} \right) dy, \quad (5.8)
\]
where in the last line we used (3.30).

Using (5.8), we can take \( s = t \) in (5.3), and \( z = z(Z) \) with \( Z \in C^\mu_t \)
\[
\partial_t g_t(Z; \mu, t) + g_t(Z; \mu, t) \partial_z g_t(Z; \mu, t) + \int \partial_y \frac{\delta g_t(Z; \mu, t)}{\delta \mu} \left( g_t(y; \mu, t) + \int \frac{d\mu(w)}{y - w} \right) dy
\]
\[
+ \int \frac{g_t(x; \mu, t) - g_t(Z; \mu, t) - (x - z) \partial_z g_t(Z; \mu, t) d\mu(x) = 0, \quad (5.9)}{(x - z)^2}
\]
After taking the measure \( \mu = (1/n) \sum_{i=1}^n \delta_{x_i} \), (5.9) becomes
\[
\partial_t g_t(Z; \mu, t) + g_t(Z; \mu, t) \partial_z g_t(Z; \mu, t) + \frac{1}{n} \sum_i \delta \frac{\delta g_t(x_i; \mu, t)}{\delta \mu} g_t(x_i; \mu, t)
\]
\[
+ \frac{1}{2n^2} \sum_{i,j} \delta \frac{\delta g_t(x_i; \mu, t)}{\delta \mu} - \delta \frac{\delta g_t(x_j; \mu, t)}{\delta \mu} \frac{x_i - x_j}{x_i - x_j} + \frac{1}{n} \sum_i \delta \left( \frac{g_t(Z; \mu, t) - g_t(x_i; \mu, t)}{z - x_i} \right) = 0, \quad (5.10)
\]
where we used (5.5), and formally when \( x = x' \), we take
\[
\frac{\partial_z \delta g_t(x; \mu, t)}{\delta \mu} - \frac{\partial_z \delta g_t(x'; \mu, t)}{\delta \mu} = \partial_x \partial_z \delta g_t(x; \mu, t),
\]
\[
\frac{\partial_z \delta g_t(x; \mu, t)}{\delta \mu} - \frac{\partial_z \delta g_t(x'; \mu, t)}{\delta \mu} = \partial_x \partial_z \delta g_t(x; \mu, t),
\]
and we $x = x'$, we take
\[
g_t(x; \mu, t) - g_t(x'; \mu, t) = \partial_x g_t(x; \mu, t).
\]

We recall the partial differential equation (4.25) for $\partial_x S_t$,
\[
-\partial_t \partial_{x_k} S_t = \frac{1}{2n} \Delta \partial_{x_k} S_t + \sum_{i=1}^n \left( \partial_{x_i} S_t + \frac{1}{n} \sum_{j:j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} \partial_{x_k} S_t + \frac{1}{n} \sum_{i:i \neq k} \frac{\partial_{x_i} S_t - \partial_{x_k} S_t}{(x_i - x_k)^2},
\]
(5.11)

We can plug in (5.11) the Ansatz 4.3, $\partial_{x_k} S_t = g_t(x_k; \mu, t) + E_t^{(k)}$,
\[
-\partial_t (g_t(x_k; \mu, t) + E_t^{(k)})
= \frac{1}{2n} \Delta (g_t(x_k; \mu, t) + E_t^{(k)}) + \sum_{i=1}^n \left( \partial_{x_i} S_t + \frac{1}{n} \sum_{j:j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} (g_t(x_k; \mu, t) + E_t^{(k)})
+ \frac{1}{n} \sum_{i:i \neq k} \frac{(g_t(x_i; \mu, t) + E_t^{(i)}) - (g_t(x_k; \mu, t) + E_t^{(k)})}{(x_i - x_k)^2},
\]
which can be written as
\[
-\partial_t E_t^{(k)} = \frac{1}{2n} \Delta E_t^{(k)} + \sum_{i=1}^n \left( \partial_{x_i} S_t + \frac{1}{n} \sum_{j:j \neq i} \frac{1}{x_i - x_j} \right) \partial_{x_i} E_t^{(k)} + \frac{1}{n} \sum_{i:i \neq k} \frac{E_t^{(i)} - E_t^{(k)}}{(x_i - x_k)^2} + L_t^{(k)},
\]
(5.12)

where
\[
L_t^{(k)} = \partial_t g_t(x_k; \mu, t) + \frac{1}{2n} \Delta (g_t(x_k; \mu, t)) + \left( g_t(x_k; \mu, t) + E_t^{(k)} + \frac{1}{n} \sum_{j:j \neq k} \frac{1}{x_k - x_j} \right) \partial_{x_k} g_t(x_k; \mu, t)
+ \sum_{i=1}^n \left( g_t(x_i; \mu, t) + E_t^{(i)} + \frac{1}{n} \sum_{j:j \neq i} \frac{1}{x_i - x_j} \right) \frac{1}{n} \partial_{x_i} \delta g_t(x_k; \mu, t)
+ \frac{1}{n} \sum_{i:i \neq k} \frac{g_t(x_i; \mu, t) - g_t(x_k; \mu, t)}{(x_i - x_k)^2}.
\]
(5.13)

The equation (5.12) gives (5.1). In the following we will use (5.14) to simplify the expression (5.13) of $L_t^{(k)}$. We recall that $\mu = (1/n) \sum_{i=1}^n \delta_{x_i}$, the Laplacian term in (5.13) can be written as
\[
\frac{1}{2n^2} \partial_{x_k} g_t(x_k; \mu, t) = \frac{1}{2n} \partial_{x_k} (\partial_{x_k} g_t(x_k; \mu, t)) + \sum_{i=1}^n \frac{1}{2n^2} \partial_{x_i} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu}
= \frac{1}{2n^2} \partial_{x_k} g_t(x_k; \mu, t) + \frac{1}{2n^2} \partial_{x_k} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu} + \sum_{i=1}^n \frac{1}{2n^2} \partial_{x_i} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu}(5.14)
\]
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It follows from plugging (5.14) into (5.13), and taking difference with (5.10) for \( z(Z) = x_k \), we obtain

\[
\mathcal{L}_t^{(k)} = \partial_{x_k} g_t(x_k; \mu, t) \mathcal{E}_t^{(k)} + \frac{1}{n} \sum_{i=1}^{n} \partial_{x_i} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu} \mathcal{E}_t^{(i)} + \frac{1}{2n^2} \partial_{x_k} \frac{\delta^2 g_t(x_k; \mu, t)}{\delta \mu} + \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2n^3} \partial_{x_k} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu}.
\]

This finishes Proposition 5.1.

5.2 Solve the Correction Term

The partial differential equations (5.1) of the correction terms \( \mathcal{E}_t^{(k)} \) can be solved by using Feynman-Kac formula. We recall the random walk corresponding to the weighted nonintersecting Brownian bridges from (4.23)

\[
dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \sum_{j:j \neq i} \frac{dt}{x_i(t) - x_j(t)} + (g_t(x_i(t); \mu, t) + \mathcal{E}_t^{(i)}(x_1(t), x_2(t), \cdots, x_n(t))) dt,
\]

for \( 1 \leq i \leq n \). We can use (5.15) to write down the stochastic differential equation of \( \mathcal{E}_t^{(k)}(x(t)) = \mathcal{E}_t^{(k)}(x_1(t), x_2(t), \cdots, x_n(t)) \),

\[
d\mathcal{E}_t^{(k)}(x(t)) = d\mathcal{M}_t^{(k)} - \frac{1}{n} \sum_{i=1}^{n} \frac{\mathcal{E}_t^{(i)}(x(t)) - \mathcal{E}_t^{(k)}(x(t))}{(x_i(t) - x_k(t))^2} \partial_{x_k} g_t(x_k; \mu_t, t) \mathcal{E}_t^{(k)}(x(t)) + \frac{1}{2n^2} \partial_{x_k} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu} - \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2n^3} \partial_{x_k} \frac{\delta g_t(x_k; \mu, t)}{\delta \mu}.
\]

where \( \mu_t = (1/n) \sum_{i=1}^{n} \delta x_i(t) \), and \( d\mathcal{M}_t^{(k)} \) is the martingale

\[
d\mathcal{M}_t^{(k)} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \partial_{x_k} \mathcal{E}_t^{(k)}(x(t)) dB_i(t).
\]

In this section we solve for the correction terms \( \mathcal{E}_t^{(k)} \), and show they are of order \( O(1/n^2) \).

Proposition 5.2. Under Assumptions 3.1 and 3.2, the correction terms \( \mathcal{E}_t^{(k)}(x) \) as defined in Ansatz 4.3 satisfies

\[
\left| \mathcal{E}_t^{(k)}(x) \right| \lesssim \frac{1}{n^2}.
\]

To solve (5.16), we define the following operator, for \( \mathbf{v} = (v_1, v_2, \cdots, v_n) \)\top

\[
(\mathcal{B}(t) \mathbf{v})_k = - \sum_{i:i \neq k} \frac{1}{n} \frac{v_i - v_k}{(x_i(t) - x_k(t))^2} \partial_{x_k} g_t(x_k; \mu_t, t) v_k - \frac{1}{n} \sum_{i=1}^{n} \partial_{x_i} \frac{\delta g_t(x_k(t); \mu_t, t)}{\delta \mu} v_i.
\]
and the generator $U(s, t)$ for $s \leq t$, with $U(s, s) = I$ and
\[
\partial_t U(s, t) = -U(s, t)B(t).
\]

Then we can rewrite (5.16) as
\[
d(U(s, t)(E_t(x(t)))) = U(s, t)dM_t - U(s, t)R_t(x(t))dt, \tag{5.18}
\]
where $E_t = (E_t^{(1)}, E_t^{(2)}, \ldots, E_t^{(n)})^\top$, $dM_t = (dM_t^{(1)}, dM_t^{(2)}, \ldots, dM_t^{(n)})^\top$, and $R_t = (R_t^{(1)}, R_t^{(2)}, \ldots, R_t^{(n)})^\top$ is the vector
\[
R_t^{(k)}(x(t)) = -\frac{1}{2n^2} \partial_{x_k} \frac{\delta \partial_{x_k} g_t(x_k(t); \mu, t)}{\delta \mu} - \sum_{i=1}^n 1 \frac{\delta \partial_{x_i} \delta g_t(x_k(t); \mu, t)}{\delta \mu}.
\]

By taking expectation on both sides of (5.18) and integrate it from time $t = s$ to $t = 1$, and condition on that $x(s) = x$ we obtain
\[
E_s(x) = E\left[ \int_s^1 U(s, t)R_t(x(t))dt \bigg| x(s) = x \right]. \tag{5.19}
\]
Since $(U(s, t)R_t)_i = (U(s, t)^\top e_i, R_t)_i$. We can use duality to understand the operator $U(s, t)$, and compute $U(s, t)^\top e_i$. In other words, we need to analyze the evolution:
\[
v(t) = U(s, t)^\top e_i, \quad \partial_t v(t) = -B(t)v(t), \tag{5.20}
\]
where $v(t) = (v_1(t), v_2(t), \ldots, v_n(t))$ and $v(s) = e_i$. Then we can write the integrand in (5.19) as
\[
(U(s, t)R_t(x(t)))_i = (U(s, t)^\top e_i, R_t(x(t))) = (v(t), R_t(x(t))) = \sum_{i=1}^n v_i(t)R_t^{(i)}(x(t)). \tag{5.21}
\]

In the following we study the evolution (5.20) and obtain an upper bound for the $L_1$ norm of $v(t)$.

**Proposition 5.3.** Fix time $0 \leq s \leq 1$ and assume the assumptions in Proposition 5.2. $v(t)$ as defined in (5.20) satisfies the following $L_1$ norm bound: for $s \leq t \leq 1$,
\[
\|v(t)\|_1 = \sum_{i=1}^n |v_i(t)| \leq C(t-s),
\]
for some universal constant $C > 0$.

The estimate Proposition 5.2 of the correction terms $E_t^{(k)}$ follow easily from Claim 5.3.

**Proof of Proposition 5.2.** We recall from (5.19) follow easily from Claim 5.3.
\[
E_s^{(i)}(x) = E\left[ \int_s^1 (U(s, t)R_t(x(t)))_i dt \bigg| x(s) = x \right]. \tag{5.22}
\]
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As in (5.21), \((U(s,t)R_i(x(t)))_i\) can be rewritten in terms of \(v(t)\) as defined in (5.20). Proposition 3.9 gives that \(|R_i^{(i)}| \lesssim 1/n^2\) for any \(1 \leq i \leq n\). It follows from combining with Claim 5.3

\[
|\langle U(s,t)R_i(x(t)))_i\rangle| = \left| \sum_{i=1}^n v_i(t)R_i^{(i)}(x(t)) \right| \leq \|v(t)\|_1 \max_{1 \leq i \leq n} \left| R_i^{(i)}(x(t)) \right| \lesssim \frac{e^{c(t-s)}}{n^2}. \tag{5.23}
\]

By plugging (5.23) into (5.22),

\[
\left| \mathcal{E}^{(i)}(x) \right| \lesssim \frac{1}{n^2}.
\]

This finishes the proof of Proposition 5.2. \(\square\)

**Proof of Proposition 5.3.** For any time \(s \leq t \leq 1\), we denote the index sets:

\[
I^+_t = \{1 \leq i \leq n : v_i(t) \geq 0\}, \quad I^-_t = \{1 \leq i \leq n : v_i(t) < 0\}.
\]

Then the \(L_1\) norm of \(v(t)\) is simply \(\|v(t)\|_1 = \sum_{k \in I^+_t} v_k(t) - \sum_{k \in I^-_t} v_k(t)\). We can write down the evolution of \(\sum_{k \in I^+_t} v_k(t)\) and \(\sum_{k \in I^-_t} v_k(t)\) separately. Using the definition (5.17) of the operator \(\mathcal{B}(t)\)

\[
\partial_t \left( \sum_{k \in I^+_t} v_i(t) \right) = \sum_{k \in I^+_t, i \in I^-_t} \frac{v_i - v_k}{n(x_i(t) - x_k(t))^2} + \sum_{k \in I^+_t} \left( \partial_{x_i} \delta g_t(x_k(t); \mu_t, t) v_k + \frac{1}{n \sum_{i=1}^n \partial_{x_i} \delta g_t(x_k(t); \mu_t, t)} v_i \right).
\]

We notice that the first term is non-positive, and from Proposition 3.9, the derivatives of \(g_t\) are bounded by \(O(1)\),

\[
\partial_t \left( \sum_{k \in I^+_t} v_i(t) \right) \leq \mathcal{C} \|v(t)\|_1. \tag{5.24}
\]

We have a similar upper bound for the sum \(- \sum_{k \in I^-_t} v_k(t)\),

\[
\partial_t \left( - \sum_{k \in I^-_t} v_i(t) \right) \leq \mathcal{C} \|v(t)\|_1. \tag{5.25}
\]

The two estimates (5.24) and (5.25) together imply

\[
\partial_t \|v(t)\|_1 = \partial_t \left( \sum_{k \in I^+_t} v_i(t) - \sum_{k \in I^-_t} v_i(t) \right) \leq \mathcal{C} \|v(t)\|_1. \tag{5.26}
\]

At time \(t = s\) we have \(\|v(s)\|_1 = \|e_i\|_1 = 1\). Therefore, (5.26) implies an upper bound for \(\|v(t)\|_1\)

\[
\|v(t)\|_1 \leq e^{c(t-s)}.
\]

\(\square\)
6 Optimal Particle Rigidity

In this section, we show that the particle locations of the weighted nonintersecting Brownian bridge (4.8) are close to their classical locations.

We denote the minimizer of the variational problem (3.9) as \( \{(\rho^*_t(\cdot), u^*_t(\cdot))\}_{0 \leq t \leq 1} \). From the discussion after Assumption 3.1, we know that after restricting on the time interval \([0, 1]\), \( \{(\rho^*_t(\cdot), u^*_t(\cdot))\}_{0 \leq t \leq 1} \) is the minimizer of (2.4). We recall \( f_t \) from (3.2). In the notation of Section 3.2, we have \( f_t(x) = f_t(x; \mu_A, 0) \).

There is a Riemann surface \( \mathcal{C}_t \) associated with the variational problem, which can be identified with two copies of the region \( \Omega \) gluing along its left and right boundaries

\[
\pi_{Q^t} : (x, s) \in \Omega = \{(x, t) \in \mathbb{R} \times (0, 1 + \tau) : \rho^*_t(x) > 0\} \mapsto (f_t(x), x - (s - t)f_t(x)) \in \mathcal{C}_t.
\]

(6.1)

\( f_t \) can be extended to a meromorphic function over \( \mathcal{C}_t \) and it satisfies the complex Burger’s equation from (3.13)

\[
\partial_t f_t(Z) + \partial_x f_t(Z)f_t(Z) = 0, \quad Z = (f, z) \in \mathcal{C}_t.
\]

(6.2)

The complex Burger’s equation can be solved using the characteristic flow (3.7): for any \( Z = (f, z) \in \mathcal{C}_0 \), let

\[
Z_t(Z) = (f, z + tf) \in \mathcal{C}_t, \quad z_t(Z) = z + tf.
\]

(6.3)

Then \( f_t(Z_t(Z)) = f \). Similar to (3.28), the cycles \( \{(f_t(x), x) : (x, t) \in \Omega \} \cup \{(f_t(x), x) : (x, t) \in \Omega \} \) cut \( \mathcal{C}_t \) into two parts \( \mathcal{C}^+_t = \mathcal{C}^+_t(0, \tau) \) and \( \mathcal{C}^-_t = \mathcal{C}^-_t(0, \tau) \). If we denote

\[
g_t(Z) = g_t(Z; \mu_A, 0) = f_t(Z) - m_t(z), \quad z = z(Z), \quad Z \in \mathcal{C}^+_t,
\]

(6.4)

then it can be glued to an analytic function in a neighborhood the cut. Then (3.32) gives

\[
\partial_t m_t(z) = -\partial_z m_t(z)m_t(z) + \int \frac{g_t(x)}{(z - x)^2}\rho_t^*(x)dx,
\]

(6.5)

and (3.34) gives

\[
\partial_t g_t(Z) + g_t(Z)\partial_z g_t(Z) + \int \frac{g_t(x) - g_t(Z) - (x - z)\partial_z g_t(Z)}{(z - x)^2}\rho_t^*(x)dx = 0.
\]

(6.6)

We denote the Stieltjes transform of the empirical particle density of the weighted nonintersecting Brownian bridge starting from \( \mu_{A_n} \) and the minimizer of the variational problem (3.9) as

\[
\tilde{m}_t(z) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{z - x_i(t)}, \quad m_t(z) = \int \frac{\rho^*_t(x)}{z - x} dx, \quad 0 \leq t \leq 1.
\]

With these notations, we can restate Assumption 3.3 as \( |\tilde{m}_0(z) - m_0(z)| \lesssim (\log n)^{\eta}/n \).

**Remark 6.1.** Assumption 3.3 is necessary for the optimal rigidity estimates. We will see from our proof, the error for the Stieltjes transform on the region away from the support of \( \mu_A \) propagates. In other words, if \( |\tilde{m}_0(z) - m_0(z)| \) is large, we do not expect that \( |\tilde{m}_t(z) - m_t(z)| \) will be small for \( 0 \leq t \leq 1. \)
In this section we prove the following optimal particle rigidity estimates.

**Theorem 6.2.** Under Assumptions 3.1, 3.2 and 3.3, for any small time \( t > 0 \), the following holds for the particle locations of the weighted nonintersecting Brownian bridges (4.8) starting from \( \mu_{A_n} \). With high probability, for any time \( t \leq 1 \) we have

1. We denote \( \gamma_i(t) \) the \( 1/n \)-quantiles of the density \( \rho_t^* \), i.e.
   \[
   \frac{i + 1/2}{n} = \int_{-\infty}^{\gamma_i(t)} \rho_t^*(x)dx, \quad 1 \leq i \leq n, \tag{6.7}
   \]
   then uniformly for \( 1 \leq i \leq n \), the locations of \( x_i(t) \) are close to their corresponding quantiles
   \[
   \gamma_{i-(\log n)^{O(1)}}(t) \leq x_i(t) \leq \gamma_{i+(\log n)^{O(1)}}(t). \tag{6.8}
   \]

2. If \( \rho_t^* \) is supported on \([a(t), b(t)]\), then the particles close to the left and right boundary points of \( \text{supp}(\rho_t^*) \) satisfies
   \[
   x_1(t) \geq a(t) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad x_n(t) \leq b(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}. \tag{6.9}
   \]

**Remark 6.3.** The support of \( \rho_t^* \) may consist of several intervals \([a_1(t), b_1(t)]\cup[a_2(t), b_2(t)]\cup\cdots\cup[a_r(t), b_r(t)]\). The argument of (6.9) can be extended to give optimal rigidity estimates for particles close to those inner endpoints, i.e. when \( a_{k+1}(t) - b_k(t) \gtrsim 1 \), we expect that
   \[
   x_i(t) \leq b_k(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad x_{i+1}(t) \geq a_{k+1}(t) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad i = n \int_{-\infty}^{b_k(t)} \rho_t^*(x)dx.
   \]

Theorem 6.2 follows from estimates of the Stieltjes transform of the empirical particle density. It follows from [32, Corollary 3.2] that (6.8) is equivalent to the following estimates of the Stieltjes transform of the empirical particle density.

**Proposition 6.4.** Under the assumptions of Theorem 6.2, with high probability, the Stieltjes transform of the weighted nonintersecting Brownian bridges (4.8) satisfies the following estimates: for any \( t \leq t \leq 1 \), with high probability we have

\[
|\tilde{m}_t(z) - m_t(z)| \lesssim \frac{(\log n)^{a+1}}{n \text{Im}[z]}, \tag{6.10}
\]

uniformly on \( \{z \in \mathbb{C} : \text{dist}(z, [a(t), b(t)]) \leq \text{Im}[m_t(z)] | \text{Im}[z] | \gtrsim (\log n)^{a+2}/n\} \).

The proof of Proposition 6.4 follows similar arguments as in [32, Theorem 3.1], and the proof of (6.9) follows from similar argument as in [1, Theorem 4.3] with two modifications. Firstly, the drift term in the random walk (4.13) corresponding to the weighted nonintersecting Brownian bridges (4.8) depends on time, however the drift terms in [1,32] do not depend on time. Secondly, the rigidity estimates in [1,32] are proven for short time \( t = o(1) \). Here we need to show the rigidity estimates up to time \( t = 1 \), which requires more careful analysis.
Using the Ansatz 4.3, we can rewrite the random walk (4.23) corresponding to the weighted nonintersecting Brownian bridges as

\[
\frac{dx_i(t)}{dt} = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \sum_{j \neq i} \frac{dt}{x_i(t) - x_j(t)} + (g_t(x_i(t); \mu_t, t) + \mathcal{E}_t^{(i)}(x_i(t), x_2(t), \cdots, x_n(t)))dt,
\]

for \(1 \leq i \leq n\), where

\[
\mu_t = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i(t)}, \quad \mu_0 = \mu_{A_n}.
\]

We denote the difference between the Stieltjes transforms \(\tilde{m}_t(z)\) and \(m_t(z)\) as

\[
\Delta_t(z) := \tilde{m}_t(z) - m_t(z) = \int \frac{1}{z-x} (d\mu_t - \rho^*_t(x)dx).
\]

To write down the stochastic differential equation of \(\Delta_t(z)\), we introduce the following quantity,

\[
\tilde{f}_t(Z) = \frac{1}{n} \sum_i \frac{1}{z-x_i(t)} + g_t(Z) = \int \tilde{m}_t(z) + g_t(Z), \quad Z = (f, z) \in \mathcal{C}_t.
\]

Using Itô’s formula, we can write down the stochastic differential equation for \(\tilde{f}_t(Z)\):

\[
d\tilde{f}_t(Z) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{dB_i(t)}{(z-x_i(t))^2} + \partial_x g_t(Z) dt + \frac{1}{n^2} \sum_{i=1}^{n} \frac{1}{(z-x_i(t))^2} \sum_{j=1}^{n} \frac{1}{z-x_j(t)} dt
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{g_t(x_i(t); \mu_t, t) + \mathcal{E}_t^{(i)}(x(t))}{(z-x_i(t))^2} dt.
\]

Then we can use (6.6), to rewrite the righthand side of (6.13) as

\[
d\tilde{f}_t(Z) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{dB_i(t)}{(z-x_i(t))^2} - \tilde{f}_t(Z) \partial_x \tilde{f}_t(Z) dt + \int \frac{g_t(x) - g_t(Z) - (x-z) \partial_z g_t(Z)}{(z-x)^2} (d\mu_t - \rho^*_t(x)dx) dt
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t))) + \mathcal{E}_t^{(i)}(x(t))}{(z-x_i(t))^2} dt.
\]

To solve for (6.14), we recall the characteristic flow (6.3): for any \(Z_0 = (f, z) \in \mathcal{C}_0\), then \(Z_t = (f, z + tf) \in \mathcal{C}_t\) and \(f_t(Z_0) = f\). We will use the notations \(z_t = z(Z_t) = z + tf\), and notice that

\[
\partial_t z_t = f = f_t(Z_t) = m_t(z_t) + g_t(Z_t).
\]

We plug \(Z = Z_t\) in (6.14), and use (6.15) to get

\[
d\tilde{f}_t(Z_t) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{dB_i(t)}{(z_t-x_i(t))^2} - \Delta_t(z_t) \partial_x \tilde{f}_t(Z_t) dt + \int \frac{g_t(x) - g_t(Z_t) - (x-z_t) \partial_z g_t(Z_t)}{(z_t-x)^2} (d\mu_t - \rho^*_t(x)dx) dt
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t))) + \mathcal{E}_t^{(i)}(x(t))}{(z_t-x_i(t))^2} dt.
\]
From our definition of the characteristic flow (6.3), \( f_t(Z_t) = f \), which is a constant. Thus we have \( \partial_t f_t(Z_t) = 0 \). In this way, we obtain a stochastic differential equation of \( \Delta_t \) by taking difference of (6.16) with \( \partial_t f_t(Z_t) = 0 \).

\[
d\Delta_t(z_t) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{dB_i(t)}{(z_t - x_i(t))^2} - \Delta_t(z_t)\partial_z f_t(Z_t)dt + \int \frac{g_t(x) - g_t(Z_t) - (x - z_t)\partial_z g_t(Z_t)}{(z_t - x)^2}(d\mu_t - \rho^*_t(x)dx)dt \\
+ \frac{1}{n} \sum_{i=1}^{n} \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t))) + \mathcal{E}^{(i)}_t(x)}{(z_t - x_i(t))^2} dt.
\]

(6.17)

We can integrate both sides of (6.17) from 0 to \( t \) and obtain

\[
\Delta_t(z_t) = \int_0^t d\mathcal{E}_1(s) + (-\Delta_s(z_s)\partial_z f_s(Z_s) + \mathcal{E}_2(s) + \mathcal{E}_3(s))ds,
\]

(6.18)

where the error terms are

\[
d\mathcal{E}_1(s) = \frac{1}{n\sqrt{n}} \sum_{i=1}^{n} \frac{dB_i(s)}{(z_s - x_i(s))^2},
\]

(6.19)

\[
\mathcal{E}_2(s) = \int \frac{g_t(x) - g_t(Z_t) - (x - z_t)\partial_z g_t(Z_t)}{(z_t - x)^2}(d\mu_t - \rho^*_t(x)dx),
\]

(6.20)

\[
\mathcal{E}_3(s) = \frac{1}{n} \sum_{i=1}^{n} \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t))) + \mathcal{E}^{(i)}_t(x)}{(z_t - x_i(t))^2}.
\]

(6.21)

We remark that \( \mathcal{E}_1, \mathcal{E}_2 \) and \( \mathcal{E}_3 \) implicitly depend on \( Z_0 = (f, z) \), the initial value of the flow \( Z_t \). The optimal rigidity estimates will eventually follow from an application of the Grönwall’s inequality to (6.18).

We take a small time \( 0 < t_0 \leq 1 \), after time \( t_0 \), the measure \( \rho^*_t \) has square root behavior as in (3.6). It is straightforward to show the following asymptotics of the Stieltjes transform of \( \rho^*_t \).

**Proposition 6.5.** Under the assumptions of Theorem (6.2), for any \( t_0 \leq t \leq 1 \) the measure \( \rho^*_t \) has square root behavior in the following sense: in a small neighborhood of the left edge \( a(t) \) of \( \rho^*_t \), its Stieltjes transform \( m_t(z) \) satisfies

\[
\text{Im}[m_t(a(t) - \kappa + i\eta)] \approx \begin{cases} \\
\eta/\sqrt{\kappa + \eta}, & \kappa > 0, \\
\sqrt{|\kappa| + \eta}, & \kappa \leq 0.
\end{cases}
\]

(6.22)

The same statement holds right edge of \( \rho^*_t \).

We decompose the proof of (6.9) and Proposition 6.4 into two parts. In the first part, Section 6.1, we show that for time \( 0 < t \leq t_0 \), the Stieltjes transform of the empirical particle density \( \mu_t \) satisfies the same estimate (3.10) as \( \mu_A \). In the second part, Section 6.2, we study the case \( t_0 \leq t \leq 1 \). For which, we need certain estimates of the characteristic flow, which comes from the square root behavior of the density \( \rho^*_t \) as in Proposition 6.5, and this holds only for time \( t_0 \leq t \leq 1 \).

We recall the domain \( \Omega = \{ (x, t) \in \mathbb{R} \times (0, 1 + \tau) : \rho^*_t(x) > 0 \} \), and use the map \( \pi_{Q'} \) from (6.1), \( C_0 \) can be identified with two copies of \( \Omega \) gluing together, and \( C^+_t \) can be identified with two copies of \( \Omega \cap \mathbb{R} \times [t, 1 + \tau] \)
gluing together. For any $0 \leq r \leq 1 + \tau$, we define the spectral domain

$$D_0(r) := \{(f, z) \in \mathcal{C}_0 : Z_s(f, z) \in \mathcal{C}_s^+, 0 \leq s \leq r\} \subset \mathcal{C}_0.$$ 

They correspond to points in $\{(x, s) \in \Omega : r \leq s \leq 1 + \tau\}$. More generally for any $0 \leq t \leq 1$ and $0 \leq r \leq 1 + \tau - t$, we define

$$D_t(r) = \{Z_i(f, z) \in \mathcal{C}_i^+ : Z_{i+s}(f, z) \in \mathcal{C}_{i+s}^+, 0 \leq s \leq r\} = Z_i(D_0(r + t)) \subset \mathcal{C}_i.$$ 

They correspond to points in $\{(x, s) \in \Omega : t + r \leq 1 + \tau\}$, as in figure 3.

The bottom boundary of $D_t(r)$ inside $\mathcal{C}_i^+$ is a curve, we denote it by $\mathcal{C}_i(r)$, and its projection on the $z$-plane as $z(\mathcal{C}_i(r))$. Then $z(\mathcal{C}_i(r))$ encloses $\text{supp}(\rho_i^*)$. Explicitly it is given

$$z(\mathcal{C}_i(r)) = \{z = x - rf_{i+r}(x) : (x, t + r) \in \Omega\}.$$ 

(6.24)

Thanks to Proposition 3.8, a neighborhood of $\text{supp}(\rho_i^*)$ is a bijection with its preimage under the projection map $(f_i(Z), z) \in \mathcal{C}_i^+ \mapsto z \in \mathbb{C}$, i.e. for any $w$ in a neighborhood of $\text{supp}(\rho_i^*)$, the cardinality of $z^{-1}(w)$ is one. We can take $\tau > 0$ small enough, such that for any $0 \leq t \leq 1$, $z(C_i^+ \setminus D_t(\tau))$ is inside such neighborhood of $\text{supp}(\rho_i^*)$. Then the projections $z(D_t(\tau)), z(C_i^+ \setminus D_t(\tau))$ do not intersect with each other, $z(D_t(\tau)) \cap z(C_i^+ \setminus D_t(\tau)) = \emptyset$.

We define the following lattice on the domain $D_0(\tau)$,

$$\mathcal{L} := \{z^{-1}(E + i\eta) \in D_0(\tau) : E \in \mathbb{Z}/n^2, \eta \in \mathbb{Z}/n^2\}.$$ 

(6.25)

It is easy to see from the characteristic flow (6.3), the image of the lattice $\mathcal{L}$ also gives a $1/n^2$ mesh of $Z_i(D_0(\tau))$ after projected to the $z$-plane.

**Proposition 6.6.** For any $0 \leq t \leq 1$ and $W \in Z_i(D_0(\tau))$, there exists some lattice point $Z \in \mathcal{L}$ as in (6.25), such that

$$|z_i(Z) - z(W)| \lesssim 1/n^2.$$

where the implicit constant depends on $\mu_A$.  
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By symmetry, in the rest of this section, we restrict ourselves in the subdomain that \( \{ Z \in \mathcal{C}_0 : \text{Im}[z(Z)] \geq 0 \} \). In this case we have \( \text{Im}[f_0(Z)] \leq 0 \), and for any \( t \geq 0 \) such that \( Z_t(Z) \in \mathcal{C}_t^+ \), \( z_t(Z) \) remains nonnegative, i.e. \( \text{Im}[z_t(Z)] \geq 0 \). The estimates for \( \{ Z \in \mathcal{C}_0 : \text{Im}[z(Z)] \leq 0 \} \) follows by symmetry.

### 6.1 Short time estimates

**Proposition 6.7.** Under the assumptions of Theorem 6.2, with high probability, the Stieltjes transform of the weighted nonintersecting Brownian bridge (4.8) satisfies the following estimates: for any \( 0 < t \leq t_0 \)

\[
\{ x_1(t), x_2(t), \ldots, x_n(t) \} \in \cup_k [a_k - \mathcal{C}\sqrt{t} - o(1), b_k + \mathcal{C}\sqrt{t} + o(1)],
\]

where \( \mu_{\text{A}_n} \) is supported on \( \cup_k [a_k - o(1), b_k + o(1)] \). As a consequence, \( \text{supp} \mu_t \) is contained in a \( \mathcal{C}\sqrt{t} + o(1) \) neighborhood of \( \text{supp} \rho_t \).

We will need the following monotonicity statement for nonintersecting Brownian bridges, which follows directly from [17, Lemmas 2.6 and 2.7].

**Theorem 6.8** ([17, Lemmas 2.6 and 2.7]). Given two pairs of boundary data \( (a_1 \leq a_2 \leq \cdots \leq a_n) \), \( (b_1 \leq b_2 \leq \cdots \leq b_n) \), \( (a'_1 \leq a'_2 \leq \cdots \leq a'_n) \) and \( (b'_1 \leq b'_2 \leq \cdots \leq b'_n) \). We consider nonintersecting Brownian bridges from \( (a_1, a_2, \ldots, a_n) \) and \( (a'_1, a'_2, \ldots, a'_n) \) to \( (b_1, b_2, \ldots, b_n) \) and \( (b'_1, b'_2, \ldots, b'_n) \): \( x_1(t) \leq x_2(t) \cdots \leq x_n(t) \) and \( x'_1(t) \leq x'_2(t) \cdots \leq x'_n(t) \). If \( a_i \geq a'_i \) and \( b_i \geq b'_i \) for all \( 1 \leq i \leq n \), then there exists a coupling, such that at any time \( 0 \leq t \leq 1 \), \( x_i(t) \geq x'_i(t) \) for all \( 1 \leq i \leq n \).

**Proof of Proposition 6.7.** For weighted nonintersecting Brownian bridges (4.8) with boundary data \( (a_1 \leq a_2 \leq \cdots \leq a_n) \) and \( (b_1 \leq b_2 \leq \cdots \leq b_n) \), and \( \mu_{\text{A}_n} \) is supported on \( \cup_k [a_k - o(1), b_k + o(1)] \). We can take \( a'_1 = a'_2 = \cdots = a'_n = a_1 = a_1 - o(1) \leq a_1 \), and \( b'_1 = b'_2 = \cdots = b'_n = b_1 \). Then the nonintersecting Brownian bridges \( x'_1(t) \leq x'_2(t) \cdots \leq x'_n(t) \) is the well-understood Brownian watermelon (after an affine shift), and we have that with high probability \( x'_1(t) \geq a_0 - \mathcal{C}\sqrt{t} + o(1) \). Then Theorem 6.8 implies that \( x_1(t) \geq x'_1(t) \geq a_0 - \mathcal{C}\sqrt{t} + o(1) \). By the same argument we can show that

\[
x_i(t) \leq b_k + \mathcal{C}\sqrt{t} + o(1), \quad x_{i+1}(t) \leq a_{k+1} - \mathcal{C}\sqrt{t} + o(1), \quad i = n \int_{-\infty}^{b_k + o(1)} \text{d}\mu_{\text{A}_n},
\]

and the claim 6.26 follows.

**Proposition 6.9.** Under the assumptions of Theorem 6.2, with high probability, the Stieltjes transform of the weighted nonintersecting Brownian bridge (4.8) satisfies the following estimates: for any \( 0 \leq t \leq t_0 \), and any \( z \in \mathbb{C}_+ \) outside the contour \( z(\mathcal{C}_t(v)) \) as defined in (6.24), it holds for \( z = z(Z) \)

\[
|\tilde{m}_t(z) - m_t(z)| \leq \frac{(\log n)^a}{n}.
\]

We define the stopping time

\[
\sigma := \inf_{t \geq 0} \left\{ \exists W \in \mathcal{D}_t(v) : w = Z(W), |\Delta_t(w)| \geq \frac{\mathcal{M}(t)}{n} \right\} \land t_0,
\]

\[
\mathcal{M}(t) := \mathcal{C}e^{\mathcal{C}t}(\log n)^a,
\]
for some sufficiently large \( C \), which we will choose later. We will prove that with high probability it holds that \( \sigma = t_0 \). Then this implies that Proposition 6.9 holds for \( z \in \mathcal{D}_I(t) \). For \( z \not\in \mathcal{D}_I(t) \) and outside the contour \( z(\mathcal{E}_i(t)) \), the estimate of the Stieltjes transform follows from a contour integral

\[
|\tilde{m}_t(z) - m_t(z)| = \left| \frac{1}{2\pi i} \int_{z(\mathcal{E}_i(t))} \frac{\tilde{m}_t(w) - m_t(w)}{z - w} \, dw \right| \lesssim \frac{(\log n)^a}{n}, \tag{6.29}
\]

For any \( Z \in \mathcal{L} \) as in (6.25), we define \( t(Z) \) to be the earliest time such that \( Z_t(Z) \) no longer belongs to \( \mathcal{D}_I(t) \) up to \( t_0 \),

\[
t(Z) := \sup_{s \geq 0} \{ Z_t(Z) \in \mathcal{D}_I(t) \} \wedge t_0. \tag{6.30}
\]

** Claim 6.10. ** Under the assumptions of Theorem 6.2. There exists an event \( W \) that holds with high probability on which we have for every \( Z \in \mathcal{L} \) as in (6.25) and \( 0 \leq t \leq t(Z) \wedge \sigma \),

\[
\left| \int_0^t d\mathcal{E}_2(s) \right| \sim \frac{\log n}{n}. \tag{6.31}
\]

**Proof.** We have for any \( 0 \leq t \leq t(Z) \wedge \sigma \), Proposition 6.7 implies that

\[
\{ x_1(t), x_2(t), \ldots, x_n(t) \} \in \bigcup_{k} [a_k - \mathcal{C}\sqrt{t} - o(1), b_k + \mathcal{C}\sqrt{t} + o(1)], \tag{6.32}
\]

which is a small neighborhood of \( \text{supp}(\mu_A) \). By taking \( t_0 \) sufficiently small and \( n \) large enough, we can make sure that the righthand side of (6.32) is distance \( O(1) \) away from the contour \( z(\mathcal{E}_i(t)) \). By the definition of \( t(Z) \) as in (6.30), we have that \( Z_s(Z) \in \mathcal{D}_s(t) \) for \( 0 \leq s \leq t(Z) \wedge \sigma \). Especially \( z_s(Z) \) is outside the contour \( z(\mathcal{E}_i(t)) \). We conclude that

\[
\text{dist}(z_s, \{ x_1(s), x_2(s), \ldots, x_n(s) \}) \geq 1, \quad z_s = z_s(Z) \tag{6.33}
\]

Then it follows that

\[
\left\langle \frac{1}{n^{3/2}} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{dB_i(s)}{(x_i(s) - z_s)^2} \right\rangle = \frac{1}{n^3} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{ds}{|x_i(s) - z_s|^4} \lesssim \frac{1}{n^2},
\]

where we used (6.33). Therefore, by Burkholder-Davis-Gundy inequality, for any \( Z \in \mathcal{L} \), the following holds with high probability, i.e., \( 1 - n^{-\mathcal{C}} \),

\[
\sup_{0 \leq t \leq t(Z)} \left| \frac{1}{n^{3/2}} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{dB_i(s)}{(x_i(s) - z_s)^2} \right| \lesssim \frac{\log n}{n}. \tag{6.34}
\]

We define \( W \) to be the set of Brownian paths \( \{ B_1(s), \ldots, B_n(s) \}_{0 \leq s \leq t_0} \) on which (6.34) holds for any \( Z \in \mathcal{L} \). From the discussion above, \( W \) holds with overwhelming probability, i.e., \( \mathbb{P}(W) \geq 1 - O(\mathcal{L}n^{-\mathcal{C}}) \). This finishes the proof of Claim 6.10.

We now bound the second term of (6.19).
Claim 6.11. Under the assumptions of Theorem (6.2), for any \( Z \in \mathcal{L} \) and \( 0 \leq t \leq t(Z) \land \sigma \) as in (6.30), we have

\[
\int \frac{g_t(x) - g_t(Z_t) - (x - z_t)\partial_z g_t(Z_t)}{(z_t - x)^2} \, d\mu_t - \rho_t^*(x) \, dx \lesssim \frac{\Re(t)}{n},
\]

(6.35)

where the implicit constant is independent of \( \Re(t) \).

Proof. We recall from (6.4), \( g_t(Z) \) can be glued to an analytic function in a neighborhood of the bottom of \( C_t^+ \), i.e. in a neighborhood of \( \pi_{Q_t}(\{(x, t) : x \in \operatorname{supp}(\rho_t^*)\}) \) and its complex conjugate. The integrand can also be extended to a meromorphic function on \( C_t^+ \):

\[
g_t(W) - g_t(Z_t) - (z(W) - z_t)\partial_z g_t(Z_t) \quad \text{for any } z(W) \in C_t^+.
\]

(6.36)

It only has poles at \( \{W \in C_t^+ : W \neq Z_t, z(W) = z_t\} \). By our choice of \( D_t(t) \), \( z(C_t^+ \setminus D_t(t)) \) is a bijection with its preimage under the projection map \( z : C_t^+ \to \mathbb{C} \). So the poles of (6.36) are in \( D_t(t) \). Then we can take the contour \( C_t(t) \), whose projection on the \( z \)-plane encloses \( \operatorname{supp} \mu_t, \operatorname{supp} \rho_t^* \). We can rewrite (6.35) as a contour integral,

\[
\frac{1}{2\pi i} \oint_{C_t(t)} \frac{g_t(W) - g_t(Z_t) - (w - z_t)\partial_z g_t(Z_t)}{(z_t - w)^2} (\tilde{\nu}_t(w) - \nu_t(w)) \, dW, \quad w = z(W).
\]

On the contour \( C_t(t) \), the integrand (6.36) is of order \( O(1) \), and our definition of the stopping time (6.28) implies that \( |\tilde{\nu}_t(w) - \nu_t(w)| \leq \Re(t)/n \). It follows that \[
\left| \frac{1}{2\pi i} \oint_{C_t(t)} \frac{g_t(W) - g_t(Z_t) - (w - z_t)\partial_z g_t(Z_t)}{(z_t - w)^2} (\tilde{\nu}_t(w) - \nu_t(w)) \, dW \right| \lesssim \oint_{D_t(t)} \frac{\Re(t)}{n} \, |dW| \lesssim \frac{\Re(t)}{n}.
\]

The claim (6.35) follows. \( \Box \)

Claim 6.12. Under the assumptions of Theorem (6.2), for any \( Z \in \mathcal{L} \) and \( 0 \leq t \leq t(Z) \land \sigma \) as in (6.30), we have

\[
|g_t(x_i(t); \mu_t, t) - g_t(x_i(t))| \lesssim \frac{\Re(t)}{n}
\]

(6.37)

and it follows that

\[
\left| \frac{1}{n} \sum_{i=1}^{n} \frac{g_t(x_i(t); \mu_t, t) - g_t(x_i(t)) + c^i_t(x(t))}{(z_t - x_i(t))^2} \right| \lesssim \frac{\Re(t) |\text{Im}[\tilde{\nu}_t(z_i)]|}{n \text{Im}[z_t]},
\]

(6.38)

where the implicit constant is independent of \( \Re(t) \). When \( \text{dist}(z_t, \{x_1(t), x_2(t), \ldots, x_n(t)\}) \gtrsim 1 \), the right-hand side of (6.38) simplifies to \( O(\Re(t)/n) \).

Proof. To estimate (6.37) we interpolate the probability measures \( d\mu_t \) and \( \rho_t^*(x) \, dx \)

\[
d\rho_t^\theta = \theta d\mu_t + (1 - \theta) \rho_t^*(x) \, dx, \quad 0 \leq \theta \leq 1,
\]

and write

\[
g_t(x; \mu_t, t) - g_t(x) = \int_0^1 \partial_{\theta} g_t(x; \mu_t^\theta, t) \, d\theta.
\]
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We recall that \( g_t(x; \mu_t^0, t) = f_t(x; \mu_t^0, t) - \int 1/(x-y) \mu_t^0(y) \). Using (3.6), we have
\[
g_t(x; \mu_t, t) - g_t(x) = \int_0^1 \int \left( Q_{\sigma(y), 0}(x; \mu_t^0, t) - \frac{1}{y-x} \right) (d\mu_t(y) - \rho_t^*(y)dy) d\theta,
\]
where \( \{X_\sigma(x) = (f_t(x; \mu^0, t), x)\}_{x \in \text{supp}(\sigma)} \). The integrand as a function of \( y \), can be extended to a meromorphic function on \( C_{t, \tau}^{\mu, t, +} \):
\[
Q_{W, Z_0}(x; \mu_t^0, t) - \frac{1}{z(W) - x}, \quad W \in C_{t, \tau}^{\mu, t, +}.
\]
More importantly, it glues to an analytic in a neighborhood of the bottom boundary of \( C_{t, \tau}^{\mu, t, +} \). We can take a contour \( S \) over \( C_{t, \tau}^{\mu, t, +} \), such that its projection encloses a neighborhood of \( \text{supp} \mu_t, \text{supp} \rho_t^* \), and is contained in \( z(D_1(\tau)) \), and rewrite (6.39) as a contour integral,
\[
\int_0^1 \frac{1}{2\pi i} \oint_S \left( Q_{W, Z_0}(x; \mu_t^0, t) - \frac{1}{z(W) - x} \right) (\tilde{m}_t(w) - m_t(w)) dW d\theta, \quad w = z(W).
\]
On the contour \( S \), the integrand (6.40) is of order \( O(1) \), and our definition of the stopping time (6.28) implies that \( |\tilde{m}_t(w) - m_t(w)| \leq \mathfrak{M}(t)/n \). It follows that
\[
\left| \frac{1}{n} \sum_{i=1}^n \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t)))) + \sigma_t^{(i)}(x(t)))}{(z_t - x_i(t))^2} \right| \leq \frac{1}{n} \sum_{i=1}^n \frac{n \mathfrak{M}(t)/n + 1/n^2}{|z_t - x_i(t)|^2} \leq \frac{\mathfrak{M}(t)}{n \Im[z_t]}.
\]
This gives the claim (6.38). When \( \text{dist}(z_t, \{x_1(t), x_2(t), \cdots, x_n(t)\}) \geq 1 \), the above simplifies to \( O(\mathfrak{M}(t)/n) \).

For (6.38), using Proposition 5.2 and (6.37),
\[
\left| \sum_{i=1}^n \frac{(g_t(x_i(t); \mu_t, t) - g_t(x_i(t)))) + \sigma_t^{(i)}(x(t)))}{(z_t - x_i(t))^2} \right| \leq \frac{1}{n} \sum_{i=1}^n \frac{\mathfrak{M}(t)/n + 1/n^2}{|z_t - x_i(t)|^2} \leq \frac{\mathfrak{M}(t)}{n \Im[z_t]}.
\]
We can now start analyzing (6.18). For any lattice point \( Z \in \mathcal{L} \) and \( 0 \leq t \leq t(Z) \) as in (6.30), by Claims 6.10, 6.11 and 6.12, we have
\[
|\Delta_{t, \sigma}(z_{t, \sigma})| \lesssim |\Delta_0(z_0)| + \int_0^{t \wedge \sigma} |\Delta_s(z_s)| |\partial_s f_s(Z_s)| ds + \frac{\log n}{n} + \int_0^{t \wedge \sigma} \frac{\mathfrak{M}(s)}{n} ds.
\]
Notice that for \( s \leq t \wedge \sigma \), we have \( |\partial_s f_s(Z_s)| \leq |\partial_s \tilde{m}_s(z_s)| + |\partial_s g_s(Z_s)| \lesssim 1 \). Assumption 3.3 implies that \( |\Delta_0(z_0)| \lesssim (\log n)^n/n \). We can simplify (6.41) as
\[
|\Delta_{t, \sigma}(z_{t, \sigma})| \lesssim \frac{(\log n)^n}{n} + \int_0^{t \wedge \sigma} \frac{\mathfrak{M}(s)}{n} ds.
\]
We recall from (6.28), that \( \mathcal{M}(t) = C e^{\varepsilon t}(\log n)^a \). We can further simplify the righthand side of (6.42) and conclude that on the event \( \mathcal{W} \),

\[
|\Delta_{t\wedge \sigma}(z_{t\wedge \sigma})| \leq \frac{(1 + e^{\varepsilon(t\wedge \sigma)})(\log n)^a}{n} \leq \frac{C e^{\varepsilon(t\wedge \sigma)}(\log n)^a}{2n},
\]

provided \( C \) is large enough. By Proposition 6.6, for any \( W \in \mathcal{D}_{t\wedge \sigma}(t) \) with \( w = z(W) \), there exists some \( Z \in \mathcal{L} \) such that \( z_{t\wedge \sigma}(Z) \in \mathcal{D}_{t\wedge \sigma}(t) \), and

\[
|z_{t\wedge \sigma}(Z) - z(W)| \leq 1/n^2.
\]

Moreover, on the domain \( z(\mathcal{D}_{t\wedge \sigma}(t)) \), both \( \tilde{m}_{t\wedge \sigma} \) and \( m_{t\wedge \sigma} \) are Lipschitz with Lipschitz constant \( O(1) \). Therefore

\[
\begin{align*}
&|\tilde{m}_{t\wedge \sigma}(w) - m_{t\wedge \sigma}(w)| \leq |\tilde{m}_{t\wedge \sigma}(z_{t\wedge \sigma}(Z)) - m_{t\wedge \sigma}(z_{t\wedge \sigma}(Z))| \\
&+ |\tilde{m}_{t\wedge \sigma}(w) - \tilde{m}_{t\wedge \sigma}(z_{t\wedge \sigma}(Z))| + |m_{t\wedge \sigma}(w) - m_{t\wedge \sigma}(z_{t\wedge \sigma}(Z))| \\
&\leq C e^{\varepsilon(t\wedge \sigma)}(\log n)^a \\
&+ O\left(\frac{1}{n^2}\right) \leq \frac{C e^{\varepsilon(t\wedge \sigma)}(\log n)^a}{2n}.
\end{align*}
\]

It follows that \( \sigma = t_0 \) and this completes the proof of Proposition 6.9.

### 6.2 Long time estimates

In this section, we prove Proposition 6.4 and (6.9). For them we need to understand the Stieltjes transform close to the spectrum. We define the following spectral domain as illustrated in Figure 4:

\[
\mathcal{D}_{t}^\text{bulk} = (\mathcal{D}_t(\max\{r + (t_0 - t)/2, 0\}) \setminus \mathcal{D}_t(2r)) \bigcap \{(f, z) \in \mathcal{C}_t^+ : \text{dist}(z, [a(t), b(t)])|\text{Im}[f]| \wedge |\text{Im}[z]| \geq (\log n)^{a+2}/n\}.
\]

The estimates of Stieltjes transform on \( \{(f, z) \in \mathcal{C}_t^+ : \text{dist}(z, [a(t), b(t)])|\text{Im}[f]| \wedge |\text{Im}[z]| \geq (\log n)^{a+2}/n\} \)

with \( \text{Re}[z] \notin [a(t), b(t)] \) give the information of particles inside the bulk, and with \( \text{Re}[z] \notin [a(t), b(t)] \) can be used to control the locations of extreme particles.

We recall the contours \( \mathcal{C}_t(r) \) as defined in (6.24), which are the bottom boundary curves of \( \mathcal{D}_t(r) \). For any \( Z = (f, z) \in \mathcal{C}_t^+, f = m_t(z) + g_t(Z) \) (by (6.4)). Since \( g_t(Z) \) is real for \( z \in \mathbb{R} \), we have |\text{Im}[g_t(Z)]| =
\(\text{O}(\text{Im}[z]) \lesssim |\text{Im}[m_t(z)]|\). Combining a contour integral similar to (6.29), the estimates on \(\mathcal{D}^s_t\) and \(\mathcal{D}_t(2r)\) give full information of the Stieltjes transform on

\[
\{ z \in \mathbb{C} : \text{dist}(z, [a(t), b(t)]) |\text{Im}[m_t(z)]| \wedge |\text{Im}[z]| \gtrsim (\log n)^{a+2}/n \},
\]

which is the domain in Proposition 6.4.

We recall from (6.24) that the curve \(z(\mathcal{C}_t(r))\) is characterized by \(\text{Im}[z] + r \text{Im}[f_t(z)] = 0\), where \((f_t(z), z) \in \mathcal{C}^+_t\). Proposition 6.5 implies that for \(t_0 \leq t \leq 1\), the density \(\rho_t^r\) has square root behavior. Thus \(f_t(z)\) has square root behavior in a small neighborhood of \(a(t)\),

\[
f_t(z) = f_t(a(t)) + \Omega(1) \sqrt{a(t) - z} + O(|z - a(t)|^{3/2})
\]

(6.44)

where the square root is the branch with nonpositive imaginary part. Therefore, for \(r \ll 1\), in a small neighborhood of \(a(t)\), if \(z = a(s) - \kappa + i\eta \in z(\mathcal{C}_t(r))\), solving \(\text{Im}[z] + r \text{Im}[f_t(z)] = 0\), we get that \(\kappa + \eta \asymp r^2 = o(1)\) for \(\kappa \gtrsim 0\), and \(\eta^2/(|\kappa| + \eta) \asymp r^2 = o(1)\) for \(\kappa \lesssim 0\).

For any \(Z \in \mathcal{L}\) as in (6.25), we define \(t(Z)\) such that \(Z_t(Z)\) no longer belong to \(\mathcal{D}_t^s\) after time \(t(Z)\):

\[
t(Z) := \sup_{t \geq 0} \{ Z_t(Z) \in \mathcal{D}_t(2r) \cup \mathcal{D}_t^s \} \wedge 1,
\]

and the stopping time

\[
\sigma := \inf_{t \geq 0} \left\{ \exists W \in \mathcal{D}_t(2r) : w = z(W), |\Delta_t(w)| \geq \frac{2M_t(t)}{n} \right\}
\]

\[
\wedge \inf_{t \geq 0} \left\{ \exists W \in \mathcal{D}_t^s : w = z(W), |\Delta_t(w)| \geq \frac{\mathcal{C}(\log n)^{a+1}}{n \text{Im}[w] \text{dist}(w, [a(t), b(t)])} \right\} \wedge 1,
\]

(6.46)

for some sufficiently large \(\mathcal{C}\), which we will choose latter. Thanks to Proposition 6.9, on the event \(\mathcal{W}\) as defined in Claim 6.10, we have that \(\sigma \geq t_0\).

**Claim 6.13.** Under the assumptions of Theorem 6.2, there exists a universal constant \(\mathcal{C} > 0\) such that for any \(t_0 \leq t \leq 1\) and \(Z \in \mathcal{D}_0(t)\) if \(z_t(Z) = a(t) - \kappa_t(Z) + i\eta_t(Z)\) and \(\kappa_t(Z) \gtrsim 0\), then for any \(t_0 \leq s \leq t\) either \(\eta_s(Z) \gtrsim 1\), or \(\kappa_s(Z) \gtrsim 1\), or

\[
\partial_s \sqrt{\kappa_s(Z)} \lesssim -\mathcal{C} \sqrt{\kappa_s(Z) + \eta_s(Z)}.
\]

(6.47)

The same statement holds for characteristic flows close to the right edge. As a consequence if \(Z_t(Z) \in \mathcal{D}_t^s \cup \mathcal{D}_t(2r)\), then \(Z_s(Z) \in \mathcal{D}_s^s \cup \mathcal{D}_s(2r)\). If we further assume that \(t_0 \leq t \leq \sigma\) as defined in (6.46) and \(Z_t(Z) \in \mathcal{D}_t^s\), then we have

1. We denote

\[
A(t) := a(t) - (\log n)^{2a+4}/n^{2/3} \wedge \min \{ E : E + i\eta \in z(\mathcal{C}_t(\max\{t + (t_0 - t)/2, 0\})) \},
\]

\[
B(t) := b(t) + (\log n)^{2a+4}/n^{2/3} \vee \max \{ E : E + i\eta \in z(\mathcal{C}_t(\max\{t + (t_0 - t)/2, 0\})) \}.
\]

(6.48)

The particles are all in the interval \([A(t), B(t)]\),

\[
A(t) \leq x_1(t) \leq x_2(t) \leq \cdots \leq x_n(t) \leq B(t).
\]

(6.49)
2. Let \( z_t = z(Z_t) \) the Stieltjes transform satisfies

\[
|\Delta_t(z_t)| \lesssim (\log n)^{a+1}/(n \sqrt{\eta} \, \text{dist}(z_t, [a(t), b(t)])) \lesssim \text{Im}[m_t(z_t)]/\log n.
\]

(6.50)

3. For any \( t_0 \leq s \leq t \),

\[
\text{dist}(z_s(Z), \{x_1(s), x_2(s), \ldots, x_n(s)\}) \geq \eta_s(Z) + \sqrt{\kappa_s(Z) + \eta_s(Z)}(t-s).
\]

(6.51)

Proof. The left edge \( a(s) \) of the density \( \rho_s^*(x) \) is a critical point of \( f_s \), which is characterized by \( f'_s(a(s)) = \infty \) and satisfies the differential equation

\[
\partial_s a(s) = f_s(a(s)).
\]

(6.52)

By taking difference between (6.52) and the characteristic flow \( \partial_s z_s(Z) = f_s(z_s(Z)) \), and then taking the real part we get

\[
\partial_s \kappa_s = \text{Re}[f_s(a_s) - f_s(z_s(Z))].
\]

(6.53)

There are several cases, either \( \text{Im}[z_s(Z)] \geq 1 \), then \( \text{Im}[z_s'(Z)] \geq \text{Im}[z_s(Z)] \) \( \geq 1 \) for all \( 0 \leq s' \leq s \); or \( \kappa_s(Z) \geq 1 \); or \( z_s(Z) \) is in a sufficiently small neighborhood of \( a(s) \). In this case, using the square root behavior (6.44) of \( f_t(z) \), (6.53) implies that

\[
\partial_t \kappa_s = \text{Re}[f_s(a_s) - f_s(z_s(Z))] \lesssim -\sqrt{\eta_s(Z) + \kappa_s(Z)}.
\]

(6.54)

This gives (6.47).

If \( Z_t(Z) \in \mathcal{D}^\text{bulk}_t \cup \mathcal{D}_t(2t) \), then \( Z_t(Z) \in \mathcal{D}_t(\max\{t + (t_0 - t)/2, 0\}) \). By our construction (6.23) \( Z_s(Z) \in \mathcal{D}_s(\max\{t + (t_0 - s)/2, 0\}) \). Moreover, since along the characteristic flow, for \( s \leq r \leq t \), \( \partial_r f_r(Z_r) = 0 \), \( \partial_r |\text{Im}[z_r]| \leq 0 \), and when \( z_r = a(r) - \kappa_r(Z) + i\eta_r(Z) \) with \( \kappa_r(Z) \geq 0 \) is in a small neighborhood of \( a(r) \), \( \partial_r \sqrt{\kappa_r(Z)} \leq 0 \) by (6.47). We conclude that \( \text{dist}(z_s, [a(s), b(s)])|\text{Im}[f_s(z_s(Z))] \wedge \text{Im}[z_s]) \geq (\log n)^{a+2}/n \), and \( Z_s(Z) \in \mathcal{D}^\text{bulk}_s \cup \mathcal{D}_s(2t) \)

The estimate (6.49) follows from estimates of the Stieltjes transform. More precisely, we take \( \kappa \geq A(t) - a(A) \geq (\log n)^{2a+4}/n^{2/3} \) and \( \eta = n^{-2/3} \). Then for \( t \leq \sigma \), we have

\[
|\bar{m}_t(a(t) - \kappa + i\eta) - m_t(a(t) - \kappa + i\eta)| \lesssim \frac{(\log n)^{a+1}}{n \sqrt{\kappa + \eta}}.
\]

(6.55)

Thanks to the square root behavior of \( m_t(z) \) from Proposition 6.5, \( \text{Im}[m_t(a(t) - \kappa + i\eta)] \approx \eta/\sqrt{\kappa + \eta} \). Thus we have

\[
\bar{m}_t(a(t) - \kappa + i\eta) \lesssim \frac{\eta}{\sqrt{\kappa + \eta}} + \frac{(\log n)^{a+1}}{n \sqrt{\kappa + \eta}}.
\]

(6.56)

Thus by our choice take \( \kappa \geq (\log n)^{2a+4}\eta \) and \( \eta = n^{-2/3} \), (6.56) implies that \( \text{Im}[\bar{m}_t(a(t) - \kappa + i\eta)] \ll 1/\eta \). However, if there exists a particle \( x_i(t) \) such that \( |x_i(t) - a(t) + \kappa| \leq \eta \), we will have that

\[
\text{Im}[m_t(a(t) - \kappa + i\eta)] = \frac{1}{n} \sum_{i=1}^{n} \frac{\eta}{(x_i(t) - a(t) + \kappa)^2 + \eta^2} \geq \frac{1}{2n\eta}.
\]

(6.57)
This leads to a contradiction. Since we can take any \( \kappa \geq \Lambda(t) - a(t) \), we conclude that \( x_i(t) \geq \Lambda(t) \) for all \( 1 \leq i \leq n \). The same argument implies that \( x_i(t) \leq B(t) \) for all \( 1 \leq i \leq n \). This finishes the proof of (6.49).

The estimate (6.50) follows from the definition of the spectral domain \( D_t^{\text{bulk}} \) as in (6.43).

For (6.51), since \( \kappa_\tau(Z) \geq 0 \), using (6.47), either \( \eta_\alpha(Z) \gtrsim 1 \) or \( \kappa_\alpha(Z) \gtrsim 0 \). If \( \eta_\alpha(Z) \gtrsim 1 \), (6.51) follows trivially.

\[
\text{dist}(z_s(Z), \{x_1(s), x_2(s), \cdots, x_n(s)\}) \geq \eta_\alpha(Z) \gtrsim 1 \gtrsim \eta_\alpha(Z) + \sqrt{\kappa_\alpha(Z) + \eta_\alpha(Z)}(t - s).
\]

We consider the case that \( \kappa_\alpha(Z) \gtrsim 0 \). Using (6.49), we have

\[
\text{dist}(z_s(Z), \{x_1(s), x_2(s), \cdots, x_n(s)\}) \geq \text{dist}(z_s(Z), [A(s), B(s)]) \geq \eta_\alpha(Z). \tag{6.58}
\]

We recall \( A(t) \) and \( B(t) \) from (6.48), and the behavior of the curve \( z(\mathcal{G}_\tau(r)) \) near \( a(t) \) from the discussion after (6.44). We take \( r = \max\{t + (t_0 - s)/2, (\log n)^{\beta + 3/n^{1/3}}\} \), then \([A(s), B(s)]\) is inside the contour \( z(\mathcal{G}_\tau(r)) \). Let \( r' \) to be such that \( Z_s(Z) \in \mathcal{G}_s(r') \). Then we have

\[
\text{dist}(z_s(Z), [A(s), B(s)]) \geq \text{dist}(\{z \in \mathcal{G}_s(r') : \text{Re}[z] \leq a(s)\}, \{z \in \mathcal{G}_s(r) : \text{Re}[z] \leq a(s)\}) \tag{6.59}
\]

We have that \( r' \geq (t - s)/2 + \max\{t + (t_0 - s)/2, (\log n)^{\beta + 3/n^{1/3}}\} = (t - s)/2 + r \).

If \( r' \gtrsim 1 \), dist(\{z \in \mathcal{G}_s(r') : \text{Re}[z] \leq a(s)\}) \gtrsim 1 \). Moreover, since \( f_s(z) \) is analytic away from the spectrum, in this case (6.59) implies

\[
\text{dist}(z_s(Z), [A(s), B(s)]) \geq \text{dist}(\{z \in \mathcal{G}_s(r') : \text{Re}[z] \leq a(s)\}, \{z \in \mathcal{G}_s(r) : \text{Re}[z] \leq a(s)\}) \gtrsim (r' - r) \gtrsim (t - s) \gtrsim \sqrt{\kappa_\alpha(Z) + \eta_\alpha(Z)}(t - s). \tag{6.60}
\]

The claim (6.51) follows from combining (6.58) and (6.60).

If \( r' = o(1) \), let \( z = a(s) - \kappa + i \eta \in z(\mathcal{G}_s(r')) \), solving \( \text{Im}[z] + r' \text{Im}[f_s(z)] = 0 \), we get that \( \kappa + \eta \asymp (r')^2 = o(1) \). It follows that \( r' \asymp \sqrt{\kappa_\alpha(Z) + \eta_\alpha(Z)} \). Similarly, for any \( z = \mathcal{A}(s) - \kappa + i \eta \in z(\mathcal{G}_s(r)) \), we have that \( \kappa + \eta \asymp r^2 = o(1) \). Thus (6.59) implies

\[
\text{dist}(z_s(Z), [A(s), B(s)]) \geq \text{dist}(\{z \in \mathcal{G}_s(r') : \text{Re}[z] \leq a(s)\}, \{z \in \mathcal{G}_s(r) : \text{Re}[z] \leq a(s)\}) \gtrsim r'(r' - r) \gtrsim (t - s)\sqrt{\kappa_\alpha(Z) + \eta_\alpha(Z)}. \tag{6.61}
\]

The claim (6.51) follows from combining (6.58) and (6.61).

The following estimates on the integral of Stieltjes transform and characteristic flows will be used in later proofs.

**Proposition 6.14.** Under the assumptions of Theorem 6.2, for any \( Z \in D_0(t) \), and \( 0 \leq s \leq t \leq t(Z) \), let \( z_\tau = z(Z_\tau(Z)) \), then it holds

\[
\int_s^t \frac{\text{Im}[m_\tau(z_\tau)]}{\text{Im}[z_\tau]} \, d\tau \leq C(t - s) + \log \frac{\text{Im}[z_s]}{\text{Im}[z_t]}, \quad \int_s^t \frac{\text{Im}[m_\tau(z_\tau)]}{\text{Im}[z_\tau]^p} \, d\tau \leq \frac{C}{\text{Im}[z_t]^{p - 1}}, \quad p > 1 \tag{6.62}
\]
Proof. For (6.62) we have
\[
\int_s^t \frac{\text{Im}[m_\tau(z_\tau)]d\tau}{\text{Im}[z_\tau]^p} = \int_s^t \frac{\text{Im}[f_\tau(Z_\tau) - g_\tau(Z_\tau)]d\tau}{\text{Im}[z_\tau]^p} \leq \int_s^t \frac{\partial_\tau \text{Im}[z_\tau]}{\text{Im}[z_\tau]^p} + \int_s^t \frac{c d\tau}{\text{Im}[z_\tau]^{p-1}}
\]
where we used that \(\text{Im}[g_\tau(Z_\tau)] \leq \text{Im}[z_\tau]\), and \(f_\tau(Z_\tau) = \partial_\tau z_\tau\). The claim (6.62) follows. \qed

Claim 6.15. Under the assumptions of Theorem 6.2, there exists an event \(W\) with high probability, such that on \(W\) we have for every \(Z \in \mathcal{L}\) and \(0 \leq t \leq \sigma\), if \(z_t(Z) \in \mathcal{D}_t^{\text{bulk}}\) then
\[
\left| \int_0^t \text{d}E_2(s) \right| \lesssim \frac{\log n}{n}; \quad (6.63)
\]
if \(z_t(Z) \in \mathcal{D}_t^{\text{bulk}}\) then
\[
\left| \int_0^t \text{d}E_2(s) \right| \lesssim \frac{\log n}{n \sqrt{\text{Im}[z_t(Z)] \text{dist}(z_t(Z), [a(t), b(t)])}}; \quad (6.64)
\]
where \(\rho_t^*\) is supported on \([a(t), b(t)]\).

Proof. If \(z_t(Z) \in \mathcal{D}_t(2t)\), the \(z_s(Z) \in \mathcal{D}_s(2t)\) for any \(0 \leq s \leq t\), and we have \(\text{dist}(z_s(Z), \{x_1(s), x_2(s), \cdots, x_n(s)\}) \gtrsim 1\) from (6.49). The first claim (6.63) follows from the same argument as in Claim 6.10.

For (6.64), there are two cases i) \(\text{dist}(z_t(Z), [a(t), b(t)]) \leq \text{Im}[z_t(Z)]\), then the righthand side of (6.64) simplifies to \(O(\log n / n \text{Im}[z_t(Z)])\). ii) \(\text{dist}(z_t(Z), [a(t), b(t)]) \geq \text{Im}[z_t(Z)]\), then it is necessary that \(\text{Re}[z_t(Z)] \notin \text{supp}(\rho_t^*)\). Without loss of generality, we assume that \(\text{dist}(z_t(Z), \text{supp}(\rho_t^*))\) is achieved at the left edge \(a(t)\) of \(\rho_t^*\). Then we can write \(z_t(Z) = a(t) - \kappa_t(Z) + \eta_t(Z)\), with \(\kappa_t(Z) \geq 0\), and the righthand side of (6.64) simplifies to \(O(\log n / n \sqrt{\eta_t(Z)}(\kappa_t(Z) + \eta_t(Z)))\).

In the first case that \(\text{dist}(z_t(Z), [a(t), b(t)]) \leq \text{Im}[z_t(Z)]\), we decompose the time interval \([0, t]\) in the following way. First we set \(t_0 = 0\), and define
\[
t_{i+1}(Z) := \sup_{s > t_{i+1}(Z)} \left\{ \text{Im}[z_s(Z)] \geq \frac{\text{Im}[z_{t_i}(Z)]}{2} \right\} \wedge t, \quad i = 0, 1, 2, \cdots.
\]
From our choice of domain \(\mathcal{D}_t^{\text{bulk}}\), \(\text{Im}[z_0(Z)] / \text{Im}[z_t(Z)] \lesssim n\). The above sequence will terminate at some \(t_k(Z) = t\) for \(k = O(\log n)\) depending on \(Z\). Moreover, since \(\text{Im}[z_s(Z)]\) is monotone decreasing for any \(t_i(Z) \leq t \leq t_{i+1}(Z)\),
\[
\text{Im}[z_{t_i}(Z)] \leq \text{Im}[z_t(Z)] \leq \text{Im}[z_{t_{i+1}}(Z)] \lesssim 2 \text{Im}[z_{t_i}(Z)]. \quad (6.65)
\]
Then it follows that
\[
\left\langle \frac{1}{n^{3/2}} \int_0^{t_{i+1}^*} \sum_{i=1}^n \frac{\text{dB}_i(s)}{(x_i(s) - s)^2} \right\rangle_{t_{i}} = \frac{1}{n^3} \int_0^{t_{i+1}^*} \sum_{i=1}^n \frac{ds}{|x_i(s) - s|^4} \leq \frac{1}{n^3} \int_0^{t_{i+1}^*} \frac{\text{Im}[\tilde{m}_s(z_s(Z))] ds}{n^2 \text{Im}[z_s(Z)]^3} \lesssim \frac{1}{n^2 \text{Im}[z_{t_i}(Z)]^2};
\]
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where we used (6.50) and (6.62). Therefore, by Burkholder-Davis-Gundy inequality, for any \( Z \in \mathcal{L} \) and \( t_i \), the following holds with high probability, i.e., \( 1 - n^{-c} \),

\[
\sup_{0 \leq t \leq t_i} \left| \frac{1}{n^{3/2}} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{d\xi_i(s)}{(x_i(s) - z_s(Z))^2} \right| \lesssim \frac{\log n}{n \text{Im}[z_{t_i \wedge \sigma}(Z)]}. \tag{6.66}
\]

Moreover, for any \( t \in [t_{i-1}, t_i] \), the bound (6.66) and (6.65) yield

\[
\left| \int_0^{t \wedge \sigma} d\xi_2(s) \right| \lesssim \frac{\log n}{n \text{Im}[z_{t_i \wedge \sigma}(Z)]} \lesssim \frac{\log n}{n \text{Im}[z_{t \wedge \sigma}(Z)]}. \tag{6.67}
\]

where we used (6.65).

For the second case that \( z_i(Z) = a(t) - \kappa_i(Z) + i\eta_i(Z) \), with \( \kappa_i(Z) \geq 0 \). We decompose the time interval \([0, t]\) in the following way. First we set \( t_0(Z) = 0 \), and define

\[
t_{i+1}(Z) := \sup_{s \geq t_i(Z)} \left\{ \eta_s(Z)(\kappa_s(Z) + \eta_s(Z)) \geq \frac{\eta_i(Z)(\kappa_i(Z) + \eta_i(Z))}{2} \right\} \wedge t, \quad i = 0, 1, 2, \ldots. \tag{6.68}
\]

Since \( \eta_i(Z) \geq n^{-2/3} \) and \( \eta_0(Z), \kappa_0(Z) \lesssim 1 \), we have \( t_k(Z) = t \) for \( k = O(\log n) \). We compute the quadratic variance of \( d\xi_2(s) \),

\[
\begin{align*}
&\left\langle \frac{1}{n^{3/2}} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{d\xi_i(s)}{(x_i(s) - z_s)^2} \right\rangle = \frac{1}{n^3} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{ds}{x_i(s) - z_s^4} \\
&\leq \frac{1}{n^3} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{\text{dist}(z_s, \{x_j(s)\}_{1 \leq j \leq n})^2}{|x_i(s) - z_s|^2} \frac{ds}{\text{dist}(z_s, \{x_j(s)\}_{1 \leq j \leq n})^2} \lesssim \frac{1}{n^2} \int_0^{t \wedge \sigma} \text{Im}[m_s(z_s)] ds \\
&\lesssim \frac{1}{n^2} \int_0^{t \wedge \sigma} \eta_s((\kappa_s + \eta_s)^{1/2} t_s - s + \eta_s) \frac{ds}{(\kappa_s + \eta_s)^{3/2} (t_s - s + \eta_s)/(\kappa_s + \eta_s)^{1/2}} \\
&\lesssim \frac{1}{n^2} \int_0^{t \wedge \sigma} \frac{ds}{(\kappa_{t \wedge \sigma} + \eta_{t \wedge \sigma})^{3/2} (t_i - s + \eta_i)/(\kappa_{t \wedge \sigma} + \eta_{t \wedge \sigma})^{1/2}} \lesssim \frac{1}{n^2 \eta_{t \wedge \sigma}(\kappa_{t \wedge \sigma} + \eta_{t \wedge \sigma})},
\end{align*}
\]

where in the third line we used (6.22), (6.50) and (6.51), in the fifth line we used that

\[
\frac{\eta_s}{\sqrt{\kappa_s + \eta_s}} \approx \text{Im}[m_s(z_s)] \approx \text{Im}[f_s(z_s)] = \text{Im}[f_{t \wedge \sigma}(z_{t \wedge \sigma})] \approx \text{Im}[m_{t \wedge \sigma}(z_{t \wedge \sigma})] \approx \frac{\eta_{t \wedge \sigma}}{\sqrt{\kappa_{t \wedge \sigma} + \eta_{t \wedge \sigma}}}.
\]

Therefore, by Burkholder-Davis-Gundy inequality, for any \( Z \in \mathcal{L} \) and \( t_i(Z) \), the following holds with high probability, i.e., \( 1 - n^{-c} \),

\[
\sup_{0 \leq t \leq t_i} \left| \frac{1}{n^{3/2}} \int_0^{t \wedge \sigma} \sum_{i=1}^n \frac{d\xi_i(s)}{(x_i(s) - z_s(Z))^2} \right| \lesssim \frac{\log n}{n \text{Im}[z_{t_i \wedge \sigma}(Z)(\kappa_{t_i \wedge \sigma}(Z) + \eta_{t_i \wedge \sigma}(Z))]. \tag{6.69}
\]
Moreover, for any \( t \in [t_{i-1}, t_i] \), the bound (6.69) with (6.68) yield
\[
\int_0^{t \wedge \Delta_{t \wedge \sigma}} \log n \lesssim \frac{\log n}{n \sqrt{\eta_{t \wedge \sigma}(Z) (\kappa_{t \wedge \sigma}(Z) + \eta_{t \wedge \sigma}(Z))}} \lesssim \frac{\log n}{n \sqrt{\eta_{t \wedge \sigma}(Z) (\kappa_{t \wedge \sigma}(Z) + \eta_{t \wedge \sigma}(Z))}. \tag{6.70}
\]

We define \( \mathcal{W} \) to be the set of Brownian paths \( \{B_1(s), \ldots, B_n(s)\}_{0 \leq s \leq t} \) on which (6.63), (6.67) and (6.70) hold for any \( Z \in \mathcal{L} \) and times \( t_0(Z), t_1(Z), t_2(Z) \cdots \). The above discussions imply that \( \mathcal{W} \) holds with overwhelming probability, i.e., \( \mathbb{P}(\mathcal{W}) \geq 1 - O(\log n|\mathcal{L}|^{-n^{-\epsilon}}) \). This finishes the proof of Claim 6.15.

With Proposition 6.9 as input, we can now start to prove Proposition 6.4.

**Proof of Proposition 6.4.** For \( z \in \mathbb{C}_+ \) outside the contour \( z(\mathcal{C}_t(2\epsilon)) \), the estimate (6.10) follows from the same argument as Proposition 6.9. In the following we prove (6.10) for \( z \) close to the spectrum. We notice that the Claims 6.10, 6.11 and 6.12 still hold for any \( Z \in \mathcal{L} \) with new \( t(Z) \) and stopping time \( \sigma \) defined in (6.45) and (6.46) respectively. Moreover, for any \( Z \in \mathcal{L} \), Assumption 3.3 implies that \( |\Delta_0(z_0)| \lesssim (\log n)^a/n \). Thus, for \( Z \in \mathcal{L} \) with \( z_t(Z) \in \mathcal{D}_t^{bulk} \), we can write (6.18) as
\[
|\Delta_{t \wedge \sigma}(z_{t \wedge \sigma})| \leq \int_0^{t \wedge \sigma} |\Delta_s(z_s)||\partial_z \tilde{f}_s(Z_s) ds| + O \left( \frac{(\log n)^a}{n \sqrt{\Im[z_{t \wedge \sigma}] \dist(z_{t \wedge \sigma}, [a(t \wedge \sigma), b(t \wedge \sigma)])} \right). \tag{6.71}
\]

For the integrand of (6.71), we notice that for \( s \leq t \wedge \sigma \),
\[
\left| \partial_z \tilde{f}_s(Z_s) \right| \leq |\partial_z \tilde{m}_s(z_s)| + |\partial_z g_s(Z_s)| \leq \frac{\Im[\tilde{m}_s(z_s)]}{\Im[z_s]} + O(1) \tag{6.72}
\]
where we used that \( g_s(Z) \) is real for \( z = z(Z) \in \mathbb{R} \), and thus \( \Im[g_s(Z)] = O(\Im[z_s]) \). Since \( z_s(Z) \in \mathcal{D}_t^{bulk} \), by the definition of \( \mathcal{D}_t^{bulk} \), we have \( \Im[f_s(Z)] \gtrsim (\log n)^{a+1}/(n \Im[z_s]) \). Moreover, since \( s \leq \sigma \), we have \( |f_s(Z_s) - f_s(Z_s)| = |\Delta_s(z_s)| \lesssim (\log n)^a + (n \Im[z_s]) \lesssim \Im[f_s(Z)]/\log n \). Therefore,
\[
\left| \partial_z \tilde{f}_s(Z_s) \right| \leq \frac{\Im[f_s(Z_s)]}{\Im[z_s]} + O(1) \leq \frac{\Im[f_s(Z_s)] + |\Delta_s(z_s)|}{\Im[z_s]} + O(1) \tag{6.73}
\]
\[
= \left( 1 + O(1) \log n \right) \frac{\Im[f_s(Z_s)]}{\Im[z_s]} + O(1) = \left( 1 + O(1) \log n \right) \frac{\Im[z_s]}{\Im[z_s]} + O(1).
\]
We denote
\[
\beta_s := \left| \partial_z \tilde{f}_s(Z_s) \right| = \left( 1 + O(1) \log n \right) \frac{\partial_s \Im[z_s]}{\Im[z_s]} + O(1) = \left( 1 + O(1) \log n \right) \frac{\Im[z_s]}{\Im[z_s]} + O(1). \tag{6.74}
\]

With \( \beta_s \), we can rewrite (6.71) as
\[
|\Delta_{t \wedge \sigma}(z_{t \wedge \sigma})| \leq \int_0^{t \wedge \sigma} \beta_s |\Delta_s(z_s)| ds + O \left( \frac{(\log n)^a}{n \sqrt{\Im[z_{t \wedge \sigma}] \dist(z_{t \wedge \sigma}, [a(t \wedge \sigma), b(t \wedge \sigma)])} \right). \]
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By Grönwall’s inequality, this implies the estimate
\[
|\Delta_{t\wedge\sigma}(z_{t\wedge\sigma})| \lesssim \frac{(\log n)^a}{n \sqrt{\Im[z_{t\wedge\sigma}] \dist(z_{t\wedge\sigma}, [a(t \wedge \sigma), b(t \wedge \sigma)])} + \int_0^{t\wedge\sigma} \frac{\beta_s e^{\int_s^{t\wedge\sigma} (\log n)^a}}{n \sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds.
\]
(6.75)

For the integral of \( \beta_t \), we have
\[
e^{\int_0^{t\wedge\sigma} \beta_s ds} \lesssim e^{O(t-s) e^{(1+O(1)) \log\left(\frac{\Im[z_s(u)]}{\Im[z(t\wedge\sigma)(u)]}\right)}} = e^{O(t-s)} \left(\frac{\Im[z_s(u)]}{\Im[z(t\wedge\sigma)(u)]}\right)^{1+O(1)} \lesssim O(1) \frac{\Im[z_s(u)]}{\Im[z(t\wedge\sigma)(u)]}.
\]
In the last inequality, we used that by our construction of \( D_t^{\text{bulk}} \), we have \( \Im[z_s(u)]/\Im[z(t\wedge\sigma)(u)] = O(n) \). Combining the above inequality with (6.74) we can bound the last term in (6.75) by
\[
\int_0^{t\wedge\sigma} \frac{\beta_s e^{\int_s^{t\wedge\sigma} (\log n)^a}}{n \sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds \lesssim \int_0^{t\wedge\sigma} \frac{\partial_s \Im[z_s]}{\sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds
\]
\[
\lesssim \int_0^{t\wedge\sigma} \frac{(\log n)^a}{n \Im[z_{t\wedge\sigma}(u)]} \int_0^{t\wedge\sigma} \frac{\partial_s \Im[z_s]}{\sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds.
\]
(6.76)

There are two cases i) \( \dist(z_{t\wedge\sigma}(Z), [a(t \wedge \sigma), b(t \wedge \sigma)]) \leq \Im[z_{t\wedge\sigma}(Z)] \), ii) \( \dist(z_{t\wedge\sigma}(Z), [a(t \wedge \sigma), b(t \wedge \sigma)]) \geq \Im[z_{t\wedge\sigma}(Z)] \), then it is necessary that \( \Re[z_{t\wedge\sigma}(Z)] \not\in \supp(\rho_{t\wedge\sigma}) \). Without loss of generality, we assume that \( \dist(z_{t\wedge\sigma}(Z), \supp(\rho_{t\wedge\sigma})) \) is achieved at the left edge \( a_1(t \wedge \sigma) \) of \( \rho_{t\wedge\sigma}^* \). Then we can write \( z_{t\wedge\sigma}(Z) = a_1(t \wedge \sigma) - \kappa_{t\wedge\sigma}(Z) + \eta_{t\wedge\sigma}(Z) \), with \( \kappa_{t\wedge\sigma}(Z) \geq 0 \), and \( \dist(z_{t\wedge\sigma}(Z), a(t \wedge \sigma)) \simeq \kappa_{t\wedge} + \eta_{t\wedge\sigma}(Z) \).

In the first case, we have (6.62) we have
\[
\int_0^{t\wedge\sigma} \frac{\partial_s \Im[z_s]}{\sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds \lesssim \int_0^{t\wedge\sigma} \frac{\partial_s \Im[z_s]}{\Im[z_s]} ds = \log\left(\frac{\Im[z_0]}{\Im[z(t\wedge\sigma)]}\right) \lesssim \log n,
\]
(6.77)

It follows by combining (6.75), (6.76) and (6.77), we get that
\[
|\Delta_{t\wedge\sigma}(z_{t\wedge\sigma})| \lesssim \frac{(\log n)^{a+1}}{n \Im[z(t\wedge\sigma)]} \lesssim \frac{\mathcal{C}(\log n)^{a+1}}{2n \sqrt{\Im[z_{t\wedge\sigma}(Z)] \Im[z(t\wedge\sigma)]}},
\]
(6.78)

provided we take \( \mathcal{C} \) large enough.

In the second case, we can bound the last term in (6.75) by
\[
\int_0^{t\wedge\sigma} \frac{\partial_s \Im[z_s]}{\sqrt{\Im[z_s] \dist(z_s, [a(s), b(s)])}} ds \lesssim \int_0^{t\wedge\sigma} \frac{\partial_s \eta_s}{\sqrt{\eta_{t\wedge\sigma}}} ds \lesssim \frac{\eta_{t\wedge\sigma}}{\sqrt{\eta_{t\wedge\sigma} + \kappa_{t\wedge\sigma}}} \int_0^{t\wedge\sigma} \frac{\partial_s \eta_s}{(\eta_s)^{3/2}} ds \lesssim \frac{\eta_{t\wedge\sigma}}{\sqrt{\eta_{t\wedge\sigma} + \kappa_{t\wedge\sigma}}}.
\]
(6.79)
It follows by combining (6.75), (6.76) and (6.79), we get that
\[ |\Delta_{t\wedge \sigma}(z_{t\wedge \sigma})| \lesssim \frac{(\log n)^a}{n^{1/2}\eta_{t\wedge \sigma}(\eta_{t\wedge \sigma} + \kappa_{t\wedge \sigma})} \leq \frac{C(\log n)^{a+1}}{2n\sqrt{z_{t\wedge \sigma} \text{dist}(z_{t\wedge \sigma}(Z), [a(t \wedge \sigma), b(t \wedge \sigma)])}}, \] (6.80)
provided we take $C$ large enough.

Similarly to the proof of Proposition 6.4, we can approximate $W \in D_{t\wedge \sigma}^{\text{bulk}}$ with $w = z(W)$, by the image of some lattice point $Z \in \mathcal{L}$. And on the domain $D_{t\wedge \sigma}^{\text{bulk}}$, we also have that both $\tilde{m}_{t\wedge \sigma}$ and $m_{t\wedge \sigma}$ are Lipschitz with Lipschitz constant $O(n)$. Therefore (6.78) and (6.80) imply
\[ |\tilde{m}_{t\wedge \sigma}(w) - m_{t\wedge \sigma}(w)| \leq \frac{C(\log n)^{a+1}}{n \text{Im}[z_{t\wedge \sigma}]} \]
uniformly for $w \in z(D_{t\wedge \sigma}^{\text{bulk}})$. It follows that $\sigma = 1$, and this finishes the proof of Proposition 6.4.

\[ \square \]

### 7 Optimal particle rigidity for nonintersecting Brownian bridges

In Theorem 6.2, we have proved the Optimal particle rigidity for the weighted nonintersecting Brownian bridges. In this section, using a coupling argument, we show the optimal particle rigidity for nonintersecting Brownian bridges with fixed boundary data.

**Theorem 7.1.** Under Assumptions 3.1, 3.2, 3.3 and 3.4, for any small time $t > 0$, the following holds for the particle locations of nonintersecting Brownian bridges between $\mu_{\Lambda_n}$ and $\mu_{\Pi_n}$. With high probability, for any time $t \leq t \leq 1$ we have

1. We denote $\gamma_i(t)$ the $1/n$-quantiles of the density $\rho_t^*\cdot$, i.e.
   \[ \frac{i + 1/2}{n} = \int_{-\infty}^{\gamma_i(t)} \rho_t^*(x)dx, \quad 1 \leq i \leq n, \]
   then uniformly for $1 \leq i \leq n$, the locations of $x_i(t)$ are close to their corresponding quantiles
   \[ \gamma_{i-(\log n)^{O(1)}}(t) \leq x_i(t) \leq \gamma_{i+(\log n)^{O(1)}}(t). \]
   (7.1)

2. If $\rho_t^*$ is supported on $[a(t), b(t)]$, then the particles close to the left and right boundary points of $\text{supp}(\rho_t^*)$ satisfies
   \[ x_1(t) \geq a(t) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad x_n(t) \leq b(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}. \]
   (7.2)

**Proof.** We recall from (4.8), the weighted nonintersecting Brownian bridges (4.8) can be sampled in two steps. First we sample the boundary $b' = (b'_1, b'_2, \cdots, b'_n)$ using the density (4.9). Then we sample nonintersecting Brownian bridges with boundary data $a, b'$. Under Assumptions 3.1, 3.2 and 3.3, in Theorem 6.2, we showed that for any time $t \leq t \leq 1$, the particles of the weighted nonintersecting Brownian bridges satisfy optimal
rigidity estimates. As an easy consequence, there exists a boundary data \( b' \) (sampled from the density \((4.9)\)), it satisfies:

\[
\gamma_{i-(\log n)^{O(1)}}(1) \leq b'_i \leq \gamma_{i+(\log n)^{O(1)}}(1).
\]

and

\[
b'_1 \geq a(1) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad b'_n \leq b(1) + \frac{(\log n)^{O(1)}}{n^{2/3}}.
\]

Moreover, the nonintersecting Brownian bridges between \( a, b' \) satisfies the optimal rigidity estimates as in Theorem 6.2.

We denote the nonintersecting Brownian bridges between \( a \) and \( b' \) as \( \{y_1(t) \leq y_2(t) \leq \cdots \leq y_n(t)\}_{0 \leq t \leq 1} \). Then with high probability, it holds

\[
\gamma_{i-(\log n)^{O(1)}}(t) \leq y_i(t) \leq \gamma_{i+(\log n)^{O(1)}}(t).
\]

(7.3)

If \( \rho^*_i \) is supported on \([a(t), b(t)]\), then the particles close to the left and right boundary points of \( \text{supp}(\rho^*_i) \) satisfies

\[
y_1(t) \geq a(t) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad y_n(t) \leq b(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}.
\]

(7.4)

Since \( b_i \leq b'_{i+(\log n)^{O(1)}} \) and \( a_i \leq a_{i+(\log n)^{O(1)}} \), using the monotonicity of nonintersecting brownian bridges, Theorem 6.8, we can couple the nonintersecting Brownian bridges \( \{x_1(t) \leq x_2(t) \leq \cdots \leq x_n(t)\}_{0 \leq t \leq 1} \) and \( \{y_1(t) \leq y_2(t) \leq \cdots \leq y_n(t)\}_{0 \leq t \leq 1} \),

\[
x_i(t) \leq y_{i+(\log n)^{O(1)}}(t), \quad 0 \leq t \leq 1,
\]

(7.5)

where we used the convention that \( y_i = +\infty \) for \( i > n \). The coupling (7.5) and (7.3) together implies

\[
x_i(t) \leq y_{i+(\log n)^{O(1)}}(t) \leq \gamma_{i+(\log n)^{O(1)}}, \quad t \leq t \leq 1,
\]

(7.6)

with high probability. A similar coupling using \( b_i \geq b'_{i-(\log n)^{O(1)}} \) and \( a_i \geq a_{i-(\log n)^{O(1)}} \) implies

\[
x_i(t) \geq y_{i-(\log n)^{O(1)}}(t) \geq \gamma_{i-(\log n)^{O(1)}}, \quad t \leq t \leq 1,
\]

(7.7)

where we used the convention that \( y_i = -\infty \) for \( i \leq 0 \). The claim (7.1) follows from combining (7.6) and (7.7).

To prove (7.2), we construct the new boundary data:

\[
b^\pm = (b'_1 \pm (\log n)^\mathfrak{C} n^{-2/3}, b'_2 \pm (\log n)^\mathfrak{C} n^{-2/3}, \cdots, b'_n \pm (\log n)^\mathfrak{C} n^{-2/3}).
\]

(7.8)

Thanks to Assumption 3.4, if we take \( \mathfrak{C} \) large enough, then

\[
b^-_i \leq b_i, \quad b^+_i \leq b^+_i, \quad 1 \leq i \leq n.
\]
Since affine shifts preserve nonintersecting Brownian bridges, the nonintersecting Brownian bridges between $a$ and $b$, denoted as $y_1^+(t) \leq y_2^+(t) \leq \cdots \leq y_n^+(t)$, they can be coupled with the nonintersecting Brownian bridge $y_1(t) \leq y_2(t) \leq \cdots \leq y_n(t)$

$$y_i^-(t) = y_i(t) - \frac{t\log n}{n^{2/3}}, \quad y_i^+(t) = y_i(t) + \frac{t\log n}{n^{2/3}}, \quad 0 \leq t \leq 1.$$  

Thanks to Theorem 6.2, it holds with high probability,

$$a(t) - \frac{(\log n)^{O(1)}}{n^{2/3}} \leq y_1^-(t) \leq y_1^+(t) \leq y_n^-(t) \leq y_n^+(t) \leq b(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad 0 \leq t \leq 1.$$  

Using the monotonicity of nonintersecting brownian bridges, Theorem 6.8, we can couple the nonintersecting Brownian bridges $x_1(t) \leq x_2(t) \leq \cdots \leq x_n(t)$ with the nonintersecting Brownian bridges $\{y_1^+(t) \leq y_2^+(t) \leq \cdots \leq y_n^+(t)\}_{t_0 \leq t \leq 1}$, and conclude that with high probability

$$a(t) - \frac{(\log n)^{O(1)}}{n^{2/3}} \leq y_1^-(t) \leq x_1(t) \leq x_n(t) \leq y_n^+(t) \leq b(t) + \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad t \leq t \leq 1. \quad (7.9)$$  

This finishes the proof of (7.2).

\[
\square
\]

8 Edge Universality

In this section we prove edge universality for nonintersecting Brownian bridges Theorem 1.1. The proof consists of two parts. In Section 8.1, we prove the edge universality for the weighted nonintersecting Brownian bridges (4.8). The edge universality for nonintersecting Brownian bridges follows from a coupling with weighted nonintersecting Brownian bridges. The proof is given in Section 8.2.

8.1 Edge Universality for weighted nonintersecting Brownian bridges

We recall the random walk corresponding to the weighted nonintersecting Brownian bridges from (4.13)

$$dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \sum_{j \neq i} \frac{dt}{x_i(t) - x_j(t)} + g_i(x_i(t), \mu_i, t) + \xi_i^{(t)}(x(t)). \quad (8.1)$$

In this section we prove edge universality for the weighted nonintersecting Brownian bridges (8.1). We recall from (3.6), for any $0 < t < 1$, in the neighborhood of $x = a(t)$, the limiting density $\rho^*_t(x)$ has square root behavior

$$\rho^*_t(x) = \frac{s(t)}{\pi} \sqrt{|x - a(t)|_+} + O(|x - a(t)|^{3/2}). \quad (8.2)$$

**Proposition 8.1.** Fix small $t > 0$. Under the Assumptions 3.1, 3.2 and 3.3 as $n$ goes to infinity, the fluctuations of extreme particles of the weighted nonintersecting Brownian bridges (8.1) after proper rescaling, converge to the Airy point process: for any time $t \leq t \leq 1$, the

$$(s(t)n)^{2/3}(x_1(t) - a(t), x_2(t) - a(t), x_3(t) - a(t), \cdots) \to \text{Airy Point Process}$$

The same statement holds for particles close to the right edge.
Under Assumptions 3.1, 3.2 and 3.3, in Theorem 6.2, we showed that for any time \( t \leq t \leq 1 \), the particles of the random walk (8.1) satisfy optimal rigidity estimates. Fix time \( t_0 = t - n^{-1/3+o(1)} \), we can condition on the weighted nonintersecting Brownian bridge (8.1) at time \( t_0 \), such that \( \mathbf{x}(t_0) \) satisfies the optimal rigidity estimates. Then from Claim 6.12, we have that with high probability for any \( t_0 \leq t \leq 1 \),

\[
g_t(x_i(t), \mu_t, t) = g_t(x_i(t)) + O(\log n/n),
\]

and we can rewrite (8.1) as

\[
dx_i(t) = \frac{1}{\sqrt{n}} dB_i(t) + \frac{1}{n} \sum_{j:j \neq i} \frac{dt}{x_i(t) - x_j(t)} + g_t(x_i(t)) + O \left( \frac{\log n}{n} \right).
\]

The error term \( O(\log n/n) \) does not affect edge fluctuation, which is on the scale \( O(n^{-2/3}) \). If we ignore the error term, (8.3) is the Dyson’s Brownian motion with drift \( g_0(\cdot) \). For Dyson’s Brownian motion with general drift, the short time edge universality is well-understood.

In [1], joint with A. Adhikari, we considered the \( \beta \)-Dyson’s Brownian motion with general potential \( V \),

\[
dy_i(t) = \sqrt{\frac{2}{\beta n}} dB_i(t) + \frac{1}{n} \sum_{j:j \neq i} \frac{dt}{y_i(t) - y_j(t)} - \frac{1}{2} V'(y_i(t)) dt, \quad i = 1, 2, \ldots, n.
\]

For any probability density \( \rho_0 \), we denote \( \rho_t \) the solution of the McKean-Vlasov equation [1, Equation (2.2)] associated to (8.4) with initial data \( \rho_0 \). If the initial data of the Dyson’s Brownian motion (8.4), weakly converges to \( \rho_0 \), then the empirical particle density of (8.4) at time \( t \geq 0 \) weakly converges to \( \rho_t \). Moreover, if \( \rho_0 \) has square root behavior in a small neighborhood of its left edge, i.e. \( \rho_0(x) = S(0) \sqrt{|x - E(0)|}/\pi + O(|x - E(0)|^{3/2}) \), then \( \rho_t \) also has square root behavior, \( \rho_t(x) = S(t) \sqrt{|x - E(t)|}/\pi + O(|x - E(t)|^{3/2}) \).

One result of [1] states that the extreme particles of the Dyson’s Brownian motion for general \( \beta \) and potential \( V \) converge to the Airy-\( \beta \) point process in a short time.

**Theorem 8.2.** [1, Theorem 6.1] Suppose the potential \( V \) is analytic, and near the left edge the initial data of (8.4) satisfies rigidity estimates on the optimal scale \( (\log n)^{O(1)}/n^{2/3} \) with respect to a measure \( \rho_0 \), which has square root behavior in a small neighborhood of its left edge. Let \( t \approx N^{-1/3+o(1)} \), then with high probability,

\[
(S(t)n)^{2/3} (y_1(t) - E(t), y_2(t) - E(t), y_3(t) - E(t), \cdots) \to \text{Airy-}\beta \text{ Point Process}.
\]

The same statement holds for particles close to the right edge.

Although the potential for the \( \beta \)-Dyson’s Brownian motion (8.4) studied in [1] does not depend on time. It is straightforward to adapt the proof in [1] for the case that the potential smoothly depends on time. Proposition 8.1 follows from applying Theorem 8.2 to (8.3).

### 8.2 Edge Universality for nonintersecting Brownian bridge

In this section we prove the main result of this paper Theorem 1.1, edge universality of nonintersecting Brownian bridges.

**Proof of Theorem 1.1.** Fix time \( t_0 \leq t \) such that \( n^{-2/3+o(1)} \leq t - t_0 \ll (\log n)^{-\epsilon} \), where the constant \( \epsilon \) will be chosen later. We construct the new boundary data:

\[
b^\pm = (b_1 \pm (\log n)^\epsilon n^{-2/3}, b_2 \pm (\log n)^\epsilon n^{-2/3}, \cdots, b_n \pm (\log n)^\epsilon n^{-2/3}),
\]

\[(8.5)\]
with $C$ large enough, such that
\[ b_i^- \leq b_i \leq b_i^+, \quad 1 \leq i \leq n. \]

We denote nonintersecting Brownian bridges between $a$ and $b$ after conditioning on time $t_0$, as \( \{x_1(s) \leq x_2(s) \leq \cdots \leq x_n(s)\}_{t_0 \leq s \leq 1} \). The affine shifts preserve nonintersecting Brownian bridges. If we denote the nonintersecting Brownian bridges between \( x_1(t_0) \leq x_2(t_0) \leq \cdots \leq x_n(t_0) \), and \( b^\pm \), as \( x_1^+ \leq x_2^+ \leq \cdots \leq x_n^+ \), we can couple it with the nonintersecting Brownian bridges between $a$ and $b$
\[ x_i^-(s) = x_i(s) - \frac{s - t_0}{1 - t_0} \frac{(\log n)^\varepsilon}{n^{2/3}}, \quad x_i^+(s) = x_i(s) + \frac{s - t_0}{1 - t_0} \frac{(\log n)^\varepsilon}{n^{2/3}}, \quad t_0 \leq s \leq 1. \]

Especially, at time $s = t$ with $t - t_0 \ll (\log n)^{-\varepsilon}$, it holds that
\[ x_i^-(t), x_i^+(t) = x_i(t) + o(n^{-2/3}) \tag{8.6} \]

Moreover, Theorem 6.2 implies that with high probability $y_i(1)$ is close to the corresponding $1/n$-quantiles of the density $\rho_B$, as defined in (6.7)
\[ \gamma_{i - (\log n)^{O(1)}}(1) \leq y_i(1) \leq \gamma_{i + (\log n)^{O(1)}}(t), \tag{8.8} \]
and the particles close to the left and right boundary points of $\text{supp}(\rho_B)$ satisfies
\[ y_i(t) \geq a(1) - \frac{(\log n)^{O(1)}}{n^{2/3}}, \quad y_n(t) \leq b(1) + \frac{(\log n)^{O(1)}}{n^{2/3}}. \tag{8.9} \]

Thanks to Assumption 3.4, if we take $C$ large enough, then with high probability
\[ b_i^- \leq y_i(1) \leq b_i^+. \]

Using the monotonicity of nonintersecting Brownian bridges, Theorem 6.8, we can couple the the weighted nonintersecting Brownian bridges starting at time $t_0$ with initial data $x_1(t_0) \leq x_2(t_0) \leq \cdots \leq x_n(t_0)$ with the nonintersecting Brownian bridges \( \{x_1^+(s) \leq x_2^+(s) \leq \cdots \leq x_n^+(s)\}_{t_0 \leq s \leq 1} \), and conclude that with high probability
\[ x_i^- \leq y_i(s) \leq x_i^+(s). \tag{8.10} \]

Estimates (8.6) and (8.10) imply that with high probability at time $s = t$ with $t - t_0 \ll (\log n)^{-\varepsilon}$,
\[ y_i(t) = x_i(t) + o(n^{-2/3}). \tag{8.11} \]

Theorem 1.1 follows from combining (8.7) and (8.11). \hfill \square
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