FINE-TUNING DEEP LEARNING MODELS FOR STEREO MATCHING USING RESULTS FROM SEMI-GLOBAL MATCHING

Hessah Albanwan\textsuperscript{1,2} and Rongjun Qin\textsuperscript{1,2,3,4,*}

\textsuperscript{1} Geospatial Data Analytics Laboratory, The Ohio State University, Columbus, USA
\textsuperscript{2}Department of Civil, Environmental and Geodetic Engineering, The Ohio State University, Columbus, USA
\textsuperscript{3} Department of Electrical and Computer Engineering, The Ohio State University, Columbus, USA
\textsuperscript{4} Translational Data Analytics Institute, The Ohio State University, Columbus, USA

Email: <albanwan.1, qin.324>@osu.edu

Commission VI, WG VI/4

KEY WORDS: Stereo Matching, Deep learning, Transferability, generalization, GCNet, PSMNet, LEAStereo, Census, Semi-Global Matching (SGM)

ABSTRACT:

Deep learning (DL) methods are widely investigated for stereo image matching tasks due to their reported high accuracies. However, their transferability/generalization capabilities are limited by the instances seen in the training data. With satellite images covering large-scale areas with variances in locations, content, land covers, and spatial patterns, we expect their performances to be impacted. Increasing the number and diversity of training data is always an option, but with the ground-truth disparity being limited in remote sensing due to its high cost, it is almost impossible to obtain the ground-truth for all locations. Knowing that classical stereo matching methods such as Census-based semi-global-matching (SGM) are widely adopted to process different types of stereo data, we therefore, propose a finetuning method that takes advantage of disparity maps derived from SGM on target stereo data. Our proposed method adopts a simple scheme that uses the energy map derived from the SGM algorithm to select high confidence disparity measurements, at the same utilizing the images to limit these selected disparity measurements on texture-rich regions. Our approach aims to investigate the possibility of improving the transferability of current DL methods to unseen target data without having their ground truth as a requirement. To perform a comprehensive study, we select 20 study-sites around the world to cover a variety of complexities and densities. We choose well-established DL methods like geometric and context network (GCNet), pyramid stereo matching network (PSMNet), and LEAStereo for evaluation. Our results indicate an improvement in the transferability of the DL methods across different regions visually and numerically.

1. INTRODUCTION

1.1 Background

Recently, end-to-end deep learning (DL) networks have been the highlight for stereo matching tasks due to their ability to generate disparity maps directly using a pair of rectified images (Laga, 2019). They have been proven to provide high performance and accuracies due to learning contextual information (Chang \& Chen, 2018; Cheng et al., 2020; Kendall et al., 2017). One of the essential criteria to evaluate DL methods in stereo matching is transferability (or generalizability), which refers to the ability to learn and predict from new environments that have not been seen previously by the model in the training dataset. Current studies show that DL stereo matching methods have poor transferability and generalization capabilities if there is a significant domain difference between training and testing datasets (Pang et al., 2018; Song et al., 2021), for example, satellite and ground view sensor images. Typically, we would assume that transferability will enhance if the datasets are from the same source as sensor and have similar characteristics. However, for satellite images, the variation goes beyond color and geometry, the complexity and diversity of urban patterns vary greatly across cities around the world, where each region has its unique spatial distribution of buildings, landscapes, roads, etc., in addition, to the buildings heights, shapes, etc. We strongly believe that these spatial variations limit the usage of DL methods in remote sensing tasks and may lead to poor performance and worse transferability. Typically, DL methods require a large amount of training data to enhance the transferability and provide good accuracies. For remote sensing data, even with satellite images becoming more accessible, the ground truth data (as Light detection and ranging (LiDAR)) remain scarce. Some of the existing benchmarks provide the ground truth LiDAR for several regions around the world, but they are unevenly distributed around the world covering mostly major cities. With ground truth data being limited, current studies struggle to find alternative solutions for this problem, leaving this question open to be addressed.

As opposed to DL stereo matching algorithms, Census cost metric has been proved to provide a good trade-off between the accuracy and robustness to extremely varying scenes and sensors (Chen et al., 2019; Loghman \& Kim, 2013). However, it may not produce optimal results as DL methods when they are sufficiently trained and tested on similar datasets. Additionally, unlike DL stereo matching methods, Census requires cost aggregation using methods like semi-global matching (SGM) to further enhance the results. Given these properties of Census-SGM, we believe that it can be a good candidate to replace the ground-truth disparity map during the learning process. However, Census-SGM is known to perform poorly in some regions (e.g., texture-less regions) (Humenberger et al., 2010), therefore, masking reliable pixels using complementary information like SGM’s energy map and the texture or edge map is important to be able to use Census-SGM as ground truth. Therefore, we propose a method that can learn directly from the target dataset using the disparity map from Census-SGM to only compare pixels with low uncertainty.

In this paper, we aim to tackle two major challenges of DL methods used in stereo matching and remote sensing satellite images, the transferability and lack of ground truth data. We first, analyse the transferability of the DL methods across 20 study
sites around the world by considering three of the most used well-established methods including geometric and context network (GCNet), pyramid stereo matching (PSMNet), and LEAStereo. We then use the pre-trained satellite models for finetuning, where we only modify the loss function to compare between the predicted and Census-SGM disparities around pixels with high confidence (i.e., low uncertainty). We evaluate our results qualitatively and quantitatively based on the triangulated digital surface models (DSM). In summary, our paper provides the following contributions:

- We analyse the transferability and performance of the DL methods used for stereo matching across satellite images from different regions.

- We provide a fine-tuning solution using census-SGM to improve the transferability/generalizability of DL methods by learning directly from the target dataset without requiring ground truth data.

The remainder of the paper is organized as follows, Section 1.2 discusses the related works and rationale of this paper, Section 2, provides an overview of the datasets and stereo methods used in this work, Section 3, the analysis, discussion, and results, and finally, we provide the conclusion and potential future works in Section 4.

1.2 Related Works

1.2.1 Deep learning methods for stereo matching

State-of-the-art DL methods have been reported to have remarkable progress in stereo matching. Unlike classical methods where disparity maps have to be generated on four different stages (i.e., cost matching, aggregation, disparity computation, and refinement) (Scharstein et al., 2001), deep learning networks have provided an alternative for a direct solution that integrates all steps into a single network to predict the disparity map using a pair of stereo images. (Mayer et al., 2016) are the first to propose a deep learning network for stereo matching, their method consists of 2D convolutional neural networks (CNNs) embedded in an encoder-decoder Siamese network; they applied their method on KITTI dataset and proved to be able to get high accuracy than Census-SGM and DL networks as MC-CNN (Žbontar & LeCun, 2015). Later on, geometry was realized as an added value to the stereo matching problems, Kendall et al., (2017) in their geometry and context network (GCNet) have found that learning from geometry can greatly enhance the disparity map. The development of DL methods is still in progress and many current algorithms are inspired by previous advances in stereo matching (Chang & Chen, 2018; Cheng et al., 2020), however, due to their novelty, there still exist some limitations that need to be addressed. One of the major challenges for DL methods is the limited transferability and generalization capabilities (Pang et al., 2018; Song et al., 2021). As supervised methods, they cannot predict beyond the training data leading to poor performance around unseen instances. Additionally, they are often computationally expensive demanding a substantial amount of training time and data to assure high performance (Knölbreiter et al., 2019) and good transferability. However, a large amount of training data is time-consuming and often unavailable for remote sensing data.

1.2.2 The challenges of remote sensing data used in stereo image matching

The outstanding performance of DL methods on standard benchmarks such as KITTI, Middlebury, and Sceneflow have inspired many other fields like remote sensing. Some studies have shown that they can have high accuracy than classic stereo matching algorithms when applied to satellite images (M. Chen et al., 2021), however, their performance is limited by the number of training datasets and computational time. Compared with ground-view, synthetic, or camera images, remote sensing images are more complex, and even with the continuous development of high-resolution sensors, remote sensing images are rich with information and dense in content leading to a more difficult stereo matching. The complexity in remote sensing images come from various aspects including, 1) varying image content based on numerous regions around the world, this leads to highly varying spatial patterns, landscapes, textures, etc., 2) characteristics of objects in the image, for example, size, height, and shape of buildings (Qin, 2014), and 3) existence of occlusions from shadows or view angles (Qin, 2019). These variabilities in remote sensing images may highly compromise the performance and transferability of DL methods.

Another major challenge in remote sensing is the lack of ground truth data (Cournet et al., 2020). Typically, the ground truth disparity map for training the networks for stereo matching is often transformed and generated from Light Detection and Ranging sensor (LiDAR), however, due to its expensive price, it is impossible to collect LiDAR data for all locations around the globe. With this being an issue, this limits the capabilities of deep learning networks in many remote sensing tasks.

1.2.3 Transferability solutions for DL networks

It is a general practice that a model may be re-trained or fine-tuned when applied to unseen data. In the absence of the ground truth data re-training from scratch may not be a viable option. Instead of having ground truth data for training, studies have indicated that finetuning can be performed on alternatives to the ground truth data, for example, (Zhong et al., 2017) proposed a self-supervised DL method that used image warping errors for the loss function in the training stage. Similarly, (Zhou et al., 2017) proposed an unsupervised learning method that takes the loss from the left-right consistency check. Many other studies suggest unsupervised or self-supervised learning algorithms for finetuning the pretrained model without requiring the ground truth data (Knölbreiter et al., 2019; Yuan et al., 2021). Hence, in this work, we propose a training approach that allows our network to adapt to new datasets without demanding the ground truth. This can be applied by training the target domain with Census-SGM as an alternative for the ground truth. Census cost metric can work well in most environments and SGM can provide the energy map to indicate reliable pixels with low uncertainty.

2. METHODOLOGY

In this section, we describe the data used in the experiment, present the relevant background information about the current stereo matching DL methods, and discuss the proposed finetuning method.

2.1 Dataset Description

Source dataset is the training dataset that has available ground-truth disparity maps. We use this dataset for the pre-trained model. The source data is from the 2019 Institute of Electrical and Electronics Engineers (IEEE) Geoscience and Remote Sensing Society (GRSS) Data Fusion Contest (DFC) track 2 benchmark (Le Saux, 2019); it includes 4320 rectified satellite images from Worldview-3 sensor with their ground truth disparity maps and dimensions of 1024 x 1024. We pre-process by normalizing and cropping the images to smaller patches of size 1248 x 384 to reduce memory consumption, thus, in total, we have 25,000 training patches, we divide the patches into 80% for training and 20% for testing.
**Target dataset** is used for the proposed finetuning method. It is composed of stereo pair satellite images from different sensors and regions around the world. We select 20 study sites from around the world to cover a wide range of land covers, buildings types, shapes, heights (e.g., residential areas, industrial areas, etc.), densities, and complexities. Our study sites cover few sub-areas in 1) Omaha, Nebraska, USA, 2) Jacksonville, Florida, USA, 3) near San Fernando, Argentina, 4) London, England, 5) Haiti, and 6) Rochor and Punggol, Singapore. The stereo pair images are very high resolution (VHR) satellite images from different sensors including Worldview-3, Worldview-2, IKONOS, and GeoEye-1. We pre-process the stereo pair images and unify the spatial resolution by up-sampling to 0.3 meters, we then rectify each pair of images to be processed by the stereo matching algorithms. For more information about the datasets refer to Figure 1.

For finetuning in the target domain, we use the stereo pairs from target datasets with their Census-SGM disparity and energy maps. We finetune using 571 training and 393 testing patches of size (1248 x 384). Since we are using the pre-trained model from the source data for finetuning we only need a small sample from the target data to finetune.

Some benchmarks provide the ground-truth DSM which we use for evaluation of the proposed finetuning methods. The study sites with the ground truth DSM include Omaha and Jacksonville datasets from the 2019 DFC benchmark, Argentina dataset provided by the IARPA (The Intelligence Advanced Research Projects Activity) Multiview stereo 3D mapping challenge, and London dataset.

### Figure 1. Data description

#### Study site | Sensor | Ground truth DSM
|----------------|----------------|------------------|
| Jacksonville, FL, USA | Worldview-3, spatial resolution 0.3 m | Available |
| Omaha, NE, USA | Worldview-3, spatial resolution 0.3 m | Available |
| Near San Fernando, Argentina | Worldview-3, spatial resolution 0.3 m | Available |
| Haiti | Worldview-2, Geo-EYE, and IKONOS, spatial resolutions 0.46, 0.51, and 0.82 m | - |
| London, England | Worldview-2, spatial resolution 0.46 m | Available |
| Punggol, Singapore | Worldview-2, spatial resolution 0.46 m | Available |
| Rochor I, Singapore | IKONOS, spatial resolution 0.82 m | - |
| Rochor II, Singapore | IKONOS, spatial resolution 0.82 m | - |

2.2 The stereo matching deep learning methods

DL methods provide direct solutions to stereo matching problems, where it takes a pair of rectified images and outputs the disparity map without further optimization as cost aggregation. We use three common DL methods that have been reported to have an outstanding performance in stereo matching computer vision tasks including CGNet, PSMNet, and LEAStereo. In this section, we briefly explain the mechanism of these methods.

A. **Geometry and context network (GCNet)**

GCNet is developed by Kendall et al. (2017); they develop a Siamese network for their 2D convolution with shared weights to extract unary features from pair of images and generate the 4D cost volume (height, width, disparity, and feature size). The high dimension cost volume enables geometry to be preserved during...
cost matching. Additionally, instead of using subtraction or distance metrics to compute the cost, they rely on feature concatenation from both images, allowing better performance. They also implement a regularization step using 3D convolution to produce better feature representation using image dimensions and the disparity as an additional dimension.

### B. Pyramid stereo matching (PSMNet)

PSMNet learns the cost volume by integrating contextual feature cues from different scales; they construct spatial pyramid pooling (SPP) module to expand learning from pixel-level features to regional-level features on various scales. They build a stack hourglass module to learn and regularize the 4D cost volume using 3D convolutional layers.

### C. LEAStereo

As an advancement to previous methods, LEAStereo build an automated neural architectural search (NAS) module to find optimal parameters (e.g., filter size, strides, etc.) for the convolutional layers in the networks. Their stereo matching algorithm consists of a feature extraction network and cost matching network.

#### 2.3 Proposed finetuning method

**A. Semi-global matching (SGM)**

SGM is originally proposed to impose a smoothness constraint on the matched cost. Its energy function can be expressed as follows:

\[
E(D) = \sum_c C(x, d) + \sum_{q \in N_p} P_1 T[d_x - d_q] + \sum_{q \in N_p} P_2 T[d_x - d_q > 1]
\]

(1)

Where the \(C(x, d)\) is the computed cost for the pixel at position \(x\) and disparity \(d\). The \(P_1\) and \(P_2\) are the penalty parameters defined by users and are applied to regularize the cost function for all pixels \(q\) in the neighbourhood \(N_p\). \(P_1\) is a constant value for pixels, it accounts for pixels on slanted regions, whereas \(P_2\) is proposed to impose large values on pixels discontinuities.

The key idea for SGM (Hirschmuller, 2005, 2008) is to aggregate the matching cost iteratively from multiple directions. The cost aggregation can be applied in eight or sixteen directions depending on the desire of users. The eight directions can provide fair results and fast process, while the sixteen directions can produce more accurate results but at the expense of speed. The accumulated cost from SGM into a single pixel can be expressed as follows:

\[
S(x, d) = \sum_r L_r(x, d)
\]

(2)

Where \(S(x, d)\) is the total accumulated cost from all costs \(L_r(x, d)\) at different directions \(r\) for pixel at position \(x\) and disparity \(d\). Each cost is computed as follows:

\[
L_r(x, d) = C(x, d) + \text{min} \left\{ L_r(x - r, d), L_r(x - r, d - 1), L_r(x - r, d + 1) \right\} + P_1 L_r(x - r, d) + P_2 \min_i \left\{ L_r(x - r, i) + P_2 \right\}
\]

(3)

Where the \(C(x, d)\) is the computed cost for the pixel \(x\), \(P_1\) and \(P_2\) are the penalty parameters that are user-defined and are applied to regularize the cost function. We refer to the minimal aggregated/accumulated cost \(S(x, d)\) as the energy map in which we use to guide the training of the DL algorithms. A sample for the energy map is shown in Figure 2.

**B. Proposed finetuning with SGM**

We suggest a generic finetuning approach that can be applied to any DL stereo matching algorithm. We introduce a method that can learn from the target data without having their ground truth disparity maps for training. Instead, we use Census-SGM as the ground-truth disparity. Census-SGM provides a good trade-off for robustness and accuracy, as it has stable performance across datasets of different sensors and regions. However, as prediction method, it does not work well in some areas like flat and texture-less regions. Therefore, we propose a weighted loss function that assigns weights based on the importance of the information. We extract confidence maps which we regard as the most important features we want to learn from. We have two confidence maps, 1) the edge map which we extract from the left image using Canny edge detector to get the edges and textured regions, and 2) the energy map from Census-SGM to indicate pixels with low uncertainty. For information about the confidence maps refer to Figure 2.

In addition to training using the target dataset, we have also applied some data augmentation on some of the source datasets for regularization and smoothness for the results. The architecture of the networks remains intact, the only modification we apply is on the loss function. The modified loss function is expressed as follows:

\[
\text{Loss} = \text{Loss}_{\text{augmented source}} + \text{Loss}_{\text{target}}
\]

(4)

Where the \(\text{Loss}_{\text{augmented source}}\) computes the L1 loss function between the augmented source dataset and their provided ground truth disparity. The \(\text{Loss}_{\text{target}}\) computes the loss for the target data by comparing the predicted and Census-SGM disparities. We use Huber loss for the target loss because of its robustness to outliers. To optimize the loss function, we divide our target loss into three parts: first, the loss for all pixels in the predicted disparity against the Census-SGM disparity, which can be expressed as follows:

\[
\text{Loss}_1 = \text{huber} \left( \frac{\text{Census disparity, predicted disparity}}{} \right)
\]

(5)

Second, the loss for pixels with high confidence based on the energy map. We apply a threshold on the energy map to mask the pixels with low uncertainty. We then use Huber loss function as follow:

\[
\text{Loss}_2 = \text{huber} \left( \frac{\text{Census disparity(mask_energymap), predicted disparity (mask_energymap)}}{} \right)
\]

(6)

Where \(\text{mask_energymap} = \text{ENERGY\_MAP} < \text{threshold}\). The threshold is chosen empirically and set to 2500. Third, the loss for pixels with high confidence based on the texture and edge map which we extract using canny edge detection. The Huber loss is then computed based on the valid pixels masked from the edge map as follows:
\[ \text{Loss}_3 = \text{huber_loss} \left( \frac{\text{Census disparity}(\text{mask}_{\text{edgemap}})}{\text{predicted disparity} (\text{mask}_{\text{edgemap}})} \right) \]  

We combine these three losses into the target loss. Since Census-SGM do not work well for all areas (e.g., flat, texture-less, etc.), we further optimize the loss function by imposing weights based on the importance of information and likelihood that it will have high confidence. We assign low weights for \( \text{Loss}_1 \) and high weights for \( \text{Loss}_2 \) and \( \text{Loss}_3 \) weights. The final target function can be expressed as follows:

\[ \text{Loss}_{\text{target}} = w_1 \times \text{Loss}_1 + w_2 \times \text{Loss}_2 + w_3 \times \text{Loss}_3 \]  

The weights are determined empirically and set to \( w_1 = 0.1, w_2 = 0.45, w_3 = 0.45 \).

3. EXPERIMENT AND RESULTS

To evaluate the transferability of DL stereo matching algorithms using satellite images, we triangulate the disparity maps to DSMs. First, we visually analyze the transferability of DL algorithms across different study sites before finetuning. Then, we present visual results and numerical evaluation for before and after finetuning by computing the root mean square error (RMSE) against the ground truth DSM.

3.1 DL training setup

GCNet and PSMNet are implemented in Pytorch, they use Adam optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \), the initial learning rate of 0.001, and training and testing batch size of 1. For training, the images are randomly cropped to 256 x 512. As for LEAStereo, it is also implemented in Pytorch, the training images cropped into 288 x 576, we use SGD optimizer with \( \beta_1 = 0.9 \), a cosine learning rate ranging from 0.025 to 0.001, and a batch size of 1.

3.2 Visual analysis before fine-tuning

The visual analysis allows viewing and inspecting the results based on the visible characteristics to make informative decisions and determinations about behavioural changes, consistency, variability, and overall accuracy of the data. In this section, we present the DSMs generated by GCNet, PSMNet, and LEAStereo before fine-tuning across different study sites, we expect their performance to vary based on region. We present a visual comparison for the DSMs generated by Census-SGM, GCNet, PSMNet, and LEAStereo from different areas in the world in Figure 3. Our results show that DL methods work well for areas with sparse spatially distributed objects that have large buildings, as can be seen from Omaha, Jacksonville, and Rochor, Singapore study sites in Figure 3, where we can see clear outlines for different classes. While for dense areas with many buildings as in London, Argentina, and Haiti study sites, we can see that the predictions are not as meaningful and distinct as in the other study sites. For example, in London study site, we can barely distinguish between different classes in the DSMs of the three DL algorithms (see last raw Figure 3). In some cases as in the Argentina study site, we can see that the DSM is very smoothed especially around dense residential areas, this can be apparent in PSMNet and LEAStereo, while for the Haiti dataset with even more dense areas having small-sized residential houses, the prediction of DL algorithms is worst. In contrast, we can see that Census-SGM has stable performance across all presented study sites, and even with dense areas, we can still distinguish between different classes as in London and Haiti study sites we can clearly differentiate between roads, ground, and buildings, while in the DL algorithms they are barely recognizable. Therefore, we can conclude that the performance for DL stereo matching algorithms is highly sensitive to the variances in sensors and regions.

| Image | Census-SGM | GCNet | PSMNet | LEAStereo |
|-------|------------|-------|--------|-----------|
|       |            |       |        |           |

Figure 3. Visual analysis for the transferability of the DL algorithms across different study sites. Note: the rows from 1-6 show Omaha I, Argentina III, Jacksonville II, Haiti II, Rochor I Singapore, and London study sites, respectively.

3.3 Finetuning results

We evaluate the DSMs generated by the GCNet, PSMNet, and LEAStereo before and after the proposed finetuning. We use analyze the results visually and numerically by evaluating the DSMs and their RMSE for the study sites that have the ground-truth DSM available including Omaha, Jacksonville, Argentina, and London. We anticipate that the level of details will enhance as we add more information from Census-SGM energy map and disparity map. We present sample DSMs for the before and after finetuning the DL algorithms for London and Haiti study sites in Figure 4. and Figure 5, respectively. We can notice that the level of details in London study site enhanced significantly which is visible from the enlarged highlighted region in red. Before finetuning the roads and small buildings are very blurry and almost impossible to distinguish, whilst after finetuning with Census-SGM, we can see that the different classes outlined clearly like the ground, roads, and small buildings. For Haiti study site, before finetuning the DSMs are inaccurate and invisible (see Figure 5), however, after finetuning, we can see the details of the city more obvious in all DSMs from GCNet, PSMNet, and LEAStereo (see red rectangle in Figure 5). This indicates that finetuning with Census-SGM and target data can indeed enhance the results.
We present the numerical evaluation of the RMSE for the DSMs generated by GCNet, PSMNet, and LEAStereo before and after the proposed finetuning approach in two parts: first, the profile that shows the alignment between the ground-truth DSM and the DL algorithms before and after finetuning, second, Table I to show the error (i.e., RMSE) for the DSM in each study sites with the overall average RMSE. Figure 6. shows the DSM profile for a line segment from London I study site comparing between the ground-truth DSM and the DSMs from GCNet, PSMNet, and LEAStereo before and after finetuning. From the profile of GCNet and PSMNet, we can notice that the DSMs after finetuning become close to the shape and pattern of the ground truth DSM (See red and green lines), whereas for before finetuning the blue line is almost straight and does not reflect much of the true values or patterns form the ground-truth DSM. LEAStereo profile looks much better than before finetuning, and it shows more matching pattern to the ground-truth DSM than GCNet and PSMNet, this is clearly obvious in the middle section from curves showing the drops between the edges and boundaries and flat regions. We can see clear separation of DSM values. Table I presents the errors (RMSE) for the DSMs from GCNet, PSMNet, and LEAStereo before and after finetuning against the Census-SGM. We evaluate the study sites that have the ground-truth DSM available like Argentina, Omaha, Jacksonville, and London. In general, we can see a notable improvement in the results after the proposed finetuning method, this can be observed from few aspects. First, the RMSE for the DSMs finetuned are lower than before finetuning. This can be seen by the difference ($\Delta$) column in Table I that shows the RMSE of the after
finetuning minus raw results (before finetuning); the negative values indicate a drop in the RMSE. The overall average drop in the RMSE for GCNet, PSMNet, and LEAStereo range between 0.07 and 5.3 meters. Second, we can see that the minimum RMSE for all study sites always falls in one of the finetuned DL methods (See bold numbers in Table I). Third, the average RMSE shows that the lowest errors are achieved by the finetuned DL algorithms of less than 4.80 meters, which are also less than Census-SGM whose average is 5.33 meters. In general, the RMSE values of the finetuned DSMs are better than Census-SGM, where they are lower by 0.02 to 3.29 meters. These results imply that proposed finetuning method using target data and Census-SGM can improve the performance of stereo matching numerically and visually.

Table I. Numerical evaluation for the RMSE (m) of DSMs generated using different DL algorithms for all study sites. Note: the Δ refers to the difference between the RMSE for DL algorithms before and after finetuning.

| Study site  | Census-SGM | GCNet | GCNet-finetuned | Δ [GCNet finetuned−GCNet] | PSMNet | PSMNet finetuned | Δ [PSMNet finetuned−PSMNet] | LEAStereo | LEAStereo finetuned | Δ [LEAStereo finetuned−LEAStereo] |
|-------------|-------------|-------|----------------|--------------------------|--------|----------------|--------------------------|-----------|-------------------|----------------------------------|
| Argentina I | 5.86        | 5.40  | 5.22           | -0.18                    | 5.17   | 4.99           | -0.18                    | 4.70      | 4.37              | -0.33                            |
| Argentina II| 6.53        | 3.87  | 3.44           | -0.43                    | 4.99   | 4.46           | -0.53                    | 4.57      | 3.24              | -1.33                            |
| Argentina III| 4.23       | 3.78  | 3.51           | -0.27                    | 4.02   | 3.66           | -0.36                    | 3.64      | 3.53              | -0.11                            |
| Omaha I     | 3.86        | 4.11  | 3.60           | -0.51                    | 2.63   | 3.29           | 0.66                     | 3.05      | 3.84              | 0.79                             |
| Omaha II    | 5.16        | 6.69  | 6.74           | 0.05                     | 4.90   | 4.15           | -0.75                    | 4.49      | 4.75              | 0.26                             |
| Omaha III   | 3.23        | 3.18  | 3.94           | 0.76                     | 2.84   | 2.24           | -0.60                    | 2.69      | 2.80              | 0.11                             |
| Jacksonville I | 5.02   | 5.03  | 4.84           | -0.19                    | 4.34   | 4.95           | 0.61                     | 5.46      | 6.06              | 0.60                             |
| Jacksonville II | 4.38 | 3.38  | 3.16           | -0.22                    | 3.08   | 2.91           | -0.17                    | 3.19      | 3.60              | 0.41                             |
| Jacksonville III | 3.79 | 2.82  | 2.60           | -0.22                    | 3.00   | 2.93           | -0.07                    | 2.68      | 3.15              | 0.47                             |
| London I    | 9.03        | 13.77 | 9.74           | -4.03                    | 14.13  | 8.82           | -5.30                    | 9.61      | 8.91              | -0.70                            |
| London II   | 6.93        | 8.48  | 6.34           | -2.14                    | 5.91   | 5.67           | -0.25                    | 6.14      | 5.28              | -0.87                            |
| London III  | 5.93        | 5.74  | 4.75           | -1.09                    | 5.02   | 4.67           | -0.36                    | 5.06      | 4.78              | -0.28                            |
| Average RMSE | 5.33       | 5.52  | 4.82           | -0.70                    | 5.00   | 4.40           | -0.61                    | 4.61      | 4.53              | -0.08                            |

Figure 6. The profile for the DSMs generated using DL algorithms before and after finetuning against the ground truth DSM for London I study site. Note: the x-axis is the pixel position in the line segment and the y-axis is the DSM value.

4. CONCLUSION AND FUTURE WORKS

In this work, we have examined the possibility of integrating the high-performance DL stereo matching methods with the stable Census-SGM as an unsupervised learning approach to enhance transferability across different study sites. We have analysed the performance of DL methods across different regions and found that they are highly sensitive to unseen regions and environments, which influence the quality of the results. We have proposed a finetuning approach that focuses on solving the lack of ground-truth data for satellite images used for stereo matching. It therefore aims to adapt and train using information directly from the target data and Census-SGM. The finetuning has improved the results visually and numerically. The overall average drop in the RMSE is from 0.07 to 5.3 meters after finetuning. While the drop between the finetuned and Census-SGM results is between 0.02 to 3 meters. Our approach shows high potential and needs to be thoroughly investigated in the future to take advantage of the complementary benefits of both methods.
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