COMPOSITION OPERATORS ON SPACES OF DOUBLE DIRICHLET SERIES
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Abstract. We study composition operators on spaces of double Dirichlet series, focusing our interest on the characterization of the composition operators of the space of bounded double Dirichlet series $H^\infty(C_2^+).$ We also show how the composition operators of this space of Dirichlet series are related to the composition operators of the corresponding spaces of holomorphic functions. Finally, we give a characterization of the superposition operators in $H^\infty(C_+)$ and in the spaces $H^p.$

1. Introduction

The study of composition operators appears as a consistent topic of interest in the literature of Banach spaces of holomorphic functions. Generally, a composition operator is defined by a function $\phi,$ called the symbol of the composition operator $C_\phi,$ so that $C_\phi(f) = f \circ \phi.$ Composition operators of spaces of Dirichlet series were first studied in [7], where the authors focus on $H^2,$ the Hilbert space of Dirichlet series whose sequence of coefficients belongs to $\ell^2.$ Before we continue, let us introduce some notation. We will denote by $C_\sigma,$ with $\sigma > 0,$ the half-plane of complex numbers whose real part is strictly larger than $\sigma,$ using $C_0$ as a substitute notation for the case of $C_0$ to highlight the relevance of this special case. We denote by $D$ the set of Dirichlet series which converge in some half-plane, that is, those Dirichlet series which converge somewhere, hence in a half-plane (see [9, Lemma 4.1.1]). The two main results of [7] (see also [9, Theorem 6.4.5]) characterize composition operators acting on $H^2.$

Theorem 1.1. [7, Theorem A] Let $\theta \in \mathbb{R}.$ An analytic function $\phi : C_\theta \to C_1^2$ generates a composition operator $C_\phi : H^2 \to D$ if and only if it is of the form $\phi(s) = c_0 s + \phi(s)$ with $c_0 \in \mathbb{N}_0$ and $\phi \in D.$

Theorem 1.2. [7, Theorem B] An analytic function $\phi : C_2^+ \to C_1^2$ defines a bounded composition operator $C_\phi : H^2 \to H^2$ if and only if

(a) it is of the form $\phi(s) = c_0 s + \phi(s)$ with $c_0 \in \mathbb{N}_0$ and $\phi \in D.$

(b) $\phi$ has an analytic extension to $C_+,,$ also denoted by $\phi,$ such that

(i) $\phi(C_+) \subset C_+$ if $0 < c_0,$ and

(ii) $\phi(C_+) \subset C_\frac{1}{2}$ if $c_0 = 0.$

Here it should be understood that $\phi$ is a Dirichlet series which converges in some half-plane and has an analytic extension, also denoted by $\phi,$ defined in $C_\theta$ for Theorem [11] and in $C_\frac{1}{2}$
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for Theorem 1.2. The same applies for the results that appear throughout this work, where \( \varphi \) will be a Dirichlet series convergent in a certain half-plane with an analytical extension to the domain of \( \phi \). This work was extended to the whole scale of Hardy spaces of Dirichlet series in [2].

In this paper, we are mostly interested in composition operators on \( \mathcal{H}^\infty(\mathbb{C}_+) \), the space of Dirichlet series that converge on some half-plane and that can be extended as a bounded holomorphic function to \( \mathbb{C}_+ \) (see [4] Chapter 6) or, equivalently, of those Dirichlet series that converge on \( \mathbb{C} \) to a bounded holomorphic function (see [5] Theorem 1.13)). This space is endowed with the norm \( \| D \|_\infty = \sup_{s \in \mathbb{C}_+} |D(s)| \). It has been shown in [2] that an analytic function \( \phi : \mathbb{C}_+ \to \mathbb{C}_+ \) generates a composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+) \to \mathcal{H}^\infty(\mathbb{C}_+) \) if and only if it writes \( \phi(s) = c_0 s + \varphi(s) \) with \( c_0 \in \mathbb{N}_0 \) and \( \varphi \in \mathcal{D} \).

Our aim is to extend this result to double Dirichlet series and to characterize the composition operators on the space \( \mathcal{H}^\infty(\mathbb{C}_+^2) \), introduced in [4] and whose definition we recall now. A double series \( \sum_{m,n} a_{m,n} \) is regularly convergent if it is convergent and if, for all \( m_0 \) and \( n_0 \), the series \( \sum_n a_{n_0,n} \) and \( \sum_m a_{m,n_0} \) are convergent. Then, the space \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) is defined as the space of double Dirichlet series \( \sum_{m,n=1}^{+\infty} a_{m,n} m^{-t} n^{-s} \) that are regularly convergent on \( \mathbb{C}_+^2 \) to a bounded holomorphic function (the norm being defined as the supremum on \( \mathbb{C}_+^2 \)). With this we can state the main result of this paper. It is an analogue of the quoted result of [2] in the double case. Note here that the hypothesis of analyticity of the symbol is also dropped.

**Theorem 1.3.** Consider a function \( \phi : \mathbb{C}_+^2 \to \mathbb{C}_+^2 \), \( \phi = (\phi_1, \phi_2) \). Then \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+^2) \to \mathcal{H}^\infty(\mathbb{C}_+^2) \) is a composition operator if and only if, for \( j = 1,2 \) and \( (s,t) \in \mathbb{C}_+^2 \) we have

\[
\phi_j(s,t) = c_0^{(j)} s + d_0^{(j)} t + \varphi_j(s,t),
\]

where

\[
c_0^{(j)}, d_0^{(j)} \in \mathbb{N}_0
\]

and

\[
\varphi_j : \mathbb{C}_+^2 \to \mathbb{C}
\]

\[
\varphi_j(s,t) = \sum_{m,n=1}^{+\infty} \frac{d_{m,n}^{(j)}}{m^s n^t}
\]

is a double Dirichlet series that converges regularly and uniformly in \( \mathbb{C}_+^2 \) for every \( \varepsilon > 0 \).

The proof of this theorem will be divided into two parts. The proof that symbols satisfying (1.1) leads to composition operators on \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) will follow the arguments of the one-variable case, with extra difficulties since we are working with double Dirichlet series and we have to be very careful with the convergence of the series. In particular, we will need the latest results about the range of the symbol of a composition operator of \( \mathcal{H}^\infty(\mathbb{C}_+) \), which are developed in [10] Section 3. The proof of the converse part will require really new arguments, which were not necessary in the one-dimensional case (see in particular the proof of the forthcoming Theorem 3.12).

A crucial fact in the theory of Dirichlet series is that Dirichlet series and formal power series (or functions) in infinitely many variables are related through the Bohr transform \( \mathcal{B} \). Let us briefly recall how this identification is done. Each formal power series \( \sum_{\alpha} a_{\alpha} \varepsilon_{\alpha} \) (where \( \alpha \) runs on the set of eventually zero sequences of non-negative integers) is mapped onto the Dirichlet series \( \sum_{\alpha} a_{\alpha} (p_1^{\alpha_1} \cdots p_r^{\alpha_r})^{-s} \), where \( (p_j) \) is the sequence of prime numbers. This defines an isometric
isomorphism between $H^\infty(B_{c_0})$ (the space of bounded holomorphic functions on $B_{c_0}$, the open unit ball of $c_0$) and $H^\infty(C_+)$ (this was proved in [S], see also [6, Theorem 3.8]) and between $H^p(\mathbb{T}^\infty)$ and $H^p$ for every $1 \leq p \leq \infty$ [2, Theorem 2] (see also [H, Proposition 6.53] or [6, Chapter 11]). With this idea, it was shown in [2] that, for $1 \leq p < \infty$ composition operators on the Hardy space $H^p$ induce composition operators on $H^p(\mathbb{T}^\infty)$.

This identification was extended to the double case in [H, Theorem 3.5]. All this allows us to show (see Propositions 2.6 and 3.11) that composition operators on $H^\infty(C_k^\circ)$ (for $k = 1, 2$) induce composition operators on $H^\infty(B_{c_k})$.

As a final note we will deal with superposition operators, since it is interesting to mention how there is a significant difference between the case of $H^\infty(C_+)$ and the case of the spaces $H^p$.

2. Revisiting composition operators on $H^\infty(C_+)$

In this section, which is mostly expository, we revisit several arguments of the proof of [7, Theorem A] and of the characterization of composition operators on $H^\infty(C_+)$. In particular, we clear some details in the proof that were implicit in the original papers and we improve the results by dropping the a priori assumption of analyticity. All these results will be useful to study the double Dirichlet series case.

**Lemma 2.1.** Suppose that $\phi : C_+ \rightarrow \mathbb{C}$ is a function such that $k^{-\phi} \in H^\infty(C_+)$ for every $k \in \mathbb{N}$. Then $\phi$ is analytic in $C_+$ and there exist $c_0 \in \mathbb{N}_0$, $v \in \mathcal{D}$ such that $v$ extends to $C_+$ and $\phi(s) = c_0 s + v(s)$ for all $s \in C_+$.

**Proof.** First let us prove that $\phi$ is analytic. By hypothesis, $D(s) = \frac{1}{2\pi i} \in H^\infty(C_+)$ with $|D(s)| > 0$ for every $s \in C_+$. Then there exists $L : C_+ \rightarrow \mathbb{C}$ a holomorphic logarithm of $D$, that is, $D(s) = e^{L(s)}$ for every $s \in C_+$. As we have $e^{L(s)} = D(s) = e^{-(\log 2)\phi(s)}$, there exists a function $k : C_+ \rightarrow \mathbb{Z}$ such that $-(\log 2)\phi(s) = L(s) + 2k(s)\pi i$. Analogously for $D(s) = \frac{1}{3\pi e^2}$, there exists $\tilde{L} : C_+ \rightarrow \mathbb{C}$ a holomorphic logarithm of $\tilde{D}$ and a function $\tilde{k} : C_+ \rightarrow \mathbb{Z}$ such that $-(\log 3)\phi(s) = \tilde{L}(s) + 2\tilde{k}(s)\pi i$. Therefore, for every $s \in C_+$,

$$
\frac{1}{-\log 2}(L(s) + 2k(s)\pi i) = \frac{1}{-\log 3}(	ilde{L}(s) + 2\tilde{k}(s)\pi i),
$$

so, if $h : C_+ \rightarrow \mathbb{C}$ is defined as

$$
h(s) = \frac{1}{2\pi i} \left( \frac{L(s)}{\log 2} - \frac{\tilde{L}(s)}{\log 3} \right) = \frac{\tilde{k}(s)}{\log 3} - \frac{k(s)}{\log 2} = \frac{1}{\log 2} \mathbb{Z} + \frac{1}{\log 3} \mathbb{Z},
$$

then $h(C_+)$ is a countable set and by the open mapping property, $h$ is a constant function. Now suppose $\tilde{k}$ is not constant and take $s_1, s_2 \in C_+$ such that $\tilde{k}(s_1) \neq \tilde{k}(s_2)$. Since $h(s_1) = h(s_2)$,

$$
\frac{\tilde{k}(s_1)}{\log 3} - \frac{k(s_1)}{\log 2} = \frac{\tilde{k}(s_2)}{\log 3} - \frac{k(s_2)}{\log 2},
$$

so

$$
\frac{\log 3}{\log 2} = \frac{k(s_1) - k(s_2)}{\tilde{k}(s_1) - \tilde{k}(s_2)} \in \mathbb{Q},
$$

a contradiction. Therefore, $\tilde{k}$ is constant and $\phi(s) = \frac{1}{-\log 3}(L(s) + 2\tilde{k}(s)\pi i)$ for all $s \in C_+$, so $\phi$ is analytic in $C_+$.

Now, note that in the proof of the necessity of [7, Theorem A] the only hypothesis that is really used is that $k^{-\phi} \in \mathcal{D}$ for all $k \in \mathbb{N}$. Since the assumptions of the present lemma imply this, the proof now follows from the application of [7, Theorem A]. ■
Remark 2.2. Lemma 2.1 can actually be stated with weaker hypothesis with essentially the same proof. It is enough to assume that \( \phi : \mathbb{C}_e \rightarrow \mathbb{C} \) (for \( \theta \geq 0 \)) is a function such that \( k^{-\phi} \in D \) for every \( k \in \mathbb{N} \) to get that \( \phi(s) = c_0s + \varphi(s) \) for all \( s \in \mathbb{C}_e \), with \( c_0 \in \mathbb{N} \) and \( \varphi \in D \).

The next result is a particular case of [7, Proposition 4.2].

Proposition 2.3. Suppose \( \phi : \mathbb{C}_+ \rightarrow \mathbb{C}_+ \) is a holomorphic mapping of the form \( \phi(s) = c_0s + \varphi(s) \) for some \( c_0 \in \mathbb{N}_0 \) and such that \( \varphi \) can be represented as a Dirichlet series that converges on \( \mathbb{C}_\sigma \) for some \( \sigma > 0 \). Then for every \( \varepsilon > 0 \) there exists some \( \delta > 0 \) such that \( \phi(\mathbb{C}_\varepsilon) \subset \mathbb{C}_\delta \).

Our next theorem improves a result stated by the first author in [2], since we remove the assumption of analyticity of the symbol. We give a detailed proof for the sake of completeness as it will be useful later on.

Proposition 2.4. A symbol \( \phi : \mathbb{C}_+ \rightarrow \mathbb{C}_+ \) generates a composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+) \rightarrow \mathcal{H}^\infty(\mathbb{C}_+) \) if and only if it is analytic and, for all \( s \in \mathbb{C}_+ \), \( \phi(s) = c_0s + \varphi(s) \) with \( c_0 \in \mathbb{N}_0 \) and \( \varphi \in D \).

Proof. The necessity follows from Lemma 2.1 and the fact that \( \frac{1}{s^n} \in \mathcal{H}^\infty(\mathbb{C}_+) \) for all \( k \in \mathbb{N} \). For the sufficiency, take \( D \in \mathcal{H}^\infty(\mathbb{C}_+) \) given by \( D(s) = \sum_{k=1}^{\infty} k_b(k) \) and \( \phi : \mathbb{C}_+ \rightarrow \mathbb{C}_+ \) defined as \( \phi(s) = c_0s + \varphi(s) \) with \( c_0 \in \mathbb{N}_0 \) and \( \varphi \in D \), and fix \( \varepsilon > 0 \). Consider \( D_n(s) = \sum_{k=1}^{\infty} k_b(k) \). By Theorem 1.1 \( D_n \circ \phi \) is a Dirichlet series that converges in some half-plane. Moreover, by Proposition 2.3 given \( \varepsilon > 0 \) there exists some \( \delta > 0 \) such that \( \phi(\mathbb{C}_\varepsilon) \subset \mathbb{C}_\delta \) and therefore the sequence \( \{D_n \circ \phi\}_n \) is uniformly bounded on \( \mathbb{C}_\varepsilon \), say by \( C \), as there it converges uniformly to \( D \circ \phi \). Write \( (D_n \circ \phi)(s) = \sum_{k=1}^{\infty} k_b(k) \). For a fixed \( k \), the sequence \( \{b_k(n)\}_n \) is bounded by \( Ck^\varepsilon \) and it is a Cauchy sequence since

\[
|b_k^{(n)} - b_k^{(m)}| \leq k^\varepsilon \sup_{s \in \mathbb{C}_\varepsilon} |D_n \circ \phi(s) - D_m \circ \phi(s)|.
\]

Therefore it converges to some \( b_k \in \mathbb{C} \) with \( |b_k| \leq Ck^\varepsilon \). Defining \( F(s) = \sum_{k=1}^{\infty} k_b(k) \), since \( |b_k| \leq Ck^\varepsilon \), \( F(s) \) converges absolutely in \( \mathbb{C}_{1+\varepsilon} \), and it is clear that in that half-plane the sequence \( \{D_n \circ \phi\}_n \) converges to \( F \). It is enough to note that \( \|D \circ \phi\|_\infty \leq \|D\|_\infty < \infty \) to apply Bohr’s Theorem (see e.g. [6] Theorem 1.3 or [9] Theorem 6.23) and get that \( D \circ \phi \) actually coincides with \( F \) and that it is in \( \mathcal{H}^\infty(\mathbb{C}_+) \). \( \blacksquare \)

Arguing as in [10], we can improve Proposition 2.4 and replace analyticity of \( \varphi \) by its uniform convergence on each half-plane. Indeed, under the previous assumptions, we know that \( \varphi(\mathbb{C}_+) \subset \mathbb{C}_+ \) (this is trivial if \( c_0 = 0 \) and follows from [7, Proposition 4.2] if \( c_0 \neq 0 \)). Hence we may apply [10, Theorem 3.1] which says the following:

Suppose that \( \varphi \) is analytic with no zeros in \( \mathbb{C}_+ \) and that the harmonic conjugate of \( \log |\varphi| \) is bounded in \( \mathbb{C}_+ \). If \( \varphi \) can be represented as a convergent Dirichlet series in some half-plane \( \mathbb{C}_{\sigma_0} \), then this Dirichlet series converges uniformly in \( \mathbb{C}_\varepsilon \) for every \( \varepsilon > 0 \).

We finally get an improved characterization of composition operators on \( \mathcal{H}^\infty(\mathbb{C}_+) \).

Theorem 2.5. A symbol \( \phi : \mathbb{C}_+ \rightarrow \mathbb{C}_+ \) generates a composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+) \rightarrow \mathcal{H}^\infty(\mathbb{C}_+) \) if and only if it is of the form \( \phi(s) = c_0s + \varphi(s) \) with \( c_0 \in \mathbb{N}_0 \) and \( \varphi \) a Dirichlet series which converges uniformly in \( \mathbb{C}_\varepsilon \) for all \( \varepsilon > 0 \).
Note that Theorem 1.3 is a version of this result for double Dirichlet series.

We finish this section by pointing out that composition operators on $H^\infty(C_+)$ induce composition operators on $H^\infty(B_{C_0})$; the proof is omitted as it follows with the same arguments as the corresponding result from the double case (see proof of Proposition 3.14).

**Proposition 2.6.** Let $\phi : C_+ \to C_+$ be a symbol which defines a composition operator $C_\phi : H^\infty(C_+) \to H^\infty(C_+)$. Then there exists a map $\psi : B_{C_0} \to B_{C_0}$ such that $B^{-1} \circ C_\phi \circ B$ coincides with the composition operator $C_\psi : H^\infty(B_{C_0}) \to H^\infty(B_{C_0})$.

This relationship we have just stated only works one way, in the sense that there are composition operators on $H^\infty(B_{C_0})$ that do not induce a composition operator on $H^\infty(C_+)$. The mapping $\psi : B_{C_0} \to B_{C_0}$ given by $\psi(z) = (z_1, 0, \ldots)$ defines a composition operator $C_\psi$ on $H^\infty(B_{C_0})$. If there were $\phi : C_+ \to C_+$ such that $C_\psi = B^{-1} \circ C_\phi \circ B$, then $B^{-1}(\frac{1}{3\sigma(\gamma)}) = 0$ and hence $\frac{1}{3\sigma(\gamma)} = 0$, which is a contradiction.

### 3. Composition operators on $H^\infty(C^2_+)$

#### 3.1. The sufficient condition.

We can now start our work towards the characterization of composition operators on $H^\infty(C^2_+)$ stated in Theorem 1.3. We do this in two steps. First we see that the symbols $\phi$ as in the statement of the theorem indeed define composition operators (see Theorem 3.9). Once we have this we show that these are in fact the only symbols defining a composition operator on $H^\infty(C^2_+)$ (this follows from Theorem 3.12). We begin by showing that a symbol as in 1.1 defines a composition operator on the space of double Dirichlet polynomials (finite series).

**Lemma 3.1.** Let $\phi : C^2_+ \to C^2_+$ be an analytic function and suppose there exists some $\sigma > 0$ such that $\phi_j(s, t) = c_j s + d_j t + \varphi_j(s, t)$ for $j = 1, 2$ and $(s, t) \in C^2_\sigma$, where $\varphi_j(s, t) = \sum_{m,n=1}^{\infty} \frac{k(j)}{m^n n^r}$ converges absolutely in $C^2_\sigma$ and $c_j, d_j \in \mathbb{N}_0$, $j = 1, 2$. Then, if $D$ is a double Dirichlet polynomial, $D \circ \phi$ is a double Dirichlet series in $H^\infty(C^2_+)$.

**Proof.** We are going to see that $k^{-\varphi_1(s,t)}$ can be written as a double Dirichlet series in $C^2_\sigma$. Using the expansion of the exponential function, if $(s, t) \in C^2_\sigma$,

\[
    k^{-\varphi_1(s,t)} = e^{-\log k \sum_{m,n=1}^{\infty} \frac{t_{m,n}}{m^n n^r}} = \prod_{m,n=1}^{\infty} e^{-\log k \frac{t_{m,n}}{m^n n^r}} = k^{-t_{1,1}} \prod_{m,n=1, (m,n) \neq (1,1)}^{\infty} \left( 1 + \sum_{r=1}^{\infty} \frac{(-\log k b_{m,n})^r}{r!} \frac{1}{(m^r)^s (n^r)^t} \right).
\]

Let us see how we can rearrange this expression for $k^{-\varphi_1(s,t)}$ into a double Dirichlet series. For each $(M, N) \in \mathbb{N}^2$, because of the absolute convergence, we may define $A_{k,M,N}$ in the following way:

(i) If $(M, N) = (1, 1)$, then $A_{k,1,1} = 1$.
(ii) If $M \neq 1$ and $N = 1$, consider all possible factorizations of $M$ as $M = m_1^{r_1} \cdots m_d^{r_d}$ where $m_1, \ldots, m_d \in \mathbb{N} \setminus \{1\}$ are all different, $r_1, \ldots, r_d \in \mathbb{N}$ (there is at least one such factorization.
by setting \( m_1 = M \) and \( r_1 = 1 \). Now define
\[
A_{k,M,1} = \sum_{m_1^{r_1} \cdots m_d^{r_d} = M} \left[ \prod_{j=1}^{d} \frac{(-\log k b_{m_{j,1}}^{(1)})^{r_j}}{r_j!} \right].
\]

(iii) If \( M = 1, N \neq 1 \), proceeding analogously to the previous case, define
\[
A_{k,1,N} = \sum_{n_1^{r_1} \cdots n_d^{r_d} = N} \left[ \prod_{j=1}^{d} \frac{(-\log k b_{1,n_j}^{(1)})^{r_j}}{r_j!} \right].
\]

(iv) If both \( M, N \neq 1 \), combining the two previous cases, we define
\[
A_{k,M,N} = \sum_{m_1^{r_1} \cdots m_d^{r_d} = M, n_1^{r_1} \cdots n_d^{r_d} = N} \left[ \prod_{j=1}^{d} \frac{(-\log k b_{m_{j,1}}^{(1)})^{r_j}}{r_j!} \right].
\]

Then for any \((s,t) \in \mathbb{C}_2^2\),
\[
k^{-\varphi_1(s,t)} = k^{-b_{1,1}^{(1)}} \sum_{M,N=1}^{\infty} \frac{A_{k,M,N}}{M^s N^t}.
\]

With the same idea one gets
\[
l^{-\varphi_2(s,t)} = l^{-b_{1,1}^{(2)}} \sum_{M,N=1}^{\infty} \frac{B_{k,M,N}}{M^s N^t}.
\]

As these two double Dirichlet series are absolutely convergent in \( \mathbb{C}_2^2 \), they can be multiplied to obtain
\[
k^{-\varphi_1(s,t)}l^{-\varphi_2(s,t)} = k^{-b_{1,1}^{(1)}}l^{-b_{1,1}^{(2)}} \sum_{M,N=1}^{\infty} \frac{C_{k,l,M,N}}{M^s N^t}.
\]

Finally, let \( D(s,t) = \sum_{k=1}^{K} \sum_{l=1}^{L} \frac{a_{k,l}}{k^s l^t} \). Then, for \((s,t) \in \mathbb{C}_2^2\),
\[
(D \circ \phi)(s,t) = \sum_{k=1}^{K} \sum_{l=1}^{L} a_{k,l} k^{-c_{11}s-d_{11}t-b_{1,1}^{(1)}}l^{-c_{21}s-d_{21}t-b_{1,1}^{(2)}} \sum_{M,N=1}^{\infty} \frac{C_{k,l,M,N}}{M^s N^t}
\]
\[
= \sum_{M,N=1}^{\infty} \sum_{k=1}^{K} \sum_{l=1}^{L} \frac{k^{-b_{1,1}^{(1)}l^{-b_{1,1}^{(2)}}C_{k,l,M,N}}}{(k^{c_{11}}l^{c_{21}}M)^s(k^{d_{11}}l^{d_{21}}N)^t}
\]

which can be rearranged into a double Dirichlet series which still is absolutely convergent on \( \mathbb{C}_2^2 \). Moreover, as \( \|D \circ \phi\|_\infty \leq \|D\|_\infty < \infty \), Bohr’s theorem [4, Theorem 2.7] guarantees that \( D \circ \phi \in \mathcal{H}_\infty(\mathbb{C}_+^2) \).

Following the same scheme as in the one-dimensional case, some results concerning the range of the symbols of the composition operators are needed.

**Remark 3.2.** Suppose \( \phi \) is an analytic function as in (1.1), where the Dirichlet series \( \varphi_j \) converge regularly on \( \mathbb{C}_2^2 \) for some \( \sigma > 0 \). Then the function \( \tilde{\varphi}_j(s,t) = \phi(s,t) - c_{0}^{(j)} s - d_{0}^{(j)} t \), defined on \( \mathbb{C}_2^2 \), is clearly analytic and coincides with \( \varphi_j \) on \( \mathbb{C}_2^2 \). In other words, \( \tilde{\varphi}_j \) is an analytic extension of \( \varphi_j \) to \( \mathbb{C}_2^2 \). For the sake of clarity in the notation we will write \( \varphi_j \) also for the extension, identifying the Dirichlet series with the extension. This is, for example, how the
statement of Lemma 3.3 should be understood.
On the other hand, if we suppose that each \( \varphi_j \) converges regularly on \( \mathbb{C}_+^2 \), then they define an analytic function (see [2, page 531]). Therefore if \( \phi \) is as in (1.1), then by Hartog’s theorem, it is analytic. This is the case, for example, in Lemma 3.7 and Theorem 3.9.

**Lemma 3.3.** Suppose \( \phi : \mathbb{C}_+^2 \rightarrow \mathbb{C}_+^2 \) is an analytic function such that \( \phi_j(s, t) = c_j s + d_j t + \varphi_j(s, t) \) for \( j = 1, 2 \), where \( \varphi_j(s, t) = \sum_{m,n=1}^{\infty} \frac{b_{m,n}}{m^n n^j} \) converges in \( \mathbb{C}_+^2 \) and \( c_j, d_j \in \mathbb{N}_0 \), \( j = 1, 2 \). Then, \( \text{Re}\varphi_j(s, t) \geq 0 \) for all \( (s, t) \in \mathbb{C}_+^2 \), \( j = 1, 2 \).

**Proof.** Fix \( s_0 \in \mathbb{C}_+ \) and consider \( \phi_j(s_0, t) = c_j s_0 + d_j t + \varphi_j(s_0, t) = d_j t + (c_j s_0 + \varphi_j(s_0, t)) \). Using the first part of [7, Proposition 4.2], \( \text{Re}(c_j s_0 + \varphi_j(s_0, t)) \geq 0 \) for all \( t \in \mathbb{C}_+ \), but also for all \( s_0 \in \mathbb{C}_+ \). Fixing now \( t_0 \in \mathbb{C}_+ \) and using again [7, Proposition 4.2], \( \text{Re}\varphi_j(s_0, t_0) \geq 0 \) for all \( (s_0, t_0) \in \mathbb{C}_+ \).

**Remark 3.4.** If \( f : \mathbb{C}_+^2 \rightarrow \overline{\mathbb{C}_+} \) is a holomorphic function such that \( \text{Re}\ f(s_0, t_0) = 0 \) for some \( (s_0, t_0) \in \mathbb{C}_+^2 \), then in fact \( \text{Re}\ f(s, t) = 0 \) for all \( (s, t) \in \mathbb{C}_+^2 \). Indeed, if we define \( f_{t_0} : \mathbb{C}_+ \rightarrow \overline{\mathbb{C}_+} \) as \( f_{t_0}(s) = f(s, t_0) \) and suppose that \( f_{t_0} \) is not constant, by the open mapping property \( f_{t_0}(\mathbb{C}_+) \) is an open set, which contradicts the fact that \( f(s_0, t_0) = i\tau_{t_0} \) for some \( \tau_{t_0} \in \mathbb{R} \). Therefore, it is constant and \( f_{t_0}(s) = i\tau_{t_0} \) for all \( s \in \mathbb{C}_+ \). Proceeding in the same way, defining for each \( s \in \mathbb{C}_+ \) a function \( f_s : \mathbb{C}_+ \rightarrow \overline{\mathbb{C}_+} \) by \( f_s(t) = f(s, t) \) we conclude that \( f(s, t) = f_s(t) = i\tau_{t_0} \) for all \( t \in \mathbb{C}_+ \). This gives \( \text{Re}\ f \equiv 0 \) in \( \mathbb{C}_+^2 \).

This allows to strengthen the Lemma 3.3 to say that either \( \text{Re}\varphi_j(s, t) > 0 \) for all \( (s, t) \in \mathbb{C}_+^2 \), or \( \text{Re}\varphi_j(s, t) \) is constant and equal to zero.

We aim now at an analogue of Proposition 2.3 for double Dirichlet series. A fundamental tool is the following version in our setting of [5, Theorem 3.3]. We could give a proof of it following the lines of [5], but we prefer to give a more elementary proof avoiding the sophisticated tools (Bohr transform, Aron-Berner extension) used there.

**Lemma 3.5.** Let \( D(s, t) = \sum_{m,n=1}^{\infty} \frac{a_{m,n}}{m^n n^j} \) be a non-constant double Dirichlet series in \( \mathcal{H}^\infty(\mathbb{C}_+^2) \), and \( 0 < \sigma_1 < \eta_1, 0 < \sigma_2 < \eta_2 \). Then

\[
\sup_{\text{Re}\ s > \sigma_1, \text{Re}\ t > \sigma_2} \left| \sum_{m,n=1}^{\infty} \frac{a_{m,n}}{m^n n^j} \right| > \sup_{\text{Re}\ s > \eta_1, \text{Re}\ t > \eta_2} \left| \sum_{m,n=1}^{\infty} \frac{a_{m,n}}{m^n n^j} \right|.
\]

**Proof.** We first recall that for all Dirichlet series \( h \) belonging to \( \mathcal{H}^\infty(\mathbb{C}_+) \) and for all \( \sigma > 0 \), then \( \sup_{\text{Re}\ s = \sigma} |h(s)| = \sup_{\text{Re}\ s > \sigma} |h(s)| \) (see for instance [5, Corollary 2.3]). This yields

\[
\sup_{\text{Re}(s) > \sigma_1} |D(s, t)| = \sup_{\text{Re}(t) > \sigma_2} \sup_{\text{Re}(s) > \sigma_1} |D(s, t)| = \sup_{\text{Re}(t) > \sigma_2} \sup_{\text{Re}(s) > \sigma_1} |D(s, t)| = \sup_{\text{Re}(s) > \sigma_1} \sup_{\text{Re}(t) > \sigma_2} |D(s, t)| = \sup_{\text{Re}(s) > \sigma_1} |D(s, t)|.
\]
Observe also that, since $D$ is not constant,

$$|a_{1,1}| < \sup_{\Re(s) > \sigma_1, \Re(t) > \sigma_2} |D(s, t)|.$$  

Again, this follows easily from the corresponding result in the one-dimensional case. Indeed, let $f(t) = \sum_{n=1}^{+\infty} a_{m,n} t^{-n}$ and $D_t(s) = D(s, t)$, so that $f(t)$ is the constant term of the Dirichlet series $D_t$. If $f$ is constant, then there exists $t'$ with $\Re(t') > \sigma_2$ such that $D_t$ is not constant (otherwise $D$ itself would be constant). We then write

$$|a_{1,1}| = f(2\sigma_2) < \sup_{\Re(s) > \sigma_1} |D_t(s)| \leq \sup_{\Re(s) > \sigma_1, \Re(t) > \sigma_2} |D(s, t)|.$$  

On the contrary, if $f$ is not constant, we write

$$|a_{1,1}| < \sup_{\Re(t) > \sigma_2} |f(t)| \leq \sup_{\Re(s) > \sigma_1, \Re(t) > \sigma_2} |D(s, t)|.$$  

Let $\theta_1, \theta_2 \in (0, 1)$ be such that $\eta_1 = (1 - \theta_1)\sigma_1 + \theta_1\gamma$, $\eta_2 = (1 - \theta_2)\sigma_2 + \theta_2\gamma$. Two successive applications of Hadamard’s three lines theorem lead to

$$\sup_{\Re(s) = \eta_1, \Re(t) = \eta_2} |D(s, t)| \leq \sup_{\Re(s) = \sigma_1, \Re(t) = \gamma} |D(s, t)|^{(1-\theta_1)(1-\theta_2)} \times \sup_{\Re(s) = \sigma_1, \Re(t) = \gamma} |D(s, t)|^{(1-\theta_1)\theta_2} \times \sup_{\Re(s) = \gamma, \Re(t) = \sigma_2} |D(s, t)|^{\theta_1(1-\theta_2)} \times \sup_{\Re(s) = \gamma, \Re(t) = \gamma} |D(s, t)|^{\theta_1\theta_2}$$

$$< \sup_{\Re(s) = \sigma_1, \Re(t) = \sigma_2} |D(s, t)|.$$  

Remark 3.6. The previous proof uses that if $D(s) = \sum_{n \geq 1} a_n n^{-s}$ is a nonconstant Dirichlet series converging in some half-plane $\mathbb{C}_\sigma$, then $|a_1| < \sup_{\Re(s) > \sigma} |D(s)|$. Although this is well known to specialists, we have not been able to locate a proof for this statement and we provide here an elementary one for the convenience of the reader. We may assume that $a_1$ is not equal to zero. Let $k > 1$ be such that $a_k \neq 0$ and $a_2, \ldots, a_{k-1}$ are all equal to zero. Then as $\Re(s)$ goes to $+\infty$, $D(s) - a_1 \sim a_k k^{-s}$. Let $\sigma_0 > \sigma$ be such that $D(s) - a_1 = (1 + \varepsilon(s)) a_k k^{-s}$ with $|\varepsilon(s)| < 1/2$ for $\Re(s) \geq \sigma_0$. Let $\tau \in \mathbb{R}$ be such that $a_k k^{-\sigma_0 - \tau} = \lambda a_1$ for some $a_1 > 0$. Then

$$|D(\sigma_0 + i\tau)| = |(1 + \lambda) a_1 + \varepsilon(s) a_k k^{-\tau}|$$

$$\geq \left(1 + \frac{\lambda}{2}\right) |a_1| > |a_1|.$$  

Lemma 3.7. Suppose $\phi : \mathbb{C}^+_+ \to \mathbb{C}^+_+$ is a function such that $\phi_j(s, t) = c_j s + d_j t + \varphi_j(s, t)$ for $j = 1, 2$, where $\varphi_j(s, t) = \sum_{m,n=1}^{+\infty} \frac{b_{m,n}}{m^n n^s}$ converges regularly in $\mathbb{C}^+_+$ and $c_j, d_j \in \mathbb{N}_0$ for $j = 1, 2$. Then, for every $\varepsilon > 0$ there exists some $\delta > 0$ such that $\phi_j(\mathbb{C}^+_+ \cap \mathbb{D}_\delta) \subset \mathbb{C}_\varepsilon$ for all $j = 1, 2$.

Proof. Suppose $c_1 \neq 0$, that is $c_1 \in \mathbb{N}$. By Lemma 3.3, $\Re \varphi_1(s, t) = c_1 \Re s + d_1 \Re t + \Re \varphi_1(s, t) > \varepsilon$ for $(s, t) \in \mathbb{C}^+_+$, so for all $\varepsilon > 0$, $\phi_1(\mathbb{C}^+_+) \subset \mathbb{C}_\varepsilon$. The same argument applies in the case $d_1 \neq 0$. Now, if $c_1 = 0 = d_1$, then $\phi_1(s, t) = \varphi_1(s, t)$ for all $(s, t) \in \mathbb{C}^+_+$, so $\varphi_1 : \mathbb{C}^+_+ \to \mathbb{C}^+_+$ and $\Re \varphi_1(s, t) > 0$ for all $(s, t) \in \mathbb{C}^+_+$. Now, if $\varphi_1$ is constant, then that constant
for every \( \delta > 0 \) which implies that there exists some \( \mathcal{D} \) for \( \phi \in \mathcal{C} \) in translates defined by \( \sum_{\text{m}_n} \), that we denote by \( \mathcal{D} \), to \( \mathcal{C} \). In other words, the Dirichlet series converges absolutely on \( \mathcal{C}_{\Re s_0+1} \times \mathcal{C}_{\Re t_0+1} \).

Now we are ready to prove that the symbols we are dealing with actually define composition operators, which is done in the following theorem.

**Theorem 3.9.** Let \( \phi = (\phi_1, \phi_2) : \mathbb{C}_+^2 \to \mathbb{C}_+^2 \) be a function such that \( \phi_j(s, t) = c_j s + d_j t + \varphi_j(s, t) \) for \( j = 1, 2 \) and \( (s, t) \in \mathbb{C}_+^2 \), where \( \varphi_j(s, t) = \sum_{m,n=1}^{\infty} \frac{k_{j,m,n}}{m^s n^t} \) converges regularly in \( \mathbb{C}_+^2 \) and \( c_j, d_j \in \mathbb{C} \). Then \( \phi \) generates a composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+^2) \to \mathcal{H}^\infty(\mathbb{C}_+^2) \).

**Proof.** Take some \( D = \sum_{k,l=1}^{\infty} \frac{a_{k,l}}{k^s l^t} \in \mathcal{H}^\infty(\mathbb{C}_+^2) \) and let us see that \( D \circ \phi \in \mathcal{H}^\infty(\mathbb{C}_+^2) \). For each \( (m,n) \) we denote \( D_{m,n} = \sum_{k,l=1}^{\infty} \frac{a_{k,l}}{k^m l^n} \) (the partial sum of \( D \)) and use Lemma 3.7 (note that by Remark 3.8 each \( \varphi_j \) converges absolutely on \( \mathbb{C}_+^2 \)) to have that \( D_{m,n} \circ \phi \) is a double series in \( \mathcal{H}^\infty(\mathbb{C}_+^2) \), that we denote by \( \sum_{k,l=1}^{\infty} \frac{a_{k,l}^{(m,n)}}{k^m l^n} \).

Now, by Lemma 3.7 given \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( \phi(\mathbb{C}_+^2) \subseteq \mathbb{C}_+^2 \). As a consequence of [1, Theorem 2.7], the partial sums \( D_{m,n} \) are uniformly convergent on \( \mathbb{C}_+^2 \) to \( D \). Therefore the sequence \( \{D_{m,n} \circ \phi (m,n)\} \) is uniformly bounded on \( \mathbb{C}_+^2 \), say by \( C \). This implies that the horizontal translates defined by \( \sum_{k,l=1}^{\infty} \frac{a_{k,l}^{(m,n)}}{k^m l^n+\varepsilon} \) are in \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) for every \( m,n \in \mathbb{N} \). Applying now [1, Proposition 2.2], which controls the coefficients of a series in \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) by its norm, we get that for every \( k, l, m, n \in \mathbb{N} \),

\[
|c_{k,l}^{(m,n)}| \leq \sup_{(s,t) \in \mathbb{C}_+^2} |D_{m,n}(\phi(s,t))| \leq \sup_{(s,t) \in \mathbb{C}_+^2} |D_{m,n}(s,t)| \leq C.
\]

Therefore for fixed \( k \) and \( l \) we have

\[
|c_{k,l}^{(m,n)}| - c_{k,l}^{(m_2,n_2)}| \leq k^s l^t \sup_{(s,t) \in \mathbb{C}_+^2} |D_{m_1,n_1}(s,t) - D_{m_2,n_2}(s,t)|,
\]

so the double sequence \( \{c_{k,l}^{(m,n)}\} \) converges to some \( c_{k,l} \in \mathbb{C} \) satisfying \( |c_{k,l}| \leq C_k k^\sigma l^\sigma \) for all \( \sigma > \varepsilon \). Define now \( F(s, t) = \sum_{k,l=1}^{\infty} \frac{c_{k,l}}{k^s l^t} \). Since \( |c_{k,l}| \leq C(kl)^{2\varepsilon}, \) \( F(s, t) \) converges absolutely in \( \mathbb{C}_+^{1+\varepsilon} \), and there the double sequence \( \{D_{m,n} \circ \phi (m,n)\} \) converges absolutely to \( F \). It is

\[
\sup_{(s,t) \in \mathbb{C}_+^2} |2^{-\varphi_1(s,t)}| = \sup_{(s,t) \in \mathbb{C}_+^2} 2^{-\Re \varphi_1(s,t)} < \sup_{(s,t) \in \mathbb{C}_+^2} 2^{-\Re \varphi_1(s,t)} = \sup_{(s,t) \in \mathbb{C}_+^2} |2^{-\varphi_1(s,t)}|,
\]

which implies that there exists some \( \delta > 0 \) such that

\[
\inf_{(s,t) \in \mathbb{C}_+^2} \Re \varphi_1(s,t) > \delta > \inf_{(s,t) \in \mathbb{C}_+^2} \Re \varphi_1(s,t) \geq 0,
\]

that is, \( \varphi_1(\mathbb{C}_+^2) \subseteq \mathbb{C}_+^2 \).
enough to note that \( \|D \circ \phi\|_\infty \leq \|D\|_\infty < \infty \) to apply [4, Theorem 2.7] and get that \( D \circ \phi \) actually coincides with \( F \) and that it is in \( \mathcal{H}_c^\infty(\mathbb{C}_+^2) \).

3.2. The necessary condition. Theorem \[3.9\] gives the sufficient condition for the characterization of the composition operators of \( \mathcal{H}_c^\infty(\mathbb{C}_+^2) \) in Theorem \[1.3\]. To prove the necessity we use the vector-valued perspective introduced in [4] to deal with double Dirichlet series (formalized in Lemma \[3.10\]). Before that let us first recall some notation. Given the vector-valued perspective introduced in [4] to deal with double Dirichlet series (formalized in Lemma \[3.10\]). But before that let us first recall some notation. Given \[3.10\].

\[\sum_{m,n} a_{m,n} \in \mathcal{H}_c^\infty(\mathbb{C}_+^2), \]

for each \( m \in \mathbb{N} \) we define the row subseries \( a_m(t) = \sum_{n=1}^{\infty} \frac{a_{m,n}}{m^n} \in \mathcal{H}_c^\infty(\mathbb{C}_+) \). Then \( D(s,t) = \sum_{m=1}^{\infty} \frac{a_{m}(t)}{m^s} \) for every \( (s,t) \in \mathbb{C}_+^2 \).

Lemma \[3.10\]. Let \( \phi = (\phi_1, \phi_2) : \mathbb{C}_+^2 \to \mathbb{C}_+^2 \) be inducing a composition operator \( C_\phi : \mathcal{H}_c^\infty(\mathbb{C}_+^2) \to \mathcal{H}_c^\infty(\mathbb{C}_+^2) \). For each fixed \( t \in \mathbb{C}_+ \) and \( j = 1, 2 \), consider \( \phi_{j,t} : \mathbb{C}_+ \to \mathbb{C}_+ \) given by \( \phi_{j,t}(s) = \phi_j(s,t) \).

Then, for a fixed \( t \in \mathbb{C}_+ \).

\[
\sum_{m=1}^{\infty} a_{m}(t) = \sum_{m=1}^{\infty} \frac{a_{m}(t)}{m^s} = \sum_{m=1}^{\infty} \frac{a_{m}(t)}{m^s} = \sum_{m=1}^{\infty} \frac{a_{m}(t)}{m^s}.
\]

Then, for a fixed \( t \in \mathbb{C}_+ \),

\[
(D \circ \phi_1, t)(s) = \sum_{m=1}^{\infty} \frac{a_{m}}{m^{s,t}} = \sum_{m=1}^{\infty} \frac{a_{m}}{m^{s,t}} = \sum_{m=1}^{\infty} \frac{a_{m}}{m^{s,t}} = \sum_{m=1}^{\infty} \frac{a_{m}}{m^{s,t}}.
\]

so \( D \circ \phi \in \mathcal{H}_c^\infty(\mathbb{C}_+) \).

We still need a further lemma before we give the main step towards the necessity in Theorem \[1.3\].

Lemma \[3.11\]. Consider \( \varphi_2(s) = \sum_{n} \frac{a_n}{n^s} \) and \( \varphi_3(s) = \sum_{m} \frac{b_m}{m^s} \) two Dirichlet series that converge absolutely in \( \mathbb{C}_\sigma \) and let \( \varphi \) be any function defined on \( \mathbb{C}_\sigma \). If there exists \( c_0 \in \mathbb{N} \) such that

\[
\sum_{n=1}^{\infty} a_n \left( \frac{2\sigma}{n} \right)^s = 2^{2\sigma} \varphi_2(s) = \varphi(s) = 3^{2\sigma} \varphi_3(s) = \sum_{m=1}^{\infty} b_m \left( \frac{3\sigma}{m} \right)^s
\]

for all \( s \in \mathbb{C}_\sigma \), then \( \varphi \) is also a Dirichlet series that converges absolutely in \( \mathbb{C}_\sigma \).

Proof. Let \( j \in \mathbb{N} \) such that it is not a multiple of \( 2\sigma \). Then, using [6, Proposition 1.9])

\[
a_j = \lim_{T \to \infty} \frac{1}{2T} \int_{-\sigma-iT}^{\sigma+iT} 2^{2\sigma} \varphi_2(s) \left( \frac{j}{2\sigma} \right)^s ds = \lim_{T \to \infty} \frac{1}{2T} \int_{-\sigma-iT}^{\sigma+iT} 3^{2\sigma} \varphi_3(s) \left( \frac{j}{2\sigma} \right)^s ds
\]

\[
= \lim_{T \to \infty} \frac{1}{2T} \int_{-\sigma-iT}^{\sigma+iT} \sum_{m=1}^{\infty} b_m \left( \frac{3\sigma}{m} \right)^s \left( \frac{j}{2\sigma} \right)^s ds = \sum_{m=1}^{\infty} b_m \lim_{T \to \infty} \frac{1}{2T} \int_{-\sigma-iT}^{\sigma+iT} \left( \frac{3\sigma}{2\sigma} \right)^s \left( \frac{j}{2\sigma} \right)^s ds = 0,
\]

because \( \frac{3\sigma}{2\sigma m} \) is not an integer. Hence, all the coefficients of \( \varphi_2 \) corresponding to non-multiples of \( 2\sigma \) are null, so

\[
\varphi(s) = \sum_{n=1}^{\infty} a_n \left( \frac{2\sigma}{n} \right)^s = \sum_{j=1}^{\infty} a_{2\sigma} \left( \frac{2\sigma}{j2\sigma} \right)^s = \sum_{j=1}^{\infty} a_{j2\sigma} \left( \frac{2\sigma}{j} \right)^s.
\]
Therefore \( \varphi \) is a Dirichlet series which converges absolutely in \( \mathbb{C}_\sigma \).

**Theorem 3.12.** Let \( \phi = (\phi_1, \phi_2) : \mathbb{C}_+^2 \to \mathbb{C}_+^2 \) be inducing a composition operator \( C_\phi : \mathcal{H}_\infty(\mathbb{C}_+^2) \to \mathcal{H}_\infty(\mathbb{C}_+^2) \). Then there exists some \( \sigma > 0 \) such that, for \( j = 1, 2 \), \( \phi_j(s, t) = c_0^{(j)} s + d_0^{(j)} t + \varphi_j(s, t) \) for \((s, t) \in \mathbb{C}_\sigma^2 \), where \( c_0^{(j)}, d_0^{(j)} \in \mathbb{N}_0 \) and \( \varphi_j(s, t) = \sum_{m,n=1}^{\infty} \frac{c_n^{(j)}}{m^n} \) is a double Dirichlet series that converges absolutely in \( \mathbb{C}_\sigma^2 \).

**Proof.** The proof works for \( j = 1 \) or \( j = 2 \) so, to keep the notation simpler, we will drop the subscript and consider \( \phi(s, t) : \mathbb{C}_+^2 \to \mathbb{C}_+ \). On the one hand, by hypothesis \( D_k(s, t) := k^{-\phi(s, t)} \in \mathcal{H}_\infty(\mathbb{C}_+^2) \) for every \( k \in \mathbb{N} \). Using the regular convergence of \( D_k \), if \( t \in \mathbb{C}_+ \) is fixed,

\[
(3.1) \quad k^{-\phi(s, t)} = \sum_{m,n=1}^{\infty} \frac{a_{m,n}^{(k)}}{m^s n^t} = \sum_{m=1}^{\infty} \frac{1}{m^s} \sum_{n=1}^{\infty} \frac{a_{m,n}^{(k)}}{n^t} = \sum_{m=1}^{\infty} \frac{a_{m}^{(k)}}{m^s} = D_k(s).
\]

On the other hand, for \( t \in \mathbb{C}_+ \) still fixed, Lemma 3.10 gives that \( \phi_l \) defines a composition operator of \( \mathcal{H}_\infty(\mathbb{C}_+) \), so by Theorem 2.25 \( \phi_l(s) = c_0(t)s + \varphi_l(s) \), where \( c_0(t) \in \mathbb{N}_0 \) and \( \varphi_l(s) = \sum_{m,n=1}^{\infty} \frac{c_m n^t}{m^s} \) is a Dirichlet series that converges regularly and uniformly in the half-plane \( \mathbb{C}_\varepsilon \) for every \( \varepsilon > 0 \).

We first show that \( t \mapsto c_0(t) \) is constant on some half-plane \( \overline{\mathbb{C}_{\sigma_0}} \). Using the argument in [7 page 316]

\[
k^{c_0(t)} = \inf \left\{ \{m \in \mathbb{N} : a_m^{(k)}(t) \neq 0\} \right\}.
\]

This means that the series in (3.1) actually runs up for \( m \geq k^{c_0} \) and

\[
c_0(t) = \inf \left\{ \{p \in \mathbb{N} : a_p^{(k)}(t) \neq 0\} \right\}.
\]

Define

\[
c_0 = \inf \left\{ \{p \in \mathbb{N} : a_p^{(k)} \neq 0 \text{ is not identically zero}\} \right\}.
\]

Let \( a_{k^{c_0},N}^{(k)} \) be the first non-zero coefficient of \( a_{k^{c_0}}^{(k)} \). By [7 Lemma 3.1] we can find \( \sigma_0 > 0 \) such that

\[
\sup_{t \in \overline{\mathbb{C}_{\sigma_0}}} |N^t a_{k^{c_0}}^{(k)}(t) - a_{k^{c_0},N}^{(k)}| \leq \frac{|a_{k^{c_0},N}^{(k)}|}{2}.
\]

Hence \( a_{k^{c_0}}^{(k)} \) has no zeros in the half-plane \( \overline{\mathbb{C}_{\sigma_0}} \) and therefore \( c_0(t) = c_0 \) for every \( t \in \overline{\mathbb{C}_{\sigma_0}} \).

Since for each \( t \) the Dirichlet series \( \varphi_l \) converges uniformly on every half-plane strictly contained in \( \mathbb{C}_+ \), [9 Theorem 4.4.2] (see also [6 Proposition 1.10]) implies that \( \varphi_l(s) \) is absolutely convergent for every \( s \) with \( \text{Re } s > 1/2 \). Take, then, \((s, t) \in \mathbb{C}_+^2 \times \mathbb{C}_{\sigma_0} \). Following [7 Theorem A] and proceeding as in Lemma 3.1 (using the Taylor expansion of the exponential) we arrive at

\[
(3.2) \quad \sum_{m=1}^{\infty} \frac{a_{m}^{(k)}}{m^s} = k^{-\phi(s,t)} = k^{-c_0 s} k^{-c_1(t)} \prod_{m=2}^{\infty} \left( 1 + \sum_{j=1}^{\infty} \frac{(-1)^j (c_m(t))^{j}(\log k)^j}{j!(m^s)^j} \right).
\]

Expanding the product at the right-hand side yields a series whose terms we can rearrange (because all the involved series are absolutely convergent), into a Dirichlet series the coefficients of which we denote by \( d_l^{(k)}(t) \). Hence

\[
(3.3) \quad \sum_{m=1}^{\infty} \frac{a_{m}^{(k)}}{m^s} = \frac{k^{-c_1(t)}}{k^{c_0 s}} \left( 1 + \sum_{l=2}^{\infty} \frac{d_l^{(k)}(t)}{l^s} \right) = \frac{k^{-c_1(t)}}{k^{c_0 s}} + \sum_{l=2}^{\infty} \frac{k^{-c_1(t)} d_l^{(k)}(t)}{(lk^{c_0})^s}.
\]
So, we have arrived at an equality between Dirichlet series that converge absolutely on some half-plane and we may identify coefficients (recall that we already saw that the series in the left-hand side in fact starts at $k^{c_0}$). To begin with, $k^{-c_1(t)}$ is the coefficient corresponding to the term $(k^{c_0})^s$, so $k^{-c_1(t)} = a^{(k)}_{k_0}(t)$ for all $t \in \mathbb{C}_{\sigma_0}$, and $a^{(k)}_{k_0} \in \mathcal{H}^{\infty}(\mathbb{C}_+)$. Since this holds for every $k$, we can apply Lemma 2.1 to get that $c_1(t)$ is holomorphic in $\mathbb{C}_{\sigma_0}$ and that there exists some $\sigma_1 \geq \sigma_0$ such that $c_1(t) = d_0 t + \sum_{n=1}^{\infty} \frac{b_n}{n^m}$ for every $t \in \mathbb{C}_{\sigma_1}$, with $\sum_{n=1}^{\infty} \frac{b_n}{n^m}$ absolutely convergent in $\mathbb{C}_{\sigma}$.

What we want to do now is to push further this idea, comparing coefficients in (3.3) in a systematic way to end up showing that every $c_m(t)$ can be written as a Dirichlet series absolutely convergent in $\mathbb{C}_{\sigma_1}$. We do this by induction on $m \geq 2$ and start with the case $m = 2$. We take some $(s, t) \in \mathbb{C}_2 \times \mathbb{C}_{\sigma_1}$ and note that the term corresponding to $l = 2$ in (3.3) is obtained by multiplying the term $m = 2$ and $j = 1$ (this carries $c_2(t)$) and 1’s in (3.2). In this way we have

$$\sum_{m=1}^{\infty} \frac{\alpha_m^{(k)}(t)}{m^s} = k^{-c_1(t)} \frac{k^{-c_1(t)}}{k^{c_0 s}} + \frac{-\log k c_2(t) k^{-c_1(t)}}{(2k_0^c)^s} + \sum_{l=3}^{\infty} \frac{k^{-c_1(t)} d_l^{(k)}(t)}{(lk^{c_0})^s}.$$

Identifying again coefficients we get $\alpha_2^{(k)}(t) = -\log k c_2(t) k^{-c_1(t)}$, so

$$c_2(t) = -\frac{1}{\log k} k^{-c_1(t)} \alpha_2^{(k)}(t) = k^{d_0 t} \frac{-1}{\log k} k^{-\frac{1}{2} \sum_{n=1}^{\infty} \frac{b_n}{n^m}} \alpha_2^{(k)}(t) = k^{d_0 t} \psi_2(t).$$

We need to see now that $\psi_2(t)$ is a Dirichlet series that converges absolutely in $\mathbb{C}_{\sigma_1}$. Note first that $\alpha_2^{(k)}$ belongs to $\mathcal{H}^{\infty}(\mathbb{C}_+)$. On the other hand, we have just seen that $-\sum_{n=1}^{\infty} \frac{b_n}{n^m}$ is an absolutely convergent series in $\mathbb{C}_{\sigma_1}$, and a careful inspection of the proof of the sufficiency of [7, Theorem A] shows that $k^{-\sum_{n=1}^{\infty} \frac{b_n}{n^m}}$ is an absolutely convergent Dirichlet series in $\mathbb{C}_{\sigma_1}$. This gives the claim. Letting now $k = 2, 3$ we have $2^{q_d} \psi_2(t) = c_2(t) = 3^{q_d} \psi_3(t)$ for every $t \in \mathbb{C}_{\sigma_1}$. Since $c_2(t)$ is analytic, Lemma 3.11 gives that $c_2(t) = \sum_{n=1}^{\infty} \frac{b_n}{n^m}$ is a Dirichlet series that converges absolutely in $\mathbb{C}_{\sigma_1}$. This completes the proof of the fact for $m = 2$.

Suppose now that $c_m(t)$ is analytic for every $2 \leq m \leq m_0$. We want to use again (3.3), comparing the coefficients of the term corresponding to $l = m_0$. Note that we get this factor by multiplying the term $m = m_0$ and $j = 1$ with all 1’s (this brings $c_m(t)$) and the product of terms involving divisors of $m_0$ (this brings other $c_m(t)$’s, that we group in a term $D_{m_0}$). Let us be more precise. Starting from (3.2) we get

$$\sum_{m=1}^{\infty} \frac{\alpha_m^{(k)}(t)}{m^s} = -\frac{\log k c_m(t) k^{-c_1(t)} + D_{m_0}(t)}{(m_0 k^{c_0})^s} + \sum_{l \neq m_0} \frac{k^{-c_1(t)} d_l^{(k)}(t)}{(lk^{c_0})^s},$$

where $D_{m_0}$ is given by

$$D_{m_0}(t) = \sum_{q > 1} \sum_{m_1 r_1 \cdots m_q r_q = m_0} \prod_{h=1}^{q} \frac{(-\log k c_{m_h}(t))^{r_h}}{r_h!}.$$

Since $m_1 r_1 \cdots m_q r_q = m_0$ for $q > 1$ implies that $m_h < m_0$ for all $1 \leq h \leq q$ we have $D_{m_0}$ is a finite sum of finite products of Dirichlet series which by the induction hypothesis are absolutely convergent in $\mathbb{C}_{\sigma_1}$. Hence $D_{m_0}$ is a Dirichlet series that converges absolutely on $\mathbb{C}_{\sigma_1}$. Then

$$c_{m_0}(t) = -\frac{k^{-c_1(t)}}{\log k} (\alpha_{m_0 k^{c_0}} - D_{m_0}(t)) = k^{d_0 t} \frac{-1}{\log k} k^\sum_{n=1}^{\infty} \frac{b_n}{n^m} (\alpha_{m_0 k^{c_0}} - D_{m_0}(t)) = k^{d_0 t} \psi_{m_0}(t),$$
where, with the same argument as above, \( \psi_k^{(l_m)} \) is again an absolutely convergent Dirichlet series on \( \mathbb{C}_\sigma \). Once again by application of Lemma 3.11 \( c_{m_0}(t) = \sum_{n=1}^{\infty} \frac{b_{m,n}}{n^t} \) is a Dirichlet series that converges absolutely on \( \mathbb{C}_\sigma \).

Finally, for \( (s,t) \in \mathbb{C}_\frac{1}{2} \times \mathbb{C}_\sigma \),

\[
\phi(s,t) = c_0s + d_0t + \sum_{m=1}^{\infty} \frac{1}{m^\sigma} \sum_{n=1}^{\infty} \frac{b_{m,n}}{n^t} = c_0s + d_0t + \sum_{m,n=1}^{\infty} \frac{b_{m,n}}{m^\sigma n^t},
\]

where the last equality holds because the sums converge absolutely in \( \mathbb{C}_\frac{1}{2} \times \mathbb{C}_\sigma \).

Once we have established the form of the symbols of composition operators we may proceed as in [10] to strengthen the conditions on the symbol in terms of its uniform convergence in \( \mathbb{C}_\varepsilon \) for every \( \varepsilon > 0 \), giving the proof of our main result.

Proof of Theorem 3.5. To begin with, if \( f_j \) is as in (1.1) and \( \varphi_j \) converges uniformly and regularly on \( \mathbb{C}_\sigma \) for every \( \varepsilon > 0 \), then it converges regularly on \( \mathbb{C}_+ \) and Theorem 3.3 gives that \( C_\varphi \) defines a composition operator on \( \mathcal{H}^{\infty}(\mathbb{C}_\varepsilon) \). For the necessary condition, Theorem 3.12 gives that each \( \varphi_j \) converges absolutely on \( \mathbb{C}_\sigma \) for some \( \sigma > 0 \). We adapt the arguments of [10] Section 3] to see that in fact they converge uniformly on \( \mathbb{C}_\varepsilon \) (we do it only for \( j = 1 \)). Note first that Lemma 3.10 Lemma 2.1 and Hartog’s theorem give that \( \varphi \) is analytic. Then, by Lemma 3.3 (recall also Remark 3.2), we get \( \varphi_1(\mathbb{C}_\frac{1}{2}) \subset \mathbb{C}_+ \), that is, \( |\text{Arg} \varphi_1| \leq \frac{\pi}{2} \) and \( |\varphi_1^{1/2}| \leq \frac{\pi}{4} \), from which \( |\frac{\text{Im}\varphi_1^{1/2}}{\text{Re}\varphi_1^{1/2}}| = |\tan(\text{Arg}\varphi_1^{1/2})| \leq 1 \) follows.

We consider now the function \( u(s,t) = \text{Re}(\varphi_1(s,t)^{1/2}) \). Since \( \varphi_1 \) converges absolutely on \( \mathbb{C}_\sigma \), it is uniformly bounded there. Now it is easy to see that \( |\text{Re}\varphi_1^{1/2}| \leq |\text{Re}\varphi_1|^{1/2} \leq |\varphi_1|^{1/2} \leq \sqrt{2}|\text{Re}\varphi_1^{1/2}| \), because \( |\varphi_1^{1/2}| = \sqrt{\text{Re}\varphi_1 + \text{Im}\varphi_1} \leq \sqrt{2}\text{Re}\varphi_1 \), and then \( u \) is uniformly bounded on \( \mathbb{C}_\sigma \), say by \( K \). Our aim now is to see that, in fact, \( u \) is uniformly bounded on \( \mathbb{C}_\varepsilon \) for every \( \varepsilon > 0 \). By Remark 3.4 either \( \varphi_1 \) is identically zero or \( \text{Re}\varphi_1(s,t) > 0 \) for every \( (s,t) \in \mathbb{C}_\varepsilon^2 \). If it is identically zero, then so also is \( \varphi_1^{1/2} \) and therefore \( u \). If this is not the case, then (since \( |\text{Arg}\varphi_1^{1/2}| \leq \frac{\pi}{4} \)) \( u \) is strictly positive.

If \( u \) is identically zero then the claim is trivially satisfied. We may then assume that \( u \) is positive and take \( (s_0,t_0) = (\sigma_1 + i\tau_1, \sigma_2 + i\tau_2) \in \mathbb{C}_\varepsilon^2 \). We know from [10] Section 3] that if \( v \) is a positive harmonic function defined on some \( \mathbb{C}_{\sigma_0} \), then

\[
(3.4) \quad v(\theta_1 + i\tau) \leq \frac{\theta_2}{\theta_1} v(\theta_2 + i\tau)
\]

for every \( \sigma_0 < \theta_1 \leq \theta_2 \). Suppose that \( \varepsilon < \sigma_1 < \sigma \) and consider \( u_{t_0}(s) = u(s,t_0) = \text{Re}(\varphi_{1,t_0}(s)^{1/2}) \). Suppose now that \( \varepsilon < \sigma_1 < \sigma \) then, since \( u_{t_0} \) is a positive harmonic function (3.4) gives

\[
(3.5) \quad u(s_0,t_0) = u_{t_0}(\sigma_1 + i\tau_1) \leq \frac{\sigma}{\sigma_1} u(t_\sigma(\sigma + i\tau_1) \leq \frac{\sigma}{\varepsilon} u(\sigma + i\tau_1, \sigma_2 + i\tau_2).
\]

We distinguish two cases for \( t_0 \). First, if \( \sigma \leq \sigma_2 \) we immediately obtain (recall that \( u \) is uniformly bounded on \( \mathbb{C}_\varepsilon^2 \) by \( K \))

\[
(3.6) \quad u(s_0,t_0) \leq \frac{\sigma}{\varepsilon} K.
\]
On the other hand, if \( \varepsilon < \sigma_2 < \sigma \), we can consider \( \tilde{s} = \theta + i\tau_1 \in \mathbb{C}_\theta \) and \( t \mapsto u_\tilde{s}(t) \), which is again a positive harmonic function. Starting with (3.5) and using (3.4) again (this time for \( u_\tilde{s} \)) we get
\[
 u(s_0, t_0) \leq \frac{\sigma}{\varepsilon} u_\tilde{s}(\sigma_2 + i\tau_2) \leq \frac{\sigma^2}{\varepsilon^2} u_\tilde{s}(\sigma + i\tau_2) \leq \frac{\sigma^2}{\varepsilon^2} K.
\]
The only case left to check is that in which \( \varepsilon < \sigma_2 < \sigma \) and \( \sigma_1 \geq \sigma \), but it is completely analogous to the one above, so we get \( u(s, t) \leq \frac{\sigma^2}{\varepsilon^2} K \) for every \((s, t) \in \mathbb{C}_\varepsilon\). Hence, \( \varphi_1^{1/2} \), and therefore \( \varphi_1 \), is uniformly bounded in \( \mathbb{C}_\varepsilon \) and consequently uniformly convergent.

The characterization of compact composition operators on \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) given in [2, Theorem 18] still works for double Dirichlet series.

**Theorem 3.13.** Let \( \phi \) define a continuous composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+^2) \to \mathcal{H}^\infty(\mathbb{C}_+^2) \). Then \( C_\phi \) is compact if and only if \( \phi(C_\phi^2) \subset C_\delta^2 \) for some \( \delta > 0 \).

**Proof.** First, suppose that there exists some \( \delta > 0 \) such that \( \phi(C_\delta^2) \subset C_\delta^2 \) and consider \( \{D_n\} \) a bounded sequence in \( \mathcal{H}^\infty(\mathbb{C}_\delta^2) \). By [3, Lemma 3.4], there exists some subsequence \( \{D_{n_k}\} \) in \( \mathcal{H}^\infty(\mathbb{C}_\delta^2) \) and \( D \in \mathcal{H}^\infty(\mathbb{C}_\delta^2) \) such that \( D_{n_k} \) converges uniformly to \( D \) on \( \mathbb{C}_\delta^2 \), and therefore \( D_{n_k} \circ \phi \) converges to \( D \circ \phi \) uniformly on \( \mathbb{C}_\delta^2 \). Hence, \( C_\phi \) is compact. On the other hand, if \( C_\phi \) is compact, choose the sequence \( D_m(u, v) = m^{-\nu} \) in \( \mathcal{H}^\infty(\mathbb{C}_\delta^2) \). Since \( C_\phi \) is compact there exists some subsequence \( D_{n_k} \) in \( \mathcal{H}^\infty(\mathbb{C}_\delta^2) \) and some \( \tilde{D} \in \mathcal{H}^\infty(\mathbb{C}_\delta^2) \) such that \( \lim_{k \to \infty} \|D_{n_k} \circ \phi - \tilde{D}\| = 0 \).

Fix \((s, t) \in \mathbb{C}_\delta^2\), then \( \tilde{D}(s, t) = \lim_{k \to \infty} m_{\phi(s, t)} \) and this was a key point in the proof done in [2].

3.3. Composition operators on \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) and on \( \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \). We finish this section by relating composition operators of \( \mathcal{H}^\infty(\mathbb{C}_+^2) \) and composition operators on the corresponding space of holomorphic functions. Observe that this result is new even for the one dimensional case (this is Proposition [2,0]) and that it is more difficult than the corresponding result for \( \mathcal{H}^p \) and \( \mathcal{H}^p(\mathbb{T}^\infty) \), \( 1 \leq p < +\infty \) obtained in [2]. Indeed, for finite values of \( p \), Dirichlet polynomials are dense in \( \mathcal{H}^p \) and this was a key point in the proof done in [2].

**Proposition 3.14.** Let \( \phi \) define a continuous composition operator \( C_\phi : \mathcal{H}^\infty(\mathbb{C}_+^2) \to \mathcal{H}^\infty(\mathbb{C}_+^2) \). Then \( C_\phi \) induces a composition operator \( C_\psi : \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \to \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \).

**Proof.** Let us recall how the bijective isometry \( \mathcal{B} : \mathcal{H}^\infty(\mathbb{B}_\mathbb{C}_+^2) \to \mathcal{H}^\infty(\mathbb{C}_+^2) \) from [3, Theorem 3.5] (now with \( k = 2 \)) is defined. For each \( f \in \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \) with coefficients \( c_{\alpha, \beta}(f) \) (that can be computed through the Cauchy integral formula) we have
\[
 \mathcal{B}(f) = \sum_{\alpha, \beta} \frac{c_{\alpha, \beta}(f)}{(\alpha^\alpha \beta^\beta)^{1/2}}.
\]
Clearly \( \mathcal{B}^{-1} \circ C_\phi \circ \mathcal{B} \) is an operator, \( T : \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \to \mathcal{H}^\infty(B_{\mathbb{C}_+^2}) \), and our aim is to see that it is actually a composition operator. For \( j \in \mathbb{N} \) define \( D_j^{(j)} = C_\phi \left( \frac{1}{p_j^{1/2}} \right) = p_j^{-\phi_1(s, t)} \in \mathcal{H}^\infty(\mathbb{C}_+^2) \) and
\[ D_2^j = C_\phi \left( \frac{1}{p_j} \right) = p_j^{-\phi_2(s,t)} \in \mathcal{H}^\infty(C_+^2) \] and \[ D^{(j)} = (D_1^{(j)}, D_2^{(j)}) . \] Note that \( B^{-1}(D_1^{(j)}), B^{-1}(D_2^{(j)}) \in H^\infty(B_{c_0}) \) for every \( j \in \mathbb{N} \). Define formally \( \Phi = (\Phi_1, \Phi_2) = ((D_1^{(j)}), (D_2^{(j)})) \) and \( \psi = (\psi_1, \psi_2) = ((B^{-1}D_1^{(j)}), (B^{-1}D_2^{(j)})) \). Then, if we consider a polynomial \( f(z, \omega) = \sum_{\alpha,\beta \in \Lambda} c_{\alpha,\beta} z^\alpha \omega^\beta \) with \( \Lambda \) finite and we denote by \( p \) the sequence of prime numbers, we get

\[
T(f)(z, \omega) = B^{-1} \left( C_\phi \left( \mathcal{B} \left( \sum_{\alpha,\beta \in \Lambda} c_{\alpha,\beta} z^\alpha \omega^\beta \right) \right) \right) = B^{-1} \left( C_\phi \left( \sum_{\alpha,\beta \in \Lambda} \frac{c_{\alpha,\beta}}{(p^\alpha s)^t (p^\beta t)} \right) \right)
\]

(3.6)

\[
= B^{-1} \left( \sum_{\alpha,\beta \in \Lambda} \frac{c_{\alpha,\beta}}{(p^{\phi_1(s,t)} s)^\alpha (p^{\phi_2(s,t)} t)^\beta} \right) = B^{-1} \left( \sum_{\alpha,\beta \in \Lambda} c_{\alpha,\beta} \Phi_1(s, t)^\alpha \Phi_2(s, t)^\beta \right)
\]

\[
= \sum_{\alpha,\beta \in \Lambda} c_{\alpha,\beta} (B^{-1} \Phi_1)(z, \omega)^\alpha (B^{-1} \Phi_2)(z, \omega)^\beta = \sum_{\alpha,\beta \in \Lambda} c_{\alpha,\beta} \psi_1(z, \omega)^\alpha \psi_2(z, \omega)^\beta.
\]

Therefore, \( T \) coincides with the composition operator \( C_\psi \) on finite polynomials, and we will see that they actually are the same operator. First we need to see that \( C_\psi \) is well defined, namely that \( \psi \) is a holomorphic function with \( \psi(B_{c_0}) \subset B_{c_0} \). The holomorphy of \( \psi \) follows from its definition. Let us define \( F_1^{(j)} = B^{-1}(D_1^{(j)}) \) so that \( \psi_1(z, w) = (F_1^{(j)})(z, w) \). Since \( \phi(C_+^2) \subset C_+^2 \), \( |D_1^{(j)}(s, t)| = p_j^{-\Re \phi_1(s, t)} < 1 \) for every \( (s, t) \in \mathbb{C}_+^2 \), so that \( \|F_1^{(j)}\|_{\infty} = \|D_1^{(j)}\|_{\infty} \leq 1 \). Assume by contradiction that there exists some \( (z_0, w_0) \in B_{c_0} \) such that \( \psi_1(z_0, w_0) \) does not belong to \( c_0 \). Then there exists an increasing sequence of integers \( (j_r) \) and \( \varepsilon > 0 \) such that, for all \( r \geq 1 \), \( |F_1^{(j_r)}(z_0, w_0)| \geq \varepsilon \). By Montel’s theorem, we may extract from \( (F_1^{(j_r)}) \) a sequence, that we will still denote \( (F_1^{(j_r)}) \), converging uniformly on compact subsets of \( B_{c_0} \) to some \( F \in H^\infty(B_{c_0}) \). Set \( D = BF \), so that \( (D_1^{(j_r)}) \) converges uniformly to \( D \) on each product of half-planes \( \mathbb{C}_\varepsilon \). Now, for \( (s, t) \in \mathbb{C}_+ \),

\[
D_1^{(j_r)}(s, t) = p_j^{-\phi_1(s, t)} \xrightarrow{r \to +\infty} 0
\]

since \( \Re \phi_1(s, t) > 0 \). Thus \( D \) hence \( F \) are identically zero. But this contradicts \( |F_1^{(j_r)}(z_0, w_0)| \geq \varepsilon \) for all \( r \geq 1 \). Finally, this yields that \( \psi_1(B_{c_0}) \subset c_0 \).

To see that \( T \) and \( C_\psi \) are the same operator we will define a topology on \( H^\infty(B_{c_0}) \) so that the finite polynomials on \( B_{c_0} \) are dense in \( H^\infty(B_{c_0}) \) and such that \( T \) and \( C_\psi \) are continuous, with the aim of extending (3.6) by continuity. Define \( G : \mathbb{C}_+ \to B_{c_0} \) by \( G(s) = \frac{1}{p} \) and consider \( \tau \) the topology of uniform convergence on the product of half-planes \( \mathbb{C}_{\sigma_1} \times \mathbb{C}_{\sigma_2} \) for \( H^\infty(C_+^2) \) and for \( H^\infty(B_{c_0}) \) we consider \( \tau \) the topology of the uniform convergence on the compact subsets of \( B_{c_0} \) of the form \( K_{\sigma_1, \sigma_2} = \left\{ \left( \frac{1}{p^s}, \frac{1}{p^t} \right) : \Re s \geq \sigma_1, \Re t \geq \sigma_2 \right\} = \frac{G(\mathbb{C}_{\sigma_1})}{G(\mathbb{C}_{\sigma_2})} = K_{\sigma_1} \times K_{\sigma_2} \).

It should be noted that these topologies define metrizable spaces since we can take \( \sigma_1 = \frac{1}{n}, \sigma_2 = \frac{1}{m}, n, m \in \mathbb{N} \), and we get the same topologies. First, since for every \( \sigma_1, \sigma_2 > 0 \) there exists some \( 0 < r < 1 \) such that \( \sup_{\Re s \geq \sigma_1, \Re t \geq \sigma_2} \left\| \left( \frac{1}{p^s}, \frac{1}{p^t} \right) \right\|_{\infty} \leq r \), then any \( f \in H^\infty(B_{c_0}) \) has a uniformly convergent Taylor series on \( K_{\sigma_1, \sigma_2} \). Moreover, by adapting the arguments from the proof of [1] Theorem 2.5], the set of finite polynomials on \( B_{c_0} \) is dense in the space of homogeneous polynomials on \( B_{c_0} \) with the topology induced by \( \| \cdot \|_{\infty} \). Therefore we can extend (3.6) to homogeneous polynomials. Again, since the topology of \( \| \cdot \|_{\infty} \) is finer than topology \( \tau \), if we
prove that $T$ and $C_\psi$ are continuous with the topology $\tau$, then we will be able to extend (3.6) to $H^\infty(B^\circ_2)$ to get that $T = C_\psi$ as operators of $H^\infty(B^\circ_2)$.

To see that $T$ is continuous, just have to check that $C_\phi$ is continuous for the topology $\tilde{\tau}$ and that $B$ defines a homeomorphism with the respective topologies $\tau$ and $\tilde{\tau}$. To prove that $C_\phi$ is continuous we have to apply Lemma (3.7) to $\phi$ to get that for every $\sigma_1, \sigma_2 > 0$ there exists some $\delta(\sigma_1), \delta(\sigma_2) > 0$ such that $\phi(\mathbb{C}_{\sigma_1} \times \mathbb{C}_{\sigma_2}) \subset \mathbb{C}_{\delta(\sigma_1)} \times \mathbb{C}_{\delta(\sigma_2)}$. Now, let $\{D_n\}_n \subset H^\infty(C^2_1)$ be a sequence convergent to $D \in H^\infty(C^2_1)$ with $\tilde{\tau}$. As

$$\|C_\phi(D_n) - C_\phi(D)\|_{C_{\sigma_1} \times C_{\sigma_2}} = \|D_n \circ \phi - D \circ \phi\|_{C_{\sigma_1} \times C_{\sigma_2}} \leq \|D_n - D\|_{C_{\delta(\sigma_1)} \times C_{\delta(\sigma_2)}},$$

$C_\phi$ is continuous. Now, to see that $B$ is a homeomorphism with the respective topologies, suppose that $\{f_n\}_n \subset H^\infty(B^\circ_2)$ is a sequence convergent to $f \in H^\infty(B^\circ_2)$ with $\tau$. Then, using the continuity of $f_n$ and $f$,

$$\|B(f_n) - B(f)\|_{C_{\sigma_1} \times C_{\sigma_2}} = \sup_{\text{Re } s \geq \sigma_1, \text{Re } t \geq \sigma_2} |B(f_n)(s, t) - B(f)(s, t)|$$

$$= \sup_{\text{Re } s \geq \sigma_1, \text{Re } t \geq \sigma_2} \left| f_n \left( \frac{1}{p^s}, \frac{1}{p^t} \right) - f \left( \frac{1}{p^s}, \frac{1}{p^t} \right) \right|$$

$$= \sup_{(z, \omega) \in K_{\sigma_1, \sigma_2}} |f_n(z, \omega) - f(z, \omega)|$$

$$= \|f_n - f\|_{K_{\sigma_1, \sigma_2}},$$

so clearly $B$ is a homeomorphism between the topological spaces $(H^\infty(B^\circ_2), \tau)$ and $(H^\infty(C^2_1), \tilde{\tau})$, giving that $T$ is continuous with the topology $\tau$.

It remains to prove that $C_\psi$ is continuous with the topology $\tau$. Let us recall that $\psi = ((B^{-1}(D^{(1)}_j))_j, (B^{-1}(D^{(2)}_i))_i)$. Hence, if $\sigma_1, \sigma_2 > 0$, take $(z, \omega) \in G(\overline{\mathbb{C}_{\sigma_1}}) \times G(\overline{\mathbb{C}_{\sigma_2}})$, that is, $(z, \omega) = (\frac{1}{p^s}, \frac{1}{p^t})$ for some $(s, t) \in \overline{\mathbb{C}_{\sigma_1}} \times \overline{\mathbb{C}_{\sigma_2}}$, and then $B^{-1}(D^{(1)}_j)(z, \omega) = D^{(1)}_j(s, t) = \frac{1}{p^s_j \sigma_1(s, t)},$ so

$$B^{-1}(D^{(1)}_j)(G(\overline{\mathbb{C}_{\sigma_1}}) \times G(\overline{\mathbb{C}_{\sigma_2}})) \subset \left\{ \frac{1}{p^s_j} : \text{Re } s \geq \sigma_1, \text{Re } t \geq \sigma_2 \right\} \cap \left\{ \frac{1}{p^t_j} : \text{Re } s \geq \delta(\sigma_1) \right\},$$

and therefore $\psi_1(K_{\sigma_1, \sigma_2}) \subset \left\{ \frac{1}{p^s_j} : \text{Re } s \geq \delta(\sigma_1) \right\} = K_{\delta(\sigma_1)}$. Analogously, $\psi_2(K_{\sigma_1, \sigma_2}) \subset K_{\delta(\sigma_2)}$, so $\psi(K_{\sigma_1, \sigma_2}) \subset K_{\delta(\sigma_1)} \times K_{\delta(\sigma_2)} = K_{\delta(\sigma_1), \delta(\sigma_2)}$. Then, if $\{f_n\}_n \subset H^\infty(B^\circ_2)$ is a sequence convergent to $f \in H^\infty(B^\circ_2)$ with $\tau$,

$$\|C_\psi(f_n) - C_\psi(f)\|_{K_{\sigma_1, \sigma_2}} = \|f_n \circ \psi - f \circ \psi\|_{K_{\sigma_1, \sigma_2}} \leq \|f_n - f\|_{K_{\delta(\sigma_1), \delta(\sigma_2)}},$$

which gives the continuity of $C_\psi$ with the topology $\tau$.

Finally, as every function in $H^\infty(B^\circ_2)$ is the limit of a series of finite polynomials with the topology $\tau$, and by (3.6), $T$ and $C_\psi$ coincide on finite polynomials, $T = C_\psi$.

\[ \blacksquare \]

\section{4. Superposition operators}

In this section we deal with superposition operators, which are defined by $S_\varphi(f) = \varphi \circ f$ where $f$ belongs to some function space and $\varphi$ is defined on $\mathbb{C}$. We are especially interested in superposition operators acting on spaces of Dirichlet series, precisely on $H^p$ and on $H^\infty(\mathbb{C}_+)$. 
Let us first recall the characterization of superposition operators on the classical Hardy spaces $H^p(D)$, which was given in [3].

**Theorem 4.1.** An entire function $\varphi$ defines a superposition operator $S_\varphi : H^p(D) \to H^q(D)$ if and only if $\varphi$ is a polynomial of degree at most $[\frac{n}{q}]$.

**Remark 4.2.** As a matter of fact, the assumption of $\varphi$ to be entire can be dropped. If $\varphi : \mathbb{C} \to \mathbb{C}$ induces a superposition operator $S_\varphi$ mapping $H^p(D)$ into $H^q(D)$, then, since $f(z) = rz$ belongs to $H^p(D)$ for all $r > 0$, the function $z \mapsto \varphi(rz)$ is analytic in $D$ for all $r > 0$, hence $\varphi$ is entire.

Recall that the Bohr transform induces an isometric isomorphism from $H^p(T^\infty)$ onto $H^p$. The subspace of $H^p$ consisting of Dirichlet series of the form $\sum_{k=1}^{\infty} a_k \frac{1}{(kz)^p}$ is isometrically isomorphic to $H^p(T^\infty)$ and the Dirichlet series

\[
\sigma = \sum_{k=1}^{\infty} a_k \frac{1}{(kz)^p}
\]

defines a superposition operator $S_\sigma : H^p \to H^q$ if and only if $\varphi$ is a polynomial of degree at most $[\frac{n}{q}]$.

**Theorem 4.3.** A function $\varphi : \mathbb{C} \to \mathbb{C}$ defines a superposition operator $S_\varphi : H^p \to H^q$ if and only if $\varphi$ is a polynomial of degree at most $[\frac{n}{q}]$.

**Proof.** We first see that if $\varphi$ is a polynomial of degree $N \leq [\frac{n}{q}]$ then $S_\varphi$ defines a superposition operator. Take first $\varphi_k(w) = w^k$. By Young’s inequality we have $a^\alpha \leq \frac{\alpha}{\lambda} a^\lambda$ whenever $a > 0$ and $\frac{\lambda}{\alpha} < 1$. Then, since $\frac{k_a}{p} \leq 1$ for all $1 \leq k \leq N$, given a Dirichlet polynomial $P$, we get

\[
\|\varphi_k(P)\|^p_q = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \left| \varphi_k(P(it)) \right|^q dt
\]

\[
= \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \left| (P(it))^k \right|^q dt
\]

\[
\leq \frac{k}{p} \|P\|^p_q,
\]

so $\varphi_k(P) \in H^q$. Now, if $\varphi(w) = \sum_{k=0}^{N} b_k w^k$, then $\varphi(P) = \sum_{k=0}^{N} b_k \varphi_k(P) \in H^q$ for every Dirichlet polynomial $P \in H^p$. Using that Dirichlet polynomials are dense in $H^p$ and $H^q$ with the respective norms is enough to get the desired result.

On the other hand, suppose now that $\varphi$ defines a superposition operator $S_\varphi : H^p \to H^q$. First of all, since $s \mapsto \varphi \left( \frac{\sqrt{\pi} \sigma}{2} \right)$ is holomorphic in $\mathbb{C}_{1/2}$, then taking two different branches of the complex logarithm we get that $\varphi$ is holomorphic in $B(0, R) \setminus \{0\}$ for every $R > 0$. Moreover, $s \mapsto \varphi \left( \frac{\sqrt{\pi} \sigma}{2} \right)$ is an absolutely convergent Dirichlet series, and therefore is bounded in $\mathbb{C}_\sigma$ for every $\sigma > 1$. Since 0 is an isolated singularity of $\varphi$ we get that $\varphi$ is entire. Now let $f \in H^p(D)$, $B(f) \in H^p$ and $\varphi \circ B(f) \in H^q$. Since the Taylor series of $\varphi$ converges absolutely on $\mathbb{C}$, the Taylor series of $f$ converges absolutely on $D$ and the Dirichlet series $B(f)(s)$ converges absolutely in $\mathbb{C}_\sigma$ for any $\sigma > 1$ then there exists $\{a_n\}_n$ such that $(\varphi \circ B(f))(s) = \sum_{n=0}^{\infty} a_n (2\pi)^{-\sigma}$ for every $s \in \mathbb{C}_\sigma$, $\sigma > 1$, and also $(\varphi \circ f)(z) = \sum_{n=0}^{\infty} a_n z^n$ for every $z \in D$. Hence $\varphi \circ f = B^{-1}(\varphi \circ B(f)) \in H^q(D)$, thus $\varphi$ defines a superposition operator $S_\varphi : H^p(D) \to H^q(D)$ and consequently it is a polynomial of degree at most $[\frac{n}{q}]$.  

Remark 4.4. It is interesting to note here the differences between the spaces $H^p$ and $H^\infty(C_+)$ regarding superposition operators. While only polynomials of a certain degree will define superposition operators $S_\varphi : H^p \to H^q$, the fact that $H^\infty(C_+)$ is an algebra gives trivially that any polynomial defines a superposition operator on $H^\infty(C_+)$. This leads easily to the fact that any entire function defines a superposition operator. Indeed, since entire functions are uniformly approximated by their Taylor series on all compact sets, in particular on the image of any function of $H^\infty(C_+)$, if $\varphi(z) = \sum_{n=1}^\infty a_n z^n$ and $f \in H^\infty(C_+)$, then $S_\varphi(f)$ is the uniform limit of $S_{\varphi_N}(f) \in H^\infty(C_+)$ where $\varphi_N = \sum_{n=1}^N a_n z^n$. Using that $H^\infty(C_+)$ is complete is enough to get that $S_\varphi : H^\infty(C_+) \to H^\infty(C_+)$ is a superposition operator.
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